THE SHINTANI DOUBLE ZETA FUNCTIONS

HENRY H. KIM, MASAO TSUZUKI, AND SATOSHI WAKATSUKI

Abstract. In this paper, we give an explicit formula of the Shintani double zeta functions with any ramification in the most general setting of adeles over an arbitrary number field. Three applications of the explicit formula are given. First, we obtain a functional equation satisfied by the Shintani double zeta functions in addition to Shintani’s functional equations. Second, we establish the holomorphicity of a certain Dirichlet series generalizing a result by Ibukiyama and Saito. This Dirichlet series occurs in the study of unipotent contributions of the geometric side of the Arthur-Selberg trace formula of the symplectic group. Third, we prove an asymptotic formula of the weighted average of the central values of quadratic Dirichlet L-functions.
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1. Introduction

For positive integers \( m \) and \( n \), let \( A(m, n) \) denote the number of distinct solutions to the quadratic congruence equation \( x^2 \equiv n \mod m \). In his original work [23], Takuro Shintani introduced Dirichlet series with two complex variables \( s = (s_1, s_2) \in \mathbb{C}^2 \)

\[
\xi_i(s) := \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A(4m, (-1)^{i-1}n)}{m^{s_1}n^{s_2}}, \quad \xi_i^*(s) := \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A(m, (-1)^{i-1}n)}{m^{s_1}(4n)^{s_2}} \quad (i = 1, 2)
\]

and showed that

\[
\Gamma \left( \frac{s_1+1}{2} \right)^{-1} s_1(2s_1 - 1)\zeta(2s_1)(s_2 - 1)(s_1 - 1)^2(2s_1 + 2s_2 - 3) \times \xi_i(s),
\]

\[
\Gamma \left( \frac{s_1+1}{2} \right)^{-1} s_1(2s_1 - 1)\zeta(2s_1)(s_2 - 1)(s_1 - 1)^2(2s_1 + 2s_2 - 3) \times \xi_i^*(s)
\]
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have analytic continuations to \( \mathbb{C}^2 \) satisfying a set of functional equations. By an explicit determination of the singular part of (1.1), he obtained an asymptotic formula for an average of the class numbers of quadratic fields with growing discriminants. Now the Dirichlet series (1.1) are commonly referred to as the *Shintani double zeta functions*. In later works (Diamantis-Goldfeld [4], Ibukiyama-Saito [10]), it is discovered that there are relations between the Shintani double zeta-functions and the Mellin transforms of metaplectic Eisenstein series on GL(2), or the \( A_2 \) Weyl group multiple Dirichlet series (\( A_2 \)-WMDS for short). The latter object inherits two functional equations, one from the \( A_2 \)-Weyl group action on the spectral parameter of the Eisenstein series and the other from the automorphy of the Eisenstein series. The relation between the Shintani double zeta function and the \( A_2 \)-WMDS is nicely put in a work by J. Wen ([27, Theorem 2.3.1]), where the odd discriminant part of \( \xi_1(s) + \xi_2(s) \) is identified with an \( A_2 \)-WMDS up to a simple factor explicitly written by the Riemann zeta function. Thus, the Shintani double zeta functions satisfy not only Shintani’s functional equations ([23, Theorem 1]), but also a different type of functional equations as an \( A_2 \)-WMDS.

In this paper, we study an adelic version of the Shintani double zeta functions over any number field in a general setting with possible ramifications; we obtain the expected functional equation (Theorem 4.21) for them as prehomogeneous zeta functions, working in the framework of Shintani and employing several known results from [21] and [23]. We derive an explicit formula (Theorem 4.3) for the Shintani double zeta functions in a form of multiple Dirichlet series of quadratic Hecke L-functions, which provides us with yet another functional equation for them (Theorem 4.20). Several applications of the explicit formula will be given.

Let us explain our results in more detail. For simplicity, we restrict ourselves to the rational number field \( \mathbb{Q} \) in the introduction. The algebraic group

\[
G := \text{GL}(1) \times \left\{ \begin{pmatrix} 1 & 0 \\ x & * \end{pmatrix} \in \text{GL}(2) \right\}
\]

over \( \mathbb{Q} \) acts on the \( \mathbb{Q} \)-vector space

\[
V := \{ x \in M(2) \mid x = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \text{ via } (a, h) \cdot x = \rho(a, h)x := ahx'h \quad ((a, h) \in G).
\]

This pair \((G, V)\) is a prehomogeneous vector space, i.e., there is an open dense \( G \)-orbit in \( V \). Basic relative invariants \( P_1 \) and \( P_2 \) on \( V \) are given by

\[
P_1(x) := x_1, \quad P(x) = P_2(x) := x_1^2 - x_1x_2 = -\det(x) \quad x = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \in V.
\]

We set

\[
V^0 := \{ x \in V \mid P_1(x) \neq 0, \ P_2(x) \neq 0 \}.
\]

Let \( S \) be a finite set of places of \( \mathbb{Q} \) such that \( \infty \in S \) and set \( \mathbb{Q}_S := \prod_{v \in S} \mathbb{Q}_v \). For \( x = (x_v)_{v \in S} \in \mathbb{Q}_S^\times \), set \( |x|_S := \prod_{v \in S} |x_v|_v \) with \( | \cdot |_v \) being the valuation of \( \mathbb{Q}_v \). Fix an element \( \delta_S \in \mathbb{Q}_S^\times/(\mathbb{Q}_S^\times)^2 \) for a while. Depending on \( S \) and \( \delta_S \), we have a discrete set \( L_S(\delta_S) := V(\mathbb{Q}) \cap (V^0(\mathbb{Q}_S, \delta_S) \prod_{p \notin S} V(\mathbb{Z}_p)) \) endowed with the natural action of the \( S \)-unit group \( \Gamma_S := G(\mathbb{Q}) \cap (G(\mathbb{Q}_S) \prod_{p \notin S} G(\mathbb{Z}_p)) \) of \( G \), where \( V^0(\mathbb{Q}_S, \delta_S) := \{ x \in V^0(\mathbb{Q}_S) \mid P_2(x) \in \delta_S(\mathbb{Q}_S^\times)^2 \} \). According to the usual manner of prehomogeneous vector spaces, we define the prehomogeneous zeta function \( \xi^S_\delta(x, \delta_S) \) by

\[
\xi^S_\delta(x, \delta_S) := \sum_{x \in \Gamma_S \setminus L_S(\delta_S)} \frac{1}{\#(\Gamma_S, x)} \frac{1}{|P_1(x)|_S^2} \frac{1}{|P_2(x)|_S^2}.
\]
where $\Gamma_{S, x} := \{ \gamma \in \Gamma_S \mid \gamma \cdot x = x \}$. The series (1.6) is absolutely convergent for $\Re(s_1) > 1$ and $\Re(s_2) > 1$. If $S = \{ \infty \}$, then we have $\xi^S(\xi, 1) = 2^{2s_2-1}\xi^*_1(\xi)$ and $\xi^S(\xi, -1) = 2^{2s_2-1}\xi^*_1(\xi)$. Hence, $\xi^S(\xi, \delta_S)$ is viewed as a natural generalization of the Shintani double zeta functions. To explain our explicit formula of $\xi^S(\xi, \delta_S)$, we need some additional notations. Let $\hat{A}$ denote the adele ring of $\mathbb{Q}$. In the usual manner, a Dirichlet character is identified with a character of $\mathbb{Q}^\times \mathbb{R}_{>0} \setminus \hat{A}^\times$. For each character $\chi = \otimes_v \chi_v$ of $\mathbb{Q}^\times \mathbb{R}_{>0} \setminus \hat{A}^\times$, let $L^S(s, \chi)$ denote the Dirichlet $L$-function without the $S$-factors defined as the partial Euler product $L^S(s, \chi) := \prod_{p \in S} L_p(s, \chi_p)$, where $L_p(s, \chi_p) := (1 - \chi(p)p^{-s})^{-1}$ if $\chi_p$ is unramified, and $L_p(s, \chi_p) := 1$ if $\chi_p$ is ramified. Note that $\xi^S(\xi) := L^S(s, 1)$ coincides with the Riemann zeta function without the $S$-factors. Let $f(\chi) = \prod_{p < \infty} p^{\ell(p)} \in \hat{A}_{>0}$ be the conductor of $\chi$, and $f^S := \prod_{p \not\in S} p^{\ell(p)}$ its prime-to-$S$ part. Let $Q^S_\mathbb{R}/(Q^S_\mathbb{R})^2$ denote the set of real valued characters of $\mathbb{Q}^S_\mathbb{R}$. Note that $[Q^S_\mathbb{R} : (Q^S_\mathbb{R})^2] < \infty$.

For any finite set $S$ of places of $\mathbb{Q}$ such that $\infty \in S$, define $\hat{\xi}^S(\xi, \omega_S)$ by

$$\hat{\xi}^S(\xi, \omega_S) := \frac{2}{|Q^S_\mathbb{R}/(Q^S_\mathbb{R})^2|} \sum_{\delta_S \in Q^S_\mathbb{R}/(Q^S_\mathbb{R})^2} \omega_S(\delta_S) \times \xi^S(\xi, \delta_S), \quad \omega_S \in Q^S_\mathbb{R}/(Q^S_\mathbb{R})^2.$$

The following theorem (Theorem 4.3) is our main result.

**Theorem 1.1.** For any $\omega_S \in Q^S_\mathbb{R}/(Q^S_\mathbb{R})^2$,

$$\hat{\xi}^S(\xi, \omega_S) = \zeta^S(s_1) \zeta^S(2s_1 + 2s_2 - 1) \sum_{\chi} \frac{L^S(s_2, \chi)}{L^S(2s_1 + s_2, \chi)(f^S)^{s_1}}$$

with $\chi$ moving over all real valued characters $\chi = \otimes_v \chi_v$ of $\mathbb{Q}^\times \mathbb{R}_{>0} \setminus \hat{A}^\times$ such that $\otimes_v \in S \chi_v = \omega_S$.

A proof of this theorem will be given in [4.3]. Following the method of Shintani [23], we eventually show that $\hat{\xi}^S(\xi, \delta_S)$ is meromorphically continued to $\mathbb{C}^2$ in [4.3]. In particular, from this theorem we obtain an explicit formula of $\xi^*_1(\xi)$ as

$$\xi^*_1(\xi) = 2^{-2s_2}\zeta(s_1) \zeta(2s_1 + 2s_2 - 1) \sum_D \frac{\text{sgn}(D)^{j-1}L(s_2, \chi_D)}{L(2s_1 + s_2, \chi_D)|D|^{s_1}}$$

where $D$ moves over $1$ and all fundamental discriminants and $\chi_D$ denotes the Dirichlet character on $\mathbb{Z}/D\mathbb{Z}$ corresponding to $\mathbb{Q}(\sqrt{D})$. It follows from this explicit formula and the functional equation of $L(s_2, \chi_D)$ that one gets the new functional equation

$$\frac{\zeta(2s_1 + 2s_2 - 1)}{\zeta(s_1 + s_2 - \frac{1}{2})} \left( \xi_1^*(s_1 + s_2 - 1) - s_2 \right) + (-1)^k \xi_1^*(s_1 + s_2 - 1) = 2^{3s_2-1} \pi^{-s_2} \Gamma(s_2) \frac{\zeta(2s_1)}{\zeta(s_1)} \left( \xi_1^*(\xi) + (-1)^k \xi_3^*(\xi) \right) \left\{ \begin{array}{ll} \cos(\pi s_2/2) & \text{if } k = 0, \\ \sin(\pi s_2/2) & \text{if } k = 1. \end{array} \right.$$
To simplify our explanation on functional equations, we further suppose \( \{\infty, 2\} \subset S \). We obtain a functional equation of \( \xi^S(\underline{s}, \omega_S) \) relating the values at \( (s_1 + s_2 - 1/2, 1 - s_2) \) and \( (s_1, s_2) \) (Theorem 4.20) from the familiar functional equation of the partial Dirichlet \( L \)-functions: 
\[
L^S(1 - s, \chi) = N(f)^{s-1/2} \Gamma_S(s, \chi_S) L^S(s, \chi),
\]
where \( \Gamma_S(s, \chi_S) \) is a gamma factor (see (2.1)). Furthermore, we also obtain a functional equation of \( \xi^S(\underline{s}, \omega_S) \) relating the values at \( (s_1, s_2) \) and \( (s_1, s_2) \) (Theorem 4.21) from the local functional equations of Shintani [23] and Sato [19].

It seems natural to expect that the Shintani double zeta functions \( \xi^S(\underline{s}, \omega_S) \) possess a group of functional equations isomorphic to \( D_{12} \), the dihedral group of order 12. This looks like an analogue of the functional equations of a double Dirichlet series introduced by Blomer [1], see also [5].

For a positive integer \( m \) and a character \( \omega_S \) of \( \mathbb{Q}_S^\times/(\mathbb{Q}_S^\times)^2 \), consider the one-variable zeta function
\[
D_m(s, \omega_S) := \frac{\zeta^S(2s - m + 1)}{(s - m/2, \omega_S)} \xi^S(s - m/2 + 1/2, \omega_S), \quad s \in \mathbb{C}.
\]

When \( m = 2 \), this function was studied in [3] and also in [7]. For some time, it has been observed that the zeta function \( D_m(s, \omega_S) \) occurs in the unipotent contributions of the geometric side of the Arthur-Selberg trace formula of the symplectic group \( \text{Sp}(m) \) (see [10] Section 6) and [20] Section 1.2). Indeed, in their series of works ([9] [10]), Ibukiyama and Saito explicitly computed the central unipotent contribution to the dimension formulas for the Siegel modular forms in terms of the Bernoulli numbers. In doing so, they studied \( D_m(s, \omega_S) \) with \( S = \{\infty\} \) for any \( m \) and proved that \( D_m(s, \omega_S) \) is holomorphic at non-positive integers ([10], Proposition 3.6]).

We generalize this holomorphicity result to arbitrary \( S \) in Corollary 4.23 by using Theorem 1.1 and Shintani’s method for zeta integrals. (See [4,10] for the relation between \( \xi^S(\underline{s}, \delta_S) \) and the global zeta integral.) This result on holomorphicity is of crucial importance in the forthcoming work [14], where an equidistribution theorem in the level aspect for the Satake parameters of holomorphic Siegel cusp forms of general degree is proved.

By the zeta integral method, it is shown that \( D_1(s, \omega_S) \) has a double pole at \( s = 1 \) (Proposition 4.24). Let
\[
D_1(s, \omega_S) = (\text{some factor}) \times \sum_{N \in \mathfrak{M}(\omega_S)} H(1/2, N, \omega_S) N^{-s},
\]
where \( \mathfrak{M}(\omega_S) \) is the set of positive integers \( N = (-1)^{Df}Df^2 \) such that \( D \) is a fundamental discriminant with \( \chi_{D,v} = \omega_v \) for all \( v \in S \). Here \( H(1/2, N, \omega_S) \) is the generalized Cohen function [5.2]. In particular, if \( N \) is a fundamental discriminant, \( H(1/2, N, \omega_S) = L(1/2, \chi_N) \).

If we know that \( H(1/2, N, \omega_S) \) is non-negative, we can use Sato and Shintani’s generalization of Landau’s theorem [22, Theorem 3], and prove an asymptotic formula
\[
\sum_{N \leq x, N \in \mathfrak{M}(\omega_S)} H(1/2, N, \omega_S) = A x \log x + B x + O(x^{1/3}),
\]
for some constants \( A, B \). However, it is not proved yet that \( H(1/2, N, \omega_S) \) is non-negative. We will prove, for any \( \epsilon > 0 \), there exist constants \( A, B \) such that
\[
\sum_{N \leq x, N \in \mathfrak{M}(\omega_S)} H(1/2, N, \omega_S) = A x \log x + B x + O(x^{19/32+\epsilon}).
\]
Let us explain the structure of this paper briefly. In Section 2, we review the Tate integral in both local and global settings, and reintroduce the prehomogeneous vector space \((G, V)\) together with some other additional objects. In Section 3, a basic results on the local zeta integrals attached to our prehomogeneous vector space is briefly recalled. In Section 4, the global zeta integral \(Z(\Phi, s)\) of two complex variables \(s = (s_1, s_2)\) is introduced in the setting of adeles, and the meromorphic continuation and the functional equation is proved. In Theorem 4.3, we relate \(Z(\Phi, s)\) to the Shintani double zeta function \(\xi^S(s, \omega_S)\). In Section 4.5, we prove functional equations of \(\xi^S(s, \omega_S)\). Finally, in Section 5, we give the application on asymptotics of central values of quadratic Dirichlet \(L\)-functions.
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2. Preliminaries

2.1. Notations. Let \(F\) be an algebraic number field. Let \(\Sigma_{\infty}\) (resp. \(\Sigma_{\text{fin}}\)) denote the set of all the infinite (resp. finite) places of \(F\). The set \(\Sigma = \Sigma_{\infty} \cup \Sigma_{\text{fin}}\) consists of all the places of \(F\). Let \(\Sigma_{\infty} = \Sigma_{\mathbb{R}} \cup \Sigma_{\mathbb{C}}\), where \(\Sigma_{\mathbb{R}}\) (resp. \(\Sigma_{\mathbb{C}}\)) denote the set of real (resp. complex) places of \(F\). We also set \(\Sigma_2 := \{v \in \Sigma_{\text{fin}} \mid v\text{ divides } 2\}\). For any \(v \in \Sigma\), we denote by \(F_v\) the completion of \(F\) at \(v\) and by \(\mathcal{O}_v\) the ring of integers of \(F_v\). Let \(\pi_v\) be a prime element of \(\mathcal{O}_v\). We put \(q_v = \#(\mathcal{O}_v/\pi_v \mathcal{O}_v)\).

Let \(\mathbb{A}\) denote the adele ring of \(F\) and \(\mathbb{A}_{\text{fin}}\) the finite adele ring of \(F\).

Let \(dx\) denote the Haar measure on \(\mathbb{A}\) normalized by \(\int_{\mathbb{A}/F} dx = 1\). For each \(v \in \Sigma_{\mathbb{R}}\) we write \(dx_v\) for the ordinary Lebesgue measure on \(\mathbb{R}\), and for each \(v \in \Sigma_{\mathbb{C}}\) we set \(dx_v := 2 dx_{v,1} dx_{v,2}\) for \(x_v = x_{v,1} + x_{v,2} i \in \mathbb{C}\) where \(dx_{v,1}\) and \(dx_{v,2}\) denote the Lebesgue measure on \(\mathbb{R}\). For \(v \in \Sigma_{\text{fin}}\), we fix a Haar measure on \(F_v\) normalized by \(\int_{\mathcal{O}_v} dx_v = 1\). Then it is known that

\[
(2.1) \quad dx = \Delta_F^{-1/2} \prod_{v \in \Sigma} dx_v
\]

holds, where \(\Delta_F\) denotes the absolute discriminant of \(F/\mathbb{Q}\). We denote by \(|\cdot|_v\) the normal valuation of \(F_v\). Then, we have \(d(ax_v) = |a|_v dx_v\) for any \(a \in F_v^\times\). We define the idele norm \(|\cdot|\) on \(\mathbb{A}\) by \(|x| = \prod_{v \in \Sigma} |x_v|_v\) for all \(x = (x_v) \in \mathbb{A}\).

We fix a non-trivial additive character \(\psi\) on \(\mathbb{A}_{\mathbb{Q}}/\mathbb{Q}\) such that \(\psi(x) = e^{2\pi i x}\) for \(x \in \mathbb{Q}_{\infty} = \mathbb{R}\), and set \(\psi_F = \psi \circ \text{Tr}_{F/\mathbb{Q}}\). Then, \(dx\) is the self-dual Haar measure with respect to \(\psi_F\). For \(v \in \Sigma\), set \(\psi_{F_v} = \psi_F|_{F_v}\). Then \(\psi_{F_v}(x) = e^{2\pi i x}\) for \(v \in \Sigma_{\mathbb{R}}\) and \(\psi_{F_v}(x) = e^{4\pi i \text{Re}(x)}\) for \(v \in \Sigma_{\mathbb{C}}\), so that \(dx_v\) is self-dual with respect to \(\psi_{F_v}\) for all \(v \in \Sigma_{\infty}\). For each \(v \in \Sigma_{\text{fin}}\), \(\mathcal{O}_v\) denotes the differential exponent of \(F_v/\mathbb{Q}_p\) where \(p\) is the residual characteristic of \(F_v\), i.e., \(\pi_v^{-\mathbb{Q}_p} \mathcal{O}_v = \{\xi \in F_v \mid \text{Tr}_{F_v/\mathbb{Q}_p}(\xi \mathcal{O}_v) \subset \mathbb{Z}_p\}\). Thus \(q_v^{\mathbb{Q}_p/2} dx_v\) is the self-dual measure on \(F_v\) with respect to \(\psi_{F_v}\), and \(dx = \prod_{v \in \Sigma_{\text{fin}}} q_v^{\mathbb{Q}_p} dx_v\). Let \(d^\times x_v\) denote a Haar measure on \(F_v^\times\) for each \(v \in \Sigma\) defines as \(d^\times x_v = (1 - q_v^{-1})^{-1} \frac{dx_v}{|x_v|_v}\) if \(v \in \Sigma_{\text{fin}}\) and \(d^\times x_v = \frac{dx_v}{|x_v|_v}\) if \(v \in \Sigma_{\infty}\). Then \(\int_{\mathcal{O}_v} d^\times x = 1\) for \(v \in \Sigma_{\text{fin}}\). The idele norm \(|\cdot|\) induces an isomorphism \(\mathbb{A}^\times/\mathbb{A}^1 \to \mathbb{R}_{>0}\). We choose the Haar measure \(d^\times x = \prod_{v \in \Sigma} d^\times x_v\) on \(\mathbb{A}^\times\) and normalize the Haar measure \(d^\times x\) on \(\mathbb{A}^1\) in such a way that the quotient measure on \(\mathbb{R}_{>0}\) as \(dt\), where \(dt\) is the Lebesgue measure on \(\mathbb{R}\).

Let \(S\) be a finite subset of \(\Sigma\). We set \(S_F = \prod_{v \in S} F_v\). We define the norm \(|\cdot|_S\) on \(F_S^\times\) (resp. an additive character \(\psi_{F_S}\) of \(F_S\) by \(|x|_S = \prod_{v \in S} |x_v|_v\) for \(x = (x_v) \in F_S^\times\) (resp. \(\psi_{F_S}(x) = \prod_{v \in S} \psi_{F_v}(x_v)\) for \(x = (x_v) \in F_S\)). For any vector space \(V\) over \(F\), let \(S(V(F_S))\), \(S(V(\mathbb{A}))\), and
\( \mathcal{S}(V(\mathbb{A}_{\text{fin}})) \) denote the Schwartz spaces of \( V(F_{v}^{\times}) \), \( V(A) \), and \( V(\mathbb{A}_{\text{fin}}) \), respectively. We use the notation \( F_{\infty} \) in place of \( F_{\Sigma_{\infty}} \).

2.2. Tate integral (Local). Let \( v \in \Sigma \) and let \( 1_{v} \) be the trivial character of \( F_{v}^{\times} \). For \( \phi_{v} \in \mathcal{S}(F_{v}) \) and a character \( \chi_{v} : F_{v}^{\times} \to \mathbb{T} \), the local Tate integral

\[
\zeta_{v}(\phi_{v}, s, \chi_{v}) := \int_{F_{v}^{\times}} \phi_{v}(a) |a|_{v}^{s} \chi_{v}(a) \, da
\]

is absolutely convergent for \( \text{Re}(s) > 0 \), and is meromorphically continued to the whole \( s \)-plane in such a way that \( L_{v}(s, \chi_{v}) \zeta_{v}(\phi_{v}, s, \chi_{v}) \) gets entire, where

\[
L_{v}(s, \chi_{v}) := \begin{cases} (1 - \chi_{v}(\pi_{v}) q_{v}^{-s})^{-1} & \text{if } \chi_{v} \text{ is unramified}, \\ 1 & \text{if } \chi_{v} \text{ is ramified}, \end{cases}
\]

For our purpose, we only need those \( \chi_{v} \) such that \( \chi_{v}^{2} = 1_{v} \), i.e., \( \chi_{v} \) is a character of \( F_{v}^{\times}/(F_{v}^{\times})^{2} \) and real valued. For such an \( \chi_{v} \), the local functional equation of local Tate integral takes the form

\[
\zeta_{v}(\phi_{v}, s, \chi_{v}) = \tilde{\gamma}_{v}(s, \chi_{v}) \zeta_{v}(\phi_{v}, 1 - s, \chi_{v}) \quad (\phi_{v} \in \mathcal{S}(F_{v}))
\]

where

\[
\tilde{\phi}_{v}(y) := \int_{F_{v}} \psi_{\chi_{v}}(xy) \phi_{v}(x) \, dx, \quad y \in F_{v}
\]

is the Fourier transform of \( \phi_{v} \) and \( \tilde{\gamma}_{v}(s, \chi_{v}) \) is the local gamma factor explicitly given as

\[
\tilde{\gamma}_{v}(s, 1_{v}) = (2\pi)^{1-2s} \Gamma(s)/\Gamma(1-s) \quad \text{for } v \in \Sigma_{C},
\]

\[
\tilde{\gamma}_{v}(s, \text{sgn}(\delta)) = i^{\frac{1}{2}} \pi^{\frac{1}{2}} s^{-s} \Gamma\left(\frac{s+\delta}{2}\right) /\Gamma\left(\frac{1-s+\delta}{2}\right) \quad \text{for } v \in \Sigma_{\delta} (\delta = 0 \text{ or } 1),
\]

for \( v \in \Sigma_{\text{fin}} \)

\[
\tilde{\gamma}_{v}(s, \chi_{v}) = a_{v}^{\delta_{v} s} \times \begin{cases} (1 - \chi_{v}(\pi_{v}) q_{v}^{-s-1})/(1 - \chi_{v}(\pi_{v}) q_{v}^{-s}) & \text{if } \chi_{v} \text{ is unramified}, \\ g_{\chi_{v}} \text{N}(f_{\chi_{v}})^{s} & \text{if } \chi_{v} \text{ is ramified}, \end{cases}
\]

where \( f_{\chi_{v}} = \pi f_{v} \Omega_{v} \) denotes the conductor of \( \chi_{v} \) and

\[
g_{\chi_{v}} := \text{N}(f_{\chi_{v}})^{-1} \sum_{u \in \Omega_{v} \setminus (1+f_{\chi_{v}})} \chi_{v}(u) \psi_{\chi_{v}}(u \pi^{-\delta_{v} f_{v}})
\]

is the Gauss sum for \( \chi_{v} \).

We set

\[
\gamma_{v}(s, u) := \sum_{\chi_{v} \in (F_{v}^{\times}/(F_{v}^{\times})^{2})} \chi_{v}(u) \tilde{\gamma}_{v}(s, \chi_{v}) \quad (u \in F_{v}^{\times}).
\]

Then, from the functional equation of \( \zeta_{v}(\phi, s, \chi_{v}) \), we can derive

\[
(2.2) \quad \int_{(F_{v}^{\times})^{2}} \hat{\phi}(x) |x|_{v}^{-s-1} \, dx = \frac{1}{\#(F_{v}^{\times}/(F_{v}^{\times})^{2})} \sum_{\eta \in (F_{v}^{\times}/(F_{v}^{\times})^{2})} \gamma_{v}(s, \delta \eta) \int_{(F_{v}^{\times})^{2}} \phi(x) |x|_{v}^{-s} \, dx
\]

for each \( \delta \in F_{v}^{\times} \) and \( \phi \in \mathcal{S}(F_{v}) \). For convenience, we record an explicit formula of \( \gamma_{v}(s, \delta) \) for \( v \in \Sigma_{\delta} \) and \( \delta \in \{+1, -1\} \):

\[
(2.3) \quad \gamma_{v}(s, 1) = 2(2\pi)^{-s} \Gamma(s)e^{i\pi s/2}, \quad \gamma_{v}(s, -1) = 2(2\pi)^{-s} \Gamma(s)e^{-i\pi s/2}.
\]
2.3. Tate integral (Global). The Hecke $L$-function of a character $\chi = \prod_v \chi_v$ of $\mathbb{A}^1/F^\times \cong \mathbb{A}^\times / \mathbb{R}_{>0}F^\times$ is defined as the absolutely convergent Euler product

$$L(s, \chi) = \prod_{v < \infty} L_v(s, \chi_v), \quad \text{Re}(s) > 1.$$ 

It is well-known that $L(s, \chi)$ is meromorphically continued to the whole complex $s$-plane. Let $1_F$ be the trivial character of $\mathbb{A}^1/F^\times$. The function $L(s, \chi)$ is holomorphic except for a possible simple pole at $s = 1$ which occurs if and only if $\chi = 1_F$. We also set

$$\zeta_F(s) := L(s, 1_F), \quad c_F = \text{Res}_{s=1} \zeta_F(s) = \text{vol}(F^\times \setminus \mathbb{A}^1).$$

For a finite subset $S \subset \Sigma_{\text{fin}}$, we also consider the partial Euler products $L^S(s, \chi) = \prod_{v \not\in S} L_v(s, \chi_v)$ and $\zeta^S_F(s) = L^S(s, 1_F)$ without the $S$-factors.

For $\phi \in \mathcal{S}(\mathbb{A})$, $s \in \mathbb{C}$, and a character $\chi$ on $\mathbb{A}^1/F^\times$, the global Tate integral is defined as

$$\zeta(\phi, s, \chi) = \int_{\mathbb{A}^\times} \phi(x) |x|^s \chi(x) \, dx,$$

which is known to be absolutely convergent for $\text{Re}(s) > 1$ and has a meromorphic continuation to $\mathbb{C}$ satisfying the functional equation

$$(2.4) \quad \zeta(\phi, s, \chi) = \zeta(\phi, 1-s, \chi^{-1}),$$

where

$$\hat{\phi}(y) = \int_{\mathbb{A}} \psi_F(xy) \phi(x) \, dx.$$

is the Fourier transform of $\phi \in \mathcal{S}(\mathbb{A})$. We put $\zeta(\phi, s) := \zeta(\phi, s, 1_F)$ for simplicity. As is well-known, the functional equation $\hat{\zeta}_F(s) = \hat{\zeta}_F(1-s)$ is deduced from (2.4) by choosing a suitable function $\phi = \otimes_{v \in \Sigma} \phi_v$, where

$$\hat{\zeta}_F(s) := \Delta_F^{s/2} \left\{ \pi^{-s/2} \Gamma(s/2) \right\}^{r_1} \left\{ (2\pi)^{-s} \Gamma(s) \right\}^{r_2} \zeta_F(s)$$

with $r_1 = \#(\Sigma_{\mathbb{R}})$ and $r_2 = \#(\Sigma_{\mathbb{C}})$ is the completed Dedekind zeta function of $F$. When $S$ contains $\Sigma_{\infty} \cup \{ v \in \Sigma_{\text{fin}} \mid \varpi_v \neq 0 \}$, we have the following asymmetric functional equation for the partial zeta function $\zeta^S_F(s)$:

$$\zeta^S_F(1-s) = \Delta_F^{-1/2} \gamma_S(s) \zeta^S_F(s)$$

with $\gamma_S(s) = \prod_{v \in S} \gamma_v(s, 1_v)$, which becomes

$$(2.5) \quad \zeta_F(1-s) = \Delta_F^{s-1/2} \cos(s\pi/2)^{r_1+r_2} \sin(s\pi/2)^{r_2} (2(2\pi)^{-s} \Gamma(s))^{r_1+2r_2} \zeta_F(s)$$

when $S = \Sigma_{\infty}$.

Let $\chi = \otimes_{v \in \Sigma} \chi_v$ be a non-trivial quadratic character of $\mathbb{A}^1/F^\times$ and $E$ the quadratic extension over $F$ corresponding to $\chi$ by class field theory. Let $f_\chi$ be the conductor of $\chi$ and $N(f_\chi)$ the absolute norm of $f_\chi$. We have $N(f_\chi) = \prod_{v \in \Sigma_{\infty}} \#(\mathcal{O}_v/f_\chi_v)$, where $f_\chi_v$ denotes the conductor of $\chi_v$. Put $t = t(\chi) = \#(v \in \Sigma_{\mathbb{R}} \mid \chi_v = 1_v)$, so that the number of real places (resp. complex places) of $E$ is $2t$ (resp. $r_1 - t + 2r_2$). Then one can derive

$$L(1-s, \chi) = N(f_\chi)^{s-1/2} \Delta_F^{s-1/2} \cos(s\pi/2)^{t+r_2} \sin(s\pi/2)^{r_2} (2(2\pi)^{-s} \Gamma(s))^{r_1+2r_2} L(s, \chi)$$
from the functional equations \([2.5]\) for \(F\) and \(E\) in conjunction with the relations \(\Delta_E = N(f_\chi) \Delta_F^2\) and \(\zeta_F(s) = \zeta_F(s) L(s, \chi)\). For any finite set of places \(S\) containing \(\Sigma_\infty\), one has

\[
L^S(1 - s, \chi) = N(f_\chi)^{s - 1/2} \Gamma_S(s, \chi) L^S(s, \chi)
\]

where \(N(f_\chi^S) := \prod_{v \in \Sigma_{\infty} \setminus S} \#(\mathfrak{O}_v / f_\chi v)\)

and

\[
\Gamma_S(s, \chi) = \Delta_F^{-s - 1/2} \cos(s\pi/2)^{t + r_2} \sin(s\pi/2)^{t_1 - t + r_2} (2(2\pi)^{-s} \Gamma(s))^{r_1 + 2r_2} \times \prod_{v \in S \setminus \Sigma_{\infty}} N(f_\chi_v)^{s - 1/2} \prod_{v \in S, \chi_v \text{ unramified}} \frac{1 - \chi_v(\tau_v)q_v^{-1+s}}{1 - \chi_v(\tau_v)q_v^{-s}}.
\]

In what follows, \(\Gamma_S(s, \chi)\) which really depends only on \(\chi_S = \prod_{v \in S} \chi_v\) will be denoted by \(\Gamma_S(s, \chi_S)\). Note that since \(\chi\) is quadratic, \(\chi_S\) is viewed as a character of \(F_S^X/(F_S^X)^2\).

### 2.4. Prehomogeneous vector space.

We recall the algebraic group \(G\), the \(F\)-rational representation \((\rho, V)\) of \(G\), and the basic relative invariants \(P_1\) and \(P_2 = P\) defined by \([1.2]\), \([1.3]\), and \([1.4]\), respectively, which are viewed as objects defined over the field \(F\). For notational simplification, we freely identify a matrix \((x_{ij}) \in V\) with the 3-dimensional vector \((x_1, x_{12}, x_2)\).

Let \(\tau_j\) denote the \(F\)-rational character corresponding to the relative \(G\)-invariant polynomial \(P_j\), i.e., \(P_j(g \cdot x) = \tau_j(g)P_j(x)\) \((j = 1, 2)\) for all \(x \in V\), \(g \in G\). A computation reveals

\[
\tau_1(g) = a, \quad \tau_2(g) = a^2c^2 \quad \text{for} \quad g = (a, (b, c)) \in G.
\]

We identify \(V\) with its dual space by the non-degenerate \(F\)-bilinear form

\[
\langle x, y \rangle := x_1y_2 - 2x_{12}y_{12} + x_2y_1 = \Tr(x (\det(y)^{-1})) = \Tr(x Jy J^{-1}) \quad \text{where} \quad J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

Then the contragredient representation of \((\rho, V)\) is realized on the same space \(V\) with the \(G\)-action \(\hat{\rho}\) given by

\[
\hat{\rho}(a, h) y := a^{-2} \det(h)^{-2} \times \rho(a, h) y \quad \text{for} \quad (a, h) \in G,
\]

so that the relation \(\langle \rho(g)x, \hat{\rho}(g)y \rangle = \langle x, y \rangle\) holds for all \(g \in G\) and \(x, y \in V\). It is confirmed that \(P_j(\hat{\rho}(g)x) = \hat{\tau}_j(g)P_j(x)\) with \(F\)-rational characters \(\hat{\tau}_j\) \((j = 1, 2)\) given as

\[
\hat{\tau}_1(g) = a^{-1}c^{-2}, \quad \hat{\tau}_2(g) = a^{-2}c^{-2}.
\]

The basic invariants \(P_1\) and \(P_2\) corresponds to the following constant coefficient differential operators on \(V\):

\[
D_{1, x} = -\frac{\partial}{\partial x_2}, \quad D_{2, x} = \frac{1}{4} \frac{\partial^2}{\partial x_{12}^2} - \frac{\partial^2}{\partial x_1 \partial x_2}.
\]

In this setting, the \(b\)-function whose existence is ensured by a general theory can be explicitly determined as

\[
b_m(s) = \left[ s_2 + 1 \right]_{m_2} \left[ s_1 + s_2 + 3/2 \right]_{m_1 + m_2}
\]

which fit in the formula

\[
D_{1, x}^{m_1} D_{2, x}^{m_2} (P_1(x)^{s_1 + m_1} P_2(x)^{s_2 + m_2}) = b_m(s) P_1(x)^{s_1} P_2(x)^{s_2}
\]

for all \(m = (m_1, m_2) \in \mathbb{Z}^2\), where we set \([\eta]_k := \prod_{j=1}^k (\eta + j)\) if \(k \geq 0\), and \([\eta]_k := \prod_{j=k}^{-1} (\eta + j)^{-1}\) if \(k < 0\).
3. Some results for local zeta functions

3.1. Basic facts on the local zeta integral. Let $v \in \Sigma$. We choose a Haar measure $dx$ on the space $V(F_v)$ as

$$dx := dx_1 \, dx_12 \, dx_2 \quad (x = (x_1, x_12, x_2))$$

where $dx_v$ is the Haar measure on $F_v$ fixed in \[\S2.1\]. For $\delta \in F_v^\times$, we set

$$V(F_v, \delta) := \{x \in V(F_v) \mid P(x) \in \delta(F_v^\times)^2\}, \quad V^0(F_v, \delta) = V^0(F_v) \cap V(F_v, \delta).$$

For any square class $\delta \in F_v^\times/(F_v^\times)^2$, the local zeta integral is defined as

$$Z_v(\Phi, \underline{\Sigma}, \delta) := \int_{V(F_v, \delta)} \Phi(x) |x_v|^{s_1-1} |P(x)|^{s_2-1} \, dx, \quad \Phi \in \mathcal{S}(V(F_v)).$$

For a character $\chi$ of $F_v^\times/(F_v^\times)^2$, we set

$$\tilde{Z}_v(\Phi, \underline{\Sigma}, \chi) := \int_{V(F_v)} |x_v|^{s_1-1} |P(x)|^{s_2-1} \chi(P(x)) \Phi(x) \, dx, \quad \Phi \in \mathcal{S}(V(F_v)).$$

**Lemma 3.1.** The integrals $Z_v(\Phi, \underline{\Sigma}, \delta)$ and $\tilde{Z}_v(\Phi, \underline{\Sigma}, \chi)$ are absolutely convergent and holomorphic in the domain $\{\underline{\Sigma} \in \mathbb{C}^2 \mid \operatorname{Re}(s_2) > 0, \operatorname{Re}(s_1 + s_2) > 1/2\}$ (resp. $\{\underline{\Sigma} \in \mathbb{C}^2 \mid \operatorname{Re}(s_1) > 0, \operatorname{Re}(s_1 + s_2) > 1/2\}$) if $v \in \Sigma_{\infty}$ (resp. $v \in \Sigma_{\mathrm{fin}}$). Note that it is known that they are meromorphic continued to $\mathbb{C}^2$; see e.g., \[21\].

**Proof.** Let $v \in \Sigma_{\infty}$. It is sufficient to prove

$$\int_{V(F_v)} |x_v|^{t_1-1} |P(x)|^{t_2-1} \phi_1(x_1) \phi_2(x_12) \phi_3(x_2) \, dx_1 \, dx_12 \, dx_2 < \infty$$

for $\phi_j \in \mathcal{S}(F_v)$, $t_1, t_2 \in \mathbb{R}$, $t_2 > 0$, $t_1 + t_2 > 0$. By change of variable $y = x_1 x_2 - x_1^2$ and $\phi(u) := \int_{F_v} \phi_2(x_12) \phi_3(u + x_1^2) \, dx_12 \in \mathcal{S}(F_v)$, the above integral equals

$$\int_{F_v} \int_{F_v} |x_v|^{t_1 + t_2 - \frac{3}{2}} |y|^{t_2-1} \phi_1(x_1) \phi(y) \, dx \, dy.$$ 

Therefore, the proof is completed.

For $v \in \Sigma_{\mathrm{fin}}$, the assertion follows from the proof of Theorem \[3.1\] since any compact domain in $V(F_v)$ is contained in $\pi_v^{-1}V(\mathfrak{O}_v)$ for some $l \in \mathbb{N}$.

The following expressions of $Z_v(\Phi, \underline{\Sigma}, \delta)$ and $\tilde{Z}_v(\Phi, \underline{\Sigma}, \chi)$ as integrals over $G(F_v)$ will be needed later.

**Lemma 3.2.** Set $\delta = \operatorname{diag}(1, -\delta)$. Then,

$$Z_v(\Phi, \underline{\Sigma}, \delta) = (1 - q_v^{-1})^2 2^{-1} |2|_v \, |\delta|_v^{s_2} \int_{F_v^\times} \int_{F_v^\times} |a|_v^{s_1} |a^2 c^2|_v^{s_2} \Phi(a, ab, a(b^2 - \delta c^2)) \, d^\times a \, db \, d^\times c$$

$$= (1 - q_v^{-1})^2 2^{-1} |2|_v \int_{G(F_v)} |P_1(g \delta)|_v^{s_1} |P_2(g \tilde{\delta})|_v^{s_2} \Phi(g \delta) \, dg,$$

and for any character $\chi$ of $F_v^\times/(F_v^\times)^2$,

$$\tilde{Z}_v(\Phi, \underline{\Sigma}, \chi) = (1 - q_v^{-1})^2 \int_{F_v^\times} \int_{F_v^\times} |a|_v^{s_1} |a^2 c^2|_v^{s_2} \Phi(a, ab, a(b^2 - c)) \chi(c) \, d^\times a \, db \, d^\times c.$$

Proof. The set $V^0(F_v, \delta)$ is a single $G(F_v)$-orbit containing the diagonal matrix $\delta = \text{diag}(1, -\delta)$; thus $V^0(F_v, \delta) = G(F_v) \delta$. It is easy to see that the natural map $j$ from $G(F_v)$ onto $V^0(F_v, \delta)$ defined as $j(g) = g \delta$ is two-to-one. Let $x = (\begin{smallmatrix} x_1 \\ x_2 \end{smallmatrix})$ and $g = (a, (\begin{smallmatrix} 1 \\ b \end{smallmatrix})) \in G(F_v)$ be related by $x = \rho(g) \delta$, or equivalently $x_1 = a$, $x_1x_2 = ab$ and $x_2 = a(b^2 - \delta c^2)$. Then a computation yields

$$P_1(g \delta) = a, P_2(g \delta) = a^2c^2\delta,$$

and

$$j^*dx = |c|_v|a^2| |2\delta|_v da db dc = (1 - q_v^{-1})^2 |2\delta|_v|a^2|_v d^c a db d^c.$$  

From these, we obtain the first formula immediately. By decomposing $F_v^\times$ to cosets $\delta(F_v^\times)^2$ and then substituting the formula shown above, we have

$$\hat{Z}(\Phi, \underline{s}, \underline{\chi}) = \sum_{\delta} \chi(\delta) Z(\Phi, \underline{s}, \delta)$$

$$= (1 - q_v^{-1})^22^{-1}|2|_v \sum_{\delta} \int_{F_v^\times} \int_{F_v^\times} |a|_v|a^2c^2\delta|_v \chi(\delta c^2) \Phi(a, ab, a(b^2 - \delta c^2)) d^c a db d^c.$$  

The map $c \mapsto c' = c^2\delta$ is a two-to-one surjection form $F_v^\times$ onto $\delta(F_v^\times)^2$ and $d^c c' = |2|_v d^c c$. Hence by the variable change $c' = c^2\delta$ in the last expression, the $\delta$-summation and the $c'$-integral are combined to form $2|2|_v^{-1}$ times a $c'$-integral. Thus

$$Z(\Phi, \underline{s}, \chi) = (1 - q_v^{-1})^22^{-1}|2|_v \times 2|2|_v^{-1} \int_{F_v^\times} \int_{F_v^\times} |a|_v|a^2c^2|_v \chi(\delta c') \Phi(a, ab, a(b^2 - c')) d^c a db d^c'.$$

This proves the second formula. \hfill \square

Lemma 3.3. For each $\underline{s} \in \mathbb{C}^2$ and each $\delta \in F_v^\times/(F_v^\times)^2$, there exists a test function $\Phi \in S(V(F_v))$ such that the support of $\Phi$ is contained in $V^0(F_v)$, $Z_v(\Phi, \underline{s}, \delta)$ is convergent, $Z_v(\Phi, \underline{s}, \delta) \neq 0$ and for any $\delta_1 \in F^\times/(F^\times)^2$ with $\delta_1 \neq \delta$ we have $Z_v(\Phi, \underline{s}, \delta_1) = 0$.

Proof. The family of sets $V^0(F_v, \delta)$ ($\delta \in F_v^\times/(F_v^\times)^2$) is an open covering of $V^0(F_v)$ such that $V^0(F_v, \delta) \cap V^0(F_v, \delta_1) = \emptyset$ if $\delta_1 \neq \delta$. The integral $Z_v(\Phi, \underline{s}, \delta)$, which is clearly absolutely convergent for $\Phi \in S(V^0(F_v))$, defines a measure $|x_1|^{s_1-1}|P(x)|^{s_2-1}dx$ on $V^0(F_v)$ with full support $V^0(F_v)$. Hence we can find $\Phi \in S(V^0(F_v))$ such that $Z_v(\Phi, \underline{s}, \delta) \neq 0$ and $Z_v(\Phi, \underline{s}, \delta_1) = 0$ for $\delta_1 \neq \delta$. \hfill \square

3.2. Functional equations. The Fourier transform of $\Phi \in S(V(F_v))$ is defined by

$$\hat{\Phi}(y) := \int_{V(F_v)} \Phi(x) \psi_{F_v}((x, y)) dx \quad (y \in V(F_v)),$$

For $\delta, \xi \in F_v^\times/(F_v^\times)^2$, set

$$(3.1) \quad G_v(\underline{s}, \delta, \xi) = 2^{1/2} \frac{1}{|2|_v^{1/2} (|F_v^\times/(F_v^\times)^2|)^2} \sum_{\eta \in F_v^\times/(F_v^\times)^2} \alpha_{\psi_{F_v}}(-\eta) \gamma_v(s_2, \delta \eta) \gamma_v(s_1 + s_2 - 1/2, \eta \xi),$$

where $\alpha_{\psi_{F_v}}(-\eta)$ is the Weil constant so defined that the relation

$$\int_{F_v} \phi(x) \psi_{F_v}(ax^2) dx = \alpha_{\psi_{F_v}}(a) |2a|_v^{-1/2} \int_{F_v} \phi(x) \psi_{F_v} \left( -\frac{x^2}{4a} \right) dx$$

holds for any $\phi \in S(F_v)$, which shows that $\alpha_{\psi_{F_v}}(a)$ depends only on the square class $a(F_v^\times)^2$ of $a$. (See [12].) For $v \in \Sigma_R$, we have $F_v^\times/(F_v^\times)^2 = \{+1, -1\}$ and $\alpha_{\psi_{F_v}}(+1) = e^{\pi i/4}$ and
\( \alpha_{\psi_{F_v}}(-1) = e^{-\pi i/4} \); this combined with (2.3) immediately yields the explicit formulas

\[
(3.2) \quad \left( \begin{array}{cc}
G_v(\mathfrak{s}, 1, 1) & G_v(\mathfrak{s}, 1, -1) \\
G_v(\mathfrak{s}, -1, 1) & G_v(\mathfrak{s}, -1, -1)
\end{array} \right) = \\
2^{1-s_1-2s_2} \pi^{-\frac{1}{2} - s_1 - 2s_2} \Gamma(s_2) \Gamma(s_1 + s_2 - \frac{1}{2}) \begin{pmatrix}
\sin \pi \left( \frac{s_1}{2} + s_2 \right) \\
\sin \pi s_1/2
\end{pmatrix} \begin{pmatrix}
\cos \pi s_1/2 \\
\cos \pi \left( \frac{s_1}{2} + s_2 \right)
\end{pmatrix}.
\]

**Lemma 3.4.** Let \( v \in \Sigma \). Then for any \( \Phi \in S(V(F_v)) \) and any \( \mathfrak{s} = (s_1, s_2) \in \mathbb{C}^2 \), one obtains the functional equation

\[
Z_v(\Phi, \mathfrak{s}, \delta) = \sum_{\xi \in F_v^\times/(F_v^\times)^2} G_v(\mathfrak{s}, \delta, \xi) Z_v(\Phi, (s_1, \frac{3}{2} - s_1 - s_2), \xi) \quad (\delta \in F_v^\times/(F_v^\times)^2).
\]

**Proof.** See [21]. See also [23, Lemma 1 (i)] for \( v \in \Sigma_{\mathbb{R}} \).

From Lemma 3.4, we immediately obtain the local functional equations of \( \tilde{Z}_v(\Phi, \mathfrak{s}, \chi) \) as in the next lemma.

**Lemma 3.5.**

\[
\tilde{Z}_v(\Phi, \mathfrak{s}, \chi) = \sum_{\omega \in F_v^\times/(F_v^\times)^2} \tilde{G}_v(\mathfrak{s}, \chi, \omega) \tilde{Z}_v(\Phi, (s_1, \frac{3}{2} - s_1 - s_2), \omega),
\]

where

\[
(3.3) \quad \tilde{G}_v(\mathfrak{s}, \chi, \omega) := \frac{1}{|2|^{1/2} \#(F_v^\times/(F_v^\times)^2)} \left( \frac{\tilde{\gamma}_v(s_2, \chi)}{\tilde{\gamma}_v(s_2, \chi)} \right) \left( \frac{\tilde{\gamma}_v(s_1 + s_2 - \frac{1}{2}, \omega)}{\tilde{\gamma}_v(s_1 + s_2 - \frac{1}{2}, \omega)} \right) \sum_{\eta \in F_v^\times/(F_v^\times)^2} \alpha_{\psi_{F_v}}(-\eta) \chi \omega(\eta)
\]

for \( \chi, \omega \in F_v^\times/(F_v^\times)^2 \).

For \( v \in \Sigma_{\mathbb{R}} \), the characters of \( F_v^\times/(F_v^\times)^2 \) are 1 and sgn; from [23] and we can easily obtain the explicit formulas

\[
(3.4) \quad \left( \begin{array}{cc}
\tilde{G}_v(\mathfrak{s}, 1, 1) & \tilde{G}_v(\mathfrak{s}, 1, \text{sgn}) \\
\tilde{G}_v(\mathfrak{s}, \text{sgn}, 1) & \tilde{G}_v(\mathfrak{s}, \text{sgn}, \text{sgn})
\end{array} \right) = 2^{\frac{3}{2} - s_1 - 2s_2} \pi^{\frac{1}{2} - s_1 - 2s_2} \Gamma(s_2) \Gamma(s_1 + s_2 - \frac{1}{2}) \begin{pmatrix}
\cos(\pi s_2/2) & \cos(\pi s_2/2) \\
\sin(\pi s_2/2) & \sin(\pi s_2/2)
\end{pmatrix} \begin{pmatrix}
\cos(\pi s_2/2) & \cos(\pi s_2/2) \\
\sin(\pi s_2/2) & \sin(\pi s_2/2)
\end{pmatrix} \left( \begin{pmatrix}
\cos(\pi s_2/2) \\
\sin(\pi s_2/2)
\end{pmatrix} \begin{pmatrix}
\cos(\pi s_2/2) \\
\sin(\pi s_2/2)
\end{pmatrix} \right).
\]

### 3.3. Non-vanishing

Set

\[
K_v := \begin{cases}
U(2) & \text{if } v \in \Sigma_{\mathbb{C}}, \\
O(2) & \text{if } v \in \Sigma_{\mathbb{R}}, \\
\text{GL}(2, \mathcal{O}_v) & \text{if } v \in \Sigma_{\text{fin}}.
\end{cases}
\]

endowed with a Haar measure \( dk \) such that \( \int_{K_v} dk = 1 \). We say that \( \Phi \in S(V(F_v)) \) is \( K_v \)-spherical if \( \Phi(kxk) = \Phi(x) \) holds for any \( k \in K_v \). We quote several results on archimedean local zeta integrals for \( K_v \)-spherical test functions in the following three lemmas for later use.
Lemma 3.6. Let $v \in \Sigma_C$. In this case, $Z_v(\Phi, s, \delta)$ does not depend on the choice of $\delta$. Choose a $K_v$-spherical test function $\Phi$ as in [11] Theorem 6.3.1] such that $\hat{\Phi} = |2|_{v}^{-1/2} \Phi$. Then, one obtains

$$|2|_{v}^{1/2} Z_v(\Phi, s, \delta) = |2|_{v} Z_v(\hat{\Phi}, s, \delta) = 2^{a_1 s_1 + a_2 s_2 + a_3} \pi^{b_1 s_1 + b_2 s_2 + b_3} \Gamma(s_2) \Gamma(s_1 + s_2 - \frac{1}{2})$$

for some rational numbers $a_i, b_i, i = 1, 2, 3$.

Proof. This can be proved by using the explicit form (2.8) of $b_{m}(s)$ and the argument in [11] Proof of Theorem 6.3.1].

Lemma 3.7. [23] Lemma 1 (ii) and [20] Lemma 2.9] Let $v \in \Sigma_R$ and suppose $\Phi$ is $K_v$-spherical. Then

$$\frac{\sin(\pi s_1/2)}{\Gamma(s_2) \Gamma(s_1 + s_2 - \frac{1}{2})} Z_v(\Phi, s, +1), \quad \frac{1}{\Gamma(s_2) \Gamma(s_1 + s_2 - \frac{1}{2})} Z_v(\Phi, s, -1)$$

are holomorphic on $C^2$. Furthermore, we have

$$Z_v(\Phi, s_1, s_2, +1) = \frac{\cos(\pi s_1/2)}{\sin(\pi s_1/2)} Z_v(\Phi, 1 - s_1, s_1 + s_2 - \frac{1}{2}, +1),$$

$$Z_v(\Phi, s_1, s_2, -1) = Z_v(\Phi, 1 - s_1, s_1 + s_2 - \frac{1}{2}, -1).$$

Lemma 3.8. [23] Remark of Lemma 1] Let $v \in \Sigma_R$. For each $s \in C^2$, there exist compactly supported $K_v$-spherical test functions $\Psi_1, \Psi_2 \in S(V(F_v))$ such that $\Gamma(\frac{s - 1}{2}) Z_v(\Psi_1, s, +1) \neq 0$, $Z_v(\Psi_2, s, -1) \neq 0$, and the support of $\Psi_j$ is included in $V(F_v, (-1)^{-1})$.

Proof. If Re($s_1$) $\geq 0$, then one can prove this assertion by choosing a support and calculating the integral directly. As for Re($s_1$) $< 0$, it is sufficient to apply Lemma 3.7.

Lemma 3.9. [21] Proposition 2.4] Let $v \in \Sigma_{\text{fin}}$. There exists a positive integer $c_0$ such that

$$(1 - q^{-2s_1})^{c_0} (1 - q^{-2s_2})^{c_0} (1 - q^{-2s_1 - 2s_2 + 1})^{c_0} Z_v(\Phi, s, \delta)$$

is holomorphic on $C^2$ for any $\Phi \in S(V(F_v))$ and $\delta \in F_v^{\times} / (F_v^{\times})^2$.

Lemma 3.10. Let $v \in \Sigma_{\text{fin}}$. For each $\delta \in F_v^{\times} / (F_v^{\times})^2$, there exists a $K_v$-spherical test function $\Psi \in S(V(F_v))$ such that, $(1 - q^{-s_1}) Z_v(\Psi, s, \delta)$ is holomorphic on $C^2$, $(1 - q^{-s_1})^{-1} Z_v(\Psi, s, \delta) \neq 0$, and the support of $\Psi$ is included in $V^0(F_v, \delta)$.

Proof. This follows from Lemma 3.8.

3.4. Explicit formula of local zeta functions over p-adic fields. We shall explicitly compute the local zeta functions over $p$-adic fields for some special test functions. Let $v \in \Sigma_{\text{fin}}$. To simplify notation, we abbreviate $F_v, q_v, \pi_v, \chi_v, \mathcal{O}_v$ to $F, q, \pi, \chi, \mathcal{O}$ omitting the subscripts $v$ throughout this subsection.

Theorem 3.11. Let $v \in \Sigma_{\text{fin}}$ and $\Phi_0$ the characteristic function of $V(\mathcal{O})$. Then for any character $\chi$ of $F^{\times} / (F^{\times})^2$, we have

$$(1 - q^{-1})^{-2} Z_v(\Phi_0, \chi) = \frac{L_v(s_1, 1) L_v(2s_1 + 2s_2 - 1, 1) L_v(s_2, \chi)}{L_v(2s_1 + s_2, \chi) N(\mathfrak{f}_\chi)^{s_1}},$$

where $1$ denotes the trivial character of $F^{\times}$ and $\mathfrak{f}_\chi$ denotes the conductor of $\chi$. 
Proof. We start with the following formula in Lemma \ref{lem:shintani_double_zeta}
\begin{equation}
\tilde{Z}_v(\Phi_0, \chi_v) = \int_{F_v} \int_{F_v} \int_{F_v} |a|_v^{s_1+2s_2-1} |c|_v^{s_2-1} \chi_v(c) \Phi(a, ab^2 - ac) \, da \, dc \, db.
\end{equation}
From (3.6), one can easily deduce
\begin{equation}
(1 - q^{-1})^{-2} \tilde{Z}_v(\Phi_0, \chi_v) = (1 - q^{-1}) \sum_{l \geq 0} \sum_{l+m \geq 0} \sum_{k \in \mathbb{Z}} \int_{\mathcal{O}^x} d^x b \int_{\mathcal{O}^x} d^x c
q^{-l(s_1+2s_2)} q^{-m(s_1+2s_2)} \chi(c) \times \phi(\pi^{l+2m} b^2 - \pi^{l+k} c)
\end{equation}
where \( \phi \) denotes the characteristic function of \( \mathcal{O} \). In order to calculate (3.7) explicitly, we divide the above total sum into the three partial sums according to the cases

(i) \( k < 2m \), \quad (ii) \( k > 2m \), \quad (iii) \( k = 2m \).

**Cases (i) and (ii).** If \( \chi \) is ramified, then the partial sums of (i) and (ii) vanish. Suppose that \( \chi \) is unramified. Then,
\begin{equation}
(3.7) = (1 - q^{-1}) \sum_{l \geq 0} \sum_{l+m \geq 0} \sum_{k \in \mathbb{Z}} \int_{\mathcal{O}^x} d^x b \times q^{-l(s_1+2s_2)} q^{-m(s_1+2s_2)} \chi(c) \times \phi(\pi^{l+2m} b^2 - \pi^{l+k} c).
\end{equation}
For any \( b \) and \( c \) in \( \mathcal{O}^x \), we also have \( \phi(\pi^{l+2m} b^2 - \pi^{l+k} c) = 1 \) if and only if \(-l \leq k \) in the case (i), and \( \phi(\pi^{l+2m} b^2 - \pi^{l+k} c) = 1 \) if and only if \( l+2m \geq 0 \) in the case (ii). By a direct calculation, one can prove that the partial sum for (i) is
\begin{equation}
(3.8) \frac{1}{1 - \chi(\pi) q^{-s_2}} \times \frac{1 + \chi(\pi) q^{-s_1-s_2}}{1 - q^{-2s_1-2s_2+1}} - \frac{1}{1 - \chi(\pi) q^{-s_2}} \times \frac{1 - q^{-1}}{1 - q^{-2s_2-1}} \times \frac{1 + q^{-s_1-2s_2}}{1 - q^{-2s_1-2s_2+1}}.
\end{equation}
One can also show that the partial sum for (ii) is
\begin{equation}
(3.9) \frac{1}{1 - \chi(\pi) q^{-s_2}} \times \frac{(1 - q^{-1}) \chi(\pi) q^{-s_2}}{1 - q^{-2s_2-1}} \times \frac{1 + q^{-s_1-2s_2}}{1 - q^{-2s_1-2s_2+1}}.
\end{equation}
**Case (iii).** In this case, one gets \( q^{-m(\chi(\pi) q^{-s_2}))^k} = q^{-m(2s_2+1)} \). We further divide the case (iii) \( k = 2m \) into the two cases

(iii-1) \( 2m + l \geq 0 \) \quad and \quad (iii-2) \( 2m + l < 0 \).

In the case (iii-1), one has
\begin{equation}
\int_{\mathcal{O}^x} \phi(\pi^{2m+l} (b^2 - c)) \, d^x c = \begin{cases}
1 & \text{if } \chi \text{ is unramified}, \\
0 & \text{if } \chi \text{ is ramified}.
\end{cases}
\end{equation}
Hence, the partial sum for (iii-1) is
\begin{equation}
\frac{1 - q^{-1}}{1 - q^{-2s_2-1}} \times \frac{1 + q^{-s_1-2s_2}}{1 - q^{-2s_1-2s_2+1}}
\end{equation}
if \( \chi \) is unramified, and it vanishes if \( \chi \) is ramified.
We shall consider the case (iii-2). There exists a non-negative integer \( f \) such that \( \pi f \mathfrak{D} \) is the conductor of \( \chi \), i.e., \( f = 0 \) if and only if \( \chi \) is unramified; if \( f \geq 1 \), one has \( \chi_{|_{1+\pi f^{-1}\mathfrak{D}}} = 1 \). By means of the evaluation

\[
(3.10) \quad (1 - q^{-1}) \int_{\Omega^\times} \phi(\pi^{2m+l}(b^2 - c)) \chi(c) \, d^\times c = \int_{1+\pi^{-2m-l}\mathfrak{D}} \chi(c) \, dc = \begin{cases} \frac{q^{2m+l}}{1-q^{-s_1}}, & -2m - l \geq f, \\ \frac{1}{1-q^{-2s_1-2s_2+1}}, & -2m - l < f, \end{cases}
\]

the partial sum for (iii-2) is computed to be

\[
\frac{q^{-f s_1}}{1-q^{-s_1}} \times \frac{1}{1-q^{-2s_1-2s_2+1}}
\]

for \( f \geq 0 \). Summarizing the above computations, one can complete the proof. \( \square \)

As a corollary to this theorem, the local zeta integral \( Z_v(\Phi_v, 0, \underline{\underline{s}}, \underline{\delta}) \) at a non-dyadic place is obtained as

**Corollary 3.12.** Suppose \( v \in \Sigma_{\text{fin}} - \Sigma_2 \). For each \( \delta \in F^\times \), one has

\[
(1 - q^{-1})^{-2} Z_v(\Phi_v, 0, \underline{\underline{s}}, \delta) = \frac{1}{2} \frac{L_v(s_1, 1) L_v(2s_2, 2) L_v(2s_1 + 2s_2 - 1, 1) L_v(s_1, \chi_\delta)}{L_v(2s_1, 1) L_v(s_1 + 2s_2, \chi_\delta) N(f_\chi^\delta)^{s_2}},
\]

where we set \( \chi_\delta(x) := (\delta, x)_v \) \((x \in F^\times)\) by the Hilbert symbol \((,)_v\) on \( F^\times \times F^\times \).

**Proof.** Since \( v \not\in \Sigma_2 \), we have \( F^\times/(F^\times)^2 = \{1, \chi_1, \chi_2, \chi_1\chi_2\} \), where \( \chi_1 \) and \( \chi_2 \) are characters of \( F^\times \) of order 2 defined by the relations \( \chi_1(\pi) = -1, \chi_1(u) = 1 (u \in \mathfrak{D}^\times) \) and \( \chi_2(\pi) = \chi_2(u^2) = +1 \) \((u \in \mathfrak{D}^\times)\), \( \chi_2(u) = -1 \) \((u \in \mathfrak{D}^\times - (\mathfrak{D}^\times)^2)\). Obviously, \( f_1 = f_{\chi_1} = \mathfrak{D} \) and \( f_{\chi_2} = f_{\chi_1\chi_2} = \pi \mathfrak{D} \). In particular, \( L_v(s, \chi_2) = L_v(s, \chi_1\chi_2) = 1 \). Using these facts and substituting the formula in Theorem 5.11 to

\[
Z_v(\Phi_v, \underline{\underline{s}}, \delta) = \frac{1}{4} \sum_{\chi \in F^\times/(F^\times)^2} \chi(\delta) \times \tilde{Z}_v(\Phi_v, \underline{\underline{s}}, \chi),
\]

we get the required formula after an easy direct computation. \( \square \)

To prove Lemma 3.10, we need the following.

**Lemma 3.13.** Choose an element \( \delta \in \mathfrak{D}^\times \cup \pi \mathfrak{D}^\times \). Let \( \Psi \) denote the characteristic function of \( K_v \cdot \left( \begin{smallmatrix} 1 & 0 \\ 0 & \delta \end{smallmatrix} \right) + \pi^2 \mathfrak{D} \) \((\text{resp. } K_v \cdot \left( \begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix} \right) + \pi^2 \mathfrak{D})\) when \( v \not\in \Sigma_2 \) or \( \delta \not\in (\mathfrak{D}^\times)^2 \) \((\text{resp. } v \in \Sigma_2 \text{ and } \delta \in (\mathfrak{D}^\times)^2)\). Then, one has

\[
Z_v(\Psi, \underline{\underline{s}}, \delta) = c \times |\delta|^{s_2-1} \times \begin{cases} 1 & \text{if } \delta \in \mathfrak{D}^\times \setminus (\mathfrak{D}^\times)^2, \\ 1 + q^{-s_1} & \text{if } \delta \in \pi \mathfrak{D}^\times, \\ (1 + q^{-s_1})(1 - q^{-s_1})^{-1} & \text{if } \delta \in (\mathfrak{D}^\times)^2 \text{ and } v \not\in \Sigma_2, \\ q^{-s_1}(1 + q^{-s_1})(1 - q^{-s_1})^{-1} & \text{if } \delta \in (\mathfrak{D}^\times)^2, v \in \Sigma_2, \text{ and } 2 \in \pi \mathfrak{D}^\times, \\ q^{-2s_1}(1 - q^{-s_1})^{-1} & \text{if } \delta \in (\mathfrak{D}^\times)^2, v \in \Sigma_2, \text{ and } 2 \in \pi^2 \mathfrak{D}, \end{cases}
\]

for some constant \( c \).

**Proof.** First, let us consider the case \( v \not\in \Sigma_2 \) or \( \delta \not\in (\mathfrak{D}^\times)^2 \). By a direct calculation one has

\[
Z_v(\Psi, \underline{\underline{s}}, \delta) = \frac{q^{-6} |\delta|^{s_2-1}}{\sharp(H_\delta(\mathfrak{D}/\pi^2 \mathfrak{D}))} \sum_{(a, b) \in \text{GL}(2, \mathfrak{D}/\pi^2 \mathfrak{D})} \int_{\mathfrak{D}} |a^2 - b^2 \delta + \pi^2 x_1|^{s_1-1} \, dx_1
\]
where $H_δ$ denotes the stabilizer of $δ$ in $GL(2)$. Furthermore, one can transform the integral
\[
\sum_{(a, b) \in GL(2, D)/\pi^2 D} \int_D |a^2 - b^2δ + \pi^2 x_1|^{s_1-1} \, dx_1 \]
to
\[
q^8 (1 - q^{-1})^2 \times \left\{ q^{-1} + q^{-2} \sum_{\alpha \in \pi^2 D} \int_D |a^2 - \delta + \pi^2 x_1|^{s_1-1} \, dx_1 \right\}.
\]
For $δ \notin (F^\times)^2$, it is easy to deduce the assertion from this. Hence, we suppose $δ = 1$ from here. When $v \notin \Sigma_2$, the sum $q^{-1} + q^{-2} \sum_{\alpha \in \pi^2 D} \int_D |a^2 - 1 + \pi^2 x_1|^{s_1-1} \, dx_1$ equals
\[
q^{-1} + q^{-1} (q - 2) + 2 \sum_{\alpha \in \pi^2 D} q^{-s_1-1} \int_D |\alpha + \pi x_1|^{s_1-1} \, dx_1 = \frac{(1 - q^{-1}) (1 + q^{-s_1})}{1 - q^{-s_1}}.
\]
The remaining case $δ \in (\Omega^\times)^2$, $v \in \Sigma_2$ is easily proved, because it is sufficient to replace $a^2 - b^2δ$ by $2ab$ in the above integral.

\[\square\]

4. Shintani double zeta functions

4.1. Global zeta integral and zeta function. Let $dg$ denote a right Haar measure on $G(\A)$ normalized by
\[
dg = db \, dx \, dc \, da \quad \text{for} \quad g = (a, \begin{pmatrix} 1 & 0 \\ b & c \end{pmatrix}) \in G(\A).
\]
For $\Phi \in S(V(F))$ and $\underline{s} = (s_1, s_2) \in \mathbb{C}^2$, the global zeta integral $Z(\Phi, \underline{s})$ for Shintani’s double zeta function is defined by
\[
Z(\Phi, \underline{s}) := \int_{G(\A)/G(F)} |\tau_1(g)|^{s_1} |\tau_2(g)|^{s_2} \sum_{x \in V^0(F)} \Phi(g \cdot x) \, dg.
\]
Let $S$ be a finite subset of $\Sigma$. For each class $δ_S \in F_S^\times/(F_S^\times)^2$, we define
\[
V^0(F_S, δ_S) := \{ x \in V^0(F_S) \mid P(x) \in δ_S(F_S^\times)^2 \},
\]
where $V^0$ is the set of regular points in $V$ defined by (1.5). For $δ_S \in F_S^\times/(F_S^\times)^2$, $ω_S \in F_S^\times/(F_S^\times)^2$, $Φ \in S(V(F_S))$ and $\underline{s} = (s_1, s_2) \in \mathbb{C}^2$, set
\[
Z_S(Φ, \underline{s}, δ_S) := \int_{V^0(F_S, δ_S)} |x_1|^{s_1-1} |P(x)|^{s_2-1} Φ(x) \, dx,
\]
\[
\tilde{Z}_S(Φ, \underline{s}, ω_S) := \int_{V^0(F_S)} |x_1|^{s_1-1} |P(x)|^{s_2-1} ω_S(P(x)) Φ(x) \, dx.
\]
The Fourier analysis on the finite group $F_S^\times/(F_S^\times)^2$ yields the relations
\[
\text{For} \ x = (x_{11}, x_{12}, x_2) \in V(\A), \text{the value} \ Φ(x) \text{will be denoted by} \ Φ(x_{11}, x_{12}, x_2). \text{For simplicity we write} \ Z_\infty(Φ, \underline{s}, δ_\infty) \text{for} \ Z_{Σ_\infty}(Φ, \underline{s}, δ_{Σ_\infty}) \text{and} \ Z_\infty(Φ, \underline{s}, ω_\infty) \text{for} \ Z_{Σ_\infty}(Φ, \underline{s}, ω_{Σ_\infty}).
Proposition 4.1. \( Z(\Phi, \mathfrak{s}) \) converges absolutely for \( \text{Re}(s_1) > 1 \) and \( \text{Re}(s_2) > 1 \) in the sense that
\[
\int_{G(\mathbb{A})/G(F)} |\tau_1(g)|^{\text{Re}(s_1)} |\tau_2(g)|^{\text{Re}(s_2)} \sum_{x \in V^0(F)} |\Phi(g \cdot x)| \, dg < +\infty.
\]
In addition, \( Z(\Phi, \mathfrak{s}) \) is holomorphic on the region \( \text{Re}(s_1) > 1 \), \( \text{Re}(s_2) > 1 \). If \( \Phi \) is \( K \)-spherical, then \( Z(\Phi, \mathfrak{s}) \) is meromorphically continued to \( \mathbb{C}^2 \).

Proof. The absolute convergence was proved by [18]. The meromorphic continuation will be proved in Section 4.4. \( \square \)

For any test function \( \Phi \in \mathcal{S}(V(\mathbb{A})) \), there exists a finite subset \( S \) of \( \Sigma \) such that
\[
S \supset \Sigma_\infty, \quad \Phi = \Phi_S \otimes \Phi^S_0, \quad \Phi_S \in \mathcal{S}(V(FS)), \quad \Phi^S_0 = \bigotimes_{v \notin \mathcal{S}} \Phi_{v,0}
\]
where \( \Phi_{v,0} \) denotes the characteristic function of \( V(D_v) \). Fix such a finite set \( S \) once and for all. Let \( (F^\times)^S = \{ x \in \mathbb{A}^\times | x_v = 1 \ (v \in S) \} \) be the restricted direct product of the multiplicative groups \( F^\times_v \ (v \notin S) \). Let \( t = t(F, S) \) be the \( S \)-class number of \( F \), i.e., \( t = \#(\mathbb{A}^\times / F^\times \bigotimes_{v \notin S} D^\times_v) \). Then there exists \( t \) elements \( \alpha_1, \ldots, \alpha_t \) of \( \mathbb{A}^1 \cap (F^\times)^S \) such that
\[
\mathbb{A}^\times = \bigcup_{j=1}^t (F^\times_S \bigotimes_{v \notin S} D^\times_v) \alpha_j F^\times.
\]
Set \( \gamma_{jk} := (\alpha_j, \text{diag}(1, \alpha_{jk})) \in G(\mathbb{A}) \),
\[
\Gamma_{S,jk} := G(F) \cap (\gamma_{jk}^{-1} G(\mathbb{A}, S) \gamma_{jk}), \quad L_{S,jk} := V(F) \cap (\rho(\gamma_{jk})^{-1} V(\mathbb{A}, S)).
\]
where \( G(\mathbb{A}, S) = G(F_S) \times \bigotimes_{v \notin S} G(F(v) \cap K_v) \) and \( V(\mathbb{A}, S) = V(F_S) \times \bigotimes_{v \notin S} V(D_v) \). Note that \( \Gamma_{S,jk} \), when viewed as a subgroup of \( G(F_S) \), is discrete in \( G(F_S) \) acting on the discrete subset \( L_{S,jk} \) of \( V(F_S) \). For each \( \delta_S \in F^\times_S / (F^\times_S)^2 \), we set \( L_{S,jk}(\delta_S) := L_{S,jk} \cap V^0(F_S, \delta_S) \) and
\[
\xi^S(\mathfrak{s}, \delta_S) := \sum_{1 \leq j,k \leq t} \sum_{x \in \Gamma_{S,jk} \setminus L_{S,jk}(\delta_S)} \frac{1}{\#(\Gamma_{S,jk,x})} \frac{1}{|P_1(x)|_{\mathfrak{s}}^{s_1} |P_2(x)|_{\mathfrak{s}}^{s_2}}
\]
where \( \Gamma_{S,jk,x} = \{ \gamma \in \Gamma_{S,jk} \mid \gamma \cdot x = x \} \). This is viewed as a natural generalization of the Shintani double zeta function (1.1) over an arbitrary number field \( F \). Indeed, if \( F = \mathbb{Q} \), then \( t = 1 \) and \( \xi^S(\mathfrak{s}, \delta_S) \) reduces to the series (1.6).

Lemma 4.2. Suppose \( \text{Re}(s_1) > 1 \) and \( \text{Re}(s_2) > 1 \). Then,
\[
Z(\Phi, \mathfrak{s}) = \frac{2^{|S|}}{|S|} \Delta_F^{-\frac{3}{2}} \prod_{v \in S \cap \Sigma_{\text{fin}}} (1 - q_v^{-1})^{-2} \sum_{\delta_S \in F^\times_S / (F^\times_S)^2} Z_S(\Phi_S, \mathfrak{s}, \delta_S) \times \xi^S(\mathfrak{s}, \delta_S).
\]
The series \( \xi^S(\mathfrak{s}, \delta_S) \) is absolutely convergent, defining a holomorphic function on the region \( \text{Re}(s_1) > 1 \), \( \text{Re}(s_2) > 1 \), and \( \xi^S(\mathfrak{s}, \delta_S) \) is meromorphically continued to \( \mathbb{C}^2 \).
Proof. Although the proof is standard to experts, we include it for the sake of completeness. The absolute convergence stated in Proposition 4.1 guarantees that we can freely exchange the order of integrals and summations. The decomposition \( \mathbb{A} = \mathbb{F} + F_S \prod_{v \nmid S} \mathcal{O}_v \) yields the disjoint decomposition \( G(\mathbb{A})/G(\mathbb{F}) = \bigcup_{1 \leq \mu, \nu \leq \ell} \prod_{v \nmid S} G(\mathcal{O}_v) (G(F_S)/\Gamma_{S,\mu,\nu}) \gamma_{\mu,\nu} \). Applying this to the formula (14) and by (21), we get

\[
Z(\Phi, s) \Delta_F^{3/2} = \sum_{\mu, \nu} \int_{G(F_S)/\Gamma_{S,jk}} |\tau_1(gS\gamma_{\mu,\nu})|^{s_1} |\tau_2(gS\gamma_{\mu,\nu})|^{s_2} \sum_{x \in V^0(F)} \Phi(gs\gamma_{\mu,\nu}x) \, ds.
\]

By (4.1), the non-vanishing of the prime-to-S part of \( \Phi(gs\gamma_{\mu,\nu}x) \) implies \( x \in V(F) \cap \rho(\gamma_{\mu,\nu}^{-1})V(\mathbb{A}, S) = L_{S,\mu,\nu}. \) We further decompose the set \( V^0(F) \) to the disjoint union of \( V^0(F) \cap V(F_S, \delta_S) \) with \( \delta_S \in F_S^2/(F_S^2)^{2} \) to extend the above computation as

\[
\sum_{\mu, \nu} \sum_{\delta_S} \int_{G(F_S)/\Gamma_{S,\mu,\nu}} |\tau_1(gS\gamma_{\mu,\nu})|^{s_1} |\tau_2(gS\gamma_{\mu,\nu})|^{s_2} \sum_{x \in L_{S,\mu,\nu}(\delta_S)} \Phi(gs\gamma_{\mu,\nu}x) \, ds = \sum_{\mu, \nu} \sum_{\delta_S} \int_{G(F_S)/\Gamma_{S,\mu,\nu}} |\tau_1(gS\gamma_{\mu,\nu})|^{s_1} |\tau_2(gS\gamma_{\mu,\nu})|^{s_2} \sum_{x \in \Gamma_{S,\mu,\nu}} \sum_{\gamma \in \Gamma_{S,\mu,\nu}/\Gamma_{S,\mu,\nu,\chi}} \Phi(gs(\gamma)x) \, ds.
\]

For \( j = 1, 2 \), we have

\[
(4.7) \quad |\tau_j(gs\gamma_{\mu,\nu})| = \frac{|P_j(gs(\gamma)x)|_{S}}{|P_j(x)|_{S}} \quad gS \in G(F_S), \gamma \in \Gamma_{S,jk}, x \in L_{S,\mu,\nu}.
\]

Indeed, \( |P_j(gs\gamma_{\mu,\nu}(\gamma)x)| \) equals

\[
|P_j(gs(\gamma)x)|_{S} |P_j(\gamma_{\mu,\nu}(\gamma)x)| = |P_j(gs(\gamma)x)|_{S} |\tau_{j}(\gamma_{\mu,\nu}^{\gamma}S)| |P_j(x)|_{S},
\]

where the subscript \( S \) (resp. superscript \( S \)) means the S-component (resp. prime-to-S component) of an adele. Since \( \gamma_{\mu,\nu}^{\gamma} \gamma_{\mu,\nu}^{-1} \in \prod_{v \nmid S} K_v, |\tau_{j}(\gamma_{\mu,\nu}^{\gamma}S)| \) equals \( |\tau_{j}(\gamma_{jk})| \) which is 1 due to the assumption \( \alpha_{\mu}, \alpha_{\nu} \in \mathbb{A}^1 \). Since \( x \in V(F) \), the product formula shows \( |P_j(x)|_{S} = |P_j(x)|_{S}^{-1} \). Thus \( |P_j(gs\gamma_{\mu,\nu}(\gamma)x)| = |P_j(gs(\gamma)x)|_{S} |P_j(x)|_{S}^{-1} \) on one hand. On the other hand, \( |P_j(gs\gamma_{\mu,\nu}(\gamma)x)| = |\tau_{j}(gs\gamma_{\mu,\nu})(\gamma)x| \) because \( |P_j(\gamma)x| = 1 \) due to \( \gamma \in V(F) \).

Now applying (4.7) to the last formula of \( Z(\Phi, s) \), we proceed as follows

\[
Z(\Phi, s) \Delta_F^{3/2} = \sum_{\mu, \nu} \sum_{\delta_S} \sum_{x \in \Gamma_{S,\mu,\nu}/\Gamma_{S,\mu,\nu}} \int_{G(F_S)/\Gamma_{S,\mu,\nu}} |P_1(gs(\gamma)x)|_{S}^{s_1} |P_2(gs(\gamma)x)|_{S}^{s_2} \Phi_S(gs(\gamma)x) \, ds \times \#(\Gamma_{S,\mu,\nu}/\Gamma_{S,\mu,\nu})^{-1} |P_1(x)|_{S}^{s_1} |P_2(x)|_{S}^{-s_2}.
\]

Note that the \( \gamma \)-summation and the \( gs \)-integration are combined to yield an integral over the whole group \( G(F_S) \) which is settled as follows. Since \( x_S \in V(F_S, \delta) \), we see that \( x_S \) and the matrix \( \delta_S = \text{diag}(1, -\delta_S) \) belong to the same \( G(F_S) \)-orbit. Then using the second equality of the
first formula in Lemma 3.2, we see
\[
\int_{G(F_s)} |P_1(gsxs)|_{s \delta_s}^2 |P_2(gsxs)|_{s \delta_s} \Phi_S(gsxs) dg_s = \int_{G(F_s)} |P_1(gs\tilde{\delta}_S)|_{s \delta_s}^2 |P_2(gs\tilde{\delta}_S)|_{s \delta_s} \Phi_S(gs\tilde{\delta}_S) dg_s
\]
\[
= \prod_{v \in S \cap \Sigma_{fin}} (1 - q_v^{-1})^{-2} \frac{1}{2|s|} Z(\Phi_S, s, \delta_S).
\]
This completes the proof of the first assertion. The second assertion follows from (4.6) and Proposition 4.1.

For \( \omega_S \in F_S^\times/(F_S^\times)^2 \), define \( \tilde{\xi}^S(\underline{s}, \omega_S) \) by
\[
\tilde{\xi}^S(\underline{s}, \omega_S) := \frac{2}{|F_S^\times/(F_S^\times)^2||2|S|} \sum_{\delta_S \in F_S^\times/(F_S^\times)^2} \omega_S(\delta_S) \times \xi^S(\underline{s}, \delta_S).
\]
By the Fourier inversion on the finite group \( F_S^\times/(F_S^\times)^2 \), we can write, for \( \delta_S \in F_S^\times/(F_S^\times)^2 \),
\[
\xi^S(\underline{s}, \delta_S) = \frac{1}{2|S|+1} \sum_{\omega_S \in F_S^\times/(F_S^\times)^2} \omega_S(\delta_S) \times \tilde{\xi}^S(\underline{s}, \omega_S).
\]
From (4.9) and (4.10), and (4.12), we obtain
\[
Z(\Phi, \underline{s}) = \frac{1}{2} \Delta F^\times \prod_{v \in S \cap \Sigma_{fin}} (1 - q_v^{-1})^{-2} \times \sum_{\omega_S \in F_S^\times/(F_S^\times)^2} \tilde{Z}_S(\Phi_S, \underline{s}, \omega_S) \times \tilde{\xi}^S(\underline{s}, \omega_S).
\]
For each \( \underline{s} \in C^2 \) and each \( \delta_S \in F_S^\times/(F_S^\times)^2 \), it follows from Lemmas 3.3 and 4.2 that there exists a test function \( \Phi_S \in \mathcal{S}(V^0(F_S)) \) (\( \text{Supp} \Phi_S \subset V^0(F_S, \delta_S) \)) such that \( Z(\Phi_S, \underline{s}, \delta_S) \neq 0 \) and
\[
\xi^S(\underline{s}, \delta_S) = \frac{1}{2|S|+1} \Delta F^\times \prod_{v \in S \cap \Sigma_{fin}} (1 - q_v^{-1})^2 \times \frac{1}{Z(\Phi_S, \underline{s}, \delta_S)} \times Z(\Phi, \underline{s}).
\]
When \( \Phi \) is K-spherical, Lemmas 3.3 is not available, and so the condition \( Z(\Phi_S, \underline{s}, \delta_S) \neq 0 \) is not ensured. In such a case, we should use Lemmas 3.6, 3.8, and 3.10.

4.2. An integration formula. The following formula (4.12) plays a key role in the proof of our main result. It was given by Labesse and Langlands in the study of the stabilization of the trace formula for \( \text{SL}(2) \); see [7, Chapter 3]. Here we generalize the supports of test functions to the non-compactly supported case. The equality
\[
\int_{F^\times \backslash \mathbb{A}^\times} |c|^\sigma \sum_{x \in F^\times} \phi(c^2xz) d^\times x = \frac{1}{2} \sum_{\chi} \chi(x) \int_{\mathbb{A}^\times} \chi(c)|c|^\sigma \phi(c) d^\times c, \quad x \in \mathbb{A}^1,
\]
holds, where \( \chi \) moves over all the characters of \( F^\times(\mathbb{A}^\times)^2 \backslash \mathbb{A}^\times \), and \( \phi \in C(\mathbb{A}) \) and \( \sigma \in C \) are such that the function \( |c|^\sigma \phi(c) \) on \( \mathbb{A}^\times \) is integrable and
\[
\sum_{\chi} \left| \int_{\mathbb{A}^\times} |c|^\sigma \chi(c) \phi(c) d^\times c \right| < +\infty.
\]
Proof. Set $U = F^\times \backslash A^1$ and let $U^2$ denote the image of the map $\iota : U \to U$ defined as $\iota(u) = u^2$ for $u \in U$, i.e., $U^2 = \{u^2 | u \in U\}$. Since $U$ is a compact abelian group, $U^2$ is a compact subgroup of $U$. Let $\frac{dt}{t}$ be the Haar measure on $R^+$ and $du$ the Haar measure on $U$ such that the product measure $du \otimes \frac{dt}{t}$ on $U \times R^+$ corresponds the Haar measure on $F^\times A^\times = U \times R^+$ prescribed in §2.1 Since $U$ is compact and $\iota : U \to U$ is continuous, there exists a Haar measure $dx$ on $U^2$ such that $\int_{U^2} h(x)dx = \int_U h(u^2)du$ for any continuous function $h$ on $U^2$. In particular, $\text{vol}(U^2) = \text{vol}(U)$, which implies that the quotient measure on $U^2 \setminus U$ has the total volume 1. Since $t \mapsto t^2$ is bijective on $R^+$, we have a natural isomorphism $F^\times (A^\times)^2 \backslash A^\times \cong U^2 \setminus U$. Set $f(c) = \sum_{z \in F^\times} \phi(zc)$ for $c \in A^\times$. Then $f(c)$ is a continuous function on $F^\times A^\times$. Since the function $|c|^\sigma \phi(c)$ on $A^\times$ is supposed to be integrable, we have that $|c|^\sigma f(c)$ is integrable on $F^\times A^\times$. For any character $\chi$ of the compact group $U^2 \setminus U \cong F^\times (A^\times)^2 \backslash A^\times$,

$$\int_{F^\times A^\times} |c|^\sigma \chi(c)f(c)d^\times c = \int_{R^+} t^\sigma \frac{dt}{t} \int_U \chi(u)f(tu)du$$

$$= \int_{R^+} t^\sigma \frac{dt}{t} \int_{u \in U^2 \setminus U} \chi(u) \int_{v \in U} f(utv^2)dv du$$

$$= 2 \int_{R^+} t^\sigma \frac{dt}{t} \int_{u \in U^2 \setminus U} \chi(u) \int_{v \in U} f(u(tv)^2)dv du$$

$$= 2 \int_{u \in U^2 \setminus U} \chi(u) \int_{F^\times A^\times} |c|^\sigma f(uc^2)d^\times c du.$$  

This formula in conjunction with (4.13) shows that the function $\tilde{f}(x) = 2\int_{F^\times A^\times} |c|^\sigma f(c^2x)d^\times c$ on $U^2 \setminus U \cong F^\times (A^\times)^2 \backslash A^\times$ together with its Fourier transform is integrable. As noted above, the total measure of $U^2 \setminus U$ is 1. Thus by the Fourier inversion formula on $U^2 \setminus U$,

$$\tilde{f}(x) = \sum_\chi \chi(x) \times \int_{F^\times A^\times} |c|^\sigma \chi(c)f(c)d^\times c.$$  

This yields the desired formula. \qed

4.3. Explicit formula. In this subsection, we prove the following theorem, which is our main result.

**Theorem 4.3** (Explicit formula). For each finite set $S \supset \Sigma_\infty$ and each $\omega_S \in \widehat{F_S^\times/(F_S^\times)^2}$, we have

$$\tilde{\xi}_S^S(\xi, \omega_S) = \zeta_{F}^S(s_1) \zeta_{F}^S(2s_1 + 2s_2 - 1) \sum_\chi \frac{L_{\chi}^S(s_2, \chi)}{L_{\chi}^S(2s_1 + s_2, \chi) N(f_{\chi}^S)^{s_1}}$$

where $\chi = \otimes_{v \in S} \chi_v$ moves over all quadratic characters satisfying $\otimes_{v \in S} \chi_v = \omega_S$ and we set $N(f_{\chi}^S) := \prod_{v \in S} \#(D_v / f_{\chi_v})$ with $f_{\chi_v}$ being the conductor of $\chi_v$. The above series is absolutely convergent for $\text{Re}(s_1) > 1$ and $\text{Re}(s_2) > 1$.

For the proof of the last statement of Theorem 4.3 we need a lemma.

**Lemma 4.4.** Let $S$ be a finite subset of $\Sigma$ containing $\Sigma_\infty$ and $\omega_S = \otimes_{v \in S} \omega_v$ a character of $F_S^\times/(F_S^\times)^2$. Then for any $\sigma > 1$, we have $\sum_\chi N(f_{\chi}^S)^{-\sigma} < +\infty$, where $\chi$ runs through all real valued idele class characters of $F^\times$ such that $\chi_v = \omega_v$ for $v \in S$.
Proof. Let $\mathcal{O}$ be the integer ring of $F$. For a given invertible ideal $f \subset \mathcal{O}$, the number of $\chi$ such that $f_\chi = f$ is bounded by $O_\chi(N(f)^\epsilon)$ for any $\epsilon > 0$. To prove this, it suffices to estimate the order of the group $C(f) = F^\times(\mathbb{A}^\times)^2U(f)\backslash \mathbb{A}^\times$, where $U(f) = \prod_{v \in S(f)}(1 + f\mathcal{O}_v) \times \prod_{v \in \Sigma_{in} - S(f)} \mathcal{O}_v^\times$ with $S(f) = \{v \in \Sigma_{in}|f\mathcal{O}_v \subset \pi_v \mathcal{O}_v\}$. Since $(F^\times(\mathbb{A}^\times)^0)^0 \subset (\mathbb{A}^\times)^2$, $C(f)$ is a quotient group of $F^\times(\mathbb{A}^\times)^0U(f)\backslash \mathbb{A}^\times$ which is finite. Let $j_f$ be the quotient from $C(f)$ to the group $C(\mathcal{O}) = F^\times(\mathbb{A}^\times)^2U(\mathcal{O})\backslash \mathbb{A}^\times$. Then the kernel of $j_f$ is isomorphic to the group $((\mathbb{A}^\times)^2 \cap U(f))\backslash U(\mathcal{O})$. Thus there exists a surjective map from $((\mathbb{A}^\times)^2 \cap U(f))\backslash U(\mathcal{O}) \cong \prod_{v \in S(f)}((\mathcal{O}_v^\times)^2(1 + f\mathcal{O}_v)\backslash \mathcal{O}_v^\times)$ onto $\ker(j_f)$. Therefore,

$$\#(C(f)) \leq \#(C(\mathcal{O})) \times \#\ker(j_f) \leq \#(C(\mathcal{O})) \times \# \left( \prod_{v \in S(f)} (\mathcal{O}_v^\times)^2(1 + f\mathcal{O}_v)\backslash \mathcal{O}_v^\times \right)$$

$$\leq \#(C(\mathcal{O})) \times \# \left( \prod_{v \in S(f)} (\mathcal{O}_v^\times)^2 \mathcal{O}_v^\times \right)$$

If $v \in S(f)$ is non-dyadic, then $\#((\mathcal{O}_v^\times)^2 \mathcal{O}_v^\times) = 4$. Hence we have a constant $C_0 > 0$ such that $\#(C(f)) \leq C_0 4^{\#S(f)}$ for all $f$. The bound $4^{\#S(f)} \ll N(f)^\epsilon$ for any $\epsilon > 0$ gives us the required majorant $N(f)^\epsilon$. Let $\chi$ be a real valued idele class character of $F^\times$ such that $\otimes_{v \in S} \chi_v = \omega_S$. Then $E_{xv} = E_{\omega_v}$ is independent of $\chi$. Now choose $\epsilon > 0$ such that $\sigma > 1 + \epsilon$; then we complete the proof by

$$\sum_{\chi} N(f_\chi^S)^{-\sigma} \ll_{\epsilon} \prod_{v \in S} \#(\mathcal{O}/f_{\omega_v})^\sigma \times \sum_{f} N(f)^{-\rho(\sigma - \epsilon)} \ll_{\rho, \omega_S} \zeta_F^S(\sigma - \epsilon) < +\infty.$$

For any $\text{Re}(s) > 1$ and any real valued idele class character $\chi$ of $F^\times \backslash \mathbb{A}^\times$, by looking at the Dirichlet series expressions, we easily see that

$$|L^S(s, \chi)| \leq \zeta_F^S(\text{Re}(s)), \quad |L^S(s, \chi)|^{-1} \leq \zeta_F^S(\text{Re}(s)).$$

Thus, for any $\epsilon > 0$, there exists a constant $C(\epsilon) > 0$ such that

$$\sum_{\chi} \left| \frac{L^S(s_1 + 2s_2, \chi)}{L^S(s_1, \chi)N(f_\chi^S)} \right| \leq C(\epsilon) \sum_{\chi} \frac{1}{N(f_\chi^S)^{1+\epsilon}}, \quad \text{Re}(s_1) \geq 1 + \epsilon, \text{Re}(s_2) \geq 1 + \epsilon.$$

The series of the majorant is convergent by Lemma 4.4.

The first assertion of Theorem 4.3 follows from the following lemma, Theorem 3.11 and (4.10).

Lemma 4.5. Let $\Phi \in \mathcal{S}(V(\mathbb{A}))$. For any $\underline{s} = (s_1, s_2) \in \mathbb{C}^2$ with $\text{Re}(s_1) > 1$ and $\text{Re}(s_2) > 1$,

$$Z(\Phi, \underline{s}) = \frac{1}{2} \sum_{\chi} \int_{\mathbb{A}\times} \int_{\mathbb{A}\times} \int_{\mathbb{A}} |a|^s_1 |c|^{s_2} \chi(c) \Phi(a, ab^2 - ac) \, db \, d^\times c \, d^\times a.$$

where $\chi$-summation taken over all characters of $F^\times \backslash \mathbb{A}^\times$, is absolutely convergent. If $\Phi$ is decomposed as in (4.4) for some $S$, we have

$$Z(\Phi, \underline{s}) = \frac{1}{2} \Delta_F^{-\frac{3}{2}} \sum_{\chi=\otimes_{\mathcal{O}v} \chi_v} \hat{Z}_S(\Phi_S, \underline{s}, \chi_S) \times \prod_{v \in S \cap \Sigma_{in}} (1 - q_v^{-1})^{-2} \times \prod_{v \not\in S} (1 - q_v^{-1})^{-2} \hat{Z}_v(\Phi_{v, 0}, \underline{s}, \chi_v)$$

where $\chi_S = \otimes_{\mathcal{O}v} \chi_v$. 

Proof. A direct computation yields the $G(F)$-orbit decomposition $V^0(F) = \bigcup_{z \in F \times (F \times)^2} G(F) \tilde{z}$, where $\tilde{z} = \text{diag}(1,-z)$ for $z \in F \times$, and that the stabilizer of $\tilde{z}$ in $G(F)$ coincides with $E = \{(1,\text{diag}(1,1))\} \cong \mathbb{Z}/2\mathbb{Z}$. If we write $g = (a, (\begin{smallmatrix} 0 & 0 \\ b & c \end{smallmatrix})) \in G(\mathbb{A})$, then the relation $x = \rho(g)\tilde{z}$ yields $x_1 = a, x_{12} = ab$ and $x_2 = a(b^2 - ze^2)$. Thus by the absolute convergence in Proposition 4.11 we compute as follows

\[ Z(\Phi, \tau) = \sum_{z \in F \times (F \times)^2} \int_{G(\mathbb{A})/E} |\tau_1(g)|^{s_1} |\tau_2(g)|^{s_2} \tilde{\Phi}(g \tilde{z}) \, dg \]

\[ = \sum_{z \in F \times (F \times)^2} \int_{c \in A^\times / \{\pm 1\}} \int_{A^\times} \int_{A^\times} |a|^{s_1} |a^2 c^2|^{s_2} \tilde{\Phi}(a, ab, a(b^2 - ze^2)) \, d^\times a \, d^\times b \, d^\times c \]

\[ = \sum_{z \in F \times (F \times)^2} \int_{c \in A^\times / F^\times} \int_{\tau \in E / \{\pm 1\}} \int_{A^\times} \int_{A^\times} |a|^{s_1} |a^2 \tau c^2|^{s_2} \tilde{\Phi}(a, ab, a(b^2 - \tau^2 c^2)) \, d^\times a \, d^\times b \, d^\times c \]

\[ = \int_{c \in F \times \backslash A^\times} |c|^{s_2} \sum_{z \in F \times} \left( \int_{A^\times} \int_{A^\times} |a|^{s_1} |a^2|^{s_2} \tilde{\Phi}(a, ab, ab^2 - ac^2 z) \, db \, d^\times a \right) \, d^\times c \]

\[ = \int_{c \in F \times \backslash A^\times} |c|^{s_2} \sum_{z \in F \times} \phi_\tau(c^2 z) d^\times c, \]

where $\phi_\tau$ is a continuous function on $\mathbb{A}$ defined by

\[ \phi_\tau(c) = \int_{A^\times} \int_{A^\times} |a|^{s_1 + 2s_2 - 1} \tilde{\Phi}(a, b, a^{-1} b^2 - ac^2) \, db \, d^\times a, \quad c \in \mathbb{A}. \]

which is absolutely convergent for $\Re(s_1 + 2s_2 - 1) > 1$ due to $\Phi \in \mathcal{S}(\mathbb{A})$. Let $\Phi_\tau^+ \in \mathcal{S}(F_v)$ be a non-negative majorant of $\Phi_\tau$ for $v \in S$. Then from

\[ \int_{A^\times} |c|^{\Re(s_2)} |\phi_\tau(c)| \, d^\times c \leq \prod_{v \in \Sigma} \tilde{Z}_v(\Phi_\tau^+, \Re(s), 1) \]

and Theorem 3.11, the integral of $|c|^{\Re(s_2)} |\phi_\tau(c)|$ over $\mathbb{A}^\times$ is majorized by $\prod_{v \in S} \tilde{Z}_v(\Phi_\tau^+, \mathfrak{s}, 1) \times \zeta_F^S(\Re(s_1)) \zeta_F^S(2\Re(s_1) + 2\Re(s_2) - 1) \zeta_F^S(2\Re(s_1) + s_2)^{-1}$. From this, together with the convergence of local zeta integrals recalled in §3.1, we see that $|c|^{\Re(s_2)} |\phi_\tau(c)|$ is integrable on $\mathbb{A}^\times$ when $\Re(s_1) > 1$, $\Re(s_2) > 1$. From Theorem 3.11

\[ \sum_{\chi} \left| \int_{A^\times} |c|^{s_2} \phi_\tau(c) \chi(c) d^\times c \right| \leq \prod_{v \in S} \tilde{Z}_v(\Phi_\tau^+, \mathfrak{s}, 1) \times \left| \zeta_F^S(s_1) \zeta_F^S(2s_1 + 2s_2 - 1) \right| \times \sum_{\chi} \frac{L^S(s_2, \chi) \zeta_F^S(s_2, s_1 + s_2)}{L^S(2s_1 + s_2, \chi) N(f^S)^{s_2}}, \]

Since the $\chi$-summation is convergent as we already saw above, the condition (4.13) for $\phi_\tau$ is also satisfied for $\phi_\tau$ with $\Re(s_1) > 1$ and $\Re(s_2) > 1$. Now we apply (4.12) to the last formula of $Z(\Phi, \mathfrak{s})$ to complete the proof.
4.4. Principal part of global zeta integrals and meromorphic continuation. In this section, we will study the meromorphic continuation of the global zeta integral $Z(\Phi, s)$ using Shintani’s arguments in [23]. For the argument, we need not only the usual global Fourier transform

$$\tilde{\Phi}(y) := \int_{V(\mathbb{A})} \Phi(x) \psi_F((x, y)) \, dx,$$

but also partial Fourier transforms of $\Phi \in \mathcal{S}(V(\mathbb{A}))$ such as

$$\Phi^{(3)}(x_1, x_2, y_3) := \int_{\mathbb{A}} \Phi(x_1, x_2, x_3) \psi_F(x_3y_3) \, dx_3.$$

In the same way, we have the partial Fourier transform $\Phi^{(1)}$ and $\Phi^{(2)}$ with respect to the first variable and the second variable, respectively. We set $\Phi^{(i,j)} = (\Phi^{(i)})^{(j)}$ for $1 \leq i \neq j \leq 3$. The truncated global zeta integral

$$Z_+(\Phi, s) := \int_{G(\mathbb{A})/G(F)} \sum_{\tau_1(\mathfrak{g}) \mid 1} |\tau_1(\mathfrak{g})|^s_1 |\tau_2(\mathfrak{g})|^s_2 \sum_{\mathfrak{g} \in \mathcal{O}(F)} \Phi(\mathfrak{g} \cdot x) \, dg$$

is absolutely convergent for $\text{Re}(s_1) > 1$ defining a holomorphic function on the domain $\text{Re}(s_1) > 1$ of $\mathbb{C}^2$. Set

$$T(\Phi, s) := \int_{\mathbb{A}} \int_{\mathcal{O}} |a|^{-s} \Phi(a, b, a^{-1}b^2) \, db \, d^\times a, \quad \Phi \in \mathcal{S}(V(\mathbb{A})),$$

which is seen to be absolutely convergent on $\text{Re}(s) > 1$ as follows. For a finite set of places $S \subset \Sigma$, we define its local counterpart $T_S(\Phi, s)$ for $\Phi_S \in \mathcal{S}(V(F_S))$; $T_S(\Phi, s)$ is easily seen to be absolutely convergent for $\text{Re}(s) > 1/2$ and $T_S(\Phi_S, s)$ is meromorphically continued to $\mathbb{C}$. If $v \in \Sigma_{\text{fin}}$, then a computation shows

$$T_v(\Phi, s) = \frac{1 + q_v^{-s}}{1 - q_v^{-2s + 1}} = \frac{1 - q_v^{-2s}}{(1 - q_v^{-s})(1 - q_v^{-2s + 1})}. \quad (4.15)$$

Hence, for any $\Phi$ satisfying [4.3], we have the demanded absolute convergence on $\text{Re}(s) > 1$ as well as the formula

$$T(\Phi, s) = T(\Phi^{(i)}, s) = \Delta_F^{-1/2} \zeta_F^{(2s)} \zeta_F^{(2s - 1)} T_S(\Phi_S, s), \quad (4.16)$$

which establishes a meromorphic continuation of $T(\Phi, s)$ to $\mathbb{C}$.

**Lemma 4.6.** Set $u_v(s) := \Gamma(2s - 1)$ if $v \in \Sigma_{\text{C}}$, $u_v(s) := \Gamma(2s - 1)$ if $v \in \Sigma_{\text{R}}$, and $u_v(s) := 1 - q_v^{-2s + 1}$ if $v \in \Sigma_{\text{fin}}$. Then, $\prod_{v \in S} u_v(s) \times T_S(\Phi_S, s)$ is holomorphic on the domain $\text{Re}(s) > 0$. Hence, $T(\Phi, s)$ is holomorphic on the domain $\text{Re}(s) > 0$ except for $s = 1$ by (4.16).

**Proof.** It is sufficient to prove the assertion for each place $v \in S$. For $v \in \Sigma_{\text{C}}$, the assertion follows from the general theory, see [11] Chapter 5. Let $v \in \Sigma_{\text{fin}}$ and consider the integral

$$T_v(\Phi, s) = \int_{F_v} \int_{F_v} |a|^{s_1} \Phi_v(a, b, a^{-1}b^2) \, db \, d^\times a. \quad \Phi_v \text{ is locally constant, we may suppose that} \Phi \text{ is the characteristic function of } \{(x_1, x_2, x_3) \mid x_j \in \pi^{l_j}(\alpha_j + \pi^{m_j} \Omega_v) \ (1 \leq j \leq 3)\} \text{ for some } l_j \in \mathbb{Z}, \beta \in \Omega_v \text{ and large numbers } m_j \in \mathbb{Z}_{> 0} \text{ without loss of generality. Then, one finds that} T_v(\Phi_v, s) \text{ is holomorphic unless } \alpha_1 = \alpha_2 = \alpha_3 = 0. \quad \therefore \text{the assertion follows from (4.15).} \quad \square
Lemma 4.7. If \( \text{Re}(s_1) > 1 \) and \( \text{Re}(s_2) > 1 \), then

\[
Z(\Phi, \underline{s}) = Z_+(\Phi, \underline{s}) + \frac{c_F}{2s_1 + 2s_2 - 3} T(\Phi, s_1) - \frac{c_F}{2s_2} T(\Phi, s_1) + \frac{c_F}{2s_2 - 2} \zeta(\Phi(3), (0, 0, \cdot), s_1) - \frac{c_F}{2s_1 + 2s_2 - 1} \zeta(\Phi(3), (0, 0, \cdot), s_1),
\]

where we set \( c_F := \text{Res}_{s=1} \zeta_F(s) = \text{vol}(F^\times \setminus \mathbb{A}^1) \).

Proof. The assertion can be proved by the same argument as in the proof of [23, Lemma 4]. \( \square \)

Corollary 4.8. For any \( \delta_S \in F_\mathbb{C}^\times / (F_\mathbb{C}^\times)^2 \), it follows that

\[
(s_2 - 1)(2s_1 + 2s_2 - 3) \xi^S(\underline{s}, \delta_S)
\]

are analytically continued to a holomorphic function on the domain

\[
\mathfrak{D}_1 := \{(s_1, s_2) \in \mathbb{C}^2 \mid \text{Re}(s_1) > 1\}.
\]

Proof. Choose a test function \( \Phi \) as (4.4) and \( \Phi \in S(V(\mathbb{F}_s)) \) as in Lemma 3.3. Then, one gets \( T(\Phi, s_1) = 0 \) by \( P(a, b, a^{-1}b^2) = 0 \). We also get \( \Phi(3)(0, 0, a) = 0 \) for any \( a \in \mathbb{A} \) by the definition. Hence, \( (s_2 - 1)(2s_1 + 2s_2 - 3)Z(\Phi, \underline{s}) \) is analytically continued to a holomorphic function on \( \mathfrak{D}_1 \) by Lemma 4.7 and so the assertion follows from (4.11). \( \square \)

We set, for \( j = 1 \) or \( 2 \),

\[
V^1(F) := \{x \in V(F) \mid P(x) \neq 0, \quad P(x) \not\in (F^\times)^2\}, \quad V^2(F) := V^0(F) \setminus V^1(F),
\]

\[
Z_j(\Phi, \underline{s}) := \int_{G(\mathbb{A})/G(F)} |\tau_1(g)^{\underline{s}_1}| |\tau_2(g)^{\underline{s}_2}| \sum_{x \in V^j(F)} \Phi(g \cdot x) \, dg,
\]

\[
Z_{j,+}(\Phi, \underline{s}) := \int_{G(\mathbb{A})/G(F), |\tau_2(g)| > 1} |\tau_1(g)^{\underline{s}_1}| |\tau_2(g)^{\underline{s}_2}| \sum_{x \in V^j(F)} \Phi(g \cdot x) \, dg.
\]

Clearly,

\[
Z(\Phi, \underline{s}) = Z_1(\Phi, \underline{s}) + Z_2(\Phi, \underline{s})\quad \text{and}\quad Z_{+}(\Phi, \underline{s}) = Z_{1,+}(\Phi, \underline{s}) + Z_{2,+}(\Phi, \underline{s}).
\]

For \( h = k \begin{pmatrix} a & 0 \\ 0 & c \end{pmatrix} \begin{pmatrix} 1 & 0 \\ b & 1 \end{pmatrix} \in \text{GL}(2, \mathbb{A}) \) and \( k \in K \), let \( t(h) := \left| \frac{a}{c} \right|^{1/2} \). For \( s \in \mathbb{C} \), define the Eisenstein series

\[
E(h, s) := \sum_{\gamma \in \text{GL}(2,F)/B(F)} t(h\gamma)^s,
\]

where \( B \) denotes the Borel subgroup consisting of lower triangular matrices in \( \text{GL}(2) \). It is known that \( E(h, s) \) absolutely converges and locally uniformly for \( \text{Re}(s) > 2 \) and \( h \in \text{GL}(2, \mathbb{A}) \), and satisfies the functional equation

\[
\widehat{\zeta}_F(2 - s) E(h, 2 - s) = \widehat{\zeta}_F(s) E(h, s).
\]

Furthermore, \( E(h, s) \) is holomorphic for \( \text{Re}(s) > 1 \) except for a simple pole at \( s = 2 \). By [28, Lemma 6.1 (iii)], \( \rho_0 = \text{Res}_{s=1} \widehat{\zeta}_F(s) = \frac{c_F}{2\zeta_F(2)} \frac{\pi^{1/2}(2\pi)^2}{2\zeta_F(2)} \).
The group $G'' = \text{GL}(1) \times \text{PGL}(2)$ acts on $V$ as $g \cdot x = \frac{a}{\det(h)}hxh$, $g = (a, h) \in G''$, $x \in V$. For $\Phi \in \mathcal{S}(V(\mathbb{A}))$ and $s \in \mathbb{C}$, we set

$$
\mathfrak{Z}(\Phi, s) := \int_{G''(\mathbb{A})/G''(\mathbb{A})} |a|^{2s} \sum_{x \in V^1(F)} \Phi(g \cdot x) \, dg.
$$

The zeta integral $\mathfrak{Z}(\Phi, s)$ absolutely converges for $\text{Re}(s) > 3/2$. Its meromorphic continuation to $\mathbb{C}$ was proved in [30], and its explicit formula was studied in [3] and also in [7]. Yukie [30] showed that $\mathfrak{Z}(\Phi, s)$ has a simple pole at $s = \frac{3}{2}$ and at most a double pole at $s = 1$.

**Proposition 4.9.** Suppose $\Phi$ is $K$-spherical. Then, one has

$$
Z_1(\Phi, s) = 2 \int_{G''(\mathbb{A})/G''(F)} |a|^{s_1+2s_2} E(h, 2s_1) \sum_{x \in V^1(F)} \Phi(g \cdot x) \, dg.
$$

Therefore, $Z_1(\Phi, s)$ is meromorphically continued to the domain

$$
\mathcal{D}_2 := \{(s_1, s_2) \in \mathbb{C}^2 \mid \text{Re}(s_1 + 2s_2) > 2 + \max\{\text{Re}(s_1), 1 - \text{Re}(s_1), 1\}\}.
$$

In particular, $(s_1 - 1)Z_1(\Phi, s)$ is a holomorphic function on $\mathcal{D}_2$. Furthermore, if $\text{Re}(s_2) > 1$, then one has

$$
\text{Res}_{s=1} Z_1(\Phi, s) = 2\rho_0 \mathfrak{Z}(\Phi, s_2 + \frac{1}{2}).
$$

**Proof.** The equality follows from direct calculation. The meromorphic continuation can be proved by using the above mentioned basic properties and a Fourier expansion of $E(h, s)$; see [28, Lemma 6.1].

**Proposition 4.10.** Suppose $\Phi$ is $K$-spherical. By the same argument as in Proposition 4.9, one has

$$
Z_{1,+}(\Phi, s) = 2 \int_{G''(\mathbb{A})/G''(F), |a| > 1} |a|^{s_1+2s_2} E(h, 2s_1) \sum_{x \in V^1(F)} \Phi(g \cdot x) \, dg.
$$

From this one finds that $Z_{1,+}(\Phi, s)$ is meromorphically continued to $\mathbb{C}^2$. In addition,

$$
(s_1 - 1)Z_{1,+}(\Phi, s)
$$

is a holomorphic function on $\mathbb{C}^2$.

**Proof.** By choosing a Siegel set, any element $g$ in $G''(\mathbb{A})/G''(F)$, which satisfies $|a| > 1$, is expressed as

$$
g = \left( \begin{array}{cc} a \cdot b & 0 \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ c & 1 \end{array} \right), \quad a, b \in \mathbb{A}^\times, \quad c \in \mathbb{A}/F, \quad k \in K, \quad |a| > 1, \quad |b| > 1/2.
$$

For $x = \left( \begin{array}{cc} x_1 & x_{12} \\ x_{12} & x_2 \end{array} \right) \in V^1(F)$, one has

$$
g \cdot x = \left( \begin{array}{cc} 1 & k \cdot \frac{1}{b^{-1}c} \\ b^{-1}c & 1 \end{array} \right) \cdot \left( \begin{array}{cc} abx_1 & ax_{12} \\ ax_{12} & ab^{-1}x_2 \end{array} \right).
$$

Therefore, from $x_1 \neq 0$, one finds that $\Phi(g \cdot x)$ is rapidly decreasing for the directions $|a| \to \infty$ and $|b| \to \infty$. Hence, this case is also proved by using the above mentioned basic properties and a Fourier expansion of $E(h, s)$; see [28, Lemma 6.1].
Proposition 4.11. Suppose that a finite subset $S$ of $\Sigma$ contains $\Sigma_\infty \sqcup \Sigma_2$. For each test function $\Phi$ satisfying (4.14), one has

$$Z_2(\Phi, \bar{z}) = 2^{|S|} \Delta_F^{-\frac{3}{2}} \prod_{v \in S \cap \Sigma_{\text{fin}}} (1 - q_v^{-1})^{-2} \times Z_S(\Phi_S, \bar{z}, 1) \times \frac{\zeta_F^S(s_1)^2}{\zeta_F^S(2s_2) \zeta_F^S(2s_1 + 2s_2 - 1)}$$

for $\Re(s_1) > 1$ and $\Re(s_2) > 1$. Hence, $Z_2(\Phi, \bar{z})$ is meromorphically continued to $\mathbb{C}^2$.

Remark 4.12. It follows from Lemmas 3.7 and 3.9 that

$$\sin \left( \frac{\pi s_1}{2} \right) \prod_{v \in S \cap \Sigma_{\text{fin}}} (1 - q_v^{-2s_1})^{c_0} (s_1 - 1)^2 (2s_2 - 1) \zeta_F^S(2s_1) Z_2(\Phi, \bar{z})$$

is holomorphic on $\mathcal{D}_2$, where $c_0$ is the constant given in Lemma 3.4.

Proof. It follows from direct calculation that

$$Z_2(\Phi, \bar{z}) = 2^{|S|} \Delta_F^{-\frac{3}{2}} Z_S(\Phi_S, \bar{z}, 1) \prod_{v \in S \cap \Sigma_{\text{fin}}} 2(1 - q_v^{-1})^{-2} \prod_{v \notin S} \{2(1 - q_v^{-1})^{-2} Z_v(\Phi_{v, 0}, \bar{z}, 1)\}.$$

Note that the factor 2 comes from the fact that, in the change of variable for $\left( \begin{array}{cc} a & ab \\ ab & ab^2 - ac^2 \end{array} \right)$, the domain of integration for $c^2$ doubles. The $v$-factors outside $S$ are computed by Corollary 3.12.

For each $\delta_S \in F_S^\infty / (F_S^\circ)^2$ and each positive real number $X$, we set

$$Z_S(\Phi_S, \bar{z}, \delta_S, X) := \int_{V(F_S, \delta_S), |P(x)| > X} |x_1|^{s_1 - 1} |P(x)|^{s_2 - 1} \Phi_S(x) \, dx.$$

It is obvious that $Z_S(\Phi_S, \bar{z}, \delta_S, X)$ is absolutely convergent and holomorphic for $\Re(s_1) > 0$. For $l, r \in \mathbb{N}$ and $\delta \in F_v^\infty / (F_v^\circ)^2$, we set

$$Y_v(s, l, \delta) := \begin{cases} q_v^{(-2s+1)r} + (1 - q_v^{-s}) \sum_{j=0}^{r-1} q_v^{(-2s+1)j} & \text{if } \chi_{\delta} \text{ is unramified and } l = 2r, \\ \sum_{j=0}^{r} q_v^{(-2s+1)j} & \text{if } \chi_{\delta} \text{ is ramified and } l = 2r + 1, \\ 0 & \text{otherwise} \end{cases}$$

where $\chi_{\delta}(v) := (\delta, v)_v$. Note that $Y_v(s, 0, \delta) = 1$ if $\delta \in \mathcal{D}_v^\infty$.

Lemma 4.13. Let $v \in \Sigma_{\text{fin}} \setminus \Sigma_2$, $\delta \in F_v^\infty (|\delta|_v = 1$ or $q_v^{-1})$, and $\Phi_{v, r}$ denote the characteristic function of $\{x \in V(\mathcal{D}_v) \mid |P(x)|_v \in \pi^r \mathcal{D}_v^\infty\}$ for $r \in \mathbb{N}$. Then,

$$Z_v(\Phi_{v, r}, \bar{z}, \delta) = \frac{1}{2} \times \frac{L_v(s_1, 1)}{L_v(2s_1, 1)} \times Y_v(s_1, r, \delta) \times \frac{1}{q_v^{2s_2}} \times \frac{1}{N(\chi_{\delta})^{s_2}}.$$

Proof. This can be proved by Lemma 3.2 and an argument similar to the proof of Theorem 3.11.

Proposition 4.14. Suppose that a finite subset $S$ of $\Sigma$ contains $\Sigma_\infty \sqcup \Sigma_2$. Choose a test function $\Phi$ as in (4.14). Then, one has

$$Z_{2,+}(\Phi, \bar{z}) = 2^{|S|} \Delta_F^{-\frac{3}{2}} \prod_{v \in S \cap \Sigma_{\text{fin}}} (1 - q_v^{-1})^{-2} \times \frac{\zeta_F^S(s_1)^2}{\zeta_F^S(2s_1)} \sum_a Z_S(\Phi_S, \bar{z}, 1, N(a)) \prod_{v \notin S} Y_v(s_1, 2r_a, v, 1).$$
where $a$ moves over all integral ideals prime to $S$, $N(a)$ denotes the norm of $a$, and $r_{a,v}$ denotes the power of the prime ideal corresponding to $v$ in $a$. Furthermore, $Z_{2,+}(\Phi, \underline{s})$ absolutely converges for $\text{Re}(s_1) > 1$, and is meromorphically continued to $\mathbb{C}^2$. In addition, $Z_{2,+}(\Phi, \underline{s})$ is holomorphic on the domain $\text{Re}(s_1) \geq 1/2$ except for $s_1 = 1$.

**Proof.** The equality follows from Lemma [4.13] and the same argument as in the proof of Proposition [4.11]. The other assertions follow from the facts that $\prod_{v \notin S} Y_v(s_1, 2r_{a,v}, 1)$ is bounded by $(N(a) + N(a) N^{1/2})$ and we have $|Z_{2,+}(\Phi, \underline{s})| < Z_{2,+}(|\Phi|, (\text{Re}(s_1), \text{Re}(s_2) + M)$ for any $M > 0$. □

**Corollary 4.15.** Suppose that $\Phi \in \mathcal{S}(V(A))$ is $K$-spherical and satisfies $(4.1)$. Then,

$$(s_1 - 1)^2 s_2 (s_2 - 1)(2s_1 + 2s_2 - 1)(2s_1 + 2s_2 - 3)Z(\Phi, \underline{s})$$

is analytically continued to a holomorphic function on the domain $\text{Re}(s_1) \geq 1/2$. In addition, $Z(\Phi, \underline{s})$ is meromorphically continued to $\mathbb{C}^2$, $Z_1(\Phi, \underline{s})$ has a simple pole at $s_1 = 1$, and $Z_2(\Phi, \underline{s})$ has a double pole at $s_1 = 1$;

$$\lim_{s_1 \rightarrow 1} \frac{\partial}{\partial s_1} (s_1 - 1)^2 Z(\Phi, \underline{s}) = 2\rho_0 \Phi(s_2 + \frac{1}{2}) + \lim_{s_1 \rightarrow 1} \frac{\partial}{\partial s_1} (s_1 - 1)^2 Z_2(\Phi, \underline{s})$$

holds for any $s_2 \in \mathbb{C}$.

**Proof.** The meromorphic continuation follows from Lemmas [4.6] and [4.7] and Propositions [4.10] and [4.14]. The equality follows from Propositions [4.9] and [4.11]. □

**Lemma 4.16.** For any $\delta_S \in F_S^\times / (F_S^\times)^2$,

$$\Gamma \left( \frac{s_1 + 1}{2} \right)^{-\#\Sigma_k} \sin \left( \frac{\pi s_1}{2} \right)^{-\#\Sigma_k} \times \prod_{v \in (S \cap \Sigma_m) \cup \Sigma_2} \left( 1 - q_v^{-2s_1} \right) \times (s_1 - 1)^2 (2s_1 - 1) \zeta_F^S(2s_1) \xi^S(\underline{s}, \delta_S)$$

is a holomorphic function on $\mathcal{D}_2$.

**Proof.** For each $\delta_S \in F_S^\times / (F_S^\times)^2$ and $\underline{s} \in \mathbb{C}^2$, by Lemmas [3.6] and [3.10] there exists a compactly supported $\prod_{v \notin S} K_v$-spherical function $\Psi_S \in \mathcal{S}(V(F_S))$ such that

$$Z(\Psi_S, \underline{s}, \delta_S) \propto \Gamma \left( \frac{s_1 + 1}{2} \right)^{-\#\Sigma_k} \times \prod_{v \in (S \cap \Sigma_m) \cup \Sigma_2} \left( 1 + q_v^{-s_1} \right)^{-1} \neq 0$$

and $Z(\Psi_S, \underline{s}, u_S) = 0$ for any $u_S \neq \delta_S$. Furthermore, choosing $\Phi = \Psi_S \otimes_{v \notin S} \Phi_{v,0} \in \mathcal{S}(V(A))$, we derive from Propositions [4.9] and [4.11] that

$$\sin \left( \frac{\pi s_1}{2} \right)^{-\#\Sigma_k} \times \prod_{v \in (S \cap \Sigma_m) \cup \Sigma_2} \left( 1 - q_v^{-s_1} \right) \times (s_1 - 1)^2 (2s_1 - 1) \zeta_F^S(2s_1) Z(\Phi, \underline{s})$$

is holomorphic on $\mathcal{D}_2$. Therefore, the assertion follows from (4.11). □

**Corollary 4.17.** For any $\delta_S \in F_S^\times / (F_S^\times)^2$, the function

$$\Gamma \left( \frac{s_1 + 1}{2} \right)^{-\#\Sigma_k} \sin \left( \frac{\pi s_1}{2} \right)^{-\#\Sigma_k} \times \prod_{v \in (S \cap \Sigma_m) \cup \Sigma_2} \left( 1 - q_v^{-2s_1} \right) \times (s_1 - 1)^2 (2s_1 - 1) \zeta_F^S(2s_1) (s_2 - 1)(2s_1 + 2s_2 - 3) \xi^S(\underline{s}, \delta_S)$$
is a holomorphic function on $\mathbb{C}^2$. 

**Proof.** This follows from Corollary 1.8 and Lemma 4.10. By [5, Theorem 2.5.10], it has an analytic continuation to all of $\mathbb{C}^2$, since the convex hull of $\mathcal{D}_1$ and $\mathcal{D}_2$ is $\mathbb{C}^2$.

For $\alpha, \beta \in \mathbb{C}$, we set

$$t(\alpha, \beta) := \left( \alpha - \frac{\beta}{2} + \frac{1}{2}, \frac{\beta}{2} \right) \in \mathbb{C}^2.$$  \hspace{1cm} (4.17)

**Proposition 4.18.** Assume that $F$ is a totally real field, that is, $\Sigma_F = \emptyset$. Let $l, m \in \mathbb{Z}$, $l \leq 0$, $m \geq 4$ and $m$ is even. For any $\delta_S \in F_S^\times/(F_S^\times)^2$, the function $\xi(\delta_S)$ is holomorphic at $s = t(l, m) \in (\frac{1}{2}\mathbb{Z})^2$.

**Proof.** This follows from Corollary 4.17. Notice that, if $\Sigma_F \neq \emptyset$, then one has $\zeta(2s_1) = \zeta_F^S(2l - m + 1) = 0$ by the functional equation. Hence, in such a case, it might have a pole. This is the reason that we assumed $\Sigma_F = \emptyset$.

**Remark 4.19.** Let us consider the case $m = 2$ in Proposition 4.18. In this case, the Dirichlet series agrees with the Shintani zeta function for the space of binary quadratic forms. But the argument in Proposition 4.18 cannot be applied to the case $m = 2$ because of the pole at $s_2 = 1$. However, one can study their special values at $l \in \mathbb{Z}_{\geq 0}$ by the same argument as in [28, Corollary 4.18] if $F$ is a totally real field over $\mathbb{Q}$ and $\omega_v = \sgn v$ for every $v \in \Sigma_F$.

4.5. Functional equations. Suppose that $S$ contains $\Sigma_\infty$. Set

$$\Xi(S, \omega_S) := \frac{\zeta_F(2s_1)}{\zeta_F(s_1)} \xi(S, \omega_S).$$

**Theorem 4.20.** Recall $\Gamma_S(s, \omega_S)$ from (2.6) for $\omega_S \in F_S^\times/(F_S^\times)^2$. Then

$$\Xi(S, s_1 + s_2 - \frac{1}{2}, 1 - s_2, \omega_S) = \Gamma_S(s, \omega_S) \Xi(S, \omega_S).$$

**Proof.** This follows from (2.6) and Theorem 4.13.

Recall $\hat{G}_v(S, \chi_v, \omega_v)$ from (3.3), and define

$$\hat{G}_v(S, \chi_v, \omega_v) := \prod_{v \in S} \hat{G}_v(S, \chi_v, \omega_v).$$

**Theorem 4.21.** If $S$ contains $\Sigma_\infty \cup \Sigma_2 \cup \{v \in \Sigma_\text{fin} \mid v_v \neq 0\}$, then

$$\Xi(S, (s_1, s_2 - s_1 - s_2, \omega_S)) = \Delta_S^{-\frac{3}{2}} \sum_{\chi_S \in F_S^\times/(F_S^\times)^2} \hat{G}_v(S, \chi_S, \omega_S) \Xi(S, \chi_S).$$

**Proof.** It follows from Lemma 1.7 that

$$Z(\hat{\Phi}, S) = Z(\Phi, (s_1, s_2 - s_1 - s_2)) \hspace{1cm} (\forall \Phi \in S(V(A))).$$

Hence, one can derive this functional equation by using Lemmas 3.3 and 3.5 and (1.10). For $v \in \Sigma_\text{fin}$, we note that $\Phi_v, 0 = \Phi_v, 0$ if and only if $v \notin \Sigma_2 \cup \{v \in \Sigma_\text{fin} \mid v_v \neq 0\}$.

By the functional equations of Theorems 4.20 and 4.21, we conjecture that $\xi(S, \omega_S)$ possesses a group of functional equations isomorphic to $D_{12}$. 

\[\Box\]
Remark 4.22. In [10] p.291, it is proved
\[
\xi_j(s) = \frac{\zeta(s_1)\zeta(2s_2)\zeta(2s_1 + 2s_2 - 1)}{2\zeta(2s_1)} \sum_{\chi} \frac{L(s_1, \chi_D)}{L(s_1 + 2s_2, \chi_D)|D|^{s_2}},
\]
where \(D\) moves over 1 and fundamental discriminants. An adelic version of this formula was given by Taniguchi in [21] Proposition B.9. Further, from their explicit formula and the functional equation of \(L(s_1, \chi)\), one obtains
\[
\frac{\zeta(2 - 2s_1)}{\zeta(1 - s_1)} \zeta_j(1 - s_1, s_1 + s_2 - \frac{1}{2}) = 2^{-s_1+1}\pi^{-s_1}\Gamma(s_1) \frac{\zeta(2s_1)}{\zeta(s_1)} \zeta_j(s) \begin{cases} \cos(\pi s_1/2) & \text{if } j = 1, \\ \sin(\pi s_1/2) & \text{if } j = 2 \end{cases}
\]
which was proved in [23] Theorem 1].

Similarly, a functional equation of \(\xi^S(\mathbf{s}, \delta_S)\) as \((1 - s_1, s_1 + s_2 - \frac{1}{2}) \leftrightarrow (s_1, s_2)\) also follows from Theorems [4.20 and 4.21].

4.6. The zeta functions \(D_m(s, \omega_S)\). Choose \(m \in \mathbb{Z}, m \geq 1\) and recall the notation \(t(\cdot, m)\) defined in (1.17). For \(s \in \mathbb{C}\), we set
\[
D_m(s, \omega_S) := \frac{\xi^S_F(2s - m + 1)}{\xi^S_F(s - \frac{m}{2} + \frac{1}{2})} \xi^S(t(s, m), \omega_S)
\]
\[
= \xi^S_F(2s - m + 1)\xi^S_F(2s) \sum_{\chi} \frac{L^S(m/2, \chi)}{L^S(2s - \frac{m}{2} + 1, \chi) N(t(s, m), \omega_S)^{\frac{m}{2}+\frac{1}{2}}},
\]
where \(\chi = \otimes_{v \in S} \chi_v\) moves over all real valued characters satisfying \(\otimes_{v \in S} \chi_v = \omega_S\).

Corollary 4.23. Assume that \(F\) is a totally real field, that is, \(\Sigma_{\mathbb{C}} = \emptyset\). Let \(l, m \in \mathbb{Z}, l \leq 0, m \geq 4\) and \(m\) is even. The Dirichlet series \(D_m(s, \omega_S)\) is holomorphic at \(s = l\).

Proof. This is a corollary of Proposition 4.19 see (1.8). \(\square\)

This corollary will be used in the study of equidistribution theorems of holomorphic Siegel cusp forms of general degree in [13], in particular, in the estimation of the unipotent contributions.

Proposition 4.24. Let \(m \in \mathbb{Z}, m \geq 1, \) and \(m \neq 2\). The Dirichlet series \(D_m(s, \omega_S)\) is holomorphic in the domain \(\{s \in \mathbb{C} \mid \Re(s) \geq m/2\}\) except for \(s = (m + 1)/2\). Further, it has the simple pole at \(s = \frac{m+1}{2}\) if \(m \neq 1\), and it has the double pole at \(s = 1\) if \(m = 1\).

Proof. For each \(\delta_S \in F^+_{\mathfrak{s}}/(F^+_{\mathfrak{s}})^2\) and \(s \in \mathbb{C}^2\), we choose a compactly supported \(\prod_{v \in S} K_v\)-spherical function \(\Psi_S \in S(V(F_S))\) as in Lemmas 3.6 3.8 and 3.10 and set \(\Phi = \Psi_S \otimes_{v \in S} \Phi_{v,0} \in S(V(\mathfrak{A}))\). Then, it follows from this test function \(\Phi\), (4.11) and Corollary 4.11 that \(\xi^S((s - \frac{m}{2} + \frac{1}{2}, \frac{m}{2}), \delta_S)\) is holomorphic on \(\Re(s) \geq m/2\) except for \(s = (m + 1)/2\). Hence, the first assertion is proved.

For the case \(m > 2\), \(\xi^S(t(s, m), \omega_S)\) always has a double pole at \(s = \frac{m+1}{2}\) for any \(\omega_S\), because \(\xi^S(t(s, m), \delta_S)\) has a double pole at \(s = \frac{m+1}{2}\) if and only if \(\delta_S = 1\). Note that the double pole comes from \(Z_2(\Phi, \mathfrak{s}); Z_1(\Phi, \mathfrak{s})\) at most a simple pole at \(s = 1\); see Propositions 4.3 and 4.11. But it cancels with the simple pole of the denominator \(\xi^S_F(s - \frac{m}{2} + \frac{1}{2})\).

Let us consider the case \(m = 1\), and choose a test function \(\Phi = \Psi_S \otimes_{v \in S} \Phi_{v,0}\) as above. By Lemma 4.7, \(Z(\Phi, t(s, 1/2))\) has a triple pole at \(s = 1\) if and only if \(T(\Phi, s)\) has a double pole at
It follows from (4.16) that this is equivalent to that \(T_S(\Psi_{S_1}, 1)\) does not vanish, where \(S_1 = S \cup \Sigma_2\). Since \(\Psi_{S_1}\) is now \(\prod_{v \in S_1} K_v\)-spherical, one has
\[
T_S(\Psi_{S_1}, 1) = \int_{F_{S_1}^*} \int_{F_{S_1}} |a| \phi(h) \Psi_{S_1}((a, \begin{pmatrix} 1 & 0 \\ b & 1 \end{pmatrix}), (1, 0)) \, db \, da
\]
= (constant) \(\int_{G''(F_S)} |a| \phi(h) \Psi_{S_1}((a, \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix})) \, dg\)
= (constant) \(\int_{F_S^\times} \int_{F_S} \int_{F_S^\times} |a| |c|^{-1} \phi((1 \ b \\ 0 \ c)) \Psi_{S_1}((a, \begin{pmatrix} 1 & b \\ 0 & c \end{pmatrix}), (1, 0)) \, dx \, dy \, dz\)
= (constant) \(\int_{F_S} \Psi_{S_1}(a, 0, 0) \, da = (constant) \times \int_{F_S} \Psi_{S_1}(x_1, x_{12}, 0) \, dx_1 \, dx_{12}\)
where \(\phi\) is a left \(\prod_{v \in S} K_v\)-spherical function in \(C^\infty_c(\text{PGL}(2, F_S))\). Therefore, choosing a test function \(\Phi\), one can prove that \(\xi^S(\tau(s, m), \delta_S)\) has a triple pole at \(s = 1\) if and only if \(\delta_S = 1\). Thus, the assertion for \(m = 1\) follows from this fact and the simple pole of the denominator \(\xi^S_F(s)\) at \(s = 1\).

**Remark 4.25.** It is also possible to prove the existence of the double pole of \(D_1(s, \omega_S)\) at \(s = 1\) by using Corollary 4.15 and a property of \(\mathcal{Z}(\Phi, s)\). Actually, \(\mathcal{Z}(\Phi, s_2 + \frac{1}{2})\) has a double pole at \(s_2 = 1/2\) if and only if \(\int_{F_S} \Psi_{S_1}(x_1, x_{12}, 0) \, dx_1 \, dx_{12} \neq 0\). (See [3] Definitions (2.3), (2.11) and (2.14), Proposition (2.12), and Theorem (4.2)].) Furthermore, the double pole of \(D_1(s, \omega_S)\) comes from it by Corollary 4.15.

**Remark 4.26.** As for \(D_2(s, \omega_S)\) (\(m = 2\)), its poles were already studied by [30] and [3]. See also [7, Chapter 4]. The Dirichlet series \(D_2(s, \omega_S)\) is holomorphic in the domain \(\{s \in \mathbb{C} \mid \text{Re}(s) \geq 3/4\}\) except for \(s = 1, 3/2\). Further, it has the simple pole at \(s = \frac{3}{2}\), and it might have a simple or double pole at \(s = 1\). In particular, it has a double pole at \(s = 1\) if and only if \(\omega_S = 1_S\).

**Remark 4.27.** We can consider the Dirichlet series \(D_\beta(s, \omega_S)\) for a complex number \(\beta\) instead of an integer \(m\). As in [6, Theorem (2)], it follows from Corollary 4.12 that \(D_\beta(s, \omega_S)\) is holomorphic in the domain \(\{s \in \mathbb{C} \mid \text{Re}(s) > \text{Re}(\beta)/2\}\) except for \(s = (\beta + 1)/2\) if \(\text{Re}(\beta) \geq 1\). However, it seems difficult to determine the order of the pole for \(1 \leq \text{Re}(\beta) \leq 2, \beta \neq 1, 2\), because Propositions 4.14 and 4.11 are not available.

### 5. Application to central values of Dirichlet \(L\)-functions

In this section, let \(F = \mathbb{Q}\). For each fundamental discriminant \(D\), we write \(\chi_D\) for the Dirichlet character corresponding to \(\mathbb{Q}(\sqrt{D})\). For \(D = 1\), \(\chi_D\) means the trivial character. Let \(S_0\) be a finite set of prime numbers, and we choose \(S\) as \(S = S_0 \cup \{\infty\}\). Since \(\chi_D\) is identified with a character on \(\mathbb{Q}^\times \mathbb{R}_{>0}\backslash \mathbb{A}\) in the usual manner, we use the same notation \(\chi_D\) for it, and we have the decomposition \(\chi_D = \prod_{v \in \Sigma} \chi_{D,v}\). Let \(\mathcal{D}\) denote the set of 1 and all fundamental discriminants, and set
\[
\mathcal{D}(\omega_S) := \{D \in \mathcal{D} \mid \chi_{D,v} = \omega_v \quad (\forall v \in S)\}
\]
for \(\omega_S = \prod_{v \in S} \omega_v \in \mathbb{Q}^\times_S/(\mathbb{Q}^\times_S)^2\). We consider the following four cases

(i) \(\omega_\infty = 1_\infty\) and \(m \neq 2 \mod 4\).
Note that \( \Re(s) > \frac{m+1}{2} \).

**Proposition 5.1.** For \( m \in \mathbb{Z}_{\geq 1} \),

\[
L_m(s, \omega_S) = \sum_{N \in \mathcal{N}(\omega_S)} \frac{H(m/2, N, \omega_S)}{N^s}.
\]

This series is absolutely convergent for \( \Re(s) > \frac{m+1}{2} \).

**Proof.** From the definition of \( D_m(s, \omega_S) \) from (4.15), the equality is proved by the functional equations of Dirichlet \( L \)-functions with real valued characters; see (2.6) and (2.7). The range of the absolute convergence is proved by Theorem 4.3 for \( m \geq 2 \). Let us consider the case \( m = 1 \). If \( \Re(s) > 1 \), then the two series in (5.1) are absolutely convergent, and so one can reduce the absolute convergence of the series \( L_m(s, \omega_S) \) for \( \Re(s) > 1 \) to that of the series \( \sum_{D \in \mathcal{D}(\omega_S)} |L(1/2, \chi_D)| |D|^{-s} \) for \( \Re(s) > 1 \), which was proved by [6] Theorem (2). \( \square \)

Consider \( m = 1 \). Then \( H(1/2, N, \omega_S) = L(1/2, \chi_D) \sum_{u \mid f} \mu(u)\chi_D(u)u^{-\frac{s}{2}}\sigma_0(f/u) \) for \( N = (-1)^{\delta_\omega} Df^2 \). In particular, if \( N \) is a fundamental discriminant, \( H(1/2, N, \omega_S) = L(1/2, \chi_N) \). The
average of $L(1/2, \chi_D)$ has been studied by many people (cf. [6]), and in particular, by [6] Theorem (1]),
\[
\sum_{|D| < x} L(1/2, \chi_D) = Cx \log x + Dx + O(x^{19/32+\epsilon}),
\]
for some constants $C,D$. The error term has been improved to $O(x^{5/6+\epsilon})$ [29].

It may be interesting to obtain the average of $H(1/2, N, \omega_S)$, which is a weighted average of $L(1/2, \chi_D)$. If we know that $H(1/2, N, \omega_S)$ is non-negative, we can use Sato and Shintani’s generalization of Landau’s theorem [22, Theorem 3], and prove an asymptotic formula
\[
\sum_{N \leq x, N \in \mathbb{N}(\omega_S)} H(1/2, N, \omega_S) = Ax \log x + Bx + O(x^{1/3}),
\]
for some constants $A,B$. However, it is not proved yet that $H(1/2, N, \omega_S)$ is non-negative. We prove

**Theorem 5.2.** Let $S_0$ be a finite set of prime numbers such that $2 \in S_0$, and let $S = S_0 \cup \{\infty\}$. Let $\omega_S$ be a real valued character on $\mathbb{Q}_S^\times$. Then, for any $\epsilon > 0$, there exist constants $A,B$ such that
\[
\sum_{N \leq x, N \in \mathbb{N}(\omega_S)} H(1/2, N, \omega_S) = Ax \log x + Bx + O(x^{19/32+\epsilon}).
\]

**Proof.** By the above proposition, $D_1(s, \omega_S)$ is absolutely convergent for $\text{Re}(s) > 1$.

Since $\Xi^S((s,1/2), \omega_S) = D_1(s, \omega_S)$, one has
\[
(5.3) \quad D_1(1-s, \omega_S) = \sum_{\chi_{1,S}, \chi_{2,S}, \chi_{3,S} \in \mathbb{Q}_S^\times/(\mathbb{Q}_S^\times)^2} \hat{G}_S((1-s, \chi_{1,S}, \omega_S)) \Gamma_S(1-s, \chi_{1,S})
\]
\[
\times \hat{G}_S((1/2, s, \chi_{2,S}, \chi_{1,S}) \Gamma_S(1-s, \chi_{2,S}) \hat{G}_S((s,1/2), \chi_{3,S}, \chi_{2,S}) D_1(s, \chi_{3,S})
\]
by Theorems 4.20 and 4.21.

By the definition of $\Gamma_S(s, \chi_S)$ from [29] and $\hat{G}_v(s, \chi_v, \omega_v)$ from [30], we have
\[
\Gamma_S(1-s, \chi_S) = 2(2\pi)^{s-1} \Gamma(1-s) \cos(1-s - \delta_S) \pi / 2 \prod_{\chi \in S_0 \chi \text{ ramified}} p^{f_{\chi_P}(1-s, \chi_S)} \prod_{\chi \in S_0 \chi \text{ unramified}} 1 - \chi_p(p^{s-1})
\]
\[
\hat{G}((1-s, \chi_{1,S}, \omega_S) = c_{\chi_{1,S}} \pi^{1-s} \frac{\Gamma((s+\delta_{\chi_1})/2)}{\Gamma((1-s+\delta_{\chi_1})/2)} \prod_{\chi \in S_0 \chi \text{ ramified}} p^{f_{\chi_P}(s, \chi_{1,S})} \prod_{\chi \in S_0 \chi \text{ unramified}} 1 - \chi_p(p^{s-1})
\]
\[
\hat{G}((1/2, s, \chi_{2,S}, \chi_{1,S}) = c_{\chi_{2,S}} \pi^{1-2s} \frac{\Gamma((s+\delta_{\chi_2})/2)}{\Gamma((1-s+\delta_{\chi_2})/2)} \prod_{\chi \in S_0 \chi \text{ ramified}} p^{f_{\chi_P}(s, \chi_{2,S})} \prod_{\chi \in S_0 \chi \text{ unramified}} 1 - \chi_p(p^{s-1})
\]
\[
\times \prod_{\chi \in S_0 \chi \text{ ramified}} p^{f_{\chi_P}(s, \chi_{1,S})} \prod_{\chi \in S_0 \chi \text{ unramified}} 1 - \chi_p(p^{s-1})
\]
\[
\hat{G}((s,1/2), \chi_{3,S}, \chi_{2,S}) = c_{\chi_{3,S}} \pi^{2-s} \frac{\Gamma((s+\delta_{\chi_3})/2)}{\Gamma((1-s+\delta_{\chi_3})/2)} \prod_{\chi \in S_0 \chi \text{ ramified}} p^{f_{\chi_P}(s, \chi_{3,S})} \prod_{\chi \in S_0 \chi \text{ unramified}} 1 - \chi_p(p^{s-1})
\]
where \( c_{\chi_1, \omega}, c_{\chi_2, \chi_1}, c_{\chi_3, \chi_2} \) are constants, and \( f_{\chi_p} \) is the conductor of \( \chi_p \).

There are 4 cases: (i) \( \delta_{\chi_1} = \delta_{\chi_2} = 0; \) (ii) \( \delta_{\chi_1} = 0, \delta_{\chi_2} = 1; \) (iii) \( \delta_{\chi_1} = 1, \delta_{\chi_2} = 0; \) (iv) \( \delta_{\chi_1} = \delta_{\chi_2} = 1. \)

We use the identities: \( \Gamma(1-s)\Gamma(s) = \frac{\pi}{\sin(\pi s)} \) and \( \Gamma(\frac{s}{2})\Gamma(\frac{s+1}{2}) = 2^{1-s}\sqrt{\pi}\Gamma(s). \) Then we can see that

\[
\tilde{G}_S((1-s, \chi_1, \omega_1)) \prod_{\chi_p \neq \chi_0} p_{\chi_1, \chi_2, \chi_3} f_{\chi_p} \prod_{\chi_p \neq \chi_0} \frac{1 - \chi_p(p)p^{s-1}}{1 - \chi_p(p)p^s} \prod_{\chi_p \neq \chi_0} \frac{1 - \chi_{2p}(p)p^{s-1}}{1 - \chi_{2p}(p)p^s}
\]

where \( c_{\chi_1, \chi_2, \chi_3} = c_{\chi_1, \omega_1}c_{\chi_2, \chi_1}c_{\chi_3, \chi_2} \prod_{\chi_p \neq \chi_0} f_{\chi_p} \prod_{\chi_p \neq \chi_0} \frac{1 - \chi_{1p}(p)p^{s-1/2}}{1 - \chi_{1p}(p)p^{s-1/2}} \prod_{\chi_p \neq \chi_0} \frac{1 - \chi_{2p}(p)p^{s-1/2}}{1 - \chi_{2p}(p)p^{s-1/2}}. \)

By Proposition \([4, 24]\) \( D_1(s, \omega_S) \) is holomorphic for \( \Re(s) \geq \frac{1}{2} \), except at \( s = 1 \), where it has a double pole. The above functional equation provides the meromorphic continuation of \( D_1(s, \omega_S) \) to the whole complex plane, and \( D_1(s, \omega_S) \) is holomorphic for \( \Re(s) \leq \frac{1}{2} \), except at \( s = 0 \), where it may have a double pole.

Now, the Eisenstein series \( (s-1)\mathcal{E}(h, 2s) \) is an entire function of finite order \([15, \text{Theorem } 0.2]\). Hence from Proposition \([4, 10]\) \( s^2(s - 1)^2 Z_{1+}^3(\Phi, (s, 1/2)) \) is an entire function of finite order. By Proposition \([4, 14]\) \( s^2(s - 1)^2 Z_{2+}^3(\Phi, (s, 1/2)) \) is an entire function of finite order. Therefore, \( s^2(s - 1)^2 Z_{2+}^3(\Phi, (s, 1/2)) \) is an entire function of finite order. Then by Lemma \([4, 7]\) \( s^2(s - 1)^2 Z(\Phi, (s, 1/2)) \) is an entire function of finite order, and hence \( s^2(s - 1)^2 D_1(s, \omega_S) \) is an entire function of finite order.

Since \( |\Gamma(s)| \sim e^{-\frac{\pi}{4}|t|}|t|^{\sigma-1/2}\sqrt{2\pi}(1 + O(t^{-1})) \) for \( s = \sigma + it \) and \( |t| \to \infty \), for \( \epsilon > 0 \), \( D_1(-\epsilon + it, \omega_S) \ll |t|^{1+2\epsilon} \). Therefore, we have, for \( s = \sigma + it, \quad 0 < \sigma < 1, \) by Phragmen-Lindelof principle,

\[ D_1(\sigma + it, \omega_S) \ll |t|^{1-\sigma+2\epsilon}. \]

Now we note the relationship

\[ L_1(s, \omega_S) = (\text{constant}) \prod_{\chi_p \neq \chi_0} \frac{1 - \omega_p(p)p^{-2s} - \frac{1}{2}}{1 - p^{-2s} - \frac{1}{2}} D_1(s, \omega_S). \]

Hence \( L_1(s, \omega_S) \) is holomorphic for \( \Re(s) > 0 \), except at \( s = 1 \), where it has a double pole. Also we have

\[ L_1(\sigma + it, \omega_S) \ll |t|^{1-\sigma+2\epsilon}. \]

Now by Burgess’ estimate (cf. \([6\, p. \ 204]\), \( L(\frac{1}{2}, \chi_D) \ll D^{\frac{3}{10}+\epsilon} \). Also by \([6\, p. \ 205]\), if \( N = (-1)^{\mu} Df^2, \quad |H(\frac{1}{2}, N, \omega_S)| \ll |L(\frac{1}{2}, \chi_D)|d(f)^{2w(f)}, \) where \( w(f) \) is the number of distinct prime divisors of \( f \) and \( d(f) \) is the number of divisors of \( f \). Since \( 2^{w(f)}d(f) \ll f^\epsilon \) for any \( \epsilon > 0, \quad |H(\frac{1}{2}, N, \omega_S)| \ll N^{\frac{1}{2}+\epsilon}. \) Also for \( \sigma > 1, \)

\[ B(\sigma) = \sum_{N \in \mathbb{N}(\omega_S)} |H(\frac{1}{2}, N, \omega_S)|N^{-\sigma} \ll \sum_{N = \pm Df^2} |L(\frac{1}{2}, \chi_D)|d(f)^{2w(f)}|D|^{-\sigma} f^{2\sigma}. \]
Then we can show that
\[ \sum_{f=1}^{\infty} d(f)2^{w(f)}f^{-2\sigma} \ll \sum_{f=1}^{\infty} d(f)f^{-2\sigma+\epsilon} = \zeta(2\sigma - \epsilon)^2 = O(1). \]

Now, by [13, Theorem 2],
\[ \sum_{\pm D \leq x} L\left(\frac{1}{2}, \chi_D\right)^2 = Cx(\log x)^3 + O(x(\log x)^{\frac{3}{2}+\epsilon}), \]
for some constant \( C > 0 \). Hence by Cauchy-Schwarz inequality,
\[ \sum_{\pm D \leq x} |L\left(\frac{1}{2}, \chi_D\right)| \ll x(\log x)^{\frac{3}{2}}. \]

Therefore, for \( \sigma > 1 \),
\[ B(\sigma) \ll \sum_{\pm D} |L\left(\frac{1}{2}, \chi_D\right)||D|^{-\sigma} \ll \int_{1}^{\infty} (\log x)^{\frac{3}{2}-\sigma} dx \ll (\sigma - 1)^{-\frac{3}{2}}. \]

Now we apply the truncated Perron’s formula [25, p. 70]: For \( c > 1 \),
\[ \sum_{N \leq x, N \in \mathbb{R}(\omega_S)} H\left(\frac{1}{2}, N, \omega_S\right) = \frac{1}{2\pi i} \int_{c-iT}^{c+iT} L_i(s, \omega_S)\frac{x^s}{s} ds + O\left(x^{\frac{10}{19}+\epsilon}T^{-1}\right) + O(x\epsilon B(c)T^{-1}) + O(x^\frac{32}{19}+\epsilon). \]

Take \( c = 1 + \frac{1}{\log x} \). Then \( B(c) \ll (\log x)^{\frac{3}{2}} \). We move the contour to \( \text{Re}(s) = \sigma_0 \), \( 0 < \sigma_0 < 1 \). The double pole of \( L_i(s, \omega_S) \) at \( s = 1 \) gives rise to \( Ax \log x + Bx \) for some \( A, B \). Also
\[ \left| \frac{1}{2\pi i} \int_{\sigma_0-iT}^{\sigma_0+iT} L_i(s, \omega_S)\frac{x^s}{s} ds \right| \ll x^{\sigma_0} \int_{-T}^{T} |L_i(\sigma_0 + it, \omega_S)||\sigma_0 + it|^{-1} dt \ll x^{\sigma_0 T-1-\sigma_0+2\epsilon}. \]

The integrals on the line from \( c + iT \) to \( \sigma_0 + iT \), and from \( c - iT \) to \( \sigma_0 - iT \) give rise to \( O(xT^{-1}(\log xT^{-1})^{-1}) \). By taking \( T = x^{\frac{10}{19} - \epsilon}/(2-\sigma_0) \) and \( \sigma_0 = \epsilon \), we have
\[ \sum_{N \leq x, N \in \mathbb{R}(\omega_S)} H\left(\frac{1}{2}, N, \omega_S\right) = Ax \log x + Bx + O(x^{\frac{49}{32}+\epsilon}). \]

This proves our theorem.

**Remark 5.3.** Let \( L_1(s, \omega_S) = \sum_{N=1}^{\infty} a_{N,S}N^{-s} \). Let
\[ A(x) = \sum_{N < x} a_{N,S}, \quad A_1(x) = \int_{0}^{x} A(t) dt = \sum_{N < x} a_{N,S}(x - N). \]

Then we can show that \( A_1(x) = x^2(A \log x + B) + O(x^1+\epsilon) \).

**Remark 5.4.** For \( m > 2 \), we can show that \( D_m(s, \omega_S) \) satisfies the functional equation: \( D_m\left(\frac{m+1}{2} - s, \omega_S\right) \) is a linear combination of \( \Gamma(s)\Gamma(s - \frac{m}{2} + \frac{1}{2})\sin(\pi s) \) or \( \cos(\pi s) \) \( D_m(s, \chi_S) \) with the gamma factors of finite places in \( S \). By the functional equation, \( D_m(s, \omega_S) \) is holomorphic on the domain \( \text{Re}(s) \geq \frac{1}{2} \). \( \frac{m}{2} \leq \text{Re}(s) \) except for \( s = 0 \), \( \frac{m+1}{2} \). Hence, since one has \( I(s, m) \in D_2 \) if \( m > 2 \) and \( \frac{m+1}{2} \leq \text{Re}(s) \leq \frac{m}{2} \), it follows from Lemmas [3.9 and 3.11], Propositions [4.9 and 4.11] that the poles of \( \zeta^\phi(s - \frac{m+1}{2})D_m(s, \omega_S) \) are in \( \{0, \frac{1}{2}, \ldots, \frac{m+1}{2}\} \cup \{s \in \mathbb{C} \mid \text{Re}(s) = 1 \text{ or } \frac{m+1}{2}\} \). When \( S = \{\infty\} \) and \( m > 3 \) is even, their poles were studied in [19] Proposition 3.6] more precisely.
As for $m = 2$, the functional equation of $D_2(s, \omega_S)$ is different from the others, because $\tilde{G}_{\infty}(s, *, 1)$ has a pole at $(s_1, s_2) = (1 - s, s - \frac{1}{2})$ (cf. (3.4)). We refer to [3] for its functional equation.
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