Bayesian inference of overlapping gravitational wave signals
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The observation of gravitational waves from LIGO and Virgo detectors inferred the merger rates to be $23.9^{+14.9}_{-10.1}$ $\text{Gpc}^{-3} \text{yr}^{-1}$ for binary black holes and $320^{+500}_{-240}$ $\text{Gpc}^{-3} \text{yr}^{-1}$ for binary neutron stars. These rates suggest that there is a significant chance that two or more of these signals will overlap with each other during their lifetime in the sensitivity-band of future gravitational-wave detectors such as the Cosmic Explorer and Einstein Telescope. The detection pipelines provide the coalescence time of each signal with an accuracy $\mathcal{O}(10 \text{ ms})$. We show that using the information of the coalescence time, it is possible to correctly infer the properties of these overlapping signals with the current data-analysis infrastructure. Studying different configurations of the signals, we conclude that the inference is robust provided that the two signals are not coalescing within less than $\sim 1$–$2\text{ s}$. Signals whose coalescence epochs lie within $\sim 0.5 \text{ s}$ of each other suffer from significant biases in parameter inference, and new strategies and algorithms are required to overcome such biases.

I. INTRODUCTION

The advent of the third generation (3G) gravitational-wave (GW) observatories, such as the Cosmic Explorer (CE) [1, 2] and the Einstein Telescope (ET) [3], will offer the possibility to reach cosmological distances, thanks to an order of magnitude improved sensitivity compared to the current generation of detectors such as Advanced LIGO [4], Advanced Virgo [5], and KAGRA [6]. Indeed, 3G observatories will have unprecedented sensitivity to detect coalescence events from an epoch when the Universe was still in its infancy assembling its first stars and will routinely detect mergers with stupendously large signal-to-noise ratios of several thousands [7, 8]. An order of magnitude greater redshift reach and access to extremely high-fidelity signals compared to current interferometers promises many new discoveries, while allowing completely independent, precision tests of cosmological models, alternative gravity theories, and astrophysical scenarios of compact binary formation and evolution [9]. With an expected rate of hundreds of thousands of binary coalescence signals each year on top of weak but persistent radiation from isolated neutron stars, rare bursts from supernovae and other transient sources and stochastic backgrounds, 3G observatories demand novel algorithms for signal detection and characterization. Therefore, a proper understanding of systematics arising from overlapping loud and quiet signals alike will answer a range of scientific questions that are at the forefront of fundamental physics and astronomy, as well as a realistic estimation of the computational cost.

According to current estimates, 3G observatories are expected to detect tens of thousands of binary black hole (BBH) and millions of binary neutron star (BNS) mergers each year [10, 11]. If we take account of the fact that signals will last longer due to a lower starting frequency ($3 \text{ Hz for ET}$ and $7 \text{ Hz for CE}$), then it is clear that 3G data will be dominated by many overlapping signals [12–15]. This poses two challenges: first, the detection of individual signals could, in principle, be affected by the presence of multiple signals. Second, the current Bayesian inference methods [16, 17] may not guarantee unbiased estimation of source parameters which is crucial to deliver the science promises of 3G observatories.

The Laser Interferometer Space Antenna (LISA) is expected to produce a data set containing many overlapping astrophysical signals. Indeed, galactic white dwarf binaries are persistent sources of gravitational waves and they produce a “foreground” noise [18] that could maskerade the detection and parameter estimation of other astrophysical signals. Several authors have studied the problem of both detection [19, 20] and Bayesian inference [21, 22] in this context, while others have focused on the global solution to the full family of potential signals [23, 24] as well as implementation of novel algorithms that are specifically suited to characterize multiple overlapping signals [25].

The problem of overlapping signals producing a confusion background in future terrestrial detectors was identified more than a decade ago [26]. Detecting overlapping GW signals has been shown to be possible by two ET mock data challenges [12, 13]. These studies were able to correctly identify and recover signals even when they were overlapping with multiple other signals. However, no effort to study the problem of inference in the case of terrestrial detectors has so far been made.

In this work, we explore Bayesian parameter inference of overlapping signals in terrestrial detectors. Even though the signal detection may provide unbiased results, there is no guarantee that the parameter inference in the case of overlapping signals is possible within the current framework. This is because current methods heavily rely on the efficiency of sampling algorithms, which are used to explore the posterior distribution of parameters. If we analyze overlapping signals with the current parameter estimation (PE) procedures (i.e., the assumption that the parameter space for multiple signals is the same as in the case of data containing only one signal at a time), we expect Markov Chains and the posterior distribution to exhibit a non-trivial behavior such as slowly or non-convergence of chains, multi-modal and biased posterior distributions, etc. To this end we will deploy the Fisher information matrix formalism, to gauge the limit between the region where overlapping signals could lead to biases in parameter
inference and the region where they don’t. The Fisher study tells us that as long as the difference in merger time $\Delta t_C$ of two overlapping signals is larger than the accuracy $\delta t$ with which their merger times can be measured (i.e., $\Delta t_C \gg \delta t$), irrespective of how long the individual signals are, parameter inference will not be a problem. We exploit this result in Bayesian inference by choosing the prior on the merger epoch $\delta t$ of overlapping signals there are at any one time but if two or more signals have their merger times lie within a duration $\Delta t$. This is what we will set out to compute next.

## A. Overlapping signals of the same family

Let $r$ denote the Poisson detection rate of a given signal family (BBH or BNS). In an interval $\Delta t$, the expected Poisson rate is $\nu = r\Delta t$ and the probability of observing exactly $k$ mergers during $\Delta t$ is given by

$$P_k(\nu) = \frac{\nu^k e^{-\nu}}{k!}.$$  

Thus, the probability of observing two or more mergers during $\Delta t$ is

$$P_{k \geq 2} = \sum_{k=2}^{\infty} P_k(\nu) = \sum_{k=2}^{\infty} \frac{\nu^k e^{-\nu}}{k!} = 1 - e^{-\nu}(1 + \nu).$$  

We have made use of the fact that the Poisson distribution is normalized, namely $\sum_{k=0}^{\infty} P_k(\nu) = 1$. To compute the number of chunks $N_{k \geq 2}$ in which two or more mergers will be observed we must multiply the probability $P_{k \geq 2}$ by the number of chunks

$$n_M \equiv T/\Delta t$$

in an observational period $T$.

$$N_{k \geq 2} \equiv P_{k \geq 2} n_M = \left[1 - e^{-\nu}(1 + \nu)\right] \frac{T}{\Delta t}.$$  

Substituting $\Delta t = \nu/r$ and noting that $N_T \equiv rT$ is the total number of signals detected during the period $T$, we get

$$N_{k \geq 2} = \left[1 - e^{-\nu(1 + \nu)}\right] \frac{N_T}{\nu}.$$  

It is easy to see that in the limit $\Delta t \rightarrow 0$ (equivalently, $\nu \rightarrow 0$), $N_{k \geq 2} \approx \nu N_T / 2$. The factor of $1/2$ assures that the number of instances when two or more signals are found in a chunk is never greater than half of the total number of observed signals but it is also weighed down by the Poisson rate $\nu$. In the other limit, when $\Delta t \rightarrow T$ (and $\nu \gg 1$), $N_{k \geq 2} \approx 1$ but less than 1.

Figure 1 plots the number of chunks $N_{k \geq 2}$ in which we can expect to find two or more mergers in a year’s worth of data (i.e., using $T = 1$ yr and $\nu = r \Delta t$). Also indicated in the plot are the detection rate of BBH (BNS) which is expected to be in the range $r_{\text{BBH}} \in [1.6, 4.8] \times 10^{-3} \text{ s}^{-1}$ ($r_{\text{BNS}} \in [3.5, 35] \times 10^{-3} \text{ s}^{-1}$, respectively) [15] in a 3G detector network comprising of one ET and two CE (one in north America and the other in Australia). As we shall see in Sec. III, parameter inference should not be a problem if the difference in coalescence times of a pair of signals is larger than ~1 s; this is indicated in Fig. 1 by the horizontal line drawn at $\Delta t = 1$ s. Thus, in Sec. IV we will focus on Bayesian inference of signals whose merger times differ by about one second. We see that at the higher end of the BNS rate, we expect ~15,000 one-second long chunks with two or more mergers while at the lower end of the BNS rate this number is ~200. Likewise, ~300 chunks will contain two or more BBH mergers at the higher end of the BBH detection rate while this number is ~40 at the lower end of the BBH rate.

The detection rate of BBH signals in the current detector network of LIGO, Virgo and KAGRA at their design sensitivity

## II. NUMBER OF OVERLAPPING SIGNALS

The number of overlapping signals depends on (a) the typical duration of signals and (b) the rate at which they arrive at the detector. At the leading order, the length $\xi$ of a coalescing compact binary signal starting from a gravitational-wave frequency $f_s$ merger is given by

$$\xi = \frac{5}{256} \left(GMf_s^3\right)^{-5/3}(c_s^3f_s^{-8/3}),$$  

(1)

where $G$ is Newton’s constant, $c$ is the speed of light and the chirp mass $M$ is related to the component masses $m_1$ and $m_2$ via $M \equiv (m_1 m_2)^{1/3}/(m_1 + m_2)^{1/5}$. A BNS system consisting of a pair of $1.4M_\odot$ would last for $\xi \approx 10^{0.3}$ s starting from a frequency of $f_s = 10$ Hz (relevant for Advanced LIGO and Advanced Virgo), 1.8 hr for $f_s = 5$ Hz (CE) and almost 7 hr for $f_s = 3$ Hz (ET). A source of intrinsic chirp mass $M$ at a cosmological redshift of $z$ would appear in the detector to have a chirp mass of $(1+z)M$, and hence lives for a shorter duration in a detector’s sensitivity band. Thus, BNSs ($1M_\odot \leq m_1, m_2 \leq 3M_\odot$) could last for tens of minutes to several hours in band while BBH signals ($3M_\odot \leq m_1, m_2 \leq 50M_\odot$) could last for tens of seconds to thousands of seconds.

The cosmic merger rate of compact binary coalescences determined by the first three observing runs of LIGO and Virgo [27, 28] implies that in a network of 3G observatories the detection rate $r$, defined as the number of signals whose matched filter signal-to-noise ratio is larger than 12, lies in the range $r_{\text{BBH}} \in [5 \times 10^4, 1.5 \times 10^5]$ yr$^{-1}$ for BBHs and $r_{\text{BNS}} \in [10^5, 10^6]$ yr$^{-1}$ for BNSs [15]. Thus, given that signals last for several hours, 3G data would contain several loud overlapping signals. We shall see below that for the purpose of parameter inference the relevant quantity is not how many overlapping signals there are at any one time but if two or more
Thus, the probability of observing multiple mergers in a chunk of size 1 s is at best \( r \sim 2.3 \times 10^{-5} \, s^{-1} \) (or 730 yr\(^{-1}\)) \([28]\). Thus, the probability of observing multiple mergers in a chunk of size 1 s or less is negligibly small in the Advanced detector era. This will also be the case in the \( \Lambda \)+ era \([29]\) where the detection rates are expected to be 3 times larger.

### B. Overlapping signals from two different families

If the detection rate of signal families A and B are \( r_A \) and \( r_B \), then probability that one or more mergers of each of these signal families would occur during an interval \( \Delta t \) is

\[
P_{A,k\geq 1} = 1 - e^{-\Delta t r_A}, \quad P_{B,k\geq 1} = 1 - e^{-\Delta t r_B}. \tag{6}
\]

Thus, the probability \( P_{AB} \) that an interval \( \Delta t \) contains one or more from each of the two signal families is simply the product \( P_{AB} = P_{A,k\geq 1} P_{B,k\geq 1} \). If the rates are small, this reduces to \( P_{AB} = (\Delta t)^2 r_A r_B \) and the number of such chunks over a period \( T \) is \( N_{AB} = (\Delta t)^2 r_A r_B T = N_A N_B \Delta t A \), where \( N_A \) and \( N_B \) are the total number of mergers during the period \( T \) of families A and B, respectively, and \( n_{\Delta t} = T/\Delta t \) is the number of chunks of width \( \Delta t \) during \( T \). Using the range of BNS and BBH rates quoted before, we find that \( N_{AB} \) would lie in the range 170–5100 for \( T = 1 \) yr and \( \Delta t = 1 \) s.

From the foregoing discussions it is clear that a small but significant fraction of signals would have their coalescence time within an interval of 1 s. As we shall see in the next Section, due to their long duration, overlapping BNS signals are far less correlated with each other than overlapping BBH signals. For the same reason, a pair of overlapping BNS and BBH signals are poorly correlated. Hence, in the Bayesian inference problem (Sec. IV) we will only consider overlapping BBH signals.

### III. COVARIANCE AMONG OVERLAPPING SIGNALS

If two signals are well separated then the covariance between their parameters is zero and we do not expect one signal to affect the parameter inference of the other. As we bring the two signals closer together in time, at some point the presence of one of the signals will begin to bias the estimation of parameters of the other. In this Section we estimate the covariance between the parameters of a pair of overlapping signals using the Fisher matrix formalism. Although Fisher matrix is valid in the limit of large signal-to-noise ratios, any inferences we can draw from the correlation will guide us in choosing the parameter space of compact binaries where systematic biases could be large.

To this end, we assume that the data contains a pair of signals \( s_A \) and \( s_B \) buried in stationary, Gaussian noise \( n \). The detector output is a sum of the overlapping signals buried in detector noise:

\[
x(t) = n(t) + s_A(t, \lambda^{(A)}_a) + s_B(t, \lambda^{(B)}_a). \tag{7}
\]

where \( \lambda^{(A)}_a, \lambda^{(B)}_a \), for \( a = 1, \ldots, p \), are the set of parameters...
corresponding to signals \(s_A\) and \(s_B\), respectively. Note that since both \(s_A\) and \(s_B\) are assumed to belong to the same signal family they are specified by the same number of parameters. Furthermore, we shall only consider a single detector for this exercise. The relevant parameters for a binary with non-spinning companions are the chirp mass \(M_c\), symmetric mass ratio \(\eta\), the epoch \(t_C\) when the signal amplitude reaches its peak and the phase \(\phi_C\) of the signal at that epoch and so: 

\[
\lambda_c^{(A)} = (M_c^{(A)}, \eta^{(A)}, t_C^{(A)}, \phi_C^{(A)}) \text{ and similarly for signal } s_B. 
\]

In this Section, we assume the waveform model to be the TaylorF2 approximation at 3.5 post-Newtonian order \([30–32]\). The epoch of merger is taken to be the time when the instantaneous gravitational-wave frequency reaches the value \(f_{\text{ISCO}} = (6^{3/2}\pi M)^{-1}\), which corresponds to be the inner most stable circular orbit for Schwarzschild black holes.

For the computation of the covariance matrix it is more convenient to consider that the data contains only one signal, i.e., the sum of the two signals \(s = s_A + s_B\), and it is characterized by a double number of parameters: \(\theta_a = \lambda_a^{(A)}\) for \(a = 1, \ldots, p\) and \(\theta_a = \lambda_{a-p}^{(B)}\) for \(a = p + 1, \ldots, 2p\). For a noise background that is stationary and Gaussian the covariance matrix \(C\) which is inverse of the Fisher matrix \(\Gamma\), is given by:

\[
C_{ab} = \Gamma_{ab}^{-1}, \quad \Gamma_{ab} = \left(\frac{\partial s}{\partial \theta_a}, \frac{\partial s}{\partial \theta_b}\right). \tag{8}
\]

Here the scalar product of two waveforms (or any pair of functions of time for that matter) \(h\) and \(g\) is defined as

\[
\langle h, g \rangle \equiv 4\Re \int_{f_{\text{low}}}^{f_{\text{high}}} \tilde{h}(f) \tilde{g}^*(f) \frac{S_b(f)}{S_h(f)} \, df, \tag{9}
\]

where \(\Re\) stands for the real part of the integral, \(\tilde{h}\) and \(\tilde{g}\) are the Fourier transforms of the signals \(h\) and \(g\), respectively, \(g^*\) denotes the complex conjugate of \(g\) and \(S_b(f)\) is the one-sided noise spectral density of the detector. In our study we will use either the noise spectral density of Advanced LIGO \([4]\) or that of the Cosmic Explorer \([9]\). The lower frequency cutoff \(f_{\text{low}}\) is chosen to be 20 Hz for Advanced LIGO and 5 Hz for Cosmic Explorer. The upper frequency cutoff \(f_{\text{high}}\) is assumed to be the larger of the inner-most stable circular orbit frequency of the two overlapping signals, i.e., \(f_{\text{high}} = \max[(6^{3/2}\pi M_1)^{-1}, (6^{3/2}\pi M_2)^{-1}]\), where \(M_1\) and \(M_2\) are the total mass of the two overlapping signals.

The Fisher matrix contains interference terms of the following type:

\[
\Gamma_{\alpha, \beta'} = \begin{pmatrix} \frac{\partial s_A}{\partial \lambda_{\alpha}} \frac{\partial s_B}{\partial \lambda_{\beta'}} & \frac{\partial s_A}{\partial \lambda_{\alpha}} \frac{\partial s_B}{\partial \phi_{\beta'}} & \frac{\partial s_A}{\partial \phi_{\alpha}} \frac{\partial s_B}{\partial \lambda_{\beta'}} & \frac{\partial s_A}{\partial \phi_{\alpha}} \frac{\partial s_B}{\partial \phi_{\beta'}} \end{pmatrix}. \tag{10}
\]

Covariances are of primary interest in this Section as they can tell us the degree to which the presence of one signal affects the
parameter inference of the other. In order to measure the extent of covariance we consider two sets of overlapping signals:

1. overlapping BBHs with masses:

\[
(m_1^{(A)}, m_2^{(A)}) = (21 M_\odot, 15 M_\odot) \quad (11)
\]
\[
(m_1^{(B)}, m_2^{(B)}) = (33 M_\odot, 29 M_\odot). \quad (12)
\]

2. overlapping BNSs with companion masses:

\[
(m_1^{(A)}, m_2^{(A)}) = (1.45 M_\odot, 1.35 M_\odot) \quad (13)
\]
\[
(m_1^{(B)}, m_2^{(B)}) = (1.50 M_\odot, 1.40 M_\odot). \quad (14)
\]

Furthermore, in all cases we choose

\[
(i_c^{(A)}, \phi_c^{(A)}) = (0, 0), \quad (i_c^{(B)}, \phi_c^{(B)}) = (\tau, \pi/3), \quad (15)
\]

and vary \(\tau\) over the range \([-2, 2]\) s.

The covariances between the chirpmass, symmetric mass ratio and epoch of coalescence are plotted in Fig. 2 as a function of the parameter \(\tau\) for overlapping BBHs (top panels) and BNSs (bottom panels) for noise spectral densities of Advanced LIGO (left panels) and Cosmic Explorer (right panels). Other cross-covariances are negligibly small and not shown. What we plot are the normalized covariances, i.e., a combination of the correlation coefficients defined as:

\[
\sigma_{ab} \equiv \frac{C_{ab}}{\sqrt{C_{aa}C_{bb}}}, \quad a \neq b. \quad (16)
\]

This quantity is strictly bounded between \(-1\) and \(+1\). A correlation coefficient of \(+1\) implies that the parameters are perfectly correlated, \(-1\) implies they are perfectly anti-correlated, and a value of \(0\) would imply they are uncorrelated. We will take \(\sigma_{ab} \sim 0.1\) to be small enough to indicate that the presence of the second signal does not significantly bias parameter inference of the other signal. For the purpose of parameter inference correlations are only important when two overlapping signals are of comparable strengths. If the amplitude one of them is far smaller than the other then the weaker signal has negligible influence on the parameter inference of the stronger signal.

In all cases, the correlation coefficients are negligibly small beyond \(|\tau| \sim 0.5\) s except in the case of Advanced LIGO when the correlation continues to be significant up to \(|\tau| \sim 1\) s. The correlation remains insignificant in the case of BNSs both in Advanced LIGO and Cosmic Explorer except when \(\tau \sim 0\).

From this analysis, we conclude that the parameter inference of overlapping BNS signals is likely to be less severe than that of overlapping BBH signals. We will therefore consider only the latter class of signals in the remainder of this paper.

IV. BAYESIAN INFERENCE OF OVERLAPPING SIGNALS

In this Section, we support the results we have derived using the Fisher information matrix formalism (Sec. III) with a full Bayesian inference procedure. With this parameter estimation (PE) process, we are able to fully explore the posterior distribution of the parameters that generated the signals. This is important, because it allows us to confirm the presence (expected from the Fisher study) of distinct maxima in the posterior, one for each signal coalescing within the time chunk considered. Moreover, thanks to this numerical approach, we can explore more carefully the region where biases are expected (i.e., within \(\Delta_\theta < 1\) s), assessing their significance and gauging the conditions for which they seem to happen.

Within the Bayesian framework, given a set of parameters \(\lambda\) describing a compact binary coalescence (CBC) waveform \(h(\lambda, t)\), we can write the posterior distribution for \(\lambda\) as:

\[
P(\lambda | x, h) = \frac{\pi(\lambda) \mathcal{L}(x | \lambda, h)}{\mathcal{Z}(x)}, \quad (17)
\]

where \(x\) is the detector output. This posterior can be explored by using a sampling algorithm (e.g., MCMC, nested sampling). As in Sec. III, assuming that the data \(x\) contains two overlapping signals \(s_A\) (signal \(A\)) and \(s_B\) (signal \(B\)), then it can be written as:

\[
x = n + s_A + s_B, \quad (18)
\]

where \(n\) is the noise of the interferometer. Note that, in principle, to perform a Bayesian analysis of two or more overlapping signals we should broaden the parameter space, e.g., \(\theta = [\lambda^A, \lambda^B]\), in order to account for the presence of multiple overlapping signals. However, since running a sampling algorithm requires significant amount of computational resources, in most cases this is not required. In fact, as argued in Sec. III, if the signals’ coalescence times are wide apart we do not expect the presence of one signals to influence posterior distribution of parameters of the other. For this reason, in what follows we consider the parameter space of a single CBC signal. We will return on this point later on when discussing possible biases arising because of this choice.

A. Choice of signal families

As already mentioned, in this analysis we focus only on BBH signals. This choice is motivated by the fact that covariances among overlapping BNS signals as demonstrated in Sec. III is negligibly small when their merger times differ by more than a few milliseconds—a duration during which we do not expect more than one merger to occur even in 3G detectors. Moreover, BNS signals last for several hours in 3G detectors and tens of minutes in Advanced LIGO and Virgo implying Bayesian inference takes a formidable amount of computational resources (although new algorithms are already showing the promise of greatly reducing the computational requirement [32]). Furthermore, we also restrict our analysis using Advanced LIGO sensitivity. As argued before, LIGO is not affected by the problem of overlapping signals, because the rate and the duration of the signals are far too small to create any overlap. Here we are not really interested in reproducing a realistic set of overlapping data, though; instead, we want to focus on the parameter estimation process. To do so, there is no substantial advantage in using 3G mock data: we expect that our conclusions will be valid even if they are based on the analysis Advanced LIGO mock data.

The parameters of the overlapping BBH signals used in Bayesian inferences is the same as what we used in Sec. III:
nonspinning BBHs with masses as given in Eq. (12) and coalescence times and phases as given in Eq. (15). We ignore the position of the sources in the sky and their orientation relative to the detectors (setting all angles to zero). We do, however, include in our analysis the luminosity distance \( d_L \) of the source. The parameter space we use in our analysis is thus:

\[
\lambda = \{m_1, m_2, \phi_C, t_C, d_L\}
\]

Note that our choice of sky position is the worst case scenario, because we are considering the two sources to have the same exact location in the celestial sphere. In reality, if overlapping signals arrive from different directions in the sky, they will have different phase coherence amongst a network of detectors and thus easier to discriminate. Thus, since our choice of sky position is the worst case scenario, the parameter estimation problem can only be better when sky position and orientation are taken into account.

To explore different configurations of the parameters, we vary the two luminosity distances of the sources \( d_L^{(A)} \) and \( d_L^{(B)} \), keeping the distance of one of the sources fixed to 1 Gpc and setting the other at either 500 Mpc, 1 Gpc, or 2 Gpc. We also vary the time shift \( \tau \) defined in Eq. (15) as the epoch coalescence of signal B. The resulting variations in the parameter sets are:

\[
\tau = [-1.5 \text{ s}, -1.0 \text{ s}, -0.5 \text{ s}, 0.0 \text{ s}, 0.5 \text{ s}]
\]

\[
d_{L}^{(B)} = 500 \text{ Mpc}, d_{L}^{(A)} = 1 \text{ Gpc}, d_{L}^{(B)} = 2 \text{ Gpc}
\]

With these choices, there are 25 different possible configurations, each of which is analyzed for Bayesian parameter inference.

In the inference problem we use a signal model that accurately represents the BBH waveforms. To this end, we use the IMRPhenomV2 approximant to create waveforms in the frequency domain, fixing the low frequency cutoff to be 20 Hz, which is consistent with the minimum frequency used in the LIGO/Virgo PE. In Fig. 3, we plot the two waveforms in the time domain, for the different configurations of the parameters. We vary only the time shift since changing the distances of the signals results in a simple re-scaling of the amplitudes as we have neglected the effect of redshift on masses. The resulting overlapping waveform is plotted as well. In Table I, we compute the expected matched filter SNR for the different possible configurations of the parameters, here we focus on the distances, since the coalescence time does not affect the SNR value.

### Table I. SNRs for the two signals we have chosen to focus on in our analysis, created with different values of the luminosity distances \( d_L \).

| SNR  | \( d_L = 0.5 \text{ Gpc} \) | \( d_L = 1 \text{ Gpc} \) | \( d_L = 2 \text{ Gpc} \) |
|------|-----------------|-----------------|-----------------|
| signal A | 49.8            | 24.9            | 12.4            |
| signal B | 76.2            | 38.1            | 19.0            |

Note that applying a time shift to the signals do not change the value of the SNR.

### B. Setting up Bayesian inference runs

Having created the mock data with overlapping signals we next focus on parameter inference. Our analysis uses two LIGO interferometers, but our conclusions are not significantly affected by this choice; considering a different detector network would simply result in different SNRs for the signals as we
FIG. 4. Summary of the results for the set of 25 runs, each one with a different configuration of the parameters $\tau$, $d^\text{A}_L$, and $d^\text{B}_L$. A runs are shown on the left panel, and B runs are on the right panel. The recovered values for the masses $m_1$ and $m_2$ are plotted, together with their uncertainties. The true values of the masses for signal A and signal B are highlighted with the dashed horizontal lines. Note that the points in the plots, referring to the same time shift $\tau$, are slightly shifted with respect to their exact value of $\tau$ so that they do not overlap with each other. The $\tau = 0.0$ s runs are highlighted with a grey shadowed band (see discussion in Sec. IV D). The inset in the right panel shows the distributions for the coalescence time in the form of a ‘violin’ plot: these are just samples to show that the coalescence time is recovered very well (within the ms range) in every configuration.

are not focusing on the sky position of the source. Although this could in principle change the heights of the peaks in the posterior distribution, we do expect it to influence their relative ratios significantly, and hence the PE process we consider is expected to hold for any network.

The data set consists of 4 s of mock data from the two LIGO interferometers with a stationary, Gaussian noise background. 4 s is large enough to span the full length of the longer signal. We use the package \texttt{bilby} [17, 34] to facilitate injection of signals into mock data that mimics the power spectral density of Advanced LIGO.

For Bayesian inference of the parameters of the injected signals we use the \texttt{bilby} software package to perform parameter inference, running the \texttt{dynesty} sampler [35]. \texttt{Dynesty} is a dynamic, nested sampling algorithm [36, 37], which is well suited for our purposes because it quickly achieves convergence, but at the same time it is able to handle non-trivial, multi-modal distributions better than MCMC-based algorithms. We allow the sampler to explore the likelihood surface with respect to all the parameters except $\phi_C$, over which the likelihood is analytically marginalized, and $d_L$, over which the likelihood is numerically maximized. Marginalization over $\phi_C$ and $d_L$ correctly accounts for the effects of the parameters $\phi_C$ and $d_L$ on the resulting 3-d posterior [38, 39]. Consequently, our final posterior distribution is over the parameters $m_1$, $m_2$, and $t_C$.

C. Bayesian priors

At the beginning of the analysis, we have to set the priors on the various parameters. We consider a uniform prior on the phase $\phi_C$, with periodic boundary conditions, a power-law prior on the luminosity distance, $p(d_L) \propto d_L^\alpha$ with $\alpha = 2$, and a uniform prior on the two masses $m_1$ and $m_2$ over the range $[10 M_\odot, 50 M_\odot]$. As for the coalescence time, selecting the best possible prior turns out to be a game-changing strategy. In fact, running a simulation with a wide prior on the time $t_C$ that spans the merger times of the two overlapping signals leads to significant problems: while one of the two signals is always recovered correctly, the other is completely ignored by the sampling algorithm. A wide prior on $t_C$, therefore, would only allow us to infer the parameters of the louder signal, without access to the weaker one.

However, as already pointed out, previous work suggests that signal can always be detected, even if they are overlapping, and their merger time correctly identified [12, 13]. The detection of a signal allow us to know its epoch of coalescence with very low uncertainty (at the order of 10 ms). For this reason, we can assume to know the time of coalescence of the two overlapping signals with a good degree of accuracy, and constrain our parameter space choosing a prior on the coalescence time which is centered on the (fiducial) true value of the time $t_C$, with a width of 100 ms. In this way, for each of the signals we can isolate the region of the parameter space where we expect
to find the correct parameters. This choice allows us to recover the correct parameters for both signal A and signal B.

Therefore, for each of the 25 injections, we run the Bayesian inference procedure two times: the first one (we refer to it as run A) aims to recover the true values of the parameters of signal A; to this end, since \( t_{\text{c}}^{\text{A}} = 0.0 \) s, we set the prior on the coalescence time centered around zero. Run B, on the other hand, focuses on the signal B peak in the parameter space; thus, the prior is chosen to be centered in \( t_{\text{c}} = \tau \).

D. Results

In Fig. 4, we show the results for the recovered values of the parameters: results from run A are shown on the left panel, while run B ones are shown on the right panel. Note that in the two panels only the values for the masses are shown: that is simply because, since we are analytically marginalizing over \( \phi \) and \( d_{\text{L}} \), the only parameters for which we can create a posterior distribution are the two masses \( m_1 \) and \( m_2 \), and the coalescence time \( t_{\text{c}} \). However, the latter is always recovered correctly and with a very small error on its value (around 1 ms), as shown in the inset the right-hand panel of Fig. 4. The ‘violin’ plot was created from the distributions of \( t_{\text{c}} \) for a single time shift configuration, namely run B with \( \tau = -1.5 \) s, which clearly demonstrates that \( t_{\text{c}} \) is determined to millisecond accuracy.

Furthermore, we show the corner plots in Fig. 5 for two randomly chosen runs (run A on the right side and run B on the left), created with the following choice of the parameters: \( \tau = -1.0 \) s, \( d_{\text{L}}^{\text{A}} = d_{\text{L}}^{\text{B}} = 1 \) Gpc. The corner plots show that the results resemble the ones obtained when the data contains only one signal: the posterior on the two masses presents a degeneracy along the line of equal chirp mass, and the true values of the masses (and of the coalescence time) lie inside the 2\( \sigma \) credible region. Therefore, we confirm that – as expected from discussion in Sec. III – using current PE algorithms it is possible to treat the case of overlapping signals. We find that that setting the appropriate prior on the coalescence time \( t_{\text{c}} \), as determined by the search pipeline, is critical in determining the parameters of the signal without any bias.

Looking at Fig. 4, we note that promising results are found for all the possible parameter configurations, except for the case in which the time shift \( \tau \) is equal to zero (i.e., the two signals are coalescing at the exact same time). In fact, for \( \tau \neq 0.0 \) s, the majority of the A runs (left panel), give results for the parameters that are within one (sometimes two) sigma from the true values \( \mathcal{L}^{\text{A}} = \{ m_1 = 21 \text{ M}_\odot, m_2 = 15 \text{ M}_\odot \} \). Similarly, in most of the considered cases, the B runs shown on the right panel give results for the parameters that are close to the true values \( \mathcal{L}^{\text{B}} = \{ m_1 = 33 \text{ M}_\odot, m_2 = 29 \text{ M}_\odot \} \).

If the time shift is zero (the corresponding runs are highlighted with a grey shadowed box in Fig. 4), then both runs recover only same signal. This means the the two-peaked posterior is not well sampled by the algorithm. The chains are able to find only one peak, and they are not able to sample efficiently the other one: a possible explanation for this behaviour is that the two peaks have very different values (on average, the two peaks differ for 100 – 500 orders of magnitude), thus sampling the minor peak turns out to be impossible for the algorithm.

This hypothesis is supported by an examination of Table I: the highest peak is the one that’s associated with the highest SNR. As expected, then, in the runs in which signal B is louder than signal A, we recover a peak close to \( \mathcal{L}^{\text{B}} \), and vice-versa.

We note here that the fact that the algorithm was able to focus on both peaks at the same time was already clear from the results in the case of a wide prior on the coalescence time: if we do not isolate the correct value of \( t_{\text{c}} \) by using a narrow \( t_{\text{c}} \) prior, again we recover only the loudest peak and its corresponding time shift, with no sign of the other peak in the posterior. We could also try to isolate one peak at a time by imposing a narrower prior on the two masses \( m_1 \) and \( m_2 \). This is more difficult though, because of the relatively large uncertainties of the recovered values of the masses (see e.g., Fig. 5). For this reason, it is not easy to isolate one peak by preventing any influence of the other one. Moreover, imposing a narrower prior on the component masses does not have a clear justification as signal detection pipelines return fiducial values for the two masses only within a large credibility region, and this could prevent in principle a reliable narrowing of the mass priors.

In some particular cases, the recovered masses are more than two-sigma away from the expected values of \( m_1 \) and \( m_2 \). This behavior is more common for \( \tau \neq 0.0 \) s (note that for \( \tau = 0.0 \) s, the expected values are the ones belonging to the loudest signal), but it happens also for other values of \( \tau \). In order to assess the reasons for this wrong behavior, we run the biased configurations without the presence of the interferometer noise. This allows us to discern between the influence of the noise from the one linked to the presence of an overlap in the data. We find that, in the case of the runs with \( \tau \neq 0.0 \) s, the results are substantially better in the absence of noise, with the true values re-entering inside the 90% credibility region. In some cases with \( \tau = 0.0 \) s, however, we still find the same kind of biases even with zero noise. In these latter cases, we conclude that the overlap may play a role in preventing to recover the correct values for the parameters.

Therefore, our Bayesian inference analysis confirms the results we found in Sec. III: if the two signals do not coalesce too close in the time domain, then two distinct peaks are present in the posterior, and they can be well-sampled if a suitable prior on the coalescence time is chosen. However, if the time shift between the two signals is small enough (i.e., smaller than the resolution we have adopted for our analysis, \( \tau = 0.5 \) s), then biases could arise, and a more careful analysis of the Bayesian inference methods is needed.

V. DISCUSSION AND OUTLOOK

We presented a Bayesian inference analysis in the case of overlapping gravitational waves signals. Our goal was to assess the capabilities of current Bayesian inference infrastructure to handle the non-trivial case of one or multiple overlaps happening within a data segment. This problem is destined to play a major role in 3G detector planning, since the dramatic increase in sensitivity will result in a great number of signals coalescing within a few seconds.

We started from a study based on the Fisher matrix formalism, in which we analyzed the correlation between two
overlapping signals. In this way, we were able to determine whether in some regions of parameter space the two signals are strongly correlated between each other, thus preventing a distinct inference procedure for one signal at a time. We found that BNS signals are not expected to be significantly correlated, and therefore their inference could be a problem only for coalescence times really close between each other (at the 10 − 100 ms level). BBHs, instead, suffer from the presence of a correlation starting from a much greater time shift $\tau$ (i.e., the difference between the two coalescence times). However, also for BBHs we find that for time shifts wider than $\sim 1$ s, we do not expect the Bayesian inference to be a significant problem.

We confirmed these findings with a full Bayesian analysis of the two overlapping BBHs. The analysis used the dynesty sampling algorithm to describe the posterior distribution for the parameters considered. We showed that, in order to sample a single peak without worrying for the presence of the other one, a possible solution is to impose a narrow prior around the fiducial value (provided by the signal detection pipeline) of the coalescence time of the signal of interest. This procedure allows to isolate one single peak at a time, and worked well in the configurations we explored. However, as the time shift approaches zero, we witnessed the emergence of biases that prevented the recovery of the true values of the parameters. These biases happened only in the zero time-shift case (although our time resolution was at the 0.5 s level so they could also happen for $0.0 < |\tau| < 0.5$ s, i.e., when the correlation between the two signals is expected to peak.

Dealing with these biases needs a different approach that we did not attempt in this work. One possible solution is to simply broaden the parameter space searching for multiple signals in the same Bayesian inference run. This significantly increases the computational costs of the Bayesian algorithms; however, since such an algorithm would be needed only in the worst case scenario of $|\tau| \sim 0$, then the number of overlaps in such a small time region will be rarely greater than two. This means that, in the light of our work, heavy Bayesian inference methods with a very large number of signals (and parameters) are not really necessary in the case of overlapping signals. Another possible solution to the biases would be to create an iterative procedure where one hierarchically determines the parameters of louder signals (as inferred from search algorithms) and subtracts them from the data before analysing weaker ones [11, 40]. Although it is not possible to use narrower priors on component masses to isolate multiple peaks, it should be possible to impose constraints on the chirp mass as found by detection pipelines. It is, however, important to ascertain the extent to which such constraints can be imposed by carrying out the detection problem on a large sample of injections and the accuracy with which detection pipelines are able to measure chirp mass. Our study did not include other source parameters such as companion spins, the position of the source in the sky and the orientation of binary relative to the detector frame. In particular, when overlapping signals arrive from different positions in the sky then they would, in general, have different coalescence times in different detectors, which might help to isolate one of the peaks better [41] but we need to study this problem more carefully. These and related problems will be explored in a future study.
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