Electron sampling depth and saturation effects in perovskite films
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Knowledge of the electron sampling depth and related saturation effects is important for quantitative analysis of X-ray absorption spectroscopy data, yet for oxides with the perovskite structure no quantitative values are so far available. Here we study absorption saturation in films of two of the most-studied perovskites, La₀.7Ca₀.3MnO₃ (LCMO) and YBa₂Cu₃O₇ (YBCO), at the L₂,₃ edge of Mn and Cu, respectively. By measuring the electron-yield intensity as a function of photon incidence angle and film thickness, the sampling depth $d$, photon attenuation length $\lambda$ and the ratio $\lambda/d$ have been independently determined between 50 and 300 K. The extracted sampling depth $d_{\text{LCMO}} \approx 3$ nm for LCMO at high temperatures in its polaronic insulator state (150 – 300 K) is not much larger than values reported for pure transition metals ($d_{\text{Co, Ni}} \approx 2 – 2.5$ nm) at room temperature, but is smaller than $d_{\text{YBCO}} \approx 3.9$ nm for metallic YBCO that is in turn smaller than the value reported for Fe₃O₄ ($d_{\text{Fe₃O₄}} \approx 4.5$ nm). The measured $d_{\text{LCMO}}$ increases to 4.5 nm when LCMO is in the metallic state at low temperatures. These results indicate that a universal rule of thumb for the sampling depth in oxides cannot be assumed, and that it can be measurably influenced by electronic phase transitions that derive from strong correlations.

I. INTRODUCTION

X–ray absorption spectroscopy (XAS) in solids involves the excitation by photon absorption of a core level electron into unoccupied states near or above the Fermi level. The subsequent filling of the core hole by an electron with lower binding energy results in either the emission of a fluorescence photon or the radiationless emission of an Auger electron. Auger decay largely dominates over fluorescence decay for all core levels below 1 keV of binding energy [1, 2]. The depth sensitivity of the XAS
technique depends on which decay products are collected, photons (“fluorescence yield” or FY) or electrons (“electron yield” or EY). The much smaller interaction cross-section of x-rays in solids, as compared to electrons, makes the EY method much more surface sensitive than the FY method; the sampling depth \( d \) in EY mode is material dependent and typically \(<7\) nm, while it is of the order of 100 nm for FY mode for photon energies \(<1\) keV. Electron yield methods can be further refined into the partial electron yield (PEY) method that collects escaped electrons only in a selected energy window, while the total electron yield (TEY) method detects all primary photoelectrons, Auger and secondary electrons that emerge from the sample surface independent of their energy. In this way, the TEY method takes advantage of the avalanche of low kinetic energy secondary electrons produced through inelastic electron-electron scattering from the primary high-energy Auger photoelectrons that leads to a larger measured signal.

Knowledge of the electron sampling depth \( d \) is fundamental to extract information about a buried layer or interface from TEY spectra, but its prediction is a cumbersome task. Indeed, \( d \) depends not only on photon energy but also on atomic species, composition and the material’s crystallographic and electronic structure; its magnitude depends on the electron scattering efficiency inside the investigated material (see for example [3]). Thus, theoretical treatments should include interactions of direct and indirect secondary electrons with that particular solid through all elastic and inelastic scattering channels. Models describing these decay processes as a function of electron energy have not yet been successful in predicting sampling depths in many materials, despite the fact that TEY absorption spectroscopy has been used intensively for years to investigate surfaces and interfaces in a wide range of materials. As a consequence, except for the few materials for which the sampling depth has been experimentally determined, the depth sensitivity of this technique is still under discussion. Previous studies on transition metals and rare earths showed a strong dependence of \( d \) on the investigated material, in the range 1.5 – 2.5 nm for metallic Fe, Ni, Co, Dy and Tb for photon energies in the range 700 – 900 eV [4, 5, 6, 7, 8, 9]. Because of the different electronic structure between metals and insulators, in particular the gap in the density of states near the Fermi level in the latter that will influence the secondary electron cascade, insulators are expected to have a larger electron sampling depth. Little literature is available on this topic [9, 10, 11, 12]. Gota et al. [11] found an unexpectedly high value for the sampling depth of the iron magnetic oxide Fe\(_3\)O\(_4\) of 4.5 nm, in comparison to the one known for metallic Fe in the range 1.7 – 2.2 nm, while \( d \approx 2\) nm was found both in Ta\(_2\)O\(_5\) at the O K-
edge [9] and in LaFeO$_3$ at the Fe $L_{2,3}$ edge [12]. Recently, transition-metal oxides with the perovskite structure and their interfaces have been intensely investigated, especially using XAS techniques to probe their interfaces [13, 14] because of their potential application in spintronic or superconducting devices. Surprisingly, experimental determination of electron sampling depths for many of these technologically-relevant oxides has yet to be performed.

Measurements of the polarization-dependent photoabsorption cross-section in x–ray linear and magnetic circular dichroism techniques (XLD and XMCD, respectively) have enabled the extraction of element-specific expectation values such as orbital occupations, number of holes in the $d$-bands, and spin and orbital magnetic moments from heterostructures [15, 16, 17]. To obtain reliable quantitative results from the observed electron yield signal, investigation of the extent of the saturation effect in the absorption process is essential [6, 7, 11, 18, 19, 20, 21, 22, 23]. In TEY, saturation arises when the electron sampling depth $d$ becomes comparable to the photon penetration depth $\lambda \sin \theta$, i.e. the projection of the attenuation length $\lambda$ along the surface normal ($\theta$ is the grazing angle from the sample surface): as the ratio $d/\lambda \sin \theta$ increases, saturation effects become more evident. Then, in presence of a large electron sampling depth or alternatively when either a strong attenuation length or a sufficiently small incidence angle ($\theta < 30^\circ$) is used, corrections using an empirical yield equation have to be performed on the measured spectra [6, 7, 23]. Indeed, in this case the spectral shape of the signal can significantly deviate from the absorption coefficient since the assumption of proportionality between electron yield and absorption coefficient is not longer fulfilled in the energy range of interest. The overall XAS amplitude decreases and, in particular, the high intensity peaks will be more reduced in comparison to the low intensity ones; also, the sampling depth will then appear smaller. In sufficiently thin films a small saturation can affect absorption spectra even at normal photon incidence (~3% effect in a 3 nm film is reported in Ref. [7]). Modeling of absorption saturation on Fe, Co and Ni $L_{2,3}$-edge spectra recorded by electron yield detection demonstrates that the error bars introduced by this spectral distortion can be in excess of 100% on the orbital magnetic moment and 10-20% on the number of $d$-holes and the spin moment [17]. The occurrence of angular-dependent saturation can be a limitation in polarization–dependent XAS experiments in which low grazing angles ($10^\circ$–$30^\circ$) must be chosen. Moreover, it has been suggested that saturation effects may be generally stronger for oxides than for the corresponding transition metal because of the larger sampling depth found in Fe$_3$O$_4$ [11]. Removal of saturation effects is a delicate task since it requires inversion of the electron yield function that has a
nonlinear dependence on energy. From a practical point of view, at a fixed angle the different yield reductions due to saturation at different resonances makes it difficult to extract quantitative results from absorption spectra unless the sampling depth and attenuation length at each resonance is known.

In this paper we investigate absorption saturation in perovskite films at the transition-metal L$_{2,3}$ edge, measuring Mn ($\sim$ 640 eV) in LCMO and Cu ($\sim$ 930 eV) in YBCO in well-characterized films on SrTiO$_3$ (STO) substrates. Following the approach of Ref. [11], we have measured the TEY intensity as a function of photon incidence angle and film thickness, and independently extracted the attenuation length $\lambda$, the sampling depth $d$ and their ratio $\lambda/d$. These measurements were performed at 50 – 300 K, a temperature range over which the LCMO and YBCO resistivities change by many orders of magnitude: LCMO crosses a metal–insulator transition temperature $T_{MI} \sim$ 150 K, and YBCO crosses a superconducting transition temperature $T_c \sim$ 90 K. The extracted sampling depth $d_{LCMO} \approx$ 3 nm in LCMO at high temperatures (150 – 300 K) when it is in a polaronic insulating phase [24] is not much larger than values reported for pure transition metals ($d_{Co, Ni} \approx$ 2.5 nm), but is smaller than $d_{YBCO} \approx$ 3.9 nm for metallic YBCO that is in turn smaller than the value reported for Fe$_3$O$_4$ ($d_{Fe3O4} \approx$ 4.5 nm). Furthermore, the sampling depth increases significantly in metallic LCMO below $T_{MI}$, while it remains more or less constant in YBCO below $T_c$. These results indicate that a universal rule of thumb for sampling depths in oxides cannot be assumed, that the sampling depth can be measurably influenced by electronic phase transitions due to strong correlations, and that the sampling depth for each material should be measured individually until a sufficiently accurate model is developed for its prediction. These results should encourage an investigation of sampling depths in other correlated materials, in order to enable proper interpretation of XAS spectra used to probe the orbital, charge and magnetic order in films and buried interfaces.

II. EXPERIMENTAL DETAILS
Epitaxial LCMO and YBCO thin films were grown on (001) SrTiO$_3$ (STO) substrates by pulsed laser deposition (PLD) [14]. A commercially available LCMO target was ablated by a KrF laser ($\lambda = 248$nm) with a repetition rate of 2 Hz. The substrate temperature during deposition was 750°C and the oxygen pressure during growth was set to 20 Pa. After deposition, the chamber was flooded with oxygen to 1 mbar and the samples were cooled down at 10°/min to 550°C, where they were annealed for 1 hour. In situ high-pressure reflection high-energy electron diffraction (RHEED) was used to
control the exact number of deposited monolayers. The thin film resistance was measured by the Van der Pauw method in the temperature range 10–300 K. The 200 nm thick YBCO (100) film was grown on a 30 nm PrBa$_2$Cu$_3$O$_7$ (PBCO) template deposited on STO.

The experiments were carried out at Advanced Photoelectric Effect (APE) beamline located at the Elettra storage ring in Trieste that exploits photons in the range 140–1500 eV. Details of the APE beamline have been published elsewhere [25]. XAS measurements were performed in total electron yield (TEY) in current mode, on the manganese (LCMO), titanium (STO) and copper (YBCO) $L_{2,3}$ edges. An energy resolution in the energy range of interest (400–900 eV) better than 200 meV was achieved by setting the exit slits of the grating monochromator in the range 20–50 µm. The TEY signal was monitored by the drain current through the sample and normalized to the incident photon flux measured by a ~80% transmission gold mesh. The photocurrent flowing to the sample is measured by a picoammeter and recorded as a function of photon energy. Typical sample and mesh current are in the range of a few nA and 500 pA, respectively. The sample motion has four degrees of freedom, motorized $x$, $y$ and $z$ and manually operated $\theta$ (polar angle). The polar angle is determined by the direction of light incidence vector and the sample surface normal; at $\theta = 90^\circ$ the photon wavevector is (anti)parallel to the surface normal, and at $\theta = 0^\circ$ it is parallel to the sample surface. For the polar angle dependent yield measurements, a series of incidence angles ($\theta = 5^\circ – 90^\circ$ in $5^\circ$ increments) was chosen. The error in the angle alignment is ~0.5°. Samples can be cooled down to 45 K via a liquid-helium flow cryostat. The angular dependence of the absorption intensity was measured at temperatures of 50 K, 150 K and 300 K, corresponding to metallic, maximum resistivity, and insulating states of LCMO, respectively, and the superconducting (50 K) and metallic states (150 K and 300 K) of YBCO. In order to consider film thickness variations, three different sets of beamline throughput curves in different points of the sample surface have been measured for each sample.

III. THIN FILM CHARACTERIZATION

Surface flatness, a precisely known film thickness and lack of film/substrate interdiffusion are important for this type of study. The first two of these were monitored in situ, as the number of deposited unit cells was tracked carefully during deposition and surface morphology was checked by RHEED and atomic force microscopy (AFM). RHEED results are shown in Fig. 1 for the 13 uc LCMO
sample. The observed oscillations of the specular RHEED intensity are a clear indication of a layer-by-layer growth and allow the determination of the film thickness, since each maximum represents one deposited unit cell of LCMO. Fig. 2 shows thickness fringes near the (002) reflection for thicknesses of 25 uc and above, indicative of a highly uniform LCMO thickness. These measurements were used to crosscheck the thickness evaluated from RHEED intensity oscillations, and they were found to coincide within one unit cell. Film thicknesses were 7, 13, 25 and 50 unit cells (uc), or 2.7, 5.0, 9.6 and 19.2 nm, respectively, and for these thicknesses the films are fully strained with the STO substrate, with in-plane lattice parameters $a = b = 0.3905$ nm and $c = 0.384$ nm. The surface roughness of the LCMO samples were checked by AFM and were found to reproduce the terrace steps of the prepared STO substrates, giving an RMS roughness $<0.2$ nm for all thicknesses. These values were in agreement with sharp RHEED specular spot whose intensity was comparable between the starting STO substrate and the LCMO at the end of growth. In order to obtain a reliable value for XAS sampling depth $d$, nonuniform film thickness or interdiffusion with the substrate should be carefully checked and excluded, as they would tend to increase the measured value for $d$. We can estimate an upper limit for the interdiffusion between the STO substrate and the LCMO overlayer to about one unit cell [26]. Summing this to an error in thickness of $\pm 0.5$ uc gives the error bars used during fits of the sampling depth discussed in Sec. IV.1.

The resistivity versus temperature $R(T)$ for the strained 50 uc LCMO film is shown in Fig. 3. The metal-to-insulator transition temperature $T_{MI}$ is defined as the temperature for which $R(T)$ shows a maximum, typically within a few Kelvin of the ferromagnetic transition temperature $T_{Curie} \approx 160$ K in this film. This reduction in $T_{Curie}$ from the bulk value $\sim 270$ K is primarily due to strain and has been reported previously [27]. The LCMO resistivity changes by two orders of magnitude as the temperature is reduced from 160 K to 50 K. We note that, for the analysis of the temperature dependence of the sampling depth in Sec. IV, XAS spectra were taken at temperatures in the insulating temperature region (300 K), near the resistivity maximum ($\sim 150$ K) and well into the metallic region (50 K). The YBCO film had a superconducting transition temperature $T_c$ of 88 K and was metallic above $T_c$, with a flat surface as indicated by sharp 2-dimensional RHEED features at the end of growth.

IV. RESULTS AND DISCUSSION
This section is organized as follows. For measurements on LCMO films, all three of the relevant parameters (sampling depth $d$, attenuation length $\lambda$, and their ratio $\lambda/d$) were independently determined at 300 K. Since the ratio of the measured $\lambda$ to the measured $d$ was in good agreement with the measured $\lambda/d$, at lower temperatures (150 K and 50 K) only $\lambda$ and $\lambda/d$ were independently measured and $d$ was inferred by dividing the former by the latter. Subsequently, for measurements on YBCO films, $\lambda$ and $\lambda/d$ were independently measured and $d$ was inferred by dividing the former from the latter. In Sec. IV.1 we present the direct measurements on the sampling depth $d$ in LCMO; in Sec. IV.2 we present measurements on the attenuation length $\lambda$; in Sec. IV.3 we present measurements on the ratio $\lambda/d$ and the inferred values for $d$ using $\lambda$ from the previous section. All results for $d$, $\lambda$, and $\lambda/d$ for both LCMO and YBCO films are summarized in Table 1 in Sec. IV.3. In Sec. IV.4 we discuss these results.

IV.1 SAMPLING DEPTH $d$

The experimental sampling depth $d$ quantifies the depth sensitivity of the signal measured in a total electron yield experiment. The sampling depth is determined by two basic processes: the first that governs the generation of primary and secondary electrons following the core-level absorption event, and the second that controls which electrons will ultimately escape from the sample surface. The former is limited in distance by the total path length traveled by the primary Auger electron in the solid before it has dissipated all its kinetic energy (effective penetration range $R_{\text{Auger}}$), while the latter is characterized by the electron escape depth $\lambda_{\text{escape}}$ (see discussion in Appendix). In a simple model, the secondary electrons are created within a sphere with a radius $R_{\text{Auger}}$ having the absorption site placed at the center. Their production occurs particularly at the end of the range of primary electrons, when their initial kinetic energy has fallen below 40 eV. For soft x-rays, the TEY signal corresponds to the integration of a photoelectron spectrum from the high-energy valence band photoelectrons to low-energy secondary electrons produced in the cascade, that have a broad kinetic energy distribution typically peaked below $\sim$5 eV (see discussion in Refs. [1, 2, 9] and the Appendix). Due to the shape of the universal electron escape depth curve in which $\lambda_{\text{escape}}$ has a minimum near 1 keV and increases exponentially going towards lower energy, the TEY signal is dominated by the low-energy electrons in the cascade. Since the precise energy distribution of the cascade will depend on the atomic species, composition and structure of the material that determine $R_{\text{Auger}}$ and $\lambda_{\text{escape}}$, the resulting sampling depth is consequently difficult to predict numerically.
The sampling depth $d$ can be directly determined by measuring the electron yield in normal photon incidence for a series of films having different thicknesses $t \leq 5d$. In Fig. 4 we show the edge–jump amplitude of absorption spectra at the Mn $L_{2,3}$ edges with normal incidence plotted as a function of LCMO film thickness measured at room temperature. A linear slope that fitted the pre-edge background has been subtracted to the spectra to determine the peak height. A function that describes the emission depth profile may be derived considering the absorbing material as a stacking of adjacent infinitesimal slices each contributing to the total electron yield signal [28]. Slices that are deeper will contribute less because of scattering events that occur as electrons migrate towards the surface.

Under the assumption that the number of produced electrons follows an exponential law with a decay constant $d$, the contribution to the signal of an infinitesimal slice at depth $z$ is given by $dI(z) = A \exp(-z/d) dz$, where $A$ is a constant depending on the material under examination. Then the total electron yield signal for a film having a finite thickness $t$ will be $I(z_0) = A(1 - \exp(t/d))$. The exponential best-fit with $d$ as a free parameter results in a value of the sampling depth $d_{L_3} = 2.6 \pm 0.3$ nm for the $L_3$ and $d_{L_2} = 2.7 \pm 0.3$ nm for the $L_2$ absorption edges. The Mn signal rapidly increases for film thickness up to about 5 nm, at which thickness ~90% of the saturation value has been reached (Fig. 4); above 10 nm the curve is very nearly constant.

IV.2 ATTENUATION LENGTH $\lambda$

The attenuation length, $\lambda(E)$, defined as the depth into the material at which the x-ray intensity has decreased to $1/e$ ($\sim 37\%$) of its value at the surface, is another fundamental parameter in the soft-x-ray absorption process. The attenuation length is found by inverting the absolute (linear) absorption coefficient $\mu(E) = 1/\lambda(E)$ that is found by scaling the measured XAS spectra to the value obtained far from resonances (where the absorption coefficient of a given element is almost independent on the chemistry of nearby atoms and saturation effects are negligible) from tabulated atomic photoabsorption cross-sections $\sigma_a(E)$ [29] (see discussion in the Appendix). The experimental Mn $L_{2,3}$ spectra measured at 300 K, 150 K and 50 K on a ~20 nm thick LCMO film, scaled to the tabulated cross section (dotted lines) are shown in Fig. 5. To minimize saturation effects, normal photon incidence was chosen. The attenuation length in this energy range is determined from $\mu_{\text{LCMO}}(E)$. $\lambda(E)$ varies strongly across the resonance energies, and takes the value $\lambda(L_3) = 50.3 \pm 4$ nm and $\lambda(L_2) = 78.7 \pm 6$ nm at the maxima of the $L_3$ and $L_2$ edges, respectively. The attenuation length measured at the Mn $L_3$ and $L_2$ resonances in
LCMO here are larger than those reported for the Fe $L_3$ and $L_2$ resonances in Fe$_3$O$_4$, 17 nm and 52 nm, respectively [11] and in Fe, Co or Ni, of ~20 nm and ~35 nm, respectively [6, 7, 15]; this may be expected due to the large fraction of oxygen in the perovskite lattice. As expected, within the errors, the attenuation length is temperature independent. The corresponding absorption coefficients in LCMO are $\mu(L_3) = 19.9 \, \mu m^{-1}$ and $\mu(L_2) = 12.7 \, \mu m^{-1}$.

The attenuation length $\lambda$ in YBCO films at the $L_3$ (931 eV) and $L_2$ (952 eV) absorption edges has been determined from the XAS spectra at the Cu $L_{2,3}$ resonances by the same method, giving values for $\lambda(L_3) = 75 \pm 6$ nm and $\lambda(L_2) = 138 \pm 9$ nm with corresponding absorption coefficients $\mu(L_3) = 13.3 \, \mu m^{-1}$ and $\mu(L_2) = 7.3 \, \mu m^{-1}$.

IV.3 SATURATION AND RATIO $\lambda/d$

A determination of $\lambda/d$ can be obtained from the variation of the $L_2$ and $L_3$ intensities on incidence angle, since saturation effects depend only on the ratio of $\lambda$ and $d$ and not their absolute values. Saturation occurs when the incidence angle between the light and the sample surface is sufficiently less than 90° so that the projection of $\lambda$ along the surface normal $\lambda \sin \theta$ becomes comparable to $d$. Saturation effects can be particularly relevant for materials containing transition metal and rare earth atoms with a considerable amount of unoccupied states in $d$- and $f$-shells, and consequently high absorption cross sections, and can be important at low grazing angles ($\theta \leq 10^\circ$-30°) that are often necessary in some polarization-dependent experiments. Generally, the total electron yield is assumed to be proportional to the linear absorption coefficient $\mu$, though in the energy range 50–1500 eV this is strictly true only in the limit $\lambda \sin \theta / d >> 1$ [30]. Saturation will generally reduce the TEY through the following relation between the net total electron yield of a semi-infinitely thick sample and the absorption length $\lambda$ [6]:

$$I_{TEY}(E, \theta) = \frac{A d}{(d + \lambda(E) \sin \theta)} \tag{1}$$

Here the parameter $A$ is the number of cascading electrons produced per photon that migrate towards the free surface. Only for weak absorption and/or for incidence angle close to the sample surface normal, in the limit $d << \lambda \sin \theta$, the intensity is directly proportional to $\mu$: $I_{TEY} \approx \frac{A d}{\lambda(E) \sin \theta} \approx 1/\lambda = \mu$. 

\( \mu(E) \). Conversely, when \( d >> \lambda \sin \theta \) there is complete saturation (\( I_{\text{TEY}} = A \)) and the proportionality between \( I_{\text{TEY}} \) and \( \mu \) breaks down. In the range where most resonant absorption experiments are performed, typically \( 1 < (\lambda \sin \theta)/d < 100 \), the measured signal is neither proportional to \( \mu \) nor fully saturated [17]. When changing from normal to grazing incidence geometry, the electron yield signal of Eq. (1) will increase since the effective photon path length \( \lambda \sin \theta \) in the active thickness \( d \) decreases. Consequently the photons are absorbed in shallower layers with respect to the surface where it is easier to escape from the sample. A convenient way for verifying the presence of saturation effects is to multiply Eq. (1) by \( \sin \theta \):

\[
I_{\text{TEY}}(\theta) \sin \theta = A/[\lambda(E)/d + \cosec \theta]
\]  

(2)

that represents the total electron yield intensity normalized to the number of absorbing atoms. When \( \lambda/d >> 1 \), saturation does not affect the electron yield signal and the quantity in Eq. (2) will be independent of the incidence angle.

To investigate the extent of saturation effect in manganites, we measured \( I_{\text{TEY}}(E) \) at the Mn \( L_{2,3} \) edge for a series of incidence angles between \( 5^\circ - 90^\circ \) for the 50 uc thick LCMO film at three different temperatures, 300 K, 150 K and 50 K. The \( I_{\text{TEY}}(E) \) spectra are shown in Fig. 6(a). This film thickness is a good approximation of a semi-infinite sample for the TEY technique, since the XAS signal at the Ti \( L_{2,3} \) resonance (460 – 490 eV) from the underlying substrate is below the signal-to-noise level of our measurement setup at all incidence angles. Apart from a normalization of the intensity \( I_{\text{TEY}}(E) \) to the incoming radiation intensity (via the mesh current), no procedure of background removal has been applied. Indeed the number of secondary electrons in the background holds information on saturation effects (i.e., the pre-edge and post-edge intensities follow a saturation-like curve as a function of incidence angle). Angular dependent saturation effects are visible to the eye in the spectra as a change in the pre- and post-edge intensities, as well as the relative \( L_3 \) and \( L_2 \) peak heights, going to lower incidence angle.

The maximum \( I_{\text{TEY}} \) at the \( L_3 \) and \( L_2 \) peaks are multiplied by \( \sin \theta \) and plotted in Fig. 6(b) for all three temperatures. Fits to the data were performed using Eq. (2) with two free parameters, \( A \) and \( \lambda/d \),
resulting in the same ratio $\lambda/d(L_3) = 15.4 \pm 0.7$ and $\lambda/d(L_2) = 23.7 \pm 1.2$ for the two curves measured at 300 K and 150 K. Surprisingly, the curve measured at 50 K shows a different angular dependence with respect to the curves measured at higher temperatures. Fitting the data at 50 K gives decreased values of $\lambda/d$ at both absorption resonances $\lambda/d(L_3) = 11.1$ and $\lambda/d(L_2) = 17.0$. Since the attenuation length is independent of $T$ (Sec. IV.2), these measurements imply a temperature-dependent sampling depth.

Saturation is more pronounced at the $L_3$ resonance than at $L_2$, since at $L_2$ the condition $\lambda(E)\sin\theta >> d$ is better satisfied. Even at $L_2$, where $\lambda$ is more than 20 times larger than $d$, the proportionality between $I_{TEY}$ and $\mu$ is not completely fulfilled. The spectra in Fig. 6(b) show that at $\theta = 5^\circ$, $I_{TEY}\sin\theta$ is reduced by about 40% and 25% for $L_3$ and $L_2$, respectively. Consequently, soft X-ray polarized absorption experiments of LCMO must be performed at incidence angles $\theta \geq 30^\circ$, above which the electron yield intensity reduction at $L_3$ and $L_2$ is less than 6% and 2%, respectively.

Saturation effects in YBCO similar to those seen in LCMO are evident in the absorption spectra versus angle shown in Fig. 7(a). Values for $\lambda/d$ in YBCO at 150 K and 50 K were extracted from fits to $I_{TEY}\sin\theta$ versus incidence angle in the same way as described above and are shown in Fig. 7(b). The fits for $\lambda/d$ at 150 K yield values for $\lambda/d(L_3) = 19.1 \pm 1.0$ and $\lambda/d(L_2) = 25.2 \pm 1.2$, and are listed in Table 1. At 50 K, below the superconducting transition temperature, values for $\lambda/d$ are similar to those at 150 K.

The value of sampling depth $d$ can also be inferred from independently measured values for $\lambda$ and $\lambda/d$. For LCMO, at 300 K the inferred values are $d_{L3} = 3.2 \pm 0.4$ nm and $d_{L2} = 3.3 \pm 0.4$ nm, close to but slightly larger than the directly measured value $d_{L3} = 2.6$ nm and at the limit of the error bars. The inferred sampling depth at both resonances is unchanged between 300 K and 150 K but increases appreciably at 50 K, accompanied by an increase in the maximum TEY intensity in the absorption spectra at low temperature and a change in curvature (Fig. 6(b)). The change in curvature leads to a fit value of $\lambda/d$ that is smaller, and consequently $d^{50K}$ is larger than its value at higher temperatures. Any temperature dependence of $d$ is unexpected, or at least has not yet been treated in the literature, and is discussed below in Sec. IV.4. Inferred values for the probing depth in YBCO are $d^{inferred} \approx 3.9 \pm 0.5$ nm.
at Cu $L_3$ and $5.5 \pm 0.6$ nm at $L_2$. Values for $d$, $\lambda$ and $\lambda/d$ are summarized in Table 1 for Mn and Cu at $L_3$ and $L_2$ resonances at all temperatures measured.

| Temperature (K) | Resonance | $d$ (nm) | $\lambda$ (nm) | $\lambda/d$ | $d^{\text{inferred}}$ (nm) |
|-----------------|------------|-----------|---------------|-------------|-----------------------------|
| 300             | Mn $L_3$   | $2.6 \pm 0.3$ | $50.3 \pm 4$  | $15.4 \pm 0.7$ | $3.2 \pm 0.4$              |
| 150             | “          | “         | “             | “           | “                           |
| 50              | “          | “         | “             | “           | “                           |
| 300             | Mn $L_2$   | $2.7 \pm 0.3$ | $78.7 \pm 6$  | $23.7 \pm 1.2$ | $3.3 \pm 0.4$              |
| 150             | “          | “         | “             | “           | “                           |
| 50              | “          | “         | “             | “           | “                           |
| 150             | Cu $L_3$   | “         | $75.0 \pm 6$  | $19.1 \pm 1.0$ | $3.9 \pm 0.5$              |
| 50              | “          | “         | “             | “           | “                           |
| 150             | Cu $L_2$   | “         | $138 \pm 9$   | $25.2 \pm 1.2$ | $5.5 \pm 0.6$              |
| 50              | “          | “         | “             | “           | “                           |

Table 1. Values of sampling depth $d$, attenuation length $\lambda$, and the ratio $\lambda/d$, each determined independently from the XAS spectra, or inferred from the measured $\lambda / (\lambda/d) = d^{\text{inferred}}$, at different temperatures and different absorption resonances in LCMO or YBCO. Errors on $d^{\text{inferred}}$ are determined by the propagation of errors from $\lambda$ and $\lambda/d$.

IV.4 DISCUSSION

Using the general expression of the analytical model for the total-electron-yield depth dependence [31], we can calculate the contribution to the secondary-electron-yield current per Auger electron created at depth $\lambda_{\text{escape}}$. Even though the application of this model is correct only in the photon energy range 1–10 keV, the values of the parameters $\lambda_{\text{escape}}$ and $R_{\text{Auger}}$ that result in a sampling depth of 3 nm are reasonable: ~5 Å and ~60 Å, respectively. Typically, in metals the energy-loss mechanism for internal secondary electrons is related to interactions with conduction electrons, lattice vibrations and defects. In order to leave the sample surface, the kinetic energy of a secondary electron, calculated with respect the Fermi level, must be larger than the work function $W$ (~5 – 10 eV). The high collision probability
due to the large number of conduction electrons along with the large value of minimum escape energy, results in a small sampling depth and secondary yield. Experimentally determined values for $d$ of transition metals at the $L_{2,3}$ edge including Cu are in the range 1.7 – 2.7 nm [4-9].

In band insulators, secondary electrons loose their energy through excitation of valence electrons into the conduction band. The minimum kinetic energy the electrons have to overcome to escape is the electron affinity $\chi$, i.e. the difference between the vacuum level and the conduction-band minimum ($\chi \sim 1$ eV). In this case the wide band gap inhibits secondary electrons at the bottom of the conduction band (with kinetic energy $< E_{\text{gap}}$) from participating in electron-electron collisions. Therefore the sampling depth and the electron yields are generally larger than in metals. The few experimental reports reported on insulating materials and oxides give values of $d = 2$ nm in Ta$_2$O$_5$ at the O $K$-edge (530 eV) [9], $d < 3.9$ nm in Al$_2$O$_3$ at the Al $K$-edge (1560 eV) [10], $d = 4.5$ nm for Fe$_3$O$_4$ [11] and $d = 2$ nm in LaFeO$_3$ [12], the latter two values at the Fe $L$-edge (710 eV). The behavior of Mott-insulators, in which electron correlations drive localization and the effective band gap can be quite small, is more cumbersome than typical oxides with large band gaps. The value we report here for $d$ measured at room temperature in LCMO when LCMO behaves as an polaronic insulator falls between the values for metals and insulators cited above. However, at low temperatures when LCMO is metallic, the probing depth unexpectedly increases. At the same time, YBCO at 150 K has roughly the same metallic resistivity of LCMO at low temperatures, and its sampling depth is larger than insulating LCMO but smaller than metallic LMCO and Fe$_3$O$_4$. These results imply that the idea of a larger sampling depth for oxides as compared to those of pure transition metals is not always true, in any case the differences are not as dramatic as previously believed, and each material must be looked at individually. In addition, and perhaps surprisingly, our results suggest oxides with a correlation-driven metal-insulator transition can have significantly larger probing depths when metallic than when insulating. Thus, as a practical rule, saturation effects will impact TEY measurements of manganite oxides for incidence angles $\leq 30^\circ$, and similarly for YBCO for incidence $\leq 35^\circ$, though somewhat less than seen in e.g. Fe$_3$O$_4$.

Lastly we discuss the possibility of a temperature–dependent sampling depth in LCMO inferred from the fits of $\lambda/d$ (Sec. IV.3, Table 1). It is possible that the large changes in electronic structure of LCMO across $T_{\text{MI}}$ [32] could change the efficiency of electron scattering processes inside the material at low temperatures. Any increase of the inelastic mean free path of secondary electrons would give rise to an
increased electron yield with an enhanced statistical weight of lower-energetic secondary electrons migrating towards the surface. Another explanation may be related to a change in the conductivity and condition of the sample surface, resulting in a subsequent decrease of the surface work function with temperature. Typically, the majority of secondary electrons that escape from the surface have a kinetic energy in the range 3 – 5 eV [31]. Subsequently, a small reduction of the vacuum barrier at the surface could have a strong effect on the total yield. This change in work function could be intrinsic, as theoretically predicted in double-exchange systems such as manganites [33] in which a decrease of ~0.1 eV below $T_{Curie}$ could explain a part of the increase in the sampling depth at 50 K, but not account for the entire observed magnitude. Experimental studies so far have reported a change in the work function with opposite sign in double-layer LSMO [34] and in manganite grain boundaries [35]. We note that other “extrinsic” factors, such as absorption of surface contaminants upon exposure to air or during low-temperature vacuum measurements that are extended in time, could also contribute to changes of the work function from its value on a pristine surface [36].

V. CONCLUSIONS

We have studied the TEY intensity as a function of film thickness and incidence angle in two families of perovskites, LCMO and YBCO, at the Mn and Cu $L$ edges and have extracted values for the sampling depth $d$, attenuation length $\lambda$ and their ratio $\lambda/d$. The values for $d$ found for these perovskites range between the smaller values typically found for pure metals and larger values reported for Fe oxides, and show a temperature dependence to the sampling depth in LCMO that could be investigated in other correlated oxides that exhibit metal-insulator transition phenomena. These results should encourage an investigation of sampling depths in XAS measurements of other oxides, especially in light of the complicated phase diagrams they can exhibit, in order to exploit the usefulness of XAS techniques to probe the orbital, charge and magnetic properties at surfaces and buried interfaces, and for which proper interpretation requires a quantitative knowledge of the depth sensitivity of the TEY signal.
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APPENDIX A – Electron yield production and attenuation length calculations

Under X–ray irradiation, the electron yield signal is made up of two contributions of electrons escaping from the sample surface: 1) the primary electrons, constituted by a small number of excited photoelectrons and Auger electrons extracted from the atomic potential during photoabsorption and radiationless deexcitation; and 2) the secondary electrons, produced along the Auger electrons’ trajectory during scattering principally with band electrons and at a lower extent with other core electrons [31]. The subsequent inelastic scattering that the secondary electrons suffer during their migration towards the free sample surface results in a broad kinetic energy-distribution function. The TEY absorption edge signal corresponds to the integration of a photoelectrons spectrum, from the high-kinetic energy valence band photoelectrons to the low-kinetic energy secondary electrons produced in the electron cascades (0–30 eV). Even considering specific variations between materials, typically the secondary electron spectrum has a full width at half-maximum below 10 eV and it is peaked below ~3–4 eV, with the majority of electrons having an energy below 5 eV and 2 eV respectively for metals and insulators. For hard X–rays the photoelectron spectrum is dominated by Auger electrons, as secondary electrons are mostly generated at a depth greater than their escape depth and cannot leave the sample. In contrast, in the soft X–ray range (~50 –1000 eV) cascades of secondary electrons are the major contribution (~80 – 90%) [29, 37]. Some authors, though, consider the component from primary Auger electrons and from high-energy secondary electrons not negligible as compared to low-energy secondaries, where the latter may be reduced due to a smaller than expected mean free path of secondary electrons or because of reflections losses at the sample surface [9, 30, 38, 39]. Only a fraction of the secondary electrons generated by internal processes in the near-surface volume escape from the sample: those that reach the surface with a kinetic energy sufficient to overcome the vacuum barrier. The average depth of emission of these electrons is defined as the escape depth $\lambda_{\text{escape}}$. For secondary electrons it is related to the inelastic mean free path (i.e. the mean distance an electron travels without any inelastic scattering event) projected along the sample surface normal and averaged for different secondary electron energies. This distance is generally much smaller (<1 nm) than the
range of primary Auger electrons (5 – 50 nm) generated by soft X–rays. $R_{\text{Auger}}$ is related to the initial electron kinetic energy $E$ and to the material density $\rho$ by the approximate empirical formula $R_{\text{Auger}} \approx E^{1.4}/\rho$, in which $R_{\text{Auger}}$ is expressed in Å, $E$ in eV and $\rho$ in g/cm$^3$ [40]. This power law relationship with energy is valid in the energy range 1 – 10 keV. With a rough approximation [31] it may be applied to Auger electrons at the Mn $L_{2,3}$ edge ($L_3M_{2,3}M_{2,3}$ (544 eV), $L_3M_{2,3}V$ (585 eV), $L_3VV$ (636 eV) ) obtaining $R_{\text{Auger}} \approx 8$ nm. The escape depth, and consequently the sampling depth, is highly dependent on the crystallographic and electronic structure of the specific material and it is difficult to estimate. For example, in the transition metals, the number of holes in the $d$-band is considered the most important parameter to determine $d$ [41].

Calculations of the attenuation length in materials can be done using tabulated values for atomic photoabsorption cross-sections that do not include any absorption fine structure (or near–edge autoionization resonances i.e. white lines) [42]. In multicomponent systems the absorption cross section is the sum of individual coefficients each multiplied by the weight fraction present. For LCMO the calculated atomic photoabsorption cross section is $\mu_{a}^{\text{LCMO}}(E) = \{0.7 \sigma_a^{\text{La}}(E) + 0.3 \sigma_a^{\text{Ca}}(E) + \sigma_a^{\text{Mn}}(E) + 3 \sigma_a^{O}(E)\}N_A\rho^{\text{LCMO}}$, where $N_A$ is Avogadro’s number and $\rho^{\text{LCMO}}$ is the molar density of LCMO. We scaled the pre–$L_3$ and post–$L_2$ edge regions of Mn to the off–resonance absorption $\mu_{a}^{\text{LCMO}}(E)$ previously published. This allows the conversion from the arbitrary units of the yield spectra into an absolute absorption coefficient scale (units of length$^{-1}$).
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Electron sampling depth and saturation effects in LCMO (and YBCO) films investigated by soft x-ray absorption spectroscopy

FIG. 1. (color online) Oscillations of the RHEED specular spot intensity during the growth of LCMO thin films. For each unit cell deposited, the intensity shows a cyclic oscillation of intensity, allowing the calibration of film thickness to much better than a unit cell ($c = 0.383$ nm). RHEED intensity remains at the level of the starting STO during the entire growth. Data taken from LCMO film with final thickness of 13 uc.

FIG. 2. (color online) XRD 2θ-θ scan of LCMO thin films of different thicknesses on STO: 100uc (blue), 50uc (red) and 25uc (black). Inset shows a blowup of the thickness fringes near the (002) reflection.

FIG. 3. Resistivity as a function of temperature for the 50 uc LCMO film. The metal-insulator transition temperature (TMI) is near $T_{\text{Curie}} \approx 160$ K, and the residual resistivity at 4 K is $\sim 100 \mu\Omega$–cm.

FIG. 4. Peak heights of absorption intensity $I_{\text{TEY}}$ (difference of peak-to-preedge intensities, as discussed in the text) at the Mn $L_{2,3}$ edges plotted as a function of LCMO film thickness $t$, at room temperature. Fit of $A(1-\exp(-t/d))$ to the data gives a sampling depth $d = 2.6 \pm 0.3$ nm for $L_3$ and $d = 2.7 \pm 0.3$ nm $L_2$ edges. Data points are solid circles for the $L_3$ edge and open circles for the $L_2$ edge; fits are solid lines.

FIG. 5. Experimental absorption coefficient $\mu(E)$ of LCMO at 300 K, 150 K and 50 K (solid lines) from normalization of the absorption intensity spectra to the calculated atomic photoabsorption cross section of LCMO (dashed line) from Ref. [last Henke-34]. The curves are nearly indistinguishable from each other, indicating the temperature-independence of $\mu$ and hence of $\lambda = 1/\mu$.

FIG. 6 (color online) (a) $I_{\text{TEY}}(E)$ for different incidence angles $\theta$ across the Mn $L_{2,3}$ edge for the 50 uc thick LCMO film at 300 K, showing the effects of saturation on overall $I_{\text{TEY}}$ intensity and relative spectral $L_3$ and $L_2$ intensity. (b) $I_{\text{TEY}} \sin\theta$ for different incidence angles at the Mn $L_2$ and $L_3$ peaks at 300 K (taken from the spectra in (a)), 150 K and 50 K. Best-fit lines shown in the figures give values for $\lambda/d = 15.4$ ($L_3$ edge) and $23.7$ ($L_2$ edge) at 300 K, and $11.1$ ($L_3$ edge) and $17.0$ ($L_2$ edge) at 50 K.
FIG. 7 (color online) (a) $I_{\text{TEY}}(E)$ for different incidence angles $\theta$ across the Cu $L_{2,3}$ edge for the 200 nm YBCO film at 150 K, showing the effects of saturation (b) $I_{\text{TEY}} \sin \theta$ for different incidence angles at the Cu $L_2$ and $L_3$ peaks at 150 K (taken from the spectra in (a)) and 50 K. Best-fit lines shown in the figures give values for $\lambda/d = 19.1$ ($L_3$ edge) and 25.2 ($L_2$ edge) at 150 K, and 21.3 ($L_3$ edge) and 28.3 ($L_2$ edge) at 50 K.
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The graph shows the intensity maximum (arb. units) as a function of LCMO film thickness (nm). Two curves are plotted:

- $L_3$: $y = A[1 - \exp(-x/d)]$ with $d = 2.6$ nm
- $L_2$: $y = A[1 - \exp(-x/d)]$ with $d = 2.7$ nm
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