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This paper discusses an efficient computation of two generalized Bessel function distributions one of which is original and never presented before in the literature. For each generalized Bessel distribution model the closed form expression of the cumulative distribution function (cdf) is given by means of Legendre continued fraction and Taylor series expansion of the modified Bessel functions of the first kind, for both integer and real values of a parameter, and of the second kind, for real values of the same parameter, which leads to incomplete gamma functions, hypergeometric series, the Kampé de Fériet function (or double hypergeometric series). Efficient computations of the algorithms (which are implemented in MATLAB functions) are also presented in the paper. Numerical results are derived for each case to validate the theoretical models presented in the paper.
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1 Introduction

The first original closed form expression of the generalized Bessel function cumulative distribution functions (cdf) of the first and second kinds were first produced by Progri 2016 [1].

The issue, however, is that the efficient computation of these cdfs require the computation of the Kampé de Fériet function (or double hypergeometric series [1]-[13]) in MATLAB. The main issue is the following: Is there an algorithm that we can apply to successfully produce an efficient MATLAB function of the Kampé de Fériet function (or double hypergeometric series [1]-[13])? Is this algorithm also computationally stable?

Before we go further into the discussion of the material of this journal paper it is important to mention a bit more
background research work.

The efficient computation of generalized Bessel function distributions cdfs is intrinsically linked to the efficient computation of the incomplete gamma functions [12], [21]-[34] which is intrinsically linked to the efficient computation of Taylor series\[14]-[15] and the Legendre continued fraction [16], [19].

As reported by Bateman 1953-1955 [13] (vol. II pg. 134), the investigation of the incomplete gamma function first begun with Legendre (1811, [17] pp. 339-343 and later works).

It is not clear who performed the first series expansion of the incomplete gamma function by means of the Taylor series [14]-[15]. It could be that Legendre [16]-[18] either did it or compiled the work that was performed before him. What is clear is that the Legendre continued fraction [16]-[18] is nearly a hundred years (or a century) later than the Taylor series expansion [14]-[15].

The efficient computation of the incomplete gamma functions has begun as early as Legendre [16]-[18], to Pearson 1922 [20], to Bateman 1953-1955 [13] (vol. pg. 133-1952) in form of tables, formulas, identities, etc. There is a reason why this form of publication is still very important today with the work of Gradshteyn, Ryzhik Table of Integrals, Series, and Products 2007 [36]. Nevertheless, no matter how important the table or tables are when the exact computation of a function is required, it is important to develop the full computational algorithm.

From 1811 to 1972-1979 there was a lot of published material on the properties of the incomplete gamma function [13]-[20]. The references on this paper present a small fraction of all the contributors on this subject.

What is clear is that with various publications of Gautschi listed as references in Gautschi 1979 [21] we see various development stages of a fully computational algorithm, of the incomplete gamma functions. Gautschi 1979 [21] algorithms of the efficient computation of the incomplete gamma function consists on the primary function evaluation by means of the Taylor’s series [14]-[15] and a combination of methods, including direct evaluation based partly on power series, recursive computation, and the classical continued fraction of Legendre [16]-[18]. Nevertheless, Gautschi 1979 [21] does on guaranty that his procedure is valid (or will strain) throughout the region $\mathcal{H}: \{(x,a): x \geq 0, -\infty < a < \infty\}$, for excessively large values of $a$ and $x$ particularly when $a \neq x \gg 1$ (cf. Section 5). In such cases Gautschi 1979 [21] proposed that it may be preferable to use asymptotic methods, e.g. the uniform asymptotic expansions of Temme 1977-1979 [22] (later publication of Temme 1985 [26], A.R DiDonato and A.H. Morris, Jr. 1986 [25] includes the computation of the incomplete gamma function inverses from Temme’s uniform asymptotic expansions and Temme 1996 [26] includes negative values, and the complete refined algorithm in Gil, Ruiz-Antolin, Segura, and Temme 2017 [33]).

Jones and Thron 1986 [23] expand the work of Gautschi 1979 [21] on the efficient computation of the incomplete gamma functions in the complex domain.

Winitzki 2003 [27] employs Gautschi 1979 [21] expansions to provide an efficient computation of the incomplete gamma function to arbitrary precision.

Blahak 2010 [28] also refers to the expansions employed by Gautschi 1979 [21] as an efficient approximation of the incomplete gamma function without referencing Gautschi 1979 [21].

Bailey and Borwein 2015 [30] provide a more sophisticated interpretation of the Gautschi 1979 [21] algorithms as an expansion of the Crandall’s computation of the incomplete Gamma function by means of Laguerre polynomials.

Abergel and Moisan 2016 [31] refer to the Gautschi 1979 [21] algorithms as fast and accurate evaluation of the generalized incomplete gamma function.

Further analysis of the incomplete gamma functions are performed by Jameson 2016-2017 [32] to derive the two alternative expansions of Gautschi 1979 [21] without mentioning him as a reference.

Based on the work on Greengard and Rokhlin 2017-2018 [34] Numerical experiments show that in this regime, for all $x > 0$, $a < 10,000$ evaluation of $\gamma(a,x)$ using Gautschi 1979 [21] is faster than evaluation by asymptotic expansion (Temme 1977-1979 [22], Temme 1985 [26], A.R DiDonato and A.H. Morris, Jr. 1986 [25], Temme 1996 [26] Gil, Ruiz-Antolin, Segura, and Temme 2017 [33]).

It is without any doubt that Gautschi 1979 [21] algorithms (based on Legendre [16]-[18] and Taylor series [14]-[15]) are really the centerpiece of the efficient computation of generalized Bessel function distributions performed by Progrí 2016 [1] and in the current publication.

This paper presents an original work that falls into the category of Marvels in analytical derivations and computational mathematics series never published anywhere else.

In 2016, the computation of cdfs of the Generalized Bessel
Function Distributions was performed via the linear numerical approximation. As seen in this paper this method is grossly inefficient and marginally accurate. However, in 2016, it served as the first approximation and as the baseline of the efficient computation methods presented in this paper.

In this paper we are going to compare and contrast four cdf expressions of the Generalized Bessel Function Distributions.

The first expression is cdf that is obtained as a result of the numerical integration of the pdf of the Generalized Bessel function distributions. On the positive side this expression is very accurate. On the negative side it does not exist in closed form; i.e., it only exists in the integral form.

The second expression is the cdf that is produced from linear numerical approximation (or summation) of the previous expression. This expression is grossly inefficient and marginally accurate. This expression was initially used as a verification method of the pdfs of the generalized Bessel function distributions in Progri [1].

The third cdf expression is obtained from computation of the closed form expression of the generalized Bessel function distributions by means of the Kampé de Fériet function (or double hypergeometric series from Gautschi 1979 [21] expansion of the incomplete gamma function via Legendre continued fraction [16]). Since the computation of the Kampé de Fériet function (or double hypergeometric series) is an essential part of the efficient computation Generalized Bessel Function Distributions; hence, we go much more in depth on the computation of the Kampé de Fériet function.

The forth cdf expression is obtained from the computation of any of the equations of the cdf in Progri [1]. This serves as the test to enable the end-to-end verification of the expressions produced in Progri [1].

The first attempt for producing a MATLAB function of the computation of the Kampé de Fériet function is given by Agarwal, Chand 2012 [11]. We consider this as the baseline option for the computation of the Kampé de Fériet function. There are two main issues with this baseline option for the computation of the Kampé de Fériet function as presented in Agarwal, Chand 2012 [11]. The first issue is that this function is numerically unstable; the second issue is that it does not converge as the number of terms increases typically beyond one hundred. In Appendix A, Dr. Progri, for the first time, presents a dramatically improved formulation of the Kampé de Fériet function that reduces the computation of the Kampé de Fériet function from a double summation to a single summation. This formulation is necessary because it partially takes care of the numerical stability or the convergence problem. It does not completely eliminate the numerical instability of the issues related to the convergence problem because it still employs some formulation of the option one. Furthermore, Dr. Progri for the first time provides a very efficient and computationally stable formulation of the of the Kampé de Fériet function that completely eliminates the numerical instability of the issues related to the convergence problem as illustrated further in Appendix A. This is known as option three in the computation of the Kampé de Fériet function. At this point the computation of the Kampé de Fériet function is numerically very stable, computationally very efficient, and numerically very accurate; i.e., the Kampé de Fériet function numerical evaluation in MATLAB is no longer impacted by the numerical stability, efficiency, and accuracy. I hope that the Kampé de Fériet function can be implemented in MATLAB in like manner as the generalized hypergeometric series function hypergeom(a,b,z) [40].

In the numerical results section we present both the pdfs and cdfs of the generalized Bessel functions of the first and second kinds for values of $x$ from $-\infty$ to $\infty$. The methodology is consistent with the works presented by Arnaut 2003 [40] even though the work of the latter is only valid for positive $x$s and only for a special class of Bessel function distributions.

Since, the generalized Bessel functions cdfs require the computation of the Kampé de Fériet function [8]-[10] and the latter is not yet available in MATLAB 2016a [40], Giftet Inc. is also taking on the task to compute the Kampé de Fériet function [8]-[10] as part of the Indoor Geolocation Systems MATLAB Library and publish the results of this work in Dr. Progri pioneer publication [35].

This paper is organized as follows: in Sect. 2 efficient computation of the generalized Bessel function distribution CDF of the first kind is discussed. The efficient computation of the generalized Bessel function distribution CDF of the second kind is presented in Sect. 3. Section 4 contains numerical, theoretical results; Conclusion is provided in Sect. 5 along with a list of references. In Appendix A: A super-efficient implementation of the Kampé de Fériet function or double hypergeometric series is presented.
2 Efficient Computation of the Generalized Bessel Function Distribution CDF of the First Kind

There are two fundamental definitions (or series expansions) of the incomplete gamma function (see Bateman 1953-1955 [13] (vol. pg. 133 (3); see Gradsteyn, Ryzhik [36] pg. 899 ex. 8.351 2.)

\[ \gamma(a, x) = \frac{x^a e^{-x}}{a} \Phi(1, 1 + a; x) = \frac{x^a}{a} \Phi(a, 1 + a; -x) \]  

(1)

Where \( \Phi(\alpha; y; x) \) is known as a confluent hypergeometric function (see Gradsteyn, Ryzhik [36] pg. 1023 ex. 9.210 1.)

\[ \Phi(\alpha, \gamma; x) = _1F_1(\alpha; \gamma; x) = \sum_{n=0}^{\infty} \frac{(\alpha)_n x^n}{(\gamma)_n n!} \]  

(2)

Substituting (2) into (1) produces

\[ \gamma(a, x) = \frac{x^a}{a} \sum_{n=0}^{\infty} \frac{(1)_n x^n}{(1 + a)_n n!} = \frac{x^a}{a} \sum_{n=0}^{\infty} \frac{(a)_n (-x)^n}{(1 + a)_n n!} \]  

(3)

In Progri 2016 [1] we utilized the first series expansion of the incomplete gamma function.

It is important to investigate both definitions (or series expansion of the incomplete gamma function); i.e., provide the efficient computations for both series expansion of the incomplete gamma function that will ultimately result in the computation of the Kampé de Fériet function (or double hypergeometric series) [8]-[10].

The main purpose of this section is to show all the derivations that are required for producing (116) from (115) in Progri 2016 [1].

Equation (115) in (Progri 2016 [1]) is equivalent with \( \alpha = 2p + 2k \)

\[ \gamma(2p_1 + 2k, dx) = \frac{(dx)^{2p_1+2k}}{2p_1+2k} \sum_{n=0}^{\infty} \frac{(1)_n (dx)^n}{(2p_1+2k)_n n!} \]  

(4)

where \( p_1 = p + \frac{i}{2}; \ i = \{1, 2, 3, 4\} \).

Next, we need to simplify the (rising) Pochhammer symbol \((2p + 2k)_n [39]\) as follows

\[ (2p_1 + 2k)_n = \frac{\Gamma(2p + 2k + n)}{\Gamma(2p_1 + 2k)} \]  

(5)

Next, based on the properties of the gamma function [37] we have the following

\[ \Gamma(2p_1 + 2k + 1) = \frac{2^{2p_1+2k}}{\sqrt{\pi}} \]  

(6)

Which is equivalent with

\[ \Gamma(2p_1 + 2k) = \frac{2^{2p_1+2k}}{\sqrt{\pi}} \]  

(7)

Similarly, we need to simplify \( \Gamma(2p_2 + 2k + n) \) as follows, for \( n \) even and odd. First, for \( n = 2m \) even we have

\[ \Gamma(2p_2 + 2k + 2m) = \frac{4^{k+m} \Gamma(p_2+2k+m) \Gamma(p_2+m)}{2^{2m+1} \sqrt{\pi}} \]  

(8)

and for \( n = 2m + 1 \) odd we have

\[ \Gamma(2p_3 + 2k + 2m) = \frac{2^{2p_2+2k}}{\sqrt{\pi}} \]  

(9)

Finally, substituting (8) and (7) into (5) for \( n = 2m \) yields

\[ (2p_2 + 2k)_{n=2m} = \frac{4^{k+m} \Gamma(p_2+2k+m) \Gamma(p_2+m)}{2^{2m+1} \sqrt{\pi}} \]  

(10)

Which is equivalent with

\[ (2p_2 + 2k)_{n=2m} = 4^{m} \Gamma(p_2 + k) \Gamma(p_2 + k) \Gamma(p_2 + k) \]  

(11)

Next, substituting (9) and (7) into (5) for \( n = 2m + 1 \) yields

\[ (2p_2 + 2k)_{n=2m+1} = \frac{2^{4m} \Gamma(p_2+2k+m) \Gamma(p_2+k+m)}{2^{2p_1+2k} \Gamma(p_2+k) \Gamma(p_2+k) \Gamma(p_3+k)} \]  

(12)

Or equivalently

\[ (2p_2 + 2k)_{n=2m+1} = \frac{(p_2+k)m(p_2+k)m(p_2+k)}{2^{4m} \Gamma(p_2+k) \Gamma(p_2+k) \Gamma(p_2+k)} \]  

(13)

Equation (4) can be written as

\[ \sum_{n=2m}^{\infty} \frac{(dx)^{2m}}{(2p_2+2k)_m} \sum_{n=2m}^{\infty} \frac{(dx)^n}{(2p_2+2k)_n n!} \]  

(14)

Next, substituting (13) into the second summation of (14) yields

\[ \sum_{n=2m+1}^{\infty} x^{2m+1} \frac{\Gamma(p_2+k) \Gamma(p_2+k) \Gamma(p_2+k)}{2^{2p_1+2k} \Gamma(p_2+k) \Gamma(p_2+k) \Gamma(p_2+k)} \]  

(17)

Which is equivalent with
\[
\sum_{n=1}^{\infty} \frac{(dx)^{2n+1}}{(2p+2k)^{2n+1}} = \frac{dx}{2} \sum_{m=0}^{\infty} \frac{\left(\frac{d^{2}x}{2}\right)^{m}}{(p_{2} + k)^{m}}
\]

Next, substituting (16) and (18) into (14) produces

\[
\gamma(2p_{1} + 2k, dx) = \frac{(dx)^{p_{1}+2k}e^{-dx}}{2p_{1} + 2k} \left[ \sum_{m=0}^{\infty} \frac{\left(\frac{d^{2}x}{2}\right)^{m}}{(p_{2} + k)^{m}} + \frac{dx}{2} \sum_{m=0}^{\infty} \frac{\left(\frac{d^{2}x}{2}\right)^{m}}{(p_{4} + k)^{m}} \right]
\]

Substituting (19) into (88) of Progri 2016 [1] we obtain for \( \alpha = 2p + 2k \)

\[
F_{\text{GBessel1}}(x; a, d, p) = \frac{(1 - \frac{1}{2^{1+2}})^{2p_{1}} e^{-dx}(dx^{2p_{1} + 2k})}{\Gamma(2p_{1})} \left[ \sum_{k=0}^{\infty} \frac{\frac{\left(\frac{d^{2}x}{2}\right)^{m}}{(p_{2} + k)^{m}}}{(2p_{1} + 2k)k!} \right]
\]

Which is equivalent with the following

\[
F_{\text{GBessel1}}(x; a, d, p) = \frac{(d^{2}x)^{p_{1}} e^{-dx}}{\Gamma(2p_{1})} \left[ \sum_{k=0}^{\infty} \frac{\frac{\left(\frac{d^{2}x}{2}\right)^{m}}{(p_{2} + k)^{m}}}{(2p_{1} + 2k)k!} \sum_{k=0}^{\infty} \frac{\left(\frac{d^{2}x}{2}\right)^{m}}{(p_{4} + k)^{m}} \right]
\]

Where

\[
F_{\text{GBessel1}}(x; a, d, p) = C_{11}(d, p) \mathcal{F}_{\text{GBessel1}}(x; a, d, p)
\]

Which is equivalent with

\[
C_{11}(d, p) = \frac{(d^{2}x)^{p_{1}} e^{-dx}}{\Gamma(2p_{2})}
\]

Before the conclusion of this section we have shown that by comparing and contrasting (85) in Progri 2016 [1] with (24) the following is obtained

\[
\mathcal{F}_{\text{GBessel1}}(x; a, d, p) = d^{-2p_{1}} \sum_{k=0}^{\infty} \frac{\gamma(2p_{1} + 2k, dx)}{\Gamma(2p_{1} + 2k)k!}
\]

which is equivalent with

\[
\mathcal{F}_{\text{GBessel1}}(x; a, d, p) = d^{-2p_{1}} \sum_{k=0}^{\infty} \frac{\gamma(2p_{1} + 2k, dx)}{\Gamma(2p_{2} + 2k)k!}
\]

This concludes the additional derivations that are required for producing (116) from (115) in Progri 2016 [1].
Next, based on the properties of the gamma function we have the following
\[ \Gamma(2p_1 + 2k) = \pi^{-\frac{1}{2}} \sum_{n=2}^{\infty} (2p_1 + 2k - 1)! \Gamma(p_1 + k) \Gamma(p_1 + k + \frac{1}{2}) \]  
(32)

Which is equivalent with
\[ \Gamma(2p_1 + 2k) = \pi^{-\frac{1}{2}} \sum_{n=2}^{\infty} (2p_1 + 2k)! \Gamma(p_1 + k) \Gamma(p_2 + k) \]  
(33)

Similarly, we need to simplify \( \Gamma(2p_1 + 2k + n) \) as follows, for \( n \) even and odd. First, for \( n = 2m \) even we have the same result as the above for \( k \to k + m \)
\[ \Gamma(2p_1 + 2k + 2m) = \frac{2^{2p_1} \Gamma((p_1 + k)m) \Gamma(p_2 + k + m)}{\sqrt{\pi}} \]  
(34)

and for \( n = 2m + 1 \) odd we have
\[ \Gamma(2p_2 + 2k + 2m) = \frac{2^{2p_1} \Gamma((p_2 + k)m) \Gamma(p_1 + k + m)}{\sqrt{\pi}} \]  
(35)

Next, substituting (37) and (7) into the first summation of (40) and for \( \Gamma(2p_1 + 2k) \) we obtain
\[ \sum_{n=0}^{\infty} \frac{(2p_1 + 2k)_{2m} (-dx)^m}{(2p_2 + 2k)_{2m} (2m)!} = \sum_{n=0}^{\infty} \frac{(p_1 + k)m \Gamma(2m+1)}{(p_1 + k)m \Gamma(2m+1)} \]  
(41)

Which is identical with
\[ \sum_{n=0}^{\infty} \frac{(2p_1 + 2k)_{2m} (-dx)^m}{(2p_2 + 2k)_{2m} (2m)!} = \sum_{m=0}^{\infty} \frac{(p_1 + k)m (a^2 x^2)^m}{(p_1 + k)m (a^2 x^2)^m} \]  
(42)

Similarly, substituting (39) and (13) into the second summation
\[ \gamma(2p_1 + 2k, dx) = \frac{\Gamma(2p_1 + 2k)}{2} \sum_{k=0}^{\infty} \frac{(p_1 + k)m \Gamma(2m+1)}{(p_2 + k)m \Gamma(2m+1)} \]  
(43)

Next, substituting (42) and (44) into (40) produces
\[ \sum_{n=1}^{\infty} \frac{(p_1 + k)m \Gamma(2m+1)}{(p_1 + k)m \Gamma(2m+1)} = \frac{\sqrt{\Gamma(2p_2 + 2k) 2^{2p_1}}}{\Gamma(2p_1 + 2k) 2^{2k}} \]  
(44)

Substituting (45) into (88) of Progri 2016 [1] we obtain for \( \alpha = 2p_2 + 2k \)
\[ F_{GBessel}(x; a, d, p) = \frac{1 - \Gamma(2p_1) \Gamma(2p_2) 2^{2k}}{2 \Gamma(2p_1)} \sum_{k=0}^{\infty} \frac{(p_1 + k)m \Gamma(2m+1)}{(p_2 + k)m \Gamma(2m+1)} \]  
(46)

Which is equivalent with the following
\[ F_{GBessel}(x; a, d, p) = \frac{\Gamma(2p_1) \Gamma(2p_2) 2^{2k}}{2 \Gamma(2p_1)} \sum_{k=0}^{\infty} \frac{(p_1 + k)m \Gamma(2m+1)}{(p_2 + k)m \Gamma(2m+1)} \]  
(47)

Where
\[ x_1 = \frac{x^2}{4}; \quad x_2 = \frac{x^2 d^2}{4} \]  
(48)

Finally, substituting (34) and (33) into (31) for \( n = 2m \) yields
\[ (2p_1 + 2k)_{n=2m} = \frac{4^n \Gamma(p_1 + k + m) \Gamma(p_2 + k + m)}{\Gamma(p_1 + k) \Gamma(p_2 + k)} \]  
(36)

Which is equivalent with
\[ (2p_1 + 2k)_{n=2m} = \frac{4^m (p_1 + k)_m (p_2 + k)_m}{\Gamma(p_1 + k) \Gamma(p_2 + k)} \]  
(37)

Next, substituting (35) and (33) into (31) for \( n = 2m + 1 \) yields
\[ (2p_1 + 2k)_{n=2m+1} = \frac{2^{4m} \Gamma(p_1 + k + m) \Gamma(p_2 + k + m)}{\Gamma(p_1 + k) \Gamma(p_2 + k)} \]  
(38)

Or equivalently
\[ (2p_1 + 2k)_{n=2m+1} = \frac{(p_1 + k)_m (p_2 + k)_m (p_1 + k)}{\Gamma(p_1 + k) \Gamma(p_2 + k)} \]  
(39)

Equation (30) can be written as a sum of odd and even terms
\[ (2p_1 + 2k)_{n=0} = \frac{(p_1 + k)_m (p_2 + k)_m (p_1 + k)}{\Gamma(p_1 + k) \Gamma(p_2 + k)} \]  
(40)

The cdf of the Bessel function distribution of the first kind can be written with the help of the Kampé de Fériet function (or double hypergeometric series) [8]-[10] as follows
\[ F_{GBessel}(x; a, d, p) = \frac{\Gamma(2p_1) \Gamma(2p_2) 2^{2k}}{2 \Gamma(2p_1)} \sum_{k=0}^{\infty} \frac{(p_1 + k)m \Gamma(2m+1)}{(p_2 + k)m \Gamma(2m+1)} \]  
(49)
Which is equivalent with
\[ F_{\text{GBessel1}}(x; a, d, p) = C_{11}(d, p) F_{\text{GBessel1}}(x; a, d, p) \tag{50} \]
\[ F_{\text{GBessel1}}(x; a, d, p) = \frac{x^{2p+1} \Gamma\left(1 - \frac{p}{a}\right) \Gamma\left(1 + \frac{p}{a}\right) \Gamma\left(1 - \frac{p}{d}\right) \Gamma\left(1 + \frac{p}{d}\right) \Gamma\left\{1 - \frac{p}{a}, \frac{p}{a}, \frac{p}{d}, 1 - \frac{p}{d}\right\} \Gamma\left(1 - \frac{p}{d}, \frac{p}{d}, 1 - \frac{p}{a}, \frac{p}{a}\right) \Gamma\left(1 - \frac{p}{d}, \frac{p}{d}, 1 - \frac{p}{a}, \frac{p}{a}\right) \Gamma\left\{1 - \frac{p}{d}, \frac{p}{d}, 1 - \frac{p}{a}, \frac{p}{a}\right\} \right\} \]  \tag{51}

Before we investigate the efficient computation of the Generalized Bessel function distribution CDF of the second kind we must first answer the following question. Are both approaches of the numerical implementation of the computation of the Generalized Bessel function distribution CDF of the first kind equally efficient? Because one approach uses the sum of two Kampé de Féret functions (or double hypergeometric series) [8]-[10] and the other one the difference.

The answer to this important question is already given in the endnotes.

4 Numerical, Theoretical Results
Progri 2016 [1] numerical, theoretical results section contains the first set of simulation results of pdfs and approximated numerical cdfs of the generalized Bessel function distributions of the first and second kinds based analytical derivations presented in Progri 2016 [1]; i.e., in Progri 2016, we did not provide any simulation results of the exact closed form expression of the cdfs of the generalized Bessel function distributions of the first and second kinds.

Hence, in this section we present for the first time the MATLAB simulation results of the of the exact closed form expression of the cdfs of the generalized Bessel function distributions of the first and second kinds based on closed form expressions (117) and (142) in Progri 2016 and (25) in the current journal paper.

Moreover, we want to ensure the reader that when we produced the simulation results of this section every single equation of Progri 2016 and of the current journal paper has been tested; hence, the simulation results go far beyond the simulation results of just closed form expressions (117) and (142) in Progri 2016 and (25) in the current journal paper.

4.1 Generalized Bessel Function Distribution of the First and Second Kinds
In this subsection we present, numerical results of the generalized Bessel function of the first and second kinds using the exact closed form expression found in this paper and in Progri 2016 [1].

Where $C_{11}(d, p)$ is given by (26) and $F_{\text{GBessel1}}(x; a, d, p)$ is given by

Figure 1(a) shows the plots of (top) the generalized Bessel of the first kind pdf and cdf for $a = 1$, $d = 1.6$, and $p = 3.1$ for the integral and linear numerical approximation; (bottom) cdf using (25) in the current journal paper and (116) or (117) from Progri 2016 [1].

Figure 1(b) shows exactly the same results as the ones in Fig. 1(a) but for the generalized Bessel of the second kind pdf and cdf for $a = 1$, $d = 1.6$, and $p = 3.1$.

The important results here are that even for non-integer values of $p$ the generalized Bessel of the first and second kinds pdfs and cdfs are validated.

4.2 Absolute Errors of the Generalized Bessel Function Distribution of the First and Second Kinds
Absolute errors of the generalized Bessel function distribution of the first and second kinds are shown in Fig. 2.

Figure 2 (a) shows absolute errors of the generalized Bessel of the first kind cdf for $a = 1$, $d = 1.6$, and $p = 3.1$. Figure 2 (b) shows absolute errors of the generalized Bessel of the second kind cdf for $a = 1$, $d = 1.6$, $p = 3.1$, i.e., $p$ not an integer.

5 Conclusions
The main focus on this journal paper is to validate the entire derivations of the closed form expressions provided in Progri 2016 [1] namely: (1) the cdf of the generalized Bessel of the first kind cdf, (116) or (117) from Progri 2016 [1] and (25) in the current journal paper; (2) the cdf of the generalized Bessel of the second kind cdf for non-integer values of $p$, (142) from Progri 2016 [1].

We can say with absolute certainty that all the closed form expressions provided in Progri 2016 [1] have been simulated and tested. The numerical results obtained from the closed form expression in Fig. 2 are several orders of magnitude more accurate than those obtained from the linear approximation simulation results presented initially in Progri 2016 [1].

Numerical results are derived for each case to validate the theoretical models presented in the paper.
(a) (top) original generalized Bessel of the first kind pdf and cdf for $a = 1$, $d = 1.6$, and $p = 3.1$, for the integral and linear numerical approximation; (bottom) original generalized Bessel of the first kind pdf and cdf for $a = 1$, $d = 1.6$, and $p = 3.1$ for (25) and (116)/(117) from Progri 2016 [1].

(b) (top) original generalized Bessel of the second kind pdf and cdf for $a = 1$, $d = 1.6$, and $p = 3.1$ for the integral and linear numerical approximation; (bottom) original generalized Bessel of the second kind pdf and cdf for $a = 1$, $d = 1.6$, and $p = 3.5$, for (142) option 1 and (142) option 3 of Kampé de Fériet function from Progri 2016 [1]; $p$ not an integer.

FIGURE 1: Numerical calculations of the generalized Bessel of the (a) first and (b) second kind pdf and cdf vs. Generalized Bessel of the (a) first and (b) second kind: original pdf and cdf; $p$ not an integer based on the computation of Kampé de Fériet function.

For each generalized Bessel distribution model the closed form expression of cdf is given by means of series expansion of the modified Bessel functions which leads to incomplete gamma functions, hypergeometric series, and the Kampé de Fériet function.

It is also shown that for most practical applications the generalized Bessel function distribution cdf of the first and second kinds can be represented in closed form by means of the family of well-known the Kampé de Fériet functions to within six to fifteen orders of magnitude accuracy.
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8 Appendix A: A Super-Efficient Implementation of the Kampé de Fériet Function or Double Hypergeometric Series

The main purpose of this section is to develop a supper efficient implementation algorithm of the Kampé de Fériet double hypergeometric series is defined as [1]-[10] that accomplishes the following three criteria: it is numerically very stable, computationally very efficient, and numerically very accurate; i.e., the Kampé de Fériet function numerical evaluation in MATLAB is no longer impacted by the numerical stability, efficiency, and accuracy. I hope that the Kampé de Fériet function, presented in this appendix, can be implemented in MATLAB in like manner as the generalized hypergeometric series function hypgeom(a,b,c) [40].

The Kampé de Fériet double hypergeometric series is defined as [1]-[10]
A super-efficient implementation of the Kampé de Fériet function or double hypergeometric series [1]-[10] should be able to take advantage of the super-fast implementation of the generalized hypergeometric function [38], [42]; i.e., reduce the computation of the Kampé de Fériet double hypergeometric series [1]-[10] into the computation of a single summation.

For that we need to write the definition of the generalized hypergeometric series as follows [42]

\[
a F _ c \left( { A} _ a, x \right) = _ a F _ c \left( { A}_1, \cdots, A _ a; C _ 1, \cdots, C _ c; x \right) = _ a F _ c \left( { A}_1, \cdots, A _ a; C _ 1, \cdots, C _ c; x \right) = \sum _ { n = 0 } ^ { \infty } \frac { \left( A _ a \right) _ m x ^ m } { \left( C _ c \right) _ m m ! } = \sum _ { n = 0 } ^ { \infty } \frac { \left( A _ a \right) _ m x ^ m } { \left( C _ c \right) _ m m ! }.
\]

Employing a well-known identity of the Pochhammer symbol [39] into the formulation of the Kampé de Fériet double hypergeometric series [1]-[10] can be written as

\[
F _ {h,a:b} \left( G _ g; C _ c; D _ d; x \right) = \sum _ { n = 0 } ^ { \infty } \frac { \left( (H _ h + m) \right) _ m \left( (B _ b) \right) _ m } { \left( (G _ g) \right) _ m \left( (C _ c) \right) _ m } \frac { x ^ m } { m !}.
\]

Equation (54) can be split into two summations

\[
F _ {h,a:b} \left( G _ g; C _ c; D _ d; x \right) = \sum _ { n = 0 } ^ { \infty } \frac { \left( (H _ h + m) \right) _ m \left( (B _ b) \right) _ m } { \left( (G _ g) \right) _ m \left( (C _ c) \right) _ m } \frac { x ^ m } { m !}.
\]

The inner hypergeometric series can be written as

\[
F _ {h,b} \left( H _ h, G _ g; D _ d; x \right) = \sum _ { n = 0 } ^ { \infty } \frac { \left( (H _ h + m) \right) _ m \left( (B _ b) \right) _ m } { \left( (G _ g) \right) _ m \left( (D _ d) \right) _ m } \frac { x ^ m } { m !}.
\]

Substituting (56) into (55) yields a 1-dimensional supper fast and accurate summation of the Kampé de Fériet double hypergeometric series [1]-[10] as follows

\[
F _ {h,a,b} \left( G _ g; C _ c; D _ d; x \right) = \sum _ { n = 0 } ^ { \infty } \frac { \left( (H _ h + m) \right) _ m \left( (B _ b) \right) _ m } { \left( (G _ g) \right) _ m \left( (C _ c) \right) _ m } \frac { x ^ m } { m !}.
\]

Next, we need a computationally efficient algorithm of

\[
\left( (H _ h) \right) _ m, \left( (A _ a) \right) _ m, \left( (G _ g) \right) _ m, \text{and } \left( (C _ c) \right) _ m.
\]

Let us consider for example the computation of

\[
\left( (A _ a) \right) _ m = \prod _ { i = 1 } ^ { n } \Gamma (A _ i + m) \Gamma (A _ i)
\]

For large values of \( m \gg 1 \) and \( A _ i \gg 1, \Gamma (A _ i + m) \to \infty \); hence, an efficient computation of \( \left( (A _ a) \right) _ m / \left( (C _ c) \right) _ m \) is required.

From the definition of the Pochhammer symbols \( (A _ i) _ m \) we have the following

\[
\left( (A _ a) \right) _ m = \prod _ { i = 0 } ^ { n-1 } (A _ i + k)
\]

Substituting (59) into (58) yields

\[
\left( (A _ a) \right) _ m = \prod _ { i = 1 } ^ { n } \prod _ { k = 0 } ^ { m-1 } (A _ i + k) = \prod _ { k = 0 } ^ { m-1 } \prod _ { i = 1 } ^ { n } (A _ i + k)
\]

Similarly we can write exactly the same formulas for

\[
\left( (H _ h) \right) _ m, \left( (G _ g) \right) _ m, \text{and } \left( (C _ c) \right) _ m \text{ as follows}
\]

\[
\left( (H _ h) \right) _ m = \prod _ { i = 1 } ^ { n } \prod _ { k = 0 } ^ { m-1 } (H _ i + k) = \prod _ { k = 0 } ^ { m-1 } \prod _ { i = 1 } ^ { n } (H _ i + k)
\]

\[
\left( (G _ g) \right) _ m = \prod _ { i = 1 } ^ { n } \prod _ { k = 0 } ^ { m-1 } (G _ i + k) = \prod _ { k = 0 } ^ { m-1 } \prod _ { i = 1 } ^ { n } (G _ i + k)
\]

If we define \( q _ k \) as below

\[
q _ k = \prod _ { i = 1 } ^ { n } \frac { \Gamma (H _ i + k) } { \Gamma (G _ i + k) } \prod _ { i = 1 } ^ { n } \frac { \Gamma (A _ i) } { \Gamma (G _ i) } \prod _ { i = 1 } ^ { n } \frac { \Gamma (C _ c) } { \Gamma (G _ c) }
\]

Then we can eliminate the singularity in the computation of the Kampé de Fériet double hypergeometric series [1]-[10] as follows

\[
\left( (H _ h) \right) _ m \frac { (A _ a) _ m } { (G _ g) _ m \left( (C _ c) \right) _ m } = \prod _ { k = 0 } ^ { m-1 } q _ k
\]

Next, by defining

\[
Q _ m = \prod _ { k = 0 } ^ { m-1 } q _ k ; \quad Q _ m (x) = \prod _ { k = 1 } ^ { m } \frac { q _ k - 1 - x } { k}
\]
By substituting (68) into (66), then (65) and then (57) yields

\[ F_{g; c, d}^{|h|; (A)_{a, b}; (B)_{c, d}; x, y} = \sum_{m=0}^{\infty} Q_m \frac{x^m}{m!} a F_{g, d}^{|h|; (H + m)_{h}(B)_{b}; (G + m)_{g}(D)_{d}; y} = \sum_{m=0}^{\infty} Q_m (x)_{a, b} F_{g, d}^{|h|; (H + m)_{h}(B)_{b}; (G + m)_{g}(D)_{d}; y} \]  

(69)

Finally, let us try to re-compute (54) or (55) using the technique that we just demonstrated in (68).

\[ F_{g; c, d}^{|h|; (A)_{a, b}; (B)_{c, d}; x, y} = \sum_{m=0}^{\infty} \frac{(H)_{h}}{(A)_{a,m}} \frac{(B)_{b,m}}{(C)_{c,m}} \frac{x^m}{m!} \sum_{n=0}^{\infty} \frac{((H+m)_{h})_{a,n}}{(A)_{a,n}} \frac{y^n}{n!} \]  

(70)

This concludes the super-efficient computation of the Kampé de Fériet function or double hypergeometric series \([1]-[10]\). It is numerically very stable, computationally very efficient, and extremely accurate. I hope that an efficient implementation of the Kampé de Fériet function in MATLAB can be performed in like manner as the generalized hypergeometric series function hypergeom(a,b,z) \([40]\).

---

1 Dr. Progri first begun to work on the cdf of the generalized Bessel function distributions as early as 2015 \([2]\) and all the way to 2018 \([6]\) and has reported his work in various publications. A couple of the early publications \([3], [4]\) do not contain the fully tested closed form cdfs.

II In mathematics, a Taylor series is a representation of a function as an infinite sum of terms that are calculated from the values of the function's derivatives at a single point \([14]\). The concept of a Taylor series was formulated by the Scottish mathematician James Gregory and formally introduced by the English mathematician Brook Taylor \([15]\) in 1715. If the Taylor series is centered at zero, then that series is also called a Maclaurin series, named after the Scottish mathematician Colin Maclaurin, who made extensive use of this special case of Taylor series in the 18th century.

III I can say for sure that the expansion based on Legendre continued fraction is the most computationally efficient expansion in the literature \([13]-[34]\).

IV The Taylor series expansion is less efficient; i.e., it requires a lot of terms to converge, and not even accurate; i.e., the results can be astronomically wrong, for large values of \(x\). There are a number of references \([13]-[34]\) that support this argument.

V In all three scenarios generalized Bessel of the first kind pdf and cdf, (25) in the current journal paper and (116) or (117) from Progri 2016 \([1]\), are in fact valid pdfs and cdfs.