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Abstract
A first national analysis of the evolution of sea-level rates along the Norwegian coast for the period 1960–2100 has been accomplished by exploring tide-gauge records, relative sea-level projections, and detection techniques for acceleration. Firstly, sea-level rates for the two study periods 1960–2020 and 1991–2020 were estimated. Along the Norwegian coast, relative sea-level rates show significant spatial variation due to glacial isostatic adjustment. Moreover, the coastal average sea-level rate for the period 1991–2020 is significantly higher than for the period 1960–2020. Accelerations were then estimated for all combinations of start years and study periods longer than 30 years by including quadratic coefficients in regression models. It was found that the estimates strongly depend on the study period and do not provide confident estimates of climate change driven variation in the sea level along the Norwegian coast. Secondly, non-linear trends in relative sea level were reconstructed from Singular-Spectrum Analysis, which at several tide gauges revealed low rates in the 1970s, maximum rates around 1990, and declining rates thereafter. From the reconstructed trends, significant positive acceleration in the relative sea level was estimated for the period 1960–2020, while accelerations less than zero were detected for the period 1991–2020. However, the estimates for the recent period appear not robust due to the influence of decadal and multidecadal variation characterizing Norwegian tide-gauge records. Finally, by artificially extending the tide-gauge records by projections, the time when unprecedented high sea-level rates emerge was identified. With projections calculated for the intensive emission scenario RCP8.5, the climate signal of the relative sea level emerges at earliest in the late 2030s. The time of emergence is typically 5 to 10 years later if reanalysis of sea-level pressure and wind speed are used to reduce decadal variation in the tide-gauge records. This is because the meteorological regressors, as a side effect, introduce serial correlations that lead to rate estimates with enlarged standard errors. An important implication of the findings is that a possible absence of record high sea-level rates in the 2020s and 2030s does not falsify that relative sea level along the Norwegian coast is consistent with projections of RCP8.5.
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1 Introduction
Reconstructions of the global mean sea level have with high confidence indicated that the mean rate of sea-level rise has accelerated during the last two centuries (see, e.g., Church and White (2006), Jevrejeva et al. (2008), Cazenave and Llovel (2010), Haigh et al. (2014), Nerem et al. (2018), and Veng and Andersen (2021)). In a review by Oppenheimer et al. (2019), acceleration estimates of reconstructions of the global mean sea level over the period 1902 to 2010 ranged from −0.002 to 0.019 mm/year². From satellite altimetry, Nerem et al. (2018) estimated the climate driven acceleration to be 0.085 ± 0.025 mm/year² over 1993–2017, while Veng and Andersen (2021) estimated the acceleration to be 0.095 ± 0.009 mm/year² from altimetry data covering ±82° latitude and the period 1991.7–2019 and 0.080 ± 0.008 mm/year² with data covering ±66° latitude and the period 1993–2019. The identified significant accelerations imply that the global mean sea level is an early climate change indicator that is less sensitive to the large internal variability that characterizes the surface temperature record (Fasullo et al. 2016). It is, however,
more difficult to identify acceleration in records from individual tide gauges because they are prone to decadal and multidecadal variation, measurement noise, and local effects like vertical land motion (VLM) and river runoff. As a consequence, climate signals need more time to emerge in individual tide-gauge records (Lyu et al. 2014; Fasullo et al. 2016; Haigh et al. 2014).

In this study, the evolution of relative sea level (RSL) rates estimated from records of individual tide gauges along the Norwegian coast will be analyzed. The Norwegian coast is about 103 000 km long, spans 13 latitudinal degrees, and has a network of 23 permanently operated tide gauges. The Norwegian network of tide gauges has extensively been used to assess sea-level rise and validate satellite altimetry observations (see, e.g., Richter et al. (2012), Breili et al. (2017), Ðžanović et al. (2017, 2019), Ophaug et al. (2021), Breili (2021)). The general agreement reported between altimetry and tide-gauge observations increases the confidence in recent tide-gauge observations from the Norwegian coast.

An important contributor to spatial variation in RSL along the Norwegian coast is VLM, primarily caused by glacial isostatic adjustment (GIA) due to past glaciations of Fennoscandia. The effect of GIA, is evident in RSL rates calculated by Breili et al. (2017), varying between −2.3 and 1.2 mm/year for the period 1960–2010. Hünicke and Zorita (2016) argued that the acceleration of VLM due to GIA in Fennoscandia is proportional to the present GIA rates by a factor of −0.0002 year−1. Hence, it is fair to assume that GIA in Norway is constant on centennial scales and of negligible consequence in computations of acceleration.

Next after GIA, Richter et al. (2012) showed that the largest trend contribution along the Norwegian coast is from the thermosteric component, while the halosteric component has a weak negative contribution, and long-term changes in atmospheric surface pressure are insignificant at most tide gauges. In addition, mass changes on glaciers and changes in land hydrology may partly explain longer-term changes in sea level along the Norwegian coast. Moreover, Richter et al. (2012) and Calafat et al. (2013) found that a considerable fraction of decadal and multidecadal sea-level variability is driven by variation in atmospheric pressure and the steric component. In Calafat et al. (2013), it was demonstrated that the variation in the steric component along the Norwegian coast is remotely driven and coherent with variability in sea level over the North Sea. They suggested that this variation is caused partly by wind-driven sea-level fluctuations that propagate along the eastern boundary of the North-Atlantic and partly by the wind over the Faroe-Shetland channel and the Norwegian shelf.

Along the Norwegian coast, projections of future RSL have recently been elaborated (Simpson et al. 2015, 2017). For the most intensive emission scenario (RCP8.5) of the Intergovernmental Panel on Climate Change (IPCC), projected RSL is 0.15 to 0.55 m higher in 2100 than over 1986–2005. In order to reach these levels, RSL rates calculated for the period 1960–2010 at Norwegian tide gauges (Breili et al. 2017), must accelerate by between 0.05 and 0.08 mm/year². However, sustained acceleration in RSL has not been confidently established in individual tide-gauge records from the Norwegian coast, although some evidences have been reported. Breili et al. (2017) found that the coastal average sea-level rate corrected for VLM increased from 2.0 ± 0.6 mm/year to 3.2 ± 0.6 mm/year between the periods 1960–2010 and 1993–2016. Similar results were obtained by Wahl et al. (2013), who analyzed linear trends in records from tide gauges along the North-Sea coastline. For the three Norwegian tide gauges included in their study, they found highest rates for the shortest and most recent study period. It was not concluded whether the observed increase resulted from global warming or was caused by natural variability in the climate system.

We will start our study by computing updated sea-level rates for the two study periods 1960–2020 and 1991–2020 for tide gauges along the Norwegian coast. Then, we will go on and address the detection of the climate signal of global warming in the tide-gauge records. Different techniques for detecting acceleration will be explored. We define the sea-level rate as the annual change in sea level and acceleration as a change in the sea-level rate. Firstly, acceleration in individual tide-gauge records will be estimated by including quadratic coefficients in regression models. Secondly, variation in sea-level rates will be analyzed using Singular-Spectrum Analysis (SSA) to decompose the tide-gauge records into its significant and noisy parts with data-adaptive orthogonal filters (Vautard et al. 1992). Non-linear trends of the signal can then be reconstructed from the SSA components and rates can be calculated by differentiating the non-linear trends. Finally, by extending the tide-gauge records into the future by RSL projections, the year when the non-linear trends in records from tide gauges along the North-Sea coastline. For the three Norwegian tide gauges included in their study, they found highest rates for the shortest and most recent study period. It was not concluded whether the observed increase resulted from global warming or was caused by natural variability in the climate system.

The present study is a novel nationwide study of its type for Norway, addressing past, present, and future evolution of sea-level rates. It is mainly motivated by the need for better knowledge about how the local RSL responds to a warmer climate. This knowledge will help planners...
and coastal managers to prepare for higher RSL, ensure coastal safety, and communicate risks and consequences of higher sea level to stakeholders and the public. Coastal planning is critical because the coastal zones are densely populated areas, have large population growth, and are economically important (Nicholls and Cazenave 2010). Consistency between observations and projections will increase the confidence in the latter and may be used to point out the climate change pathway of sea-level rise. On the other hand, deviations between observations and projections may motivate for revision of the latter. The earlier we identify the pathway of sea-level rise, the better the local communities can adapt to it.

2 Data and methods

We have combined tide-gauge records from the Norwegian coast with meteorological reanalysis of atmospheric pressure and wind speed, the NAO index, and regional projections of RSL for the twenty-first century. In order to consistently compare the results from different tide gauges, avoid major data gaps, and maximize overlap with auxiliary data sets, this study will focus on observations from the period 1960–2020. For similar reasons, the same starting point was chosen by Richter et al. (2012) and Breil et al. (2017). The selected study period includes the onset of a steady increase in global temperature and ocean heat content, starting around 1970 and succeeding a flattening in temperature and heat content in the period after approximately 1940 (Hartmann et al. 2013; Rhein et al. 2013). A similar pattern is also seen in the temperature record of Norway (Hanssen-Bauer et al. 2017). Hence, the selected study period overlaps the period of the most rapid increase in ocean and land temperature seen in the instrumental record. In addition, the study period includes a sharp increase in water impoundment by artificial reservoirs, leading to lower-than-average sea-level rates during the 1970s (Fredrikse et al. 2020) and a total sea-level fall of approximately 10 mm over the period 1960–1990 (Hawley et al. 2020).

2.1 Tide-gauge records

The Norwegian tide-gauge network consist of 23 tide gauges (see Fig. 1 and Table 1) that provide records of varying lengths, the longest starts in 1873 and the shortest in 1990. The tide-gauge records were downloaded from the Permanent Service for Mean Sea Level (PSMSL) (Holgate et al. 2013) and we chose to use records with annual averages in order to match the sampling rate of the projections. Only revised local reference (RLR) data were analyzed, which are records that are reduced to a common datum achieved by making use of the tide-gauge datum history provided by the supplying authority. The RLR records are free of major offsets, but minor offsets may still exist due to change of equipment, instrumental effects, and missing control leveling between the tide-gauge benchmarks and the contact point of the tide gauges.

The records were screened in order to eliminate time series with significant data gaps. For each record, we required that more than 80% of the data were available for the period 1960–2020. The record from Trondheim is complete, but the tide gauge was relocated in 1990 and the new location experiences local subsidence of 1–2 mm/year. Although data after 1990 are corrected for subsidence, older data are encumbered with errors that cannot be quantified and should not be used for time series analysis (Norwegian Hydrographic Service, personal communication, 2021). Hence, we chose not to use data from Trondheim. On the other hand, we have included the record from Rørvik that has its start year in 1969 and is shorter than the other records. It is included because 82% of the study period is covered by observations from this station, the record has no major data gaps, and it is the only station observing RSL in the vast region between the tide gauges in Heimsjø and Bodø when Trondheim is not included.

In order to identify anomalous observations and assess the quality of the tide-gauge records, we also executed a buddy check. The buddy check implied that we computed
Table 1 Overview of start years and completeness of Norwegian tide-gauge records

| Tide gauge | Start of record | Completeness of record | Missing years (1960–2020) | QC |
|------------|-----------------|------------------------|---------------------------|----|
| Vardø      | 1948            | 64%                    | 1963–1983,1990,2001       | Not used |
| Honningsvåg| 1972            | 74%                    | 1985,1987–1989            | Not used |
| Hammerfest | 1957            | 84%                    | 1962,1965–1970,1976,1982,1990 | 6   |
| Tromsø     | 1953            | 97%                    | 1986,1988                | 6   |
| Andenes    | 1938            | 56%                    | 1960–73,1978-1991        | Not used |
| Harstad    | 1953            | 90%                    | 1966,1975–1976,1980,1988,1990 | 5   |
| Narvik     | 1929            | 97%                    | 1989,2020                | 5   |
| Kabelvåg   | 1948            | 95%                    | 1974,1988–1989           | 5   |
| Bodø       | 1950            | 82%                    | 1965–1967,1969–1973,1986,1988,1990 | 5 and 4 |
| Rørvik     | 1970            | 82%                    | 1960–1969,1988           | 4   |
| Trondheim  | 1949            | 100%                   | Not used                 |     |
| Heimsjø    | 1928            | 95%                    | 1965,1973,1990           | 3 and 4 |
| Kristiansund| 1953          | 97%                    | 1986–1987                | 3   |
| Mausund    | Mausund is not part of the PSMSL-database | Not used |
| Álesund    | 1945            | 95%                    | 1981–1983                | 3   |
| Måløy      | 1944            | 93%                    | 1960,1978–1980           | 3   |
| Bergen     | 1916            | 92%                    | 1971,1973–1975,1988      | 2   |
| Stavanger  | 1919            | 95%                    | 1970–1971,1974           | 2   |
| Tregde     | 1928            | 98%                    | 1994                     | 2   |
| Helgeroa   | 1967            | 61%                    | 1968–1983,1986           | Not used |
| Viker      | 1991            | 49%                    | Not used                 |     |
| Oscarsborg | 1873            | 85%                    | 1960,1961,1964,1967–1968,1970,1976–1977,1990 | 1   |
| Oslo       | 1886            | 93%                    | 1965,1972,1974,1991      | 2   |

The QC-column indicates the group each tide gauge belongs to in the quality check.

difference series between records from nearby tide gauges, see Figs. S1 to S6 in the Supplementary data. A similar approach as the one used in, e.g., Hogarth et al. (2020) was applied, but we used the NKG2016LU-model (Vestøl et al. 2019; Kierulf et al. 2021) to apply GIA-corrections in order to reduce trends that may be introduced by differences in GIA. We focused on tide gauges with more than 80% of data available over the period 1960–2020, and these tide gauges were divided into six groups (see Table 1). For all difference series, the scatter of the series is significantly reduced after approximately 1990. This coincides with the transition from manual and analogue data recorders to digital and automated decoders. It is clear from the difference series that change in technology has led to a significant quality improvement, reducing the number of anomalous differences, and reducing the number of years of missing data. Differences that deviate more than 50 mm from the mean are quite common before 1990, but there are only a few differences that are larger than 100 mm. The largest anomalies are found in the early 1960s and involve the tide gauges in Kabelvåg and Álesund. For the difference series involving Kabelvåg, we also identify a shift in the zero level of magnitude 50–100 mm around 1990. For the other series, the zero level appears to be constant. In
subsequent analysis, we will therefore refrain from using data from Kabelvåg. The final data set includes data from 15 out of 23 tide gauges. See Table 1 for more details and Fig. 1 for an overview of the location of the tide gauges. The tide-gauge records are illustrated in Figs. S7 to S21 in the Supplementary data.

### 2.2 Projections of future relative sea level

To assess sea-level change in the period 2021–2100, we have used regional RSL projections of the twenty-first century (Simpson et al. 2015, 2017). These projections are largely based on the fifth assessment report (AR5) of the IPCC (Church et al. 2013) and outputs of the Coupled Model Intercomparison Project phase 5 (CMIP5) (Taylor et al. 2012), but with a VLM model calculated by least squares collocation of observations from 92 Norwegian GPS stations and repeated precise spirit levelling (Vestøl 2006; Kierulf et al. 2014). The projections include changes in RSL due to mass and dynamical changes on glaciers and ice caps, groundwater changes, VLM, and gravitational effects on sea level associated with GIA and ocean mass redistribution.

The RSL projections were available for the period 2008–2100 and for the emission scenarios RCP2.6, RCP4.5, and RCP8.5. To join tide-gauge observations and RSL projections, the respective average sea level of the period 2015–2020 was subtracted from both data sets. The combined series for each tide gauge can then be written

\[
x_i = \begin{cases} 
  z_i - z_{2015-2020} & \text{for } t_i \leq 2020 \\
  \bar{z} - \bar{z}_{2015-2020} & \text{for } 2020 < t_i \leq 2100,
\end{cases}
\]

where \( z_i \) and \( \bar{z} \) are tide-gauge observations and RSL projections at epoch \( t_i \), respectively, \( z_{2015-2020} \) and \( \bar{z}_{2015-2020} \) are the average tide-gauge observation and projection over the period 2015–2020, and \( x_i \) is the joined series consisting of tide-gauge observations until 2020 and projections thereafter. The combined series are illustrated in Fig. 2.

The ensemble of model outputs from the Atmosphere-Ocean General Circulation Models used to calculate the steric/dynamic component of the projections, have a significant spread. In addition, the other components contributing to the RSL have uncertainties that must be considered when projecting sea level into the future. The projections are, therefore, given as intervals considered to cover 60–100% of the total possible future outcome for each emission scenario (Church et al. 2013). From the model range, we will here explore five RSL projections. Dependent on location, the projections correspond to −0.22 to 0.05 m (the 5th percentile of RCP26), −0.06 to 0.20 m (the mean of RCP2.6), 0.02 to 0.28 m (the median of RCP4.5), 0.20 to 0.46 m (the mean of RCP8.5), and 0.41 to 0.66 m (the 95th percentile of RCP8.5) RSL rise by 2081–2100 relative to 2015–2020. The 95th percentile of RCP8.5 is especially important because this scenario is recommended for coastal planning in Norway (DSB 2016).

### 2.3 Meteorological reanalysis

Meteorological processes drive sea-level variability by redistributing water masses and heat in the ocean. Over longer time scales, the sea surface will adjust as an inverted barometer to variation in the atmospheric pressure, i.e., it will rise (fall) in response to a drop (increase) in local atmospheric pressure. Winds influence the sea surface height both locally and remotely (Woodworth et al. 2010), by piling up water as it blows over the surface and by driving ocean circulations that contain sea-level variability on short and long space and time scales (Pugh and Woodworth 2014). Variations in atmospheric pressure and wind have previously been found to be important explanatory variables along the Norwegian coast. Richter et al. (2012) reported that the inverted barometric effect of the atmospheric pressure is responsible for more than half of the explained variability in tide-gauge records along the Norwegian coast. Also, they calculated a correlation of 0.19 between wind and sea-level residuals for monthly data low pass filtered with a 1 year running mean, and they suggested that wind may partly cause the seasonal cycle in sea level along the Norwegian coast.

To reduce effects of wind stress and atmospheric pressure in the sea-level observations, we will use ERA5 reanalysis (Hersbach et al. 2020) produced by the European Centre for Medium-Range Weather Forecasts and downloaded from the Copernicus Climate Change Service (C3S) Climate Data Store. The ERA5 reanalysis has a spatial resolution of 30 km and are available from 1950 to present. From ERA5, we have used monthly sea-level pressure, wind speeds, and the east (\( u \)) and north (\( v \)) wind components at 10 m. Annual averages were calculated from the monthly data in order to combine the meteorological reanalysis with the tide-gauge observations. We chose to use the ERA5 reanalysis, instead of observations from meteorological stations close to the tide gauges, because ERA5 covers the study period completely and appears to have more stationary mean and variance than observations from single meteorological stations.

In addition to meteorological reanalysis, also the NAO index (NOAA 2021) was explored as explanatory variable. The NAO is a shift in the wintertime position for the North Atlantic storm tracks (Chepurin et al. 2014) and it is represented by the NAO index, i.e., the difference in atmospheric pressure between the Azores and Iceland. The NAO index is connected to the strength of westerly winds across the North Atlantic (Pugh and Woodworth 2014).
Fig. 2 Combined series of annual tide-gauge observations (black markers) and RSL projections for RCP2.6 (green dotted line), RCP4.5 (blue dashed line), and RCP8.5 (red solid line). The lines and the shaded areas illustrate the ensemble mean and the ensemble spread (5th and 95th percentiles) of the models, respectively.
and to atmospheric pressure and temperature distributions worldwide (Kolker and Hameed 2007).

### 2.4 Time series analysis and ranking of regression models

Several previous studies have addressed time-correlated noise in tide-gauge records (see, e.g., Burgette et al. (2013) and Bos et al. (2014)). If not taken into account, time-correlated noise may cause rate estimates with underestimated standard errors. Realistic standard errors and noise characteristics are important in the present study, because they are used to calculate additional noise to the projections and to evaluate the significance of rate and acceleration estimates. When annual tide gauge data are analyzed, the number of observations is small, and Bos et al. (2014) concluded that the first order autoregressive (AR1) noise model yields realistic uncertainties in preference of white noise. Hence, we have used AR1 noise models for regression and for calculating noise series that we will add to the RSL projections.

We created 20 regression models by combining a basic model including only offset and slope with meteorological regressors and the NAO-index (see Table 2). Note that the influence of the nodal cycle of the tides was not investigated, as Breili et al. (2017) found that it has an insignificant effect on tide-gauge observations along the Norwegian coast.

The regression models were fit to each tide-gauge record by a generalized least squares adjustment method implemented in the Python package statsmodels (McKinney et al. 2011). To find the best model at each tide gauge, the models were ranked by Akaike’s information criterion (AIC) and the Bayesian information criterion (BIC) for model selection (Akaike 1974; Schwarz 1978) defined in Eqs. 2 and 3.

\[
AIC = 2k - 2\ln(\hat{L}) \quad (2)
\]

\[
BIC = k \ln(n) - 2\ln(\hat{L}) \quad (3)
\]

Here, \(\hat{L}\) is the maximum of the likelihood function for the model, \(k\) is the number of estimated parameters, and \(n\) is the number of observations. With annual sea-level records starting in 1960 and ending in 2020, the number of observations will be \(n \approx 60\) and the number of estimated parameters range from \(k = 3\) to \(k = 7\) (including the estimate of \(\sigma^2\)). Because the ratio \(n/k < 40\), we followed the recommendation given by Burnham and Anderson (2002) and used the small sample corrected method, called AIC\(_C\) (Hurvich and Tsai 1989):

\[
AIC_C = AIC + \frac{2k^2 + 2k}{n - k - 1} \quad (4)
\]

The ranking of the models was done by calculating AIC\(_C\) and BIC for all model candidates, and for each tide gauge we selected the model with the smallest value of AIC\(_C\) and BIC. With this approach, the fundamental idea is that the model with the smallest value is the one closest to the unknown reality that generated the data, among the candidate models considered (Burnham and Anderson 2002). The regression model-18 (see Table 2), is ranked as best at all tide gauges south of Bodø by both AIC\(_C\) and BIC, except at Oscarsborg where model-6 has a slightly lower BIC. Model-18 includes sea-level pressure and both the north and east wind components. At the northernmost tide gauges (Hammerfest, Harstad, Narvik, and Tromsø), the ranking is more ambiguous. In all models ranked at top, sea-level pressure and wind components are included, but there are also two tide gauges (Tromsø and Narvik) where the NAO-index is included as regressor in the best-ranked model. Although the ranking is somewhat ambiguous, model-18 will in subsequent analysis be used as the best model along the entire Norwegian coast. We chose this model because it is the model most frequently ranked

### Table 2 Regression models fitted to the tide-gauge records

| Model number | Definition |
|--------------|------------|
| 1            | \(z_i = p_0 + p_1 t_i + e_i\) |
| 2            | \(z_i = p_0 + p_1 t_i + p_p p_i + e_i\) |
| 3            | \(z_i = p_0 + p_1 t_i + p_p p_i + p_n n_i + e_i\) |
| 4            | \(z_i = p_0 + p_1 t_i + p_p p_i + p_w w_i + e_i\) |
| 5            | \(z_i = p_0 + p_1 t_i + p_p p_i + p_n u_i + e_i\) |
| 6            | \(z_i = p_0 + p_1 t_i + p_p p_i + p_w v_i + e_i\) |
| 7            | \(z_i = p_0 + p_1 t_i + p_p p_i + p_n n_i + p_w w_i + e_i\) |
| 8            | \(z_i = p_0 + p_1 t_i + p_p p_i + p_n n_i + p_v v_i + e_i\) |
| 9            | \(z_i = p_0 + p_1 t_i + p_p p_i + p_n u_i + p_v v_i + e_i\) |
| 10           | \(z_i = p_0 + p_1 t_i + p_n n_i + e_i\) |
| 11           | \(z_i = p_0 + p_1 t_i + p_n n_i + p_w w_i + e_i\) |
| 12           | \(z_i = p_0 + p_1 t_i + p_n n_i + p_u u_i + e_i\) |
| 13           | \(z_i = p_0 + p_1 t_i + p_n n_i + p_v v_i + e_i\) |
| 14           | \(z_i = p_0 + p_1 t_i + p_n n_i + p_u u_i + e_i\) |
| 15           | \(z_i = p_0 + p_1 t_i + p_n n_i + p_u u_i + e_i\) |
| 16           | \(z_i = p_0 + p_1 t_i + p_n n_i + e_i\) |
| 17           | \(z_i = p_0 + p_1 t_i + p_n n_i + p_v v_i + e_i\) |
| 18           | \(z_i = p_0 + p_1 t_i + p_p p_i + p_n u_i + p_v v_i + e_i\) |
| 19           | \(z_i = p_0 + p_1 t_i + p_n n_i + p_u u_i + e_i\) |
| 20           | \(z_i = p_0 + p_1 t_i + p_p p_i + p_n n_i + p_u u_i + p_v v_i + e_i\) |
as best, and at stations where it is not ranked as best, it has only a slightly higher AIC$_C$ and BIC than the model ranked at top. AIC$_C$ and BIC differences for each regression model and each tide gauge are shown in the Supplementary data, Tables S1 and S2.

Table 3 lists for each tide gauge the fraction of variance ($r^2_{\text{adj}}$) explained by the best-ranked model, the percentage reduction of the standard deviation ($s_{0\text{red}}$) after removing variation associated with the meteorological regressors of the best-ranked model, and dominance weights indicating the relative importance of each regressor. The fraction of explained variance ranges from 64.4 to 85.9% and shows that the best-ranked model at most stations has a good fit to the data. The reduction of the standard deviations varies between 25.6 and 53.8% and indicates to what extent the noise level of subsequent analysis of the tide-gauge data is reduced by subtracting the signal of the regressors. The dominance weights were computed as the average change in $r^2_{\text{adj}}$ when adding the regressor to all possible subsets of the remaining regressors (Tonidandel and LeBreton 2010). From the dominance weights, it is clear that sea-level pressure is the most important regressor, while the effect of including wind speed as regressor varies significantly along the Norwegian coast. We did not reveal any strong relationship between the locations of the tide gauges and the calculated $r^2_{\text{adj}}$, $s_{0\text{red}}$, and dominance weights. Nevertheless, there is a tendency that similar statistics were obtained for neighboring tide gauges and that dominance weights of sea-level pressure increase northward.

### 3 Results

#### 3.1 Sea-level rates

We have calculated RSL rates and GIA-corrected sea-level rates for the two study periods 1960–2020 and 1991–2020, see Table 4. The estimates for the longest period represent sea-level rise over the instrumental record, while the estimates for the shortest period quantify recent sea-level rise. Note that the recent period is coincident with the period with improved data quality revealed by the buddy check.

A similar approach as the one used by Breili et al. (2017) was accomplished for the computations of the rates, but we used annual tide-gauge observations, updated VLM corrections from NKG2016LU (Vestøl et al. 2019; Kierulf et al. 2021), and longer tide-gauge records that include the latest observations. Compared to the VLM-model used in Breili et al. (2017), NKG2016LU is based on an extended set of GNSS and spirit levelling observations and it exploits an underlying GIA-model in the computations. We also applied corrections for the GIA-associated change of the geoid. These corrections were identical to those used by Breili et al. (2017) and were generated from the GIA-model discussed in Simpson et al. (2017). Standard errors of fully GIA-corrected rates were calculated by taking into account the estimated error of the RSL rates (0.3–0.4 mm/year), the observed uncertainty of the VLM corrections (0.2–0.3 mm/year), the geoid change error (0.02–0.04 mm/year), and the uncertainty in the reference frame’s $z$-drift (0.5 mm/year) and scale (0.3 mm/year) (Collilieux et al. 2014).

In general, the updated RSL-rates give a similar impression as the rates in Breili et al. (2017) (see Fig. 3). Along the Norwegian coast, the RSL-rates show significant spatial variation due to differences in GIA, i.e., RSL-rates larger than zero can be found along the western and the northern coast of Norway while RSL rates less than zero are found in the middle of Norway and at Oslo and Oscarsborg. Moreover, the spatial variation is strongly reduced by applying GIA-corrections and the GIA-corrected rates are positive at all tide gauges and for both study periods. The coastal average of the GIA-corrected rates is $2.4 \pm 0.4 \text{ mm/year}$ and $3.3 \pm 0.4 \text{ mm/year}$ for the periods 1960–2020 and 1991–2020, respectively. Using Welch’s unequal
variances t-test (Welch 1947), we found that the coastal average for the recent period is significantly larger (at the 95% level) than the average calculated for the instrumental record. This result confirms the increase in sea-level rise between the periods 1960–2010 and 1993–2016 reported by Breili et al. (2017).

Comparison to RSL rates in Breili et al. (2017) reveals also some minor differences. For the instrumental record, the updated RSL rates differ typically less than 0.5 mm/year, except at Tromsø where the new estimate differs by -0.7 mm/year. We believe the main reason for the differences is the 10 years of data we have added, as the method of analysis is essentially identical. When it comes to the GIA-corrected rates, we identified differences of up to 0.9 mm/year. The largest differences where found at tide gauges where the updated VLM-model shows largest changes, i.e., at Harstad, Narvik, Heimsjø, and Kristiansund. Averaged at the location of the tide gauges, the updated VLM-model differ by 0.3 mm/year, which will propagate directly to the coastal average sea-level rate.

Extending the regression model with meteorological regressors does not change the main impression of the sea-level rates along the Norwegian coast. With the best-ranked regression model, the estimated rates are at most tide gauges within the standard error of the rates estimated with the basic model and the coastal averages do not change significantly (Table 4).

### 3.2 Detection of accelerating sea-level

A conventional method for estimating acceleration in data series, is to include a quadratic coefficient in the regression model. When analyzing tide-gauge records, twice the quadratic coefficient will represent the annual change of the sea-level rate. This method has been widely used to estimate accelerating sea level (see, e.g., Jevrejeva et al. (2008), Woodworth et al. (2011), Boon (2012), Haigh et al. (2014), and Veng and Andersen (2021)). As demonstrated by Haigh et al. (2014) and Jevrejeva et al. (2014), estimates of the quadratic coefficient strongly depend on the time period that was analyzed. Therefore, we will here examine all possible sub-records that cover periods longer than 30 years and with all possible start years.

Firstly, a basic regression model including offset, slope, and the quadratic term was tested to estimate acceleration and associated standard errors. The resulting accelerations strongly depend on the length of the study period and the start year, i.e., they alternate around zero and vary between approximately −0.5 and 1.0 mm/year² for different study periods. Only a small percentage (2.7%) of the estimates is significantly different from zero at the 95% confidence level. We recalculated the accelerations when including the regressors of the model ranked as best by the AICc and BIC. Also with this model, the estimates strongly depend on the length of the study period and the start year (see Fig. 4).
Table 4. Observed RSL rates and rates corrected for glacial isostatic adjustment (GIA) at Norwegian tide gauges for the study periods 1960–2020 and 1991–2020

| Tide gauge     | 1960–2020 RSL rate [mm/yr] | GIA-corrected RSL rate [mm/yr] | 1991–2020 RSL rate [mm/yr] | GIA-corrected RSL rate [mm/yr] |
|---------------|-----------------------------|--------------------------------|-----------------------------|--------------------------------|
| Hammerfest    | 0.9 ± 0.4                   | 3.1 ± 0.7                       | 1.4 ± 0.7                   | 3.6 ± 0.9                       |
|               | 1.0 ± 0.5                   | 3.2 ± 0.8                       | 1.6 ± 0.7                   | 3.8 ± 1.0                       |
| Tromsø        | −0.2 ± 0.4                  | 2.3 ± 0.7                       | 0.5 ± 0.5                   | 3.0 ± 0.8                       |
|               | −0.1 ± 0.3                  | 2.3 ± 0.7                       | 0.8 ± 0.4                   | 3.3 ± 0.8                       |
| Harstad       | −0.4 ± 0.3                  | 2.2 ± 0.7                       | 0.7 ± 0.5                   | 3.3 ± 0.8                       |
|               | −0.2 ± 0.4                  | 2.4 ± 0.7                       | 1.0 ± 0.6                   | 3.6 ± 0.9                       |
| Narvik        | −1.9 ± 0.4                  | 2.1 ± 0.7                       | −1.6 ± 0.6                  | 2.3 ± 0.8                       |
|               | −1.6 ± 0.4                  | 2.4 ± 0.7                       | −0.8 ± 0.6                  | 3.2 ± 0.8                       |
| Bodø          | −0.4 ± 0.4                  | 3.0 ± 0.7                       | −0.8 ± 0.6                  | 2.6 ± 0.9                       |
|               | −0.3 ± 0.4                  | 3.1 ± 0.7                       | −0.2 ± 0.6                  | 3.2 ± 0.9                       |
| Rørvik        | −0.8 ± 0.4                  | 2.9 ± 0.7                       | −0.3 ± 0.6                  | 3.4 ± 0.8                       |
|               | −0.6 ± 0.3                  | 3.0 ± 0.7                       | −0.2 ± 0.6                  | 3.5 ± 0.9                       |
| Heimsjø       | −0.6 ± 0.3                  | 2.2 ± 0.7                       | 0.8 ± 0.5                   | 3.6 ± 0.8                       |
|               | −0.5 ± 0.4                  | 2.3 ± 0.7                       | 0.6 ± 0.7                   | 3.4 ± 0.9                       |
| Kristiansund  | −0.2 ± 0.4                  | 1.7 ± 0.8                       | 1.6 ± 0.6                   | 3.5 ± 0.8                       |
|               | −0.1 ± 0.6                  | 1.8 ± 0.8                       | 1.2 ± 0.8                   | 3.1 ± 1.0                       |
| Ålesund       | 1.0 ± 0.3                   | 2.3 ± 0.7                       | 1.9 ± 0.6                   | 3.1 ± 0.8                       |
|               | 0.7 ± 0.3                   | 2.0 ± 0.7                       | 1.4 ± 0.7                   | 2.6 ± 0.9                       |
| Måløy         | 1.4 ± 0.3                   | 2.5 ± 0.7                       | 2.7 ± 0.6                   | 3.8 ± 0.8                       |
|               | 1.1 ± 0.3                   | 2.2 ± 0.7                       | 2.1 ± 0.5                   | 3.2 ± 0.8                       |
| Bergen        | 1.0 ± 0.3                   | 2.5 ± 0.7                       | 1.6 ± 0.6                   | 3.2 ± 0.8                       |
|               | 0.7 ± 0.3                   | 2.2 ± 0.7                       | 1.0 ± 0.5                   | 2.5 ± 0.8                       |
| Stavanger     | 1.0 ± 0.3                   | 2.3 ± 0.7                       | 2.0 ± 0.6                   | 3.3 ± 0.9                       |
|               | 0.8 ± 0.4                   | 2.2 ± 0.7                       | 1.3 ± 0.7                   | 2.7 ± 0.9                       |
| Tregde        | 0.5 ± 0.3                   | 1.9 ± 0.7                       | 1.6 ± 0.7                   | 3.1 ± 0.9                       |
|               | 0.3 ± 0.3                   | 1.8 ± 0.7                       | 1.2 ± 0.8                   | 2.6 ± 1.0                       |
| Oscarsborg    | −1.8 ± 0.5                  | 2.4 ± 0.8                       | −0.6 ± 0.9                  | 3.6 ± 1.1                       |
|               | −2.2 ± 0.5                  | 2.0 ± 0.8                       | −0.9 ± 0.5                  | 3.3 ± 0.8                       |
| Oslo          | −2.4 ± 0.4                  | 2.2 ± 0.7                       | −0.6 ± 1.0                  | 4.0 ± 1.2                       |
|               | −2.7 ± 0.4                  | 1.9 ± 0.7                       | −1.3 ± 0.6                  | 3.3 ± 0.8                       |
| Costal average| 2.4 ± 0.4                   | 2.3 ± 0.5                       | 3.3 ± 0.4                   | 3.2 ± 0.4                       |

For each tide gauge, the first and second line show results obtained with the basic and best-ranked regression model, respectively. The uncertainties for individual estimates are standard errors while the uncertainties for the coastal averages are standard deviations of the rates along the coast.

More estimates (13.2%) are now significantly different from zero (indicated by black markers in Fig. 4), especially for study periods longer than 40 years. The significant estimates range from −1.1 to 1.0 mm/year². For comparison, this range includes estimates that are several times higher than accelerations calculated by Haigh et al. (2014) from individual tide-gauge records over similar study periods. The strong dependency of the study period and the large spread of the estimates imply that any potential climate related change in rate is masked by non-climate related variability that has not been fully accounted for in this study.
Fig. 4  Accelerations estimated by including quadratic coefficients in the regression model ranked as best by the AICc and BIC. Black markers indicate significant estimates at the 95% confidence level. Only the historical part of the tide-gauge records (1960–2020) was analyzed.
3.3 Evolution of sea-level rates

We will here explore Singular-Spectrum Analysis (SSA) as a tool for analyzing non-linear trends in the tide-gauge records. SSA is useful for extracting information from short and noisy time series and provide insight into the dynamics of the underlying system that generated the series (Ghil et al. 2002). The main principle of SSA is to decompose time series into its significant and noisy parts with data-adaptive orthogonal filters (Vautard et al. 1992). The trend of the signal can then be reconstructed from a subset of the significant SSA-components. We consider the trend as a smooth signal filtering out shorter-term natural fluctuations. The main advantages of SSA are that it removes short-lived variability from the time series and provides information of non-linear trends without making assumptions about the nature of the time series prior to the analysis. SSA has been used previously for detecting trends and irregular oscillations in climate time series, including assessments of accelerating sea level (Ghil et al. 2002; Jevrejeva et al. 2006, 2008; Wahl et al. 2011; Dangendorf et al. 2017).

The employed SSA algorithm was based on Golyandina et al. (2001). The first step of the algorithm is to construct a trajectory matrix (X) of lagged copies of the time series (zi):

\[
X = \begin{bmatrix}
    \cdots & \cdots & \cdots & z_{n-m} \\
    z_{m+1} & z_m & z_{m+1} & \cdots \\
    \vdots & \vdots & \vdots & \vdots \\
    z_3 & z_2 & z_3 & \cdots \\
    z_1 & z_2 & z_3 & \cdots \\
    \cdots & \cdots & \cdots & \cdots \\
    z_0 & z_1 & z_2 & \cdots \\
\end{bmatrix}
\]

(5)

The parameter m is called the window length and it controls the resolution of the algorithm. The trajectory matrix can be decomposed with singular-value decomposition, \(X = U \Sigma V^T\), where U and V contain the left and right singular vectors of X, respectively, and \(\Sigma\) contains singular values on the diagonal. From the eigentriples \((U_i, V_i, \sigma_i)\), elementary matrices \((X_i = \sigma_i U_i V_i)\) can be formed and a filtered version of the time series can be reconstructed by averaging over the antidiagonals of a small subset of the elementary matrices. In this study, we wanted to reconstruct the trend of the time series and used therefore only the elementary matrix of the first eigentriple. The window length of the algorithm is a compromise between the quantity of information resolved and the degree of statistical confidence in that information (Ghil et al. 2002). We have set m to 15 years, which is identical to the window length used by Dangendorf et al. (2017). To avoid artifacts of the analysis towards the ends of the reconstructed trends, tide-gauge observations prior to the study period (1960-2020) were included in the SSA where available. For other records, the series were padded by an approach named Monte-Carlo autoregressive padding (Wahl et al. 2010).

From the SSA-components, non-linear trends were reconstructed and non-linear RSL rates were calculated as differences between subsequent points in the trend-series. Although the computed trends are non-linear, we quantified the mean annual change of the RSL rates (acceleration) by fitting linear trends to the rates by least squares adjustment. In order to calculate the uncertainties of the estimates, we used bootstrapping of residuals between the reconstructed trend and the tide-gauge observations. In total, 10,000 bootstrap-acceleration estimates were calculated, and the standard error was set equal to the standard deviation of these estimates. We applied SSA to both the raw tide-gauge observations and observations corrected for sea-level variation associated with the meteorological regressors of the best-ranked model.

Figure 5 shows the evolution of the RSL rates calculated by differentiating the reconstructed trends. For most of the northern tide gauges (Hammerfest, Tromsø, Harstad, Narvik, and Bodø) and several tide gauges in the middle of Norway (Heimsjø, Kristiansund, Bergen, and Stavanger), a similar pattern of variation recurs. That means, there are low rates around 1970, the maximum rates of the study period are found around 1990, and the rates are high thereafter, but with a declining tendency. Also for several of the series where this pattern is not prominent, the maximum rates are found in the late 1990s. This implies that the most recent rates are not higher than rates calculated for previous periods. Removing sea-level variation associated with the meteorological regressors reduces the decadal variation in the rates somewhat, but does not significantly change the overall appearance of the series at most stations. This indicates that the variation in the local atmospheric pressure and the wind speed components are not the main drivers of the multidecadal variability in RSL rates along the Norwegian coast.

From the rate series, mean annual change in the RSL rates over the study periods 1960–2020 and 1991–2020 were calculated (see Table 5 and Fig. 6). For the longest study period (1960–2020), significant positive accelerations appear at most tide gauges, both with raw and corrected observations. The significant accelerations range from 0.021 to 0.059 mm/year\(^2\) and have a standard deviation of 0.02 mm/year\(^2\). For the raw and corrected tide-gauge observations, the coastal average is 0.030 ± 0.004 mm/year\(^2\) and 0.036 ± 0.005 mm/year\(^2\), which is significantly different from zero and of a magnitude similar to the acceleration of global mean sea level (0.0286 ± 0.0165 mm/year\(^2\)) estimated by Haigh et al. (2014) for the period 1960–2009.

For the recent period 1991–2020, however, significant accelerations were detected at none tide gauges, neither with raw nor corrected observations. Moreover, most of the estimates are less than zero. With raw and corrected data, the coastal average is 0.005 ± 0.007 mm/year\(^2\) and
Fig. 5 RSL rates calculated by differentiating trends reconstructed from SSA. Blue lines illustrate rates calculated from raw tide-gauge observations, and orange lines show rates calculated after removing variation associated with the meteorological regressors of the model ranked as best by the AIC C and BIC. Also shown is the 95% confidence interval around each line. A window length of 15 years was used in the SSA.
Table 5 Acceleration estimates for the periods 1960–2020 and 1991–2020 for tide gauges along the Norwegian coast

| Tide gauge | 1960–2020 [mm/yr²] | 1991–2020 [mm/yr²] |
|------------|---------------------|---------------------|
| Hammerfest | 0.024 ± 0.015       | −0.001 ± 0.048      |
|            | 0.034 ± 0.012*      | −0.007 ± 0.035      |
| Tromsø     | 0.036 ± 0.015*      | 0.027 ± 0.049       |
|            | 0.054 ± 0.011*      | −0.011 ± 0.036      |
| Harstad    | 0.044 ± 0.013*      | −0.010 ± 0.041      |
|            | 0.058 ± 0.012*      | −0.029 ± 0.038      |
| Narvik     | 0.036 ± 0.014*      | −0.049 ± 0.047      |
|            | 0.058 ± 0.012*      | −0.040 ± 0.039      |
| Bodø       | 0.031 ± 0.015*      | −0.002 ± 0.046      |
|            | 0.045 ± 0.013*      | −0.034 ± 0.037      |
| Rørvik     | 0.008 ± 0.005       | 0.053 ± 0.042       |
|            | 0.005 ± 0.012       | 0.009 ± 0.022       |
| Heimsjø    | 0.059 ± 0.012*      | 0.003 ± 0.040       |
|            | 0.055 ± 0.013*      | −0.033 ± 0.042      |
| Kristiansund | 0.050 ± 0.016*  | 0.042 ± 0.051       |
|            | 0.055 ± 0.019*      | −0.011 ± 0.059      |
| Ålesund    | 0.004 ± 0.013       | 0.016 ± 0.045       |
|            | −0.000 ± 0.009      | −0.033 ± 0.029      |
| Måløy      | 0.034 ± 0.011*      | 0.019 ± 0.036       |
|            | 0.029 ± 0.008*      | −0.036 ± 0.026      |
| Bergen     | 0.036 ± 0.010*      | 0.004 ± 0.032       |
|            | 0.043 ± 0.009*      | −0.038 ± 0.028      |
| Stavanger  | 0.025 ± 0.010*      | 0.004 ± 0.032       |
|            | 0.025 ± 0.010*      | −0.028 ± 0.033      |
| Tregde     | 0.021 ± 0.010*      | −0.029 ± 0.031      |
|            | 0.024 ± 0.009*      | −0.048 ± 0.031      |
| Oscarsborg | 0.011 ± 0.016       | 0.016 ± 0.047       |
|            | 0.021 ± 0.013       | 0.016 ± 0.037       |
| Oslo       | 0.028 ± 0.014*      | −0.010 ± 0.045      |
|            | 0.045 ± 0.010*      | −0.053 ± 0.032      |
| Coastal average | 0.030 ± 0.004 | 0.005 ± 0.007      |
|            | 0.036 ± 0.005       | −0.027 ± 0.004      |

The standard errors were calculated by bootstrapping residuals between the reconstructed trend and the tide-gauge observations. For each station, the first and second line show results calculated for raw and corrected tide-gauge observations, respectively. Stars indicate estimates that are significantly different from zero at the 95% level.

3.4 Time of emergence of significantly higher sea-level rates

We now aim at identifying the year when sea-level rates are first significantly higher than those observed in the past (prior to 2020). For simplicity, we name this epoch the time of emergence (TOE) and it can be interpreted as the epoch when the sea-level signal of global warming is expected to emerge in the individual tide-gauge records.

To calculate the TOE, we follow a similar method as used by Haigh et al. (2014). With this method, each tide-gauge record is extended until 2100 by RSL projections. Noise is added to the projections in order to generate series with noise properties similar to the observations. For an AR1 noise model, the noise $\varepsilon_i$ at epoch $i$ satisfies

$$\varepsilon_i = \Phi \cdot \varepsilon_{i-1} + w_i,$$

where $w_i \sim N(\sigma)$ (white noise) and $\Phi$ are parameters of the AR1 noise model determined in initial fits to the observations. For each tide gauge, 10,000 noise series were simulated and for each time series linear models were fit to consecutive sub-series of lengths 30, 40, and 50 years. The TOE was calculated as the last year of the sub-series when the estimated rate was first (and remained) significantly higher than all upper 95% confidence limits of rates calculated for the period with observations.

For several sea-level pathways, not all 10,000 artificially extended tide-gauge records have TOE within the 21st century. For RCP2.6 projections (all study periods) and RCP4.5 (30- and 40-year-long study periods), the majority of the estimated TOEs are beyond 2100. With these combinations of scenarios and study periods, no acceleration can be detected and projected sea level in 2100 can be reached with sea-level rates not significantly higher than those observed in the past. For other RCPs and study periods, Fig. 7 summarizes the distribution of the valid TOE estimates and Table 6 lists the averages of each RCP’s median TOE. Note that we have included only results for tide gauges where more than half of the estimated TOEs are within the twenty-first century.

For tide-gauge records extended with RCP4.5 projections and analyzed with 50-year-long study periods, the TOE is within the twenty-first century for half the tide gauges and the median values average to 2058 and 2052 with raw and corrected observations, respectively. Valid TOE estimates are calculated at more stations with records extended with the median of the projection range of RCP8.5. However, it is only with the upper projection range of RCP8.5 that the climate signal will emerge at all tide gauges within the twenty-first century for all study periods. With RCP8.5 and study periods of 50 years, we can expect to observe rates that are significantly higher than observed in the past at the
earliest late in the 2030s. With shorter study periods, the TOE will be typically 5 to 15 years later.

At several tide gauges, it appears that earlier TOE will not be obtained by reducing the noise level by subtracting the signal of the meteorological regressors of the best ranked model. This result was unexpected, but arises because serial correlations are introduced when the signal of the meteorological regressors is subtracted. This leads to a larger parameter $\Phi$ of the AR1 model, resulting in turn to rate estimates with larger standard errors. With larger standard errors, the criterion of TOE, i.e., the year when sea-level rates are first significantly higher than those observed in the past, is more difficult to surpass, leading to later TOE. With a white noise model, TOE will occur earlier when reducing the noise level of the record. From Fig. 7, it is also a clear tendency that the TOE occurs earlier when a longer study period is analyzed. This was also reported by Haigh et al. (2014), who detected linear rates earlier when 30- to 40-year-long periods were analyzed in preference of 10- to 20-year-long periods. Two effects can explain this. Firstly, shorter study periods lead to rate estimates with higher standard errors due to fewer observations. This will increase the width of the confidence intervals around both the historic rate estimates and the rate estimates based on projections. Consequently, it will be harder to identify future estimates that are significantly higher than those observed in the past. Secondly, rate estimates based on short study periods are more influenced by decadal variability in the RSL and anomalous observations. This effect may increase the occurrence of high rate estimates in the historic record that future rate estimates must surpass before the TOE is identified.

4 Discussion

The window length is a key parameter of the SSA and changing it may influence the reconstructed trends and the derived acceleration estimates. In general, wider window lengths can capture longer periodic variations and leads to reconstructed trends with less detail compared to narrower window lengths. At the same time, high degree of statistical confidence in the reconstructed signal requires a large ratio between the number of observations and the window length (Ghil et al. 2002). With $n$ observations, $n/m < 3$ should be avoided (Vautard et al. 1992) and $m$ must be less than $n/2$. With a window length of 15 years and time series padded with 15 years at both ends, $n/m$ has been between 5.4 and 6.1 in the SSA we have accomplished.

In order to check the effect of the window length, we have done control runs with $m$ set to 10 and 20 years. The most prominent characteristics of the resulting rate-series
We have used tide-gauge records extended by RSL projections that were added 10,000 different noise series, and calculated the end years of the period when the linear rates are first (and remain) higher than all upper 95% confidence limits of rates calculated for the observational period (1960–2020). The boxes extend from the lower to the upper quartiles of the estimated end-years, with a line at the median and whiskers that show the range of the data (5th to 95th percentiles). The rates were estimated for consecutive overlapping study periods of 30 (row one), 40 (row two), and 50 years (row three). The left and middle columns show results for tide-gauge records extended with the median of the projection range of RCP4.5 and RCP8.5, respectively, while the right column shows results based on the upper projection range of RCP8.5. For all tide gauges, we have analyzed extended time series based on both raw observations (blue) and observations corrected for variation associated with the meteorological regressors of the best-ranked regression model (orange).
approximately 0.015 mm/year (see Fig. 8). The deviations from the sensitivity of the acceleration estimates to a 5-year shift identical to zero. When uncorrected tide-gauge records are used, i.e., the coastal average calculated but turn out to be sensitive to the window length when corrected tide-gauge observations are used, and when the reference estimates are largest when \( m \) set to 10 years, decadal and multidecadal variation appear to be more short-lived and amplified. The acceleration estimates calculated from trends reconstructed from SSA with \( m \) set to 10 or 20 years, are within the confidence intervals of the reference estimates obtained with \( m \) set to 15 years, but with differences reaching approximately 0.015 mm/year\(^2\) (see Fig. 8). The deviations from the reference estimates are largest when \( m \) is set to 10 years, when uncorrected tide-gauge records are used, and when acceleration is estimated for the recent period 1991–2020. With this setup, the acceleration estimates increase compared to the reference estimate at all tide gauges except Tregde. The increase in acceleration appears to be an effect of the amplified decadal and multidecadal variation that arise due to the shorter window length.

For the longest study period, the coastal averages computed with different window lengths are all within the standard deviation. The general good agreement between the results obtained with different window lengths for the longest study period, makes us confident that the significant accelerations identified by SSA over 1960–2020 represent real changes in the RSL rates and are not artifacts of the analysis. The coastal averages for the shortest study period agree well when corrected tide-gauge observations are used, but turn out to be sensitive to the window length when uncorrected data are used, i.e., the coastal average calculated with \( m \) set to 10 years (0.037 ± 0.010 mm/year\(^2\)) is significantly different from zero in contrast to the averages calculated with \( m \) set to 15 and 20 years that are virtually identical to zero.

For the shortest study period, we also investigated the sensitivity of the acceleration estimates to a 5-year shift in the study period. Breili et al. (2017) showed that a 1-year shift in the study period can change estimated sea-level rates by more than 1 mm/year at Norwegian tide gauges. Shifting the study period from 1991–2020 to 1986–2015 changed the acceleration estimates for single tide gauges by up to 0.08 mm/year\(^2\), and the effect was just as great with corrected as with uncorrected data. Also the coastal averages changed slightly, but coastal averages significantly different from zero were not obtained.

The results from the control runs imply that the acceleration estimates over the short and recent study period are not robust. Also with SSA, the decadal and multidecadal variation in the rate series are significant, and acceleration estimates over short study periods will absorb this variation. We note that the calculated accelerations represent real changes in the sea-level rate, but not necessarily long-term changes in Earth’s climate.

Our attempts on using meteorological data led to estimates that appear to be more robust over shorter study periods, but also with corrected tide-gauge observations, significant decadal and multidecadal variation remains. It is therefore pertinent to question if meteorological data and other regressors can be explored more optimum than in the present study. The wind speed reanalysis does not recreate the winds exactly at the locations of the tide gauges and we did not attempt to model effects of wind stress or consider the wind direction relative to the shorelines surrounding the tide gauges. Moreover, the NAO-index was not part of the best ranked regression model. This despite that Chafik et al. (2017) found that anomalous high monthly sea level along the Norwegian coast is predominantly governed by same positive phase type of atmospheric circulation. They suggested that NAO alone is not always sufficient as a forcing mechanism and that the East Atlantic Pattern and the Scandinavian Pattern should be taken into account to explain anomalous periods of sea level. A detailed study of

### Table 6

The average of each scenario’s median TOE of sea-level change, i.e., the last year of the period when the linear rate was first (and remained) higher than all upper 95% confidence limits of rates calculated for the period with observations (prior to 2020)

| Length of study period | Time of emergence |
|------------------------|-------------------|
|                        | RCP2.6L | RCP2.6M | RCP4.5M | RCP8.5M | RCP8.5H |
| 30 yr                  | >2100   | >2100   | >2100   | 2081 (10) | 2056 (15) |
|                        | >2100   | >2100   | >2100   | 2074 (8)  | 2059 (15) |
| 40 yr                  | >2100   | >2100   | 2046 (1) | 2057 (15) | 2041 (15) |
|                        | >2100   | >2100   | 2060 (1) | 2058 (14) | 2044 (15) |
| 50 yr                  | >2100   | >2100   | 2058 (7) | 2045 (15) | 2039 (15) |
|                        | >2100   | >2100   | 2052 (8) | 2047 (15) | 2039 (15) |

For each length of study-period, the first and second line show results based on raw and corrected tide-gauge observations, respectively. The number of tide gauges where more than half of the TOE estimates are within the twenty-first century is indicated in parenthesis for each scenario.
local wind stress and atmospheric circulations influence on Norwegian tide-gauge records should be addressed in later work.

We have not attempted to remove the steric signal from the tide-gauge records, as steric variation is part of climatic sea-level rise. For several stations, the RSL rates increased significantly over the period 1970–1990. This is consistent with Dangendorf et al. (2014) who reported a drop in sea level in the mid-1960s and a maximum at the end of the 1980s for stations around the North Sea. They found high correlation between observed sea level in Stavanger and steric sea level computed from temperature and salinity profiles observed at Sognesjøen in the Norwegian trench. This indicates that a significant fraction of decadal variability of sea level along the Norwegian coast is driven by steric sea level change. Moreover, Dangendorf et al. (2014) demonstrated that this variation is related to remote forcing over the North Atlantic, consistent with the proposed theory of longshore winds that cause coastally trapped waves propagating northward (Calafat et al. 2013). It is reasonable to assume that these processes also contribute to the temporal variations in the RSL rates we have detected. This suggests that the significant increase in RSL rates observed between 1970–1990, is mainly due to decadal variation in the steric component of the RSL.
The tendency of declining rates after 1991 indicates that the acceleration observed from 1970 to 1990 has not persisted. This implies that sea level along the Norwegian coast has not experienced the same acceleration as observed in records of the global mean sea level over the last 25 years (Nerem et al. 2018; Oppenheimer et al. 2019). Possible explanations for this is that the decadal and multidecadal variation in the Norwegian tide-gauge records mask recent acceleration in sea-level, and that sea-level rise in the North Atlantic can be attributed to a different mix of processes compared to the global mean sea level (Frederikse et al. 2020). A main contributor to non-uniform sea-level rise is mass loss from glaciers and ice sheets (Mitrovica et al. 2001). The ocean mass trend along the Norwegian coast and elsewhere in the subpolar North Atlantic is less than in other ocean basins due to the proximity to the Greenland Ice Sheet (GIS) and regions of glacial mass loss (Frederikse et al. 2020). At the same time, recent acceleration in global mean sea level has been partly attributed to increased mass loss from the GIS. Adopting the language of Oppenheimer et al. (2019), the contribution from the GIS to sea-level rise over 2012–2016 was extremely likely greater than over 1992–2011. Velicogna et al. (2014) estimated the acceleration in mass loss from the GIS to be $25.4 \pm 1.2 \text{ Gt/year}^2$ from satellite gravimetric measurements over 2003–2013. This acceleration is equivalent to a sea-level acceleration of approximately $0.07 \text{ mm/year}^2$, i.e., close to the acceleration recently observed in the global mean sea level. The modest contribution from the GIS to sea-level rise along the Norwegian coast, can therefore help explain the absence of acceleration observed in Norwegian tide-gauge records over the period 1991–2020.

Another effect with non-uniform fingerprint on sea level is terrestrial water storage, and Riva et al. (2010) showed that the Norwegian coast is located in one of the regions where the effect on the sea level was largest over the period 2003–2009. Furthermore, a recent study by Hawley et al. (2020) indicated that reservoir constructions after 1900 have moderate or negligible effect on RSL along the Norwegian coast. Still, it is not clear how terrestrial water storage and water impoundment by artificial reservoirs affect sea-level rise along the Norwegian coast over the study periods we have addressed. Finally, we note that the start of the period 1991–2020 was characterized by a reduction in oceanic heat content due to volcano Pinatubo eruption in 1991, lowering the global mean sea level by approximately 6 mm (Fasullo et al. 2016). This in turn reduced the acceleration of global mean sea level by 0.01 to 0.025 mm/year$^2$ over the period 1991–2019 (Veng and Andersen 2021). Assuming a similar effect on the sea level along the Norwegian coast, corrected climate driven acceleration over 1991–2020 can be calculated by increasing the estimated accelerations by a similar quantity.

5 Conclusion

We have investigated a suite of 20 different regression models and used different techniques to assess accelerating sea level and the evolution of sea-level trends along the Norwegian coast. Initially, the regression models were ranked with the AICc and BIC for model selection. No single model was ranked as best along the entire coast, but the best-ranked models included sea-level pressure and a wind-component as regressor at all tide gauges. We chose a compromise model including sea-level pressure and the north and east wind components for subsequent analysis along the entire coast.

The first technique applied for detecting acceleration, was to compute updated sea-level rates for the two study periods 1960–2020 and 1991–2020. Comparing the two periods, a significant increase in the coastal average sea-level rate was found. However, we were not able to obtain robust estimates of recent acceleration when including quadratic coefficients in the regression. This appears to be due to decadal and multidecadal variation that dominate Norwegian tide-gauge records and lead to acceleration estimates that strongly dependent on the length and start year of the study period.

We also investigated acceleration in trends reconstructed from SSA. Over the period 1960–2020, we identified significant acceleration in the reconstructed trends at most tide gauges, and we suggest that the acceleration is primarily caused by steric sea-level rise that increased sea-level rates considerably between 1970 and 1990. SSA indicated that the RSL rate has been high since the 1990s, but with a declining trend at several tide gauges. Furthermore, we did not obtain robust estimates of acceleration over the study period 1991–2020, even though SSA and meteorological corrections reduce decadal variation and the overall noise level of the tide-gauge records considerably. To resolve this, the remaining decadal and multidecadal variability could be identified and accounted for and the study period lengthened to reduce the impact of this variability.

By using tide-gauge records artificially extended by RSL projections until 2100, we have identified the year when estimated sea-level rates are first significantly larger than rates estimated for study periods ending before 2020. We consider this as a relevant indicator for when the sea-level signal due to global warming will start to emerge at Norwegian tide gauges. For the emission scenario RCP2.6 this happens beyond 2100, i.e., outside the period covered by the projections. For RCP4.5 and RCP8.5 the climate signal in sea level emerges within the twenty-first century at most tide gauges. For sea-level rise in-line with the upper projection range of RCP8.5, our results suggest that we should expect significantly higher sea-level rates to be observed at first in the late 2030s. Reducing decadal
variation by taking into account sea-level pressure and wind speed, did not consistently result in earlier TOE. This is because the meteorological corrections introduce serial correlation in the series, leading to rate estimates with enlarged standard errors.

An important implication of the calculated TOEs, is that a possible absence of record high RSL rates in the 2020s, does not falsify that RSL along the Norwegian coast is consistent with RSL projections of the intensive emission scenario RCP8.5.
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