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Abstract

We study a game-theoretic model of blockchain mining economies and show that griefing, a practice according to which participants harm other participants at some lesser cost to themselves, is a prevalent threat at its Nash equilibria. The proof relies on a generalization of evolutionary stability to non-homogeneous populations via griefing factors (ratios that measure network losses relative to deviator’s own losses) which leads to a formal theoretical argument for the dissipation of resources, consolidation of power and high entry barriers that are currently observed in practice.

A critical assumption in this type of analysis is that miners’ decisions have significant influence in aggregate network outcomes (such as network hashrate). However, as networks grow larger, the miner’s interaction more closely resembles a distributed production economy or Fisher market and its stability properties change. In this case, we derive a proportional response (PR) update protocol which converges to market equilibria at which griefing is irrelevant. Convergence holds for a wide range of miners risk profiles and various degrees of resource mobility between blockchains with different mining technologies. Our empirical findings in a case study with four mineable cryptocurrencies suggest that risk diversification, restricted mobility of resources (as enforced by different mining technologies) and network growth, all are contributing factors to the stability of the inherently volatile blockchain ecosystem.

1 Introduction

With more than 4000 circulating cryptocurrencies, currently valued above the staggering amount of $1 trillion \cite{6}, and countless other decentralized applications running on them \cite{51}, the underlying blockchain technologies are attracting increasing attention. However, a (still persisting) barrier in their wider public adoption is the uncertainty regarding their stability and long-term sustainability. Understanding these factors is important both for the success of permissionless blockchains and for the acceptance of cryptocurrencies as a means for widespread monetary transactions \cite{12, 1, 32}.

The critical actors for the stability of the blockchain ecosystem are the miners who provide their costly resources (e.g., computational power in Proof of Work (PoW) or units of the native cryptocurrency in Proof of Stake (PoS) protocols) to secure consensus on the growth of the blockchain \cite{33, 1, 5}. Miners act in a self-interested, decentralized manner and may enter or leave these networks at any time. For their service, miners receive monetary rewards in return, typically in the form of transaction fees and newly minted coins of the native cryptocurrency in proportion to their individual resources in the network \cite{33, 13, 17}.

The total amount of these resources, their distribution among miners, and the consistency in which they are provided are fundamental factors for the reliability of all blockchain supported applications. However, despite their importance, miners’ incentives to allocate and distribute
their resources among various blockchains are yet far from understood. Existing studies [31, 34, 28, 53] and online resources that reflect investor and blockchain related sentiment [42, 54], all provide compelling evidence that the allocation of mining resources in the blockchain economy is a still largely under-explored area.

Model and contribution Motivated by the above, we study a game-theoretic model of the mining economy (comprising a single or multiple co-existing blockchains) and reason about miners’ resource allocations. Our starting point is the work of [3] who derive the unique Nash Equilibrium (NE) allocations under the proportional reward scheme that applies to most Proof of Work (PoW) and Proof of Stake (Pos) protocols (Theorem 1). Our first observation is that at the predicted NE levels, active miners are still incentivised to deviate (by increasing their resources) in order to achieve higher relative payoffs. While behaving sub-optimally in terms of their absolute payoffs, the loss that a deviating miner incurs to themselves is overcompensated by a larger market share and a higher loss that is incurred to each other individual miner and hence, to the rest of the network as a whole (Theorem 6, Corollary 7).

This practice, in which participants of a network cause harm to other participants, even at some cost to themselves, is known as griefing. Our main technical insight is that griefing is closely related to the game-theoretic notion of evolutionary stability. Specifically, we quantify the effect of a miner’s deviation via the (individual) Griefing Factors (GF), defined as the ratios of network (or individual) losses over the deviator’s own losses (Definition 3), and show that an allocation is evolutionary stable if and only if all its individual GFs are less than 1 (Lemma 5). We call such allocations (individually) non-griefable (Definition 4). This equivalence for homogeneous populations (i.e., for miners having equal mining costs) for which evolutionary stability is defined. However, as GFs are defined for arbitrary populations (not necessarily homogeneous), it provides a way to generalize evolutionary stable allocations as individually non-griefable allocations. Rephrased in this framework, our result states that the NE allocation is always individually griefable by miners who unilaterally increase their resources (Theorem 6).

The previous evolutionary argument provides a theoretical explanation for the increasing dissipation of mining resources (above optimal levels) in PoW protocols and an alternative rationale for the concentration of mining power in few entities that is observed in both PoW and PoS protocols [3, 39, 40]. A distinctive feature of this over-mining behavior in comparison to in-protocol adversarial behavior, e.g., [37, 30, 1, 49], is that it does not directly compromise the functionality of the blockchain. When a single miner increases their resources, the safety of the blockchain also increases. However, this practice has multiple negative byproducts as it generates a trend towards market concentration, dissipation of resources and high entry barriers.

With griefing being a concern for instability at the NE allocations (and increased dissipation of resources being a concern at the non-griefable or evolutionary stable allocations (Section 2.3 Proposition 8), it is not immediately clear how to extend this model to study allocation of resources in the general case of multiple co-existing blockchains. A critical observation is that these types of equilibria (both Nash and evolutionary stable) are derived in a model in which individual miners are assumed to influence aggregate market outcomes with their strategic decisions. However, despite the currently observed concentration of mining power, this assumption may not be satisfied in practice as mining networks continue to expand and is certainly not satisfied in the originally envisioned architecture in which (permissionless) mining networks were expected to function in a genuinely decentralized fashion [43]. Thus, the question that naturally

1The term griefing originated in multiplayer games [55] and was recently introduced in blockchain related settings by [13].
2An allocation has a griefing factor of $k$ if a miner can reduce others' payoffs by $Sk$ at a cost of $S1$ to themselves by deviating to some other allocation.
arises is whether we can reason about the stability of the ecosystem under the assumption of negligible individual influence.

To address this question, we extend the initial model to the multiple blockchain setting under the assumption that each miner has a finite capacity of resources that is negligible in comparison to collective network levels (large market assumption [21]). Under these conditions, griefing becomes irrelevant. The ensuing model is mathematically equivalent to a Fisher market (or production economy [10]) in which miners correspond to buyers, goods to revenues from different cryptocurrencies and prices to aggregate allocated resources (Section 3). We endow this model with quasi-constant elasticity of substitution (quasi-CES) utilities (parameterized by a miner-specific substitution parameter $\rho_i$) to account for risk diversification and various degrees of resource mobility between different blockchain technologies.

Our main theoretical contribution in this part is the derivation of a Proportional Response (PR) protocol that converges to the market equilibria of the model for any quasi-CES utilities with substitution parameters $\rho_i \in [0,1]$ (Theorem 9). The protocol requires as inputs only local (i.e., miner specific) and collective (total revenues and resources, e.g., estimated hashrate) information which make it particularly suitable for such distributed economies from a practical perspective (Algorithm 1). By contrast, we show that learning protocols that are commonly used in game-theoretic settings, such as Gradient Ascent (GA) and Best Response (BR) dynamics, exhibit chaotic or highly irregular behavior (Section 3.3). This is true even for large number of miners and, in the case of GA, even for relative small step-size (as long as miners are assumed to have influence via non-binding capacities on collective outcomes). Interestingly, these findings establish another source of instability of the equilibria of the game-theoretic model that is different in nature from the previous ones (algorithmic versus incentive driven).

Case Study: We use the (PR) dynamics to study the equilibrium allocations of a representative miner in a blockchain economy with four popular cryptocurrencies: Bitcoin, Bitcoin Cash, Ethereum and Litecoin (Section 4). Our empirical results, that are based on empirical data (daily revenues and hashrates over a period of three years), suggest that the Proportional Profitability Ratio (PPR), which is defined as the normalized ratio of revenue over expenses for each coin (Definition 10), is an important metric to understand miner’s behavior in the blockchain economy. Specifically, risk neutral miners (equivalently, miners with full mobility of resources) allocate all their resources to the coin with the highest PPR. However, miners with intermediate values of risk neutrality (restricted mobility of resources), distributes their resources precisely in proportion to the PPR of the four available coins (Figure 5). Our findings suggest that restricted mobility of resources (as enforced by the use of different mining technologies in the various blockchains), risk diversification and growth of the mining networks, are all factors that contribute to the stability of the emerging blockchain ecosystem.

Other Related Works Our paper main contributes to the growing literature on miners’ incentives in blockchain networks. The two derived sources of instabilities, griefing and fluctuating allocations derived by greedy update rules, complement existing results concerning inherent protocol instabilities [8,15,25], manipulation of the difficulty adjustment in PoW protocols [34,41,43] or adversarial behavior [37,38,11,1]. Our findings in the case of a single blockchain support the accumulating evidence that decentralization is threatened in permissionless blockchains [3,39,40] and offer an (evolutionary) explanation for the increased dissipation of resources (above optimal levels) that is observed in the main PoW mining networks [22,52,23]. Our market model approach, provides the first (to our knowledge) modeling and equilibrium

While our techniques to derive the (PR) protocol and establish its convergence are based on well-known approaches, the result is novel and may be of independent theoretical interest in the study of exchange [56,19] or distributed production economies [10].
analysis of the blockchain mining economy as a whole (multiple co-existing blockchains) and contributes to the related literature that is still under early development \[50, 7, 53\].

Technically, our models mirror the model of single or multiple simultaneous Tullock contests (equivalently all-pay auctions) and the model of Fisher markets with quasi-CES utilities. Thus, some elements of the paper, in particular the notion of griefing factors and the convergence of the PR dynamics, may be of independent interest in the study of general evolutionary, game-theoretic models (in arbitrary non-homogeneous populations) for decentralized markets \[41, 26, 36\], and in distributed production economies, respectively \[56, 18, 27\].

Outline Section 2 presents the strategic model (in a single blockchain) and studies the notions of griefing and evolutionary stability. Section 3 comprises the market model (with multiple blockchains and negligible individual capacities), the proportional response protocol and a comparison between the two models (Section 3.3). Section 4 contains the empirical results and Section 5 concludes the paper. All proofs of Sections 2 and 3 are deferred to Appendices A and B respectively.

2 Allocation of Mining Resources: Strategic Model

For the first part of our analysis, we will study mining in a single blockchain. We will introduce some additional notation in Section 3 when we will study the allocation of mining resources in multiple blockchains.

2.1 Model and Nash Equilibrium Allocations

We consider a network of \( N = \{1, 2, \ldots, n\} \) miners who allocate their resources, \( x_i \geq 0 \), to mine a blockchain-based cryptocurrency. Each miner \( i \in N \) has an individual per unit cost \( c_i > 0 \). For instance, in Proof of Work (PoW) mining, \( x_i \) corresponds to TeraHashes per second (TH/s) and \( c_i \) to the associated costs (energy, amortized cost of hardware etc.) of producing a TH/s. We will write \( x = (x_i)_{i \in N} \) to denote the vector of allocated resources of all miners, and \( X = \sum_{i=1}^{n} x_i \) to denote their sum. We will also write \( v \) to denote the total miners’ revenue (coinbase transaction reward plus transaction fees) in a fixed time period (typically an epoch or a day in the current paper). The market share of each miner is proportional to their allocated resources (as is the case in most popular cryptocurrencies, see e.g., \[43, 13\]). Thus, the utility of each miner is equal to

\[
u_i (x_i, x_{-i}) = \frac{x_i}{x_i + X_{-i}} v - c_i x_i, \quad \text{for all } i \in N,\]

where, following standard conventions, we write \( x_{-i} = (x_j)_{j \neq i} \) and \( X_{-i} := \sum_{j \neq i} x_j \) to denote the vector and the sum, respectively, of the allocated resources of all miners other than \( i \). In equation (1), we may normalize \( v \) to 1 without loss of generality (by scaling each miner’s utility by \( v \)). We will refer to the game, \( \Gamma = (N, (u_i, c_i)_{i \in N}) \), defined by the set of miners \( N \), the utility functions \( u_i, i \in N \) and the cost parameters \( c_i, i \in N \) as the mining game \( \Gamma \). As usual, a Nash equilibrium is a vector \( x^* \) of allocations \( x_i^*, i \in N \), such that

\[
u_i (x^*) \geq u_i (x_i, x_{-i}^*), \quad \text{for all } i \neq i, \quad \text{for all miners } i \in N.\]

In terms of its Nash equilibrium, this game has been analyzed by \[3\]. To formulate the equilibrium result, let

\[c^* := \frac{1}{n-1} \sum_{i=1}^{n} c_i,\]
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and assume for simplicity that \( c^* > c_i \) for all \( i \in N \). This is a participation constraint and implies that we consider only miners that are active in equilibrium. The unique Nash equilibrium of \( \Gamma \) is given in Theorem 1.

Theorem 1 ([3]). At the unique pure strategy Nash equilibrium of the mining game \( \Gamma \), miner \( i \in N \) allocates resources \( x_i^* = (1 - c_i/c^*)/c^* \). In particular, the total mining resources, \( X^* \), allocated at equilibrium are equal to \( X^* = 1/c^* \).

Theorem 1 is our starting point. Our first task is to test the robustness of this Nash equilibrium in the context of decentralized and potentially adversarial networks. For instance, while the Nash equilibrium outcome is well-known to be incentive compatible, an adversary may decide to harm others by incurring a low(er) cost to himself. In decentralized networks, the (adversarial) practice of harming others at some lesser own loss is termed griefing [13]. As we show next, griefing is indeed possible in this case: a miner who increases their allocated resources above the Nash equilibrium prediction forgoes some of their own profits but incurs a (considerably) larger loss to the rest of the network. Our proof exploits a link between griefing and the fact that the Nash equilibrium is not evolutionary stable. To make these statements explicit, we first provide the relevant framework.

2.2 Evolutionary Stable Allocations and Griefing Factors

For this part, we restrict attention to homogeneous populations of miners, for which the notion of evolutionary stability is defined. Specifically, we consider a mining game \( \Gamma = (N, (u_i, c_i))_{i \in N} \) such that all miners have equal costs, i.e., \( c_i = c \) for some \( c > 0 \), for all \( i \in N \). We will write \( \Gamma = (N, c, u_i)_{i \in N} \) and we will call this mining game symmetric. In this case, \( c^* = \frac{n}{n-1} c \) and each miner allocates \( x_i^* = \frac{n - 1}{n c} \) resources in the unique (symmetric) pure strategy Nash equilibrium of \( \Gamma \). The symmetry assumption implies that \( u_i (x) = u_j (x) \) for all \( i, j \in N \) and for any allocation \( x = (x_i)_{i \in N} \). The following definition of evolutionary stability due to [47, 35] requires the weaker condition that \( u_i (x) = u_j (x) \) for all \( i, j \in N \) and for any symmetric allocation \( x = (x_i)_{i \in N} \). In the case of the utility functions in equation (1), these two conditions are equivalent.

Definition 2 (Evolutionary Stable Allocation (ESA), [47, 35]). Let \( \Gamma = (N, (u_i, c_i))_{i \in N} \) be a mining game such that \( u_i \equiv u_j \) for all \( i, j \in N \) for all symmetric allocation profiles \( x \geq 0 \). Then, a symmetric vector \( x^{ESA} = (x^{ESA})_{i \in N} \) is an evolutionary stable allocation (ESA) if

\[
\text{for all } i, j \in N, x_i \neq x^{ESA}, \quad u_i (x_i, x^{ESA}_{-i}) < u_j (x_i, x^{ESA}_{-i}), \quad \text{for all } j \neq i \in N, x_i \neq x^{ESA}.
\] (4)

Definition 2 implies that an ESA, \( x^{ESA} \), maximizes the relative payoff function, \( u_i (x_i, x^{ESA}_{-i}) - u_j (x_i, x^{ESA}_{-i}) \) with \( j \in N, j \neq i \), of any miner \( i \in N \). Intuitively, if all miners select an ESA, then there is no other allocation that could give an individually deviating miner a higher relative payoff. In other words, if a symmetric allocation \( x_i = x, i \in N \), is not ESA, then there exists a \( x' \neq x \), so that a single miner who deviates to \( x' \) has a strictly higher payoff (against \( x \)) of the other \( n - 1 \) miners than every other miner who allocates \( x \) (against \( n - 2 \) other miners who allocate \( x \) and the deviator who allocates \( x' \)) [35].

As mentioned above, evolutionary stability is defined for homogeneous populations and may be, thus, of limited applicability for practical purposes. To study non homogeneous populations, we will need a proper generalization of evolutionary stability. To achieve this, we introduce the notion of griefing factors which, as we show, can be used to formulate evolutionary stability and which is readily generalizable to arbitrary settings. This is done next [4].

---

4In the current setting, the assumption of symmetric miners (miners with equal or at least almost equal cost) is less restrictive than it seems. The participation constraint \( c_i < c^* = \frac{n}{n-1} \sum_{j=1}^n c_j \) implies that the costs, \( c_i \)'s, of the active miners in equilibrium cannot be too different. This is formalized in Observation 1 in Appendix A.
**Definition 3** (Griefing Factors (GF)). Let $\Gamma = (N, (u_i, c_i)_{i \in N})$ be a mining game (not necessarily symmetric) in which all miners are using the allocations $x_i^*, i \in N$, and suppose that a miner $i$ deviates to an allocation $x_i \neq x_i^*$. Then, the griefing factor, (GF), of strategy $x_i$ with respect to strategy $x^*$ is defined by

$$GF_i \left( (x_i, x_{-i}^*) : x^* \right) := \frac{\text{loss incurred to the network}}{\text{deviator's own loss}} = \frac{\sum_{j \neq i} u_j (x^*) - u_j (x_i, x_{-i}^*)}{u_i (x^*) - u_i (x_i, x_{-i}^*)},$$

for all $i \in N$, where loss is the same as utility loss. The GF with respect to an allocation $x^*$ can be then defined as the supremum over all possible deviations, i.e.,

$$GF(x^*) = \sup_{i \in N, x_i \geq 0} \{ GF_i \left( (x_i, x_{-i}^*) : x^* \right) \}.$$

We can also define the individual griefing factor of strategy $x_i$ with respect to strategy $x^*$ against a specific miner $j$, as follows

$$GF_{ij} \left( (x_i, x_{-i}^*) : x^* \right) := \frac{\text{loss incurred to miner } j}{\text{deviator's own loss}} = \frac{u_j (x^*) - u_j (x_i, x_{-i}^*)}{u_i (x^*) - u_i (x_i, x_{-i}^*)}$$

for all $j \neq i \in N$, where as in equation (5), loss is a shorthand for utility loss. It holds that $GF_i \left( (x_i, x_{-i}^*) : x^* \right) = \sum_{j \neq i} GF_{ij} \left( (x_i, x_{-i}^*) : x^* \right)$.

As mentioned in Definition 3, the numerator of GF corresponds to the loss of all miners other than $i$ incurred by $i$’s deviation to $x_i$, whereas the denominator corresponds to miner $i$’s own loss (cf. equation (5)). In decentralized mechanisms (e.g., blockchains), this metric captures an important incentive compatibility condition: namely, a mechanism is safe against manipulation if the costs of an attack exceed its potential benefits to the attacker [12]. This motivates to define an allocation as griefable if its GF is larger than 1.

**Definition 4** (Griefable and Individually Griefable Allocations). An allocation $x^* = (x_i^*)_{i \in N}$ is griefable if $GF(x^*) > 1$. An allocation $x^* = (x_i^*)_{i \in N}$ is individually griefable if there exist $i, j \in N$ and $x_i \neq x_i^* \geq 0$, such that the individual griefing factor $GF_{ij} \left( (x_i, x_{-i}^*) : x^* \right)$ is larger than 1.

An important observation is that the condition of evolutionary stability can be expressed in terms of the individual griefing factors. In particular, an allocation $x^{ESA}$ is evolutionary stable if and only if all individual griefing factors are less than 1, i.e., if and only if $x^{ESA}$ is not individually griefable. This is formalized in Lemma 5.

**Lemma 5.** Let $\Gamma = (N, c, u_{i \in N})$ be a symmetric mining game. Then, an allocation $x^{ESA} = (x_i^{ESA})_{i \in N}$ is evolutionary stable if and only if $x^{ESA}$ is not griefable, i.e., if

$$GF_{ij} \left( (x_i, x_{-i}^{ESA}) : x^{ESA} \right) < 1, \quad \text{for all } j \neq i \in N, x_i \neq x^{ESA}. \quad (7)$$

**Proof.** Since $u_i \equiv u_j$ for all symmetric $x$ and all $i, j \in N$ by assumption, we may write equations (4) as

$$u_i (x', x_{-i}^{ESA}) - u_i (x^{ESA}) < u_j (x', x_{-i}^{ESA}) - u_j (x^{ESA}),$$

for all $j \neq i \in N$ and for all $x' \neq x^{ESA}$. Since $u_i (x', x_{-i}^{ESA}) < u_i (x^{ESA})$ for all $x \neq x^{ESA}$ and for any miner $i \in N$, we may rewrite the previous equation as

$$1 > \frac{u_j (x', x_{-i}^{ESA}) - u_j (x^{ESA})}{u_i (x', x_{-i}^{ESA}) - u_i (x^{ESA})} = GF_{ij} \left( (x', x_{-i}^{ESA}) : x^{ESA} \right),$$

for all $j \neq i \in N$ and for all $x' \neq x^{ESA}$. This proves the claim.
Thus, Lemma 5 suggests that an allocation is evolutionary stable if and only if it is individually non-griefable. According to Definition 3, this is weaker than an allocation being non-griefable, which is satisfied if for all \( i \in N \), the sum over \( j \neq i \in N \) of all individual griefing factors \( G_{ij} \) is less than 1.

### 2.3 Griefing in Mining Games

While immediate, Lemma 5 provides a handy way to generalize the notion of evolutionary stability. In particular, in general, non-homogeneous populations, we may impose the stability requirement that an allocation be individually non-griefable or, as mentioned above, the stronger requirement that an allocation be non-griefable. This brings us to the main result of this section, which suggests that the Nash equilibrium of Theorem 1 is griefable for both symmetric and asymmetric populations of miners. In particular, assuming that the network has stabilized at the \( x^* \) equilibrium allocation, a strategic miner may attack other miners simply by increasing their own mining resources. Specifically, if a miner \( i \) deviates to a resource allocation \( x_i^* + \Delta \) for some \( \Delta > 0 \), then this creates a GF equal to \( O(n/\Delta) \). Such a deviation reduces the attacking miner’s own payoff but, as we will see, it decreases the payoff of all other miners by a larger margin. This improves the attacking miner’s relative payoff and hence their long-term survival chances in the blockchain mining network. This is formalized in Theorem 6. All proofs of Section 2 are presented in Appendix A.

**Theorem 6.** Let \( \Gamma = (N, (u_i, c_i)_{i \in N}) \) be a mining game and let \( x^* = (x_i^*)_{i \in N} \) be its unique pure strategy Nash equilibrium.

(i) In a homogeneous population, i.e., when all miners have the same cost, \( c_i = c > 0 \) for all \( i \in N \), the unique Nash equilibrium allocation \( x^* = \frac{n-1}{nc} \) is not evolutionary stable. In particular, there exists \( x' \neq x^* \), so that an individually deviating miner \( i \) increases their relative payoff \( u_i(x', x_{-i}^*) - u_j(x', x_{-j}^*) \).

(ii) In a general, non-homogeneous population, the pure Nash equilibrium \( x^* \) is griefable. In particular, assuming that all miners \( j \in N \) are using their equilibrium allocations \( x_j^* \), \( j \in N \), the deviation \( x_i^* + \Delta \), for some \( \Delta > 0 \), of miner \( i \in N \), has a griefing factor

\[
GF_i\left((x_i^* + \Delta, x_{-i}^*); x^*\right) = \frac{n-1}{\Delta \sum_{j=1}^{n} c_j} = O(n/\Delta).
\]

In particular, at the Nash equilibrium allocation, \( x^* \), any single miner may increase their mining resources and improve their utility in relative terms.

(iii) In both the homogeneous and non-homogeneous populations, the unique individually non-griefable allocation, \( y = (y_i)_{i \in N} \), satisfies \( y_i = \frac{n}{n-1} x_i^* \), where \( x_i^* \) is the Nash equilibrium allocation of miner \( i \in N \).

**Remark.** Part (ii) of Theorem 6 reveals one shortcoming of the current definition of GF. Specifically, the GF may grow arbitrarily large as \( \Delta \to 0 \). However, as \( \Delta \to 0 \), the absolute total harm to the network is negligible (even if the relative loss is very large as expressed by the GF). One possibility to circumvent this problem is to consider discrete increments for \( \Delta \), i.e., \( \Delta \in \{1, 2, \ldots, 100, \ldots \} \) as in e.g., 17. Alternatively, one may combine GF with the absolute loss of the network to obtain a more reliable measure. We do not go deeper into this question at the current moment since it seems to be better suited for a standalone discussion. We leave this analysis as an intriguing direction for future work.

**Remark.** Part (iii) of Theorem 6 allows us to reason about the overall expenditure at the unique individually non-griefable allocation \( y = (y_i)_{i \in N} \). In the general case, that of a non-homogeneous population, the total expenditure at an individually non-griefable allocation \( y =
Proposition 8. Let $\Gamma = (N, (u_i, c_i))_{i \in N}$ be a mining game with unique Nash equilibrium allocation $x^* = (x_i^*)_{i \in N}$. Assume that all miners $j \neq i \in N$ are allocating their equilibrium resources $x_j^*$, and that miner $i$ allocates $x_i^* + \Delta$ resources for some $\Delta > 0$. Then

(i) the maximum increase $\Delta_i$ of miner $i$ before miner $i$’s payoff becomes zero is $\Delta_i = \frac{1}{c_i} - \frac{1}{x_i^*}$.

(ii) the absolute losses of all other miners $j \neq i$ are maximized when $\Delta = \Delta_i$ and are equal to $c_i x_i^*.$

Proposition 8 quantifies (i) the maximum possible increase, $\Delta_i$, in the mining resources of a single miner before their profits hit the break-even point (i.e., become zero), and (ii) the
absolute losses of all other miners when miner $i$ increases their resources by some $\Delta$ up to $\Delta_i$. As intuitively expected, more efficient miners can cause more harm to the network (part (i)) and in absolute terms, this loss can be up to the equilibrium spending $c_i x_i^*$ of miner $i$, assuming that miner $i$ does not mine at a loss (part (ii)). While not surprising these findings provide a formal argument that cost asymmetries can be severely punished by more efficient miners and that efficient miners can grow in size leading ultimately to a centralized mining network.

3 From Oligopoly to Market Equilibria

The previous analysis hinges on an important assumption: namely, that each individual miner has a significant effect on aggregate market outcomes. The utility function in equation (1)

$$u_i(x_i, x_{-i}) = \frac{x_i}{X} v - c_i x_i, \quad \text{for all } i \in N,$$

assumes that the allocation, $x_i$, of miner $i$ affects the aggregate market resources, since $X = x_i + X_{-i}$ (in the denominator of the proportional rewards of each miner $i \in N$). However, in large networks, individual resources are typically (or ideally) negligible in comparison to aggregate resources. With this in mind, the results that we derive with these utility functions can be interpreted as the existence of a positive feedback loop towards centralization: if miners are relative large to the size of the whole economy then, there are intrinsic motives for miners to cause griefing to their peers which leads to further concentration of resources in few miners.

This observation bring us to the next part of our analysis which concerns the study of same problem under the assumption that each miner has an individually insignificant influence on aggregate market outcomes. To study this setting in full generality, i.e., in the presence of multiple co-existing blockchain networks in which the miners may distribute their resources, we first introduce some additional notation.

3.1 Additional Notation: Large Market Assumption and Quasi-CES Utilities

As in Section 2.1 let $N = \{1, 2, \ldots, n\}$ denote the set of miners. In addition, let $M = \{1, 2, \ldots, m\}$ denote a set of $m$ mineable cryptocurrencies. Here the word mineable refers to various possible mechanisms, such as Proof of Work, Proof of Stake or any other mining mechanism that requires proof (expense) of scarce resources. Let $c_{ik}, i \in N, k \in M$ denote the cost of miner $i$ to allocate one unit of resource in cryptocurrency $k$. Finally, let $v_k$ denote the aggregate revenue generated by cryptocurrency $k \in M$. Typically, $v_k$ refers to the newly minted coins and total transaction fees paid to miners within the study period. In the case of multiple blockchains, miner $i$’s utility in equation (1) can be generalized in a straightforward way to the following quasi-linear utility

$$u_i(x_i, x_{-i}) = \sum_{k=1}^{m} \frac{x_{ik}}{x_{ik} + \sum_{j \neq i} x_{jk}} v_k - \sum_{k=1}^{m} c_{ik} x_{ik}. \quad (8)$$

We will write $X_k : = \sum_{i \in N} x_{ik}$ to denote the aggregate allocated resources in blockchain $k \in M$. To make comparisons among different cryptocurrencies, it will be convenient to express all allocations in common monetary units that denote spending rather than individual (and potential different) physical resources. Accordingly, let $b_{ik} : = c_{ik} x_{ik}$ denote the spending of miner $i$ for cryptocurrency $k \in M$. A strategy of miner $i$ will be described by a non-negative vector $b_i = (b_{ik})_{k \in M}$. Using this notation, we can write equation (8) as

$$u_i(b_i, b_{-i}) = \sum_{k=1}^{m} \frac{v_k}{c_{ik} X_k} \cdot c_{ik} x_{ik} - \sum_{k=1}^{m} c_{ik} x_{ik} = \sum_{k=1}^{m} v_{ik} b_{ik} - \sum_{k=1}^{m} b_{ik}, \quad (9)$$
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where \( v_{ik} := v_k/X_k c_{ik} \) for any \( i \in N \) and \( k \in M \). Equivalently, if \( \bar{c}_k \) is such that \( b_k := \bar{c}_k X_k \) is the total spending of the network of cryptocurrency \( k \), then \( v_{ik} := (v_k/b_k) \cdot (\bar{c}_k/c_{ik}) \) for any \( i \in N, k \in M \).

The utility function in equation (9) assumes that miners are risk-neutral and that resources can be reallocated effectively in all networks. However, in practice this is not always the case. First, mining is largely an act of investment and as such it is subject to (considerable) risk. Each individual cryptocurrency market is subject to both volatile returns (fluctuations in the \( v_k \)'s) and uncertainty concerning its future development and success. Thus, it is reasonable for individual miners to hedge their risks by diversifying their resources. Second, mining of a specific cryptocurrency typically requires a commitment in the invested resources (in form of mining equipment or staked capital). While in some cases, mobility of these resources can be assumed to be frictionless between different blockchains (e.g., when they use the same mining algorithm and technology), in general, this is not always the case.

To address these considerations, we introduce (as is standard in economics) diminishing marginal returns from the mining revenues of each individual coin. This is captured via concave utility functions of the form \( u_i(x) = x^{\rho_i} \), for some \( 0 < \rho_i \leq 1 \), for each miner \( i \in N \) when aggregated, amount to a quasi Constant Elasticity of Substitution (quasi-CES) utility function. Using this abstraction, miner \( i \)'s utility of equation (9) becomes

\[
 u_i(b_i, b_{-i}) = \left( \sum_{k=1}^{m} (v_{ik} b_{ik})^{\rho_i} \right)^{1/\rho_i} - \sum_{k=1}^{m} b_{ik}, \tag{10}
\]

Note that for \( \rho_i = 1 \), we recover the quasi-linear utility of equation (9). The parameters \( \rho_i \) can be interpreted both as the risk profile of the miner and the mobility of their resources (depending on whether we view it as utility from consumption or utility from production). For instance, for \( \rho_i \to 0 \), the utility (10) becomes a Cobb-Douglas utility which corresponds to maximum risk diversification (or equivalently minimal mobility of resources). In the other extreme, \( q = 1 \) implies that the miner is risk neutral and can freely move their resources to the most profitable (in some correct sense) cryptocurrency. Intermediate values \( 0 < \rho_i < 1 \) yield intermediate risk profiles and degrees of mobility of resources between different blockchains. We further discuss this topic in our case study in Section 4.

Finally, we assume that each miner \( i \in N \) has a total monetary capacity, \( K_i > 0 \), of resources and make the following important assumption. If the total capacity, \( K_i \), of each individual miner \( i \in N \) is not very large compared to the total allocated resources in each cryptocurrency, \( X_k := \sum_{i=1}^{n} x_{ik} \), in each cryptocurrency, then miner \( i \) may neglect the effect of her own allocation, \( x_{ik} \), in the total mining resources. In other words, each miner \( i \in N \) takes the total mining capacity, \( X_k \) of each cryptocurrency \( k \in M \), as given in her strategic decision making. This implies that \( v_{ik} \) does not depend on the decision of miner \( i \) (nor on the decision of any other miner \( j \in N \)) and hence, the utility function in equation (10) is only a function of the \( b_i \)'s. We will denote the blockchain mining economy defined by the utilities in equation (10) with \( \Gamma = (N, M, (u_i, v_{ik}, \rho_i, K_i)_{i \in N}) \).

3.2 Proportional Response Dynamics and Equilibrium Allocations

The assumption that each individual miner has negligible influence in aggregate market outcomes has far-reaching implications in the equilibrium analysis of the blockchain mining economy \( \Gamma \). Under this assumption, \( \Gamma \) can be abstractly seen as a Fisher market with quasi-CES utilities. This provides an alternative approach to determine its equilibria via the convex optimization tools that have been developed for the analysis of such markets [24, 6, 20, 19].

Based on this framework, we derive a Proportional Response (PR) update rule that converges to the equilibrium of this economy for any selection of the \( \rho'_i \)'s \( \in (0, 1] \). Since the utilities in our
case are quasi-CES, we need to adapt existing techniques (which are available only for linear or quasi-linear cases). This is topic of this section which leads to the main result that is stated in Theorem 9. To focus on the interpretation of the results in the blockchain context rather than on the techniques, we defer all proofs to Appendix B. However, we note that the convergence result of the PR dynamics applies to any Fisher markets with quasi-CES utilities and may be thus, of independent interest.

To formulate the proportional response dynamics, we first introduce some minimal additional notation. At time step \( t \geq 0 \), let \( u_{ik}(t) := (v_{ik} b_{ik}(t))^\rho_i \) and \( u_i(t) := \sum_{k=1}^m u_{ik}(t) \) denote miner \( i \)'s utility from cryptocurrency \( k \) and aggregate utility (before accounting for expenses), respectively. Let also \( w_i(t) := K_i - \sum_{k=1}^m b_{ik}(t) \) denote miner \( i \)'s unspent budget at time \( t \geq 0 \) and let \( \tilde{K}_i(t) := K_i \cdot (K_i - w_i(t))^{\rho_i - 1} \) for each \( i \in N \). Then, for the utility function in (10), we define the Proportional Response (PR) Dynamics as follows

\[
b_{ik}(t + 1) := K_i \cdot \frac{u_{ik}(t)}{\max\{u_i(t), \tilde{K}_i(t)\}}. \tag{PR}
\]

A pseudocode implementation for the (PR) dynamics is provided in Algorithm 1.

**Algorithm 1 PR-QCES Protocol**

**Input (network):** network hashrate, \( X_k \), and revenue, \( v_k \), of each cryptocurrency \( k \in M \).

**Input (miner):** miner \( i \)'s unit cost, \( c_{ik} \), budget capacity, \( K_i \), and utility parameter, \( \rho_i \).

**Output:** equilibrium spending (allocation) \( b_{ik}, k \in M \) for each miner \( i \in N \).

1: loop over \( t \geq 0 \) till convergence
2: for each miner \( i \in N \) do
3: \hspace{1em} procedure **Auxiliary**\((X_k, v_k, c_{ik})\in M, K_i, \rho_i\)
4: \hspace{2em} \( v_{ik} \leftarrow v_k / X_k c_{ik} \)
5: \hspace{2em} \( w_i \leftarrow K_i - \sum_{k \in M} b_{ik} \) \hspace{1em} (\( > \) not invested capital)
6: \hspace{2em} \( \tilde{K}_i \leftarrow K_i \cdot (K_i - w_i)^{\rho_i - 1} \)
7: \hspace{2em} \( u_{ik} \leftarrow (v_{ik} b_{ik})^{\rho_i} \) and \( u_i \leftarrow \sum_{k \in M} u_{ik} \) \hspace{1em} (\( > \) utilities before subtracting costs)
8: \hspace{2em} procedure **PR-Dynamics**\((u_{ik})_{k \in M}, u_i, K_i, \tilde{K}_i\)
9: \hspace{3em} if \( u_i > \tilde{K}_i \) then
10: \hspace{4em} \( b_{ik} \leftarrow u_i K_i / u_i \)
11: \hspace{3em} else
12: \hspace{4em} \( b_{ik} \leftarrow u_i K_i / \tilde{K}_i \)
13: \hspace{2em} end if
14: \hspace{1em} \( X_k \leftarrow \sum_{j \in N} b_{jk} \) \hspace{1em} (\( > \) update network hashrate and repeat)

An important feature of the PR update rule is that it has low informational requirements. It uses as inputs only observable information at network level (aggregate revenue and hashrate) and local information at a miner’s level (individual capacity and mining cost). Thus, it provides a protocol that is both feasible to implement in practice and relevant for this particular type of large, distributed economics.

Intuitively, the update rule PR suggests the following. If the revenue of miner \( i \) is high enough at round \( t \), i.e., if \( u_i \geq \tilde{K}_i \), then miner \( i \) will reallocate all their resources in round \( t + 1 \) in proportion to the generated revenues, \( u_{ik}/u_i \), in round \( t \). By contrast, if \( u_i < \tilde{K}_i \), then miner \( i \) will behave cautiously and allocate only a fraction of their resources. This fraction is precisely equal to the generated revenue at round \( t \), i.e., \( u_i(t) \) again in proportion to the revenue generated by each cryptocurrency \( k \in M \). The important property of the PR dynamics is that they converge to the set of equilibrium allocations for any initial strictly positive allocation vector. This is statement of Theorem 9 which is our main theoretical result.
Theorem 9 (Mining Resources Equilibrium Allocation). For any positive initial allocation, \( b_0 > 0 \), the \((PR)\)-dynamics converge to the set of equilibrium allocations, \( b^* \), of the blockchain mining economy \( \Gamma \).

Theorem 9 will be our main tool to study equilibria in the blockchain mining economy. Before we proceed with our empirical results in Section 4, a comparison between the oligopoly model of Section 2.3 and the market model of Section 3 is due.

3.3 Comparing the two Models: Nash vs Market equilibria

When comparing the two models that we considered thus far, the oligopoly model in Section 2.3 and the market model in Section 3 we make the following two main observations.

Bounded versus Unbounded Capacities The first observation concerns the capacities of individual miners and the influence that they have on aggregate outcomes. In the former case, that of the oligopoly model, miners are assumed to have large capacities of resources which if used strategically, affect the welfare of other miners. This generates adversarial incentives that lead to grieving and destabilize the Nash equilibrium outcome. At the unique evolutionary stable equilibrium, grieving is not possible, however, at that equilibrium, miners fully dissipate the reward and cause further consolidation of power that raises entry barriers to prospective entrants. Thus, the system enters a positive feedback loop towards market concentration.

By contrast, in the latter case, that of the market model, miners are assumed to have individually negligible resources in comparison to aggregate market levels. Moreover, the comparison of instances with few large miners to instances with many small miners, necessitates the introduction of capacity limits to the model. Thus, miners cannot arbitrarily increase their allocated resources to harm others (and benefit themselves in relative terms). This renders grieving irrelevant and is the decisive factor that ultimately leads to stabilization (see [45] for a related argument). One may argue that the oligopoly model is closer to what we observe in practice, whereas the market model is the ideal model that was envisioned in the paper by Nakamoto that sparked the interest in the blockchain-based economies [43].

Equilibrium versus Learning Dynamics The second observation concerns the discrepancy between the static approach in the oligopoly model and the dynamic approach in the market model. The question that naturally arises is whether typical learning dynamics converge to the equilibrium of the oligopoly model. The answer to this question is negative and highlights the necessity of the market assumption (individually negligible resource capacities) to obtain a stable update rule that converges to equilibrium.

To see this, we consider two greedy update rules, Gradient Ascent and Best Response dynamics that are frequently used in such strategic interactions. Recall that the utility of miner \( i \) in the strategic (single blockchain) model is given by

\[
    u_i(x_i, X_{-i}) = \frac{x_i}{x_1 + X_{-i}} - c_i x_i, \text{ for all } x_i \geq 0
\]

and \( i = 1, 2, \ldots, n \), where \( X_{-i} = \sum_{j \neq i} x_j \) (cf. equation (1)). Thus, the Gradient Ascent (GA) update rule is given by

\[
x_i^{t+1} = x_i^t + \theta_i \frac{\partial}{\partial x_i^t} u_i(x_i^t) = x_i^t + \theta_i \left[ \frac{X_{-i}^t}{(x_i^t + X_{-i}^t)^2} - c_i \right], \quad (GA)
\]

for all \( i = 1, 2, \ldots, n \), where \( \theta_i \) is the learning rate of miner \( i = 1, 2 \). The bifurcation diagrams in Figure 1 show the attractor of the dynamics for different values of the step-size (assumed here
to be equal for all miners for expositional purposes) and for different numbers of active miners, \( n = 2, 5 \) and 10, with \( c_i = 1 \) for all \( i \). The blue dots show the aggregate allocated resources for 400 iterations after a burn-in period of 50 iterations (to ensure that the dynamics have reached the attractor).

All three plots indicate that the GA dynamics transition from convergence to chaos for relative small values of the step-size. Interestingly, as the number of miners increases, the instabilities emerge for increasingly smaller step-size. This is in sharp contrast to the (PR) dynamics and their convergence to equilibrium under the large market assumption. The reason that a growing number of miners does not convey stability to the system is precisely because the miners are not assumed to have binding capacities. As miners act greedily, their joint actions drive the system to extreme fluctuations and the larger their number, the easier it is for these fluctuations to emerge. Finally, while convergence is theoretically established for small step-sizes in all cases, such step-sizes correspond to very slow adaption and are of lesser practical relevance.

The bifurcation diagrams in Figure 1 show the aggregate allocated mining resources for \( n = 2, 5, 10 \) miners. The horizontal axis (i.e., the bifurcation parameter) is now the cost asymmetry between the representative miner and all other miners which are assumed to have the same cost (again only for expositional purposes). The plots suggest that the stability of the dynamics critically depend on the parameters of the system with chaos emerging for various configurations.

In sum, the above results indicate the importance of the large market assumption, i.e., that miners’ individual allocations do not affect aggregate network levels, in the stability of the blockchain ecosystem. As showcased by the GA and BR dynamics, if miners’ decisions affect the decisions of other miners and if miners can adjust (increase or decrease) their capacities to optimize their profits, then common learning dynamics can exhibit arbitrary behavior. Instead of converging to the Nash equilibrium (or to some other stable outcome), the aggregate allocations may oscillate between extreme values or exhibit chaotic trajectories, with adverse effects on the reliability of the supported applications and the value of the blockchain-based cryptocurrency. Along with our earlier findings about griefing, these results paint a more complete picture about the various reasons that can destabilize permissionless blockchain networks when there is concentration of mining power.

We obtain a qualitatively similar result for the best response dynamics. The Best Response (BR) update rule is given by

\[
x_i^{t+1} = \sqrt{X_{i}^{t}/c_i - X_{-i}^{t}}, \quad \text{for all } i = 1, 2, \ldots, n.
\]

As above, the bifurcation diagrams in Figure 2 show the aggregate allocated mining resources for \( n = 2, 5 \) and 10 miners. The horizontal axis (i.e., the bifurcation parameter) is now the cost asymmetry between the representative miner and all other miners which are assumed to have the same cost (again only for expositional purposes). The plots suggest that the stability of the dynamics critically depend on the parameters of the system with chaos emerging for various configurations.

In sum, the above results indicate the importance of the large market assumption, i.e., that miners’ individual allocations do not affect aggregate network levels, in the stability of the blockchain ecosystem. As showcased by the GA and BR dynamics, if miners’ decisions affect the decisions of other miners and if miners can adjust (increase or decrease) their capacities to optimize their profits, then common learning dynamics can exhibit arbitrary behavior. Instead of converging to the Nash equilibrium (or to some other stable outcome), the aggregate allocations may oscillate between extreme values or exhibit chaotic trajectories, with adverse effects on the reliability of the supported applications and the value of the blockchain-based cryptocurrency. Along with our earlier findings about griefing, these results paint a more complete picture about the various reasons that can destabilize permissionless blockchain networks when there is concentration of mining power.
Figure 2: Bifurcation diagrams for the Best Response dynamics with $n = 2, 5, 10$ miners with respect to the miners’ cost asymmetry. The dynamics become chaotic typically for intermediate values of cost asymmetry.

4 Case Study: Allocation of Mining Resources in the Wild

Due to its low informational requirements, the PR protocol allows us to reduce the degrees of freedom that accompany synthetic data (such as estimates about the numbers of active miners, their individual capacities, mining costs etc.), and adopt a “single miner’s” perspective against real data when we study equilibrium allocations in the actual blockchain mining economy. Since the PR protocol converges to the equilibrium allocations for a wide range of quasi-CES utilities (as defined by parameters $\rho_i \in (0, 1)$), we can reason about the effects of risk diversification and resource mobility on miners’ equilibrium allocations. This allows us to extend existing results [53, 44].

4.1 Data Set and Experimental Setting

We apply the above theoretical framework in the following case study in which we consider four Proof of Work blockchains (cryptocurrencies): Bitcoin (BTC), Bitcoin Cash (BCH), Ethereum (ETH) and Litecoin (LTC). Our data set consists of the total daily network hashrate in TeraHashes per second (TH/s) and the aggregate daily miners’ revenue in USD (newly minted coins and transaction fees) for the four selected cryptocurrencies in the period between 1/1/2018 and 10/18/2020. The data are visualized in Figures 3 and 4.

Figure 3: Daily estimated hashrate (measured in TeraHashes per day (TH/day)) in the four cryptocurrencies: Bitcoin (BTC), Bitcoin Cash (BCH), Ethereum (ETH) and Litecoin (LTC). Source: glassnode.com.

To apply the PR-QCES protocol, we need to derive an estimation for the cost of a representative miner to produce one unit of resource, i.e., one TH/s for a whole day, in each network. This is done as follows. For each cryptocurrency, we collect data regarding the state of the art (or most popular) mining equipment for each calendar year in the considered time period. The data (and their sources) are presented in Table 1.
Figure 4: Daily miners’ revenue (aggregate value in USD of newly minted coins and transaction fees) in the four cryptocurrencies: Bitcoin (BTC), Bitcoin Cash (BCH), Ethereum (ETH) and Litecoin (LTC). Source: glassnode.com.

Table 1: Mining equipment. The selected models correspond to the state of the art or most popular mining rigs for each cryptocurrency. The lifespan, $L_s$, of all model is assumed to be 2 years. Sources: [asicminervalue.com] for Bitcoin and Bitcoin Cash, [pandaminer.com] for Ethereum, and [exodus.io] for Litecoin.

| Year | Model | Price (P) | Hashrate ($H_s$) | Power (W) |
|------|-------|-----------|------------------|-----------|
| Bitcoin/Cash 2018 | Ebang Ebit E11+ | $2,494 | 37 TH/s | 2035W |
| Bitcoin 2019 | Antminer S17 | $2,100 | 56 TH/s | 2520W |
| Cash 2020 | Antminer S19 Pro | $2,507 | 110 TH/s | 3250W |
| Ethereum 2018 | PandaMiner B5+ | $2,916 | 110 MH/s | 800W |
| 2019 | PandaMiner B7 | $2,035 | 230 MH/s | 1150W |
| 2020 | PandaMiner B9 | $3,280 | 330 MH/s | 950W |
| Litecoin 2018 | Moonlander 2 L3++ | $65 | 5 MH/s | 10W |
| 2019 | FutureBit Apollo LTC | $500 | 120 MH/s | 200W |
| 2020 | Antminer S19 Pro | $300 | 580 MH/s | 1200W |

The hardest part in the data collection process is the estimation of a single average value for the average network cost per kWh. According to [22, 23] prices per kWh follow a seasonal trend (due to weather dependent fluctuations, e.g., in China) and a constant to slightly decreasing overall trend between 2018 and 2020. The exact values that we used in the experiments are in Table 2. However, as argued by the referenced papers, these estimates should be accepted with caution.

Using the above figures, the cost, $c$, to produce one TH/s for a whole day is given by the following formula

$$c = \frac{P}{365 \cdot L_s \cdot H_s} + \frac{(W/1000) \cdot c(kWh) \cdot 24}{H_s},$$

where, as in Tables 1 and 2, $P$ denotes the acquisition price of the model in USD, $L_s$ the useful lifespan (assumed to be 2 years for all models), $H_s$ the effective hashrate of the model (in TH/s), $W$ its power consumption (in Watt) and $c(kWh)$ the average cost per kWh in USD.

The above estimations provide the necessary inputs to run the PR-QCES protocol (cf. Inputs in Algorithm 1) for a single miner with cost $c$ per kWh and obtain their equilibrium allocations given the network hashrates and aggregate revenue for each coin. Throughout, we assume that the miner has a fixed capacity, $K_i$, which is a small percentage of the aggregate mining resources in all networks. Different values of $K_i$ yield the same equilibrium allocations and are hence not presented here. In each experiment, we use a different parameter, $\rho_i$, in the quasi-CES utility of miner $i$. This allows us to reason about the effects of a miner’s risk profile or under a different
Table 2: Average prices per kWh. The figures are updated every six months (i.e., 01-06 and 07-12 in each year) and concern a global estimated average. They are mainly based on [22, 23]. Scattered online resources offer similar estimates but we refrain from recommending these figures as precise. As cautioned by the referenced papers, there are several practical reasons for which these figures may have limited accuracy, e.g., different bargains achieved by individual (large) miners, lack of transparency in the exact energy source (renewable or electricity), spatial and seasonal fluctuations in prices (even within the same country as in the USA or China) etc. In the context of the current empirical study, the exact trend and values of electricity prices do not affect the interpretation of the results.

interpretation, of the degree of mobility of their resources, against real data.

4.2 Empirical Results

Our results are summarized in Figure 5. Each row of Figure 5 corresponds to a different parameter $\rho_i$ and each panel corresponds to each of the four considered coins: Bitcoin (BTC), Bitcoin Cash (BCH), Ethereum (ETH) and Litecoin (LTC). In each panel, the blue dotted lines depict the equilibrium allocations of the miner for each day (derived by running the PR-QCES dynamics) for that coin and the red lines depict the proportional profitability ratio of the coin which turns out to play an important role in the interpretation of the results. Formally, the proportional profitability ratio of a coin is defined as follows.

**Definition 10** (Profitability and Proportional Profitability Ratios). Let $v_k$ denote the aggregate network revenue and $b_k$ the aggregate network spending (e.g., hashrate times cost to produce this hashrate) for mining cryptocurrency $k = 1, 2, \ldots, n$ in a specific time period (e.g., one day). The *profitability ratio*, ($PFR_k$), of cryptocurrency $k$ is defined by

$$PFR_k := \frac{\text{total network revenue from mining coin } k}{\text{total network spending for mining coin } k} = \frac{v_k}{b_k}. \quad (11)$$

The *proportional profitability ratio*, ($PPR_k$), of cryptocurrency $k$ is defined as the ratio of $PFR_k$ over the sum of the $PFR_k$’s of all considered cryptocurrencies, i.e.,

$$PPR_k := \frac{PFR_k}{\sum_{j=1}^{n} PFR_j} = \frac{v_k/b_k}{\sum_{j\in M} v_j/b_j}. \quad (12)$$

We this definition at hand, we return to the interpretation of the results in Figure 5. The first row shows the equilibrium allocations of a risk averse miner with $\rho_i = 0.01$. Such a miner essentially ignores the input data and distributes (approximately) evenly their resources among the available coins (for $\rho_i = 0$, the distribution would be exactly uniform, i.e., 1/4 for each coin). The second row shows the equilibrium allocations of a miner with $\rho_i = 0.5$. This value of parameter $\rho_i$ suggests that the miner is still willing to diversify their risks, albeit to a lesser extent. From a production perspective, $\rho_i = 0.5$ implies an intermediate degree in the mobility of resources. Such a degree may be viewed as realistic in practical applications since there exist some blockchains that use compatible technology (e.g., Bitcoin and Bitcoin Cash) and certain mining models which are easily switchable between different mining algorithms. Interestingly, this case reveals the empirical finding that the a miner with parameter $\rho_i = 0.5$ allocates their resources precisely according to the $PPR_k$ of each coin $k = 1, 2, 3, 4$ (cf. Definition 10). Thus,
Figure 5: Equilibrium allocations (blue dotted lines) and proportional profitability ratios (PPR$_k$’s) (red lines) for the four coins of the case study. Each row corresponds to a different parameter $\rho_i$ of the miner’s quasi-CES utility. When $\rho_i = 0.01$, the miner distributes equally their resources among the available networks (risk aversion). For $\rho_i = 0.5$, the equilibrium allocations exactly match the PPR$_k$’s (cf. Definition 10). For $\rho = 1$, which corresponds to risk neutrality (with full mobility of resources), the miner allocates all their resources to the cryptocurrency with the highest PPR$_k$.

such a miner can fully determine their allocations from observable network data (aggregate revenues and hashrate) and local information (their own mining cost and capacity).

The importance of the PPR$_k$ is further highlighted in the last row of the matrix which shows the equilibrium allocations for a risk neutral miner with $\rho_i = 1$. Such a miner allocates on each day (or period) the entirety of their resources to the cryptocurrency with the highest PPR$_k$. This approach is consistent with full or instant mobility of resources and can be, thus, observed in practice only between cryptocurrencies that use the same mining technology such as Bitcoin.
and Bitcoin Cash. From a modeling perspective, it highlights the importance of considering quasi-CES utilities instead of quasi-linear utilities in the case of multiple co-existing blockchains. From an analytical perspective, it also highlights how the use of different mining technologies by different blockchains conveys stability to the blockchain ecosystem as a whole by acting as a barrier in arbitrary reallocations of resources. Finally, the fourth row includes an intermediate case with $\rho_i = 0.75$.

5 Conclusions

In this paper, we studied resource allocation in blockchain mining networks. We identified two very different reasons for instabilities in the mining networks when mining power is consolidated in few miners: griefing (which generalizes the notion of evolutionary stability to non-homogeneous populations) and instability of dynamic allocation rules (such as gradient ascent or best response). Along with existing in-protocol attacks, such as selfish mining or manipulation of the difficulty adjustment in Proof of Work blockchains \cite{arnosti2017bitcoin, arnosti2018bitcoin} and \cite{blockchain}, these results paint a more complete picture of the inherent instabilities of these decentralized networks in practice. By contrast, under a large market assumption, which can be met in practice as more miners enter the blockchain ecosystem, we show that these problems disappear and we establish convergence of a natural proportional response protocol to non-griefable market equilibria. The protocol has low informational requirements which make it suitable for such decentralized settings and converges to the market equilibria for a wide range of miners’ risk diversification and various degrees of resource mobility between different blockchain networks. Our theoretical and empirical results suggest that decentralization, risk diversification among different blockchains and restricted mobility of resources (as enforced by the use of different mining technologies among different blockchains) are all factors that contribute to the stabilization of this otherwise volatile and unpredictable ecosystem.
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A Omitted Proofs and Materials from Section 2.3

Observation 1. Let $c_{\text{max}} := \max_{i \in N} \{c_i\}$ denote the maximum mining cost among all active miners and let $\bar{c} = \frac{1}{n} \sum_{i=1}^{n} c_i$ denote the average mining cost. Then, the variance $\sigma_c^2 := \sum_{i=1}^{n} (c_i - \bar{c})$ of the per unit mining costs of all active miners in equilibrium satisfies

$$\sigma_c^2 < c_{\text{max}} \left( \frac{n}{n-1} - c_{\text{max}} \right).$$

Proof. Since $c_i < 1$ for all $i \in N$ (recall that this equivalent to $c_i < v$ prior to normalization which is naturally satisfied), it holds that $\sum_{i=1}^{n} c_i^2 < \sum_{i=1}^{n} c_i$. Along with the definition of $c^*$,
Since (3), this yields
\[
\sigma_c^2 = \frac{1}{n - 1} \sum_{i=1}^{n} (c_i - \bar{c})^2 = \frac{1}{n - 1} \sum_{i=1}^{n} c_i^2 - \frac{1}{n(n - 1)} \left( \sum_{i=1}^{n} c_i \right)^2
\]
\[
\leq \frac{1}{n - 1} \sum_{i=1}^{n} c_i - \frac{n - 1}{n} \left( \frac{1}{n - 1} \sum_{i=1}^{n} c_i \right)^2 = c^* \left( 1 - \frac{n - 1}{n} c^* \right).
\]

The participation constraint, \(c_i < c^*\) for all \(i \in N\), implies, in particular, that \(c_{\text{max}} < c^*\). Moreover, \(c^* = \frac{1}{n - 1} \sum_{i=1}^{n} c_i < \frac{1}{n - 1} c_{\text{max}}\). Substituting these in the last expression of the above inequality, we obtain that
\[
\sigma_c^2 < c^* \left( 1 - \frac{n - 1}{n} c^* \right) < \frac{n}{n - 1} c_{\text{max}} \left( 1 - \frac{n - 1}{n} c_{\text{max}} \right) = c_{\text{max}} \left( \frac{n}{n - 1} - c_{\text{max}} \right).
\]

To gain some intuition about the order of magnitude of the bound derived in Observation 1 in real applications, we consider the BTC network. Currently, the cost to produce 1 TH/s (as the ones that we work here), \(c\), would be equal to \(c_i = 0.08/10m = 88e - 09\).

**Proof of Theorem 6.** Part (i). For \(\Delta < x^*\), Corollary 7 implies that
\[
u_i(x^*) - u_j(x^* + \Delta, x^*) \leq u_i(x^*) - u_j(x^* + \Delta, x^*),
\]
for all miners \(i, j \in N\). By symmetry, \(c_i = c > 0\) for all \(i \in N\), it follows that \(u_i(x^* + \Delta, x^*) - u_j(x^* + \Delta, x^*) > 0\) as claimed.

Part (ii). The own loss of miner \(i\) by deviating to allocation \(x_i^* + \Delta\) when all other miners use their equilibrium allocations \(x^*\) is equal to
\[
u_i(x^*) - u_i(x_i^* + \Delta, x^*) = \frac{x_i^*}{X^*} - c_i x_i^* - \left[ \frac{x_i^* + \Delta}{X^* + \Delta} - c_i (x_i^* + \Delta) \right] = \Delta \left[ c_i - \frac{X_i^*}{X^* (X^* + \Delta)} \right].
\]

By Theorem 1, \(X^* = 1/c^*\), and \(x_i^* = (1 - c_i/c^*)/c^*\), which implies that \(X_i^* = X^* - x_i^* = c_i/(c^*)^2\). Substituting in the right hand side of the above equality yields
\[
u_i(x^*) - u_i(x_i^* + \Delta, x^*) = \Delta \left[ c_i - \frac{c_i/(c^*)^2}{1/(c^* + \Delta)/c^*} \right] = \frac{\Delta^2 c_i c^*}{1 + c^* \Delta}. \tag{13}
\]

Similarly, the loss incurred to any miner \(j \neq i\) by miner \(i\)'s deviation is equal to
\[
u_j(x^*) - u_j(x_i^* + \Delta, x^*) = \frac{x_j^*}{X^*} - c_j x_j^* - \left[ \frac{x_j^* + \Delta}{X^* + \Delta} - c_j x_j^* \right] = \frac{x_j^* \Delta}{X^* (X^* + \Delta)} = \frac{\Delta (c^* - c_j)}{1 + c^* \Delta}. \tag{14}
\]

Since \(c_j < c^*\) for all miners \(j \in N\), the last expression is always positive (i.e., all miners incur a strictly positive loss). Summing over all \(j \in N\) with \(j \neq i\), equation (14) yields
\[
\sum_{j \neq i}^{n} \left[ u_j(x^*) - u_j(x_i^* + \Delta, x^*) \right] = \frac{\Delta}{1 + c^* \Delta} \left[ (n - 1) c^* - \sum_{j \neq i}^{n} c_j \right] = \frac{\Delta}{1 + c^* \Delta} \left[ (n - 1) c^* - c_i + \sum_{j=1}^{n} c_j \right] = \frac{\Delta}{1 + c^* \Delta}.
\]
\[
\sum_{j \neq i}^{n} \left[ u_j(x^*) - u_j(x_i^* + \Delta, x^*) \right] = \frac{\Delta}{1 + c^* \Delta} \left[ (n - 1) c^* - \sum_{j \neq i}^{n} c_j \right] = \frac{\Delta}{1 + c^* \Delta} \left[ (n - 1) c^* - c_i + \sum_{j=1}^{n} c_j \right] = \frac{\Delta c_i}{1 + c^* \Delta}. \tag{15}
\]
where the last equality holds by definition of $c^*$, cf. (3). Combining equations (13) and (15), we obtain
\[
\text{GF}(x^*; (x^*_i + \Delta, x^*_{-i})) = \left(\frac{\Delta c_i}{1 + c^* \Delta}\right) \left/ \left(\frac{\Delta^2 c_i c^*}{1 + c^* \Delta}\right)\right. = \frac{1}{c^* \Delta},
\]
which concludes the proof of part (ii).

Part (iii). For an allocation $\mathbf{y} = (y_i)_{i \in N}$ to be individually non-griefable it must hold that
\[ u_j (\mathbf{y}) - u_j (y_i + \Delta, \mathbf{y}_{-i}) < u_i (\mathbf{y}) - u_i (y_i + \Delta, \mathbf{y}_{-i}), \]
for all $i, j \in N$ with $i \neq j$ and for all $\Delta > 0$. This yields the inequality (cf. equation (14) in the proof of part (ii))
\[
\frac{y_j \Delta}{Y(Y + \Delta)} < \Delta \left[ c_i - \frac{Y - y_i}{Y(Y + \Delta)} \right], \quad \text{for each } i, j \in N, \Delta > 0,
\]
which after some trivial algebra can be equivalently written as
\[ c_i (Y + \Delta) Y > Y + y_j - y_i, \quad \text{for each } i, j \in N, \Delta > 0. \]
Since the left hand side is increasing in $\Delta$ and since the above must hold for each $\Delta > 0$, it suffices to prove the inequality for $\Delta = 0$ in which case it must hold with equality. This gives the condition
\[ c_i Y^2 = Y + y_j - y_i, \quad \text{for each } i, j \in N, \]
which can be now solved for the individually non-griefable allocation $\mathbf{y} = (y_i)_{i \in N}$. Summing over $j \neq i \in N$ yields
\[ (n-1) c_i Y^2 = (n-1) Y + Y - y_i - (n-1) y_i, \quad \text{for each } i \in N, \]
or equivalently
\[ y_i = Y \left[ 1 - \frac{n-1}{n} c_i Y \right], \quad \text{for each } i \in N. \tag{16} \]
Summing equation (16) over all $i$ yields
\[ Y = Y \left[ n - \frac{n-1}{n} Y \sum_{i \in N} c_i \right], \]
which we can solve for $Y$ to obtain that $Y = \frac{n}{\sum_{i \in N} c_i}$. Using the notation of equation (3), this can be written as
\[ Y = \frac{n}{n-1} \cdot \frac{1}{n} \cdot \frac{1}{c^*}. \]
Substituting back in equation (16) yields the unique allocations $y_i$
\[ y_i = \frac{n}{(n-1)c^*} \left[ 1 - \frac{(n-1)c_i}{n} \frac{n}{(n-1)c^*} \right] = \frac{n}{n-1} \frac{(1-c_i/c^*)}{c^*} = \frac{n}{n-1} x^*_i, \]
where $x^*_i = (1-c_i/c^*)/c^*$ is the Nash equilibrium allocation for each $i \in N$ (cf. Theorem 1). This concludes the proof of part (iii).

**Proof of Corollary 7.** By equations (13) and (14), the inequality
\[ u_j (x^*) - u_j (x^*_i + \Delta, x^*_{-i}) > u_i (x^*) - u_i (x^*_i + \Delta, x^*_{-i}) \]
is equivalent to
\[ \frac{\Delta (c^* - c_j)}{1 + c^* \Delta} > \frac{\Delta^2 c_i c^*}{1 + c^* \Delta} \iff c^* - c_j > \Delta c_i c^* \]
\[ \iff \Delta \leq \frac{1}{c_i} \left( 1 - \frac{c_j}{c^*} \right). \]

Since \( c_i < c^* \) by assumption, and \( x_j^* = \frac{1}{c^*} \left( 1 - \frac{c_j}{c^*} \right) \) by Theorem 1, the right hand side of the last inequality satisfies

\[ \frac{1}{c_i} \left( 1 - \frac{c_j}{c^*} \right) > \frac{1}{c^*} \left( 1 - \frac{c_j}{c^*} \right) = x_j^*. \]

This implies that \( \Delta < x_j^* \) is sufficient for the initial inequality to hold which concludes the proof.

**Proof of Proposition 8** Part (i). Let \( \Delta_i > 0 \) be such that \( u_j (x_i^* + \Delta_1, x_{-i}^*) = 0 \). Then

\[ u_j (x_i^* + \Delta_1, x_{-i}^*) = 0 \implies \frac{x_j^*}{X^* + \Delta_1} - c_j x_j^* = 0 \]

\[ \implies \frac{1}{X^* + \Delta_1} = c_j \]

\[ \implies \Delta_1 = \frac{v}{c_j} - X^* \]

Since \( X^* = \frac{1}{c^*} \) by Theorem 1, it follows that

\[ \Delta_i = \frac{(c^* - c_i)}{(c_i c^*)} = \frac{1}{c_i} - \frac{1}{c^*}. \tag{17} \]

The previous equation implies in particular that \( \Delta_i < \Delta_j \) if and only if \( c_i > c_j \) for any \( i \neq j \in N \).

Part (ii). From equation (15) in the proof of Theorem 6, we know that the absolute losses, \( L(\Delta) \), of the network when miner \( i \) deviates to \( x_i^* + \Delta \) are equal to

\[ L(\Delta) = \sum_{j \neq i} u_j (x_i^*) - u_j (x_i^* + \Delta, x_{-i}^*) = \frac{\Delta c_j}{1 + c^* \Delta}. \]

Taking the derivative of the right hand side expression with respect to \( \Delta \), we find that

\[ \frac{\partial}{\partial \Delta} L(\Delta) = \frac{\partial}{\partial \Delta} \frac{\Delta c_j}{1 + c^* \Delta} = \frac{c_i}{(1 + c^* \Delta)^2} > 0. \]

This implies that the absolute losses of the network are increasing in \( \Delta \). Thus, for \( \Delta \in (0, \Delta_i] \), they are maximized at \( \Delta = \Delta_i \) where they are equal to

\[ L(\Delta_i) = \frac{\left( \frac{1}{c_i} - \frac{1}{c^*} \right) c_i}{1 + c^* \left( \frac{1}{c_i} - \frac{1}{c^*} \right)} = c_i \cdot \frac{(1 - c_i/c^*)}{c^*} = c_i x_i^*, \]

where the last equality follows from Theorem 1.

**B Omitted Proofs from Section 3: Proportional Response Dynamics with Quasi-CES Utilities**

Our proof of Theorem 9 consists of two parts. The first involves the derivation of a convex program that captures the market equilibrium (ME) spending of quasi-CES Fisher markets. To obtain this part, we utilize the approach of [6, 20, 19]. The second concerns the derivation of a general Mirror Descent (MD) algorithm which converges to the optimal solution of this convex program. Then, the last step is to show that the PR-QCES is an instantiation of this MD algorithm which concludes the proof.
Figure 6: Convex programs in the derivation of the PR-QCES protocol via the Mirror Descent (MD) protocol. Starting from the dual (D) of a generalized Eisenberg-Gale convex program (EG), we go to the transformed dual (TD) and by convex duality to a Shmyrev-type primal program (SH-QCES) which is hence, equivalent to the initial program (EG). The objective function of (SH-QCES) for quasi-CES utilities is 1-Bregman convex which implies convergence of the MD protocol.

**Convex Program Framework.** The convex optimization framework that we use to capture the ME spendings in quasi-CES FM is summarized in Figure 6. Our starting point is a convex program proposed by [24] that captures ME prices of quasi-linear (a sub-case of quasi-CES) Fisher markets which belongs to type (D) in Figure 6 [29]. From this, we derive a new convex program with captures the ME spending of the market which belongs to type (SH) [48]. After obtaining this new convex program, we follow the approach of [19] to modify it so that it captures the ME spending of a quasi-CES FM. The convex program is

$$\min_{b, w, p} F(b, w, p) \quad \text{s.t.} \quad \sum_{i=1}^n b_{ij} = p_j, \quad \forall j \in M,$$

$$\sum_{j=1}^m b_{ij} + w_i = K_i, \quad \forall i \in N,$$

$$b_{ij}, w_i \geq 0, \quad \forall i \in N, j \in M,$$

where $F(b, w, p)$ is the following function:

$$F(b, w, p) := - \sum_{i=1}^n \frac{1}{\rho_i} \sum_{j=1}^m b_{ij} \ln[v_{ij}(b_{ij})^{\rho_i-1}] + \sum_{j=1}^m p_j \ln p_j + \sum_{i=1}^n \left[ w_i + \frac{\rho_i - 1}{\rho_i} \cdot (K_i - w_i) \ln(K_i - w_i) \right].$$

Recall that $b_{ij}$ is the spending of agent $i$ on good $j$, $p_j := \sum_i b_{ij}$, and $w_i$ is the amount of budget/capital of agent $i$ left not spent/invested. We start by showing that the solutions of (SH-QCES) are solutions to our initial problem, i.e., to find the market equilibrium spending.

**Lemma 11.** Each minimum point of (SH-QCES) corresponds to a market equilibrium spending.

**Proof.** We verify that the optimality condition of the convex program is the same as the market equilibrium condition.

**Optimality Condition.** The partial derivatives of $F$ are

$$\frac{\partial}{\partial b_{ij}} F(b, w) = \frac{1}{\rho_i} \left( 1 - \ln v_{ij}(b_{ij})^{\rho_i-1} \right) = \frac{1}{\rho_i} \left( 1 - \ln v_{ij} \right) + \frac{1 - \rho_i}{\rho_i} \cdot \ln b_{ij} + \ln p_j$$

$$\frac{\partial}{\partial w_i} F(b, w) = \frac{1}{\rho_i} \left[ - (\rho_i - 1) \ln(K_i - w_i) \right].$$

Since $(1 - \rho_i)/\rho_i > 0$, $\lim_{b_{ij} \downarrow 0} \frac{1 - \rho_i}{\rho_i} \cdot \ln b_{ij} = -\infty$. Hence, at each minimum point, $b_{ij}$ must be strictly positive. In turn, since $b_{ij}$ is in the relative interior of the domain at each minimum point, and we have the constraint $\sum_{j=1}^m b_{ij} \leq K_i$, it must hold that all $\frac{\partial}{\partial b_{ij}} F(b, w)$ are identical for all $j$, for each buyer $i$. Equivalently, $\frac{v_{ij}(b_{ij})^{\rho_i-1}}{(p_j)^{\rho_i}}$ are identical for all $j$. Moreover,
if $K_i > w_i > 0$, then $\frac{\partial}{\partial b_{ij}} F(b, w) = \frac{\partial}{\partial w_i} F(b, w)$, i.e., $\frac{v_j(b_{ij})^{\rho_i-1}}{(p_j)^{\rho_i}} = (K_i - w_i)^{\rho_i-1}$ for all $j$;

- if $w_i = 0$, then $\frac{\partial}{\partial b_{ij}} F(b, w) \leq \frac{\partial}{\partial w_i} F(b, w)$, i.e., $\frac{v_j(b_{ij})^{\rho_i-1}}{(p_j)^{\rho_i}} \geq (K_i - w_i)^{\rho_i-1}$ for all $j$.

**Market Equilibrium Condition.** We are interested in the rate the utility changes w.r.t. changes in spending on good $j$. Since prices are considered as independent signals in market, the rate is $\frac{1}{p_j} \cdot \frac{\partial}{\partial x_{ij}} u_i(x_i; p) = \left( \sum_{j=1}^{m} v_{ij}(x_{ij})^{\rho_i} \right)^{1/\rho_i} \cdot \frac{v_{ij}(x_{ij})^{\rho_i-1}}{p_j}$. Since $\rho_i - 1 < 0$ and, hence, $\lim_{x_{ij} \to 0} (x_{ij})^{\rho_i-1} = +\infty$, at the market equilibrium, $x_{ij}$ must be strictly positive, and hence $b_{ij}$ too.

Thus, at the market equilibrium, each $b_{ij}$ is in the relative interior of the domain, and we have the constraint $\sum b_{ij} \leq K_i$, it must be the case that $\frac{1}{p_j} \cdot \frac{\partial}{\partial x_{ij}} u_i(x_i; p)$ are identical for all $j$. Thus,

$$\frac{v_{ij}(x_{ij})^{\rho_i-1}}{p_j} = \frac{v_{ij}(b_{ij})^{\rho_i-1}}{(p_j)^{\rho_i}}$$

are identical for all $j$. We denote this (common) value by $z_i$. Then

$$\frac{1}{p_j} \cdot \frac{\partial}{\partial x_{ij}} u_i(x_i; p) = \left( \sum_{j=1}^{m} z_i x_{ij} p_j \right)^{1/\rho_i} \cdot (z_i - 1)
= (z_i)^{1/\rho_i} \left( \sum_{j=1}^{m} b_{ij} \right)^{1/\rho_i} - 1
= (z_i)^{1/\rho_i} (K_i - w_i)^{1/\rho_i} - 1.$$

There are two cases:

- If $K_i > w_i > 0$, which means $w_i$ is in the relative interior of its domain too, then the above derivative has to be zero, i.e., $z_i = (K_i - w_i)^{\rho_i-1}$ for all $i$;

- If $w_i = 0$, then the above derivative at market equilibrium is positive or zero, i.e., $z_i \geq (K_i - w_i)^{\rho_i-1}$ for all $i$.

**From Mirror Descent to Proportional Response.** A useful observation in [SH-QCES] is that the first and second constraints determine the values of $p_j, w_i$ in terms of $b_{ij}$’s. Thus, we may rewrite $F(b, w, p)$ as a function of $b$ only. Then the convex program has variables $b$ only, and the only constraints on $b$ are $b_{ij} \geq 0$ and $\sum_{j=1}^{m} b_{ij} \leq K_i$.

After deriving the convex program with variables $b$ only, we can compute a ME spending by using standard optimization method like Mirror Descent (MD). To begin, we introduce some additional notation and recap a general result about MD [16] below.

Let $C$ be a compact and convex set. The *Bregman divergence* generated by a convex regularizer function $h$ is denoted by $d_h$, defined as: for any $b \in C, a \in \text{rint}(C)$ where $\text{rint}(C)$ is the relative interior of $C$,

$$d_h(b, a) := h(b) - [h(a) + \langle \nabla h(a), b - a \rangle].$$

Due to convexity of the function $h$, $d_h(b, a)$ is convex in $b$, and its value is always non-negative. The *Kullback-Leibler divergence* (KL-divergence) between $b$ and $a$ is $\text{KL}(b || a) :=$
Theorem 12. Suppose $f$ is an $L$-Bregman convex function w.r.t. Bregman divergence $d_h$, and $b^T$ is the point reached after $T$ applications of the mirror descent update rule in Algorithm 2 with parameter $\Gamma = 1/L$. Then

$$f(b^T) - f(b^*) \leq L \cdot d(b^*, b^0)/T.$$ 

Using the above, we can now show that the objective function of the (SH-QCES) is a 1-Bregman convex function w.r.t. the KL-divergence (Lemma 13). Subsequently, we show that PR-QCES can be derived from Algorithm 2 with a suitable choice of $\Gamma$. Then, Theorem 12 guarantees that the updates of PR-QCES converge to an optimal solution of the convex program (SH-QCES) and Theorem 9 follows.

Lemma 13. The objective function $F$ of (SH-QCES) is a 1-Bregman convex function w.r.t. the divergence $\sum_{i=1}^n \frac{1}{p_i} \cdot \text{KL}(x_i^* || x_i)$.

To prove Lemma 13, we need the following technical result.

Lemma 14. Let $d = (d_i)_{i=1}^N$, $d' = (d'_i)_{i=1}^N$ be two vectors with non-negative entries, and let $e = (e_{i1}, \ldots, e_{iM_1}, \ldots, e_{iN_1}, \ldots, e_{iNM_N})$, $e' = (e'_{i1}, \ldots, e'_{iM_1}, \ldots, e'_{iN_1}, \ldots, e'_{iNM_N})$ be two vectors with non-negative entries, such that for each $1 \leq i \leq N$, $\sum_{k=1}^{M_i} e_{ik} = d_i$ and $\sum_{k=1}^{M_i} e'_{ik} = d'_i$. Then $\text{KL}(d||d') \leq \text{KL}(e||e').$

Proof. Note that $g(q, r) = q \ln(q/r)$ is a convex function in $q, r$ when $q, r > 0$. Thus,

$$\text{KL}(d' || d) = \sum_{i=1}^N \left( d'_i \ln \frac{d'_i}{d_i} - d_i + d_i \right)$$

$$= \sum_{i=1}^N M_i \cdot g \left( \frac{1}{M_i} \sum_{k=1}^{M_i} e'_{ik}, \frac{1}{M_i} \sum_{k=1}^{M_i} e_{ik} \right) - \sum_{i=1}^N \sum_{k=1}^{M_i} e'_{ik} + \sum_{i=1}^N \sum_{k=1}^{M_i} e_{ik}$$

$$\leq \sum_{i=1}^N M_i \cdot \frac{1}{M_i} \sum_{k=1}^{M_i} g \left( e'_{ik}, e_{ik} \right) - \sum_{i=1}^N \sum_{k=1}^{M_i} e'_{ik} + \sum_{i=1}^N \sum_{k=1}^{M_i} e_{ik}$$
For (18), there are two ways to rewrite it. Firstly, it can be rewritten as

\[\sum_{i=1}^{N} \sum_{k=1}^{M_i} e_{ik}' \ln \frac{e_{ik}'}{e_{ik}} - \sum_{i=1}^{N} \sum_{k=1}^{M_i} e_{ik}' + \sum_{i=1}^{N} \sum_{k=1}^{M_i} e_{ik}\]

\[= \text{KL}(e'\|e),\]

where the inequality follows from the convexity of \(g\).

We can now prove Lemma 13. For convenience, we will use the notation \(z := (b, w, p)\) and

\[d_F(z', z) := F(b', w', p') - F(b, w, p) - \langle \nabla F(b, w, p), (b' - b, w' - w, p' - p) \rangle\]

**Proof of Lemma 13.** We begin with the following calculations:

\[d_F(z', z) = -\sum_{i=1}^{n} \frac{1}{\rho_i} \sum_{j=1}^{m} (b'_{ij} \ln[v_{ij}(b'_{ij})^{\rho_i-1}] - b_{ij} \ln[v_{ij}(b_{ij})^{\rho_i-1}]) + \sum_{j=1}^{m} (p'_j \ln p'_j - p_j \ln p_j)\]

\[+ \sum_{i=1}^{n} \left[ (w'_i - w_i) + \frac{\rho_i - 1}{\rho_i} \cdot [(K_i - w'_i) \cdot \ln(K_i - w'_i) - (K_i - w_i) \ln(K_i - w_i)] \right]\]

\[= -\sum_{i=1}^{n} \sum_{j=1}^{m} \frac{\rho_i - 1}{\rho_i} b'_{ij} \ln \frac{b'_{ij}}{b_{ij}} + \sum_{j=1}^{m} p'_j \ln p'_j - \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{1}{\rho_i} (b'_{ij} - b_{ij})\]

\[+ \sum_{i=1}^{n} \left[ \frac{\rho_i - 1}{\rho_i} (w'_i - w_i) \cdot \frac{\rho_i - 1}{\rho_i} (K_i - w'_i) \ln \frac{K_i - w'_i}{K_i - w_i} \right].\]

(18)

Let \(q_i = K_i - w_i\) and \(q'_i = K_i - w'_i\). Then (19) can be rewritten as

\[\sum_{i=1}^{n} \frac{\rho_i - 1}{\rho_i} \cdot \left( q'_i \ln \frac{q'_i}{q_i} - q'_i + q_i \right),\]

which equals to \(\sum_{i=1}^{n} \frac{\rho_i - 1}{\rho_i} \cdot \text{KL}(q'_i\|q_i)\). Recall that \(q_i = \sum_{j=1}^{m} b_{ij}\) and \(q'_i = \sum_{j=1}^{m} b'_{ij}\), and observe that \(\frac{\rho_i - 1}{\rho_i} < 0\). By Proposition 14, we have

\[0 \geq \sum_{i=1}^{n} \frac{\rho_i - 1}{\rho_i} \cdot \text{KL}(q'_i\|q_i) \geq \sum_{i=1}^{n} \frac{\rho_i - 1}{\rho_i} \cdot \text{KL}(x'_i\|x_i).\]

For (18), there are two ways to rewrite it. Firstly, it can be rewritten as

(18) \[= -\sum_{i=1}^{n} \sum_{j=1}^{m} b'_{ij} \ln \frac{b'_{ij}}{b_{ij}} + \sum_{j=1}^{m} p'_j \ln p'_j + \sum_{i=1}^{n} \frac{1}{\rho_i} \cdot \text{KL}(b'_i\|b_i)\]

\[\leq \sum_{i=1}^{n} \frac{1}{\rho_i} \cdot \text{KL}(b'_i\|b_i)\]
where the inequality holds due to Proposition 14. Secondly, it can be rewritten as

\[(18) = \sum_{i=1}^{n} \frac{1 - \rho_i}{\rho_i} \cdot \text{KL}(b'_i \| b_i) - \sum_{i=1}^{n} \sum_{j=1}^{m} (b'_{ij} - b_{ij}) + \sum_{j=1}^{m} p'_j \ln \frac{p'_j}{p_j} \]

\[= \sum_{i=1}^{n} \frac{1 - \rho_i}{\rho_i} \cdot \text{KL}(b'_i \| b_i) - \sum_{j=1}^{m} (p'_{j} - p_j) + \sum_{j=1}^{m} p'_j \ln \frac{p'_j}{p_j} \]

\[\geq \sum_{i=1}^{n} \frac{1 - \rho_i}{\rho_i} \cdot \text{KL}(b'_i \| b_i).\]

Combining all the above inequalities yields

\[0 \leq d_F(z', z) \leq \sum_{i=1}^{n} \frac{1}{\rho_i} \cdot \text{KL}(b'_i \| b_i),\]

as claimed.

We now turn to the derivation of the PR-QCES protocol from Mirror Descent algorithm. For the convex program (SH-QCES), the Mirror Descent rule (Algorithm 2) is

\[(b^{t+1}, w^{t+1}) = \arg\min_{(b, w) \in C} \left\{ \sum_{i=1}^{n} \sum_{j=1}^{m} \left( \ln \frac{v_{ij}(b'_{ij})^{\rho_i}}{(p'_j)^{\rho_i}} \cdot (1 - \ln \frac{v_{ij}(b'_{ij})^{\rho_i}}{(p'_j)^{\rho_i}}) \right) + \sum_{i=1}^{n} \frac{1}{\rho_i} \cdot \text{KL}(b_i \| b'_i) \right\}.\]

Since \(\sum_{j=1}^{m} b_{ij} + w_i\) is a constant in the domain \(C\), we may ignore any term that does not depend on \(b\) and \(w\), and any positive constant factor in the objective function and simplify the above update rule to

\[(b^{t+1}, w^{t+1}) = \arg\min_{(b, w) \in C} \left\{ -\sum_{i=1}^{n} \sum_{j=1}^{m} \left( \ln \frac{v_{ij}(b'_{ij})^{\rho_i}}{(p'_j)^{\rho_i}} \cdot b_{ij} - b_{ij} \ln \frac{b_{ij}}{b'_{ij}} + b_{ij} \right) + \sum_{i=1}^{n} (1 - \rho_i) \ln (K_i - w_i') \cdot w_i \right\}\]

\[\triangleq \arg\min_{(b, w) \in C} F(b, w).\]

We have

\[\frac{\partial}{\partial b_{ij}} F(b, w) = -\ln \frac{v_{ij}(b'_{ij})^{\rho_i}}{(p'_j)^{\rho_i}} + \ln \frac{b_{ij}}{b'_{ij}} = \ln b_{ij} - \ln \frac{v_{ij}(b'_{ij})^{\rho_i}}{(p'_j)^{\rho_i}}\]

\[\frac{\partial}{\partial w_i} F(b, w) = (1 - \rho_i) \ln (K_i - w_i').\]

As before, for each fixed \(i\), the values of \(\ln b_{ij} - \ln \frac{v_{ij}(b'_{ij})^{\rho_i}}{(p'_j)^{\rho_i}}\) for all \(j\) are identical. In other words, there exists \(c_i > 0\) such that

\[b_{ij} = c_i \cdot \frac{v_{ij}(b'_{ij})^{\rho_i}}{(p'_j)^{\rho_i}}.\]

As before, there are two cases which depend on \(S_i \triangleq \sum_{j=1}^{m} \frac{v_{ij}(b'_{ij})^{\rho_i}}{(p'_j)^{\rho_i}}\).
If $S_i \geq K_i \cdot (K_i - w_i^t)^{\rho_i} - 1$, then for each $j$ we set $b_{ij}^{t+1} = K_i \cdot \frac{v_j(b_j^t)^{\rho_i}}{(p_{ij}^t)^{\rho_i}} / S_i$, and $w_{i}^{t+1} = 0$. At this point, we have $\frac{\partial}{\partial b_{ij}} F(b, w) = \ln K_i S_i \leq \frac{\partial}{\partial w_i} F(b, w)$, so the optimality condition is satisfied.

If $S_i < K_i \cdot (K_i - w_i^t)^{\rho_i} - 1$, then for each $j$, we set $b_{ij}^{t+1} = (K_i - w_i^t)^{1-\rho_i} \cdot \frac{v_j(b_j^t)^{\rho_i}}{(p_{ij}^t)^{\rho_i}}$, and $w_{i}^{t+1} = K_i - \sum_{j=1}^{m} b_{ij}^{t+1} > 0$. At this point, $\frac{\partial}{\partial b_{ij}} F(b, w) = \frac{\partial}{\partial w_i} F(b, w)$, so the optimality condition is satisfied.

This concludes the proof of Theorem 9 which shows that the (PR) dynamics converge to the market equilibrium of a Fisher market with quasi-CES utilities. The result holds for any $0 < \rho_i \leq 1$. However, the proof cannot be extended in a straightforward way to values of $\rho_i < 0$. To see this, we rewrite (18) and (19) as:

$$d_F(z', z) = \sum_{i=1}^{n} \frac{1 - \rho_i}{\rho_i} \left[ KL(b_i' \| b_i) - KL(q_i' \| q_i) \right] + KL(p' \| p).$$

(20)

As it happens, the RHS of (20) can be either positive or negative. By Proposition 14, $KL(b_i' \| b_i) \geq KL(q_i' \| q_i)$, and there are situations where the equality holds, and thus the RHS of (20) is positive. On the other hand, it is not hard to find two points $b' \neq b$ such that $p' = p$ and $q_i' = q_i$ for all $i$, then the RHS of (20) is negative as $\frac{1 - \rho_i}{\rho_i} < 0$. Thus, $F$ is neither convex nor concave function.

---

5For instance, consider $b', b$ such that there exists two goods $j, k$ satisfying $p_j = p_k$, but there exists $i$ such that $b_{ij} \neq b_{ik}$. Then set $b'$ same as $b$, except that $b_{ij}' = b_{ik}$ and $b_{ik}' = b_{ij}$. A sanity check verifies $p' = p$ and $q_i' = q_i$ for all $i$. 
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