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Abstract: The constant innovations and rapid developments in the IT industry have revolutionized the thinking and mindset of the people throughout the world. Government departments have also been computerized to provide transparent, efficient and responsible government through e-governance. The government have been providing access to various websites or portal for filing complaints, uploading or downloading forms, pictures, data or PDFs to avail the government services. Enlightened citizens are frequently using the portal to access government services. Thus, the size and volume of data that need to be managed by government departments have been increasing drastically under e-governance. The traditional database management system is not designed to deal with such mix type of data. Moreover, the speed at which the e-governance generated data need to be processed is another big challenge being faced by traditional database system.

All the above said concerns can be solved by using the emerging technology - Big Data Analytics techniques. Big data analytic techniques can make the government more efficient and transparent by processing structured, unstructured or mixed types data at a great speed. In this paper, we shall understand the scenario for the need or the emergence of big data analytics in e-governance and knowhow of Apache Spark. This paper proposes a practical approach to integrate big data analytics with e-governance using Apache Spark. This paper also reflects how major issues of traditional database management system (mixed type datasets, speed and accuracy) can be resolved through the integration of big data analytics and e-governance.
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I. INTRODUCTION

Due to the advancement in technology, various industries or domains like transport, tourism, hotel, banks and so on have been digitized and generating large amount of data. People are using the Internet to generate forms, reports, graphs, periodic or to do online shopping on discounted rates. Social media (Facebook, Instagram, blogs, twitter etc.) or entertainment industries are using computers to share pictures, audios and videos. According to a general survey posted on wikipedia till April 2019, 56.1% of population has been accessing Internet services [10]. Government websites have also been generating massive amount of data by uploading or downloading pictures or credentials like finger prints, retina scan, forms, reports of the citizens. The big data analytic techniques have been designed to store, process and analyze such a mixed mode data.

Thus, integrating e-governance with big data is the need of the hour. The main objective of this research paper is to provide an insight of emerging needs to deal with huge data under e-governance, introduction to Apache Spark framework to store, process and deal with big data at greater speed and accuracy. This paper progresses by expanding the literature review on e-governance, Big data, Big data analytics, followed by Apache Spark and proposed a new system framework.

II. LITERATURE REVIEW

As both the terms – e-governance and Big data analytics are very vast, let us try to understand them one by one. The first section will deal with e-governance and second section deal with big data.

A. E-governance

E-governance refers to the process of providing government services online. It makes the government system more efficient, transparent and accountable. Citizens can access government services by using the web portals that have been created to provide all services at one click. They can easily upload or download forms, photos, data and so on. The biggest example of the success of e-governance is Aadhar (UDAI) portal run by Indian government. This portal stores variety of data like text, images, PDF, retina scan, name, age, address and other related information of their stakeholders [2]. As of 2018, India has a population of over 1.355 billion people, and its growth is expected to continue through at least 2050[11]. Managing such mix type of data being generated at such a huge level is the biggest challenge.

B. Big data

As the name is indicating, a huge amount of data that is very difficult to store, analyze and execute is called Big data. The definition of big data varies from company to company. One company’s big data can be small for others. But when the data does not fit in memory, nor on hard disk and if there is continuous demand for processing, then it is considered as big data [5]. For some companies, data upto 10 TB is considered as big data. While, for some other companies, 1 PB of data is considered as big data [3], [12].

i. Big data characteristics

Fig. 1 shows the basic characteristics of big data. These characteristics are also known as 3Vs [4], [12].

(1) Volume: It refers to the total size of data set.
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(2) Variety: It refers to the type of data generated these days.
(3) Velocity: It refers to the speed and frequency at which data gets generated.

Veracity has also been considered as 4th characteristics (4Vs) of big data. It refers to the uncertainty and trustworthiness of data’s origin [1].

ii. Types of big data

The big data can be in the form of text, audio, video, blog, PDF, log files, sensor data etc. Thus, the data sets can be categorized [8] as under:

1. Structured: This type of data has fixed patterns, formats or schema which can be managed using RDBMS (traditional database management system).
2. Semi-structured: This type of database does not have pre-defined patterns or formats. It may contain data represented through graphs.
3. Unstructured: This type of data does not have any standards or formats of data. Different variety of data like text, images, video, audio, PDF, log files etc. come under this category. Here we hardly find any direct relationship between these datasets.

C. Big data analytic

The term Big data analytics refers to the process of analyzing raw datasets to understand their hidden patterns and behaviours using qualitative and quantitative techniques. The analytic techniques are basically used in B2C (Business to Customer) applications to collect, categorize, store, process and analyze the trends and future expectations. Thus, Big data also helps in decision making. The various techniques of Big data analytics are as follows in Fig. 2:

1. Descriptive analytics: It uses historic or traditional datasets and apply predictive or trends analysis on them.
2. Predictive analysis: It indicates what will happen in future. It also indicates what will be the situation, trends or outcome in that particular time span.
3. Prescriptive analysis: It helps to take best possible solution from multiple options. Predictive analytics become much mature and stable with age and experience.

Fig. 2: Big data analytic techniques

The Big data analytics uses any of the above said techniques to find hidden patterns and correlation. The traditional data analytic tools like UNIX, R become inefficient as they store and analyze the data on a single machine. A single machine can never be able to store and process the big data. There are multiple open source software available to process the data stored on multiple computers. One such solution is HDFS (Hadoop Distributed File System) and Hadoop MapReduce [6], [7]. The HDFS helps to store the data on multiple computers called clusters. Clustering makes the data more secure and fault-tolerant [9]. MapReduce is used to perform parallel processing of big data through clustering [13]. Hadoop distributed File System and MapReduce provide excellent results in storing, processing and analyzing big data. But they face challenges when the matter comes of the processing speed and scale of big data. Another technique is Apache Spark that provides faster processing at lesser time than MapReduce.

III. Apache Spark

Apache Spark is an open-source, cluster-computing framework that provides in-memory processing of large amount of data. As compare to MapReduce, Apache Spark’s processing capabilities are almost 100 times faster due to in-memory computation and 10 times faster while using the disk for storing input-output or processing [12], [13]. Apache MapReduce always stores or keep primary, intermediate data on hard disks. Thus, to-and-fro travelling of data consumes time and makes processing speed slower than Apache Spark.

Apache Spark has powerful APIs that help to coorelate the unstructured, structured and semi-structured data, to analyze and evaluate the data to make future predictions. Thus, it is a helpful tool in decision-making. It is highly scalable, having scalability up to 200 PB of storage. HDFS is also highly reliable and fault tolerant system. A single cluster of HDFS, containing 4500 servers, can support billion files and blocks [1].

A. Apache Spark ecosystem

Just like HDFS, Apache Spark does not provide any storage or resource management capabilities. Still it manages to process the data at a great speed and less time that seems almost real-time processing. Let us understand its framework and ecosystem to know more about it as shown in Fig. 3. Apache Spark framework is divided into three layer [14] such as:

- Spark Core
- Spark Ecosystem
- Resource Management
Spark Core layer

Spark Core is the foundation layer of the framework [15]. This layer is responsible for basic input-output tasks, scheduling, etc. Apache Spark is written using an Object Oriented Language – Scala that runs on the top of JVM (Java Virtual Machine). It supports various programming languages like Java, Python and R programming. Spark has a very powerful query engine that responds the query data in real time manner. Spark provides DataFrame APIs in Scala, Java and Python languages to use this query engine.

Spark Ecosystem layer

Spark Ecosystem provides another additional libraries on the top of Spark Core and Spark DataFrame APIs to enhance query processing in real-time. Here the data is divided and distributed into the form of partitions on various clusters. This is also known as RDD (Resilient Distributed Datasets). The various components of Spark Ecosystem are as follows:

- **Spark SQL**: It provides SQL like interface to query data in CSV, JSON etc. formats. It helps to execute DataFrames using JDBC APIs and also executes structured or unstructured type of data.
- **Spark Streaming**: It refers to the capability of taking and executing data in micro batches (micro RDD) to provide real-time execution[16].
- **BlinkDB**: It is just like another query engine. It is used to execute the interactive queries from large datasets at faster speed but with the tendency of having errors. This query engine is useful where aggregated values may contain errors or be less accurate.
- **Spark Machine Learning (MLib)**: It is Spark’s machine learning libraries that contains common learning algorithms like clustering, classification, collaborative filtering, regression etc..
- **Graphx**: Apache Spark provides distributed graph processing API on the top of Spark Core. It provides various components like subgraph, JoinVertices and optimized variant of Pregel API and graph algorithms to simplyfy graph analytics

- **Tachyon**: It refers to the process of storing distributed file system on cache memory. It stores all the required files/data/intermediate results in cache memory. This helps to provide file sharing and faster execution in less time.

### iii. Resource management

Before understanding the Apache Spark resource management, it is good to understand Hadoop Distributed File System (HDFS) and MapReduce.

The Hadoop Distributed File System (HDFS) is a Java based file system. It has been designed to store large amount of data. Here the data is stored on multiple computers, called commodity hardware, in redundant manner to provide high fault tolerance at cheaper cost. The data of the file is split into three equal sizes of 128 MB each [1]. Each part is stored on different commodity hardware, so that the data can be recovered in case of failure of one hardware. This framework is based upon Master-Slave architecture, consisted of NameNode and DataNode. The NameNode acts as a master. It is responsible for mapping of data, tracking of data, opening, closing or calling the data files. DataNode, as a slave, is used to store and manage the nodes.

Apache Spark uses Hadoop for storing big data files. The different methods of using Apache Spark with Hadoop are as shown in Fig. 4.

- **Standalone**: In standalone method, HDFS is stored separately and Spark is stored at the top of it. Spark and HDFS work side by side to perform all the required tasks.
- **Hadoop Yarn**: In this type of deployment, Spark works or access HDFS with the help of Yarn for resource management. It does not need to be pre-installed or any administrative rights. This way Spark and HDFS can be easily integrated to take maximum benefits using Yarn.
- **Spark MapReduce**: In this type of deployment, a user can start Spark and takes its advantages without installing them. Spark in MadReduce helps to use Spark API’s without administrative rights.

Apache Spark combines the features of both HDFS and Map Reduce. Just like Apache Hadoop, Apache Spark does not provide any resource management like YARN. It manages the resources with a single node cluster setup for less complex datasets but need to be integrated with resource management modules to deal with complex, distributed cluster datasets as shown using Fig. 5(a) and 5(b):
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**Fig. 5 (a): Apache Spark cluster architecture**

**B. Apache Spark cluster architecture**

The important points related to the execution of Apache Spark cluster architecture [14], [17] are as follows.

1. **Master Daemon:** The master or the main node contains the actual program (driver program) that drives the application. The first task done by this driver program is to create a SparkContext object that is similar to creating a database connection. This SparkContext helps to start and continue the communication between the two ends. The SparkContext helps to divide the jobs (RDDs) into tasks. These tasks are further distributed and stored on the worker nodes.

2. **Worker Daemon:** The worker node is the slave node whose main responsibilities are to receive, execute the RDDs and return the output back to the SparkContext. It may reside on the Spark master node or on separate worker nodes. Basically, it runs on the particular node where the required data is actually stored to take the advantage of data locality. All the processing takes places on the local JVM.

3. Resource manager like Yarn or Mesos may reside on the master node itself or on a separate machine which works between Master and Slave nodes. They help the SparkContext object to manage to-and-fro movement of data and instructions. The resource manager is responsible for the tracking of in-between processes.

4. Spark master daemon initiates the processing by creating a SparkContext object and sends the request to the resource manager (Yarn/Mesos) first. The SparkContext object exists till the end of the program.

5. Resource manager starts searching for the node where the required data resides. It splits the job into different stages and each stage into different tasks.

6. Master daemon supplies all the requisite details to the slave node(s) before execution. Worker daemon keeps the constant watch on the execution and sends the status updates to the Master daemon simultaneously.

7. The same steps are followed for all the slave nodes. Once all the requirements are completed then all the slave nodes provide the consolidated value to the Master Daemon.

**IV. PROPOSED APACHE SPARK BASED SYSTEM FOR ANALYZING E-GOVERNANCE DATASETS**

The e-governance can be integrated with various components provided by Hadoop to face the challenges occurred due to big data. Here, a new system is proposed to design and integrate Apache Spark with Hadoop to provide a framework to deal e-governance big data at a greater speed and accuracy.

**A. Experimental environment set up**

The basic requisites of the proposed system are:

1. **Download and install Java:** In order to install Apache Spark on the system, you need to download and install Java (version 1.8). Use a secured link from the Internet to download Java.

2. **Download and install Scala:** Apache Spark is made up of Scala language. Use the secured link to download Scala. To install Scala [18], run the following commands (see Table I) for extracting the tar files:

   **Table I: Installing Scala**

   | Sr. No | Requirement | Command(s) |
   |--------|-------------|------------|
   | 1      | Extracting Scala tar file | `$ tar xvf scala-<version>.tgz`
   |        |             | Example: `$ tar xvf scala-2.11.6.tgz` |
   | 2      | Moving Scala to a specific directory | `# cd /home/file/downloads/
   # mv scala-2.11.6/usr/local/scala`
   # exit |
   | 3      | Setting path for Scala | `$ export PATH=$PATH:/usr/local/scala/bin` |
   | 4      | Verifying Scala installation | `$ scala -version` |

3. **Download and install Apache Spark:** Use the secured link to download the latest version of Apache Spark. To install Apache Spark, run these commands (Table II).
Table II: Installing Apache Spark

| Sr. No | Requirement | Command |
|--------|-------------|---------|
| 1      | Extracting Apache Spark tar file | $ tar xvf spark-<version>.tgz. Example: $ tar xvf spark-1.3.1-bin-hadoop2.6.tgz |
| 2      | Moving Spark to a specific directory | # cd /home/hadoop/downloads/ # mv spark-1.3.1-bin-hadoop2.6/usr/local/spark |
| 3      | Setting path for Spark installation | $ export PATH=$PATH:/usr/local/spark/bin |
| 4      | Verifying Spark installation | $ spark -shell |

B. Data source

The data source, used in this paper, has been taken from open-source data repository (data.world) for research and analysis. This government collected dataset has been published by National University of Educational Planning and Administration, on behalf of department under Ministry of Human Resource Development.

B. Data source

The data source, used in this paper, has been taken from open-source data repository (data.world) for research and analysis. This government collected dataset has been published by National University of Educational Planning and Administration, on behalf of department under Ministry of Human Resource Development.

Department of School Education and Literacy, Government of India.

The current dataset is regarding the status of Elementary Education in India, published in the year 2014-2015 and 2015-2016. The School Report Cards are available at www.schoolreportcards.in (https://data.world/inderz/india-district-level-school-report-card). Use Table III to know the detail of the dataset files, their sizes and number of records.

Table III: Dataset description

| File Name | Size of File | Number of Columns | Number of Records |
|-----------|--------------|-------------------|-------------------|
| Dist. Report Card 2014-15 | 2 MB | 256 | 680 |
| Dist. Report Card 2015-16 | 2 MB | 256 | 680 |

Some of the fields from the selected dataset, for both the years, are shown in Table IV.

Table IV: Fields from School Report Card

| AC_YEAR | Data Reported From | Total Schools by Category | Total Schools by Category - Government & Aided Schools | Schools by Category: Boys Only |
|---------|--------------------|---------------------------|------------------------------------------------------|-------------------------------|
| Schools by Category: Girls Only | Enrolment by School Category | Teachers by School Category | Single-Classroom Schools by School Category | Schools Approachable by All Weather Road |
| Schools with Computer | Single Teacher Schools | Enrolment by Grade | Teachers by School Category: Male | Girls Enrolment By School Category |
| Teachers by School Category: Female | Number of Classrooms by School Category | Committee (Government & Aided Schools) | Schools with Enrolment <= 50 | Schools Constituted School Management |

Table V: Records from dataset

Analysis is done to find out which State of India has highest percentage increase in Computers in schools. The fields that are required to be studied for this analysis is AC_YEAR, Data Reported From and Schools with Computer as shown in Table V.

C. Experiment details

The purpose of this study is to understand the increase or decrease of number of computers in each and every state of India for the last 2 years. Then try to find the state whose percentage of using computer has been increased.

i. Algorithm

On the basis of available datasets following generic algorithm is designed to read, load and analysis the datasets.

Step 1 Convert the downloaded Excel files into the flat files (.csv).

Step 2 Load the .csv file into the system to create RDD; to create load DataFrames.

Step 3 Run the SQL commands on DataFrames to
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perform manipulations.

**Step 4** Run the SQL command to extract the subset data file containing fields - Year, Data Reported From and Schools with Computer 2014-15.

**Step 5** Repeat the Step 1 to Step 4 to extract the similar dataset for Year 2015-16.

**Step 6** Load the aggregated subset files for both the years using Spark framework.

**Step 7** Iterate the files for all the districts of each state using Select command and find total number of computers available in each state for both years.

**Step 8** Iterate state-wise to compare the Total Computers in each state.

**Step 9** Calculate percentage increase or decrease in the total number of computers in schools for each state as

Formula for percentage change in computer per state = [(Total Computer in 2015-16 per state - Total Computer in 2014-15 per state) / (Total Computer in 2014-15 per state)] * 100

ii. Implementation and result

The implementation and the corresponding results of the experimental environment are as follows:

- Files are loaded in Spark based experimental environment having 1 Executor, 1 Node system with Windows 10, Intel Core i5, 2.4 GHz, 8 GB RAM.
- Project Setup
  - Here major dependencies are on the following factors:
    - Spark core
    - Spark sql
    - Spark csv
  - Querying .csv data is very easy using the Spark csv library. For that, we will be using SQLContext object. With SQLContext object, we can query the data like we do in any database language. We can perform all the operations on data like SELECT and also write the data into a new file.
  - After setting up an SBT project, we will start by adding required dependencies into build.sbt.
- Project execution

To execute the project, perform the following tasks:

1. Set up the Apache Spark configuration.
2. Initiate the process by making the sparkContext object.
3. Make the sqlContext object to retrieve the desired dataset from the .csv files.
4. Read the .csv files using sqlContext.read.format() method. Load the data from .csv file into a Resilient Distributed Dataset (RDD).
5. Create the DataFrames objects using method toDF();

(6) Run the appropriate queries using SQL commands to retrieve the desired dataset.
(7) Place the ResultSet in the temporary table or can save it to use it later.

- **Execution Time**
  - After implementing the Algorithm steps, the following is the result displayed by the Spark-shell:
    - Result is [state : BIHAR, old_SCOMPTOT = 5296, new SCOMPTOT =6085, difference 789, percentage change = 14.89803625377]
  - Overall experiment completed in 2-4 seconds with Spark-shell on a single node
  - Around 6-8 seconds, when program is compiled to make jar and then executed on more than one node

iii. Hypothetical analysis

The current dataset has been analyzed on a Windows based Spark-shell. Considering the amount of data to be processed, single node system has been used. However, if data volume increases in size, the datasets can be distributed to N nodes (multiple nodes) and the overall processing will be as shown in Fig. 6.

![Fig. 6: Execution time on Apache Spark based system(s)](image)

If the same analysis needs to be performed without using any technology stack from Big Data ecosystem, the same process will take much more time for similar records.

It shows that calculation on e-governance data using Apache Spark has taken only few seconds to compute and display the name of state that has highest growth in the use of computers among the schools of all the states in India.

Similar big data framework can be implemented easily to analyze e-governance datasets collected from other fields as well.

V. CONCLUSION

This paper has given the brief introduction of e-governance, its close relationship with big data and how Apache Spark based big data analytic system can be helpful in analyzing government collected datasets accurately at high speed. This research paper gives an insight about Apache Spark framework, its node-based architecture as well as the implementation ways of setting up and analyzing the government collected datasets.

This paper proposes a new system, through an algorithm, to analyze government collected datasets (Elementary Education in India) by setting up a Spark object. This paper further shows the execution time to perform analysis using Spark-shell on single executor;
single node Windows based system.

For future references, hypothetical analysis supported by comparison chart has been created to show how execution efficiency of government collected datasets will be increased multiple times using multi-node systems supported by Apache Spark.
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