Neutron and ARPES Constraints on the Couplings of the Multiorbital Hubbard Model for the Pnictides
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The results of neutron scattering and angle-resolved photoemission experiments for the Fe-pnictide parent compounds, and their metallic nature, are shown to impose severe constraints on the range of values that can be considered “realistic” for the intraorbital Hubbard repulsion \( U \) and Hund coupling \( J \) in multiorbital Hubbard models treated in the mean-field approximation. Phase diagrams for three- and five-orbital models are here provided, and the physically realistic regime of couplings is highlighted, to guide future theoretical work into the proper region of parameters of Hubbard models. In addition, using the random phase approximation, the pairing tendencies in these realistic coupling regions are investigated. It is shown that the dominant spin-singlet pairing channels in these coupling regimes correspond to nodal superconductivity, with strong competition between several states that belong to different irreducible representations. This is compatible with experimental bulk measurements that have reported the existence of nodes in several Fe-pnictide compounds.

PACS numbers: 74.70.Xa, 74.20.-z, 74.20.Rp

I. INTRODUCTION

An exciting new area of research has recently opened with the discovery of superconductivity in the Fe pnictides.1–2 These materials present many similarities with the high temperature superconductors based on copper, but also several differences. Both families have layered structures suggesting that theoretical studies in two dimensional lattices should be able to capture the essence of the pairing mechanism. In the undoped limit, both types of compounds are magnetic, with wavevector \((\pi, 0)\) in the case of the pnictides3,4 and \((\pi, \pi)\) for the cuprates, in the notation of the square lattice defined by Fe or Cu. However, a crucial difference is that the undoped parent compound is an insulator for the cuprates, while it is a (bad) metal for the pnictides. This fact already suggests that the regime of a large Hubbard coupling \( U \), widely used in the context of the cuprates, may not be appropriate for a theoretical description of the pnictides.

Adding to the complexity of this problem, it is also clear that a theoretical study of pnictides cannot rely on just one orbital, as in the case of the cuprates, but it needs a multiorbital approach.5–8 In fact, to study the magnetic and superconducting properties of the pnictides, a considerable effort has already started using multiorbital model Hamiltonians5,9–11. Having to consider multiple orbitals severely restricts the available tools to carry out unbiased computer-based investigations of Hubbard multiorbital models. As a consequence, several studies have been restricted to mean-field approximations. Fortunately, this is not a drastic limitation for the case of the undoped systems, since similar mean-field approximations for the cuprates are known to capture qualitatively the essence of the magnetic states12–14. In fact, recent mean-field-based efforts for the pnictides have already reported the presence of a state that is simultaneously metallic and magnetic.15 However, the study of the intermediate coupling regime, where the magnetic-metallic state was found, establishes a considerable challenge to theory since an intermediate region of couplings is often more difficult to analyze than either extreme of large or small \( U \). In addition, a multiorbital Hubbard approach needs at least two couplings: the on-site intra-orbital Hubbard repulsion \( U \) and the on-site Hund coupling \( J \). (A third parameter, the on-site inter-orbital repulsion \( U' \), is then defined by the well-known relation \( U = U' + 2J \) arising from symmetries in orbital space16.) Having two couplings increases further the complexity of the analysis and the comparison between different approaches since there is at present no universally accepted range of \( U \) and \( J \) that is considered realistic by the community of experts. In fact, it would be quite desirable to restrict the values of the \( U \) and \( J \) couplings used in the literature to a much narrower range, where qualitative agreement with experiments is observed.

In this publication, our goal is to use experimental neutron scattering and photoemission data for the undoped pnictide parent compounds, supplemented by their well-known metal properties, to establish lower and upper bounds on the couplings \( U \) and \( J \) of multiorbital Hubbard models. By focusing on a more restricted set of couplings, our results will guide future theoretical efforts into a realistic regime for the pnictides. Our calculations are based on the previously used and tested mean-field approximation17 allowing us to calculate a variety of observables that are then compared against experimental results to establish the proper ranges for \( U \) and \( J \).

To carry out this theory-experiment comparison the focus here is on the results of two powerful experimental techniques. One of them is neutron scattering. In these experiments, a magnetic order with wavevector \((\pi, 0)\) (in the Fe square-lattice...
notation) was observed at low temperatures. This particular wavevector can be theoretically accommodated by merely using proper tight-binding model Hamiltonians that reproduce the well-known paramagnetic Fermi surface (with hole and electron pockets). More important for our purposes is the actual value of the ordered moment for the iron spin, $\mu_{Fe}$. Table 2 of Ref. [8] and Table 2 of Ref. [9] provide a summary of the neutron scattering experimental values for $\mu_{Fe}$: within the 1111 and 122 families they range from 0.25 for NdFeAs to $\sim 1$ for SrFe$_2$As$_2$ and BaFe$_2$As$_2$ (the 11 family has substantially larger values of $\mu_{Fe}$, but their ordering wavevectors are different, indicating that the 11 compounds require a special discussion beyond the scope of this work). Since the mean-field investigations reported here focus on the mean-field solution corresponding to wavevector $(\pi, 0)$, the theoretical value of $\mu_{Fe}$ can be obtained when varying the couplings in the Hubbard model, and a range compatible with experiments can be found. Not surprisingly, considering the (bad) metallic character of these compounds, the range of interest will be shown to correspond to intermediate values of the on-site repulsion $U$, as also discussed before. However, our investigations below show that sizable constraints over the Hund coupling $J$, can also be obtained.

Another powerful experimental technique that will help us to establish constraints on the couplings of the Hubbard models is Angle Resolved Photoemission (ARPES). Applying this technique, several reports describing the Fermi surface of the pnictides have been presented, including their temperature evolution. Here, the vast ARPES literature will not be comprehensively reviewed but the focus will be on the results for the undoped compounds in the spin density wave (SDW) regime. In particular, it has been reported by several groups that in this magnetically ordered state the Fermi surface presents extra “features” in the vicinity of the $\Gamma$-point hole pockets that are not present in band-structure calculations for the paramagnetic state. These extra features, mainly found for the 122 compounds, are described as the existence of “satellite” pockets caused by $V$-shaped bands (or by $V$-shaped band crossings). Our focus will be on trying to reproduce qualitatively with mean-field approximations these type of satellite extra features that ARPES investigations have systematically reported in the magnetic state. Note that near the original electron pockets at $(\pi, 0)$ and $(0, \pi)$ there are also several reports of interesting modifications of the paramagnetic band structure when at low temperatures. However, in our opinion, the ARPES analysis of the modifications to the band structure electron pockets appears less robust due to the presence of considerable noise in the raw data, more than for the case of the hole pockets. For this reason, the focus here will be on the existence of satellite pockets at low temperatures near the original $\Gamma$-point hole-pockets. Note also that these satellite features have been given an electron-like character in some publications but considering the uncertainties in ARPES studies, mainly caused by the considerable backgrounds, our analysis below will focus on finding regions in the $U$-$J$-$U$ plane where any kind of extra pocket is induced by the magnetic order close to the original $\Gamma$-point hole-pockets, regardless of whether its character is electron- or hole-like.

While finding constraints on $U$ and $J$ in multi-orbital Hubbard models is already interesting, our effort here continues with the analysis of the pairing states that are obtained in those “realistic” $U$-$J$-$U$ regions, via the use of the Random Phase Approximation (RPA). Exploring pairing tendencies is important since there is a growing controversy in the Fe pnictides investigations with regards to the symmetry of the superconducting order parameter. While a variety of photoemission experiments report the absence of nodes at the $\Gamma$-point hole pockets, other bulk experiments report results compatible with a nodal superconducting state. This controversy has not been resolved and it is one of the most important open problems in pnictides. Our investigations show that in the realistic $U$-$J$-$U$ regime identified here, for both three- and five-orbital models, the RPA dominant superconducting state is nodal (this includes the $A_{1g}$ state with zeros (or near zeros) of the order parameter). Moreover, within RPA there is a clear competition between a variety of states belonging to different irreducible representations suggesting that different pnictides may have different symmetries with regards to the superconducting order parameter. All these competing states are nodal or quasi-nodal, at least within the limitations of our approximations.

The organization of this manuscript is the following. First, the models and technique used are presented in Sec. II. This is followed in Sec. III by the search for a realistic $U$-$J$-$U$ regime for the three-orbital model. The case of five orbitals is presented in Sec. IV. The dominant RPA pairing tendencies in the realistic regime are presented in Sec. V. Finally, conclusions are provided in Sec. VI.

II. MODELS AND TECHNIQUES

A. The model Hamiltonians

In this effort, the three-orbital Hubbard model introduced in Ref. [31] will be used first. This model is purely based on the $d$ electrons of Fe and it considers only the three orbitals $d_{x^2}$, $d_{xy}$, and $d_{xy}$, widely believed to be the most relevant orbitals at the Fermi surface for the pnictides. The reader is referred to the original publication for a full description of the model and its band structure (which is in good agreement with ab-initio calculations). In momentum space, the model includes a tight-binding term defined as:

$$H_{TB}(k) = \sum_{\mathbf{k},\sigma,\mu,\nu} T^\mu-\nu(k) d^\dagger_{\mathbf{k},\mu,\sigma} d_{\mathbf{k},\nu,\sigma},$$

with

$$T^{11} = 2t_2 \cos k_x + 2t_1 \cos k_y + 4t_3 \cos k_x \cos k_y - \mu, \quad (2)$$

$$T^{22} = 2t_1 \cos k_x + 2t_2 \cos k_y + 4t_3 \cos k_x \cos k_y - \mu, \quad (3)$$

$$T^{33} = 2t_3(\cos k_x + \cos k_y),$$

$$+ 4t_6 \cos k_x \cos k_y - \mu + \Delta_{xy}, \quad (4)$$

$$T^{12} = T^{21} = 4t_4 \sin k_x \sin k_y, \quad (5)$$

$$T^{13} = T^{31} = 2it_7 \sin k_x + 4it_8 \sin k_x \cos k_y. \quad (6)$$
TABLE I: Parameters for the tight-binding portion of the three-orbital model used here. The overall energy unit is electron volts.

| $t_1$ | $t_2$ | $t_3$ | $t_4$ | $t_5$ | $t_6$ | $t_7$ | $\Delta_0$ |
|-------|-------|-------|-------|-------|-------|-------|-----------|
| 0.02  | 0.06  | 0.03  | -0.01 | 0.2   | -0.2  | -0.2  | 0.4       |

\[ T^{23} = T^{32} = 2it_7 \sin k_y + 4it_8 \sin k_y \cos k_x, \]

where a bar on top of a matrix element denotes the complex conjugate, \( \mu \) and \( \nu \) range from 1 to 3 and label the orbitals \( d_{\nu \gamma} \) (1), \( d_{\nu \omega} \) (2), and \( d_{\nu \delta} \) (3). Since the Hamiltonian for a one-iron unit cell is here considered, then \( \mathbf{k} \) runs within the corresponding extended Brillouin zone (BZ) \(-\pi < k_x, k_y \leq \pi\). The actual values for the hopping amplitudes are in Table I.

The Coulombic interacting portion of the three-orbital Hamiltonian is given by:

\[
H_{\text{int}} = U \sum_{\mathbf{k} \alpha} n_{\mathbf{k} \alpha \uparrow} n_{\mathbf{k} \alpha \downarrow} + (U' - J/2) \sum_{\mathbf{k} \alpha \beta} n_{\mathbf{k} \alpha} m_{\mathbf{k} \beta} - 2J \sum_{\mathbf{k} \alpha \beta} S_{\mathbf{k} \alpha} \cdot S_{\mathbf{k} \beta} + J \sum_{\mathbf{k} \alpha \beta} \left( d_{\mathbf{k} \alpha \uparrow} d_{\mathbf{k} \alpha \uparrow}^\dagger d_{\mathbf{k} \beta \downarrow} d_{\mathbf{k} \beta \downarrow}^\dagger + \text{h.c.} \right),
\]

where \( \alpha, \beta = 1, 2, 3 \) denote the orbitals, \( S_{\mathbf{k} \alpha} \) \((n_{\mathbf{k} \alpha})\) is the spin (electronic density) of orbital \( \alpha \) at site \( \mathbf{i} \) (this index labels sites of the square lattice defined by the ions), and the relation \( U' = U - 2J \) between the Kanamori parameters has been used.\(^{22}\) The first two terms give the energy cost of having two electrons located in the same orbital or in different orbitals, both at the same site, respectively. The second line contains the Hund’s rule coupling that favors the ferromagnetic (FM) alignment of the spins in different orbitals at the same lattice site. The “pair-hopping” term is in the third line and its coupling is equal to \( J \) by symmetry. Note that the values used for \( U \) and \( J \) can be substantially smaller than the atomic ones, because the interactions may be screened by bands not included in the Hamiltonian. The Coulombic interaction terms introduced above have been used and discussed in several previous publications,\(^{13,18,20,23,31}\) where more details can be found by the readers. All energies are provided here in electron volts. As shown in Ref.\(^{31}\), the electronic density of relevance for this model is \( n = 4 \) to reproduce the expected Fermi surface in the paramagnetic regime.

In the present investigation, two five-orbital models (also based only on the \( d \) electrons of Fe) have also been used, at electronic density \( n = 6 \). By supplementing the three-orbital model by more complicated five orbital versions, our main goal is to verify the self-consistency of our approach. In other words, if the many models, with similar Fermi surfaces by construction, would give quite different ranges of couplings for the compatibility with neutron and ARPES results, then this would raise concerns about the entire calculation. It turns out that, as shown below, the \( J/U \) and \( U \) ranges that are found to be physically reasonable are similar in all cases, demonstrating that our approach is self-consistent. With regards to the specific five-orbital models used here, the tight-binding parameters of one of them are in the Appendix, while another set of hoppings is from Ref.\(^{[21]}\). At \( U = 0 \), all these models provide a Fermi surface (see below) that compares well with experiments and band structure calculations for the 122 compounds. The Coulombic interactions for five-orbitals are the obvious generalization of the terms used for three-orbitals.

### B. The mean-field approximation

To study the ground state properties of the models introduced before, a mean-field approximation will be applied. This approximation was already presented in previous publications\(^{16,23}\) but it is here also discussed for completeness. The simple standard assumption of considering only the mean-field values for the diagonal operators is followed:\(^{22}\)

\[
(d_{\mathbf{k} \mu \sigma}^\dagger d_{\mathbf{k} \nu \sigma'}^\dagger + d_{\mathbf{k} \nu \sigma}^\dagger d_{\mathbf{k} \mu \sigma'}) = \left( n_{\mu} + \frac{\sigma}{2} \cos (\mathbf{q} \cdot \mathbf{r}_{\mu}) \right) \delta_{\mu \nu} \delta_{\sigma \sigma'},
\]

where \( \mathbf{q} \) is the ordering wavevector of the magnetic order. \( n_{\mu} \) and \( m_{\mu} \) are mean-field parameters (to be determined self-consistently) describing the charge density and magnetization of the orbital \( \mu \), respectively. The rest of the notation is standard. Applying Eq. (9) to \( H_{\text{int}} \), the mean-field Hamiltonian in momentum space can be written as

\[
H_{\text{MF}} = H_{\text{TB}} + C + \sum_{\mathbf{k} \mu \sigma} \epsilon_{\mu} d_{\mathbf{k} \mu \sigma}^\dagger d_{\mathbf{k} \mu \sigma} + \sum_{\mathbf{k} \mu \sigma} \eta_{\mu \sigma} (d_{\mathbf{k} \mu \sigma}^\dagger d_{\mathbf{k} + \mathbf{q} \mu \sigma} + d_{\mathbf{k} + \mathbf{q} \mu \sigma}^\dagger d_{\mathbf{k} \mu \sigma}),
\]

where \( \mathbf{k} \) runs over the extended first BZ, \( H_{\text{TB}} \) is the hopping term in Eq. (1), the constant \( C \) is

\[
C = -NU \sum_{\mu} \left( n_{\mu}^2 - \frac{1}{4} m_{\mu}^2 \right) - N(2U' - J) \sum_{\mu \nu} n_{\mu} n_{\nu} + \frac{NJ}{2} \sum_{\mu \nu} m_{\mu} m_{\nu},
\]

\( N \) is the number of sites, and the following definitions were introduced

\[
\epsilon_{\mu} = U n_{\mu} + (2U' - J) \sum_{\nu \nu} n_{\nu},
\]

\[
\eta_{\mu \sigma} = -\frac{\sigma}{2} \left( U m_{\mu} + J \sum_{\nu \nu} m_{\nu} \right).
\]

The mean-field Hamiltonian can be numerically solved for a fixed set of mean-field parameters using standard library subroutines. \( n_{\mu} \) and \( m_{\mu} \) are obtained self-consistently by minimizing the energy via an iterative process. During the iterations \( \sum_{\mu} n_{\mu} = n \) was enforced at each step, such that the total charge density is a constant (4 for the three-orbital model, and 6 for the five-orbital models). The reader should assume that these are the electronic densities used for these models.
throughout the manuscript, both in the mean-field approximation and for the RPA approximation as well. Note also that the numerical solution of the mean-field Hamiltonian immediately allows for the calculation of the band structure, density of states (DOS), and magnetization \( m = \sum_n n_p \) at the ordering wavevector \( q \). Moreover, the photoemission spectral function can also be calculated, as explained in Ref. 18.

III. RESULTS FOR THE THREE-ORBITAL MODEL

Our discussion of results starts with the three-orbital model. Some aspects of this discussion have been briefly mentioned in other publications, thus references to those previous efforts are provided where appropriate.

A. Comparison with neutron scattering experiments

Figure 1 contains the mean-field order parameter \( m \) at wavevector \((\pi, 0)\) vs. \( U \). The plotted values for \( m \) arise from the numerical solution of the mean-field equations discussed in the previous section. For small values of \( J/U \), such as 0.00 and 0.05, in Fig. 1 \( m \) discontinuously jumps from zero to a robust value at a critical \( U \). While such a discontinuity is observed in all models discussed in this paper, its origin is not universal. It is caused by a metal-insulator transition in a four-band model, see Sec. II.C.4 of Ref. 18. In the three-orbital model, the discontinuity only coincides with the opening of a gap for smaller \( J/U \lesssim 0.15 \), and is rather marked by the sudden onset of strong orbital order, with a close competition between substantial alternating and nearly perfect ferro-orbital order.

For larger \( 0.15 \lesssim J/U \lesssim 0.22 \), states with both types of orbital order can remain metallic for a small range of \( U \) just above the onset of strong orbital order, but the FS is qualitatively very different from ARPES results, e.g. it does not feature any sign of hole pockets around the \( \Gamma \) point. At or rapidly after the critical \( U \), the density of states develops a gap (not shown), signaling insulating behavior, in contradiction with the experimentally observed (bad) metallic character of the undoped pnictides. Moreover, as a consequence of the discontinuity, the order parameter \( m \) in the range of small \( J/U \) never reaches the realistic values for pnictides reported in neutron scattering experiments, i.e. \([0.25,1.0]\) for \((\pi, 0)\) magnetic order. Thus, these results for small \( J/U \) start illustrating one of the main messages of this publication, namely that within undoped pnictides imposes severe constraints on the values of \( U \) and \( J/U \) for the multi-orbital Hubbard models. In particular, it is clear that \( J/U = 0.00 \) and 0.05 do not seem physically appropriate to describe the pnictides.

As \( J/U \) increases further, \( m \) now develops (becomes nonzero) at an earlier critical value of \( U \), allowing for a proper description of materials with weak magnetic order parameters such as the “1111” family. Note that for \( J/U = 0.10, 0.15 \), and 0.20 , a discontinuity is still present in \( m \) vs. \( U \), so not all values of the order parameter \( m \) are possible, while for larger \( J/U \) the \( m \) curves are no longer discontinuous. \( J/U = 0.50 \) is the largest ratio that should be considered to avoid a negative \( U' \) due to the relation \( U = U' + 2J \). Thus, adding this information to the results for \( m \) and its comparison with neutron scattering, the proper range of \( J/U \) couplings naively becomes \([0.10,0.50]\), with \( U \) larger than the first critical value where \( m \) develops. However, if in addition it is considered that \( J \) should be smaller than \( U' \), then this reduces the range further to \([0.10,0.33]\), since \( J = U' \) at \( J/U = 1/3 \).

B. Comparison with ARPES experiments

As discussed in the Introduction, another experimental source of information that can be used to reduce the allowed range of couplings in the Hubbard model is provided by the ARPES results for undoped pnictides. As previously mentioned, a common generic feature of several ARPES experiments at low temperatures in the SDW phase is the development of “extra” features (pockets) near the original \( \Gamma \)-point hole pockets of the noninteracting limit. To search for these features, within our mean-field approximation the one-particle spectral function \( A(k, \omega) \) has been calculated, and the Fermi surface results have been analyzed in a wide range of \( U \) and \( J/U \), using a \( \delta \)-function broadening 0.025 eV.

Shown in Fig. 2 are representative results of our ARPES calculations (see also Refs. 31,33). The focus is on a range of \( J/U \) and \( U \) where mean-field ARPES contains a \( \Gamma \)-point hole pocket, as in the original \( U = 0 \) bandstructure (presumably corresponding to the high temperature non-magnetic regime as well), and in addition “satellite” pockets as in ARPES, in between the original hole and electron pockets along the \( k_x \) axis. The results have not been folded, but are representative of a single-domain spin order wavevector, in this case \((\pi, 0)\), and with only one Fe per unit cell. Figure 2 shows representative cases where these satellites are clearly present [the satellite pockets tend to be electron-like for small \( U \), switching to hole-like for slightly larger, but still realistic, values
FIG. 2: Unfolded mean-field Fermi surfaces for the three-orbital model corresponding to \((m=\text{order parameter})\) (a) \(U=0\), as reference (there are two hole pockets at \(\Gamma\) but they appear merged due to the broadening used for plotting); (b) \(J/U=0.33, U=0.6, m=0.2\); (c) \(J/U=0.20, U=1.0, m=0.4\); and (d) \(J/U=0.25, U=1.05, m=0.6\).

FIG. 3: Unfolded band structure mean-field results for the three-orbital model and cases (a) \(U=0\), as reference; (b) \(J/U=0.33, U=0.6, m=0.2\); (c) \(J/U=0.25, U=1.05, m=0.6\). Panels (b) and (c) show a \(V\)-shaped pocket in between the \((0,0)\) and \((\pi,0)\) points. The scale used (arbitrary units) is on the right of the panels.

The corresponding values of \(J/U\) and \(U\) are indicated in the figure caption. These physically acceptable Fermi surfaces from the ARPES perspective are found in the same approximate range of couplings as those selected from the \(m/\text{neutrons}\) perspective, as discussed above. It has been suggested before that a reduced ordered magnetic moment goes together with realistic \(A(k, \omega)\) in numerical approaches like density-functional theory\(^{38}\) and the present mean-field scheme\(^ {33}\) and we see here that this is not accidental, but that the analysis of both neutrons and ARPES are mutually consistent over a larger parameter range, as well as for a variety of models, see Sec.\(\text{IV}\). The four panels shown are qualitatively similar and further refinements in the so-called “physical region” (see Fig.\(\text{II}\)) will need better tools for calculations and more accurate ARPES experiments.

In Fig.\(\text{III}\) some of the full spectral functions are shown, and compared with the \(U=0\) case. The appearance of \(V\)-shaped features, that induce the presence of satellite pockets, is clearly visible in these figures. These mean-field results for \(A(k, \omega)\) are qualitatively consistent with ARPES experiments for the pnictides that have reported similar \(V\)-shaped branches\(^ {39}\).

The results of Fig.\(\text{II}\) are in qualitative agreement with experiments, as already remarked in Ref.\(^ {33}\). Moreover, our comprehensive analysis of \(A(k, \omega)\) has shown that these features do not appear in other regions of the \(U-J/U\) phase diagram. For instance, before the critical \(U\) where \(m\) develops from zero there are no satellite pockets, since they arise from the nonzero magnetic order and nesting effects. In the other extreme of \(U\) couplings larger than those used in Fig.\(\text{II}\), the Hubbard model simply becomes insulating (as discussed before in Ref.\(^ {18}\)), and there is no longer a Fermi surface.
C. Summary phase diagram for three orbitals

The values of the order parameter $m$ and their comparison with neutron scattering results, and the Fermi surfaces and their comparison with photoemission experiments, lead us to the mean-field phase diagram shown in Fig. 4 one of the main results of this effort. In this figure, the range of $U$-$J/U$ couplings compatible with neutron-ARPES experiments is labeled “physical region”. This region is relatively small, providing substantial constraints on the parameters to be used in three-orbital Hubbard model investigations. If $U$ is smaller than in the physical region, then the state is not magnetic; if $U$ is larger, the state is insulating or it has a much distorted Fermi surface. If $J/U$ is smaller than in the physical region, there is no room for the small and intermediate value order parameters found in neutron scattering; if $J/U$ is larger, then $U'$ becomes too small or negative and thus unphysical.

It is important to clarify that our mean-field approximation does not incorporate the effect of fluctuations. For this reason this type of approximations are somewhat “rigid” and it can be expected, although actual calculations are very difficult, that the true “physical region” may be larger than shown in Fig. 4. Thus, readers should consider the location of our “physical regions” as the center of a potentially broader area where agreement with experiments can be found. But this does not invalidate our main point: intermediate $U$’s and intermediate $J/U$’s are needed for agreement with available neutrons, transport, and photoemission experiments.

A final remark is with regards to the actual value of $U$ of order just 1 eV in the physical region: this cannot be the bare $U$ but must already incorporate the influence of screening in a model where the long-range Coulomb interactions are included. It is for this reason that standard metals in general tend to have very small $U$s when studied via Hubbard-like models, while it is known that the bare atomic values for $U$ are always of several eVs.

IV. RESULTS FOR FIVE-ORBITAL MODELS

In this section, results for two five-orbital models are presented, with a similar organization as for three orbitals. The hopping amplitudes and on-site energies of a novel “Model 1” are provided in the Appendix (using as criterion for their determination finding qualitative agreement with band calculations, as shown in Fig. 6(a)). The more accurate “Model 2” is the model introduced in Ref. 21, where the reader can find the actual values of the parameters. These two models generate similar Fermi surfaces, but the values for the hopping amplitudes are rather different. Thus, they are useful to test whether our conclusions do or do not depend on small details. Indeed, an overall conclusion of our study is that the “physical region” is qualitatively similar for all the models analyzed in this manuscript. Both models studied in this section are at electronic density $n = 6.0$ in order to address the parent compounds. The δ-function broadening used here is 0.01 eV.

A. Comparison with neutron scattering for Model 1

The mean-field order parameter at wavevector $(\pi, 0)$ vs. $U$ for Model 1 is shown in Fig. 5 parametric with $J/U$. These results are in several aspects qualitatively similar to those discussed before for three orbitals in Fig. 1 but there are some differences. For instance, in this case a discontinuity in $m$ is found for all the values of $J/U$ investigated. This shows that for this model and using mean-field techniques, there is a range of values of $m$ (roughly between 1 and 2.5 depending on $J/U$) for which there are no solutions. It turns out that neutron scattering experiments for 1111 and 122 materials have unveiled low to intermediate values of $m$, and such order parameters fit in the range where the mean-field analysis provides stable solutions. Thus, for the case of five orbitals, the comparison between the order parameter $m$ and neutron scattering simply restricts $U$ to be between the first critical value, where $m$ develops, and the second critical coupling where the discontinuity occurs. This range is larger for small $J$ than for larger values. However, it should be noted that the magnetization in each orbital is parallel even for small $J$ and $U$, in contrast to the state with antiparallel orbital magnetization found in Ref. 25 and in contrast to the model discussed in Sec. IV D. The small overall magnetic moment results here from weak magnetization of the individual orbitals rather than from their partial cancellation.

FIG. 4: Phase diagram for the three-orbital model obtained with the mean-field approximation described in the text. The “physical region” in yellow is the regime of couplings found to be compatible with neutron and photoemission experiments. The “non-magnetic" region corresponds to a regime where the state has a zero order parameter. In the “insulator" region, there is no Fermi surface and the state is insulating. The “discontinuity" label corresponds to the discontinuous jump in the order parameter shown in Fig. 1. The entire "magnetic metallic" regime could in principle have been compatible with experiments, but only in the yellow highlighted region is that $m$ is sufficiently small-intermediate in value and the Fermi surface has satellite pockets near the $\Gamma$-point hole pockets.
FIG. 5: Mean-field order parameter at wavevector $(\pi, 0)$ vs. $U$ (in eV units) for the five-orbital Model 1 discussed in the text, parametric with the values of $J/U$ indicated. Note the presence of a critical $U$ where the order parameter first develops, and a second critical $U$ where a discontinuity occurs (see also Ref. [18]).

B. Comparison with ARPES experiments for Model 1

The comparison between the mean-field one-particle spectral function for the five-orbital models and ARPES experiments introduces more severe restrictions on the values of $J/U$ and $U$ than those discussed before in the neutron scattering context. Figure 6 shows the Fermi surfaces of Model 1 for special values of $J/U$ and $U$ in a region compatible with ARPES. Qualitatively, these results resemble those of the three-orbital model: there are remnants of the original hole and electron pockets of the non-interacting limit and, in addition, there are satellite features near the $\Gamma$-point (and also near the original non-interacting electron pocket at $(\pi, 0)$).

Figure 7 shows the actual bands for the five-orbital Model 1 for the non-interacting case and one example of a set of couplings with satellite pockets created by the magnetic order. While qualitatively similar to the results for three orbitals (Fig. 3), there are some interesting differences: here the V-shaped features that originate the satellite pockets arise from a combination of two bands while for three orbitals they emerge from the bending of a single band (see also Ref. [33]). However, the level of accuracy of the ARPES experiments is not sufficient to distinguish between these two cases, plus there is still room to further refine the hopping amplitudes of the models used here to adjust for finer details of the ARPES experiments.

Even in regions of parameter space where the ground state is magnetic and metallic, and the order parameter is in the range of neutron’s experiments, the Fermi surface may still be qualitatively different from that observed in ARPES. As an example, consider the case shown in Fig. 8 corresponding to $J/U = 0.10$. These mean-field results for $A(k, \omega)$ are clearly different from those shown before in Fig. 6 and regions where this type of discrepancies are found are removed from the “physical region” for the model.

C. Summary phase diagram for the five orbitals Model 1

Similarly as for three orbitals, here a summary phase diagram is provided for the five-orbital Model 1 in Fig. 9. The labeling convention is the same as for three orbitals in Fig. 4. Using the information about neutron scattering and order parameters restricts $U$ and $J/U$ simply to be between the non-magnetic region and the discontinuity line. From these perspectives alone the “physical region” would be much larger.
FIG. 7: Unfolded band structure mean-field results for the five-orbital Model 1 and cases (a) $U = J = 0$, as reference, and (b) $J/U = 0.28$, $U = 1.45$, $m = 0.7$, illustrating in (b) the origin of the satellite pockets shown in Fig. 6. The scale used (arbitrary units) is on the right.

FIG. 8: Fermi surface of the five-orbital Model 1 in the mean-field approximation for the case $J/U = 0.10$, $U = 2.1$, and $m = 0.36$. The lack of qualitative similarity with ARPES experiments shows that these couplings are not physically relevant to describe the pnictides.

than for the three orbitals case. However, considering the Fermi surface shape and its comparison with ARPES introduces more severe constraints, basically excluding the small $J/U$ regime below 0.15. As a consequence, the final “physical region” ends up being similar to that obtained with the three-orbital model. As explained in Sec. III.C, note also that fluctuations beyond our mean-field approximation are expected to render the “physical region” actually larger than displayed in Fig. 9.

D. Comparison with neutron scattering for Model 2

The mean-field order parameter at wavevector $(\pi, 0)$ vs. $U$ is shown for Model 2 in Fig. 10 parametric with $J/U$. Compared with the results for Model 1 in Fig. 5 note that now the discontinuity in the order parameter occurs only at small $J/U$. In this respect, the results for Model 1 are similar to those recently reported for a similar model where small $J/U$ and intermediate $U$ were emphasized (see also Ref. [18]). This similarity persists in the microscopic details of the state realized at small $J$. The values for the magnetization of different orbitals can here have a different sign, i.e., the intermediate-spin state with antiparallel orbital magnetization discussed in Ref. [25] is stabilized. While neutron scattering can only detect the overall moment and is not expected to distinguish between this scenario and the one with parallel magnetization found in other models, the precise microscopic nature of the state realized in iron pnictide compounds remains to be clarified.

E. Comparison with ARPES experiments for Model 2

Similarly as presented for Model 1 and for the three-orbital model, Figure 11 shows the Fermi surfaces for special values of $J/U$ and $U$ in a region found to be qualitatively compatible with ARPES. These Fermi surfaces show remnants of the non-interacting Fermi surfaces, plus satellite extra features near the $\Gamma$- and $(\pi, 0)$-points. Note that the character of these satellites, namely whether they are electron or hole pockets, depends on details and our focus has only been on the existence of extra features in the correct location as compared with ARPES. Figure 12 shows the bands for the five-orbital Model 2, both for the non-interacting case and for one example from the set of couplings used in Fig. 10. Most of the comments already made for the band structure of Model 1 with regards to the $V$-shaped features apply to Model 2 as well. However, it is interesting to notice that the satellite pockets are mainly electron-like for Model 1 and hole-like for Model 2.
FIG. 10: Mean-field order parameter at wavevector $(\pi,0)$ vs. $U$ (in eV units) for the five-orbital Model 2, parametric with the values of $J/U$ indicated. Note that compared with Fig. 5 the discontinuity in the order parameter now only occurs at small $J/U$.

**F. Summary phase diagram for the five orbitals Model 2**

As for the other models considered in this effort, in Fig. 13 a summary phase diagram is provided for the five-orbital Model 2. The labeling convention is the same as in Figs. 4 and 9 as well as the procedure to establish the so-called “physical region”. The approximate location of this region with regards to $U$ and $J/U$ is similar to that reported in Figs. 4 and 9 showing again that our conclusions do not strongly depend on details. The physical region in Fig. 13 is narrow along the $U$ axis direction because $m$ changes rapidly with increasing $U$, at small $m$. But, as discussed in Sec. III.C, fluctuations beyond mean-field approximations are expected to expand the size of the physical regions of the various models.

**V. RPA PAIRING SYMMETRIES ANALYSIS**

After having established a regime of couplings $U$ and $J/U$ where the mean-field approximation to the multiorbital Hubbard model gives a qualitative agreement with neutron and ARPES experiments, and also with the metallic nature of the undoped compounds, it is interesting to investigate what kind of pairing tendencies are observed in those regions of parameter space. Unfortunately, the number of many-body tools available to carry out such investigation is very small. While for the two-orbital model it is possible to carry out Lanczos studies on small clusters to at least analyze the quantum numbers of the ground state with two extra particles, for three orbitals or more this calculation is no longer practical. There are also no sign-problem-free Monte Carlo techniques available for these complex calculations. Thus, here the Random Phase Approximation will be used. Experience with the cuprates indicates that this method did capture the relevance of $d$-wave pairing in that context and for this reason it will be used here as well, although with the caveat that the method is qualitative at best. RPA has been recently applied to the five-orbital Model 2 considered here and the dominance of $A_{1g}$ states was unveiled at small $J/U$, with $B_{1g}$ a close competitor. In our investigations shown below, in the “realistic” regime of couplings the RPA dominant pairing tendency always has nodes or quasi-nodes, an interesting result in view of

FIG. 11: Unfolded Fermi surfaces of the five-orbital Model 2 in the mean-field approximation at $n = 6.0$, for (a) $U = J = 0$, as reference; (b) $J/U = 0.20$, $U = 1.35$, $m = 0.2$; (c) $J/U = 0.25$, $U = 1.35$, $m = 0.5$; and (d) $J/U = 0.30$, $U = 1.25$, $m = 0.6$. As in the previous cases (Figs. 2 and 6) and as in ARPES experiments, the results show distorted $\Gamma$-point hole pockets and satellite features next to them (and also next to the electron pockets at $(\pi,0)$).
A. Random Phase Approximation Formalism

For completeness, here the RPA approximation will be briefly reviewed, with emphasis on some technical aspects. This section follows the formalism already described in Refs. [21] and [65]. Assuming that spin fluctuations (excitations in the paramagnetic state above the critical temperature, also called paramagnons) are responsible for the pairing mechanism present in the iron-pnictides, the RPA method will be used to study these fluctuations (caused by itinerant carriers) beyond the mean-field level. In linear response theory, prior to including the many-body interactions, these spin-wave-like excitations are obtained from the non-interacting Lindhard function (here defined for a multi-orbital model)

$$\chi_{l_1 l_2 l_3 l_4}(q) = \sum_k G_{l_1 l_2}(k + q) G_{l_3 l_4}(k),$$

where each of the four indices needed to characterize the Lindhard function takes the values $l_1 = 1, ..., n_o$ ($i = 1, ..., 4$), with $n_o$ the total number of orbitals being considered (here, $n_o = 3$ or $n_o = 5$). The non-interacting Green’s function, which describes the propagation of the elementary excitations present in the non-interacting model, can be written as

$$G_{l_1 l_2}(k, \omega) = \sum_{\mu} \langle l_1 | \mu k \rangle \langle \mu k | l_2 \rangle \delta(\omega - E_{\mu}(k)).$$

where $b_{l_1}^\dagger(k) = \langle l_1 | \mu k \rangle$ projects the tight-binding state $|\mu k\rangle$ into the orbital $|l_1\rangle$, where $\mu$ labels which one of the $2n_o$ tight-binding bands (in the extended BZ, with one iron per unit cell) the tight-binding state belongs to (with energy $E_{\mu}(k)$). Introducing many-body interactions in the model, the Lindhard function gives origin to (distinct) spin and charge susceptibilities, which, calculated at the RPA level through a Dyson equation, can be expressed as (using matrix equations),

$$\hat{\chi}_s(q) = \frac{\hat{\chi}_s^0(q)}{1 - U^s \hat{\chi}_s^0(q)},$$

$$\hat{\chi}_c(q) = \frac{\hat{\chi}_c^0(q)}{1 + U^c \hat{\chi}_c^0(q)},$$

where expressions for the non-zero matrix elements of $\hat{U}^s$ and $\hat{U}^c$, in terms of the many-body interactions, can be found in Refs. [21] and [65]. The magnetic susceptibility (both RPA and bare) to be shown below in, e.g., Fig. 14, is given by

$$\chi_s(q) = \frac{1}{2} \sum_{l_1 l_2} \langle \chi_s(q) \rangle_{l_1 l_2} \chi_{l_1 l_2}^0 \chi_{l_1 l_2}^0.$$  

These RPA susceptibilities are used to construct a spin-singlet pairing interaction describing the exchange of charge (orbital) and spin fluctuations, resulting in an effective electron-electron interaction,

$$\hat{V}^s(q) = \frac{3}{2} \hat{U}^s \hat{\chi}_s(q) \hat{U}^s - \frac{1}{2} \hat{U}^c \hat{\chi}_c(q) \hat{U}^c + \frac{1}{2} (\hat{U}^s + \hat{U}^c).$$

of the current experimental controversy between ARPES and other techniques with regards to the nodal structure of the superconducting state. It is also important to remark that other irreducible representations are closely competing with those that dominate, and small changes in parameters alter their relative dominance.
Assuming that the dominant scattering occurs close to the Fermi surface, one can calculate the scattering amplitude of a Cooper pair between two points at the Fermi surface \([\mathbf{k}, -\mathbf{k}] \rightarrow [\mathbf{k}', -\mathbf{k}']\), where the momenta \(\mathbf{k}\) and \(\mathbf{k}'\) are restricted to the Fermi surface pockets \(i\) and \(j\), which span the existing pockets for the chemical potential used. To indicate this restriction a subscript \(i\) (or \(j\) is added to the bands \(\mu\) and \(\nu\) in question, and the (symmetrized) interaction vertex becomes:

\[
\Gamma_{ij}(\mathbf{k}, \mathbf{k}') = \sum_{l_1, l_2, l_3, l_4} b^{l_1, *}_{\mu_i}(\mathbf{-k}) b^{l_2, *}_{\mu_j}(\mathbf{k}) \text{Re} \left[ V^{l_1, l_2}_{i j} (\mathbf{k}, \mathbf{k}') \right] \times \left[ b^{l_3}_{\nu_i}(\mathbf{k}) b^{l_4}_{\nu_j}(\mathbf{-k}') \right],
\]

which, after plugging into the linearized Eliashberg equation, results in a dimensionless pairing strength functional:

\[
\lambda[g(\mathbf{k})] = \frac{\sum_{ij} \int_{C_i} \frac{dk'}{4\pi^2} \frac{1}{v_F(k')} \Gamma_{ij}(\mathbf{k}, \mathbf{k}') g_j(\mathbf{k}')}{4\pi^2 \sum_{ij} \int_{C_i} \frac{dk}{v_F(k)} [g(\mathbf{k})]^2},
\]

where the superconducting gap \(\Delta(\mathbf{k})\) (in reciprocal space) was separated into an amplitude \(\Delta\) and a function \(g(\mathbf{k})\), which should have the symmetry of one of the irreducible representations of the corresponding point group (in the case of the pnictides, the \(D_{4h}\) group is considered, with representations \(A_{1g}, A_{2g}, B_{1g}, B_{2g}\), and \(E_g\)). The stationary condition leads to an eigenvalue problem defined over the Fermi surface:

\[
-\sum_{ij} \int_{C_i} \frac{dk'}{4\pi^2 v_F(k')} \Gamma_{ij}(\mathbf{k}, \mathbf{k}') g_j(\mathbf{k}') = \lambda g_i(\mathbf{k}),
\]

which is an eigenvalue problem involving a matrix \([\Gamma(\mathbf{k}, \mathbf{k}')]\), and where \(g_i(\mathbf{k})\) is the value of the gap function for a point \(\mathbf{k}\) at the pocket \(i\), and \(\lambda\) is the associated eigenvalue. The highest eigenvalue (normalized to 1) indicates what gap function will have the highest critical temperature. The dimension of the matrices to be diagonalized will be determined by the number of \(\mathbf{k}\) points taken along the Fermi surface. For the calculations shown here, it was observed that considering approximately 200 points along the Fermi surface provides a good convergence. All calculations were done at temperature \(T = 0.02eV\), and an imaginary part \(\eta = 10^{-5}\) was used to regularize the Green’s functions. All the sums over the BZ were done with uniform \(64 \times 64\) meshes (calculations with a \(128 \times 128\) mesh yielded qualitatively the same results).

### B. RPA Pairing Symmetries for the Five-Orbital Model 1

The RPA analysis of the “realistic” \(U\) and \(J/U\) regime will start here with the five-orbital Model 1. In Fig. 14, the RPA results for the magnetic susceptibility \(\chi_S\) are shown for two values of \(J/U\) (and slightly different \(U\)). The case \(J/U = 0.15\) is close but outside the “physical region” of Fig. 9, while \(J/U = 0.28\) is clearly inside that region. However, with regards to \(\chi_S\), the figure shows that there are no substantial changes in the magnetic response for these two \(J/U\): an approximately flat bare \(\chi_S\) becomes a RPA \(\chi_S\) with a sharp peak at the correct wavevector \((\pi, 0)\).

![FIG. 14: Bare and RPA magnetic susceptibilities vs. BZ wavevector, at the values of \(U\) and \(J/U\) indicated, for the five-orbital Model 1.](image)

The RPA pairing eigenvalues \(\lambda\) are shown in Fig. 15 (a) as a function of \(U\), at a constant \(J/U = 0.15\). Shown in (a) are the four first eigenvalues, that happened to have the four different symmetries that are indicated (as opposed to repeating some symmetries). The dominant one is \(A_{1g}\), in agreement with Ref. 21 using the five-orbital Model 2. The actual pairing function for this dominant eigenvalue is shown in Fig. 15 (b). This is qualitatively of the form of the well-known \(s^{\pm}\) pairing, with different signs between the hole and electron pockets. However, the actual gap values are not uniform along each pocket. Actually, all the pockets present some narrow regions where the gap functions nearly vanish, a feature quite reminiscent of nodes (dubbed here quasi-node). Overall, these results, and those presented below for Model 2 and for
the three-orbital model, are compatible with the recent observations in Refs. [22][65] that pockets at \((\pi, \pi)\) suppress nodes in the \(A_{1g}\) sector while the absence of those pockets produce a nodal \(A_{1g}\) (note that in some of our results here and below, the superconducting order parameter at \((\pi, \pi)\) is weak and difficult to see).

In Fig. [15] (c), the pairing function of the subdominant eigenvalue is shown. By mere inspection it is clear that it belongs to the \(B_{1g}\) sector, in qualitative agreement with Ref. [21] that also identified this symmetry as the first competitor to \(A_{1g}\). Thus, for \(J/U = 0.15\) our results are similar to those previously reported\[21] and have the value of providing a test of our procedure. However, Fig. [15] (a) contains extra information not discussed before: it also shows that two other eigenvalues are nearly degenerate with \(B_{1g}\) and in view of the approximate nature of the calculation they should also be considered as important competitors. These extra competitors belong to the \(B_{2g}\) and \(A_{2g}\) sectors. In particular the \(B_{2g}\) is compatible with the Lanczos results found for the two-orbital model in a similar “intermediate \(U\)’ region of parameter space.\[13]

The presence of pairing states with nodes also extends to the regime of electron doping. For instance, for density \(n = 6.125\) our RPA studies (not shown) indicate the dominance of a \(B_{1g}\) state for \(J/U = 0.28\) and \(0.35\), with an \(A_{1g}\) state with nodes being the subdominant pairing. While small changes alter the relative balance between the many competing states, all of those states, including the \(A_{1g}\), present a nodal (or quasi-nodal) structure at the RPA level used here.

It is worth discussing these results in a historical context. In previous RPA studies of one-orbital Hubbard models in the spin-singlet channel, it was observed a dominance of the well-known \(d_{x^2-y^2}\)-wave state over other channels\[22]. Calculations in the one-orbital context did not report the presence of other pairing states so close to the dominant one as shown here and in Ref. [21]. In fact, the only competitors to the \(d\)-wave state that have been identified for the case of one orbital are spin-triplet \(s\)-wave odd-frequency states (not studied in our present investigations due to their spin-triplet nature). The appearance of odd-frequency states as competitors was analyzed in studies on square lattices\[20] as well as on triangular lattices\[21]. But among the spin-singlet states, the dominance of \(d\)-wave was clear for one orbital. Thus, finding in the multiorbital models so many spin-singlet even-frequency states competing with the dominant ones is surprising and merits further work. These results suggest that within the pnictide family different pairing channels may be stable in different pnictide compounds since small changes in parameters, such as caused by chemical doping or pressure, may lead to changes in the dominant pairing tendency.

![FIG. 16: (a) RPA pairing eigenvalues vs. \(U\), at \(J/U = 0.28\), for the five-orbital Model 1. The symmetries of each eigenvalue are indicated. (b) Dominant \(A_{2g}\) gap function with a similar color convention as in Ref. [21](blue and red denoting different signs). (c) Subdominant state belonging to the \(B_{1g}\) representation.](image)

Figure [16] provides novel interesting information. Switching now to \(J/U = 0.28\), i.e. inside the \(U-J/U\) region considered realistic based on neutron and ARPES experiments, the dominant eigenvalue now belongs to the \(A_{2g}\) irreducible representation (with a gap function shown in (b)). \(B_{1g}\) (see (c)) is still the subdominant tendency, but it is nearly degenerate with \(B_{2g}\). For this value of \(J/U\) the \(A_{1g}\) channel is 4th in the relative order. Thus, a relatively small variation in \(J/U\) induces a qualitatively drastic rearrangement of pairing eigenvalues. However, all of them have nodes (or quasi-nodes as in the case of \(A_{1g}\)). Thus, it appears unavoidable to conclude that nodal superconductivity should be present in the pnictides, at least within pairing tendencies that rely on electronic mechanisms (and within the RPA and mean-field approximations).

![FIG. 17: Bare and RPA magnetic susceptibilities vs. BZ wavevector, at the values of \(U\) and \(J/U\) indicated, for the five-orbital Model 2.](image)

C. RPA Pairing Symmetries for the Five-Orbital Model 2

For completeness, the RPA analysis for Model 2 is here included. Model 2 was already studied in Ref. [21], but here the focus will be on the “realistic” regime of \(U\) and \(J/U\). In Fig. [17] the RPA results for the magnetic susceptibility \(\chi_S\) are shown. For representative values of \(U\) and \(J/U\), there is a clearly dominant peak at wavevector \((\pi, 0)\), although there are subdominant peaks at other momenta as well. The results at other value of \(U\) and \(J/U\) in the vicinity of the one shown are similar.

The corresponding RPA pairing eigenvalues \(\lambda\) are shown in Fig. [18] (a) as a function of \(U\), at a constant \(J/U = 0.28\). Following a similar organization as in the case of Model 1, shown.
FIG. 18: (a) RPA pairing eigenvalues vs. $U$, at $J/U = 0.28$, for the five-orbital Model 2. The symmetries of each eigenvalue are indicated. (b) Dominant $A_{1g}$ gap function with a similar color convention as in Ref. [21] (blue and red denoting different signs). (c) Subdominant state belonging to the $B_{1g}$ representation.

in (a) are the four first eigenvalues. The dominant one is $A_{1g}$ with nodes, in agreement with Refs. [21][22]. The pairing function for this dominant eigenvalue is shown in Fig. 18(b): it has different signs between the hole and electron pockets, and the actual gap values are not uniform along each pocket, actually presenting nodes. In Fig. 18(c), the pairing function of the subdominant eigenvalue is shown. It belongs to the $B_{1g}$ sector, as found in Ref. [21]. The importance of our results is that using exactly the same formalism our approach does properly reproduce previous results with regards to the dominance of the $A_{1g}$ sector for Model 2, while Model 1 (with a very similar Fermi surface) has pairing in other channels. This highlights again that very small changes in parameters can dramatically alter the pairing instability channel.

D. RPA Pairing Symmetries for the Three-Orbital Model

To complete the RPA analysis, now the three-orbital model will be considered. The results reported below will not be as clear as in the previous case of five orbitals, but these results are presented here anyway to alert the reader of the subtleties associated with RPA approximations. In spite of the difficulties to be shown below, the pairing states that dominate still have nodes. Thus, the general conclusion that nodal superconductivity tends to be favored in Hubbard models remains the same, at least within the approximations used in our effort.

Figure 19 shows the RPA magnetic susceptibility for two cases of interest, $J/U = 0.15$ and 0.30, within the “physical region” of Fig. 4. These results already illustrate the main problem found here: although there is a small peak at wavevector $(\pi,0)$, there are other larger peaks at wavevectors closer to $(0,0)$. Thus, the results to be shown for the pairing tendencies are in a magnetic background that does not correspond to that of the pnictides experiments, but it contains states with a variety of wavevectors.

Figure 20(a) displays the $U$ dependence of the pairing eigenvalues at $J/U = 0.25$, inside the “physical region” for three orbitals. Note that in this case it is the $B_{2g}$ symmetry that dominates, as in Ref. [13] with $A_{1g}$ being subdominant. The order parameter of the dominant $B_{2g}$ tendency is in Fig. 20(b), while the subdominant $A_{1g}$ is in Fig. 20(c) (with the exotic detail that in this case the two hole pockets carry a different sign for the order parameter). The presence of the $B_{2g}$ tendency was not only observed at the couplings of Fig. 20 and $n = 4$, but also in a wide range of $J/U$ and varying the electronic density $n$ to 4.1 and 3.9 (not shown). Thus, such nodal pairing
tendencies are robust. However, a more detailed analysis of the RPA response of the three-orbital model, motivated by the multiple wavevectors in its magnetic state, should be carried out in the future.

VI. CONCLUSIONS

In this publication, the undoped limit of the multiorbital Hubbard model for pnictides has been studied using a standard mean-field approximation, similar to that employed in the study of the single-orbital Hubbard model for the undoped cuprates. Within this approximation, the magnitude of the order parameter associated with the $(\pi, 0)$ magnetic order was studied varying $U$ and $J/U$. In addition, the one-particle spectral function $A(k, \omega)$ was also analyzed. Comparing results against neutron scattering and ARPES experiments, allows us to define regions in parameter space, dubbed “physical regions”, where the mean-field model Hamiltonian predictions are in qualitative agreement with the above mentioned experiments. These regions are relatively small in size since the ground state in this regime must be simultaneously metallic, magnetic with order parameters in the range found by neutrons, and with Fermi surfaces containing satellite pockets induced by the magnetic state near the $\Gamma$-point hole pockets of the original band structure. Although fluctuations beyond the mean-field approximation are expected to enhance the physical regions, our results still provide important constraints on the couplings to be used for theoretical studies of multiorbital Hubbard models for pnictides.

In addition, in the regime of $U$ and $J/U$ described above, the RPA approximation allowed us to make predictions about the dominant pairing tendencies in the “physical regions”. While it is clear that several channels are competing in these regions, the ARPES experiments reporting nodeless superconductivity in doped pnictides. However, our studies are based on approximations that need to be refined. Hopefully, our study will initiate a debate on what are the true dominant tendencies in the multiorbital Hubbard model for pnictides, helping to decide if the mechanism is electronic or phononic.
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Appendix: parameters of five-orbital Model 1

Using a similar notation as for three orbitals, and the parameters of Table II below, the tight-binding portion of the five-orbital Model 1 is $H_{TB}(k) = \sum_{\mu, \nu, \sigma, \tau} T_{\mu, \nu}(k)d_{\mu, \rho, \sigma}^\dagger d_{\nu, \tau, \rho}$, where

\begin{align*}
T_{11/22} &= 2t_{11}^{11}\cos k_x + 2t_{11}^{11}\cos k_y + 4t_{11}^{11}\cos k_x \cos k_y \\
& \quad + 2t_{11}^{11}(\cos 2k_x - \cos 2k_y) + 4t_{11}^{11,xy} \cos 2k_x \cos k_y \\
& \quad + 4t_{11}^{11,xy} \cos 2k_x \cos k_y + \epsilon_{11/22},
\end{align*}

(22)

\begin{align*}
T_{33} &= 2t_{33}^{13}(\cos k_x + \cos k_y) + 4t_{33}^{13}\cos k_x \cos k_y \\
& \quad + 4t_{33}^{13}(\cos 2k_x + \cos 2k_y) + \epsilon_{33},
\end{align*}

(23)

\begin{align*}
T_{44} &= 2t_{44}^{14}\cos k_x + \cos k_y + 4t_{44}^{14}\cos k_x \cos k_y \\
& \quad + 4t_{44}^{14}(\cos 2k_x + \cos 2k_y) + 4t_{44}^{14,xy} \cos 2k_x \cos k_y \\
& \quad + 4t_{44}^{14,xy} \cos 2k_x \cos k_y + \epsilon_{44},
\end{align*}

(24)

\begin{align*}
T_{55} &= 2t_{55}^{15}\cos k_x + \cos k_y + 4t_{55}^{15}(\cos 2k_x + \cos 2k_y) \\
& \quad + 4t_{55}^{15,xy} \cos 2k_x \cos k_y + \epsilon_{55}.
\end{align*}

(25)
TABLE II: Parameters for the tight-binding portion of the five-orbital Model 1 used here. The overall energy unit is electron volts.

| $\rho^{mn}$ | $i = x$ | $i = y$ | $i = xy$ | $i = xx$ | $i = xyy$ | $i = xxy$ | $i = xyy$ |
|---|---|---|---|---|---|---|---|
| $mn = 11$ | $-0.355$ | $-0.17$ | $0.21$ | $-0.1$ | $0.01$ | $0$ | $0$ |
| $mn = 33$ | $0.1$ | $0.137$ | $-0.03$ | $0$ | $0$ | $0$ | $0$ |
| $mn = 44$ | $0.193$ | $-0.115$ | $0$ | $0$ | $0$ | $0$ | $0$ |
| $mn = 55$ | $-0.213$ | $0$ | $0$ | $0$ | $0$ | $0$ | $0$ |
| $mn = 12$ | $-0.22$ | $0$ | $0$ | $0$ | $0$ | $0$ | $0$ |
| $mn = 13$ | $-0.35$ | $0.01$ | $0.02$ | $0$ | $0$ | $0$ | $0$ |
| $mn = 14$ | $0.55$ | $-0.13$ | $0.01$ | $0$ | $0$ | $0$ | $0$ |
| $mn = 15$ | $-0.25$ | $0$ | $0$ | $0$ | $0$ | $0$ | $0$ |
| $mn = 34$ | $-0.009$ | $0$ | $0$ | $0$ | $0$ | $0$ | $0$ |
| $mn = 35$ | $0.06$ | $-0.06$ | $0$ | $0$ | $0$ | $0$ | $0$ |
| $mn = 45$ | $-0.05$ | $0$ | $0$ | $0$ | $0$ | $0$ | $0$ |

$\epsilon_{11} = \epsilon_{13} = \epsilon_{14} = \epsilon_{55} = 0.31, -0.25, 0.43, -0.8$
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