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Abstract

In the process of image acquisition, the noise is inevitable for source image. The multi-focus noisy image fusion is a very challenging task. However, there is no truly adaptive noisy image fusion approaches at present. As we all know, Low-Rank representation (LRR) is robust to noise and outliers. In this paper, we propose a novel fusion method based on LRR for multi-focus noisy image fusion. In the discrete wavelet transform (DWT) framework, the low frequency coefficients are fused by spatial frequency, the high frequency coefficients are fused by LRR coefficients and choose-max strategy. Finally, the fused image is obtained by inverse DWT. Experimental results demonstrate that the proposed algorithm can obtain state-of-the-art performance when the source images contain noise. The Code of our fusion method is available at https://github.com/hli1221/imagefusion_noisy_lrr.
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1. Introduction

Multi-focus image fusion is an important technique in image processing field. The main purpose of image fusion is to obtain a single image by fusing complementary information from source images[1]. Image fusion methods can be divided
into two categories: non-representation learning-based methods and representation learning-based methods. In representation learning-based methods, the input images or features are mapped into another domain which makes the problem to be solved easily. And adaptive strategies are utilized to fuse salient features [19][20][21]. Then, fused images will be obtained by these features and input images. In contrast with representation learning-based methods, we called non-representation learning-based methods.

In non-representation learning-based fusion methods, multi-scale transforms are the most commonly fusion methods, such as discrete wavelet transform (DWT)[2], contourlet[3] and shearlet[4][18]. Due to the wavelet transform has not enough detail preservation ability, in reference[5], non-sampled contourlet transform (NSCT) was applied to image fusion.

In addition, the morphology which is also a non-representation learning technique was applied to image fusion. Zhang et al.[6] proposed a fusion method based on morphological gradient. The detail information (like texture and edge) is obtained by different morphological gradient operators. Then the boundary region of focus and defocus, focus region and defocus region are extracted by this information. Finally, the fused image can be obtained by an appropriate fusion strategy.

In representation learning-based fusion methods, the convolutional neural network (CNN)[22], low-rank representation (LRR), and sparse representation (SR) techniques have various applications in image processing.

Liu et al.[7] proposed the CNN-based image fusion methods. A decision map is obtained by the output of CNN which is trained by image patches and different blurred version. Finally, the fused image is obtained by the decision map. However, this method needs lot of images to train the network, even when the images are divided into patches.

For the first time, LRR is applied to image fusion tasks by Li et al.[11]. In their algorithm, K-singular value decomposition (K-SVD) is used to calculate a global dictionary which is utilized to obtained low-rank coefficients of source images. Then, $l_1$-norm and choose-max strategy are used to fuse these coef-
ficients. Finally, fused image is reconstructed by global dictionary and fused low-rank coefficients. Due to the dictionary learning is applied to LRR, time efficiency of this methods is very low.

The sparse representation (SR) method [8], [9] is a classical technique in representation learning-based methods. SR-based image fusion has great performance in some image fusion tasks, but it still suffers from many drawbacks: 1) It is difficult to learn a good dictionary in offline manner; 2) The time efficiency of SR-based methods is very low, especially when using online manner to learn dictionary. Due to these drawbacks, Liu et al. [10] proposed a novel image fusion method based on convolutional sparse representation (ConvSR). The CSR-based fusion method obtained better fusion performance.

Besides the above drawbacks, the SR-based image fusion method cannot capture the global structure of image. Furthermore, when the source images contain noise, the image fusion performance obtained by above fusion methods will become worse.

In order to address these problems, we apply LRR to multi-focus image fusion task. As we all know, the LRR is robust to noise and outliers [12]. So the LRR technique is a prefect tool for multi-focus noisy image fusion. In this study, we propose a novel multi-focus image fusion method based on LRR in noisy image fusion task and this method will be introduced in the next section.

The rest of this paper is organized as follows. In Section 2, we introduce the LRR theory briefly. In Section 3, the proposed LRR-based image fusion method will be introduced in detail. The experimental setting and fusion results are provided in Section 4. Section 5 draws the conclusions.

2. Related work

Discrete Wavelet Transform (DWT). In image fusion tasks, DWT [2] is a classical and useful technique for image processing. With DWT operation, input images are decomposed into several coefficient matrices which are low frequency band and high frequency band. The size of coefficient matrices will
reduce with increase of the level of wavelet decomposition.

In our paper, the procedure of DWT operation is shown in Fig. 1. In Fig. 1, the decomposition level of DWT is 2. After DWT operation, seven matrices are obtained. ‘wavelet level 1’ contains three high frequency matrices (upper right: feature of horizontal; bottom left: feature of vertical; bottom right: feature of diagonal). ‘wavelet level 2’ contains one low frequency matrix (upper left) and three high frequency matrices, in which the feature orientations are the same as ‘wavelet level 1’.

**Low-rank Representation (LRR).** In order to capture the global structure of data, Liu et al. [12] proposed a novel representation method, namely, low-rank representation (LRR).

In reference [12], authors apply self-expression model to avoid training a dictionary and the LRR problem is solved by the following optimization problem,

$$\min_{Z, E} ||Z||_* + \lambda ||E||_{2,1}$$

$$s.t., X = XZ + E$$

where $X$ denotes the observed data matrix, $E$ indicates the noise matrix, $|| \cdot ||_*$ denotes the nuclear norm which is the sum of the singular values of matrix. $||E||_{2,1} = \sum_{j=1}^{n} \sqrt{\sum_{i=1}^{n} |E_{ij}|^2}$ is called as $l_{2,1}$-norm, $\lambda > 0$ is the balance coefficient. Eq. 1 is solved by the inexact Augmented Lagrange Multiplier (ALM).
Finally, the LRR coefficients matrix $Z$ for $X$ is obtained by Eq.1.

![Figure 2: The framework of the proposed method.](image)

3. The Proposed Image Fusion method

In this section, we intend to propose a novel method based on LRR theory in DWT domain. In this paper, the source images (focus on right and left) are denoted as $I_1$ and $I_2$. Note that the fusion strategy is the same when the input images more than 2. And the indices (1, 2) are irrelevant with the focus type. The system diagram of our proposed method is shown in Fig.2.

Firstly, the source images $I_1$ and $I_2$ are decomposed by DWT operation. We choose the decomposition level of DWT as 2.

Then, the spatial frequency (SF) and choose-max strategy are used to fuse the low frequency coefficients since the low frequency coefficients reflect the non-detail information of source images. The high frequency coefficients include more detail information of source image, so we choose the LRR to get a low rank matrix and use the nuclear norm and choose-max scheme to fuse the high frequency coefficients. In Fig.2 (LRR), $\Phi$ indicates the input high frequency coefficients.

Finally, the fused image is obtained by inverse DWT operation.
3.1. Fusion of low frequency coefficients

The low frequency coefficients contain more contour information and less detail texture information. Thus, the spatial frequency (SF) \([7]\) is used to fuse low frequency coefficients. The SF is calculated by Eq. 2-4.

\[
SF = \sqrt{f_x^2 + f_y^2} \tag{2}
\]

\[
f_x = \sqrt{\frac{1}{MN} \sum_{i=0}^{M-1} \sum_{j=1}^{N-1} [f(i,j) - f(i,j - 1)]^2} \tag{3}
\]

\[
f_y = \sqrt{\frac{1}{MN} \sum_{i=1}^{M-1} \sum_{j=0}^{N-1} [f(i,j) - f(i-1,j)]^2} \tag{4}
\]

where \(f_x\) and \(f_y\) are spatial frequency of \(x\) and \(y\) directions, \(M\) and \(N\) are the row and column numbers of the image.

By sliding window technique, the coefficient matrices are divided into \(M_l\) patches. Then the SF value of adjacent coefficient patches are obtained by Eq. 2-4. Finally, we use the choose-max scheme to get the fused low frequency coefficients.

Let \(SF^r_K\) denote the SF value of each patch, where \(K \in \{1, 2\}\) denotes the SF value from which source images, and \(r \in \{1, \cdots, M_l\}\) denotes \(r\)-th patch in source image. Thus, the fused low frequency coefficients \(L_f\) is obtained by Eq. 5.

\[
L_f^r = \begin{cases} 
L_1^r & SF^r_1 > SF^r_2 \\
L_2^r & \text{otherwise} 
\end{cases} \tag{5}
\]

3.2. Fusion of high frequency coefficients

Let \(H_{K,O}^{i,O}\) denote the high frequency coefficients which are obtained by the 2-level DWT, where \(O \in \{H, D, V\}\) represents the direction of decomposition and \(H\) stand for horizontal, \(D\) for diagonal, \(V\) for vertical, and \(K \in \{1, 2\}\) denotes the index of source images, \(i \in \{1, 2\}\) represents the level of DWT operation, each level has 3 high frequency coefficients matrices. Thus, we get 6 high frequency coefficients matrices and one low frequency matrix. The fusion strategy of high frequency coefficients are shown in Fig. 3.

By sliding window technique, each high frequency coefficients matrix is divided into \(M_h\) patches. The size of window is \(n \times n\), \(H_{K,O}^{i,O}\) denotes one image
patch, $j \in \{1, \cdots, M_h\}$ denotes $j$-th patch, $i \in \{1, 2\}$ represents the level of DWT, $O \in \{H, D, V\}$ indicates the direction of decomposition. Then two low-rank matrices $\Phi_{1,j}^{i,O}$ and $\Phi_{2,j}^{i,O}$ are obtained by the LRR theory. The local fused high frequency coefficients matrix $H_{f,j}^{i,O}$ is obtained by comparing the nuclear norm of corresponding low-rank coefficients $Z$.

Suppose the local high frequency coefficients matrix is denoted by $\Phi_{K,j}^{i,O}$. Applying the self-expression model, and we use $\Phi_{K,j}^{i,O}$ itself as the dictionary. The Eq.6 is used to obtain the low-rank matrix.

$$
\min_{Z_{K,j}^{i,O}, E} \|Z_{K,j}^{i,O}\|_* + \lambda \|E\|_{2,1} \tag{6}
$$

s.t. $\Phi_{K,j}^{i,O} = \Phi_{K,j}^{i,O} Z_{K,j}^{i,O} + E$

We choose the inexact ALM to solve the problem 6. Then the low-rank coefficients matrix $Z_{K,j}^{i,O}$ and the noise matrix $E$ are obtained. Note that $E$ is noise matrix, so $E$ is ignored in this step. The nuclear norm $\|Z_{K,j}^{i,O}\|_*$ is obtained by computing the sum of the singular values of the matrix $Z_{K,j}^{i,O}$. Finally, the fused high frequency coefficients matrices are calculated by Eq.7

$$
H_{f,j}^{i,O} = \begin{cases} 
\Phi_{1,j}^{i,O} & \|Z_{1,j}^{i,O}\|_* > \|Z_{2,j}^{i,O}\|_* \\
\Phi_{2,j}^{i,O} & \text{otherwise}
\end{cases} \tag{7}
$$

where $\Phi_{K,j}^{i,O} = \Phi_{K,j}^{i,O} Z_{K,j}^{i,O}$ denotes the low-rank representation coefficients of $H_{K,j}^{i,O}$. 

![Figure 3: The framework of the fusion of high frequency coefficient.](image)
3.3. Reconstruction of fused image

Having the fused coefficients $L_f$ and $H_f$, the fused image $I_f$ is reconstructed by inverse DWT.

$$I_f = IDWT(L_f, H_f)$$

In Eq. 8, $IDWT(\cdot)$ indicates the inverse DWT operation.

The procedure of our method is described as follows.

1) The source images are decomposed by 2-level DWT. Then the low frequency coefficients $L_K$ and the high frequency coefficients $H_{i,O}^K$ are obtained, where $K \in \{1, 2\}$ (source images), $O \in \{H, D, V\}$ (direction of decomposition), $i \in \{1, 2\}$ (level of DWT).

2) By sliding window technique, the low frequency coefficients are divided into $M_l$ patches and the high frequency coefficients are divided into $M_h$ patches.

3) For low frequency coefficients, we use SF and choose-max scheme to fuse these coefficients.

4) For high frequency coefficients, LRR is used to compute the low-rank matrix $Z$. Then, $||Z||_*$ and choose-max scheme are utilized to get fused high frequency coefficients.

5) Finally, with the fused low frequency coefficients and high frequency coefficients, the fused image is obtained by inverse DWT.

4. Experiment

In this section, firstly, we introduce our experimental database. And how to choose the LRR parameter ($\lambda$), image patch size and wavelet level in different situations (different noises) are shown in Section 4.2 and 4.3.

Then, we introduce the detail experimental settings and analyze the fused results. Finally, the fusion results are shown in the last section.

The experiments are implemented in MTALAB R2016a on 3.2 GHz Intel(R) Core(TM) CPU with 12 GB RAM.
4.1. Experimental data

In our experiment, we choose ten images from ImageNet in sport\text{[http://www.image-net.org/index]}\text{], as shown in Fig.4. We blur these images to get source images. Gaussian smoothing filter with size $3 \times 3$ and $\sigma = 7$ is used to blur these images.

![Figure 4: Ten images form ImageNet. In next section, we use image1-10 represent these images.](image)

Furthermore, the noise of Gaussian ($\mu = 0, \sigma = 0.0005, 0.001, 0.005, 0.01$), salt & pepper (the noise density is 0.01 and 0.02) and the noise of Poisson are utilized to process these blurred version images. Then we use these images to determine the parameter($\lambda$) in different situations and compare the results of fusion methods.

The “image1” contains three different noise and focus on different regions are shown in Fig.5.

![Figure 5](image)

In order to evaluate the proposed method and other fusion methods, three quality metrics are utilized. These are: Root Mean Square Error(RMSE), Peak Signal to Noise Ratio (PSNR) and Structural Similarity (SSIM). In particular,
RMSE, PSNR and SSIM are based on reference image. The fused image is better when the values of PSNR and SSIM are larger. On the contrary, the fused image is more similar to reference image when the values of RMSE is smaller.

4.2. Effects of parameter

In Eq.6, the parameter $\lambda > 0$ is used to balance the effects of the low rank part($Z$) and noise part($E$). In this section, we choose image1-5(Fig.1a-e) and their blurry versions which contain three different types of noise as the source images to determine the parameter $\lambda$ in our fusion framework.

And in this section, the image patch size and wavelet level are set as $16 \times 16$ and 2, respectively. And the settings for patch size and wavelet level are only temporary, we will discuss how to choose the size of image patch and the level of wavelet in next section.

The range of $\lambda$ is set as $[1,5]$ for Gaussian noise($\mu = 0, \sigma = 0.0005, 0.001, 0.005, 0.01$) and salt & pepper noise(noise density is 0.01 and 0.02), and the range of $\lambda$ is set as $[1,20]$ for Poisson noise. The different situations include Gaussian noise, Salt & pepper noise and Poisson noise. We choose the average SSIM value to
determine the parameter \( \lambda \) which will be used in fusion phase.

As shown in Fig. 6, when the source images contain Gaussian noise (a), with the increase of \( \sigma \), the parameter \( \lambda \) will reduce to separate more noise part from input matrix. And SSIM will get maximum value at \( \lambda = 4.5, 3, 1, 1 \) when \( \sigma = 0.0005, 0.001, 0.005, 0.01 \), respectively.

And the trend is the same for Salt & pepper noise in which the noise density is set as 0.01 and 0.02. SSIM will get maximum value at \( \lambda = 1.5, 1 \) when \( d = 0.01, 0.02 \), respectively. When source images contain Poisson noise, \( \lambda \) is set as 2 to get the maximum SSIM value.

Therefore, we choose \( \lambda = 4.5, 3, 1, 1 \) for containing Gaussian noise in which \( \sigma = 0.0005, 0.001, 0.005, 0.01 \), respectively. \( \lambda = 1.5, 1 \) when the source images contain salt & pepper noise(\( d = 0.01, 0.02 \)), and \( \lambda = 2 \) for Poisson noise.
4.3. Patch size and wavelet level

Once the parameter \( \lambda \) is fixed for different noises, we change the image patch size and wavelet level to choose the best patch size and level in our fusion framework. The LRR parameter \( \lambda \) is set as we discussed in Section refpara.

In this section, we calculate the average values of RMSE, PSNR and SSIM for ten pairs of source images. We choose three levels of wavelet, named level 1, level 2, level 3. And four types of images patch size \((4 \times 4, 8 \times 8, 16 \times 16, 32 \times 32)\). The average values of RMSE, PSNR and SSIM are shown in Table 1. The best values are denoted in bold and the second-best values are indicated in red.

Table 1: The average values of RMSE, PSNR and SSIM with different patch size and wavelet levels.

| Noise        | Metric | level 1 | level 2 | level 3 | level 1 | level 2 | level 3 | level 1 | level 2 | level 3 |
|--------------|--------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| Gaussiannoise|        | \( \sigma = 0.005 \) | PSNR | 26.48348 | 26.49053 | 26.41611 | 26.37130 | 26.56645 | 26.99711 | 27.21118 | 27.41172 | 27.67141 | 27.71318 | 27.91200 | 28.15903 |
|              |        |         | \( 4 \times 4 \) | \( 8 \times 8 \) | \( 16 \times 16 \) | \( 32 \times 32 \) | \( 4 \times 4 \) | \( 8 \times 8 \) | \( 16 \times 16 \) | \( 32 \times 32 \) |
|              |        | \( \sigma = 0.01 \) | PSNR | 26.48348 | 26.49053 | 26.41611 | 26.37130 | 26.56645 | 26.99711 | 27.21118 | 27.41172 | 27.67141 | 27.71318 | 27.91200 | 28.15903 |
|              |        | \( \sigma = 0.05 \) | PSNR | 26.48348 | 26.49053 | 26.41611 | 26.37130 | 26.56645 | 26.99711 | 27.21118 | 27.41172 | 27.67141 | 27.71318 | 27.91200 | 28.15903 |
|              |        | \( \sigma = 0.1 \) | PSNR | 26.48348 | 26.49053 | 26.41611 | 26.37130 | 26.56645 | 26.99711 | 27.21118 | 27.41172 | 27.67141 | 27.71318 | 27.91200 | 28.15903 |

Salt & pepper noise

| Noise        | Metric | level 1 | level 2 | level 3 | level 1 | level 2 | level 3 | level 1 | level 2 | level 3 |
|--------------|--------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| Gaussiannoise|        | \( \sigma = 0.005 \) | PSNR | 26.48348 | 26.49053 | 26.41611 | 26.37130 | 26.56645 | 26.99711 | 27.21118 | 27.41172 | 27.67141 | 27.71318 | 27.91200 | 28.15903 |
|              |        |         | \( 4 \times 4 \) | \( 8 \times 8 \) | \( 16 \times 16 \) | \( 32 \times 32 \) | \( 4 \times 4 \) | \( 8 \times 8 \) | \( 16 \times 16 \) | \( 32 \times 32 \) |
|              |        | \( \sigma = 0.01 \) | PSNR | 26.48348 | 26.49053 | 26.41611 | 26.37130 | 26.56645 | 26.99711 | 27.21118 | 27.41172 | 27.67141 | 27.71318 | 27.91200 | 28.15903 |
|              |        | \( \sigma = 0.05 \) | PSNR | 26.48348 | 26.49053 | 26.41611 | 26.37130 | 26.56645 | 26.99711 | 27.21118 | 27.41172 | 27.67141 | 27.71318 | 27.91200 | 28.15903 |
|              |        | \( \sigma = 0.1 \) | PSNR | 26.48348 | 26.49053 | 26.41611 | 26.37130 | 26.56645 | 26.99711 | 27.21118 | 27.41172 | 27.67141 | 27.71318 | 27.91200 | 28.15903 |

Poisson noise

| Noise        | Metric | level 1 | level 2 | level 3 | level 1 | level 2 | level 3 | level 1 | level 2 | level 3 |
|--------------|--------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| Gaussiannoise|        | \( \mu = 0, \sigma = 0.005 \) | PSNR | 26.48348 | 26.49053 | 26.41611 | 26.37130 | 26.56645 | 26.99711 | 27.21118 | 27.41172 | 27.67141 | 27.71318 | 27.91200 | 28.15903 |
|              |        | \( \mu = 0, \sigma = 0.005 \) | PSNR | 26.48348 | 26.49053 | 26.41611 | 26.37130 | 26.56645 | 26.99711 | 27.21118 | 27.41172 | 27.67141 | 27.71318 | 27.91200 | 28.15903 |
|              |        | \( \mu = 0, \sigma = 0.005 \) | PSNR | 26.48348 | 26.49053 | 26.41611 | 26.37130 | 26.56645 | 26.99711 | 27.21118 | 27.41172 | 27.67141 | 27.71318 | 27.91200 | 28.15903 |

From Table 1 when the patch size and wavelet level are set as \( 16 \times 16 \) and 2, we will get almost the best and the second-best values for different noises.

So in the next experiment, in our method, the wavelet level and image patch size are set as 2 and \( 16 \times 16 \), respectively. And the LRR parameter \( \lambda \) is set as 4.5, 3, 1 and 1 for Gaussian noise\((\mu = 0, \sigma = 0.005, 0.001, 0.005, 0.01)\), 1.5 and 1 for salt & pepper noise\((d = 0.01, 0.02)\). \( \lambda = 2 \) for Poisson noise.
4.4. Fusion results

In this section, ten pairs of images (contain different noise for source images) are used to assess the performance of these methods numerically.

The fusion performance of the proposed method is evaluated against other base line methods, we choose nine state-of-the-art existing methods, including: discrete wavelet transform (DWT)[2], cross bilateral filter fusion method (CBF)[13], discrete cosine harmonic wavelet transform fusion method (DCHWT)[14], multi-scale weighted gradient-based fusion method [15], weighted least square optimization (WLS)[16], convolutional sparse representation (ConvSR)[10], a deep convolutional neural network based fusion method (CNN)[7], multi-layers fusion method (MLVGG)[17] and LRR with dictionary learning based fusion method (DLLRR)[11].

The fused results which are obtained by our method and other nine fusion methods are shown in Fig. 7.

![Image](image_url)

Figure 7: The fused results obtained by fusion methods, and source images contain Gaussian noise ($\sigma = 0.001$). (a) Reference image (image 5); (b) Source image (focus on right); (c) Source image (focus on left); (d) DWT; (e) CBF; (f) DCHWT; (g) MWGF; (h) WLS; (i) ConvSR; (j) CNN; (k) MLVGG; (l) DLLRR; (m) Proposed

In Fig. 7, source images contain Gaussian noise ($\mu = 0, \sigma = 0.001$), this just shows an example for our fused results intuitively.

If fused image is more similar to reference image, then the fusion method.
has better fusion performance. As shown in Fig.7, the fused images obtained by CBF, ConvSR, CNN, MLVGG and DLLRR contain some noises, obviously. Compared with DWT, DCHWT, MWGF and WLS, the fused image obtained by our method is more similar to reference image, which means our fusion method can achieve better fusion performance.

The average values of RMSE, PSNR and SSIM for ten fused images obtained by existing methods and our fusion algorithm are shown in Table 2. And in our experiment, source images still contain three different types of noise. The best values are indicated in bold and the second-best values are denoted in red.

Table 2: The average values of RMSE, PSNR and SSIM for ten fused images which obtained by fusion methods.

| Noise                | Metrics | DWT | CBF | DCHWT | MWGF | WLS | ConvSR | CNN | MLVGG | DLLRR | Ours |
|----------------------|---------|-----|-----|-------|------|-----|--------|-----|-------|-------|------|
|                      | RMSE    | 0.05113 | 0.02697 | 0.02851 | 0.03035 | 0.03087 | 0.02826 | 0.02862 | 0.02897 | 0.03237 | 0.02792 |
|                      | PSNR    | 30.14518 | 31.98089 | 32.54992 | 32.71313 | 32.06375 | 32.79809 | 32.10555 | 29.14722 | 32.72188 | 30.15691 |
|                      | SSIM    | 0.81040 | 0.89162 | 0.88547 | 0.87779 | 0.87724 | 0.89293 | 0.87405 | 0.88641 | 0.77961 | 0.91120 |
|                      | σ = 0.005 |       |       |       |       |       |       |       |       |       |       |
|                      | RMSE    | 0.04131 | 0.03041 | 0.02981 | 0.03139 | 0.03139 | 0.03099 | 0.03139 | 0.03139 | 0.03099 | 0.03139 |
|                      | PSNR    | 27.68133 | 30.35320 | 30.52164 | 29.92970 | 27.66704 | 30.46610 | 29.14272 | 29.14272 | 29.14272 | 29.14272 |
|                      | SSIM    | 0.71738 | 0.81331 | 0.82113 | 0.79219 | 0.79229 | 0.81877 | 0.79721 | 0.82359 | 0.79901 | 0.87428 |
|                      | σ = 0.01 |       |       |       |       |       |       |       |       |       |       |
|                      | RMSE    | 0.04671 | 0.03937 | 0.03948 | 0.04037 | 0.04037 | 0.03962 | 0.04037 | 0.03962 | 0.04037 | 0.03962 |
|                      | PSNR    | 25.21096 | 25.64902 | 26.04321 | 25.30538 | 25.17392 | 25.77792 | 25.41194 | 25.27746 | 26.02700 | 26.02700 |
|                      | SSIM    | 0.45425 | 0.59962 | 0.58219 | 0.53231 | 0.53231 | 0.51600 | 0.52958 | 0.53231 | 0.53231 | 0.53231 |
|                      | σ = 0.05 |       |       |       |       |       |       |       |       |       |       |
|                      | RMSE    | 0.12039 | 0.07840 | 0.06962 | 0.08670 | 0.08670 | 0.10050 | 0.08542 | 0.07262 | 0.05548 | 0.05714 |
|                      | PSNR    | 18.37774 | 22.37396 | 21.37946 | 20.38463 | 19.42706 | 20.39044 | 20.59230 | 22.79807 | 20.40204 | 24.99295 |
|                      | SSIM    | 0.14600 | 0.48149 | 0.46492 | 0.41124 | 0.35154 | 0.43372 | 0.42638 | 0.49784 | 0.41158 | 0.64582 |
|                      | σ = 0.1  |       |       |       |       |       |       |       |       |       |       |
|                      | RMSE    | 0.07673 | 0.07305 | 0.06390 | 0.06227 | 0.06227 | 0.06004 | 0.05557 | 0.04743 | 0.06969 | 0.04852 |
|                      | PSNR    | 30.54992 | 32.54992 | 32.71313 | 32.06375 | 32.79809 | 32.10555 | 29.14722 | 29.14722 | 29.14722 | 29.14722 |
|                      | SSIM    | 0.68082 | 0.68082 | 0.70344 | 0.70677 | 0.68263 | 0.74205 | 0.80460 | 0.77977 | 0.71053 | 0.74127 |
|                      | d = 0.01 |       |       |       |       |       |       |       |       |       |       |
|                      | RMSE    | 0.10605 | 0.09720 | 0.09301 | 0.09450 | 0.10836 | 0.08269 | 0.07982 | 0.06248 | 0.00274 | 0.05060 |
|                      | PSNR    | 30.24894 | 29.72813 | 29.04474 | 28.50398 | 28.50398 | 28.50398 | 28.50398 | 28.50398 | 28.50398 | 28.50398 |
|                      | SSIM    | 0.51541 | 0.51541 | 0.51541 | 0.51541 | 0.51541 | 0.51541 | 0.51541 | 0.51541 | 0.51541 | 0.51541 |
|                      | d = 0.02 |       |       |       |       |       |       |       |       |       |       |
|                      | RMSE    | 0.05077 | 0.05334 | 0.05256 | 0.05410 | 0.05072 | 0.03743 | 0.03919 | 0.03892 | 0.04221 | 0.03459 |
|                      | PSNR    | 30.90446 | 29.04474 | 28.50398 | 28.50398 | 28.50398 | 28.50398 | 28.50398 | 28.50398 | 28.50398 | 28.50398 |
|                      | SSIM    | 0.67047 | 0.79906 | 0.77702 | 0.74248 | 0.67943 | 0.77032 | 0.75138 | 0.79366 | 0.72827 | 0.83724 |

From Table 2 when source images contain less noise, such as Gaussian noise with σ = 0.0005 and Salt & pepper noise with d = 0.01, we don’t have an obvious advantage. However, with the increase of noises, our method achieves almost best values in RMSE, PSNR and SSIM. This phenomenon indicates that our fusion algorithm can obtain better fusion performance when source images contain noise.
5. Conclusions

In this paper, a novel noisy image fusion method based on low-rank representation has been proposed. In the DWT framework, the low frequency coefficients are fused by spatial frequency and choose-max scheme. And the high frequency coefficients are fused by low-rank representation and choose-max scheme. The experimental results show that the proposed method is more reasonable and more similar to original image. From the fused images and the values of RMSE, PSNR and SSIM, our method has better fusion performance compared with other methods when source images contain noise.
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