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Abstract—This work focuses on a class of general decentralized constraint-coupled optimization problems. We propose a novel nested primal–dual gradient algorithm (NPGA), which can achieve linear convergence under the weakest known condition, and its theoretical convergence rate surpasses all known results. More important, NPGA serves not only as an algorithm but also as a unified algorithmic framework, encompassing various existing algorithms as special cases. By designing different network matrices, we can derive numerous versions of NPGA and analyze their convergence by leveraging the convergence results of NPGA conveniently, thereby enabling the design of more efficient algorithms. Finally, we conduct numerical experiments to compare the convergence rates of NPGA and existing algorithms, providing empirical evidence for the superior performance of NPGA.
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I. INTRODUCTION

Consider a networked system composed of \( n \) agents, where the network topology is represented by an undirected graph \( G = (\mathcal{N}, \mathcal{E}) \), where \( \mathcal{N} = \{1, \ldots, n\} \) and \( \mathcal{E} \subseteq \mathcal{N} \times \mathcal{N} \) denote the sets of nodes and edges, respectively. Specifically, \((i, j) \in \mathcal{E}\) if agents \( i \) and \( j \) can communicate with each other. In this work, we consider the following decentralized constraint-coupled optimization problem:

\[
\min_{x_i \in \mathbb{R}^{d_i}} \sum_{i=1}^{n} f_i(x_i) + g_i(x_i) + h \left( \sum_{i=1}^{n} A_i x_i \right) \tag{P1}
\]

where \( f_i : \mathbb{R}^{d_i} \to \mathbb{R}, g_i : \mathbb{R}^{d_i} \to \mathbb{R} \cup \{+\infty\}, \) and \( A_i \in \mathbb{R}^{m \times d_i} \) are completely private to agent \( i \). This means that agent \( i \) cannot share this information with other agents in the system. On the other hand, \( h : \mathbb{R}^{P} \to \mathbb{R} \cup \{+\infty\} \) is public and known to all agents. Without loss of generality, we assume that the solution set of (P1) is nonempty.

Different from the classical decentralized unconstrained optimization problem

\[
\min_{x \in \mathbb{R}^{m}} \sum_{i=1}^{n} \phi_i(x). \tag{P2}
\]

(P1) introduces an additional cost function \( h \) that couples the decision variables of all agents. Notice that we can reformulate (P1) as a new problem with a globally coupled equality constraint \( \sum_{i=1}^{n} A_i x_i = y \) by introducing a relaxed variable \( y \), which is the reason we refer to it as a decentralized constraint-coupled optimization problem [1]. Many real-world optimization problems can be modeled or reformulated as (P1), including vertically distributed regression and vertical federated learning [2, 3]; distributed basis pursuit [4]; and distributed resource allocation [5, 6, 7].

In this work, we aim to answer the following two questions.

1) Can we develop linearly convergent distributed algorithms for (P1) with weaker convergence conditions and faster convergence rates?

2) Can we design a unified algorithmic framework for (P1)?

Regarding the first question, while there have been some linearly convergent distributed algorithms proposed for problems similar to (P1), most of them can only handle specific cases of (P1). This means that stronger conditions need to be imposed on (P1) to make it solvable by these algorithms. These conditions include having \( g_i = 0 \) and \( h \) being an indicator function corresponding to the equality constraint [2, 5, 6, 7, 8, 9, 10, 11]; \( A_i = 1 \) [8]; \( A_i = I \) [5, 6, 7, 9]; or \( A_i \) has full row rank [2, 10]. However, these conditions are often too restrictive and cannot be satisfied by most real-world problems. For example, in the context of vertical federated learning, the dimensions of \( A_i \) correspond to the numbers of samples and features that agent \( i \) owns, respectively. However, the number of samples is usually much larger than that of features, which means that the conditions about \( A_i \) mentioned earlier cannot be met. Therefore, there is a need for linearly convergent distributed algorithms with weaker conditions. Some recent progress has been made in this direction [11, 12]. In [11], an implicit tracking-based distributed augmented primal–dual gradient dynamics (IDEA) algorithm is proposed, which can converge without the need for the strong convexity of \( f_i \) and achieve linear convergence under the condition that \( g_i = 0 \).
an indicator function corresponding to the equality constraint, and \(A = [A_1, \ldots, A_n]\) has full row rank, which is much weaker than the aforementioned conditions about \(A_i\). On the other hand, Alghunaim et al. [12] focus solely on linear convergence, and the dual consensus proximal algorithm (DCPA) is proposed, which achieves linear convergence under the condition that \(g_i = 0\) and \(A\) has full row rank or \(h\) is smooth. However, there are some drawbacks to both IDEA and DCPA, which are as follows:

1) Although the linear convergence rate of IDEA has been established, as a continuous-time algorithm, it needs to be discretized for practical implementation. However, the upper bounds of the discretized step-sizes and the corresponding convergence rate of its discretization are not clear.

2) For DCPA, the linear convergence rate is obtained by inevitably imposing a smaller bound on one of its step sizes, which leads to a looser convergence rate.

3) Many adapt-then-combine (ATC) algorithms have been proposed for (P2) [13], [14], [15], and it has been shown that ATC algorithms have additional favorable properties compared to combine-then-apply (CTA) ones,\(^1\) such as the ability to use uncoordinated step-sizes or step-sizes as large as their centralized counterparts [13], [15]. However, both IDEA and DCPA are CTA algorithms; thus, it remains an open problem whether ATC algorithms can linearly solve (P1) under the same or weaker conditions as CTA ones and if they are superior in other aspects.

In terms of the second question, several unified algorithmic frameworks have been proposed for the decentralized unconstrained optimization problem (P2) [17], [18], [19], [20]. However, to the best of our knowledge, there is no such framework for (P1). Given that there are only two algorithms capable of linearly solving (P1) under weaker conditions, it becomes crucial to develop a unified algorithmic framework that enables the convenient design of new algorithms and facilitates the analysis of their convergences.

The major contributions of this article are summarized as follows.

1) Regarding the second question, we propose a novel nested primal–dual gradient algorithm (NPCA) for (P1), which is a unified algorithmic framework. NPCA involves the configuration of three network matrices, allowing it to encompass existing algorithms, such as DCPA and the dual coupled diffusion algorithm (DCDA) [10], as special cases. To the best of our knowledge, this is the first unified algorithmic framework for solving (P1) and its variants. By designing new network matrices within NPCA, we can generate novel distributed algorithms, including both ATC and CTA algorithms, for (P1). The convergence analysis of these new algorithms can be conveniently conducted by leveraging the convergence results of NPCA.

2) For the first question, we prove that NPCA achieves linear convergence under the weakest known condition: \(g_i = 0\) and \(A = [A_1, \ldots, A_n]\) has full row rank, or \(h\) is smooth. As mentioned before, DCPA can achieve linear convergence under the same condition. However, DCPA is merely a special case of NPCA, and its convergence results can be fully encompassed by those of NPCA. Furthermore, we prove that certain ATC variants of NPCA exhibit larger upper bounds of step sizes and tighter convergence rates compared to DCPA. Numerical experiments also demonstrate that certain versions of NPCA have much faster convergence rates than DCPA in terms of both the number of iterations and communication rounds, which correspond to computational and communication costs, respectively.

3) For the special case of (P1) with \(g_i = 0\) and \(h\) representing an indicator function corresponding to the equality constraint, we derive a weaker condition concerning the network matrices of NPCA to ensure linear convergence and obtain a tighter convergence rate. This extension significantly expands the range of network matrix choices within NPCA. As a special case of NPCA, the convergence rate of DCPA can also be improved. Additionally, we show that certain ATC versions of NPCA can employ step sizes as large as the centralized version of NPCA, resulting in a larger stability region compared to other versions of NPCA, including DCPA.

II. PRELIMINARIES

In this section, we introduce the notations and lemmas utilized throughout this article.

**Notations:** \(1_n\) and \(0_n\) represent the vectors of \(n\) ones and zeros, respectively. \(I_n\) denotes the \(n \times n\) identity matrix, and \(0_{m \times n}\) denotes the \(m \times n\) zero matrix. Notice that if the dimensions can be inferred from the context, we would not explicitly indicate them. For a positive semidefinite matrix \(B \in \mathbb{R}^{n \times n}\), we define \(\|x\|^2_B = x^\top B x\). Given two symmetric matrices \(A \in \mathbb{R}^{n \times n}\) and \(B \in \mathbb{R}^{n \times n}\), \(A \succ B\) (or \(A \geq B\)) indicates that \(A - B\) is positive definite (positive semidefinite). For \(A \in \mathbb{R}^{n \times n}\), \(\eta(A)\), \(\eta^2(A)\), and \(\eta(A)\) denote the smallest, smallest nonzero, and largest eigenvalues of \(A\), respectively. For \(B \in \mathbb{R}^{m \times n}\), \(\sigma(B)\), \(\sigma_i(B)\), and \(\mathcal{S}(B)\) represent the smallest nonzero, \(i\)th smallest, and largest singular values of \(B\), respectively. \(\text{Null}(B)\) and \(\text{Col}(B)\) denote the null space and the column space of \(B\), respectively. For a vector \(v \in \mathbb{R}^n\), \(\text{Span}(v)\) denotes its span. For a function \(f : \mathbb{R}^m \to \mathbb{R}\), \(\partial f(x)\) denotes any subgradient of \(f\) at \(x\), \(\hat{f}(x)\) denotes the subdifferential of \(f\) at \(x\), which is the set of all subgradients of \(f\) at \(x\), and \(\text{prox}_{\alpha f}(x) = \arg \min_{y} f(y) + \frac{1}{2\alpha} \|y - x\|^2\) represents the proximal operator of \(f\) with step-size \(\alpha\). Finally, \(\text{diag}(\cdot)\) denotes the (block) diagonal matrix.

**Lemma 1 (See [21]):** Let \(f : \mathbb{R}^m \to \mathbb{R}\) be a \(\mu\)-strongly convex and \(l\)-smooth function, it holds that

\[
\begin{align*}
\langle \nabla f(x), y - x \rangle &\geq f(y) - f(x) + \frac{\mu}{2} \|x - y\|^2 \\
\langle \nabla f(x) - \nabla f(y), y - x \rangle &\geq \frac{1}{2} \|x - y\|^2 \\
\|\nabla f(x) - \nabla f(y)\|^2 &\leq \|\nabla f(x) - \nabla f(y)\|^2 (w - y) \\
\|\nabla f(x) - \nabla f(y)\|^2 &\leq l(\nabla f(x) - \nabla f(y)) (w - y)
\end{align*}
\]

\(^1\)There are two types of information diffusion strategies over networks: 1) CTA and 2) ATC [16]. Accordingly, existing distributed optimization algorithms can be categorized as CTA or ATC algorithms based on their information diffusion strategies.
for any \( x, y \in \mathbb{R}^m \).

**Lemma 2:** Given two matrices \( M \in \mathbb{R}^{m \times n} \) and \( H \in \mathbb{R}^{n \times n} \), where \( H \) is symmetric, it holds that \( \sigma_i(MH) \leq \sigma_i(M)\sigma_i(H) \), \( i = 1, \ldots, n \).

**Proof:** See the full version of this work [22]. ■

### III. Algorithm Design

Let \( d = \sum_{i=1}^{n} d_i \) and \( x = [x_1^T, \ldots, x_n^T]^T \in \mathbb{R}^d \), (P1) can be reformulated as

\[
\min_{x \in \mathbb{R}^d} f(x) + g(x) + h(Ax)
\]

where \( f(x) = \sum_{i=1}^{n} f_i(x_i) \), \( g(x) = \sum_{i=1}^{n} g_i(x_i) \), and \( A = [A_1, \ldots, A_n] \in \mathbb{R}^{p \times d} \). Let \( f(x) = f(x) + g(x) \), and introduce a slack variable \( y \in \mathbb{R}^p \); then, we can rewrite (P3) as

\[
\min_{x \in \mathbb{R}^d, y \in \mathbb{R}^p} f(x) + h(y)
\]

s.t. \( Ax - y = 0 \). (1)

The corresponding saddle-point problem is given by

\[
\max_{\lambda \in \mathbb{R}^p} \min_{x \in \mathbb{R}^d, y \in \mathbb{R}^p} f(x) + h(y) + \lambda^\top (Ax - y)
\]

\[
= \max_{\lambda \in \mathbb{R}^p} \min_{x \in \mathbb{R}^d, y \in \mathbb{R}^p} f(x) + \lambda^\top Ax + \min_{y \in \mathbb{R}^p} h(y) - \lambda^\top y
\]

\[
= \max_{\lambda \in \mathbb{R}^p} \min_{x \in \mathbb{R}^d} f(x) + \lambda^\top Ax - h^*(\lambda)
\]

(2)

where \( \lambda \) is the Lagrange multiplier and \( L \) is the Lagrangian function of (P3). Therefore, (P3) is equivalent to the saddle-point problem

\[
\min_{x \in \mathbb{R}^d} \max_{\lambda \in \mathbb{R}^p} f(x) + \lambda^\top Ax - h^*(\lambda)
\]

which implies that if \( (x^*, \lambda^*) \) solves (3), then \( x^* \) solves (P3). Throughout the article, we assume the following assumptions hold.

**Assumption 1:** There exists at least a saddle point to \( L \).

**Remark 1:** Recall that the solution set of (P3) is nonempty, thus Assumption 1 holds if the strong duality holds for (P3), which can be guaranteed by certain constraint qualifications. A popular one is Slater’s condition [31], which, when applied to (1), states that the strong duality holds for (P3) if (P3) convex and there exists a point \( x \in \text{relint}(D(g)) \) such that \( Ax \in \text{relint}(D(h)) \), where \( D(\cdot) \) denotes the domain of a function and \( \text{relint}(\cdot) \) represents the relative interior [31] of a set. Notice that \( \text{relint}(\mathbb{R}^p) = \mathbb{R}^p \); hence, Assumption 1 naturally holds if \( D(g) = \mathbb{R}^d \) and \( D(h) = \mathbb{R}^p \), which is typically satisfied by most practical optimization problems (see examples in Section V).

**Assumption 2:** The network topology among agents is an undirected and connected graph.

**Assumption 3:** The cost functions satisfy the following.

1) \( f_i \) is \( \mu_i \)-strongly convex and \( l_i \)-smooth, where \( \mu_i \) and \( l_i \) are positive constants \( \forall i \in N \).
2) \( g_i \) and \( h \) are convex but not necessarily smooth \( \forall i \in N \).

According to Assumption 3, we can conclude that \( f \) is \( \mu \)-strongly convex and \( l \)-smooth, where \( \mu = \min_{i \in N} \mu_i \) and \( l = \max_{i \in N} l_i \).

As an efficient algorithm for solving saddle-point problems, the primal–dual (proximal) gradient algorithm (PGA) has various versions [32], [33], [34]. In this article, we consider the one proposed in [34], which is given as

\[
x^{k+1} = \text{prox}_{\alpha g} (x^k - \alpha (\nabla f(x^k) + A^\top \lambda^k))
\]

\[
\lambda^{k+1} = \text{prox}_{\beta h} (\lambda^k + \beta A(x^{k+1} + \theta(x^{k+1} - x^k)))
\]

(4)

where \( \alpha, \beta > 0 \) and \( \theta \geq 0 \). However, we cannot directly employ PGA to solve (P3) in a decentralized manner since the update of \( \lambda \) requires the globally coupled term \( Ax^{k+1} = \sum_{i=1}^{n} A_i x_i^{k+1} \). To overcome this challenge, we propose an efficient decentralized variant of PGA, called NPGA, based on the dual perspective.

We begin by observing that the dual function of (P3) can be decomposed as

\[
\phi(\lambda) = \inf_{x \in \mathbb{R}^d} f(x) + g(x) + \lambda^\top Ax - h^*(\lambda)
\]

\[
= \inf_{i=1}^{n} \left( \inf_{x_i \in \mathbb{R}^{d_i}} f_i(x_i) + g_i(x_i) + \lambda^\top A_i x_i \right) - h^*(\lambda)
\]

\[
= \sum_{i=1}^{n} \phi_i(\lambda) - h^*(\lambda)
\]

where \( \phi_i(\lambda) = \inf_{x_i \in \mathbb{R}^{d_i}} f_i(x_i) + g_i(x_i) + \lambda^\top A_i x_i \). Consequently, we can reformulate the dual problem of (P3) as

\[
\max_{\lambda \in \mathbb{R}^p} \sum_{i=1}^{n} \phi_i(\lambda) - h^*(\lambda)
\]

(5)

which corresponds to the classical decentralized unconstrained optimization problem (P2) (with an extra term \( h^*(\lambda) \)). It is well known that (P2) has been widely studied in recent years and numerous effective algorithms has been proposed to solve it, including DIGing [23], [24]; exact first-order algorithm (EXTRA) [25]; decentralized linearized alternating direction method of multipliers (DLM) [26]; proximal primal–dual diffusion (P2D2) [27]; augmented distributed gradient methods (Aug-DGM) [13], [14]; ATC tracking [28], [29]; exact diffusion [30]; and network independent step-size (NIDS) [15].

Note that Assumption 1 implies that the strong duality holds for (P3); thus, we can employ numerous distributed unconstrained optimization algorithms to solve (5). Once (5) is solved, solving (P3) becomes straightforward. The question lies in selecting the most appropriate algorithm to solve (5) among the existing distributed unconstrained optimization algorithms. Although any algorithm is theoretically feasible, the performance of different algorithms may vary significantly depending on the specific scenario. Therefore, we are interested in a general primal–dual algorithm framework called the proximal unified decentralized algorithm (PUDA) [17]. PUDA offers flexibility by allowing the selection of different network matrices \( B \in \mathbb{R}^{n \times n} \), \( C \in \mathbb{R}^{n \times n} \), and \( D \in \mathbb{R}^{n \times n} \), which are associated with the network topology among the agents. By appropriately choosing these matrices, PUDA can recover many existing distributed unconstrained optimization algorithms, as shown in Table 1. The detailed derivation of the equivalence between PUDA and existing algorithms can be found in [17].
TABLE I
EXISTING DISTRIBUTED UNCONSTRAINED OPTIMIZATION ALGORITHMS UNIFIED BY PUDA [17]

| Algorithm       | $B^2$ | $C$          | $D$          | Communication rounds |
|-----------------|-------|--------------|--------------|----------------------|
| CTA algorithms  |       | $\frac{1}{2}(I-W)^2$ | $I-W^2$      | 2                    |
| EXTRA [25]      | $\frac{1}{2}(I-W)$ | $I$          | 1            | 1                    |
| DLM [26]        | $\frac{1}{2}(I-W)$ | $I$          | 1            | 1                    |
| P2D2 [27]       | $\frac{1}{2}(I-W)$ | $I$          | 1            | 1                    |
| ATC algorithms  |       | $\frac{1}{2}(I-W)^2$ | $I-W^2$      | 2                    |
| Avg.DGM [13, 14]|       | $I-W^2$      | $\frac{1}{2}(I-W)$ | 2                    |
| ATC tracking [28, 29]|       | $I-W^2$      | $\frac{1}{2}(I-W)$ | 2                    |
| Exact diffusion [30]|       | $\frac{1}{2}(I-W)$ | $I-W$        | 1                    |
| NDS [15]        | $\frac{1}{2}(I-W)$ | $I-W$        | 1            | 1                    |

$L \in \mathbb{R}^{n \times n}$ and $W \in \mathbb{R}^{n \times n}$ are the Laplacian and mixing matrices associated with $\gamma$, respectively, and $c > 0$ is a tunable constant. The last column denotes the number of communication rounds of the corresponding algorithm at each iteration.

**Remark 2:** For an undirected and connected graph, its corresponding mixing matrix $W = [w_{ij}] \in \mathbb{R}^{n \times n}$ satisfies the following [25].

1. $w_{ij} > 0$ if $i = j$ or $(i, j) \in \mathcal{E}$, otherwise $w_{ij} = 0$.
2. $W = W^T$.
3. $\text{Null}(I-W) = \text{Span}(1_n)$.

Given the aforementioned three properties, we can easily verify that $-I < W < I$ [25]. There are various methods to construct a mixing matrix $W$ satisfying these properties, and one commonly used approach is the Laplacian method [35]

$$W = I - \frac{L}{\tau}$$

where $\tau = \max_{i \in \mathcal{V}} e_i + c$, $e_i$ represents the degree of agent $i$, and $c > 0$ is a constant.

In the following, we will show how NPGA is designed based on a variant of PUDA. Defining $\lambda = [\lambda^T_1, \ldots, \lambda^T_n]^T \in \mathbb{R}^{np}$, we can easily verify that (5) is equivalent to

$$\max_{\lambda \in \mathbb{R}^{np}} \phi(\lambda) - h^T(\lambda)$$

s.t. $\lambda_i = \lambda_j$, $i = 1, \ldots, n$ (6)

where $\phi(\lambda) = \sum_{i=1}^n \phi_i(\lambda_i)$ and $h^T(\lambda) = \frac{1}{n} \sum_{i=1}^n h_i^T(\lambda_i)$. Let $B \in \mathbb{R}^{n \times n}$, $C \in \mathbb{R}^{n \times n}$, and $D \in \mathbb{R}^{n \times n}$ be symmetric matrices associated with the network topology among agents. For (6), our variant of PUDA is implemented as

$$v^{k+1} = \lambda^k - C\lambda^k - By^k + \beta (\nabla \phi(\lambda^k) + \theta (\nabla \phi(\lambda^k) - \nabla \phi(\lambda^{k-1})))$$

$$y^{k+1} = y^k + \gamma Bv^{k+1}$$

$$\lambda^{k+1} = \text{prox}_{\alpha h^T} (Dv^{k+1})$$

where $B = B \otimes I_p$, $C = C \otimes I_p$, $D = D \otimes I_p$, $\beta$, $\gamma > 0$, and $\alpha > 0$.

**Remark 3:** The differences between (7) and the original PUDA are as follows.

1. Inspired by the PGA proposed in [34], we replace $\nabla \phi(\lambda^k)$ with $\nabla \phi(\lambda^k) + \theta (\nabla \phi(\lambda^k) - \nabla \phi(\lambda^{k-1}))$ in the primal update, which is quite useful to improve the actual performance of NPGA.
2. We introduce a step-size $\gamma$ in the dual update while in the original PUDA, it is always set to 1. In Section IV, we will see that the condition $\gamma < 1$ is crucial to guarantee the linear convergence of NPGA under weaker conditions.

Define

$$x^*_i(\lambda_i) = \arg\min_{x_i \in \mathbb{R}^{k_i}} \left\{ f_i(x_i) + g_i(x_i) + \lambda^T_i A_i x_i \right\}$$

when $f_i$ is strictly convex and $x^*_i(\lambda_i)$ is always unique, then $\phi_1$ is differentiable, and we have [36]

$$\nabla \phi_1(\lambda_i) = A_i x^*_i(\lambda_i).$$

As a result, $\phi$ is differentiable, and we have

$$\nabla \phi(\lambda) = [\nabla \phi_1(\lambda_1)^T, \ldots, \nabla \phi_n(\lambda_n)^T]^T = Ax^*(\lambda)$$

where $A = \text{diag}(A_1, \ldots, A_n)$. Let

$$x^*(\lambda) = [x^*_1(\lambda_1)^T, \ldots, x^*_n(\lambda_n)^T]^T = \arg\min_{x \in \mathbb{R}^k} \left\{ f(x) + g(x) + \lambda^T Ax \right\}$$

then (7) can be unfolded as

$$x^{*}(\lambda^k) = \arg\min_{x \in \mathbb{R}^k} \left\{ f(x) + g(x) + \lambda^T Ax \right\}$$

$$v^{k+1} = \lambda^k - C\lambda^k - By^k + \beta A \left( x^{*}(\lambda^k) + \theta (x^{*}(\lambda^k) - x^{*}(\lambda^{k-1})) \right)$$

$$y^{k+1} = y^k + \gamma Bv^{k+1}$$

$$\lambda^{k+1} = \text{prox}_{\beta h^T} (Dv^{k+1})$$

(8)

At each iteration of (8), we have to solve a subproblem exactly to obtain the dual gradient $Ax^*(\lambda^k)$. However, solving an optimization problem exactly is often costly and sometimes even impossible [37]. To address this issue, an inexact version of (8), i.e., NPGA, is further designed

$$x^{k+1} = \text{prox}_{\alpha g} (x^k - \alpha (\nabla f(x^k) + A^T \lambda^k))$$

$$v^{k+1} = \lambda^k - C\lambda^k - By^k + \beta A x^{k+1}$$

$$y^{k+1} = y^k + \gamma Bv^{k+1}$$

$$\lambda^{k+1} = \text{prox}_{\beta h^T} (Dv^{k+1})$$

$$\hat{x}^{k+1} = x^{k+1} + \theta (x^{k+1} - x^k)$$

(9)

where we replace the exact dual gradient with an inexact one updated by a step proximal gradient descent. Therefore, NPGA...
can be seen as an inexact version of (8). Alternatively, NPGA can also be seen as a decentralized version of PGA, where (9a) and (9b)–(9d) correspond to the primal and dual updates of PGA, respectively. Also note that (9b)–(9d) can be regraded as a special case of PGA; thus, NPGA includes two PGAs, and one is nested in the other one, which is why it is named NPGA.

**Remark 4:** As mentioned before, by choosing different $B$, $C$, and $D$, PUDA can recover many existing distributed unconstrained optimization algorithms. As an inexact dual version of PUDA, NPGA does inherit this property of PUDA, and we can also obtain many different versions of NPGA by choosing different $B$, $C$, and $D$, as shown in Table II, where the combinations of matrices for NPGA-I and NPGA-II are proposed in the experiment section of [17]. It is also worth noting that both DCDA and DCPA are special cases of NPGA: DCDA corresponds to NPGA-Exact diffusion with $\theta = 0$ and $\gamma = 1$ while DCPA corresponds to NPGA-P2D2 with $c = 1$ and $\theta = 1$. In numerical experiments, it has been shown that the convergence rates of different versions of NPGA usually have significant differences. This indicates that NPGA could provide an opportunity to design more efficient distributed algorithms for (P1).

**Remark 5:** To illustrate the decentralized implementation of NPGA in practice, we take NPGA-EXTRA as an example. Notice that NPGA can be rewritten as

\[
\begin{align*}
\mathbf{x}^{k+1} &= \operatorname{prox}_{\alpha g_i} \left( \mathbf{x}^k - \alpha (\nabla f_i(\mathbf{x}^k) + A_i^{\top} \lambda^k) \right), \\
\mathbf{v}^{k+1} &= (I - C)(\lambda^k - \lambda^{k-1}) + (I - \gamma B^2)\mathbf{v}^k + \beta A(\hat{\mathbf{x}}^{k+1} - \hat{\mathbf{x}}^k), \\
\lambda^{k+1} &= \operatorname{prox}_{\beta h_i} \left( D\mathbf{v}^{k+1} \right), \\
\hat{\mathbf{x}}^{k+1} &= \mathbf{x}^{k+1} + \theta(\mathbf{x}^{k+1} - \mathbf{x}^k)
\end{align*}
\]

where $W = W \otimes I_p$. Thus, NPGA-EXTRA is implemented as

\[
\begin{align*}
x_i^{k+1} &= \operatorname{prox}_{\alpha g_i} \left( x_i^k - \alpha(\nabla f_i(x_i^k) + A_i^{\top} \lambda_i^k) \right), \\
v_i^{k+1} &= \frac{1}{2}(\lambda_i^k - \lambda_i^{k-1}) + \frac{1}{2} \sum_{j=1}^{n} w_{ij} (\lambda_j^k - \lambda_j^{k-1} + \gamma v_j^k) + 2 - \gamma v_i^k + \beta A_i(\hat{x}_i - \hat{x}_i^k), \\
\lambda_i^{k+1} &= \operatorname{prox}_{\beta h_i} \left( v_i^{k+1} \right), \\
\hat{x}_i^{k+1} &= x_i^{k+1} + \theta(x_i^{k+1} - x_i^k)
\end{align*}
\]

for agent $i$, recall that $w_{ij} = 0$ if $i \neq j$ and agent $j$ is not the neighbor of agent $i$. Also note that agent $i$ only needs to send $\lambda_i^k - \lambda_i^{k-1} + \gamma v_i^k$ to its neighbors, hence NPGA-EXTRA requires only one round of communication per iteration. The decentralized implementations and the corresponding communication rounds of other versions of NPGA can be derived in a similar way.

### IV. Convergence Analysis

In this section, we analyze the linear convergence of NPGA under two cases: 1) $g_i = 0$ and $A$ has full row rank and 2) $h$ is $l_h$-smooth. Before proceeding with the analysis, we introduce a necessary assumption that applies to both cases.

**Assumption 4:** The network matrices $B$, $C$, and $D$ satisfy the following.

i) $C = 0$ or $\operatorname{Null}(C) = \operatorname{Span}(I_n)$.

ii) $\operatorname{Null}(B) = \operatorname{Span}(I_n)$.

iii) $0 < C < I, B^2 \leq I$.

iv) $D$ is a symmetric doubly stochastic matrix.

**Remark 6:** With the three properties of $W$ given in Remark 2, $\operatorname{Null}(L) = \operatorname{Span}(I_n)$, and $\operatorname{Null}(B) = \operatorname{Span}(I_n)$ is equivalent to $\operatorname{Null}(B^2) = \operatorname{Span}(I_n)$, we can easily verify that all algorithms listed in Table II satisfy (i), (ii), and (iv). Since $L \geq 0$, we can choose small enough $c$ and $\beta$ such that NPGA-DLM satisfies (iii). Note that $-I < \mathbf{W} \leq I$, then we have $0 \leq \mathbf{I} - \mathbf{W} < 2I$; hence, NPGA-EXTRA and NPGA-Exact diffusion both satisfy (iii), NPGA-P2D2 and NPGA-NIDS satisfy (iii) for $c \leq 1$ and $c \leq \frac{1}{2}$, respectively. Let $W' \triangleq \frac{1}{2}(I + W)$, obviously $0 < W' \leq I$. By replacing $W$ with $W'$, all the remaining algorithms can satisfy (iii).

**Table II**

**Different Versions of NPGA**

| Versions         | $B^2$       | $C$       | $D$       | Communication rounds |
|------------------|-------------|-----------|-----------|----------------------|
| NPGA-DIing       | $(I - W)^2$ | $I - W^2$ | $I$       | 2                    |
| NPGA-EXTRA       | $\frac{1}{2}(I - W')$ | $\frac{1}{2}(I - W)$ | $I$       | 1                    |
| NPGA-DLM         | $c_\beta L$ | $c_\beta L$ | $I$       | 1                    |
| NPGA-P2D2        | $\frac{1}{2}(I - W')$ | $\frac{1}{2}(I - W)$ | $I$       | 1                    |
| NPGA-Aug-DGM     | $(I - W)^2$ | 0         | $W^2$     | 2                    |
| NPGA-ATC tracking| $(I - W)^2$ | $I - W'$ | $W$       | 2                    |
| NPGA-Exact diffusion | $\frac{1}{2}(I - W')$ | 0         | $\frac{1}{2}(I - W')$ | 1         |
| NPGA-NIDS        | $c(I - W)$ | 0         | $I - c(I - W)$ | 2                    |
| NPGA-I           | $I - W$    | 0         | $W^2$     | 2                    |
| NPGA-II          | $I - W$    | $I - W$  | $W$       | 2                    |

The parameters used in this table correspond to those in Table I.
The following lemma establishes the relation between the fixed point of NPGA and the solution of the saddle-point problem (3).

**Lemma 3:** Assume Assumption 4 holds, \((x^*, \lambda^*)\) is a solution of the saddle-point problem (3) if and only if there exist \(v^* \in \mathbb{R}^{n_p}\) and \(y^* \in \mathbb{R}^{n_p}\) such that \((x^*, v^*, y^*, \gamma)\) is a fixed point of NPGA, where \(\gamma = 1_n \otimes \lambda^*\).

**Proof:** See the full version of this work [22].

The optimality condition of the saddle-point problem (3) is given by

\[
0 \in \nabla f(x^*) + A^\top \lambda^* + \partial g(x^*) \quad (11a)
\]
\[
A x^* \in \partial h^*(\lambda^*). \quad (11b)
\]

Then, we can verify that the uniqueness of the solution of (3) can be guaranteed by combining the strong convexity of \(f\) with the condition that \(A\) has full row rank or \(h^*\) is strongly convex, which implies that the solution of (3) is unique for both cases. Let \((x^*, v^*, y^*, \lambda^*)\) be a fixed point of (9), we can easily verify that \(x^*, v^*,\) and \(\lambda^*\) are unique, but \(y^*\) is not necessarily unique due to the singularity of \(B\). Nevertheless, \(y^*\) is, indeed, unique in \(\text{Col}(B)\), denoted as \(y^*_c\). If \(y^* = 0\), then we have \(y^k \in \text{Col}(B)\) for all \(k \geq 0\), which implies that, given the premise that NPGA converges, \(y^k\) can only converge to \(y^*_c\). Consequently, we only need to prove that NPGA linearly converges to \((x^*, v^*, y^*_c, \lambda^*)\) given the initial condition \(y^0 = 0\).

Define the error variables as

\[
\tilde{x}^k = x^k - x^*,
\]
\[
\tilde{v}^k = v^k - v^*,
\]
\[
\tilde{y}^k = y^k - y^*_c,
\]
\[
\tilde{\lambda}^k = \lambda^k - \lambda^*.
\]

Then, the error system of NPGA can be written as

\[
\tilde{x}^{k+1} = \tilde{x}^k - \alpha (\nabla f(x^k) - \nabla f(x^*)) - \alpha A^\top \tilde{\lambda}^k
\]
\[
- \alpha (S_g(x^{k+1}) - S_g(x^*))
\]
\[
\tilde{v}^{k+1} = \tilde{\lambda}^k - C \tilde{\lambda}^k - B \tilde{y}^k + \beta A (\tilde{x}^{k+1} + \theta(\tilde{x}^{k+1} - \tilde{x}^k))
\]
\[
\tilde{y}^{k+1} = \tilde{y}^k + \gamma B \tilde{v}^{k+1}
\]
\[
\tilde{\lambda}^{k+1} = \text{prox}_{\beta h^*} (D \tilde{v}^{k+1}) - \text{prox}_{\beta h^*} (D v^*).
\]

The following convergence analysis will be based on the aforementioned error system.

**A. Case I: \(g_i = 0\) and \(A\) Has Full Row Rank**

**Assumption 5:** \(g_i = 0\) and \(A\) has full row rank.

**Remark 7:** As mentioned before, Assumption 5 is the weakest known condition for decentralized algorithms to linearly solve (P3) with a nonsmooth \(h\). Before NPGA, there are two algorithms that can achieve linear convergence under the condition that \(A\) has full row rank: 1) DCPA, which is a special case of NPGA and 2) IDEA, which considers a special case of (P3), i.e., \(h\) is an indicator function corresponding to the equality constraint.

Since \(g_i = 0\), the error system (12) can be simplified to

\[
\tilde{x}^{k+1} = \tilde{x}^k - \alpha (\nabla f(x^k) - \nabla f(x^*)) - \alpha A^\top \tilde{\lambda}^k
\]
\[
\tilde{v}^{k+1} = \tilde{\lambda}^k - C \tilde{\lambda}^k - B \tilde{y}^k + \beta A (\tilde{x}^{k+1} + \theta(\tilde{x}^{k+1} - \tilde{x}^k))
\]
\[
\tilde{y}^{k+1} = \tilde{y}^k + \gamma B \tilde{v}^{k+1}
\]
\[
\tilde{\lambda}^{k+1} = \text{prox}_{\beta h^*} (D \tilde{v}^{k+1}) - \text{prox}_{\beta h^*} (D v^*).
\]

In order to establish the linear convergence of NPGA under the condition that \(A\) has full row rank, we need to introduce the following key lemma.

**Lemma 4:** Assume Assumption 5 holds, \(M \in \mathbb{R}^{n \times n}\) is a symmetric double stochastic matrix and \(H \in \mathbb{R}^{n \times n}\) is a positive semidefinite matrix, which satisfies \(\text{Null}(H) = \text{Span}(1_n)\), then \(\text{M}_A^\top M + \epsilon H > 0\), where \(M = M \otimes I_p\), \(H = H \otimes I_p\), and \(\epsilon \) is a constant.

**Proof:** See the full version of this work [22].

We now present an inequality that plays a crucial role in the subsequent analysis.

**Lemma 5:** Given Assumptions 1–5, let \(y^0 = 0, \theta \geq 0\), and the positive step-sizes satisfy

\[
\alpha < \frac{1}{l(1 + 2\theta)}, \quad \beta < \frac{\mu}{\pi^2(A)} \left( \frac{1}{1 - \sigma(C)} \right), \quad \gamma < 1
\]

then we have

\[
c_1 \|\tilde{x}^{k+1}\|^2 + c_2 \|\tilde{v}^{k+1}\|^2 \leq c_3 \|\tilde{y}^{k+1}\|^2
\]
\[
\leq \delta_1 c_1 \|\tilde{x}^k\|^2 + c_2 \|\tilde{\lambda}^k\|^2 \leq (0, 1), \quad \delta_3 = 1 - \gamma \sigma^2(B) \in (0, 1)
\]

**Proof:** See the full version of this work [22].

To obtain the linear convergence of NPGA, we need to impose another condition on \(C\), i.e., \(\text{Null}(C) = \text{Span}(1_n)\), which excludes the versions of NPGA with \(C = 0\).

**Assumption 6:** The network matrix \(B\) satisfies

\[
\text{Null}(C) = \text{Span}(1_n).
\]

Based on Lemma 5 and Assumption 6, we can obtain the following result.

**Lemma 6:** Under the same condition with Lemma 5, and assume Assumption 6 holds, then we have

\[
c_1 \|\tilde{x}^{k+1}\|^2 + c_2 \|\tilde{v}^{k+1}\|^2 \leq c_3 \|\tilde{y}^{k+1}\|^2
\]
\[
\leq \delta_1 c_1 \|\tilde{x}^k\|^2 + \delta_2 c_2 \|\tilde{\lambda}^k\|^2 + \delta_3 c_3 \|\tilde{y}^k\|^2
\]

where \(E = A A^\top + \frac{1}{2\alpha^2 \gamma}, C, \delta_2 = 1 - \alpha \beta \sigma^2(E) \in (0, 1)\), \(c_1, c_2, c_3, \delta_1\), and \(\delta_3\) are defined in Lemma 5.

**Proof:** See the full version of this work [22].
Now, we present the linear convergence result of NPGA under Case I.

**Theorem 1:** Given Assumptions 1–6, let $y^0 = 0, \theta \geq 0$, and the positive step-sizes satisfy

$$
\alpha < \frac{1}{l(1 + 2\theta)}, \quad \beta \leq \frac{\mu}{\sigma^2(A)} \left( \frac{1}{1 - \sigma(C)} + \theta \right),
$$

$$
\gamma < \min \left\{ 1, \frac{\alpha \beta \theta (E)}{\sigma^2(B)} \right\}
$$

(17)

then there exists $\delta \in (0, 1)$ such that

$$
\|x^k - x^\star\|^2 = O(\delta^k)
$$

(18)

where

$$
\delta = \max \left\{ 1 - \alpha \mu (1 - \alpha l(1 + 2\theta)), \frac{1 - \alpha \beta \theta (E)}{1 - \gamma \sigma^2(B)}, \frac{1}{\gamma} - \gamma^2(B) \right\}.
$$

**Proof:** Recall that $D$ is a symmetric doubly stochastic matrix, which implies that $\|D\| < 1$, then applying the nonexpansive property of the proximal operator gives that

$$
\|\tilde{x}^{k+1}\|^2 = \|\text{prox}_{\beta h_r} (Dv^{k+1}) - \text{prox}_{\beta h_r} (Dv^\star)\|^2
$$

$$
\leq \|Dv^{k+1}\|^2
$$

$$
\leq \|\tilde{y}^{k+1}\|^2
$$

Note that the condition of Theorem 1 is sufficient for Lemma 6, we have

$$
c_1 \|x^{k+1}\|^2 + \left( 1 - \gamma \sigma^2(B) \right) c_2 \|\tilde{x}^{k+1}\|^2 + c_3 \|y^{k+1}\|^2
$$

$$
\leq c_1 \|x^{k+1}\|^2 + \left( 1 - \gamma \sigma^2(B) \right) c_2 \|\tilde{x}^{k+1}\|^2 + c_3 \|y^{k+1}\|^2
$$

$$
\leq c_1 \|x^{k+1}\|^2 + c_2 \|\tilde{x}^{k+1}\|^2 + c_3 \|y^{k+1}\|^2
$$

$$
\leq \delta_1 c_1 \|x^{k}\|^2 + \delta_2 c_2 \|\tilde{x}^{k}\|^2 + \delta_3 c_3 \|y^{k}\|^2.
$$

(19)

Let $\omega = 1 - \gamma \sigma^2(B)$, obviously $\omega \in (0, 1)$, we then have

$$
c_1 \|x^{k+1}\|^2 + \left( 1 - \gamma \sigma^2(B) \right) c_2 \|\tilde{x}^{k+1}\|^2 + c_3 \|y^{k+1}\|^2
$$

$$
\leq \delta_1 c_1 \|x^{k}\|^2 + \delta_2 c_2 \|\tilde{x}^{k}\|^2 + \delta_3 c_3 \|y^{k}\|^2
$$

$$
\leq \delta \left( c_1 \|x^{k}\|^2 + c_2 \|\tilde{x}^{k}\|^2 + c_3 \|y^{k}\|^2 \right)
$$

(20)

where $\delta = \max(\delta_1, \frac{\delta_2}{\omega}, \delta_3)$. It follows that

$$
c_1 \|x^{k}\|^2 \leq \delta^k \left( c_1 \|x^0\|^2 + c_2 \|\tilde{x}^0\|^2 + c_3 \|y^0\|^2 \right)
$$

(21)

the step-sizes condition (14) implies that $\frac{\delta_2}{\omega} \in (0, 1)$; thus, $\delta \in (0, 1)$.

**Remark 8:** Given a sequence $\{x^k\}$ that converges to $x^\star$, the convergence is called 1) R-linear if there exists $\lambda \in (0, 1)$ such that $\|x^k - x^\star\| \leq C\lambda^k$ for $k \geq 0$, where $C$ is a positive constant; 2) Q-linear if there exists $\lambda \in (0, 1)$ such that $\frac{\|x^{k+1} - x^\star\|}{\|x^k - x^\star\|} \leq \lambda$ for $k \geq 0$ [24]. Therefore, (18) implies that $x^k$ converges to $x^\star$ with an R-linear rate of $\sqrt{\delta}$.

If the following assumption is further assumed, we can obtain a tighter convergence rate than Theorem 1.

**Assumption 7:** The network matrices $B$ and $D$ satisfy

$$
D^2 \leq I - B^2.
$$

**Remark 9:** We can easily see that all CTA versions of NPGA (where $D = I$) cannot satisfy Assumption 7, only ATC ones have the possibility. Since Theorem 2 requires both Assumptions 6 and 7, we only analyze ATC versions of NPGA with $C \neq 0$, i.e., NPGA-ATC tracking and NPGA-II. Recall that $W \preceq I$, which implies that $W^2 \preceq W$, then we can easily verify that NPGA-ATC tracking and NPGA-II both satisfy Assumption 7 according to Table II.

**Theorem 2:** Given Assumptions 1–7, let $y^0 = 0, \theta \geq 0$, and the positive step-sizes satisfy

$$
\alpha < \frac{1}{l(1 + 2\theta)}, \quad \beta \leq \frac{\mu}{\sigma^2(A)} \left( \frac{1}{1 - \sigma(C)} + \theta \right), \quad \gamma < 1
$$

(22)

then there exists $\delta \in (0, 1)$ such that

$$
\|x^k - x^\star\|^2 = O(\delta^k)
$$

(18)

where

$$
\delta = \max \left\{ 1 - \alpha \mu (1 - \alpha l(1 + 2\theta)), 1 - \alpha \beta \theta (E), 1 - \gamma \sigma^2(B) \right\}.
$$

**Proof:** According to Assumption 7, we have

$$
D^2 \leq I - B^2 \leq I - \gamma B^2
$$

it follows that:

$$
\|\tilde{x}^{k+1}\|^2 = \|\text{prox}_{\beta h_r} (Dv^{k+1}) - \text{prox}_{\beta h_r} (Dv^\star)\|^2
$$

$$
\leq \|Dv^{k+1}\|^2
$$

$$
\leq \|\tilde{y}^{k+1}\|^2
$$

Note that the condition of Theorem 2 is sufficient for Lemma 6, we have

$$
c_1 \|x^{k+1}\|^2 + \left( 1 - \gamma \sigma^2(B) \right) c_2 \|\tilde{x}^{k+1}\|^2 + c_3 \|y^{k+1}\|^2
$$

$$
\leq c_1 \|x^{k+1}\|^2 + \left( 1 - \gamma \sigma^2(B) \right) c_2 \|\tilde{x}^{k+1}\|^2 + c_3 \|y^{k+1}\|^2
$$

$$
\leq c_1 \|x^{k+1}\|^2 + c_2 \|\tilde{x}^{k+1}\|^2 + c_3 \|y^{k+1}\|^2
$$

$$
\leq \delta_1 c_1 \|x^{k}\|^2 + \delta_2 c_2 \|\tilde{x}^{k}\|^2 + \delta_3 c_3 \|y^{k}\|^2
$$

(19)

Let $\omega = 1 - \gamma \sigma^2(B)$, obviously $\omega \in (0, 1)$, we then have

$$
c_1 \|x^{k+1}\|^2 + \left( 1 - \gamma \sigma^2(B) \right) c_2 \|\tilde{x}^{k+1}\|^2 + c_3 \|y^{k+1}\|^2
$$

$$
\leq \delta_1 c_1 \|x^{k}\|^2 + \delta_2 c_2 \|\tilde{x}^{k}\|^2 + \delta_3 c_3 \|y^{k}\|^2
$$

$$
\leq \delta \left( c_1 \|x^{k}\|^2 + c_2 \|\tilde{x}^{k}\|^2 + c_3 \|y^{k}\|^2 \right)
$$

(20)

where $\delta = \max(\delta_1, \frac{\delta_2}{\omega}, \delta_3)$. It follows that

$$
c_1 \|x^{k}\|^2 \leq \delta^k \left( c_1 \|x^0\|^2 + c_2 \|\tilde{x}^0\|^2 + c_3 \|y^0\|^2 \right)
$$

(21)

the step-sizes condition (14) implies that $\frac{\delta_2}{\omega} \in (0, 1)$; thus, $\delta \in (0, 1)$.

**Remark 10:** Compared to Theorem 1, the improved convergence result in this case relaxes the upper bound on $\gamma$ to 1 and provides a tighter convergence rate of $\max(1 - \alpha \mu (1 - \alpha l(1 + 2\theta)),$ $1 - \alpha \beta \theta (E),$ $1 - \gamma \sigma^2(B))$.

□
all(1 + 2θ), 1 − αβη(E), 1 − αγ(B). It is worth noting that the convergence of DCPA under Case I can be encompassed by Theorem 1 with negligible differences. Therefore, we can conclude that the ATC versions of NPGA, which satisfy Assumption 7, achieve tighter convergence rates than DCPA.

Theorems 1 and 2 both assume Assumption 6 holds, which cannot be satisfied by the versions of NPGA with C = 0. Fortunately, we find that the linear convergence of NPGA can be guaranteed without Assumption 6, when h is an indicator function that corresponds to the equality constraint.

**Assumption 8:** h is an indicator function given as
\[ h(y) = \begin{cases} 0, & y = b \\ ∞, & y \neq b \end{cases} \]
where \( b = \frac{1}{n}1_n \otimes b \); then, the error system (13) can be simplified to
\[ \dot{x}^{k+1} = x^k - \alpha (\nabla f(x^k) - \nabla f(x^k)) - \alpha A^T \lambda^k \]
\[ \dot{v}^{k+1} = \dot{\lambda}^k - C\lambda^k - B\ddot{v}^k + \beta A (x^{k+1} + \theta(x^{k+1} - x^k)) \]
\[ \dot{y}^{k+1} = y^k + \gamma B\dot{v}^{k+1} \]
\[ \dot{\lambda}^{k+1} = D\dot{v}^{k+1}. \]  
(24)

Different from Theorems 1 and 2, we replace Assumption 6 with the following much weaker assumption, which can be satisfied by all versions of NPGA listed in Table II.

**Assumption 9:** The network matrices B, C, and D satisfy
\[ D(I - C)D \leq I - B^2. \]

**Remark 11:** We analyze Assumption 9 for the ATC and CTA versions of NPGA separately.

1) For CTA versions (where \( D = I \)), Assumption 9 is simplified to \( B^2 \leq C \). Obviously, NPGA-EXTRA and NPGA-DLM satisfy this condition, and NPGA-P2D2 can satisfy it by choosing \( c \leq 1 \). Recall that \( W \leq I \), which implies that \( W^2 \leq W \); hence, DIG also satisfies Assumption 9.

2) By utilizing the properties \( W \leq I \) and \( W^2 \leq W \), we can easily verify that all the ATC versions of NPGA listed in Table II satisfy Assumption 9, where NPGA-NDS needs to choose \( c \leq \frac{1}{2} \) to satisfy the condition.

**Theorem 3:** Given Assumptions 1–5, 8, 9, let \( y^0 = 0, \theta = 0 \), and the positive step-sizes satisfy
\[ \alpha < \frac{1}{\gamma}, \quad \beta \leq \frac{\mu(1 - \sigma(C))}{\sigma^2(A)}, \quad \gamma < 1 \]  
then there exists \( \delta \in (0, 1) \) such that
\[ \|x^k - x^*\|^2 = O(\delta^k) \]
where \( \delta = \max \{1 - \alpha(1 - \alpha), 1 - \alpha\beta\eta(F), 1 - \alpha^2\} \)
\[ F = DAA^TD + \frac{1 - \gamma}{\alpha\beta}B^2. \]

**Proof:** Note that \( \text{Null}(B) = \text{Span}(1_n) \) is equivalent to \( \text{Null}(B^2) = \text{Span}(1_n) \) and recall that D is double stochastic, we can verify that \( F > 0 \) by Lemma 4; then, we have
\[ \|\dot{x}^k\|^2_{I - \alpha\beta} \leq (1 - \alpha\beta\eta(F))\|\dot{x}^k\|^2. \]  
(26)

Also note that \( \sigma(D) \leq 1 \), according to Lemma 2, we have
\[ \sigma(A^TD) \leq \sigma(A^T)\sigma(D) \leq \sigma(A). \]
Let \( \delta_2 = 1 - \alpha\beta\eta(F) \), applying Weyl’s inequality [38] gives that
\[ \frac{\eta(F)}{\sigma^2(A^T)} = \eta_1(F) \]
\[ \leq \eta\left(1 - \frac{\sigma^2(A^T)}{\sigma^2(A)}\right) \]
\[ \leq \sigma^2(A) \]  
(27)
where the first inequality holds since \( \eta_1(B^2) = 0 \). According to (25) and \( \mu \leq 1 \), we have
\[ \alpha\beta \leq \frac{1 - \sigma(C)}{\sigma^2(A)} \]
combining it with (27) gives that \( \delta_2 \in (0, 1) \). Note that the condition of Theorem 3 is sufficient for Lemma 5, then we have
\[ c_1\|x^k\|^2 + c_2\|v^k\|^2_{I - \gamma B^2} + c_3\|y^k\|^2_{I - \gamma} \]
\[ \leq \delta_1 c_1\|x^k\|^2 + c_2\|v^k\|^2_{D(I - C - \alpha\beta\AA^T)} + c_3\|y^k\|^2_{I - \gamma} \]
\[ \leq \delta_1 c_1\|x^k\|^2 + c_2\|v^k\|^2_{D(I - C - \alpha\beta\AA^T)} + \delta_3 c_3\|y^k\|^2 \]
\[ \leq \delta_1 c_1\|x^k\|^2 + c_2\|v^k\|^2_{D(I - C - \alpha\beta\AA^T)} + \delta_3 c_3\|y^k\|^2 \]
\[ \leq \delta_1 c_1\|x^k\|^2 + c_2\|v^k\|^2_{D(I - C - \alpha\beta\AA^T)} + \delta_3 c_3\|y^k\|^2 \]
\[ \leq \delta_1 c_1\|x^k\|^2 + c_2\|v^k\|^2_{D(I - C - \alpha\beta\AA^T)} + \delta_3 c_3\|y^k\|^2 \]
\[ \leq \delta_1 c_1\|x^k\|^2 + c_2\|v^k\|^2_{D(I - C - \alpha\beta\AA^T)} + \delta_3 c_3\|y^k\|^2 \]
\[ \leq \delta \left(c_1\|x^k\|^2 + c_2\|v^k\|^2_{I - \gamma B^2} + c_3\|y^k\|^2_{I - \gamma}\right) \]
(28)
where the second, the third, the fifth, and the sixth inequalities hold due to (24), Assumption 9, (26), and \( \delta_2 < 1 \), respectively. It follows that
\[ c_1\|x^k\|^2 \leq \delta^k \left(c_1\|x^0\|^2 + c_2\|v^0\|^2_{I - \gamma B^2} + c_3\|y^0\|^2_{I - \gamma}\right). \]

**Remark 12:** As shown in Theorem 3, when Assumption 8 holds, the linear convergence of NPGA can be guaranteed without assuming \( \text{Null}(C) = \text{Span}(1_n) \). The possibility of \( C = 0 \) introduces an interesting outcome: The upper bounds of the step sizes of NPGA are independent of the network topology when \( C = 0 \), which expands their stability region, surpassing other versions of NPGA, including DCPA. Furthermore, the upper bound of \( \gamma \) and the linear convergence rate are both improved.
compared to Theorem 1. Recall that DCPA is a special case of NPGA; hence, this improvement can also be applied to it. Also note that most of the ATC versions of NPGA are with $C = 0$, which are excluded in Theorem 1. However, as shown in numerical experiments, ATC algorithms usually have much better performance than CTA ones. Therefore, the improvement of Theorem 3 is highly significant and meaningful.

**B. Case II: $h$ is $l_h$-Smooth**

**Assumption 10:** $h$ is $l_h$-smooth.

Assumption 10 implies that $h^*$ is $\frac{1}{l_h}$-strongly convex; then, we can obtain the linear convergence of NPGA without imposing the full rank condition on $A$, as shown in the following theorem.

**Theorem 4:** Given Assumptions 1–4, 10, let $\mathbf{x}^0 = 0, \theta \geq 0$, and the positive step-sizes satisfy

\[
\alpha < \min \left\{ \frac{\mu}{l(2 + 2\theta)}, \frac{1}{2l - \mu} \right\}, \quad \beta \leq \frac{\mu}{\pi^2(A) \left( \frac{1}{1 - \pi(C)} + \theta \right)}
\]

\[
\gamma < \min \left\{ \frac{1}{\left( 1 + \frac{\beta}{\tau} \right)^2 - 1}, \frac{\left( 1 + \frac{\beta}{\tau} \right)^2 - 1}{\left( 1 + \frac{\beta}{\tau} \right)^2 \pi^2(B)} \right\}
\]

then there exists $\delta \in (0, 1)$ such that

\[
\| \mathbf{x}^k - \mathbf{x}^* \|^2 = O \left( \delta^k \right)
\]

where

\[
\delta = \max \left\{ 1 - \alpha \left( \mu - 2\theta \alpha^2 \right), \frac{1}{\left( 1 + \frac{\beta}{\tau} \right)^2 \left( 1 - \gamma \pi^2(B) \right)}, 1 - \gamma \sigma^2(B) \right\}.
\]

**Proof:** See the full version of this work [22].

**V. NUMERICAL EXPERIMENTS**

In this section, we validate NPGAs convergence and evaluate the performance by solving vertical federated learning problems. Notice that NPGA-EXTRA and NPGA-Exact diffusion are the special cases of NPGA-P2D2 and NPGA-NIDS, respectively; hence, we exclude them from the experiments. Although DCPA is also a special case of NPGA, we include it for the purpose of comparison.

Consider a scenario with $n$ parties, where each party has its own private data that cannot be accessed by others. The goal of federated learning systems is to train a learning model using all parties’ data without compromising individual privacy. In vertical federated learning, the datasets among different parties consist of the same samples but with different features [3].

In particular, we focus on vertical federated learning for three types of regression problems: 1) ridge regression, 2) logistic regression, and 3) elastic net regression, which correspond to the settings of Theorems 1, 3, and 4, respectively. For a given regression problem, let $X = \{X_1, \ldots, X_n\} \in \mathbb{R}^{p \times d}$ and $Y \in \mathbb{R}^p$ be the feature matrix and the label vector, respectively. Here,

**A. Experiment I: Ridge Regression**

One form of the ridge regression problem is formulated as [12]

\[
\min_{\theta \in \mathbb{R}^d} \frac{1}{2} \| \theta \|^2 + h(X\theta)
\]

where $h$ is an indicator function given as

\[
h(x) = \begin{cases}
0, & \|x - Y\| \leq \delta \\
\infty, & \|x - Y\| > \delta.
\end{cases}
\]

We use $X\theta$ to denote the linear model since the last element of $\theta$ is the intercept. Therefore, $X$ is defined by $X = [X_{\text{raw}}, I_n]$, where $X_{\text{raw}}$ is the raw feature matrix. Considering the vertical federated learning setting, (29) can be reformulated as

\[
\min_{\theta_i \in \mathbb{R}^d_i} \frac{1}{2} \sum_{i=1}^n \| \theta_i \|^2 + h \left( \sum_{i=1}^n X_i \theta_i \right)
\]

which can be covered by (P1) with $f_i(x_i) = \frac{1}{2} \|x_i\|^2, q_i(x_i) = 0$, and $A_i = X_i$. If $X$ has full row rank, (30) will match the setting of Theorem 1.

For this experiment, we use the Boston housing prices dataset, which has 13 features. We choose 10 samples to parties, where each party has its own private data that cannot be accessed by others. The goal of federated learning systems is to train a learning model using all parties’ data without compromising individual privacy. In vertical federated learning, the datasets among different parties consist of the same samples but with different features [3].

In particular, we focus on vertical federated learning for three types of regression problems: 1) ridge regression, 2) logistic regression, and 3) elastic net regression, which correspond to the settings of Theorems 1, 3, and 4, respectively. For a given regression problem, let $X = \{X_1, \ldots, X_n\} \in \mathbb{R}^{p \times d}$ and $Y \in \mathbb{R}^p$ be the feature matrix and the label vector, respectively. Here,

**B. Experiment II: Logistic Regression**

Given $X = [x_1, \ldots, x_p] \in \mathbb{R}^{p \times d}$ and $Y = [y_1, \ldots, y_p] \in \{1, -1\}^p$, the logistic regression problem is defined as

\[
\min_{\theta \in \mathbb{R}^d} \frac{1}{p} \sum_{i=1}^p \ln \left( 1 + \exp(-y_i \theta^\top x_i) \right) + \frac{\rho}{2} \| \theta \|^2
\]

where $\rho > 0$ is the regularization parameter. Considering the vertical federated learning setting, let $X_i = [x_{i1}, \ldots, x_{ip}]$, (31) can be rewritten as

\[
\min_{\theta_i \in \mathbb{R}^d_i} \frac{1}{p} \sum_{j=1}^p \ln \left( 1 + \exp \left( -y_j \sum_{i=1}^n \theta_i^\top x_{ij} \right) \right) + \frac{\rho}{2} \sum_{i=1}^n \| \theta_i \|^2.
\]

By introducing a slack variable $z = [z_1, \ldots, z_p] = \sum_{i=1}^{n-1} X_i \theta_i$, we can reformulate (32) as

\[
\min_{\theta_i \in \mathbb{R}^d_i, z \in \mathbb{R}^p} \frac{1}{p} \sum_{j=1}^p \ln \left( 1 + \exp \left( -y_j z_j \right) \right) + \frac{\rho}{2} \sum_{i=1}^n \| \theta_i \|^2
\]

s.t. $\sum_{i=1}^n X_i \theta_i - z = 0$

---

[2]Online. Available: http://lib.stat.cmu.edu/datasets/boston
which can be covered by (P1) with

\[ f_i(x_i) = \frac{\rho}{2} \|x_i\|^2 \quad \forall i \leq n \]

\[ f_n(x_{n+1}) = \frac{1}{p} \sum_{j=1}^{p} \ln (1 + \exp (-y_j x_{nj})) \]

\[ A_i = X_i \quad \forall i \leq n, \quad A_{n+1} = -I_p \]

A fact of (33) is that \( A = [X_1, \ldots, -I_p] \) always has full row rank, which enables it to match the setting of Theorem 3 naturally.
For this experiment, we use the Covtype dataset, which has 54 features. We choose 100 samples to construct $X$ and divide it into $[X_1, \ldots, X_{27}]$, where $X_i \in \mathbb{R}^{100 \times 2}$ for $i \leq 26$, and $X_{27} \in \mathbb{R}^{100 \times 3}$.

### C. Experiment III: Elastic Net Regression

The elastic net regression problem is formulated as

$$\min_{\theta \in \mathbb{R}^d} \frac{1}{2n} \|X\theta - Y\|^2 + \alpha \rho \|\theta\|_1 + \frac{\alpha(1-\rho)}{2} \|\theta\|^2$$

which is equivalent to

$$\min_{\theta \in \mathbb{R}^d} h(X\theta) + \alpha \rho \|\theta\|_1 + \frac{\alpha(1-\rho)}{2} \|\theta\|^2$$

where $h(x) = \frac{1}{2n} \|x - Y\|^2$. Considering the vertical federated learning setting, (34) can be reformulated as

$$\min_{\theta_i \in \mathbb{R}^{d_i}} \frac{\alpha(1-\rho)}{2} \sum_{i=1}^{n} \|\theta_i\|^2 + \alpha \rho \sum_{i=1}^{n} \|\theta_i\|_1 + h\left(\sum_{i=1}^{n} X_i \theta_i\right)$$

which can be covered by (P1) with $f_i(x_i) = \frac{\alpha(1-\rho)}{n} \|x_i\|^2$, $g_i(x_i) = \alpha \rho \|x_i\|_1$, and $A_i = X_i$. Note that $h$ is $\frac{1}{n}$-smooth; hence, (36) matches the setting of Theorem 4.

For this experiment, we still use the Boston housing prices dataset and choose ten samples to construct $X$. The division mode of $X$ is also the same as Experiment I. The only difference is that we do not need to guarantee that $X$ has full row rank.

According to the problem formulations of the previous three experiments, the number of parties is 13, 28, and 13, respectively. We utilize the Erdos–Renyi model [39] with a connectivity probability of 0.3 to generate the network topology among different parties, and the mixing matrix $W$ is constructed by the Laplacian method. When applying an algorithm to solve the problem, we try different combinations of step sizes to obtain the fastest convergence rate.

The experimental results are shown in Figs. 1–3, where the optimality gap is defined as $\frac{\|x^* - x\|}{\|x^* - x\|}$. Note that in various versions of NPGA, including DCPA, the computations of the gradient and the proximal operator represent the primary computational burden at each iteration. Furthermore, these computations are performed only once per iteration for both NPGA and DCPA. Consequently, the number of iterations can serve as a metric for comparing the computational costs between NPGA and DCPA. According to the experiment results, we can see that NPGA can achieve linear convergence for all problem settings, which supports our theoretical results. Besides, certain versions of NPGA exhibit significantly faster convergence rates compared to DCPA in terms of both the number of iterations and communication rounds, which suggests that they outperform DCPA in terms of both computational and communication efficiencies.

### VI. Conclusion

In this article, we study a class of decentralized constraint-coupled optimization problems and propose a novel nested primal–dual gradient algorithm called NPGA. NPGA not only serves as an algorithm but also offers an algorithmic framework, encompassing various existing algorithms as special cases. We prove that NPGA can achieve linear convergence under the weakest known condition, and the theoretical convergence rate surpasses all known results. By designing different network matrices, we can derive various versions of NPGA and analyze their convergences conveniently, providing an opportunity to design more efficient algorithms. Numerical experiments also confirm that NPGA exhibits a faster convergence rate compared to existing algorithms. Nevertheless, the linear convergence of NPGA is established under the assumption of a time-invariant network topology, which may not hold true in certain scenarios. Therefore, exploring the extension of NGPA linear convergence to time-varying graphs will be a meaningful direction of future research.
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