Input-output theory of the unconventional photon blockade
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We study the unconventional photon blockade, recently proposed for a coupled-cavity system, in presence of input and output quantum fields. Mixing of the input or output channels still allows strong photon antibunching of the output field, but for optimal values of the system parameters that differ substantially from those that maximize antibunching of the intracavity field. This result shows that the specific input-output geometry in a photonic system determines the optimal design in view of single-photon device operation. We provide a compact analytical formula that allows finding the optimal parameters for each specific system geometry.

PACS numbers: 42.50.-p,03.65.-w,71.36.+c

I. INTRODUCTION

The generation of single photons is a crucial requirement in information and communication technology [1]. A single-photon source typically relies on a system able of producing subpoissonian light when driven by a classical light field. This mechanism requires a strong optical nonlinearity, such that the optical response to one photon can be modulated by the presence or absence of a single photon in the system – the so-called photon blockade. Combined with the requirement of miniaturization for integrability and scalability purposes, a strong nonlinearity is typically achieved by increasing the time duration of the interaction between light and a small nonlinear system (e.g. a two-level optical transition), by means of a resonant optical cavity. This basic paradigm – from which the research area called cavity quantum electrodynamics [2] stems – was proposed long ago [3], and has been meanwhile experimentally demonstrated in atomic [4], semiconductor [5–7], and superconducting [8] hybrid systems, while theoretical proposals have been formulated for optomechanical systems [9–12]. Yet, to achieve a sizeable photon blockade in these systems, the energy scale characterizing the optical nonlinearity must be large, i.e. it must exceed the optical losses, thus posing a severe technological challenge.

Recently, a new paradigm for the generation of subpoissonian light was proposed [13]. Such unconventional photon blockade (UPB) [13] differs from the conventional mechanism in that the blockade is enforced by quantum interference between multiple excitation pathways [13], rather than by an effective photon-photon repulsion induced by the strong nonlinearity. The UPB mechanism occurs in a system of two coupled cavities, where the linear coupling strength is the dominant energy scale, while a very weak third-order nonlinearity characterizes the two resonators. UPB displays a strong resonant behavior, as a function of the two resonant energies and the coupling strength. It is essentially thanks to this resonant character that the effect of a very weak nonlinearity can be amplified almost at will, to produce photon blockade. UPB holds great promise as an alternative paradigm in view of an integrated and scalable technology for single-photon generation [14]. Several possible implementations of this paradigm are currently being considered, for example in polaritonic [15], optomechanical [18], or photonic crystal systems [16, 20].

Each of these possible implementations is based on a system design that includes a specific scheme of input and output channels. In the original proposal, the basic UPB mechanism occurs only for the intracavity field of one of the two cavities. In a realistic implementation, each of the two cavities couples predominantly to a different input and output channel, but unavoidably some mixing between the two input or the two output channels must be expected. An example could be that of a system based on a photonic crystal slab [18], in which the mixing is simply produced by proximity between the cavities and the input-output channels. Given the interferential nature of UPB, a very natural expectation is that such a mixing may affect the mutual phase relation between fields, ultimately suppressing the antibunching [17, 20].

Here, we study the UPB mechanism by modeling quantum input and output channels with arbitrary degree of mixing. We compute the two-photon correlation function at zero delay, both numerically by fully solving the system master equations, and analytically in the limit of weak driving field. We demonstrate that, contrarily to common expectations, an optimal condition for UPB still exists for arbitrary degree of mixing, but it occurs for system parameters – particularly the resonant frequencies of the two cavities – that differ considerably from those derived for the intracavity field [13]. Our result thus shows that each system-specific design of input-output channels determines different optimal parameters for UPB. These parameters must then be modeled appropriately before fabrication, as they determine the optimal system design. Here, we provide a compact analytical tool that allows to easily link the input-output mixing rates to the optimal design of the two cavities.

II. INTRACAVITY FIELDS

In cavity quantum electrodynamics, several specific systems display nonlinear optical properties that can be
mapped — under appropriate conditions — onto the simple model of an oscillator with a third-order nonlinearity. We recall here the three most common cases. First, an optical cavity embedding a Kerr optical medium [21]. Secondly, an optical cavity whose resonant mode is coupled to the optical transition of a two-level system, well described by the Jaynes-Cummings model which has widespread applications to atomic [4], semiconductor [5], and superconducting systems [22]. In this case, the equivalence holds only in the limit of large detuning between the cavity mode and the two-level transition, compared to the coupling strength [23, 24]. Third, an optomechanical system in which the optical density inside the cavity is coupled to the displacement of a mechanical oscillator [11, 25]. Given this broad range of currently investigated systems, it is therefore interesting to study quantum optical effects using the model of an oscillator with third order nonlinearity.

Here, we consider the system of two coupled single-mode cavities, described respectively by Bose operators $\hat{a}_{1,2}$ and $\hat{a}_{1,2}^\dagger$, as originally studied in Ref. [13]. Both modes are characterized by a weak third-order nonlinearity of strength $U$ and are driven by continuous-wave fields having the same frequency $\omega_L$ and distinct amplitudes $F_{1,2}$. In the frame rotating at $\omega_L$, the intracavity Hamiltonian reads:

$$\mathcal{H} = \sum_{j=1,2} \left[ E_j \hat{a}_j^\dagger \hat{a}_j + U \hat{a}_j^\dagger \hat{a}_j^\dagger \hat{a}_j^\dagger \hat{a}_j + F_j \hat{a}_j^\dagger + F_j^* \hat{a}_j \right]$$  

$$- J \left( \hat{a}_1^\dagger \hat{a}_2 + \hat{a}_2^\dagger \hat{a}_1 \right),$$  

(1)

where $E_{1,2}$ are the mode energies expressed with respect to $\omega_L$. The system dynamics is governed by the following quantum master equation for the density matrix $\hat{\rho}$

$$\frac{i}{\hbar} \frac{d\hat{\rho}}{dt} = [\mathcal{H}, \hat{\rho}] + \mathcal{L}^{(\text{rad})} + \mathcal{L}^{(\text{pd})},$$  

(2)

where

$$\mathcal{L}^{(\text{rad})} = \frac{i}{2} \sum_{j=1,2} \Gamma_j \left( 2 \hat{a}_j^\dagger \hat{a}_j \hat{\rho} - \left\{ \hat{a}_j^\dagger \hat{a}_j, \hat{\rho} \right\} \right)$$  

(3)

$$\mathcal{L}^{(\text{pd})} = \frac{i}{2} \sum_{j=1,2} \Gamma_j^{(\text{pd})} \left( 2 \hat{a}_j^\dagger \hat{a}_j \hat{\rho} - \left\{ \hat{a}_j^\dagger \hat{a}_j, \hat{\rho} \right\} \right)$$  

(4)

are Lindblad superoperators modeling, in the Markov limit, respectively radiative losses at rates $\Gamma_{1,2}$ and pure dephasing processes at rates $\Gamma_{1,2}^{(\text{pd})}$. Below, we will solve numerically Eq. (2) in the stationary limit $d\hat{\rho}/dt = 0$, within a truncated Hilbert space [13].

III. INPUT-OUTPUT FIELDS

We consider input and output lines as sketched in Fig. 1(a). We assume two semi-infinite waveguides $L_b$ and $L_c$ evanescently coupled to the cavities, in the wake of the proposal of Ref. [16]. Each waveguide acts simultaneously as an input and an output channel for the two-cavity system. The corresponding Bose operators for the input and output modes are denoted as $\hat{b}_{\text{in}}$, $\hat{b}_{\text{out}}$, $\hat{c}_{\text{in}}$ and $\hat{c}_{\text{out}}$. The evanescent coupling of cavities 1 and 2 to waveguides $L_b$ and $L_c$ is quantified by the rates $\gamma_{b,1,2}$ and $\gamma_{c,1,2}$, respectively. The coherent driving field is conveyed through the waveguide $L_b$, while the device output is collected from the $L_c$ channel.

According to the input-output formalism of Collett and Gardiner [26, 27], the input, output and intracavity fields are linked through the boundary condition

$$\hat{b}_{\text{out}}(t) = \hat{b}_{\text{in}}(t) + \sqrt{\gamma_{b,1}} \hat{a}^{(1)}_1 + \sqrt{\gamma_{b,2}} \hat{a}^{(2)}_2,$$  

(5)

$$\hat{c}_{\text{out}}(t) = \hat{c}_{\text{in}}(t) + \sqrt{\gamma_{c,1}} \hat{a}^{(1)}_1 + \sqrt{\gamma_{c,2}} \hat{a}^{(2)}_2.$$  

(6)

The rates $\gamma_{b,1,2}$ and $\gamma_{c,1,2}$ contribute, together with the intrinsic loss rate $\kappa_{1,2}$ of each cavity, to the total loss rates of the two cavity modes, i.e. $\kappa_{1,2} + \gamma_{b,1,2} + \gamma_{c,1,2} = \Gamma_{1,2}$. All these loss rates depend on the specific system type and cavity design. Here, in order to comply to the assumption made in Ref. [13], we set $\Gamma_1 = \Gamma_2 = \Gamma$. Notice that this assumption generally leads to different intrinsic loss rates $\kappa_{1,2}$ for the two cavities. The extension to more general assumptions is however straightforward. Additionally we shall consider a system that is symmetric with respect to the input-output guides imposing $\gamma_{1,2} = \gamma_{b,1,2} = \gamma_{c,1,2}$. The ideal case described of Ref. [13] is then recovered by setting $\gamma_{2} = 0$. A finite

FIG. 1. (a) Sketch of the system. Two coupled cavities are evanescently linked to two semi-infinite waveguides $L_b$ and $L_c$. The blue and red double-arrows denote input-output couplings. The inset shows the energy levels and associated detunings. Lower panels: log$_{10}$[$\hat{b}^{(2)}_{\text{out}}(0)$] as a function of $E_1$ and $E_2$ for $\gamma_1 = 0.4\Gamma$, (b) $\gamma_2 = 0$ and (c) $\gamma_2 = 0.025\gamma_1$. The other parameters are $\kappa_{1,2} = \Gamma - 2\gamma_{1,2}$, $U = 0.012/\Gamma$, $J = 0.5/\Gamma$ and $F = 0.01/\Gamma$. The white cross marks the location of the global minimum of panel (b), while the circles indicate the two local minima, and the arrows highlight their displacement as $\gamma_2$ is increased.
value of $\gamma_2$ expresses instead the fact that any output observable includes contributions from both intra-cavity fields. This is unavoidable in most experimental setups, where both the coupling between cavities 1 and 2 and the coupling to input-output lines are realized through spatial proximity, as suggested by the sketch in Fig.1(a).

For an arbitrary state of the input modes, correlations of the output fields would depend on cross-correlations between the input and intra-cavity fields, which in turn would require to model the input fields together with the system dynamics. However, if we assume only classical driving fields added to the quantum vacuum of the input-output channels, then all normally ordered cross-correlations between intra-cavity and input modes vanish, and correlations in the output channels can be expressed as functions of intra-cavity correlations only. Within this assumption, the average number of photons collected through $L_c$ reads

$$N_{out} = \langle \hat{c}^\dagger_{out}\hat{c}_{out}\rangle = \gamma_1 \langle \hat{a}_1^\dagger\hat{a}_1\rangle + \gamma_2 \langle \hat{a}_2^\dagger\hat{a}_2\rangle + 2\sqrt{\gamma_1\gamma_2} \langle \hat{a}_1^\dagger\hat{a}_2 + \hat{a}_2^\dagger\hat{a}_1\rangle.$$  \hspace{1cm} (7)

Similarly, the second order correlation function of the output field at zero delay is given by

$$g_{out}^{(2)}(0) = \frac{\langle \hat{c}^\dagger_{out}\hat{c}_{out}\hat{c}^\dagger_{out}\hat{c}_{out}\rangle}{N_{out}^2},$$  \hspace{1cm} (8)

$$= \sum_{j,k,l,m=1,2} \sqrt{\gamma_j\gamma_k\gamma_l\gamma_m} \langle \hat{a}_j^\dagger\hat{a}_k^\dagger\hat{a}_l\hat{a}_m\rangle \frac{N_{out}^2}{N_{out}}.$$  \hspace{1cm} (9)

If the driving fields are delivered through the two waveguides, then the same mixing weights must hold given the system symmetry, namely

$$F_{1,2} = \sqrt{\frac{\gamma_1}{\gamma_1 + \gamma_2}} F,$$  \hspace{1cm} (10)

so that $|F|^2 = |F_1|^2 + |F_2|^2$.

IV. RESULTS

The antibunching of the intracavity field is maximized for optimal values \[13\]

$$E_{1,2} \simeq \pm \Gamma/2\sqrt{3},$$  \hspace{1cm} (11)

$$U \simeq 2\Gamma^3/3J^2\sqrt{3}.$$  \hspace{1cm} (12)

Here, we set $U$ to its optimal value \[12\], and let the detunings $E_1$ and $E_2$ vary. Fig.1(a) shows the computed
value of $\log_{10}[g_{\text{out}}^{(2)}(0)]$, as a function of $E_1$ and $E_2$, in the case $\gamma_2 = 0$, namely without mixing. The result reproduces exactly that for the intracavity field in Ref.\cite{[13]}. When instead a finite value $\gamma_2 = 0.025\gamma_1$ is set, the optimal antibunching moves to different values of $E_1$ and $E_2$, and the original minimum splits into two distinct minima. Indeed, if the optimal values \( \{11\} \) and \( \{12\} \) are set, the value of $g_{\text{out}}^{(2)}(0)$ rapidly increases as a function of $\gamma_2/\gamma_1$ both when assuming output mixing only (Fig.2(a)) and if a corresponding input mixing (10) is introduced (Fig.2(b)). These results suggest that the optimal values of $E_1$ and $E_2$ must be found independently for each value of $\gamma_2$. We note that the absolute value of $\gamma_1$ has practically no influence on this behaviour which is solely determined by the ratio $\gamma_2/\gamma_1$.

To illustrate how the optimal values of $E_1$ and $E_2$ depend on the mixing, we plot on the $(E_1, E_2)$-plane the position of the minimum labeled $m_1$ in Fig.1(c), for $\gamma_2/\gamma_1$ uniformly increasing from 0 to 0.5, both in the case of output mixing only (Fig.2(c)) and including input mixing (Fig.2(f)). Again, these values scarcely depend on the absolute value of $\gamma_1$. Correspondingly, Fig.2(c) and (d) show the value of $g_{\text{out}}^{(2)}(0)$ computed at increasing $\gamma_2/\gamma_1$, while tracking the optimal values of $E_1$ and $E_2$ as a function of this parameter. Here, different symbols denote different values of $\gamma_1$, showing that this parameter affects the actual value of the two-photon correlation. For these plots, the overall pump amplitude $F$ was also adjusted for each value of $\gamma_2/\gamma_1$ in order to keep the average photon occupation in the output mode constant, $N_{\text{out}} = 10^{-3}$. The corresponding values of $F$ are plotted in Fig.2(g) and (h) respectively. These data show that the unconventional antibunching can indeed be preserved – or even slightly improved – when tuning the optimal values of $E_1$ and $E_2$ to the ratio of output coupling rates $\gamma_2/\gamma_1$ characterizing the specific system under investigation.

When considering a given engineered sample, the detuning between the two cavities $\Delta_{12} = E_1 - E_2$ is generally determined by the specific sample design and fabrication. It is therefore relevant, in view of an experiment, to study the optimal value of the detuning $E_1$ for each given value $\Delta_{12}$. The corresponding results (accounting for the mixed input) are shown in Fig.2(a) and (b). Panel (a) shows the optimal value of $g_{\text{out}}^{(2)}(0)$ computed as a function of $\Delta_{12}$ for three different values of $\gamma_2$, while panel (b) shows the corresponding optimal value of $E_1$ and the pump amplitude (inset) required to have $N_{\text{out}} = 10^{-3}$. As soon as the output fields are mixed we see that optimal antibunching requires $\Delta_{12} > 0$, differently from the ideal case \cite{[12],[13]} where $\Delta_{12} \approx 0$. In the cases where $\gamma_2 \neq 0$, two distinct minima in $g_{\text{out}}^{(2)}$ appear, consistently with Fig.1(c).

Finally we have analyzed in Fig.2(c), (d) the impact of pure dephasing, as introduced in Eq. \( (6) \), for three values of $\Gamma^{(pd)} = \Gamma^{(pd)}_1 = \Gamma^{(pd)}_2$. While the optimal values of $E_1$ and $E_2$ are only slightly affected [panel (d)], the corresponding optimal value of $\min(g_{\text{out}}^{(2)}(0))$ increases significantly [panel(c)], as expected for the unconventional mechanism which strongly relies on quantum interference. In particular, antibunching starts being suppressed as soon as the pure dephasing rate becomes comparable to the nonlinear energy $U$. This is again expected, as the destructive quantum interference between different excitation pathways leading to the two-photon state is enforced by a nonlinear energy shift of magnitude $U$. It can be concluded that the sensitivity to pure dephasing is not dramatically modified by mixing in the input or in the output channels.

FIG. 3. (a) Minimal value of $g^{(2)}_{\text{out}}(0)$ as a function of the detuning $\Delta_{12}$, obtained by varying $E_1$. (b) Corresponding optimal value of $E_1$. Inset: value of $F$ required to give a constant occupation $N_{\text{out}} = 10^{-3}$. For both plots, $\gamma_1 = 0.2\Gamma$ (red squares), 0.3$\Gamma$ (purple disks) and 0.4$\Gamma$ (blue triangles). (c) Impact of the pure dephasing on $\min(g^{(2)}_{\text{out}}(0))$ for $\Gamma^{(pd)} = 0$ (red squares), 0.01$U$ (purple disks) and 0.1$U$ (blue triangles). (d) Corresponding points on the $(E_1, E_2)$-plane. Inset: value of $F$ required to impose a constant occupation $N_{\text{out}} = 10^{-3}$.

UPB relies on the fact that, thanks to destructive quantum interference between multiple excitation pathways leading to the state with two photons in the first cavity, the amplitude of this particular number-state in the stationary state of the system vanishes under appropriate choice of the system parameters. Then, in the limit of vanishing pump amplitude $F$, the probability of having $N_1 > 2$ is negligible and $g^{(2)}_{\text{out}}(0)$ actually vanishes as a result. In presence of output mixing however, Eqs. \( (5) \) and \( (4) \) show that an analogous canceling of the two-photon amplitude in the output field now requires suppressing the two-photon occupation of the mode associated to the linear superposition $\sqrt{\gamma_1}a_1 + \sqrt{\gamma_2}a_2$. This is made possible by a similar quantum interference scheme as in the ideal case, where however optimal conditions occur for
different values of the detunings $E_1$ and $E_2$. This is ultimately the reason why output mixing does not actually suppress antibunching but rather moves it to a different optimal point in parameter space. More insight on this result can be obtained by carrying out an analysis to leading order in $F$, similar to the one presented for the ideal case in Ref. [15]. This leads to a compact analytical expression for $g_{\text{out}}^{(2)}(0)$ in the limit $F \to 0$, derived in the appendix, that can be easily adopted to optimize the parameters $E_1$ and $E_2$ in each specific case.

The main indication coming from the present study is that, in any attempt to experimentally design a coupled-cavity system for the detection of unconventional photon blockade, the input and output mixing must be accurately modeled before fabrication, in order to assess the corresponding optimal detuning $\Delta_{12} = E_1 - E_2$ between the two cavities.

V. CONCLUSION

In summary, we have studied the unconventional photon blockade in the context of an input-output theory of the open quantum system, in order to assess how unavoidable mixing between the two input or the two output channels affects the photon antibunching. Our findings clearly show that the photon antibunching is not suppressed but rather just displaced in a different region of the system’s parameter space. Unconventional photon blockade was recently proposed as a very effective mechanism to produce a strongly subpoissonian photon field in presence of arbitrarily weak nonlinearities. This mechanism holds great promise in view of the realization of integrated single-photon sources, that could operate even by only relying on the very weak background third-order nonlinearity of the dielectric material [16], and could be the mechanism of choice to observe quantum effects in hybrid systems – such as, e.g., optomechanical systems [18, 19] – where strong single-photon nonlinearities are far from being achieved. It should be observed that, to operate as an on-demand single photon source, a system displaying the unconventional photon blockade would additionally require pulsed operation, for which the unconventional blockade mechanism is subject to some restrictions as discussed by Bamba et al. [17]. In particular, in order for antibunching to occur in the pulsed regime, the bandwidth of the pump pulse must be smaller than the cavity loss rate $\Gamma$, while its time duration must be shorter than the timescale of the quantum correlations, set by $J^{-1}$. These two conditions are barely met for the typical regime $J > \Gamma$, in which the unconventional blockade occurs. A possible way to overcome this limitation might be to separate or implement the interference between the two fields with an alternative approach tool. Spectral filtering in particular has been shown to enhance photonic antibunching of the conventional type [28]. Alternatively, an appropriate shaping of the pump pulse might also improve single-photon operation. These ideas however require verification through a time-resolved analysis of the unconventional photon blockade, which will be the object of future work.

Our study shows that, in order to produce the optimal conditions for the unconventional blockade, the system-specific input-output relations play a crucial role, affecting dramatically the optimal system design. The present result clearly indicates what are the optimal system parameters and provides a tool for their evaluation, that can be easily adopted in the several contexts – ranging from photonic crystal [16, 20] to optomechanical [18, 19] or polaritonic [13, 15, 17] systems – in which an experimental demonstration of the unconventional photon blockade is currently being sought.
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Appendix: The weak pump limit

In this section, we derive analytical expressions for the number of intracavity photons and the zero-delay two-photon correlation function, in the limit of vanishing driving field.

We start from the Hamiltonian (1) and expand the intracavity field wavefunction on a Fock-state basis, truncated to the two-photon manifold as allowed by the assumption of weak driving field.

$$|\psi\rangle = C_{00}|00\rangle + C_{10}|10\rangle + C_{01}|01\rangle + C_{11}|11\rangle + C_{20}|20\rangle + C_{02}|02\rangle$$

(A.1)

Here, $|jk\rangle = |j\rangle \otimes |k\rangle$ denotes a Fock state with $j$ photons in the first cavity and $k$ photons in the second one. The steady state is found from the stationary solution of the nonlinear Schrödinger equation $\tilde{H}|\psi\rangle = i\hbar \partial_t |\psi\rangle$ written for the non-Hermitian Hamiltonian

$$\tilde{H} = H - \frac{i\Gamma}{2} \sum_{j=1,2} \hat{a}_j^\dagger \hat{a}_j$$

(A.2)

with the further assumption $\Gamma_{1,2} = \Gamma$. We assume equal coupling to the two input-output channels, namely $\gamma_{b,1,2} = \gamma_{c,1,2} = \gamma_{1,2}$ and obtain the following coupled set

\[ B.C. \]
of equations for the coefficients $C_{jk}$

$$0 = F_1 C_{10} + F_2 C_{01}$$  \hspace{1cm} \text{(A.3)}

$$0 = F_1 C_{02} + F_2 \sqrt{2} C_{11}$$  \hspace{1cm} \text{(A.4)}

$$0 = F_2 C_{02} + F_1 \sqrt{2} C_{11}$$  \hspace{1cm} \text{(A.5)}

$$0 = F_1 C_{00} + \tilde{E}_1 C_{10} - J C_{01} + F_1 \sqrt{2} C_{20} + F_2 C_{11}$$  \hspace{1cm} \text{(A.6)}

$$0 = F_2 C_{00} + \tilde{E}_2 C_{01} - J C_{10} + F_2 \sqrt{2} C_{02} + F_1 C_{11}$$  \hspace{1cm} \text{(A.7)}

$$0 = F_1 \sqrt{2} C_{10} + 2 \left( \tilde{E}_1 + U_1 \right) C_{20} - J \sqrt{2} C_{11}$$  \hspace{1cm} \text{(A.8)}

$$0 = F_2 \sqrt{2} C_{01} + 2 \left( \tilde{E}_2 + U_2 \right) C_{02} - J \sqrt{2} C_{11}$$  \hspace{1cm} \text{(A.9)}

$$0 = F_2 C_{10} + F_1 C_{01} - J \sqrt{2} \left( C_{20} + C_{02} \right) + \left( \tilde{E}_1 + \tilde{E}_2 \right) C_{11}$$  \hspace{1cm} \text{(A.10)}

where $\tilde{E}_j = E_j - i \Gamma / 2$. Here, the pump amplitudes are expressed as $F_j = \sqrt{\zeta_j} F$ where $\zeta_{1,2} = \gamma_{1,2} / (\gamma_1 + \gamma_2)$. To leading order, the coefficients $C_{jk}$ depend on the driving field amplitude as $C_{jk} \propto F^{j+k}$. Hence, we can eliminate the underlined terms in Eqs. (A.6) and (A.7), as they are of sub-leading order in $F$. By further imposing the normalization condition $C_{00} = 1$, straightforward algebra leads to the following solutions

$$C_{10} = F \frac{\tilde{E}_2 \sqrt{\gamma_1} + J \sqrt{\gamma_2}}{J^2 - \tilde{E}_1 E_2}$$  \hspace{1cm} \text{(A.11)}

$$C_{01} = F \frac{\tilde{E}_1 \sqrt{\gamma_2} + J \sqrt{\gamma_1}}{J^2 - \tilde{E}_1 E_2}$$  \hspace{1cm} \text{(A.12)}

where we further assumed $U_{1,2} = U$. We then construct the system density matrix from $\rho = |\psi\rangle \langle \psi|$. By combining this result with the expressions for the input-output field operators, we obtain the following compact expression for
the average photon occupation in the output field of the first cavity

\[ N_{\text{out}} = \langle c_{\text{out}}^\dagger c_{\text{out}} \rangle = \text{Tr} \left( c_{\text{out}}^\dagger c_{\text{out}} \rho \right) = \left| F \left( \frac{E_2 \sqrt{\gamma_1} + J \sqrt{\gamma_2}}{J^2 - E_1 E_2} \right) \right|^2 \]  

(A.16)

The second order correlation function at zero delay of the output field can be expressed in a compact form as a function of the coefficients \( C_{jk} \) as

\[ g_{\text{out}}^{(2)} (0) = \frac{\text{Tr} \left( c_{\text{out}}^\dagger c_{\text{out}}^\dagger c_{\text{out}} c_{\text{out}} \right)}{N_{\text{out}}^2} \simeq \frac{\gamma_1 C_{20} + \gamma_2 C_{02}}{\gamma_1^2} + \frac{\gamma_1 C_{20} + \sqrt{\gamma_1 \gamma_2} C_{11}}{\sqrt{\gamma_1} \gamma_2} + \frac{\gamma_2 C_{02} + \sqrt{\gamma_1 \gamma_2} C_{11}}{\sqrt{\gamma_1} \gamma_2} \]  

(A.17)

We compare in Fig.A1 the analytical expression (3) (see lower panels) to direct numerical solutions of the density matrix dynamics from Eq.(2) (see upper panels). We get a perfect agreement between the two for weak pump intensities.

Finally, we show that perfect output antibunching, namely \( g_{\text{out}}^{(2)} (0) = 0 \), cannot be obtained, differently from the intracavity field case. In particular, in order to make the numerator of expression (A.17) vanish, one would need

\[ C_{02} = \frac{\gamma_1}{\gamma_2} C_{20} \]  

(A.18)

\[ C_{11} = -\sqrt{\frac{\gamma_1}{\gamma_2}} C_{20} \]  

(A.19)

\[ C_{11} = -\sqrt{\frac{\gamma_1}{\gamma_2}} C_{20} = \frac{\gamma_2}{\gamma_1} C_{20} \]  

(A.20)

Obviously, these conditions can only be fulfilled by setting \( C_{20} = C_{02} = C_{11} = 0 \), namely only in the unphysical situation in which the two-photon manifold of the Hilbert space is totally unoccupied. This remark is scarcely relevant to our main conclusions. In fact, the minimal values reached by the zero-delay two-photon correlation \( g_{\text{out}}^{(2)} (0) = 0 \), as computed from the full master equation, are to all practical purposes very small, and they are mostly determined by few-photon terms, thus beyond the two-photon limit assumed in the approximate analytical treatment above.
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