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Aberration-insensitive microscopy using optical field-correlation imaging

I. INTRODUCTION

Some optical imaging techniques have been shown to reduce the influence of optical aberrations on the image quality. One of them is optical ghost imaging which is a technique that retrieves images from spatial correlations of optical beams in two arms of an imaging system. Usually, the correlations are obtained either from photon-coincidence or intensity-fluctuation measurements. The illumination is prepared by splitting spatially incoherent light into two beams. One of them propagates through the object to a bucket photodetector with no spatial resolution, while the other one—not interacting with the object—is analyzed pointwise either with a transversely scanned pinhole detector or with a two-dimensional detector array. The rate of the detected photon coincidences or the correlations of the intensity fluctuations measured by the detectors in the two arms as a function of the transverse coordinates reveal an object image. Originally, the effect was interpreted as a quantum-mechanical phenomenon in terms of photon entanglement in the two arms. Later, the photon-coincidence detection was replaced with classical intensity-correlation measurements and the same results were obtained. The intensity fluctuations in the illumination are usually slow as obtained by transmitting a spatially coherent optical beam through a rotating optical diffuser. Hence, the intensity correlations can be measured by considering the correlations of the photocurrents generated by the detectors.

The spatially incoherent illumination required for ghost imaging can also be obtained using thermal light or an amplified-spontaneous-emission (ASE) source, which allows removing the rotating diffuser. However, the associated intensity fluctuations are extremely rapid, necessitating new ultrafast detection methods. One of such approaches—able to assess ultrashort-time scale intensity correlations at reasonably low intensity levels—is based on two-photon absorption in a semiconductor photomultiplier. With this technique, however, it is challenging to achieve high-resolution...
ghost imaging, even with a high-power source. In fact, a large variety of ghost-imaging systems—spreading from the original spatial domain to the time and spectral domains—have been demonstrated using different photodetection methods. In all of them, the most intriguing aspect is the capability to reduce the effect of optical aberrations in the object arm, which is of interest in the fields of optical microscopy, optical communication and information processing, and in interferometric sensing and detection.

Another imaging technique, called full-field optical coherence tomography (FFOCT), also uses spatially incoherent illumination. The method is developed for three-dimensional imaging of objects that reflect or backscatter the illuminating light. A typical system is composed of a microscope with an integrated Michelson interferometer in which the object replaces a mirror in one of the arms, and the imaging is based on the field-correlation rather than intensity-correlation measurements. One more crucial difference from ghost imaging is that the light source must have a broad spectrum, thus having a short longitudinal coherence length and giving the system a high longitudinal resolution. Any aberrations in the system should, therefore, not shift the wave fronts of the field by an amount larger than this resolution limit, whose typical value is on the order of 10 μm or smaller. Nonetheless, the FFOCT has been demonstrated to successfully reduce the influence of optical aberrations on the image quality. Other techniques also use interference of spatially incoherent light to obtain both amplitude and phase images of transmissive objects. As an example, a type of lensless imaging has been demonstrated using a Mach-Zehnder interferometer with spatially incoherent illumination. Furthermore, a single-pixel ghostlike imaging method has been used to image both amplitude and phase objects. However, the effect of aberrations has not been considered in any of these works. In principle, optical aberrations can be corrected or eliminated by means of adaptive optics or by using optical scanning. However, these techniques are not always possible to apply. Furthermore, aberration correction using adaptive optics is problematic in the case of complex and strong aberrations, especially if they are not deterministic. Therefore, scanning-free imaging techniques able to yield sharp images in the presence of strong aberrations are of great interest and importance.

In this work, we propose a novel ghostlike imaging system with the following properties. First, similarly to FFOCT microscopes, it uses a spatially incoherent light source, which makes a rotating difuser unnecessary. Second, a single camera is used, which removes the need to measure photocurrent correlations between two different detectors. Third, spatial correlations of optical fields instead of intensity correlations are measured, which allows imaging of both amplitude and phase objects in the presence of aberrations with a micrometer-scale resolution using standard optical interferometry. In contrast to the FFOCT systems, our method makes use of a Mach-Zehnder interferometer and images light-transmitting objects. Furthermore, while the transverse coherence length of the source is small in our setup, the longitudinal one is large, which makes the system insensitive to even very strong aberrations. As an example, we obtain detailed images of amplitude and phase objects from the interferometric data when the object is screened by an optical difuser. The imaging approach put forward in this work can be developed toward specific applications in aberration-free microscopy, optical coherence tomography, and various interferometric detector systems that in principle may use both the field and intensity correlations.

II. EXPERIMENTAL SETUP AND EXPLANATION OF THE METHOD

The experimental setup is shown in Fig. 1. The light source is a light-emitting diode (LED) with a 1 × 1 mm² emitting area producing unpolarized and spatially highly incoherent light (M625L3, Thorlabs). Its peak wavelength is 632 nm and the bandwidth is 18 nm. The LED light is collimated by a 10× microscope objective and transmitted through a linear polarizer whose transmission axis can be set to any angle. The polarizer renders the vertical and horizontal electric vector components of the ensuing beam field mutually correlated (as explained below, these components interfere at the camera). A beam splitter divides the beam into two, of which one propagates in the object arm and the other one travels via the reference arm. In the object arm, two 5× microscope objectives with coinciding focal planes are used. The object is inserted in the beam path between the objectives. The first objective creates an image of the LED surface on the object and the second one approximately coincides with the field. An identical pair of objectives is inserted in the reference arm at approximately the same distance from the first beam splitter. These objectives flip the image of the LED surface identically in the two arms and enable to tune the wave front curvatures and the transverse positions of the beams in the two arms independently. For more precise tuning, one of the objectives in the reference arm

![FIG. 1. The experimental setup: MO₁ and MO₂—10× and 5× microscope objectives, respectively; P₁ and P₂—linear polarizers; BS₁ and BS₂—beam splitters; M₁ and M₂—mirrors; O—object; D—difuser; CP—compensating glass; BPF—bandpass filter; L—lens; C—camera. In the reference arm, the pair of mirrors M₁ can be translated along the direction shown by the arrows, and one of the microscope objectives can be moved in three directions.](image-url)
is mounted on a 3D translation stage. At the corners of the interferometer’s arms, we use two tilted mirrors instead of a single mirror. The mirrors are fixed in position in the object arm, while in the reference arm, they are mounted on a 1D translator. The reference-arm length can be tuned by moving the mirror pair with the translator along the arrow directions marked in Fig. 1. This operation does not change the position nor orientation of the reflected beam. The beams are combined with another beam splitter and transmitted through a linear polarizer. At least one of the beam splitters (preferably BS1) should be a polarizing beam splitter since then the relative intensities emanating from the arms on the camera can be adjusted by rotating either of the polarizers (preferably P1). The coherence length of light in the combined beam is increased to ~0.4 mm by letting the beam through a bandpass filter (BPF) of 1 nm bandwidth. The filter can also be placed in front of the LED, but then it is subjected to higher optical power and may be overheated. The camera (acA1920-25uc, Basler) is used with a lens of 100 mm focal length to create a 2.5 times magnified image of the object. The magnification can be easily increased by shifting the sample and the camera, as long as the focal planes of the camera and the objective do not coincide. One can also use a camera lens with a longer focal distance or an objective with a higher magnification.

To introduce aberrations, the image is either defocused or a static optical diffuser is inserted in the object arm in front of the second beam splitter. When the diffuser is used, a compensating glass plate (CP) with a thickness approximately equal to that of the diffuser is used in the reference arm. The interferometric image is obtained by altering the length of the reference arm (which makes the interference fringes on the camera move) and recording a short movie from which the image is retrieved by a computer program that calculates the difference of the maximum and minimum signal values at each pixel. In this way, the time-independent intensity distribution is removed from the image, resulting only in the distribution of intensity variations due to reference arm scanning. It can be shown that the amplitude of the variations is proportional to the modulus of the magnified amplitude-transmittance function of the sample convolved with the modulus of the point-spread function of the imaging system (see the Appendix).

Without aberrations and with the reference arm blocked, the intensity image of the object has a resolution given by the point-spread function of the one-armed system. The numerical aperture of the objective behind the object is NA = 0.12. Hence, the resolution is given by 0.6λ/NA ≈ 3 μm. In fact, the LED source has a discontinuous emitting surface broken into 10 stripes separated by narrow gaps. To achieve smooth illumination, we first create a sharp image of the emitter in the object plane and then shift the LED back by a distance of s ≈ 1 mm. The shift defocuses the image of the stripes leading to smoother illumination. Defocusing does not have a significant influence on the measured transverse coherence length of 3 μm, which is also the resolution of the system. When the shift s is large compared to the emitter size L, the increase of the coherence length is approximately given by λs/L, which is equal to about 3 μm at s = 5 mm. When s is smaller or comparable to L, as in our case, the effect of the shift on the coherence length can be neglected.

If both arms are open and aberrations are introduced in the object arm, the resolution of the interferometric image remains unaffected. This can be explained with the help of Fig. 2. Suppose the object is a pinhole. Without aberrations, its image is a spot determined by the point-spread function (the uppermost picture in the left column). When the reference arm is open, the image is modulated by interference fringes, because a corresponding point in the reference arm produces a spot of the same shape and size as in the object arm (two middle pictures in the left column). Hence, the interferometric image shows the same spot as the object-arm image (the last picture in the left column).

In the presence of aberrations, the intensity image of the pinhole can be large and deformed as shown schematically in the first picture of the right column. However, the corresponding correlating point in the reference arm still produces a diffraction-limited spot. Therefore, interference fringes can be observed only within the area of this spot. Recall that light originating from other points in the reference arm does not correlate with the pinhole light in

---

![Schematic of the formation of the interferometric ghostlike image of a pinhole object using the system without and with aberrations in the object arm. The two cases are shown, respectively, in the left and right column. The pictures from top to bottom in each column show (1) the intensity image of the pinhole obtained from the object arm, (2) the coherence area of the reference arm beam in the image plane, (3) the two-arm image, and (4) the retrieved interferometric image.](image-url)
FIG. 3. Schematic of the formation of the interferometric ghostlike image of a sharp edge of a transparent phase object. The edge and the coherence area are shown in (a). The interference fringe patterns in the absence and in the presence of aberrations are shown in (b) and (c), respectively. The retrieved image is shown in (d).

the object arm as long as the illumination is spatially incoherent. Removing from the recorded intensity distribution light that is not modulated by the interference eventually results in the same diffraction-limited pinhole image as obtained without aberrations. Since any amplitude-modulated object can be viewed as a distribution of pinholes, the derived conclusion is valid for any object.

For transparent phase objects with abrupt edges, the described technique, independently of aberrations, reveals the edges as described in the Appendix. They are observed in the processed image as dark lines whose width is determined by the point-spread function. This happens due to spatial averaging of the intensity pattern provided by diffraction. As illustrated in Fig. 3, at points close to the phase edge where dark and light interference fringes meet, the averaging (within the area of the point-spread function) effectively reduces the amplitude of the modulated signal. The phase shift at the edges can be evaluated from the shift of the interference fringes. When aberrations are present in the object arm, the fringes are deformed, but they are still shifted at the edges of the object, as illustrated in Fig. 3(c). Thus, the technique reveals the object independently of aberrations.

III. RESULTS

To demonstrate the operation of the system, we fabricated three samples with the logo of Aalto University on them. Two of the logo objects were produced by patterning a film of aluminum on glass with the aid of a laser writer (LW405, MICROTECH). The first logo is formed by metal stripes on glass [see the top picture in Fig. 4(a)] and the second one by slits in the metal film [see the top picture in Fig. 4(b)]. The patterns are therefore negatives of each other. The width of the aluminum stripes in the first sample is 8 μm, while the width of the slits in the second sample is 20 μm. The third sample contains a phase object composed of the Aalto University logo etched in a 1.5 μm thick layer of photosresist on glass [see Figs. 5(a) and 5(b)]. The width of the etched grooves is 24 μm. The photosresist exposure was done using the same laser writer.

Consider first the images of the amplitude-modulated objects presented in Fig. 4. Each column corresponds to one of the samples. The uppermost pictures illustrate the intensity image of the logo when the reference arm is blocked and no aberrations are introduced in the object arm. Hence, the image is sharp. The second picture in each column shows the sample image when aberrations (defocusing or diffuser) are introduced in the object arm. Finally, the lowest picture shows the obtained interferometric ghostlike image which, as characteristics to the technique are revealed with the aid of the reference arm that did not “see” the object at all.

In each set of experiments, the sample blocks part of the incident light power and the aberration leads to an additional power spread decreasing the outcoming object-arm intensity. This reduces the visibility of the interference fringe pattern. To compensate for this change, the beam power incident on the object arm is increased by rotating the linear polarizer $P_1$ (see Fig. 1) and increasing the source power.

FIG. 4. Optical images of two logos of Aalto University. In the columns, the uppermost and the middle images are, respectively, obtained without and with a focusing error [cases (a) and (b)] or an optical diffuser [cases (c) and (d)] and with the reference arm blocked. The lowermost images are the interferometric images retrieved from the interference patterns of the reference beam and the disturbed object beam.
In the experiments concerning the first two columns in Fig. 4, the aberration is a (deterministic) focusing error obtained by displacing the camera by several millimeters along the optical axis. The aberrated intensity images are seen to be severely blurred, although they still give a hint of the objects. The retrieved images, on the other hand, are perfectly sharp. We point out that, in the case of defocusing, the position of the second microscope objective in the reference arm is adjusted such that the transverse coherence area of the reference beam at the image plane is small, which leads to a sharpening of the ghostlike image. It is interesting to note that the shift of the camera increases the magnification of the imaging system even though the object is not shifted. We also see from the images of the two amplitude objects that narrow obstacles are imaged with about the same resolution as narrow openings. The interferometric image of Fig. 4(a) contains a tilted fringe pattern. This pattern is a diffracted image of the defocused emitting stripes of the LED and is not due to the imaging technique itself.

The images in the third and fourth columns of Fig. 4 were obtained with an optical diffuser as a random, nondeterministic aberrating element in the object arm. The aberrations caused by the diffuser are so strong that the objects completely disappear from the images obtained with the object arm alone. However, the retrieved interferometric images are as sharp as the original ones. These results show the striking and exceptional ability of our method to yield sharp ghostlike images of transmissive amplitude-modulated objects in the presence of strong nondeterministic aberrations.

Figure 5 shows the phase-object images in the presence of a focusing error (the left column) and an optical diffuser (the right column). In each column, the uppermost image is obtained without aberrations and with both arms of the setup open so that interference fringes are observed inside and outside the logo. The second picture shows the strongly aberrated intensity image of the object. As before, the logo is nearly completely washed out, especially when applying the diffuser. The third picture shows, in the presence of aberrations, the interferometric image obtained by recording the moving interference fringes and calculating the (temporal) modulation amplitude distribution on the detector array. Both these images show sharp edges of the logo despite the strong aberrations. Finally, the lowermost images illustrate the interference pattern at a fixed pathlength difference of the arms in the presence of aberrations. These patterns can be used to calculate the phase shift imposed by the object on light and the corresponding optical thickness of the object.

IV. CONCLUSION

To summarize, we introduced a single-camera ghostlike imaging microscope based on optical-field interference instead of intensity-correlation measurements. In the system, neither aperture scanning nor interdetector correlation measurements are needed. Compared to intensity-interferometric ghost imaging, the field-interferometric method allows using an ordinary LED with a large emitting area as the required spatially incoherent light source. We demonstrated both theoretically and experimentally that the arrangement is remarkably insensitive to deterministic or nondeterministic optical aberrations. Even by destroying the beam transmitted by the sample with an optical diffuser, perfectly sharp images are obtained from the interferometric data. Furthermore, our technique is able to image microscopic phase objects in the presence of strong aberrations. To our knowledge, no other imaging technique has been reported with this ability. The approach can be used also with a spatially intensity-modulated illumination—e.g., to make the correlation time arbitrarily long for even stronger aberrations—and using a Michelson interferometer to image reflective objects. We see a high potential for applications of the method in optical imaging, especially in microscopy of biological and medical samples, as well as for other applications based on optical interferometry. In particular, removing the spectral filter, one can switch the system to a regime of transmissive optical coherence tomography and obtain additional information on the 3D structure of the object.
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**APPENDIX: INTERFEROMETRIC IMAGE INTENSITY DISTRIBUTION AND RESOLUTION**

The interferometric image intensity distribution and resolution, with and without aberrations, can be calculated within the paraxial approximation using scalar wave optics. In general, if an optical imaging system is characterized by a point-spread function \( h(u, v) \), the field \( U_i(u, v) \) in the image plane is determined by the convolution integral

\[
U_i(u, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(u-x, v-y) U_g(x, y) \, dx \, dy
= h(u, v) * U_g(u, v),
\]

(A1)

where \( u \) and \( v \) are the transverse coordinates in the image plane and \( U_g(u, v) \) is the geometric-optics image of the object.

Let \( U_{go}(u, v) \) be the geometric-optics image of the field incident on the object in the sample arm of Fig. 1 and \( U_{go}(u, v) e^{i\phi_0} \) the corresponding field in the reference arm. The phase \( \phi_0 \) is the tunable path length difference between the arms. Notice that the amplitude \( U_{go}(u, v) \) is a random function of time fluctuating independently at each point \((u, v)\) although the time dependence is suppressed for brevity. The object can be characterized by a complex amplitude transmission function whose geometric-optic image is \( T_g(u, v) \). In the image plane (detector), the fields from the reference and sample arms are

\[
\begin{align*}
U_i(u, v) &= h(u, v) * U_{go}(u, v) e^{i\phi_0}, \quad (A2) \\
U_i(u, v) &= h_{ab}(u, v) * [T_g(u, v) U_{go}(u, v)], \quad (A3)
\end{align*}
\]

where \( h_{ab}(u, v) \) includes the effects of aberrations. Without aberrations, \( h_{ab}(u, v) = h(u, v) \).

The total field in the image plane is \( U(u, v) = U_i(u, v) + U_r(u, v) \) and its time-averaged intensity is

\[
I(u, v) = \langle \{U_i(u, v)\}^2 \rangle + \langle \{U_r(u, v)\}^2 \rangle + 2 \text{Re}\{ \langle U_i(u, v) U_r^*(u, v) \rangle \},
\]

(A4)

where the angular brackets denote time averaging. Only the third term depends on the path length difference between the arms. The expression \( \{U_i(u, v) U_r^*(u, v)\} \) can be written as

\[
\begin{align*}
\{U_i(u, v) U_r^*(u, v)\} &= \{ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_{ab}(u-x, v-y) T_g(x, y) U_{go}(x, y) \, dx \, dy \\
&\quad \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h^*(u-x, v-y) U_{go}^*(\xi, \eta) e^{-i\phi_0} \, d\xi \, d\eta \}.
\end{align*}
\]

(A5)

Since only \( U_{go}(x, y) \) and \( U_{go}(\xi, \eta) \) are time-dependent random functions, we can write

\[
\begin{align*}
\{U_i(u, v) U_r^*(u, v)\} &= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-i\phi_0} h_{ab}(u-x, v-y) \\
&\quad \times h^*(u-x, v-y) T_g(x, y) \{U_{go}(y, x) U_{go}^*(\xi, \eta)\} \, dx \, dy \, d\xi \, d\eta.
\end{align*}
\]

(A6)

Assuming spatially fully incoherent, constant-intensity \( U_{go}(x, y) \), we can replace \( \{U_{go}(y, x) U_{go}^*(\xi, \eta)\} \) with the intensity-weighted Dirac delta function \( \delta(x-\xi, y-\eta) \), leading to

\[
\begin{align*}
\{U_i(u, v) U_r^*(u, v)\} &= I_{go} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-i\phi_0} h_{ab}(u-x, v-y) \\
&\quad \times h^*(u-x, v-y) T_g(x, y) \, dx \, dy.
\end{align*}
\]

(A7)

The retrieved image intensity profile, \( I_{ret}(u, v) \), is obtained by subtracting the minimum value of \( I(u, v) \) from its maximum value at each \((u, v)\), when the phase difference \( \phi_{ab} \) of the arms changes at least over 2\( \pi \). Hence, we obtain

\[
I_{ret}(u, v) = 4 I_{go} \text{Re}\{ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_{ab}(u-x, v-y) h^*(u-x, v-y) \\
\times [T_g(x, y)] e^{i[\phi_0(x, y)-\phi_{ab}]} \, dx \, dy \} \}, \quad (A8)
\]

where max refers to the maximum when the reference-arm length is varied. Notice that at any point \((u, v)\), the variations as a function of \( \phi_{ab} \) are sinusoidal. The phase \( \phi_0(x, y) \) is related to \( T_g(x, y) \).

Equation (A8) shows that for an amplitude object in the absence of aberrations, the retrieved image intensity is

\[
I_{ret}(u, v) \propto |h(u, v)|^2 |T_g(u, v)|. \quad (A9)
\]

In the presence of strong aberrations, the aberrated point-spread function \( h_{ab}(u, v) \) is wide compared to \( h(u, v) \), and we obtain the following approximate expression:

\[
I_{ret}(u, v) \propto |h(u, v)| |T_g(u, v)|. \quad (A10)
\]

If the object is a pinhole, we can model it as \( T_g(u, v) = \delta(x, y) \) and obtain

\[
I_{ret}(u, v) \propto |h(u, v)|. \quad (A11)
\]

For a phase object, we have \( T_g(u, v) = e^{i\phi_0(u, v)} \), which leads to a drop of the function \( I_{ret}(u, v) \) at the imaged object edges. To show this, let us consider a straight edge that, in the image plane, is parallel to the \( x \)-axis and located at \( u = 0 \). Let the phase shift \( \phi_0(u, v) \) be equal to 0 for \( u < 0 \) and \( \pi \) for \( u > 0 \). In this case, \( T_g(u, v) = 1 - 2H(u) \), where \( H(u) \) is the Heaviside step function. It is straightforward to show that, in the absence of aberrations, Eq. (A8) yields

\[
I_{ret}(u, v) \propto |h(u, v)|^2 [1 - 2H(u)]. \quad (A12)
\]

The intensity \( I_{ret}(u, v) \) smoothly decreases to 0 from both sides when \( u \) approaches 0, showing a dark line parallel to the \( v \)-axis. The width of the line is determined by the width of \( |h(u, v)|^2 \). In the presence of strong aberrations, we can as before assume that \( h_{ab}(u-x, v-y) \) is wide and find that

\[
I_{ret}(u, v) \propto |h(u, v)| [1 - 2H(u)]. \quad (A13)
\]

The width of the line is now larger. We emphasize that if \( h_{ab}(u, v) \) is a random function of coordinates \( u \) and \( v \), the obtained interferometric image contains random variations of intensity, but the object is still observable through the features described by Eqs. (A10)–(A13).
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