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\textbf{ABSTRACT.} We analyze the complexity of the \textit{LLL} algorithm, invented by Lenstra, Lenstra, and Lovász as a well-known lattice reduction (LR) algorithm which is previously known as having the complexity of $O(N^4 \log B)$ multiplications (or, $O(N^5 (\log B)^2)$ bit operations) for a lattice basis matrix $H \in \mathbb{R}^{M \times N}$ where $B$ is the maximum value among the squared norm of columns of $H$. This implies that the complexity of the lattice reduction algorithm depends only on the matrix size and the lattice basis norm. However, the matrix structures (i.e., the correlation among the columns) of a given lattice matrix, which is usually measured by its condition number or determinant, can affect the computational complexity of the LR algorithm. In this paper, to see how the matrix structures can affect the LLL algorithm’s complexity, we derive a more tight upper bound on the complexity of LLL algorithm in terms of the condition number and determinant of a given lattice matrix. We also analyze the complexities of the LLL updating/downdating schemes using the proposed upper bound.

1. INTRODUCTION

Lattice reduction (LR) is a method to find the bases of the given lattice space close to the shortest vector, which has been successfully applied to cryptography, factoring the polynomials ([1–3] and references therein), and multiple-input multiple output (MIMO) communication system [4–7]. One advantageous property of LR is to improve the conditioning of a given lattice basis matrix by multiplying a unimodular matrix which is a square integer matrix with determinant ±1.

One of famous LR algorithms due to the simplicity is the LLL algorithm invented by Lenstra, Lenstra, and Lovász [1] which has the complexity of $O(N^4 \log B)$ multiplications (or, $O(N^5 (\log B)^2)$ bit operations) for the given lattice basis matrix $H \in \mathbb{R}^{M \times N}$ where $B$ is
the maximum value among the squared norm of columns of $H$. However, it is a quite loose bound and depends only on the matrix size and the norm of each column which does not tell much about how the condition number or the determinant of the lattice basis matrix affect on the complexity of the LLL algorithm. For example, since the reduced lattice bases tend to be orthogonal to each other to become close to the shortest vector, we can intuitively expect that if the lattice basis matrix is well-conditioned it requires less computational complexities. Accordingly, the matrix structures (i.e., the correlation among the columns) of a given lattice matrix, which is usually measured by its condition number or determinant, can affect the computational complexity of the LR algorithm.

In this paper, to see how the matrix structures can affect the LLL algorithm’s complexity, we derive a more tight upper bound on the complexity of LLL algorithm in terms of the condition number and determinant of a given lattice matrix. Accordingly, the proposed upper bound gives an insight into the effects of the lattice structure on the complexities of the LR algorithm. In addition, by using the proposed upper bound, we analyze the LLL updating/downdating algorithms in [8]. From the numerical results, by using the proposed upper bound, we can infer the behavior of the required computational complexities of LLL updating/downdating algorithms according to the structures of a given lattice basis matrix and the updated rows/columns.

The rest of this paper is organized as follows. In Section 2 the LLL algorithm is briefly reviewed and the basic notations and definitions related with the LLL algorithm are introduced. In Section 3 a new upper bound of the LLL algorithm’s complexity is derived. In Section 4 row-wise LLL updating and downdating methods are introduced and they are analyzed by using the proposed upper bound. Several simulation results for various conditions are given in Section 5. Concluding remarks are made in Section 6.

The superscripts in $A^T$ and $A^{-1}$ denote, respectively, the transposition and the inverse of the matrix $A$. $\|A\|_2$ and $\det(A)$ denote 2-norm and determinant of $A$, respectively. $[a]$ denotes the nearest integer of a real number $a$. $I_N$ and $0_{M,N}$ denote an $N \times N$ identity matrix and a zero $M \times N$ matrix, respectively, and $e_i$ denotes the $i$-th column of $I_N$. Finally $A(i : j, k : l)$ denotes the submatrix of $A$ with elements from the $i$-th row to the $j$-th row and from the $k$-th column to the $l$-th column.

\section{2. Lattice Reduction: LLL Algorithm}

Lattice $\mathcal{L}(H)$ is defined as $\sum_{n=1}^{N} h_n s_n$, where $h_n$, the $n$-th column vector of $H \in \mathbb{R}^{M \times N}$, $M \geq N$, is a basis vector of lattice and $s_n \in \mathbb{Z}$. A lattice basis matrix $H$ is (LLL) lattice reduced if

\begin{equation}
|\mu_{i,j}| \leq 1/2 \text{ for } 1 \leq i < j \leq N \tag{2.1}
\end{equation}

and

\begin{equation}
3/4\|h_i^o\|^2 \leq \|h_i^o + \mu_{i-1,j}h_{i-1}^o\|^2 \text{ for } 1 < i \leq N, \tag{2.2}
\end{equation}
where \( h^o_j = h_j - \sum_{i=1}^{j-1} \mu_{i,j} h^o_i \) with \( \mu_{i,j} = \frac{\langle h_i, h_j \rangle}{\langle h_i, h_i \rangle} \), which can be obtained through the Gram-Schmidt orthogonalization process. Equivalently, a lattice basis matrix \( H \) with QR decomposition \( H = QR \), where \( Q(\in \mathbb{R}^{M \times N}) \) is orthogonal and \( R(\in \mathbb{R}^{N \times N}) \) is upper triangular, is lattice reduced if

\[
|r_{i,j}| \leq 1/2|r_{i,i}| \quad \text{for} \quad 1 \leq i < j \leq N 
\]  

(2.3) and

\[
3/4r_{i-1,i-1}^2 \leq r_{i,i}^2 + r_{i-1,i}^2 \quad \text{for} \quad 1 < i \leq N,
\]

(2.4)

where \( r_{i,j} \) is the \((i, j)\)-th element of \( R \). Note that \( \mu_{i,j} = \frac{r_{i,j}}{r_{i,i}} \). If Eqn. (2.1) (equivalently, Eqn. (2.3)) is satisfied, \( H \) is called size-reduced and if Eqn. (2.2) (equivalently, Eqn. (2.4)) is satisfied, \( H \) is called two-reduced.\(^1\) The constant \( \frac{3}{4} \) in Eqn. (2.2) and Eqn. (2.4) could be arbitrarily replaced by any fixed real number within \((1/4, 1)\) [1].

LR algorithm is to reduce the norm of each basis of lattice by a linear combination of bases with integer coefficients which is equivalent to post-multiplying \( H \) with a unimodular matrix \( T \) such that \( HT \) is lattice reduced. In Table 1, LLL algorithm to compute \( T \) such that \( HT \) is lattice reduced is summarized [1].

**Table 1. LLL algorithm**

|   |   |
|---|---|
| 1 | \( T = I_N, H = QR \) |
| 2 | \( i = 2 \) |
| 3 | while \( i \leq N \) |
| 4 | for \( l = i - 1, ..., 1 \) |
| 5 | \([R, T] = \text{Size-reduction}(R, T, i, l)\) |
| 6 | end |
| 7 | if \( 3/4r_{i-1,i-1}^2 > r_{i,i}^2 + r_{i-1,i}^2 \) |
| 8 | \([R, T] = \text{two-reduction}(R, T, i)\) |
| 9 | \( i = \max\{i-1, 2\} \) |
| 10 | else |
| 11 | \( i = i + 1 \) |
| 12 | end |
| 13 | end |

Note that the LLL algorithm is mainly composed of two subroutines – size-reduction and two-reduction routines in Table 2. In size-reduction step, by the modular operation, Eqn. (2.3) can be satisfied. In two-reduction step, if Eqn. (2.4) is not satisfied, the corresponding adjacent columns are swapped and the triangular form of matrix \( R \) is recovered by the Givens rotation. Note that since the Givens rotation preserves the norm of each column Eqn. (2.4) can be satisfied by simply swapping the columns. Then, \( HT \) with the unimodular matrix \( T \) obtained from LLL algorithm satisfies the LLL lattice reduction conditions (Eqns. (2.1) and (2.2)).

\(^1\)Note that since \( r_{i-1,i}^2 \leq 1/4r_{i-1,i-1}^2 \) from Eqn. (2.3), Eqn. (2.4) becomes \( r_{i-1,i-1}^2 \leq 2r_{i,i}^2 \).
TABLE 2. Subroutines of LLL algorithm

\[
\begin{array}{c}
\text{[R, T]} = \text{Size-reduction}(R, T, i, l) \\
1 \mu = \left\lfloor \frac{r_{i,l}}{r_{l,l}} \right\rfloor \\
2 \text{if } \mu \neq 0 \\
3 R(1 : l, i) = R(1 : l, i) - \mu R(1 : l, l) \\
4 T(1 : N, i) = T(1 : N, i) - \mu T(1 : N, l) \\
5 \text{end}
\end{array}
\]

\[
\begin{array}{c}
\text{[R, T]} = \text{two-reduction}(R, T, i) \\
1 \text{Swap columns } i - 1 \text{ and } i \text{ in } R \text{ and } T \\
2 \text{Triangularize } R \text{ using Givens rotation matrix } \Theta \\
3 R(i - 1 : i, i - 1 : N) = \Theta R(i - 1 : i, i - 1 : N)
\end{array}
\]

Note that line 3 and 4 of Size-reduction subroutine in Table 2 can be represented in terms of matrices as

\[ R = R S_{li}, \quad T = T S_{li}, \quad (2.5) \]

where \( S_{li} = I_N - \mu e_i e_i^T \). Similarly, Line 1 of two-reduction subroutine in Table 2 can be rewritten as

\[ R = R P_i, \quad T = T P_i, \quad (2.6) \]

where

\[
P_i = \begin{bmatrix} I_{i-2} & 0 & 1 \\ 0 & 1 \\ I_{N-i} \end{bmatrix}. \quad (2.7)
\]

Therefore, \( T \) is a product of sequence of matrices \( S_{li} \) and \( P_i \).

To evaluate the computational complexity of LLL algorithm, we introduce the following lemma [9].

**Lemma 1.** If we define \( D \triangleq r_{11}^{2N} \cdot r_{22}^{2(N-1)} \cdot \cdots \cdot r_{NN}^{2(N-1)} \), the size-reduction step does not affect \( D \), while the two-reduction step decreases \( D \) by a factor of at least 3/4.

Accordingly, the number of while loop iterations in the LLL algorithm of Table 1 is at most \( O(\log D_0)^2 \), where \( D_0 = \|h_1\|_{2N}^2 \cdot \|h_2\|_{2(N-1)}^2 \cdot \cdots \cdot \|h_N\|_N^2 \). If we set \( B = \max\{\|h_1\|^2, \ldots, \|h_N\|^2\} \), \( O(\log D_0) \approx O(N^2 \log B) \). Since the size-reduction step in the lines 4 - 6 of Table 1 requires only \( O(N^2) \) multiplications, total \( O(N^4 \log B) \) multiplications are required. Each real number used during the process of the algorithm is bounded by \( O(N \log B) \) bits [1]. Hence, total \( O(N^5(\log B)^2) \) bit operations are required in LLL algorithm. Note that because the LLL algorithm’s complexity depends on the number of while loop iterations in the LLL algorithm,

\[^2\text{As for Lemma 1, in this paper } \log \text{ denotes the logarithm with a basis } 4/3\]
we would investigate the number of the two-reduction steps as a measure of the computational complexity.

**Remark 1.** The LLL algorithm does not change the absolute value of the determinant of the lattice basis matrix since \( \det(T) = \pm 1 \). Therefore,

\[
\det(H^T H) = \prod_{i=1}^{N} r_{ii}^2 = \prod_{i=1}^{N} \tilde{r}_{ii}^2,
\]

where \( \tilde{r}_{ii} \) is the component of the upper triangular matrix \( \tilde{R} \in \mathbb{R}^{N \times N} \) in the QR decomposition of the reduced lattice basis matrix \( G = HT \).

### 3. A New Upper Bound of the LLL Algorithm’s Complexity

The complexity derived from Lemma 1 in Section 2 indicates that it depends only on the matrix size and the lattice basis norm. In this section, we would derive a new upper bound which can be used to analyze the complexity of LLL algorithm as well as other variants of the LLL basis algorithms such as the LLL updating/downdating algorithms [8]. From Section 2, the number of two-reduction steps is critical in the complexity analysis and, from \( D \) defined in Lemma 1, the upper bound of the number of two-reduction steps can be induced. Accordingly, in what follows, to get a more tight upper bound for the number of two reduction steps, we derive the lower bound of \( D \), denoted as \( D_l \).

Because the determinant of lattice basis matrix does not change as discussed in Remark 1, we can have the following lemma.

**Lemma 2.** Let \( H \in \mathbb{R}^{M \times N}, M \geq N \) have the preconditioning matrix \( T \in \mathbb{Z}^{N \times N} \) which is a unimodular matrix computed by LLL algorithm in Table 1. Then \( H^T \) has a QR decomposition as

\[
G = HT = \tilde{Q} \tilde{R},
\]

where \( \tilde{Q} \in \mathbb{R}^{M \times N} \) is orthogonal and \( \tilde{R} \in \mathbb{R}^{N \times N} \) is upper triangular satisfying Eqns. (2.3) and (2.4). Then,

\[
\max_{1 \leq i, j \leq N} \frac{\tilde{r}_{ii}}{\tilde{r}_{jj}} \leq \max_{1 \leq i, j \leq N} \frac{r_{ii}}{r_{jj}} \leq \kappa(H),
\]

where \( \kappa(A) \) is the condition number of a matrix \( A \).

**Proof.** For the first inequality in Eqn. (3.2) \((\max_{1 \leq i, j \leq N} \frac{|r_{ii}|}{|r_{jj}|} \leq \max_{1 \leq i, j \leq N} \frac{r_{ii}}{r_{jj}})\), we let \((i_{mx}, j_{mn}) = \arg_{i,j} \max_{1 \leq i, j \leq N} \frac{|r_{ii}|}{|r_{jj}|}\). Note that the two-reduction step can only change the diagonal elements of \( R \) during the LLL process. Accordingly, for the numerator \( |r_{i_{mx}m_{mx}}| \), because \( |r_{i_{mx}m_{mx}}| \geq |r_{ii}| \) for \( 1 \leq i \leq N \), two-reduction step is performed during the LLL process only when

\[
3/4 r_{i_{mx}m_{mx}}^2 > r_{i_{mx}m_{mx}+1}^2 + r_{i_{mx}m_{mx}+1}^2,
\]
which alters $r'_{imximz}$ into $r''_{imximz}$ with $|r''_{imximz}| \leq |r_{imximz}|$. Because the Givens rotation preserves the norm of each column, we have
\[
|r''_{imximz}| \geq |r_{imx+1imz+1}|. \tag{3.3}
\]
In addition, because $r_{imximz}r'_{imx+1imz+1} = r''_{imximz}r''_{imx+1imz+1}$ from Remark 1, together with Eqn. (3.3), we can get
\[
|r''_{imximz}| \geq |r_{imximz}|. \tag{3.4}
\]
Similarly, for the denominator $r_{jmnjmn}$ (which satisfies that $|r_{jmnjmn}| \leq |r_{ii}|$ for $1 \leq i \leq N$), the two-reduction step is performed during the LLL process when $3/4r_{jmnjmn}^2 > r_{jmnjmn}^2 + r_{jmnjmn}^2$, resulting
\[
|r'_{jmnjmn}|, |r''_{jmnjmn}| \geq |r_{jmnjmn}|. \tag{3.5}
\]
Therefore, during the LLL process, two-reduction step always reduces $\max_{1 \leq i,j \leq N} |r_{ii}| |r_{jj}|$.

For the second inequality in Eqn. (3.2) ($\max_{1 \leq i,j \leq N} |r_{ii}| |r_{jj}| \leq \kappa(H)$), it can be easily derived from that $\kappa(H) = \|R\|_2\|R^{-1}\|_2$, $\|R\|_2 \geq \max |r_{ii}|$, and $\|R^{-1}\|_2 \geq \max |r_{jj}|$. \hfill \box

From Lemma 2, we denote $(r'_{imximz}^{'jmn}) = \arg\max_{i,j} |r_{imximz}| \leq \kappa(H)$. Note that $\tilde{r}_{jmnjmn}^2$ has a lower bound as $\tilde{r}_{jmnjmn}^2 = \kappa(H)^{-2} r_{imximz}^2$. Let $\tilde{D} = \tilde{r}_{11}^2 \tilde{r}_{22}^2 \cdots \tilde{r}_{NN}^2$ for $R$ as defined in Eqn. (3.1). Because $\tilde{r}_{ii}^2 \geq \tilde{r}_{jmnjmn}^2$ for $1 \leq i \leq N$, $\tilde{D}$ has a lower bound when the set of diagonal elements is given as:
\[
|\tilde{r}_{11}| = |\tilde{r}_{22}| = \cdots = |\tilde{r}_{N-1N-1}| = |\tilde{r}_{jmnjmn}| = \kappa(H)^{-1}|\tilde{r}_{imximz}|,
|\tilde{r}_{NN}| = |\tilde{r}_{imximz}|. \tag{3.5}
\]
Accordingly, we have the following corollary.

**Corollary 3.1.** $\tilde{D}$ has a lower bound as:
\[
\tilde{D} \geq D_l = \frac{\left(\det(H^TH)\right)^{(N+1)/2}}{\left(\kappa(H)\right)^{N-1}}. \tag{3.6}
\]

**Proof.** Because $\det(H^TH) = \prod_{i=1}^{N} r_{ii}^2$, Eqn. (3.5) implies that
\[
\det(H^TH) = \prod_{i=1}^{N} \tilde{r}_{ii}^2 = \kappa(H)^{-2(N-1)}|\tilde{r}_{imximz}|^2N. \tag{3.7}
\]
That is, $|\tilde{r}_{imximz}| = \det(H^TH)^{1/2N}\kappa(H)^{(N-1)/2N}$ and therefore, we can get
\[
\tilde{r}_{11}^2 = \tilde{r}_{22}^2 = \cdots = \tilde{r}_{N-1N-1}^2 = \left(\det(H^TH)\right)^{1/N}(\kappa(H))^{-2/N},
\tilde{r}_{NN}^2 = \left(\det(H^TH)\right)^{1/N}(\kappa(H))^{(N-1)/N}. \tag{3.8}
\]
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Therefore \( r_{11}^2 r_{22}^2 \cdots r_{NN}^2 \) in Eqn. (3.8) induce the lower bound \( D_l \) as:

\[
D_l = \prod_{i=1}^{N} r_{ii}^{2(N-i+1)} (\kappa(R))^{N-1} \tag{3.9}
\]

Note that \( D_l \) can be represented in terms of \( R \) as \( D_l = \prod_{i=1}^{N} r_{ii}^{2(N-i+1)} (\kappa(R))^{N-1} \). Therefore we can derive a new upper bound for the required number of two-reduction steps for LLL algorithm as \( N_s = O(\log D_N) \), where

\[
D_N = \prod_{i=1}^{N} r_{ii}^{2(N-i+1)} (\kappa(R))^{N-1} \tag{3.10}
\]

Remark 2. The new upper bound for the two-reduction steps indicating LLL complexity is dependent not only on the lattice basis matrix size and the lattice basis norm but also on its determinant and the condition number. That is, if the given lattice basis matrix is well conditioned or its determinant is large then the complexity can be diminished.

Remark 3. As a simple example of validity of the new upper bound, let us think about \( \alpha I_N \) where \( \alpha \in \mathbb{R} \). While the previous upper bound for the number of the two-reduction steps is \( O(\log D_0) \) where \( D_0 = |\alpha|^{(N+1)} \), the proposed upper bound is 0 because \( D_N = 1 \) which coincide with that \( \alpha I_N \) is already lattice-reduced.

4. COMPLEXITY ANALYSIS OF LLL UPDATING AND DOWNDATING

In this section, we briefly introduce the row-wise updating/downdating methods [8] and analyze their complexities using the proposed upper bound in Section 3.

4.1. Row-wise Updating. Let \( H(\in \mathbb{R}^{M \times N}, M \geq N) \) have a QR decomposition as

\[
H = QR, \tag{4.1}
\]

where \( Q(\in \mathbb{R}^{M \times N}) \) is orthogonal and \( R(\in \mathbb{R}^{N \times N}) \) is upper triangular and assume that given \( H \) we have the preconditioning matrix \( T(\in \mathbb{Z}^{N \times N}) \) which is a unimodular matrix computed by LLL algorithm in Table 1. Here, the QR decomposition of \( HT(\in \mathbb{R}^{M \times N}) \) is also known as:

\[
G = HT = \tilde{Q} \tilde{R}, \quad \tilde{R} = \tilde{R}^{N \times N} \tag{4.2}
\]

where \( \tilde{R} \) satisfies Eqns. (2.3) and (2.4). We then want to find a new preconditioning matrix \( T_u \) after a new row \( h_u^{T} \) is added as:

\[
G_u = H_uT_u = \begin{bmatrix} h_u^{T} \\ H \end{bmatrix} T_u, \quad h_u^{T} \in \mathbb{R}^{1 \times N} \tag{4.3}
\]

where \( G_u \) is lattice-reduced. Because the QR decomposition of \( HT \) is known as Eqn. (4.2) we can update the new row \( h_u^{T} \) based on \( Q \) and \( R \) rather than using \( Q \) and \( R \) as follows:

\[
G' = \begin{bmatrix} h_u^{T}T \\ HT \end{bmatrix} = \begin{bmatrix} h_u^{T}T \\ QR \end{bmatrix} = \begin{bmatrix} 1 & 0_{1 \times N} \\ 0_{N \times 1} & Q \end{bmatrix} \begin{bmatrix} h_u^{T}T \\ \tilde{R} \end{bmatrix}, \tag{4.4}
\]
where \( \begin{bmatrix} h_i^T & T \\ R \end{bmatrix} \) has a Hessenberg form. We can then recover the triangular form by using \( N \) Givens rotations as:

\[
J_N^T \cdots J_1^T \begin{bmatrix} h_i^T & T \\ R \end{bmatrix} = \tilde{R}_u^m, \tag{4.5}
\]

where \( J_i^T \) is the Givens rotation matrix forcing zero on the \((i+1, i)\)-th entry of the Hessenberg matrix in Eqn. (4.5). We then compute the preconditioning matrix \( T_u \) by using \( \tilde{R}_u^m \) and \( T \) as initial parameters. Note that \( Q \) is not required during the LLL process.

Here, to analyze the number of two-reduction steps for the updating algorithm, we represent the squared norm of the diagonal elements of \( \tilde{R}_u^m \) in Eqn. (4.5) in terms of \( h_i^T T (\equiv h_i^T) \) as:

\[
(\tilde{r}_{ii})^2 = (k_i^{(j)})^2 = \tilde{r}_{ii}^2 + \sum_{j=1}^{i-1} \tilde{r}_{ji}^2 \prod_{k=1}^{i-j} \sin^2 \theta_i^{(k)} + h_i^2 \prod_{j=1}^{i} \sin^2 \theta_i^{(i-j)}, \tag{4.6}
\]

where

\[
k_i^{(j)} = \sqrt{k_i^{(j-1)} \sin \theta_i^{(j-1)}}^2 + \tilde{r}_{ji}^2 \quad \text{for } 1 \leq j \leq i \leq N,
\]

\[
\theta_i^{(j)} = \cos^{-1} \frac{\tilde{r}_{ji} k_i^{(j-1)} \sin \theta_i^{(j-1)} + \tilde{r}_{ji} k_i^{(j-1)} \sin \theta_j^{(j-1)}}{k_i^{(j)} k_i^{(j)}} \quad \text{for } 1 \leq j < i \leq N, \tag{4.7}
\]

with \((k_i^{(0)})^2 = h_i^2\) and \(\theta_i^{(0)} = 90^\circ\), and \(h_i\) is the \( i \)-th element of \( h_i^T \). See also [8] for the details.

To get the upper bound of the number of two-reduction steps, we compute \( D_N \) for \( \tilde{R}_u^m \) as defined in Eqn. (3.10):

\[
D_N = (k_1^{(1)})^2 (k_2^{(2)})^2 (N - 2) \cdots (k_N^{(N)})^2 \frac{(\kappa(\tilde{R}_u^m))^{N-1}}{(\det(\tilde{R}_u^m))^{N+1}}
\]

\[
= (\tilde{r}_{11}^2 + h_1^2)^N (\tilde{r}_{22}^2 + h_2^2 \sin^2 \theta_2^{(1)}) \cdots (\tilde{r}_{NN}^2 + \sum_{j=1}^{N-1} \tilde{r}_{jN}^2 \prod_{k=1}^{N-j} \sin^2 \theta_k^{(k)} + h_N^2 \prod_{j=1}^{N} \sin^2 \theta_N^{(N-j)}) \frac{(\kappa(\tilde{R}_u^m))^{N-1}}{(\det(\tilde{R}_u^m))^{N+1}}
\]

\[
= D_P D_S \prod_{i=1}^{N} \left( 1 + \sum_{j=1}^{i-1} \frac{\tilde{r}_{jj}^2 \prod_{k=1}^{i-j} \sin^2 \theta_i^{(k)} + h_i^2 \prod_{j=1}^{i} \sin^2 \theta_i^{(i-j)}}{\tilde{r}_{ii}^2 \prod_{k=1}^{i} \sin^2 \theta_i^{(i-j)}} \right)^{N-i+1}, \tag{4.8}
\]

where \( D_P = \tilde{r}_{11}^2 \tilde{r}_{22}^2 (N-1) \cdots \tilde{r}_{NN}^2 (\kappa(\tilde{R}))^{N-1} (\det(\tilde{R}))^{N+1} \) is associated with \( HT \), the already reduced lattice bases before adding a new row. Here, \( D_S \) is given as:

\[
D_S = \left( \frac{\kappa(\tilde{R}_u^m)}{\kappa(\tilde{R})} \right)^{N-1} \left( \frac{\det(\tilde{R})}{\det(\tilde{R}_u^m)} \right)^{N+1} \tag{4.9}
\]
Therefore, the number of two-reduction steps required in the updating algorithm is at most $O(\log D_u)$, where

$$D_u = D_S \prod_{i=1}^{N} \left( 1 + \sum_{j=1}^{i-1} \frac{\tilde{r}_{ji}^2}{\tilde{r}_{ii}^2} \prod_{k=1}^{i-j} \sin^2 \theta_i^{(k)} + h_i^2 \prod_{j=1}^{i} \sin^2 \theta_i^{(i-j)} \right)^{N-i+1}. \quad (4.10)$$

Here, since $\tilde{r}_{ij}$ is from the QR decomposition of the already reduced lattice basis matrix in Eqn. (3.1), due to the two LR conditions of Eqns. (2.3) and (2.4), we can easily induce that $\tilde{r}_{ji}^2 \leq \tilde{r}_{ii}^2$ for $j < i$. Therefore, the second term in Eqn. (4.10) is always less than $i - 1$, which leads to the following inequality:

$$D_u \leq \tilde{D}_u, \quad (4.11)$$

where

$$\tilde{D}_u \triangleq D_S \prod_{i=1}^{N} \left( i + h_i^2 \prod_{j=1}^{i} \sin^2 \theta_i^{(i-j)} \right)^{N-i+1}. \quad (4.12)$$

Accordingly, the required number of two-reduction steps for the LLL updating algorithm is upper bounded by $O(\log \tilde{D}_u)$.

**Remark 4.** Whenever any new rows are added, due to the last two terms in Eqn. (4.6), the norm of each diagonal term always increases, from which it can be derived that $D_S \leq 1$. That is, from Eqn. (4.12), the upper bound of the number of two-reduction steps can be reduced. In other words, when a new row is added in the current lattice basis matrix, the correlation among the lattice bases tends to be decreased relatively (or the ratio of the norm of diagonal elements to that of off-diagonal element becomes larger). Accordingly, the increase of the row size induces less column subtractions in the size-reduction step, also resulting in less two-reduction steps in the LLL process.

### 4.2. Row-wise Downdating.

In this section, given $H$ in Eqn. (4.1) with preconditioning matrix $T$, we introduce the method in [8] to find the new preconditioning matrix $T_d$ after the first row $h_1^T$ is removed:

$$G_d = H_d T_d, \quad H = \begin{bmatrix} h_1^T \\ H_d \end{bmatrix}, \quad H_d \in \mathbb{R}^{M-1 \times N} \quad (4.13)$$

where $G_d$ is lattice reduced. Since the LLL algorithm is independent on the orthogonal matrix of QR decomposition as discussed in Remark 1, we first start the following equation as:

$$H_d^T H_d = H^T H - h_1 h_1^T = \begin{bmatrix} I_N & 0 \\ 0 & -1 \end{bmatrix} \begin{bmatrix} H \\ h_1^T \end{bmatrix}. \quad (4.14)$$

Since $H^T H = T^{-T} \tilde{R}^T \tilde{R} T^{-1}$, Eqn. (4.14) can be written as:

$$H_d^T H_d = T^{-T} \tilde{R}^T \tilde{R} T^{-1} - h_1 h_1^T$$
\[ \begin{align*}
&= [T^{-T} \tilde{R}^T \ h_1] \begin{bmatrix}
I_N & 0 \\
0 & -1
\end{bmatrix} \begin{bmatrix}
\tilde{R}^T & \\
0 & 1
\end{bmatrix} \\
&= T^{-T} [\tilde{R}^T \ T^T h_1] \begin{bmatrix}
I_N & 0 \\
0 & -1
\end{bmatrix} \begin{bmatrix}
\tilde{R} & \\
0 & h_1^T T
\end{bmatrix}^{-1}.
\end{align*} \]

Therefore,
\[ T^T H_d^T H_d T = [\tilde{R}^T \ T^T h_1] \begin{bmatrix} I_N & 0 \\ 0 & -1 \end{bmatrix} \begin{bmatrix} \tilde{R} & \\ 0 & h_1^T T \end{bmatrix}. \quad (4.16) \]

Like Cholesky downdating, we can then recover the triangular form by applying the hyperbolic rotation as [10]
\[ L_N \cdots L_1 \begin{bmatrix}
\tilde{R} \\
h_i^T T
\end{bmatrix} = \begin{bmatrix}
\tilde{R}_{ii}^{in} \\
0
\end{bmatrix}, \quad (4.17) \]

where \( L_i \) is the hyperbolic rotation matrix forcing zero on the \( i \)-th entry of \( h_i^T T \) (\( \triangleq h_i^T \)). Therefore, we can find the new preconditioning matrix \( T_d \) with initial parameters \( \tilde{R}_{ii}^{in} \) and \( T \).

The squared norm of the diagonal terms in \( \tilde{R}_{ii}^{in} \) can be given as:
\[ (\tilde{r}_{ii}^{in})^2 = \tilde{r}_{ii}^2 - (P(\tilde{r}_{i;i-1,i}, h'_i, \theta_{1;i-1})]^2 \geq 0, \quad (4.18) \]

where \( P(\tilde{r}_{1;i-1,i}, h'_i, \theta_{1;i-1}) \) is a polynomial of \( \tilde{r}_{j;i}, h'_i, \) and \( \sinh \theta_j \) for \( j = 1, \ldots, i-1 \). For example, for \( i = 1 \), we can easily get \( (\tilde{r}_{11}^2) = \tilde{r}_{11}^2 - h'_2 \). Accordingly, \( D_N \) for \( \tilde{R}_{ii}^{in} \) as defined in Eqn. (3.10) can be computed as:
\[ D_N = (\tilde{r}_{11}^2)^{2N} \cdots (\tilde{r}_{NN}^2)^{2} \frac{(\kappa(\tilde{R}_{ii}^{in}))^{N-1}}{(\det(\tilde{R}_{ii}^{in}))^{N+1}} \]
\[ = D_P D_S \prod_{i=1}^{N} \left( 1 - \frac{1}{\tilde{r}_{ii}^2} (P(\tilde{r}_{1;i-1,i}, h'_i, \theta_{1;i-1}))^2 \right)^{N-i+1}, \quad (4.19) \]

where \( D_P = \tilde{r}_{11}^{-2} \tilde{r}_{22}^{-2} \cdots \tilde{r}_{NN}^{-2} \frac{(\kappa(\tilde{R}))^{N-1}}{(\det(\tilde{R})^{N+1})} \) is associated with \( HT \), the already reduced lattice bases before removing a row and \( D_S \) is given as:
\[ D_S = \left( \frac{\kappa(\tilde{R}_{ii}^{in})}{\kappa(\tilde{R})} \right)^{N-1} \left( \frac{\det(\tilde{R})}{\det(\tilde{R}_{ii}^{in})} \right)^{N+1}. \quad (4.20) \]

Because \( \kappa(\tilde{R}_{ii}^{in}) \geq \kappa(\tilde{R}) \) and \( \det(\tilde{R}) \geq \det(\tilde{R}_{ii}^{in}) \), \( D_S \geq 1 \), in general. Accordingly, the required number of two-reduction steps for the LLL downdating algorithm is upper bounded by \( O(\log D_d) \), where
\[ D_d = D_S \prod_{i=1}^{N} \left( 1 - \frac{1}{\tilde{r}_{ii}^2} (P(\tilde{r}_{1;i-1,i}, h'_i, \theta_{1;i-1}))^2 \right)^{N-i+1}. \quad (4.21) \]
5. Numerical results

In this section, we discuss the numerical results obtained through Monte–Carlo simulation for various conditions. For each case, we generate 10000 lattice basis matrices randomly. Each entry of lattice basis matrix $H$ is generated according to Gaussian distribution with zero-mean and unit-variance. Newly updated row vector $h^T_r$ also follows the Gaussian distribution with zero-mean and unit-variance. All the simulations are run by using MATLAB.

Table 3. Comparison of the average condition numbers and the average number of two-reduction steps.

| $M$ | $N$ | $N + 2$ | $N + 4$ |
|-----|-----|---------|---------|
| $\kappa(H)$ | 154.30 | 10.66 | 6.52 |
| $\kappa(HT)$ | 3.63 | 3.58 | 3.49 |
| $N_s$ | 19.05 | 12.31 | 10.08 |
| $\log(D_P)$ | 175.5 | 251.2 | 266.7 |
| $\log(D_N)$ | 142.37 | 83.77 | 64.62 |

Note that the alternative of using techniques to generate random unimodular matrices in [11–13] may be utilized, but in this paper, to consider the application of LLL to the engineering field (especially, wireless communications), Gaussian random distribution is adopted.
can find that $\kappa(HT)$ is lower than $\kappa(H)$, regardless of matrix size. That is, through the LLL algorithm, we can find the better-conditioned or shorter lattice basis set (or, matrix) than the original lattice basis set. In comparison of the average numbers of the two-reduction steps ($N_s$), the case for $M = N$ requires more two-reduction steps than those for $M = \{N + 2, N + 4\}$. However, the conventional upper bound ($\log(D_P)$) for $N = M$ has the smallest values compared to the other cases ($M = \{N + 2, N + 4\}$). That is, it does not catch that the number of two-reduction steps decreases when $M - N$ increases. Interestingly, the proposed new upper bound ($\log(D_N)$) decreases as $M - N$ increases, which coincides with the observation that the average numbers of the two-reduction steps also decreases for increasing $M - N$. Accordingly, from the proposed upper bound, we can infer the behavior of the computational complexity of lattice reduction according to the change of the matrix structure.

Table 4 shows the data for various column sizes $N$ for $H_a$, where $H_a = [h^T, H]$ ($H \in \mathbb{R}^{M \times N}$, $M = N$, and $h^T \in \mathbb{R}^{1 \times N}$). We evaluate $\kappa(H_a)$, $\kappa(H_aT_1)$, $\kappa(H_aT_2)$ where $T_1$ and $T_2$ are respectively obtained by using the updating algorithm and by using the conventional LLL algorithm. We also compare the average numbers of two-reduction steps — $N_u$ indicates that the updating algorithm in Section 4.1 is applied to $H_a$ and $N_t$ indicates that the conventional LLL algorithm is applied to $H_a$. From the condition numbers in Table 4, both LLL algorithm and the updating algorithm exhibit similar condition numbers. In comparison of the average numbers of the two-reduction steps, the updating algorithm performs much less two-reduction steps compared to the case when the LLL algorithm is applied to $H_a$ without updating algorithm. That is, the proposed updating scheme removes the redundant computational complexities.

| $N$ | $\kappa(H_a)$ | $\kappa(H_aT_1)$ | $\kappa(H_aT_2)$ | $N_u$ | $N_t$ |
|-----|---------------|------------------|------------------|------|------|
| 8   | 17.96         | 3.59             | 3.60             | 4.75 | 14.46|
| 10  | 23.01         | 4.50             | 4.56             | 6.37 | 21.53|
| 12  | 28.26         | 5.70             | 5.76             | 8.18 | 29.22|
| 14  | 33.46         | 7.13             | 7.26             | 9.55 | 36.60|
| 16  | 37.16         | 8.84             | 9.01             | 10.97| 43.27|
| 18  | 41.10         | 10.81            | 10.97            | 12.32| 50.12|
| 20  | 47.76         | 12.94            | 13.10            | 13.39| 56.03|

Table 5 shows the data for the same simulation environments as in Table 4 except $M = N + 3$. We can find the similar observation that the updating algorithm requires less two-reduction steps indicating the less computational complexities. Note that the case for $M = N + 3$ requires less two-reduction steps than that for $M = N$, which is consistent with the discussion in Remark 4.
Table 5. Comparison of the average condition numbers and the average number of two-reduction steps for the row-wise updating algorithm when $M = N + 3$.

| $N$ | $\kappa(H_0)$ | $\kappa(H_0T_1)$ | $\kappa(H_0T_2)$ | $N_u$ | $N_I$ |
|-----|----------------|------------------|------------------|------|------|
| 8   | 6.55           | 3.46             | 3.48             | 1.46 | 10.10|
| 10  | 7.99           | 4.28             | 4.32             | 2.15 | 14.98|
| 12  | 9.48           | 5.26             | 5.31             | 2.87 | 20.08|
| 14  | 10.99          | 6.36             | 6.41             | 3.63 | 25.40|
| 16  | 12.51          | 7.59             | 7.64             | 4.53 | 30.81|
| 18  | 13.95          | 8.93             | 8.98             | 5.24 | 35.53|
| 20  | 15.52          | 10.38            | 10.44            | 6.12 | 40.28|

Table 6 and Table 7 show the condition numbers and the numbers of two-reduction steps for the outputs with and without the row-wise downdating method for the submatrix $H_b$ of $H$, where $H = [h_1^T; H_0]$, $H \in \mathbb{R}^{M \times N}$, and $h_1^T \in \mathbb{R}^{1 \times N}$. Again, we compare $\kappa(H_b)$, $\kappa(H_bT_1)$, $\kappa(H_bT_2)$ where $T_1$ and $T_2$ are respectively obtained by using the downdating algorithm and by using the conventional LLL algorithm. In Table 6, we set $M = N + 1$ and can also find that both $\kappa(H_bT_1)$ and $\kappa(H_bT_2)$ have lower values than $\kappa(H_b)$. Moreover, from the results for $M = N + 3$ in Table 7, as the difference $M - N$ becomes higher, the less computational complexities are required.

Table 6. Comparison of the average condition numbers and the average number of two-reduction steps for the row-wise downdating algorithm when $M = N + 1$.

| $N$ | $\kappa(H_b)$ | $\kappa(H_bT_1)$ | $\kappa(H_bT_2)$ | $N_d$ | $N_I$ |
|-----|----------------|------------------|------------------|------|------|
| 8   | 136.59         | 3.60             | 3.61             | 7.13 | 19.25|
| 10  | 299.28         | 4.60             | 4.63             | 10.41| 28.80|
| 12  | 183.53         | 5.90             | 5.94             | 13.55| 38.57|
| 14  | 2205.13        | 7.55             | 7.62             | 16.59| 48.22|
| 16  | 379.73         | 9.53             | 9.63             | 19.21| 57.12|
| 18  | 327.57         | 11.89            | 12.00            | 21.47| 65.01|
| 20  | 518.40         | 14.49            | 14.64            | 23.48| 72.16|

6. Conclusion

In this paper, we derive a new upper bound for the number of two-reduction steps in LLL algorithm, which is a critical parameter in evaluating the computational complexity of LLL algorithm. Because the newly derived upper bound is expressed by the determinant and the condition number of the given lattice basis matrix relating with its matrix structure, the proposed
TABLE 7. Comparison of the average condition numbers and the average number of two-reduction steps for the row-wise downdating algorithm when $M = N + 4$.

| $N$ | $\kappa(H_0)$ | $\kappa(H_0T_1)$ | $\kappa(H_0T_2)$ | $N_d$ | $N_t$ |
|-----|----------------|------------------|------------------|------|------|
| 8   | 7.98           | 3.51             | 3.53             | 2.20 | 10.98|
| 10  | 9.84           | 4.37             | 4.41             | 3.20 | 16.36|
| 12  | 11.81          | 5.43             | 5.46             | 4.38 | 22.01|
| 14  | 13.63          | 6.62             | 6.68             | 5.60 | 27.70|
| 16  | 15.61          | 7.98             | 8.02             | 6.59 | 33.56|
| 18  | 17.65          | 9.47             | 9.57             | 7.84 | 38.79|
| 20  | 19.28          | 11.08            | 11.14            | 8.89 | 43.93|

upper bound gives an insight into the effects of the lattice structure on the complexities of the LR algorithm. From the numerical results, while the conventional upper bound does not catch that the average number of two-reduction steps decreases when the number of rows increases, the proposed new upper bound decreases as the number of rows increases, which agrees with the changes in the average number of two-reduction steps. That is, from the proposed upper bound, we can infer the behavior of the computational complexity of lattice reduction according to the change of the matrix structure. We have also analyzed the row-wise LLL updating and downdating algorithms when a new basis row is added or when an existing basis row is removed in a given lattice basis matrix. Through the updating and downdating schemes we can eliminate the redundant complexities in finding newly updated preconditioning (unimodular) matrix. Especially, by the new upper bound, we can expect that the required computational complexities would be diminished when the row size becomes large, which is demonstrated by the simulation results.
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