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Abstract. We generalise a number of classical results from the theory of KMS states to KMS weights in the setting of C*-dynamical systems arising from a continuous groupoid homomorphism $c : G \to \mathbb{R}$ on a locally compact second countable Hausdorff étale groupoid $G$. In particular, we generalise Neshveyev’s Theorem to KMS weights.
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1. Introduction

Over the past 50 years the theory of KMS weights and KMS states has come to play a significant role in operator algebras. To name a few examples, it appears as a key ingredient in Tomita-Takesaki theory [17], quantum groups [9] and the modeling of quantum statistical mechanical systems via C*-algebras [2]. Furthermore, ignited by the work of Bost and Connes [1], it has become a trend in recent years to give concrete descriptions of KMS states for different examples of C*-dynamical systems. All this activity has resulted in a wealth of general results, in particular for KMS states on unital C*-algebras.

For a unital C*-algebra all KMS weights are on the form $\lambda \omega$ with $\lambda > 0$ and $\omega$ a KMS state, so studying KMS states and KMS weights are essentially the same thing. However, for non-unital C*-algebras the two notions do not coincide. A classical textbook analogy for this, see e.g. [6], is that considering weights instead of states corresponds to considering regular Borel measures instead of Borel probability measures on a locally compact second countable Hausdorff space. When the space is compact, corresponding to a unital C*-algebra, the regular measures are just scalings of Borel probability measures, and hence a description of the Borel probability measures gives a description of all regular Borel measures. For non-compact spaces, corresponding to non-unital C*-algebras, it is not in general true that all regular Borel measures are scalings of Borel probability measures, and in this case it is worth investigating the infinite measures as well. In the same manner, KMS weights are a much more appropriate invariant for non-unital C*-dynamical systems than KMS states, see e.g. [13] for an example of this.

With this in mind, the purpose of this paper is to extend some important results from KMS states to KMS weights in the setup outlined in the abstract. In particular, we are going to

• embed the set of $\beta$-KMS weights into a locally convex topological vectorspace, and prove that the set of $\beta$-KMS weights has many of the same properties as the set of $\beta$-KMS states c.f. Theorem 5.3.30 in [2],

• generalise a highly important theorem by Neshveyev to KMS weights, and
The theorem by Neshveyev we are going to generalise is Theorem 1.3 in [11], which we henceforth will call Neshveyev’s Theorem.

There are two key technical results that allow us to accomplish the above mentioned goals. The first technical result is Proposition 3.1 in Section 3 where we prove that all KMS weights for a general $C^*$-dynamical system is finite on a certain subset of the Pedersen ideal. This result allows us to study the set of KMS weights in a very general setup in Section 4. For $C^*$-dynamical systems arising from an étale groupoid $G$ and a continuous groupoid homomorphism our Proposition 3.1 furthermore implies that any KMS weight is finite on $C_c(G)$, which allows us to generalise Neshveyev’s Theorem to weights in Section 5. It has previously been attempted to generalise Neshveyev’s Theorem to weights [4, 19], but without the information from Proposition 3.1 it has not been possible to prove the theorem in full generality.

The second technical result is Theorem 5.5 in Section 5. In Section 5 we analyse quasi-invariant regular Borel measures on étale groupoids, and in Theorem 5.5 we prove that the extremal measures in the convex set of such quasi-invariant measures are exactly the ergodic measures. This observation allows us to use ideas from ergodic theory to study KMS weights, and we use it in Section 7 to extend the main theorem of [3] to KMS weights.
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2. Background

We will in the following summarise our notation and some basic theory on $C^*$-dynamical systems, groupoid $C^*$-algebras and KMS weights. For a more comprehensive treatment of étale groupoid $C^*$-algebras we refer to [11, 16], for $C^*$-dynamical systems we refer to [3] and for KMS weights and their GNS representation we refer to the treatments in [8, 9, 10].

2.1. $C^*$-dynamical systems. Assume that $(\mathcal{A}, \alpha)$ is a $C^*$-dynamical system over $\mathbb{R}$, i.e. $\alpha = \{\alpha_t\}_{t \in \mathbb{R}}$ is a continuous $1$-parameter group on the $C^*$-algebra $\mathcal{A}$, c.f. Definition 2.7.1 in [2]. To introduce the analytic continuations of $(\mathcal{A}, \alpha)$ we want to define a map $\alpha_z$ for each $z \in \mathbb{C}$. To define its domain we let $S(z)$ denote the set of complex numbers with imaginary part between 0 and $\text{Im}(z)$, i.e. if $\text{Im}(z) \geq 0$ then

$$S(z) = \{y \in \mathbb{C} : \text{Im}(y) \in [0, \text{Im}(z)]\}$$

and if $\text{Im}(z) \leq 0$ then $S(z)$ is defined by requiring $\text{Im}(y) \in [\text{Im}(z), 0]$. We let $S(z)^0$ denote the interior of $S(z)$. The domain of $\alpha_z$, denoted $D(\alpha_z)$, is the elements $a \in \mathcal{A}$ satisfying that there exists a continuous function $f : S(z) \to \mathcal{A}$ that is analytic on $S(z)^0$ and satisfies $f(t) = \alpha_t(a)$ for all $t \in \mathbb{R}$. For such $a \in D(\alpha_z)$ we define $\alpha_z(a) = f(z)$. We call an element $a \in \mathcal{A}$ analytic for $\alpha$ if there exists an analytic function $f : \mathbb{C} \to \mathcal{A}$ with $f(t) = \alpha_t(a)$ for all $t \in \mathbb{R}$, and it then follows that $a \in D(\alpha_z)$ for each $z \in \mathbb{C}$. The operator $\alpha_z$ is multiplicative in the sense that when $x, y \in D(\alpha_z)$ then $xy \in D(\alpha_z)$ and $\alpha_z(xy) = \alpha_z(x)\alpha_z(y)$. 

• generalise a refinement of the theorem by Neshveyev presented in [3] to KMS weights.
Not all elements of $\mathcal{A}$ will be analytic in general, so it is crucial that we can associate a lot of analytic elements to each $a \in \mathcal{A}$, namely for each $n \in \mathbb{N}$ the element $a(n) \in \mathcal{A}$ given by

$$a(n) := \frac{n}{\sqrt{\pi}} \int_{\mathbb{R}} e^{-nt^2} \alpha_t(a) \, dt$$

is analytic, see [8] for this. These elements satisfies that $\|a(n)\| \leq \|a\|$ for all $n \in \mathbb{N}$ and that $a(n) \to a$ in norm for $n \to \infty$.

2.2. Groupoid $C^*$-algebras. When $\mathcal{G}$ is a groupoid we define its range map $r : \mathcal{G} \to \mathcal{G}$ and its source map $s : \mathcal{G} \to \mathcal{G}$ by $r(g) = gg^{-1}$ and $s(g) = g^{-1}g$ for $g \in \mathcal{G}$. The common image of $r$ and $s$ is the unit space, which we denote $\mathcal{G}^{(0)}$. For $x \in \mathcal{G}^{(0)}$ we set $\mathcal{G}_x = s^{-1}(x)$ and $\mathcal{G}^x = r^{-1}(x)$, and denote by $\mathcal{G}^x_n := \mathcal{G}^x \cap \mathcal{G}_x$ the isotropy group at $x$.

We will throughout the paper consider locally compact second countable Hausdorff groupoids $\mathcal{G}$ that are étale, meaning that $r$ and $s$ are local homeomorphisms. To ease terminology we will simply call such groupoids étale, so throughout this paper an étale groupoid is assumed to be locally compact, second countable and Hausdorff. An open subset $W$ of an étale groupoid $\mathcal{G}$ will be called a bisection if both $r(W)$ and $s(W)$ are open, and $r|_W : W \to r(W)$ and $s|_W : W \to s(W)$ are homeomorphisms. Since we will work with infinite measures in this paper, it is not necessarily true that a measure restricted to a bisection $W$, or restricted to $r(W)$ or $s(W)$, is finite. Since this complicates most arguments, we will introduce the notion of a small bisection, which will be an open bisection $W \subseteq \mathcal{G}$ with $\overline{W}$ compact satisfying that there is another bisection $U \subseteq \mathcal{G}$ with $W \subseteq U \subseteq \mathcal{G}$. Since we will work with regular measures, all our measures are finite on small bisections.

For an étale groupoid $\mathcal{G}$ we can define the product $f_1 * f_2$ of two functions $f_1, f_2 \in C_c(\mathcal{G})$ via the formula

$$(f_1 * f_2)(g) = \sum_{h \in \mathcal{G}^{(n)}} f_1(h)f_2(h^{-1}g)$$

for any $g \in \mathcal{G}$, and we can define the involution of any $f \in C_c(\mathcal{G})$ by $f^*(g) = f(g^{-1})$ for $g \in \mathcal{G}$. This product and involution makes $C_c(\mathcal{G})$ a $*$-algebra. In this paper we will consider the completion of $C_c(\mathcal{G})$ under two different norms, the full norm $\|\cdot\|$ and the reduced norm $\|\cdot\|_r$, which gives rise to respectively the full groupoid $C^*$-algebra $C^*(\mathcal{G})$ and the reduced groupoid $C^*$-algebra $C^*_r(\mathcal{G})$, see [14] for more details. The full norm on $C_c(\mathcal{G})$ is given by the formula

$$\|f\| := \sup\{\|\pi(f)\| : \pi \text{ is a } *\text{-representation of } C_c(\mathcal{G})\}$$

for $f \in C_c(\mathcal{G})$, and for the definition of the reduced norm $\|\cdot\|_r$ we refer to [16], and here only remark that for $f \in C_c(\mathcal{G})$ we have the inequalities $\|f\|_\infty \leq \|f\|_r \leq \|f\|$, where $\|\cdot\|_\infty$ denotes the sup-norm. When $f \in C_c(\mathcal{G})$ is supported on a bisection these inequalities become equalities, i.e. $\|f\| = \|f\|_r = \|f\|_\infty$. From this it follows that the restriction map $C_c(\mathcal{G}) \to C_c(\mathcal{G}^{(0)})$ extends to a conditional expectation $P : C^*(\mathcal{G}) \to C_0(\mathcal{G}^{(0)})$. When $\mathcal{H}$ is an open sub-groupoid of an étale groupoid $\mathcal{G}$ it follows from the definition of the full norm that the map $\iota : C_c(\mathcal{H}) \to C_c(\mathcal{G})$ which extends functions by 0 is an injective $*$-homomorphism which extends to a $*$-homomorphism $\iota : C^*(\mathcal{H}) \to C^*(\mathcal{G})$.

When $A$ is a locally compact abelian group we call a map $\Phi : \mathcal{G} \to A$ a continuous groupoid homomorphism when it is continuous and $\Phi(gh) = \Phi(g)\Phi(h)$ whenever
g, h ∈ G can be composed\(^1\). If A is a locally compact abelian group with dual group \(\hat{A}\) then a continuous groupoid homomorphism \(\Phi : G \to A\) gives rise to a \(C^*\)-dynamical system \((C^*(G), \hat{A}, \alpha)\) satisfying for \(\xi \in \hat{A}\) that
\[
\alpha_\xi(f)(g) = \xi(\Phi(g))f(g) \quad \text{for } f \in C_c(G) \text{ and } g \in G
\]
see e.g. Proposition II.5.1 in [14]. When \(A = \mathbb{R}\) we will denote a continuous groupoid homomorphisms by \(c\), and we call the continuous 1-parameter group it gives rise to diagonal, and denote it by \(\alpha^c\). The 1-parameter group \(\alpha^c = \{\alpha^c_t\}_{t \in \mathbb{R}}\) then satisfies
\[
\alpha_t^c(f)(g) = e^{ict}f(g) \quad \text{for } f \in C_c(G), g \in G \text{ and } t \in \mathbb{R},
\]
and the same formula defines a continuous 1-parameter group on \(C^*_\beta(G)\).

2.3. KMS weights. The theory of KMS weights on \(C^*\)-algebras was introduced by Combes [5], but in this paper we will follow the presentation in [7, 9, 10], which is also a great place for the reader to find a more rigorous treatment of the subject than the one presented here.

For a \(C^*\)-algebra \(A\) we let \(A_+\) denote the convex cone of positive elements in \(A\). A weight on \(A\) is a map \(\psi : A_+ \to [0, \infty]\) such that \(\psi(a + b) = \psi(a) + \psi(b)\) and \(\psi(\lambda a) = \lambda \psi(a)\) for all \(a, b \in A_+\) and \(\lambda \geq 0\). We call a weight \(\psi\)

- **densely defined** if \(\{a \in A_+ : \psi(a) < \infty\}\) is dense in \(A_+\),
- **lower semi-continuous** if \(\{a \in A_+ : \psi(a) \leq \lambda\}\) is closed for all \(\lambda \geq 0\), and
- **proper** if it is densely defined and lower semi-continuous.

For any proper weight \(\psi\) we define a left ideal \(N_\psi := \{a \in A : \psi(aa) < \infty\}\) and we set \(M_\psi^+ := \{a \in A_+ : \psi(a) < \infty\}\). Setting
\[
M_\psi := \text{span}\{a^*b : a, b \in N_\psi\}
\]
then \(M_\psi = \text{span} M_\psi^+\), and it is a dense \(*\)-subalgebra of \(A\). There is a unique linear extension \(M_\psi \to \mathbb{C}\) of \(\psi\) on \(M_\psi \cap A_+\) which we also denote by \(\psi\). In this paper we will use a definition of \(\beta\)-KMS weights inspired by Definition 2.8 in [7]. For the relation between this definition and the original one by Combes in [5] see Theorem 6.36 in [7].

**Definition 2.1.** Let \(A\) be a \(C^*\)-algebra, \(\alpha : \mathbb{R} \to \text{Aut}(A)\) a continuous 1-parameter group and let \(\beta \in \mathbb{R}\). We call a weight \(\psi\) on \(A\) a \(\beta\)-KMS weight for \(\alpha\) if it is a proper weight satisfying

1. \(\psi \circ \alpha_t = \psi\) for all \(t \in \mathbb{R}\).
2. For every \(a \in D(\alpha_{-\beta/2})\) we have
\[
\psi(aa^*) = \psi(\alpha_{-\beta/2}(a)\alpha_{-\beta/2}(a)^*).
\]
We call \(\psi\) a \(\beta\)-KMS state for \(\alpha\) if \(\sup\{\psi(a) : 0 \leq a \leq 1\} = 1\).

Notice that the weight \(\psi = 0\) is always a \(\beta\)-KMS weight by Definition 2.1. This differs from e.g. [9, 19] where a proper weight is by definition non-zero. We define the weight \(\psi = 0\) to be a \(\beta\)-KMS weight because we want to prove that the set of \(\beta\)-KMS weights for diagonal actions on étale groupoid \(C^*\)-algebras are closed c.f. Section 4 which will not be true if one removes the zero weight.

If one ignores the weight \(\psi = 0\), the KMS weights for \(\alpha\) defined in [7, 9] are exactly the \(-1\)-KMS weights for \(\alpha\) in Definition 2.1. For \(\beta \neq 0\) we can translate...
the results of [7, 9] into our setting by noticing that in Definition 2.1 a weight is a \( \beta \)-KMS weight for \( \{\alpha_t\}_{t \in \mathbb{R}} \) if and only if it is a \(-1\)-KMS weight for \( \{\alpha_{-\beta t}\}_{t \in \mathbb{R}} \). For \( \beta = 0 \) we can translate the results by using that a 0-KMS weight for \( \alpha \) in Definition 2.1 is precisely a \(-1\)-KMS weight for \( \{\alpha_{-\beta t}\}_{t \in \mathbb{R}} = \{\text{Id}_A\}_{t \in \mathbb{R}} \) invariant under \( \alpha \).

One can extend a KMS weight on a \( C^* \)-algebra to a KMS weight on a von Neumann algebra via the GNS construction.

**Definition 2.2.** Let \( \psi \) be a proper weight on a \( C^* \)-algebra \( A \). A GNS construction for \( \psi \) is a triple \( (H_\psi, \pi_\psi, \Lambda_\psi) \) where \( H_\psi \) is a Hilbert space, \( \Lambda_\psi : \mathcal{N}_\psi \to H_\psi \) is a linear map with dense image such that

\[
\langle \Lambda_\psi(a), \Lambda_\psi(b) \rangle = \psi(b^\ast a) \quad \text{for all } a, b \in \mathcal{N}_\psi
\]

and \( \pi_\psi : A \to B(H_\psi) \) is a representation with \( \pi_\psi(a)\Lambda_\psi(b) = \Lambda_\psi(ab) \) for all \( a \in A \) and \( b \in \mathcal{N}_\psi \).

As for states, one can prove that there exists a GNS construction for a proper weight and that it is unique up to a unitary transformation. If \( \psi \) is a \( \beta \)-KMS weight for the \( C^* \)-dynamical system \((A, \alpha)\) with GNS triple \((H_\psi, \pi_\psi, \Lambda_\psi)\) it follows from e.g. Result 2.16 in [7] that there exists a strongly continuous unitary group representation \( \mathbb{R} \ni t \mapsto u_t \) on \( H_\psi \) such that \( \Lambda_\psi(\alpha_t(a)) = u_t \Lambda_\psi(a) \) for all \( a \in \mathcal{N}_\psi \). Combining Result 2.3 and Lemma 4.1 in [7] we see that for any \( a \in \mathcal{N}_\psi \) then \( a(n) \in \mathcal{N}_\psi \) for all \( n \in \mathbb{N} \) and

\[
\Lambda_\psi(a(n)) = \frac{n}{\sqrt{\pi}} \int_{\mathbb{R}} e^{-nt^2} u_t \Lambda_\psi(a) \, dt \to \Lambda_\psi(a) \quad \text{for } n \to \infty . \tag{2.4}
\]

To extend a KMS weight to a von Neumann algebra, let us recall that a strongly continuous 1-parameter group \( \alpha \) on a von Neumann algebra \( M \) is a 1-parameter group such that the map \( \mathbb{R} \ni t \mapsto \alpha_t(a) \) is \( \sigma \)-weakly continuous. We call a weight \( \phi \) on a von Neumann algebra \( M \) semi-finite when \( \{a \in M_+ : \phi(a) < \infty \} \) is \( \sigma \)-weak dense in \( M_+ \) and we call \( \phi \) normal when \( \{a \in M_+ : \phi(a) \leq \lambda \} \) is \( \sigma \)-weak closed for all \( \lambda \geq 0 \).

**Theorem 2.3.** Let \( \psi \) be a non-zero \( \beta \)-KMS weight for a continuous 1-parameter group \( \alpha \) on a \( C^* \)-algebra \( A \) and let \( (H_\psi, \pi_\psi, \Lambda_\psi) \) be a GNS-construction for \( \psi \).

1. There exists a normal faithful semi-finite weight \( \tilde{\psi} \) on \( \pi_\psi(A)'' \) such that \( \psi = \tilde{\psi} \circ \pi_\psi \).
2. \( \tilde{\alpha}_t = \text{Ad } u_t \) defines a strongly continuous 1-parameter group on \( \pi_\psi(A)'' \) with \( \pi_\psi \circ \alpha_t = \tilde{\alpha}_t \circ \pi_\psi \) for all \( t \in \mathbb{R} \).
3. \( \{\tilde{\alpha}_{-\beta t}\}_{t \in \mathbb{R}} \) is the modular automorphism group with respect to \( \tilde{\psi} \).

**Proof of Theorem 2.3.** When \( \beta = -1 \) these statements are the content of Section 2.2 in [10], and for general \( \beta \neq 0 \) the statements then follows by scaling the action. When \( \beta = 0 \) then (1) and (3) follows since a 0-KMS weight is a \(-1\)-KMS weight for the trivial action, and (2) follows from e.g. Corollary 2.20 in [10]. \( \square \)

### 3. KMS weights and the Pedersen ideal

In this section we will prove that for a given one-parameter group \( \alpha \) on a \( C^* \)-algebra \( A \) there are certain positive elements in the Pedersen ideal on which any \( \beta \)-KMS weight for \( \alpha \) will take finite values.
Let us first recall the definition of the Pedersen ideal. Let throughout $\mathcal{A}$ be a $C^*$-algebra. Define the set

$$K_1^+(\mathcal{A}) := \{a \in \mathcal{A}_+ \mid \exists b \in \mathcal{A}_+ \text{ with } ab = a\}$$

and let

$$K_2^+(\mathcal{A}) := \{a \in \mathcal{A}_+ \mid \exists a_1, a_2, \ldots, a_n \in K_1^+(\mathcal{A}) \text{ with } a \leq \sum_{i=1}^n a_i\}.$$ 

The Pedersen ideal $K(\mathcal{A})$ of $\mathcal{A}$ is then the set span$\{K_1^+(\mathcal{A})\}$. We refer the reader to Section 5.6 in [12] for an introduction to the Pedersen ideal and its properties, and here we only remark that $K(\mathcal{A})$ is a dense ideal of $\mathcal{A}$.

**Proposition 3.1.** Let $\psi$ be a $\beta$-KMS weight for a continuous 1-parameter group $\alpha$ on a $C^*$-algebra $\mathcal{A}$. It follows that

$$K_1^+(\mathcal{A}) \cap D(\alpha_{-i\beta/2}) \subseteq N_\psi.$$

**Proof.** Let $(H_\psi, \pi_\psi, \Lambda_\psi)$ be a GNS triple corresponding to $\psi$. Set $M = \pi_\psi(\mathcal{A})''$ and let $\tilde{\psi}$ be the extension of $\psi$ to $M$ c.f. Theorem 2.3. Fix $a \in K_1^+(\mathcal{A}) \cap D(\alpha_{-i\beta/2})$ and pick an element $b \in \mathcal{A}_+$ with $ab = a$. We can without loss of generality assume that $\|a\| \leq 1$. The sequence $\{\pi_\psi(a)^{1/n}\}_{n \in \mathbb{N}}$ converges in the strong operator topology in $M$ to the range projection $p \in M$ of $\pi_\psi(a)$. Since $\pi_\psi(a)$ and $\pi_\psi(b)$ commute the $C^*$-algebra $C^*(\pi_\psi(a), \pi_\psi(b), 1) \subseteq M$ is commutative and the function representing $\pi_\psi(b)$ equals 1 on the support of the function representing $\pi_\psi(a)$. Since the support of $\pi_\psi(a)$ and $\pi_\psi(a)^{1/n}$ agrees for all $n$, we get that

$$pn_\psi(b) = p = \pi_\psi(b)p.$$ 

Since $\psi$ is densely defined there exists an element $c \in \mathcal{A}_+$ with $\psi(c) < \infty$ and $\|c^2 - b^2\| < 1/4$. For each $n \in \mathbb{N}$ defining $c(n)$ as in (2.1) then $c(n)$ is analytic for $\alpha$ with $c(n) \in \mathcal{A}_+$ and $c(n) \to c$ for $n \to \infty$, and hence we can assume by e.g. Lemma 2.12 in [7] that there is an analytic element $c \in \mathcal{A}_+$ with $\psi(c) < \infty$ and $\|c^2 - b^2\| < 1/2$. This gives us the following inequality

$$\|p_\psi(c^2)p - p\|_{B(H_\psi)} = \|p(\pi_\psi(c^2) - \pi_\psi(b^2))p\|_{B(H_\psi)} \leq \|\pi_\psi(c^2) - \pi_\psi(b^2)\|_{B(H_\psi)} \leq \|c^2 - b^2\| < 1/2.$$

Spectral theory now implies that $p \leq 2p_\psi(c^2)p$. Since $p$ is the range projection of $\pi_\psi(a)$ then $p\pi_\psi(a) = \pi_\psi(a)$, and hence

$$\pi_\psi(a^2) = \pi_\psi(a)p\pi_\psi(a) \leq 2\pi_\psi(a)p\pi_\psi(c^2)p\pi_\psi(a) = 2\pi_\psi(a)\pi_\psi(c^2)\pi_\psi(a).$$

This implies that

$$\psi(a^2) = \tilde{\psi}(\pi_\psi(a^2)) \leq 2\tilde{\psi}(\pi_\psi(a)\pi_\psi(c^2)\pi_\psi(a)) = 2\psi(ac^2a)$$

and hence to prove the proposition it suffices to argue that $\psi(ac^2a) < \infty$. Since $\psi$ is a $\beta$-KMS weight and $a, c \in D(\alpha_{-i\beta/2})$ this fact however follows from the calculation

$$\psi(ac^2a) = \psi(\alpha_{-i\beta/2}(ca)\alpha_{-i\beta/2}(ca)^*) = \psi(\alpha_{-i\beta/2}(c)\alpha_{-i\beta/2}(a)\alpha_{-i\beta/2}(a)^*\alpha_{-i\beta/2}(c)^*)$$

$$\leq \|\alpha_{-i\beta/2}(a)\|^2\psi(\alpha_{-i\beta/2}(c)\alpha_{-i\beta/2}(c)^*) = \|\alpha_{-i\beta/2}(a)\|^2\psi(c^2) < \infty.$$

In conclusion $\psi(a^2) < \infty$ and we have proved the proposition. \qed
Corollary 3.2. Assume that $\mathcal{A}$ is a $C^*$-algebra and $\alpha$ is a continuous one-parameter group with $K_1^+(\mathcal{A}) \subseteq D(\alpha_{-1/2})$. It follows that $\mathcal{K}(\mathcal{A}) \subseteq \mathcal{M}_\psi$ for any $\beta$-KMS weight $\psi$.

Proof. If $ab = a$ for $a, b \in \mathcal{A}_+$ then $\sqrt{ab} = \sqrt{a}$, and hence $K_1^+(\mathcal{A}) \subseteq \mathcal{M}_\psi^+$. The statement in the Corollary now follows from the definition of $\mathcal{M}_\psi$ and $K_2^+(\mathcal{A})$. $\square$

Remark that Corollary 3.2 implies the well known result that proper tracial weights are finite on the Pedersen ideal, because any proper tracial weight can be consider a 1-KMS weight for the trivial 1-parameter group.

4. THE SET OF KMS WEIGHTS

The set of KMS states for a $C^*$-dynamical system has some remarkable properties when considered as a convex subset of the dual of the $C^*$-algebra, c.f. Theorem 5.3.30 in [2]. In this section we will use Proposition 3.1 to analyse the structure of the set of KMS weights for a large class of $C^*$-dynamical systems, with the aim of proving Theorem 4.7 below. The first hurdle to overcome when analysing the set of KMS weights is to find a sufficiently nice vector space to embed them into, which we do in Proposition 4.5 by using our result from Proposition 3.1.

If $(\mathcal{A}, \alpha)$ is a $C^*$-dynamical system we will denote the fixed-point algebra of $\alpha$ by $\mathcal{A}^\alpha$, i.e.

$$\mathcal{A}^\alpha = \{ x \in \mathcal{A} \mid \alpha(x) = x \text{ for all } t \in \mathbb{R} \}.$$

When $\mathcal{A}$ is separable the proof of Proposition 3.10.5 in [12] shows that the following conditions are equivalent:

1. There exists an approximation of the identity $\{E_n\}_{n \in \mathbb{N}}$ of $\mathcal{A}$ in $\mathcal{A}^\alpha$, i.e. $E_n \in \mathcal{A}^\alpha$ for all $n \in \mathbb{N}$.
2. $\mathcal{A}^\alpha$ contains a strictly positive element for $\mathcal{A}$.
3. There exists an approximation of the identity $\{E_n\}_{n \in \mathbb{N}}$ of $\mathcal{A}$ in $\mathcal{A}^\alpha$ with $E_n E_m = E_n$ whenever $m > n$.

In this section we will analyse the structure of the set of KMS weights for a $C^*$-dynamical system $(\mathcal{A}, \alpha)$ with $\mathcal{A}$ separable and $\{E_n\}_{n \in \mathbb{N}}$ an approximation of the identity satisfying (3), so let us start with two examples of such $C^*$-dynamical systems.

Example 4.1. Let $\mathcal{G}$ be an étale groupoid and let $\alpha^c$ be a diagonal action induced by a continuous groupoid homomorphism $c : \mathcal{G} \to \mathbb{R}$ as in (2.3). We can pick a sequence of functions $\{f_n\}_{n = 1}^{\infty} \subseteq C_c(\mathcal{G}_0)$ with $0 \leq f_n \leq 1$ and $f_n f_{n+1} = f_n$ for each $n \in \mathbb{N}$ such that whenever $K \subseteq \mathcal{G}_0$ is compact there exists a $N \in \mathbb{N}$ with $f_n(x) = 1$ for all $x \in K$ and $n \geq N$. It follows from (2.2) that this is a countable approximation of the identity for both $C^*_r(\mathcal{G})$ and $C^*(\mathcal{G})$ which satisfies (3).

Example 4.2. Let $(\mathcal{A}, \alpha)$ be a $C^*$-dynamical system with $\mathcal{A}$ a separable $C^*$-algebra and $\alpha$ a periodic 1-parameter group with period $r > 0$, i.e. $\alpha_{t+r} = \alpha_t$ for all $t \in \mathbb{R}$. Since $\mathcal{A}$ is separable there exists a strictly positive element $x \in \mathcal{A}_+$. The element

$$y := \int_0^r \alpha_t(x) \, dt$$

satisfies that $y \in \mathcal{A}^\alpha$. By definition any state $\omega$ on $\mathcal{A}$ satisfies $\omega(x) > 0$. Since $\omega \circ \alpha_t$ is also a state for $t \in \mathbb{R}$, this implies that any state $\omega$ on $\mathcal{A}$ satisfies $\omega(y) > 0$, and
hence $y$ is strictly positive. In conclusion such a $C^*$-dynamical system satisfies (3) as well.

To analyse the set of KMS weights fix a $C^*$-dynamical system $(\mathcal{A}, \alpha)$ satisfying the equivalent conditions (11)-(3) with $\mathcal{A}$ separable, and fix throughout the rest of this section an approximation of the identity $\{E_n\}_{n=1}^\infty$ as in (3). We define $A_n = E_n^\alpha A E_n^\alpha$ for all $n \in \mathbb{N}$ and denote by $\alpha^n$ the restriction of $\alpha$ to $A_n$, so $(A_n, \alpha^n)$ is again a $C^*$-dynamical system. Since $E_{n+1}E_n = E_n$ we obtain an inductive system of $C^*$-algebras

$$A_1 \xrightarrow{\iota_1} A_2 \xrightarrow{\iota_2} A_3 \xrightarrow{\iota_3} \cdots \quad (4.1)$$

where $\iota_n : A_n \to A_{n+1}$ is the inclusion map, and clearly the direct limit $\lim\nrightarrow_{n \in \mathbb{N}} A_n$ is isomorphic to $\mathcal{A}$, and $\iota_{n,\infty} : A_n \to \mathcal{A}$ is the inclusion map. For each $n \in \mathbb{N}$ we let $A_n^\ast$ denote the dual of $A_n$ which is a locally convex topological vector space in the weak*-topology. The inductive system in (4.1) gives rise to a projective system of locally convex topological vector spaces

$$A_1^\ast \xleftarrow{\pi_1^\ast} A_2^\ast \xleftarrow{\pi_2^\ast} A_3^\ast \xleftarrow{\pi_3^\ast} \cdots$$

where $\pi_n(\psi) = \psi \circ \iota_n$ for $\psi \in A_{n+1}^\ast$. The inverse limit $\lim\leftarrow_{n \in \mathbb{N}} A_n^\ast$ is then a locally convex topological vector space. For each $\beta \in \mathbb{R}$ we let $W_n^\beta$ denote the bounded $\beta$-KMS weights for $(A_n, \alpha^n)$. Since $W_n^\beta$ is a closed convex subset of $A_n^\ast$ for each $n \in \mathbb{N}$ we can identify the inverse limit $\lim\leftarrow_{n \in \mathbb{N}} W_n^\beta$ of the projective system

$$W_1^\beta \xleftarrow{\pi_1^\beta} W_2^\beta \xleftarrow{\pi_2^\beta} W_3^\beta \xleftarrow{\pi_3^\beta} \cdots$$

with a closed subset of the vector space $\lim\leftarrow_{n \in \mathbb{N}} A_n^\ast$. For each $\beta \in \mathbb{R}$ we let $W(\beta, \alpha)$ denote the set of $\beta$-KMS weights for $\alpha$ on $\mathcal{A}$. Our goal is then to prove Proposition 4.3 below which identifies $W(\beta, \alpha)$ with $\lim\leftarrow_{n \in \mathbb{N}} W_n^\beta$. The key technical observations which allows us to do this is contained in the following two Lemmas.

**Lemma 4.3.** If $\omega$ is a lower semi-continuous weight on $\mathcal{A}$ with $\omega \circ \alpha_t = \omega$ for all $t \in \mathbb{R}$, $\omega(E_n^2) < \infty$ for all $n \in \mathbb{N}$ and

$$\omega(x) = \lim_{n \to \infty} \omega(E_n x E_n) \quad \text{for all } x \in A_+ \, , \quad (4.2)$$

then $\omega \in W(\beta, \alpha)$ if and only if

$$\omega(E_n a^* E_n^2 a E_n) = \omega(E_n \alpha_{-i\beta/2}(a) E_n^2 \alpha_{-i\beta/2}(a)^* E_n) \quad (4.3)$$

for all $a \in D(\alpha_{-i\beta/2})$ and $n, m \in \mathbb{N}$.

**Proof.** The “only if” part follows by observing that when $a \in D(\alpha_{-i\beta/2})$ then $E_m a E_n \in D(\alpha_{-i\beta/2})$ with $\alpha_{-i\beta/2}(E_m a E_n) = E_m \alpha_{-i\beta/2}(a) E_n$. For the other direction assume that $\omega(E_n^2) < \infty$ for all $n \in \mathbb{N}$, that $\omega$ is lower semi-continuous, $\alpha$-invariant and satisfies (1.2) and (1.3). Since $\omega(E_n x E_n) < \infty$ for all $n \in \mathbb{N}$ and $x \in A_+$ we get that $\omega$ is densely defined. For any $a \in D(\alpha_{-i\beta/2})$ and $m \in \mathbb{N}$ we have by lower semi-continuity that

$$\lim_{n \to \infty} \omega(E_m \alpha_{-i\beta/2}(a) E_n^2 \alpha_{-i\beta/2}(a)^* E_m) = \omega(E_m \alpha_{-i\beta/2}(a) \alpha_{-i\beta/2}(a)^* E_m)$$

and hence by (1.2) and (1.3) we have

$$\omega(a^* E_m^2 a) = \omega(E_m \alpha_{-i\beta/2}(a) \alpha_{-i\beta/2}(a)^* E_m) \, .$$

Using the same argument for $m \to \infty$ we get that $\omega(a^* a) = \omega(\alpha_{-i\beta/2}(a) \alpha_{-i\beta/2}(a)^*)$ and hence $\omega \in W(\beta, \alpha)$. \qed
Lemma 4.4. Assume $\beta \in \mathbb{R}$ and assume $\{\omega_n\}_{n=1}^{\infty}$ is a sequence with $\omega_n \in \mathcal{W}^\beta_n$ for each $n \in \mathbb{N}$.

1. If $\omega_{n+1}|_{\mathcal{A}_n} \geq \omega_n$ for each $n \in \mathbb{N}$ and there exists a constant $K_m > 0$ for each $m \in \mathbb{N}$ with

$$\omega_n(E_m^2) \leq K_m$$

for all $n \geq m$ (4.4) then the formula

$$\omega(x) := \lim_{n \to \infty} \omega_n(E_nxE_n) \quad \text{for } x \in \mathcal{A}_+$$

defines an element $\omega \in \mathcal{W}(\beta, \alpha)$.

2. If $\omega_{n+1}|_{\mathcal{A}_n} \leq \omega_n$ for each $n \in \mathbb{N}$ then the formula

$$\omega(x) := \lim_{n \to \infty} \lim_{m \to \infty} \omega_m(E_nxE_n) \quad x \in \mathcal{A}_+$$

defines an element $\omega \in \mathcal{W}(\beta, \alpha)$.

Proof. Let us first observe that when $\omega_m \in \mathcal{W}_m^\beta$ and $n < m$ then

$$\omega_m(E_nyE_n) \leq \omega_m(y) \quad \text{for all } y \in (\mathcal{A}_m)_+. \quad (4.7)$$

To see this take a $y \in \mathcal{A}_m$ analytic for $\alpha^m$. Then

$$\omega_m(E_ny^*yE_n) = \omega_m(\alpha^{-m}_m(y)E_n^2\alpha^{-m}_m(y)^*) \leq \omega_m(\alpha^{-m}_m(y)\alpha^{-m}_m(y)^*) = \omega_m(y^*y)$$

and we obtain the formula since $\omega_m$ is continuous.

To prove (1), fix a sequence $\{\omega_n\}_{n=1}^{\infty}$ satisfying the conditions in (1). We use (4.7) with $m = n + 1$ to get

$$\omega_n(E_nxE_n) \leq \omega_{n+1}(E_nxE_n) = \omega_{n+1}(E_nE_{n+1}xE_{n+1}E_n) \leq \omega_{n+1}(E_{n+1}xE_{n+1})$$

for all $x \in \mathcal{A}_+$, and hence (4.5) defines a map $\omega : \mathcal{A}_+ \to [0, \infty]$. It is straightforward to verify that $\omega$ is a lower semi-continuous weight with $\omega \circ \alpha_t = \omega$ for all $t \in \mathbb{R}$, and (4.4) implies that $\omega(E_n^2) < \infty$ for all $n \in \mathbb{N}$. Using (4.7) for $y = E_mxE_m$ for some $x \in \mathcal{A}_+$ we get that $\omega_m(E_nxE_n) \leq \omega_m(E_mxE_m)$ for $n < m$, and hence $\omega(E_nxE_n) \leq \omega(x)$ for all $x \in \mathcal{A}_+$. For each $n \in \mathbb{N}$ we have

$$\omega_n(E_nxE_n) \leq \lim_{m \to \infty} \omega_m(E_nxE_n) = \lim_{m \to \infty} \omega_m(E_nE_nxE_mE_m) = \omega(E_nxE_n) \leq \omega(x),$$

and taking the limit $n \to \infty$, this inequality implies that

$$\lim_{n \to \infty} \omega(E_nxE_n) = \omega(x) \quad \text{for all } x \in \mathcal{A}_+.$$

For any $n, m \in \mathbb{N}$ and $a \in D(\alpha_{-\beta/2})$ then

$$\omega_k(E_nE_\alpha^2aE_n) = \omega_k(E_mE_\alpha^2a_\beta/2(a)E_n^2\alpha_{-\beta/2}(a)^*E_m)$$

for all $k \geq n + m$, which implies that

$$\omega(E_nE_\alpha^2aE_n) = \omega(E_mE_\alpha^2a_\beta/2(a)E_n^2\alpha_{-\beta/2}(a)^*E_m),$$

and hence $\omega \in \mathcal{W}(\beta, \alpha)$ by Lemma 3.3.

To prove (2), fix a sequence $\{\omega_n\}_{n=1}^{\infty}$ satisfying the condition in (2). Let us first argue that (4.8) is well-defined. For each $x \in \mathcal{A}_+$ then $\{\omega_m(E_nxE_n)\}_{m \geq n}$ is a decreasing sequence of non-negative numbers, so it converges to some number in
[0, \infty]. For each \( n \in \mathbb{N} \) and \( m > n \) then using \((4.7)\) on \( y = E_{n+1}x E_{n+1} \) implies that 
\[
\omega_m(E_n x E_n) \leq \omega_m(E_{n+1} x E_{n+1}),
\]
so 
\[
\lim_{m \to \infty} \omega_m(E_n x E_n) \leq \lim_{m \to \infty} \omega_m(E_{n+1} x E_{n+1}),
\]
and it follows that the formula \((1.6)\) defines a weight \( \omega : \mathcal{A}_+ \to [0, \infty] \). To see that \( \omega \) is lower semi-continuous choose \( \omega \) for all \( k \) and a \( \lambda > 0 \). If \( \omega_n(E_n^a) = 0 \) for arbitrarily big \( n \) then \( \omega = 0 \) and hence it is lower semi-continuous, so we can assume that there exists a \( N \in \mathbb{N} \) with \( \omega_n(E_n^a) > 0 \) for all \( n \geq N \). For each \( n \geq N \) and \( \varepsilon > 0 \) we have for \( k \in \mathbb{N} \) sufficiently big that 
\[
\|x - x_k\| \leq \varepsilon \cdot \omega_n(E_n^2)^{-1},
\]
from which it follows that 
\[
|\omega_m(E_n(x - x_k)E_n)| \leq \omega_m(E_n^2) \cdot \frac{\varepsilon}{\omega_n(E_n^2)} \leq \varepsilon
\]
for \( m \geq n \), and hence \( \lim_{m \to \infty} \omega_m(E_n x E_n) \leq \lambda + \varepsilon \). Since \( n \) and \( \varepsilon \) was arbitrary, this proves lower semi-continuity. Since 
\[
\omega(E_k x E_k) = \lim_{n \to \infty} \lim_{m \to \infty} \omega_m(E_n E_k x E_k E_n) = \lim_{m \to \infty} \omega_m(E_k x E_k)
\]
we both get that \( \omega(E_k^a) < \infty \) for all \( k \) and that \( \omega(x) = \lim_{k} \omega(E_k x E_k) \) for all \( x \in \mathcal{A}_+ \). For \( a \in D(\alpha - i\beta/2) \) we get by \((4.8)\) that for all \( l, k \in \mathbb{N} \) then 
\[
\omega(E_k a^* E_l^2 a E_k) = \lim_{m \to \infty} \omega_m(E_k a^* E_l^2 a E_k) = \lim_{m \to \infty} \omega_m(E_l \alpha - i\beta/2(a) E_k^2 \alpha - i\beta/2(a)^* E_l)
\]
\[
= \omega(E_l \alpha - i\beta/2(a) E_k^2 \alpha - i\beta/2(a)^* E_l).
\]
Since it is straightforward to verify that \( \omega \circ \alpha_l = \omega \), Lemma \ref{lem:2} implies that \( \omega \) is a \( \beta \)-KMS weight for \( \alpha \). \qed

With Lemma \ref{lem:3} we can now describe the KMS weights as a set.

**Proposition 4.5.** The following map is a bijection 
\[
W(\beta, \alpha) \ni \psi \rightarrow (\psi \circ \iota_{n,\infty})_{n=1}^{\infty} \in \lim_{n \in \mathbb{N}} \mathcal{W}_n^\beta.
\]

**Proof.** For \( \psi \in W(\beta, \alpha) \) and \( n \in \mathbb{N} \) then \( \psi(E_n^2) < \infty \) by Proposition \ref{prop:2} so for \( y \in (\mathcal{A}_n)_+ \) then 
\[
\psi(y) = \psi(E_n y E_{n+1}) \leq \|y\| \psi(E_{n+1}^2)
\]
which implies that the map is well defined. Assume for a contradiction that injectivity of the maps fails for \( \psi_1, \psi_2 \in W(\beta, \alpha) \), and assume that \( x \in \mathcal{N}_{\psi_1} \) with \( \psi_2(x^* x) \neq \psi_1(x^* x) \), and fix a GNS representation \((H_i, \pi_i, \Lambda_i)\) for \( \psi_i \) for \( i = 1, 2 \). If \( \psi_2(x^* x) < \infty \) we get by Definition \ref{def:1} and \ref{def:2} that 
\[
\psi_i(x(m)^* x(m)) = \|\Lambda_i(x)(m)\|^2 \rightarrow \|\Lambda_i(x)\|^2 = \psi_i(x^* x) \text{ for } m \to \infty
\]
for \( i = 1, 2 \), and hence we can assume that there is an analytic \( x \) with \( \psi_2(x^* x) \neq \psi_1(x^* x) < \infty \). If \( \psi_2(x^* x) = \infty \) the calculation in \((1.9)\) still holds for \( i = 1 \), while by lower semi-continuity then \( \psi_2(x(m)^* x(m)) \) is unbounded in \( m \), implying that we also can choose an analytic \( x \) with \( \psi_2(x^* x) \neq \psi_1(x^* x) < \infty \). So in both cases we can fix an analytic \( x \) with \( \psi_2(x^* x) \neq \psi_1(x^* x) \). By lower-semi continuity we have that 
\[
\lim_n \psi_i(E_n^2 x) = \psi_i(x^* x) \text{ for } i = 1, 2. \text{ Hence there is a } n \in \mathbb{N} \text{ with } \psi_1(x^* E_n^2 x) \neq \psi_2(x^* E_n^2 x) \]
which is a contradiction since \( \psi_i(E_n \alpha_{-\beta/2}(x) \alpha_{-\beta/2}(x)^* E_n) = \psi_i(x^* E_n^2 x) \) for \( i = 1, 2 \).

In conclusion \( \mathcal{N}_{\psi_1} \subseteq \mathcal{N}_{\psi_2} \) and \( \psi_1(x^* x) = \psi_2(x^* x) \) for \( x \in \mathcal{N}_{\psi_1} \), and interchanging \( \psi_1 \) and \( \psi_2 \) in the above argument we get that \( \psi_1 = \psi_2 \).

To show that the map is surjective, let \((\psi_n)_{n \in \mathbb{N}} \in \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{W}_n^\beta \). Since \( \psi_{n+1}|_{\mathcal{A}_n} = \psi_n \) for all \( n \in \mathbb{N} \) then \(1\) in Lemma \[4.4\] implies that setting \( \psi(x) := \lim_{n \to \infty} \psi_n(E_n x E_n) \) for each \( x \in \mathcal{A}_+ \) defines a \( \beta \)-KMS weights. Since \( \psi \) maps to \((\psi_n)_{n \in \mathbb{N}}\), this proves surjectivity.

From the proof of surjectivity in Proposition \[4.5\] we get the following Corollary.

**Corollary 4.6.** If \( \omega \in \mathcal{W}(\beta, \alpha) \) then \( \omega(x) = \lim_n \omega(E_n x E_n) \) for all \( x \in \mathcal{A}_+ \).

In light of Proposition \[4.5\] we will from now on identify \( \mathcal{W}(\beta, \alpha) \) with \( \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{W}_n^\beta \) and interchangeably identify any \( \beta \)-KMS weight \( \psi \) with its image in \( \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{W}_n^\beta \), which we will denote by \((\psi_n)^\infty\).

We will now prove that \( \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{W}_n^\beta \) as a subset of the vectorspace \( \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{A}_n^* \) satisfies some of the same properties that the set of \( \beta \)-KMS weights has on a unital \( C^* \)-algebra, c.f. Theorem 5.3.30 in \[2\]. For this, let us introduce the notion of an *extremal KMS weight*. We say that a \( \beta \)-KMS weight \( \psi \) in \( \mathcal{W}(\beta, \alpha) \) is extremal when any \( \omega, \phi \in \mathcal{W}(\beta, \alpha) \) satisfying that \( \psi = \omega + \phi \) must satisfy that \( \phi, \omega \in \{ \lambda \psi \mid \lambda \geq 0 \} \).

We will now describe the set \( \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{W}_n^\beta \).

**Theorem 4.7.** Consider \( \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{W}_n^\beta \) as a subset of the locally convex topological vector space \( \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{A}_n^* \). Then

1. \( \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{W}_n^\beta \) is a closed convex cone in \( \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{A}_n^* \).
2. For \( \beta \neq 0 \) an element \( \psi \) in \( \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{W}_n^\beta \) is extremal if and only if the von Neumann algebra \( \pi_\psi(\mathcal{A})'' \) is a factor.
3. \( \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{W}_n^\beta \) is a lattice in \( \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{A}_n^* \) under the order

\[
\psi \leq \phi \iff \phi - \psi \in \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{W}_n^\beta.
\]

**Proof.** \(1\) follows from the observation that \( \mathcal{W}_n^\beta \) is a closed convex cone in \( \mathcal{A}_n^* \) for each \( n \in \mathbb{N} \).

To prove the first implication in \(2\) we follow the proof of Lemma 4.9 in \[19\]. Assume that \( \psi \) is extremal in \( \lim_{\longleftarrow n \in \mathbb{N}} \mathcal{W}_n^\beta \) with GNS representation \((\mathcal{H}_\psi, \pi_\psi, \Lambda_\psi)\), and fix a non-zero projection \( p \in \pi_\psi(\mathcal{A})'' \cap \pi_\psi(\mathcal{A})' \). Let \( \tilde{\psi} \) denote the extension of \( \psi \) to \( \pi_\psi(\mathcal{A})'' \) and let \( \tilde{\alpha} \) be the extension of \( \alpha \) as in Theorem \[2.3\]. Since \( \{ \tilde{\alpha}_{-\beta t} \}_{t \in \mathbb{R}} \) is the modular automorphism group for \( \tilde{\psi} \) and \( \beta \neq 0 \) we get by e.g. Theorem 3.6 in \[13\] that \( \tilde{\alpha}_t(p) = p \) for all \( t \in \mathbb{R} \). It is straightforward to check that

\[
\mathcal{A}_+ \ni a \to \tilde{\psi}(p \pi_\psi(a)) \quad \text{and} \quad \mathcal{A}_+ \ni a \to \tilde{\psi}((1 - p) \pi_\psi(a))
\]

defines two \( \beta \)-KMS weights on \( \mathcal{A} \) with sum \( \psi \). By assumption this implies that there exists \( s > 0 \) with \( \tilde{\psi}(p \pi_\psi(\cdot)) = s \tilde{\psi}(\pi_\psi(\cdot)) \). Choosing a sequence \( \{ a_n \}_{n \in \mathbb{N}} \) in \( \mathcal{A} \) with \( \pi_\psi(a_n) \to p \) in the \( \sigma \)-weak operator topology, we see that for any \( b \in \mathcal{N}_\psi \)

\[
\tilde{\psi}(p \pi_\psi(b) \pi_\psi(b)) = \lim_n \tilde{\psi}(\pi_\psi(b) \pi_\psi(a_n) \pi_\psi(b)) = \lim_n \langle \Lambda_\psi(a_n b), \Lambda_\psi(b) \rangle = \langle p \Lambda_\psi(b), \Lambda_\psi(b) \rangle,
\]
and since $\Lambda_\psi(\mathcal{N}_\psi)$ is dense in $H_\psi$ this implies that $s^{-1}p = I$. In conclusion $p \in \mathcal{C}I$ and $\pi_\psi(A)''$ is a factor.

For the other direction in $\mathcal{L}$, assume that $\psi$ is an element of $\lim_{n \to \infty} \mathcal{W}_n^\beta$ with GNS representation $(H_\psi, \pi_\psi, \Lambda_\psi)$ and that $\pi_\psi(A)''$ is a factor. Assume that $\phi, \eta \in \lim_{n \to \infty} \mathcal{W}_n^\beta$ satisfies that $\phi + \eta = \psi$. Fix a $n \in \mathbb{N}$. Since $A_n \subseteq \mathcal{N}_\psi$, we can define a closed subspace $H_n \subseteq H_\psi$ by

$$H_n := \overline{\Lambda_\psi(A_n)},$$

which becomes invariant under $\pi_\psi(A_n)$. Letting $\pi_n(a)$ be the restriction of $\pi_\psi(a)$ to $H_n$ for all $a \in A_n$, we get that $(H_n, \pi_n, \Lambda_\psi|_{A_n})$ is a GNS triple for the proper bounded weight $\psi_n$, which implies that $\psi_n$ extends to a normal bounded $\beta$-KMS weight $\tilde{\psi}_n$ on $\pi_n(A_n)''$, c.f. Corollary 5.3.4 in $\mathcal{L}$. By Theorem 2.3.19 in $\mathcal{L}$ $\phi_n$ also extends to a normal bounded $\beta$-KMS weight $\tilde{\phi}_n$ on $\pi_n(A_n)''$ satisfying that $\phi_n \leq \tilde{\psi}_n$. Since these weights are bounded, the proof of $(1) \implies (2)$ in Proposition 5.3.29 in $\mathcal{L}$ implies that there exists a unique positive operator $T_n \in \pi_n(A_n)'' \cap \pi_n(A_n)''$ of norm at most 1 such that $\tilde{\phi}(x) = \tilde{\psi}_n(T_n x)$ for all $x \in \pi_n(A_n)''$. This implies that we get a sequence of operators $\{T_n\}_{n=1}^\infty$ with $T_n$ an operator on $H_n$. For any $A, C \in A_n$ and $B \in A_{n+1}$ we have that $\pi_\psi(A)\pi_\psi(B)\Lambda_\psi(C) = \Lambda_\psi(ABC) \in H_n$, so $\pi_\psi(A)T_{n+1}\Lambda_\psi(C) \in H_n$. If $A \in (A_n)$ this implies

$$T_{n+1}\Lambda_\psi(A) = \pi_\psi(\sqrt{A})T_{n+1}\Lambda_\psi(\sqrt{A}) \in H_n,$$

which implies that $T_{n+1}H_n \subseteq H_n$. Let $\Omega_n \in H_n$ be the cyclic vector with $\psi_n = \langle \pi_\psi(\cdot)\Omega_n, \Omega_n \rangle$ for each $n \in \mathbb{N}$ and let $\{B_k\}_{k=1}^\infty \subseteq A_{n+1}$ satisfy that $\lim_k \pi_n(B_k) = T_{n+1}$, then for any $A \in A_n$ we have $A^*B_kA \in A_n$, so

$$\langle T_{n+1}\pi_\psi(A)\Omega_n, \pi_\psi(A)\Omega_n \rangle = \lim_k \psi_n(A^*B_kA) = \lim_k \psi_{n+1}(A^*B_kA) = \langle T_{n+1}\pi_\psi(A)\Omega_n, \pi_\psi(A)\Omega_n \rangle,$$

and hence $T_{n+1}|H_n = T_n$ for all $n \in \mathbb{N}$. By Corollary 4.6 we get for $a \in \mathcal{N}_\psi$ that

$$\langle \Lambda_\psi(a), \Lambda_\psi(E_\psi E_\psi) \rangle = \psi(E_\psi a^*E_\psi a) \to \psi(a^*a) = \|\Lambda_\psi(a)\|$$

for $n, m \to \infty$, and hence $\bigcup_{n=1}^\infty H_n$ is dense in $H_\psi$, and the sequence $\{T_n\}_{n \in \mathbb{N}}$ defines a bounded operator $T$ on $H_\psi$. For $A \in \pi_\psi(A_n)$ and $h \in H_n$ we have that $TAh = T_nAh = AT_\psi$, so we get that $TA = AT_\psi$, and hence $T \in \pi_\psi(A)'$. Since $\Lambda_\psi(A_n) = \pi_\psi(A_n)\Lambda_\psi(E_n)$ then $H_n$ is separable, so we can choose a sequence $\{\xi_n\}_{n=1}^\infty$ with $\{\xi_n\}_{n=1}^\infty \subseteq H_N$ for all $N \in \mathbb{N}$ such that $\{\xi_n\}_{n=1}^\infty$ is dense in $H_\psi$. For each $N \in \mathbb{N}$ we can use that $T_N \in \pi_N(A_N)''$ to choose $A_N \in A_N$ with $\|A_N\| \leq 2$ and

$$\langle (T_N - \pi_\psi(A_N))\xi_n, \xi_n \rangle \leq \frac{1}{N} \quad \text{for all } n \leq N.$$

It follows that $\pi_\psi(A_N) \to T$, and hence $T \in \pi_\psi(A)'$. By assumption this implies that $T = \lambda I$ with $\lambda \in \mathbb{C}$, and hence $\phi_n = \lambda \psi_n$ for all $n$, proving that $\psi$ is extremal.

To prove $\mathcal{B}$ first notice that for $\phi = (\phi_n)_{n=1}^\infty$, $\psi = (\psi_n)_{n=1}^\infty \in \lim_{n \to \infty} \mathcal{W}_n^\beta$ we have that

$$\psi \leq \phi \iff \psi_n \leq \phi_n \text{ in } \mathcal{W}_n^\beta \text{ for each } n \in \mathbb{N}. \quad (4.10)$$

Now fix to elements $\phi = (\phi_n)_{n=1}^\infty$ and $\psi = (\psi_n)_{n=1}^\infty \in \lim_{n \to \infty} \mathcal{W}_n^\beta$. Since $\mathcal{W}_n^\beta$ is a lattice in $A_n^*$ there exists a greatest lower bound $\omega_n \in \mathcal{W}_n^\beta$ and a least upper bound $\eta_n \in \mathcal{W}_n^\beta$ of the pair $\phi_n$ and $\psi_n$ for each $n \in \mathbb{N}$. Since $\omega_{n+1}|A_n$ is a lower
bound of \( \phi_n \) and \( \psi_n \) we have \( \omega_{n+1}|_{A_n} \leq \omega_n \), and likewise \( \eta_{m+1}|_{A_n} \geq \eta_n \). Using that \( \eta_m|_{A_n} \leq (\psi + \phi)|_{A_n} \) for all \( m \geq n \) it follows from Lemma 1.4 that the formulas
\[
\sigma(x) := \lim_{n \to \infty} \eta_n(E_n x E_n) \quad \text{for } x \in A_+
\]
and
\[
\tau(x) := \lim_{n \to \infty} \lim_{m \to \infty} \omega_m(E_n x E_n) \quad \text{for } x \in A_+
\]
defines two \( \beta \)-KMS weights. We claim that \( \sigma \) is a least upper bound of \( \psi \) and \( \phi \) and \( \tau \) is a greatest lower bound of \( \psi \) and \( \phi \).

To prove that \( \tau \) is a greatest lower bound notice that \( \tau \circ \iota_{n,\infty} = \lim_{m \to \infty} \omega_m|_{A_n} \), so since \( \mathcal{W}_n^\beta \) is closed we get that \( \tau \circ \iota_{n,\infty} \) is a lower bound of \( \psi_n \) and \( \phi_n \) for all \( n \in \mathbb{N} \).

If \( \tau' \) is another lower bound of \( \psi \) and \( \phi \), then \( \tau' \circ \iota_{m,\infty} \leq \omega_m \) for all \( m \), so since
\[
\tau' \circ \iota_{n,\infty} = (\tau' \circ \iota_{m,\infty})|_{A_n} \leq \omega_m|_{A_n}
\]
for all \( m \geq n \), we see that \( \tau' \leq \tau \), proving the \( \tau \) is the greatest lower bound. A similar argument proves that \( \sigma \) is a least upper bound, proving (3).

\[\Box\]

5. Quasi-invariant measures

For an étale groupoid \( \mathcal{G} \), a real number \( \beta \in \mathbb{R} \), and a continuous groupoid homomorphism \( c : \mathcal{G} \to \mathbb{R} \) the quasi-invariant measures on \( \mathcal{G}^{(0)} \) with Radon-Nikodym cocycle \( e^{-\beta c} \) play a crucial role in the description of \( \beta \)-KMS states. This was first observed by Renault in his pioneering thesis, c.f. Proposition II.5.4 in [14], and later generalized in Theorem 1.3 in [11]. The aim of this section is therefore to analyse these measures, but since all results are valid for general quasi-invariant measures we will state and prove them in this generality. Most of the results in this section are known to experts when the measure is a probability measure, but since we are dealing with general regular measures, and since there seems to be no reference for most of these facts, we will include proofs. The main result of the section, Theorem 5.5, is new even for probability measures.

Lemma 5.1. When \( \mathcal{G} \) is an étale groupoid there exists a countable basis for the topology on \( \mathcal{G} \) consisting of small bisections, and \( r \) and \( s \) maps Borel sets to Borel sets.

Proof. The first fact follows since \( \mathcal{G} \) is second countable and since an open subset of a bisection is a bisection. If \( \{W_i\}_{i \in \mathbb{N}} \) is a countable basis of small bisections and \( B \) is Borel, we have
\[
r(B) = \bigcup_{i=1}^{\infty} r(B \cap W_i).
\]
Now \( r(B \cap W_i) \) is Borel since \( r|_{W_i} : W_i \to r(W_i) \) is a homeomorphism, so \( r(B) \) is Borel. The statement concerning \( s \) follows similarly. \[\Box\]

Let \( \mathcal{G} \) be an étale groupoid, and let \( \mu \) be a regular Borel measure on \( \mathcal{G}^{(0)} \). Using Riesz representation theorem we obtain two unique regular Borel measures \( \mu_r \) and \( \mu_s \) on \( \mathcal{G} \) satisfying
\[
\int_{\mathcal{G}} f \, d\mu_r = \int_{\mathcal{G}^{(0)}} \sum_{g \in \mathcal{G}^\ast} f(g) \, d\mu(x), \quad \int_{\mathcal{G}} f \, d\mu_s = \int_{\mathcal{G}^{(0)}} \sum_{g \in \mathcal{G}^\ast} f(g) \, d\mu(x)
\]
for all \( f \in C_c(\mathcal{G}) \).
Definition 5.2. Let $\mathcal{G}$ be an étale groupoid and let $\mu$ be a regular Borel measure on $\mathcal{G}^{(0)}$. We call $\mu$ quasi-invariant with Radon-Nikodym cocycle $\kappa$ if $\mu_r$ and $\mu_s$ are equivalent and $d\mu_r/d\mu_s = \kappa$ for a Borel function $\kappa : \mathcal{G} \to \mathbb{R}$.

If $\mu_r$ and $\mu_s$ are equivalent and $d\mu_r/d\mu_s = \kappa$ we can and will assume that $\kappa$ is positive everywhere, and it then follows that $d\mu_s/d\mu_r = \kappa^{-1}$.

Proposition 5.3. Let $\mathcal{G}$ be an étale groupoid and let $\mu$ be a regular Borel measure on $\mathcal{G}^{(0)}$. The following are equivalent:

1. $\mu$ is quasi-invariant with Radon-Nikodym cocycle $\kappa$.
2. For all small bisections $W \subseteq \mathcal{G}$ we have
   \[
   \mu(s(W)) = \int_{r(W)} \kappa(r_w^{-1}(x))^{-1} \, d\mu(x)
   \]
   where $r_w^{-1}$ is the inverse of $r_w : W \to r(W)$.
3. Equation (5.2) is true for all bisections $W \subseteq \mathcal{G}$.
4. Whenever $B \subseteq W$ is Borel for some small bisection $W$
   \[
   \mu(s(B)) = \int_{r(B)} \kappa(r_w^{-1}(x))^{-1} \, d\mu(x).
   \]

Proof. Let $W$ be a small bisection and let $\mu$ be a regular Borel measure on $\mathcal{G}^{(0)}$. For $h \in C_c(W)$ then (5.1) implies that
\[
\int_{\mathcal{G}} h \, d\mu_r = \int_{r(W)} h(r_w^{-1}(x)) \, d\mu(x) \quad \text{and} \quad \int_{\mathcal{G}} h \, d\mu_s = \int_{s(W)} h(s_w^{-1}(x)) \, d\mu(x).
\]
This implies that
\[
\mu_s(B) = \mu(s(B)) \quad \text{and} \quad \mu_r(B) = \mu(r(B)) \quad \text{for all Borel } B \subseteq W.
\]

To see that (1) implies (2) assume that $\mu$ is quasi-invariant with Radon-Nikodym cocycle $\kappa$ and let $W \subseteq \mathcal{G}$ be a small bisection. Since $d\mu_s/d\mu_r = \kappa^{-1}$ we get
\[
\mu(s(W)) = \mu_s(W) = \int_W \kappa^{-1} \, d\mu_r = \int_{r(W)} \kappa(r_w^{-1}(x))^{-1} \, d\mu(x)
\]
by using (5.3). The equivalence of (2) and (3) follows by writing any bisection $W$ as the union of an increasing sequence of small bisections. For (2) implies (4) let $W$ be a small bisection and let $\mathcal{B}(W)$ denote the Borel subsets of $W$, and fix $B' \in \mathcal{B}(W)$. The two finite Borel measures on $W$ given by
\[
\mathcal{B}(W) \ni B \to \mu(s(B)) \quad \text{and} \quad \mathcal{B}(W) \ni B \to \int_{r(B)} \kappa(r_w^{-1}(x))^{-1} \, d\mu(x)
\]
agree on open sets by assumption, so by regularity they agree on $B'$, which proves (2) implies (4). To see that (1) implies (2), notice that we can write any Borel $B \subseteq \mathcal{G}$ as a countable disjoint union $\bigsqcup_i B_i$ with each $B_i$ Borel and contained in a small bisection. Fix $i$ and suppose $B_i \subseteq W$ for a small bisection $W$, it follows from (5.3) that
\[
\mu_s(B_i) = \mu(s(B_i)) = \int_{r(B_i)} \kappa(r_w^{-1}(x))^{-1} \, d\mu(x) = \int_{B_i} \kappa(g)^{-1} \, d\mu_r(g).
\]
This proves that (4) implies (1). \qed
Lemma 5.4. Let \( \mathcal{G} \) be an étale groupoid. For \( N \subseteq \mathcal{G}^{(0)} \) then
\[
s(r^{-1}(N)) = r(s^{-1}(N))
\]
and this set is Borel if \( N \subseteq \mathcal{G}^{(0)} \) is Borel. If \( \mu \) is quasi-invariant with Radon-Nikodym cocycle \( \kappa \) and \( \mu(N) = 0 \) for a Borel set \( N \) then \( \mu(s(r^{-1}(N))) = 0 \).

Proof. The first statement follows by using that \( r(g) = s(g^{-1}) \) for \( g \in \mathcal{G} \), and the second follows since \( s \) is continuous and \( r \) maps Borel sets to Borel sets by Lemma 5.1. If \( W \) is a small bisection and \( \mu(N) = 0 \) then Proposition 5.3 implies
\[
\mu(s(r_W^{-1}(N \cap r(W)))) = \int_{N \cap r(W)} \kappa(r_W^{-1}(x))^{-1} \, d\mu(x) = 0.
\]
Taking a basis \( \{W_i\}_{i=1}^{\infty} \) of small bisections then
\[
s(r^{-1}(N)) = \bigcup_{i=1}^{\infty} s(r_W^{-1}(N \cap r(W_i)))
\]
which proves \( \mu(s(r^{-1}(N))) = 0 \). \( \Box \)

The main result in this section, which will be a key tool in several arguments in this paper, is Theorem 5.5 below. In spirit it is closely related to the classical observation in ergodic theory, that the extremal invariant probability measures for a homeomorphism on a compact metric space is exactly the ergodic invariant probability measures.

For an étale groupoid \( \mathcal{G} \) and a positive Borel map \( \kappa : \mathcal{G} \to \mathbb{R} \) we let \( \Delta(\kappa) \) denote the set of regular Borel measures on \( \mathcal{G}^{(0)} \) that are quasi-invariant with Radon-Nikodym cocycle \( \kappa \). We say \( \mu \in \Delta(\kappa) \) is extremal when any \( \mu_1, \mu_2 \in \Delta(\kappa) \) with \( \mu = \mu_1 + \mu_2 \) satisfies \( \mu_1, \mu_2 \in \{\lambda \mu : \lambda \geq 0\} \). Following \[14\] we call a set \( B \subseteq \mathcal{G}^{(0)} \) invariant if \( B = r(s^{-1}(B)) \). A Borel measure \( \mu \) on \( \mathcal{G}^{(0)} \) is then called ergodic if for all invariant Borel sets \( B \) we either have \( \mu(B) = 0 \) or \( \mu(B^c) = 0 \).

Theorem 5.5. Let \( \mathcal{G} \) be an étale groupoid and \( \kappa : \mathcal{G} \to \mathbb{R} \) a positive Borel map. A measure in \( \Delta(\kappa) \) is extremal if and only if it is ergodic.

Proof. If \( B \) is invariant then \( B^c \) is invariant, so to prove that extremal measures are ergodic it suffices to prove that if \( B \subseteq \mathcal{G}^{(0)} \) is Borel and invariant and \( \mu \in \Delta(\kappa) \) then \( \mu_B(\cdot) = \mu(B \cap \cdot) \in \Delta(\kappa) \). Let \( W \) be a small bisection in \( \mathcal{G} \), then
\[
s(W) \cap B = s(r_W^{-1}(r(W) \cap B)).
\]
Using Proposition 5.3 we get that
\[
\mu_B(s(W)) = \int_{r(W) \cap B} \kappa(r_W^{-1}(x))^{-1} \, d\mu(x) = \int_{r(W)} \kappa(r_W^{-1}(x))^{-1} \, d\mu_B(x)
\]
and hence \( \mu_B \in \Delta(\kappa) \).

Assume now that \( \mu \) is ergodic, and that \( \mu_1, \mu_2 \in \Delta(\kappa) \setminus \{0\} \) satisfies that \( \mu = \mu_1 + \mu_2 \). Since \( \mathcal{G}^{(0)} \) is \( \sigma \)-compact the Radon-Nikodym theorem implies that there exists non-negative Borel functions \( f_i : \mathcal{G}^{(0)} \to [0, \infty] \) for \( i = 1, 2 \) such that
\[
\mu_i(B) = \int_B f_i(x) \, d\mu(x)
\]
for all Borel sets \( B \subseteq \mathcal{G}^{(0)} \). Since \( \mu = \mu_1 + \mu_2 \) we have that \( f_1(x) + f_2(x) = 1 \) for \( \mu \)-a.e. \( x \). If \( f_1 \) is constant \( \mu \)-almost everywhere it follows that \( \mu_1 \) and \( \mu_2 \) are scalings of \( \mu \),
completing the proof, so assume for a contradiction this is not the case. It follows that we can find a \( t \in ]0, 1] \) such that \( \mu(f_1^{-1}(\{0, t]\}) > 0 \) and \( \mu(f_1^{-1}(\{t, 1]\}) > 0 \).

Lemma 5.4 implies that \( B := s(r^{-1}(f_1^{-1}(\{0, t]\})) \) is Borel and invariant, and since 
\[ \mu(B) \geq \mu(f_1^{-1}(\{0, t]\}) > 0 \] we must have that \( \mu(B^C) = 0 \) by ergodicity of \( \mu \). Since 
\[ \mu(f_1^{-1}(\{t, 1]\}) > 0 \] and \( f_1(x) + f_2(x) = 1 \) for \( \mu \)-a.e. \( x \) we have that
\[ \mu(f_2^{-1}(\{0, 1 - t]\}) > 0, \]
so setting \( C := s(r^{-1}(f_2^{-1}(\{0, 1 - t]\})) \) we likewise get \( \mu(C^C) = 0 \).

**Claim:** \( \mu(\{x \in B \mid f_1(x) > t\}) = 0 \) and \( \mu(\{x \in C \mid f_2(x) > 1 - t\}) = 0. \)

If this claim is true we reach the contradiction as follows: By construction \( \mu(B^C \cup C^C) = 0 \), and hence for \( \mu \)-a.e. \( x \) we have \( f_1(x) \leq t \) and \( f_2(x) \leq 1 - t \) by the claim. Since \( f_1(x) + f_2(x) = 1 \) for \( \mu \)-a.e. \( x \) this implies that \( f_1(x) = t \) for \( \mu \)-a.e. \( x \), contradicting that \( f_1 \) was not constant. In conclusion \( \mu_1, \mu_2 \in \mathbb{R}_+, \mu \), proving that \( \mu \) is extremal.

To prove the claim, assume for a contradiction that
\[ \mu(\{x \in B \mid f_1(x) > t\}) > 0. \]
Let \( \{W_j\}_{j=1}^{\infty} \) be a countable basis of small bisections, then
\[ B = s(r^{-1}(f_1^{-1}(\{0, t]\})) = \bigcup_{j=1}^{\infty} s\left( r^{-1}_{W_j}\left(f_1^{-1}(\{0, t]\}) \cap r(W_j) \right) \right). \]
Since the \( W_j \)'s are small bisections, there exists a \( j \) such that \( 0 < \mu(H) < \infty \) where
\[ H := \left\{ x \in s(r^{-1}_{W_j}\left(f_1^{-1}(\{0, t]\}) \cap r(W_j) \right) \mid f_1(x) > t \right\}. \]
By definition of \( f_1 \) we get that
\[ \mu_1(H) = \int_H f_1(x) \, d\mu(x) > t \mu(H) \]
but on the other hand, since \( r(s^{-1}_{W_j})(H) \subseteq f_1^{-1}(\{0, t\}) \) we get
\[ \mu_1(H) = \mu_1\left(s(s^{-1}_{W_j}(H))\right) = \int_{r(s^{-1}_{W_j}(H))} \kappa(r_{W_j}^{-1}(x))^{-1} \, d\mu_1(x) \]
\[ \leq t \int_{r(s^{-1}_{W_j}(H))} \kappa(r_{W_j}^{-1}(x))^{-1} \, d\mu(x) = t \mu\left(s(s^{-1}_{W_j}(H))\right) = t \mu(H) \]
a contradiction. It follows that \( \mu(\{x \in B \mid f_1(x) > t\}) = 0 \). We leave it to the reader to check that the proof that \( \mu(\{x \in C \mid f_2(x) > 1 - t\}) = 0 \) follows in exactly the same way. In conclusion the claim is true, which proves that ergodic measures are extremal. \( \square \)

**Remark 5.6.** One of the key ideas in this paper is to use ideas from ergodic theory to analyse KMS weights, which is possible because of Theorem 5.5. In particular we will use that when \( \mu \in \Delta(\kappa) \) is ergodic and \( X \) is a second countable metric space, then any Borel function \( f : \mathcal{G}^{(0)} \rightarrow X \) that is constant on the sets \( s(r^{-1}(\{x\})) \) for \( \mu \)-a.e. \( x \in \mathcal{G}^{(0)} \) is constant \( \mu \)-almost everywhere.
6. Neshveyev’s Theorem

In this section we will generalise Neshveyev’s Theorem [11] from KMS states to KMS weights, and we will use it to answer some open questions in the literature. The first step in this analysis is to prove that any KMS weight \( \psi \) for a diagonal action \( \alpha^c \) is finite on \( C_c(\mathcal{G}) \), which follows from Proposition 3.1.

**Proposition 6.1.** Let \( \mathcal{G} \) be an étale groupoid, let \( c : \mathcal{G} \to \mathbb{R} \) be a continuous groupoid homomorphism and let \( \beta \in \mathbb{R} \). If \( \psi \) is a \( \beta \)-KMS weight on \( C^*(\mathcal{G}) \) for \( \alpha^c \) then \( C_c(\mathcal{G}) \subseteq \mathcal{M}_\psi \).

**Proof.** If \( f \in C_c(\mathcal{G}^{(0)})_+ \) then by definition of the action \( \alpha^c \) we have that \( \sqrt{f} \in C_c(\mathcal{G}^{(0)})_+ \cap D(\alpha^c_{-i\beta/2}) \). Since the product of functions in \( C_c(\mathcal{G}^{(0)})_+ \) is pointwise, we have that \( C_c(\mathcal{G}^{(0)})_+ \subseteq K_1^+(C^*(\mathcal{G})) \) and hence \( \psi(f) < \infty \) by Proposition 3.1. For a general function \( g \in C_c(\mathcal{G}) \) we can find a positive function \( f \in C_c(\mathcal{G}^{(0)})_+ \) such that \( g = fgf \). Writing \( g = \sum_{i=1}^4 \lambda_i b_i \) with \( b_i \in C^*(\mathcal{G})_+ \) then since \( \psi(fb_if) \leq \|b_i\| \psi(f^2) < \infty \) we get that

\[
g = fgf = \sum_{i=1}^4 \lambda_i f \circ b_i ? \mathcal{M}_\psi
\]

which proves the proposition. \( \square \)

To extend Neshveyev’s theorem to weights let us recall the definition of \( \mu \)-measurable field of states from [11].

**Definition 6.2.** Let \( \mathcal{G} \) be an étale groupoid, and let \( \mu \) be a regular Borel measure on \( \mathcal{G}^{(0)} \). For each \( x \in \mathcal{G}^{(0)} \) let \( u_x, g \in \mathcal{G}_x^* \) denote the canonical unitary generators of \( C^*(\mathcal{G}_x^*) \). We call a collection \( \{\varphi_x\}_{x \in \mathcal{G}^{(0)}} \) a \( \mu \)-measurable field of states if each \( \varphi_x \) is a state on \( C^*(\mathcal{G}_x^*) \) and the function

\[
\mathcal{G}^{(0)} \ni x \to \sum_{g \in \mathcal{G}_x^*} f(g) \varphi_x(u_g)
\]

is \( \mu \)-measurable for each \( f \in C_c(\mathcal{G}) \).

We identify two \( \mu \)-measurable fields \( \{\varphi_x\}_{x \in \mathcal{G}^{(0)}} \) and \( \{\varphi'_x\}_{x \in \mathcal{G}^{(0)}} \) when \( \varphi'_x = \varphi_x \) for \( \mu \)-a.e. \( x \in \mathcal{G}^{(0)} \).

We are now ready to state and prove Neshveyev’s Theorem for weights. This has already been done for étale groupoids \( \mathcal{G} \) with \( \mathcal{G}^{(0)} \) totally disconnected in Theorem 3.2 in [11], and many of the ideas in the proof of Theorem 6.3 below are inspired by the proof of Theorem 3.2 in [11], however a lot of the technical details are significantly different that we will write out the proof.

**Theorem 6.3** (Neshveyev’s Theorem for Weights). Let \( \mathcal{G} \) be an étale groupoid, let \( c : \mathcal{G} \to \mathbb{R} \) be a continuous groupoid homomorphism and let \( \beta \in \mathbb{R} \).

There is a bijective correspondence between the \( \beta \)-KMS weights for \( \alpha^c \) on \( C^*(\mathcal{G}) \) and the pairs \( (\mu, \{\varphi_x\}_{x \in \mathcal{G}^{(0)}}) \), where \( \mu \) is a regular Borel measure on \( \mathcal{G}^{(0)} \) and \( \{\varphi_x\}_{x \in \mathcal{G}^{(0)}} \) is a \( \mu \)-measurable field of states \( \varphi_x \) on \( C^*(\mathcal{G}_x^*) \) such that

1. \( \mu \) is quasi-invariant with Radon-Nikodym cocycle \( e^{-\beta c} \).
2. \( \varphi_x(u_g) = \varphi_{r(h)}(u_{gh^{-1}}) \) for \( \mu \)-a.e. \( x \in \mathcal{G}^{(0)} \) and all \( g \in \mathcal{G}_x^* \) and \( h \in \mathcal{G}_x \).
3. \( \varphi_x(u_g) = 0 \) for \( \mu \)-a.e. \( x \in \mathcal{G}^{(0)} \) and all \( g \in \mathcal{G}_x^* \setminus c^{-1}(0) \).
The $\beta$-KMS weight $\psi$ corresponding to the pair $(\mu, \{\varphi_x\}_{x \in \mathcal{G}^{(0)}})$ has the property that $C_c(\mathcal{G}) \subseteq \mathcal{M}_\psi$ and it is the unique $\beta$-KMS weight satisfying
\[
\psi(f) = \int_{\mathcal{G}^{(0)}} \sum_{g \in \mathcal{G}'_x} f(g)\varphi_x(u_g) \, d\mu(x)
\] (6.2)
for all $f \in C_c(\mathcal{G})$.

**Proof.** Since this proof is quite long we will divided it into four steps. Throughout \{\mathcal{V}_i\}_{i=1}^\infty denotes a sequence of open sets in $\mathcal{G}^{(0)}$ with compact closure $\mathcal{V}_i \subseteq \mathcal{V}_{i+1}$ for each $i$ satisfying
\[
\mathcal{G}^{(0)} = \bigcup_{i=1}^\infty \mathcal{V}_i.
\]
We choose a sequence of functions \{\mathcal{E}_n\}_{n=1}^\infty \subseteq C_c(\mathcal{G}^{(0)}) with the property that $\mathcal{E}_n(x) = 1$ for $x \in \mathcal{V}_n$, $\text{supp}(\mathcal{E}_n) \subseteq \mathcal{V}_{n+1}$ and with $0 \leq \mathcal{E}_n(x) \leq 1$ for all $x \in \mathcal{G}^{(0)}$. Then \{\mathcal{E}_n\}_{n \in \mathbb{N}} is an approximation of the identity on $C^*(\mathcal{G})$ contained in $C^*(\mathcal{G})^{\alpha_c}$. For each $n \in \mathbb{N}$ we let $\mathcal{G}_n$ denote the open subgroupoid
\[
\mathcal{G}_n := \mathcal{G}|_{\mathcal{V}_n} = \{g \in \mathcal{G} : r(g), s(g) \in \mathcal{V}_n\},
\]
and we let $\iota_n$ denote the $\ast$-homomorphism $\iota_n : C^*(\mathcal{G}_n) \to C^*(\mathcal{G})$ described in Section 2.2.

**Step 1:** Every pair $(\mu, \{\varphi_x\}_{x \in \mathcal{G}^{(0)}})$ gives rise to a $\beta$-KMS weight.
Assume $(\mu, \{\varphi_x\}_{x \in \mathcal{G}^{(0)}})$ satisfies (1) – (3). If $\mu = 0$ we associates the $\beta$-KMS weight $\psi = 0$ to the pair, so assume that $\mu \neq 0$. Then every $x \in \mathcal{G}^{(0)}$ gives rise to a state $\psi_x$ on $C^*(\mathcal{G})$ such that
\[
\psi_x(f) = \sum_{g \in \mathcal{G}'_x} f(g)\varphi_x(u_g)
\]
for all $f \in C_c(\mathcal{G})$, c.f. Theorem 1.1 in [11]. Since $x \to \psi_x(f)$ is $\mu$-measurable for $f \in C_c(\mathcal{G})$, so is $x \to \psi_x(a)$ for all $a \in C^*(\mathcal{G})_+$. For $a \in C^*(\mathcal{G})_+$ we can define
\[
\psi(a) = \int_{\mathcal{G}^{(0)}} \psi_x(a) \, d\mu(x)
\]
Then $\psi$ is a non-zero weight on $C^*(\mathcal{G})$. Fatou’s lemma implies that $\psi$ is lower semi-continuous and for $f \in C_c(\mathcal{G}^{(0)})_+$ then
\[
|\psi(f)| \leq \int_{\mathcal{G}^{(0)}} |\psi_x(f)| \, d\mu(x) \leq \|f\|\mu(\text{supp}(f)) < \infty.
\]
In conclusion $\psi$ is a non-zero proper weight, and as in the proof of Proposition 6.1 one gets $C_c(\mathcal{G}) \subseteq \mathcal{M}_\psi$. For a sequence $\{\mathcal{V}_n\}_{n=1}^\infty$ as introduced in the beginning, we can assume $0 < \mu(\mathcal{V}_n) < \infty$ for all $n$. Setting $\iota_n := \iota|_{\mathcal{G}_n}$ then $(\mu(\mathcal{V}_n)^{-1}\mu, \{\varphi_x\}_{x \in \mathcal{V}_n})$ gives a $\beta$-KMS state $\omega_n$ on $C^*(\mathcal{G}_n)$ for $\alpha_c$ by Theorem 1.3 in [11]. For any $f \in C_c(\mathcal{G})$,
there is a $n \in \mathbb{N}$ such that $f = \iota_n(f|_{\mathfrak{g}_n})$, and we get
\[ \psi(f^* f) = \int_{G^{00}} \sum_{g \in \mathfrak{g}_n^x} (f^* f)(g) \varphi_x(u_g) \, d\mu(x) \]
\[ = \mu(V_n) \int_{V_n} \sum_{g \in \mathfrak{g}_n^x} (f^* f)(g) \varphi_x(u_g) \, d(\mu(V_n)^{-1} \mu)(x) \]
\[ = \mu(V_n) \cdot \omega_n((f|_{\mathfrak{g}_n})^*(f|_{\mathfrak{g}_n})) = \mu(V_n) \cdot \omega_n(\alpha_{-i/2}^n(f|_{\mathfrak{g}_n})^{*}) \]
\[ = \int_{V_n} \sum_{g \in \mathfrak{g}_n^x} (\alpha_{-i/2}^n(f|_{\mathfrak{g}_n})^{*})(g) \varphi_x(u_g) \, d\mu(x) \]
\[ = \int_{V_n} \sum_{g \in \mathfrak{g}_n^x} (\alpha_{-i/2}^n(f)^*) (g) \varphi_x(u_g) \, d\mu(x) \]
\[ = \psi(\alpha_{-i/2}^n(f)^*) \] .

So we have proved that $\psi$ satisfies the $\beta$-KMS condition on $C_c(\mathcal{G})$, yet to prove that it is a $\beta$-KMS weight we need to prove this equality for all $a \in D(\alpha_{-i/2}^n)$. By (2.3) it follows that $C_c(\mathcal{G})$ consists of analytic elements for $\alpha^c$. Since $\alpha^c_{t}(C_c(\mathcal{G})) \subseteq C_c(\mathcal{G})$ for each $t \in \mathbb{R}$ then Corollary 1.22 in [8] implies that $C_c(\mathcal{G})$ is a core for $\alpha_{-i/2}^c$. Hence for a $a \in D(\alpha_{-i/2}^c)$ we can find a sequence $\{f_n\}_{m \in \mathbb{N}} \subseteq C_c(\mathcal{G})$ such that $f_m \to a$ and $\alpha_{-i/2}^c(f_m) \to \alpha_{-i/2}^c(a)$ in norm. For our approximation of the identity $\{E_n\}_{n \in \mathbb{N}}$ then
\[ \psi(E_l f_m^* E_n^2 f_m E_l) = \psi((E_n f_m E_l)^* (E_n f_m E_l)) = \psi(E_n \alpha_{-i/2}^c(f_m) E_l^2 \alpha_{-i/2}^c(f_m)^*) E_n) \]
for all $l, n \in \mathbb{N}$. Letting $m \to \infty$ we get
\[ \psi(E_l a^* E_n^2 a E_l) = \psi(E_n \alpha_{-i/2}^c(a) E_l^2 \alpha_{-i/2}^c(a)^*) E_n) . \quad (6.3) \]

Combining condition (3) and the definition of $\psi_x$ it follows that $\psi \circ \alpha^c_{t} = \psi$ for each $t \in \mathbb{R}$, and since $\psi_{x}(E_n a E_n) = \psi_{x}(a) E_n(x)^2$ we get by definition of $\psi$ that $\lim_{n \to \infty} \psi(E_n a E_n) = \psi(a)$ for all $a \in C^*(\mathcal{G})_+$, so (6.3) and Lemma 4.3 implies that $\psi$ is a $\beta$-KMS weight for $\alpha^c$.

**Step 2:** The formula (6.2) defines a unique $\beta$-KMS weight.
This follows if we can prove $\psi$ constructed in step 1 is the only $\beta$-KMS weight for $\alpha^c$ satisfying (6.2). Let $\psi'$ be a $\beta$-KMS weight for $\alpha^c$ that agrees with $\psi$ on $C_c(\mathcal{G})$, and let $\{E_n\}_{n \in \mathbb{N}} \subseteq C_c(\mathcal{G}^{(0)})$ be the approximation of the identity defined in the beginning of the proof. Since both $\psi$ and $\psi'$ are finite on $E_n^2$, and since they agree on $E_n C_c(\mathcal{G}) E_n$, $\psi$ and $\psi'$ agree on the sub-$C^*$-algebra $E_n C^*(\mathcal{G}) E_n$ for all $n \in \mathbb{N}$, and hence $\psi = \psi'$ by injectivity of the map in Proposition 4.3.

**Step 3:** Associating a pair $(\mu, \{\varphi_x\}_{x \in \mathcal{G}^{(0)}})$ to a weight $\psi$.
Since $C_c(\mathcal{G}) \subseteq \mathcal{M}_\psi$ by Proposition 6.1 then $\psi$ is a positive linear functional on $C_c(\mathcal{G}^{(0)})$, so by Riesz Representation Theorem there is a unique regular Borel measure $\mu$ on $\mathcal{G}^{(0)}$ such that
\[ \psi(f) = \int_{\mathcal{G}^{(0)}} f(x) \, d\mu(x) \quad \text{for all } f \in C_c(\mathcal{G}^{(0)}) . \]
If $\mu = 0$ then $\psi = 0$ on $C_c(\mathcal{G})$, and by lower semi-continuity then $\psi = 0$ and we are done. Assume therefore that $\mu \neq 0$, then for the sequence $\{V_n\}_{n=1}^{\infty}$ as introduced in the beginning of the proof we can assume that $0 < \mu(V_n) < \infty$ for all $n$. For each $n \in \mathbb{N}$ we define $\omega_n$ on $C^*(\mathcal{G}_n)$ by

$$\omega_n(a) = \mu(V_n)^{-1}\psi(t_n(a)) .$$

Since $E_{n,t_n}(a)E_n = t_n(a)$ for all $a \in C^*(\mathcal{G}_n)$ we get that $\psi(t_n(a)) = \psi(E_{n,t_n}(a)E_n) < \infty$ for all $a \in C^*(\mathcal{G}_n)_+$, proving that $\omega_n$ is a positive linear functional, and by definition of $\mu$ then $\omega_n$ is a state. Since $c_n = c|_{\mathcal{G}_n}$ is a continuous groupoid homomorphism on $\mathcal{G}_n$ and $t_n \circ \alpha^{-n} = \alpha^n \circ t_n$, we get that $\omega_n$ is a $\beta$-KMS state for $\alpha^n$ on $C^*(\mathcal{G}_n)$. Using Theorem 1.3 in [11], we get a regular Borel probability measure $\mu_n$ on $V_n = \mathcal{G}_n^{(0)}$ and a $\mu_n$-measurable field of states $\{\varphi^n_x\}_{x \in V_n}$ such that:

- $a_n$) $\mu_n$ is quasi-invariant on $\mathcal{G}_n$ with Radon-Nikodym cocycle $e^{-\beta c_n}$.
- $b_n$) $\varphi^n_x(u_g) = \varphi^n_{r(h)}(u_{hgh^{-1}})$ for $\mu_n$-a.e. $x \in V_n$ and all $g \in (\mathcal{G}_n)_x = \mathcal{G}_x^n$, $h \in (\mathcal{G}_n)_x$,
- $c_n$) $\varphi^n_x(u_g) = 0$ for $\mu_n$-a.e. $x \in V_n$ and all $g \in \mathcal{G}_x^n \setminus c_n^{-1}(0)$,

and that for $f \in C_c(\mathcal{G}_n)$ we have

$$\mu(V_n)^{-1}\psi(t_n(f)) = \int_{V_n} \sum_{g \in \mathcal{G}_n^n} f(g)\varphi^n_x(u_g) \, d\mu_n(x) .$$

For every function $f \in C_c(V_n)$ we have

$$\mu(V_n)^{-1}\int_{V_n} f(x) \, d\mu(x) = \mu(V_n)^{-1}\psi(t_n(f)) = \int_{V_n} f(x) \, d\mu_n(x) ,$$

so $\mu|_{V_n} = \mu(V_n)\mu_n$, which implies that $\mu_n = \mu(V_n) \cdot \mu(V_n)^{-1}\mu_{n+1}|_{V_n}$. Any small bisection $W$ satisfies $W \subseteq \mathcal{G}_n$ for all sufficiently large $n$, so by Proposition 5.3 $\mu$ satisfies (11) since $\mu_n$ satisfies $a_n$) for each $n$. We can extend any $f \in C_c(\mathcal{G}_n)$ by zero to a function $f' \in C_c(\mathcal{G}_{n+1})$ and then

$$\int_{V_n} \sum_{g \in \mathcal{G}_n^n} f(g)\varphi^n_x(u_g) \, d\mu_n(x) = \mu(V_n)^{-1}\psi(t_n(f))$$

$$= \frac{\mu(V_{n+1})}{\mu(V_n)} \int_{V_{n+1}} \sum_{g \in \mathcal{G}_n^n} f'(g)\varphi^{n+1}_x(u_g) \, d\mu_{n+1}(x)$$

$$= \int_{V_n} \sum_{g \in \mathcal{G}_n^n} f(g)\varphi^{n+1}_x(u_g) \, d\mu_n(x) .$$

Since $\mu(N) = 0$ for $N \subseteq V_n$ iff $\mu_n(N) = 0$ then $\{\varphi^{n+1}_x\}_{x \in V_n}$ satisfies $b_n$) and $c_n$), so injectivity of the map in Theorem 1.3 in [11] implies that $\varphi^{n+1}_x = \varphi^n_x$ for $\mu_n$-almost all $x \in V_n$. Let $N_n \subseteq V_n$ be a Borel set with $\mu_n(N_n) = 0$ and $\varphi^{n+1}_x = \varphi^n_x$ for $x \in V_n \setminus N_n$, and set $N = s(r^{-1}(\bigcup_n N_n))$. Then $N$ is Borel and $\mu(N) = 0$ by Lemma 5.4. Let $\text{Tr}_x$ be the canonical trace on $C^*(\mathcal{G}_x^n)$, i.e. the trace with $\text{Tr}_x(u_g) = 0$ for $g \neq x$, and set

$$\varphi_x = \begin{cases} \varphi^n_x & \text{if } x \in V_n \setminus N \text{ for some } n, \\ \text{Tr}_x & \text{if } x \in N . \end{cases}$$

This is well defined by choice of $N$, and it is straightforward to check that $\{\varphi_x\}_{x \in \mathcal{G}^{(0)}}$ satisfies (2) and (3). Combining that any $f \in C_c(\mathcal{G})$ satisfies $\text{supp}(f) \subseteq \mathcal{G}_n$ for large
n and that \( \{ \varphi_x \}_{x \in V_n} \) is \( \mu_n \)-measurable it follows that \( \{ \varphi_x \}_{x \in G(0)} \) is \( \mu \)-measurable. For 
\( f \in C_c(G) \) there exists a \( n \) such that 
\( f = \iota_n(f|_{G_n}) \), and hence
\[
\psi(f) = \psi(\iota_n(f|_{G_n})) = \mu(V_n) \int_{G_n} \sum_{g \in G_n^\beta} f(g) \varphi_n^\beta(u_g) \, d\mu_n(x) = \int_{G(0)} \sum_{g \in G_n^\beta} f(g) \varphi_x(u_g) \, d\mu(x)
\]
which proves that to any \( \beta \)-KMS weight \( \psi \) corresponds a pair \( (\mu, \{ \varphi_x \}_{x \in G(0)}) \).

**Step 4: The map is a bijection.**

By step 1 and step 2 the map is well defined, and by step 3 it is surjective. So to prove the Theorem we only need to prove that the map is injective, but this follows exactly as in the last paragraph of the proof of Theorem 3.2 in [4]. \( \Box \)

**Remark 6.4.** The bijection in Theorem 6.3 restricts to a bijection between KMS states and the pairs \( (\mu, \{ \varphi_x \}_{x \in G(0)}) \) where \( \mu \) is a probability measure, which makes
the analogy in the introduction strikingly accurate in our setting.

**Remark 6.5.** As observed in [11], condition (3) in Theorem 6.3 is automatically satisfied when \( \beta \neq 0 \), because a quasi-invariant measure \( \mu \) with Radon-Nikodym
cocycle \( e^{-\beta \cdot} \) will automatically be concentrated on the \( x \in G(0) \) with \( G_x^\beta \subseteq c^{-1}(0) \).
To see this, set \( M = \{ g \in G : c(g) > 0 \text{ and } r(g) = s(g) \} \) and notice that
\[
s(M) = \{ x \in G(0) : G_x^\beta \nsubseteq c^{-1}(0) \}
\]
is Borel, and that for all small bisections \( W \) then
\[
\mu(s(M \cap W)) = \int_{r(M \cap W)} e^{\beta c(r^{-1}_W(x))} \, d\mu(x).
\]
Since \( r(M \cap W) = s(M \cap W) \) then \( \mu(s(M \cap W)) = 0 \) when \( \beta \neq 0 \), proving that \( \mu(s(M)) = 0 \).

Theorem 6.3 provides answers to some open questions in the literature, which we will answer below in Corollary 6.7 and Theorem 6.8 but first we will spell out a technical remark in Corollary 6.6. As in the proof of Theorem 6.3 we let \( \text{Tr}_x \) denote the canonical trace on \( C^*(G_x^\beta) \) for \( x \in G(0) \).

**Corollary 6.6.** Let \( G \) be an étale groupoid, let \( c : G \to \mathbb{R} \) be a continuous groupoid homomorphism and let \( \beta \in \mathbb{R} \). If \( \psi \) is a \( \beta \)-KMS weight on \( C^*(G) \) for \( a \in G \) given by \( (\mu, \{ \varphi_x \}_{x \in G(0)}) \) then \( \psi = \psi \circ P \) if and only if \( \varphi_x = \text{Tr}_x \) for \( \mu \)-a.e. \( x \in G(0) \).

**Proof.** Theorem 6.3 implies that if two \( \beta \)-KMS weights agree on \( C_c(G) \) then they are equal, but if \( \psi \circ P = \psi \) then \( \psi \) agrees with the \( \beta \)-KMS weight given by \( (\mu, \{ \text{Tr}_x \}_{x \in G(0)}) \) on \( C_c(G) \), proving one direction. Assume now that \( \psi \) is given by \( (\mu, \{ \text{Tr}_x \}_{x \in G(0)}) \) and consider \( a \in C^*(G) \). Clearly \( \psi(f) = \psi(P(f)) \) for all \( f \in C_c(G) \). Let \( \{ E_n \}_{n=1} \subseteq C_c(G^{(0)})_+ \) be an approximation of the identify as in the proof of Theorem 6.3 and assume that \( \{ h_n \}_{n=1} \subseteq C_c(G) \) is a sequence with \( h_n \to a \) in norm. Then
\[
\psi(E_n a^* a E_m) = \lim_n \psi(E_n h_n h_n E_m) = \lim_n \psi(E_n P(h_n^* h_n) E_m) = \psi(E_n P(a^* a) E_m)
\]
for each \( m \in \mathbb{N} \). By definition of \( \psi \) then
\[
\psi(a^* a) = \lim_m \psi(E_m a^* a E_m) = \lim_m \psi(E_m P(a^* a) E_m) = \psi(P(a^* a))
\]
proving the corollary. □

Combining Corollary 6.6, Remark 6.5 and Theorem 6.3 we get the following Corollary, which gives an affirmative answer to the question raised after Corollary 2.3 in [19].

**Corollary 6.7.** Let \( \mathcal{G} \) be an étale groupoid, let \( e : \mathcal{G} \to \mathbb{R} \) be a continuous groupoid homomorphism with \( \text{Ker}(e) \cap \mathcal{G}_e^x = \{x\} \) for all \( x \in \mathcal{G}(0) \) and let \( \beta \neq 0 \).

The following three sets are in a bijective correspondence:

1. The quasi-invariant measures on \( \mathcal{G}(0) \) with Radon-Nikodym cocycle \( e^{-\beta c} \).
2. The \( \beta \)-KMS weights for \( \alpha^c \) on \( C^*(\mathcal{G}) \), and
3. The \( \beta \)-KMS weights for \( \alpha^c \) on \( C^*_r(\mathcal{G}) \).

**Proof.** The bijection between (1) and (2) are a consequence of Remark 6.5 and Theorem 6.3 if \( \pi : C^*(\mathcal{G}) \to C^*_r(\mathcal{G}) \) denotes the canonical surjective \(*\)-homomorphism, then the map \( \psi \to \psi \circ \pi \) is injective from the set (3) to (2). Since any \( \beta \)-KMS weight \( \psi \) on \( C^*(\mathcal{G}) \) is given by \( \psi(a) = \int_{\mathcal{G}(0)} P(a) \, d\mu \) for \( a \in C^*(\mathcal{G})_+ \) for a quasi-invariant measure \( \mu \) with Radon-Nikodym cocycle \( e^{-\beta c} \) by Corollary 6.6, surjectivity of the map follows from Proposition 2.1 in [19].

In [11] Neshveyev’s Theorem was proved for étale groupoids \( \mathcal{G} \) with \( \mathcal{G}(0) \) totally disconnected as part of the proof of Theorem 2.1 in [3]. The assumption that \( \mathcal{G}(0) \) is totally disconnected in Theorem 2.1 in [3] was mainly needed to ensure that Neshveyev’s Theorem could be used, and hence using Theorem 6.3 it follows that Theorem 2.1 in [3] with condition 4) removed is valid also for groupoids where \( \mathcal{G}(0) \) is not totally disconnected. In conclusion we get Theorem 6.8 below by combining the results of [11] with Theorem 6.3. For the statement of this theorem, notice that a diagonal KMS weight \( \psi \) is a KMS weight satisfying \( \psi = \psi \circ P \).

**Theorem 6.8** (Theorem 2.1 in [3]). Let \( \mathcal{G} \) be an étale groupoid such that for at least one element \( x \in \mathcal{G}(0) \) the isotropy group \( \mathcal{G}_x^x \) is trivial, i.e. \( \mathcal{G}_x^x = \{x\} \), and that \( \mathcal{G} \) is minimal in the sense that \( s(r^{-1}(\{y\})) \) is dense in \( \mathcal{G}(0) \) for all \( y \in \mathcal{G}(0) \).

Let \( \alpha = \{\alpha_t\}_{t \in \mathbb{R}} \) be a continuous 1-parameter group of automorphisms on \( C^*_r(\mathcal{G}) \) and assume for some \( \beta_0 \neq 0 \) there is a non-zero \( \beta_0 \)-KMS weight for \( \alpha \).

1. There is a \( \beta_1 \neq 0 \) and a non-zero diagonal \( \beta_1 \)-KMS weight for \( \alpha \).
2. Whenever \( \beta \neq 0 \) and there is a non-zero \( \beta \)-KMS weight for \( \alpha \), there is also a non-zero diagonal \( \beta \)-KMS weight for \( \alpha \).
3. \( \alpha_t(f) = f \) for all \( t \in \mathbb{R} \) and all \( f \in C_0(\mathcal{G}(0)) \).
4. \( \alpha \) is diagonal.

### 6.1. The set of KMS weights on étale groupoid \( C^* \)-algebras.

Using Theorem 6.3 we can elaborate the analysis in Section 3 in the case where the \( C^* \)-dynamical system is on the form \((C^*(\mathcal{G}), \alpha^c)\). We will bring together the ideas from Section 3 and Section 5 and investigate the structure of the set of quasi-invariant measures.

Fix a sequence \( \{E_n\}_{n=1}^\infty \subseteq C_c(\mathcal{G}(0))_+ \) as in the beginning of Section 3 and keep the notation from Section 3 i.e. \( \mathcal{A}_n := E_n C^*(\mathcal{G}) E_n \) and we identify \( \mathcal{W}(\beta, \alpha^c) \) with \( \lim_{n \to \infty} \mathcal{W}_n^\beta \). The set \( \Delta(e^{-\beta c}) \) of quasi-invariant regular measures with Radon-Nikodym cocycle \( e^{-\beta c} \) can naturally be embedded into \( \mathcal{W}(\beta, \alpha^c) \) by mapping a measure \( \mu \) onto the weight

\[
\psi_\mu(a) = \int_{\mathcal{G}(0)} P(a) \, d\mu \quad \text{for } a \in C^*(\mathcal{G})_+
\]
see e.g. Corollary 6.6. We then get

**Lemma 6.9.** Let $\mathcal{G}$ be an étale groupoid, let $c : \mathcal{G} \to \mathbb{R}$ be a continuous groupoid homomorphism and let $\beta \in \mathbb{R}$. Then $\Delta(e^{-\beta c})$ is a closed convex cone in $\varprojlim_{n \in \mathbb{N}} \mathcal{W}_n^\beta$ and $\Delta(e^{-\beta c})$ is a lattice in its natural order.

**Proof.** Since $P(E_n x E_n) = E_n P(x) E_n$ for all $n \in \mathbb{N}$ and $x \in C^*(\mathcal{G})$ then $P : \mathcal{A}_n \to \mathcal{A}_n$, and if $\psi \in \varprojlim_{n \in \mathbb{N}} \mathcal{W}_n^\beta$ we get that $\psi = \psi \circ P$ if and only if $\psi \circ t_{n,\infty} \circ P = \psi \circ t_{n,\infty}$ for all $n \in \mathbb{N}$ as in Corollary 6.6. Since the $P$-invariant elements of $\mathcal{W}_n^\beta$ are closed, this proves that $\Delta(e^{-\beta c})$ is closed. Since $\Delta(e^{-\beta c})$ is clearly a convex cone this proves the first assertion. Assume now that $\psi, \phi \in \Delta(e^{-\beta c})$ and let $\omega$ be the least upper bound in $\mathcal{W}(\beta, \alpha^c)$. There exists a $\rho \in \mathcal{W}(\beta, \alpha^c)$ such that $\phi + \rho = \omega$, and hence by Theorem 6.3 $\rho \circ P$ and $\omega \circ P$ are also $\beta$-KMS weights. For any $n \in \mathbb{N}$ and $x \in \mathcal{A}_n$ then

$$\phi(x) + \rho \circ P(x) = (\phi + \rho)(P(x)) = \omega \circ P(x),$$

so $\phi \leq \omega \circ P$ by the observation in (4.10), and likewise $\psi \leq \omega \circ P$. Since $\omega$ is the least upper bound this implies that $\omega \leq \omega \circ P$, but $\omega \circ P(E_n) = \omega(E_n) = 0$ for all $n$, implying that $\omega \circ P = \omega$. Hence $\omega \in \Delta(e^{-\beta c})$. A similar argument gives that the greatest lower bound lies in $\Delta(e^{-\beta c})$, proving the Lemma.

The set of KMS states on a unital $C^*$-algebra is a simplex, and the fact that this allows for unique maximal barycentric decompositions is often an essential tool when working with KMS states. As a last remark, we will therefore combine our results so far to obtain a similar description of KMS weights for a large class of groupoids containing in particular the minimal étale groupoids.

**Proposition 6.10.** Let $\mathcal{G}$ be an étale groupoid, let $c : \mathcal{G} \to \mathbb{R}$ be a continuous groupoid homomorphism and let $\beta \in \mathbb{R}$. If $f \in C_c(\mathcal{G}^{(0)})_+$ satisfies

$$s(r^{-1}(f^{-1}([1, \infty]))) = \mathcal{G}^{(0)}$$

then $\psi(f) \in ]0, \infty[ \text{ for each } \psi \in \mathcal{W}(\beta, \alpha^c) \setminus \{0\}$ and the set

$$\mathcal{W}_f(\beta, \alpha^c) := \{ \psi \in \mathcal{W}(\beta, \alpha^c) | \psi(f) = 1 \}$$

is a simplex in $\varprojlim_{n \in \mathbb{N}} \mathcal{W}_n^\beta$.

**Proof.** Let $\psi \in \mathcal{W}(\beta, \alpha^c)$. If $\psi(f) = 0$ and $\psi$ on $\mathcal{G}^{(0)}$ is given by the measure $\mu \in \Delta(e^{-\beta c})$ then $\mu(f^{-1}[1, \infty]) = 0$, and hence $\mu(\mathcal{G}^{(0)}) = 0$ by Lemma 5.4. Hence any $\psi \in \mathcal{W}(\beta, \alpha^c) \setminus \{0\}$ can be written $\psi = \lambda \psi'$ for a unique $\lambda > 0$ and $\psi' \in \mathcal{W}_f(\beta, \alpha^c)$. It follows from this that $\mathcal{W}_f(\beta, \alpha^c)$ is a simplex if it is a compact subset of $\varprojlim_{n \in \mathbb{N}} \mathcal{W}_n^\beta$, c.f. page 334 in [2]. Since $\mathcal{W}_f(\beta, \alpha^c)$ is clearly closed in $\varprojlim_{n \in \mathbb{N}} \mathcal{W}_n^\beta$ it suffices to prove that it is a subset of a compact set.

For fixed $n \in \mathbb{N}$ there exists small bisections $W_1, \ldots, W_k$ in $\mathcal{G}$ with $\text{supp}(E_n) \subseteq \bigcup_{j=1}^k s(W_j)$ and $r(W_j) \subseteq f^{-1}([1, \infty])$ for all $l$. Let $\psi \in \mathcal{W}_f(\beta, \alpha^c)$ and let $\mu \in \Delta(e^{-\beta c})$ be the measure associated to it by Theorem 6.3 then

$$\mu(s(W_j)) = \int_{r(W_j)} e^{\beta c(rW_j^1(x))} \, d\mu(x) \leq \sup_{g \in W_j} e^{\beta c(g)} \mu(r(W_j)).$$
Since \( \psi(f) = 1 \) and \( r(W_i) \subseteq f^{-1}(]1, \infty[) \) then \( \mu(r(W_i)) \leq 1 \). It follows that for any \( \psi \in \mathcal{W}_f(\beta, \alpha^c) \) then
\[
\psi(E_n^2) \leq \sum_{l=1}^{k} \sup_{g \in W_l} e^{\beta c(g)} ,
\]
and hence \( \mathcal{W}_f(\beta, \alpha^c) \) is contained in a compact set by Tychonoffs Theorem. \( \square \)

7. A refinement of Neshveyev’s Theorem

The \( \mu \)-measurable fields of states occuring in Neshveyev’s Theorem are in general difficult to describe, but in Theorem 5.2 in [3] we gave a description of these \( \mu \)-measurable fields of states for a large class of groupoids. This description essentially boils the analysis of the KMS states down to the analysis of the quasi-invariant measures. The purpose of this section is to do the same for KMS weights, c.f. Corollary [7.5] and Theorem [7.6] below.

In this section we will generalise Theorem 5.2 in [3] to KMS weights. The proof of Theorem 5.2 in [3] is quite technical and long, so instead of trying to adapt it to the setting of KMS weights, we present a new proof which is much simpler and which also works elegantly for KMS weights. The main idea in our new proof is to use ideas from ergodic theory to control the behaviour of the \( \mu \)-measurable fields of states.

We will throughout this section restrict attention to the following groupoids.

Definition 7.1. Let \( A \) be a discrete countable abelian group and let \( \mathcal{G} \) be an étale groupoid. We say that \( \mathcal{G} \) is injectively graded by \( A \) if there is a continuous groupoid homomorphism \( \Phi : \mathcal{G} \to A \) satisfying
\[
\ker(\Phi) \cap G_x^x = \{x\} \quad \text{for all } x \in \mathcal{G}^{(0)} .
\]
(7.1)

Remark 7.2. The criterion in (7.1) is equivalent with \( \Phi \) being injective on all isotropy groups. There are several important classes of \( C^* \)-algebras that can be realized as groupoid \( C^* \)-algebras for groupoids satisfying Definition [7.1]. As an example, the groupoids arising from compactly aligned topological \( k \)-graphs as described in [20] satisfies Definition [7.1] see e.g. Example 2.3 in [3] for an explanation of this. This implies in particular that the groupoids that gives rise to directed graph \( C^* \)-algebras, higher rank graph \( C^* \)-algebras and crossed products by \( \mathbb{Z}^k \) satisfies Definition [7.1] see Example 7.1 in [20] for the details.

In Definition 2.1 in [3] the groupoids in Definition [7.1] with compact unit space were introduced under a different name, but in the meantime the author has become acquainted with the better suited notion of graded groupoids.

Theorem 7.3. Let \( \mathcal{G} \) be an étale groupoid injectively graded by a discrete countable abelian group \( A \) via a map \( \Phi : \mathcal{G} \to A \), let \( c : \mathcal{G} \to \mathbb{R} \) be a continuous groupoid homomorphism and let \( \beta \in \mathbb{R} \). If \( \mu \in \Delta(e^{-\beta c}) \setminus \{0\} \) is ergodic then:

(1) The subset
\[
X(C) := \{x \in \mathcal{G}^{(0)} : \Phi(G_x^x) = C\}
\]
is Borel and invariant for each subgroup \( C \subseteq A \).

(2) There exists a unique subgroup \( B \) of \( A \) with \( \mu(X(B)^C) = 0 \).
(3) For \( x \in X(B) \) let \( \Phi_x : C^*(\mathcal{G}^e_x) \rightarrow C^*(B) \) be the isomorphism induced by the restriction of \( \Phi \). If \( \{\varphi_x\}_{x \in \mathcal{G}^{(0)}} \) is a \( \mu \)-measurable field of states satisfying
\[
\varphi_x(u_g) = \varphi_{r(h)}(u_{hgh^{-1}}) \text{ for } \mu\text{-a.e. } x \in \mathcal{G}^{(0)} \text{ and all } g \in \mathcal{G}^e_x \text{ and } h \in \mathcal{G}_x \tag{7.2}
\]
then there exists a state \( \varphi \) on \( C^*(B) \) such that \( \varphi \circ \Phi_x = \varphi_x \) for \( \mu\)-a.e. \( x \in X(B) \).

Proof. The proof of \((\mathbf{1})\) and \((\mathbf{2})\) follows as in the proof of 1) in Theorem 5.2 in \cite{3} and we therefore leave the verification to the reader. To prove \((\mathbf{3})\) notice that since we can realise the Borel function \( 1_{\varphi^{-1}(\{a\})} \) is Borel for each \( a \in A \) and hence it follows from (7.3) and the definition of our subbasis that the map
\[
\mathcal{G}^{(0)} \ni x \rightarrow \sum_{g \in \mathcal{G}^e_x} 1_{\Phi^{-1}(\{a\})}(g)\varphi_x(u_g)
\]
is Borel for each \( a \in A \) and such that \( \varphi_x(u_g) = \varphi_{r(h)}(u_{hgh^{-1}}) \) for all \( x \in \mathcal{G}^{(0)} \) \( \setminus N \) and all \( g \in \mathcal{G}^e_x \) and \( h \in \mathcal{G}_x \). Set \( \varphi'_x = \varphi_x \) for \( x \notin N \) and \( \varphi'_x = \text{Tr}_x \) for \( x \in N \), where \( \text{Tr}_x \) denotes the canonical trace on \( C^*(\mathcal{G}^e_x) \). The map
\[
\mathcal{G}^{(0)} \ni x \rightarrow \sum_{g \in \mathcal{G}^e_x} 1_{\Phi^{-1}(\{a\})}(g)\varphi'_x(u_g) \tag{7.3}
\]
is Borel for each \( a \in A \) and the equality in (7.2) is true for \( \{\varphi'_x\}_{x \in \mathcal{G}^{(0)}} \) for all \( x \in \mathcal{G}^{(0)} \). Let \( E \) denote the weak* compact set of states on \( C^*(B) \), and notice that the sets
\[
\{\varphi \in E : |\varphi(u_b) - \omega(u_b)| < \varepsilon\} \text{ for } \omega \in E, \varepsilon > 0 \text{ and } b \in B
\]
are a subbasis for the weak* topology on \( E \). For each \( b \in B \) then
\[
X(B) \ni x \rightarrow \sum_{g \in \mathcal{G}^e_x} 1_{\Phi^{-1}(\{a\})}(g)\varphi'_x(u_g) = \varphi'_x(\Phi^{-1}_x(u_b)),
\]
and hence it follows from (7.3) and the definition of our subbasis that the map
\[
X(B) \ni x \rightarrow \varphi'_x \circ \Phi^{-1}_x \in E \text{ is Borel. Since } B \text{ is abelian the equality } \varphi_x(u_g) = \varphi_{r(h)}(u_{hgh^{-1}}) \text{ for } g \in \mathcal{G}^e_x \text{ and } h \in \mathcal{G}_x \text{ implies that the map is constant on } s(r^{-1}(\{x\})) \text{ for each } x \in X(B), \text{ and hence it is constant } \mu\text{-almost everywhere by Remark 5.6.}
\]
This implies that there is a state \( \phi \) on \( C^*(B) \) with \( \phi \circ \Phi_x = \varphi'_x \) for almost all \( x \), and hence the same is true for \( \{\varphi_x\}_{x \in \mathcal{G}^{(0)}} \).

With Theorem 7.3 we can describe the KMS weights on the groupoid \( C^*-algebra C^*(\mathcal{G}) \) of a groupoid \( \mathcal{G} \) injectively graded by a discrete countable abelian group.

**Theorem 7.4.** Let \( \mathcal{G} \) be an étale groupoid injectively graded by a discrete countable abelian group \( A \) via a map \( \Phi : \mathcal{G} \rightarrow A \). Let \( \beta \in \mathbb{R} \setminus \{0\} \), let \( c : \mathcal{G} \rightarrow \mathbb{R} \) be a continuous groupoid homomorphism and let \( \mu \in \Delta(e^{-\beta c}) \setminus \{0\} \) be ergodic. Denote by \( B \) the subgroup of \( A \) associated to \( \mu \) given by (2) in Theorem 7.3. There exists an affine bijection from the state-space on \( C^*(B) \) to the \( \beta\)-KMS weights on \( C^*(\mathcal{G}) \) that restricts to \( \mu \) on \( C_c(\mathcal{G}^{(0)}) \). A state \( \varphi \) maps to the \( \beta\)-KMS weight \( \omega_\varphi \) given by
\[
\omega_\varphi(f) = \int_{X(B)} \sum_{g \in \mathcal{G}^e_x} f(g)\varphi(u_{\Phi(g)}) \, d\mu(x) \quad \text{for all } f \in C_c(\mathcal{G}). \tag{7.4}
\]
Proof. If \( \varphi \) is a state on \( C^*(B) \) we define a field of states by

\[
\varphi_x = \begin{cases} 
\varphi \circ \Phi_x & \text{for } x \in X(B), \\
Tr_x & \text{for } x \notin X(B).
\end{cases}
\]

Since any \( f \in C_c(\mathcal{G}) \) is a sum of functions supported on sets \( \Phi^{-1}(\{a\}) \) with \( a \in A \) it is straightforward to check that this is a \( \mu \)-measurable field of states satisfying the conditions in Theorem 6.3. This way we get a map that is surjective by (3) in Theorem 7.3. For injectivity notice that if \( \omega = \omega' \) then \( x \in X(B) \) implies that \( \varphi = \psi \). Combining (7.4) and the uniqueness statement in Theorem 6.3 we see that \( \omega_\varphi + (1 - t)\omega_\psi \), and hence the map is affine. \( \square \)

When \( B \) is a subgroup of a discrete abelian group \( A \) as in Theorem 7.4 then \( C^*(B) \cong C(\hat{B}) \), so the state-space of \( C^*(B) \) is homeomorphic to the space of regular Borel probability measures on the Pontryagin dual \( \hat{B} \) of \( B \). Notice that Theorem 7.3 also gives a description of the proper tracial weights on \( C^*(\mathcal{G}) \) by taking the groupoid homomorphism \( c \) to be the zero function and \( \beta \neq 0 \). Using the above two theorems we can now give a very elegant description of the extremal KMS weights.

**Corollary 7.5.** In the setting of Theorem 7.4 there is a bijection between non-zero extremal \( \beta \)-KMS weights for \( \alpha^c \) and pairs \( (\mu, \xi) \) consisting of an ergodic measure \( \mu \in \Delta(e^{-\beta c}) \setminus \{0\} \) and a character \( \xi \in \hat{B} \) where \( B \subseteq A \) is the subgroup corresponding to \( \mu \) via Theorem 7.3.

**Proof.** A \( \beta \)-KMS weight \( \psi \) with associated measure \( \mu \in \Delta(e^{-\beta c}) \) is extremal if and only if \( \mu \) is extremal in \( \Delta(e^{-\beta c}) \) and \( \psi \) is extremal in the convex set of \( \beta \)-KMS weights that restricts to \( \mu \) on \( C_c(\mathcal{G}(0)) \). The Corollary therefore follows from Theorem 5.5. \( \square \)

### 7.1. The GNS representation of extremal KMS weights

It follows from Corollary 7.5 that to describe the extremal KMS weights for diagonal actions on \( \alpha^c \)-algebras arising from groupoids injectively graded by abelian groups, it suffices to describe the quasi-invariant measures and their support. It turns out, that in this setting, the factor type of the extremal KMS weights only depends on the quasi-invariant measure associated to the KMS weight.

**Theorem 7.6.** Let \( \mathcal{G} \) be an étale groupoid injectively graded by a discrete countable abelian group \( A \) via a map \( \Phi : \mathcal{G} \to A \). Let \( \beta \in \mathbb{R} \setminus \{0\} \), let \( c : \mathcal{G} \to \mathbb{R} \) be a continuous groupoid homomorphism and let \( \mu \in \Delta(e^{-\beta c}) \setminus \{0\} \) be ergodic.

The von Neumann algebras generated by the GNS representations of the extremal KMS weights that restricts to \( \mu \) on \( C_c(\mathcal{G}(0)) \) are all isomorphic.

**Proof.** It follows from Corollary 7.5 that when \( B \subseteq A \) is the abelian group associated to the ergodic measure \( \mu \in \Delta(e^{-\beta c}) \setminus \{0\} \) then all extremal \( \beta \)-KMS weights for \( \alpha^c \) that restricts to \( \mu \) on \( C_c(\mathcal{G}(0)) \) are given as pairs \( (\mu, \xi) \) with \( \xi \in \hat{B} \). Let \( \xi_1, \xi_2 \in \hat{B} \) and denote by \( \psi_1 \) and \( \psi_2 \) the \( \beta \)-KMS weights corresponding to respectively \( (\mu, \xi_1) \) and \( (\mu, \xi_2) \). By possibly extending the character, c.f. Theorem 2.1.4 in [15], we can assume that \( \xi_1\xi_2^{-1} \in \hat{A} \). Letting \( \gamma \) denote the action defined via \( \Phi \) in (2.3), then for...
any $f \in C_c(G)$ we have

$$\psi_2(\gamma_{\xi_1,\xi_2}(f)) = \int_{X(B)} \sum_{g \in G_x} (\xi_1,\xi_2)(\Phi(g))f(g)\xi_2(\Phi(g))\,d\mu(x) = \psi_1(f).$$

Since $\gamma$ and $\alpha^c$ commute it is straightforward to check that $\psi_2 \circ \gamma_{\xi_1,\xi_2}$ is a $\beta$-KMS weight for $\alpha^c$, and hence $\psi_2 \circ \gamma_{\xi_1,\xi_2} = \psi_1$ by the uniqueness statement in Theorem 6.3.

If $(H, \pi, \Lambda)$ denotes the GNS-triple for $\psi_2$ this implies that $(H, \pi \circ \gamma_{\xi_1,\xi_2}, \Lambda \circ \gamma_{\xi_1,\xi_2})$ is a GNS triple for $\psi_1$, proving the theorem.

\[\square\]
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