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ABSTRACT

Machine learning-based methods show high performance in estimating the thermal sensation of a person. These methods are based on a huge amount of personal data. The dataset used for the training of the estimator includes personal physiological data, which includes people’s private information. Generative models have received significant attention to anonymize such data, including private information. In this paper, we propose privacy-preserving data augmentation for the thermal sensation dataset, including the subject’s physiological data using Variational Autoencoder. The generative model trained with a thermal sensation dataset collected in the uncontrolled environment tends to be biased because subjects in the environment rarely report extreme thermal sensation labels. To tackle this problem, we introduce a weighted loss function for the generative model to mitigate the bias of the thermal sensation labels. The evaluation result shows that our method generates an anonymized dataset that works to train a thermal sensation estimator as well as the original dataset.

CCS CONCEPTS

• Information systems → Information integration; • Computing methodologies → Machine learning algorithms.
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1 INTRODUCTION

Machine learning-based methods attract the interest of researchers working on thermal sensation estimation. These methods achieve high performance in estimating personal thermal sensation using a huge amount of personal data collected by multiple subjects. The dataset used to train the estimator contains personal data such as physiological data. Physiological data includes the user’s personal information that can be used to identify the user. Therefore, some people may refuse to participate in data collection. In order to preserve privacy, a federated learning-based method is proposed for thermal comfort management [Khalil et al. 2022]. On the other hand, generative models such as Autoencoder and Generative Adversarial Networks have received significant attention to anonymize data collected by subjects for electric health records [Venugopal et al. 2022] and facial images [Wu et al. 2019]. The frameworks can preserve the data in any organization because they can communicate and integrate the anonymized dataset, contrary to federated learning-based methods. This feature enhances the availability of the dataset as open data. However, a thermal sensation vote (TSV) dataset collected in uncontrolled environments tends to be biased because subjects in such an environment rarely report extreme thermal sensations. This aspect of TSV causes an imbalance between the number of samples in different classes. Also, the imbalance of the ground truth labels causes biased generation by the generative model. Because of that, the application of the generative model to the TSV dataset becomes challenging.

This paper proposes a privacy-preserving data augmentation for the thermal sensation dataset containing the subject’s physiological data using Variational Autoencoder (VAE). As mentioned above, TSV datasets collected in uncontrolled environments tend to be biased, which may cause biased generation. To tackle it, we introduce a weighted loss function in the generative model to mitigate the effect of the class imbalance. The evaluation results show that we have successfully generated an anonymized dataset that works like the original dataset for training a thermal sensation estimator.

2 METHOD

We use VAE to generate the dataset to train TSV estimator. The architecture of the VAE is shown in Fig. 1. An encoder and decoder construct the VAE. Both of them have three parts. Each part includes
a fully connected layer and a rectified linear unit layer. We change the number of parameters $N_1$, $N_2$, $N_3$ in the Section 3.

To train the generative model based on VAE, we use a weighted loss function for VAE as below.

$$L = \left( \frac{1}{N} \sum_{x \in \{X, y\}} (x - \hat{x})^2 \right) \cdot W(x) + (KL \_Divergence).$$

where $N(x)$ is the number of samples in class $c(x \in c)$. $|samples|$ is the number of samples in the training data, and $|classes|$ is the number of classes in Ref. [Yoshikawa et al. 2021a].

### 3 EVALUATION

For the evaluation, we use data collected in an uncontrolled environment. The dataset was obtained using TSVNet [Yoshikawa et al. 2021b]. This dataset was collected for a total of 123 days from 21 subjects in static and dynamic environments. The subjects also reported their thermal sensation using ASHRAE 7-point thermal scale. Although opportunistic and time-series features are used in TSVNet, we use only the opportunistic features because we cannot directly input the time-series features to the proposed model. In addition, we merged the hot/cold, warm/cool, and slightly warm/slightly cool samples into the warm/cool samples because of the lack of rare samples. Therefore, we converted TSV labels into three classes, i.e., warm, neutral, and cool.


![Figure 2: Evaluation setting.](image)

Fig. 2 shows the evaluation setting. We split the original dataset into the data for training and testing at a ratio of 7:3. Based on the preliminary experiment, we determine that the best parameters of $N_1$, $N_2$, and $N_3$ are 32, 8, and 8, respectively. First, we evaluate the performance of anonymization. We train an estimator of subject ID based on random forest classifier using the data for training extracted from the original dataset. The evaluation result is shown in Table 1. We found our method succeeds in anonymizing the

| Dataset for testing |原データ | 生成データ |
|---------------------|---------|-----------|
| Accuracy            | 0.63    | 0.06      |
| F1-score            | 0.65    | 0.02      |


| Dataset for training | 原データ | 生成データ |
|----------------------|---------|-----------|
| Accuracy             | 0.59    | 0.61      |
| F1-score             | 0.55    | 0.48      |

21 subjects because the estimation accuracy and macro-averaged F1-score using the generated dataset are 0.06 and 0.02, respectively. Second, we evaluate the performance of TSV estimation with the generated dataset. In this evaluation, we compare the performance of the TSV estimators trained using the original data and the generated data. The result is shown in Table 2. We found a slight increase of accuracy and slight decrease of macro-averaged F1-score of TSV estimation. Therefore, our method succeeds anonymization with a slight decrease of the quality of the data for TSV estimation.

### 4 CONCLUSION

In this paper, we propose a privacy-preserving data augmentation method for TSV dataset based on VAE with a weighted loss function. We evaluated the performance of our data augmentation method from two aspects, i.e., subjects’ anonymity and the quality of the generated dataset for TSV estimation. The result shows that our method keeps the performance of the estimator of TSV with the generated dataset, which is anonymized using VAE.
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