Uncovering double-stripe and plaquette antiferromagnetic states in the one-band Hubbard model on a frustrated square lattice
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Abstract. Groundstate magnetism of the one-band Hubbard model on the frustrated square lattice where both nearest-neighbour $t_1$ and next-nearest-neighbour $t_2$ hoppings are considered at half-filling are revisited within mean field approximation. Two new magnetic phases are detected at intermediate strength of Hubbard $U$ and relative strong frustration of $t_2/t_1$, named double-stripe and plaquette antiferromagnetic states, both of which are metallic and stable even at finite temperature and electron doping. The nature of the phase transitions between different phases and the properties of the two new states are analyzed in detail. Our results of various magnetic states emerging from geometric frustration in the minimal model suggests that distinct antiferromagnetism observed experimentally in the parent states of two high-$T_c$ superconducting families, i.e., cuprates and iron-based superconductors, may be understood from a unified microscopic origin, irrespective of orbital degrees of freedom, or hoppings further than next-nearest neighbour, etc.

1. Introduction

Antiferromagnetism has attracted tremendous interests due to the fact that the parent states of two high-$T_c$ superconducting families, such as cuprates and iron-based superconductors, are either antiferromagnets or paramagnets with antiferromagnetic fluctuations [1, 2]. And it is commonly accepted that fully understanding of antiferromagnetism may provide a key to unravel the mechanism of high-$T_c$ superconductivity [3, 4]. While the two families can be generally modeled on frustrated square lattices formed by copper and iron ions, respectively, two fundamental differences between these two systems hinder the development of a unified theory for high-$T_c$ superconductivity and corresponding antiferromagnetism.

The first is that, contrast to only one band crossing the Fermi level in conventional bulk cuprates with single copper oxide layer, five 3$d$ orbitals are all active in the low-energy region of iron-based superconductors. Recently, this difference seems to be
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reconciled after comprehensive understanding of the orbital selectivity \[5\]. It is found that the Hund’s coupling suppresses the inter-orbital charge fluctuations \[6,7\], leading to decoupling of the orbitals and separated phase transitions in each orbital as a function of electronic interacting strength or doping, etc \[8,9\]. Therefore, in order to gain a deep insight into the origin of all the phases detected in iron-based superconductors, study of a complicated multi-orbital system can be first decomposed into investigations of multiple single-orbital models. And then, details of the whole phase diagram which is analogous to that of cuprates can be qualitatively derived from the interplay among distinct phases of different orbitals. Explicitly speaking, results on a proper one-band model can be used as a starting point to understand physical properties of both high-\(T_c\) superconducting families.

The other difference is that, while the parent states of high-\(T_c\) cuprates are of checkerboard antiferromagnetic (CAF) insulator, various antiferromagnetic patterns were observed experimentally in the mother compounds of iron-based superconductors, such as nearly degenerate double-stripe (DAF) and plaquette antiferromagnetic (PAF) order in FeTe \[10,13\], pair-checkerboard antiferromagnetic (PCAF) order in monolayer FeSe thin film grown on SrTiO\(_3\)(001) \[14,15\], molecular-intercalated FeSe \[16\], and \(A_xFe_{2−y}Se_2\) \[17\], as well as stripe-type antiferromagnetic (SAF) order in most others \[18–20\]. Although evolution from CAF to SAF orders can be explained within a Heisenberg model on the frustrated square lattice, which can be viewed as the strong coupling limit of a one-band Hubbard model with both nearest- \(t_1\) and next-nearest-neighbour \(t_2\) hoppings at half-filling, it was frequently mentioned in the literature that others like DAF, PAF, PCAF can not be understood with the same model unless third-neighbour exchanges and nearest-neighbour biquadratic exchanges are additionally involved \[21,22\].

However, we noticed that the PCAF order with double periodicity in one direction compared to CAF order had been theoretically proposed to appear in the phase diagram of the above Hubbard model, which is located between CAF and SAF phases since geometric frustration is the strongest in that region \[23\]. In fact, geometric frustration of interacting electronic systems can lead to a rich variety of phenomena, such as Mott metal-insulator transition \[24\], unconventional superconductivity \[25,27\], and exotic quantum magnetic orderings \[28,30\]. Thus, interesting questions arise; whether the DAF and PAF orders can also emerge from perturbations to the macroscopic degeneracies induced by strong geometric frustration, and whether diverse antiferromagnetic states, either insulating or metallic, can be explained in a unified minimal model, i.e., the one-band Hubbard model on the frustrated square lattice with hoppings only up to next-nearest neighbour at half-filling, which covers both itinerant picture for magnetism at weak coupling limit and localized scenario at strong coupling limit?

Such a model has been extensively studied and complex phase diagrams were obtained by different non-perturbative methods, including path integral Monte Carlo (PIMC) \[23\], variational Monte Carlo (VMC) \[31\] and variational cluster approximation
Though controversies still remain regarding the intermediate $t_2$ region where effect of frustration becomes strong, the magnetic phases at small and large $t_2$ are qualitatively consistent among different studies. When the Coulomb interaction exceeds a threshold, the CAF state was found to be stabilized at small $t_2$, which has been directly observed in recent ultracold atom experiments \[35, 36\]. Since the presence of $t_2$ yields antiferromagnetic spin exchange between next-nearest-neighbour electrons and is destructive to the CAF state where the next-nearest-neighbour spins align ferromagnetically, the increasing of $t_2$ consequently leads to a phase transition from the CAF state to a paramagnetic metal at weak onsite electron repulsion or a SAF state at large Hubbard $U$. Till now, whether competing magnetic states like DAF and PAF states would emerge in the vicinity of strongest frustration region of $t_2 = t_1/\sqrt{2}$ and intermediate value of $U$ has not yet been explored.

In this paper, we have reinvestigated the role of geometrical frustration in the Hubbard model on the square lattice with $t_1$ and $t_2$ at half filling and zero temperature by using mean field approximation. We only focus on the static magnetic properties as mean field approximation can not capture the quantum fluctuations. It is known that in the presence of long-range order, quantum fluctuations will be largely suppressed, and the mean field results are qualitatively reliable \[37\]. The calculated $U/t_1 - t_2/t_1$ phase diagram is shown in Fig. 1. In comparison to previous theoretical results, two new antiferromagnetic states, i.e. the DAF and PAF states, are found to emerge in the region $0.56 \leq t_2/t_1 \leq 0.85$ and $2.93 \leq U/t_1 \leq 4.4$ as a result of the interplay and competition between kinetic energy, Coulomb repulsion and geometric frustration. The energetic stability of the DAF and PAF states over other antiferromagnetic states is further confirmed at finite temperature and finite doping. In the new phases, the system are metallic. In PAF state, additional Lifshits transition occurs. The relevance of the two new phases to real materials will be discussed.

2. model and method

The Hubbard model on the two-dimensional square lattice is given by

\[
H = -t_1 \sum_{\langle i,j \rangle,\sigma} c_{i\sigma}^\dagger c_{j\sigma} - t_2 \sum_{\langle\langle i,j \rangle\rangle,\sigma} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow},
\]

(1)

where $c_{i\sigma}^\dagger$ (c$_{i\sigma}$) creates (annihilates) an electron at site $i$ with spin $\sigma$, and $n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}$ is the number operator. $t_1$ and $t_2$ denote the nearest-neighbour and next-nearest-neighbour hoppings, respectively, and $U$ is the on-site Coulomb repulsion. In this work, $t_1$ is chosen as the energy unit.

We employ the mean field approximation to investigate the one-band Hubbard model \[1\]. At the mean field level, the on-site Coulomb interaction is approximated by

\[
U n_{i\uparrow} n_{i\downarrow} \approx U n_{i\uparrow} \langle n_{i\downarrow} \rangle + U n_{i\downarrow} \langle n_{i\uparrow} \rangle - U \langle n_{i\uparrow} \rangle \langle n_{i\downarrow} \rangle.
\]

(2)

In this work, the typical CAF and SAF orders as well as the PCAF, DAF, and PAF orders are taken into account. These spin configurations are displayed in Fig. 2.
Figure 1. Phase diagram of the two dimensional Hubbard model on the square lattice with nearest-neighbour $t_1$ and next-nearest-neighbour $t_2$ hoppings at half filling and zero temperature, $U$ is the onsite Coulomb interaction. CAFI denotes the checkerboard antiferromagnetic insulator, NM the nonmagnetic metal, DAFM the double-stripe antiferromagnetic metal, PAFM the plaquette antiferromagnetic metal, PCAFI the pair-checkerboard antiferromagnetic insulator, SAFM and SAFI stand for the stripe-type antiferromagnetic metallic and insulating states, respectively. The white and black lines represent the corresponding first-order and second-order phase transitions.

Details of the mean field derivations, the unit cells and the coordinates we chose, corresponding magnetic wave vectors for different magnetic states can be found in the Appendix Appendix A.

3. results

3.1. Phase Diagram

In order to systematically investigate the influence of frustration on the magnetic properties of electron systems, we have calculated the $U/t_1 - t_2/t_1$ phase diagram of the
Hubbard model on the square lattice at half filling and zero temperature by comparing total energies of various magnetic orderings we studied, including the nonmagnetic (NM), CAF, SAF, DAF, PCAF and PAF states. Fig. 3 (a) displays the total energies of these antiferromagnetic states as a function of $t_2$ at $U/t_1 = 4$, where the energy of the DAF state was set to zero. Since the NM state is much higher in energy than other phases, it is not shown here. As expected, due to weak geometric frustration, the CAF and SAF states are the stablist in the small ($t_2/t_1 < 0.68$) and large ($t_2/t_1 > 0.83$) $t_2$ regions, respectively. When $0.68 < t_2/t_1 < 0.83$, the effect of geometric frustration
is enhanced due to the growing competition between the CAF and SAF states. And macroscopic degeneracies appears especially around $t_2/t_1 = 1/\sqrt{2}$. This frustration is believed to dramatically affect the magnetism of the one-band Hubbard model we investigated. As shown in Fig 3 (a), instead of the direct transition from the CAF state to SAF state reported in the early mean field studies [38], two new antiferromagnetic states are found to be stabilized in the intermediate region, namely the DAF state for $0.68 < t_2/t_1 < 0.73$ and the PAF state for $0.73 < t_2/t_1 < 0.83$. From the inset of Fig. 3 (b), the PAF state is found to be the ground state in a rather large region of $U$ when $t_2/t_1 = 0.8$. Moreover, in addition to the NM, PAF and SAF states, the PCAF state with double periodicity in one direction compared to that of the CAF state is realized with the increase of $U$ at $t_2/t_1 = 0.8$, as depicted in Fig. 3 (b). The calculated mean field phase diagram was summarized in Fig. 1.

While common CAF, SAF states are frequently studied in previous theoretical studies [39, 40], the PCAF state was seldom mentioned [23, 33] and the DAF and PAF states have never been explored in the one-band Hubbard model on the frustrated square lattice with $t_1$ and $t_2$. The existence of PCAF order can be understood from the strong coupling limit, where the model [1] can be mapped onto a Heisenberg model with nearest-neighbour $J_1 = 4t_1^2/U^2$ and next-nearest-neighbour $J_2 = 4t_2^2/U^2$ exchanges. By analysing the energies of the Heisenberg model in the classical limit, the antiferromagnetic orderings with $Q = (\pi, \pi/n)$, where $n = 1, \cdots, \infty$, are exactly degenerate at $J_1 = 2J_2$ (i.e. $t_2 = t_1/\sqrt{2}$) [33], which are expected to still survive in the critical region of around $t_2 = t_1/\sqrt{2}$ even for intermediate $U$. Indeed, the PCAF state is realized between the CAF and SAF states in our calculations, consistent with
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Figure 4. (color online) (a) Magnetic order parameters for the DAF state at $t_2/t_1 = 0.65$ and the PAF state at $t_2/t_1 = 0.8$. (b) The free energy of the PAF state as a function of magnetic moment $m$ at $t_2/t_1 = 0.8$ in the vicinity of the critical point for the phase transition from NM state to the PAF state, where the free energy at $m = 0$ is set to zero. The inset denotes the similar quantities for the DAF states at $t_2/t_1 = 0.65$.

PIMC results [23] and VCA results on certain cluster [33]. The DAF and PAF states can not be obtained from above frustrated spin model. The occurrence of both the DAF and PAF states requires finite third-neighbour spin interaction $J_3$ [11], related to the third-neighbour hopping $t_3$ which is absent in the present model, and high-order biquadratic exchanges [21, 22] if only spin degrees of freedom are involved. However, situation becomes different when original itinerant model, i.e., the model [1], is taken into account. On one hand, in the large $U$ expansion, higher-order terms can not be neglected at finite $U$, which may act as the long-range and high-order spin exchanges. On the other hand, multiple instabilities appears in the Pauli susceptibility at $U = 0$ of the model [1] around the Q vectors for DAF, PAF and PCAF, indicating strong tendencies towards these symmetry-breaking states, provided incommensurate spin density wave are not considered. Though existence of the DAF, PAF states in the model [1] seems natural, these are completely ignored in the early studies [23, 26, 28, 31–34, 38]. Therefore, the nature of the DAF and PAF states is still unknown.

3.2. The DAF and PAF States

Now, we focus on the properties of the DAF and PAF states. Fig. 4 (a) displays the magnetic order parameters of the DAF and PAF states at $t_2/t_1 = 0.65$ and $t_2/t_1 = 0.8$, respectively. The magnetic moment exhibits distinct behaviors in these two phases as a function of $U$. For the case of the DAF state, the order parameter continuously increases with the increase of $U/t_1$. In contrast, there is a sudden jump in the magnetic moment at around $U_c(t_2/t_1 = 0.8) \approx 3.39t_1$ for the PAF state. This dramatic difference is attributed to the distinct behaviors of total energies as a function of magnetic moment. As shown in
Fig. 5. (color online) Band structures and corresponding density of states (DOS) for the PAF state at $t_2/t_1 = 0.8$ and $U/t_1 = 3.39$ (a)-(b) and for the DAF state at $t_2/t_1 = 0.65$ and $U/t_1 = 3.4$ (c)-(d). The high-symmetry path in the Brillouin zone used to calculate the band structure is shown in the insets of (a) for the PAF state and (c) for the DAF state, respectively.

Fig. 4 (b), when $t_2/t_1 = 0.8$, for various $U/t_1$ the total energies of the PAF state always have two local minimums, separating by a finite potential barrier, where one minimum is at $m = 0$ and the another is at finite $m$. The fact that the minimum of finite magnetic moment becomes a global minimum when crossing the NM-PAF transition suggests a first-order phase transition. In contrast, at $t_2/t_1 = 0.65$, the total energies of the DAF state have only one local minimum for all $U/t_1$, as displayed in the inset of Fig. 4 (b). Obviously, the magnetic moment continuously vanishes at the transition, indicating the NM-DAF phase transition is of second order. The nature of these transitions is further confirmed by calculating the derivative of the total energy with respect to the Coulomb interaction $U$ (not shown). Similarly, the nature of the phase transitions presented in this work are determined. As shown in Fig. 1, the white and black lines denote the first-
and second-order phase transitions, respectively. Furthermore, as displayed in Fig. 4 (a), a kink appears in the magnetic moment for the case of the PAF state, which is attributed to the Lifshits transition induced by a Van Hove singularity lifted above the Fermi level, as discussed below.

In order to gain a deep insight into the properties of the DAF and the PAF states, we have calculated the band structures and the density of states (DOS) for the PAF state at \( t_2/t_1 = 0.8 \) and \( U/t_1 = 3.39 \) and for the DAF state at \( t_2/t_1 = 0.65 \) and \( U/t_1 = 3.4 \), as displayed in Fig. 5. Both band structure and DOS suggest that the system is metallic in both PAF and DAF states. Particularly, as shown in Fig. 5 (a), an electron pocket is present near the \( \Gamma \) point in the Brillouin zone (see the red band around the Fermi level). As the electronic repulsion further increases, this band is lifted above the Fermi level and corresponding pocket completely vanishes, leading to the occurrence of the Lifshits transition, i.e., disappearance of inner Fermi surface in the vicinity of the \( \Gamma \) point, which is shown in Fig. 6. The Van Hove singularity (Fig. 5 (b)) lifted above the Fermi level gives rise to the appearance of the Lifshits transition, resulting in the kink of the magnetic moment for the PAF state at \( t_2/t_1 = 0.8 \) (Fig. 4 (a)). Similar results were observed in the CAF state, consistent with existing mean field results [38]. However, the Lifshits transition does not take place in the DAF state at \( t_2/t_1 = 0.65 \).

Figure 6. (color online) Fermi surfaces of the PAF order at \( t_2/t_1 = 0.8 \) for \( U/t_1 = 3.4 \) (red dashed lines) and 3.5 (blue solid lines). The change of the Fermi surface topology suggests the occurrence of the Lifshits transition.
4. Discussions
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**Figure 7.** (color online) $U/t_1$-$T/t_1$ phase diagram at $t_2/t_1 = 1/\sqrt{2}$, where $U_C$ and $U_D$ denote the critical points for the appearance of the CAF and DAF states, respectively.

In this work, the influence of geometric frustration on the magnetic properties of the Hubbard model on the square lattice with $t_1$ and $t_2$ is systematically investigated by the mean field approximation at half filling and zero temperature. We focus on the parameter space of the intermediate electronic repulsions. The DAF and PAF states are found to be stabilized at small $U$ in the vicinity of $t_2 = t_1/\sqrt{2}$. This is in sharp contrast to the slave-boson mean field results [41], where the third-neighbour hopping $t_3$, not considered in the present work, is found to be indispensable for the appearance of the DAF state. In spite of $t_3$ being absent, the energetic stability of the DAF and PAF phases against other antiferromagnetic states is further confirmed at finite temperature $T$. The result for the DAF state at $t_2 = t_1/\sqrt{2}$ is shown in Fig. 7. It is found that the DAF state is sandwiched between the CAF insulating state and the NM phase at low temperature. As $T$ increases, the region for the DAF state is shrunk and vanishes at the triple point $T$ of about $0.5t_1$. Similar temperature-dependent behavior was also found for PAF ordered state. These results suggest that the DAF and PAF state may be realized in real materials with strong geometric frustration and moderate electronic interaction.

Except for the DAF, PAF and PCAF phases, the calculated phase diagram shown in Fig. 1 is quantitatively consistent with previous mean field results [38] and in qualitative agreement with that obtained by other powerful methods, like PIMC [23], VMC [31], VCA [33], suggesting that the mean field approximation produces reliable results as
Figure 8. (color online) The total energies of various magnetic states including the CAF, PCAF, SAF, PAF and ferromagnetic (FM) states at filling $n = 1.2$ for $t_2/t_1 = 0.65$ (a) and $t_2/t_1 = 0.8$ (b). At small $U$, the magnetic moment vanishes for all magnetic orderings and the system is in the NM state.

the quantum fluctuations is substantially reduced in broken-symmetry systems [37]. Moreover, the PCAF state is realized between the CAF and SAF states, qualitatively coinciding with the PIMC results [23] at large $U$ and the VCA results [33] on $3 \times 4$ cluster at intermediate $U$, which further justifies the reliability of the mean field approximation. However, since the quantum fluctuations are completely frozen in the mean field approximation, this method can not realize the paramagnetic Mott insulator observed by PIMC [23] around the parameter space for the DAF and PAF states. However, in this region, such a spin disordered state was also not reproduced by the VMC [31] and VCA [33] methods. It is covered by NM, CAF, SAF, and possible PCAF states and the paramagnetic Mott insulator only appears at large onsite Coulomb
repulsion. Since the DAF and PAF states have never been taken into account in previous studies \[23, 26, 28, 31, 34, 38\] and these states are the ground states with total energies well separated from other states in the respective region of the phase diagram within mean field approximation, we argue that the DAF and PAF states may also win the competition among all the states we considered even beyond mean field approximation. Finally, we discuss the relevance of the phase diagram, displayed in Fig. 1, to real materials. It is well known that the one-band Hubbard model (1) is the basic model to describe the magnetism in cuprates. Owing to the fact that \(t_2/t_1\) is small in cuprates, the CAF insulating state successfully accounts for the antiferromagnetic order observed in these compounds. Concerning the iron-based superconductors, the onsite Coulomb interactions are believed to be moderate \[42, 43\] and the geometric frustration \(t_2/t_1\) of different orbitals varies from \(\sim 0\) to \(>1\) as reported in an \textit{ab initio} study \[44\], which may support possible tendency towards all types of magnetic orders presented in our phase diagram, for example the DAF and PAF order as observed in FeTe \[10–13\], the PCAF order in FeSe \[15\], and SAF order in many others \[18–20\]. Then, the total magnetic state of the whole system may result from interplay among the tendencies towards different magnetic states in different orbitals, reminiscent of weak antiferromagnetism induced by coupling of frustrated and unfrustrated bands \[45\].

The reason why a one-band model can be applied to qualitatively understand the physical properties of a multi-orbital system is the following. Since the Hund’s coupling which serves as a band decoupler suppresses the orbital fluctuations \[6, 7\], the multi-orbital system can be viewed as a collection of single-band ones, leading to a unified phase diagram shared by iron-based superconductors and cuprates \[8\]. Vice versa, the one-band Hubbard model (1) can be mapped onto an effective multi-orbital problem, leading to a unified understanding of non-Fermi liquid behaviors in both high-\(T_c\) superconducting families \[46\]. These results, together with ours, indicate that the one-band Hubbard model on frustrated square lattice with hoppings up to next-nearest neighbour may be the minimum model to describe the magnetism of both iron-based superconductors and cuprates.

Given the fact that parent compounds of iron-based superconductors are electron-doped systems due to 5 Fe 3d orbitals filled by six electrons, we have investigated the effect of electron doping on the DAF and PAF states by calculating the energy differences of the magnetic orderings considered in the work at filling \(n = 1.2\) for \(t_2/t_1 = 0.65\) and \(t_2/t_1 = 0.8\). Additionally, the ferromagnetic (FM) state is also taken into account, which is found to be stabilized at weak and intermediate \(U\). The result is shown in Fig. 8, where the energy of the DAF state is set to zero. It is found that both the DAF and PAF states are favored by doping since the regions for these two phases are remarkably enlarged in comparison to that at half filling. It should be noted that, when \(t_2/t_1 = 0.65\), the PAF state rather than the DAF state is realized at filling \(n = 1.2\) in contrast to the case of half filling. Similar conclusions are obtained for \(t_2/t_1 = 0.8\).

Last point we have to emphasize is that the AF states we studied in this paper are restricted to CAF, SAF, DAF, PCAF, and PAF states, which are
observed experimentally in mother compounds of high-T$_c$ cuprates and iron-based superconductors.

5. conclusion

In conclusion, we have studied the two-dimensional Hubbard model on the square lattice with $t_1$ and $t_2$ at half filling and zero temperature within the mean field theory. We find that the DAF and PAF states are realized at moderate electronic repulsion in the vicinity of $t_2/t_1 = 1/\sqrt{2}$ as a result of the interplay between geometrical frustration and kinetic energy, electronic Coulomb interaction. In the DAF and PAF states, the system is a metal. Moreover, the DAF and PAF states are robust under finite temperature and finite doping. Since the CAF and DAF, PAF, PCAF, SAF states we obtained can reasonably account for the corresponding magnetic orderings in cuprates and parent compounds of iron-based superconductors, respectively, we argue that the Hubbard model (1) may be the minimum model which can capture the underlying physics of both high-T$_c$ superconductors. Our findings call for further work on the new phase diagram beyond mean field approximation.
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Appendix A. The mean field approximation to the Hubbard model on frustrated square lattice

The two-dimensional Hubbard model with nearest-neighbour $t_1$ and next-nearest-neighbour $t_2$ hoppings on the square lattice, which is defined by Eq (1), is studied within the mean field approximation, where the onsite Coulomb repulsion is approximately treated via Eq (2). Without considering charge ordered state, the average occupation per site is expressed as

$$\bar{n} = \langle n_{l\uparrow} \rangle + \langle n_{l\downarrow} \rangle,$$

where $l$ represents the $l$-th unit cell, and $i = 1, \cdots, n_c$ the sublattice index with $n_c$ the total number of lattice sites in a unit cell.

The magnetic order parameter $m_i$ of each sublattice is defined as

$$m_i e^{iQ} = \langle n_{l\uparrow} \rangle - \langle n_{l\downarrow} \rangle,$$

where $Q$ denotes the magnetic wave vector. If $m = 0$, the system is in the NM state.

Combing Eq (A.2) and Eq (A.1), we have

$$\langle n_{l\uparrow} \rangle = \frac{\bar{n}}{2} + \frac{m_i}{2} e^{iQ} \quad \text{and} \quad \langle n_{l\downarrow} \rangle = \frac{\bar{n}}{2} - \frac{m_i}{2} e^{iQ}.$$
Finally, at the mean field level, the interaction part of the Hamiltonian (1) can be written as

\[
H_{\text{int}} = U \sum_{li} \left( \frac{\bar{n}}{2} - \frac{m_i}{2} e^{iQ\cdot l_i} \right) n_{li\uparrow} + \\
U \sum_{li} \left( \frac{\bar{n}}{2} + \frac{m_i}{2} e^{iQ\cdot l_i} \right) n_{li\downarrow} + \\
U \sum_{li} \frac{m_i^2}{4} e^{2iQ\cdot l_i} - U \frac{N n_e \bar{n}^2}{4},
\]

(A.4)

where \( N \) denotes the total number of unit cells. For all the antiferromagnetic orderings
considered in the work, \( e^{i2\mathbf{Q}^\dagger} = 1 \). After performing the Fourier transformation, we obtain

\[
H_{\text{int}} = U \sum_{ki} \left( \frac{n_{ki\uparrow}}{2} - \frac{m_i}{2} c_{ki\uparrow}^{\dagger} c_{k+\mathbf{Q}i\uparrow} \right) + \\
U \sum_{ki} \left( \frac{n_{ki\downarrow}}{2} + \frac{m_i}{2} c_{ki\downarrow}^{\dagger} c_{k+\mathbf{Q}i\downarrow} \right) + \\
NU \sum_i \frac{m_i^2}{4} - U \frac{Nn^2}{4}.
\]

(A.5)

It is expected that the symmetry-broken magnetic orderings occur when the electronic interaction exceeds a threshold. In this work, paramagnetic and five antiferromagnetic states are considered, including the CAF, DAF, SAF, PCAF and PAF phases. The unit cell consisting of two lattice sites is chosen to do the mean field calculations for all antiferromagnetic states except for the PAF state, for which the corresponding calculations are done with unit cell containing four lattice sites. These two kinds of unit cells are displayed in Fig. (I) For the CAF, DAF and SAF states, the \( x(y) \) is along the square diagonal direction, i.e. \( ox(oy) \) direction. For the PCAF and PAF states, the \( x(y) \) is along the nearest-neighbour bond direction, i.e. \( ox'(oy') \) direction. The corresponding \( \mathbf{Q} \) vectors of CAF, DAF, SAF, PCAF, and PAF states are \( (0,0), (\pi,0), (\pi,\pi), (\pi,\pi), \) and \( (\pi,\pi) \), respectively.

When the unit cell has two lattice sites, the noninteracting part of the Hamiltonian can be written as

\[
H_0 = \sum_{k\sigma} \left( c_{k1\sigma}^{\dagger} c_{k2\sigma}^{\dagger} \right) \begin{pmatrix} \epsilon_{11}(k) & \epsilon_{12}(k) \\ \epsilon_{21}(k) & \epsilon_{22}(k) \end{pmatrix} \begin{pmatrix} k1\sigma \\ c_{k2\sigma} \end{pmatrix},
\]

(A.6)

where \( \sigma \) denotes the electron spin. For the CAF, DAF and SAF states,

\[
\epsilon_{11}(k) = -2t_2 (\cos k_x + \cos k_y) = \epsilon_{22}(k),
\]

(A.7)

\[
\epsilon_{12}(k) = -4t_1 \cos \frac{k_x}{2} \cos \frac{k_y}{2} = \epsilon^*_2(k).
\]

(A.8)

For the PCAF state,

\[
\epsilon_{11}(k) = -2t_1 \cos k_x = \epsilon_{22}(k),
\]

(A.9)

\[
\epsilon_{12}(k) = -t_1(1 + e^{-ik_y}) - 2t_2 \cos k_x (1 + e^{-ik_y}),
\]

(A.10)

and \( \epsilon^*_2(k) = \epsilon_{12}(k) \). For the case of the unit cell containing four lattice sites, the kinetic energy can be written in a matrix form

\[
H_0 = \sum_{k\sigma} \left| \Psi_{k\sigma} \right| \begin{pmatrix} \epsilon_{11}(k) & \cdots & \epsilon_{14}(k) \\ \vdots & \ddots & \vdots \\ \epsilon_{41}(k) & \cdots & \epsilon_{44}(k) \end{pmatrix} |\Psi_{k\sigma}\rangle,
\]

(A.11)

where \( |\Psi_{k\sigma}\rangle^T = (c_{k1\sigma}, c_{k2\sigma}, c_{k3\sigma}, c_{k4\sigma}) \), \( \epsilon_{11}(k) = 0, \epsilon_{12}(k) = -t_1(1 + e^{ik_x}), \epsilon_{13}(k) = -t_1(1 + e^{-ik_y}), \epsilon_{14}(k) = -t_2(1 + e^{ik_x} + e^{-ik_y} + e^{i(k_x-k_y)}), \epsilon_{22}(k) = 0, \epsilon_{23}(k) = -t_2(1 + e^{-ik_x} + e^{-ik_y} + e^{-i(k_x+k_y)}), \epsilon_{24}(k) = -t_1(1 + e^{-ik_y}), \epsilon_{33}(k) = 0, \epsilon_{34}(k) = -t_2(1 + e^{-ik_x} + e^{-ik_y} + e^{-i(k_x+k_y)}), \epsilon_{44}(k) = -t_1(1 + e^{-ik_y}). \)
$$
abla_{34}(k) = -t_1(1 + e^{ik_x})$$, \(\nabla_{44}(k) = 0\). And \(\nabla_{ji}(k) = \nabla_{ij}^*(k)\) with \(j > i\). In general, the whole Hamiltonian is

$$H = H_{\text{int}} + H_0,$$

in the basis \((|\Psi_{k\sigma}\rangle, |\Psi_{k+Q\sigma}\rangle)\). Due to the occurrence of band folded when \(Q \neq (0,0)\), \(k\) will be limited to the corresponding reduced Brillouin zone (RBZ).

In the mean field calculations, the key quantities are the average occupation \(\bar{n}\) and magnetic order parameter \(m_i\). They can be self-consistently obtained by diagonalizing the total Hamiltonian with the unitary transformation \(S\), which is defined via \(c_{ki\sigma}^\dagger = \sum_\alpha S_{kia} \phi_{k\alpha\sigma}^\dagger\) where \(\phi_{k\alpha\sigma}^\dagger\) create an electron with spin \(\sigma\) in band \(\alpha\) at momentum \(k\). In the band basis, the ground state can be expressed as

$$|\rangle = \prod_{\alpha\sigma k \in \text{RBZ}, E_{k\sigma} \leq E_f} \phi_{k\sigma\alpha}^\dagger |\text{vac}\rangle,$$

where \(E_{k\sigma}\) and \(E_f\) are the band eigen energy and the Fermi energy, respectively. The total energy per magnetic unit cell is

$$E_{\text{total}} = \frac{1}{N} \sum_{\alpha k \in \text{RBZ}} E_{k\sigma} \theta(E_f - E_{k\sigma})$$

$$+ U \sum_i \frac{m_i^2}{4} - U n_c \bar{n}^2,$$

where \(\theta(E_f - E_{k\sigma})\) is the step function. The average occupation is

$$\bar{n} = \frac{1}{N n_c} \sum_{i\sigma} \langle |n_{i\sigma}| \rangle$$

$$= \frac{1}{N n_c} \sum_{i\sigma k \in \text{RBZ}} (\langle |n_{k\sigma}| \rangle + \langle |n_{k+Q\sigma}| \rangle).$$

(A.15)

It is obvious that

$$\bar{n} = \frac{1}{N n_c} \sum_{\alpha k \in \text{RBZ}} \theta(E_f - E_{k\alpha}).$$

(A.16)

Similarly, the magnetic order parameter is

$$m_i = \frac{1}{N} \sum_k \langle |c_{ki\uparrow} c_{k+Q\uparrow}| \rangle - \frac{1}{N} \sum_k \langle |c_{ki\downarrow} c_{k+Q\downarrow}| \rangle.$$  

(A.17)

By using \(c_{k\sigma}^\dagger = \sum_\alpha S_{k\alpha\sigma} \phi_{k\alpha\sigma}^\dagger\), we have

$$m_i = \frac{2}{N} \sum_{ak \in \text{RBZ}} \{Re[S_{k\alpha\uparrow}^* S_{k+Q\alpha\uparrow}^* - S_{k\alpha\downarrow}^* S_{k+Q\alpha\downarrow}^*]\}$$

$$\times \theta(E_f - E_{k\sigma}).$$

(A.18)

Note \(E_{k\sigma} = E_{k\sigma\uparrow} = E_{k\sigma\downarrow}\) for all antiferromagnetic states and \(Re[\cdot]\) means taking the real part. Obviously, steady solutions of different magnetic states can be obtained by self-consistently solving Eq. (A.12), (A.16) and (A.18), and the ground state is determined by comparing Eq. (A.14) averaged by total number of lattice sites per unit cell among all the magnetic states we considered.
At finite temperature, the free energy can be expressed as

\[ F = -\frac{1}{\beta} \ln \Xi + N n_c \bar{n} \mu + NU \sum_i \frac{m_i^2}{4} - U N n_c \bar{n}^2, \]  
(A.19)

where the grand partition function reads

\[ \ln \Xi = \sum_{ak \in RBZ} \ln [1 + e^{-\beta(E_{k\alpha\sigma} - \mu)}], \]  
(A.20)

and \( \beta \) is the inversed temperature defined as \( 1/kT \).
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