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Abstract. In this paper, we study the following coupled nonlinear Schrödinger system of the form
\[
\begin{cases}
-\Delta u_i - \kappa_i u_i = g_i(u_i) + \lambda \partial_i F(\vec{u}), \\
\vec{u} = (u_1, u_2, \cdots, u_m), u_i \in D_0^{1,2}(\Omega),
\end{cases}
\]
for \( m = 2, 3 \), where \( \Omega \subset \mathbb{R}^N \) is a bounded domain or \( \mathbb{R}^N \), \( N \geq 3 \), \( F(t_1, t_2, \cdots, t_m) \in C^1(\mathbb{R}^m, \mathbb{R}) \), \( \kappa_i \in \mathbb{R} \), \( g_i \in C(\mathbb{R}) \) (\( i = 1, 2, \cdots, m \)) and \( \lambda > 0 \) is large enough. In this work we mainly focus on the existence of fully nontrivial ground-state solutions and synchronized ground-state solutions under certain conditions.

1. Introduction. This paper is concerned with the existence of fully nontrivial ground-state solutions and synchronized ground-state solutions to the subcritical and critical cases of the time-independent Schrödinger equations
\[
\begin{cases}
-\Delta u_i - \kappa_i u_i = g_i(u_i) + \lambda \partial_i F(\vec{u}), \\
\vec{u} = (u_1, u_2, \cdots, u_m), u_i \in D_0^{1,2}(\Omega),
\end{cases}
\]
for \( m = 2, 3 \), where \( \Omega \subset \mathbb{R}^N \) is a bounded domain or \( \mathbb{R}^N \), \( N \geq 3 \), \( F(t_1, t_2, \cdots, t_m) \in C^1(\mathbb{R}^m, \mathbb{R}) \), \( \lambda > 0 \) and \( \kappa_i \in \mathbb{R} \), \( g_i \in C(\mathbb{R}) \) (\( i = 1, 2, \cdots, m \)). This type of system appears in mathematical models for various physics problems, especially in nonlinear optics and Bose-Einstein condensation (see for instance [1, 13, 14, 16]). Due to its importance, it has drawn much attention from many mathematicians in recent years.

A particular case of (1.1) is the following subcritical system
\[
\begin{cases}
-\Delta u_1 - \kappa_1 u_1 = g_1(u_1) + \lambda \partial_1 F(u_1, u_2), \\
-\Delta u_2 - \kappa_2 u_2 = g_2(u_2) + \lambda \partial_2 F(u_1, u_2), \\
u_1, u_2 \in H_0^1(\Omega),
\end{cases}
\]
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where $\Omega \subset \mathbb{R}^N$ is a bounded domain, $N \geq 3$, $F(t, s) \in C^1(\mathbb{R}^2, \mathbb{R})$, $\kappa_1, \kappa_2 \in \mathbb{R}$, $\lambda > 0$ and $g_1, g_2 \in C(\mathbb{R})$. This system has an extensive literature, specifically on the cubic case of homogeneous nonlinearities ($g_i(u_i) = \mu_i|u_i|^2u_i$ ($i = 1, 2$), $F(u) = |u|^2|u|^2$) in dimension $N \leq 3$. For example for $N = 2, 3$, the existence and the qualitative description of least energy solutions have raised considerable attention in the last decades, starting from the seminal paper [17] by T.-C. Lin and J. Wei. By now, a good description of positive solutions and of least energy solutions is available.

One of the interesting features of the system (1.2) is that it admits solutions with trivial components. Thereby, this system is sometimes called weakly coupled. For a deeper discussion of introduction we refer the reader to [10].

For the critical case of (1.1), we consider the systems

$$
\begin{aligned}
-\Delta u_1 &= \mu_1 |u_1|^{2^*-2}u_1 + \lambda p_{12}|u_1|^{p_{12}-2}|u_2|^{p_{21}}u_1 + \lambda p_{13}|u_1|^{p_{13}-2}|u_3|^{p_{31}}u_1, \\
-\Delta u_2 &= \mu_2 |u_2|^{2^*-2}u_2 + \lambda p_{23}|u_2|^{p_{23}-2}|u_3|^{p_{32}}u_2, \\
-\Delta u_3 &= \mu_3 |u_3|^{2^*-2}u_3 + \lambda p_{31}|u_3|^{p_{31}-2}|u_1|^{p_{13}}u_3 + \lambda p_{32}|u_3|^{p_{32}-2}|u_2|^{p_{23}}u_3,
\end{aligned}
$$

for $1, 2, 3 \in D^{1,2}(\mathbb{R}^N)$, and

$$
\begin{aligned}
-\Delta u_1 - \kappa_1 u_1 &= \mu_1 |u_1|^{2^*-2}u_1 + \lambda p_{12}|u_1|^{p_{12}-2}|u_2|^{p_{21}}u_1 + \lambda p_{13}|u_1|^{p_{13}-2}|u_3|^{p_{31}}u_1, \\
-\Delta u_2 - \kappa_2 u_2 &= \mu_2 |u_2|^{2^*-2}u_2 + \lambda p_{23}|u_2|^{p_{23}-2}|u_3|^{p_{32}}u_2, \\
-\Delta u_3 - \kappa_3 u_3 &= \mu_3 |u_3|^{2^*-2}u_3 + \lambda p_{31}|u_3|^{p_{31}-2}|u_1|^{p_{13}}u_3 + \lambda p_{32}|u_3|^{p_{32}-2}|u_2|^{p_{23}}u_3,
\end{aligned}
$$

for $1, 2, 3 \in H_0^1(\Omega)$, (1.3)

where $\kappa_i \in \mathbb{R}$, $\mu_i > 0$, $p_{ij} > 1$, $p_{ij} + p_{ji} = 2^*$, $i \neq j$ ($i, j = 1, 2, 3$) and $\Omega$ is a bounded domain. Physically, for the cubic case ($N = 4$, $p_{ij} = p_{ji} = 2$) of the above systems, the solution $u_i$ denotes the $i^{th}$ component of the beam in Kerr-Like photorefractive media (see [1]). The positive constant $\mu_i$ is for self-focusing in the $i^{th}$ component of the beam and the coupling constant $\lambda p_{ij}$ is the interaction between the $i^{th}$ and $j^{th}$ components of the beam. As $\lambda p_{ij} > 0$, the interaction is attractive, but the interaction is repulsive if $\lambda p_{ij} < 0$. In the attractive case the components of a vector solution tend to go along each other, leading to synchronization and in the repulsive case, the components tend to segregate from each other, leading to phase separations [18].

If $\kappa_i = 0$ with $m = 2$, we have the weakly coupled critical system

$$
\begin{aligned}
-\Delta u &= \mu_1 |u|^{2^*-2}u + \lambda \alpha |u|^{\alpha-2}|u|^\beta u, \\
-\Delta v &= \mu_2 |v|^{2^*-2}v + \lambda \beta |v|^{\beta-2}|u|^\alpha v,
\end{aligned}
$$

for $u, v \in D_0^{1,2}(\Omega)$, (1.5)

where $\Omega$ is either a bounded smooth domain in $\mathbb{R}^N$ or $\Omega = \mathbb{R}^N$, $\alpha, \beta > 1$ and $\alpha + \beta = 2^*$. Recently, a prescribed number of fully nontrivial solutions for bounded domains and existence of infinitely many fully nontrivial solutions for $\mathbb{R}^N$ to (1.5) are found by Clapp and Faya [9]. For $\lambda = 0$, (1.3) reduces to the problem

$$
-\Delta w = \mu |w|^{2^*-2}w, \quad w \in D^{1,2}(\mathbb{R}^N).
$$

In [12] W.Y. Ding showed the equation (1.6) has infinitely many solutions. The existence and multiplicity of positive solutions to the corresponding subcritical case in dimension $N \leq 3$ for the system (1.4) with two components and $\kappa_i > 0$ have been extensively investigated in [2, 4, 5, 6, 8, 11]. For $\lambda = 0$, the system (1.4) can
There exist constants $c_j$ with $c_j < \kappa < c_{j+1}$ or $N \geq 5$ and $\kappa \in \mathbb{R}$ where $\kappa_j$ is the sequence of eigenvalues of the operator $-\Delta$ in $H^1_0(\Omega)$, the existence of ground-state solutions to the equation (1.7) has been established in reference [19].

We point out that our results are an improvement and generalization of [10] for the subcritical and critical cases. In this work, the functions $g_i$ and $F(\nu)$ are general functions for subcritical case. For critical case we consider three components. It is noted that it is difficult to verify Palais-Smale condition for energy functional of (1.2) when $\kappa_i$ is a positive number. In this paper we establish the existence of fully nontrivial ground-state solutions to (1.2) for the subcritical case by variational method. In particular, the Palais-Smale condition and Nehari manifold are utilized. Additionally by comparing the energy level we find a ground-state solution to (1.3) which is fully nontrivial and synchronized under some assumptions. Moreover, the system (1.4) admits a nontrivial ground-state solution by variational method. When $\kappa_1 = \kappa_2 = \kappa_3 = \kappa$, by establishing a relation between two minimization problems, we prove that all ground-state solutions to (1.4) are synchronized. It turns out that all components of ground-state solutions of (1.4) are the product of a known function and some constants which are critical points of an auxiliary function.

In order to find a solution for subcritical case (1.2), we make the following assumptions, which are needed in the proof of Theorem 1.1.

(C1) $g_i \in C(\mathbb{R}), i = 1, 2$ is odd and $F(t, s) \in C^1(\mathbb{R}^2, \mathbb{R})$ is even. Its partial derivatives $f_1(t, s) := \partial_t F(t, s), f_2(t, s) := \partial_s F(t, s)$ satisfy that $f_1(0, s) = 0, f_2(t, 0) = 0$ for any $t, s \in \mathbb{R}$.

(C2) There exist constants $\alpha, \beta > 1, c_1, c_2 > 0$ such that $p = \alpha + \beta < 2^* = 2N/(N - 2)$ and

$$c_1|t|^{\alpha}|s|^{\beta} \leq F(t, s) \leq c_2|t|^{\alpha}|s|^{\beta}, \quad |f_1(t, s)t| + |f_2(t, s)s| \leq c_2|t|^{\alpha}|s|^{\beta},$$

for any $(t, s) \in \mathbb{R}^2$.

(C3) There exist constants $\ell_i, \mu_i > 0, i = 1, 2$ and $2 < r \leq p = \alpha + \beta$ such that

$$\lim_{t \to 0} \frac{g_i(t)}{|t|^{p-2}t} = \ell_i, \quad \lim_{t \to \infty} \frac{g_i(t)}{|t|^{p-1}} = \mu_i.$$ 

(C4) $g_i(t)/|t|$ is strictly increasing on $(-\infty, 0)$ and on $(0, \infty)$.

(C5) Define $G_i(t) := \int_0^t g_i(s)ds$, $t \in \mathbb{R}, i = 1, 2$. There exists a constant $\theta > 2$ such that

$$\theta G_i(t) \leq g_i(t)t, \quad t \in \mathbb{R}, i = 1, 2,$$

and

$$\theta F(t, s) \leq f_1(t, s)t + f_2(t, s)s, \quad \forall t, s \in \mathbb{R}.$$ 

It is easy to see that the functions $g_i(t) = \ell_i|t|^{r-2}t + \mu_i|t|^{p-2}t, i = 1, 2, F(t, s) = |t|^{\alpha}|s|^{\beta}$, with $\alpha, \beta > 1, \alpha + \beta < 2^*$ satisfy the assumptions (C1) - (C5).

Throughout this paper we use the following notations. $H^1_0(\Omega)$ denotes the usual Sobolev space with the norm

$$\|u\| := (\int_\Omega |\nabla u|^2)^{1/2}, \quad \forall u \in H^1_0(\Omega).$$
Denote the norm of \( L^p(\Omega) \) by
\[
|u|_p := \left( \int_{\Omega} |u|^p \right)^{\frac{1}{p}}
\]
and \( X = H^1_0(\Omega) \times H^1_0(\Omega) \) with the norm
\[
\|\tilde{u}\| := \left( \|u\|^2 + \|v\|^2 \right)^{\frac{1}{2}}, \quad \forall \tilde{u} = (u, v) \in X.
\]
For \( \ell = 1, 2 \) define
\[
B_\ell(u, v) := \int_{\Omega} [\nabla u(x) \nabla v(x) - \kappa_\ell uv], \quad \forall (u, v) \in X
\]
and
\[
B(\tilde{u}, \tilde{v}) := B_1(u_1, v_1) + B_2(u_2, v_2)
\]
for \( \tilde{u} = (u_1, u_2), \tilde{v} = (v_1, v_2) \in X \). The energy functional associated with (1.2) is given by
\[
J_\lambda(\tilde{u}) := \frac{1}{2} B(\tilde{u}, \tilde{u}) - \int_{\Omega} \left[ G_1(u_1) + G_2(u_2) + \lambda F(\tilde{u}) \right]
\]
for \( \tilde{u} = (u_1, u_2) \in X \). Thus, the solutions of (1.2) are the critical points of \( J_\lambda \) and its partial derivatives are
\[
\langle \partial_u J_\lambda(u, v), \phi \rangle = B_1(u, \phi) - \int_{\Omega} [g_1(u) \phi(x) + \lambda f_1(u, v) \phi(x)],
\]
\[
\langle \partial_v J_\lambda(u, v), \phi \rangle = B_2(v, \phi) - \int_{\Omega} [g_2(v) \phi(x) + \lambda f_2(u, v) \phi(x)]
\]
for any \( \phi \in C_0^\infty(\Omega) \).

It follows from [20] that for \( p < 2^* \) there is a minimizer \( \omega_i \) for the energy functional
\[
I_i(u) = \frac{1}{2} B_i(u, u) - \int_{\Omega} G_i(u), \quad i = 1, 2
\]
on the associated generalized Nehari manifold. The same is true for \( p = 2^* \) if \( \kappa_i > 0 \) and either \( N \geq 5 \), or \( N = 4 \) and \( \kappa_i \) is not an eigenvalue of \(-\Delta \) in \( H^1_0(\Omega) \) (see [19] or [15]). Hence, \( \omega_i \) is a least energy nontrivial solution to the following equation
\[
-\Delta u - \kappa_i u = g_i(u), \quad u \in H^1_0(\Omega).
\]
Let
\[
c_0 := \min\{I_1(\omega_1), I_2(\omega_2)\}.
\]
Our main results are stated as follows:

**Theorem 1.1.** Suppose that \( \kappa_1, \kappa_2 \in \mathbb{R} \) and the assumptions (C1) – (C5) hold.

1. There exists a constant \( \Lambda_1 > 0 \) such that for each \( \lambda > \Lambda_1 \) the system (1.2) has a fully nontrivial ground-state solution \((u, v) \in X\).

2. For each positive integer \( k \) there is \( \Lambda_k > 0 \) such that, if \( \lambda > \Lambda_k \), then the system (1.2) has at least \( k \) fully nontrivial solutions.

In order to state the next theorem we need some notations. Let
\[
S := \inf \left\{ \frac{\|\nabla u\|^2}{|u|^2} : u \in D^{1,2}(\mathbb{R}^N), u \neq 0 \right\},
\]
\[
S_{\infty, \lambda} := \inf_{\tilde{a} \in D^{1,2}(\mathbb{R}^N), \tilde{a} \neq 0} \frac{\|u_1\|^2 + \|u_2\|^2 + \|u_3\|^2}{\int_{\mathbb{R}^N} \left( \sum_{i=1}^3 \mu_i |u_i|^{2^*} + 2^* \lambda \sum_{i < j} |u_i|^{2^*} |u_j|^{2^*} \right)^{2/2^*}}
\]
and \( \overline{m} = \max \{ s_1^{p_{11}} s_2^{p_{21}} + s_1^{p_{12}} s_3^{p_{31}} + s_2^{p_{22}} s_3^{p_{32}} \mid s_1^2 + s_2^2 + s_3^2 = 1, s_i \geq 0, 1 \leq i \leq 3 \} \). For any \( \epsilon > 0 \), define
\[
U_\epsilon(x) := [N(N-2)]^{\frac{N-2}{4}} \left( \frac{\epsilon}{r^2 + |x|^2} \right)^{\frac{N-2}{2}}, \quad x \in \mathbb{R}^N.
\]

The energy functional corresponding to (1.3) is defined by
\[
I_{\infty,\lambda}(\bar{u}) := \frac{1}{2} (\|u_1\|^2 + \|u_2\|^2 + \|u_3\|^2) - \frac{1}{2} (\mu_1|u_1|^{2^*}_2 + \mu_2|u_2|^{2^*}_2 + \mu_3|u_3|^{2^*}_2) - \lambda \int_{\mathbb{R}^N} (|u_1|^{p_{11}}|u_2|^{p_{21}} + |u_1|^{p_{12}}|u_3|^{p_{31}} + |u_2|^{p_{22}}|u_3|^{p_{32}}),
\]
where \( \| \cdot \| \) and \( | \cdot |_{2^*} \) are the usual norms in \( D^{1,2}(\mathbb{R}^N) \) and \( L^{2^*}(\mathbb{R}^N) \) respectively. Then
\[
\langle I_{\infty,\lambda}(\bar{u}), \bar{u} \rangle = \sum_{i=1}^{3} \|u_i\|^2 - 2 \lambda \sum_{i<j} \int_{\mathbb{R}^N} |u_i|^{p_{ij}}|u_j|^{p_{ji}}.
\]

The Nehari manifold associated with (1.3) is given by
\[
M_{\infty,\lambda} := \{ \bar{u} \in [D^{1,2}(\mathbb{R}^N)]^3 : \bar{u} \neq (0, 0, 0), \langle I'_{\infty,\lambda}(\bar{u}), \bar{u} \rangle = 0 \}.
\]

**Theorem 1.2.**

1. For any \( \lambda > 0 \), then
\[
0 < S_{\infty,\lambda} := \inf_{s_i > 0, i=1,2,3} \frac{S \sum_{i=1}^{3} s_i^2}{\sum_{i=1}^{3} \mu_i s_i^{2^*_2} + 2 \lambda \sum_{i<j} s_i^{p_{ij}} s_j^{p_{ji}} |2^*/2^*_2|}.
\]

2. Let \( |p_{12} - 2^*_2| \geq \max \{|p_{13} - 2^*_2|, |p_{23} - 2^*_2|\} \) and suppose that \( \overline{m} > \left( \frac{p_{12}^2 p_{22}^2}{(2^*_2)^2} \right)^{\frac{1}{2}} \).

Then there exists \( \Lambda_1 > 0 \) such that for every \( \epsilon > 0 \) and any \( \lambda > \Lambda_1 \) (1.3) admits a solution \((s_1 U_\epsilon, s_2 U_\epsilon, s_3 U_\epsilon)\) with
\[
I_{\infty,\lambda}(s_1 U_\epsilon, s_2 U_\epsilon, s_3 U_\epsilon) = \inf_{\bar{u} \in M_{\infty,\lambda}} I_{\infty,\lambda}(\bar{u}) = \frac{1}{N} S^{N/2}_{\infty,\lambda},
\]
where \( s_1, s_2, s_3 > 0 \) are constants depending on \( \lambda \).

The energy functional associated with (1.4) is defined by
\[
J_\lambda(\bar{u}) := \frac{1}{2} \|\bar{u}\|^2 - \frac{3}{2} \sum_{i=1}^{3} \kappa_i |u_i|^{2^*_2} - \lambda \sum_{i<j} \int_{\Omega} |u_i|^{p_{ij}}|u_j|^{p_{ji}}.
\]

for \( \bar{u} = (u_1, u_2, u_3) \in [H^1_0(\Omega)]^3 \).

**Theorem 1.3.** Let \( p_{ij} + p_{ji} = 2^* \) and suppose that \( \kappa_1, \kappa_2, \kappa_3 > 0 \). If \( N \geq 5 \), then there exists \( \Lambda_1 > 0 \) such that for each \( \lambda > \Lambda_1 \) the system (1.4) has a ground-state solution \( \bar{u} = (u_1, u_2, u_3) \). The same conclusion remains valid if \( N = 4 \) and \( \kappa_1, \kappa_2, \kappa_3 \) are not eigenvalues of \( -\Delta \) in \( H^1_0(\Omega) \). Moreover,
\[
0 < J_\lambda(\bar{u}) < \min \{ B_i(\omega_i, \omega_i) \mid i = 1, 2, 3 \},
\]
where \( B_i \) is defined the same as in (1.8) and \( \omega_i \) is a ground-state solution to the equation
\[
-\Delta v - \kappa_i v = \mu_i |v|^{2^*_2 - 2} v, \quad v \in H^1_0(\Omega).
\]

**Theorem 1.4.** Let \( \kappa_1 = \kappa_2 = \kappa_3 = \kappa \in \mathbb{R} \) in (1.4) and \( 0 < \kappa_1 < \kappa_2 < \cdots < \kappa_\ell < \cdots \) be the eigenvalues of \( -\Delta \) in \( H^1_0(\Omega) \).
(1) Suppose that \( \bar{\kappa}_\ell < \kappa < \bar{\kappa}_{\ell+1} \) for some \( \ell \) and \( N = 4 \) or \( \kappa \in \mathbb{R} \) and \( N \geq 5 \), then the system (1.4) has a synchronized solution.

(2) If \( 0 < \kappa < \bar{\kappa}_1 \) and \( N \geq 4 \), then the set \( G \) which consists of all ground-state solutions for the system (1.4) can be formulated by

\[
G = \{(\pm r_1 \omega, \pm r_2 \omega, \pm r_3 \omega)|\vec{r} \in A, H(\vec{r}) = \Theta, \omega \in G_0\},
\]

where the set \( A \) is defined as

\[
A := \{\vec{r} \in [0, +\infty)^3 \setminus \{(0)\}|t_i^2 = \mu_i t_i^2 + \sum_{j \neq i}^3 \lambda_p t_i^{p_i-j} t_j^{p_j}, 1 \leq i \leq 3\},
\]

the function \( H(\vec{r}) \) is given by

\[
H(\vec{r}) = \sum_{i=1}^3 \mu_i t_i^{2*} + \sum_{1 \leq i < j \leq 3} \lambda_p t_i^{p_i-j} t_j^{p_j}, \quad \vec{r} \in A,
\]

the constant \( \Theta \) is defined by

\[
\Theta = \min\{H(\vec{r})|\vec{r} \in A\}
\]

and the set \( G_0 \) consists of all ground-state solutions of

\[
-\Delta \varphi - \kappa \varphi = |\varphi|^{2*-2} \varphi, \quad \varphi \in H^1_0(\Omega).
\]

This paper is organized as follows. In Section 2 we introduce some preliminaries and variational setting. Section 3 is dedicated to the subcritical case and Section 4 to the critical case. Finally, Section 5 is devoted to the synchronized solutions.

2. Preliminaries.

Definition 2.1. A solution \( \vec{u} = (u_1, u_2, \ldots, u_m) \) is called fully nontrivial if \( u_i \neq 0, i = 1, 2, 3, \ldots, m \), \( \vec{u} \) is called semitrivial solution if \( \vec{u} \) is not zero and \( u_i = 0 \) for some \( i \). A solution \( \vec{u} \) is called positive if \( u_i > 0 \) in \( \Omega \) for every \( i \).

Definition 2.2. A nonzero solution is called a ground-state solution if it has the least energy among all nonzero solutions.

Proposition 1. If the functional \( J_\lambda \) defined in (1.9) has a critical point \( \vec{u} \) such that \( 0 < J_\lambda(\vec{u}) < c_0 \), then \( \vec{u} \) is a fully nontrivial solution of (1.2).

Proof. If \( \vec{u} = (u_1, u_2) \) is a semitrivial solution of (1.2), then either \( u_1 = 0 \) and \( u_2 \neq 0 \) or \( u_2 = 0 \) is a solution of (1.13) for \( i = 2 \) or \( \vec{u} \neq 0 \) and \( u_2 = 0 \) is a solution of (1.13) for \( i = 1 \). For the first case, we have \( J_\lambda(\vec{u}) = I_2(u_2) \geq c_0 \). It contradicts to the assumption. Similarly, we can deal with the second case. \( \square \)

The following proposition is exactly Proposition 2.2 in [10].

Proposition 2. Let \( X \) be a Hilbert space and suppose \( J \in C^1(X, \mathbb{R}) \) is even and \( J(0) = 0 \). Suppose also there exist closed subspaces \( Y, Z \) of \( X \) and constants \( b, c_0, \rho \) such that \( Y \) has finite codimension in \( X \), \( Z \) has finite dimension, \( 0 < b < c_0 \), \( \rho > 0 \) and

\[
\inf\{J(\vec{u}) : \vec{u} \in Y, \|\vec{u}\| = \rho\} > b, \quad \sup\{J(\vec{u}) : \vec{u} \in Z\} < c_0.
\]

If \( J \) satisfies the Palais-Smale condition at all levels \( c \in (b, c_0) \) and if \( k = \dim Z - \text{codim} Y > 0 \), then \( J \) has at least \( k \) critical values in \( (b, c_0) \) or it has infinitely many critical points in \( J^{-1}(b, c_0) \).
Let \( 0 < \tilde{\kappa}_1 < \tilde{\kappa}_2 < \cdots \) be the eigenvalues of \(-\Delta\) in \(H^1_0(\Omega)\) counted with their multiplicity and let \(e_1, e_2, \cdots\) be the corresponding orthonormal eigenfunctions in \(L^2(\Omega)\). These are also the eigenfunctions of the operator \(-\Delta - \kappa_i\) in \(H^1_0(\Omega)\) but the eigenvalues are shifted by \(-\kappa_i\).

For \(i = 1, 2\), we set \(X_i := H^1_0(\Omega)\) and we write \(X_i = X_i^- \oplus X_i^0 \oplus X_i^+\) for the orthogonal decomposition corresponding to the negative, zero and positive part of the spectrum of \(-\Delta - \kappa_i\) in \(H^1_0(\Omega)\). Namely

\[
\begin{align*}
X_i^- &= \text{span}\{e_\ell : \tilde{\kappa}_\ell < \kappa_i\}, \quad (2.1) \\
X_i^0 &= \text{span}\{e_\ell : \tilde{\kappa}_\ell = \kappa_i\}, \quad (2.2) \\
X_i^+ &= \text{span}\{e_\ell : \tilde{\kappa}_\ell > \kappa_i\}. \quad (2.3)
\end{align*}
\]

The spaces \(\bar{X}_i := X_i^- \oplus X_i^0\) are finite-dimensional. Note that \(X = X^+ \oplus \bar{X}\), with

\[
X^+ := X^+_1 \times X^+_2, \quad \bar{X} := \bar{X}_1 \times \bar{X}_2.
\]

Indeed, let \(u = u^+ + u^0 \in X^+_1 \oplus \bar{X}_1\), \(v = v^+ + v^0 \in X^+_2 \oplus \bar{X}_2\), then we have

\[
(u, v) = (u^+, v^+) + (u^0, v^0) \in (X^+_1 \times X^+_2) \oplus (\bar{X}_1 \times \bar{X}_2) = X^+ \oplus \bar{X}.
\]

3. The subcritical case. Throughout this section we suppose that \(2 < p < 2^*\). Fix a positive integer \(s\) and let \(W_s = \text{span}\{e_1, \cdots, e_s\} \subset H^1_0(\Omega)\). Set

\[
Z_s := \{(w, w) : w \in W_s\} \subset X,
\]

then \(\dim Z_s = s\). In fact, let \(w = \sum_{i=1}^s c_i e_i \in W_s\), then

\[
(w, w) = \sum_{i=1}^s c_i (e_i, e_i) \in Z_s.
\]

Thus,

\[
Z_s := \text{span}\{(w, w) : w \in W_s\} \subset X.
\]

**Lemma 3.1.**

1. For any \(\epsilon > 0\) there exists a constant \(C_\epsilon > 0\) such that

\[
|g_i(t)| \leq \epsilon|t| + C_\epsilon|t|^{p-1}, \quad \forall t \in \mathbb{R} \quad (3.1)
\]

and

\[
|G_i(t)| \leq \epsilon|t|^2 + C_\epsilon|t|^p, \quad \forall t \in \mathbb{R}. \quad (3.2)
\]

2. \(g_i(t) > 0\) if \(t > 0\), \(g_i(t) < 0\) if \(t < 0\), \(i = 1, 2\).

3. \(G_i(t) > 0\), if \(t \neq 0\), \(i = 1, 2\).

4. There exists a constant \(C_0 > 0\) such that

\[
C_0(|t|^\theta - 1) \leq G_i(t), \quad i = 1, 2, \quad t \in \mathbb{R}, \quad (3.3)
\]

where \(\theta > 2\) is from the assumption (C5).

**Proof.**

1. It follows from (C3) that for any \(\epsilon > 0\) there exists a constant \(C_\epsilon > 0\) such that (3.1) holds and then by integrating (3.1) we obtain (3.2).

2. By the assumptions (C3) and (C4) we deduce that \(g_i(t) > 0\) if \(t > 0\) and also \(g_i(t) < 0\) if \(t < 0\).

3. By the definition of the functions \(G_i\) and part (2), it is easy to see that \(G_i(t) > 0, t \neq 0, i = 1, 2\).
(4) From the assumption (C5) and the third conclusion of this lemma we obtain
\[ \frac{\theta}{t} \leq \frac{g_i(t)}{G_i(t)} \]
for any \( t > 1 \). Integrating this inequality from 1 to \( t \) gives
\[ \ln t^\theta \leq \ln G_i(t) - \ln G_i(1). \]
It implies that
\[ |t|^{\theta} - 1 \leq t^\theta \leq \frac{G_i(t)}{G_i(1)}. \]
We set \( C_0 = G_i(1) \), then \( C_0 \) satisfies (3.3) for \( t > 1 \). The case \( t < -1 \) can be dealt with similarly by considering the inequality
\[ t \geq \frac{g_i(t)}{G_i(t)}; \forall t < -1: \]

**Lemma 3.2.** Let \( c_0 \) be as in (1.14).

(i) For each fixed \( \lambda > 0 \) there exist \( \theta > 0, 0 < b < c_0 \) such that
\[ \inf \{ J_{\lambda}(\bar{u}) : \bar{u} \in X^+, \| \bar{u} \| = \rho \} > b. \]

(ii) For any positive integer \( s \) there is \( \tilde{\Lambda}_s \) such that, if \( \lambda > \tilde{\Lambda}_s \), then
\[ \max \{ J_{\lambda}(\bar{u}) | \bar{u} \in Z_s \} < c_0. \]

**Proof.** (i) For any \( \lambda > 0 \) it follows from Lemma 3.1 that \( \int_{\Omega} G_i(u) = o(\|u\|^2), i = 1, 2 \) as \( \|u\| \to 0 \). By the assumption (C2) and Hölder’s inequality we deduce that
\[ \int_{\Omega} F(\bar{u}) = o(\|\bar{u}\|^2) \]
as \( \|\bar{u}\| \to 0 \). Therefore
\[ J_{\lambda}(\bar{u}) = \frac{1}{2} B(\bar{u}, \bar{u}) + o(\|\bar{u}\|^2) \] (3.4)
for \( \bar{u} \in X \) with \( \|\bar{u}\| \to 0 \). We observe that there exists a positive constant \( c > 0 \) depending on \( \kappa_1 \) and \( \kappa_2 \) such that
\[ \frac{1}{c} \|\bar{u}\|^2 \leq B(\bar{u}, \bar{u}) \leq c \|\bar{u}\|^2, \forall \bar{u} \in X^+. \] (3.5)
Inserting (3.5) into (3.4) gives
\[ J_{\lambda}(\bar{u}) \geq \frac{1}{2c} \|\bar{u}\|^2 + o(\|\bar{u}\|^2). \] (3.6)
Let \( \rho \in (0, \sqrt{c_0}) \) be a fixed constant satisfying
\[ |o(\|\bar{u}\|^2)| \leq \frac{1}{4c} \|\bar{u}\|^2 \] (3.7)
for any \( \|\bar{u}\| \leq \rho \). From (3.6) and (3.7) we conclude that
\[ \inf \{ J_{\lambda}(\bar{u}) : \bar{u} \in X^+, \|\bar{u}\| = \rho \} \geq \frac{\rho^2}{4c}. \] (3.8)
Set \( b = \rho^2/8c \), then \( b \) and \( \rho \) satisfy all requirements in part (i).

(ii) Suppose the assertion of part (ii) is false, then there exist \( \lambda_n \to \infty \) such that
\[ \max \{ J_{\lambda_n}(\bar{u}) | \bar{u} \in Z_s \} \geq c_0. \] (3.9)
For \( \tilde{u} = (w, w) \in Z_s \), from (1.9) we have
\[
J_{\lambda}(\tilde{u}) = \frac{1}{2} B(\tilde{u}, \tilde{u}) - \int_{\Omega} [G_1(w) + G_2(w) + \lambda F(\tilde{u})].
\] (3.10)

Note that there exists a constant \( M_1 > 0 \) such that
\[
|B(\tilde{u}, \tilde{u})| = \left[ \int_{\Omega} \left| \nabla w \right|^2 - \frac{\kappa_1 + \kappa_2}{2} w^2 \right| \leq M_1 \| w \|^2
\] (3.11)
due to the Poincaré inequality. Using Lemma 3.1 we deduce that there is a constant \( M_2 > 0 \) such that
\[
|\int_{\Omega} [G_1(w) + G_2(w)]| \leq M_2 \| w \|^2 + M_2 \| w \|^p,
\] (3.12)
thanks to the Sobolev imbedding theorem \( H^1_0(\Omega) \subset L^q(\Omega), 2 \leq q \leq 2^* \). By the assumption (C2) and the space \( W_s \) being finite-dimension, there is a constant \( M_3 > 0 \) satisfying
\[
\int_{\Omega} F(\tilde{u}) \geq c_1 \int_{\Omega} |w|^p \geq M_3 \| w \|^p,
\] (3.13)
where the constant \( c_1 \) is from the assumption (C2). Combining (3.11)-(3.13) we obtain
\[
J_{\lambda}(\tilde{u}) \leq M_1 \| w \|^2 + M_2 \| w \|^2 + M_2 \| w \|^p - \lambda M_3 \| w \|^p.
\] (3.14)
Thus, (3.14) implies that for each \( \lambda > M_2/M_3 \), there exist some \( \tilde{u}_\lambda \in Z_s \) such that
\[
J_{\lambda}(\tilde{u}_\lambda) = \max \{ J_{\lambda}(\tilde{u}) | \tilde{u} \in Z_s \}.
\]
Note that \( \lambda_n \to \infty \) as \( n \to \infty \), then there exists a \( n_0 \) such that there is a sequence of functions \( \tilde{u}_n = (w_n, w_n) \in Z_s \) satisfying
\[
J_{\lambda_n}(\tilde{u}_n) = \max \{ J_{\lambda_n}(\tilde{u}) | \tilde{u} \in Z_s \}
\] (3.15)
for any \( n \geq n_0 \). From (3.9),(3.14) and (3.15) we infer that
\[
c_0 + \lambda_n M_3 \| w_n \|^p \leq (M_1 + M_2) \| w_n \|^2 + M_2 \| w_n \|^p
\] (3.16)
for all \( n \geq n_0 \). Let \( n_1 > n_0 \) be an integer such that
\[
M_2 \leq \frac{\lambda_n M_3}{2}
\] (3.17)
for every \( n \geq n_1 \) because of \( \lim_{n \to \infty} \lambda_n = \infty \). Inserting (3.17) into (3.16) leads to
\[
c_0 + \frac{\lambda_n M_3}{2} \| w_n \|^p \leq (M_1 + M_2) \| w_n \|^2.
\] (3.18)
It reveals that
\[
\sqrt{\frac{c_0}{M_1 + M_2}} \leq \| w_n \| \leq \left( \frac{2(M_1 + M_2)}{\lambda_n M_3} \right)^{\frac{1}{p-2}}, \quad \forall n \geq n_1
\]
which is impossible as \( p > 2 \) and \( \lim_{n \to \infty} \lambda_n = \infty \). Therefore it finishes the proof of part (ii).

**Lemma 3.3.** \( J_{\lambda} \) satisfies the Palais-Smale condition in \( X \).

**Proof.** Let \( \{ \tilde{u}_n = (u_n, v_n) \} \) be a Palais-Smale sequence for \( J_{\lambda} \), then
\[
J_{\lambda}(\tilde{u}_n) = \frac{1}{2} B(\tilde{u}_n, \tilde{u}_n) - \int_{\Omega} [G_1(u_n) + G_2(v_n) + \lambda F(\tilde{u}_n)] = d + o(1)
\] (3.19)
and
\[ \langle J'_\lambda(\bar{u}_n), \bar{u}_n \rangle = B(\bar{u}_n, \bar{u}_n) - \int_\Omega [g_1(u_n)u_n + g_2(v_n)v_n + \lambda f_1(\bar{u}_n)u_n + \lambda f_2(\bar{u}_n)v_n] \]
\[ = o(1)\|\bar{u}_n\|. \quad (3.20) \]
Let \( 2 < \theta' < \theta \), then
\[ \theta' J'_\lambda(\bar{u}_n) - \langle J'_\lambda(\bar{u}_n), \bar{u}_n \rangle \]
\[ = (\frac{\theta'}{2} - 1)B(\bar{u}_n, \bar{u}_n) + \int_\Omega [g_1(u_n)u_n - \theta' G_1(u_n) + g_2(v_n)v_n - \theta' G_2(v_n)] \]
\[ + \lambda \int_\Omega [f_1(\bar{u}_n)u_n - \theta' F(u_n)] \]
\[ \geq (\frac{\theta'}{2} - 1)B(\bar{u}_n, \bar{u}_n) + (\theta' - \theta') \int_\Omega [G_1(u_n) + G_2(v_n)]. \quad (3.21) \]

It follows from part (4) of Lemma 3.1 that
\[ \theta' J'_\lambda(\bar{u}_n) - \langle J'_\lambda(\bar{u}_n), \bar{u}_n \rangle \geq (\frac{\theta'}{2} - 1)B(\bar{u}_n, \bar{u}_n) + C_0(\theta - \theta') \int_\Omega [\|u_n\|^\theta + \|v_n\|^\theta - 2] \quad (3.22) \]
for some positive constants \( C_0 \). Inserting (3.19) and (3.20) into (3.22) leads to
\[ \theta'(d + o(1)) - o(1)\|\bar{u}_n\| \geq (\frac{\theta'}{2} - 1)B(\bar{u}_n, \bar{u}_n) + C_0(\theta - \theta') \int_\Omega [\|u_n\|^\theta + \|v_n\|^\theta - 2]. \quad (3.23) \]

Let \( u_n = u_n^+ + u_n^{\leq 0}, v_n = v_n^+ + v_n^{\leq 0} \in X^+ + \bar{X} \), then \( \|u_n\|^\theta = \|u_n^+\|^\theta + \|v_n^{\leq 0}\|^\theta \) and
\[ \|v_n\|^\theta = \|v_n^+\|^\theta + \|v_n^{\leq 0}\|^\theta. \]

Note that \( L^\theta(\Omega) \subseteq L^2(\Omega) \), then
\[ |u_n^+ + v_n^{\leq 0}|^\theta \geq C|u_n^+|^\theta + |u_n^{\leq 0}|^\theta = C|u_n^+|^\theta + |u_n^{\leq 0}|^\theta \]
\[ \geq C|u_n\|^\theta. \]

Similarly, we have
\[ |v_n^+ + v_n^{\leq 0}|^\theta \geq C|v_n\|^\theta. \]

Because \( B(\cdot, \cdot)^\frac{1}{\theta} \) and \( \| \cdot \| \) are equivalent norms in \( X^+, \bar{X} \) is finite-dimension, we deduce that
\[ C_1(1 + \|u_n^{\leq 0}\|^\theta + \|v_n^{\leq 0}\|^\theta + |\bar{u}_n^n|^\theta) \geq \|\bar{u}_n^n\|^\theta + \|\bar{u}_n^{\leq 0}\|^\theta \]
due to (3.23). It implies that \( \bar{u}_n \) is bounded in \( X \) because of \( \theta > 2 \). So, passing to a subsequence,
\[ \begin{align*}
\bar{u}_n & \rightharpoonup \bar{u} \text{ weakly in } X, \\
\bar{u}_n & \rightarrow \bar{u} \text{ strongly in } L^2(\Omega) \text{ and in } L^p(\Omega), \\
\bar{u}_n & \rightarrow \bar{u} \text{ strongly in } \bar{X},
\end{align*} \quad (3.24) \]

where \( \bar{u}_n = \bar{u}_n^+ + \bar{u}_n \) and \( \bar{u} = \bar{u}^+ + \bar{u} \) with \( \bar{u}_n^+, \bar{u}^+ \in X^+ \) and \( \bar{u}_n, \bar{u} \in \bar{X} \). Also, it is easy to see that \( \bar{u} \) is a critical point of \( J_\lambda \). By the H"{o}lder inequality and the boundedness of \( \{\bar{u}_n\} \) we have
\[ \int_\Omega [g_1(u_n) - g_1(u)](u_n - u) = o(1), \]
\[ \int_\Omega [g_2(v_n) - g_2(v)](v_n - v) = o(1), \]
\[ \int_\Omega [f_1(\bar{u}_n) - f_1(\bar{u})](u_n - u) = o(1), \]
\[ \int_\Omega [f_2(\bar{u}_n) - f_2(\bar{u})](v_n - v) = o(1). \]
Hence,

\[ o(1) = \langle J'_\lambda(\bar{u}_n) - J'_\lambda(\bar{u}), \bar{u}_n - \bar{u} \rangle = B(\bar{u}_n - \bar{u}, \bar{u}_n - \bar{u}) + o(1) = B(\bar{u}_n^+ - \bar{u}^+, \bar{u}_n^+ - \bar{u}^+) + o(1). \]

It follows that \( \bar{u}_n^+ \to \bar{u}^+ \) in \( X \). Thus, \( \bar{u}_n \to \bar{u} \) in \( X \) as claimed. \( \square \)

**Lemma 3.4.** Let

\[ N_\lambda := \{ \bar{u} \in X \setminus \bar{X} : \langle J'_\lambda(\bar{u}), \bar{u} \rangle = \langle J'_\lambda(\bar{v}), \bar{v} \rangle = 0, \ \forall \bar{v} \in \bar{X} \} \]

be the generalized Nehari manifold. The set \( N_\lambda \) is closed in \( X \) and bounded away from \( \bar{X} \).

**Proof.** Arguing by contradiction, assume there exists a sequence \( \{\bar{u}_n\} \) in \( N_\lambda \) such that \( \bar{u}_n^+ \to 0 \). Write \( \bar{u}_n = \bar{u}_n^+ + \bar{u}_n^0 + \bar{u}_n^- \) with \( \bar{u}_n^+ \in X_1^+ \times X_2^+ =: X^+ \) and \( \bar{u}_n^0 \in X_1^0 \times X_2^0 =: X^0 \). Notice that \( \langle J'_\lambda(\bar{u}_n), \bar{u}_n \rangle = 0 \) can be rewritten as follows

\[ B(\bar{u}_n^+, \bar{u}_n^+) = -B(\bar{u}_n^-, \bar{u}_n^-) + \int_\Omega [g_1(u_n)u_n + g_2(v_n)v_n + \lambda f_1(\bar{u}_n)u_n + \lambda f_2(\bar{u}_n)v_n] \tag{3.26} \]

Since \( B(\bar{u}_n^+, \bar{u}_n^+) \to 0 \), by the assumptions \((C4),(C5)\) and \( B(\bar{u}_n^-, \bar{u}_n^-) \leq 0 \), (3.26) implies that \( \bar{u}_n^- \to 0 \) and

\[ \lim_{n \to \infty} \int_\Omega [g_1(u_n)u_n + g_2(v_n)v_n] = 0. \tag{3.27} \]

It follows from part (4) of Lemma 3.1 and \((C5)\) that

\[ \theta C_0 \int_\Omega (|u_n|^\theta + |v_n|^\theta - 2) \leq \int_\Omega [g_1(u_n)u_n + g_2(v_n)v_n]. \tag{3.28} \]

Therefore the sequences \( \{u_n\}, \{v_n\} \) are bounded in \( L^\theta(\Omega) \). It implies immediately that the sequences \( \{u_n\}, \{v_n\} \) are bounded in \( L^2(\Omega) \). Note that

\[ |u_n^0|^2 \leq |u_n|^2 + |u_n^+|^2 + |u_n^-|^2 \leq |u_n|^2 + C\|u_n^+\| + C\|u_n^-\|. \]

Then it reveals that the sequence \( \{u_n^0\} \) is bounded in \( L^2(\Omega) \). Similarly, the sequence \( \{v_n^0\} \) is also bounded in \( L^2(\Omega) \). Since \( \bar{X} \) is finite-dimensional, up to a subsequence there is \( \bar{u}^0 = (u^0, v^0) \in \bar{X} \) such that

\[ \lim_{n \to \infty} \bar{u}_n^0 = \bar{u}^0. \]

From (3.27) and \((C5)\) we see that

\[ \lim_{n \to \infty} \int_\Omega [G_1(u_n) + G_2(v_n)] = 0. \tag{3.29} \]

By part (1) of Lemma 3.1 and Dominated Convergence Theorem we have

\[ \int_\Omega [G_1(u^0) + G_2(v^0)] = 0. \tag{3.30} \]

Thus, \( u^0 = v^0 = 0 \) due to part (3) of Lemma 3.1 and \( \bar{u}_n^0 \to 0 \). It then shows that \( \bar{u}_n \to 0 \). Since \( \bar{u}_n \in N_\lambda \), we obtain

\[ \langle J'_\lambda(\bar{u}_n), \bar{u}_n \rangle = \langle J'_\lambda(\bar{u}_n), \bar{u}_n^0 \rangle = \langle J'_\lambda(\bar{u}_n), \bar{u}_n^- \rangle = 0. \tag{3.31} \]

It indicates \( \langle J'_\lambda(\bar{u}_n), \bar{u}_n^+ \rangle = 0 \). By part (1) of Lemma 3.1 we obtain

\[ B_1(u_n^+, u_n^+) = \int_\Omega [g_1(u_n)u_n^+ + \lambda f_1(\bar{u}_n)u_n^+] \]
\[ \leq C \int_\Omega [\epsilon |u_n| + C_\epsilon |u_n|^{p-1} + \lambda |u_n|^{p-1} |v_n|^2] |u_n^+|. \]  

(3.32)

Using the Hölder and the Sobolev inequalities yields

\[ B_1(u_n^+, u_n^+) \leq \epsilon \|u_n\|^2 + C_\epsilon \|\tilde{u}_n\|^p. \]

Hence, \[ \|u_n^+\|^2 \leq \epsilon \|u_n\|^2 + C_\epsilon \|\tilde{u}_n\|^p, \]

\[ \|v_n^+\|^2 \leq \epsilon \|v_n\|^2 + C_\epsilon \|\tilde{u}_n\|^p, \]

\[ \|v_n^-\|^2 \leq \epsilon \|v_n\|^2 + C_\epsilon \|\tilde{u}_n\|^p. \]

Therefore,

\[ \|u_n^+\|^2 + \|v_n^+\|^2 \leq \epsilon \|u_n\|^2 + C_\epsilon \|\tilde{u}_n\|^p. \]  

(3.33)

Let \( \tilde{w}_n = (\phi_n, \psi_n) = \tilde{u}_n/\|\tilde{u}_n\| \), then (3.33) can be rewritten as

\[ \|u_n^+\|^2 + \|\tilde{w}_n^+\|^2 \leq C_\epsilon \|\tilde{w}_n\|^p. \]

(3.34)

It indicates that \( \tilde{w}_n^+ \to 0 \) and \( \tilde{w}_n^- \to 0 \). As a result, we deduce that

\[ \tilde{w}_n^0 \to \tilde{u}^0 = (\phi^0, \psi^0) \neq (0, 0) \]

(3.35)

up to a subsequence. We observe that

\[ \langle J_1(\tilde{u}_n), (\phi^0_n, 0) \rangle = 0 \]

and

\[ \langle J_1(\tilde{u}_n), (0, \psi^0_n) \rangle = 0. \]

It follows that

\[ 0 = \int_\Omega [g_1(u_n)\phi^0_n + \lambda f_1(\tilde{u}_n)\phi^0_n] \]

(3.36)

and

\[ 0 = \int_\Omega [g_2(v_n)\psi^0_n + \lambda f_2(\tilde{u}_n)\psi^0_n]. \]

(3.37)

Set \( t_n = \|\tilde{u}_n\| \) and \( u_n = t_n \phi_n, v_n = t_n \psi_n, \tilde{u}_n = t_n \tilde{w}_n \). Inserting them into (3.36) and (3.37) gives

\[ \int_\Omega [g_1(t_n \phi_n)\phi^0_n + g_2(t_n \psi_n)\psi^0_n] = -\lambda \int_\Omega [f_1(t_n \tilde{w}_n)\phi^0_n + f_2(t_n \tilde{w}_n)\psi^0_n]. \]

(3.38)

Note that

\[ \lim_{n \to \infty} \frac{g_1(t_n \phi_n(x))\phi^0_n(x)}{t_n^{p-1}} = \ell_1 |\phi^0(x)|^r, \quad \text{a.e. } x \in \Omega, \]

(3.39)

\[ \lim_{n \to \infty} \frac{g_2(t_n \psi_n(x))\psi^0_n(x)}{t_n^{p-1}} = \ell_2 |\psi^0(x)|^r, \quad \text{a.e. } x \in \Omega. \]

(3.40)

By the inequality

\[ |g_i(t)| \leq C(|t|^{r-1} + |t|^{p-1}) \]

due to the assumptions (C1) and (C3), we obtain

\[ |g_1(t_n \phi_n)\phi^0_n + g_2(t_n \psi_n)\psi^0_n| \leq C t_n^{r-1} \left( |\phi_n|^{r-1} |\phi^0_n| + |\psi_n|^{r-1} |\psi^0_n| \right) + C t_n^{p-1} \left( |\phi_n|^{p-1} |\phi^0_n| + |\psi_n|^{p-1} |\psi^0_n| \right). \]

(3.42)
Since \( \phi_n \to \phi^0 \), \( \phi^0_n \to \phi^0 \), \( \psi_n \to \psi^0 \) and \( \psi^0_n \to \psi^0 \) in \( L^p(\Omega) \), there exist a nonnegative function \( h \in L^p(\Omega) \) and a subsequence \( n_k \) of \( n \) such that
\[
|\phi_{n_k}(x)| + |\phi^0_{n_k}(x)| + |\psi_{n_k}(x)| + |\psi^0_{n_k}(x)| \leq h(x), \quad \text{a.e. in } \Omega, \tag{3.43}
\]
\[
\phi_{n_k}(x) \to \phi^0(x) \quad \text{a.e. in } \Omega,
\]
\[
\phi^0_{n_k}(x) \to \phi^0(x) \quad \text{a.e. in } \Omega,
\]
\[
\psi_{n_k}(x) \to \psi^0(x) \quad \text{a.e. in } \Omega
\]
and
\[
\psi^0_{n_k}(x) \to \psi^0(x) \quad \text{a.e. in } \Omega.
\]

For the sake of simplicity, we use the sequence \( \{n\} \) to replace the subsequence \( \{n_k\} \). Then
\[
|g_1(t_n \phi_n) \phi^0_n + g_2(t_n \psi_n) \psi^0_n| \leq C(t^*_n + t^n_0) h^p(x).
\]

By Dominated Convergence Theorem we arrive at
\[
\lim_{n \to \infty} \frac{1}{t^*_n} \int_\Omega [g_1(t_n \phi_n) \phi^0_n + g_2(t_n \psi_n) \psi^0_n] = \int_\Omega [f_1|\phi^0(x)|^\alpha + f_2|\psi^0(x)|^\alpha]. \tag{3.44}
\]

On the other hand, by the assumption (C2) we deduce that
\[
|f_1(t_n \psi_n) \phi^0_n(x) + f_2(t_n \psi_n) \psi^0_n(x)|
\leq c_2 \left( |t_n \phi_n(x)|^{\alpha-1} |t_n \psi_n(x)|^\beta |\phi^0_n(x)| + |t_n \phi_n(x)| |t_n \psi_n(x)|^{\beta-1} |\psi^0_n(x)| \right)
\leq c_2 \left( |\phi_n(x)|^{\alpha-1} |\psi_n(x)|^\beta |\phi^0_n(x)| + |\phi_n(x)| |\psi_n(x)|^{\beta-1} |\psi^0_n(x)| \right).
\]

It follows from Hölder and the Sobolev inequalities that
\[
\int_\Omega [f_1(t_n \psi_n) \phi^0_n(x) + f_2(t_n \psi_n) \psi^0_n(x)]
\leq c_2 t^{p-1}_n \int_\Omega \left( |\phi^0_n(x)|^{\alpha-1} |\psi_n(x)|^\beta |\phi^0_n(x)| + |\phi_n(x)|^\alpha |\psi_n(x)|^{\beta-1} |\psi^0_n(x)| \right)
\leq c_2 t^{p-1}_n \left( |\phi^0_n|^{\alpha-1} |\psi_n|^{\beta} |\phi^0_n| + |\phi_n|^\alpha |\psi_n|^{\beta-1} |\psi^0_n| \right)
\leq C(t^*_n)^{-1}.
\]

Here we used \( \|\phi_n\| = \|\psi_n\| = 1 \) and the boundedness of \( \|\phi^0_n\|, \|\psi^0_n\| \). Thus
\[
\lim_{n \to \infty} \int_\Omega [f_1(t_n \psi_n) \phi^0_n(x) + f_2(t_n \psi_n) \psi^0_n(x)] = 0 \tag{3.47}
\]
because of \( r < p \). Note that
\[
f_1(t_n \psi_n) \phi^0_n(x) + f_2(t_n \psi_n) \psi^0_n(x)
= f_1(t_n \psi_n) \phi_n(x) + f_2(t_n \psi_n) \psi_n(x)
+ f_1(t_n \psi_n) (\phi^0_n(x) - \phi_n(x)) + f_2(t_n \psi_n) (\psi^0_n(x) - \psi_n(x)). \tag{3.48}
\]
By assumptions (C2) and (C5) and (3.43) we deduce that
\[
\frac{f_1(t_n \psi_n) \phi_n(x) + f_2(t_n \psi_n) \psi_n(x)}{t^{-1}_n} \geq \theta c_1 |\phi_n(x)|^\alpha |\psi_n(x)|^\beta \tag{3.49}
\]
and
\[
|f_1(t_n \psi_n) (\phi^0_n(x) - \phi_n(x)) + f_2(t_n \psi_n) (\psi^0_n(x) - \psi_n(x))| \leq 4 c_2 t^{p-1}_n h^p(x)
\]
where the positive constants $c_1, c_2$ and $\theta$ come from the assumptions (C2) and (C5). Moreover
\[
\lim_{n \to \infty} \frac{1}{t_n^{p-1}} \left[ f_1(t_n \bar{w}_n(x)) (\phi_0'(x) - \phi_n(x)) + f_2(t_n \bar{w}_n(x)) (\psi_0'(x) - \psi_n(x)) \right] = 0
\]
a.e in $\Omega$. Then Dominated Convergence Theorem leads to
\[
\lim_{n \to \infty} \left[ \int \frac{f_1(t_n \bar{w}_n(x)) (\phi_0'(x) - \phi_n(x)) + f_2(t_n \bar{w}_n(x)) (\psi_0'(x) - \psi_n(x))}{t_n^{p-1}} \right] = 0. \tag{3.50}
\]
It follows from (3.38), (3.44) and (3.47)-(3.50) that
\[
\int_\Omega [\ell_1|\phi_0'(x)|^r + \ell_2|\psi_0'(x)|^r] \leq 0 \tag{3.51}
\]
for $r \leq p$. It implies that $\phi_0' = \psi_0' = 0$ for a.e. $x \in \Omega$. It contradicts to (3.35). Thus, $N_\lambda$ is bounded away from $X$. Then it reveals that $N_\lambda$ is closed. So far, the proof is finished. \hfill $\square$

**Proof of Theorem 1.1.** We first show (2), given $s := k + \text{codim} X^+$, $Y := X^+$ and $Z := Z_s$. Define $\Lambda_k := \Lambda_s$ as in Lemma 3.2 (ii). Let $\lambda > \Lambda_k$, for this $\lambda$ we choose $b, \rho > 0, b < c_0$, as in Lemma 3.2 (i). Since $J_\lambda$ satisfies the Palais-Smale condition, it follows from Proposition 2 that the system (1.2) has at least $k$ nontrivial solutions $\bar{u}_j$ such that $J_\lambda(\bar{u}_j) \in (b, c_0)$. According to Proposition 1, $\bar{u}_j$ are fully nontrivial.

To show (1), for $\lambda > \Lambda_1$ let $\{\bar{u}_n\}$ be a sequence of nontrivial solutions to (1.2) from part (2) such that $J_\lambda(\bar{u}_n) \to \inf J_\lambda(\bar{u}) : \bar{u} \neq 0$ and $J_\lambda'(\bar{u}) = 0 < c_0$. Then $\{\bar{u}_n\}$ is a Palais-Smale sequence at the energy level less than $c_0$. Since $J_\lambda$ satisfies the Palais-Smale condition, there exists a convergent subsequence $\bar{u}_n \to \bar{u} = (u, v) \in X$. According to Lemma 3.4, $\bar{u} \in N_\lambda$. On the other hand
\[
J_\lambda(\bar{u}) - \frac{1}{2} J_\lambda'(\bar{u}) \bar{u} = \frac{1}{2} \int_\Omega [g_1(u)u + g_2(v)v] - \int_\Omega [G_1(u) + G_2(v)]
+ \lambda \frac{1}{2} \int_\Omega (\mu_1 |\bar{u}|^r + \mu_2 |\bar{v}|^r) - \int_\Omega F(\bar{u})
\geq \frac{\theta}{2} - 1 \int_\Omega [G_1(u) + G_2(v) + \lambda F(\bar{u})] \geq 0. \tag{3.52}
\]
If $\int_\Omega [G_1(u) + G_2(v)] = 0$, then $u = v = 0$. Hence, $0 < J_\lambda(\bar{u}) < c_0$ and $\bar{u}$ is a fully nontrivial ground-state solution of (1.2) due to Proposition 1. \hfill $\square$

4. The critical case. We begin this section by studying the system (1.3). Recall that the energy functional corresponding to (1.3) was defined by
\[
I_{\infty, \lambda}(\bar{u}) := \frac{1}{2} \left( \|u\|^2 + \|v\|^2 + \|w\|^2 \right) - \frac{1}{2} \sum_{i=1}^{N} (\mu_1 |u_1|^2 + \mu_2 |v_1|^2 + \mu_3 |w_1|^2)
- \lambda \int_{\mathbb{R}^N} (|u_1|^{p_1}|u_2|^{p_2} + |u_1|^{p_3}|u_3|^{p_4} + |u_2|^{p_5}|u_3|^{p_6}),
\]
where $\|\cdot\|$ and $|\cdot|_{2^*}$ are the usual norms in $D^{1,2}(\mathbb{R}^N)$ and $L^{2^*}(\mathbb{R}^N)$ respectively. It implies
\[
\langle I_{\infty, \lambda}'(\bar{u}), \bar{v} \rangle = \sum_{i=1}^{3} \|u_i\|^2 - \sum_{i=1}^{3} \mu_i |u_i|_{2^*}^2 - 2^* \lambda \sum_{i<j} \int_{\mathbb{R}^N} |u_i|^{p_i} |u_j|^{p_j}. \]
The Nehari manifold associated with (1.3) is given by
\[ M_{\infty, \lambda} := \{ \bar{u} \in [D^{1,2}(\mathbb{R}^N)]^3 : \bar{u} \neq (0,0,0), (I_{\infty, \lambda}'(\bar{u}), \bar{u}) = 0 \}. \]
We recall that \( M_{\infty, \lambda} \) contains all nontrivial solutions of (1.3) and also the semitrivial ones. Thus,
\[ \inf_{\bar{u} \in M_{\infty, \lambda}} I_{\infty, \lambda}(\bar{u}) = \frac{1}{N} S_{\infty, \lambda}^{N/2}. \]
To estimate \( S_{\infty, \lambda} \), from above we take \( u_1 := s_1 U_\epsilon \), \( u_2 := s_2 U_\epsilon \) and \( u_3 := s_3 U_\epsilon \) with \( s_1, s_2, s_3 \geq 0 \). Recall that \( U_\epsilon(x) := [N(N-2)]^{\frac{N-2}{2}} (\frac{\epsilon}{r^2 + |x|^2})^{\frac{N-2}{2}}. \)
As \( ||U_\epsilon||^2 = S_{\frac{N}{2}} = |u_3|^2_{H^1} \) for any \( \epsilon > 0 \), we have
\[ S_{\infty, \lambda} \leq \inf_{s_i \geq 0, (s_1, s_2, s_3) 
eq (0,0,0)} \frac{\sum_{i=1}^3 s_i^2}{\sum_{i=1}^3 \mu_i s_i^2 + 2s^2 \lambda \sum_{i<j} s_i^p s_j^p} S \]
\[ \leq \frac{3S}{(\sum_{i=1}^3 \mu_i + 3 \cdot 2^s \lambda)^{2/2^s}}, \quad (4.1) \]
where \( S \) is the best constant for the embedding \( D^{1,2}(\mathbb{R}^N) \hookrightarrow L^{2^*}(\mathbb{R}^N) \), that is
\[ S := \inf \left\{ \frac{||\nabla u||_2^2}{||u||_2^2} : u \in D^{1,2}(\mathbb{R}^N), u \neq 0 \right\}. \]
It follows from (4.1) that
\[ \lim_{\lambda \to \infty} S_{\infty, \lambda} = 0. \quad (4.2) \]
Hence, there is \( \Lambda_0 > 0 \) such that for any \( \lambda > \Lambda_0 \),
\[ S_{\infty, \lambda} < \min \left\{ S\mu_i^{\frac{2^s}{2}}, \bar{S}\mu_i^{\frac{2^s}{2}}, \bar{S}\mu_i^{\frac{2^s}{2}} \right\}. \quad (4.3) \]

**Proof of Theorem 1.2.** For part (1) set \( \bar{\mu} := \max \{ \mu_1, \mu_2, \mu_3 \} \), then
\[ \int_{\mathbb{R}^N} \left( \sum_{i=1}^3 \mu_i |u_i|^{2^s} + 2s \lambda \sum_{i<j} |u_i|^{p_{ij}} |u_j|^{p_{ij}} \right) \]
\[ \leq \bar{\mu} \sum_{i=1}^3 |u_i|^2 \quad + 2s \lambda \sum_{i<j} \left[ \frac{p_{ij}}{2} |u_i|^2 |u_j|^2 + \frac{p_{ij}}{2^s} |u_i|^{2^s} |u_j|^{2^s} \right] \]
\[ \leq (\bar{\mu} + 2 \cdot 2^s \lambda) \sum_{i=1}^3 |u_i|^2, \]
and
\[ \left\{ \int_{\mathbb{R}^N} \left( \sum_{i=1}^3 \mu_i |u_i|^{2^s} + 2s \lambda \sum_{i<j} |u_i|^{p_{ij}} |u_j|^{p_{ij}} \right) \right\}^{\frac{2^s}{2}} \leq (\bar{\mu} + 2 \cdot 2^s \lambda) \sum_{i=1}^3 |u_i|^2, \quad (4.4) \]
thanks to the inequality
\[ (a + b + c)^\theta \leq a^\theta + b^\theta + c^\theta, \quad a, b, c \geq 0, \quad 0 < \theta < 1. \]
Hence,
\[ S_{\infty, \lambda} = \inf_{\bar{u} \in D^{1,2}(\mathbb{R}^N), \bar{u} \neq 0} \frac{||u_1||^2 + ||u_2||^2 + ||u_3||^2}{\int_{\mathbb{R}^N} \left( \sum_{i=1}^3 \mu_i |u_i|^{2^s} + 2s \lambda \sum_{i<j} |u_i|^{p_{ij}} |u_j|^{p_{ij}} \right)^{2/2^s}}. \]
By the assumption we obtain

\[ S \geq \frac{\|u\|^2}{(\bar{\mu} + 2 \times 2^* \lambda)^{\frac{2}{2^*}}}, \]  

(4.5) by the inequality

\[ \|u\|^2 \geq S\|u\|_{2^*}, \quad \forall u \in D^{1,2}(\mathbb{R}^N), \]  

which shows that \( S_{\infty, \lambda} > 0 \) for each \( \lambda > 0 \). Additionally, by (4.6) and Hölder’s inequality we obtain

\[
\frac{S \sum_{i=1}^{3} |u_i|^2}{\left[ \sum_{i=1}^{3} \mu_i |u_i|^2 + 2^* \lambda \sum_{i<j} |u_i|^{p_{ij}} |u_j|^{p_{ji}} |2^*/2^*} \right]^{2^*/2^*}, - \frac{\sum_{i=1}^{3} \mu_i |u_i|^2 + 2^* \lambda \sum_{i<j} |u_i|^{p_{ij}} |u_j|^{p_{ji}} |2^*/2^*}}{\left[ \sum_{i=1}^{3} |u_i|^2 + \|u_2\| + \|u_3\|^2 \right]^{2^*/2^*}}.
\]

(4.7)

It leads to

\[ S_{\infty, \lambda} \geq \inf_{s_i \geq 0, (s_1, s_2, s_3) \neq (0,0,0)} S \sum_{i=1}^{3} s_i^2, \]

Consequently,

\[ S_{\infty, \lambda} = \inf_{s_i \geq 0, (s_1, s_2, s_3) \neq (0,0,0)} S \sum_{i=1}^{3} s_i^2 \left[ \sum_{i=1}^{3} \mu_i s_i^{2^*} + 2^* \lambda \sum_{i<j} s_i^{p_{ij}} s_j^{p_{ji}} |2^*/2^*} \right]^{2^*/2^*}. \]

for any \( \lambda > 0 \) due to (4.1). Set

\[ f(s_1, s_2, s_3) = \frac{S \sum_{i=1}^{3} s_i^2}{\left[ \sum_{i=1}^{3} \mu_i s_i^{2^*} + 2^* \lambda \sum_{i<j} s_i^{p_{ij}} s_j^{p_{ji}} |2^*/2^*} \right]^{2^*/2^*}. \]

Then it follows from the continuity of \( f \) that (1.15) holds true.

For part (2), by a direct calculation we deduce

\[ \max\left\{ s_i^{p_{ij}} s_j^{p_{ji}} |s_i^2 + s_j^2 = 1, s_i, s_j \geq 0 \right\} = \left( \frac{p_{ij}^{p_{ij}} p_{ji}^{p_{ji}}}{(2^* s_i^2)^{2^*}} \right)^{\frac{1}{2}}, \]

Let \( m_{ij} = \left( \frac{p_{ij}}{(2^* s_i^2)^{2^*}} \right)^{\frac{1}{2}}, i < j \). It is noted that

\[ g(x) = x^x (1 - x)^{1-x}, \quad 0 < x < 1 \]

is decreasing strictly on the interval \( (0, \frac{1}{2}) \) and increasing strictly on the interval \( (\frac{1}{2}, 1) \). From \( |p_{12} - \frac{2^*}{2^*} | \geq \max\{|p_{13} - \frac{2^*}{2^*}, |p_{23} - \frac{2^*}{2^*} | \} \) we see that

\[ m_{12} \geq \max\{m_{13}, m_{23}\}. \]

We observe that

\[ \lim_{\lambda \to \infty} \lambda^{2/2^*} S_{\infty, \lambda} = \frac{S}{(2^*m)^{2/2^*}}. \]

Recall that \( \bar{m} = \max\{s_1^{p_{12}} s_2^{p_{21}} + s_1^{p_{13}} s_3^{p_{31}} + s_2^{p_{23}} s_3^{p_{32}} |s_1^2 + s_2^2 + s_3^2 = 1, s_i \geq 0, 1 \leq i \leq 3 \}. \) and

\[ \lim_{\lambda \to \infty} \lambda^{2/2^*} \inf\{f(s_1, s_2, 0) | s_1, s_2 \geq 0, (s_1, s_2) \neq (0, 0) \} = \frac{S}{(2^*m_{12})^{2/2^*}}. \]

By the assumption \( \bar{m} > m_{12} \) there exists constant \( A_1 > 0 \) large enough such that

\[ S_{\infty, \lambda} < \inf\{f(s_1, s_2, 0) | s_1, s_2 \geq 0, (s_1, s_2) \neq (0, 0) \} \]

(4.8)
for any \( \lambda > \Lambda_1 \). Therefore, there exist some constants \( s_1, s_2, s_3 > 0 \) depending on \( \lambda \) such that

\[
S_{\infty, \lambda} = f(s_1, s_2, s_3),
\]

and \((s_1 U_\varepsilon, s_2 U_\varepsilon, s_3 U_\varepsilon)\) is a solution of (1.3). It shows that

\[
I_{\infty, \lambda}(s_1 U_\varepsilon, s_2 U_\varepsilon, s_3 U_\varepsilon) = \frac{1}{N} S_{\infty, \lambda} = \inf_{\vec{u} \in M_{\infty, \lambda}} I_{\infty, \lambda}(\vec{u}).
\]

(4.9)

**Remark 1.** If \( p_{ij} = 2^*/2 \) and \( N \geq 4 \), then all assumptions of Theorem 1.2 hold true.

Now we turn our attention to the critical system (1.4). The energy functional associated with (1.4) is defined by

\[
J_\lambda(\vec{u}) := \frac{1}{2} \|\vec{u}\|^2 - \frac{1}{2} \sum_{i=1}^{3} \kappa_i |u_i|^2 - \frac{1}{2^*} \sum_{i=1}^{3} \mu_i |u_i|^{2^*} - \lambda \sum_{i<j} \int_{\Omega} |u_i|^{p_{ij}}|u_j|^{p_{ij}}
\]

and its derivative is

\[
\langle J_\lambda'(\vec{u}), \vec{v} \rangle = \sum_{i=1}^{3} (\nabla u_i, \nabla v_i) - \sum_{i=1}^{3} \kappa_i \langle u_i, v_i \rangle - \sum_{i<j} \int_{\Omega} \mu_i |u_i|^{2^*-2} u_i v_i
\]

\[
- \lambda \sum_{i<j} \int_{\Omega} [p_{ij}|u_i|^{p_{ij}-2} u_i|u_j|^{p_{ij}} v_i + p_{ji}|u_i|^{p_{ji}}|u_j|^{p_{ji}-2} u_j v_j].
\]

(4.11)

**Lemma 4.1.** \( J_\lambda \) satisfies the Palais-Smale condition below the level \( \frac{1}{N} S_{\infty, \lambda}^{N/2} \).

**Proof.** Let \( \{\vec{u}_n\} \) be a Palais-Smale sequence for \( J_\lambda \) with \( J_\lambda(\vec{u}_n) \to c < \frac{1}{N} S_{\infty, \lambda}^{N/2} \). Then \( \{\vec{u}_n\} \) is bounded in \( H^1_0(\Omega) \) by a similar analysis to the one in Lemma 3.3. Up to a subsequence we have

\[
\begin{cases}
\vec{u}_n \rightharpoonup \vec{u} \text{ weakly in } H^1_0(\Omega), \\
\vec{u}_n \rightharpoonup \vec{v} \text{ weakly in } L^{2^*}(\Omega), \\
\vec{u}_n \to \vec{u} \text{ strongly in } L^s(\Omega), \forall \ 1 \leq s < 2^*, \\
\vec{u}_n \to \vec{u} \text{ a.e. on } \Omega.
\end{cases}
\]

(4.12)

Let \( \vec{v}_n = \vec{u}_n - \vec{u} \), it suffices to prove that \( \vec{v}_n \to 0 \) in \([H^1_0(\Omega)]^3\). Note that

\[
|u_{n,i}|^{2^*-2} u_{n,i} \to |u_i|^{2^*-2} u_i, \text{ in } L^{\frac{2N}{N+2}}(\Omega)
\]

by [22]. Therefore, we have

\[
\langle J_\lambda'(\vec{u}_n), \vec{v}_n \rangle = \sum_{i=1}^{3} (\nabla u_{n,i}, \nabla v_i) - \sum_{i=1}^{3} \kappa_i \langle u_{n,i}, v_i \rangle - \sum_{i=1}^{3} \int_{\Omega} \mu_i |u_{n,i}|^{2^*-2} u_{n,i} v_i
\]

\[
- \lambda \sum_{i<j} \int_{\Omega} [p_{ij}|u_{n,i}|^{p_{ij}-2} u_{n,i}|u_{n,j}|^{p_{ij}} v_i + p_{ji}|u_{n,i}|^{p_{ji}}|u_{n,j}|^{p_{ji}-2} u_{n,j} v_j]
\]

\[
= \sum_{i=1}^{3} |u_i|^2 - \sum_{i=1}^{3} \kappa_i |u_i|^2 - \sum_{i=1}^{3} \mu_i |u_i|^{2^*} - 2^* \lambda \sum_{i<j} \int_{\Omega} |u_i|^{p_{ij}} |u_j|^{p_{ij}} + o(1).
\]

(4.13)

It implies that \( \langle J_\lambda'(\vec{u}), \vec{u}_n \rangle = 0 \). Thus by Brezis-Lieb Lemma we deduce that

\[
\langle J_\lambda'(\vec{u}_n), \vec{u}_n \rangle
\]
\[=
\sum_{i=1}^{3} \| u_{n,i} \|^2 - \sum_{i=1}^{3} \kappa_i \| u_{n,i} \|^2 - 2 \sum_{i=1}^{3} \mu_i \| u_{n,i} \|^2 - 2^* \lambda \sum_{i<j}^{} \int_\Omega \| u_{n,i} \|^2 \| u_{n,j} \|^2 + \frac{3}{2} \sum_{i=1}^{3} \mu_i \| u_{n,i} \|^2 - 2^* \lambda \sum_{i<j}^{} \int_\Omega \| u_{n,i} \|^2 \| u_{n,j} \|^2 + o_n(1) \]

It leads to
\[=
\sum_{i=1}^{3} \| u_{n,i} \|^2 - \sum_{i=1}^{3} \mu_i \| u_{n,i} \|^2 - 2^* \lambda \sum_{i<j}^{} \int_\Omega \| u_{n,i} \|^2 \| u_{n,j} \|^2 = o(1). \]

On the other hand,
\[
J_\lambda(\bar{u}_n) = \frac{1}{2} \| \bar{u}_n \|^2 - \frac{1}{2} \sum_{i=1}^{3} \kappa_i \| u_{n,i} \|^2 - \frac{3}{2} \sum_{i=1}^{3} \mu_i \| u_{n,i} \|^2 - 2^* \lambda \sum_{i<j}^{} \int_\Omega \| u_{n,i} \|^2 \| u_{n,j} \|^2 = J_\lambda(\bar{u}) + o(1).
\]

It indicates that
\[
\frac{1}{2} \sum_{i=1}^{3} \| u_{n,i} \|^2 - \frac{3}{2} \sum_{i=1}^{3} \mu_i \| u_{n,i} \|^2 - 2^* \lambda \sum_{i<j}^{} \int_\Omega \| u_{n,i} \|^2 \| u_{n,j} \|^2 = c - J_\lambda(\bar{u}) + o(1). \]

Combining (4.15) with (4.17) we obtain
\[
\sum_{i=1}^{3} \| u_{n,i} \|^2 = N(c - J_\lambda(\bar{u})) + o(1)
\]
and
\[
\sum_{i=1}^{3} \mu_i \| u_{n,i} \|^2 + 2^* \lambda \sum_{i<j}^{} \int_\Omega \| u_{n,i} \|^2 \| u_{n,j} \|^2 = N(c - J_\lambda(\bar{u})) + o(1).
\]

Hence, \( c \geq J_\lambda(\bar{u}) \). If \( c > J_\lambda(\bar{u}) \) then it follows from
\[
S_{\infty,\lambda} \left[ \sum_{i=1}^{3} \mu_i \| u_{n,i} \|^2 + 2^* \lambda \sum_{i<j}^{} \int_\Omega \| u_{n,i} \|^2 \| u_{n,j} \|^2 \right]^{\frac{1}{2}} \leq \sum_{i=1}^{3} \| u_{n,i} \|^2
\]
that
\[
S_{\infty,\lambda} \left[ N(c - J_\lambda(\bar{u})) \right]^{\frac{1}{2}} \leq N \left[ c - J_\lambda(\bar{u}) \right].
\]

By the assumption \( c < \frac{1}{2} N S_{\infty,\lambda} \) and \( c > J_\lambda(\bar{u}) \) we get
\[
Nc < N \left[ c - J_\lambda(\bar{u}) \right].
\]
Thus, \( J_\lambda(\bar{u}) < 0 \). However
\[
J_\lambda(\bar{u}) = J_\lambda(\bar{u}) - \frac{1}{2} \langle J_\lambda'(\bar{u}), \bar{u} \rangle = \frac{1}{N} \sum_{i=1}^{3} \mu_i | u_{n,i} |^2 + \frac{2^* \lambda}{N - 2} \sum_{i<j}^{} \int_\Omega | u_i |^2 | u_j |^2
\]
thanks to \( \langle J_\lambda'(\bar{u}), \bar{u} \rangle = 0 \). It is impossible. Consequently, \( c = J_\lambda(\bar{u}) \) and \( \sum_{i=1}^{3} \| u_{n,i} \|^2 \to 0 \).
We can define $\tilde{X}_3$ for $\kappa_3$ by a similar way to $\tilde{X}_1, \tilde{X}_2$. Let

$$\tilde{X} = \tilde{X}_1 \times \tilde{X}_2 \times \tilde{X}_3.$$ 

Lemma 4.2. Let $\tilde{\Omega}$ be an open nonempty subset of $\Omega$.

(1) If $(w_1, w_2, w_3) \in \tilde{X}$ and $w_i = 0$ a.e in $\tilde{\Omega}$ for some $i$, then $w_i = 0$ a.e in $\Omega$.

Consequently, $|\cdot|_{L^2(\tilde{\Omega})}$ is a norm in $\tilde{X}$, and it is equivalent to any other norm because $\dim \tilde{X} < \infty$.

(2) There exists $C > 0$ such that

$$\int_\Omega |w_i|^{p_i}|w_j|^{p_j} \geq C \|w_i\|^{p_i} \|w_j\|^{p_j} (i \neq j, i, j = 1, 2, 3), \forall (w_1, w_2, w_3) \in \tilde{X}.$$

Proof. (1) Suppose $w_i = 0$ a.e in $\tilde{\Omega}$ and $w_i \neq 0$ in $\Omega$. Note that $w_i \in \tilde{X}_i$ and $\tilde{X}_i$ is finite dimensional, then there exist some eigenfunctions $\omega_\ell$ such that $w_i = \sum_{\ell=1}^\infty \omega_\ell$ where $-\Delta \omega_\ell = \lambda_\ell \omega_\ell$ and $\lambda_1 < \lambda_2 < \cdots < \lambda_n$. Since $w_i = 0$ in $\tilde{\Omega}$, we deduce that

$$0 = (-\Delta - \lambda_1)w_i = \sum_{\ell=2}^n (\lambda_\ell - \lambda_1)\omega_\ell$$

in $\tilde{\Omega}$. Similarly, we obtain

$$0 = \sum_{\ell=3}^n (\lambda_\ell - \lambda_1)(\lambda_\ell - \lambda_2)\omega_\ell$$

in $\tilde{\Omega}$. After finite steps, we obtain $\omega_n = 0$ on $\tilde{\Omega}$. So this is impossible.

(2) Arguing by contradiction, assume there exist $(w_{1,n}, w_{2,n}, w_{3,n}) \in \tilde{X}$ such that $\|w_{1,n}\| = \|w_{2,n}\| = \|w_{3,n}\| = 1$ and $\int_\tilde{\Omega} |w_{1,n}|^{p_i}|w_{j,n}|^{p_j} \to 0$ for some pair $i \neq j$. Since $\tilde{X}$ is finite-dimensional, passing to a subsequence we have $w_{1,n} \to w_i$ and $w_{j,n} \to w_j$. Then, $\|w_{1,n}\| = \|w_{2,n}\| = \|w_{3,n}\| = 1$ and $\int_\tilde{\Omega} |w_{1,n}|^{p_i}|w_{j,n}|^{p_j} = 0$. Thus, $w_i w_j = 0$ a.e. in $\tilde{\Omega}$. Let $\Omega_j = \{x \in \Omega | w_j(x) \neq 0\}$, then $w_i = 0$ a.e. in $\Omega_j$. Note that $w_j$ is smooth, then $\Omega_j$ is an open nonempty subset of $\Omega$. Therefore it follows from part (1) that $w_i = 0$ a.e. in $\Omega$, which contradicts $\|w_{1,n}\| = 1$. This proves the lemma.

Without loss of generality, we assume that $0 \in \Omega$. We fix a radial cut-off function $\psi \in C^\infty_0(\Omega)$ such that $\psi = 1$ for $|x| \leq \delta, \delta > 0$ sufficiently small. The following estimates are well known; see, e.g., [19, 21].

Lemma 4.3. Set $\overline{\pi}_\epsilon := \psi U_\epsilon, \epsilon > 0$. Then, as $\epsilon \to 0$,

1. $\int_\Omega |\nabla \overline{\pi}_\epsilon|^2 = \int_{\mathbb{R}^N} |\nabla U_\epsilon|^2 + O(\epsilon^{N-2})$,
2. $\int_\Omega \overline{\pi}_\epsilon^2 = \int_{\mathbb{R}^N} U_\epsilon^2 + O(\epsilon N)$,
3. $\int_\Omega \overline{\pi}_\epsilon^{2^{-1}} = O(\epsilon^{N^{-2}}), \int_\Omega \overline{\pi}_\epsilon = O(\epsilon^{N^{-2}}), \int_\Omega |\nabla \overline{\pi}_\epsilon| = O(\epsilon^{N^{-2}})$,
4. $\int_\Omega \overline{\pi}_\epsilon^{2-2} = O(\epsilon^2) \quad \text{if } N \geq 5, \int_\Omega \overline{\pi}_\epsilon^{2-2} = O(\epsilon^2 |\ln \epsilon|) \quad \text{if } N = 4$,
5. $\int_\Omega \overline{\pi}_\epsilon^2 \geq \begin{cases} \frac{d \epsilon^2}{|\ln \epsilon|} + O(\epsilon^2) & \text{if } N = 4 \\ \frac{\epsilon^2}{2} + O(\epsilon^{N-2}) & \text{if } N \geq 5 \end{cases}$

where $d$ is a positive constant that depends on $N$.

Proof of Theorem 1.3. From Theorem 1.2 there exists a constant $\Lambda_1 > 0$. Fix $\lambda > \Lambda_1$, let $u_{\epsilon,1} := s_1 \overline{\pi}_\epsilon, u_{\epsilon,2} := s_2 \overline{\pi}_\epsilon$ and $u_{\epsilon,3} := s_3 \overline{\pi}_\epsilon$ with $\overline{\pi}_\epsilon = \psi U_\epsilon$ as above and
s_i > 0, i = 1, 2, 3 as in (1.16). Set \( \bar{u}_\varepsilon = (u_{\varepsilon,1}, u_{\varepsilon,2}, u_{\varepsilon,3}) \). We apply Proposition 2 with \( Y = X^+ \) and

\[
Z := \{ t \bar{u}_\varepsilon + \bar{w} : t \in \mathbb{R}, \ \bar{w} \in \bar{X} \}.
\]

Next we show that, for \( \varepsilon \) small enough,

\[
\sup_{Z} J_{\lambda} < \frac{1}{N} S_{\infty, \lambda}^{N/2}. \tag{4.18}
\]

Since \( \kappa_1, \kappa_2, \kappa_3 > 0 \), Lemma 4.3 and Theorem 1.2 yield the existence of a constant \( C > 0 \) such that

\[
\max_{t > 0} J_{\lambda}(t \bar{u}_\varepsilon) = \frac{1}{N} \left( \frac{\sum_{i=1}^{3} s_i^2 \int_{\Omega} |\nabla u_{\varepsilon,i}|^2 \sum_{i=1}^{3} \kappa_i s_i^2 \int_{\Omega} \lambda^{2r} (\int_{\Omega} \lambda^{2r})^{2/2r}}{\sum_{i=1}^{3} \mu_i s_i^{2r} + 2^r \lambda \sum_{i<j} s_i^{p_{ij}^r} s_j^{p_{ji}^r})^{2/2r} (\int_{\Omega} \lambda^{2r})^{2/2r}} \right)^{N/2}
\leq \left\{ \begin{array}{ll}
\frac{1}{N} \left( S_{\infty, \lambda} - C \varepsilon^2 + o(\varepsilon^2) \right)^{N/2}, & N \geq 5, \\
\frac{1}{N} \left( S_{\infty, \lambda} - C \varepsilon^2 |\ln \varepsilon| + O(\varepsilon^2) \right)^2, & N = 4.
\end{array} \right.
\tag{4.19}
\]

for every \( \varepsilon > 0 \) small enough.

Let now \( t \bar{u}_\varepsilon + \bar{w} \in Z \) with \( \bar{w} = (w_1, w_2, w_3) \in \bar{X} \setminus \{(0, 0, 0)\} \) and set \( \bar{\Omega} := \Omega \setminus \supp \psi \). We may assume \( t > 0 \). The computations below become simpler if \( w_i = 0 \) for some \( i \) as the corresponding terms will vanish. Since the inequality

\[
x^r - 1 - r x + r \geq 0
\]
holds true for \( x \in [0, \infty) \) and \( r \geq 1 \), we deduce that

\[
|a + b|^r \geq a^r + r a^{r-1} b, \quad \forall b \in \mathbb{R}, \ a \geq 0, \ r \geq 1
\]
and

\[
|1 + x|^{\sigma} |1 + y|^\tau \geq 1 + \theta x + \tau y - \theta \tau |xy|, \quad \forall x, y \in \mathbb{R}, \ \theta, \tau \geq 1.
\]
Thus,

\[
|a + b|^\theta |c + d|^\sigma \geq a^\theta c^\tau + \theta b a^{\theta-1} c^\tau + \tau d a^\theta c^{\tau-1} - \theta \tau |bd| a^{\theta-1} c^{\tau-1}
\]
for any \( a, b, c, d \in \mathbb{R}, \ a, c \geq 0, \ \theta, \tau \geq 1 \). Therefore, using Lemma 4.2 we obtain

\[
B_i(tu_{\varepsilon,i} + w_1, tu_{\varepsilon,i} + w_2, tu_{\varepsilon,i} + w_3) = B_i(tu_{\varepsilon,i}, tu_{\varepsilon,i}) + 2 B_i(tu_{\varepsilon,i}, w_1) + B_i(w_1, w_1), \ i = 1, 2, 3.
\]

\[
\int_{\Omega} |tu_{\varepsilon,i} + w_i|^2\]

\[
\geq \int_{\Omega} |tu_{\varepsilon,i}|^2 + \int_{\bar{\Omega}} |w_i|^2 + \int_{\bar{\Omega}} |w_i|^{2r} + \int_{\bar{\Omega}} 2^r t^{2r-1} u_{\varepsilon,i}^{2r-1} w_i + C_1 |w_i|^2, \ i = 1, 2, 3,
\tag{4.22}
\]

\[
\sum_{i \neq j} \int_{\Omega} |tu_{\varepsilon,i} + w_i|^{p_{ij}} |tu_{\varepsilon,j} + w_j|^{p_{ji}}
\geq \sum_{i \neq j} \int_{\Omega} |tu_{\varepsilon,i} + w_i|^{p_{ij}} |tu_{\varepsilon,j} + w_j|^{p_{ji}} + \sum_{i \neq j} \int_{\Omega} |w_i|^{p_{ij}} |w_j|^{p_{ji}}
\tag{4.23}
\]

\[
\geq \sum_{i < j} \int_{\Omega} (tu_{\varepsilon,i})^{p_{ij}} (tu_{\varepsilon,i})^{p_{ji}} + t^{2r-1} \sum_{i < j} \int_{\Omega} u_{\varepsilon,i}^{p_{ij}-1} u_{\varepsilon,j}^{p_{ji}} w_i + \sum_{i < j} \int_{\Omega} u_{\varepsilon,i}^{p_{ij}} u_{\varepsilon,j}^{p_{ji}-1} w_j
\]
\[-t^2 - 2 \sum_{i<j} p_{ij} p_{ji} \int \Omega \left| u_{e,i}^{p_{ij} - 1} u_{e,j}^{p_{ij} - 1} \right| |w_i w_j| + C_2 \sum_{i<j} \|w_i\|^{p_{ij}} \|w_j\|^{p_{ij}}, \quad (i, j = 1, 2, 3).\]

Here and hereafter \(C_i\) denotes a positive constant. From inequalities (4.21), (4.22) and Lemma 4.3 we obtain

\[J_\lambda(tu_e + \bar{w}) = \frac{1}{2} \int \Omega |\nabla(tu_e + \bar{w})|^2 - \frac{1}{2} \sum_{i=1}^3 \kappa_i |tu_{e,i}|^2 - \frac{1}{2} \sum_{i=1}^3 \mu_i |tu_{e,i} + w_i|^2 \]

\[\leq C_3 \left( t^2 + t \sum_{i=1}^3 \|w_i\| + \sum_{i=1}^3 \|w_i\|^2 + \epsilon^{\frac{5}{2}} t^{2-1} \sum_{i=1}^3 \|w_i\| \right) \]

\[-C_4 \left( t^2 + \sum_{i=1}^3 \|w_i\|^2 \right). \quad (4.24)\]

So, as \(t^2 - 1 \sum_{i=1}^3 \|w_i\| \leq 3t^2 + \sum_{i=1}^3 \|w_i\|^2\), there exists \(R > 0\) such that, for every \(\epsilon\) small enough,

\[J_\lambda(tu_e + \bar{w}) \leq 0 \quad \text{if} \quad \|w_i\| \geq R \quad \text{or} \quad t \geq R. \quad (4.25)\]

From now on, we assume that \(t \leq R\) and \(\|w_i\| \leq R\). We distinguish two cases.

Let \(N \geq 5\). Since \(B_i(w_i, w_i) \leq 0\), using Lemma 4.3, the inequalities (4.21)-(4.23) and \(\max_{\tau > 0} (\tau t - \tau \gamma) \leq C_\gamma r^{\gamma \gamma} \tau^{\gamma} \) if \(\gamma > 1\),

\[\max_{0 \leq t_1, t_2 \leq R} (rt_1 t_2 - t_1^\gamma t_2^\gamma) \leq C_{R, \gamma, \gamma_1, \gamma_2} \max \{r^{\gamma_i} |i = 1, 2\} \quad \text{if} \quad \gamma_1, \gamma_2 > 1, \quad (4.27)\]

which hold true for every \(r \geq 0\) (\(C_\gamma\) and \(C_{R, \gamma, \gamma_1, \gamma_2}\) are positive constants that depend only on their subindices), we get

\[J_\lambda(tu_e + \bar{w}) \leq J_\lambda(tu_e) + O(\epsilon^{\frac{N-2}{2}}) \sum_{i=1}^3 \|w_i\| - C_5 \sum_{i=1}^3 \|w_i\|^2 \]

\[+ O(\epsilon^3) \sum_{i<j} \|w_i\| \|w_j\| - C_6 \sum_{i<j} \|w_i\|^{p_{ij}} \|w_j\|^{p_{ij}} \]

\[\leq J_\lambda(tu_e) + O(\epsilon^{\frac{5(N-2)}{2}}) + o(\epsilon^2). \quad (4.28)\]

Note that \(\frac{N(N-2)}{N+2} > 2\) for \(N \geq 5\). So (4.19) and (4.28) give

\[J_\lambda(tu_e + \bar{w}) \leq \frac{1}{N} \left( S_{\infty, \lambda} - C \epsilon^2 + o(\epsilon^2) \right)^{N/2} + o(\epsilon^2) \]

for all \(t \in [0, R]\), \(\|w_i\| \leq R\). This inequality, together with (4.25), yields (4.18) for \(\epsilon\) small enough.

Let now \(N = 4\). Since \(\kappa_1, \kappa_2, \kappa_3\) are not eigenvalues of \(-\Delta\) in \(H^1_0(\Omega)\), there exists \(C_7 > 0\) such that \(-B_i(w_i, w_i) \geq C_7 \|w_i\|^2\) for all \(w_i \in X_i, \ i = 1, 2, 3\). Thus, from Lemma 4.3 and the inequalities (4.21)-(4.23), (4.26) and (4.27), we obtain

\[J_\lambda(tu_e + \bar{w}) \leq J_\lambda(tu_e) + O(\epsilon) \sum_{i=1}^3 \|w_i\| - C_8 \sum_{i=1}^3 \|w_i\|^2 \]
\[ J_\lambda(tu_\epsilon + \bar{w}) \leq J_\lambda(tu_\epsilon) + O(\epsilon^2) + O(\epsilon^2), \]

Combining this inequality with (4.19) gives
\[ J_\lambda(tu_\epsilon + \bar{w}) \leq J_\lambda(tu_\epsilon) + O(\epsilon^2), \]

for all \( t \in (0, R], \|w_i\| \leq R \). This inequality, together with (4.25), yields (4.18) for \( \epsilon \) small enough.

Utilizing Proposition 2 and Lemma 4.1, and analysis similar to that in the proof of Theorem 1.1 we can obtain a nontrivial solution at some level \( c(\lambda) < \frac{1}{N}S_{\infty, \lambda}^{N/2} \) for \( \lambda > \Lambda_1 \) and then show that there is a ground-state solution \( \bar{u} \). Recall that \( \omega_i \) is a ground-state solution to the equation (1.17). Let
\[ \tilde{c}_0 = \min \{ \phi_i(\omega_i) | i = 1, 2, 3 \}, \] (4.30)

where
\[ \phi_i(v) = \frac{1}{2}(|\nabla v|^2_2 - \kappa_i|v|^2_2) - \frac{1}{2}\mu_i|v|^2_2^*, \quad \forall v \in H^1_0(\Omega). \]

We observe that
\[ \phi_i(\omega_i) = \frac{\mu_i}{N}|\omega_i|^2_2^*, \]

then \( \tilde{c}_0 > 0 \). By (4.2) we have
\[ \lim_{\lambda \to \infty} S_{\infty, \lambda} = 0. \] (4.31)

Then \( \frac{1}{N}S_{\infty, \lambda}^{N/2} < \tilde{c}_0 \) for enough large \( \lambda \). So
\[ J_\lambda(\bar{u}) \leq c(\lambda) < \frac{1}{N}S_{\infty, \lambda}^{N/2} < \tilde{c}_0. \]

It implies that the ground-state solution \( \bar{u} \) has one zero components at most. It is noted that for \( \bar{u} = (u_1, u_2, u_3) \), we have
\[ J_\lambda(\bar{u}) = J_\lambda(\bar{u}) - \frac{1}{2}\langle J_\lambda'(\bar{u}), \bar{u} \rangle \]
\[ = \frac{1}{N} \left[ \sum_{i=1}^{3} \mu_i|u_i|^2_2 + 2\lambda \sum_{i<j} \int_{\Omega} |u_i|^{p_{ij}}|u_j|^{p_{ji}} \right] > 0. \] (4.32)

Moreover, it is easily seen from (4.30) that
\[ J_\lambda(\bar{u}) < \tilde{c}_0 \leq \phi_i(\omega_i) = \phi_i(\omega_i) - \frac{1}{2}\langle \phi_i'(\omega_i), \omega_i \rangle \]
\[ = \frac{1}{N}(|\nabla \omega_i|^2_2 - \kappa_i|\omega_i|^2_2) = \frac{1}{N}B_i(\omega_i, \omega_i). \] (4.33)

Hence, we get
\[ 0 < J_\lambda(\bar{u}) < \frac{1}{N} \min \{ B_i(\omega_i, \omega_i) | i = 1, 2, 3 \}. \]
\[ \square \]
5. **Synchronized solutions.** If $\kappa_1 = \kappa_2 = \kappa_3 = \kappa$, we aim to find synchronized ground-state solutions to the system (1.4), that is, solutions of the form $(t_1\omega, t_2\omega, t_3\omega)$ with $t_1, t_2, t_3 \in \mathbb{R}$. It is well known that

$$- \Delta \phi - \kappa \phi = |\phi|^{2^* - 2} \phi, \quad x \in \Omega, \quad \phi \in H^1_0(\Omega)$$

has a ground-state solution $\omega \in H^1_0(\Omega)$ under the conditions $\lambda_m < \kappa < \lambda_{m+1}$ and $N \geq 4$ or any $\kappa \in \mathbb{R}$ and $N \geq 5$ (see Theorem 3.6 in [19]). Thus, $(t_1\omega, t_2\omega, t_3\omega)$ is a solution of (1.4) if and only if

$$|t_i|^2 = \mu_i |t_i|^{2^*} + \sum_{j \neq i}^3 \lambda \rho_{ij} |t_i|^{p_{ij}} |t_j|^{p_{ji}}, \quad i = 1, 2, 3.$$

(5.2)

The energy functional associated with the system (1.4) is given by

$$E(u_1, u_2, u_3) = \frac{1}{2} \sum_{i=1}^3 (|\nabla u_i|^2 - \kappa |u_i|^2) - \frac{1}{2} \sum_{i=1}^3 \mu_i |u_i|^2 - \lambda \sum_{i<j} \int_\Omega |u_i|^{p_{ij}} |u_j|^{p_{ji}}.$$  

Then the energy functional of any solution with the form $(t_1\omega, t_2\omega, t_3\omega)$ is

$$E(t_1\omega, t_2\omega, t_3\omega) = \frac{1}{N} \|H(t)B_0(\omega, \omega),$$

(5.3)

where

$$H(t) = \sum_{i=1}^3 \mu_i t_i^{2^*} + \lambda 2^* \sum_{1 \leq i < j \leq 3} t_i^{p_{ij}} t_j^{p_{ji}}, \quad t \in [0, +\infty)^3$$

(5.4)

and

$$B_0(\phi, \psi) = \int_\Omega (\nabla \phi \nabla \psi - \kappa \phi \psi), \quad \forall \phi, \psi \in H^1_0(\Omega).$$

Define

$$A := \{t \in [0, +\infty)^3 \setminus \{0\} | t_i^2 = \mu_i t_i^{2^*} + \sum_{j \neq i}^3 \lambda \rho_{ij} t_i^{p_{ij}} t_j^{p_{ji}}, \quad 1 \leq i \leq 3\}.$$  

(5.5)

Let $\mathcal{K}$ be the 3 times Cartesian of $H^1_0(\Omega)$. We consider the following minimizing problem

$$\rho = \inf \{ \frac{B(\bar{u}, \bar{u})}{J(\bar{u})^2} | \bar{u} \in \mathcal{K}, \bar{u} \neq 0 \},$$

(5.6)

where the functional $J : \mathcal{K} \to \mathbb{R}$ is defined by

$$J(\bar{u}) := \left[ \sum_{i=1}^3 \mu_i |u_i|^2 + 2^* \lambda \sum_{i<j} \int_\Omega |u_i|^{p_{ij}} |u_j|^{p_{ji}} \right]^\frac{1}{2^*}$$

and

$$B(\bar{u}, \bar{v}) = \sum_{i=1}^3 B_0(u_i, v_i).$$

Now let us introduce some sets,

$$\mathcal{N} = \{ \bar{u} \in \mathcal{K} \setminus \{0\} | B(\bar{u}, \bar{u}) = [J(\bar{u})]^2 \}$$

be the Nehari manifold of system (1.4) that contains all non zero solutions. The least energy of system (1.4) is given by

$$\mathcal{E} = \inf \{ E(\bar{u}) | \bar{u} \in \mathcal{N} \},$$
where \( \mathcal{A} \) denotes all non zero solutions to the system (1.4). Then the set of ground-state solutions is
\[
G = \{ \tilde{u} \in \mathcal{A} | E(\tilde{u}) = \mathcal{E} \}.
\]
As usual it is useful to consider the least energy on Nehari manifold, set
\[
\mathcal{E}_N = \inf \{ E(\tilde{u}) | \tilde{u} \in \mathcal{A} \}.
\]

**Lemma 5.1.** The set \( A \) is nonempty and let
\[
\Theta = \min \{ H(\tilde{t}) | \tilde{t} \in A \}
\]
and
\[
\Upsilon = \max \{ H(\tilde{t}) | \sum_{i=1}^{3} t_i^2 = 1, \tilde{t} \in [0, +\infty)^3 \}.
\]
Then
\[
\Upsilon = \Theta - 2N^{\frac{2}{3}}.
\]

**Proof.** Let \( \Upsilon = H(\bar{x}) \) for some \( \bar{x} = (x_1, x_2, x_3) \in [0, +\infty)^3 \) with \( \sum_{i=1}^{3} x_i^2 = 1 \). Then there exists a constant \( \lambda_0 \in \mathbb{R} \) such that
\[
\nabla H(\bar{x}) = \lambda_0 \bar{x}.
\]
By a straightforward calculation, one has
\[
\begin{align*}
\lambda_0 x_i^2 &= 2^* \mu_1 x_i^{2^*} + 2^* \lambda \sum_{j \neq i}^{3} p_{ij} x_j^{p_{ij}} \\
\lambda_0 x_i^2 &= 2^* \mu_2 x_i^{2^*} + 2^* \lambda \sum_{j \neq i}^{3} p_{ij} x_j^{p_{ij}} \\
\lambda_0 x_i^2 &= 2^* \mu_3 x_i^{2^*} + 2^* \lambda \sum_{j \neq i}^{3} p_{ij} x_j^{p_{ij}}
\end{align*}
\]
Summing up these equations, it gives us
\[
\lambda_0 = 2^* \sum_{i=1}^{3} \mu_i x_i^{2^*} + (2^*)^2 \lambda \sum_{1 \leq i < j \leq 3} x_i^{p_{ij}} x_j^{p_{ji}} = 2^* \Upsilon.
\]
Set
\[
\sigma = \Upsilon^{\frac{1}{2^*}}, \quad \tilde{y} = \sigma^{-1} \bar{x}.
\]
Then \( \tilde{y} \in A \). In particular, the set \( A \) is not empty. By the definition of \( \Theta \), we have
\[
\Theta \leq H(\tilde{y}) = \sigma^{-2^*} H(\bar{x}) = \sigma^{-2^*} \Upsilon.
\]
It indicates that
\[
\Theta \leq \Upsilon^{\frac{1}{2^*}} = \Upsilon^{1 - \frac{N}{2^*}}.
\]
On the other hand, we claim that
\[
A \subset \left\{ \tilde{t} \in [0, +\infty)^3 | r \leq \sum_{i=1}^{3} t_i^2 \leq R \right\}
\]
for some \( 0 < r < R < \infty \). In fact, for any \( \tilde{t} \in A \) one has
\[
C \sum_{i=1}^{3} t_i^2 \leq \sum_{i=1}^{3} t_i^2 \leq \frac{1}{C} \sum_{i=1}^{3} t_i^2
\]
for some positive constant \( C \) independent of \( \tilde{t} \) due to Young’s inequality. Moreover, we have
\[
\left( \sum_{i=1}^{3} t_i^2 \right)^{\frac{2}{3}} \leq \sum_{i=1}^{3} t_i^2 \leq 3^\frac{2}{3} \left( \sum_{i=1}^{3} t_i^2 \right)^{\frac{2}{3}}
\]
by convexity and Hölder’s inequality. It follows from (5.9) and (5.10) that
\[
C \frac{N^2}{2} \leq \sum_{i=1}^{3} t_i^2 \leq \frac{1}{C} \left( \sum_{i=1}^{3} t_i^2 \right)^{2^*}.
\]
Thus
\[
C \frac{N^2}{2} \leq \sum_{i=1}^{3} t_i^2 \leq 3C \frac{2^N}{2}.
\]
Then the claim is proved by taking \( r = C \frac{N^2}{2} \) and \( R = 3C \frac{2^N}{2} \). Thus \( A \) is compact in \( \mathbb{R}^3 \). Then by continuity we can assume that \( \Theta = H(\bar{s}) \) for some \( \bar{s} = (s_1, s_2, s_3) \in A \). Then we obtain
\[
3 \sum_{i=1}^{3} s_i^2 = 3 \sum_{i=1}^{3} \mu_i s_i^{2^*} + 2^* \lambda \sum_{1 \leq i < j \leq 3} s_i^{P_{ij}} s_j^{P_{ji}}.
\]
Thus
\[
\sum_{i=1}^{3} (s_i^2)^2 = H(\bar{s}) = \Theta.
\]
Set \( \delta = \Theta^{\frac{1}{2}} \), then
\[
\sum_{i=1}^{3} (s_i^2)^2 = 1.
\]
It implies that
\[
\Upsilon \geq H(\delta \bar{s}) = \delta^{2^*} \Theta = \Theta^{\frac{2^N}{2}}.
\]
Consequently (5.7) follows from (5.11) and (5.8). \( \square \)

**Corollary 1.** Suppose that \( \lambda_m < \kappa < \lambda_{m+1} \) and \( N \geq 4 \) or any \( \kappa \in \mathbb{R} \) and \( N \geq 5 \). Then the system (1.4) has a synchronized solution. In particular, \( \mathcal{A} \neq \emptyset \) and \( \mathcal{N} \neq \emptyset \).

**Proof.** From [19] it follows that the equation (5.1) has a ground-state solution \( \omega \). Let \( \omega \) be fixed. By the analysis before Lemma 5.1, we deduce that \( (t_1 \omega, t_2 \omega, t_3 \omega) \in \mathcal{A} \) if and only if \( \bar{t} = (t_1, t_2, t_3) \in A \). Notice that the set \( A \) defined in (5.5) is nonempty. Then there exists a non zero synchronized solution to (1.4). Therefore \( \mathcal{A} \neq \emptyset \). Thus, the corollary follows from that \( \mathcal{A} \subset \mathcal{N} \). \( \square \)

**Lemma 5.2.**
\[
\mathcal{E}_N = \frac{1}{N} \rho^{\frac{2^*}{2}}.
\]

**Proof.** On one hand, let \( \bar{u} \in \mathcal{N} \), then we have
\[
\rho \leq \frac{B(\bar{u}, \bar{u})}{J(\bar{u})^{2^*}} = \left[ NE(\bar{u}) \right]^{\frac{2^*}{2}},
\]
where the identities \( B(\bar{u}, \bar{u}) = |J(\bar{u})|^{2^*} = NE(\bar{u}) \) are used for any \( \bar{u} \in \mathcal{N} \). It implies that
\[
\frac{1}{N} \rho^{\frac{2^*}{2}} \leq \mathcal{E}_N.
\]
On the other hand, let \( \{ \bar{u}_n \} \) be a minimizing sequence of \( \rho \). Then
\[
\lim_{n \to \infty} \frac{B(\bar{u}_n, \bar{u}_n)}{|J(\bar{u}_n)|^{2^*}} = \rho.
\]
Set
\[ a_n = \frac{B(\bar{u}_n, \bar{u}_n)}{|J(\bar{u}_n)|^{\frac{2}{p}}, \quad n \geq 1, \]
then we obtain \( a_n \bar{u}_n \in \mathcal{N} \). It indicates that
\[ \mathcal{E}_\mathcal{N} \leq E(a_n \bar{u}_n) = \frac{1}{N} a_n^2 B(\bar{u}_n, \bar{u}_n) = \frac{1}{N} \left( \frac{B(\bar{u}_n, \bar{u}_n)}{|J(\bar{u}_n)|^{\frac{2}{p}}} \right)^{\frac{N}{2}}. \]
Let \( n \) tend to infinity, we see that
\[ \mathcal{E}_\mathcal{N} \leq \frac{1}{N} \lim_{n \to \infty} \left( \frac{B(\bar{u}_n, \bar{u}_n)}{|J(\bar{u}_n)|^{\frac{2}{p}}} \right)^{\frac{N}{2}} = \frac{1}{N} \rho^{\frac{N}{2}}. \]
Hence, the lemma follows from (5.13) and (5.14).

In what follows we assume that \( 0 < \kappa < \bar{\kappa}_1 \). Define
\[ \bar{S} := \inf \left\{ \frac{B_0(\phi, \psi)}{\| \phi \|_{L^2}^2} : \phi \in H_0^1(\Omega), \phi \neq 0 \right\}. \]
Then it follows from [7] that each ground-state to equation (5.1) is a minimizer of \( \bar{S} \) and
\[ B_0(\omega, \omega) = \bar{S}^{\frac{N}{2}}. \]

**Proposition 3.**
\[ \rho = \bar{S} Y^{\frac{N}{2}}. \]
Moreover, each minimizer of \( \rho \) is synchronized.

**Proof.** Fix a ground-state solution \( \omega \) to (5.1), then \( B_0(\omega, \omega) > 0 \). Thus, from (5.3), Lemma 5.1 and (5.15) we obtain
\[ \mathcal{E}_\mathcal{N} \leq \frac{\bar{S}^{\frac{N}{2}}}{N} \Theta, \]
it gives
\[ \rho \leq \bar{S} Y^{\frac{N}{2}} \]
due to Lemma 5.1 and Lemma 5.2. On the other hand, for any \( \bar{u} = (u_1, u_2, u_3) \in \mathcal{N} \setminus \{ 0 \} \), set
g and \( \bar{t} = (t_1, t_2, t_3) \). By the Hölder inequality we infer that
\[ \int_{\Omega} |u_i|^{p_j} |u_j|^{p_j} \leq \bar{t}_i^{p_j} \bar{t}_j^{p_j}, \quad i, j = 1, 2, 3. \]
Hence,
\[ [J(\bar{u})]^{2^*} \leq H(\bar{t}) \leq \gamma \left( \sum_{i=1}^3 \bar{t}_i^2 \right)^{\frac{2^*}{2}}. \]
It shows that
\[ [J(\bar{u})]^{2^*} \leq \gamma \left( \sum_{i=1}^3 \bar{t}_i^2 \right)^{\frac{2^*}{2}}. \]
By the Sobolev inequality, we have
\[ \sum_{i=1}^3 \bar{t}_i^2 \leq \bar{S}^{-1} \sum_{i=1}^3 \int_{\Omega} (\nabla u_i \cdot \nabla u_i - \kappa u_i u_i) = \bar{S}^{-1} B(\bar{u}, \bar{u}). \]
Combining (5.19) and (5.20) gives
\[ |J(\tilde{u})|^2 \leq Y \tilde{S} B(\tilde{u}, \tilde{u}). \]
It is easy to see that
\[ B(\tilde{u}, \tilde{u}) \geq \tilde{S} Y^{-\frac{N}{2}} |J(\tilde{u})|^2. \]
Hence, by definition of \( \rho \) we have
\[ \rho \geq \tilde{S} Y^{-\frac{N}{2}}. \tag{5.21} \]
From (5.17) and (5.21), we get (5.16). For any fixed minimizer \( \tilde{u} = (u_1, u_2, u_3) \) of \( \rho \),
\[ B(\tilde{u}, \tilde{u}) = \rho |J(\tilde{u})|^2 = \tilde{S} Y^{-\frac{N}{2}} |J(\tilde{u})|^2. \]
Therefore, the inequalities (5.18), (5.19) and (5.20) become equalities. So, Hölder's inequality implies that there exist constants \( c_i, 1 \leq i \leq 3 \) and a nonnegative function \( \phi(x) \) such that \( |u_i(x)| = c_i \phi(x), 1 \leq i \leq 3 \). Set \( \tilde{u} = (|u_1|, |u_2|, |u_3|) \), note that
\[ B(\tilde{u}, \tilde{u}) \leq B(\tilde{u}, \tilde{u}), \text{ thus } B(\tilde{u}, \tilde{u}) = B(\tilde{u}, \tilde{u}). \]
It implies that \( \tilde{u} \) is also a minimizer of \( \rho \). By a direct computation, we deduce that
\[ \rho = \frac{B(\tilde{u}, \tilde{u})}{|J(\tilde{u})|^2} = \frac{1}{(H(\tilde{x}))^\frac{N}{2}} \frac{B_0(\phi, \phi)}{\phi^2}, \geq Y^{-\frac{N}{2}} S, \]
then \( \phi(x) \) is a minimizer for \( S \). Hence \( \phi(x) \) is positive by maximum principle. Set
\[ \alpha_i(x) = u_i(x)/\phi(x), i = 1, 2, 3. \]
Then \( |\alpha_i(x)| = c_i \). So, \( \alpha_i(x) \nabla \alpha_i(x) \) vanishes. From the fact \( |\nabla u_i|^2 = |\nabla v_i|^2 \) we obtain \( \nabla \alpha_i(x) = 0 \) a.e. in \( \Omega \). Thus, \( \alpha_i(x) \) is a constant function because \( \alpha_i(x) \in W^{1,1}_{\text{loc}}(\Omega) \). Therefore \( u_i(x) = a_i \phi(x) \) for some constants \( a_i, 1 \leq i \leq 3 \).

**Proof of Theorem 1.4.** It is noted that part (1) of Theorem 1.4 follows directly from the Corollary 1. For part (2) let
\[ \tilde{u} = (\tau_1 \omega, \tau_2 \omega, \tau_3 \omega), \]
where \( \tilde{\tau} = (\tau_1, \tau_2, \tau_3) \in A \) satisfies \( H(\tilde{\tau}) = \Theta \). It follows from Lemmas 5.1, 5.2, Proposition 3, (5.3) and (5.15) that
\[ E(\tilde{u}) = \frac{\tilde{S}^N}{N} H(\tilde{\tau}) = \frac{\tilde{S}^N}{N} \Theta = \mathcal{E}_\nu \leq \mathcal{E}. \]
Thus \( \tilde{u} \in G \).

Moreover, let \( \tilde{u} = (u_1, u_2, u_3) \) be any ground-state solution to (1.4). Then \( \tilde{u} \) is a minimizer of \( \rho \) by the proof of Lemma 5.2. Thus Proposition 3 reveals that there exist constants \( t_j \in \mathbb{R}, 1 \leq j \leq 3 \) and a function \( v \geq 0 \) such that
\[ u_j(x) = t_j v(x). \]
Thereby, we obtain that \( v\tilde{\tau} = (t_1 v, t_2 v, t_3 v) \) is also a ground-state solution of (1.4). In particular, \( v \) is a non-negative solution to
\[ -\Delta \varphi - k \varphi = \gamma |\varphi|^{2^*-2} \varphi, \quad x \in \Omega, \varphi \in H^1_0(\Omega) \tag{5.22} \]
for some positive constant \( \gamma \) (see [7]). It follows from maximum principle that \( v(x) > 0 \) for all \( x \in \Omega \) (see [3]). Let \( v = \gamma^{\frac{4-N}{2}} \xi \), then we deduce that
\[ -\Delta \varphi - k \varphi = |\varphi|^{2^*-2} \varphi. \]
Consequently,

\[ u_j(x) = t_j v(x) = t_j \gamma^{\frac{2-N}{4}} \varphi(x), \quad \forall x \in \Omega, \ j = 1, 2, 3. \]

Define \( \tau_j = |t_j| \gamma^{\frac{2-N}{4}}, j = 1, 2, 3 \), then

\[ u_j(x) = \pm \tau_j \varphi(x), \quad \forall x \in \Omega, j = 1, 2, 3. \]

Finally, by calculating the energy of \( \bar{u} \), one can deduce that \( H(\bar{\varphi}) = \Theta, \bar{\varphi} \in \cal{A} \) and \( \varphi \) is a ground-state solution of (5.1). \( \square \)
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