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Abstract—In this paper, we present the delay-constrained performance analysis of a multi-antenna-assisted multiuser non-orthogonal multiple access (NOMA) based spectrum sharing system over Rayleigh fading channels. We derive analytical expressions for the sum effective rate (ER) for the downlink NOMA system under a peak interference constraint. In particular, we show the effect of the availability of different levels of channel state information (instantaneous and statistical) on the system performance. We also show the effect of different parameters of interest, including the peak tolerable interference power, the delay exponent, the number of antennas and the number of users, on the sum ER of the system under consideration. An excellent agreement between simulation and theoretical results confirms the accuracy of the analysis.

I. INTRODUCTION

WITH an explosive growth in the number of wireless communication devices and users, along with an unprecedented growth in internet traffic, one of the major challenges for the development of beyond-fifth-generation (B5G) systems is to accommodate a massive number of devices into a congested spectrum. Moreover, with the development of new wireless services, there is a new wave of applications which are extremely delay sensitive. Such applications include live video streaming, online gaming, vehicle-to-everything (V2X) communications and tactile Internet. NOMA and spectrum sharing are two major technologies that can mitigate the problem of spectrum scarcity while also providing massive connectivity with low latency. It is well-known that NOMA facilitates spectrum sharing and can also enhance the secrecy performance of unmanned aerial vehicle (UAV) aided simultaneous wireless information and power transfer (SWIPT) [1] as well as that of the primary/licensed network [2].

The average achievable rate is one of the commonly used metrics to evaluate the performance of a wireless communication system. However, it is important to note that this metric is based on Shannon’s channel capacity formula, which does not take into account the queuing delay at the transmitter. In order to quantify the delay-constrained performance of a wireless communications system, the concept of effective rate (also known as effective capacity [4] or link-layer capacity) was introduced in [3]. The ER analysis of different OMA-based spectrum sharing systems has been well-investigated in many notable works including [4] and [5]. In [4], the authors presented a closed-form analysis of an underlay spectrum sharing system over Nakagami-\(m\) fading, considering an average interference constraint to ensure the quality-of-service (QoS) of the primary user. The ER analysis of a spectrum sharing system with an average interference constraint and different spectrum-band selection criteria was presented in [5].

On the other hand, the delay-constrained performance analysis of NOMA systems has gained significant attention in the past few years. Among many notable contributions, some recent ones are given in [6]–[8]. In [6], the authors presented a closed-form analysis of the ER for a multiuser downlink NOMA system assuming that the instantaneous channel state information (CSI) is available at the transmitter. A closed-form analysis of the delay violation probability and ER of a two-user downlink NOMA system over Nakagami-\(m\), Rician and \(\alpha-\mu\) fading channels was presented in [7], [8], where the authors assumed that only the statistical CSI of the downlink channels is available at the transmitter.

The superiority of NOMA in an underlay spectrum sharing scenario over its OMA-based counterpart, in terms of the average achievable rate, outage probability and ergodic sum secrecy rate, has been well-established in [9]–[11]. However, to the best of the authors’ knowledge, the delay-constrained analysis of a spectrum sharing NOMA system has not yet been presented in the open literature. Therefore, motivated by this, in this paper, we present the sum ER analysis of an underlay spectrum sharing multiuser downlink NOMA system, over Rayleigh fading channels, where the secondary users are assumed to be equipped with multiple receive antennas. We consider different levels of CSI availability at the secondary transmitter (ST), as given in Table I and derive exact closed-form expressions for all of the cases to quantify the sum ER of the downlink NOMA system. Our results show the effect of different parameters of interests, including the peak tolerable interference power at the primary receiver (PR), the delay exponent, the number of secondary users, and the number of antennas at the secondary receivers, on the system performance. We also compare the performance of the NOMA-based system under consideration with a corresponding orthogonal time-frequency-division multiple access system. Moreover, we use a bisection-search-based optimal power allocation scheme that ensures that the ER of the strong users (to be defined later) in the NOMA-based system is equal to that of the strong users in the corresponding OMA-based system, and then the remaining power is distributed equally among the weak users (also to be defined later) in the NOMA system.

II. SYSTEM MODEL

We consider an underlay spectrum sharing downlink NOMA system consisting of a ST, a PR, and \(K\) secondary users,
denoted by \(U_1, U_2, \ldots, U_K\) (here \(K\) is assumed to be an even positive integer). The secondary network consisting of the ST and users \(U_k, k \in \{1, 2, \ldots, K\}\), is assumed to be deployed outside the coverage area of the primary network. It is assumed that ST and PR are each equipped with a single antenna, while each user \(U_k\) is equipped with \(N_k(\geq 1)\) antennas. Let \(d_p\) and \(d_k\) denote the distance between the ST and PR, and that between the ST and \(U_k\), respectively. Furthermore, assume that \(h_p \triangleq \sqrt{\Omega_p} h_{p}\) and \(h_{k,i} \triangleq \sqrt{\Omega_k} h_{k,i}\) denote the channel coefficient between the ST and PR, and between the ST and \(i\)-th antenna of \(U_k\) (here \(1 \leq i \leq N_k\)), respectively. Here \(h_p \sim \mathcal{CN}(0, 1)\), \(h_{k,i} \sim \mathcal{CN}(0, 1)\), and \(\Omega_p\) and \(\Omega_k\) denote the path loss associated with the ST-PR link and that associated with the link between the ST and the \(i\)-th antenna at \(U_k\), respectively. The corresponding channel gains are denoted by \(g_p \triangleq |h_p|^2\) and \(g_{k,i} \triangleq |h_{k,i}|^2\). It is also assumed that the total available bandwidth for the secondary (NOMA) users is denoted by \(B\), and the length of each fading block corresponding to links between the ST and the secondary users is denoted by \(T\). In this work, we consider that there is no constraint on the power budget at the ST, i.e., the ST, in principle, has unlimited power; however, the power transmitted from the ST is constrained by a peak interference constraint at the PR. We also assume that instantaneous CSI is available at \(U_k\) regarding the ST-U\(_k\) links, whereas the details regarding the availability of CSI at the ST for different links in different cases is given in Table I. Note that in the table, “IL-CSI” (interference-link CSI) denotes the CSI for the ST-PR link, whereas “SL-CSI” (secondary-link CSI) denotes the CSI for the ST-U\(_k\) links.

Following the arguments in [12], we adopt a low-overhead location-based user-pairing scheme. In this scheme, we form a set \(S\), consisting of the distances of the secondary users from the ST, arranged in a descending order. Then the first user-pair consists of the secondary users whose distances are the first and the last elements in \(S\). After constructing the first user-pair, the distance of the selected users is removed from \(S\). This process is repeated until \(S = \emptyset\).

Note that in the sections to follow, we present the performance analysis for an arbitrary user-pair consisting of two users \(U_n\) (the near user) and \(U_f\) (the far user). Note that in each of the user-pairs, the user that is nearer to ST is labeled as \(U_n\) and the other user is labeled as \(U_f\). We allocate equal bandwidth for all the user-pairs, i.e., the bandwidth available for each user-pair is given by \(B \triangleq 2B/K\). However, in Section VII we show the results for the overall system, by adding the sum ER of each of the user-pairs. Throughout the text, \(f_X(\cdot)\), \(F_X(\cdot)\) and \(F_X^{-1}(\cdot)\) denote the probability density function (PDF), cumulative distribution function (CDF) and inverse distribution function (IDF), respectively, for the random variable \(X\).

Next, we will provide a detailed ER analysis for the different system configurations given in Table I.

### III. CASE I–I: INSTANTANEOUS IL-CSI AND SL-CSI

In this section, we consider the scenario where the ST has instantaneous CSI regarding the ST-PR link as well as the ST-U\(_n\) and ST-U\(_f\) links. Due to the availability of instantaneous SL-CSI, the users \(U_n\) and \(U_f\) are further categorized as the strong user \(U_s\) and weak user \(U_w\), where \(s \triangleq \arg \max_{j \in \{n, f\}} \sum_{i=1}^{N_j} |h_{j,i}|^2\), and \(w \triangleq \arg \min_{j \in \{n, f\}} \sum_{i=1}^{N_j} |h_{j,i}|^2\).

The ST transmits a power-division multiplexed symbol \(\sqrt{a_p} P_t(g_p)x_p + \sqrt{a_w} P_t(g_w)x_w\) to both the users. Here \(P_t(g_p)\), which is in general a one-to-one mapping from \(g_p\) to the set of positive real numbers \(\mathbb{R}^+\), denotes the power transmitted from the ST. \(x_p\) and \(x_w\) denote the symbol intended for the strong and the weak user, respectively, and \(a_p\) and \(a_w\) are the corresponding power allocation coefficients with \(a_p < a_w\) and \(a_p + a_w = 2/K\). Denoting the peak tolerable interference power at the PR by \(I\), the optimal instantaneous transmit power to maximize the sum ER of the secondary network is given by \(P^*_t(g_p) = I/g_p\). Upon reception of the superimposed signal from the ST, the secondary users apply maximal-ratio combining (MRC) to combine the received signal, where the equivalent channel gain between the ST and \(U_s\), and that between the ST and \(U_w\), are respectively given by \(g_s = \sum_{i=1}^{N_s} |h_{s,i}|^2\) and \(g_w = \sum_{i=1}^{N_w} |h_{w,i}|^2\). The strong user first decodes the message intended for the weak user (by considering the inter-user interference as additional Gaussian noise) and then applies successive interference cancellation (SIC) to decode its own signal. On the other hand, the weak user directly decodes its own message by considering the inter-user interference as additional noise. Denoting by \(\gamma_s\) the signal-to-noise ratio (SNR) for the decoding of the intended signal at the strong user, and \(\gamma_w\) the signal-to-interference-plus-noise ratio (SINR) for the corresponding decoding at the weak user, we have \(\gamma_s \triangleq \frac{a_s}{\mathcal{N}_0 + a_p/g_p}\) and \(\gamma_w \triangleq \frac{a_w}{\mathcal{N}_0 + a_w/g_w}\), where \(\mathcal{N}_0\) is the noise power spectral density (PSD), \(I \triangleq I/(\mathcal{N}_0 B)\), \(X_s \triangleq g_s/g_p\), and \(X_w \triangleq g_w/g_p\). Therefore, the ER for \(U_u, u \in \{s, w\}\), is given by

\[
R_u = -\frac{1}{\nu} \log_2 \left[ \mathbb{E}_{x_u} \{ (1 + \gamma_u)^{-\nu} \} \right],
\]

where \(\nu \triangleq \theta T\) is the delay QoS exponent, and \(\theta\) is the delay QoS exponent, which represents the asymptotic decay-rate of the buffer occupancy at the ST.

Using (I), the ER for the strong user \(U_s\) is given by

\[
R_s = -\frac{1}{\nu} \log_2 \left[ \int_0^\infty (1 + a_s f_X(x))^\nu f_X(x) dx \right].
\]

**Theorem 1.** When instantaneous IL-CSI and SL-CSI are available at the ST, the ER of the strong user is given by

\[
R_s = -\frac{1}{\nu} \log_2 \left[ T_1(N_s, \Omega_s) + T_1(N_1, \Omega_1) - T_2(N_s, N_1, \Omega_1, \Omega_s) \right],
\]

where \(T_1(\alpha, \beta) = \left[ \Omega_p / \beta a_s I \right]^{\frac{2}{\nu-1}} \Gamma(\alpha, 1 + a_s I) / \Gamma(\alpha)\).
\( \Gamma(\nu) \), \( T_2(\alpha_1, \alpha_2, \beta_1, \beta_2) = \sum_{\tau=0}^{\infty} \frac{\Omega_\nu(\Omega x, \hat{a} x)}{\Gamma(\nu) \Gamma(\alpha_1) \Gamma(\alpha_2) \Gamma(\beta_1) \Gamma(\beta_2)} \).

\[ G_{2,2} \left( \frac{\Omega \nu}{\alpha \beta}, \frac{\Omega \nu}{\beta \alpha}, \frac{\Omega \nu}{\alpha \beta}, \frac{\Omega \nu}{\beta \alpha} \right) = \frac{\Omega_\nu \Omega_\alpha \Omega_\beta \Omega_\gamma}{\Gamma(\nu) \Gamma(\alpha_1) \Gamma(\alpha_2) \Gamma(\beta_1) \Gamma(\beta_2) \Gamma(\gamma_1) \Gamma(\gamma_2)} \text{ and } G(\cdot) \text{ denotes the Gamma function and Meijer’s G-function, respectively.}

**Proof.** See Appendix A

On the other hand, the ER for the weak user is given by

\[ R_w = \frac{1}{\nu} \log_2 \left[ \int_0^\infty \left( 1 + \frac{a_w I x}{1 + a_w I x} \right)^{-\nu} f_{x_w}(x) dx \right] = \frac{1}{\nu} \log_2 \left[ \int_0^\infty \left( 1 + \frac{a_w I x}{1 + a_w I x} \right)^{-\nu} f_{x_w}(x) dx \right]. \]  

\[ \text{(4)} \]

**Theorem 2.** When instantaneous IL-CSI and SL-CSI are available at the ST, the ER of the weak user is given by

\[ R_w = \frac{1}{\nu} \log_2 \left[ T_3(N_n, \Omega_n, \Omega_\nu) + T_3(N_n, \Omega_n, \Omega_\nu) \right], \]  

where \( T_3(\alpha_1, \alpha_2, \beta_1, \beta_2) = \sum_{\tau=0}^{\infty} \frac{\Omega_\nu \Omega_\alpha \Omega_\beta \Omega_\gamma}{\Gamma(\nu) \Gamma(\alpha_1) \Gamma(\alpha_2) \Gamma(\beta_1) \Gamma(\beta_2) \Gamma(\gamma_1) \Gamma(\gamma_2)} \).  

**Proof.** See Appendix B

The sum ER, \( R_{sum} = R_s + R_w \), for a user-pair of the downlink NOMA system is then obtained by adding (3) and (5).

IV. CASE I–S: INSTANTANEOUS IL-CSI AND STATISTICAL SL-CSI

In this section, we consider the scenario where only statistical CSI is available at the ST regarding the ST-U_n and ST-U_f links, whereas instantaneous CSI is available for the ST-PR link. In this case, \( U_n \) is considered as the strong user \( U_n \), and \( U_f \) is considered as the weak user \( U_w \). Similar to the previous case, the instantaneous power transmitted from the ST is given by \( P^*_{t_s}(g_{p_s}) = I/g_{p_s} \). Following the NOMA principle, the SNR at \( U_n \) to decode \( x_n \) is given by

\[ \gamma_n = a_n I g_{y_n}/g_{p_s}. \]  

On the other hand, since \( x_w \) needs to be decoded at both \( U_n \) and \( U_w \), the SINR to decode \( x_w \) is given by

\[ \gamma_w = (a_w I g_{y_w}/g_{p_s})/(1 + a_w I g_{y_w}/g_{p_s}) = a_w I x_w/(1 + a_w I x_w). \]  

Using the expressions for the PDFs of \( g_{p_s} \) and \( g_{y_i} \), \( i \in \{n, f\} \) (given in Appendix A), the PDF of the random variable \( X_n \) is \( g_n(x)=\frac{1}{\Omega_n \nu} \left( \frac{\Omega_n}{\Omega_n + 1} \right)^{\nu} \left( \frac{\Omega_n}{\Omega_n + 1} \right)^{-\nu} (1 + \frac{a_w I x}{1 + a_w I x}) \).

Using the expression for \( f_{x_w}(x) \) and solving the integral by following the steps given in Appendix A the ER for the strong user is given by

\[ R_s = \frac{1}{\nu} \log_2 \left[ \int_0^\infty \left( 1 + \frac{a_w I x}{1 + a_w I x} \right)^{-\nu} f_{x_w}(x) dx \right] = \frac{1}{\nu} \log_2 \left[ \frac{\Omega_\nu \Omega_\alpha \Omega_\beta \Omega_\gamma}{\Gamma(\nu) \Gamma(\alpha_1) \Gamma(\alpha_2) \Gamma(\beta_1) \Gamma(\beta_2) \Gamma(\gamma_1) \Gamma(\gamma_2)} \right]. \]  

\[ \text{(6)} \]

On the other hand, the ER of the weak user will be the same as for the previous case, and its closed-form expression is given by (5). However, in the previous case, the weak user is chosen dynamically, whereas for the current case the weak user \( U_w \) is fixed as \( U_f \). The sum ER, \( R_{sum} = R_s + R_w \), is then obtained by adding (6) and (5).

V. CASE S–I: STATISTICAL IL-CSI AND INSTANTANEOUS SL-CSI

In a practical system, it is sometimes difficult for the secondary network to have a proper coordination with the primary network and therefore, the ST may not have access to instantaneous CSI regarding the ST-PR link. Therefore, in this section, we consider the scenario where the ST has only the statistical CSI, i.e., the knowledge of \( \Omega_p \) as well as the knowledge of the distribution of \( g_{p_s} \), along with instantaneous CSI for the ST-U_n and ST-U_f links. Therefore, \( U_n \) and \( U_w \) are defined in the same fashion as given in Section III. However, in this case, the QoS at the PR is protected through a statistical constraint. Denoting the power transmitted from the ST by \( P_t \), we have \( P_t = P_t^* = I/g_{p_s} \). Also, following the steps similar to those in Section III we have

\[ \gamma_n = \frac{a_n I g_{y_n}^*}{\Omega_n \nu} \]  

where \( P_t^* = P_t^* \).

The ER for the strong user \( U_s \) is given by

\[ R_s = \frac{1}{\nu} \log_2 \left[ \int_0^\infty \left( 1 + \frac{P_t^* x}{1 + \frac{P_t^* x}{\nu}} \right)^{-\nu} f_{g_{p_s}}(x) dx \right]. \]  

Substituting the expression for \( f_{g_{p_s}}(x) \) (given in Appendix A) into the preceding equation and solving the integral similar to that in Appendix A yields

\[ R_s = \frac{1}{\nu} \log_2 \left[ T_3(N_n, \Omega_n, \Omega_\nu) + T_3(N_f, \Omega_f, \Omega_\nu) + T_3(N_n, \Omega_n, \Omega_\nu) \right], \]

where \( T_3(\alpha, \beta) = G_{2,2} \left( \frac{\Omega_\nu \Omega_\alpha \Omega_\beta \Omega_\gamma}{\Gamma(\nu) \Gamma(\alpha_1) \Gamma(\alpha_2) \Gamma(\beta_1) \Gamma(\beta_2) \Gamma(\gamma_1) \Gamma(\gamma_2)} \right) \) and

\[ T_3(\alpha_1, \alpha_2, \beta_1, \beta_2) = \sum_{\tau=0}^{\infty} \frac{\Omega_\nu \Omega_\alpha \Omega_\beta \Omega_\gamma}{\Gamma(\nu) \Gamma(\alpha_1) \Gamma(\alpha_2) \Gamma(\beta_1) \Gamma(\beta_2) \Gamma(\gamma_1) \Gamma(\gamma_2)} \].

On the other hand, the ER of the weak user is given by

\[ R_w = \frac{1}{\nu} \log_2 \left[ \int_0^\infty \left( 1 + \frac{P_t^* x}{1 + \frac{P_t^* x}{\nu}} \right)^{-\nu} f_{g_{p_s}}(x) dx \right]. \]

Substituting the expression for \( f_{g_{p_s}}(x) \) (derived in Appendix B) into (9) and solving the integral similar to that in Appendix B we obtain

\[ R_w = \frac{1}{\nu} \log_2 \left[ T_3(N_n, \Omega_n, \Omega_\nu) + T_3(N_f, \Omega_f, \Omega_\nu) + T_3(N_n, \Omega_n, \Omega_\nu) \right], \]

where \( T_3(\alpha_1, \alpha_2, \beta_1, \beta_2) = \sum_{\tau=0}^{\infty} \frac{\Omega_\nu \Omega_\alpha \Omega_\beta \Omega_\gamma}{\Gamma(\nu) \Gamma(\alpha_1) \Gamma(\alpha_2) \Gamma(\beta_1) \Gamma(\beta_2) \Gamma(\gamma_1) \Gamma(\gamma_2)} \). The sum ER, \( R_{sum} = R_s + R_w \), is then obtained by combining (8) and (10).

\[ \text{Note that in this case, since the ST does not have the instantaneous information regarding } g_{p_s}, \text{ the transmit power from the ST is not a function of } g_{p_s}. \]
VI. CASE S–S: STATISTICAL IL-CSI AND STATISTICAL SL-CSI

In this case, we consider the scenario where the ST has statistical CSI for the ST-PR link as well as for the ST-U_{n} and ST-U_{f} links. Therefore, similar to the case in Section IV, the near user U_{n} is considered as the strong user U_{s}, whereas the far user U_{f} is considered as the weak user U_{w}. However, similar to the case in Section IV the power transmitted from the ST is given by $P_{t}^{*} = -I/(\Omega_{p} \ln(\delta))$. Moreover, we have $\gamma_{s} = \alpha_{s} P_{t}^{*} g_{n}$ and $\gamma_{w} = \alpha_{w} P_{t}^{*} g_{w}/(1 + \alpha_{w} P_{t}^{*} g_{w})$. The ER for the strong user is given by

$$R_{s} = \frac{-1}{\nu} \log_{2} \left[ \int_{0}^{\infty} (1 + \alpha_{s} P_{t}^{*} x)^{-\nu} f_{g_{n}}(x) dx \right]$$

= $\frac{-1}{\nu} \log_{2} \left[ \Gamma\left(N_{n}\right)\Gamma\left(\nu\right) G^{1,2}_{2,1} \left(\alpha_{s} P_{t}^{*} \Omega_{n}^{1-\nu},0\right) \right]$. \hspace{1cm} (11)

The integral above is solved using the expression for $f_{g_{n}}(x)$ and [13] eqns. (7), (10), (11), (21), and (22). On the other hand, the analytical expression for the ER of the weak user will be the same as given by (10). The sum ER, $R_{\text{sum}} = R_{s} + R_{w}$, is then obtained by combining (11) and (10).

VII. RESULTS AND DISCUSSION

In this section, we present numerical and analytical results to investigate the impact of different parameters of interest on the sum ER performance of the underlay NOMA system. The path loss for each of the radio links is modeled as $PL_{\text{ref}} = 10 \log_{10}(d/d_{\text{ref}}) \text{ dB}$, where $PL_{\text{ref}}$ is the path loss at the reference distance $d_{\text{ref}}$, $d$ denotes the distance between the transmitter and the receiver, and $\xi$ is the path loss exponent. Here we consider $PL_{\text{ref}} = -30 \text{ dB}$, $d_{\text{ref}} = 1 \text{ m}$, and the path loss exponent for all of the links is set to $\xi = 2.5$. The PR is assumed to be located at a distance of 40 m from the ST, whereas for the case of secondary users we consider two different scenarios, i.e., $K = 2$ and $K = 4$. For the two-user case, it is assumed that the users are located at 10 m and 50 m from the ST. On the other hand, for the four-user case, the users are considered to be located at 10 m, 12 m, 50 m and 60 m from the ST, respectively. For all cases, we assume $N_{k} = N$ for all $k \in \{1,2,\ldots,K\}$; however, the derived analytical expressions hold good for the general case where the secondary users have different numbers of receive antennas. Moreover, we consider the normalized values $B = 1 \text{ Hz}$, $T = 1s$, $\nu_{0} = 1 \text{ W/Hz}$, and for the case where only statistical SL-CSI is considered to be available at ST, we use $\delta = 0.1$. Note that in all figures, the legends (shown in the figure inset) represent the numerically evaluated results, whereas the solid lines represent the results plotted using the derived analytical expressions for the NOMA systems. Also, in all of the figure legends, the numbers shown in the parentheses denote $(K, N)$.

For the purpose of comparison, we consider a time-frequency-division orthogonal multiple access (OMA) system where the user-pairing is performed in exactly the same fashion as for the NOMA system. Also, for a fair comparison, we consider the same peak power constraint for the OMA system as for the NOMA system. Moreover, we assume equal bandwidth and power allocation among all of the user-pairs. Therefore, in the first time slot, the OMA system serves the strong user in each of the user-pairs simultaneously using orthogonal frequencies, and then in the second time slot, all of the weak users are served simultaneously, but on different frequencies.

It is well-known that for the case of NOMA, the weak/far users normally present a performance bottleneck due to the poor channel conditions and the inter-user interference at such users. In order to overcome this issue, we use a bisection-
search-based power allocation scheme for the case of NOMA such that the ER of the strong user in each user-pair is equal to the ER of the strong user in the corresponding OMA system, and then the remaining power is allocated equally among the weak users of each user-pair. This scheme guarantees that the ERs of the strong users in both NOMA and OMA systems are the same, while (as it turns out) the ER of the weak users in the NOMA system is larger than (or approximately equal to) that of the corresponding OMA system, resulting in a higher sum ER in the NOMA system.

Fig. 3 shows a comparison of the sum ER for NOMA and OMA systems for different cases of CSI availability at the ST. It is evident from the figure that in the low-I regime, the sum ER of both NOMA and OMA systems are almost equal. However, as the value of the peak tolerable interference power (i.e., I) increases, the NOMA-based system results in a higher sum ER compared to its OMA-based counterpart. It is also clear from the figure that increasing the number of antennas at the users and/or increasing the number of users results in a larger difference between the sum ER of the NOMA and OMA systems for mid-to-large values of I.

In Fig. 4, we compare the effect of different levels of CSI on the sum ER of the NOMA-based and corresponding OMA-based systems for different levels of CSI at the ST. It is interesting to note from the figure that as the value of I increases, the sum ER for both NOMA and OMA systems decreases significantly. Note that a large value of I represents a highly delay-sensitive system, and for such systems, both the NOMA and OMA systems show similar performance. However, the benefit of a large number of antennas at the secondary users is clearly evident from the figure. On the other hand, I → 0 corresponds to a system without any delay constraints, and in this case, the ER becomes equal to the average achievable rate. The figure demonstrates that for low-to-mid values of I, the NOMA-based system achieves a significantly higher sum ER compared to its OMA-based counterpart.

In Fig. 5, we compare the effect of different levels of CSI on the sum ER of the NOMA system. It is interesting to note from the figure that the performance of the I-I NOMA system is the same as that of the I-S NOMA system. This means that the NOMA system does not cause any performance degradation when the level of SL-CSI availability reduces from instantaneous to statistical. This occurs due to the fact that...
the same as that of its OMA-based counterpart. However, for a mid-to-large peak interference power and/or small-to-mid value of the delay exponent, the NOMA-based system yields significance performance improvement. On the other hand, our results also establish that when the link qualities of each of the paired users are significantly different, a decreased level of secondary-link CSI at the ST does not have any deleterious effect on the system performance. However, the system performance degrades notably for the case when only the statistical interferences-link CSI is available at the ST compared to instantaneous interfernce-link CSI availability.

APPENDIX A
PROOF OF THEOREM 1

Given that all links are Rayleigh distributed, the PDF of $g_p$ is given by $f_{g_p}(x) = \exp(-x/\Omega_p)/\Omega_p$. On the other hand, the PDF and the CDF for the random variable $g_p = \max\{g_n, g_t\}$, are respectively given by $f_{g_p}(x) = x^{N_p-1} \exp(-x/\Omega_p)/\Gamma(N_p)\Omega_p^{N_p}$, and $F_{g_p}(x) = 1 - \exp(-x/\Omega_p)\sum_{n=0}^{N_p-1} x^n/\Gamma(n+1)\Omega_p^n$. The PDF of the random variable $g_n = \max\{g_n, g_t\}$ is given by

$$f_{g_n}(x) = f_{g_n}(x)F_{g_p}(x) = x^{N_n-1} \exp(-x/\Omega_n)/\Gamma(N_n)\Omega_n^{N_n} - (1/\Gamma(N_n)\Omega_n^{N_n}) \exp(-x/\Omega_n)\sum_{n=0}^{N_n-1} x^n/\Gamma(n+1)\Omega_n^n.$$

Now the PDF of the random variable $X_n = g_n/g_p$ is given by

$$f_{X_n}(x) = f_0 \gamma(y) f_{g_p}(x) = \frac{\Gamma(N_p+1)x^{N_n-1}}{\Gamma(N_p)\Omega_p^{N_p}} \left( \frac{\Omega_p}{\Omega_n} \right)^{N_n} \left( \frac{x}{\Omega_n} \right)^{-N_n} \frac{x^{\nu/(\nu-1)}}{\Gamma(N_n)\Omega_n^{N_n}} \sum_{l=0}^{N_n-1} \frac{x^{\nu/(\nu-1)-(l+1)}}{\Gamma(l+1)\Omega_p^{l+1}}.$$

Define

$$T_3(\alpha, \beta) \triangleq \int_0^{\infty} \frac{(y/\Omega)^\alpha}{\Gamma(\beta)} y^{\beta-1} e^{-y} dy = \frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha)} \frac{\Omega_p^{\beta\alpha}}{\Omega_n^{\beta\alpha}} \frac{\Gamma(\alpha)}{\Gamma(\beta)} \left( \frac{\Omega_p}{\Omega_n} \right)^{\alpha\beta} \left( \frac{x}{\Omega_n} \right)^{-\alpha\beta}.$$

Using the expressions for $f_{X_n}(x)$ and $T_3(\alpha, \beta)$, an analytical expression for the ER of the strong user is given by (3); this completes the proof.

APPENDIX B
PROOF OF THEOREM 2

Using the expression for $f_{g_n}(x)$ (given in Appendix A), the PDF of $g_w = \min\{g_n, g_t\}$ is given by

$$f_{g_w}(x) = f_{g_n}(x)[1 - F_{g_t}(x)] + f_{g_t}(x)[1 - F_{g_n}(x)] = \sum_{l=0}^{N_n-1} \frac{x^{l+1}}{\Gamma(l+1)} \left( \frac{\Omega_p}{\Omega_n} \right)^{l+1} \frac{\Gamma(N_n)\Omega_n^{N_n}}{\Gamma(N_n)\Omega_p^{N_p}} + \sum_{l=0}^{N_t-1} \frac{x^{l+1}}{\Gamma(l+1)} \left( \frac{\Omega_p}{\Omega_n} \right)^{l+1} \frac{\Gamma(N_t)\Omega_n^{N_t}}{\Gamma(N_t)\Omega_p^{N_p}}.$$

Define

$$T_3(\alpha, \beta, \beta_1, \beta_2) \triangleq \frac{1}{\Gamma(\beta_1)} \int_0^{\infty} \frac{x^{\alpha\beta_1}}{\Gamma(\beta_1)} y^{\beta_1-1} e^{-y} dy = \frac{\Gamma(\alpha+\beta_1)}{\Gamma(\alpha)} \frac{\Omega_p^{\beta_1\alpha}}{\Omega_n^{\beta_1\alpha}} \frac{\Gamma(\alpha)}{\Gamma(\beta_1)} \left( \frac{\Omega_p}{\Omega_n} \right)^{\alpha\beta_1} \left( \frac{x}{\Omega_n} \right)^{-\alpha\beta_1}.$$

where the interval above is solved using [13] eqns. (7), (10), and (22). Similarly, define

$$T_3(\alpha, \alpha_2, \beta_1, \beta_2) \triangleq \int_0^{\infty} \frac{1}{\Gamma(\alpha_2)} \frac{\Omega_p^{\alpha_2\beta_2}}{\Omega_n^{\alpha_2\beta_2}} \frac{\Gamma(\alpha_2)}{\Gamma(\beta_2)} \left( \frac{\Omega_p}{\Omega_n} \right)^{\alpha_2\beta_2} \left( \frac{x}{\Omega_n} \right)^{-\alpha_2\beta_2}.$$
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