EFFICIENT MESH OPTIMIZATION USING THE GRADIENT FLOW OF THE MEAN VOLUME
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Abstract. The signed volume function for polyhedra can be generalized to a mean volume function for volume elements by averaging over the triangulations of the underlying polyhedron. If we consider these up to translation and scaling, the resulting quotient space is diffeomorphic to a sphere. The mean volume function restricted to this sphere is a quality measure for volume elements. We show that the gradient ascent of this map regularizes the building blocks of hybrid meshes consisting of tetrahedra, hexahedra, prisms, pyramids and octahedra, that is, the optimization process converges to regular polyhedra. We show that the (normalized) gradient flow of the mean volume yields a fast and efficient optimization scheme for the finite element method known as the geometric element transformation method (GETMe). Furthermore, we shed some light on the dynamics of this method and the resulting smoothing procedure both theoretically and experimentally.
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1. Introduction. In the context of the finite element method, mesh quality affects numerical stability as well as solution accuracy of this method [37]. The geometric element transformation method (GETMe) as a smoothing algorithm for tetrahedral meshes is introduced in [45], which was generalized to hybrid meshes in [40, 41, 42, 43, 44]. We consider GETMe as a class of smoothing methods based on simple geometric transformations applied iteratively to all elements individually. Several numerical tests have confirmed that the geometric element transformation given in [45] and its generalizations reliably and efficiently regularizes the polyhedron types, which are relevant for the finite element method. In this paper, regularization refers to the convergence of the iteratively transformed polyhedra towards a regular polyhedron, and we ask the reader not to confuse this terminology with the methods in numerical analysis that allow you to deal with ill-conditioned problems. GETMe smoothing also significantly reduces errors in solutions of the finite element method and improves solution efficiency for meshes [44]. The search for a mathematical proof of its qualitative behavior led us to the discovery of a simple and reasonable quality measure for volume elements optimized by polyhedral generalizations of the tetrahedral GETMe algorithm in [45]. Therefore, the purpose of our work is threefold:
1. We introduce the mean volume and turn it into a scaling-invariant quality measure.
2. We consider the gradient flow of the mean volume and discuss its close relationship to the tetrahedral GETMe algorithm presented in [45].
3. We analyze the new GETMe optimizing and untangling algorithms for volume elements induced by the gradient flow of the mean volume both theoretically and experimentally.

Mesh smoothing methods can be classified [28, 30, 46] as geometry-based [15, 45], optimization-based [13, 6, 17, 19, 31, 36, 25, 34, 7], physics-based [35] and combinations thereof [8, 16, 9]. In order to be more effective, these methods need to be combined with topological modifications [4, 18, 21]. Local or global Optimization-based methods effectively optimize an objective function measuring the quality of elements or the mesh as a whole. They often lend themselves to untangling algorithms [23, 26, 19, 1, 13]. Geometry-based methods like the
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Laplacian \[15\] and GETMe \[45\] smoothings have the advantage of being exceptionally fast, but their effect on the quality of a mesh is heuristic. Therefore, it came as a surprise, that a minor variation of the GETMe method presented in \[45\] generalizes to a local optimization-based mesh smoothing and untangling method for hybrid meshes with an objective function induced by a generalization of the volume function.

After a review of the GETMe algorithm \[45\] in \S 2 we introduce the mean volume in \S 3. Section 4 establishes the intimate relationship of the volume and the GETMe algorithm by way of the gradient field. We leverage this relationship in \S 5 in order to give a natural generalization of the GETMe smoothing procedure to other volume elements and hybrid meshes. We discuss the dynamics of these optimization and smoothing methods both from a theoretical and experimental point of view in \S 6. Due to their technical nature, we postpone the rigorous computations of the singularities of the gradient of the mean volume to \S 7. We finish with a summary in \S 8 and an outlook to global optimization-based GETMe methods.

2. The tetrahedral GETMe algorithm. In \[45\] a powerful heuristic method for smoothing tetrahedral meshes was developed and further generalized to other volume elements in \[40, 41, 42, 43, 44\]. Let us review the key concept from \[45\].

2.1. Transformation of a tetrahedron. Let \(\tau = (x_1, x_2, x_3, x_4)^t \in \mathbb{R}^{12}\) denote a tetrahedron with the four pairwise disjoint nodes \(x_i \in \mathbb{R}^3, i \in \{1, \ldots, 4\}\), which is positively oriented. That is, \(\det(D(\tau)) > 0\) with

\[
D(\tau) := (x_2 - x_1, x_3 - x_1, x_4 - x_1)
\]

representing the \((3 \times 3)\)-matrix of the difference vectors, which span the tetrahedron \(\tau\). Furthermore, let

\[
\begin{align*}
n_1 &:= (x_4 - x_2) \times (x_3 - x_2) \\
n_2 &:= (x_4 - x_3) \times (x_1 - x_3) \\
n_3 &:= (x_2 - x_4) \times (x_1 - x_4) \\
n_4 &:= (x_2 - x_1) \times (x_3 - x_1).
\end{align*}
\]

denote the inside oriented face normals of \(\tau\).

![Fig. 2.1: Transformation of a tetrahedron](image)

A new tetrahedron \(\tau'\) with nodes \(x'_i\) is derived from \(\tau\) by translating each node \(x_i\) using the
opposing face normal $n_i$ scaled by $\sigma/\sqrt{|n_i|}$ for some fixed $\sigma \in \mathbb{R}_0^+$. That is,

$$\tau' = \begin{bmatrix} x'_1 \\ x'_2 \\ x'_3 \\ x'_4 \end{bmatrix} = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix} + \sigma \begin{bmatrix} \frac{1}{\sqrt{|n_1|}} n_1 \\ \frac{1}{\sqrt{|n_2|}} n_2 \\ \frac{1}{\sqrt{|n_3|}} n_3 \\ \frac{1}{\sqrt{|n_4|}} n_4 \end{bmatrix}.$$ 

An initial tetrahedron $\tau$ and its transformed counterpart $\tau'$ are depicted in Figure 2.1. The edges of the resulting tetrahedron $\tau'$ are indicated by dotted lines.

### 2.2. Properties of the transformation.
The quality of tetrahedra is measured by the mean ratio function [22]

$$q(\tau) := \frac{3 \det(S)^{2/3}}{\|S\|_F^2}$$

with $\|S\|_F := \sqrt{\text{tr}(S^t S)}$ denoting the Frobenius norm of the matrix $S := DW^{-1}$. Here $D$ represents the difference matrix given in (2.1), and $W$ denotes the difference matrix of a regular tetrahedron. It holds that $q(\tau) \in [0, 1]$, where very small values indicate nearly degenerate tetrahedra and larger values almost regular tetrahedra. In particular, it holds that $q(\tau) = 1$, if $\tau$ is regular. It has been tested heuristically that GETMe increases the mean ratio quality function in (2.4), and that $\sigma$ controls the speed.

### 2.3. GETMe smoothing of tetrahedral meshes.
A tetrahedral mesh consists of $n \in \mathbb{N}$ nodes $x_i \in \mathbb{R}^3$ and $m \in \mathbb{N}$ tetrahedra $\tau_j = (x_{i_{j,1}}, x_{i_{j,2}}, x_{i_{j,3}}, x_{i_{j,4}})^t$, where $i_{j,k} \in \{1, \ldots, n\}$, $j = 1, \ldots, m$ and $k = 1, \ldots, 4$. Indices of the nodes for each tetrahedron are ordered such that all tetrahedra $\tau_j$ are valid in the sense that they are positively oriented.

Measures for the quality of a tetrahedral mesh are the minimal mean ratio number

$$q_{\text{min}} := \min_{j \in \{1, \ldots, m\}} q(\tau_j)$$

and the mean value of all mean ratio numbers

$$q_{\text{mean}} := \frac{1}{m} \sum_{j=1}^m q(\tau_j).$$

GETMe smoothing algorithms based on Equation (2.3) combine the transformation with a simple scaling and relaxation procedure in order to improve the overall mean ratio mesh quality, while preserving the validity of all tetrahedra after every iteration step. Scaling is an important aspect of the smoothing procedure, which will leave one of the properties volume, surface area and edge length sum unchanged. There are two flavors:

- The simultaneous smoothing applies the transformation simultaneously to all tetrahedra.
- The sequential smoothing applies the transformation iteratively to the worst tetrahedron.

Usually, the simultaneous and sequential methods have been combined by first simultaneously smoothing the mesh, and then optimizing particularly bad elements by sequential smoothing.

### 2.4. Key differences to the present work.
In the following chapters we discuss another geometric element transformation. It differs from Equation (2.3) only in its scaling factor, but its GETMe smoothing as described in §2.3 has the same advantageous behavior. This small change allows for interpreting the transformation as a gradient flow of the volume function (see §4) and for generalizing it to prisms, pyramids and hexahedra in a natural way (see §5). Furthermore, the new point of view shows that our geometric element transformation untangles the individual volume elements (see §6) and regularizes them (see §7).
3. The mean volume for volume elements. At first sight, the volume of a polyhedron seems like a rather useless quality measure for polyhedra, because it lacks scaling-invariance and cannot capture information about the (scaling-invariant) shape of the object. It is therefore interesting, that there should be a simple way to turn it into a useful element quality measure for hybrid meshes. First of all, we need to extend the volume to a more abstract notion of volume elements, the building blocks of hybrid meshes. These volume elements are essentially polyhedra, for which we allow non-planar faces and self-intersections. We call this generalization mean volume, and it is defined via triangulations of the underlying polyhedra. This step is followed by a suitable normalization procedure in order to get a scaling-invariant quality measure from the volume.

3.1. Triangulations. Every convex polyhedron can be triangulated. For example, a pyramid $P = (x_1, \ldots, x_5)$ with apex $x_5$ allows for the two different triangulations depicted in Figure 3.1.

![Fig. 3.1: The different triangulations of a pyramid](image)

**Definition 3.1.** A triangulation of a convex polyhedron $P$ is given by a family $T = \{\tau_i\}_{i=1, \ldots, m}$, $m \in \mathbb{N}$, of positively oriented tetrahedra $\tau_i$, such that

1. $P = \bigcup_i \tau_i$, and
2. $\tau_i \cap \tau_j$ is either the empty set, a node or a facet for $i \neq j$.

Observe, that the number $m$ of tetrahedra can be different for different triangulations of the same polyhedron. For example, there are triangulations of a hexahedron with 5 and with 6 tetrahedra.

Volume elements are always associated to some underlying reference polyhedron. This allows us to triangulate any volume element by using the triangulations of the underlying polyhedron. If $x_1, \ldots, x_k$ are the nodes of the volume element, it will be convenient to denote the volume element itself by $x = (x_1, \ldots, x_k)^t \in \mathbb{R}^{3k}$, especially since we will treat $x$ as point on a manifold. For tetrahedra, the formal distinction between $\tau$ and $x$ is supposed to clarify, whether the tetrahedron is considered as a volume element or as a polyhedron. While this might seem unnecessary for tetrahedra, it is helpful in the discussion of other volume elements and polyhedra. For example, we have two triangulations of the volume element $x = (x_1, \ldots, x_5)^t$ shown in Figure 3.2, where the reference polyhedron is the pyramid shown with its triangulations in Figure 3.1. Notice that only the third tetrahedron in Figure 3.2 is positively oriented, the others are negatively oriented. In particular, there is no canonical three-dimensional geometric object corresponding to this volume element.

Given a volume element $x$, let us denote by $T_x$ the set of all triangulations of $x$ corresponding to the triangulations of its underlying polyhedron as described in Definition 3.1.

3.2. The mean volume. The signed volume of a tetrahedron with vertex coordinates $\tau = (x_1, \ldots, x_4) \in \mathbb{R}^{3 \times 4}$ agrees with $1/6$ of the determinant of the difference matrix (2.1) and
Fig. 3.2: A volume element based on the pyramid and its two triangulations (left and right) consisting of two tetrahedra each

can also be written as

\[ \text{vol}(\tau) = \frac{1}{6}((x_2 - x_1) \times (x_3 - x_1)) \cdot (x_4 - x_1). \]

The orientation of the tetrahedron and therefore the sign of the volume function is determined by the order of vertices. Notice that it is therefore not only a well-defined function for valid tetrahedra, but also for invalid and degenerate tetrahedra.

We also have a signed volume function for polyhedra. Given a convex polyhedron \( P \), we may consider a triangulation \( T \) of \( P \) and compute

\[ \text{vol}(P) = \sum_{\tau \in T} \text{vol}(\tau). \]

We can also compute this volume function for a volume element. Since the facets are not necessarily planar, this function depends on the triangulation \( T \). Given a volume element \( x \), we can however simply take the average over all triangulation \( T_x \).

Definition 3.2. The mean volume of a volume element \( x \) is given by

\[ \text{vol}(x) = \frac{1}{|T_x|} \sum_{T \in T_x} \sum_{\tau \in T} \text{vol}(\tau). \]

There are alternative definitions for this mean volume function, but this is the most convenient one for our purpose. Notice that there are non-planar polyhedra, for which the mean volume vanishes. For example, the volume element in Figure 3.2 is such an example: only the volume of the third polyhedron is positive, the other three smaller tetrahedra have negative volume.

The mean volume for volume elements generalizes the (generalized) volume for triangulated polyhedral surfaces introduced by Connelly [10], which was used in the proof of the bellows conjecture [11, 33]. The quadrilateral (non-planar) facets of the volume elements can be geometrically realized by certain doubly-ruled surfaces [12]. In applications, we usually only encounter meshes with triangular and quadrilateral facets, and the use of the doubly-ruled surfaces allows us to treat the volume elements as 3-dimensional objects whose volume equals the mean volume.

3.3. The quality measure. Clearly, the mean volume function is translation-invariant, but not scaling-invariant. However, there are several ways to make it scaling-invariant by normalizing it. There is the Frobenius norm used in the mean ratio function (2.4), or we could use a combination of edge length and area. Instead, we define for a volume element
\(x = (x_1, \ldots, x_k)^t\), for which not all coordinates are equal,

\[
\pi : \mathbb{R}^{3k} \rightarrow \mathbb{R}^{3k} \\
(x_1, \ldots, x_k)^t \mapsto \frac{(x_1 - x_\ast, \ldots, x_k - x_\ast)^t}{\|(x_1 - x_\ast, \ldots, x_k - x_\ast)^t\|}, \quad \text{where } x_\ast = \sum_{i=1}^k x_i.
\] (3.3)

The function \(\pi\) translates a volume element to its centroid and rescales it. Since \(e\) is not entirely degenerate, \((x_1 - x_\ast, \ldots, x_k - x_\ast)\) does not vanish and \(\pi\) is well-defined. The function \(q : \mathbb{R}^{3k} \rightarrow \mathbb{R}\) given by

\[
q = \text{vol} \circ \pi
\] (3.4)

is invariant under scaling, translation and rotation, and we will consider it as quality measure for volume elements.

As we will see, regular tetrahedra, hexahedra, octahedra as well as certain symmetric pyramids and prisms maximize this function. Numerical tests and some theoretical evidence suggest, that the global maximum is the only local maximum for all of these volume elements. In particular, optimizing a hybrid mesh with respect to this quality measure should generally improve meshes for its use in finite-element analysis.

4. The gradient of the mean volume. Following the gradient flow lines of the mean volume quality measure will certainly improve the volume elements with respect to this quality measure. In this section we will see how the mean volume from §3 relates to the tetrahedral GETMe algorithm described in §2. We find it instructive to introduce a mathematical model for the space of volume elements with a fixed underlying polyhedron, which incorporates the desired invariance under scaling and translation of quality functions.

4.1. The manifold of volume elements. Quality measures are often invariant under scaling, translation and rotation. Therefore, we want to find a model for the space of volume elements, on which the analysis of such quality measures is simplified. If we leave out rotations, we will see that the resulting model is simply a sphere.

The space of volume elements \(x = (x_1, \ldots, x_k)^t\) is isomorphic to the Euclidean space \(\mathbb{R}^{3k}\). Considering these elements up to translation and scaling corresponds to introducing an equivalence relation on \(\mathbb{R}^{3k}\) defined by

\[
x \sim x' :\iff x = \lambda x' + (x_0, \ldots, x_0)^t \quad \text{for some } \lambda \in \mathbb{R} \setminus \{0\} \text{ and } x_0 \in \mathbb{R}^3.
\]

The quotient space by this equivalence relation is not a manifold. If we ignore the degenerate volume elements of the form \((x_0, \ldots, x_0)^t\) we get an open subset of \(\mathbb{R}^{3k}\)

\[
M := \mathbb{R}^{3k} \setminus \{(x_0, \ldots, x_0)^t \mid x_0 \in \mathbb{R}^3\}
\]

whose quotient space \(M/\sim\) is simply (diffeomorphic to) a \((3k - 4)\)-sphere. To be more concrete, the map on \(M/\sim\) induced by the projection map \(\pi\) in (3.3) yields an identification

\[
\pi : M/\sim \rightarrow N := \{x \in \mathbb{R}^{3k} \mid \|x\| = 1 \text{ and } x_\ast := \sum_{i=1}^n x_i = 0\}.
\] (4.1)

The differential structure on \(N\) induces a differential structure on \(M\), and we can consider their tangent bundles \(TM\) and \(TN\). These are related via the differential \(D(\pi) : TM \rightarrow TN\) of \(\pi\).
4.2. The gradient field. Let $C^\infty(M, TM)$ be the space of smooth sections of $TM$, also known as vector fields. For a tetrahedral volume element $x = (x_1, \ldots, x_4)^t \in M$ it is straightforward to compute from Equation (3.1) that the gradient $\nabla \text{vol}_x$ of the volume function at $x$ is given by six times the normals $n_i$ in Equation (2.2), that is,

$$\nabla \text{vol}_x = \frac{1}{6} \begin{pmatrix} n_1 \\ n_2 \\ n_3 \\ n_4 \end{pmatrix}.$$

The gradient field $\nabla \text{vol} \in C^\infty(M, TM)$ of the volume is the vector field given by all gradient vectors $\nabla \text{vol}_x \in T_x M$ of the volume on $M$.

The factors $1/\sqrt{|n_i|}$ had been introduced in Equation (2.3) to ensure scaling invariance. Instead, we use the factor $1/\sqrt{||n||}$ for $n = (n_1, \ldots, n_4)^t \in \mathbb{R}^{12}$, which not only ensures scaling invariance, but also preserves the centroid. That is,

$$\tau' = \begin{pmatrix} x'_1 \\ x'_2 \\ x'_3 \\ x'_4 \end{pmatrix} := \begin{pmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{pmatrix} + \frac{1}{\sqrt{|n|}} \begin{pmatrix} n_1 \\ n_2 \\ n_3 \\ n_4 \end{pmatrix}.$$

The intimate relationship between the tetrahedral GETMe transformation and the gradient of the volume function allows us to generalize the tetrahedral GETMe transformation to volume elements such as hexahedra, prisms, pyramids, and even octahedra. This way, we can analyze it not only numerically, but theoretically. In particular, we show that the mean volume quality measure is a height function on the sphere $N$ and discuss some of its properties. Notice that a variation of the necessary scaling mentioned in §2.3 is even built into the map $\pi$ given in (3.3). More precisely, we could simply leave $||(x_1 - x_*, \ldots, x_n - x_*)||$ unchanged.

5. GETMe smoothing for hybrid meshes. In order to give a description of the GETMe smoothing, it will be helpful to discuss the theory in more detail. As we have seen, face normals play an essential role in the tetrahedral GETMe approach. After discussing face normals in more generality, we will explicitly compute gradient vector fields of the mean volume function given in Definition 3.2 for pyramids, prisms and octahedra directly from the definition. After some theory about scaling invariance and gradient vector fields, we show how to use the symmetry of Platonic solids to compute the gradient fields for other polyhedra. More precisely, we can use a symmetry-invariant subset of triangulations in order to compute the gradient. For example, the hexahedron has a symmetry-invariant subset of only two triangulations.

5.1. Face normals. By the face normal of an oriented triangle we simply mean the cross product of two edge vectors compatible with the orientation. Even though cross products are usually applied to edge vectors, we can also apply the cross products to the vertex coordinates themselves, because they are points in the vector space $\mathbb{R}^3$ and therefore vectors themselves. In order to simplify notation, let us define face normals for arbitrary oriented polygonal curves $C(1, \ldots, k)$ in $\mathbb{R}^3$ as shown in Figure 5.1 by

$$\nu(1, \ldots, k) := (x_2 - x_1) \times (x_3 - x_1) + (x_3 - x_1) \times (x_4 - x_1) + \ldots + (x_{k-2} - x_1) \times (x_{k-1} - x_1) + (x_{k-1} - x_1) \times (x_k - x_1) = x_1 \times x_2 + x_2 \times x_3 + \ldots + x_{k-1} \times x_k + x_k \times x_1.$$

(5.1)
Remark 5.1. There are several useful facts about cross products, which can be proven by elementary calculations. We have the identities

$$\begin{align*}
(x_1 - x_2) \times (x_2 - x_3) &= \nu(1, 2, 3), \\
(x_1 - x_3) \times (x_2 - x_4) &= \nu(1, 2, 3, 4), \\
\nu(2, \ldots, k, 1) &= \nu(1, \ldots, k) = \sum_{j=2}^{k-1} \nu(1, j, j + 1).
\end{align*}$$

The direction of the normal vector $\nu(1, 2, 3)$ can be found by a right-hand (grip) rule. Equation (5.4) encodes the following properties of cross products:

1. The face normals of tetrahedra add up to zero.
2. If $C(1, \ldots, k)$ is the boundary of a triangulated oriented surface, then the sum of their normals is independent of the choice of triangulation.
3. If $C(1, \ldots, k)$ is planar and convex, then $\|\nu(1, \ldots, k)\|$ equals twice the area enclosed by $C(1, \ldots, k)$.

The above remark gives a convenient way of organizing linear combinations of face normals. In particular, it allows us to write the gradient field $\nabla \text{vol} \in C^\infty(M, TM)$ of the volume as

$$\nabla \text{vol}_\tau = \frac{1}{6} \begin{pmatrix}
\nu(4, 3, 2) \\
\nu(4, 1, 3) \\
\nu(4, 2, 1) \\
\nu(1, 2, 3)
\end{pmatrix}$$

for the tetrahedron $\tau = x_1 x_2 x_3 x_4$.

It is straightforward to also write the gradient of the mean volume for other volume elements given in Definition 3.2 in terms of face normals. This vector field will yield a flow on the manifold of volume elements. We will see in §7 and §6 to which extent the optimizing behavior for tetrahedra can be observed and proven for more general polyhedra.

Let us compute the gradient $\nabla \text{vol}$ of the mean volume for the volume element $x$ based on the pyramid. Its two triangulations in $T_x$ consist of only two tetrahedra each shown in Figure 3.1. We compute

$$\nabla \text{vol}_x = \frac{1}{12} \begin{pmatrix}
\nu(5, 4, 2) + \nu(5, 4, 3, 2) \\
\nu(5, 1, 3) + \nu(5, 1, 4, 3) \\
\nu(5, 2, 4) + \nu(5, 2, 1, 4) \\
\nu(5, 3, 1) + \nu(5, 3, 2, 1) + 2 \cdot \nu(1, 2, 3, 4)
\end{pmatrix}.$$
It is also straight-forward to construct the vector field for the prism, because its set of all triangulations has only six elements:

\[
\nabla \text{vol}_x = \frac{1}{18} \begin{pmatrix}
\nu(3, 2, 4) + \nu(2, 5, 4, 6, 3) \\
\nu(1, 3, 5) + \nu(3, 6, 5, 4, 1) \\
\nu(2, 1, 6) + \nu(1, 4, 6, 5, 2) \\
\nu(5, 6, 1) + \nu(6, 3, 1, 2, 5) \\
\nu(6, 4, 2) + \nu(4, 1, 2, 3, 6) \\
\nu(4, 5, 3) + \nu(5, 2, 3, 1, 6)
\end{pmatrix}
\]

for the prism.

It is simpler to compute the vector field for the octahedron:

\[
\nabla \text{vol}_x = \frac{1}{6} \begin{pmatrix}
\nu(2, 3, 4, 5) \\
\nu(1, 5, 6, 3) \\
\nu(1, 2, 6, 4) \\
\nu(1, 3, 6, 5) \\
\nu(1, 4, 6, 2) \\
\nu(2, 5, 4, 3)
\end{pmatrix}
\]

In order to compute the gradient field for more complicated polyhedra, we will discuss symmetry-invariant subsets of triangulations in §5.4.

### 5.2. Scaling-invariance

In order for the transformation determined by \(\nabla \text{vol}\) to be invariant under scaling, it can be normalized as in [45] by multiplying each face normal with the inverse of the square root of its norm. Instead, we will generalize the normalization used in Equation (4.2), which preserves the direction of vectors on \(M\) and the singularities of the vector field, which makes dynamical studies simpler.

**Definition 5.2.** For a vector field \(X \in TM\) on \(M\) let

\[
\Psi(X_x) := \begin{cases}
\frac{1}{\sqrt{\|X_x\|}} X_x & X_x \neq 0 \\
0 & X_x = 0.
\end{cases}
\]

Furthermore, we let \(\Psi(X)\) be the vector field given by \(\Psi(X)_x = \Psi(X_x)\).

Scaling and translation invariance of \(\Psi(\nabla \text{vol})\) is equivalent to \(\Psi(\nabla \text{vol})\) being a well-defined vector field on the quotient \(M/\sim\).

**Lemma 5.3.** The vector field \(X = \Psi(\nabla \text{vol})\) is a vector field on the quotient \(M/\sim\).

**Proof.** Recall the diffeomorphism \(\pi: M/\sim \rightarrow N\) defined in (4.1). It suffices to check that \(D(\pi)(X_x) = D(\pi)(X_{x'})\) for \(x \sim x'\). Notice that \(tX_x = X_{tx}\) and \(X_x = X_{x + (x_0, \ldots, x_0)}\). Clearly, if \(x' = x + (x_0, \ldots, x_0)\), then \(D(\pi)(X_{x'}) = D(\pi)(X_x)\). If \(x' = \lambda x\) with \(x_0 = \sum x_i = 0\), then using the fact the \(\nabla \text{vol}\) preserves the centroid we get

\[
D(\pi)(X_{x'}) = \frac{d}{dt} \pi(\lambda x + tX_{x'})|_{t=0} = \frac{d}{dt} \pi(\lambda x + tX_{x})|_{t=0} = \frac{d}{dt} \pi(x + tX_{x})|_{t=0} = D(\pi)(X_x).
\]

### 5.3. Gradient fields

The gradient flow is an important concept and a powerful tool with many applications in topology, global analysis, dynamical systems and mathematical physics. Perelman observed in his proof of Thurston’s geometrization conjecture [20], that one can interpret Hamilton’s Ricci flow as a gradient flow. Morse theory [29, 5] with all its generalizations and infinite-dimensional manifestations in mathematical physics like Chern-Simons theory [47], Yang-Mills theory [3, 2, 32] and other gauge theories deduces topological information from the study of the singularities and the flow of a gradient field. It is a natural consequence of the strong
results surrounding gradient fields and their flows, that we should make use of them to shed some light on the dynamics on the transformation given in [45] and generalize it. In this section we will discuss some important properties of gradient fields and Lyapunov functions. Most importantly, we will see, that the (normalized) gradient flow lines start and end at singularities of the gradient field.

Recall the quality measure \( q = \text{vol} \circ \pi : M \to \mathbb{R} \) defined in (3.4). For \( X_x \in T_xN \) we compute for the differential \( D \) of the mean volume \( D \text{vol}(X_x) = D(\text{vol}|_N)(X_x) \). Then, the gradient field \( \nabla(\text{vol}|_N) \) of \( \text{vol}|_N \) is implicitly defined using the submanifold metric \( \langle \cdot, \cdot \rangle \) on \( N \subset M \subset \mathbb{R}^{3k} \) by

\[
D \text{vol}(X_x) = \langle \nabla(\text{vol}|_N)_x, X_x \rangle_N \quad \text{for all } X_x \in T_xN.
\]

**Definition 5.4.** A smooth function \( f: N \to \mathbb{R} \) is a Lyapunov function for a vector field \( X \in C^\infty(N,TN) \), if

1. \( Df_x(X) > 0 \) for all non-singular points \( x \),
2. \( Df_x(X) = 0 \) if and only if \( x \) is a singular point of \( X \).

A special case of a Lyapunov function is a smooth map \( f: N \to \mathbb{R} \) and its gradient field \( \nabla f \), because \( Df_0(\nabla f) = \|\nabla f\|^2_N > 0 \) for all non-singular points \( x \) and \( Df_x(X) = \langle \nabla f_x, X \rangle_N = 0 \) for all \( X \in T_xN \). Since \( N \) is a compact manifold, all vector fields on \( N \) are complete: If \( X \) is a vector field, then the flow curve \( \gamma(t) \) defined by the initial value problem

\[
\gamma(0) = x \quad \text{and} \quad \dot{\gamma}(t) = X_{\gamma(t)}
\]

exists for all \( x \in N \) and \( t \in \mathbb{R} \). Let us reprove a simple fact about Lyapunov functions on compact manifolds.

**Proposition 5.5.** Let \( f \) be a Lyapunov function on \( N \) for \( X \in C^\infty(N,TN) \), then the flow lines of \( X \) start and end at singularities of \( X \).

**Proof.** If \( X \) is a flow line of \( X \) on \( N \) with \( \gamma(0) = x \) and \( \gamma(t_0) \) a non-singular point,

\[
\frac{d}{dt}(f \circ \gamma)|_{t=t_0} = Df_{\gamma(t_0)}(X) > 0
\]

implies that \( f \circ \gamma \) is increasing for all \( t \). Since \( N \) is compact and \( f \) continuous, \( \text{Im}(f \circ \gamma) \) is a bounded set. As \( f \circ \gamma \) is always increasing, but bounded, we have

\[
\lim_{t_0 \to \pm \infty} \frac{d}{dt}(f \circ \gamma)|_{t=t_0} = 0.
\]

By compactness we can furthermore find \( x \in N \) and a sequence \( t_n \in \mathbb{R} \) such that

\[
\lim_{n \to \infty} t_n = \infty \quad \text{and} \quad \lim_{n \to \infty} \gamma(t_n) = x \in N.
\]

It follows that \( x \) is singular, because \( Df_x(X) = \lim_{n \to \infty} \frac{d}{dt}(f \circ \gamma)|_{t=t_n} = 0 \). Since \( X \) is smooth, we have \( \|\dot{\gamma}(t)\| = \|X_{\gamma(t)}\| \to 0 \) as \( t \to \infty \), which implies

\[
\lim_{t \to \infty} \gamma(t) = x.
\]

A similar argument shows that \( \gamma \) starts at a singularity. \( \square \)

The following corollary from Proposition 5.5 describes the qualitative behavior of the flow of \( D(\pi)(\nabla \text{vol}) \) and \( D(\pi)(\Psi(\nabla \text{vol})) \).
Theorem 5.6. The vector field $X = D(\pi)(\nabla \text{vol}) = \nabla (\text{vol}|_N)$ on $N$ is the gradient field of $f|_N$, and the flow lines of $X$ and $\tilde{X} = D(\pi)(\Psi(\nabla \text{vol}))$ on $N \subset M$ start and end at singularities of $Y$.

Proof. We compute

$$D(\pi)\nabla \text{vol}_x = \nabla \text{vol}_x - (\nabla \text{vol}_x \cdot x) \cdot x \quad \text{for} \ x \in N.$$ 

Since $x \in N \subset \mathbb{R}^3k$ is orthogonal to $X_x \in T_xN \subset \mathbb{R}^3k$, we get

$$\langle(\nabla (\text{vol}|_N)_x, X_x\rangle_N = D \text{vol}(X_x) = \langle \nabla \text{vol}_x, X_x \rangle = \langle D(\pi)(\nabla \text{vol}_x) + (\nabla \text{vol}_x \cdot x) \cdot x, X_x \rangle$$

$$= \langle D(\pi)(\nabla \text{vol}_x), X_x \rangle = \langle D(\pi)(\nabla \text{vol}_x), X_x \rangle_\pi.$$ 

This shows that $D(\pi)(\nabla \text{vol})$ is the gradient field $\nabla (\text{vol}|_N)$ of $\text{vol}|_N$. In particular, $\text{vol}|_N$ is a Lyapunov function for $D(\pi)(\nabla \text{vol})$.

Therefore, we also have

$$D(\text{vol}|_N)_x \left( D(\pi)(\Psi(\nabla \text{vol}_{\gamma(t)})) \right) = \frac{1}{\sqrt{\nabla \text{vol}_{\gamma(t)}}} D(\text{vol}|_N)_x \left( D(\pi)(\nabla \text{vol}_{\gamma(t)}) \right) > 0.$$ 

Since $\Psi$ preserves singularities, $\text{vol}|_N$ is also a Lyapunov function for $D(\pi)(\Psi(\nabla \text{vol}))$. The theorem follows from Lemma 5.5. □

We are interested in the normalization $\Psi(\nabla \text{vol})$ of $\nabla \text{vol}$, because it is a scaling invariant vector field. One can also ask about the dynamic behavior of normalizations given by division of other powers of the norm and coordinate-wise normalizations. We expect them to have the same qualitative behavior. In the case of simply dividing by the norm of $X$, this dynamical behavior is described in Thom’s gradient conjecture [24]. The above theorem also shows that the flow of the vector fields $D(\pi)(\nabla \text{vol})$ and $D(\pi)(\Psi(\nabla \text{vol}))$ optimize the quality measure $q = \text{vol} \circ \gamma$. See [39] how one can turn this observation into an efficient and global optimization-based smoothing method.

The vector fields $D(\pi)(\nabla \text{vol})$ and $D(\pi)(\Psi \nabla \text{vol})$ therefore have the same singularities and qualitative behavior as described Theorem 5.6. This suggests that the two vector fields are topologically equivalent, that is, there is a homeomorphism $N \rightarrow N$ carrying trajectories to trajectories and preserving the direction of increasing time. However, we do not see, how to prove such a strong result. Since the kernel of $D(\pi)_x : \mathbb{R}^{3n} \rightarrow T_xN$ consists of the radial vectors, that is, vectors of the form $\lambda x$, the singularities of these vector fields have the following characterization in terms of $\text{vol}$.

Lemma 5.7. The vector field $D(\pi)(\text{vol})$ on $N \subset M$ has a singularity at $x \in N$ if and only if

$$\lambda x = \nabla \text{vol}_x \quad \text{for some constant} \ \lambda \in \mathbb{R}.$$ 

5.4. Symmetry. Mani [27] showed that for each polyhedral graph $G$, there exists a convex polyhedron $P_G$ such that every automorphism of $G$ is induced by an isometry of Euclidean space. We call $P_G$ a symmetric polyhedron. Examples for symmetric polyhedra include the platonic solids, semi-regular polyhedra, the right regular prism, right regular anti-prism and the regular pyramid. In this section every polyhedron $P$ is assumed to be symmetric.

Consider the symmetry group $\Gamma$ of a (symmetric) polyhedron $P \subset \mathbb{R}^3$ as a subgroup of isometry group of $\mathbb{R}^3$, that fixes $P$. Therefore, $g \in \Gamma$ acts on all points in $p \in \mathbb{R}^3$ as usual by
g \cdot p \in \mathbb{R}^3$. In particular, it naturally acts on a triangulation $T$ of $P$, and we can consider a $\Gamma$–invariant subset $T' \subset T$ of triangulations of polyhedra. In this way, a $\Gamma$–invariant triangulation of a polyhedron gives a simpler definition of the mean volume in Definition 3.2.

$$\text{vol}(x) = \frac{1}{|T'|} \sum_{T' \in T} \sum_{\tau \in T'} \text{vol}(\tau).$$

Notice that the orbit of an arbitrary triangulation under $\Gamma$ yields a $\Gamma$–invariant subset of all triangulations.

Let us consider the two possible triangulations of the hexahedron consisting of 5 tetrahedra each and apply this theorem to this $\Gamma$–invariant subset $T$ of all triangulations.

$$X_p^T = \frac{1}{12} \begin{pmatrix} \nu(2, 5, 4) + \nu(6, 5, 8, 4, 3, 2) \\ \nu(3, 6, 1) + \nu(7, 6, 5, 1, 4, 3) \\ \nu(4, 7, 2) + \nu(8, 7, 6, 2, 1, 4) \\ \nu(1, 8, 3) + \nu(5, 8, 7, 3, 2, 1) \\ \nu(1, 6, 8) + \nu(6, 7, 8, 4, 1, 2) \\ \nu(2, 7, 5) + \nu(7, 8, 5, 1, 2, 3) \\ \nu(3, 8, 6) + \nu(8, 5, 6, 2, 3, 4) \\ \nu(4, 5, 7) + \nu(5, 6, 7, 3, 4, 1) \end{pmatrix}$$

In addition to the hexahedron, it is now a straightforward task to write down and check gradient fields for the rest of the platonic solids. In §7.7 we mention a gradient field for the icosahedron, which is a variation of the gradient field of the mean volume. We leave the explicit gradient field for the dodecahedron to the interested reader, because the expression is considerably longer.

5.5. Smoothing of hybrid meshes. We have constructed elementary transformations for tetrahedra, hexahedra, pyramids, prisms and octahedra. We will see in §7 and §6, that they make individual volume elements more regular. Moreover, we will single out the vector fields, which exhibit the fastest convergence in numerical tests for each of the four main volume elements. Using the corresponding GETMe transformations, we get a smoothing algorithm for hybrid meshes as described in §2.3, whose performance we compare to the original results from GETMe transformations in §6.

6. Dynamics. So far, we have constructed a quality measure based on the mean volume of each volume element, related its gradient to the tetrahedral GETMe smoothing algorithm and generalized it to hybrid meshes. We are left with analyzing the dynamics, both theoretically and numerically. For a complete theoretical treatment, we will need to compute the singularities of the vector field. In view of the discussion on symmetry, it is not surprising that regular polyhedra are singularities of the vector field. In fact, numerical tests in §6.3 show that regular polyhedra are sinks of its flow. However, not every singularity is a regular polyhedron. Even though this discussion is elementary, the geometric arguments are rather intricate. Due to the technical nature, we postpone this topic to §7. We start by showing that the signed volume for tetrahedral volume elements is a Morse-Bott function on the 8-sphere $N$, that is, a smooth function on $N$ whose critical set is a closed submanifold and whose Hessian is non-degenerate in the normal direction. In particular, this explains the untangling and regularizing behavior of its flow. We will then see, what we can say about the dynamics for other volume elements from a theoretical point of view, before we provide numerical evidence.

6.1. Volume as a Morse-Bott function for tetrahedra. In general, the group SO(3) acts on $(x_1, \ldots, x_n) \in M$ by rotating all $x_i$ simultaneously, and the vector field $\nabla \text{vol}$ is invariant
under rotation. Due to the rotational invariance, all critical points of the mean volume on \( N \) are therefore degenerate. The action of SO(3) on the \((3n - 4)\)-sphere \( N \) is proper and free as long as the \( x_i \) are not collinear: The stabilizer \( S_x = \{ A \in \text{SO}(3) \mid x \cdot A = x \} \) for every collinear \( x \in M \) is \( S^1 \). The collinear tetrahedra consist of the \( n \)-dimensional vector space \( V \) of \( n \) ordered points on each line through the origin in \( \mathbb{R}^3 \). These rays can be parameterized by \( S^2 \). Since tetrahedra with all vertices having the same coordinates are excluded in \( M \), this parametrization by \( S^2 \) is one-to-one. The map \( \pi: M \to N \) first translates the \( n \) points on the ray, so that their centroid is the origin, then normalizes the result to have length 1. This corresponds to a surjection of \( V \) onto an \( n-1 \)-dimensional sub-vector space \( W \) of \( V \), followed by a projection to the \( n-2 \)-dimensional unit-sphere in \( W \). Therefore, the subspace \( S_c \) of collinear \( x \in N \) is diffeomorphic to \( S^2 \times S^{n-2} \) via \( \pi \). Clearly, the set of singular tetrahedra with vanishing volume consists of the collinear ones and is diffeomorphic to \( S^2 \times S^2 \). In general, \( S_c \) is only a subset of the critical points of the mean volume. It is not difficult to see, that the negatively and the positively oriented regular tetrahedron is also a singularity. Since the tetrahedra can be rotated, these two families are parametrized by \( S^2 \).

In order to show that the (mean) volume on \( N \) is Morse-Bott for tetrahedra, we need to compute the eigenvalues of the Hessian. The Hessian of the volume on \( M \) is equal to the gradient of \( \nabla \text{vol} \). In order to compute the eigenvalues of the Hessian \( \text{Hess}(\text{vol}|_N) \) of the restriction of \( \text{vol}: M \to \mathbb{R} \) to \( N \) at a regular tetrahedral volume element \( x \), we can compute the eigenvalues of the Hessian of \( \text{vol} \circ \pi \) and keep in mind that six eigenvalues are zero; three from the translation invariance, two from the rotation invariance and one from the scaling invariance. On the level of vector fields we need to take the differential \( D(\pi)(X_x) \) of \( X_x \) via \( D(\pi): T_x M \to T_{\pi(x)} N \) before we take the gradient. In order to compute the eigenvalues of \( \text{Hess}(\text{vol}|_N) \) at positively oriented regular polyhedra, we can therefore compute the eigenvalues of the Jacobian matrix given by the gradient of \( D(\pi)(X_x) \subset T_x M \). The result of this computation is summarized in Table 6.1.

| Type       | \( X \) | \( n \) | \((\mu, m) = \) eigenvalue \( \mu \) of the \( \text{Hess}(\text{vol}|_N) \) with multiplicity \( m \) |
|------------|---------|--------|------------------------------------------------------------------|
| tetrahedron| (5.5)   | 4 \cdot 3 | \((-\frac{2}{\sqrt{27}}, 6)\) |
| pyramid    | (5.6)   | 5 \cdot 3 | \((-\frac{5}{\sqrt{27}}, 6), (-\frac{\sqrt{5}}{6\sqrt{3}}, 3)\) |
| octahedron | (5.8)   | 6 \cdot 3 | \((-\frac{\sqrt{6}}{\sqrt{27}}, 6), \left(-\frac{\sqrt{6}}{2\sqrt{3}}, 6\right)\) |
| prism      | (5.7)   | 6 \cdot 3 | \((-\frac{\sqrt{2}}{2\sqrt{7}}, 6), \left(-\frac{\sqrt{8}}{9\sqrt{3}}, 2\right), \left(-\frac{1}{3\sqrt{6}}, 2\right), (-\frac{\sqrt{2}}{9\sqrt{3}}, 2)\) |
| hexahedron | (5.10)  | 8 \cdot 3 | \(\left(-\frac{1}{6}, 6\right), \left(-\frac{5}{6\sqrt{6}}, 1\right), \left(-\frac{\sqrt{2}}{2\sqrt{7}}, 3\right), \left(-\frac{1}{\sqrt{22}}, 3\right), \left(-\frac{1}{\sqrt{56}}, 5\right)\) |
| hexahedron | (7.3)   | 8 \cdot 3 | \(\left(-\frac{\sqrt{2}}{3\sqrt{3}}, 6\right), (-\sqrt{\frac{2}{3}}, 12)\) |

Table 6.1: The eigenvalues of the Hessian at positively oriented regular polyhedra

We also compute that the Hessian at collinear tetrahedra has two positive and two negative eigenvalues. This shows that the (mean) volume is a Morse-Bott function on the \( 8 \)-sphere \( N \), more precisely, the critical sets are submanifolds \( S^2 \), \( S^2 \times S^2 \) and \( S^2 \) at the maximum, level 0 and the minimum, respectively, and the Hessian is non-degenerate in the normal direction. Furthermore, the positively oriented regular tetrahedron is a sink of the gradient flow as well
as of the flow of $\Psi(\nabla \text{vol})$, while the stable and unstable manifold are two-dimensional for collinear tetrahedra. Generically, almost all tetrahedra are therefore regularized by the volume gradient flow, more precisely, the set of all tetrahedra, which are regularized, is open and dense in $N$. Alternatively, a small perturbation of the mean volume in a neighborhood of the level 0 singularities is a Morse function with two singularities consisting of the positively and negatively oriented tetrahedra. Unfortunately, for other types of polyhedra the mean volume function is not Morse-Bott in general, despite it being constructed from the tetrahedral volume.

6.2. Other volume elements. It is easy to check that regular polyhedra are singularities of the gradient of the mean volume in the sense of Theorem 5.6. Furthermore, Table 6.1 shows, that regular tetrahedra, pyramids, octahedra, prisms and hexahedra are sinks (and sources) of the corresponding vector fields. However, not every singularity is a regular polyhedron. The rigorous identification of the singularities is a difficult problem and the solution is bound to be technical. For this purpose, the notion of regularity needs to be discussed in more detail and requires a definition. Therefore, we postpone this topic to §7 and first present numerical tests in §6.3 confirming the regularizing behavior of the gradient of the mean volume. We show rigorously in §7, that there is only one singularity with positive mean volume in the case of the tetrahedron, the pyramid, the octahedron, the prism and the hexahedron, namely the regular one. Then, this singularity is a sink, while the regular representative with negative mean volume is a source. It follows, that every volume element with positive mean volume will be regularized.

In order to have a complete picture about the dynamics and a theoretical discussion about the untangling effect of the gradient flow, we need to address the singularities with vanishing mean volume, that is, the level 0 singularities, and their stable and unstable sets. Clearly, there are a lot of (necessarily invalid) volume elements, which would flow towards level 0 singularities. However, we expect to be able to regularize most arbitrarily small perturbations of the initial volume element. This is a heuristic statement. In order to make this mathematically precise, we would have to discuss measure theory or probability theory, which would allow us to say, that the set of volume elements, which is regularized has measure one, or that the volume elements will be regularized with probability one. However, the first necessity is the computation of the level 0 singularities. We expect these singularities to be unions of submanifolds of $N$, and that the stable sets are also union of submanifolds. We expect the maximal dimension of the stable manifolds to be less than the dimension of $N$. In particular, the complement of these stable manifolds would then be open and dense in $N$, which suggests, that it has measure one. This is numerically confirmed by our tests in §6.3. Unfortunately, this is not so easy to prove rigorously. Already the computation of the level 0 singularities is difficult.

Let us demonstrate the computation of the level 0 singularities for the pyramid. Consider $\nabla \text{vol} = 0$ in the case of the pyramid, where $x$ is not collinear. If $\nu(1, 2, 3, 4) = 0$ then $x_2 = x_4$ or $x_1 = x_3$. Suppose that $x_2 = x_4$ and $\nu(5, 1, 3) \neq 0$, then by $0 = \nu(5, 1, 3) + \nu(5, 1, 4, 3) = 2\nu(5, 1, 3) + \nu(1, 4, 3)$, so that $x_2 = x_4$ lies in the plane spanned by $x_1$, $x_3$ and $x_5$, such that the height of the triangle $C(1, 4, 3)$ is twice the height of the triangle $C(1, 5, 3)$. Therefore, the two planar constellations given in Figure 6.1 are singular pyramids. The case $\nu(1, 2, 3, 4) \neq 0$ is not possible for level 0 singularities, which is proven in more generality in Lemma 7.2. The submanifold of $N$ where $\nu(1, 2, 3, 4) = 0$ and $x_1 = x_3$ is diffeomorphic to the Cartesian product of real projective 3–space with the 3–sphere $\text{SO}(3) \times S^3 = \mathbb{R}P^3 \times S^3$, but it intersects other submanifolds of the singular set. Therefore, the singular set is a union of three submanifolds of $N$, namely $S^2 \times S^3$ and two copies of $\text{SO}(3) \times S^3$.

In applications, however, we usually do not start with volume elements of negative mean volume. In other words, if an initial mesh has volume elements negative mean volume, then we expect, that there is a problem with the setup. If we want to apply the flow to individual valid volume elements, they will have positive mean volume and can be regularized. In view
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of the theoretical proof in §7, that the only singular tetrahedra, pyramids and octahedra with positive volume are regular polyhedra, the above discussion can be summarized in the following mathematically rigorous result.

**Theorem 6.1.** The mean volume gradient flow regularizes volume elements based on tetrahedra, pyramids and octahedra, as long as their volume is positive. The gradient flow of the gradient vector $\nabla f$ given in (7.3) regularizes all hexahedral volume elements $x \in N$ if they satisfy $\nabla f > 0$, where $\nabla f$ is defined in (7.4).

### 6.3. Numerical tests.

In practice it is not important, that the vector field is actually a gradient field, therefore we have changed the vector field for the prism, the hexahedron and the pyramid slightly so that we observe faster convergence towards a regular representative. In the case of a regular pyramid and prism, we also decided that the ratio of the edges should be one. We have furthermore reduced the number of necessary cross products by making use of the centroid preserving behavior and Remark 5.1. Only the vector field for the prism is not centroid preserving. We therefore base our tests on the vector fields defined in (6.1), (6.2), (6.3) and (6.4). Each vector field $X = (X_1, \ldots, X_k)$ is first multiplied by $1/\sqrt{\|X\|}$ to make it scaling-invariant, then its growth is harmonized by multiplying $X/\sqrt{\|X\|}$ by a scalar $C$ depending on the vector field, so that $|x'_i - x'_j| = 2|x_i - x_j|$ for a regular polyhedron $x$ and $\sigma = 1$, where

$$x' = x + \sigma \frac{C}{\sqrt{\|X\|}} X.$$  

In the case of the tetrahedron we only need 3 cross products in the vector field

$$X_{x}^{\text{tet}} = \begin{pmatrix} \nu(4, 3, 2) \\ \nu(4, 1, 3) \\ \nu(4, 2, 1) \\ -\nu(1, 2, 3) - \nu(4, 1, 3) - \nu(4, 2, 1) \end{pmatrix}$$

In the case of the pyramid only 5 cross products are necessary

$$X_{x}^{\text{pyr}} = \begin{pmatrix} \nu(5, 4, 3, 2) + 4 \cdot \nu(5, 4, 2) \\ \nu(5, 1, 4, 3) + 4 \cdot \nu(5, 1, 3) \\ \nu(5, 2, 1, 4) - 4 \cdot \nu(5, 4, 2) \\ \nu(5, 3, 2, 1) - 4 \cdot \nu(5, 1, 3) \\ 2 \cdot \nu(1, 2, 3, 4) \end{pmatrix} = \begin{pmatrix} \nu(5, 4, 3, 2) + 4 \cdot \nu(5, 4, 2) \\ \nu(5, 1, 4, 3) + 4 \cdot \nu(5, 1, 3) \\ -\nu(1, 2, 3, 4) - \nu(5, 4, 3, 2) - 4 \cdot \nu(5, 4, 2) \\ -\nu(1, 2, 3, 4) - \nu(5, 1, 4, 3) - 4 \cdot \nu(5, 1, 3) \\ 2 \cdot \nu(1, 2, 3, 4) \end{pmatrix}.$$
For the prism 5 cross products suffice

\[
X^\text{pri}_x = \begin{pmatrix}
\nu(2, 5, 6, 3) + 3 \cdot \nu(5, 4, 6) \\
\nu(3, 6, 4, 1) + 3 \cdot \nu(5, 4, 6) \\
\nu(1, 4, 5, 2) + 3 \cdot \nu(5, 4, 6) \\
\nu(2, 5, 6, 3) + 3 \cdot \nu(1, 2, 3) \\
\nu(3, 6, 4, 1) + 3 \cdot \nu(1, 2, 3) \\
\nu(1, 4, 5, 2) + 3 \cdot \nu(1, 2, 3)
\end{pmatrix}
\]

(6.3)

In the case of the hexahedron we only need to compute 5 cross products. Given

\[
X_1 = \nu(1, 5, 8, 4) + \nu(1, 2, 6, 5) + \nu(1, 4, 3, 2), \\
X_2 = \nu(1, 2, 6, 5) + \nu(2, 3, 7, 6) + \nu(1, 4, 3, 2), \\
X_3 = \nu(2, 3, 7, 6) + \nu(3, 4, 8, 7) + \nu(1, 4, 3, 2), \\
X_4 = \nu(3, 4, 8, 7) + \nu(1, 5, 8, 4) + \nu(1, 4, 3, 2),
\]

we have

\[
X^\text{hex}_x = (X_1, X_2, X_3, X_4, -X_3, -X_4, -X_1, -X_3)^t.
\]

(6.4)

For the above transformations the convergence has been tested analogously to the approach given in [43]: The tests are based on generating 100,000 random initial elements \( E_j \) of each type and taking 101 equidistant values for the scaling factor \( \sigma \in [0, 1] \). For each pair \((E_j, \sigma_k)\) taken from the Cartesian product of all elements and all \( \sigma \)-values, the geometric transformation using the scaling factor \( \sigma_k \) has been iteratively applied starting with the initial element \( E_j \) until the mean ratio quality number of the resulting element deviated less than \( 10^{-6} \) from the ideal value one or the number of iterations exceeded 100. For each transformation and the associated element type this test resulted in 10,100,000 transformation cycles, each represented by its number of iterations. The validity of the initial element is not a necessary condition for regularization. Arbitrary random nodes lead to a large amount of invalid elements (99.6% in the case of hexahedral elements). However, we get an excellent convergence of all of these elements comparable to [45, Figure 2] and [43, Figure 4]. In particular, this shows that the transformation untangles individual elements.

In order to test the performance of the resulting simultaneous and sequential GETMe smoothing for hybrid meshes, we used all 32 test cases and results from [45, 42, 43, 44, 40] and compared the performance of our new smoothing algorithm for \( \sigma = 1 \) with the dual element-based GETMe algorithm using the same (optimized) parameters as in [44]. Some of the results are shown in Figure 6.2. The run-times are comparable, therefore only the arithmetic mean and the minimum of all mean ratio numbers are given. Just like in all previous papers on GETMe smoothings, the boundary nodes have been kept fixed, which explains why some examples only show poor improvements. We see, that the dual element-based and our new smoothing algorithm produce meshes of a comparable mean ratio quality in about the same amount of time. Only Mesh #9 has elements with exceptionally low quality, but for this example the parameters had been manually optimized for the dual-element based transformation as in [44]. Still, the arithmetic means are comparable throughout the examples. We should however note, that our algorithm is based on a different quality measure, therefore the mean ratio quality measure applied to our results is sometimes not as good as one could hope for.

7. Theoretical analysis of regularity. In the theoretical treatment of the dynamics for the vector fields given in (6.1), (6.2), (6.3) and (6.4) we owe a rigorous computation of the singularities. We have seen in §6.2, that these sets become very complicated. Therefore, we will focus on singularities for polyhedra with positive volume, which include valid polyhedra. We will show, that singularities of positive volume are regular polyhedra.
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7.1. Terminology. Intuitively, symmetry and regularity are related notions. One definition found in the literature is, that a polyhedron is regular, if the action of its symmetry group acts transitively on its flags, so that the platonic solids are the only regular, convex polyhedra [14]. A flag is a connected set of elements of each dimension—in the case of a polyhedron it consists of the body, a face, an edge of the face, a vertex of the edge, and the null polytope. Nevertheless, prisms and pyramids are also sometimes called regular, if they are symmetric. This notion can also be extended to isogonal polytopes, that is, polytopes, for which their symmetry group acts transitively on its vertices. Let us therefore call a pyramid, a prism and an isogonal polyhedron regular, if it is symmetric (and convex). It has been observed heuristically in [38], that the iterative application of certain actions induced by the symmetry group on polygons regularizes them. In a way this is our hope for the flow of the gradient fields of the mean volume for a $\Gamma$–invariant set of triangulations $T$.

In the case of tetrahedra, we will show directly in §7.2 that the non-collinear singularities are regular tetrahedra. In particular, we see by Table 6.1 that the positively oriented one is a sink, and the negatively oriented one is a source of the gradient flow. It is tempting to think that this generalizes to other polyhedra with non-vanishing mean volume, namely that the singularities of the mean volume flow on $N$ are regular polyhedra in some sense. Unfortunately, this naive approach will only work for rather simple polyhedra, even if they have a large symmetry group. For example, in the case of the icosahedron, there are a lot more singularities of the mean volume function than just the regular icosahedron, and, in particular, the regular icosahedron does not maximize the mean volume function on $N$. In this case, a slightly more complicated gradient field seems to have the desired symmetric icosahedra as singularities: the regular icosahedron and the great icosahedron (one of the Kepler–Poinsot polyhedra).

While we have confirmed numerically, that the gradient flow of the mean volume exhibits a regularizing dynamic behavior for the tetrahedron, the pyramid, the octahedron, the hexahedron and even the dodecahedron, we can rigorously confirm this behavior only for the tetrahedron, the pyramid and the octahedron. For the hexahedron, we can show it for a slightly different...
gradient and regretfully, we have not yet been able to prove it for the prism, even though numerical tests, in particular a computation of the eigenvalues of the Hessian of the collinear prisms, suggest, that the mean volume is a Morse-Bott function just like we prove it for tetrahedra in §6.1. The icosahedron and the dodecahedron have only been studied numerically.

Based on Lemma 5.7 we make the following definition:

**Definition 7.1.** Let $X$ be a vector field on $N = M/\sim$ given by a linear combination of cross products. The volume element $x$ is $X$–optimal, if there exists $y \sim x$ satisfying

\begin{equation}
\lambda y = X_y \quad \text{for some } \lambda \neq 0.
\end{equation}

In particular, no collinear $x$ is $X$–optimal. The sign of $\lambda$ determines the orientation of $x$.

The following lemma shows, that the $X$–optimal volume elements $x$ are the most interesting singularities of the gradient of the mean volume.

**Lemma 7.2.** Consider a singularity $x$ of $D(\pi)(\Psi \nabla \text{vol})$. Then $x$ has non-zero mean volume, if and only if it is $\nabla \text{vol}$–optimal.

**Proof.** If $x$ has non-zero mean volume, then rescaling changes the volume. In particular, the tangent vector $X \in T_x M$ corresponding to shifting the nodes satisfies $\langle \nabla \text{vol}_x, X_x \rangle = \text{D}(\text{vol}_x)(X_x) \neq 0$. Therefore, $\nabla \text{vol}_x \neq 0$. Lemma 5.7 and Theorem 5.6 then show that $x$ is $\nabla \text{vol}$–optimal. On the other hand, if $x$ has zero mean volume, rescaling will preserve the volume. Therefore $\nabla \text{vol}_x = 0$. This finishes the proof. □

We expect that the $X$–optimal volume elements are sinks or sources depending on the sign of $\lambda$. It is difficult in general to determine the shape of the singularities. Let us therefore discuss $X$–optimality for the platonic solids, the prism and the pyramid, when the tetrahedron is the simplest case. We show in §7.2, that the $X$–optimal volume elements are sinks or sources depending on the sign of $\lambda$. Consider the gradient $\nabla \text{vol}$ of the mean volume function for pyramids given in (5.5). If $x$ is a non-collinear singularity, it is $\nabla \text{vol}$–optimal. Let us assume without loss of generality that $x_4 = 0$. Then

$$
\frac{6\lambda}{2} (x_1 - x_2) = \frac{1}{2} (\nu(4, 3, 2) - \nu(4, 1, 3)) = x_3 \times \left(\frac{1}{2} (x_1 + x_2)\right).
$$

Therefore, $x_1 - x_2$ is orthogonal to the hyperplane spanned by $x_3$ and $\frac{1}{2} (x_1 + x_2)$. In particular, the face with vertices $x_1$, $x_2$ and $x_3$ is isosceles, see Figure 7.1. By symmetry, all edges of the tetrahedron are of equal length, and therefore the tetrahedron is regular. □

**7.3. The pyramid.** Consider the gradient $\nabla \text{vol}$ of the mean volume function for pyramids given in (5.6). Suppose $x$ is $\nabla \text{vol}$–optimal. We compute $x_4 - x_3 = x_4 - x_1$. Therefore, the base of a singularity is a (planar) parallelogram. If we translate $x$ so that $x_5 = 0$, a geometric argument as before shows that

$$
12\lambda(x_4 - x_2) = 2\nu(5, 3, 1) + \nu(5, 3, 2, 1) + \nu(5, 3, 4, 1)
= 2x_3 \times x_1 + (x_3 - x_1) \times (x_2 + x_4)
= (x_3 - x_1) \times (x_1 + x_3 + x_2 + x_4).
$$
The right-hand side is orthogonal to \( x_3 - x_1 \). Therefore, the base is a square, and \( x \) is a symmetric pyramid, whose height is determined by the following result.

**Theorem 7.4.** Every \((\nabla \text{vol})\)-optimal pyramid is of the form \( \pi(x) \in N \), where

\[
x = \begin{pmatrix}
(0, 0, 0) \\
(2, 0, 0) \\
(2, 2, 0) \\
(0, 2, 0) \\
(1, 1, \sqrt{5})
\end{pmatrix}.
\]

**Proof.** Consider a pyramid of height \( h \) with square base of area \( a^2 \) and apex orthogonally above the middle of the base. If \( x \) is \((\nabla \text{vol})\)-optimal, then we compute \( \|\nu(1, 2, 3, 4)\| = 2a^2 \) and \( \|\nu(5, 2, 4)\| = h \cdot \|x_4 - x_2\| \). For \( \lambda \neq 0 \) as in Definition 7.1 we have

\[
24\lambda h = 24\lambda \left\| x_5 - \frac{x_1 + x_2 + x_3 + x_4}{4} \right\| = \|2\nu(1, 2, 3, 4) - \frac{1}{2}\nu(4, 3, 2, 1)\| = 5a^2
\]

and

\[
24\lambda \|x_3 - x_1\| = \|4\nu(5, 2, 4) + \nu(2, 1, 4) + \nu(3, 4, 2)\| = 4h \|x_4 - x_2\|.
\]

Since \( \|x_3 - x_1\| = \|x_4 - x_2\| \), we compute

\[
\frac{h}{a} = \frac{\sqrt{5}}{2}.
\]

**Remark 7.5.** From the perspective of the finite element method, it is desirable, that all edges have the same length. We have two options to take care of this issue. We can ignore it entirely by arguing, that the edges connected with the apex for \( x \) as in Theorem 7.4 have length \( \sqrt{7} \approx 2.64575 \), which might be close enough to 2 for mesh smoothing applications. Alternatively, if we are willing to let go of the theoretical advantages of a gradient field, it is straight-forward to vary the vectors in the gradient field so that all edges have the same length and the optimal singularities are preserved. Clearly, we have a lot of (topologically) equivalent transformations at our disposal and we can control the shape of the optimal pyramid, if we could only prove topological equivalence of the corresponding vector fields.

### 7.4. The octahedron

Consider the gradient \( \nabla \text{vol} \) of the mean volume for the octahedron given in Equation (5.8). Let \( x \) be a \((\nabla \text{vol})\)-optimal volume element. Then, we can readily calculate that \( x_3 - x_5 = x_1 - x_5 \). Together with analogous statements for the other edges, we see that \( C(2, 3, 4, 5) \) and the other equator curves are parallelograms. Furthermore, \( x_1 - x_5 = 2\nu(2, 3, 4, 5) \), therefore \( x_1 - x_5 \) is orthogonal to the plane, in which \( C(2, 3, 4, 5) \) lies. Together with the analogous statements for the other cases this implies orthogonality of the planes, in which \( C(2, 3, 4, 5), C(1, 2, 6, 4) \) and \( C(1, 3, 6, 5) \) lie.
To prove the regularity of the octahedron, it remains to check that the area of the rhombi circumscribed by \( C(2,3,4,5) \), \( C(1,2,6,4) \) and \( C(1,3,6,5) \) are all equal. We compute

\[
\|\nu(1,3,6,5)\| = \frac{1}{2}\|x_1 - x_6\| \cdot \|x_3 - x_5\| = \frac{(6\lambda)^{-2}}{2}\|2\nu(2,3,4,5)\| \cdot \|\nu(1,2,6,4) - \nu(1,4,6,2)\| = 2(6\lambda)^{-2}\|\nu(2,3,4,5)\| \cdot \|\nu(1,2,6,4)\|.
\]

By symmetry we also have \( \|\nu(2,3,4,5)\| = 2(6\lambda)^{-2}\|\nu(1,3,6,5)\| \cdot \|\nu(1,2,6,4)\| \). Therefore, once again by symmetry,

\[
\|\nu(2,3,4,5)\| = \|\nu(1,3,6,5)\| = \|\nu(1,2,6,4)\| = \frac{1}{2}(6\lambda)^2.
\]

This shows the following.

**Theorem 7.6.** Every \((\nabla \text{vol}) \)-optimal \( x \) is a regular octahedron.

**7.5. The prism.** The prism turns out to be the most difficult case. We have not been able to rigorously compute the singularities of the gradient \( \nabla \text{vol} \) of the mean volume on \( N \) given in Equation (5.7), even though the numerical tests confirm that the \( \nabla \text{vol} \)-optimal prisms are regular. However, the optimal singularities for the simpler vector field

\[
Y_x = \begin{pmatrix}
\nu(3,2,5,4,6) \\
\nu(1,3,6,5,4) \\
\nu(2,1,4,6,5) \\
\nu(5,6,3,1,2) \\
\nu(6,4,1,2,3) \\
\nu(4,5,2,3,1)
\end{pmatrix}
\]

(7.2)

can be easily computed to be regular prisms. We leave the proof to the interested reader.

Due to the numerical tests in §6.3 we expect the \( \nabla \text{vol} \)-optimal prism to be symmetric. Just like in the case of the pyramid, we can compute that for a symmetric \( \nabla \text{vol} \)-optimal prism we have \( h/a = \sqrt{2/3} \), where \( h \) is the height of the prism and \( a \) is the length of each side of the base.

**Remark 7.7.** As in the case of the pyramid, a prism with all edges of the same length might be more desirable. It is straightforward to construct a non-gradient field from the gradient field, such that the optimal singularities have the desired edge-length.

**7.6. The hexahedron.** We have not been able to compute the optimal polyhedra for the gradient of the mean volume given in Equation (5.10). However, the vector field

\[
Y_x = \frac{1}{2} \begin{pmatrix}
\nu(3,6,8) + \nu(2,5,4) + \nu(6,5,8,4,3,2) \\
\nu(4,7,5) + \nu(3,6,1) + \nu(7,6,5,1,4,3) \\
\nu(1,8,6) + \nu(4,7,2) + \nu(8,7,6,2,1,4) \\
\nu(2,5,7) + \nu(1,8,3) + \nu(5,8,7,3,2,1) \\
\nu(2,7,4) + \nu(1,6,8) + \nu(6,7,8,4,1,2) \\
\nu(3,8,1) + \nu(2,7,5) + \nu(7,8,5,1,2,3) \\
\nu(4,5,2) + \nu(3,8,6) + \nu(8,5,6,2,3,4) \\
\nu(1,6,3) + \nu(4,5,7) + \nu(5,6,7,3,4,1)
\end{pmatrix}
\]

(7.3)

differs from the gradient of the mean volume only slightly and is still a gradient field: If \( \tau_1(x) = (x_3, x_6, x_8, x_1) \) and \( \tau_2(x) = (x_2, x_4, x_5, x_7) \), then we have

\[
Y_x = 6\nabla f_x^Y \quad \text{for} \quad f^Y \equiv \text{vol} + \frac{1}{2} \text{vol} \circ \tau_1 + \frac{1}{2} \text{vol} \circ \tau_2.
\]

(7.4)
In order to compute the $Y$–optimal hexahedra, we can first argue, that the faces are planar, then show that they are orthogonal to each other and lastly that the face areas are all equal. We leave the details to the interested reader.

7.7. The icosahedron and the dodecahedron. Due to its triangular faces the $i$–th entry of the gradient $X$ of the mean volume is given by the normal vector to the surfaces enclosed by the link of $x_i$. However, the singularities of the gradient flow are not only regular icosahedra. In fact, the regular icosahedra are not maximal with respect to the volume function. We can vary the gradient flow by adding the normal vector to the surfaces enclosed by the link of the point opposite to $x_i$. More precisely, the resulting gradient vector $Y$ is given by Equation (7.5), where only the first entry is shown and the other entries can be found by rotation symmetry. Experiments have shown that the $Y$–optimal singularities are regular icosahedra and regular great icosahedra.

$$Y_x = \frac{1}{6} \left( \begin{array}{c} \nu(2, \ldots, 6) \\ +\nu(7, \ldots, 11) \\ +\nu(5, 7, 3, 10, 6, 8, 4, 11, 2, 9) \\ \vdots \end{array} \right)$$

If $X$ is the gradient of the mean volume for the dodecahedra, we have observed experimentally, that the $X$–optimal singularities are regular dodecahedra.

8. Summary and Outlook. We have shown that the mean volume function or a variation of it can be viewed as a new, simple and geometrically intuitive regularity and quality criterion for volume elements, whose gradient flow improves the quality measured by this criterion. Numerical tests and partial proofs show that the flow of the gradient vector field and its variations efficiently optimize and untangle the four polyhedron types, which are relevant for the finite element method. In the case of the tetrahedron, the volume function is a Morse-Bott function on $S^8$, whose gradient yields the efficient smoothing algorithm introduced in [45], with one maximal and one minimal 2–sphere, as well as another set of index $(2, 2)$ singularities at level 0 homeomorphic to $S^2 \times S^2$. The mean ratio quality measure has successfully been used in order to show the effectiveness of the GETMe smoothing. The results of this paper suggest, however, that the effectiveness of GETMe would be better measured with respect to the mean volume quality measure.

In [39] we have presented an idea for constructing global optimization-based GETMe smoothing algorithms. We will follow up on this idea in a future publication by considering other global quality measures. For example, if $E$ is the set of volume elements for a mesh and $x_e$ are the coordinates of the volume element $e \in E$, then we define

$$i_q(E) = \prod_{e \in E} i_q(x_e), \quad \text{where } i_q(x) = C \frac{\text{vol}(x)}{\text{area}(x)^{3/2}},$$

and

$$q(E) = \sum_{e \in E} q(x_e), \quad \text{where } q(x) = \text{vol}(x) - \frac{1}{C} \text{area}(x)^{3/2},$$

with $C > 0$ satisfying $\max_x i_q(x) = 1$. It turns out that $q$ is concave on inner nodes and can be used for convex optimization, while giving efficient GETMe smoothing procedures. A preliminary test of this idea on a planar triangle mesh using the analogous quality function corresponding to the two-dimensional isoperimetric quotient shows that this is a promising approach. As we can see in Figure 8.1, while the results from optimizing $i_q(E)$ and $q(E)$ look similar, the latter makes smaller triangles worse and bigger triangles better.
**Fig. 8.1:** From left to right: The initial mesh with a mesh optimizing $iq(E)$, a random mesh with the same connectivity as the left mesh with a mesh optimizing $q(E)$. Each element is colored according to its mean ratio quality number.
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