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Abstract

The electronic structure in alkaline earth \(\text{AeO} (\text{Ae} = \text{Be}, \text{Mg}, \text{Ca}, \text{Sr}, \text{Ba})\) and post-transition metal oxides \(\text{MeO} (\text{Me} = \text{Zn}, \text{Cd}, \text{Hg})\) is probed with oxygen \(K\)-edge X-ray absorption and emission spectroscopy. The experimental data is compared with density functional theory electronic structure calculations. We use our experimental spectra of the oxygen \(K\)-edge to estimate the bandgaps of these materials, and compare our results to the range of values available in the literature. From the calculated partial DOS we conclude that the position of main \(O\) \(K\)-edge X-ray emission feature in \(\text{BeO}, \text{SrO}\) and \(\text{BaO}\) is defined by the position of the \(np\)-states of the cation while in the other oxides studied here the main \(O\) \(K\)-edge X-ray emission feature is defined by the position of the \((n-1)d\) (for \(\text{CaO}\)) or \(nd\)-states of the cation.
I. INTRODUCTION

There have been many studies on the electronic structures of various metal oxides. Among these materials the alkaline earth oxides $AeO$ ($Ae = Be, Mg, Ca, Sr, Ba$) are considered to represent typical ionic crystals. These materials are insulators, and are important in a wide range of industrial applications from catalysis to microelectronics. In particular, the catalytic properties of these materials are important in chemical engineering. It was recently predicted that carbon and nitrogen doped MgO, CaO, and SrO exhibit ferromagnetism; this motivated our exploration of the electronic structure of these materials. Although there have been numerous bandstructure calculations performed for these compounds (see for example Reference 8 and references therein) experimental studies of the electronic structure of these compounds are scarce and focus mainly on photoemission measurements of the valence bands.

The post transition metal oxides are II-VI type semiconductors. ZnO in particular is the subject of active research in optical and photo-electronic applications. CdO and HgO have similar electronic and opto-electronic applications and have found use in devices like solar cells, transparent electrodes, and photo diodes.

Since both alkaline earth oxides and post-transition metal oxides have similar valence configurations but exhibit different electronic properties, the combined study of the electronic structure and bandgap of both alkaline earth and post-transition metal oxides is of interest. By bandgap, we refer to the energy gap between the highest occupied state and the lowest unoccupied state, without any consideration of momentum difference, or interband excitonic states. These are important for the optical gap, which we do not investigate here.

In this manuscript we probe the occupied and unoccupied oxygen $2p$ density of states (DOS) of the alkaline earth oxides $AeO$ ($Ae = Be, Mg, Ca, Sr, Ba$), and post-transition metal oxides $MeO$ ($Me = Zn, Cd, Hg$) using synchrotron-excited soft X-ray emission spectroscopy (XES) and X-ray absorption spectroscopy (XAS). The measurements are compared with \textit{ab initio} electronic structure calculations.

The preferred method for estimating the bandgap is to employ a combination of X-ray photoemission spectroscopy (XPS) and inverse photoemission spectroscopy (IPS), which probe the entire occupied and unoccupied DOS, respectively. Unfortunately both of these techniques are extremely surface sensitive and require single crystal samples. In contrast,
the X-rays used in the oxygen XES and XAS measurements have an attenuation length of on the order of a hundred nanometers, making them much more bulk sensitive. Since the oxygen states play the major role in the valence and conduction bands near the Fermi level, we use the oxygen XAS and XES spectra to estimate the bandgaps of these materials.

Soft X-ray spectroscopy may be performed on almost any material which can be positioned in the X-ray beam, therefore demonstrating that XES and XAS are suitable techniques for estimating bandgaps makes this parameter much easier to determine. The bandgap is arguably one of the most important parameters in such materials, and the ability to tune the bandgap is desirable in order to tailor materials for use in specific devices. Ultimately, understanding the differences in the bandgap among these related materials may give insight into mechanisms for tuning the bandgap in other materials.

II. EXPERIMENTAL AND CALCULATION DETAILS

The oxygen XES measurements were performed at Beamline 8.0.1 of the Advanced Light Source (ALS) at Lawrence Berkeley National Laboratory (LBNL). The endstation uses a Rowland circle geometry X-ray spectrometer with spherical gratings and an area sensitive multichannel detector. The oxygen $K\alpha$ XES were excited near the oxygen $1s$ ionization threshold, at 540.8 eV, to suppress the high-energy satellite structure. The spectrometer resolving power ($E/\Delta E$) for emission measurements was about 800.

The oxygen XAS measurements were performed at the Spherical Grating Monochromator (SGM) beamline of the Canadian Light Source (CLS) at the University of Saskatchewan. The absorption measurements were acquired in total fluorescence mode (TFY) using a channelplate fluorescence detector. The monochromator resolving power ($E/\Delta E$) for absorption measurements was about 2000. TFY provides more bulk sensitivity than the other common technique for soft X-ray absorption measurements, total electron yield (TEY). All spectra were normalized to the incident photon current using a highly transparent gold mesh in front of the sample to measure the intensity fluctuations in the photon beam.

To estimate the Fermi level and the bandgap of these materials in a consistent manner we make use of peaks in the second derivative of the absorption and emission spectra. Using local maxima in the second derivative has been shown to be a good tool for estimating the band gap in oxides.
The metal oxides measured were all commercially available powders (Alfa Aesar, purity 99%). These powders were mounted on clean indium foil and measured without further processing.

Our calculations were performed using the WIEN2k code\textsuperscript{24}, a full-potential linear augmented plane-wave plus local-orbital (FP-LAPW+lo) method employing scalar-relativistic core orbital corrections. We used the generalized gradient approximation (GGA) of Perdew-Burke-Ernzerhof\textsuperscript{25} for the exchange-correlation functional of the alkaline earth oxides. The post-transition metal oxides have 3d-orbitals, which are not properly represented with GGA functionals. To correct for this, we used the local spin density approximation Fock-\(\alpha\) (LSDA-Fock-\(\alpha\))\textsuperscript{26} exchange-correlation functional for the post-transition metal oxides. The \(\alpha\) parameter is a free variable, which may be chosen to reproduce the experimental results, but to keep these calculations as \textit{ab initio} as possible we chose a typical value of \(\alpha = 0.35\)\textsuperscript{27} for all post-transition metal oxides. The Brillouin zone integrations were performed with a 1000 \(k\)-point grid and \(R_{\text{MT}}^\text{min}K_{\text{max}} = 7\) (the product of the smallest of the atomic sphere radii \(R_{\text{MT}}\) and the plane wave cutoff parameter \(K_{\text{max}}\)) was used for the expansion of the basis set. The space groups, lattice parameters, Brillouin zone \(k\)-point axes, and atomic sphere radii used for all compounds is given in Table I. The atomic sphere radii were chosen such that the spheres were nearly touching.

The X-ray spectra for the oxygen \(K\)-edge were calculated from the electronic structure using the “XSPEC” program included in the WIEN2k code. This utility estimates the X-ray spectra by multiplying the matrix of allowed dipole transitions with a radial transition probability and the appropriate partial density of states. The formalism for this method is outlined in Reference 35. The calculated spectra were broadened by a Voigt function using the instrumental resolving power for the width of the Gaussian component and a variable Lorentzian width ranging from 0 eV at the edge of the conduction band to about 1 eV at the end of the spectrum following a quadratic curve, as outlined in Reference 36. The absorption spectra were calculated using a \(2a \times 2b \times 2c\) super-cell with a single oxygen \(1s\) electron removed and a background charge of e\(^{-}\) added to account for the effect of the core-hole created in the photoexcitation process. Note that the calculated XAS do not include the photoionization of the excited atom, which manifests roughly as a step function in the measured XAS. This is why the higher energy states in the measured XAS have uniformly greater amplitudes (and there is a greater background signal) than the calculated XAS.
TABLE I: Crystal structure parameters used in theoretical calculations. All are based on experimental data. The space groups for BeO, ZnO, and HgO have an additional degree of freedom in the atomic sites. For BeO, these are $z_{\text{Be}} = 0$ and $z_{\text{O}} = 0.378^{28}$. For ZnO these are $z_{\text{Zn}} = 0$ and $z_{\text{O}} = 0.382^{32}$. For HgO these are $x_{\text{Hg}} = 0.1136$, $z_{\text{Hg}} = 0.2456$, $x_{\text{O}} = 0.3592$, and $z_{\text{O}} = 0.5955^{34}$.

In the discussion that follows, the measured XES and XAS are displayed on the same energy scale, and the Fermi level is chosen as the local maxima in the second derivative on the high energy side of the XES. The calculated DOS, XES, and XAS spectra have then been aligned with this point, to facilitate a direct comparison between calculations and measurements.

III. RESULTS AND DISCUSSION

In general we have obtained good qualitative agreement between measured and calculated X-ray spectra for these materials. As expected, the valence DOS for the materials studied herein is almost completely composed of oxygen $2p$-states. Both the measured and calculated XAS of these materials share the same bulk features as the conduction DOS with no core-hole; the effect of the core-hole seems to distort the spectra by increasing the number of available states near the low-energy end of the conduction band rather than shift the band itself to lower energies; the latter effect is common in the $L_{2,3}$ spectra of transition metals$^{37}$.

The measurements and calculated spectra for BeO are shown in Figure 1a. The valence
FIG. 1a: Measured oxygen K-edge soft X-ray spectra, calculated X-ray spectra, and calculated density of states for BeO. The XES excitation energy, at 540.8 eV, is marked by an arrow at the corresponding location in the XAS. The Fermi level (E_F) is denoted by a vertical line. The second derivative of the measured X-ray spectra is plotted at the bottom, with the bandgap Δ_g and the valence band width Δ_{VB} labeled. Note that the scale for the DOS varies; for the total DOS it is in [states/eV/unit cell] and for oxygen it is in [states/eV/atom]. Both the occupied and unoccupied ground state DOS is displayed here, only the calculated XAS makes use of the core-hole calculation. (Colour in online version.)

band matches the measured XES quite well, save that the post-edge features (near the XES shoulder at b) are populated slightly higher in the calculated DOS than they appear relative to the main spectral line (the peak at a) in the measured XES. Unlike the other alkaline earth oxides, the core-hole causes the calculated XAS to be shifted by about 1 eV to lower energies. This is easily explained: the conduction band states in all the alkaline earth oxides are far less localized than the valence states, and there is considerable hybridization with the states from the alkaline metal. Beryllium is the only alkaline earth that is lighter than oxygen so the effective increased nuclear charge from an oxygen core-hole has a much greater effect on the neighbouring beryllium states, and thus the local conduction band in general, than an oxygen core-hole in a system with a more massive cation.

The measurements and calculated spectra for MgO are shown in Figure 1b. Here again the XES shows two distinct bands (a and b), the secondary band b is slightly more prominent and better separated from the main band a than the bands in BeO. Compared to the
FIG. 1b: Measured oxygen $K$-edge soft X-ray spectra, calculated X-ray spectra, and calculated density of states for MgO. This Figure has the same format as Figure 1a (Colour in online version.) calculated DOS, both the measured and calculated XAS indicate a shifting of the spectral weight to states closer to the edge of the conduction band, but the edge of the calculated XAS remains at the edge of the conduction band without the core-hole. This type of core-hole behaviour has also been reported for silicon $K$-edge XAS\textsuperscript{38}. We also point out that the agreement between the calculated and measured XAS for MgO (and BeO) is rather poor, in particular it appears that too much emphasis is placed on near-edge conduction states. For example, the sharp feature at $\sim$536 eV in the calculated XAS is only a very minor lump in the broad onset of the measured XAS (note that the corresponding measured feature occurs at $\sim$538 eV, since the onset of the measured XAS is $\sim$2 eV higher than that of the calculated XAS). This suggests that either the O $1s$ core-hole is more screened than predicted by the calculation, or that our supercell was not large enough to sufficiently separate the core-holes. In the former case the situation may be remedied by introducing a partial core hole, in the latter simply expanding the supercell will suffice. Previous reports on calculating the XAS of MgO suggest that a full core-hole overestimates the attractive potential of the excited atom\textsuperscript{39}. We do not attempt to improve the XAS calculation for MgO (or BeO) because we wish to use a consistent method for all calculated XAS herein. While the full core-hole approach does not work well with the lighter oxides, it gets progressively better as the cations increase in mass. Finally, it should also be noted that the pre-edge XAS feature at $\sim$534 eV (in the measured XAS) is due to a surface effect and is not related
FIG. 1c: Measured oxygen $K$-edge soft X-ray spectra, calculated X-ray spectra, and calculated density of states for CaO. This Figure has the same format as Figure 1a. (Colour in online version.)

The measurements and calculated spectra for CaO are shown in Figure 1c. The sample was prepared at ambient conditionals, and the secondary band at $d$ is due to a small amount of CaCO$_3$ created via interactions with atmospheric CO$_2$. Since CaCO$_3$ has a rather intense secondary band compared to the primary one, the relative weakness of the feature at $d$ indicates that the contamination is minor. It has also been noted that the secondary emission from the CO$_3^-$ complex is enhanced with resonant excitation. As previously noted we used resonant excitation to suppress the high energy satellite structures that occur in these materials; the low intensity of the CO$_3^-$ feature even with resonant excitation implies a very minor CaCO$_3$ contamination.

The measurements and calculated spectra for SrO are shown in Figure 1d. There is a bit of an anomaly compared to the other compounds in this series: there is no secondary emission band at a lower energy than the primary band $a$. The most likely culprit is a small contamination of SrCO$_3$, for the same reasons as discussed above. The primary band is, however, in excellent agreement with the calculated XES and valence DOS. As previously discussed, the calculated XAS has greater spectral weight near the edge of the conduction band than the DOS without the core-hole, and following the trend in these materials the distortions from the core-hole are even weaker than in CaO, due to the increased stability.
FIG. 1d: Measured oxygen $K$-edge soft X-ray spectra, calculated X-ray spectra, and calculated density of states for SrO. This Figure has the same format as Figure 1a (Colour in online version.)

FIG. 1e: Measured oxygen $K$-edge soft X-ray spectra, calculated X-ray spectra, and calculated density of states for BaO. This figure has the same format as Figure 1a (Colour in online version.)

in the conduction states provided by the progressively more massive cations.

The measurements and calculated spectra for BaO are shown in Figure 1e. As in CaO, the main XES feature (band a) matches the calculated spectra and the secondary emission band d in the measured XES is due the CO$_3^-$ complex formed by surface carbonation (BaCO$_3$). In addition to the previously discussed distortions present in the XAS of these materials, it is worth pointing out that the near-edge features in the BaO and SrO XAS are much sharper than those in BeO and MgO. This further suggests that the larger cations provide
a stabilizing effect on the conduction band, in this case by increasing the core-hole life-time and subsequently improving the energy resolution.

In all alkaline earth oxides, the occupied metal \( ns \) - and \( (n-1)d \)-states have the same band width as the oxygen \( 2p \)-states (see Figure 1a etc.). Further, the main spectral weight of the \( ns \)-states hybridize with the low energy oxygen \( 2p \) band, while the metal \( (n-1)d \)-states are weighted closer to the Fermi level.

The measurements and calculated spectra for ZnO are shown in Figure 2a. Like the alkaline earth oxides, the valence band near the Fermi level in post-transition metal oxides is dominated by oxygen \( 2p \)-states, as seen in the shape of the calculated DOS and the two XES bands \( a \) and \( b \) near the Fermi level. In the post-transition metal oxides there is an additional band at \( c \), formed by hybridized oxygen and metal \( nd \)-states \( (n = 3, 4, 5) \). As in BeO, the calculated DOS seem to over-estimate the population of the XES band at \( b \) - in the calculated XES this band is only part of a broad shoulder smoothly merging with the main band at \( a \).

The measurements and calculated spectra for CdO are shown in Figure 2b. While the calculated DOS predicts the hybridized oxygen \( 2p \)- and cadmium \( 4d \)-states in the same location as the hybridized oxygen \( 2p \)- and zinc \( 3d \) states in ZnO, here the XES band \( c \) is at a slightly higher energy than the calculated DOS, in contrast to the ZnO XES band \( c \) which is at a slightly lower energy than the calculated DOS. The agreement between measurement
FIG. 2b: Measured oxygen K-edge soft X-ray spectra, calculated X-ray spectra, and calculated density of states for CdO. This Figure has the same format as Figure 1a. (Colour in online version.)

and calculation is still quite good, however, considering that these calculations used a Fock parameter $\alpha = 0.35$ simply because this result was shown to produce good results for a few transition metal oxides.\textsuperscript{27}

The measurements and calculated spectra for HgO are shown in Figure 2c. Here the hybridized oxygen 2p- and mercury 5d-states form a much broader band in the calculated DOS, and the emission band c is broader than that of ZnO and CdO. The conduction DOS
and the core-hole distorted XAS follow a similar trend to that of the alkaline earth oxides: as the cation increases in mass the core-hole has a decreasing effect on the local conduction band probed by XAS measurements. Indeed the agreement between the measured XAS and the calculated DOS is quite good for CdO, and excellent for HgO.

Like the alkaline earth oxides, the width of the occupied metal $ns$- and $(n-1)d$-states is the same as that of the oxygen $2p$-states, (see Figure 2a etc.). Unlike the alkaline earth oxides however, the low energy side of the band is dominated by hybridization between the oxygen $2p$-states and the metal $(n-1)d$-states, rather than the metal $ns$-states.

Comparing the calculated and measured XES in these materials shows that choosing the local maximum in the second derivative of the XES is a reasonable guess at the Fermi level of these materials. In all materials except BeO, using the second derivative to estimate the Fermi level puts the measured XES (indexed by peak a) at a slightly lower energy than the calculated XES. BaO has the greatest discrepancy; the measured XES is 1.2 eV lower than the calculated XES. The other materials all have less than 1 eV difference between the measured and calculated XES, the next largest discrepancy is the 0.8 eV difference between the calculated and measured XES for BeO.

It is apparent that in these materials many of the calculated XAS are shifted to lower energies than the measured XAS; often even more so if the calculated XES is aligned to the measured XES. This reflects the well known fact that GGA methods usually underestimate the bandgap. To further complicate the problem, there some disagreement in the literature on what the bandgaps could be. The results from our calculations, measurements, and literature survey for the bandgaps are recorded in Table II. We emphasize that our experimental results are mostly comparable with the experimental results reported in the literature.

The presence of a core-hole in the XAS measurement process distorts the measured XAS from the true, unperturbed, conduction band. It is also possible that the core-hole can shift the conduction states local to the excited atom to lower energies, this often occurs in the $2p$ XAS of metals (see, for example Reference 23). If the latter effect is prominent in O $1s$ XAS, then obviously the XES and XAS alignment is not a useful probe for the bandgap. Fortunately, our calculations (with the exception of BeO, as previously mentioned) show that while the core-hole causes a greater density of low energy conduction band states, it does not change the onset energy of the conduction band nor substantially alter the energies.
| Compound | $\Delta g$ [eV] | $G_c$ [eV] | Literature Bandgaps [eV] |
|----------|----------------|------------|-------------------------|
| BeO      | 9.9            | 8.4        | 6.4 — 7.0$^{40}$, 7.5$^{48}$, 8.4$^{50}$, 10.6$^{51}$, 10.7$^{52}$ |
| MgO      | 6.4            | 4.8        | 4.8$^{53}$, 7.4$^{54}$, 7.6$^{55}$, 7.7$^{56}$, 7.8$^{57}$, 7.8$^{58}$, 8.7$^{51}$ |
| CaO      | 5.7            | 3.7        | 7.09$^{58}$, 7.72$^{59}$, 7.73$^{60}$ |
| SrO      | 6.1            | 3.4        | 4.1$^{53}$, 5.9$^{61}$ |
| BaO      | 4.8            | 2.0        | 1.75$^{62}$, 4.8$^{63}$, 5.6$^{64}$ |
| ZnO      | 3.4            | 1.3        | $\sim1.14$, 3.3$^{13.65}$, 3.37$^{166}$ |
| CdO      | 2.9            | 0.7        | 0.55$^{67}$, 2.06$^{68}$, 2.22$^{69}$, 2.46$^{70}$ |
| HgO      | 1.2            | 1.0        | 1.9$^{71}$ |

TABLE II: Measured, calculated, and previously reported bandgaps for all materials studied herein. The measured bandgaps are denoted by $\Delta g$ and the calculated bandgaps are denoted by $G_c$; the symbols are explicitly different to prevent confusion. The literature bandgaps labeled with $^\dagger$ are based on experiment, the others on calculations.

of prominent conduction band features (although the relative intensities of these features may be changed substantially). This effect was investigated in detail by Cabaret et al. in germanates$^{43}$.

Our XAS measurements are in good agreement with those available in the literature. Most studies are fairly dated, and there is a fair amount of discrepancy. See, for example, the summary in Reference 44. MgO, Ca, SrO, and BaO have previously been measured in TEY mode or by electron energy loss spectroscopy (EELS)$^{45-47}$. Both these techniques are highly surface sensitive, this accounts for the discrepancies between measurements. Since these studies are over 20 years old, given the progress in beamlines and synchrotron sources, and the fact that our measurements herein are much more bulk sensitive, we can regard our measurements as more accurate. ZnO XAS has been reported more recently$^{48}$, and is essentially the same as the spectrum we report here.

While there is obviously a discrepancy between our estimates of the bandgaps from measured X-ray spectra and DFT calculations, it is important to point out that there is a correlation between them; the calculated bandgaps are all roughly 1.5 eV smaller than the bandgap estimates from X-ray spectra. Figure 3 left hand side, shows the calculated gap $G_c$ plotted with respect to the measured gap $\Delta g$. If the calculations could reproduce the
FIG. 3: The left-hand side shows the calculated bandgap $G_c$ plotted with respect to the measured gap $\Delta_g$. The right-hand side shows the width of the calculated valence band $W_{VB}$ plotted with respect to the width of the measured XES $\Delta_{VB}$. In both plots the gray line shows the ideal relationship if the calculations perfectly matched the measurement, and the dotted black line shows the best linear fit through the data. (Colour in online version.)

measured spectra perfectly, all points would fall along the line $G_c = \Delta_g$ (denoted by the gray line). As it stands, the relationship is linear (the black dotted curve is the best-fit line), and it is encouraging that the slope is quite close to unity, especially since both methods of calculating the bandgap are completely independent of each other.

The calculations are much more accurate at predicting the occupied valence band, and as shown in Figure 3, right hand side, the widths of the occupied DOS $W_{VB}$ and the measured XES $\Delta_{VB}$ (as denoted by maxima in the second derivative) are basically the same. It has been suggested (in the case of MgO) that calculations based on the GW approximation can improve the match between $W_{VB}$ and $\Delta_{VB}$, but the improvement over conventional GGA calculations is minor. We should add that other methods of calculating electronic structure, such as the GW approximation and correlated Hartree-Fock methods, can achieve better agreement with experiment. However these calculations are more intensive than the DFT-GGA method and the best results require atom-specific pseudopotentials which are based on carefully selected ground state electron occupations. Our experimental results show that a simple GGA calculation is accurate in reproducing the valence bands of alkaline earth and post-transition metal oxides, and that the error in the calculated bandgap is roughly a constant shift.

The calculated electronic structure for BeO and MgO reveal that the primary valence band $a$ is composed of oxygen $2p$ states hybridized primarily with metal $2p$ states (see
FIG. 4a: Calculated oxygen $2p$ and beryllium $2s$ and $2p$ valence band DOS for BeO. Note the oxygen DOS is scaled differently than the metal DOS. (Colour in online version.)

FIG. 4b: Calculated oxygen and magnesium DOS for MgO. This Figure has the same format as Figure 4a (Colour in online version.)

Figures 4a and 4b. Likewise the secondary valence band b is composed of oxygen $2p$ states hybridized primarily with metal $2s, p$ states. We can therefore classify the a-band as $p$-like, and the b-band as $sp$-like. Since band structure calculations of metallic Be, Mg, and Zn show that the metal $p$ and $s$ bands are divided in the same way as those in BeO, MgO, and ZnO, this separation in metal bands is inherent to the cation, rather than a side effect of oxygen hybridization.

The energy difference between the a and b valence bands is about 3.9 eV for BeO and 2.5 for MgO. In the remaining alkaline earth oxides this difference is 1.0 eV for CaO, 0.8 eV for SrO, and 0.8 eV for BaO (see Figures 4c, 4d and 4e) and the secondary band b is not resolved in the measured XES (refer back to Figures 1c, 1d, 1e). The general reduction in the energy difference is predicted by basic atomic theory: the energy of the $ns$ electrons is roughly
FIG. 4c: Calculated oxygen and calcium DOS for CaO. This Figure has the same format as Figure 4a (Colour in online version.)

FIG. 4d: Calculated oxygen and strontium DOS for SrO. This Figure has the same format as Figure 4a (Colour in online version.)

FIG. 4e: Calculated oxygen and barium DOS for BaO. This Figure has the same format as Figure 4a (Colour in online version.)
FIG. 5: The energy of the centre point (or “centre of gravity”) of the cation valence ns, np, and nd/(n-1)d states for the alkaline earth oxides. (Colour in online version.)

\[ E \sim (Z - \sigma)^2 n^{-2} \] (where \( Z \) is the atomic number and \( \sigma \) is the screening parameter). With increasing \( n \), the average energy of the s states draws closer to the Fermi level (see Figure 5). Since the Fermi level is the boundary for occupied states, decreasing energy of the s states consequently causes the width of the states to become narrower, which decreases the range hybridization with oxygen and causes the decrease in the spacing between the a and b regions. Indeed, Figure 5 suggests that the average energy of the np states follow the same trend as the ns states; decreasing with increasing \( n \). We should also point out that CaO, SrO, and BaO have much larger \((n-1)d\) contributions to the valence band, in fact for these materials we should refer to the a valence band as \(pd\)-like and the b valence band as \(spd\)-like.

As shown in Figure 5, the energy of the cation states in MgO increases in energy (i.e. approaches the Fermi level) according to orbital symmetry: 3s, 3p, then 3d. Since subsequent alkaline earths have \((n-1)d\)-states they are at lower energies than the cation np-states. These atomic-like tendencies in cation states cause the bulk of the O 2p-states to be located at the same energy as the cation 3d-states in MgO, and at the same energy as the cation np-states in CaO, SrO, and BaO. Note that in CaO the cation 4p-states and 3d-states occur at the same energy.

Both the calculated electronic structure and measured XES for the post-transition metal oxides show three valence bands (see Figures 6a, 6b, and 6c). The additional valence band c is due to the \((n-1)d\) states of the cations. As expected, the valence band c is split due to the spin-orbit interaction within the cation \((n-1)d\) states, this splitting increases with increasing...
FIG. 6a: Calculated oxygen 2p and zinc 4s, 4p, and 3d valence band DOS for ZnO. Note the oxygen DOS is scaled differently than the metal DOS. The 3d states at feature c have been scaled by a factor of 0.1, since otherwise the cation states near the Fermi level would be too small to see. (Colour in online version.)

FIG. 6b: Calculated oxygen and cadmium DOS for CdO. This Figure has the same format as Figure 6a (Colour in online version.)

Apart from the significant cation d contribution, the valence band b is primarily ns-like, like the alkaline earth oxides. Further, the distribution of np states are shifted deeper in energy from ZnO to HgO and diminished in magnitude; indeed it is no longer appropriate to claim that the valence band a is pd-like for HgO since the np contribution is so small, now it is d-like. In the region of band b, the d DOS for the elements of the IIb group is significantly greater than those of the IIa group. We propose that this is due to nd-(n-1)d hybridization within the cation sphere.

As shown in Figure 7a, the cation partial DOS closest to the Fermi level is nd-states, and as in the case of MgO, the energy of the cation states approach the Fermi level according
FIG. 6c: Calculated oxygen and mercury DOS for HgO. This Figure has the same format as Figure 6a. (Colour in online version.)

FIG. 7a: The energy of the centre point (or “centre of gravity”) of the cation valence \(ns\), \(np\), and \(nd/(n-1)d\) states for the post-transition metal oxides. (Colour in online version.)

to orbital symmetry: \(ns\), \(np\), then \(nd\). As before the main feature in the O 2p DOS is coincident in energy with the cation partial DOS closest to the Fermi level. The bulk of the O 2p-states coincide with the cation \(np\)-states in BeO, SrO, and BaO, with the cation \(4p\)- and \((3)d\)-states in CaO, and with the \(nd\)-states in MgO, ZnO, CdO, and HgO. As a result of \(Me-O\) hybridization the O 2p-states are mixed with all bonding \(s,p,d\)-states of the cation in the aforementioned \(a\), \(b\) and \(c\) subbands.

To summarize, we have measured the oxygen K-edge emission and absorption X-ray
spectra and calculated the DOS and X-ray spectra for the alkaline earth oxides $AeO$ ($Ae = \text{Be, Mg, Ca, Sr, Ba}$) and the post transition metal oxides $MeO$ ($Me = \text{Zn, Cd, Hg}$). The bandgap estimates obtained from the XES and XAS follow the same trend as those obtained from calculations, save the measured bandgaps are on average 1.5 eV greater, which is expected since GGA is known to underestimate bandgaps. Both XES and calculations give essentially the same width for the valence band for all compounds. We have additionally found that the effect of the core-hole on XAS spectra becomes progressively weaker as the cation becomes more massive. Finally, by comparing the electronic states of the cation to the oxygen 2$p$-states we suggest that the oxygen K-edge XES reflects (1) the distribution of the cation $d$- and $p$-states in band a with a sharp decrease in the role of $p$-states in IIb group oxides relative to IIa group oxides and (2) the distribution of the cation $d$- and $s$-states in band b. The energy of the main O K-edge XES feature is defined by the symmetry of the cation partial DOS closest to the Fermi level (either $p$- or $d$-states), and likewise the main maximum of the O 2$p$ DOS is located at the energy of appropriate cation partial DOS.

**Acknowledgments**

We acknowledge support of the Natural Sciences and Engineering Research Council of Canada (NSERC), the Canada Research Chair program, the Research Council of the President of the Russian Federation (Grants NSH-1929.2008.2 and NSH-1941.2008.2), and the Russian Science Foundation for Basic Research (Project 08-02-00148). M. Abu-Samak would like to thank the International Atomic Energy Agency (IAEA) for their financial support.

---

* Contact Author: john.mcleod@usask.ca

1 F. Acke and I. Panas, J. Phys. Chem. B **102**, 5127 (1998).
2 M. C. Paganini, M. Chiesa, P. Martino, and E. Giamello, J. Phys. Chem. B **106**, 12531 (2002).
3 V. R. Chaudhary, A. M. Rajput, and A. S. Mamman, J. Catal. **178**, 576 (1998).
4 I. S. Elfmov, S. Yunoki, and G. A. Sawatzky, Phys. Rev. Lett. **89**, 216403 (2002).
5 K. Kenmochi, M. Sieke, K. Sato, A. Yanase, and H. Katayama-Yoshida, Jpn. J. Appl. Phys. **43**, L934 (2004).
6 K. Kenmochi, V. A. Dinh, K. Sato, A. Yanase, and H. Katayama-Yoshida, J. Phys. Soc. Jpn. 73, 2952 (2004).
7 I. S. Elfimov, A. Rusydi, S. I. Csizsar, Z. Hu, H. H. Hsieh, H.-J. Lin, C. T. Chen, R. Liang, and G. A. Sawatzky, Phys. Rev. Lett. 98, 137202 (2007).
8 H. Baltachea, R. Khenataa, M. Sahnoumb, M. Driza, B. Abbarc, and B. Bouhafs, Physica B 344, 334 (2004).
9 D. Ochs, W. Maus-Friedrichs, M. Brause, J. Günster, V. Kempter, V. Puchin, A. Shluger, and L. Kantorovich, Surf. Sci. 365, 557 (1996).
10 G. Cappellini, F. Finocchi, S. Bouette-Russo, and C. Noguera, Computational Materials Science 20, 401 (2001).
11 O. M. Sorokin and V. A. Blank, Optics and Spectroscopy 41, 161 (1976).
12 D. M. Bagnall, Y. F. Chen, Z. Zhu, T. Yao, S. Koyama, M. Y. Shen, and T. Goto, Appl. Phys. Lett. 70, 2230 (1997).
13 Ü. Özgür, Y. I. Alivov, C. Liu, A. Teke, M. A. Reshchikov, S. Doğan, V. Avrutin, S.-J. Cho, and H. Morkoc, J. Appl. Phys. 98, 041301 (2005).
14 Y. Azzaz, S. Kacimi, A. Zaoui, and B. Bouhafs, Physica B: Condensed Matter 403, 3154 (2008).
15 X. Liu, C. Li, S. Han, J. Han, and C. Zhou, Appl. Phys. Lett. 82, 1950 (2003).
16 C. H. Champness and C. H. Chan, Solar Energy Mater. Solar Cells 37, 72 (1995).
17 C. Sravani, K. T. Ramakrishna Reddy, O. M. Hussain, and P. J. Reddy, J. Solar Energy Soc. India 6, 1 (1996).
18 F. A. Benko and F. P. Koffyberg, Solid State Commun. 57, 901 (1986).
19 R. Kondo, H. Okhimura, and Y. Kasai, Jpn. J. Appl. Phys. 10, 1547 (1971).
20 B. L. Henke, E. M. Gullikson, and J. C. Davis, Atomic Data and Nuclear Data Tables 54, 181 (1993).
21 J. J. Jia, T. A. Callcott, J. Yurkas, A. W. Ellis, F. J. Himpsel, M. G. Samant, J. Stöhr, D. L. Ederer, J. A. Carlisle, E. A. Hudson, et al., Rev. Sci. Instrum. 66, 1394 (1995).
22 T. Regier, J. Krochak, T. K. Sham, Y. F. Hu, J. Thompson, and R. I. R. Blyth, Nucl. Instrum. Meth. A 582, 93 (2007).
23 E. Z. Kurmaev, R. G. Wilks, A. Moewes, L. D. Finkelstein, S. N. Shamin, and J. Kuneš, Phys. Rev. B 77, 165127 (2008).
24 P. Blaha, K. Schwarz, G. K. H. Madsen, D. Kvasnicka, and J. Luitz, *WIEN2k, An Augmented*
25 J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996).
26 I. P. R. Moreira, F. Illas, and R. L. Martin, Phys. Rev. B 65, 155102 (2002).
27 F. Tran, P. Blaha, K. Schwarz, and P. Novák, Phys. Rev. B 74, 155108 (2006).
28 Y. N. Xu and W. Y. Ching, Phys. Rev. B 48, 4335 (1993).
29 R. M. Hazen, American Mineralogist 61, 266 (1976).
30 G. Fiquet, P. Richet, and G. Montagnac, Physics and Chemistry of Minerals 27, 103 (1999).
31 R. W. G. Wyckoff, Crystal Structures 1 (Interscience Publishers, New York, New York, 1963), 2nd ed.
32 K. Kinhara and G. Donnay, The Canadian Mineralogist 23, 647 (1985).
33 J. Zhang, Phys. Chem. Min. 26, 644 (1999).
34 K. Aurivillius, Acta Chem. Scand. 18, 1305 (1964).
35 K. Schwarz, A. Neckel, and J. Nordgren, J. Phys. F: Metal Phys. 9, 2509 (1979).
36 D. A. Goodings and R. Harris, J. Phys. C 2, 1808 (1969).
37 V. Mauchamp, M. Jaouen, and P. Schattenschneider, Phys. Rev. B 79, 235106 (2009).
38 P. J. W. Weijs, M. T. Czyżyk, J. F. van Acker, W. Speier, J. B. Goedkoop, H. van Leuken, H. J. M. Hendrix, R. A. de Groot, G. van der Laan, K. H. J. Buschow, et al., Phys. Rev. B 41, 11899 (1990).
39 T. Mizoguchi, I. Tanaka, M. Yoshiya, F. Oba, K. Ogasawara, and H. Adachi, Phys. Rev. B 61, 2180 (2000).
40 J. L. Pascual and L. G. M. Pettersson, Mol.Phys. 101, 255 (2002).
41 S. M. Butorin, J.-H. Guo, N. Wassdahl, G. Bray, P.-A. Glans, T. Wiel, L.-C. Duda, J. Nordgren, T. Lundstrom, M. Klauda, et al., J. Phys.: Condens. Matter 6, 9267 (1994).
42 P. Dufek, P. Blaha, and K. Schwarz, Phys. Rev. B 50, 7279 (1994).
43 D. Cabaret, F. Mauri, and G. S. Henderson, Phys. Rev. B 75, 184205 (2007).
44 G. Fronzoni, R. De Francesco, and M. Stener, J. Phys. Chem. B 109, 10332 (2005).
45 T. Lindner, H. Sauer, W. Engel, and K. Kambe, Phys. Rev. B 33, 22 (1986).
46 S. I. Nakai, T. Mitsuishi, H. Sugawara, H. Maezawa, T. Matsukawa, S. Mitani, K. Yamasaki, and T. Fujikawa, Phys. Rev. B 36, 9241 (1987).
47 X. Weng and P. Rez, Phys. Rev. B 39, 7405 (1989).
48 J.-H. Guo, L. Vayssieres, C. Persson, R. Ahuja, B. Johansson, and J. Nordgren, J. Phys.: Condens. Matter 14, 6969 (2002).
49 K. J. Chang, S. Froyen, and M. L. Cohen, J. Phys. C: Solid State Phys. 16, 3475 (1983).
50 V. Milman and M. C. Warren, J. Phys.: Condens. Matter 13, 241 (2001).
51 A. V. Emeline, G. V. Kataeva, V. K. Ryabchuk, and N. Serpone, J. Phys. Chem. B 103, 9190 (1999).
52 D. M. Roessler, W. C. Walker, and E. Loh, J. Phys. Chem. Solids 30, 157 (1969).
53 G. Kalpana, B. Palanivel, and M. Rajagopalan, Phys. Rev. B 52, 4 (1995).
54 T. Bredow and A. R. Gerson, Phys. Rev. B 61, 5194 (2000).
55 J. Mathon and A. Umerski, Phys. Rev. B 63, 220403(R) (2001).
56 U. Schönberger and F. Aryasetiawan, Phys. Rev. B 52, 8788 (1995).
57 D. M. Roessler and W. C. Walker, Phys. Rev. 154, 861 (1967).
58 R. C. Whited, C. J. Flaten, and W. C. Walker, Solid State Commun. 13, 1903 (1973).
59 T. Kotani, Phys. Rev. B 50, 14816 (1994).
60 R. Pandey, J. E. Jaffe, and A. B. Kunz, Phys. Rev. B 43, 9228 (1991).
61 A. S. Rao and R. J. Kearney, Phys. Stat. Sol. (b) 95, 243 (1979).
62 J. Junquera, M. Zimmer, P. Ordejón, and P. Ghosez, Phys. Rev. B 67, 155327 (2003).
63 W. H. Strewlow and E. L. Cook, J. Phys. Chem. Ref. Data 2, 163 (1973).
64 R. A. McKee, F. J. Walker, and M. F. Chisholm, Science 293, 468 (2001).
65 V. Srikant and D. R. Clarke, J. Appl. Phys 83, 5447 (1998).
66 C. Klingshirn, Phys. Stat. Sol. 71, 547 (1975).
67 H. Köhler, Solid State Commun. 11, 1687 (1972).
68 D. M. Carballeda-Galacia, R. Castanedo-Pérez, O. Jiménez-Sandoval, S. Jiménez-Sandoval, G. Torres-Delgado, and C. I. Zúñiga-Romero, Thin Solid Films 371, 105 (2000).
69 N. Ueda, H. Maeda, H. Honson, and H. Kawazoe, J. Appl. Phys. 84, 6174 (1998).
70 T. K. Subramanyam, S. Uthanna, and B. Srinivasulu Naidu, Materials Letters 35, 214 (1998).
71 P.-A. Glans, T. Learmonth, K. E. Smith, J. Guo, A. Walsh, G. W. Watson, F. Terzi, and R. G. Egdell, Phys. Rev. B 71, 235109 (2005).
72 E. L. Shirley, Phys. Rev. B 58, 9579 (1998).
73 G. Cappellini, S. Bouette-Russo, B. Amadon, C. Noguera, and F. Finocchi, J. Phys.: Condens. Matter 12, 3671 (2000).
74 R. Pandey, J. E. Jaffe, and A. B. Kunz, Phys. Rev. B 43, 9228 (1991).

75 M. Y. Chou, P. K. Lam, and M. L. Cohen, Phys. Rev. B 28, 4179 (1983).

76 U. Häussermann and S. I. Simak, Phys. Rev. B 64, 245114 (2001).

77 H. J. Gotsis, D. A. Papaconstantopoulos, and M. J. Mehl, Phys. Rev. B 65, 134101 (2002).

78 M. A. Blokhin, *The Physics of X-Rays* (House of Tech. Theor. Lit., Moscow, 1957), 2nd ed., (USAEC Translation No. AECTR-4502, 1962).