Parameters Estimation Of Rayleigh Distribution In Survival Analysis On Type Ii Censored Data Using The Bayesian Method
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Abstract. This research aims to determine the estimation of Rayleigh's distribution parameters on the data survival analysis of type II of tuberculosis patients. The method used in this research is the Bayesian method to perform estimate parameters. The process estimation parameter using the Bayesian method requires information from the likelihood function and the prior distribution. The prior distribution used was the prior distribution of Jeffrey's. In this study, estimates of Rayleigh's distribution parameters were applied in the survival analysis data of tuberculosis sufferers. And the value of estimated parameters in patients with tuberculosis acquired and the changes of the survival value decreased near to zero.

1. Introduction
The development of science and technology is very fast, especially in the field of mathematical statistics that have developed so far by the discovery of analytical tools that can be used to analyze a problem. The statistical analysis used to analyze the lifetime data is called Life-resistant analysis (Survival analysis).

Survival analysis is a collection of statistical procedures for the analysis of data where the variables studied are the time until the occurrence of the end-point [1]. The method used in survival analysis relies heavily on the assumption of the distribution of data used. The complete data form if all objects or individuals are tested to the occurrence of death or failure. Type I censored Data is the entire research object conducted for a certain time already set by the researcher. Type II censored data is the data generated when the test is terminated after death or failure [2]. Censored type II data is a lifetime data that there is an observation in a sample of n-size random with 1 ≤ r ≤ n. In a research, type II censorship is more commonly used, because in this life test there is an observation as much as n, but the research is discontinued when the observation has failed to-r, so that researchers can save time and money.

To analyze live test data, a distribution is required. There are two models used in live test analysis, namely non-parametric models and parametric models. Non-parametric models are used if data does not follow certain assumptions. Parametric models are used when data follows
a specific distribution assumption. The research uses parametric models, the distribution used is Rayleigh's distribution.

The distribution of Rayleigh was first introduced in 1880 by an English physicist, Baron John William Strutt Rayleigh. Rayleigh's distribution is a special form of two-parameter Weibull distributions [4]. To find out if the assumed distribution of lifetime data illustrates the real state, an analysis of life-time data is required. The step to analyze the distribution function of lifetime data is to estimate the value of its distribution parameters. In statistics, the main branch of inference statistics is an estimation. There are two methods to estimate the parameters namely, the classic method and Bayes method. In the classic method the parameter is a fixed magnitude, while the Bayes method is used to find the posterior distribution [5].

2. Material and Methods

Rayleigh's distribution is a special form of two-parameter Weibull distributions, in some special cases the form (β) parameters, from the Weibull distribution are value β = 2, known as Rayleigh's distribution [5]. The characteristic of Rayleigh's distribution is the hazard function that increase linearly against time [6]. The probability density function of Rayleigh's distribution is expressed as follows:

\[ f(t) = 2\theta t e^{-\theta t^2} \] (1)

There are two approaches to solve the \( \theta \) parameter, first is in using the classical statistical approaches and the second is the Bayesian statistical approaches. The classic statistics approaches are fully relies on the inference process on sample data taken from the population. Whereas Bayesian statistics approaches, besides utilizing sample data obtained from the population also take into account an initial distribution. Statistical inference with Bayesian statistics approach differs from the classic statistical approach. The classic statistics approach looks at the \( \theta \) parameter as a fixed value parameter. While the Bayesian statistical approach views the parameter as a random variable that has a distribution, it is called the prior distribution. Subsequent distributions can be specified posterior distribution so that the acquired Bayesian estimator which is the average or mode of the posterior distribution [8].

2.1 Likelihood Function

Let \( X_1, X_2, \ldots, X_n \) is a random variables with probability density function \( f(x_1, x_2, \ldots, x_n; \theta) \) where \( \theta \) is the parameter that will be estimated. If \( L \) is a joint density function of \( X_1, X_2, \ldots, X_n \) which is in view as a function of \( \theta \) then Likelihoodnya function is:

\[ L(\theta; t_i) = f(x_1, x_2, \ldots, x_n; \theta) = \prod_{i=1}^{n} f(x_i; \theta) \] (2)

2.2 Prior and Posterior Distribution

The Prior distribution is grouped into two groups based on the form of the Likelihood function The first is related to the distribution form of data pattern identification of the prior conjugates (conjugate) and prior distribution non-conjugate. Secondly, related to the determination of each of the parameters in the Prior distribution pattern i.e. the prior distribution of informative and distribution of prior non-informative.

The posterior distribution is a conditional density function if known to the value of \( T \) observation, on the Bayesian method, inferences are based on the posterior distribution. So the posterior distribution can be expressed as follows [7]

\[ f(\theta|t_i) \propto L(t_i; \theta)f(\theta) \] (3)

The posterior density function for continuous random variable is as follows:
The posterior distribution can be used to determine an estimated intervals of unknown parameter.

2.3 Survival Analysis and Censored Data

Survival analysis is a collection of statistical procedures for data analysis for which the outcome variable of interest is time until an event occurs [1].

There are three factors needed to determine the time of survival [3], namely
1. The time origin (starting point) of an event.
2. Time of final occurrence ((endpoints)) of an event.
3. The scale of measurement as part of time should be the event.

There are three types of censorship that is type I-censored data that is all observation objects conducted over a certain time set by the observation, type II sensor data occurs when the observation is terminated after n observations, there is r failure, damage or death with \( r < n \) and \( r \) is a random sample of \( n \) and the type III sensor data that occurs if the incoming object does not jointly, so that the sensory time is different[3].

Cumulative distribution function \( F(t) \) for continuous distribution with the probability density function \( f(t) \) is stated as follows [7]

\[
F(t) = P(T \leq t) \text{ or } F(x) = \int_{0}^{t} f(x) \, dx
\]

2.4 Survival function and Hazard Function

Survival function denoted by \( S(t) \), defined as the probability that the individual lasts longer than \( T \) with:

\[
S(t) = P(T > t) = 1 - F(t)
\]

Hazard function \( h(t) \) is the probability of a person failing after a specified unit of time, such as the opposite of the survival function \( S(t) \) [9].

\[
h(t) = \frac{f(t)}{S(t)}
\]

The goodness of fit distribution on data is an early stage of data analysis. To perform the conformity test the distribution was used in a Anderson-Darling test. The Anderson-Darling test is used to test whether the data follows a particular distribution.

Statistical test are :

\[
A^2 = -n - \frac{1}{n} \sum_{i=1}^{n} (2i - 1)[\ln F(X_i) + \ln (1 - F(X_{n+1-i}))]
\]

3. Results And Discussion

The cumulative distribution function for the Rayleigh distribution with the \( \theta \) parameter on the survival data is written as follows:

\[
F(t) = 1 - e^{-\theta t^2}
\]

the survival function of Rayleigh's distribution is as follows:

\[
S(t) = e^{-\theta t^2}
\]

and the hazard function of Rayleigh's distribution is as follows:

\[
h(t) = 2\theta t.
\]
3.1 Likelihood function on type II censored data

Type II censored data is derived from research or observation of live test on a research object which is product, individual, system, unit or component. Unknown \( n \) is the number of research objects and \( r \) (object of research damaged, failed or dead) which is a random sample of \( n \) where \( r < n \) and \( r \) is the sequential survival time \((t_1, t_2, t_3, ..., t_r)\) in a study.

Likelihood function for type II sensor data with \( \theta \) parameter in general is as follows:

\[
L(\theta; t_i) = f(t_i; \theta) = \frac{n!}{(n-r)!} \left[ \prod_{i=1}^{r} f(t_i) \right] [S(t_r)]^{n-r}
\]  

(12)

next to the likelihood function of type II sensor data with the \( \theta \) parameter on the Rayleigh distribution then the equation substitution (1) and (10) to equation (12) so that it is obtained:

\[
L(\theta; t_i) = \frac{n!}{(n-r)!}(2\theta)^r \left( \prod_{i=1}^{r} t_i \right) \exp \left(- \sum_{i=1}^{r} \theta t_i^2 + \theta t_r^2(n-r) \right)
\]  

(13)

3.2 Prior and Posterior Rayleigh Distribution

In this study, to determine the prior distribution for \( \theta \) is used the Jeffreys method. The Jeffreys approach was used to obtain the prior distribution of the prior non informative distributions [10]. The process for determining prior Jeffreys is as follows:

\[
\ln L(\theta; t_i) = ln \frac{n!}{(n-r)!} + r \ln(2\theta) + \sum_{i=1}^{r} lnt_i - \sum_{i=1}^{r} \theta t_i^2 + \theta t_r^2(n-r)
\] 

(14)

\[
\frac{\partial \ln L(\theta; t_i)}{\partial \theta} = \frac{r}{\theta} - \sum_{i=1}^{r} \theta t_i^2 + \theta t_r^2(n-r)
\] 

(15)

\[
\frac{\partial^2 \ln L(\theta; t_i)}{\partial \theta^2} = - \frac{r}{\theta^2}.
\] 

(16)

Functions can be obtained by taking a square root of the Fisher information \( I(\theta) = -E \left( \frac{\partial^2 \ln L(\theta; t_i)}{\partial \theta^2} \right) = \frac{r}{\theta^2} \) 

(17)

therefore, the results of the prior distribution for \( \theta \) with Jeffreys rules are

\[
g(\theta) \propto \sqrt{\theta} = \sqrt{\frac{r}{\theta^2}} = \frac{1}{\theta} \sqrt{r}.
\] 

(18)

The posterior distribution for the \( \theta \) parameter is,

\[
f(\theta|t_i) = \frac{f(\theta)f(t_i; \theta)}{\int_{0}^{\infty} f(\theta)f(t_i; \theta) \, d\theta}
\]
with then obtained

\[ 1 \sqrt{r \frac{n!}{(n-r)!}}(2\theta)^r (\prod_{i=1}^n t_i) \exp \left( -\left( \sum_{i=1}^n \theta t_i^2 + \theta t_r^2 (n-r) \right) \right) \]

\[ \int_0^\infty \frac{1}{\theta} \sqrt{r \frac{n!}{(n-r)!}} (2\theta)^r (\prod_{i=1}^n t_i) \exp \left( -\left( \sum_{i=1}^n \theta t_i^2 + \theta t_r^2 (n-r) \right) \right) d\theta \]

with \( T = (\sum_{i=1}^n t_i^2 + t_r^2 (n-r)) \) then obtained,

\[ f(\theta | t_i) = \frac{T^r \theta^{r-1} \exp (-\theta T)}{\Gamma(r)}. \]

The estimate of the \( \theta \) parameter is

\[ \hat{\theta} = E(\theta) = \int_0^\infty \theta f(\theta | t_i) d\theta = \int_0^\infty \theta \frac{T^r \theta^{r-1} \exp (-\theta T)}{\Gamma(r)} d\theta = \frac{r}{T}. \]

### 3.3 Data Analysis

The data used in this research is data from tuberculosis patients in the hospital of PKU Muhammadiyah Yogyakarta. The period of termination of data taken from 2016 until 2018. There were 51 patients with tuberculosis and 13 patients who had failed (died) or \( R = 13 \).

The Goodness of fit test test is carried out using the R software obtained by the following results:

Table 1: Output results of Anderson Darling

| \( A \) | \( p\text{-value} \) |
|--------|-----------------|
| 0.54933 | 0.1497          |

The value of \( P\)-value = 0.1497 > 0.05 which means \( H_0 \) is accepted, meaning that data follows Rayleigh’s distribution. The value of \( \theta \) parameter of the Rayleigh distribution can be calculated as follow,

\[ \hat{\theta} = \frac{r}{\sum_{i=1}^n \theta t_i^2 + \theta t_r^2 (n-r)} = 0.001097324 \]

By using the value of the estimated Bayes of \( \theta \) parameter, then the probability of survival and failure rate of tuberculosis patients can be known.

### Table 2. probability of survival and failure rate

| Time | \( S(t) \)   | \( h(t) \)   |
|------|--------------|--------------|
| 1    | 0.998903278 | 0.002194648 |
| 2    | 0.995620322 | 0.004389297 |
| 3    | 0.990172689 | 0.006583945 |
| 4    | 0.982596042 | 0.008778594 |
| 5    | 0.972939765 | 0.010973242 |
| 6    | 0.961266424 | 0.013167891 |
| 7    | 0.947651096 | 0.015362539 |
| 8    | 0.932180559 | 0.017557187 |
| 9    | 0.914952377 | 0.019751836 |
| 10   | 0.896073873 | 0.021946484 |
Based on table 2, it can be seen that the survival rate is continuing to be worth 0.728238482 on the 17th day, while the hazard value is getting bigger on the 17th day of 0.037309023.

The survival rate of failure odds and hazard value failure rate in table 2 can be formed chart for the survival and hazard values as follows:

![Figure 1. Survival Probability and failure rate graphs](image)

Based on Figure 1 it can be concluded that the graphs on the odds of survival or survival value with the estimation of parameters using the Bayesian method can produce a moving survival value decreased close to zero, according to the characteristics of Survival function. In the graph of failure rate or hazard value indicates that of hazard function with parameter estimation using Bayesian method moves up linear time. The result of the hazard value corresponds to the characteristics of Rayleigh distribution.

4. Conclusion

Conclusions that can be taken from the results of analysis and discussion on this research are as follows:

i. The $\theta$ parameter estimated for Rayleigh's distribution analysis on type II censored data using the Jeffreys prior are:

$$\hat{\theta} = \frac{r}{\sum_{i=1}^{r} t_i^2 + t_r^2(n - r)}$$
The result of parameter estimation is applied to the survival analysis of type II of patients with tuberculosis (TB), with \( n = 51 \) and \( r = 13 \) gives the value of \( \hat{\theta} = 0.001097324 \).

Survival probability or survival values with parameter estimates using the Bayes method can result in a moving survival value decreased close to zero, according to the characteristics of the survival function. Failure rate or hazard value indicates that of hazard function with parameter estimation using Bayes method Move up linearly to time. The result of the hazard value in this research is in accordance with the characteristics of Rayleigh distribution.
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