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ABSTRACT Human preferences and lifestyles significantly impact buildings’ energy consumption. Consequently, a better understanding of occupants’ behavior is crucial to decrease energy consumption and maintain occupants’ comfort. Occupant-centric control (OCC) strategies are effective approaches to fulfill such a purpose. As such, occupancy detection and prediction are of prime importance, particularly to manage Electric Space Heating (ESH) systems, due to the relatively slow dynamics of the temperature in dwellings. This paper proposes an Explicit Duration Hidden Markov Model (EDHMM) for unsupervised online presence detection and a hazard-based approach for occupancy prediction. Moreover, a control strategy using a cost function, weighted by occupancy predictions, and a load-shifting strategy based on time-varying electricity price are put forward. This work initially validates the consistency of the proposed approach by using synthetic data generated by a Monte Carlo simulation. Subsequently, the performance of our framework is compared with previous methods presented in the literature through experimental validation. Results demonstrate that the proposed EDHMM approach is efficient in detecting occupancy states. Besides, the results of the field implementation show the potential of the proposed control strategy to preserve occupants’ thermal comfort while decreasing the heating energy consumption.

INDEX TERMS Occupant behavior, occupant-centric control, hidden markov models, survival analysis.

NOMENCLATURE

ABBREVIATIONS

ANN Artificial Neural Networks
DSM Demand-Side Management
DSO Distribution System Operator
EDHMM Explicit Duration Hidden Markov Model
ESH Electric Space Heating
GMM Gaussian Mixture Model
HEMS Home Energy Management System
HMM Hidden Markov Models
HVAC Heating, Ventilation, and Air Conditioning
IML Interpretable Machine Learning
IoT Internet of Things
KME Kaplan-Meier Estimator
KNN K-nearest Neighbors
KS Kernel Smoother
MAP Maximum a Posteriori
MPC Model Predictive Control
OBC Occupancy-Based Control
OCC Occupant-Centric Control
PCA Principal Component Analysis
SCS Splitting Conic Solver
SVM Support Vector Machines
ToU Time-of-Use
WT Wavelet Transform
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VARIABLES

z Sequence of latent variable
v Sequence of measurements from the sensors
control strategies to mainly manage lighting and HVAC systems. These OCC strategies focused on the presence/absence of occupants (occupancy-based controls) have demonstrated up to 30% of energy savings [12]. However, instantaneous occupancy detection is not adequate for ESH systems as they require some time to affect the temperature of a room. Moreover, occupancy is a stochastic process complex to be anticipated and difficult to be directly measured. Therefore, the combination of indoor temperature slow dynamic and the stochastic nature of the occupants’ presence is revealed as a challenging problem to be solved.

A. LITERATURE STUDY
Several techniques have been proposed for occupancy detection systems. Rueda et al. [13] categorized them into analytical, data-driven, and knowledge-based methods. Among them, data-driven methods, such as Artificial Neural Networks (ANN) [14], Support Vector Machines (SVM) [15], K-nearest neighbors (KNN) [16], and Hidden Markov Models (HMM) [17], are considered as the most utilized ones for occupancy detection [13]. However, supervised learning algorithms, like ANN, SVM, and KNN, need a training data set comprising ground truth occupancy evidence which limits their application in practice. As an alternative approach, some studies [17]–[23] have explored the use of unsupervised learning methods for occupancy detection in which HMM has been one of the most popular ones, demonstrating an accuracy between 80% and 90% [13]. Most of the used HMMs are nonetheless first order which means that they are memoryless stochastic processes and their inherent state duration follows a geometrical distribution that is inadequate to model real-world occupants’ behavior [12]. Moreover, the use of time-variant transition probabilities on HMM has been mostly neglected, restricting the temporal dependency of occupancy dynamics representation [24].

Concerning the occupancy prediction methods, Kleiminger et al. [25] grouped them into schedule-based and context-aware approaches. Schedule-based algorithms predict occupancy using historical data on the household occupancy state. Kleiminger et al. [25] and Li and Dong [26] present a comparative performance analysis of the state-of-the-art of these approaches, stressing that predictions of up to 90% accuracy can be achieved. Moreover, algorithms, such as ANN [27], KNN [28], k-means, expectation-maximization [23], and Markov models [26], [29] have been explored as alternative to predict occupancy at horizons from 15 minutes up to 24 hours ahead. Context-aware approaches estimate future occupancy states of a home according to its occupants’ current context (e.g., location or activity). For instance, Krumm and Brush [30] and Gupta et al. [31] use information from GPS to estimate when a person would be at home or away and dynamically control the thermostat of the rooms. Although context-aware approaches are promoted as one of the best-performing techniques for occupancy prediction, they depend on the permanent operation of specific devices by individuals (e.g., smartphone and GPS). As a
result, these methods are more intrusive regarding individuals’ lifestyles, and are more sensitive to human errors, such as forgetting the phone at home. Therefore, in this work, schedule-based algorithms are preferred.

Several occupancy detection and prediction methods have been integrated with control strategies, such as model predictive control (MPC), to manage HVAC systems [32]. For instance, in [29], Dobbs et al. present an occupancy-predicting control algorithm for HVAC systems of a building and compare their approach with a scheduled controller and an occupancy-triggered controller. It is shown through simulation that the proposed approach can achieve up to 19% of energy savings compared to the scheduled controller. Furthermore, other approaches have reported energy savings between 6% to 17% [25] by combining occupancy information and MPC strategies. However, most of the occupancy-based controls (OBCs) field implementations have been done in academic and office buildings. In fact, only 10% of OCC studies have been performed in residential buildings [33].

Another worth noting aspect is that the main objective of OBC strategies is to reduce energy consumption while few studies have integrated load-shifting demand management strategies to improve user’s flexibility [32]. Therefore, more efforts to integrate OBC strategies and time-of-use (ToU) pricing programs are still required.

II. OCCUPANCY DETECTION AND PREDICTION STRATEGY

Environmental variables inside a closed space and power consumption are highly correlated with humans’ presence [10]. In this sense, due to the difficulty in directly measuring occupancy, Hidden Markov Models (HMMs), are stressed as a suitable method for modeling household/room occupancy through unsupervised learning [20]. HMMs can effectively model the temporal structure of data. Moreover, they allow the use of a priori knowledge and supports the explicit integration of duration as well as the time dependency of states. The latter is indispensable for a realistic representation of the occupancy profiles [24], [34].

Let \(v = v_1, v_2, \ldots, v_K\) be a sequence of measurements from the sensors and let \(z = z_1, z_2, \ldots, z_K\) be a sequence of latent variable taking values from two possible occupancy states \(s = \{0, 1\}\), where \(K\) is the length of the sequence. In a HMM, two assumptions are made. First, the probability of a particular state only depends on the previous state, \(P(z_{k+1} | z_1, \ldots, z_k) = P(z_{k+1} | z_k)\), where \(k\) is the discrete-time index. Second, the probability of an observation, only depends on the state that produced the observation, \(P(v_k | z_1, \ldots, z_k, v_1, \ldots, v_{k-1}) = P(v_k | z_k)\).

Nonetheless, literature has revealed that traditional first-order Markov models are not able to consistently predict state duration and thus, their generated occupancy profiles often fail to reflect a realistic behavior [35], [36]. In this regard, this work puts forward an Explicit Duration Hidden Markov Model to effectively handle this issue. In an EDHMM, a hypothesis of medium-term independence is introduced. Such hypothesis implies that the probability of changing a state depends not only on the current state, but also on its duration, as shown in (1).

\[
P(z_{k+1} | z_1, z_2, \ldots, z_{k-1}, z_k) = P(z_{k+1} | z_k, d_k)
\]

where \(d_k\) is the duration of the current state. It is considered as a deterministic incremental counter restarted when a...
transition is made, expressed by,
\[
d_k = \begin{cases} 
  d_{k-1} + 1 & \text{if } z_k = z_{k-1} \\
  1 & \text{otherwise}
\end{cases} \tag{2}
\]

Furthermore, as presented in [12], the transition probability between the states can be formulated as,
\[
P(z_{k+1}|z_k = s, d_k = d') = \begin{cases} 
  h_s(d') & \text{if } z_{k+1} \neq s \\
  1 - h_s(d') & \text{otherwise}
\end{cases} \tag{3}
\]

where \(h_s(d')\) is the discrete hazard function of state \(s\), given by equation (4), which can be estimated either using a parametric or a non-parametric approach.

\[
h_s(d') = \frac{f_s(d')}{S_s(d')} = 1 - \frac{S_s(d' + 1)}{S_s(d')} \tag{4}
\]

where \(f_s(d')\) and \(S_s(d')\) are the state duration probability and the survival function, associated with state \(s\), respectively. Besides, due to the time-dependent dynamics of occupancy [24], the use of a time-variant transition probability \(A\) is proposed. Therefore, the hazard function is computed in hourly intervals \(t \in [0, 1, \cdots, 23]\). This results in a hazard function with the form \(h_s(d')\). The transition probability matrix \(A\) for the two-state EDHMM can be represented by,
\[
A = \begin{bmatrix} 
  1 - h_0'(d') & h_0'(d') \\
  h_1'(d') & 1 - h_1'(d')
\end{bmatrix} \tag{5}
\]

where \(h_0'(d')\) and \(h_1'(d')\) are the discrete hazard functions for the absence \((s = 0)\) and presence \((s = 1)\) states, respectively.

Following the above-presented mathematical formulation, this work proposes an occupancy detection and prediction approach through a three-step process. First, Section II-A explains the start-up process that solves a cold-start problem to collect the necessary information to initialize the EDHMM learning. Second, Section II-B describes an online detection procedure to detect occupancy at five-minute intervals. Third, Section II-C presents the utilized approach to predict the occupancy probability with a 24-hour horizon.

**A. START-UP PROCESS**

Since the hidden states are unknown, measured data are used to estimate the transition matrix and emission distributions. For this purpose, the start-up process depicted in FIGURE 1 is proposed.

1) DATA PRE-PROCESSING

Measured signals can contain noise from different sources (e.g., the sensor itself, EMI, and acquisition/communication errors). Therefore, a denoising process based on a kernel smoother (KS) and a decomposition process using the Wavelet transform (WT) are proposed in this work. Kernel smoother is a statistical technique widely used to reduce signals noise [37]. In this work, a Gaussian kernel is used in order to give less weight to the more distant neighbours. Wavelet transform has been widely employed for image denoising, edge, and transient detection [34], [38]. Accordingly, WT is used to decompose the denoised signal into low and high-frequency components, represented by the approximation and the details of the measured variables. Principal Component Analysis (PCA) is also performed to ensure a new set of decorrelated variables [39].

2) CLUSTERING AND PARAMETER LEARNING

Due to the lack of prior knowledge and hidden states information, a Gaussian Mixture Model (GMM) is utilized to estimate a preliminary occupancy profile from the set of observations. GMM is an unsupervised probabilistic model that assumes that all the data points are generated from a mixture of a finite number of Gaussian distributions \(N(v_k \mid \mu_i, \sigma_i)\), expressed by,
\[
f(v_k \mid \theta) = \sum_{i=1}^{G} \phi_i N(v_k \mid \mu_i, \sigma_i) \tag{6}
\]
where $\theta = \{[\mu_1, \ldots, \mu_G], [\sigma_1, \ldots, \sigma_G], [\phi_1, \ldots, \phi_G]\}$ denotes the set of parameters, $\mu_i$ and $\sigma_i$ are the mean and variance of the $i^{th}$ Gaussian distribution, $G$ is the number of Gaussian distributions, and $\phi$ is the mixture component weight, which must satisfy the condition $\sum_{i=1}^{G} \phi_i = 1$. The probability that an observation belongs to a given distribution is estimated from (7) through,

$$p_i = \frac{\phi_i \mathcal{N}(v_k | \mu_i, \sigma_i)}{\sum_{i=1}^{G} \phi_i \mathcal{N}(v_k | \mu, \sigma)} \quad \text{for } i \in [1, G]$$  (7)

where $p_i$ is the probability vector in which each element indicates the probability that an individual belongs to a cluster and $G$ is the number of clusters.

Before applying the GMM, the number of clusters $G$ should be fixed. In this respect, an approach based on minimizing the Root-Mean-Square Error (RMSE) between the model estimation and a prior average occupancy profile is employed. Due to the close correlation between the motion information captured by the PIR sensors and occupancy, these data are used as a reference to estimate an initial average profile for each zone. In accordance with the above-explained case, this work assumes that the conditional probability of PIR events given the time of day converges to the likelihood of occupancy at that instant over a long analysis period. Therefore, the average daily motion profile detected by the PIR sensors converges to the actual daily occupancy profile of the dwelling/room. Furthermore, this work presumes a stationary hypothesis which leads to discarding the effects of seasons, vacations, and other long-term behavioral changes. Therefore, as depicted in FIGURE 2, a threshold on the average daily motion for each zone is used to automatically decide on the reference average profile that will be used as the prior information to determine the value of $G$.

![FIGURE 2. Zone 2 priors estimation based on two weeks of motion data.](image)

Once the prior information for each zone is determined, the performance of the GMM is evaluated for a maximum number of 12 clusters, and the value of $G$ that minimizes the RMSE is selected to estimate the preliminary occupancy profile, $\tilde{z}$.

After estimating $\tilde{z}$, this profile is used to fit the emission distributions and compute the survival functions. To do so, maximum likelihood estimation algorithms and the Kaplan-Meier estimator are utilized. In the case of emission distributions, three distributions (Normal, Weibull and LogLogistic) are used to fit the observations, $\mathbf{v}$, corresponding to each occupancy state, $\mathcal{M} = \{f(v_k | \Theta^1), \ldots, f(v_k | \Theta^m)\}$. Subsequently, the distribution with the best fit $\mathcal{M}_m$ is calculated using the MLE algorithm, as follows,

$$\hat{m} = \arg \max_{m} (\mathcal{L}(M_m))$$  (8)

where $\mathcal{L}$ is the log-likelihood operator, and $\mathcal{M}_m$ represents each of the distributions with their parameters.

FIGURE 3 shows an example of the estimated emission distribution for the first principal component of living room observation. For the case of absent state, the three tested distributions are presented to illustrate the suitability of using MLE algorithm to achieve a good distribution fit to the data.

![FIGURE 3. Example of estimated emission distribution for zone 1 data.](image)

On the other hand, the non-parametric Kaplan–Meier estimator (KME) is used to compute the survival functions. Unlike the parametric models, KME, expressed by (9), does not restrict the survival function shape to a particular distribution. Therefore, KME assists with a better representation of duration distributions with multimodal shape.

$$S(d') = \prod_{i:d_i<d'} \frac{n_i - e_i}{n_i}$$  (9)

where $e_i$ is the number of events (arrive/depart) that happened, $d'$ is the duration, and $n_i$ is the number of presence/absence periods that are still active within $d'$.

3) STATE SEQUENCE ESTIMATION

Once the learning procedure of the parameters is performed, the most probable occupancy sequence, $\mathbf{z}$, must be estimated considering the observation sequence, $\mathbf{v}$. For this purpose, a dynamic programming approach is used that follows the classical procedure of the Viterbi algorithm while explicitly including the state duration to compute the transition probabilities. The proposed decoding algorithm is divided into two stages:

- **Recursive Step:** To estimate the most probable sequence of hidden states at each time-step, the next hypothesis is followed: if the state $s = \{0, 1\}$ is part of the optimal sequence, what would be its best previous state? In this regard, if $\psi_{q,k-1}$ represents the highest probability along a single path for the first $k-1$ observations, which ends at state $q \in s$, and the transition probabilities from state...
to $s$ are given by the matrix $A_q,s$ (equation (5)), then, the best previous state $q$ for the current state $s$ is estimated by solving the following optimization problem,

$$Q_{s,k} = \arg \max_{q \in [0,1]} (\ln (A_{q,s}) + \psi_{q,k-1})$$

where the initial values $\psi_{s,1}$ for all the states $s$ are estimated by using the initial probability distribution $\pi_s$ and the likelihood of the first observation $v_1$ of each state, as follows,

$$\psi_{s,1} = \ln (\pi_s) + \ln (f(v_1 \mid \Theta_s))$$

Therefore, knowing the best previous state $\hat{q} = Q_{s,k}$, the probability of the sequence for each state is updated by including the probability of the observation at time-step $k$, which can be expressed as,

$$\psi_{s,k} = \ln (f(v_k \mid \Theta_s)) + \ln (A_{\hat{q},s}) + \psi_{\hat{q},k-1}$$

Additionally, in order to estimate transition probabilities, at each time-step $k$, duration needs to be computed. For this purpose, an incremental counter $d$ is used. This counter is restarted ($d_{s,k} = 1$) when a transition between the best previous state $\hat{q}$ and the current state $s$ is made, based on,

$$d_{s,k} = \delta (\hat{q}, s) d_{\hat{q},k-1} + 1$$

where $\delta (\hat{q}, s)$ is the Kronecker delta, defined by,

$$\delta (\hat{q}, s) = \begin{cases} 1 & \text{if } \hat{q} = s \\ 0 & \text{otherwise} \end{cases}$$

**Backtrack the Most Probable Path:** Once the recursive step is completed, the last hidden state is calculated by maximum likelihood, based on,

$$z_K = \arg \max_{s \in [0,1]} (\psi_{s,K})$$

Then, the most likely sequence is selected by taking the most probable previous state, expressed as,

$$z_k = Q_{z_{k+1},k} \quad k = K - 1, K - 2, \ldots, 2, 1$$

Algorithm 1 summarizes the decoding procedure to estimate the most probable sequence of states for a finite state machine (FSM) with two-states.

4) **PARAMETERS UPDATE**

Once the new occupancy sequence $z$ is estimated, it is used to update the emission and duration distributions by applying the same procedure as presented in Equation 8.

**B. ON-LINE PROCESS**

After the start-up procedure, as shown in FIGURE 4, two processes are executed to estimate the real-time occupancy state and to perform the model parameters adaptation over time.

---

**Algorithm 1: Occupancy Detection**

**Input:**
- Observations sequence: $v_1, v_2, \ldots, v_K$
- Emission distribution parameters $\Theta_s$
- Duration distributions

**Output:** Hidden states sequence: $z_1, z_2, \ldots, z_K$

```
begin
  Define number of states $s = \{0, 1\}$
  Define initial probability distribution ($\pi_s$)
  Define matrices $\psi, Q$ and $d$ of dimension $|s| \times K$
  for $s \in [0, 1]$ do
    $\psi_{s,1} = \ln (\pi_s) + \ln (f(v_1 \mid \Theta_s))$
    $d_{s,1} = 1$
  end
  for $k = 2, 3, \ldots, K$ do
    Update matrix $A$
    for $s \in [0, 1]$ do
      $Q_{s,k} = \arg \max_{q \in S} (\ln (A_{q,s}) + \psi_{q,k-1})$
      $\hat{q} = Q_{s,k}$
      $\psi_{s,k} = \ln (f(v_k \mid \Theta_s)) + \ln (A_{\hat{q},s}) + \psi_{\hat{q},k-1}$
      $d_{s,k} = \delta (\hat{q}, s) d_{\hat{q},k-1} + 1$
    end
    $z_K = \arg \max_{s \in [0,1]} (\psi_{s,K})$
    for $k = K - 1, K - 2, \ldots, 2, 1$ do
      $z_k = Q_{z_{k+1},k}$
    end
  end
end
```

1) **ONLINE OCCUPANCY DETECTION**

Maximum a posteriori (MAP) estimation is computed at 5-minutes intervals to determine at instant $k$ the most probable hidden state $z_k$ of each of the house zones, expressed as,

$$z_k = \arg \max_{s \in [0,1]} (\ln (f(v_k \mid \Theta_s)) + \ln (A_{\hat{q},s}))$$

where $\hat{q} = z_{k-1}$ is the estimated occupancy state at the previous instant (5 minutes ago), and $v_k$ is the observations at instant $k$.

2) **PARAMETERS UPDATE**

HEMS and occupancy detection systems operate in time-varying environments. Therefore, adaptive capabilities are essential for them. As shown in FIGURE 4, every day at midnight, the system performs an update of the model parameters. To do so, a sliding window with a fixed size of $N$ days is utilized, in which the most recent information is included in the model and the oldest is discarded. It should be noted that studying the appropriate size of the learning window and when new data could be relevant for retraining the model is outside of the scope of this work [40].
C. OCCUPANCY PREDICTION

This step aims to predict the presence probability of each zone of the dwelling at a 24-hour horizon, \( N \). This predictive model is an essential step for the control strategy to determine optimal control actions considering future observation forecasts. Accordingly, a hazard-based model and a Monte-Carlo simulation are utilized. Literature study shows that hazard-based models are a suitable generative approach for modeling occupancy profiles and occupants’ behavior [12]. In fact, this method has proved its potential for applications, such as in-home and out-of-home activities generation [41], and windows opening and closing behavior modeling [42]. The prediction technique takes advantage of the duration distributions estimated during the learning process of the EDHMM. Likewise, the matrix \( A \) (equation (5)) is used to determine the transition probability of the states during the prediction horizon. Algorithm 2 describes the process used for the prediction of the zonal occupancy probability \( \beta \).

In this procedure, the transition signal, \( t_k \in \{0, 1\} \) is sampled in every time-step using a Bernoulli distribution with \( \alpha = h_{\tau_k}^{\hat{\beta}} (\hat{d}_i) \) (see line 7 of the Algorithm 2). According to this transition signal, the algorithm updates the probable occupancy state, \( \hat{z}_k \), by using an XOR function, and restarts the duration counter, \( \hat{d}_i \), which determines the elapsed time in each state. The prediction technique takes as initial state the current occupancy status, estimated by the EDHMM, and computes the current duration according to the information of the last detected transition (arrival/departure). The process is repeated \( M \) times, and the average of the generated profiles is used as the presence probability during the optimization process.

### III. FINITE-HORIZON ADAPTIVE CONTROLLER

This work proposes a control strategy to adjust the thermostat set-points of each thermal zone in the residence. By adjusting the thermostat set-points, the control strategy pre-heats the thermal mass of the residence before peak hours, which implicitly modifies the energy consumption patterns. Moreover, it utilizes the thermal preferences of the users and the occupancy predictions to improve the overall performance. The control strategy has two steps of learning and optimizing the ESH management. The first step uses an Interpretable Machine Learning (IML) model to learn the thermal dynamics of the residence using historical data. The second step employs the results of the IML model and the occupancy predictions to formulate an optimization problem that minimizes the costs and guarantees the occupants’ comfort within a finite horizon. Section III-A explains the learning procedure of the thermal dynamics, and Section III-B presents the optimization formulation of the proposed controller. Another worth noting feature of the proposed control strategy is the deployment of an event-based adaptation approach which allows the re-estimation of control signals when changes in occupancy states are detected. Section III-C describes the event-based adaptation method.

### A. LEARNING OF THE RESIDENCE THERMAL DYNAMICS

In this work, a linear model based on an equivalent Resistance-Capacitance network (2R1C) is used to estimate the thermal dynamics of the house in each thermal zone [43]. Equation (18) presents the energy balance between the heat flux imposed into the environment by the space heaters and the thermal losses of the rooms [2].

\[
C_{in} \hat{T}_{in} = \frac{T_{ext} - T_{in}}{R_{ext}} + \frac{T_{avg} - T_{in}}{R_{wl}} + \Phi_{in} + \Phi_{db} \tag{18}
\]
where $T_{in}$ is the internal temperature, $T_{ex}$ is the outside temperature, and $T_{avg}$ is the average temperature of the surrounding zones, which allows to account for internal heat exchange between the house rooms. $\Phi_{in}$ is the rated electrical power consumption of the heating system (applied thermal flux), and $\Phi_{db}$ are the thermal gains and losses of the room (e.g., solar gains and air infiltration). The latter have not been considered in this study. Additionally, $C_{in}$, $R_{ex}$ and $R_{rel}$ represent the internal thermal mass, the thermal resistance that isolates the building, and the thermal resistance of internal walls (thermal zones divisions), respectively. Therefore, the mathematical expression of the state-space model for a residence with two thermal zones ($\eta_1$ and $\eta_2$) can be expressed as,

$$
\begin{bmatrix}
T_{in\eta 1}^{(k+1)} \\
T_{in\eta 2}^{(k+1)} \\
\end{bmatrix} =
\begin{bmatrix}
A & B \\
C \\
\end{bmatrix}
\begin{bmatrix}
T_{in\eta 1}^{(k)} \\
T_{in\eta 2}^{(k)} \\
\end{bmatrix} +
\begin{bmatrix}
\Phi_{in\eta 1}^{(k)} \\
\Phi_{in\eta 2}^{(k)} \\
\end{bmatrix} +
\begin{bmatrix}
\Phi_{in\eta 1}^{(k)} \\
\Phi_{in\eta 2}^{(k)} \\
\end{bmatrix}
$$

where $A \in R^{2 \times 1}$, $B \in R^{2 \times 1}$ and $C \in R^{1 \times 1}$ are the parameter matrices that the IML model finds by minimizing the sum-of-squares loss function between Equation (19) and the actual measured output $Y$ over a set of historical data.

**B. OPTIMIZATION**

To maximize the individual welfare of the customers, a bi-objective cost function is introduced in this study to perform the optimization process. The first term of the cost function guarantees the occupants’ thermal comfort, and the second one minimizes the customer’s payments for any type of dynamic tariff. Occupants’ thermal comfort is expressed by the difference between the predicted temperature $\tilde{x}_{i}^{u}$ (obtained by Equation (19)), and the reference temperature $x_{i}^{u}$ (preset by the user). Moreover, the occupancy predictions, $\beta_{i}^{u}$ are used as weights for the comfort term. This allows the control strategy to guarantee the thermal comfort of the customers when they are actually present in a specific room of the residence. Consequently, a seamlessly integration of the occupancy predictions into the control strategy, as shown in Equation (20), is achieved using this formulation.

$$J(u) = \sum_{i=1}^{k+N} \sum_{a=1}^{2} \left( \beta_{i}^{u} \left( \tilde{x}_{i}^{u} - x_{i}^{u} \right)^{2} - \Omega_{i} u_{i}^{u} \right)$$

In Equation (20), $\Omega_{i}$ represents the dynamic tariff and $u_{i}^{u}$ is the predicted power consumption of the ESH. Thereby, considering the cost function and system constraints, Equation (21) shows the complete formulation of the optimization problem.

Maximize $J(u)$

subject to

$\tilde{x}_{i+1} = g(\tilde{x}_{i}, u_{i}, w_{i})$

$\tilde{x}_{i} \in [x_{min}, x_{max}]$

$u_{i} \in [0, u_{max}]$

$|\Delta u_{i}| \leq 0.25u_{max}$

$x_{0} = \text{Initial state}$

$u_{0} = \text{Initial state}$

where $x_{min}$ and $x_{max}$ are the possible allowed temperature interval in the rooms of the house (user-defined), $u_{max}$ is the maximum output power of the ESHs at each thermal zone, and $|\Delta u_{i}|$ denotes the changes in heating power which is restricted to 25% of $u_{max}$ with the aim of avoiding discomfort to users. Equation (21) follows the rules of Disciplined Convex Programming approach that ensures the convexity of the formulation. It guarantees that if a solution is found, it will be unique and globally optimal [44].

**C. EVENT-BASED ADAPTATION**

An event-based adaptation strategy is developed in this paper to reduce the risk of discomfort to users when unexpected events occur. This strategy utilizes the changes of the occupancy state detected by the EDHMM as a trigger to re-estimate control actions. FIGURE 5 shows an example of how the adaptation process works. The system plans a series of control actions based on the energy price and the predicted occupancy probability for the control horizon. Accordingly, the system seeks to provide a temperature close to the predefined setpoint when the occupancy probability indicates a high likelihood of presence in the house. However, there may be cases in which occupants arrive to/leave the residence earlier than expected. These can cause discomfort since the temperature will be below the predicted value. Hence, to reduce the users’ discomfort and energy waste, this work takes advantage of the information provided by the online occupancy detection system. Accordingly, once an
arrival/departure is detected, the control system automatically updates its plan.

IV. DESCRIPTION OF THE CASE STUDY

The EDHMM, the IML model, and the finite-horizon adaptive controller are data-driven models. For this reason, the proposed framework uses a network of sensors to monitor the environmental variables and the energy consumption of appliances. From the collected data, the proposed occupancy detection and prediction approach are trained and validated. Moreover, the gathered information is used to tune the thermal model of the house employed on the optimization problem. Hereinafter, Section IV-A presents the design of the experimental setup, and Section IV-B describes the performance metrics of the study.

A. EXPERIMENTAL SETUP

Occupancy detection systems are mainly based on the deployment of environmental sensors (e.g., carbon dioxide (CO$_2$), temperature, humidity, and light sensors), specialized devices (e.g., PIR sensors, smart meters, and cameras), and other technologies such as WiFi and Bluetooth [13], [45]. Literature reveals that each of these sensors has unique advantages and limitations for occupancy detection applications [16], [46], [47]. Consequently, sensor fusion has been promoted as an efficient way to leverage the strengths of different sensors to improve system performance. In this work, information on CO$_2$ concentration, movement, relative humidity, temperature, heating, and lighting consumption are collected. For this purpose, the sensors network described in FIGURE 6 has been deployed in an apartment located in the province of Quebec, Canada. TABLE 1 presents the list of the sensors used and a brief description of their specifications. Furthermore, FIGURE 7 shows a floor plan of the apartment with the location of the sensors.

The deployed sensors network leverages the WiFi communication infrastructure already available in place. Message Queuing Telemetry Transport (MQTT) and Hypertext Transfer Protocol (HTTP) are the main communication protocols used for data exchange between the devices and weather data acquisition. Furthermore, Telegraf, Influxdb,

![FIGURE 6. Architecture of the sensor network deployed.](image)

![FIGURE 7. Location of the sensors and the smart hub (Raspberry pi 3 B+).](image)

| Sensor | Variable | Range | Accuracy |
|--------|----------|-------|----------|
| AirLab | CO$_2$ | 3000 ppm | ±70 ppm |
|        | Temperature | $-30 \sim 70 \, ^{\circ}C$ | $\pm 0.5 ^{\circ}C$ |
|        | Relative humidity | 0 ~ 100% | 5% RH |
| SNZB-03 | Motion | 0 ~ 1 | NA |
| SNZB-04 | Door/Window contact | 0 ~ 1 | NA |
| Flexs Q5 | Current | 4 ~ 20 mA | - |
|        | Voltage | ±60 V | 0.05 mV |
L. Rueda et al.: Online Unsupervised Occupancy Anticipation System Applied to Residential Heat Load Management

FIGURE 8. Ground truth occupancy data used for validation.

and Chronograf\textsuperscript{1} are used for collecting the information transmitted through the MQTT broker, time-series data storage, and as a graphical interface to monitoring the system, respectively. A Python module utilizing the BACnet IP\textsuperscript{2} protocol is also used to get information from the environmental variable sensors. Occupancy app and HEMS app modules, presented in FIGURE 6, correspond to the occupancy detection/prediction model and the controller discussed in Sections II and III, respectively. To validate the performance of the proposed methods, the occupants of the apartment were asked to fill out a form with the actual occupancy. FIGURE 8 illustrates a portion of the ground truth occupancy data for the two zones of the apartment.

It should be noted that the proposed experimental setup is based entirely on open source development tools. Besides, a container-based infrastructure has been adopted to deploy the framework on the embedded system. A Raspberry Pi 3 B+ along with the open platform Docker \cite{50} are used in this regard.

B. PERFORMANCE METRICS

In order to evaluate and compare the performance of the proposed system, the following metrics have been used.

\textbf{Accuracy:} This metric is used to quantify the proportion of correct estimations performed by the model. The accuracy can be expressed as,

\[
ACC = \frac{1}{K} \sum_{k=1}^{K} [\hat{z}_k = z_k]
\]

where, $\hat{z}_k$ and $z_k$ are the estimated and actual occupancy states sequences, respectively. Moreover, $[\hat{z}_k = z_k]$ is a Iverson bracket, defined by,

\[
[\hat{z}_k = z_k] = \begin{cases} 
1 & \text{if } \hat{z}_k = z_k \\
0 & \text{otherwise}
\end{cases}
\]

\textbf{Precision and Recall:} Precision, also called positive predictive value (PPV), is the fraction of retrieved positive instances among all retrieved instances. Recall, also known as true positive rate (TPR), is the fraction of positive instances retrieved from all the positive cases. These metrics can be expressed as,

\[
PPV = \frac{TP}{TP + FP}
\]

\[
TPR = \frac{TP}{TP + FN}
\]

where $TP$, $FP$, and $FN$ are the true positives, the false positives, and the false negatives, respectively.

\textbf{F1-Score:} This metric is the harmonic mean of precision and recall, and is approximately the average of the two when they are close. The F1-score can be expressed as,

\[
F_1 = 2 \times \frac{PPV \times TPR}{PPV + TPR}
\]

\textbf{MCC:} The Matthews correlation coefficient (MCC) is a balanced measure that can be used even if the classes have very different sizes. The MCC returns a value between $-1$ and $+1$, where $+1$ represents a perfect prediction, $0$ no better than a random prediction, and $-1$ indicates total disagreement between prediction and observation. This indicator is defined by,

\[
MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]

V. SIMULATION AND EXPERIMENTAL VALIDATION

In this section, numerical examples are provided to illustrate the performance of the proposed framework. In this regard, the collected data over three months of cold weather during 2020-2021 are utilized. Initially, the consistency of the EDHMM under variations in the input data is evaluated through simulation in Section V-A. Afterwards, in Section V-B, the effectiveness of the proposed occupancy detection approach and the control strategy is investigated using an experimental case study.
TABLE 2. EDHMM performance over 200 simulations.

| Zone | Accuracy | Precision | Recall | F1-score | MCC    |
|------|----------|-----------|--------|----------|--------|
| 1    | 0.958    | 0.963     | 0.973  | 0.968    | 0.912  |
| 2    | 0.945    | 0.911     | 0.972  | 0.940    | 0.898  |

A. SIMULATION ANALYSIS

This work uses the Monte Carlo simulation method to generate 200 synthetic lighting consumption and environmental variable profiles in order to evaluate the consistency of the EDHMM. Thus, the in situ data collected by the sensor network is modeled, assuming they follow a normal distribution. The simulation analysis is carried out for a period of two months of systematic data. Once the data is generated, the EDHMM is used to estimate the occupants’ presence. Then, for each of the simulated scenarios, the model performance is evaluated using the metrics described in Section IV-B. TABLE 2 summarizes the obtained results. The results show that the model efficiency for detecting the presence of individuals yields an average accuracy of 95.8% and 94.5% over the 200 cases evaluated for zone 1 and 2, respectively. Furthermore, TABLE 2 illustrates that the difference between the maximum and minimum performance values and the standard deviation is slight. This slight difference confirms the consistency of the model performance under variations in input data.

B. EXPERIMENTAL VALIDATION

1) OCCUPANCY DETECTION

In order to validate the performance of the proposed EDHMM, it is compared with two other generative methods in the literature. The first one is an homogeneous first-order HMM, presented by Candanedo et al. [17], and the second one is an in-homogeneous first-order HMM with multinomial logistic regression (iHMM-MLR), introduced by Chen et al. [24]. To perform the validation analysis, this work utilizes the data collected over a period in which windows and internal doors were usually closed. Furthermore, in this case study, the system uses a time window of $N = 21$ days for the learning process, and the occupancy of each zone is detected at 5-minute intervals.

TABLE 3. Performance comparison.

| Zone | HMM          | HMM-MLR      | EDHMM       |
|------|--------------|--------------|-------------|
| 1    | Accuracy     | 0.8408       | 0.9056      | 0.9573      |
|      | Precision    | 0.9161       | 0.8772      | 0.9694      |
|      | Recall       | 0.8166       | 0.9904      | 0.9647      |
|      | F1-score     | 0.8635       | 0.9303      | 0.9671      |
|      | MCC          | 0.6804       | 0.7998      | 0.9063      |
| 2    | Accuracy     | 0.8594       | 0.8787      | 0.9279      |
|      | Precision    | 0.9311       | 0.9171      | 0.8756      |
|      | Recall       | 0.7669       | 0.8078      | 0.9766      |
|      | F1-score     | 0.8410       | 0.8590      | 0.9233      |
|      | MCC          | 0.7279       | 0.7579      | 0.8602      |

FIGURE 9 shows the EDHMM daily average accuracy for about two months of data. These findings reveal that for 80% of the testing days, the model accuracy is higher than 88.5%. Furthermore, over the analysis period, some outlier days have been identified in which a decrease in model performance can be observed. On these atypical days, the EDHMM accuracy
has been between 75% and 80%. Such findings are expected since the model has little or no information about these anomalous patterns in the learning data, making it difficult to anticipate these sporadic changes in behavior.

2) CONTROL STRATEGY

As presented in Section III, an occupancy-based control strategy is proposed to control the ESH systems. In fact, for the considered case study, two electric baseboard heaters with nominal power of 1.5kW and 1kW are controlled for zone 1 and 2, respectively. Moreover, to deploy the proposed strategy, this work uses the Python-embedded modeling language for convex optimization (CVXPY) [51] combined with the Splitting Conic Solver (SCS). The latter is selected due to its suitability to solve very large convex cone programs [52]. Furthermore, this work defines a fixed optimization horizon of 24 hours with a discrete time-step of 15 minutes.

Occupancy prediction is a nontrivial part of the control strategy. FIGURE 10 shows an example of the results obtained by the proposed hazard-based approach and the Monte-Carlo procedure while using 500 iterations to predict occupancy. In that figure, the actual occupancy value for zone 2, the predicted occupancy probability ($) for a 24-hour horizon, and the uncertainty of the prediction ($±$) are illustrated. These results show that occupancy probability is a time series that can take values between 0 and 1. However, due to the binary nature of occupancy, a threshold to transform occupancy probability values into a binary signal is often used in the literature [23]. Nevertheless, selecting a suitable threshold value to minimize the prediction error is necessary.

An analysis to evaluate the impact of the threshold value on the prediction error is performed. As shown in TABLE 4 and FIGURE 11, the prediction accuracy is considerably affected by the selected threshold value. Furthermore, it is observed that the RMSE of the predicted presence probability is similar or even lower than the one obtained by the optimal threshold value. Consequently, this work uses $β$ to put more or less pressure on the comfort objective of the cost function.

To compare the two control strategies, each of them is applied for several days in the testing apartment. In order to make a fair performance comparison, a similar day strategy is used. Since the focus of this study is thermal comfort and the heating system energy consumption, five days on which the outside temperature maintains a similar daily average (in this case $−1°C$) are selected for each of the control strategies. Likewise, for each of the analysis periods, weekdays and weekends are included.

TABLE 5 presents the obtained results by the two control strategies. As expected, the minimum discomfort is obtained in the always-on strategy. Although the discomfort MAE and deviation are higher in the proposed OBC strategy, as presented in FIGURE 12, the internal temperature difference is less than $±0.85°C$ at 95.5% of the time. This result confirms that the proposed approach can guarantee people’s comfort.

**TABLE 4. Average RMSE of the occupancy prediction.**

| Zone 1 | $th=0.3$ | $th=0.4$ | $th=0.5$ | $th=0.6$ | $th=0.7$ |
|-------|----------|----------|----------|----------|----------|
| 10.81 | 11.35    | 10.78    | 11.68    | 13.35    | 15.23    |
| 10.03 | 14.79    | 12.98    | 11.27    | 10.28    | 10.07    |

**FIGURE 10. Zone 2 occupancy prediction.**

An analysis to evaluate the impact of the threshold value on the prediction error is performed. As shown in TABLE 4 and FIGURE 11, the prediction accuracy is considerably affected by the selected threshold value. Furthermore, it is observed that the RMSE of the predicted presence probability is similar or even lower than the one obtained by the optimal threshold value. Consequently, this work uses $β$ to put more or less pressure on the comfort objective of the cost function.

Furthermore, to validate the performance of the proposed control strategy, it is compared with an always-on strategy, which seeks to maintain the reference setpoint at all times, regardless of whether the room is occupied or not. Besides,
From TABLE 5, the proposed OBC strategy can reduce the consumed energy for heating by 31.8%. FIGURE 13(a) to FIGURE 13(d) depict that these savings are achieved because the system reduces the room temperature during periods of absence. Moreover, as shown in FIGURE 13(e) and FIGURE 13(f), some of the energy consumption is shifted away from the periods when energy has the highest price. Therefore, the preheating of rooms is performed when it is estimated that a period of presence may begin shortly or if a period of peak cost starts soon. Likewise, the setpoint is reduced when it is predicted that the occupancy will end in a short time. In this way, energy reduction is achieved while the occupant’s comfort is ensured.

VI. CONCLUSION

This paper presents an unsupervised online system for automatic occupancy detection and prediction applied to a residential space heating control scheme. To do so, an EDHMM is developed for unsupervised online presence detection, and a hazard-based approach is devised for occupancy prediction. Furthermore, a control strategy based on a weighted cost function and a load-shifting strategy based on dynamic
pricing are suggested to enhance the energy and cost economies. Compared to other similar methods, the strengths of the proposed EDHMM lie in its unsupervised learning, the integration of occupancy state duration, and its real-time capability, which are of prime importance for accurate occupancy modeling and its application in real-life scenarios. The deployment of the proposed occupancy-based control strategy has resulted in 35\% of energy savings and 31.8\% of cost reduction in the analyzed case study. Furthermore, the experimental tests demonstrate that the system has ensured the thermal comfort of the occupants over 95.5\% of the time. It is worth noting that the experimental setup has been developed using low-cost embedded systems, open source development tools, and common communication standards for IoT implementations to be conveniently replicable and scalable. The obtained results through simulation and experiments indicate that the features of the proposed occupancy-based control strategy regarding the anticipation of the occupants’ presence and use of a dynamic energy price are highly effective in proactively managing ESH systems and minimizing the costs as well as users’ discomfort. Moreover, up to three months of simulation and experimental results confirm the model consistency.

In future, it is expected to expand the analysis performed in this article to a scenario with multiple residences, for example, a neighborhood. Therefore, it will be essential to study the design of tariff schemes and identify the number of customers needed to change the load profile in the distribution network without creating new peaks.
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