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Abstract

Spectroscopic phase curves provide unique access to the three-dimensional properties of transiting exoplanet atmospheres. However, a modeling framework must be developed to deliver accurate inferences of atmospheric properties for these complex data sets. Here, we develop an approach to retrieve temperature structures and molecular abundances from phase curve spectra at any orbital phase. In the context of a representative hot Jupiter with a large day–night temperature contrast, we examine the biases in typical one-dimensional (1D) retrievals as a function of orbital phase/geometry, compared to two-dimensional (2D) models that appropriately capture the disk-integrated phase geometry. We guide our intuition by applying our new framework on a simulated Hubble Space Telescope (HST)+Spitzer phase curve data set in which the “truth” is known, followed by an application to the spectroscopic phase curve of the canonical hot Jupiter, WASP-43b. We also demonstrate the retrieval framework on simulated James Webb Space Telescope (JWST) phase curve observations. We apply our new geometric framework to a joint fit of all spectroscopic phases, assuming longitudinal molecular abundance homogeneity, resulting in an a factor of 2 improvement in abundances precision when compared to individual phase constraints. With a 1D retrieval model on simulated HST+Spitzer data, we find strongly biased molecular abundances for CH4 and CO2 at most orbital phases. With 2D, the day and night profiles retrieved from WASP-43b remain consistent throughout the orbit. JWST retrievals show that a 2D model is strongly favored at all orbital phases. Based on our new 2D retrieval implementation, we provide recommendations on when 1D models are appropriate and when more complex phase geometries involving multiple TP profiles are required to obtain an unbiased view of tidally locked planetary atmospheres.

Unified Astronomy Thesaurus concepts: Exoplanet atmospheres (487); Exoplanet atmospheric composition (201); Bayesian statistics (1900); Planetary atmospheres (1244)

1. Introduction

Hot Jupiters have complex atmospheres; they are expected to be tidally locked and experience large day–night temperature contrasts, along with significant variations in abundances and cloud properties (Parmentier & Crossfield 2018). Phase curve observations of tidally locked exoplanets probe the longitudinal variations in temperature, composition, and cloud properties, acting as a powerful diagnostic of energy and chemical transport (e.g., Agúndez et al. 2012; Komacek et al. 2017; Drummond et al. 2018; Steinrueck et al. 2019). Furthermore, precision abundance ratios can potentially be tied back to models of planet formation (e.g., Öberg et al. 2011; Madhusudhan et al. 2014; Espinoza et al. 2017). With the promise of better precision on the horizon from future observatories such as the James Webb Space Telescope (JWST), we will be able to deepen the level of our characterization of exoplanet atmospheres. It is critical to our understanding of these worlds to assess the accuracy with which this information can be constrained by leveraging the synergies between observations and modeling efforts.

Atmospheric retrievals have emerged as a powerful tool for determining atmospheric properties such as molecular/elemental abundances, cloud properties, and thermal structures from exoplanet spectra (Madhusudhan & Seager 2009; Lee et al. 2012; Line et al. 2012; Benneke 2015; Madhusudhan 2018). Inverse modeling is driven by the data set, wavelength coverage, and observation uncertainty; just as much so, retrieval-based atmospheric inference is highly model-dependent, a realization that has recently received well-deserved attention. As more inverse models are developed and data diversity continues to increase, we face a growing suite of choices regarding radiative transfer, chemistry, and aerosol treatment. (Changeat et al. 2019; Mai & Line 2019; Molière et al. 2019; Barstow 2020; Iyer & Line 2020). The specifics are ever-evolving, as it can be complex to pinpoint what a model may be lacking within the context of a specific data set.

A challenging aspect of retrievals is maintaining a computationally efficient forward model within common Bayesian frameworks while balancing adequately sophisticated implementation of the necessary atmospheric physics. Given the disk-integrated nature of the observed spectra, retrieval models have typically assumed 1D treatment of the temperature–pressure (TP) profile and chemistry. Yet, for instance in the case of a planet observed at quadrature, where half the dayside and half the nightside are visible, the hemispherically averaged spectrum would include contribution from contrasting hot and cool TP profiles. Consequently, we used this case in our previous work (Feng et al. 2016) to demonstrate that a 1D retrieval model assumption affects atmospheric inference and can introduce unwanted biases. The significance of the impact depends on the type of data set and temperature contrast between the day and the night. This work found that methane is mischaracterized for simulated Hubble Space Telescope (HST) Wide Field Camera 3 (WFC3) and Spitzer Space Telescope Infrared Array Camera (IRAC) data (hereafter HST+Spitzer)—biased to a precise but inaccurate posterior distribution.
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Furthermore, for simulated JWST data, even water is mischaracterized. In addition to Feng et al. (2016), numerous other works have explored the impacts of the 1D treatment for inherently 3D exoplanet atmospheres. Line & Parmentier (2016) demonstrated how nonuniform terminatory cloud cover can mimic high mean molecular weight atmospheres in transmission spectra observations. Blecic et al. (2017) used 3D general circulation model (GCM) outputs to generate synthetic emission spectra at secondary eclipse on which to test a 1D retrieval, finding that the 1D TP profile resembles the arithmetic average over the profiles within the 3D model. These results were dependent on the data quality, from the wavelength coverage to instrument resolution. Caldas et al. (2019) identified biases in interpreting transmission spectra associated with the day–night temperature gradient through the limb of the atmosphere. Specifically, the 1D retrieval models perfectly fitted 3D generated spectra, but resulted in biased retrieved abundances. As pointed out in MacDonald et al. (2020) and Pluriel et al. (2020), the terminator probes not only differences between day and night temperatures, but also resulting divergent chemical composition. By examining the impact of inhomogeneous terminator composition on transmission spectra retrievals, MacDonald et al. (2020) and Pluriel et al. (2020) revealed that both retrieved temperatures and abundances suffer from substantial biases when assuming a 1D forward model.

One promising avenue for elucidating the 3D structure of an exoplanet’s atmosphere is the spectroscopic phase curve. With a different hemispheric average observed at each phase, we use phase curves to investigate energy transport, atmospheric dynamics, chemistry, and cloud distribution and composition. Typically, sophisticated 3D GCMs have been the preferred approach for interpreting spectrophotometric phase curve observations (e.g., Showman et al. 2009; Katariya et al. 2015; Mendonça et al. 2018b). Stevenson et al. (2014, 2017) provide the first spectrophotometric phase curve data set of a hot Jupiter (WASP-43b, Hellier et al. 2011), which at the time was interpreted with the simplistic 1D model. This likely has resulted in strong abundance biases, as shown in Feng et al. (2016). Retrievals that can accommodate the inherent 3D nature of phase data are relatively new due to the challenge of adding the necessary complexity in a computationally efficient manner as well as higher-fidelity data (as for WASP-43b).

Recently, Irwin et al. (2020) adapted the optimal estimation variant of the NEMESIS retrieval code (Irwin et al. 2008) to perform “2.5D” retrievals on the spectroscopic phase curve of WASP-43b. By using a parameterized prescription of assigning temperature and composition as a function of longitude and latitude, Irwin et al. (2020) are able to retrieve thermal structures for WASP-43b that are more consistent with GCM predictions than the simplified 1D models. However, the optimal estimation method is limited in its ability to provide a wide enough sampling of parameter space or a means of model comparison based on data quality. In the coming years, we anticipate more retrieval models to account for the multidimensional nature of atmospheres. Changeat & Al-Refaie (2020), for example, present a semi-analytical model for phase-dependent emission based on the projected 2D disk of a planet. Their approach also enables contribution from the day–night terminator. Changeat & Al-Refaie (2020) do not perform retrievals on simulated or observed phase curve data, although the model is slated to be applied within the TauREx 3 retrieval framework (Al-Refaie et al. 2019) in the future.

While state-of-the-art phase curves obtained with HST+Spitzer only exist for a handful of exoplanets (e.g., Maxted et al. 2013; Stevenson et al. 2017; Kreidberg et al. 2018; Arcangeli et al. 2019), JWST will enhance this technique and measure phase curves across longer wavelength ranges (Bean et al. 2018). Beichman et al. (2014) and Irwin et al. (2020) identify JWST as an important avenue to explore in the context of spectroscopic phase curves. Venot et al. (2020) simulated JWST MIRI (5–12 μm) observations of the phase curve of WASP-43b; while thorough, their retrieval study uses the typical 1D approach. Potential pitfalls resulting from a 1D approach need clarifying. Recently, Taylor et al. (2020) consider the possibility of identifying nonuniform thermal structure from emission spectra of WASP-43b given different observing modes of JWST NIRSpec. Taylor et al. (2020) also find evidence of biased molecule abundance estimates described in Feng et al. (2016), detailing the dependence on model choice and wavelength range.

As such, we seize a unique opportunity in this study to complement previous work by incorporating phase geometry within a Bayesian retrieval framework such that we can robustly explore the following questions: What inferences remain consistent as a function of phase for a planet with two contrasting TP profiles? What will we gain when we use JWST? Is there any advantage in leveraging the full set of phase curve data together?

We build on previous work by Feng et al. (2016) to systematically explore biases resulting from retrieval assumptions by introducing additional model complexity. We see this work as an integral addition to the growing body of works dedicated to multidimensional retrievals. In particular, it is parallel in effort to the “2.5D” retrieval framework developed by Irwin et al. (2020). Instead of a parametric prescription to determine abundances and temperature as a function of longitude and latitude, we utilize location-invariant abundances to better focus on the impact of thermal inhomogeneity in phase curve retrievals. The parameterization of TP profiles ensures consistency with Feng et al. (2016) methods and a more direct comparison with our previous work. With our nested sampling retrieval, we are able to marginalize and illustrate the posterior distribution of parameters as a function of phase. A Bayesian nested sampling framework will also provide metrics for model comparison, an essential component in evaluating the effectiveness of more complicated models.

In this paper, we present a new framework that uses spherical trigonometry to properly model the phase geometry within the CHIMERA retrieval suite (Line et al. 2013). Section 2 describes the relevant adaptations and our investigation setup. We simulated HST+Spitzer phase curves to anchor our understanding of thermal inhomogeneity based on the 1TP and 2TP models. We then retrieve on Stevenson et al. (2017) WASP-43b data as well as simulated JWST phase curves of a model planet. Section 3 compiles these results. As in Feng et al. (2016) and Taylor et al. (2020), we focus on model comparison in the this study; we provide a guide as to which phases need the appropriate 2TP modeling of the large day–night temperature contrast to accurately interpret the atmosphere. We conclude in Section 4 with a discussion of our findings and future work.
2. Methodology

In Feng et al. (2016), we tackled thermal inhomogeneity with a simplified experiment: A fully symmetric scenario where half the emitting area is attributed to a hotter TP profile, while the other half is from a colder profile, permitting a simple averaging of the resultant spectra. Such a scenario would be applicable to the quadrature phases, assuming the day- and nightsides can each be well-represented by a single thermal profile, as well as a planet “checkerered” with hot and cold patches. For nonsymmetric cases, we need a more sophisticated geometry to account for the differing contributions as well as the appropriate limb darkening. In the subsections that follow, we provide an overview of the radiative transfer and retrieval analysis. Next, we describe the modifications to the model used in Feng et al. (2016) to generate spectra at arbitrary orbital phases. We also detail our validation and lay out the investigation plan.

2.1. Overview of Modeling Tools

The core radiative transfer routines remain identical to those in Feng et al. (2016). Line et al. (2013) provide a detailed description. Given a TP profile and vertically uniform gas mixing ratios, we solve for the outgoing thermal radiation in a cloud-free, plane-parallel atmosphere. We retrieve for H2O, CH4, CO, CO2, and NH3, and assume solar composition H2/He as the background filler. As in Feng et al. (2016), opacities for these gases are drawn from the database described by Freedman et al. (2014) and in Table 2 of Lupu et al. (2014).

As in our previous work, we consider the distinction between 1TP and 2TP. We focus on a large temperature contrast case (80%) to see what effects may be dominant across phase. Conceptually, we can think of the contrast factor as 1 − \( \frac{T_{\text{TOA, c}}}{T_{\text{TOA, h}}} \) (Feng et al. 2016). The second term is a ratio between the temperature at the top of the atmosphere (TOA) from the cool profile (c) and the TOA temperature from the hot profile (h). Table 1 lists fixed system properties and the parameters we retrieve for in the 2TP model, including the parameterization of the contrast. We calculate the TP profile using the approach from Parmentier & Guillot (2014); see also Equations (13) and (14) in Line et al. (2013). Each profile is defined by five parameters: two visible-to-infrared mean opacity ratios (\( \log \gamma_1 \) and \( \log \gamma_2 \)), the partitioning between the two visible streams (\( \alpha \)), the infrared opacity (\( \log \kappa_{\text{IR}} \)), and the fraction of absorbed incident flux (\( \beta_{\text{TP}} \)). We specify \( \beta_{\text{day}} \) for the day profile and \( \beta_{\text{night}} \) for the night profile while letting the two profiles share the other parameters. For values \( \beta_{\text{day}} = 1 \) and \( \beta_{\text{night}} = 0.2 \), we establish the contrast of 80% between the day- and nightsides.

In other words, the 2TP model retrieves for 11 parameters (5 molecules + 6 TP parameters) while the 1TP model retrieves for 10 (5 molecules + 5 TP parameters). All scenarios assume an internal temperature, \( T_{\text{int}} = 200 \) K, although higher values can be expected in hot Jupiters; see Thorngren et al. (2019). We assume constant-with-altitude and constant-with-longitude (e.g., Cooper & Showman 2006; Mendonça et al. 2018b) mixing ratios loosely consistent with thermochemical equilibrium and solar composition abundances. We adopt WASP-43b planetary properties (Hellier et al. 2011) in our model (see also Table 1).

Typical radiative transfer uses an “N-point” (\( N_{\text{Gauss}} = 4 \) in Feng et al. 2016) Gaussian quadrature to compute the TOA outgoing fluxes whereby the observed disk can be divided up into concentric “annuli” (Figure 1) with intensities computed independently at each annulus (given the quadrature \( \mu \)). An
example crescent phase in Figure 1 shows how each annulus contains different contributions of “dayside” and “nightside” regions (and properties thereof). In this work, we adopt the same Gaussian quadrature scheme but have to apply geometric corrections to account for the varying viewing geometry as a function of phase (e.g., for uneven day–night temperature variations). Rather than “pixelating” the planet (e.g., Fortney et al. 2006; Showman et al. 2009; Cahoy et al. 2010), we divide it up in annuli (a natural radiative transfer coordinate system) whereby we can assign individual atmospheric properties (temperature, composition, etc.) that will dictate the upwelling intensity beam. Summing over these beams will produce the appropriate disk-integrated flux accounting for atmospheric inhomogeneity. Appendix A describes in detail the adjustments needed to accommodate arbitrary phase angles within the Gaussian quadrature/concentric annuli radiative transfer framework. We will refer to this updated model as 2TP-Crescent.

Table 2 lists the orbit fraction and phase angle we consider, consistent with the phase curve data set presented in Stevenson et al. (2014, 2017). Hereafter, we will refer to orbital phases by a corresponding number as listed in Table 2. The new geometric implementation also allows for the retrieval of dayside hotspot properties in a similar spirit of eclipse mapping (modeled as inner annuli with higher temperature than remaining annuli; Figure 1), a thorough exploration of which is beyond the scope of our current study.

We pair our modified forward model with `pymultinest` (Buchner et al. 2014), the Python implementation of the `multinest` algorithm (Feroz et al. 2009, 2019), to perform Bayesian parameter estimation and model selection, following standard guidelines (e.g., Cornish & Littenberg 2007; Trotta 2008, 2017). Each retrieval used 2000 `multinest` live points.

| Phase | Angle (deg) | Fraction |
|-------|-------------|----------|
| 0     | 22.5        | 0.0625   |
| 1     | 45.0        | 0.125    |
| 2     | 67.5        | 0.1875   |
| 3     | 90.0        | 0.25 (quadrature) |
| 4     | 112.5       | 0.3125   |
| 5     | 135.0       | 0.375    |
| 6     | 157.5       | 0.4375   |
| 7     | 180.0       | 0.5 (secondary eclipse) |
| 8     | 202.5       | 0.5625   |
| 9     | 225.0       | 0.625    |
| 10    | 247.5       | 0.6875   |
| 11    | 270.0       | 0.75 (quadrature) |
| 12    | 292.5       | 0.8125   |
| 13    | 315.0       | 0.875    |
| 14    | 337.5       | 0.9375   |

Note. We assume the full orbit (360°) is divided into 15 phases. Phase 0 is right after transit; phase 7 is secondary eclipse; and phase 14 is right before transit. Orbital fraction is the phase value between 0 and 1. The phase angle (between the subobserver point and substellar point) is defined from transit; see Figure A1(b).

Table 3 lists the data sets considered in our study along with corresponding model scenarios whose results are presented in Section 3. In total, we examine four retrieval model assumptions.

2.2. Investigation Setup

Within our new framework, we explore three phase curve observational setups under four different retrieval model assumptions. The three observational scenarios are:

1. Simulated (of which we know the “truth” values) HST + Spitzer observations based on the Stevenson et al. (2017) WASP-43b data set
2. The actual Stevenson et al. (2017) WASP-43b HST + Spitzer phase curve data set
3. Simulated JWST phase curve observations of WASP-43b

For the simulated data, we only consider phases between transit and secondary eclipse due to symmetry over the orbit (i.e., we do not assume hotspot offsets or other asymmetries). The orbit is assumed to be circular, with 90° inclination, and the planet is assumed to have zero obliquity. We assume cloud-free atmospheres in order to not confuse any degeneracy arising between the geometric/model assumptions and basic atmospheric properties, like abundances and thermal profiles. Future work looking into the nature of inhomogeneous clouds is most certainly a next step.

The synthetic HST + Spitzer uncertainties are pulled phase-by-phase from the Stevenson et al. (2017) WASP-43b data set. For the simulated JWST data, we use the same data setup as described in Feng et al. (2016) (based on the Greene et al. (2016) noise model), which assumes a single transit each in NIRISS, NIRCam, and MIRI LRS, covering 1–10 μm at a resolution (R) of 100. For the synthetic data, we do not apply random noise to the instrument-resolution points. As in past works (Feng et al. 2018; Krissansen-Totton et al. 2018; Changeat et al. 2019; Mai & Line 2019), we opt not to randomize the simulated data points, in order to mitigate random bias due to outlier noise instance draws.

Table 3 lists the data sets considered in our study along with corresponding model scenarios whose results are presented in Section 3. In total, we examine four retrieval model assumptions:

1. 1TP: assumes a single TP profile and one set of gas mixing ratios regardless of the observed phase, like in Feng et al. (2016) and applied in Stevenson et al. (2014, 2017).
2. 2TP-Crescent: retrieves a hot day profile and cool night profile. Hot and cool fluxes are distributed according to phase and combined with annuli (Appendix A), such that any limb darkening differences between hot and cold are included.
3. 2TP-Fixed: retrieves two profiles. Hot and cool fluxes are combined via linear combination using $f_{\text{total}} = f_{\text{hot}} + f_{\text{day}} + (1 - f_{\text{day}}) * f_{\text{cool}}$. Equation (A2) determines phase-dependent dayside contribution $f_{\text{day}}$.
4. 2TP-Free: retrieves two profiles. Fluxes calculated in the same way as 2TP-Fixed, but the retrieval treats the dayside area fraction $f_{\text{day}}$ as an additional free parameter (as in Taylor et al. 2020).

We first retrieve on each “phase” independently (phase-by-phase). In this situation, the “day” and “night” TP profiles are
allowed to vary from phase to phase. We then use the 2TP-Crescent and 2TP-Fixed schemes to perform a joint retrieval on all phases simultaneously, assuming the same day and night TP profiles at each phase. The likelihood used in the retrieval is the sum of individual likelihoods from each phase, \( \log \mathcal{L}_i \), such that \( \log \mathcal{L}_{\text{total}} = \sum_i \mathcal{L}_i \), where

\[
\log \mathcal{L}_i = -\frac{1}{2} \sum_j \left( \frac{y_{ij} - y_{\text{mod},i,j}}{\sigma_{ij}^2} \right)^2.
\]

In Equation (1), \( y_{ij} \) are the measured data points with uncertainties \( \sigma_{ij} \) for a given phase \( \alpha_i \). Our forward model uses \( \alpha_i \) to select the appropriate precomputed dayside fractions (see Appendix A) for that phase angle and calculate model data points, \( y_{\text{mod},i,j} \). The joint retrieval investigation aims to determine whether improved abundance constraints are achievable if we assume a priori that the “day” and “night” profiles remain the same throughout the orbit.

3. Results

Sections 3.1 through 3.4 provide detailed retrieval results for each of the data sets we explored. We show the posteriors of the abundances as a function of phase, retrieved pressure-temperature profiles at several points in the orbit, and the spectral fits to the data for select phases. For reference, Figure B1 is an example of the full posterior distribution from one of our retrieval runs.

The first data set is a simulated HST+Spitzer phase curve, where all input parameters are known. Next, we perform a similar analysis on real WASP-43 HST+Spitzer phase curve data and examine the differences. We expand next to a simulated JWST data set with a higher signal-to-noise ratio and wider wavelength range. Finally, we explore the concept of “joint retrieval,” where we use the full suite of phase curve data to seek tightened error bars on atmospheric quantities.

The focus of our study is on the difference between 1TP and 2TP models as a function of phase and determining the phases at which we are justified in employing a more complex 2D model. We thus synthesize our different scenarios by presenting an overview comparing the use of a homogeneous 1D model and a more complex model (2TP-Crescent and 2TP-Free, specifically) on phase-resolved spectra. Figure 2 summarizes the justification of the 2TP model over the 1TP model as a function of phase for each of our cases. We will refer to this figure throughout the paper. Following Trotta (2008) and Gordon & Trotta (2007), we convert the Bayes factor into detection significance of the 2TP model. For each set of data we consider, we illustrate the degree to which it is justified to use the more complex 2TP model (Crescent or Free) to interpret the data.

For example, for HST simulated data (see leftmost panel of Figure 2), phases 1–3 moderately favor the addition of the night profile (indicated by light pink). Phases 4 and 5 (indicated by orange) weakly favor the inclusion of a second profile. For phases 6 and 7, the closest to secondary eclipse, there is insufficient evidence to suggest the 2TP model should be used for the data (indicated by blue). However, as we will see in the posteriors of the abundances for the simulated HST+Spitzer data, the phases that favor the second profile reveal biased methane constraints when we use the 1TP model.

3.1. Control Case: HST and Spitzer Synthetic Data

The results from our synthetic data set of HST+Spitzer observations serve as a guide for our intuition, allowing us to identify trends and biases before considering measured spectroscopic phase curves. Posterior-representative spectra are shown in Figure 3 for both the 1TP and 2TP-Crescent scenarios. The 2TP profile properly fits the data, but the 1TP case struggles for phases between transit and first quarter (0–2). Given the sparse data coverage with HST and Spitzer, model differences are most noticeable in unmeasured spectral regions, with resultant 1TP spectra presenting deeper absorption features owing to the steeper temperature gradients retrieved in the 1TP model. At phases closer to secondary eclipse, the discrepancy wanes as the dayside TP/spectra more prominently represent the total.

Figure 4 presents the 1TP and 2TP posteriors of the molecular abundances as a function of phase for the simulated HST+Spitzer data. Phase 0, just after transit, exhibits no
constraining power for the mixing ratio of any molecule under either model, due to the low feature signal-to-noise. The posteriors are identical for phase 7 (secondary eclipse), as expected, given that there is no visible nightside flux.

H$_2$O and CO are the only two molecules with high enough abundances in the input model that we should expect detection. We find no significant bias in the H$_2$O abundance when using the overly simplistic 1D TP profile. The “truth” falls within the 1$\sigma$ range of the retrieved distribution at most phases (2$\sigma$, at worst). During phases for which there is more viewable “dayside” (hotter), the constraints are more precise (~0.3–0.5 dex) and gradually decline toward the cooler phases (phase 0), simply due to the reduced feature signal-to-noise. Table B1 in Appendix B shows the phase-by-phase values for the H$_2$O abundances under the 1TP and 2TP-Crescent models. CO is largely unconstrained at all phases in both models, as only the Spitzer 4.5 $\mu$m photometric point is sensitive to this molecule.

The original input mixing ratios for CH$_4$, CO$_2$, and NH$_3$ are all well below typical detectable amounts ($10^{-9}$), such that only upper limits would be anticipated. As such, biases become
obvious when the retrieved distributions for some of these molecules are tightly constrained at elevated abundances. For example, as shown in Figure 4, we find between phases 1 and 5 that the 1TP model retrieves a tight constraint on CH₄, a few orders of magnitude higher than the input (median of $\sim 3.5 \times 10^{-5}$ versus $10^{-9}$), as seen in our 2016 paper. However, using the correct 2TP-Crescent model (which was used to generate the simulated data), we retrieve only an upper limit at all phases, as expected. The behavior of NH₃ is similar to that of CH₄: the 1TP model appears to produce more of a constraint at higher values (while still an upper limit) than the 2TP-Crescent model, as seen in phases 2–5 in Figure 4. This suggests that the 1TP model results in an NH₃ bias as well, though not as extreme as in the case for CH₄.

CO and CO₂ show similar trends in Figure 4, due to their overlapping spectral features over single 4.5 μm Spitzer points (Line et al. 2016). In fact, CO₂ presents more bias when using the incorrect 1TP model. This apparent bias appears even at full phase (phase 7) in the correct 2TP-Crescent model, because a large sample of models accumulate at high CO and CO₂ abundances simply due to the overlapping degeneracy.

Figure 5 shows the progression of the retrieved pressure–temperature profiles from the two models as a function of phase. For 1TP, as the phase gets closer to secondary eclipse, the retrieved profile becomes more closely related to the input dayside profile. The 1TP retrieved profiles are biased toward hotter temperatures at phases near primary transit (< phase 3). This is because the 1TP profile is attempting to strike a balance between the nightside and dayside fluxes, as discussed in Feng et al. (2016). When implementing the 2TP-Crescent model, the retrieved day and night profiles more or less retrieve the input profiles, with mild bias for phases before phase 3, where more of the nightside TP profile is present. At secondary eclipse, there is no emission signal from the night, so the TP profile for the night at this phase is completely unconstrained, effectively filling out the prior.

3.2. Application to the Observed WASP-43b Data Set

Here, we consider the retrieval outcome using actual observations of WASP-43b from Stevenson et al. (2014, 2017) and Kreidberg et al. (2014) using HST+Spitzer. We consider results from the 1TP, 2TP-Crescent, and 2TP-Free...
models. The two different 2TP retrieval implementations allow for comparison to simulated data results and exploration of asymmetry in the atmosphere as a function of phase. The 2TP-Free model enables the latter because the dayside contribution, as parameterized by \( f_{\text{day}} \), is a retrieved quantity.

As Figure 2 (middle panel, outer ring) shows, phases 1–3 and 10–13 are moderately in favor of the 2TP-Crescent model when compared to the 1TP model. Phase 4 is weakly in favor. The inner ring in the same panel compares the 1TP model and the 2TP-Free model. For this case, phases 1–3, 10, and 13 are moderately in favor of the Free model; phases 11 and 12 are strongly in favor; phase 4 is weakly in favor.

Figure 6, like Figure 4, summarizes the molecular abundance constraints for the 1TP and 2TP-Crescent scenarios, in this case for all 15 phases in the Stevenson et al. (2017) WASP-43b data set.

We find that the retrieved distributions for all gases mostly resemble the trends seen from the simulated data set (Figure 4). There are no substantial biases in the constraints on \( \text{H}_2\text{O} \), CO, CO\(_2\), or \( \text{NH}_3 \), though the water abundance appears to increase at phases between first and third quarter (e.g., around secondary eclipse).

\( \text{H}_2\text{O} \) is the only well-constrained (i.e., bounded) species. Overall, there is no significant difference in the posterior distributions between the 1TP and the 2TP-Crescent models for \( \text{H}_2\text{O} \), \( \text{NH}_3 \), CO, or CO\(_2\). However, at phase 10 (almost at third quarter), the 2TP \( \text{H}_2\text{O} \) posterior does indicate values slightly more elevated than for the rest of the orbit.

We see the same constrained distributions for \( \text{CH}_4 \) that are only present under the 1TP model as seen in the simulated data set. Once again, the affected phases occur when the visible hemisphere is dominated by the nightside. The only phase that does not have an upper limit distribution under the 2TP model is phase 11. In this case, we see a well-constrained posterior consistent with what the 1TP finds. We also find that most of the phases where there is evidence for the 2TP-Crescent model in Figure 2 have biased \( \text{CH}_4 \) posteriors under the 1TP model. Of these, phase 4, with weak evidence, places an upper limit on \( \text{CH}_4 \).

Figure 7 summarizes the retrieved TP profiles for select phases, as in Figure 5. The behavior of the retrieved profiles over the orbit resembles what is seen from simulated data. We note that the overlap between the 1TP model profiles and the dayside profiles from the 2TP-Crescent model at phase 4 is smaller than in the simulated case. The dayside profiles also appear more isothermal, with a smaller temperature gradient through photospheric pressures.

In Figure 8, we show representative model fits for both the 1TP and 2TP-Crescent scenarios. The fits of these two models are statistically similar (e.g., at phase 7, 1TP model’s \( \chi^2 = 1.71 \), while 2TP-Crescent’s \( \chi^2 = 2.00 \)) for phases around secondary eclipse (6–8). There is little “nightside” contribution in these cases, permitting an adequate representation with a

---

**Figure 6.** Abundance vs. phase results from WASP-43b data for \( \text{H}_2\text{O} \), \( \text{CH}_4 \), CO, CO\(_2\), and \( \text{NH}_3 \) for the 1TP model (blue) and the 2TP-Crescent model (dark pink). For each panel, we plot the kernel density estimation of the posterior probability distribution of the log of the molecule’s mixing ratio as a function of orbital phase. We see artificially tight constraints of \( \text{CH}_4 \) at several phases when using the 1TP model. With 2TP-Crescent, \( \text{CH}_4 \) at phase 11 is also constrained. However, considering the constraints (of lack thereof) of all the phases can help identify potential outlier distributions. The \( \text{H}_2\text{O} \) constraints from the two models are consistent, with similar increases in estimates from transit to secondary eclipse (phases 0–7). Beyond secondary eclipse, \( \text{H}_2\text{O} \) appears to be discrepant at phases 10 and 13. There is no constraining power within the data sets for CO, while upper limits can be placed on \( \text{NH}_3 \). CO\(_2\) is largely unconstrained, with the exception of phases near secondary eclipse. In some cases, the 1TP model results in overconstrained abundances relative to the 2TP-Crescent model. CO\(_2\) constraints are challenging to interpret due to the one-to-one degeneracy with CO as a result of the overlapping bands over the 4.5 \( \mu \text{m} \) Spitzer point.
single TP. At most phases shown, the 1TP model requires significantly larger abundances (sometimes for NH$_3$ or CH$_4$, depending on the phase) and a steeper temperature gradient than the 2TP-Crescent model (resulting in much more spectral contrast, which yields deep absorption features in order to fit the spectra and photometry). The 2TP fitted spectra, in comparison, have less spectral contrast overall. Interestingly, while Phases 4 and 10 are geometrically symmetric in theory, the overall flux at phase 10 is lower and the difference between the two models is more noticeable at that phase. This may be due to the presence of an offset hotspot, leading to asymmetry between phases before and after secondary eclipse and a difference in fitted model parameters.

3.2.1. 2TP-Crescent versus 2TP-Free

As introduced in Section 2.2, we consider several ways to retrieve an atmosphere with two contrasting thermal profiles. For observed data in particular, we are interested in identifying longitudinal asymmetry in the atmosphere (e.g., due to a hotspot offset). Using the 2TP-Free model can inform us about potential inhomogeneity, and we may study how the interpretation of an atmosphere changes when there is more flexibility in geometry. Here, we highlight the differences between the 2TP-Crescent model and the 2TP-Free model for the WASP-43b data set.

As described in Section 2.2, the 2TP-Crescent model uses the geometry described in Figure A1. The 2TP-Free model uses a linear combination of fluxes from the dayside and fluxes from the nightside, parameterized with $f_{\text{day}}$, which accounts for the fraction contributed by the dayside. There is no assumption of geometry or symmetry in the free model. The $f_{\text{day}}$ parameter determines how much of the final spectrum is contributed by the hot TP profile, while the remaining flux is then attributed to the cool TP profile. We have the ability to see whether the retrieved $f_{\text{day}}$ from a certain phase’s data set is different from the corresponding value based on Equation (A2).

In Figure 9, we show the posterior distributions as a function of phase for the parameter $f_{\text{day}}$ from the 2TP-Free model. In particular, we note the lower-than-expected value at phase 2, 9, 11, and 12. This suggests a preference for lower flux from the dayside or hotter temperatures, and for higher flux from the nightside or lower temperatures. Furthermore, this preference is seen mostly past secondary eclipse. WASP-43b has a known hotspot offset, such that the maximum flux occurs before secondary eclipse (Stevenson et al. 2017); the behavior in $f_{\text{day}}$ as a function of phase is thus evidence for the offset. We can also examine phases 5 through 7 (right before to during

Figure 7. TP profiles for HST+Spitzer data of WASP-43b. Phases 2, 4, 7, and 12 are shown to illustrate the constraint behavior with phase. Retrieved 2TP-Crescent profiles are in blue (night) and red (day). Retrieved 1TP profiles are in yellow. For each distribution, we show the median profile in a solid line, surrounded by the 2σ spread in profiles based on reconstructed from random posterior parameter draws. Phases 2 and 12 are symmetric in the orbit (just after and just before transit, respectively), resulting in similar retrieved profiles under both models. The retrieved 1TP profile overlaps perfectly with the 2TP-Crescent dayside profile at secondary eclipse (phase 7), as there is no contributing flux from the nightside. Retrieved day and night profiles from the 2TP-Crescent model are relatively similar from phase to phase, further evidence of a large day–night temperature contrast in the atmosphere.
and see that the fday posteriors appear similar rather than displaying higher values at secondary eclipse.

Next, we consider how the additional geometric flexibility impacts atmospheric inference. Figure 11 shows the posterior distributions for H2O2 and CH4 for these two models. CO, CO2, and NH3 are virtually identical, and these comparisons have been left off the figure. The most significant differences for H2O and CH4 occur on the nightside as seen after secondary eclipse, in particular at phases 11 and 12. These correspond to some of the phases that returned lower-than-expected dayside flux contribution in the 2TP-Free model. The 2TP-Crescent model constrains CH4 at these two phases. The 2TP-Free model, on the other hand, shows no detection of the molecule.

In terms of H2O, the 2TP-Free model shows similar posterior distributions from phases 10 through 13. These values are consistent with the findings at phases 10 and 13 under the 2TP-Crescent model. However, the 2TP-Free values are elevated compared to the posteriors for phases 11 and 12 with 2TP-Crescent. These are the two phases that became nondetections under 2TP-Free for CH4. Upon examining the retrieved TP profile structure, we find that the day and night profiles from the 2TP-Crescent and 2TP-Free models are similar at phases 10 and 13. In addition, the 2TP-Free model retrieves the expected fday for phases 10 and 13 (unlike, e.g., phase 11), such that the overall day–night flux contribution is similar to what is used under 2TP-Crescent. Thus, the two models return similar retrieved abundances at phases 10 and 13 as well in order to fit the data.

We also examine the Bayesian evidence for the 2TP-Free model over the 2TP-Crescent model; the 2TP-Free model has one additional free parameter fday over the 2TP-Crescent model. Phase 9 has a detection significance of 2.6σ, weakly in favor of 2TP-Free. Phases 11 and 12 each have a detection significance of 3σ and 2.8σ, respectively, which is moderately in favor of 2TP-Free (see Figure 11). All other phases have a detection significance <2σ, or inconclusive evidence for 2TP-Free. Furthermore, when we conducted a separate examination of the 2TP-Free model performance over the 2TP-Crescent model for simulated HST+Spitzer data, we found that all phases showed inconclusive evidence for 2TP-Free. As a result, the more justified 2TP model appears to be the 2TP-Crescent model for HST+Spitzer observations.
The 2TP-Free model, however, is able to account for existing asymmetries in the phase curve. In this regard, we note that the 2TP-Crescent model can be modified in the future to retrieve for an arbitrary phase angle such that the dayside contribution is not predetermined based on geometry. We visualize the spectra generated with the parameters retrieved at phases 9, 11, and 12 in Figure 10. Phases 11 and 12 have discrepant fits to the Spitzer photometric points, as well as differences between 2 and 3 μm. These fits manifest the dissimilar posterior abundances for, e.g., H₂O and CH₄ seen in Figure 10.

The 2TP-Free model, however, is able to account for existing asymmetries in the phase curve. In this regard, we note that the 2TP-Crescent model can be modified in the future to retrieve for an arbitrary phase angle such that the dayside contribution is not predetermined based on geometry. We visualize the spectra generated with the parameters retrieved at phases 9, 11, and 12 in Figure 10. Phases 11 and 12 have discrepant fits to the Spitzer photometric points, as well as differences between 2 and 3 μm. These fits manifest the dissimilar posterior abundances for, e.g., H₂O and CH₄ seen in

Figure 10. WASP-43b data (HST+Spitzer) and high-resolution spectra generated with random posterior draws from 2TP-Crescent (2TP, green) and 2TP-Free (Free, magenta) models. Shown here are the spectra for phases 9, 11, and 12, which are the phases with weak-to-moderate evidence for the 2TP-Free model over the 2TP-Crescent model. We include corresponding χ²ᵣ values for the 2TP-Crescent and 2TP-Free cases. In the panel of phase 7, we overplot the Spitzer 3.6 and 4.5 μm filter transmission. For each set of model spectra, we plot the median, 1σ, and 2σ contour. There are noticeable differences in the fits for the Spitzer photometric points for phases 11 and 12 in particular.

Figure 11. Abundance vs. phase results from WASP-43b data for H₂O (left) and CH₄ (right) for the 2TP-Crescent model (dark pink) and the 2TP-Free model (light pink). For each panel, we plot the kernel density estimation of the posterior probability distribution of the log of the molecule’s mixing ratio as a function of orbital phase. One noticeable difference is how 2TP-Crescent’s constraint of CH₄ at phase 11 becomes a nondetection with 2TP-Free. The H₂O distributions from phases 10 to 13 with the 2TP-Free model look more similar to one another, but these values are larger than estimates from the rest of the orbit. On the far right of the figure, we annotate the detection significance of the 2TP-Free model over the 2TP-Crescent model at phases where the significance σ_free > 2. Here, we see phases 9, 11, and 12 showing weak-to-moderate evidence in favor of the 2TP-Free model; see Figure 2 for definitions.
Figure 11 at these phases, as well as the inclusion of $f_{\text{day}}$ under 2TP-Free, which adds a degree of freedom in capturing the overall thermal structure and how much hot or cool flux contributes to the final spectrum.

3.3. Simulated JWST Data

From the above analysis on both simulated and true HST +Spitzer data, we found that substantial abundance and temperature biases exist when applying a single TP profile to...
several planetary phases. An important trend emerged: standard Bayesian nested modeling tools are able to rule out the simpler model that resulted in biased results. We now present the effects of the 1TP versus 2TP-Crescent assumption on simulated JWST data, with the anticipation that this trend will become more obvious.

A look back at the rightmost panel of Figure 2 shows that all phases (with the exception of secondary eclipse due to the complete lack of nightside contribution) demonstrate a clear preference for the more complex 2TP-Crescent model. We describe this result here.

The broad (1–10 μm) and higher-resolution (R = 100) simulated JWST data, combining a single transit each in NIRISS, NIRCam, and MIRI LRS, provides ultraprecise constraints on the gas mixing ratios when using the correct model. These high-quality data permit us to readily disprove the 1TP hypothesis at all phases (>5σ), at least in this scenario of a phase curve from a planet with large day–night temperature contrast. Figure 12 shows the retrieved molecular abundance constraints as a function of phase. Phase 7, or secondary eclipse, is the only phase where the 1TP model does not produce a bias, as expected. Phase 0 is not informative for abundances for either model, owing to the overall low nightside flux. For many phases, strong abundance biases across all the gases persist under the incorrect 1TP profile model.

For the simulated HST data, while there is negligible difference in H₂O inference between the two models, all of the 1TP posteriors here for H₂O miss the input value until phase 6. The problem is worsened by the precision in the biased posterior distributions. For example, the 1TP H₂O constraint in phase 1 is log H₂O = −5.28±0.16, when in fact the true mixing ratio is log H₂O = −3.37 (or a 1TP bias of 12.7σ). The 2TP-Crescent (true model) at phase 1, however, results in a less precise (±0.35) but more accurate (unbiased) constraint. Unsurprisingly, the water precision improves (up to ±0.05 dex at secondary eclipse) as more dayside is visible, due to the higher signal-to-noise ratio of the emission features. We see up to a factor of 5 improvement in precision over the phase 7 posterior with the 2TP-Crescent model using simulated HST data.

The 1TP CO constraints present less of a bias than do those of H₂O, as seen in Figure 12. CO begins to largely deviate from the truth between phases 0 and 4, although phase 2 provides an unbiased (yet overconstrained) abundance compared to the 2TP-Crescent constraint. By phase 7, we can constrain CO using the 2TP-Crescent model to a 1σ of ~90 ppm (log CO = −3.69±0.1).

Figure 13. TP profiles for simulated JWST data. We selected phases 1, 2, 4, and 7 to show the change in TP profile constraint as a function of phase. In each panel, the dashed line represent the true input profiles for the day- and nightsides. Retrieved 2TP-Crescent profiles are in blue (night) and red (day). Retrieved 1TP profiles are in yellow. For each distribution, we show the median profile as a solid line, surrounded by the 2σ spread in profiles based on reconstructed random posterior draws. For certain phases, the 1TP profiles appear to have a temperature inversion. The 1TP profiles are close to the dayside profile as early as phase 4 (half day, half night). The 2TP profiles for day and night are both accurate and precise.
The poor performance of the 1TP model is further evident in CH₄, CO₂, and NH₃ estimates. We find biased posteriors that are well-constrained to 1/100th of an order of magnitude, but their median values are several orders of magnitude away from the truth. CH₄, for instance, suffers from bias at phases 2–4. CO₂ is biased at phases 1 through 5, and NH₃ from phase 2 to 5. Meanwhile, the 2TP-Crescent model only detects upper limits for these molecules.

Figure 13 summarizes the retrieved TP profiles based on the two models. While overall trends are similar to what we see in simulated HST data, we find much more precisely constrained profiles across the orbit, by a factor of several better than with current data. Consequently, we note the presence of artificial temperature inversions at phases 2 and 4 under the 1TP model between 10⁻¹ and 10⁻⁴ bar. At other phases, such as phases 3 and 5 (not shown in Figure 13), we do not find this phenomenon. This is yet another example of false conclusions that could arise from the overly simplistic 1TP profile assumption.

Figure 14 shows the simulated data and fitted spectra from the two models. As anticipated based on the abundance inference, the 1TP model produces poor fits. At phase 2, we see that the model spectra miss the data points between 1.4 and 3.2 μm, with a reduction in flux with respect to the data. Then, between 3.6 and 10 μm, we see elevated flux. The quality of fit from the two models is easily distinguishable due to the precise 1σ and 2σ contours, and the 1TP model is not able to properly fit the data until just before secondary eclipse.

### 3.4. Joint Phase Retrieval

The previous phase-by-phase analyses are useful for determining phase-dependent properties like abundance variations. They also demonstrated the possibility of strong biases when using too simplistic of a model. Here, we explore the feasibility of a joint phase curve retrieval whereby we simultaneously retrieve upon all phases, locking certain properties at each phase. The goal is to determine whether improved precision can be obtained on atmospheric properties that are expected to be uniform with phase. This assumption is motivated by coupled GCM-chemical kinetics investigations that suggest species like water and CO are expected to be homogenized both horizontally and vertically due to the relatively short transport timescales relative to the kinetic timescales (Cooper & Showman 2006; Agúndez et al. 2012). This approach would, in a sense, be an intermediate step before employing full “3D GCM-retrievals.”

We explore the joint phase curve retrieval on three cases: both the simulated and Stevenson et al. (2017) HST+Spitzer WASP-43b phase curve data as well as simulated JWST phase curve data. In all three observational scenarios, we explore two separate 2TP modeling assumptions: the first is our new geometric method where limb darkening is appropriately accounted for per Gaussian quadrature annulus (2TP-Crescent), and the second is 2TP-Fixed, where we apply parameter $f_{\text{day}}$, a set value based on Equation (A2), to account for phase-dependent fluxes.

In these examples, we assume that the gas mixing ratios are the phase-independent quantities with only the contribution of the temperature profiles changing with phase. Figure 15(c) summarizes the abundance constraints under these conditions. We also include the constraints from Sections 3.2 and 3.3 at phase 7 (secondary eclipse) for comparison.

For most molecules, the joint retrieval shows results similar to those of the phase 7 retrieval in the case of simulated data. This is expected, as the abundances are designed to remain constant with phase. The only case where the two joint methods differ significantly is for CH₄. While the joint 2TP-Crescent retrieval does not retrieve phantom elevated amounts of CH₄, the joint 2TP-Fixed retrieval suffers from this bias, although we do note the extended tail to the distribution. CO is weakly detected at the input value while having a large tail to the distributions that does not rule out lower values. Both models also weakly detect CO₂ for the simulated data with an unbounded distribution tail; however, we attribute these to the correlation seen between CO and CO₂ based on Spitzer data points.
For WASP-43b phase curve data, we see larger discrepancies between the two joint approaches as well as the results from the individual phase 7 retrieval. In contrast to the simulated case, it appears that the secondary eclipse conditions are not representative of the planet over the orbit. We do not see any CH₄ bias for either model. The CO distributions peak at different values, unlike in the simulated data results. CO₂, which is constrained again, exhibits similar results, with secondary eclipse peaking at the highest value, followed by joint 2TP-Crescent and then joint 2TP-Fixed; this is a demonstration of the CO–CO₂ correlation.

We find a well-constrained distribution for water from the observed data, log H₂O = −3.71^{+0.31}_{−0.24}, when using the joint 2TP-Crescent retrieval. This is consistent with the 2TP-Fixed model finding within 1σ, but about 3σ away from the constraint at secondary eclipse.

Kreidberg et al. (2014) demonstrated the power of combining posteriors from multiple HST WFC3 data sets (secondary eclipse and transit) to precisely estimate the H₂O abundance for WASP-43b. Stevenson et al. (2017) added Spitzer data in the atmospheric analysis of WASP-43b. Using a 1TP retrieval model, Stevenson et al. (2017) grouped dayside-dominant and nightside-dominant phases together, providing a H₂O estimate for each because there appeared to be lower H₂O on the nightside. Figure 16 compares the H₂O distribution from the joint retrieval of WASP-43b spectroscopic phase curve data to the estimates from Kreidberg et al. (2014) and Stevenson et al. (2017). Our approach differs in that we did not combine posteriors from the phase-by-phase retrievals after the fact, but instead utilized the sum of log-likelihoods at each phase to derive a “self-consistent” posterior. The joint phase retrieval places the mixing ratio of H₂O to be between a 1σ range of

---

**Figure 15.** Normalized probability density vs. abundance from joint retrievals. Left: Constraint distributions of the five retrieved molecules from simulated HST + Spitzer data with: (1) averaged posterior from the phase-by-phase retrievals from Section 3.1, (2) joint retrieval of all phases using the 2TP-fixed model, and (3) joint retrieval of all phases using the 2TP-Crescent model. Dashed line indicates the input value for each molecule. Middle: posterior distributions of the same cases using WASP-43b data. The joint retrieval is able to return more precise distributions; in some cases, however, the advantage of combining multiple data sets also enhances bias in the result. Right: posterior distributions of the same cases using simulated JWST data. Distributions from jointly done retrievals indicate stronger, more precise detection. 2TP-Fixed and 2TP-Crescent approaches yield similar results.
1.1 × 10⁻⁴–3.9 × 10⁻⁴, more consistent with the Stevenson et al. (2017) estimate using dayside phases (1σ of 1.4 × 10⁻⁴–6.1 × 10⁻⁴). We see less variation as a function of phase in H₂O abundance using the 2TP-Crescent model, as we did not differentiate between day and night phases. As seen in Figure 16(a), our H₂O estimate is not only consistent with Kreidberg et al. (2014) but is also more precise. We note that we agree with the constraint determined by Irwin et al. (2020) as well, where H₂O is (2–10) × 10⁻⁴ for WASP-43b based on Stevenson et al. (2017) data.

Another noteworthy result from the joint WASP-43b retrievals is the constraint of NH₃. Both 2TP-Fixed and 2TP-Crescent approaches agree on log NH₃ = −4.89±0.29. Strong constraints should always be met with skepticism. However, we note that the retrieved constraint is consistent with expectations from solar-composition disequilibrium chemical models of similar hot Jupiters (∼1×10⁻⁴–1×10⁻³) over the atmospheric pressures probed in emission, e.g., Moses et al. (2011), although this depends on the value of Tₑq (Thorngren et al. 2019).

Figure 17 shows the spectra fits from the joint retrieval of the observed WASP-43b data compared to the 2TP-Crescent phase-by-phase retrievals. The fits from the joint retrieval are poorer fits to the data than the phase-by-phase case. We expect this result because the joint retrieval is restricted by needing to fit the same set of abundances and profiles to different phases at once. The only change from phase to phase in the joint retrieval is the relative area between the hotter and the cooler profile, and thus the shape of the overall spectra from the joint retrieval looks the same at all phases, just at varying levels of total flux. However, the use of the full phase curve data set is worth further development, given that the data from one phase are not independent of those from the next. Together, they paint a holistic image of a planet’s atmosphere, and that relationship between phases should be reflected in a retrieval framework for phase curves (e.g., Irwin et al. 2020).

For completeness, in Figure 18, we show TP profile constraints under the joint retrieval for all three data sets. The joint retrievals place tighter constraints on the TP profiles for all data sets; based on the simulated cases, we can see that the joint retrieval is able to accurately reconstruct the true profiles. That is to say, if an atmosphere is indeed dominated by two contrasting profiles, the joint approach is able to identify them.

Finally, Figure 15 summarizes the abundance constraints resulting from the joint-phase fits for the simulated JWST data. The major advantage seen in simulated retrieval results of JWST data is once again the precision along with the accuracy; here, the precision improvement is almost a factor of two. We also find that 2TP-Fixed and 2TP-Crescent provide similar constraints. This suggests that 2TP-Fixed imposes little bias in the context of our simulated JWST data.

Certainly, some skepticism is always warranted when combining multiple data sets. In our case, the most surprising find is the relatively tight constraint on NH₃ in the joint-fit compared with the lack of constraint in the phase-by-phase retrievals. One reason for skepticism is the increase (of at least 30% across each phase) in reduced chi-square (Figure 17). Of course, this is to be expected, as increased assumptions usually go hand-in-hand with poorer fits. Similar behaviors are often seen (Wakeford et al. 2018; MacDonald & Madhusudhan 2019) when combining HST STIS and WFC3 data in transit, whereby constraints improve but fits become worse, with joint constraints in some cases becoming inconsistent with constraints from a single data set alone. Furthermore, we note that there has not yet been a claimed detection of NH₃ in the WASP-43b transmission spectra; however, it is worth noting that, as the field progresses more and more, previously unaccounted-for degeneracies readily occur and must be accounted for.
cloud straightforward transmission spectral interpretations (Line & Parmentier 2016; Caldas et al. 2019; Mai & Line 2019; Welbanks & Madhusudhan 2019; Lacy & Burrows 2020; MacDonald et al. 2020; Pluriel et al. 2020), presenting a challenge when comparing emission/eclipse constraints to those arising from transmission.

4. Discussion and Conclusions

Spectroscopic phase curves offer insight into planetary climate and chemistry by providing a measure of the 2D nature of species abundances and temperature. We can maximize our leverage of these powerful data sets with atmospheric retrievals. We have generalized our previous nonhomogeneous temperature retrieval methodology (Feng et al. 2016) to arbitrary phases using a new geometry scheme. We investigated several TP modeling scenarios: 1TP, 2TP-Crescent, 2TP-Free, and 2TP-Fixed. A 2TP setup uses two profiles to explain the variation in flux as a function of phase, while a 1TP setup relies on a changing profile throughout the orbit. We combined these scenarios with different observational setups: simulated HST/WFC3 spectroscopy with Spitzer IRAC photometry, actual HST+Spitzer data for WASP-43b from Stevenson et al. (2017), and simulated JWST data (NIRISS + NIRCam + MIRI LRS). By both using Bayesian model selection and examining the posteriors with respect to the input values for

![Figure 17. WASP-43b data (HST+Spitzer) and high-resolution spectra generated with random posterior draws from the joint retrieval. Shown here are the spectra for phases 1, 3, 4, 7, 10, and 13. Overplotted are the spectral fits from the phase-by-phase 2TP-Crescent retrievals (see Figure 8). We include corresponding \( \chi^2 \) values for the Joint and 2TP-Crescent cases. In the panel of phase 7, we overplot the Spitzer 3.6 and 4.5 \( \mu m \) filter transmission. Jointly fit spectra are in magenta while 2TP-Crescent spectra are in green. For each set of model spectra, we plot the median, 1\( \sigma \), and 2\( \sigma \) contour. Although the constraints are more precise with the joint retrievals, the goodness-of-fit is worse compared to the phase-by-phase scenario. This is expected, given that we allowed only one set of parameters (abundances, TP profiles) in order to fit all the phases.]

![Figure 18. Constraints of day and night TP profiles from joint retrievals of (left) simulated HST/Spitzer data, (middle) observed WASP-43b data, and (right) simulated JWST data. The profiles shown are the median fit and 2\( \sigma \) envelope of fits from the retrievals. Also included are the phase-by-phase retrieval results of the day profile from phase 7 (secondary eclipse) and night profile from phase 1 (right after transit); see Section 3.1. Dashed lines are the input profiles for the simulated data. The joint retrievals are able to accurately model the true profiles in simulated cases, and provide more precise constraints on the TP profiles than the phase-by-phase retrievals for all data sets.]

cloud straightforward transmission spectral interpretations (Line & Parmentier 2016; Caldas et al. 2019; Mai & Line 2019; Welbanks & Madhusudhan 2019; Lacy & Burrows 2020; MacDonald et al. 2020; Pluriel et al. 2020), presenting a challenge when comparing emission/eclipse constraints to those arising from transmission.

4. Discussion and Conclusions

Spectroscopic phase curves offer insight into planetary climate and chemistry by providing a measure of the 2D nature of species abundances and temperature. We can maximize our leverage of these powerful data sets with atmospheric retrievals.
simulated data, we were able to determine which phases require the use of a 2TP model to accurately interpret the atmosphere. Our simulated HST+Spitzer data setups provided the following insights:

1. Even phases closer to transit (i.e., more nightside) can constrain the dayside profile because the hotter profile provides more flux.
2. We are justified in using a 2TP model for five out of eight phases (three with moderate evidence, and two with weak).
3. All of the phases that favored the 1TP model in model-comparison context returned biased abundance posterior distributions. Specifically, CH$_4$ appeared artificially constrained at higher values than the input for phases 1 through 5 of the simulated HST+Spitzer data.
4. H$_2$O constraints are robust regardless of model choice.
5. Upper limits are placed on CO, but CO$_2$ has biased abundances. This results from the correlation between the two molecules, because of overlapping features within the Spitzer photometric bands.

In the case of simulated JWST data:

1. Every phase strongly justified the use of two profiles, except for secondary eclipse (as there is no second TP contribution to the flux). The 1TP model was severely biased in terms of abundance retrievals for all molecules.
2. Certain instances of the 1TP model also showed signs of temperature inversion in the profile, adding another layer to its inaccuracy.
3. With the 2TP-Crescent model, JWST provides precise constraints on the mixing ratios of H$_2$O and CO, offering up to a factor of five improvement over HST+Spitzer results.
4. We found that the wavelengths of 1.4–3.2 and 3.6–10 μm best differentiated the 1TP and the 2TP models.

The important distinguishing wavelength ranges we identified are missing in modern observations. Taylor et al. (2020) examined the information content for different JWST observing modes for a planet with inhomogeneous temperature structure, establishing NIRSpec’s observing range (~1–5 μm) as especially effective. By considering four different amounts of hot profile contribution, Taylor et al. (2020) also investigated the impact of phase angle, finding prominent abundance biases when relying on the 1D model as we have. When we combine longitudinal information from different phases, we can leverage the retrieval technique to better optimize JWST observations.

Meanwhile, our application of the different model approaches to the Stevenson et al. (2017) WASP-43b phase curve data reveals:

1. Half of the phases have moderate evidence (albeit one of these has weak evidence) in favor of a 2D model, mostly for phases with more nightside visible.
2. The 2TP-Crescent model retrieved consistent profiles for the day- and nightsides over the orbit.
3. The 1TP model finds peaked CH$_4$ distributions at 8 out of the 15 orbital phases that are reminiscent of the biased distributions seen in the simulated data set.
4. There is no evidence of CO, while CO$_2$ is constrained. This is likely the same artificial behavior seen in the simulated data caused by the CO-CO$_2$ correlation.
5. H$_2$O is mostly consistent from phase to phase. However, the 2TP-Free model prefers higher values at phases 10–13 than 2TP-Crescent (and 1TP). Thus, the implementation of a more complex model (thermal inhomogeneity in our case) can affect interpretation.
6. We identified the evidence of the hotspot offset on WASP-43b based on the 2TP-Free model results, pointing to the importance of a flexible geometry in implementing 2D models (i.e., not necessarily determining the day versus night flux contribution).

We also found that we can combine observed data and our phase-dependent retrieval approach to identify interesting phenomena associated with asymmetry over an orbit. The 2TP-Crescent model retrieves upper limits for CH$_4$ except at phase 11; with the Free model, that phase is an upper limit instead. The relaxed assumption about dayside emission fraction in the 2TP-Free model allows the model to fit for the slope between the Spitzer points with less dayside flux contribution, while the 2TP-Crescent model needed significant absorption due to CH$_4$ to do so. It is helpful to look at the full orbit to spot consistency or outliers.

Recently, Mendonça et al. (2018a) and Morello et al. (2019) reanalyzed the Spitzer points from Stevenson et al. (2017)—several of the “anomalous” phases (e.g., phase 11, or 0.75) where we detected CH$_4$ in the 2TP-Crescent model have had their points shifted upward, particularly the 3.6 μm band point. To be consistent with the scope of Irwin et al. (2020), we did not retrieve on this reanalysis. However, further investigation is warranted, because a change in data set could yield different results of retrieved CH4, CO, and CO2 abundances. Outlying phases within a data set is another reason why retrieving on the full phase curve can be beneficial, as it provides a more holistic picture of an atmosphere.

Finally, we introduced the concept of a joint phase curve retrieval and applied to simulated HST+Spitzer data, the Stevenson et al. (2017) WASP-43b data set, and simulated JWST observations. In doing so, we found the following:

1. The 2TP-Crescent and 2TP-Fixed models were consistent in performance, although the 2TP-Fixed model was more prone to biased detection.
2. NH$_3$ is tightly constrained (about half a dex) to $\sim 10^{-5}$ for WASP-43b by the 2D models. This is an interesting constraint that is plausibly consistent with expectations from disequilibrium chemistry models of similar temperature hot Jupiters. JWST will show whether this is real or another bias.
3. Under the assumption of uniform-with-longitude H$_2$O abundance, we can place a constraint on H$_2$O for WASP-43b at a 1σ range of $1.1 \times 10^{-4}$–$3.9 \times 10^{-4}$, increasing precision while remaining consistent with previous studies.
4. For simulated JWST data, the increase in precision of the constraints compared to the phase-by-phase approach is notable for H$_2$O and CO, approximately by a factor of two.

Based on these results, it would be best to combine both the phase-by-phase and joint retrieval approaches. Phase-by-phase retrievals identify outliers, providing more insight to accuracy, while the joint can improve precision for molecules with accurate inference. We should also be strategic about applying different models to different phases in order to probe the different temperature structures (e.g., 1D for secondary eclipse).
4.1. Future Work

The value of phase curve retrievals is clear. The promise of richer data sets will necessarily demand the advancement of 3D retrieval techniques, in turn improving our understanding of the 3D nature of planets. In this study, we used our forward model to generate the data. Going forward, we plan to use 3D GCM models (e.g., Blellec et al. 2017; Irwin et al. 2020) to provide the spectra that we retrieve to better identify degeneracies and inform retrieval forward model expansions, including:

1. Nonuniform chemistry. As our model currently assumes the same chemical composition and distribution for the day and night profiles, an important next upgrade should be to allow differences in the mixing ratios. Bayesian model comparison will once again be important in determining whether the data quality justifies the inclusion of the extra parameters associated with more complex chemical profiles. Three-dimensional modeling has shown evidence of species transport (Drummond et al. 2020), so retrievals should study its detectability and differentiate between transport and biased constraints. MacDonald et al. (2020) demonstrated biased abundance inferences can arise when assuming uniform composition for transmission spectra, further motivating the need to inspect this assumption for phase curves. Furthermore, phase curves provide an avenue for testing the coupled GCM-Chemical Kinetics model hypothesis that molecular abundances homogenize with longitude/latitude in WASP-43b-like temperature objects (Cooper & Showman 2006; Agúndez et al. 2012). Another important consideration is that we are not seeing the constraint capabilities of observations for molecules such as CO$_2$, CH$_4$, or NH$_3$, which were chosen to be low in abundance in our study.

2. Various temperature contrasts. We note that, unlike in Feng et al. (2016), where we vary the temperature contrast between the day- and nightside, here we maintained a fixed, large contrast in order to better isolate differences. This contrast also models the observed WASP-43b data well. In follow-up work, we suggest implementing multiple contrasts to better model other hot Jupiters. It may be worthwhile to include a means of modeling a more gradual temperature change from the day- to nightside, as done in Irwin et al. (2020); this could be done in conjunction with abundance variation.

3. Clouds. Our scenarios remain cloud-free, so the implementation of clouds in our retrieval framework could extend our study of existing and future data sets. Irwin et al. (2020) do not assume clouds for their 2.5D retrieval, either. They infer the presence of clouds on the nightside of WASP-43b based on the retrieved low temperatures, which are evident in our retrievals as well. Venot et al. (2020) perform cloudy and cloud-free retrievals on simulated JWST MIRI phase curves of WASP-43b. This important groundwork finds that the 5–12 μm range can confirm or rule out the presence of clouds, although this is dependent on cloud bulk properties and composition. With a variety of aerosol implementation available, there is much to be done in cloudy retrievals (Barstow 2020). It is, however, worth noting the strong evidence for relatively cloud-free daysides.

4. More specialized geometry. We can apply our annulus framework to geometries beyond crescent phases. For instance, we can explore hotspots on the dayside prominent near secondary eclipse, complementing future eclipse mapping studies. Ohno & Zhang (2019) presented the impact of planetary obliquity on phase curves, and our retrieval model can be adapted to study the detection of obliquity. In addition, the work presented by Changsid & Al-Rafea (2020), which employs a projected disk for phase curve emission rather than spherical trigonometry as in this work, shows the potential in incorporating day–night terminator contribution in phase curve studies. We see potential in a comparison study to investigate that contribution, which is not included in our current model. Much like the importance of benchmarking retrieval models against one another (Barstow et al. 2020), we expect comparison and synergy among the emerging multidimensional retrieval frameworks to be important as we usher in the era of JWST.
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Appendix A

Incorporating and Validating Phase Geometry

Because our goal is perform computationally intensive retrievals on spectroscopic phase curve data, we need the forward model to remain simple enough while capturing the complexity of the geometry. Here, we describe the construction of the 2TP-Crescent model geometry.

We consider the case of an orbit observed at $N$ phases, where phase angle is defined as $\alpha$. At a given phase, we leverage the fact that radiative transfer and fluxes are calculated with integration by Gaussian quadrature, accounting for intensities emerging at different viewing angles following Line et al. (2013). For an approximation of $N_{\text{Gauss}}$ points, we have the same number of intensities, each at an angle of $\mu_i$ with a weight of $w_i$. The upwelling intensity is given by Line et al. (2013, Equation (8)):

$$I_{\lambda} = \sum_{i=0}^{N_{\text{lev}}} B_{\lambda}(T_\tau) e^{-\sum_{j=0}^{N_{\text{lev}}} \Delta t_{\tau,j} \Delta t_{\tau,j}}$$

(A1)

where $N_{\text{lev}}$ represents the number of pressure levels, $B_{\lambda}(T_\tau)$ is the Planck function at wavelength $\lambda$ and temperature in the $i$th level, and $\Delta t_{\tau,\lambda}$ is the total absorption optical depth for all gases in the $i$th level. We integrate these intensities over $2\pi$ with Gaussian quadrature, leading to an annulus at each $\mu_i$, similar to the formalism from Barman et al. (2005).
Each annulus can be a linear combination of arbitrary TP profiles: $2\pi\sum w_i I_i$. In our study, $I = A_{\text{hot}} b_{\text{hot}} + (1 - A_{\text{hot}}) b_{\text{cold}}$, where $A_{\text{hot}}$ is the fractional area that is emitting with the hotter profile in a 2TP setup. Here, $b_{\text{hot}}$ represents the intensities calculated using a profile based on the TP parameters including $\beta_{\text{day}}$, while $b_{\text{cold}}$ uses the same parameters except $\beta_{\text{night}}$.

We take advantage of a hot Jupiter’s (assumed) tidally locked configuration, which leads to a large temperature contrast, as well as our knowledge of the phase geometry, i.e., the amount of a planet that is seen to be illuminated at angle $\alpha$. The equation for illuminated fraction ($k$), or emitting fraction $f_{\text{day}}$ in our study, as a function of phase angle ($\alpha$) is

$$k \equiv f_{\text{day}} = \frac{1 - \cos \alpha}{2}.$$  \hfill (A2)

The next step is determining the fraction within each annulus at a given phase that corresponds to the hotter emission on the visible hemisphere. As seen in Figure A1(a), for the Gaussian quadrature integration of $N$ points, there is a set of weights $w_i$ and corresponding $\theta_i$ that indicates the direction of the radiation beam for each point $i$. We calculate $\theta_i$ using $\cos \theta_i = \frac{1}{2}w_i$ for a unit sphere. Subsequently, the arc length that spans between two $\theta_i$ is also the angular width of an annulus, or $\phi_i = \theta_i - \theta_{i+1}$, since radius is 1.

We use the width to determine the area of each annulus, summing up to $2\pi$, the surface area of half a sphere (the visible hemisphere). The covered area of a spherical lune of angle $\alpha$ (at phase $\alpha$) is $2\alpha$ (Figure A1(b)). We can calculate the fractional areas in each annulus that then sum up to $2\alpha$ for one profile.

Figure A1(b) shows a view of $N_{\text{Gauss}} = 4$ where we divide the visible hemisphere into annuli, and the planet is viewed at phase $\alpha$. Because the top and bottom halves are symmetric, we only need to determine the illuminated areas of the top and multiply by two. To calculate the area of Region II as marked in Figure A1(b), we utilize the angle-angle-side (AAS) solution to solving spherical triangles, assuming a unit sphere. Spherical AAS is where one side, one adjacent angle, and one opposite angle are known for a triangle on a sphere, as illustrated in Figure A1(c). Because angle $\beta$ is marked by the intersection between a great circle arc from the center of the sphere and the equator (viewed top down), its value is $\beta = \frac{\pi}{2}$. We know $\alpha$ as the phase angle. Side $A$ is the width of the annulus, or $\phi_{i+1}$ based on Figure A1(a). To calculate side $B$, side $C$, and angle $\gamma$, we follow Equations (A3) through (A5). Once side $C$ (or arc $ZY$ in Figure A1(b)) is obtained, we get $arc ZX = X\gamma - ZY = \frac{\pi}{2} - C$. The area of Region II, a spherical triangle, is then $R^2((\alpha + \beta + \gamma) - \pi)$, where $R = 1$ for our assumed unit sphere. The area of Region I is calculated as the area of a longitude–latitude patch, using $I = ZX \cdot [\sin\theta_1 - \sin\theta_2]$ for the outermost annulus in Figure A1(a). The area of Region III is then $\alpha - (I + II)$. Based on these methods, we calculate the set of areas for hot regions in the annuli as a function of phase.

$$B = \frac{\sin A \sin \beta}{\sin \alpha}.$$ \hfill (A3)

$$C = 2 \arctan \left[ \frac{\tan \left( \frac{1}{2} (A - B) \right) \sin \left( \frac{1}{2} (\alpha + \beta) \right)}{\sin \left( \frac{1}{2} (\alpha - \beta) \right)} \right].$$ \hfill (A4)

$$\gamma = 2 \arccot \left[ \frac{\tan \left( \frac{1}{2} (\alpha - \beta) \right) \sin \left( \frac{1}{2} (A + B) \right)}{\sin \left( \frac{1}{2} (A - B) \right)} \right].$$ \hfill (A5)

An important choice in balancing forward modeling speed and model accuracy is setting $N_{\text{Gauss}}$. We first verify that our annulus model produces the emitting fractions as determined by Equation (A2) for the set of phase angles in Table 2. A 3D model with higher spatial resolution and individually calculated fluxes would better simulate a realistic planet atmosphere at partially illuminated phases. However, 3D models are time-consuming to run even once. If one attempts to fold that into a retrieval framework, where numerous calls to the forward model are necessary, then it will not be an effective way to estimate properties of the atmosphere. However, we can make use of 3D models to validate our annulus approach. If the spectrum from the annulus method matches that of a 3D output, then we would be confident in the retrieval inferences (similarly to Blecic et al. (2017)).

We compare the spectra from a 3D model to spectra generated with the annulus model using $N_{\text{Gauss}} = 4$. Our 3D model combines the 1D radiative transfer code disort as
adapted by Morley et al. (2015) with a 3D longitude–latitude grid. We assign atmospheric properties and a TP profile to each point in the grid and integrate for the emerging flux from the planet. For the visible hemisphere, the grid has 16 longitudes and 32 latitudes. As orbital phase increases from transit to secondary eclipse, points along additional longitudes adopt the dayside temperature profile.

Our test case is an atmosphere with only water vapor as an opacity source with 60% day–night temperature contrast ($\beta_{\text{night}} = 0.4$) for an HD 189733b-like planet. Past phase angle 22.5° (0.0625 if one phase goes from 0 to 1; see also Table 2), we find good agreement between the 3D spectra and our annulus model, as seen in Figure A2. This phase is in fact the smallest we consider in our paper, as it is the first phase in the WASP-43b data we use (Stevenson et al. 2017). We attribute the small mismatches to differences in opacity libraries. Furthermore, our simulated data will be generated and retrieved using the same forward model, providing us with self-consistency in evaluating the results. Thus, $N_{\text{Gauss}} = 4$ offers accurate spectra for a given phase geometry and is computationally efficient within our retrieval framework. We thus use $N_{\text{Gauss}} = 4$ for 2TP-Crescent and for all models in this work.

We also assume the day/night effective radii are the same, as we do not account for subtle effects (negligible in emission) due to day-to-night scale height variations that more strongly influence transmission spectra (Caldas et al. 2019; Lacy & Burrows 2020; Pluriel et al. 2020).

### Appendix B

#### Supplementary Results

We report in Table B1 the median and 1σ range on log H$_2$O as a function of phase based on the 1TP and 2TP-Crescent models.

Here, we also include an example of the full posterior distributions associated with one of our retrieval runs. Figure B1 shows the posterior distributions and parameter correlations for phase 4 simulated HST+Spitzer data analyzed with the 2TP-Free model.

#### Table B1

| Phase | 1TP log H$_2$O | 2TP-Crescent log H$_2$O |
|-------|----------------|------------------------|
| 0     | $-3.57 \pm 0.27$ | $-3.37 \pm 0.27$       |
| 1     | $-3.51 \pm 0.33$ | $-3.45 \pm 0.33$       |
| 2     | $-3.57 \pm 0.45$ | $-3.49 \pm 0.34$       |
| 3     | $-3.51 \pm 0.37$ | $-3.45 \pm 0.34$       |
| 4     | $-3.51 \pm 0.53$ | $-3.44 \pm 0.43$       |
| 5     | $-3.51 \pm 0.68$ | $-3.40 \pm 0.62$       |
| 6     | $-3.57 \pm 0.81$ | $-3.45 \pm 0.81$       |
| 7     | $-3.57 \pm 0.84$ | $-3.45 \pm 0.84$       |
| 8     | $-3.57 \pm 0.95$ | $-3.45 \pm 0.95$       |
| 9     | $-3.57 \pm 1.06$ | $-3.45 \pm 1.06$       |

Note. The input value for log H$_2$O = $-3.37$. We report the median and 1σ range as a function of phase from the 1TP and 2TP-Crescent models.
Figure B1. Full retrieval posterior results using the 2TP-Free model for phase 4 of simulated HST+Spitzer data, showing the 1D marginalized posterior distributions and correlations between parameters. Blue solid lines indicate the input value of each parameter. Dashed lines indicate the 16th, 50th, and 84th percentile of each distribution. Each parameter is annotated by the median and 1σ (68%) interval of its posterior.
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