CUCKER-SMALE MODEL WITH NORMALIZED COMMUNICATION WEIGHTS AND TIME DELAY
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Abstract. We study a Cucker-Smale-type system with time delay in which agents interact with each other through normalized communication weights. We construct a Lyapunov functional for the system and provide sufficient conditions for asymptotic flocking, i.e., convergence to a common velocity vector. We also carry out a rigorous limit passage to the mean-field limit of the particle system as the number of particles tends to infinity. For the resulting Vlasov-type equation we prove the existence, stability and large-time behavior of measure-valued solutions. This is, to our best knowledge, the first such result for a Vlasov-type equation with time delay. We also present numerical simulations of the discrete system with few particles that provide further insights into the flocking and oscillatory behaviors of the particle velocities depending on the size of the time delay.

1. Introduction. Collective coordinated motion of autonomous self-propelled agents with self-organization into robust patterns appears in many applications ranging from animal herding to the emergence of common languages in primitive societies [27]. Apart from its biological and evolutionary relevance, collective phenomena play a prominent role in many other scientific disciplines, such as robotics, control theory, economics and social sciences [9, 29, 24].

The Cucker-Smale model was introduced and studied in the seminal papers [12, 13], originally as a model for language evolution. Later the interpretation as a model for flocking in animals (birds) prevailed. The model considers a finite number $N \in \mathbb{N}$ of autonomous agents located in the physical space $\mathbb{R}^d$, $d \geq 1$. The agents are described by their phase-space coordinates $(x_i(t), v_i(t)) \in \mathbb{R}^{2d}$, $i = 1, 2, \ldots, N$.
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where \( x_i(t) \) denotes the position and \( v_i(t) \) the velocity of the \( i \)-th agent. The agents are subject to the following collective dynamics,
\[
\begin{align*}
\frac{dx_i(t)}{dt} &= v_i(t), \quad i = 1, \ldots, N, \quad t > 0, \\
\frac{dv_i(t)}{dt} &= \sum_{k=1}^{N} \varphi(|x_k - x_i|)(v_k - v_i).
\end{align*}
\]

The communication rate \( \varphi \) introduced in [12, 13] and considered in most of the subsequent papers is of the form
\[
\varphi(s) = \frac{\lambda}{(1 + s^2)^\beta},
\]
with the constants \( \lambda > 0 \) and \( \beta \in \mathbb{R} \). We introduce the spatial and, resp., velocity diameters as follows,
\[
d_X(t) := \max_{1 \leq i, j \leq N} |x_i(t) - x_j(t)| \quad \text{and} \quad d_V(t) := \max_{1 \leq i, j \leq N} |v_i(t) - v_j(t)|.
\]

In general, the term flocking refers to the phenomenon where autonomous agents reach a consensus based on limited environmental information and simple rules. We stick to the commonly accepted mathematical definition, introduced by Cucker and Smale:

**Definition 1.1** (Asymptotic flocking). We say that the system with particle positions \( x_i(t) \) and velocities \( v_i(t), \quad i = 1, \ldots, N \) and \( t \geq 0 \), exhibits asymptotic flocking if the spatial and velocity diameters satisfy
\[
\sup_{t \geq 0} d_X(t) < \infty, \quad \lim_{t \to \infty} d_V(t) = 0.
\]

The Cucker-Smale model (1)–(2) is a simple relaxation-type model that reveals a phase transition depending on the intensity of communication between agents. If \( \beta \leq 1/2 \), then the model exhibits the so-called unconditional flocking, where (4) holds for every initial configuration. On the other hand, with \( \beta > 1/2 \) the flocking is conditional, i.e., the asymptotic behavior of the system depends on the value of \( \lambda \) and on the initial configuration. This result was first proved in [12, 13] using tools from graph theory (spectral properties of graph Laplacian), and slightly later reproved in [18] by means of elementary calculus. Another proof has been provided in [17], based on a bound by a system of dissipative differential inequalities, and, finally, the proof of [8] is based on bounding the maximal velocity. A rigorous derivation of the mean-field limit of the Cucker-Smale model was carried out in [17].

Various modifications of the classical Cucker-Smale model have been considered. For instance, the case of singular communication rates \( \varphi(s) = 1/s^\beta \) was studied in [2, 5, 17, 25]. Motsch and Tadmor [23] scaled the communication rates in terms of the relative distance between the agents, so that their model does not involve any explicit dependence on the number of agents. The dependence of the communication rate on the topological rather than metric distance between agents was introduced in [20]. In [4], systems of particles interacting through cut-off communication weights, for instance, a vision cone, were considered. The influence of additive noise in individual velocity measurements was studied in [16] and [28], while stochastic flocking dynamics with multiplicative white noises were considered in [1]. The kinetic Cucker-Smale and Mostch-Tadmor equations with noise were
studied in [10, 14], showing the existence of a unique global classical solution near Maxwellians and the convergence to them.

We are only aware of two papers where delays in information processing were considered: In [22] a sufficient flocking condition is derived for the Motsch-Tadmor variant of the model with processing delay. In [15] the Cucker-Smale model with noise and delay is studied and a sufficient flocking condition is derived in terms of noise intensity and delay length. Let us note that, to our best knowledge, no analytic results exist in the literature for a Vlasov-type equation with delay derived as the mean field limit of a delayed Cucker-Smale system.

We refer to [6, 11] and references therein for recent surveys on the Cucker-Smale type flocking models and its variants. For more general collective behavior models, including first- and second-order systems, we refer to, e.g., [3, 4, 7, 21] and references therein.

In this paper we study a Cucker-Smale-type flocking system with a fixed communication time-delay \( \tau > 0 \). In particular, we assume that the agents are subject to the following collective dynamics,

\[
\frac{dx_i(t)}{dt} = v_i(t), \quad i = 1, \ldots, N, \quad t > 0,
\]

\[
\frac{dv_i(t)}{dt} = \sum_{k=1}^{N} \phi_{ik}(x, \tau)(v_k(t - \tau) - v_i(t)),
\]

where \( \phi_{ik} \) are the normalized communication weights given by

\[
\phi_{ik}(x, \tau) = \begin{cases} 
\frac{\psi(|x_k(t - \tau) - x_i(t)|)}{\sum_{k \neq i} \psi(|x_k(t - \tau) - x_i(t)|)} & \text{if } k \neq i, \\
0 & \text{if } k = i,
\end{cases}
\]

and \( \psi : [0, \infty) \to (0, \infty) \) is the influence function. We consider the system subject to the initial datum

\[
x_i(s) = x_i^0(s), \quad v_i(s) = v_i^0(s), \quad i = 1, \ldots, N, \quad s \in [-\tau, 0],
\]

i.e., we prescribe the initial position and velocity trajectories \( x_i^0, v_i^0 \in C([-\tau, 0]; \mathbb{R}^d) \). For physical reasons it may be required that

\[
x_i^0(s) = x_i^0(-\tau) + \int_{-\tau}^{s} v_i^0(\sigma) \, d\sigma \quad \text{for } s \in (-\tau, 0],
\]

but we do not pose this particular restriction here.

**Assumption 1.** *Throughout this paper we assume that the influence function \( \psi \) is bounded, positive, nonincreasing and Lipschitz continuous on \([0, \infty)\), with \( \psi(0) = 1 \).*

In the first part of the paper we shall derive a sufficient condition for asymptotic flocking for the system (5)–(7). The condition relates the decay properties of the influence function \( \psi \) with the delay length \( \tau \) and the spatial and velocity diameters of the initial datum. Our strategy is first to show a uniform bound on the velocity diameter of the solution. Then, applying a growth estimate on the convex hull of a set of particles velocities, we show that the solution of the system (5) is dominated by a time-delayed system of dissipative differential inequalities analogous to the one proposed in [17]. This finally leads to the sought-for asymptotic flocking estimate. We note that our flocking estimate refines the results of the previous works [22, 23].
The second part of the paper is devoted to the study of the mean-field limit of the particle system (5)–(7). Letting formally \( N \to \infty \) leads to the Vlasov-type kinetic equation for the one-particle distribution \( f_t = f_t(x,v) \), which is a time-dependent probability measure on the phase space \( \mathbb{R}^d \times \mathbb{R}^d \equiv \mathbb{R}^{2d} \),
\[
\partial_t f_t + v \cdot \nabla_x f_t + \nabla_v \cdot (F[f_{t-	au}] f_t) = 0, \quad (x,v) \in \mathbb{R}^d \times \mathbb{R}^d, \quad t > 0,
\]
\[
F[f_{t-	au}] (x,v) := \frac{\int_{\mathbb{R}^{2d}} \psi(|x-y|)(w-v)f(y,w,t-\tau) \, dy \, dw}{\int_{\mathbb{R}^{2d}} \psi(|x-y|)f(y,w,t-\tau) \, dy \, dw},
\]
\[
f_s(x,v) = g_s(x,v), \quad (x,v) \in \mathbb{R}^d \times \mathbb{R}^d, \quad s \in [-\tau,0].
\]
The initial datum \( g_s \) is a time-dependent probability measure on the phase space \( \mathbb{R}^{2d} \). We shall prove the global existence and uniqueness of measure-valued solutions of (8). Moreover, we shall provide a stability estimate in terms of the Monge-Kantorowich-Rubinstein distance, and, as a direct consequence, a bound on the error between the solutions of the kinetic equation (8) and the empirical measure associated to the particle system (5)–(7). Moreover, noting that the flocking estimate for the particle system does not depend on the number of particles enables us to prove an asymptotic flocking result for the kinetic system.

The rest of this paper is organized as follows. In Section 2 we present our main result on the flocking behavior of the discrete system (5)–(7) and its proof. Section 3 is devoted to the rigorous derivation of the Vlasov-type equation (8) from the discrete particle system (5)–(7) in the mean-field limit as the number of particles \( N \) goes to infinity. Finally, in Section 4 we provide results of numerical simulations of the discrete system with \( N = 2, 3, 4 \) particles and illustrate how the time-evolutions of particle velocities depend on the size of the time delay.

2. Asymptotic behavior of the discrete particle model.

Remark 1 (Existence of local solutions). By Assumption 1, the right-hand side of (5) is locally Lipschitz continuous as a function of \((x_i(t), v_i(t))\), and thus, due to the Cauchy-Lipschitz theorem, the ODE system (5)–(7) admits a unique local-in-time \( C^1 \)-solution. We will denote it \( \mathbf{x} = (x_1, \ldots, x_N) \) and \( \mathbf{v} = (v_1, \ldots, v_N) \) in the sequel.

The main result of this section is the following Theorem establishing the global existence of solutions of the system (5)–(7) and providing a sufficient condition for asymptotic flocking as per Definition 1.1.

Theorem 2.1. Suppose that the initial velocity profiles \( v_i^0 \) are continuous and bounded on the time interval \([-\tau,0]\) and denote
\[
R_v := \max_{s \in [-\tau,0]} \max_{1 \leq i \leq N} |v_i^0(s)|. \tag{9}
\]
Moreover, assume that
\[
d_V(0) + \int_{-\tau}^0 d_V(s) \, ds < \int_{d_X(-\tau) + R_v \tau} \psi(s) \, ds, \tag{10}
\]
where \( d_X \) and, resp., \( d_V \) denote the spatial and, resp., velocity diameters defined in (3). Then the solution \((\mathbf{x}, \mathbf{v})\) of the system (5)–(7) is global in time and satisfies
\[
d_V(t) \leq \left( \max_{s \in [-\tau,0]} d_V(s) \right) e^{-Ct} \quad \text{for} \quad t \geq 0, \quad \sup_{t \geq 0} d_X(t) < \infty,
\]
where \( C \) is a positive constant independent of \( t \) and \( N \).
Remark 2. The assumption (10) can be understood, for a fixed integrable influence function $\psi$, as a condition for smallness of the delay $\tau$. Indeed, considering a fixed initial datum with $d\nu(s) \equiv d\nu_0 > 0$ constant for $s \in [-\tau, 0]$ and $d\xi(-\tau) \equiv d\xi_0 \geq 0$ for all $\tau > 0$, then (10) reads

$$(1 + \tau)d\nu_0 < \int_{d\xi_0 + Rv\tau}^{\infty} \psi(s)\,ds.$$  

Clearly, the left-hand side increases with increasing $\tau$, while the right-hand side decreases. So, generically, it is necessary to choose $\tau$ sufficiently small in order to satisfy the flocking condition. This is often the case in alignment models with delay, see, e.g., [15].

On the other hand, if the influence function $\psi$ has a heavy tail, i.e., $\int_{-\infty}^{\infty} \psi(s)\,ds = \infty$, then assumption (10) is satisfied for any initial datum and any $\tau \geq 0$, which is a situation usually called unconditional flocking, see, e.g., [12, 13] and [22].

Remark 3. If there is no time delay, i.e., $\tau = 0$, then our system (5)–(6) becomes identical to the one studied in [23]. There, the unconditional flocking estimate is obtained under the assumption $\int_{-\infty}^{\infty} \psi(s)^2\,ds = \infty$. Thus, our result in Theorem 2.1 can be seen as a refinement of the unconditional flocking condition of [23].

For the proof of Theorem 2.1 we will need several auxiliary results.

Lemma 2.2. Let $R_v > 0$ be given by (9) and let $(x, v)$ be a local-in-time $C^1$-solution of the system (5)–(7) constructed in Remark 1. Then the solution is global in time and satisfies

$$\max_{1 \leq i \leq N} |v_i(t)| \leq R_v \quad \text{for} \quad t \geq -\tau.$$  

Proof. We first notice that the equations (5)$_2$ can be rewritten as

$$\frac{dv_i(t)}{dt} = \sum_{k=1}^{N} \phi_{ik}(x, \tau)v_k(t-\tau) - v_i(t),$$  

(11)

due to the identity

$$\sum_{k=1}^{N} \phi_{ik}(x, \tau) = 1 \quad \text{for} \quad i = 1, \ldots, N.$$  

(12)

Choose any $\varepsilon > 0$, set $R_v^\varepsilon := R_v + \varepsilon$ and

$$S^\varepsilon := \left\{ t > 0 : \max_{1 \leq i \leq N} |v_i(s)| < R_v^\varepsilon \quad \text{for} \quad s \in [0, t) \right\}.$$  

By the assumption, we have $S^\varepsilon \neq \emptyset$. Set $T^\varepsilon := \sup S^\varepsilon > 0$. We then claim $T^\varepsilon = \infty$. For contradiction, suppose $T^\varepsilon < \infty$. This yields

$$\lim_{t \to T^\varepsilon -} \max_{1 \leq i \leq N} |v_i(t)| = R_v^\varepsilon.$$  

(13)
Lemma 2.3. Let $v_i \in \mathbb{R}^d$ be any set of vectors and denote $d_Y := \max_{1 \leq i, j \leq N} |v_i - v_j|$. Fix $0 < \kappa \leq 1/N$ and set

$$\Omega_\kappa := \left\{ \sum_{i=1}^N \psi_i v_i; \text{ with } \psi_i \geq \kappa, i = 1, \ldots, N, \sum_{i=1}^N \psi_i = 1 \right\}.$$

Then $\text{diam}(\Omega_\kappa) \leq (1 - \kappa N)d_Y$.

Proof. For $i, j = 1, \ldots, N$ set $\xi_{ij} := \kappa$ if $i \neq j$ and $\xi_{ii} := 1 - (N - 1)\kappa$. Moreover, define

$$\bar{v}_i := \sum_{j=1}^N \xi_{ij} v_j \quad \text{for } i = 1, \ldots, N.$$

We prove that the set $\Omega_\kappa$ equals to the convex hull of the vectors $\bar{v}_1, \ldots, \bar{v}_N$. Indeed, let $w \in \mathbb{R}^d$ be a convex combination of $\bar{v}_1, \ldots, \bar{v}_N$, i.e., there exist scalars $0 \leq \lambda_i \leq 1$ such that $\sum_{i=1}^N \lambda_i = 1$ and

$$w = \sum_{i=1}^N \lambda_i \bar{v}_i = \sum_{i=1}^N \sum_{j=1}^N \lambda_i \xi_{ij} v_j.$$

Defining $\psi_j := \sum_{i=1}^N \lambda_i \xi_{ij}$, it is easy to prove that $\kappa \leq \psi_j$ and $\sum_{j=1}^N \psi_j = 1$. Consequently, $w \in \Omega_\kappa$.

On the other hand, if $w \in \Omega_\kappa$, i.e.,

$$w = \sum_{i=1}^N \psi_i v_i \quad \text{with } \psi_i \geq \kappa \quad \text{for } i = 1, \ldots, N, \sum_{i=1}^N \psi_i = 1,$$
then it can be easily checked that \( w \) can be written as the convex combination
\[
w = \sum_{i=1}^{N} \lambda_i \bar{v}_i \quad \text{with} \quad \lambda_i = \frac{\psi_i - \kappa}{1 - \kappa N} \geq 0, \quad \sum_{i=1}^{N} \lambda_i = 1.
\]

Finally, a direct calculation gives
\[
|\bar{v}_i - \bar{v}_j| \leq (1 - \kappa N)|v_i - v_j| \quad \text{for any} \ i, j = 1, \ldots, N,
\]
so that
\[
\text{diam}(\Omega_n) = \max_{1 \leq i \neq j \leq N} |\bar{v}_i - \bar{v}_j| \leq (1 - \kappa N) \max_{1 \leq i \neq j \leq N} |v_i - v_j| = (1 - \kappa N)d_V.
\]

In the lemma below we derive the differential inequalities for the spatial and, resp., velocity diameters \( d_X \) and, resp., \( d_V \), which will be instrumental for proving Theorem 2.1.

**Lemma 2.4.** Let \( R_v > 0 \) be given by (9) and let \((x, v)\) be the global \( C^1 \)-solution of the system (5)–(7) constructed in Lemma 2.2. Then for almost all \( t > 0 \) we have
\[
\frac{d}{dt} d_X(t) \leq d_V(t),
\]
\[
\frac{d}{dt} d_V(t) \leq (1 - \psi(d_X(t) + R_v \tau))d_V(t - \tau) - d_V(t).
\]

**Proof.** Due to the continuity of the velocity trajectories \( v_i(t) \), there is an at most countable system of open, mutually disjoint intervals \( \{\mathcal{I}_\sigma\}_{\sigma \in \mathbb{N}} \) such that
\[
\bigcup_{\sigma \in \mathbb{N}} \mathcal{I}_\sigma = [0, \infty)
\]
and for each \( \sigma \in \mathbb{N} \) there exist indices \( i(\sigma), j(\sigma) \) such that
\[
d_V(t) = |v_{i(\sigma)}(t) - v_{j(\sigma)}(t)| \quad \text{for} \ t \in \mathcal{I}_\sigma.
\]
Then, using the abbreviated notation \( i := i(\sigma), \; j := j(\sigma) \), we have for every \( t \in \mathcal{I}_\sigma \),
\[
\frac{1}{2} \frac{d}{dt} d_V(t)^2 = (v_i(t) - v_j(t)) \left( \frac{dv_i(t)}{dt} - \frac{dv_j(t)}{dt} \right)
\]
\[
= (v_i(t) - v_j(t)) \left( \sum_{k=1}^{N} \phi_{ik}(x, \tau)v_k(t - \tau) - \sum_{k=1}^{N} \phi_{jk}(x, \tau)v_k(t - \tau) \right)
\]
\[
- |v_i(t) - v_j(t)|^2.
\]
Using (5)_1, we estimate for any \( 1 \leq i, k \leq N \),
\[
|x_k(t - \tau) - x_i(t)| = \left| x_k(t - \tau) - x_i(t - \tau) - \int_{t-\tau}^{t} \frac{d}{dt} x_i(s) \, ds \right|
\]
\[
\leq |x_k(t - \tau) - x_i(t - \tau)| + |x_i(t)| \sup_{s \in (t-\tau,t)} |v_i(s)|.
\]
Then, Lemma 2.2 gives
\[
|x_k(t - \tau) - x_i(t)| \leq d_X(t - \tau) + R_v \tau,
\]
and due to the monotonicity properties of the influence function \( \psi \) (Assumption 1),
\[
\phi_{ik}(x, \tau) \geq \frac{\psi(d_X(t - \tau) + R_v \tau)}{N}.
\]
Thus, denoting $\kappa := \psi(d_X(t-\tau)+R_v\tau)/N$, we have $\phi_{ik}(x,\tau) \geq \kappa$ and $\sum_{k=1}^{N} \phi_{ik}(x,\tau) = 1$. An application of Lemma 2.3 implies then

$$\left| \sum_{k=1}^{N} \phi_{ik}(x,\tau)v_k(t-\tau) - \sum_{k=1}^{N} \phi_{jk}(x,\tau)v_k(t-\tau) \right| \leq (1 - \kappa N)d_V(t-\tau),$$

so that, for almost all $t > 0$,

$$\frac{1}{2} \frac{d}{dt}d_V(t)^2 \leq (1 - \psi(d_X(t-\tau)+R_v\tau))d_V(t-\tau)d_V(t) - d_V(t)^2.$$

Now, if $d_V(t) \neq 0$, we use the identity $\frac{1}{2} \frac{d}{dt}d_V(t)^2 = d_V(t) \frac{d}{dt}d_V(t)$ and we may divide the above inequality by $d_V(t)$. On the other hand, if $d_V(t) \equiv 0$ on an open subinterval of $[0, \infty)$, then $\frac{d}{dt}d_V(t) \equiv 0 \leq (1 - \psi(d_X(t-\tau)+R_v\tau))d_V(t-\tau)-d_V(t)$ on this subinterval. Consequently, we have

$$\frac{d}{dt}d_V(t) \leq (1 - \psi(d_X(t-\tau)+R_v\tau))d_V(t-\tau) - d_V(t)$$

for almost all $t > 0$.

Finally, we prove the following generalized Gronwall-type inequality.

**Lemma 2.5.** Let $u$ be a nonnegative, continuous and piecewise $C^1$-function satisfying, for some constant $0 < a < 1$, the differential inequality

$$\frac{d}{dt}u(t) \leq (1-a)u(t-\tau) - u(t) \quad \text{for almost all } t > 0. \quad (14)$$

Then there exists a constant $0 < C < 1$ satisfying the equation

$$1 - C = (1-a)e^{C\tau} \quad (15)$$

and such that the estimate holds

$$u(t) \leq \left( \max_{s \in [-\tau,0]} u(s) \right) e^{-Ct} \quad \text{for all } t \geq 0. \quad (16)$$

**Proof.** Denote

$$\bar{u} := \max_{s \in [-\tau,0]} u(s), \quad w(t) := \bar{u} e^{-Ct},$$

and for any $\lambda > 1$ set

$$S^\lambda := \{ t \geq 0 : u(s) \leq \lambda w(s) \text{ for } s \in [0,t] \}.$$

Since $0 \in S^\lambda$, $T^\lambda := \sup S^\lambda$ exists. We claim that

$$T^\lambda = \infty \quad \text{for any } \lambda > 0.$$

For contradiction, assume $T^\lambda < \infty$ for some $\lambda > 1$. Then, due to the continuity of $u$, there exists a $T^\lambda_* \in (T^\lambda, T^\lambda + \tau)$ such that $u$ is differentiable at $T^\lambda_*$ and

$$u(T^\lambda_*) > \lambda w(T^\lambda_*), \quad \frac{d}{dt}u(T^\lambda_*) \geq \lambda \frac{d}{dt}w(T^\lambda_*). \quad (17)$$

Note that $w$ satisfies

$$w(t-\tau) = e^{C\tau}w(t) \quad \text{and} \quad \frac{d}{dt}w(t) = -Cw(t). \quad (18)$$

It follows from (14) that

$$\frac{d}{dt}u(T^\lambda_*) \leq (1-a)u(T^\lambda_*-\tau) - u(T^\lambda_*). \quad (19)$$

We now consider the following two cases:
Proof of Theorem 2.1.

We introduce for the system (5)–(7),

\[
\frac{d}{dt} u(T^\lambda_*^t) \leq (1 - a) \bar{u} - u(T^\lambda_*^t)
\]

where used the inequality \( w(0) \leq w(T^\lambda_*^t) e^{C \tau} \). With the identities (15) and (18), we obtain

\[
\frac{d}{dt} u(T^\lambda_*^t) < -C \lambda w(T^\lambda_*^t) = \lambda \frac{d}{dt} w(T^\lambda_*^t),
\]

which is a contradiction to (17).

• If \( T^\lambda_*^t > \tau \), we have \( u(T^\lambda_*^t - \tau) \leq \lambda w(T^\lambda_*^t - \tau) \) by construction of \( T^\lambda_*^t \), and (19) gives

\[
\frac{d}{dt} u(T^\lambda_*^t) < (1 - a) \lambda w(T^\lambda_*^t - \tau) - \lambda w(T^\lambda_*^t)
\]

Then, using the same argument as in the previous case, we obtain a contradiction to (17).

We conclude that, for every \( \lambda > 1 \), \( T^\lambda_* = \infty \) and \( u(t) \leq \lambda w(t) \) for all \( t \geq 0 \). Passing to the limit \( \lambda \to 1 \) yields the claim (16). \( \square \)

We are now ready to proceed with the proof of Theorem 2.1.

Proof of Theorem 2.1. We introduce for \( t > 0 \) the following Lyapunov functional for the system (5)–(7),

\[
\mathcal{L}(t) := d_V(t) + \int_{d_X(-\tau)+R_v^\tau}^{d_X(t-\tau)+R_v^\tau} \psi(s) \, ds + \int_{-\tau}^0 d_V(t + s) \, ds,
\]

where \( R_v \) is given by (9) and the diameters \( d_X(t), d_V(t) \) by (3). Then using Lemma 2.4, we calculate, for almost all \( t > 0 \),

\[
\frac{d}{dt} \mathcal{L}(t) = \frac{d}{dt} d_V(t) + \psi(d_X(t - \tau) + R_v^\tau) \frac{d}{dt} d_X(t - \tau) + d_V(t) - d_V(t - \tau)
\]

\[
\leq (1 - \psi(d_X(t - \tau) + R_v^\tau)) d_V(t - \tau) - d_V(t)
\]

\[
+ \psi(d_X(t - \tau) + R_v^\tau) d_V(t - \tau) + d_V(t) - d_V(t - \tau)
\]

\[
= 0.
\]

Thus, integrating over the time interval \((0, t)\), we obtain

\[
d_V(t) + \int_{d_X(-\tau)+R_v^\tau}^{d_X(t-\tau)+R_v^\tau} \psi(s) \, ds + \int_{-\tau}^0 d_V(t + s) \, ds \leq d_V(0) + \int_{-\tau}^0 d_V(s) \, ds. \tag{20}
\]

From assumption (10) it follows that there exists a \( d_* > 0 \) such that

\[
d_V(0) + \int_{-\tau}^0 d_V(s) \, ds = \int_{d_X(-\tau)+R_v^\tau}^{d_*} \psi(s) \, ds.
\]

Combining with (20), we get

\[
\int_{d_X(-\tau)+R_v^\tau}^{d_X(t-\tau)+R_v^\tau} \psi(s) \, ds \leq \int_{d_X(-\tau)+R_v^\tau}^{d_*} \psi(s) \, ds,
\]
which implies
\[ 0 \leq \int_{d_X(t-\tau)+R_v\tau}^d \psi(s) \, ds, \]
so that
\[ d_X(t-\tau) + R_v \tau \leq d_* \quad \text{for } t > 0. \]
Hence, by Lemma 2.4 and the monotonicity of \( \psi \) we have, for almost all \( t > 0, \)
\[ \frac{d}{dt} dv(t) \leq (1 - \psi_*) dv(t - \tau) - dv(t), \]
where \( \psi_* = \psi(d_*) \). We finally apply Lemma 2.5 to complete the proof. \( \square \)

3. Measure-valued solutions: Existence, stability, and large-time behavior. In this section we provide a proof of global existence of measure-valued solutions for the kinetic model (8) and a stability estimate in Monge-Kantorovich-Rubinstein distance. The stability estimate allows us to show rigorously that (8) is the mean-field limit of the discrete system (5)–(6). Moreover, it allows to obtain a sufficient condition for flocking in the kinetic system, analogous to (10).

Let \( P_1(\mathbb{R}^{2d}) \) be the set of probability measures on the phase space \( \mathbb{R}^{2d} \) with bounded first-order moment. The Monge-Kantorovich-Rubinstein distance, also called 1-Wasserstein distance, is defined as follows.

**Definition 3.1.** (Monge-Kantorovich-Rubinstein distance) Let \( \rho_1, \rho_2 \in P_1(\mathbb{R}^d) \) be two probability measures on \( \mathbb{R}^d \). Then the Monge-Kantorovich-Rubinstein distance \( d_1(\rho_1, \rho_2) \) is defined as
\[ d_1(\rho_1, \rho_2) := \inf_{\gamma \in \Gamma(\rho_1, \rho_2)} \int_{\mathbb{R}^{2d}} |x - y| \, d\gamma(x, y), \]
where \( \gamma \in \Gamma(\rho_1, \rho_2) \) is the set of transference plans, i.e., probability measures \( \gamma \) on \( \mathbb{R}^d \times \mathbb{R}^d \) with marginals \( \rho_1 \) and \( \rho_2 \),
\[ \int_{\mathbb{R}^{2d}} \xi(x) \, d\gamma(x, y) = \int_{\mathbb{R}^d} \xi(x) \, d\rho_1(x), \]
and
\[ \int_{\mathbb{R}^{2d}} \xi(y) \, d\gamma(x, y) = \int_{\mathbb{R}^d} \xi(y) \, d\rho_2(y), \]
for all continuous and bounded functions \( \xi \in C_b(\mathbb{R}^d) \).

Note that \( P_1(\mathbb{R}^{2d}) \) endowed with the Monge-Kantorovich-Rubinstein distance is a complete metric space. Moreover, the Monge-Kantorovich-Rubinstein distance is equivalent to the Bounded Lipschitz distance, i.e., for any \( \rho_1, \rho_2 \in P_1(\mathbb{R}^d) \),
\[ d_1(\rho_1, \rho_2) = \sup \left\{ \left| \int_{\mathbb{R}^d} \phi(x) \, d\rho_1(x) - \int_{\mathbb{R}^d} \phi(x) \, d\rho_2(x) \right| : \phi \in \text{Lip}(\mathbb{R}^d), \text{Lip}(\phi) \leq 1 \right\}, \]
where \( \text{Lip}(\mathbb{R}^d) \) denotes the set of Lipschitz functions on \( \mathbb{R}^d \) and \( \text{Lip}(\phi) \) is the Lipschitz constant of the function \( \phi \in \text{Lip}(\mathbb{R}^d) \).

We also recall the definition of the push-forward of a measure by a mapping:

**Definition 3.2.** Let \( \rho \) be a Borel measure on \( \mathbb{R}^d \) and \( T : \mathbb{R}^d \to \mathbb{R}^d \) be a measurable mapping. Then the push-forward of \( \rho \) by \( T \) is the measure \( T\#\rho \) defined by
\[ T\#\rho(B) := \rho(T^{-1}(B)) \quad \text{for all Borel sets } B \subset \mathbb{R}^d. \]
We next define the notion of measure-valued solutions to the equation (8).

**Definition 3.3.** For a given $T > 0$, we call $f_t \in C([0, T]; P_1(\mathbb{R}^{2d}))$ a *measure-valued solution* of the equation (8) on the time interval $[0, T)$, subject to the initial datum $g_\tau \in C([−τ, 0]; P_1(\mathbb{R}^{2d}))$, if for all compactly supported test functions $\xi \in C_c^\infty(\mathbb{R}^{2d} \times [0, T))$, we have

$$
\int_0^T \int_{\mathbb{R}^{2d}} f_t (\partial_t \xi + v \cdot \nabla_x \xi + F[f_{t-\tau}] \cdot \nabla_v \xi) \, dx \, dv \, dt + \int_{\mathbb{R}^{2d}} g_\tau(x,v) \xi(x,v,0) \, dx \, dv = 0,
$$

where $F[f_{t-\tau}]$ is defined in (8) and we adopt the notation $f_{t-\tau} := g_{t-\tau}$ for $t \in [0, \tau]$.

Note that in the case of asymptotic flocking the distribution function $f = f(t, x, v)$ will concentrate in the velocity variable as $t \to \infty$, hence the space of nonnegative (probability) measures is the natural solution space for the kinetic model.

### 3.1. Existence and uniqueness of solutions for the kinetic problem (8)

In this part, we show the existence and uniqueness of measure-valued solutions to the kinetic equation (8) in the sense of Definition 3.3.

The main result of this section is:

**Theorem 3.4.** Let the initial datum $g_t \in C([−τ, 0]; P_1(\mathbb{R}^{2d}))$ and assume that $g_t$ is uniformly compactly supported in position and velocity on $[−τ, 0]$, i.e., there exists a constant $R > 0$ such that

$$
\text{supp } g_t \subset B^{2d}(0, R) \quad \text{for all } t \in [−τ, 0], \quad (22)
$$

where $B^{2d}(0, R)$ denotes the ball of radius $R$ in $\mathbb{R}^{2d}$, centered at the origin.

Then for any $T > 0$, the kinetic equation (8) admits a unique measure-valued solution $f_t \in C([0, T]; P_1(\mathbb{R}^{2d}))$ in the sense of Definition of (3.3), which is also uniformly compactly supported in position and velocity. Furthermore, $f_t$ is determined as the push-forward of the density $f_0 := g_0$ through the flow map generated by the locally Lipschitz velocity field $(v, F[f_{t-\tau}])$ in phase space.

For the proof, we first derive a local Lipschitz and $L^\infty$ bound on the force field $F[f_t]$. Let us introduce the zeroth and first order moments of $f_t$,

$$
\rho_{f_t} := \int_{\mathbb{R}^d} df_t(v) \quad \text{and} \quad \rho_{f_t} u_{f_t} := \int_{\mathbb{R}^d} v \, df_t(v).
$$

Note that $\rho_{f_t}$ is, for every fixed $t \geq 0$, a probability measure on $\mathbb{R}^d$.

**Lemma 3.5.** Let $f_t \in C([0, T]; P_1(\mathbb{R}^{2d}))$ be uniformly compactly supported, i.e.,

$$
\text{supp } f_t \subset B^{2d}(0, R) \quad \text{for all } t \in [0, T],
$$

for some positive constant $R > 0$.

Then the force field $F[f_t](x,v)$ defined in (8) is locally Lipschitz continuous with respect to $x$ and $v$, uniformly in time, i.e., there exists a constant $C > 0$ such that

$$
|F[f_t](x,v) − F[f_t](\tilde{x},\tilde{v})| \leq C(|x − \tilde{x}| + |v − \tilde{v}|) \quad \text{for } (x,v) \in B^{2d}(0, R), \ t \in [0, T].
$$

Moreover, there exists a constant $C > 0$ such that

$$
|F[f_t](x,v)| \leq C \quad \text{for } (x,v) \in B^{2d}(0, R), \ t \in [0, T].
$$
Proof. Due to the assumed positivity of the influence function \( \psi \) and the fact that \( \rho_{f_i} \) is a probability measure on \( \mathbb{R}^d \), we have
\[
0 < \psi_\ast := \inf_{y \in B^d(0,2R)} \psi(|y|) \leq (\psi \ast \rho_{f_i})(x) \quad \text{for all } x \in \mathbb{R}^d,
\]
where the convolution operator \( \ast \) is defined as
\[
(\psi \ast \rho)(x) := \int_{\mathbb{R}^d} \psi(|x-y|) \, d\rho(y).
\]
Moreover,
\[
|(|\psi \ast (\rho_{f_i} u_{f_i})|)(x)| = \int_{\mathbb{R}^d} \psi(|x-y|) v \, df_i(y,v) \leq R\|\psi\|_{L^\infty}.
\]
This yields
\[
|F[f_i](x,v) - F[f_i](\tilde{x},\tilde{v})| \\
\leq \left| \frac{(\psi \ast (\rho_{f_i} u_{f_i}))(x)}{(\psi \ast \rho_{f_i})(x)} - \frac{(\psi \ast (\rho_{f_i} u_{f_i}))(\tilde{x})}{(\psi \ast \rho_{f_i})(\tilde{x})} \right| + |v - \tilde{v}| \\
\leq 2 \max\{1,R\} \|\psi\|_{L^\infty} \left| (\psi \ast (\rho_{f_i} u_{f_i}))(x) - (\psi \ast (\rho_{f_i} u_{f_i}))(\tilde{x}) \right| \\
+ |(\psi \ast \rho_{f_i})(x) - (\psi \ast \rho_{f_i})(\tilde{x})| + |v - \tilde{v}| \\
\leq 2(R + 1) \max\{1,R\} \|\psi\|_{L^\infty} \|\psi\|_{L^2} \|x - \tilde{x}\| + |v - \tilde{v}|,
\]
where \( \|\psi\|_{L^p} \) denotes the Lipschitz constant of \( \psi \) and we used the estimates
\[
|(\psi \ast (\rho_{f_i} u_{f_i}))(x) - (\psi \ast (\rho_{f_i} u_{f_i}))(\tilde{x})| \leq R\|\psi\|_{L^2p} |x - \tilde{x}|
\]
and
\[
|(\psi \ast \rho_{f_i})(x) - (\psi \ast \rho_{f_i})(\tilde{x})| \leq \|\psi\|_{L^p} |x - \tilde{x}|.
\]
Finally, we easily find that
\[
|F[f_i](x,v)| \leq R \left( \frac{\|\psi\|_{L^\infty}}{\psi_\ast} + 1 \right) \quad \text{for } (x,v) \in B^{2d}(0,R), t \in [0,T].
\]

We are now ready to prove the main Theorem of this Section.

Proof of Theorem 3.4. An application of [7, Theorem 3.10] together with Lemma 3.5 directly implies the local-in-time existence and uniqueness of measure-valued solutions to the system (8) in the sense of Definition 3.3. We notice that these local-in-time solutions exist as long as the solution is compactly supported in position and velocity. Thus, to prove the global-in-time existence of solutions, we only need to estimate the growth of support of \( f_i \) in both position and velocity. Let us set
\[
R_X[f_i] := \max_{x \in \text{supp}_x f_i} |x|, \quad R_V[f_i] := \max_{v \in \text{supp}_v f_i} |v|, \quad (23)
\]
for \( t \in [0,T] \), where \( \text{supp}_x f_i \) and \( \text{supp}_v f_i \) represent \( x- \) and \( v - \) projections of \( \text{supp} f_i \), respectively. We also set
\[
R_X^t := \max_{-\tau \leq s \leq t} R_X[f_s], \quad R_V^t := \max_{-\tau \leq s \leq t} R_V[f_s], \quad (24)
\]
We will construct the solution using the method of steps, see, e.g., [26]. We first consider the time interval \([0, \tau]\) and construct the system of characteristics \(Z(t; x, v) := (X(t; x, v), V(t; x, v)) : [0, \tau] \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d \times \mathbb{R}^d\) associated with (8),

\[
\frac{dX(t; x, v)}{dt} = V(t; x, v), \\
\frac{dV(t; x, v)}{dt} = F[f_{t_1 - \tau}](Z(t; x, v)),
\]

(25)

where we adopt the notation \(f_{t_1 - \tau} \equiv g_{t_1 - \tau}\) for \(t \in [0, \tau]\). The system (25) is considered subject to the initial conditions

\[
X(0; x, v) = x, \quad V(0; x, v) = v,
\]

(26)

for all \((x, v) \in \mathbb{R}^{2d}\). Then, by Lemma 3.5, we obtain the well-posedness of the characteristic system (25)-(26) on the time interval \([0, \tau]\). Note that the evolution of \(V\) can be rewritten as

\[
\frac{dV(t; x, v)}{dt} = \int_{\mathbb{R}^{2d}} \psi(|X(t; x, v) - y|) w \, df_{t_1 - \tau}(y, w) - V(t; x, v).
\]

Using a similar argument as in the proof of Lemma 2.2, we obtain

\[
\frac{d|V(t)|}{dt} \leq R_{V, t}^{t_1 - \tau} - |V(t)| \quad \text{for} \quad t \in [0, \tau].
\]

This, together with the continuity argument from the proof of Lemma 2.2, yields

\[
R_{V, t}^{t_1} < R_0^{t_1} \quad \text{for} \quad t \geq -\tau \quad \text{for} \quad t \in [0, \tau],
\]

which further implies \(R_{X, t}^{t_1} \leq R_{V, t}^{t_1} + tR_0^{t_1}\) for \(t \in [0, \tau]\).

Thus, on the time interval \([0, \tau]\) we can construct a solution \(f_t\) of (8) that is compactly supported in \(x\) and \(v\) according to the above estimates. We then iterate the construction inductively on the time intervals \([k \tau, (k + 1) \tau]\) for \(k = 1, 2, \ldots, \) until we reach the final time \(T\). This provides a solution \(f_t \in C([0, T]; \mathcal{P}_1(\mathbb{R}^{2d}))\) that is uniformly compactly supported in \(x\) and \(v\). Finally, it can be easily proved that this solution can be expressed as a push-forward of the initial datum \(f_0\) by the characteristic map \(Z(t; \cdot, \cdot)\), i.e., \(f_t = Z(t; \cdot, \cdot) \# f_0\), and that this formulation is equivalent to the weak formulation (21), see, e.g., [7].

3.2. Stability estimates for the kinetic equation (8). In this section we derive the stability estimate for the measure-valued solutions of the system (8) constructed in Theorem 3.4.

**Theorem 3.6.** Let \(f^i_t \in C([0, T]; \mathcal{P}_1(\mathbb{R}^{2d}))\), \(i = 1, 2, \) be two weak solutions of (8) on the time interval \([0, T]\), subject to the compactly supported initial data \(g^i_s \in C([-\tau, 0]; \mathcal{P}_1(\mathbb{R}^{2d}))\), as constructed in Theorem 3.4. Then there exists a constant \(C = C(T)\) such that

\[
d_1(f^1_t, f^2_t) \leq C \max_{s \in [-\tau, 0]} d_1(g^1_s, g^2_s) \quad \text{for} \quad t \in [0, T].
\]

(27)

**Proof.** Adopting again the notation \(f_{t_1 - \tau} \equiv g_{t_1 - \tau}\) for \(t \in [0, \tau]\), we again construct the system of characteristics \(Z^i(t; x, v) := (X^i(t; x, v), V^i(t; x, v)) : [0, T] \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d \times \mathbb{R}^d,\)

\[
\frac{dX^i(t; x, v)}{dt} = V^i(t; x, v), \\
\frac{dV^i(t; x, v)}{dt} = F[f_{t_1 - \tau}^i](Z^i(t; x, v)),
\]

(28)
subject to the initial condition
\[ X^i(0; x, v) = x, \quad V^i(0; x, v) = v, \]
for all \((x, v) \in \mathbb{R}^{2d}\). Since by Theorem 3.4 the measures \(f^i_t\) have uniformly compact supports in phase space on \([0, T]\), the flows \(Z^t\), \(i = 1, 2\), are well defined on this time interval. Then it is easy to check that \(f^i_t = Z^t(t; s, \cdot)\# f^i_s\) for any \(t, s \in [0, T]\); see, e.g., [7]. Moreover, similarly as in (24), let us denote by \(R_{i,X}^T\) and, resp., \(R_{i,V}^T\) the support diameters
\[ R_{i,X}^T := \max_{-\tau \leq s \leq t} R_X[f^i_s], \quad R_{i,V}^T := \max_{-\tau \leq s \leq t} R_V[f^i_s], \]
where \(R_X\) and \(R_V\) are defined in (23).

We choose an optimal transport map \(S^0(x, v) = (S^0_T(x, v), S^0_v(x, v))\) between the probability measures \(f^1_0\) and \(f^2_0\) with respect to the distance \(d_1\), i.e., \(f^0_0 = S^*\# f^1_0\)
\[ d_1(f^1_0, f^2_0) = \int_{\mathbb{R}^{2d}} |(x, v) - S^0(x, v)| \, df^1_0(x, v). \]
Moreover, defining \(T^i := Z^2(t; \cdot, \cdot) \circ S^0 \circ Z^1(t; \cdot, \cdot)^{-1}\) for \(t \in [0, T]\), we have \(T^i \# f^1_t = f^2_t\),
\[ d_1(f^1_t, f^2_t) \leq \int_{\mathbb{R}^{2d}} |(x, v) - T^i(x, v)| \, df^1_t(x, v). \]
Therefore, defining for \(t \in [0, T]\),
\[ u(t) := \int_{\mathbb{R}^{2d}} \left| (x, v) - T^i(x, v) \right| \, df^1_t(x, v) \]
\[ = \int_{\mathbb{R}^{2d}} \left| Z^1(t; x, v) - Z^2(t; S^0(x, v)) \right| \, df^1_0(x, v), \]
where we used the identity \(T^i \circ Z^1(t; \cdot, \cdot) = Z^2(t; \cdot, \cdot) \circ S^0\), we have \(d_1(f^1_t, f^2_t) \leq u(t)\) for all \(t \in [0, T]\). We extend the definition of \(T^i\) for \(t \in [-\tau, 0]\) to be an optimal transport map between the data \(g^1_t\) and \(g^2_t\). Note that \(T^0 \equiv S^0\). We also extend the definition of \(u(t)\),
\[ u(t) := d_1(g^1_t, g^2_t) = \int_{\mathbb{R}^{2d}} \left| (x, v) - T^i(x, v) \right| \, dg^1_t(x, v), \quad \text{for } t \in [-\tau, 0]. \]
We have
\[ \frac{d}{dt} u(t) \leq \int_{\mathbb{R}^{2d}} |V^1(t; x, v) - V^2(t; S^0(x, v))| \, df^1_0(x, v) \]
\[ + \int_{\mathbb{R}^{2d}} \left| [F[f^1_{t-\tau}] (Z^1(t; x, v)) - F[f^2_{t-\tau}] (Z^2(t; S^0(x, v))) \right| \, df^1_0(x, v). \]
The first term of the right-hand side is, by definition, estimated from above by \(u(t)\). The second term is rewritten as
\[ J := \int_{\mathbb{R}^{2d}} |F[f^1_{t-\tau}] (x, v) - F[f^2_{t-\tau}] (T^i(x, v))| \, df^1_t(x, v) \]
and by definition of \(F[\cdot]\) we have
\[ |F[f^1_{t-\tau}] (x, v) - F[f^2_{t-\tau}] (T^i(x, v))| \]
\[ = \int_{\mathbb{R}^{2d}} \psi(|x - y|)(w - v) \, df^1_{t-\tau}(y, w) - \int_{\mathbb{R}^{2d}} \psi(|x - y|) \, df^1_t(y, w) \]
\[ - \int_{\mathbb{R}^{2d}} \psi(|T^i_x - y|)(w - T^i_t) \, df^2_{t-\tau}(y, w) + \int_{\mathbb{R}^{2d}} \psi(|T^i_x - y|) \, df^2_t(y, w), \]
where we introduced the shorthand notation $T^i_x := T^i_x(x, v)$ and similarly for $T^i_{v^i}$. Note that due to the monotonicity of $\psi$, we have the lower bound for the first denominator

$$\int_{\mathbb{R}^d} \psi(|x-y|) \, df_{t-\tau}^{1}(y, w) \geq \psi(R^{1}_{t,X}) > 0 \quad \text{for all } x \in \mathbb{R}^d,$$

and analogously for the other denominator. Consequently,

$$|F[f_{t-\tau}^{1}](x, v) - F[f_{t-\tau}^{2}](T^i_x, x, v)|$$

$$\leq \frac{1}{\psi(R^{1}_{t,X})} \int_{\mathbb{R}^d} \psi(|x-y|)(w-v) \, df_{t-\tau}^{1}(y, w) - \int_{\mathbb{R}^d} \psi(|T^i_x - y|)(w - T^i_{v^i}) \, df_{t-\tau}^{2}(y, w)$$

$$+ \frac{1}{\psi(R^{1}_{t,X})\psi(R^{2}_{t,Y})} \int_{\mathbb{R}^d} \psi(|T^i_x - y|)(w - T^i_{v^i}) \, df_{t-\tau}^{2}(y, w)$$

$$\times \left| \int_{\mathbb{R}^d} \psi(|x-y|) \, df_{t-\tau}^{1}(y, w) - \int_{\mathbb{R}^d} \psi(|T^i_x - y|) \, df_{t-\tau}^{2}(y, w) \right|.$$

The expression on the last line is estimated by

$$\left| \int_{\mathbb{R}^d} \psi(|x-y|) \, df_{t-\tau}^{1}(y, w) - \int_{\mathbb{R}^d} \psi(|T^i_x - y|) \, df_{t-\tau}^{2}(y, w) \right|$$

$$\leq \int_{\mathbb{R}^d} |\psi(|x-y|) - \psi(|T^i_x - T^i_{v^i} - T^i_{1-\tau}(y, w))| \, df_{t-\tau}^{1}(y, w)$$

$$\leq \|\psi\|_{L^p} \left( |x - T^i_x| + \int_{\mathbb{R}^d} |y - T^i_{v^i} - T^i_{1-\tau}(y, w)| \, df_{t-\tau}^{1}(y, w) \right)$$

$$\leq \|\psi\|_{L^p} \left( |x - T^i_x| + u(t - \tau) \right).$$

Similarly, we have

$$\left| \int_{\mathbb{R}^d} \psi(|x-y|)(w-v) \, df_{t-\tau}^{1}(y, w) - \int_{\mathbb{R}^d} \psi(|T^i_x - y|)(w - T^i_{v^i}) \, df_{t-\tau}^{2}(y, w) \right|$$

$$\leq \int_{\mathbb{R}^d} |\psi(|x-y|)(w-v) - \psi(|T^i_x - T^i_{v^i} - T^i_{1-\tau}(y, w))|(T^i_{v^i} - T^i_{1-\tau}(y, w) - T^i_{v^i})| \, df_{t-\tau}^{1}(y, w)$$

$$\leq \int_{\mathbb{R}^d} |\psi(|x-y|) - \psi(|T^i_x - T^i_{v^i} - T^i_{1-\tau}(y, w))| |v - w| \, df_{t-\tau}^{1}(y, w)$$

$$+ \int_{\mathbb{R}^d} |\psi(|T^i_x - T^i_{v^i} - T^i_{1-\tau}(y, w))| |v - w - (T^i_{v^i} - T^i_{1-\tau}(y, w) - T^i_{v^i})| \, df_{t-\tau}^{1}(y, w).$$

The first term of the right-hand side is estimated by

$$\int_{\mathbb{R}^d} |\psi(|x-y|) - \psi(|T^i_x - T^i_{v^i} - T^i_{1-\tau}(y, w))| |v - w| \, df_{t-\tau}^{1}(y, w)$$

$$\leq (|v| + R^{1}_{i})\|\psi\|_{L^p} \left( |x - T^i_x| + u(t - \tau) \right),$$

where we used the uniform boundedness of the velocity support of $f^1_t$ and similar steps as above. For the second term we have

$$\int_{\mathbb{R}^d} |\psi(|T^i_x - T^i_{v^i} - T^i_{1-\tau}(y, w))| |v - w - (T^i_{v^i} - T^i_{1-\tau}(y, w) - T^i_{v^i})| \, df_{t-\tau}^{1}(y, w)$$

$$\leq \|\psi\|_{L^\infty} \int_{\mathbb{R}^d} (|v - T^i_v| + |w - T^i_{v^i} - T^i_{1-\tau}(y, w)|) \, df_{t-\tau}^{1}(y, w)$$

$$\leq \|\psi\|_{L^\infty} \left( |v - T^i_v| + u(t - \tau) \right).$$
Finally, we have
\[
\left| \int_{\mathbb{R}^{d}} \psi(|T_{t}^{i} - y|)(w - T_{t}^{i}) \, df_{t-\tau}(y, w) \right| \leq \|\psi\|_{L^{\infty}} (R_{2;}^{T} + |T_{t}^{i}|).
\]
Putting the above estimates together, we arrive at
\[
J = \int_{\mathbb{R}^{d}} |F[f_{t-\tau}^{i}](x, v) - F[f_{t}^{i}](T^{i}(x, v))| \, df_{t}^{i}(x, v)
\]
\[
\leq C \int_{\mathbb{R}^{d}} (|x - T_{x}^{i}| + |v - T_{v}^{i}| + u(t - \tau)) \, df_{t}^{i}(x, v)
\]
\[
\leq C(u(t) + u(t - \tau)),
\]
where the constant $C$ depends only on $\|\psi\|_{L^{\infty}}$, $\|\psi\|_{Lip}$ and the support diameters $R_{1;}^{T}, R_{i;}^{T}, i = 1, 2$.

Finally, we arrive at
\[
\frac{d}{dt} u(t) \leq C(u(t) + u(t - \tau))
\]
for all $t \in [0, T]$. To conclude (27), we denote
\[
\bar{u} := \max_{s \in [-\tau, 0]} u(s) = \max_{s \in [-\tau, 0]} d_{1}(g_{s}^{1}, g_{s}^{2}),
\]
and for $w(t) := e^{-Ct} u(t)$, we calculate
\[
\frac{d}{dt} w(t) \leq C e^{-Ct} w(t - \tau).
\]
A simple induction argument yields then
\[
w(t) \leq \bar{u} \left(1 + C \tau e^{-Ct}\right)^{k} \quad \text{for } t \in ((k - 1)\tau, k\tau].
\]
Consequently,
\[
u(t) \leq \bar{u} e^{Ct} \left(1 + C \tau e^{-Ct}\right)^{k} \quad \text{for } t \in ((k - 1)\tau, k\tau],
\]
which can be further roughly estimated by
\[
u(t) \leq \bar{u} e^{2Ct} \quad \text{for } t \geq 0.
\]
We conclude (27) by recalling that $d_{1}(f_{t}^{1}, f_{t}^{2}) \leq u(t)$ for all $t \in [0, T]$.

**Remark 4.** The stability result of Theorem 3.6 can be used for carrying out a rigorous passage to the mean field limit in the discrete system (5)–(7). Indeed, let us fix an initial datum $g_{s} \in C([-\tau, 0]; \mathcal{P}_{1}(\mathbb{R}^{2d}))$, compactly supported in position and velocity, i.e., satisfying (22) with some $R > 0$. Let $\{g_{N}^{s}\}_{N \in \mathbb{N}}$ be a family $N$-particle approximations of $g_{s}$, i.e.,
\[
g_{N}^{s} := \sum_{i=1}^{N} \delta(x - x_{i}^{0}(s)) \otimes \delta(v - v_{i}^{0}(s)) \quad \text{for } s \in [-\tau, 0],
\]
where the $x_{i}^{0}, v_{i}^{0} \in C([-\tau, 0]; \mathbb{R}^{d})$ are chosen such that
\[
\max_{s \in [-\tau, 0]} d_{1}(g_{s}^{N}, g_{s}) \to 0 \quad \text{as } N \to \infty.
\]
Denoting then $(x_{i}^{N}, v_{i}^{N})$ the solution of the discrete $N$-particle system (5)–(7) subject to the initial datum $(x_{i}^{0}, v_{i}^{0})_{i=1,\ldots,N}$, and the corresponding empirical measure
\[
f_{t}^{N} := \sum_{i=1}^{N} \delta(x - x_{i}^{N}(t)) \otimes \delta(v - v_{i}^{N}(t)) \quad \text{for } t \in [0, T),
\]
then it is easily checked that \( f_t^N \) is a measure valued solution of the kinetic system (8) in the sense of Definition 3.3. Moreover, if \( f_t \in C([0, T); \mathcal{P}_1(\mathbb{R}^{2d})) \) is a measure valued solution of (8) subject to the datum \( g_s \), as constructed in Theorem 3.4, then by Theorem 3.6 we have the stability estimate

\[
d_1(f_t, f_t^N) \leq C \max_{t \in [-\tau, 0]} d_1(g_s, g_s^N) \quad \text{for} \quad t \in [0, T),
\]

where the constant \( C \) depends only on the influence function \( \psi \), \( R \) and \( T \) (in particular, it is independent of \( N \)). Consequently, \( f_t^N \) is an approximation of \( f_t \), i.e., \( f_t^N \to f_t \) in \( d_1 \), uniformly on \([0, T)\), as \( N \to \infty \).

3.3. Asymptotic flocking in the kinetic equation (8). In this part we present a sufficient condition for asymptotic flocking in the kinetic system (8). Let us note that this is a very natural extension of Theorem 2.1, combined with the stability result of Theorem 3.6.

In analogy to (3), we define the position- and velocity diameters for a compactly supported measure \( g \in \mathcal{P}_1(\mathbb{R}^{2d}) \),

\[
d_X[g] := \text{diam} (\text{supp}_x g), \quad d_V[g] := \text{diam} (\text{supp}_v g),
\]

where \( \text{supp}_x f \) denotes the \( x \)-projection of \( \text{supp} f \) and similarly for \( \text{supp}_v f \).

**Theorem 3.7.** Let \( f_t \in C([0, T); \mathcal{P}_1(\mathbb{R}^{2d})) \) be a weak solution of (8) on the time interval \([0, T)\), subject to a compactly supported initial datum \( g_s \in C([-\tau, 0]; \mathcal{P}_1(\mathbb{R}^{2d})) \), as constructed in Theorem 3.4. Moreover, assume that

\[
d_V[g_0] + \int_{-\tau}^0 d_V[g_s] \, ds < \int_{d_X[g_{-\tau}]}^{\infty} \psi(s) \, ds.
\]

Then the weak solution \( f_t \) satisfies

\[
d_V[f_t] \leq \left( \max_{s \in [-\tau, 0]} d_V[g_s] \right) e^{-Ct} \quad \text{for} \quad t \geq 0, \quad \sup_{t \geq 0} d_X[f_t] < \infty,
\]

where \( C \) is a positive constant independent of \( t \).

**Proof.** Similarly as in Remark 4, we construct \( \{g_s^N\}_{N \in \mathbb{N}} \) a family of \( N \)-particle approximations of \( g_s \), i.e.,

\[
g_s^N := \sum_{i=1}^N \delta(x - x_i^0(s)) \otimes \delta(v - v_i^0(s)) \quad \text{for} \quad s \in [-\tau, 0],
\]

where the \( x_i^0, v_i^0 \in C([-\tau, 0]; \mathbb{R}^d) \) are chosen such that

\[
\max_{s \in [-\tau, 0]} d_1(g_s^N, g_s) \to 0 \quad \text{as} \quad N \to \infty.
\]

Due to the assumption (28), we can choose \( x_i^0, v_i^0 \) such that the discrete flocking condition (10) is uniformly satisfied for all \( N \in \mathbb{N} \). Denoting then \( (x_t^N, v_t^N) \) the solution of the discrete \( N \)-particle system (5)–(7) subject to the initial datum \((x_i^0, v_i^0), i=1, \ldots, N\), Theorem 2.1 provides a positive constant \( C_1 > 0 \) such that

\[
d_V(t) \leq \left( \max_{s \in [-\tau, 0]} d_V(s) \right) e^{-C_1 t} \quad \text{for} \quad t \geq 0,
\]
with the diameters \( d_V, d_X \) defined in (3). The constant \( C_1 > 0 \) is independent of \( t \) and \( N \). The empirical measure

\[
f_t^N := \sum_{i=1}^{N} \delta(x - x_i^N(t)) \otimes \delta(v - v_i^N(t))
\]

is a measure valued solution of the kinetic equation (8) in the sense of Definition 3.3. For any fixed \( T > 0 \), Theorem 3.6 provides the stability estimate

\[
d_1(f_t, f_N^t) \leq C_2 \max_{s \in [-\tau, 0]} d_1(g_s, g_N^s) \quad \text{for} \quad t \in [0, T),
\]

where the constant \( C_2 > 0 \) is independent of \( N \). Thus, fixing \( T > 0 \) and letting \( N \to \infty \) implies \( d_V[f_t] = d_V[g_s] \) on \([0, T)\), and, consequently,

\[
d_V[f_t] \leq \left( \max_{s \in [-\tau, 0]} d_V[g_s] \right) e^{-C_1t} \quad \text{for} \quad t \in [0, T).
\]

Since \( T \) can be chosen arbitrarily and \( C_1 \) is independent of time, we conclude (29). The finiteness of \( \sup_{t \geq 0} d_X[f_t] \) is a direct consequence of the above. 

4. Numerical experiments. In this section we present several numerical experiments for the particle system (5)–(7). We use the standard explicit Euler scheme for the discretization in time and the method of steps to treat the delayed terms, see, e.g., [26]. We are interested in possible oscillatory behavior of the particle velocities and their long-time behavior.

4.1. Two particles. We first consider the case of two particles, \( N = 2 \), with positions \( x_1(t), x_2(t) \) and velocities \( v_1(t), v_2(t) \). Then \( \phi_{12} = \phi_{21} = 1 \), thus the velocity equations in (5) decouple from the positions and they satisfy

\[
\begin{align*}
\frac{dv_1(t)}{dt} &= v_2(t - \tau) - v_1(t), \\
\frac{dv_2(t)}{dt} &= v_1(t - \tau) - v_2(t).
\end{align*}
\]

Defining \( u := v_1 + v_2 \), \( w := v_1 - v_2 \), we have

\[
\begin{align*}
\frac{du(t)}{dt} &= u(t - \tau) - u(t), \\
\frac{dw(t)}{dt} &= -w(t - \tau) - w(t).
\end{align*}
\]

The first equation admits, for a constant initial datum, a constant solution, which corresponds to momentum conservation of the two-particle system. Assuming a solution of the form \( w(t) = e^{\lambda t} \) for the second equation, for some \( \lambda \in \mathbb{C} \), we obtain the characteristic equation

\[
\lambda = -e^{-\lambda \tau} - 1.
\]

Writing \( \lambda = \mu + i\sigma \) with \( \mu, \sigma \in \mathbb{R} \), the real part of the characteristic equation reads

\[
\mu + 1 = -e^{-\mu \tau} \cos(\sigma \tau).
\]

This immediately implies that \( \mu \leq 0 \), and from the asymptotic stability theory of delayed differential equations, see, e.g., [26, 19], it follows that all solutions \( w(t) \) of (32) either tend to zero as \( t \to \infty \) or stay uniformly bounded. Using the Lyapunov function method developed in [15], it can be shown that \( w \) asymptotically converges to zero as \( t \to \infty \) whenever \( \tau < 1/\sqrt{2} \); however, this sufficient condition seems not
to be optimal. Moreover, the numerical experiments presented in Fig. 1 suggest that for small delays ($\tau = 0.25$, first row in Fig. 1) the solution typically tends to zero monotonically as $t \to \infty$, while oscillations appear for larger delays ($\tau = 1$, second row in Fig. 1)

![Graphs showing particle velocities and velocity diameters for different delays](image)

**Figure 1.** The system with two particles: Particle velocities $v_1(t)$, $v_2(t)$ as solutions of (30) (left panels) and velocity diameters $d_V(t)$ (right panels, logarithmic scale) for $\tau = 0.25$ (first row) and $\tau = 1$ (second row). The initial condition is constant, $v_1(t) \equiv 1$, $v_2(t) \equiv -1$ for $t \in [-\tau, 0]$.

### 4.2. Three particles.

We provide a heuristic argument suggesting that for $N = 3$ and (at least) $\tau = 0$, we can expect asymptotic flocking for any initial datum and any nonincreasing positive influence function $\psi$. Indeed, for any permutation $(i, j, k)$ of the particle indices $\{1, 2, 3\}$ we have the following alternative: Either the distance $|x_i - x_j|$ is larger than $|x_i - x_k|$, then $\psi(|x_i - x_j|) \leq \psi(|x_i - x_k|)$ and, consequently,

$$\phi_{ik}(x, 0) = \frac{\psi(|x_i - x_k|)}{\psi(|x_i - x_k|) + \psi(|x_i - x_j|)} \geq \frac{1}{2}.$$  

Or the opposite is true, then $\psi(|x_i - x_j|) \geq \psi(|x_i - x_k|)$ and

$$\phi_{ij}(x, 0) = \frac{\psi(|x_i - x_j|)}{\psi(|x_i - x_k|) + \psi(|x_i - x_j|)} \geq \frac{1}{2}.$$  

Repeating this argument for all permutations of the indices $\{1, 2, 3\}$, we conclude that each particle interacts “strongly” with at least one other particle, independently of the particle distances (even if the influence function $\psi(s)$ is decaying quickly for
large $s$). Thus, having only three particles, we expect asymptotic flocking for any initial datum.

Even though the above argument is heuristic and assumes $\tau = 0$, our extensive numerical simulations seem to suggest that it applies for any delay length $\tau$. Indeed, we were not able to find a setting where the velocity fluctuation would not be asymptotically tending to zero. We illustrate this in Fig. 2, where we solved the system (5)–(7) with exponentially decaying influence function $\psi(s) = e^{-s}$, subject to the initial datum

$$v_1(s) \equiv -10, \quad v_2(s) \equiv 0, \quad v_3(s) \equiv 20, \quad s \in [-\tau, 0] \quad (33)$$

and

$$x_i(s) = v_is, \quad s \in [-\tau, 0], \quad (34)$$

i.e., the initial velocities are constant, and the particle trajectories start from zero at $t = -\tau$. We choose three different values for the delay $\tau \in \{10^{-2}, 10^{-1}, 1\}$. Note that at $t = 0$, the particle locations are

$$x_1(0) = -10\tau, \quad x_2(0) = 0, \quad x_3(0) = 20\tau,$$

so for $\tau = 1$ the terms $\psi(|x_i - x_k|)$ are exponentially small (in particular, of the orders $e^{-10}$ and $e^{-20}$). Still, the solution converges relatively fast to a common velocity (see Fig. 2, last row). Moreover, note that for $\tau = 0.25$ the decay of the velocity diameter is monotone, while for $\tau = 1$ oscillations appear.

4.3. Four particles. According to the heuristic argument above and our numerical experiments, it seems that at least four particles are needed in order to observe non-flocking in the system. We present a setting where flocking takes place for a small value of the delay, but there is no flocking for a larger delay.

We solve the coupled system (5)–(7) with $N = 4$ and the influence function $\psi$ given by the Cucker-Smale-type expression

$$\psi(s) = \frac{1}{(1 + s^2)^{\frac{1}{4}}}.$$  

We prescribe the initial datum

$$v_1(s) \equiv -0.1, \quad v_2(s) \equiv 0, \quad v_3(s) \equiv 0.5, \quad v_4(s) \equiv 0.6, \quad s \in [-\tau, 0] \quad (35)$$

and

$$x_i(s) = v_is, \quad s \in [-\tau, 0]. \quad (36)$$

We consider two values for the delay, $\tau = 0.25$ and $\tau = 1$, and plot the solutions in Fig. 3. Let us note that in neither case the flocking condition (10) of Theorem 2.1 is satisfied. However, for $\tau = 0.25$ the system still exhibits asymptotic flocking. On the other hand, the reason why there is no flocking for $\tau = 1$ is that there is strong interaction between particles 1 and 2 and between particles 3 and 4, but the interaction between these two pairs is weak.
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