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Abstract

Building upon the recent progress in novel view synthesis, we propose its application to improve monocular depth estimation. In particular, we propose a novel training method split in three main steps. First, the prediction results of a monocular depth network are warped to an additional viewpoint. Second, we apply an additional image synthesis network, which corrects and improves the quality of the warped RGB image. The output of this network is required to look as similar as possible to the ground-truth view by minimizing the pixel-wise RGB reconstruction error. Third, we reapply the same monocular depth estimation onto the synthesized second viewpoint and ensure that the depth predictions are consistent with the associated ground truth depth. Experimental results prove that our method achieves state-of-the-art or comparable performance on the KITTI and NYU-Depth-v2 datasets with a lightweight and simple vanilla U-Net architecture.

1. Introduction

Monocular depth estimation has been an important topic in the computer vision community for years, and has been widely applied in many tasks such as 3D reconstruction, semantic segmentation, object detection, autonomous driving, or improving super-resolution on low-quality images. Recently, several papers [48, 8, 73] which used novel view synthesis (NVS) have demonstrated that accurate geometry priors can well benefit the synthesis quality. SynSin [73] showed that a rough but plausible depth estimation can be obtained even without depth supervision and that a depth estimation network can obtain supervision signals from an end-to-end view synthesis pipeline. Furthermore, the recent NVS methods using implicit representations [46, 44] do not use the depth information to optimize a neural radiance field, but the geometry can still be well learned showing that view constraints can guide a network to learn the depth of the image.

In this paper, we focus on monocular depth prediction and propose a new training pipeline for monocular depth prediction architectures which uses novel view consistency constraints as a supervisory signal in addition to the common depth supervision. To this end, our pipeline is trained with two neighboring viewpoints, which are simultaneously predicted during training to provide further network supervision via differentiable rendering of both the RGB image and the depth data. We evaluate our method on various indoor and outdoor datasets and investigate the key elements of our pipeline, carrying out an ablation study that shows the benefits of the proposed training strategy. Our approach yields lower RMSE scores than other state-of-the-art methods and outperforms them on all metrics on the NYU-Depth-v2 [47] dataset, while yielding on par performance with the best method on the KITTI [19] dataset.

Overall, our contributions are two-fold:

1. We propose to use novel-view synthesis as an additional supervisory signal to improve the training of a monocular depth estimation network. To this end, we propose two loss functions that augment the traditional depth supervision.
2. We present comprehensive experiments on both indoor and outdoor datasets that demonstrate the benefits of our approach, as well as an ablation study which empirically justifies our design choices.

We will make all source code and trained models publicly available upon publication to ensure reproducibility.

2. Related Work

This literature review focuses on the main related fields, namely depth estimation and novel view synthesis. Depth estimation. Originally, the task of depth estimation from 2D image data relied on classical stereo vision [63] approaches. Below, we present a review of the monocular centered methods. Existing approaches can be roughly divided into supervised, self-supervised and unsupervised models. Here, we focus on supervised methods.
A pioneering work which took advantage of supervised learning for depth estimation from a single monocular image appeared in 2005 by Saxena et al. [55]. Their model used a discriminatively-trained Markov random field that incorporated local and global features from the image. Since then, various approaches to provide additional consistency to the prediction have been tested. The works of [41, 72, 21] opted to use semantic segmentation as an additional key feature to guide the training. [29, 52, 30] built upon the hypothesis of similarity between image pairs, assuming that two similar images were more likely to also have a similar 3D structure.

Numerous works [42, 38, 54, 34, 39, 37, 18, 10] based their proposed architectures on fully convolutional neural networks (CNN). [42] paired the network with a learning scheme which learns the unary and pairwise potentials of continuous Conditional Random Fields (CRFs). [38] used a DCNN model to map patches from multi-scale images. [34] proposed a modified ResNet-50 architecture with novel upsampling blocks allowing higher resolution. [39] captured scene details by considering information contained in depth gradients – with this purpose, they proposed a fast-to-train two-streamed CNN to regress the depth and depth gradients. [34] combined CNNs with Regression Forest to predict depth. [37] aimed to predict depth pixel-wise for a single color image. [18] integrated an affinity layer into a CNN, being able to combine learned absolute and relative features in a fully end-to-end model. [10] proposed a new lightweight and fast supervised CNN architecture combined with novel feature extraction models which are designed for real-world autonomous navigation. [62] proposed a feature-metric loss defined on the feature-level representation in their entangled dual task of depth and pose estimation, leading to an improved accuracy and demonstrated its effectiveness.

[5, 76, 72, 42] made use of the potentials of continuous CRFs to fuse multi-scale information obtained from different CNN layers that are then used to obtain the final depth estimation. [28, 26] took advantage of recent advances in Generative Adversarial Networks (GANs) [22] to sequentially estimate global and local structures of the depth images. [14, 74] made use of the internal camera parameters to improve the generalization capabilities of the architectures.

[13] introduced a coarse-scale network refined by a fine-scale network. Both networks were applied to the original input, but, in addition, the coarse network’s output is passed to the fine network as additional first-layer image features. [17] introduced a network architecture to obtain high-resolution depth maps, using a spacing-increasing discretization (SID) strategy for depth and recasting depth network learning as an ordinal regression problem. [35] introduced a network composed of a dense feature extractor (the base network), a contextual information extractor (ASPP), local planar guidance layers and their dense connection for final depth estimation.

AdaBins [4] proposed a transformer-based architecture block that divides the depth range into bins whose center value is estimated adaptively per image. The final depth values are estimated as linear combinations of the bin centers. Until now, this work defines the state of the art on the monocular depth prediction benchmarks. Finally, [64] proposed a simple but effective scheme by incorporating the Laplacian pyramid into the decoder architecture.

While most previous works proposed various network architectures for performance improvements, we propose a novel training scheme. Our method is complementary to most approaches and can potentially be used with many architectures to augment their training. Moreover, a common practice in monocular depth estimation is the use of a deep, often pretrained encoder network like VGG-16 [12], ResNet-50 [34, 20, 33, 18, 51, 64], ResNet-101 [17], ResNetNext-101 [77, 55], or SeNet-154 [25, 7] with large parameter counts. In our experiments, we show that a simple U-Net [52] without any architectural modifications can achieve state-of-the-art or comparable performance using our proposed training scheme.

**Novel view synthesis.** Traditional novel view synthesis approaches are typically based on multi-view reconstruction using a geometric formulation [11, 15, 60], while most recent approaches rely more on deep neural networks which can even make predictions from a single input image. Some works do not directly build geometry for the source image, but resort to the scene flows. [67] directly output flows followed by a weighted aggregation based on the self-learned confidence. [49] performs transformation on the 3D latent space, using the target view’s coarse RGB and visibility map as intermediate representations. [8] follows such a transformation, but supervises the network to predict the target depth and further calculate the flows. More works have better performance using to build geometry. [48] generates Ken Burns effects based on the supervised depth prediction on the source image. [73] shows that a plausible dense depth map can even be obtained through its end-to-end pipeline without depth supervision demonstrating the benefits of novel view synthesis for geometric reconstruction.

In contrast to our hybrid approach, [20, 80, 70] use novel view synthesis as main supervision and are fully unsupervised. The main difference to our approach can be condensed to their explicit usage of novel view synthesis to create stereo/multi-view depth predictions, while our approach only uses them for consistency at training time.

A recent popular NVS approach is via a neural radiance field, NeRF [46] and many derived works such as [44] which used multi-view data to train a latent appearance code to enable learning a neural scene representation. [50] used deformable videos using a second MLP applying a deformation for each frame of the video. [78] proposed a multi-image approach at test time. [43] organized the scene into a sparse voxel octree to speed up rendering by a factor of 10. [79]
handled unbounded scenes. NeRF-based models typically require several input images and expensive optimization, which makes them less suitable for our targeted monocular depth prediction problem. Rather than striving for perfect novel view synthesis, we merely use the technology as a tool for better network training.

3. Methodology

The main motivation for our approach is to provide additional supervisory signals from novel view synthesis constraints. The prediction of monocular depth networks may sometimes lack geometrical consistency with other view points. We address this issue by using novel view synthesis to provide additional geometrical consistency. The proposed pipeline follows a simple design, using light architectures to avoid memory shortages. Also, the structure of our pipeline is flexible with respect to user needs, since additional losses can be simply added or removed. A detailed analysis of all these elements can be found below.

3.1. Pipeline

We provide a detailed overview of our proposed pipeline in Figure 1. The pipeline consists of three major building blocks (a monocular depth prediction network – DepNet, a View Transformation procedure, and an image synthesis network – SynNet) aligned to provide additional consistency to the basic monocular network. The data flow through the pipeline is as follows. The RGB image from the source viewpoint (RGB 1) is used as the input of the depth network (DepNet). The output depth prediction together with the known camera intrinsics and the pose (extrinsics) are utilized to create a 3D point cloud. This 3D representation is then reprojected directly to the target viewpoint (RGB 2) to obtain the initial 2D projection, which is used as the input for the synthesis network (SynNet). SynNet mainly fills occlusions and holes that were created due to the reprojection such that a complete RGB image of the target viewpoint (RGB 2) is estimated. Finally, the synthesized RGB of the target viewpoint is again used as an input for the same monocular depth network (DepNet). With the depth prediction for the second RGB viewpoint, we have an additional loss function to supervise the depth prediction network. In the following we detail all building blocks and provide additional information about the loss functions used for training the pipeline.

Monocular Depth Network – DepNet. Since the proposed pipeline uses two networks which can create memory shortages we used light architectures, with a small number of layers. To this end, we utilize a standard U-Net architecture. It consists of a downsampling path and an upsampling path which give the U-shaped form to the network. The encoder and decoder part of the U-Net are connected with skip concatenations with the high-resolution features obtained during the downsampling. Some benefits of this architecture are that it is lightweight, it can be effectively trained with a small amount of images and has proven to be able to outperform state-of-the art networks in its field. Another advantage of this architecture is its fast training and inference capability, e.g. the depth prediction inference for a $256 \times 768$ image from the test set, takes an average time of 36ms on an Nvidia 1080Ti.

Thus, the monocular depth architecture is a standard U-Net, with input size $256 \times 256 \times 3$ for the Replica [66] and NYU-Depth-v2 [47] datasets and a size of $256 \times 768 \times 3$ for the KITTI [19] dataset. The output sizes are $256 \times 256 \times 1$ and $256 \times 768 \times 1$, respectively. The network has a depth of 7 layers, downsampling the image to $1 \times 1 \times 1024$ and $1 \times 3 \times 512$. Downsampling the image to this small size for any other task than classification is not needed, since the final feature does not provide enough information for the network. Nevertheless, we experimented with fewer layers, downsampling the image to a size of $8 \times 8$, and the random artifacts the network created on the output were much higher than with downsampling the image to $1 \times 1$. In between the layers are the skip connections that provide high-resolution features to the decoder part. A more detailed description of the architectures can be found in the supplementary material.

View Transformation. From the predicted depth, 3D points in world coordinates are obtained through a unprojection procedure using the intrinsics of the camera and its pose (extrinsics). In the re-projection procedure, the points’ world coordinates are first transformed to the coordinates of the novel view, followed by a conventional z-buffer to obtain the 2D image. The pixels without any projected points are initialized with zero for each channel.

Synthesis Network – SynNet. The third key component of the proposed pipeline is an image synthesis network. The purpose of this network is to improve the quality of the input image after warping it to the second view point. Due to disocclusions and missing data, the output of the view transformation might be incomplete and noisy. Example input, outputs pairs of this network are later shown in Fig. 5. Since we had the same prerequisites as for the monocular depth architecture, we decided on a similar architecture for this network. The synthesis network is a standard U-Net architecture with also 7 layers. The input size of the network is $256 \times 256 \times 3$ or $256 \times 768 \times 3$ respectively for the Replica [66], NYU-Depth-v2 [47] and KITTI [19] datasets. The output of the network are RGB images with size $256 \times 256 \times 3$ or $256 \times 768 \times 3$ respectively.

3.2. Loss functions

In the following we detail all utilized loss functions.

Pixel-wise losses. For the monocular depth network loss, $\mathcal{L}_1$ we use the traditional $L_1$ loss for ground truth supervi-
where $\alpha$ weights can be used to control the training by enhancing $\text{DepNet}$ twice, before and after the view transformation, but $\text{SynNet}$ to a target view (RGB 2). Due to occlusions and missing data this image gets completed with $\text{SynNet}$ to provide a high-quality image prediction for the target view point and is supervised with RGB 2 (Loss 2). By applying the same $\text{DepNet}$ again on the prediction of the target view we can further supervise the network with its corresponding GT depth. During test time, only $\text{DepNet}$ is used for the monocular depth estimation. RGB 1 and RGB 2 are typically consecutive view points from a video or corresponding stereo images.

The overall loss function is the weighted sum of all the previously listed individual loss functions. The weights can be used to control the training by enhancing or diminishing the importance of different networks, $\text{e.g.}$, one can choose to enhance the depth network and provide less importance to the synthesis. This loss function guarantees backpropagation over the entire pipeline and can be formalized as follows:

$$\mathcal{L} = \alpha \cdot \mathcal{L}_1 + \beta \cdot \mathcal{L}_2 + \alpha \cdot \mathcal{L}_3 ,$$  \hspace{1cm} (2)

where $\alpha$ and $\beta$ are the weighting hyper-parameters.

### 4. Experiments

We carried out a variety of monocular depth estimation experiments on indoor as well as outdoor scenes. We first briefly describe the data and evaluation metrics, then we present quantitative comparisons to state-of-the-art monocular depth estimation methods.

All our experiments have been carried out on two GPUs: an Nvidia 1080Ti and an Nvidia Titan X. Our method was implemented in TensorFlow [1]. For training, we used Adam as the optimizer, with a learning rate of $10^{-4}$ and a batch size of 8 to comply with the GPU memory limitations. The typical training span for one epoch is between 20 and 30 minutes.

Note that all the qualitative results shown in this paper are images from the Eigen test splits of the KITTI [19] or NYU-Depth-v2 [47] datasets. In case of the Replica [66] dataset, we selected our own unseen test split (details are provided in Section 4.1).

#### 4.1. Datasets and evaluation metrics

**Datasets.** To train and assess our method, we considered a variety of datasets used for monocular depth estimation. Since we propose to train with multiple input images with overlapping view points we focus on multi-view datasets with ground truth depth.

We first discuss a number of datasets suitable for our multi-view setting which are mostly not used for monocular depth estimation.

The main focus when choosing a dataset relied on the size of the dataset, if it provides stereo pairs or sequences, if camera poses are provided for each frame, and if the dataset is outdoor or indoor. From the publicly available datasets the most suitable for indoor scenarios were: SceneNET-RGBD [23], Matterport 3D [6], SUNCG [65], ScanNet [9], Sun3D [75], InteriorNet [40], Middlebury [58] and Replica [66]. The standard benchmark dataset NYU-Depth-v2 [47] does not originally provide camera pose information, but since it is the benchmark dataset for monocular depth prediction, we wanted to include this dataset and used
the camera pose information provided by \cite{68} for 13776 samples pairs. We trained our method on those samples and afterwards evaluated on the Eigen \cite{13} split provided for the Replica dataset \cite{66}, to train our pipeline on a synthetic dataset with perfect camera poses. We split the provided 18 scenes in train (15), validation (2) and test sets (1). We extracted from the scenes and camera motion paths pairs of images with a maximum camera movement of 5 degrees in all the possible directions, including zoom. The network was trained with 10k images for training, and was validated and tested on 1k images that were never seen during training.

For the outdoor datasets, suitable ones were: Synthia \cite{53}, KITTI \cite{19}, UASOL \cite{3}, ETH3D \cite{59} and Tanks and Temples \cite{31}. Synthia \cite{53} is also a synthetic dataset for indoor environments. ETH3D \cite{59} was not considered as it provides too few images to train the network properly. Tanks and Temples \cite{31} mostly provides scans of objects with only few complete scenes, making it less suitable for our setting. UASOL \cite{3} would be a suitable dataset, but the camera poses provided by the dataset are position tracking which uses the first frame of each sequence as the fixed world coordinates and a vision-based algorithm is used to compute the rotation and translation between two consecutive frames. Since these results are less accurate than the camera poses provided by the KITTI \cite{19} dataset, we decided to perform our experimentation on that dataset. Moreover, it is also one of the monocural depth benchmark datasets. To train the network on the KITTI \cite{19} dataset, we used the specific Eigen \cite{13} split which consist on 22k images for training, 888 for validation and 689 for test.

The main qualitative experimentation has been carried out on the KITTI \cite{19} dataset.

### Evaluation metrics

To evaluate the network against the state-of-the-art, we used the metrics from \cite{13}. Given the ground truth depth image \( y \) with \( N \) valid pixels and the predicted depth image \( \hat{y} \), the metrics are defined as follows: relative error (REL): \( \frac{1}{N} \sum_{i=1}^{N} \frac{|y_i - \hat{y}_i|}{y_i} \); root mean squared error (RMSE): \( \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2} \); log root mean squared error (RMSElog): \( \sqrt{\frac{1}{N} \sum_{i=1}^{N} \log (y_i - \hat{y}_i)^2} \); squared relative difference (Sq. Rel.): \( \frac{1}{N} \sum_{i=1}^{N} \frac{(y_i - \hat{y}_i)^2}{y_i} \); and threshold accuracy (\( \delta_j \)): fraction of \( y_i \) such that \( \max(\frac{y_i}{\hat{y}_i}, \frac{\hat{y}_i}{y_i}) = \delta < 1.25^j \) for \( j \in \{1, 2, 3\} \).

### 4.2. Comparison to the state of the art

#### Quantitative results

We provide quantitative depth prediction results for the KITTI \cite{19} and NYU-Depth-v2 \cite{47} datasets compared to state-of-the-art methods. Since the Replica \cite{66} dataset is not part of the monocural depth benchmark, we did not assess other state-of-the-art methods on this dataset but performed ablations studies.

For the KITTI \cite{19} and NYU-Depth-v2 \cite{47} datasets, we calculated the evaluation metrics by clipping the prediction values to the maximum depth of the sensors that filmed those datasets. In case of the KITTI \cite{19} dataset, the minimum value is 0.01 meters and the maximum 80 meters. For the NYU-Depth-v2 \cite{47}, the minimum value is 0.01 meters and the maximum is 10 meters. This clipping is also common in previous works such as \cite{10, 34, 4} or \cite{35}.

#### KITTI dataset

Table 1 lists the performance metrics on the KITTI \cite{19} dataset. All the networks were trained on the KITTI-Eigen training set and evaluated on the KITTI-Eigen test set. On this dataset, our method yields comparable performance to the currently best state-of-the-art method. Our method yields a significantly lower relative error (REL) on all datasets. Based on the RMSE results, it can be noticed that our network performs worse with the larger residuals but performs better for small ones as indicated by the RMSElog score and by the delta values - for \( \delta_1 \) and \( \delta_2 \), the performance is 0.1% worse than the state-of-the-art method, and for \( \delta_2 \), 0.6% worse. Note that the number of network parameters is substantially smaller than the ones of the best performing

| Model            | Backbone | #params (M) | REL | RMSE | RMSElog | Sq.Rel. | \( \delta_1 \) | \( \delta_2 \) | \( \delta_3 \) |
|------------------|----------|-------------|-----|------|---------|---------|----------------|----------------|----------------|
| Saxena et al. \cite{50} | -        | -           | 0.28 | 8.734 | 0.361   | 3.012   | 0.601          | 0.820          | 0.926          |
| Eigen et al. \cite{13}  | -        | -           | 0.19 | 7.156 | 0.270   | 1.515   | 0.692          | 0.899          | 0.967          |
| Liu et al. \cite{43}    | -        | 40          | 0.217 | 6.986 | 0.287   | 1.841   | 0.647          | 0.882          | 0.961          |
| Godard et al. \cite{20} | ResNet-50| 31         | 0.085 | 3.938 | 0.135   | 0.427   | 0.916          | 0.980          | 0.994          |
| Kuznetsova et al. \cite{33} | ResNet-50| -          | 0.138 | 3.610 | 0.138   | 0.121   | 0.906          | 0.989          | 0.995          |
| Gall et al. \cite{15}    | ResNet-50| -           | 0.098 | 3.933 | 0.173   | 0.666   | 0.890          | 0.964          | 0.985          |
| Fu et al. \cite{17}     | ResNet-101| 110       | 0.072 | 2.727 | 0.120   | 0.307   | 0.932          | 0.984          | 0.994          |
| Yin et al. \cite{74}     | ResNeXt-101| 114      | 0.072 | 3.258 | 0.117   | -       | 0.938          | 0.990          | 0.998          |
| BTS \cite{53}           | ResNeXt-101| 113      | 0.064 | 2.540 | 0.100   | 0.254   | 0.950          | 0.993          | 0.999          |
| Song et al. \cite{64}    | ResNet-50| -           | 0.059 | 2.446 | 0.091   | 0.212   | 0.962          | 0.994          | 0.999          |
| Adabins \cite{4}        | EfficientNet-B5| 78      | 0.058 | 2.360 | 0.088   | 0.190   | 0.964          | 0.995          | 0.999          |
| U-Net baseline (DepNet) | U-Net    | 54         | 0.057 | 3.023 | 0.104   | 0.441   | 0.936          | 0.975          | 0.991          |
| NVS-MonoDepth (Ours)    | U-Net    | 54         | 0.031 | 2.702 | 0.089   | 0.292   | 0.963          | 0.989          | 0.997          |

Table 1: State-of-the-art comparison on the KITTI \cite{19} dataset. For reference, we additionally show the results of our U-Net baseline in the second-to-last row, which is the same network, but trained without the proposed NVS losses. The reported numbers are from the corresponding original papers. Best results are shown in bold and second best results in blue.
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Table 2: State-of-the-art comparison on the NYU-Depth-v2 [47] dataset. Please note the substantial reduction of the relative error by our approach. The reported numbers are from the corresponding original papers. Best results are shown in bold and second best results in blue.

NYU-Depth-v2 dataset. Table 2 lists the performance metrics on the NYU-Depth-v2 [47] dataset. Despite the simple network architecture, our method outperforms all state-of-the-art networks trained on this dataset which indicates the effectiveness of the proposed training scheme for monocular depth estimation. The proposed network is able to predict 4.8% more accurate than the state-of-the-art network, having also the smallest RMSE results. On the other side, the proposed method also achieves the highest results on all the δ thresholds, proving its effectiveness also on indoor datasets.

Replica dataset. Table 3 lists the performance metrics on the Replica [66] dataset. All networks were trained on 15 of the rooms (Apartments 0, 1 and 2; flat apartments 1 to 5, office 0 to 3, rooms 1 and 2 and hotel 0), validated on 2 rooms (Office 3 and 4) and tested on 1 room (Room), the amount of data used for each split is provided in Section 4.1. The scores show reasonable performance on this synthetic indoor dataset as well. As can be seen in this case, the network proves to be able to improve on large (according to the RMSE) and on small residuals (according to delta values).

Qualitative results. Qualitative results of the proposed method are provided in Figure 2 and Figure 3. Figure 2 provides a comparison between the GT and the predictions provided by the proposed pipeline on the Replica [66] and NYU-Depth-v2 [47] dataset. In Figure 4, we compare the GT images provided by the KITTI [19] dataset with the predictions from our network. It can be noticed that the network is able to recover even small details found in the scene. Furthermore, it is also able to perform equally good on different depth ranges and on different image types (synthetic, real scenario). On the negative side, it can be seen that the network creates artifacts based on reflections or other complex lighting conditions.

Additionally, Figure 3 provides a qualitative comparison between the state-of-the-art network AdaBins [4] and our predictions. Our method tends to perform better on thin structures while AdaBins [4] has a tendency to oversmooth the surrounding depth as visible at the pole on the left side in the third example. Otherwise, AdaBins [4] performs much better on the borders of closer objects such as the car in the second example, it also handles better shiny surfaces and specular reflections. Overall, the results are comparable, even though we are using a much simpler architecture. Additional qualitative comparison can be found in the supplementary material.

All the qualitative results provided from the KITTI [19] dataset show cropped results. This is due to the nature of the dataset, as the sensors used to film the depth sequences provides a depth range from 0.01 to 80 meters – these values were used to clip the depth predictions by the sensor by the authors. Figure 4 details this in a qualitative manner. In the first line we provide the color image and the GT images provided by the dataset, as the sensors used to film the depth sequences provides a depth range from 0.01 to 80 meters – these values were used to clip the depth predictions by the sensor by the authors. In the second line, we provide the actual prediction from the DepNet after training – the prediction is a dense depth map with hallucinations on the upper part of the image due to the absence of depth values for this part of the entire dataset. In the same line, masked prediction is the prediction of DepNet after applying a function to ignore the values that the original dataset does not provide (i.e., masking them out). The last line of the figure provides the error image between the GT and the prediction or the masked prediction, respectively. As can be seen, for Error 1 which is the GT vs the prediction without alteration, the error values are accurate for the depth information provided by the network, but the error introduced by the depth pixels of the background provides a final error value of 17 meters. Instead, in Error 2 where we masked out the values that the actual dataset does not provide, it can be seen that the prediction is quite accurate with an error of 2.91 meters in the entire scene.

![Figure 2: Qualitative results on the Replica [66] and NYU-Depth-v2 [47] datasets. We show the predictions of our proposed method compared to the GT images, proving its effectiveness on real and synthetic indoor datasets. Color scale: 0 (purple) to 80 meters (yellow).](image-url)
Figure 3: **Qualitative predictions on the KITTI [19] dataset.** We show the performance of NVS-MonoDepth (Ours) compared to AdaBins [4] leading to similar predictions, but with a much simpler architecture. Color scale: 0 (purple) to 80 meters (yellow).

Figure 4: **Qualitative results of the prediction, masked prediction and error images for the KITTI [19] dataset.** The figure provides a qualitative explanation for the cropped predictions provided in the paper and further shows the masking method applied through the training and the evaluation process. Color scale: 0 (purple) to 80 meters (yellow).

Masking invalid pixels in the predictions is a common practice in monocular depth prediction, e.g. [13, 34, 21].

4.3. Ablation study

We further assess the individual building blocks of our pipeline in an ablation study that was performed on all three datasets: KITTI [19], NYU-Depth-v2 [47] and Replica [66].

Table 3 shows the performance scores for three variants of our pipeline. For the first variant (“DepNet”), we trained the monocular depth network (DepNet only with a supervised loss as the simplest baseline. In a second variant (“DepNet+SynNet”), we added the view transformation and synthesis network SynNet with the image loss in the second view. The third variant (“Ours”) is our full proposed pipeline, which additionally adds the depth estimation based on the generated novel view output of SynNet.

All the architectures were trained in a supervised manner – we used the additional information for the additional loss functions used throughout the pipeline. Since the synthesis network has a big impact on the architecture loss, we set its loss weight to 0.5 such that the main focus stayed on the monocular network. By adding the synthesis step to the monocular architecture, we can already see a significant improvement on the error metrics, proving that the additional geometrical consistency is valuable for the training. In this case, after obtaining the new RGB view, it is passed through the monocular architecture to predict the depth of the second view which is compared with the GT from the second view. This leaves us in the end with a complex training pipeline, that, after training, can be used without need of providing any other information than the ground truth depth for evaluation purposes.

The values in Table 3 demonstrate that for the KITTI [19] dataset, the network shows a considerable improvement on all the error values compared to the baseline architecture trained without the proposed losses. The worse performance may be related to dynamic objects and the clipping of large depth values. Moreover, the KITTI exhibits a larger depth range and error residuals that can affect the method performance. The same conclusion can be drawn on the other datasets. Another conclusion is that using the overall loss function makes the network more sensitive to the smaller residuals achieving better delta results, even if it is not capable to outperform the state of the arts on all metrics.

Generally, one can observe that our method has more impact on the RMSE\(_{\log}\) score which emphasizes small residual errors, in contrast to RMSE and Sq.Rel. which emphasize large residuals. This behavior can be expected since small depth residuals lead to smaller rendering errors in a second view and can be better corrected with a differentiable rendering loss, because large depth errors lead to highly non-local changes in a second view which are hard to be picked up by a network with a local receptive field.

Qualitative results of these experiments are provided in the supplementary material.

In Figure 5, we provide qualitative results between DepNet
5. Conclusions

We presented a novel training method that makes use of additional loss functions to improve monocular depth estimation. The key idea is to use consistency constraints from other views via novel view synthesis as an additional supervisory signal for training in a multi-view setting, while testing only requires monocular input. This novel training procedure leads to substantial performance improvements compared to traditional supervised training. Our method achieves comparable results with the state of the art for the KITTI [19] dataset. On the NYU-Depth-v2 [47] dataset our method outperforms all state-of-the-art methods across all metrics. The ablation of the individual pipeline parts of our building blocks demonstrates significant improvements supporting our design choices empirically across three datasets. Overall, we demonstrated the effectiveness of the proposed training method to improve the training of a monocular depth estimation network. As future work and to foster further research in this field, we believe that the proposed training principles can be combined with other monocular depth prediction approaches as also losses to further push their limits.
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Appendices

A. Architectures

In Figure 8, we provide a detailed overview of the U-Net architectures used for the DepNet and SynNet modules of our method. The figure shows each layer of the DepNet network trained on the NYU-Depth-v2 dataset, providing the input and output sizes of the network, as well as the intermediate sizes. As additional information, we provide the input and output sizes for the SynNet trained on the NYU-Depth-v2 and KITTI datasets, respectively. The number of layers stays the same in all the cases.

Additionally, in Table 4, we provide an extended analysis of the most popular datasets for depth estimation. Our main criteria when choosing a dataset to test the proposed method on were: scale, stereo images or video sequences, accurate camera poses, and, lastly, if the dataset is outdoor or indoor. After this analysis, we settled on the KITTI and NYU-Depth-v2 datasets to be able to compare with the state of the art, and, additionally, the Replica dataset to try the method in a synthetic scenario.

B. Qualitative comparison with state-of-the-art methods on the KITTI dataset

Figures 9 and 10 provide additional qualitative results compared to the AdaBins, BTS, LapDepth and VNL methods, proving that NVS-MonoDepth is able to predict comparable results while using a much lighter architecture compared to the state-of-the-art methods.

As can be noted in the provided qualitative results, our method is able to compete against the state-of-the-art methods predicting depth accurately, even at a small detail level. For example, for bushes on the roadside, state-of-the-art methods typically predict a smoother surface, while our results are more undulating. We believe this results from the additional novel view supervision signal, which effectively guides the depth estimation network to produce more details. On the contrary, VNL predicts the most blurred results among several methods, especially for objects in the distance, whose boundaries are more difficult to distinguish from the background. At the same time, our method has an accurate prediction in details but at the same time it also introduces more obvious artifacts. At the top of the image, since there is no depth supervision, it is inevitable that there might be some artifacts in this area during inference. AdaBins’s predictions in this area seem to be the most plausible. Our method tends to give noisy results, while LapDepth prefers a smaller depth.

C. Training loss curves

Figure 7 shows the loss curves of the training performed on the Replica and KITTI datasets. As already mentioned in the main paper, based on the loss functions, we can conclude that the monocular baseline is mostly the one that stays the most stable through the training process. By adding the synthesis step and the additional monocular architecture, we generate some noise on the loss curve but, at the same time, the network is able to outperform the simple monocular architecture. Also, this generated noise shows that, by adding additional steps to the pipeline, the network training gets more difficult, but the predictions improve and

D. Additional qualitative results

Figure 11 provides additional qualitative results of the architecture trained with the proposed method on the NYU-Depth-v2 dataset – we show the performance of the NVS-MonoDepth method compared to the ground truth (GT) images, proving its effectiveness on indoor datasets. We additionally provide an error image of the comparison between the GT (with filled out gaps for better comparison) and the prediction of our method, and finally a quantitative mean error of the prediction. In both depth and error images, purple represents 0 meter and yellow 10 meter depth. As can be noted, the network is able to predict general details in the scene, providing accurate depth prediction, but it struggles with smaller geometries such as the plant leafs. Another weakness of our network is the handling of low-textured...
surfaces: in the fourth example, dealing with a lot of similar color shades and also light incidence makes it difficult for the network to predict accurately, providing in the end a worse depth prediction compared to the other examples.

In Figures 12 and 13, we provide qualitative results on the KITTI [19] dataset for each step of the proposed method, showing the outputs compared to their corresponding GT. As already stated before, our network handles the depth predictions at the positions where we lack of GT, creating artifacts in most of the prediction backgrounds. At the same time, the depth prediction in the range from 0 to 80 meters is accurate to the point of providing a good view transformation that is able to serve as input for the SynNet to predict new view points. Related to the new view points, as can be seen, our network is able to predict accurate RGB images. The main view of the images tends to be sharp and synthesized accurately when compared to the GT; on the sides, where no depth information is provided, the network creates blurry outputs, as can be seen on the tree lines, humans moving or at the street signs in the corners of the image. We recommend viewing these figures on a monitor zoomed in.

In Figure 14, we provide a qualitative comparison between the vanilla U-Net [52] denoted as DepNet and our NVS-MonoDepth method on the KITTI [19] dataset. For better comparison, we provide close-ups on each of the predictions so that the main differences between the two can be better analyzed. As can be seen, our method adds additional geometrical consistency to the prediction providing more details to the objects. Also, as can be seen in the case of the street sign or the person on a bike, the prediction is much more accurate than the one provided by the DepNet architecture. In the third example containing a black car, even if both networks struggle to predict the car accurately because of reflections, the NVS-MonoDepth method still provides a smoother prediction than the DepNet architecture which produces random artifacts on the surface.
Figure 8: U-Net architecture used for the proposed method. The input and output dimensions for each dataset and architecture are provided in the box. The detailed architecture shown in the figure is the DepNet network trained with the NYU-Depth-v2 dataset.

Table 4: Most popular datasets used for depth estimation. The main focus relies on the scale of the dataset, if the dataset is a stereo dataset or the images are sequences, if camera poses are provided and if the dataset is Outdoor or Indoor.
Figure 9: **Qualitative predictions on the KITTI [19] dataset.** We show the performance of **NVS-MonoDepth** (Ours) compared to AdaBins [4], BTS [35], LapDepth [64] and VNL [77] leading to similar predictions, but with a much simpler architecture. The color scale goes from 0 (purple) to 80 meters (yellow). Best viewed on a monitor zoomed in.
Figure 10: **Qualitative predictions on the KITTI [19] dataset.** We show the performance of NVS-MonoDepth (Ours) compared to AdaBins [4], BTS [35], LapDepth [64] and VNL [77] leading to similar predictions, but with a much simpler architecture. The color scale goes from 0 (purple) to 80 meters (yellow). Best viewed on a monitor zoomed in.
Figure 11: Qualitative predictions from the proposed pipeline on the NYU-Depth-v2 [47] datasets. The color scale goes from 0 (purple) to 10 (yellow) meters.
Figure 12: Qualitative predictions from each of the steps of the proposed pipeline on the KITTI [19] dataset. RGB 1 and RGB 2 are consecutive views or the corresponding stereo image. Color scale goes from 0 (purple) to 80 meters (yellow). For better appreciation, we recommend to zoom in on each image.
Figure 13: Qualitative predictions from each of the steps of the proposed pipeline on the KITTI [19] dataset. RGB 1 and RGB 2 are consecutive views or the corresponding stereo image. Color scale goes from 0 (purple) to 80 meters (yellow). For better appreciation, we recommend to zoom in on each image.
Figure 14: Qualitative comparison between the vanilla U-Net (DepNet) and our NVS-MonoDepth variants on the KITTI [19] dataset. As shown in the close-ups, our method improves the prediction of DepNet with better sharpness and finer details. The contrast in the close-ups was adjusted for better visualization.