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Abstract—The cerebellum plays a distinctive role within our motor control system to achieve fine and coordinated motions. While cerebellar lesions do not lead to a complete loss of motor functions, both action and perception are severally impacted. Hence, it is assumed that the cerebellum uses an internal forward model to provide anticipatory signals by learning from the error in sensory states. In some studies, it was demonstrated that the learning process relies on the joint-space error. However, this may not exist. This work proposes a novel fully spiking neural system that relies on a forward predictive learning by means of a cellular cerebellar model. The forward model is learned thanks to the sensory feedback in task-space and it acts as a Smith predictor. The latter predicts sensory corrections in input to a differential mapping spiking neural network during a visual servoing task of a robot arm manipulator. In this paper, we promote the developed control system to achieve more accurate target reaching actions and reduce the motion execution time for the robotic reaching tasks thanks to the cerebellar predictive capabilities.

I. INTRODUCTION

Our hierarchical motor control system is composed of several areas that are responsible for different functions [1]. The high-level areas are in charge of decision making and planning sequence of motion. On the other hand, low-level areas control muscles and regulate both forces and velocities while interacting with dynamic environments. The motor cortex transforms the motion intentions into motor commands, then sends them to the brainstem and the cerebellum. Research studies have shown that patients with cerebellar lesions suffer from clumsy staggering movements [2].

Hence, various computational models were built around the cerebellar theories on internal model formation for coordination, precision, and accurate timing [3]. In particular, the cerebellum seems to act as an inverse model to generate corrective motor commands, as a forward model to enhance sensory predictions, and as a combination of both models [4], [5]. Considering the effects of cerebellar lesions on both action and perception, it was suggested that the cerebellum is particularly involved in predicting the next sensory states and that the learning process is driven by the error in sensory states [6]. In this paper, we take advantage of the cerebellum capabilities to process the sensory information and predict sensory states to enhance robotic target reaching actions.

Most of the studies consider the cerebellar learning relying on error in joint space [7]–[10]. However, in many cases a reference signal in joint space may not exist and thus, learning can be only be carried out based on task-space error. Cerebellar models were categorized in [11], which they can be either a state-encoder-driven model, functional or cellular model. More attention is given to functional models to approximate functions executed by each cerebellar layer, which makes it more appealing from computer-science perspective [9]. While the cellular models are more challenging, it is not crucial only to verify and develop theories about the learning mechanisms, but to gain insight as well on how neurons act on individual and population basis to achieve such task [8]. Additionally, the spiking nature of neurons makes it possible to run the model on neuromorphic chips, thus allowing less energy consumption and real-time computing [12], [13].

In [10], the introduced model is based on the adaptive filter theory. The developed control scheme combines machine learning and some techniques from computational neuroscience for the sensorimotor optimization. However, it does not model the spiking nature of the cerebellum. In [8], a compliant controller was built based on a spiking cerebellar model. The cerebellar model relies on joint-space errors based on reference values from a trajectory generator. Thus, it lacks the ability to directly learn from sensory feedback.

In this work, we developed a cellular-level cerebellar controller that guides the motion of a robot based on real-time sensory feedback information. First, a sensorimotor differential map is coarsely built and trained through a motor babbling process. Next, a forward cerebellar internal model is formed to predict and adjust the discrepancies in sensory readings to minimize the deviation from reference targets.

For the first time, a control system that integrates two spiking neural networks (SNNs) to, respectively, emulate the cerebellum’s role in anticipatory and adaptive control, and form the differential sensory maps during a vision-guided motion task for a physical robot, is presented. The SNNs incorporate most of the biological neuronal dynamics which include complex and realistic firing patterns based on spikes [14]. Besides, the novelty of the work is that the forward cerebellar predictions are integrated as a Smith predictor [9] and they are supervised by the error in task space.

To show the effectiveness of our approach, we present a detailed experimental study in which a robot arm performed vision-guided manipulation tasks like reaching a target and following a contour. Results show that the deviation from the desired path is reduced and the execution time is decreased thanks to the cerebellar sensory predictions, which
is coherent with experimental results from humans [15].

In the following sections we are describing the developed SNNs and controller (Sec. II), the experimental setup and results (Sec. III), and finally, we are analysing the results and main conclusions (Sec. IV).

II. METHODS

A biologically inspired control system shown in Fig. 1 for voluntary movements is built by integrating two spiking computational models: the differential map (DM) and the cerebellar-like controller (CB). The sensorimotor map in DM block is formed thanks to the motor babbling process and it receives the modulated sensory input by the CB outcomes.

A. Cerebellar-Based Smith Predictor

The cerebellar computational model proposed in this study forms a forward model to predict the next sensory states based on the current robot states and the desired spatial velocity. The forward model allows the designed controller to act as a Smith predictor, which is known to be capable of compensating long time delays (see Fig. 1). A dead time is introduced in a control system due to the time needed for processing and generating an adequate motor command for the sensory signals to travel through the nervous system.

The forward model allows the designed controller to predict the next robot state based on the current robot states and the desired spatial velocity is used for training the cerebellar model, so it is coherent with experimental results from humans [15]. In case of an optimal controller, the cerebellar-like model acts as a predictor to correct the differential map estimations. Thus, CB outcomes approximate JDM itself. The difference between the predicted and actual spatial velocity is used for training the cerebellar model, so it minimizes such difference, such that finally J(t) = JDM(t) when x_cereb = x_s at all the points in the studied space. The estimations can then be interpreted as:

\[
\dot{x}_{cereb}(t - \tau) = \ddot{J}(\theta)\dot{\theta}(t) = J_{DM}(\theta)(J_{DM}^T(\theta)\dot{x}_s(t - \tau)) = \dot{x}_s(t - \tau)
\]

Then, the CB predicts the next sensory state of the robot (\dot{x}_{cereb}) which is compared to the corresponding sensory readings (\dot{x}_s) in the next cycle. The discrepancy in the prediction (e_{pred}) is used to train the CB to give better predictions in future cycles:

\[
e_{pred} = \dot{x}_s - \dot{x}_{cereb}(t - \tau)
\]

Then, \dot{x}_{pred} is added to the current cycle prediction to make up for the expected error in current readings to obtain \dot{x}_{pred}:

\[
\dot{x}_{pred} = \dot{x}_{cereb}(t) + e_{pred}
\]

The difference between the \dot{x}_{ref} desired spatial velocity and \dot{x}_{pred} shall provide the necessary correction to make up for the error in the approximations of the differential map (DM). The \dot{x}_{ref} is updated by the Target Generator block (TG) every cycle by comparing the current position x_s to the target position x_d:

\[
\dot{x}_{ref} = \frac{x_d - x_s}{\|x_d - x_s\|}
\]

B. The Differential Mapping Spiking Neural Network

A SNN is composed of two layers (an input and output layer) that are connected through all to all plastic synapses to map two correlated spaces and represent the transformation between these spaces. As the map correlates in this study the velocities in joint space -as an output- and in task space -as an input-, it thus acts as a differential map (block DM). For a manipulator of n and m degrees of freedom (DOF) in task space and joint space, nand m assemblies of neurons are needed, respectively, each encoding one corresponding dimension of the relative space. Hence, the input layer consists of n + m assemblies; n assemblies (\{1...n\}) to encode
The spatial velocity ($\dot{x} \in \mathbb{R}^n$) and $m$ assemblies ($\dot{\theta}^m$) to encode the angular positions of the joints ($\theta \in \mathbb{R}^m$), while the output layer consists of $m$ assemblies ($\dot{\theta}^m$) to encode the angular velocities of the joints ($\theta \in \mathbb{R}^m$) as shown in $2n$. As in this case each dimension of task space is connected to each dimension of joint space, the network resembles a Jacobian-like transformation where $\dot{x} = J(\theta)\dot{\theta}$, such that $J_{ij} = \partial x_i / \partial \theta_j$, where $J(\theta) \in \mathbb{R}^{n \times m}$ is the Jacobian matrix.

The input and output neurons are connected through all to all plastic excitatory and inhibitory synapses. Local inter-inhibitory synapses are added within each assembly of the output layer with increasing inhibition from one neuron to distal neurons. The plastic synapses are modulated during the training phase as indicated in Fig 2b. The internal sensors (proprioception), such as motor encoders, and external sensors (exteroception), such as cameras, provide the data, collected through motor babbling, needed to be introduced to both the input and output layer during the training phase. The encoding of variables is based on the central (preferred) value $\psi_i$ assigned to each neuron, with the contribution of the whole assembly utilizing “population coding” [17].

The synapses are modulated accordingly to form the differential map, and the SNN in DM can be used to guide the robot in servoing tasks after several iterations [16]. However, the SNN in DM represents a coarse map which lacks in accuracy and precision and needs to be modulated to be adequate for fine motion control.

C. The Proposed Forward Cerebellar Model

The cerebellar micro-circuit consists of the granular layer, Purkinje layer, and molecular layer. The granular layer contains the granule cells (GC), which make up most of the cells in the brain (around 80% of the total number of neurons in the brain [18]), along with Golgi cells and the mossy fiber (MF) axons. The Purkinje layer contains the Purkinje cells (PC), which are considered to be the key player with its distinctive firing pattern for different inputs. The molecular layer contains the parallel fibers (PF) intersecting with climbing fibers (CF) (carrying signals from inferior olive) and axons of PC, along with basket and stellate cells.

In this work, we modeled the cerebellar microcircuit to achieve fine motor control as it provides corrections for the sensory readings introduced to the differential map developed (DM), which is somewhat functionally similar to the cerebellum-motor cortex loop [19]. Based on the forward model theory [20], the MF encode both the sensory inputs and motor commands, which is the output of the DM, where each dimension of either the joint space or task space is encoded by an assembly of neurons. The connections between the MF and the granular layer (GC) allows for a sparse coding of the robot states. The inferior olive (IO) introduces the teaching signal in terms of the task-space error through the CF, calculated as the difference between the predicted and the actual spatial velocities, in this case. By using the plasticity of synapses between GC and PC, these connections are modulated under supervision of teaching signals from CF to encode the desired correction at the different states of the robot. The PC inhibits the corresponding Deep Cerebellar Nuclei (DCN) to allow for the right value to be decoded from the activity of these neurons.

The MF is divided into two groups, one for encoding values in joint space ($MF_{JS}$) and the other for encoding values in task space ($MF_{TS}$), having total number of assemblies in the whole MF layer equal to $J_{MF}$. The PC, IO and DCN consist of $n_{TS}$ groups of neurons and each group has two assemblies of neurons, one for positive and one for negative change of the corresponding degree of freedom (DOF).

The training of the cerebellum starts after the SNN in DM is trained for enough iterations to form a coarse map of the transformation between the task space and motor space.

The input to the MF is encoded based on population coding using Gaussian receptive fields, and the input current to the $i$th neuron in the $j$th assembly of MF $\alpha_{MF,i,j}(t)$ can be calculated from the following formula:

$$\alpha_{MF,i,j}(t) = \exp\left(-\frac{||\psi_{MF,j} - \psi_{MF,i,j}||^2}{2\sigma_{MF,j}^2}\right)$$

where $\psi_{MF,i,j}$ is the input value to the $j$th assembly of MF, and $\sigma_{MF,j}$ is calculated based on number of neurons per layer $N_i$, and the range of change of the variable to be encoded.

![Diagram](image-url)
The Type column defines the pattern of connections from layer A to B in the 'Projection' column with a parameter value 'P'. 'Rand' means that a P random neurons from A connect to one neuron in B. 'Prob' means that there is a probability P for each neuron in A to connect to each neuron in B. 'A2A' means All-to-All connections, and all neurons from A are connected to All neurons in B. 'O2O' means One-to-One connections, and each neuron A is connected to one corresponding neuron in B.

The adopted learning rule is the Spike-timing dependent plasticity (STDP), where increase or decrease in the strength of the connections is dependent upon the relative timing of spikes in pre-synaptic and post-synaptic neurons [22].

The anti-symmetric STDP learning rule [23] is applied for the plastic synapses in the cerebellum model, and can be expressed as:

\[\Delta \varepsilon_{ij} = \begin{cases} -S_a \exp\left(-\frac{\Delta t}{\tau_a}\right) & \Delta t \leq 0 \\ S_b \exp\left(-\frac{\Delta t}{\tau_b}\right) & \Delta t > 0 \end{cases}\]

where \(S_a\) and \(S_b\) determine the magnitude of the depression and potentiation of synaptic weights, respectively, while \(\tau_a\) and \(\tau_b\) decide the time window for occurrence of depression and potentiation, respectively.
For the DM, the symmetric model [24] is adopted, and can be expressed as:

\[
\Delta \varepsilon_{ij} = S \left( 1 - \left( \frac{\Delta t}{\tau_1} \right)^2 \right) \exp \left( \frac{|\Delta t|}{\tau_2} \right)
\]  

(14)

where \( S \) decides the magnitude of the change in synaptic weights, the ratio between the two variables \( \tau_1 \) and \( \tau_2 \) controls the time window through which potentiation and depression occurs, and \( \Delta t \) is the timing difference of spikes at post-synaptic \( t_{post} \) and pre-synaptic \( t_{pre} \) neurons.

### III. RESULTS

#### A. Setup

To test the developed fully spiking control system, the shoulder and elbow of a UR3 robot are controlled to move in a planar workspace, as shown in Fig.4a. A camera provides the current position of the end-effector, which is then compared to the target position to generate the desired spatial velocity vector. On the other hand, the motor encoders provide both the angular positions and velocities necessary to represent the joint space. The end-effector is traced by a colored marker with the fixed camera opposing to the relative workspace. The SNN in DM and CB are built by using the NeMo package [25] which runs as well on CUDA enabled GPUs (GeForce GTX 1080Ti in our case).

The motor babbling is run to collect the required data for training the network, such that the limits of both the joint space and workspace are defined. The shoulder motion range is \([-110^\circ, -30^\circ]\) and the elbow motion range is \([60^\circ, 150^\circ]\). Training the SNN in DM requires around 3000 iterations which are equivalent to 240s in simulation time and 30s in real time, where an iteration means introducing the inputs for 80ms and the output is decoded based on neural activity during that period. Afterwards, the training of the cerebellum model starts, and the learning duration depends on the task to be achieved. Three tasks are conducted as follows.

#### B. Random Target Reaching

The robot is instructed to move from/to random target points in the workspace by only relying on the SNN in the DM, ie. before the cerebellum model is activated in the control system. After ca. 10000 training iterations, the same motions are repeated with the active cerebellum model, as shown in Fig.5 with an example of the reaching process in Fig.4a. The maximum deviation from the desired straight path is reduced with the active cerebellum applied by a mean of 31%, and a standard deviation of 18%, while the reaching time is reduced by ca. 75%. While repeating the reaching for a randomly chosen target (with each reach denoted as a training cycle), the discrepancy between the sensory prediction and the real position of the end-effector is decreased as shown in Fig.6a. When the PF synapses had been modulated, the activity in the DCN changes as well such that the spikes act collectively to encode the sensory predictions as seen in Fig.6b. While these predictions are provided ahead (one iteration earlier), it allows for the modulation of the reference value sent to the DM before.
C. Radial Reaching

The effect of a cerebellar damage was studied in [26], where patients are asked to move at radially arranged targets to check the ability to make smooth and coordinated movements. Therefore, in this study the robot is instructed to reach target points located in an eight-angled star with an internal angle of 45° that are equally 10 cm distant from the central starting point. The robot is required to repeat the reaching motion eight times for each of the 8 targets to give a better performance as shown in Fig. 7 compared to what obtained after only 4 repetitions (Fig. 7b) or without the cerebellum in the system (Fig. 7c). The maximum deviation is reduced by a mean of 55% and a standard deviation of 35%, while the reaching time is reduced by ca. 120%. It shall be noted that each target is tested independently. The average number of iterations needed to complete a target reach is around 300, which means that approximately 2400 iterations only are needed to train the network to reach in a specific direction compared to 10,000 iterations of random reaching in the previous subsection.
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**Fig. 7:** The robot moves toward eight target reaching points starting from the same point (0,0) with a 45° deviation from each target. The performance is shown in (a) before training the cerebellum; (b) after 9600 iterations of training and 4 repetitions of each target reaching; (c) after 19200 iterations of training and 8 repetitions.

D. Contour Following

The robot end-effector follows a predefined reference contour, an infinitive- or eight-shape (∞) contour (see Fig. 8) defined by \( x_t = 0.5 R_t \sin(2\gamma) \) and \( y_t = R_t \cos(\gamma) \), where \( R_t \) is the radius of each half of the ∞-shape (set to 7cm in this experiment), and \( \gamma \in [0, 2\pi] \) divided over equal intervals to discretize the contour into a set of points (80 points in this case) as sequential targets. The end-effector shall attempt to reach the point with a defined accuracy (less than 1mm) within a time limit (1s), otherwise the target is skipped and the end-effector moves to the next one. The results of the same task carried out by only the DM and with also the CB in action can be seen in Fig. 8a and Fig. 8b, respectively. The error is defined in this case as the distance between the end-effector position and the closest point on the contour while moving, and it is shown in the plot in Fig. 8c after filtering by a first order filter. It is clear from the plot that the reduction in both the error and time needed to complete the contour following task starting from one point and ending back at the same point. The maximum error is reduced from approximately 8mm to 2.5mm, and the time to complete the contour is reduced from approximately 46s to 33s.

![Figure 8](image2.png)

**Fig. 8:** Moving the end-effector in an infinity pattern (a) without and (b) with the cerebellum in action. A comparison of deviation (e) from the contour and the execution time is plotted in (c).

IV. CONCLUSIONS

In this study, we suggested a biomimetic control system for vision-based control that integrates a cellular-level spiking cerebellar model that helps to obtain more accurate and faster robot motions. The teaching signal for the cerebellum is based on sensory feedback (in task-space), and thus it allows task-based adaptation in contrast with the previous literature. The sensory corrections are then fed into a motor-cortex-like spiking network which acts as a differential map to convert the motion plan (in spatial coordinates) into motor commands in joint-space. In the developed control system, the cerebellum acts as a Smith predictor to make up for the lack in accuracy in the developed differential map.

From the results, we conclude that both the accuracy (shown as deviation from the desired path) and execution time are reduced thanks to the sensory predictions of the cerebellum. The performance of the robot in reaching a specific target and reaching random targets indicates that the cerebellar-model is able to learn fast (within only 8 repetitions) a specific example and to also generalize its learning to improve the performance across the whole workspace from random motions. Moreover, from the performed experiments, it shall be noted that some regions in the DM have higher error in reaching than other regions. This is mostly related to the randomness in the followed motor babbling technique. Hence, even while providing sensory corrections from the CB, the DM still does not hold much improvement at the correct sensory values. This urges the need to apply/develop a different motor babbling algorithm. The experimental results obtained with the robot arm display a fair correlation with biological observations [15], [26]. Future aim will be to test the effect of cerebellar disfunctions in the control tasks. Additionally, the current study only considers planar motion of the robot in line with experiments carried out on patients
with cerebellar damage. In the future, non-planar motions needs to be studied along with an algorithm for self-tuning the parameters of the cerebellar model. While the developed cerebellar model copies just some of the features of the real cerebellum, more biological features are to be included in the future to exploit the full potential of cellular-level models.
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