NORMALITY CONDITIONS OF STRUCTURES IN COARSE GEOMETRY AND AN ALTERNATIVE DESCRIPTION OF COARSE PROXIMITIES

PAWEL GRZEGRZOLKA AND JEREMY SIEGERT

Abstract. We introduce an alternative description of coarse proximities. We define a coarse normality condition for connected coarse spaces and show that this definition agrees with large scale normality defined in [3] and asymptotic normality defined in [7]. We utilize the alternative definition of coarse proximities to show that a connected coarse space naturally induces a coarse proximity if and only if the connected coarse space is coarsely normal. We conclude with showing that every connected asymptotic resemblance space induces a coarse proximity if and only if the connected asymptotic resemblance space is asymptotically normal.
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1. Introduction

Coarse topology (i.e., large scale geometry) studies large-scale properties of spaces (e.g., asymptotic dimension, property A, exactness). It emerged as a counterpart to classical topology, which is usually concerned with small-scale properties of spaces (e.g., continuity, compactness). Tools and techniques developed by coarse topologists are often useful in other branches of mathematics, including geometric group theory (see [5]), index theory (see [9]), and dimension theory (see [6]). Coarse topology is also closely related to well-known conjectures, including the Novikov conjecture (see [11]) and the coarse Baum-Connes conjecture (see [2] or [1]).
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Recently, a large-scale counterpart of a (small-scale) proximity, called coarse proximity, has been introduced (see [4]). It captures the intuitive notion of two sets being “close” at infinity. It also has several useful applications, including the construction of a “proximity space at infinity.” As it is shown in [4], this construction is functorial, making up a functor from the category of unbounded metric spaces whose morphisms are closeness classes of coarse proximity maps (or coarse maps) to the category of proximity spaces whose morphisms are proximity maps. Consequently, the proximity isomorphism type of the proximity at infinity of an unbounded metric space $X$ is a coarse invariant of $X$.

In [4], it was shown that every metric space induces a coarse proximity. In this paper, we define a condition, called coarse normality, under which every connected coarse space naturally induces a coarse proximity. In section 2 we review basic definitions related to coarse proximities and we give an alternative description of coarse proximities. In section 3 we review basic definitions related to coarse spaces and asymptotic resemblance spaces. Then we define a relation on the power set of a connected coarse space, denoted $\prec$, and give equivalent definitions of that relation. Next, we introduce coarse normality and we show that in the case of connected coarse spaces its definition agrees with large scale normality defined in [3] and asymptotic normality defined in [7]. Finally, we utilize the alternative definition of coarse proximities to show that a connected coarse space naturally induces a coarse proximity if and only if the connected coarse space is coarsely normal. We also show a similar result for asymptotic resemblance spaces. We conclude with 3 equivalent definitions of a coarse proximity on a coarsely normal connected coarse space.

2. An Alternative Definition of Coarse Proximities

In this section we introduce a definition of a coarse proximity in terms of coarse neighborhoods. Recall the following from [4]:

**Definition 2.1.** A bornology $B$ on a set $X$ is a family of subsets of $X$ satisfying:

(i) $\{x\} \in B$ for all $x \in X$,

(ii) $A \in B$ and $B \subseteq A$ implies $B \in B$,

(iii) If $A, B \in B$, then $A \cup B \in B$.

Elements of $B$ are called **bounded** and subsets of $X$ not in $B$ are called **unbounded**. If $X \notin B$, then we call the bornology **proper**.

**Definition 2.2.** Let $X$ be a set equipped with a bornology $B$. Let $A, B,$ and $C$ be subsets of $X$. A **coarse proximity** on a set $X$ is a relation $b$ on the power set of $X$ satisfying the following axioms:

(i) $A b B$ implies $B b A$,

(ii) $A b B$ implies $A \notin B$ and $B \notin B$,

(iii) $A \cap B \notin B$ implies $A b B$. 


of (1). To show (2), notice that if $A \subseteq B$, by the union axiom we get $A \subseteq A \cap B \subseteq B$, for any sets. Thus, $X \subseteq B$.

Axiom (ii) of a proximity space implies that bounded sets are not related to $B$. Therefore, $A \subseteq B$ implies that $A \subseteq B$ up to some bounded set $D$, i.e., there exists $D \in B$ such that $A \cap D \subseteq B$, for any sets.

Axiom (iv) of a proximity space implies that bounded sets are not related to $B$. Therefore, $A \subseteq B$ implies that $A \subseteq B$ up to some bounded set $D$, i.e., there exists $D \in B$ such that $A \cap D \subseteq B$, for any sets. Thus, $X \subseteq B$.

Theorem 2.4. Given a coarse proximity space $(X, B, b)$, the relation $\ll$ satisfies the following properties:

1. $X \ll (X \setminus D)$ for all $D \in B$.
2. $A \ll B$ implies that $A \subseteq B$ up to some bounded set $D$, i.e., there exists $D \in B$ such that $A \setminus D \subseteq B$.
3. $A \subseteq B \ll C \subseteq D$ implies $A \ll D$.
4. $A \ll B_1$ and $A \ll B_2$ if and only if $A \ll (B_1 \cap B_2)$.
5. $A \ll B$ if and only if $(X \setminus B) \ll (X \setminus A)$.
6. $A \ll B$ implies that there exists $C \subseteq X$ such that $A \ll C \ll B$.

Proof. Axiom (ii) of a proximity space implies that bounded sets are not related to any sets. Thus, $X \ll D$ for any $D \in B$. This is the same as saying $X \ll (X \setminus (X \setminus D))$ for any $D \in B$, or equivalently $X \ll (X \setminus D)$ for any $D \in B$, which is the statement of (1). To show (2), notice that if $A \cap (X \setminus B) \notin B$, then $X \ll (X \setminus B)$, a contradiction to $A \ll B$. To show (3), for contradiction assume that $A \ll D$, i.e., $X \ll D$. The union axiom implies then that $B \ll (X \setminus D)$. Since $(X \setminus D) \subseteq (X \setminus C)$, again by the union axiom we get $B \ll (X \setminus C)$, a contradiction to $B \ll C$. To show (4), notice that by the union axiom

$$A \ll B_1 \text{ and } A \ll B_2 \iff A \ll (B_1 \cup B_2) \text{ and } A \ll (B_1 \cap B_2).$$

To show (5), notice that

$$A \ll B \iff A \ll (X \setminus B) \iff (X \setminus B) b A \iff (X \setminus B) b (X \setminus (X \setminus A)) \iff (X \setminus B) \ll (X \setminus A).$$
To show (i), assume $A \preccurlyeq B$, i.e., $\bar{A}b(X \setminus B)$. The strong axiom implies that there exists $E \subseteq X$ such that $A\bar{b}E$ and $(X \setminus E)\bar{b}(X \setminus B)$. In other words, we have that $A\bar{b}(X \setminus (X \setminus E))$ and $(X \setminus E)\bar{b}(X \setminus B)$, i.e., $A \preccurlyeq (X \setminus E) \preccurlyeq B$. Setting $C = (X \setminus E)$ gives the desired result. 

Remark 2.5. Notice that property (iv) can be extended to finite intersections in an obvious way.

**Theorem 2.6.** Let $X$ be a set with bornology $B$. If $\preccurlyeq$ is a binary relation on the power set of $X$ satisfying (1) through (6) of Theorem 2.4 and $\bar{b}$ is a relation on the power set of $X$ defined by

$$A\bar{b}B \text{ if and only if } A \preccurlyeq (X \setminus B),$$

then $\bar{b}$ is a coarse proximity on $X$. Also, $B$ is a $\bar{b}$-coarse neighborhood of $A$ if and only if $A \preccurlyeq B$.

Proof. To show axiom (i), assume $A\bar{b}B$. Then $A \preccurlyeq (X \setminus B)$, which by (5) implies that $B \preccurlyeq (X \setminus A)$, i.e., $B\bar{b}A$. To show axiom (ii), notice that (i) and (5) imply that $A \preccurlyeq (X \setminus B)$ for all $B \in B$, i.e., $A\bar{b}B$ for all $B \in B$. By symmetry proven in axiom (i), this implies axiom (ii). To show axiom (iii), assume $A\bar{b}B$, i.e., $A \preccurlyeq (X \setminus B)$. By (2), this means that there exists $D \in B$ such that $(A \setminus D) \cap B = \emptyset$. Thus, $A \cap B \subseteq D$, showing that $A \cap B \in B$. To show axiom (iv), first assume $(A \cup B)\bar{b}C$, i.e., $(A \cup B) \preccurlyeq (X \setminus C)$. Property (3) implies that $A \preccurlyeq (X \setminus C)$ and $B \preccurlyeq (X \setminus C)$, i.e., $A\bar{b}C$ and $B\bar{b}C$. To prove the forward direction, assume $(A \cup B)\bar{b}C$, which by symmetry gives us $C\bar{b}(A \cup B)$, i.e., $C \preccurlyeq (X \setminus (A \cup B))$. This is the same as saying $C \preccurlyeq (X \setminus A) \cap (X \setminus B)$ which by (i) implies that $C \preccurlyeq (X \setminus A)$ or $C \preccurlyeq (X \setminus B)$, i.e. $C\bar{b}A$ or $C\bar{b}B$. This again by symmetry implies that $A\bar{b}C$ or $B\bar{b}C$, proving (iv). To show the strong axiom, assume $A\bar{b}B$, i.e., $A \preccurlyeq (X \setminus B)$. Therefore, by (6), there exists $C \subseteq X$ such that $A \preccurlyeq C \preccurlyeq (X \setminus B)$, or equivalently $A \preccurlyeq (X \setminus (X \setminus C)) \preccurlyeq (X \setminus B)$. This implies that $A\bar{b}(X \setminus C)$ and $C\bar{b}B$. Let $E = X \setminus C$. Then $A\bar{b}E$ and $(X \setminus E)\bar{b}B$.

Finally, notice that

$B$ is a $\bar{b}$-coarse neighborhood of $A$ if and only if $A \iff A\bar{b}(X \setminus B)$

$\iff A \preccurlyeq (X \setminus (X \setminus B))$

$\iff A \preccurlyeq B$. 

The reader is encouraged to compare the above theorems with the similar theorems for small-scale proximity spaces, for example in [8]. In fact, due to the similarity of definitions of coarse proximities and proximities, the proofs of the above theorems closely resemble the proofs of their small-scale counterparts. In particular, the proofs of properties (3) through (5) of Theorem 2.4 only use axioms (i), (iv), and (vi) of coarse proximities. Since these axioms are exactly the same for small-scale proximities, small-scale proximities satisfy the same properties. Similar observations can be made with regards to Theorem 2.6.
AN ALTERNATIVE DESCRIPTION OF COARSE PROXIMITIES  

Definition 2.7. In the setting of the above theorem, we say that the relation \( \preccurlyeq \) induces a coarse proximity on the pair \((X, B)\).

Remark 2.8. One can show (see [4]) that assuming (i) through (iv) of Definition 2.2, the strong axiom of a proximity space is equivalent to the property (vi) of Theorem 2.4.

3. Coarse Normality

In this section we introduce coarse normality and we show that any connected coarse space that is coarsely normal naturally induces a coarse proximity. We also show a similar result for asymptotic resemblance spaces.

First, let us recall basic definitions related to coarse spaces and asymptotic resemblance spaces. An experienced reader may want to skip ahead to Definition 3.17 and refer back to the beginning of this section when necessary.

Definition 3.1. A coarse structure on a set \( X \) is a collection \( E \) of subsets of \( X \times X \), called controlled sets or entourages, such that the following are satisfied:

(i) \( \triangle \in E \), where \( \triangle := \{(x, x) \mid x \in X\} \);
(ii) if \( E \in E \) and \( B \subseteq E \), then \( B \in E \);
(iii) if \( E \in E \), then \( E^{-1} \in E \), where \( E^{-1} := \{(y, x) \mid (y, x) \in E\} \);
(iv) if \( E \in E \) and \( F \in E \), then \( E \cup F \in E \);
(v) if \( E \in E \) and \( F \in E \), then \( E \circ F \in E \), where \( E \circ F := \{(x, y) \mid \exists z \in X \text{ such that } (x, z) \in E, (z, y) \in F\} \).

A set \( X \) endowed with a coarse structure \( E \) is called a coarse space.

Example 3.2. Let \((X, d)\) be a metric space. For each \( r \in \mathbb{R}^+ \), define \( E_r = \{(x, y) \in X \times X \mid d(x, y) < r\} \).

Let \( E \) be the collection of all the subsets of such sets \( E_r \). Then \( E \) is a coarse structure, called metric coarse structure.

Definition 3.3. If \((X, E)\) is a coarse space and \( A \) a subset of \( X \), then we say that \( A \) is (coarsely) bounded if \( A \times A \) is a controlled set. If \( A \) is not bounded, then we say that \( A \) is (coarsely) unbounded.

Remark 3.4. There are other equivalent definitions for a subset of a coarse space being bounded. The reader is referred to [10] for such equivalent definitions.

Definition 3.5. If \((X, E)\) is a (coarsely) connected coarse space (i.e., each point of \( X \times X \) belongs to some controlled set), then the collection of bounded sets forms a bornology on \( X \), which we call the bornology induced by \( E \).

Definition 3.6. If \((X, E)\) is a coarse space, \( A \) a subset of \( X \), and \( E \) a controlled set, then we define \( E[A] = \{x \in X \mid \exists a \in A \text{ such that } (x, a) \in E\} \).
Definition 3.7. Let $X$ be a set. Let $\lambda$ be an equivalence relation on the power set of $X$. Then $\lambda$ is called an asymptotic resemblance if it satisfies the following properties:

(i) $A \lambda B_1$, $A \lambda B_2$ implies $(A \cup A_2) \lambda (B_1 \cup B_2)$,
(ii) $(B_1 \cup B_2) \lambda A$ and $B_1, B_2 \neq \emptyset$ implies that there are nonempty $A_1, A_2 \subseteq A$ such that $A = A_1 \cup A_2$, $B_1 \lambda A_1$, and $B_2 \lambda A_2$.

A pair $(X, \lambda)$, where $X$ is a set and $\lambda$ is an asymptotic resemblance, is called an asymptotic resemblance space.

Example 3.8. Let $(X, d)$ be a metric space, and $A, C \subseteq X$. Let $B(A, r)$ denote the ball of radius $r$ around $A$, i.e., $B(A, r) = \{x \in X \mid \exists a \in A \text{ such that } d(x, a) < r\}$. Define a relation $\lambda$ on the power set of $X$ by

$$A \lambda C \text{ if and only if } \exists r > 0 \text{ such that } A \subseteq B(C, r) \text{ and } C \subseteq B(A, r),$$

i.e., the Hausdorff distance between $A$ and $C$ is finite. Then $\lambda$ is an asymptotic resemblance, called the metric asymptotic resemblance or asymptotic resemblance induced by the metric $d$.

Definition 3.9. Let $(X, \lambda)$ be an asymptotic resemblance space. Then $A \subseteq X$ is called (asymptotically) bounded if $A$ is empty or there exists $x \in X$ such that $A \lambda x$. If $A$ is not (asymptotically) bounded, then we say that $A$ is unbounded.

Definition 3.10. If $(X, \lambda)$ is an (asymptotically) connected asymptotic resemblance space (i.e., $x \lambda y$ for all $x, y \in X$), then the collection of bounded sets forms a bornology on $X$, which we call the bornology induced by $\lambda$.

Definition 3.11. Let $\mathcal{E}$ be a coarse structure on a set $X$. For any two subsets $A$ and $B$ of $X$, define $A \lambda_\mathcal{E} B$ if $A \subset E[B]$ and $B \subset E[A]$ for some $E \in \mathcal{E}$. Then the relation $\lambda_\mathcal{E}$ is an asymptotic resemblance on $X$. We call $\lambda_\mathcal{E}$ the asymptotic resemblance induced by the coarse structure $\mathcal{E}$.

Remark 3.12. Without loss of generality we can always assume that the set $E$ from Definition 3.11 is symmetric and contains the diagonal.

Remark 3.13. When it is clear that the asymptotic resemblance was induced by the coarse structure $\mathcal{E}$, then for the simplicity of notation we will denote $\lambda_\mathcal{E}$ by $\lambda$.

Remark 3.14. In [7], it is shown that if $\lambda$ is the asymptotic resemblance induced by the coarse structure $\mathcal{E}$, then (asymptotically) bounded sets coincide with the (coarsely) bounded sets.

For more examples of asymptotic resemblance spaces, the reader is referred to [7].

Remark 3.15. If $\lambda$ is the asymptotic resemblance induced by the coarse structure $\mathcal{E}$ on $X$, then one can show that $X$ is (coarsely) connected if and only if $X$ is (asymptotically) connected.
Definition 3.16. Two subsets $A, C$ of an asymptotic resemblance space $(X, \lambda)$ are called asymptotically disjoint if for all asymptotically unbounded subsets $A' \subseteq A$ and $C' \subseteq C$, one has $A' \not\sim C'$.

Now we will introduce a relation on the power set of a connected coarse space that under certain conditions will induce a coarse proximity. The reader is encouraged to compare the following definition with the definition of the coarse neighborhood operator for large scale spaces, given in [3].

Definition 3.17. Let $(X, \mathcal{E})$ be a coarse space and let $A, B \subseteq X$ be any two subsets. Define $A \prec B$, if for every entourage $E \in \mathcal{E}$, we have that $E[A] \subseteq B \cup K$ for some bounded set $K \subseteq X$.

Remark 3.18. The above definition implies that $A \subseteq B$ up to some bounded set $K$, i.e., $(A \setminus K) \subseteq B$.

The following proposition introduces equivalent definitions of the $\prec$ relation.

Proposition 3.19. Let $(X, \mathcal{E})$ be a connected coarse space, $\lambda$ the asymptotic resemblance induced by $\mathcal{E}$, $\mathcal{B}$ the collection of coarsely bounded sets, and $A, B \subseteq X$ any two subsets. Then the following are equivalent:

(i) $A \prec B$,
(ii) $A$ and $X \setminus B$ are asymptotically disjoint,
(iii) For all $E \in \mathcal{E}$, there exists $D \in \mathcal{B}$ such that $\left((A \setminus D) \times ((X \setminus B) \setminus D)\right) \cap E = \emptyset$.

Proof. $(\text{i}) \implies (\text{ii})$. Assume $A \prec B$. For contradiction, assume that $A' \subseteq A$ and $C' \subseteq (X \setminus B)$ are unbounded subsets such that $A' \not\sim C'$, i.e., there exists $E \in \mathcal{E}$ such that $A' \subseteq E[C']$ and $C' \subseteq E[A']$. Since $A \prec B$, we have that $E'[A'] \subseteq B \cup K$ for some bounded set $K \subseteq X$. Since $A' \subseteq A$, we have that

$$C' \subseteq E[A'] \subseteq E[A] \subseteq B \cup K.$$ 

Thus, $(C' \setminus K) \subseteq B$. Since $C'$ is unbounded and $K$ is bounded, $(C' \setminus K)$ is nonempty. But this is a contradiction, since $(C' \setminus K) \subseteq (X \setminus B)$, by the definition of $C'$.

$(\text{ii}) \implies (\text{i})$. For contradiction, assume that $A \not\prec B$, i.e., there exists $E \in \mathcal{E}$ such that $E[A] \not\subseteq B \cup K$ for any bounded $K \subseteq X$. In other words, $E[A] \cap (X \setminus B)$ is unbounded. Without loss of generality we can assume that $E$ is symmetric. Set $C' = E[A] \cap (X \setminus B)$. For each $c \in C'$ there exists $a \in A$ such that $(c, a) \in E$. Let $A'$ be the collection of all such $a$'s. Notice that $A'$ is unbounded, since if it is bounded, then so is $E[A']$. But $E[A']$ contains $C'$, so it has to be unbounded. So we have an unbounded $A' \subseteq A$, an unbounded $C' \subseteq (X \setminus B)$, and $E \in \mathcal{E}$ such that

$$C' \subseteq E[A'] \quad \text{and} \quad A' \subseteq E[C'],$$

a contradiction to $A' \not\sim C'$.

$(\text{iii}) \implies (\text{ii})$ Let $E \in \mathcal{E}$ be arbitrary. Without loss of generality we can assume that $E$ contains the diagonal. Since $A \prec B$, there exists $K \in \mathcal{B}$ such that
Let $D$ be all those elements of $A$ such that $E[D] \subseteq K$. Since $K$ is bounded, so is $E[D]$. Since $E$ contains the diagonal, $D$ is bounded as well. Thus, by the construction of $D$ we have that $E[A \setminus D] \subseteq B$. In other words, if there exists $x \in X$ and $a \in (A \setminus D)$ such that $(x, a) \in E$, then $x$ cannot be in $(X \setminus B)$. In particular, it cannot be in $((X \setminus B) \setminus D)$, which shows (iii).

For contradiction, assume that $A \not\prec B$, i.e., there exists $E \in \mathcal{E}$ such that $E[A] \cap (X \setminus B)$ is unbounded. Let $D \in \mathcal{B}$ be arbitrary. Then $C := (E[A] \cap (X \setminus B)) \setminus (E \cup \triangle)(D)$ is nonempty. Let $c \in C$. Then there exists $a \in A$ such that $(c, a) \in E$. What is more, $a \notin D$. For if $a \in D$, then $c \in E[D]$, a contradiction. So we have $c \in ((X \setminus B) \setminus D)$, $a \in (A \setminus D)$ and $(a, c) \in E$. Since $D$ was an arbitrary unbounded subset, this contradicts (iii).

Remark 3.20. Notice that if $(X, \mathcal{E})$ is a connected coarse space, then the collection $\mathcal{B}$ from the above theorem is a bornology.

Now we introduce a condition under which $\prec$ relation will induce a coarse proximity.

Definition 3.21. A coarse space $(X, \mathcal{E})$ is called coarsely normal if for every pair of subsets $A, B \subseteq X$ such that $A \prec B$, there is a subset $C \subseteq X$ satisfying $A \prec C \prec B$.

The reader familiar with [3] will spot an immediate resemblance to large scale normality defined for large scale structures. Indeed, after translating from large scale structures to coarse structures, the two notions coincide for connected coarse spaces, as the following lemma and proposition show:

Lemma 3.22. Let $(X, \mathcal{E})$ be a connected coarse structure, $\mathcal{B}$ the bornology induced by $\mathcal{E}$, and $D_1, D_2 \in \mathcal{B}$. If $A$ and $B$ are two subsets of $X$ such that $A \prec B$, then the following hold:

(i) $A \cup D_1 \prec B \setminus D_2$,

(ii) $A \setminus D_1 \prec B \cup D_2$.

Proof. Exercise. □

The reader unfamiliar with large scale structures can take (ii) of the following proposition as the definition of the large scale normality given in [3].

Proposition 3.23. Let $(X, \mathcal{E})$ be a connected coarse structure. Then the following are equivalent:

(i) $(X, \mathcal{E})$ is coarsely normal,

(ii) For any $A, B \subseteq X$, define $A \prec^* B$ if $A \subseteq B$ and $A \prec B$. Then $A \prec^* B$ implies that there exists a subset $C \subseteq X$ satisfying $A \prec^* C \prec^* B$.

Proof. It is clear that (ii) implies (i). To see the converse, assume $A \prec^* B$, i.e. $A \subseteq B$ and $A \prec B$. By coarse normality, this implies the existence of $C' \subseteq X$ such that $A \prec C' \prec B$. In particular, this show that there exist bounded sets $D_1$
and $D_2$ such that $A \subseteq C' \cup D_1$ and $C' \subseteq B \cup D_2$. We can assume that $D_1 \subseteq A$ and $D_2 \subseteq (X \setminus B)$. Set $C = (C' \cup D_1) \setminus D_2$. By repeated application of Lemma 3.22 we have that $A \prec C \prec B$. Also, $A \subseteq C \subseteq B$, which follows from the fact that $D_2 \cap A = \emptyset$ (which in particular shows that $D_2 \cap D_1 = \emptyset$).

Now we will show that in case of coarse spaces, coarse normality is also equivalent to asymptotic normality, defined in [7]. For the convenience of the reader, we recall the definition here.

**Definition 3.24.** An asymptotic resemblance space $(X, \lambda)$ is **asymptotically normal** if for all asymptotically disjoint subsets $A_1, A_2 \subseteq X$, there are subsets $X_1, X_2 \subseteq X$ such that $X = X_1 \cup X_2$, $A_1$ is asymptotically disjoint from $X_1$, and $A_2$ is asymptotically disjoint from $X_2$.

**Proposition 3.25.** Let $(X, \mathcal{E})$ be a coarse space and $\lambda$ the asymptotic resemblance induced by $\mathcal{E}$. Then the following are equivalent:

(i) $(X, \mathcal{E})$ is coarsely normal,

(ii) $(X, \lambda)$ is asymptotically normal.

**Proof.** $(\text{i}) \implies (\text{ii})$ Assume $A_1, A_2 \subseteq X$ such that $A_1$ and $A_2$ are asymptotically disjoint, i.e., $A_1 \prec (X \setminus A_2)$. Thus, there exists $C$ such that $A_1 \prec C \prec (X \setminus A_2)$. Set $X_1 = (X \setminus C)$ and $X_2 = C$. Then clearly $X = X_1 \cup X_2$, $A_1$ is asymptotically disjoint from $X_1$, and $A_2$ is asymptotically disjoint from $X_2$.

$(\text{ii}) \implies (\text{i})$ Assume $A, B \subseteq X$ such that $A \prec B$, i.e., $A$ and $(X \setminus B)$ are asymptotically disjoint. Thus, there exists $X_1, X_2 \subseteq X$ such that $X = X_1 \cup X_2$, $A$ is asymptotically disjoint from $X_1$, and $(X \setminus B)$ is asymptotically disjoint from $X_2$. Let $C = X_2$. Then the following hold:

(a) $A$ is asymptotically disjoint from $X_1 = (X \setminus X_2) = (X \setminus C)$,

(b) $(X \setminus B)$ is asymptotically disjoint from $X_2 = C$,

which is the same as saying $A \prec C \prec B$. □

Thanks to the above proposition, it follows from [7] that the class of coarsely normal coarse spaces is nonempty. In particular, all metric spaces (with the metric coarse structure) are coarsely normal. Also, notice that in the above proof we used the definition of the $\prec$ relation that involved asymptotic resemblance. In particular, the fact that $\lambda$ was induced by a coarse structure was not used. Therefore, the same proof will show the following proposition:

**Proposition 3.26.** Let $(X, \lambda)$ be an asymptotic resemblance space. For any $A, B \subseteq X$, define $A \prec B$ if and only if $A$ and $X \setminus B$ are asymptotically disjoint. Then the following are equivalent:

(i) $A \prec B$ implies that there exists $C \subseteq X$ such that $A \prec C \prec B$,

(ii) $(X, \lambda)$ is asymptotically normal. □
At this point the reader may be wondering if there exist coarse spaces that are not coarsely normal. Indeed, in [3] it is shown that there exist such coarse spaces. The following example was inspired by Corollary 11.4 in that paper (translated to the setting of coarse spaces):

**Example 3.27.** Let $X = \mathbb{R}^+$ and let $\mathcal{E}'$ be the collection of subsets of $\mathbb{R}^+ \times \mathbb{R}^+$ that consist of finitely many half-lines starting at the $y$ or $x$ axis and parallel to the diagonal. Let $\mathcal{E}$ be the collection of all the subsets of elements of $\mathcal{E}'$. Then it is easy to see that $\mathcal{E}$ is a coarse structure whose bounded sets are the subsets of $\mathbb{R}^+$ of finite cardinality. Let $A = (0, 1)$ and let $B = \mathbb{R}^+ \setminus \mathbb{N}$. It is clear that $A \prec B$.

Also, notice that any $C \subseteq X$ such that $A \prec C$ needs to contain a set of the form $\mathbb{R}^+ \setminus D$, where $D$ is a sequence of points diverging to infinity (it is because for any $x \in \mathbb{R}^+$ we can always find $E \in \mathcal{E}$ such that $(0, x) \subseteq E[A]$). However, since we can always draw a half-line parallel to the diagonal that misses countably many points (more precisely, misses all the points in $D \times D$), there exists $E \in \mathcal{E}$ such that $E[C] \supseteq E[\mathbb{R}^+ \setminus D] = \mathbb{R}^+$, i.e., $E[C] = \mathbb{R}^+$. But this means that $C \not\prec B$ for any $C$ such that $A \prec C$, i.e., $(X, \mathcal{E})$ is not coarsely normal.

Finally, we are ready to prove that $\prec$ relation on a connected coarsely normal space induces a coarse proximity. In the proof, we utilize the characterization of the $\prec$ relation that uses asymptotic resemblance induced by the given coarse structure (see Proposition 3.19).

**Theorem 3.28.** Let $(X, \mathcal{E})$ be a connected coarse space and $\mathcal{B}$ the bornology induced by $\mathcal{E}$. The relation $\prec$ induces a coarse proximity on the pair $(X, \mathcal{B})$ if and only if $(X, \mathcal{E})$ is coarsely normal.

**Proof.** If $\prec$ induces a coarse proximity on the pair $(X, \mathcal{B})$, then $(X, \mathcal{E})$ is coarsely normal by (1) of Theorem 2.4. To prove the converse, assume that $(X, \mathcal{E})$ is coarsely normal. To show that $\prec$ induces a coarse proximity, it is enough to show that the relation $\prec$ satisfies (1) through (6) of Theorem 2.4. To show (1), let $D \in \mathcal{B}$ be arbitrary. Since subsets of bounded sets are bounded, there is no such $D' \subseteq D$ such that $D'$ is unbounded. Therefore, $X \lambda D$ is satisfied vacuously, i.e., $X \prec (X \setminus D)$. To show (2), assume $A \prec B$. For contradiction, assume that $C := A \cap (X \setminus B)$ is unbounded. Then $C \subseteq A$, $C \subseteq (X \setminus B)$, and $C$ is unbounded. By Proposition 2.22 of [7], we have that $C \lambda B$, which contradicts the fact that $A$ is asymptotically disjoint from $(X \setminus B)$. Thus, it has to be that $A \cap (X \setminus B)$ is bounded, i.e., $A$ is contained in $B$ up to some bounded set. To show (3), assume that $A \subseteq B \prec C \subseteq D$. If $A \not\prec D$, then there exist unbounded $A' \subseteq A \subseteq B$ and unbounded $D' \subseteq (X \setminus D) \subseteq (X \setminus C)$ such that $A' \lambda D'$, a contradiction to $B \prec C$. So it has to be that $A \prec D$. To show (4), assume $A \prec B_1$ and $A \prec B_2$, i.e., $A$ is asymptotically disjoint from $(X \setminus B_1)$ and $(X \setminus B_2)$. For contradiction, assume that $A \not\prec (B_1 \cap B_2)$, i.e., there exists unbounded $A' \subseteq A$ and unbounded $C' \subseteq X \setminus (B_1 \cap B_2)$, such that $A' \lambda C'$. However, notice that $X \setminus (B_1 \cap B_2) = (X \setminus B_1) \cup (X \setminus B_2)$. Thus, there has to exist unbounded $C'' \subseteq C'$ such that $C'' \subseteq (X \setminus B_1)$ or $C'' \subseteq (X \setminus B_2)$ (otherwise
$C'$ would be bounded, being the union of two bounded sets). Without loss of generality assume that $C'' \subseteq (X \setminus B_1)$. Notice that since $A' \lambda C'$, by Proposition 2.6 of [1], there exists $A'' \subseteq A'$ such that $A'' \lambda C''$. Clearly $A''$ has to be unbounded (for if it is bounded, then there exists $x \in X$ such that $x \lambda A'' \lambda C''$, contradicting the fact that $C''$ is unbounded). So we have unbounded $A'' \subseteq A$, and unbounded $C'' \subseteq (X \setminus B_1)$ such that $A'' \lambda C''$, a contradiction to $A \prec (B_1 \cap B_2)$. So it has to be the case that $A \prec (B_1 \cap B_2)$. To show the converse, assume $A \prec (B_1 \cap B_2)$. If without loss of generality $A \neq B_1$, then there exist unbounded $A' \subseteq A$ and unbounded $C' \subseteq (X \setminus (B_1)) \subseteq (X \setminus (B_1 \cap B_2))$ such that $A' \lambda C'$, a contradiction to $A \prec (B_1 \cap B_2)$. To show (5), assume $A \prec B$ and for contradiction assume that $(X \setminus B) \neq (X \setminus A)$. Then there exist unbounded $B' \subseteq (X \setminus B)$ and unbounded $A' \subseteq (X \setminus (X \setminus A)) = A$ such that $B' \lambda A'$, which contradicts $A \prec B$. The converse is shown similarly. Finally, (6) is the coarse normality.

Corollary 3.29. Let $(X, \mathcal{E})$ be a connected coarsely normal coarse space, $\lambda$ the asymptotic resemblance induced by $\mathcal{E}$, $\mathcal{B}$ the bornology induced by $\mathcal{E}$, and $A, B \subseteq X$ any two subsets. Define the relation $\mathbf{b}$ on the power set of $X$ by any of the following equivalent conditions:

(i) $\mathbf{b} AB$ if and only if there exists $E \in \mathcal{E}$ such that $E[A] \cap B$ is unbounded,

(ii) $\mathbf{b} AB$ if and only if there exists an unbounded $A' \subseteq A$ and an unbounded $B' \subseteq B$ such that $A' \lambda B'$,

(iii) $\mathbf{b} AB$ if and only if there exists $E \in \mathcal{E}$ such that for all $D \in \mathcal{B}$,

$$\left( (A \setminus D) \times (B \setminus D) \right) \cap E \neq \emptyset.$$ 

Then $\mathbf{b}$ is a coarse proximity.

Proof. This is a direct consequence of Theorem 3.28, Proposition 3.19 and Theorem 2.6.

Remark 3.30. Notice that (iii) of the above corollary is in line with the definition of the metric coarse proximity given in [4], where two subsets $A$ and $B$ of a metric space $(X, d)$ are coarsely close if and only if there exists $\epsilon < \infty$ such that for all bounded sets $D$, there exists $a \in (A \setminus D)$ and $b \in (B \setminus D)$ such that $d(a, b) < \epsilon$.

Since in the proof of Theorem 3.28 we have used the characterization of the $\prec$ relation that uses the induced asymptotic resemblance, the proof of that theorem also shows that connected asymptotically normal asymptotic resemblance spaces naturally induce coarse proximities, as in the following corollary.

Corollary 3.31. Let $(X, \lambda)$ be a connected asymptotic resemblance space and $\mathcal{B}$ the bornology induced by $\lambda$. For any $A, B \subseteq X$, define $A \prec B$ if and only if $A$ and $X \setminus B$ are asymptotically disjoint. The relation $\prec$ induces a coarse proximity on the pair $(X, \mathcal{B})$ if and only if $(X, \mathcal{E})$ is asymptotically normal.

Proof. This is a direct consequence of Proposition 3.26 and the proof of Theorem 3.28.
Corollary 3.32. Let \((X, \lambda)\) be a connected asymptotically normal asymptotic resemblance space, \(B\) the bornology induced by \(\lambda\), and \(A, B \subseteq X\) any two subsets. Define the relation \(b\) on the power set of \(X\) by
\[
Ab \equiv B \text{ if and only if there exists an unbounded } A' \subseteq A \text{ and an unbounded } B' \subseteq B \text{ such that } A' \lambda B',
\]
i.e., \(A\) and \(B\) are not asymptotically disjoint. Then \(b\) is a coarse proximity.

Proof. This is a direct consequence of Corollary 3.32 and Theorem 2.6. □

Question 3.33. Is every coarse proximity space induced by some coarse structure / asymptotic resemblance structure?
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