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Abstract—Speaker embedding is an important front-end module to explore discriminative speaker features (e.g., X-vector) for many speech applications where speaker information is needed. Current state-of-the-art backbone networks for speaker embedding are designed to aggregate multi-scale features from an utterance with multi-branch network architectures for speaker representation (e.g., ECAPA-TDNN). However, naively adding many branches of multi-scale features with the simple fully convolutional operation could not efficiently improve the performance due to the rapid increase of model parameters and computational complexity. Therefore, in the most current state-of-the-art network architectures, only a few branches corresponding to a limited number of temporal scales could be designed for speaker embeddings. To address this problem, in this paper, we propose an effective temporal multi-scale (TMS) model where multi-scale branches could be efficiently designed in a speaker embedding network almost without increasing computational costs. The new model is based on the conventional time-delay neural network (TDNN), where the network architecture is smartly separated into two modeling operators: a channel-modeling operator and a temporal multi-branch modeling operator. Adding temporal multi-scale in the temporal multi-branch operator needs only a little bit increase of the number of parameters, and thus save more computational budget for adding more branches with large temporal scales. Moreover, after the model was trained, in the inference stage, we further developed a systemic re-parameterization method to convert the multi-branch network topology into a single-path-based topology in order to increase inference speed. We investigated the performance of the new TMS method for automatic speaker verification (ASV) on in-domain (VoxCeleb) and out-of-domain (CNCeleb) conditions. Results show that the model based on the TMS method obtained a significant increase in the performance over the state-of-the-art ASV models, i.e., ECAPA-TDNN, and meanwhile, had a better model generalization. Moreover, the proposed model achieved a 29% – 46% speed up in inference compared to the state-of-the-art ECAPA-TDNN.

Index Terms—Speaker verification, Temporal multi-scale feature, Effective backbone.

I. INTRODUCTION

SPEAKER embedding is widely used as a front-end processing for speaker discriminative information extraction for speech application systems where speaker information is needed, for example, speaker verification systems in authentication for security access [1], speaker diarization systems in real-time meeting recordings and/or dialogs [2, 3]. Due to the success of deep learning frameworks in speech and image processing, speaker embedding algorithms have been proposed in which outputs of bottleneck layers could be used as speaker representation. The early speaker embedding algorithms were proposed based on deep neural network (DNN), where d-vectors were extracted from a bottleneck layer of the DNN for speaker representation [4]. Later, some most successful speaker embedding algorithm was proposed based on time-delay neural network (TDNN) [5], where X-vectors [6] were extracted through statistical pooling to convert utterances with various durations into fixed dimension speaker vectors. Inspired by the success of X-vector, several new speaker embedding algorithms have been proposed with manipulation of network architectures, for example, extended-TDNN (ETDN) [7], factorized-TDNN (F-TDNN) [8], and ResNet [9]. Also, several studies tried to modify the learning objective functions to improve the speaker embedding algorithms, for example, A-Softmax [10], AM-Softmax [11], AAM-Softmax [12], etc. Recently, by combining the advantages of the model architecture and learning objective functions, ECAPA-TDNN as a new speaker embedding model (with Res2Net module [13] and attention [14]) has achieved the state-of-the-art performance on VoxCeleb test set for automatic speaker verification (ASV) task [15, 16]. The main finding of all above-mentioned studies confirm that integrating multi-scale features of speech could consistently improve the performance for speaker feature extraction for ASV. This finding is consistent with the physiological study that speaker characteristics are encoded in multiple temporal scales of acoustic speech with short- and long-term segments (e.g., phonetics, prosody, etc.) [17]. In order to explore these multi-scale features, either single-path or multi-branch network could be designed.

A. Single-path-based speaker embedding models

As the most famous speaker feature, X-vector representation has been successfully applied in ASV [6]. This X-vector was extracted from a well-trained speaker embedding model based on TDNN [5]. In the speaker embedding model, TDNN extracted the frame-level features through the stacking of several TDNN layers where the temporal contextual relationship of adjacent frames was taken into consideration. Moreover, a pooling operator aggregates frame-level features to segment-level features, which were passed to bottleneck layers (fully connected (FC) layers) for further feature extraction. Speaker embeddings were extracted from these bottleneck FC layers.
This classical design lays the foundation for most of the follow-up ASV systems that could keep robust in various real-world conditions. Because of the high performance of X-vector systems, further studies tried to develop improved TDNN models to enhance the deep representations for the ASV system, for example, E-TDNN [7], F-TDNN [8], D-TDNN [18], and ARET [19] etc. Although the model architectures were designed as single-path topology, the multiple scales of features could be explored through the stacking of several layers (deep structure), therefore, multiple scales of features could be extracted from acoustic signals for speaker representations.

B. Multi-branch-based speaker embedding models

Although the single-path-based speaker embedding models could achieve superior performance, they are lack capability and efficiency in passing multi-scale features for final classifier modeling. In computer vision (CV), recognizing one object needs to consider the object itself and model the different sizes of contextual information simultaneously [13]. In speech, multi-scale features also exist in acoustic signals for recognition tasks. In one aspect, speech has multi-scale and hierarchical linguistic structures, e.g., phoneme, syllable, word, etc. In another aspect, different speech production organs have different time-frequency responses that contribute to acoustic features during dynamic movements [20], [21]. These two aspects determine that the speaker features should be encoded in short- and long-term segments of speech signals that reflect the physiological property of speech production organs, speaking styles, changes of prosody, and so on. Therefore, local and global representations should be emphasized for speaker discriminative information exploration, i.e., modeling for temporal multi-scale feature extraction.

The original multi-scale feature models were proposed in the CV field using a multi-branch design with different convolutional kernels, for example, InceptionNets [22], DenseNet [23], and ResNest [24]. In speech, there is also a model architecture design paradigm shift from single-branch to multi-branch models in order to capture multi-scale speech features. This model architecture paradigm shift with network topology comparisons is illustrated in Fig. 1. In this figure, the TDNN module only has a single-path topology with 1-D convolutional that kernel size = 3 (Fig. 1 (a)). In Fig. 1 (b), as proposed in InceptionNet [22], multi-parallel branches with different convolutional kernels and nonlinear operators are designed to explore multi-scale features (scale size 1, 3, and 5 as in this example with three different convolutional kernels). The Res2Net-based architecture is integrated into the multi-branch design [13], as shown in Fig. 1 (c). This approach is based on the idea of “making a residual connection in the residual connection” [13]. Representative studies of these designs are Res2Net [13], HS-Net [25], and ECAPA-TDNN [16]. In particular, ECAPA-TDNN [16] is the state-of-the-art speaker embedding model used in ASV with a multi-branch topology reference to Res2Net [13], and has achieved an excellent performance in recent ASV competitions and the industry [26]–[29]. However, as studies showed that this multi-branch (e.g., Res2Net structure) is not friendly for parallel computing [30]. The main reason is that the multi-branch designs increase the memory access cost (MAC) [31]. This disadvantage makes it difficult to deploy the Res2Net-based model for real applications.

In order to increase the parallelization ability of models, re-parameterized parallel multi-branch structure has been designed (Fig. 1 (d)) [30]. It supports network backbones with different topologies between training and inference stages. In the training stage, the model adopts the multi-branch topology to learn the multi-scale speaker’s features, while the network uses the re-parameterization approach to convert all branches to a single-path topology in calculation with a high inference speed in the inference stage. The idea of re-parameterization was first proposed in [30] on RepVGG model for image processing, and was later adapted to ASV in [32], [33]. But these models were based on Rep-VGG’s structure, where only a limited number of branches (temporal scales) could be integrated. Naively adding many branches in those model architectures will add excessive training parameters and make models hard to converge with increasing large computational load in model training. In addition, in the re-parameterization strategy, the combination of branches must adapt to the largest kernel size of the branch, which makes the computational load.
strongly rely on the branch with the largest kernel size.

C. Our focus and contributions

Considering the problems mentioned above, in this paper, we propose an effective speaker embedding model with integrating temporal multi-scale (TMS) processing in multi-branch neural network architecture and extracting speaker features for ASV. The basic TMS module of the proposed model is illustrated in Fig. 1(e). In this model, the TMS has much more temporal multi-scale branches each of which has with much wider temporal receptive fields than other models in previous studies. With this specially designed module, there is no large increase in computational cost, although there is a significant improvement to capture multi-scale speaker features. Moreover, based on the re-parameterization method, the TMS could be easily converted to a single-path topology hence increasing the inference speed. This proposed TMS can be used as an out-of-the-box module, which could be conveniently adopted for all types of TDNN layers (TMS-TDNN). Based on the TMS-TDNN, we designed a re-parameterized attention-based TMS-TDNN (Rep-A-TMS-TDNN) model for final ASV experiments. Experimental results show that the proposed TMS module is able to decrease the computational cost of the conventional multi-branch TDNN layer while increasing verification accuracy. In particular, the performance of the proposed Rep-A-TMS-TDNN can surpass the state-of-the-art ASV models (e.g., ECAPA-TDNN) in both the verification accuracy and inference speed. In summary, our contributions are as follows:

1) We proposed a model design strategy called TMS to effectively integrate multi-scale speaker feature extraction in speaker embedding model. Different from most studies (that integrate multi-scale feature extraction by using different kernel sizes with the fully convolutional operation), our strategy only considers the multi-scale in the temporal dimension with independent processing of channel and temporal processing. The advantage of our proposal is that we could easily incorporate a large number of branches with a large size of temporal scales in speaker embedding model with an ignorable increase in computational cost.

2) We developed a systemic re-parameterization method to convert the TMS module to a single-path topology, which can increase the inference speed, and meanwhile, bringing almost negligible influence in verification accuracy.

3) We made a detailed and comprehensive analysis and experiments with the ASV task on the in-domain (VoxCeleb) and out-of-domain (CNCeleb) conditions, and confirmed the effectiveness of the proposed TMS in speaker embedding modeling.

The remainder of the paper is organized as follows. Section II introduces the proposed TMS strategy and the re-parameterization strategy, as well as our model implementations. Section III examined the model with ASV experiments. Section IV further checks several factors that may affect the performance in ASV. Conclusions and future works are given in Section V.

II. PROPOSED TEMPORAL MULTI-SCALE STRATEGY

The general sketch of the proposed TMS module was introduced in Fig. 1(d), and the detailed TMS network architecture design and re-parameterization process were illustrated in Fig. 2. In this section, we will introduce them in detail.

A. The proposed TMS network architecture

The proposed TMS architecture is shown in Fig. 2(b). For the convenience of explanation, the conventional TDNN based operation is also shown in Fig. 2(a) for comparison. As shown in Fig. 2(b), in the TMS, we first decouple the traditional TDNN operator into two parts: the channel-modeling operator and TMS-modeling operator. The channel-modeling operator focuses on modeling the channel relationship for the features, which can be developed by a common TDNN operator, but their temporal context could be rigorously controlled and is typically much more narrower than that used in a regular TDNN operator (Fig. 2(a) and Fig. 2(b) shows the comparison). Then, the TMS-modeling part includes a series of branches that independently consider temporal contextual relationships of every input channel, helping the network to explore local and global speaker features sufficiently with little increase of computational costs. Finally, all outputs of the TMS branches are added to be one tensor that serves as the output of the TMS. Compared to traditional multi-branch networks, the TMS strategy could support more branches and include longer contextual information of one branch.

A typical TDNN’s weight is represented as $W \in \mathbb{R}^{N_o \times N_i \times C}$, where $N_i$ and $N_o$ are the number of input and output channels of the TDNN, and $C$ is the temporal context of the weight of each channel. $X \in \mathbb{R}^{N_i \times T_i}$ is the input tensor and $Y \in \mathbb{R}^{N_o \times T_o}$ is the output tensor, where $T_i$ and $T_o$ are the numbers of frames of input and output. For more details, in the typical TDNN (Fig. 2(a)), the output $Y$ is calculated as:

$$Y = W \ast X$$

$$y_{n_o,i} = \sum_{n_i=1}^{N_i} W_{n_o,i} \ast x_{n_i,i},$$

where “$\ast$” is the discrete convolution operator, $y_{n_o,i}$ is the tensor slice along the $n_o$-th output channel of $Y$, $n_o \in \{1, 2, ..., N_o\}$. $W_{n_o,i}$ is the tensor slice of $W$, and $x_{n_i,i}$ is the tensor slice of $X$.

Conventional multi-scale networks often adopted the fully convolutional operator (weight is consisted of a $N_o \times N_i \times C$ tensor) to design a parallel multi-branch topology. The heavy computational load of this structure limited the usage of kernels with a large size and number of branches. For example, in RepVGG, it is hard to use a branch with a large convolutional kernel with the size of $7 \times 7$. Therefore, it is difficult for RepVGG to explore long-segmental speaker features. Based on these considerations, two disadvantages limit the performance of the conventional multi-branch models, i.e., (1) the fewer
number of branches limited the modeling capability, and (2) the sample and small receptive fields of the convolutional kernels can not efficiently explore those complex multi-scale speaker information.

Unlike conventional parallel multi-branch models, the TMS strategy first separates TDNN to a channel-modeling operator and a temporal context-modeling operator (Fig. 2 (b)). The channel-modeling operator with a rigorously controlled temporal context is responsible for modeling the channel information. And the context-modeling operator can model the temporal contextual information with a little bit of the increase of the computational cost. The channel-modeling operator is:

$$
Y = D \ast X
$$

$$
y_{n_o, i} = \sum_{n_i=1}^{N_i} D_{n_o, n_i} \ast x_{n_i},
$$

where $D \in \mathbb{R}^{N_o \times N_i \times C_{channel}}$, $C_{channel}$ is the temporal context of the channel-modeling operator, and $D_{n_o, n_i}$ is the tensor slice with the $n_o$-th output channel of the channel-modeling’s weight $D$. The temporal context-modeling operator is:

$$
Y' = P \ast X'
$$

$$
y'_{n_o, i} = P_{n_o, n_i} \ast x'_{n_i},
$$

where $P \in \mathbb{R}^{N_o \times N_i \times C_{temporal}}$, $C_{temporal}$ is the temporal context of the temporal context-modeling operator, $y'_{n_o, i}$ is the tensor slice of the output tensor of the temporal context-modeling operator ($Y'$), $P_{n_o, n_i}$ is the tensor slice of $P$, and $x'_{n_i}$ is the tensor slice of the input of the temporal context-modeling operator $X'$. The processing of context-modeling operator can be implemented by depth-wise separable convolutions \cite{34, 35}.

As shown in Fig. 2 (b), the TMS includes a series of parallel branches for the temporal context-modeling. There are three benefits of this design: (1) the context-modeling operator is special to consider only the temporal contextual relationships of speaker features while does not model the channel relationship, paying more attention to the temporal multi-scale speaker features, (2) since only temporal context information is considered without cross channel information modeling, the computational budget could be saved for increasing the length of the temporal context. For example, the temporal context scale of the branch (i.e., temporal convolutional kernel) could be increased to be large, which is almost impossible in traditional multi-scale models, hence exploring long-temporal characteristics from signals for speaker representation, (3) due to the low computational cost, much more number of branches (corresponding to different temporal scales) could be added in the TMS in order to increase the diversity of the feature exploration. The output of the TMS with these branches is estimated as:

$$
Y'_{TMS} = \sum_{k=1}^{K} branch_k(X'),
$$

Fig. 2: Network diagram for (a) TDNN, (b) TMS, and (c) the re-parameterized TMS. The “context” in this figure denotes the temporal context of TDNN.
where $Y'_{TMS}$ is the output tensor of the temporal multi-scale module, $branch_k$ denotes the $k$-th temporal context-modeling branch, and $K$ is the total number of branches. For each TMS branch, it is calculated as:

$$branch_k(X') = \sum_{k=1}^{K} P_k * X'$$

$$branch_k(X')_{n_o} = P_k,(n_o,\ldots)X'_{n_o}$$

where $P_k$ is the weight of the $branch_k$, the $C_{temporal}$ of each context-modeling branch $P$ follows the $C_{base} + 2(k-2)$ strategy, and $C_{base}$ is the base temporal context length of the temporal context-modeling operator. Also note of is that, the temporal context of channel-modeling operators isn’t necessarily be limited to one. And the mainstream convolutional operators could be adopted in the channel-modeling operators, such as groups convolutions, depth-separable convolutions, dilated convolutions, etc.

For a quick summary, in the proposed TMS (Fig. 2 (b)), the input feature is first put into the base TDNN (channel-modeling operator) for calculating the channel dependences while do not consider too wide temporal context relationships. Then, the context-modeling branches describe the temporal contextual relationships from multi-scales of the signal, which is very effective. It needs only a little bit of increase of the computational costs while achieving a very long temporal context receptive field in convolution. Eq. (6) shows the complete equation of TMS.

$$Y'_{TMS} = TMS(X) = \sum_{k=1}^{K} branch_k(D * X).$$

Theoretically, compared to the conventional parallel multi-branch structure, the proposed TMS strategy could obtain a speed up by:

$$r_s = \frac{K}{N_o N_t T C_k} \frac{N_o N_t T C_{channel}}{N_o N_t T C_{channel} + \frac{K}{k=1} \sum_{k=1}^{K} N_t T (C_{base} + 2(k-2))}$$

$$= \frac{K}{C_k} \left( \frac{\sum_{k=1}^{K} (C_{base} + 2(k-2))}{N_o} \right) \approx \frac{C_k}{C_{channel}},$$

where $C_k$ is the temporal context of the $k$-th branch in the original multi-scale model, $T$ is the number of frames of the processing feature, and $\frac{\sum_{k=1}^{K} (C_{base} + 2(k-2))}{N_o} \ll C_{channel}$. According to Eq. (7), the compression ratio of the model’s parameters is also $\frac{C_k}{C_{channel}}$.

### B. Re-parameterization for TMS

In order to facilitate the TMS approach for parallel computing, we further proposed a systemic re-parameterization strategy for TMS, as showed in Fig. 2 (c). In this re-parameterization, two steps of parameter adjustments are involved, i.e., external adjustment and internal adjustment (refer to Fig. 2 (c)). As there is a batch normalization (BN) processing after the TMS is processed, the external adjustment is responsible for re-weighting the BN into the weight of the TMS module, while the internal adjustment needs to combine the branches of the channel-modeling operator and temporal context-modeling operator to one single-path topology. (The channel-modeling operator has a TDNN branch and a shortcut branch, and the multi-scale context-modeling operator are involved in many TMS branches and a shortcut branch.)

1) External adjustment: In ASV, models with a “BN-ReLU-TDNN” structure are often used to achieve better performance [32]. However, BN and TDNN are separated by a non-linear activation function which makes the two linear operators can not be combined in one sequential layer [32]. We need to re-arrange the order of the sequential layer in order to design the re-parameterization algorithm.

For one min-batch, the input and output feature maps of a TDNN layer are denoted as $X \in \mathbb{R}^{B \times N_t \times T}$ and $Y \in \mathbb{R}^{B \times N_t \times T_s}$ ($B$ is the batch size) and the BN in TDNN is formulated as:

$$BN(\tilde{Y} : \mu, \sigma, \gamma, \beta)_{n_o} = \left( \tilde{Y}_{n_o} - \mu_{n_o} \right) \frac{\gamma_{n_o}}{\sigma_{n_o}} + \beta_{n_o},$$

where $\tilde{Y}$ is the output of the BN, $\mu$ and $\sigma$ represent the vectors of mean and variance of mini-batch, $\gamma$ and $\beta$ denote the scale and shift vectors. $\mu_{n_o}, \sigma_{n_o}, \gamma_{n_o}$, and $\beta_{n_o}$ are the elements of $\mu, \sigma, \gamma$, and $\beta$, respectively. Then, one TMS-TDNN sequential layer can be defined as:

$$\tilde{Y}' = BN_j(ReLU(TMS_j(\tilde{X}))),$$

where $j$ is the index of the $j$-th sequential layer. In a sequential layer with the “TDNN-ReLU-BN” structure, the TDNN is not adjacent to the BN (two linear module (TDNN and BN) are also separated by the non-linear function ReLU), making BN not easy to be re-weighted into the TDNN. Therefore, we should adopt our CS-Rep method [32] to change the order of the sequential layer. Because the CS-Rep adjusts the relative position of BN and TDNN, the input and output channels of TDNN need to be equal. CS-Rep distributes the $BN_{j-1}$ from sequential-layer $j-1$ to the head of the sequential-layer $j$, causing the model with the “TDNN-ReLU-BN” to the “BN-TDNN-ReLU.” After applying this method, Eq. (9) is converted to

$$\tilde{Y}' = ReLU(TMS_j(BN_{j-1}(\tilde{X}))).$$

Based on CS-Rep, we convert the order of sequential layers from the “BN-ReLU-TDNN” to the “BN-TDNN-ReLU” (Eq. (9) to Eq. (10)), making TDNN adjacent to the BN. It results in a “BN-first” re-parameterization case (BN is preceding the TDNN operator), which causes the preceding BN to generate influences on each TDNN layer channel. The “BN-first” re-parameterization combines every TDNN branch and converts its preceding BN into a TDNN with a bias vector $b \in \mathbb{R}^{N_t \times 1}$ to reduce the depth of the network, so in the channel-modeling operator it can be defined as:

$$D'_{j,(n_o,\ldots)} = D_{j,(n_o,\ldots)} \cdot \frac{\gamma_{j-1,(n_o)}}{\sigma_{j-1,(n_o)}} \sigma_{j-1,(n_o)}$$

$$b'_{j,(n_o)} = D_{j,(n_o,\ldots)} \cdot \left( \frac{-\gamma_{j-1}(n_o)}{\sigma_{j-1}} + \beta_{j-1} \right),$$

$$\tilde{Y}' = ReLU(TMS_j(BN_{j-1}(\tilde{X}))).$$
where \( D'_{j} \) and \( b'_{j} \) are the re-weighted weight matrix and bias vector, \( D'_{j,(n_{o}:n_{i})} \) is the tensor slice of \( D'_{j} \), and \( b'_{j,(n_{o})} \) is the element of \( b'_{j} \). If the channel-modeling operator is the TDNN with Group convolution, the bias can be formulated as:

\[
b'_{j,(N_{g}:N_{g+1})} = \sum_{j}(N_{g}:N_{g+1}) \frac{\gamma_{j-1}(N_{g}:N_{g+1})}{\sigma_{j}} \beta_{j-1}(N_{g}:N_{g+1}), (12)
\]

where \( D_{j,(N_{g}:N_{g+1})} \) is the tensor slice of \( D_{j} \), \( g \) is the \( g \)-th TDNN group, containing \( N_{g+1} - N_{g} \) channels, and the subscript of the vectors of BN are also the tensor slices, such as \( \gamma_{j-1}(N_{g}:N_{g+1}) \) is the slice of \( \gamma_{j-1} \).

Finally, one TMS layer (including two sub-layers without any nonlinear operation and BN) is designed as a channel-modeling operator and a temporal context-modeling operator. The benefit of this design is that the influence of “BN-first” case only spreads to the channel-modeling operator and thus to simplify our re-parameterization.

2) Internal adjustment: There are two re-parameterization stages for the internal branch combination.

The first is the re-parameterization of the channel-modeling operator stage. In the internal adjustment processing of the channel-modeling operator, the shortcut branch will be re-weighted into the TDNN branch. The shortcut connection can be regarded as a TDNN branch with context scale as one, and the context weighting \( (D^{id}) \) coefficient is defined as:

\[
d^{id}_{n_{o},n_{i}} = \begin{cases} 
1, & n_{o} = n_{i} \\
0, & n_{o} \neq n_{i},
\end{cases} \tag{13}
\]

where \( d^{id}_{n_{o},n_{i}} \) is the tensor slice of \( D^{id} \). Then, the weight of this branch should be zero-padded to the same size as the channel-modeling TDNN branch. Finally, based on the linear additivity of the discrete convolution operator, the shortcut branch’s weight and bias can be added to the TDNN branch easily. Fig. 3(b) shows the details of the re-parameterization for the identity branch of the context-modeling operator stage.

The second is the re-parameterization of the temporal context-modeling operator stage. The shortcut connection can be converted to a temporal context-modeling branch (P) for the TMS operator, but all elements in the weight matrix are as one. It can be seen as a special case of Eq. (13). Fig. 3(b) shows the details of the re-parameterization for the identity branch of the context-modeling operator stage.

As for other context-modeling branches, zero-padding is used to pad their weight matrices to the same size as that of the branch’s weight with a max length temporal context window. Then all branches and the transformed shortcut branch are added to the max branch in order to convert the multi-branch topology to one single-path topology.

C. Models implementation

Two TDNN models based on the TMS strategy are designed: an improved E-TDNN used to examine the effect of the single increase for the TMS method only (denoted as Rep-E-TMS-TDNN hereafter), and a TMS- and attention-based TDNN model to achieve the state-of-the-art ASV performance (denoted as Rep-A-TMS-TDNN hereafter).

1) Rep-E-TMS-TDNN: E-TDNN extends FC layers (TDNN layer with context = 1) between two TDNN layers in the speaker embedding model architecture. The TDNN based X-vector adopted the statistics pooling to aggregate the frame-level features to the segment-level. Then the segment-level features are supplied to two FC layers and generate the speaker embeddings from the last FC layer. To clearly show the increase of the TMS approach, we replace the TDNN layers which model contextual relationship (the first, third, fifth, and seventh TDNN layers of E-TDNN) with the TMS-TDNN layers. Table I summarizes the modeling structure of our Rep-E-TMS-TDNN.

2) Rep-A-TMS-TDNN: In the proposed Rep-A-TMS-TDNN, the frame-level model consists of four blocks, including TMS modules, LeakyReLU activation functions, BN, and squeeze-excitation block (SE-Block) [14].

The model structure is illustrated in Fig. 4. In the training stage (Fig. 4(a)), each block has a head TDNN layer (the first TDNN layer in the gray box) that integrates the channel information of features, and four TMS-TDNN sequential layers with four temporal context-modeling branches (the green box). The temporal context size \( (C_{\text{channel}}) \) of the channel-modeling operator is 3. The Rep-A-TMS-TDNN adopts the
same temporal context as the head TDNN layer and the TMS’s $C_{\text{base}}$, following the [3, 1, 3, 5] for each block. SE-block is adopted in each block to model the channel attention. Statistics pooling aggregates frame-level features to segment-level features and are passed to two 512-dimensional FC layers. AAM-Softmax \cite{12} loss is chosen as the loss function.

In the inference stage, we re-parameterize the Rep-A-TMS-TDNN from the multi-branch topology to the single-path topology. Fig. 4 (b) shows the converted structure for Rep-A-TMS-TDNN. The size of the parameters is 7.6M, and floating point operations per second (FLOPs) of it is $1.5 \times 10^9$, which are the same as that for E-TDNN. The re-parameterized model can achieve a much faster inference speed than the regular one without a negative influence on accuracy.

### III. Experiments and results

We carry out ASV experiments to examine the performance of the proposed models Rep-E-TMS-TDNN and Rep-A-TMS-TDNN, and compare their performance with several state-of-the-art methods.

#### A. Datasets for experiments

VoxCeleb and the CNCeleb are used in our ASV experiments. Table II shows the details of the two data corpuses. Two testing conditions were set, i.e., in-domain and out-of-domain settings.

**In-domain Experiment:** The VoxCeleb2 \cite{37} development set is used to train speaker embedding models. After X-vector extraction, the ASV is tested on the VoxCeleb1 test part \cite{38}, VoxCeleb1-E \cite{37}, and VoxCeleb1-H \cite{37}.

**Out-of-domain Experiment:** The X-vector extraction is based on the same speaker embedding models as trained in in-domain experiments, but the ASV is tested on the CNCeleb1.E dataset \cite{39}. And the back-end model was built based on the training sets of CNCeleb1.T \cite{39} and CNCeleb2 \cite{40} (i.e., PLDA \cite{41} based back-end model with linear discriminative analysis (LDA) for dimension reduction on the X-vectors).

#### B. Experimental settings

**Networks:** The classical E-TDNN and the state-of-the-art ECAPA-TDNN\cite{31} were implemented for X-vector extraction as the baselines. The proposed Rep-E-TMS-TDNN was used in ablation experiments to examine the effect of increasing TMS.

**Input Feature:** The 161-dimensional spectrogram features were extracted with a sliding window (hamming with window length 20 ms and a step of 10 ms) \cite{19}, \cite{22}. The spectrum feature was converted to cepstral feature, and cepstral mean and variance normalization (CMVN) was applied before features putting to the network learning. In our experiments, no data augmentation was applied as we tried to figure out the performance improvement only from model aspects.

**TABLE I: The configure of Rep-E-TMS-TDNN.**

| Layer Type | Context | Size |
|------------|---------|------|
| TMS-TDNN   | \{t-2; t; t+2\} | 512  |
| TDNN       | \{t\}  | 512  |
| TMS-TDNN   | \{t-1; t; t+1\}, \{t-2; t; t+2\}, \{t-3; t; t+3\} | 512  |
| TDNN       | \{t\}  | 512  | 512 |
| TMS-TDNN   | \{t-2; t; t+2\}, \{t-3; t; t+3\}, \{t-4; t; t+4\} | 512  |
| TDNN       | \{t\}  | 512  |
| TDNN       | \{t\}  | 512  |
| Statistics pooling | [0,T] | 512 × 3 |
| FC         | [0,T]  | 512  |
| FC         | [0,T]  | 512  |
| AAM-Softmax | [0,T] | N    |

**TABLE II: Information of experimental data sets.**

| Dataset | Environment | # Speakers | # Utterances | # Paris |
|---------|-------------|------------|--------------|---------|
| Front-end training set | | | | |
| VoxCeleb2 dev. mostly interview | 5,994 | 1,092,009 | - |
| Backend training set | | | | |
| CNCeleb1.T | multi-genre | 800 | 111,260 | - |
| CNCeleb2 | multi-genre | 2,000 | 529,485 | - |
| Testing set | | | | |
| VoxCeleb1 test mostly interview | 40 | 4,708 | 37,611 |
| VoxCeleb1-E mostly interview | 1,251 | 145,160 | 579,818 |
| VoxCeleb1-H mostly interview | 1,190 | 135,415 | 550,894 |
| CNCeleb1.E multi-genre | 200 | 18,849 | 3,604,800 |
TABLE III: The benchmarks on VoxCeleb1 test, VoxCeleb1-E, and VoxCeleb1-H.

| Description | Backbone | Details | Publication | VoxCeleb1-test EER ↓ (\%) | minDCF2 ↓ EER ↓ (\%) | VoxCeleb1-E EER ↓ (\%) | minDCF2 ↓ EER ↓ (\%) | VoxCeleb1-H EER ↓ (\%) | minDCF2 ↓ EER ↓ (\%) |
|-------------|----------|---------|-------------|--------------------------|----------------------|------------------------|----------------------|------------------------|----------------------|
| Nagrani et al. [42] | Thin-ResNet-34 | No Aug. | CS&L-2020 | 2.870 | - | 2.950 | - | 4.930 | - |
| Desplanques et al. [16] | ECAPA-TDNN | Noise+RIR+tempo | INTERSPEECH-2020 | 1.010 | 0.1274 | 1.240 | 0.1418 | 2.320 | 0.2181 |
| Yu et al. [56] | TDNN | Noise+RIR+tempo | ICASSP-2021 | 1.720 | 0.1961 | 1.850 | 0.1918 | 3.060 | 0.2773 |
| Yu et al. [56] | D-TDNN | Noise+RIR+tempo | ICASSP-2021 | 1.540 | 0.1938 | 1.650 | 0.1695 | 2.810 | 0.2417 |
| Yu et al. [56] | D-TDNNT-CAM | Noise+RIR+tempo | ICASSP-2021 | 1.120 | 0.1152 | 1.290 | 0.1362 | 2.510 | 0.2123 |
| Quan et al. [43] | ResNet34(512) | Noise | TASLP-2021 | 1.622 | - | 1.751 | - | 3.159 | - |
| Chen et al. [5] | PUSTDNN | No Aug. | TASLP-2021 | 4.550 | - | - | - | - | - |
| Zhou et al. [15] | ResNeXt | Noise+RIR | SLT-2021 | 1.610 | 0.1445 | 1.570 | 0.1739 | 2.780 | 0.2674 |
| Zhou et al. [15] | ResNeXt+CAM | Noise+RIR | SLT-2021 | 1.450 | 0.1471 | 1.470 | 0.1692 | 2.720 | 0.2717 |
| Ours | E-TDNN | No Aug. | | 1.648 | 0.1833 | 1.597 | 0.1735 | 2.776 | 0.2542 |
| Ours | ECAPA-TDNN | No Aug. | | 1.186 | 0.1272 | 1.270 | 0.1339 | 2.450 | 0.2487 |
| Proposed | Rep-E-TMS-TDNN | No Aug. | | 1.441 | 0.1685 | 1.475 | 0.1626 | 2.574 | 0.2431 |
| Proposed | Rep-A-TMS-TDNN | No Aug. | | 0.915 | 0.0985 | 1.118 | 0.1242 | 1.995 | 0.1896 |

Fig. 5: Comparison of E-TDNN, ECAPA-TDNN, Rep-E-TMS-TDNN, and Rep-A-TMS-TDNN using DET curves for three in-domain evaluation conditions: (a) the VoxCeleb1 test part, (b) VoxCeleb1-E, and (c) VoxCeleb1-H.

Training: for speaker embedding model training, AAM-Softmax loss was adopted (hyperparameters in AAM-Softmax function with \( m = 0.25 \) and \( s = 30 \)). In the training stage, mini-batch size of 64 was used. The mini-batch was made by randomly sampling from recordings with 300 consecutive frames from each utterance. Stochastic gradient descent (SGD) based optimizer was adopted in learning with momentum 0.9, weight decay 1e-5, and the initial learning rate was 0.1.

Testing: full-length utterances were adopted in the testing stage to extract speaker feature embeddings. In the in-domain ASV experiments, the adaptive score normalization (AS-Norm) [43] with cosine similarity was applied in scoring for all models. L2-normalized speaker embeddings of each training speaker were chosen as the imposter cohort with a size of 1000. In the out-of-domain experiments, the Cosine similarity (Cosine), PLDA, and LDA&Cosine were chosen as the back-end models. This paper utilized the equal error rate (EER) and the minimum detection cost function (minDCF) [44] as the performance metrics. We adopted two minDCFs: minDCF1 (\( C_{FA} = 1, C_{Miss} = 10, P_{target} = 0.01 \)) and minDCF2 (\( C_{FA} = 1, C_{Miss} = 1, P_{target} = 0.01 \)).

C. Experimental results in the in-domain condition

Table III lists several benchmark results and results based on our proposed models in the in-domain condition (mostly Interview). From this table, we can find that the ASV models with functions for multi-scale feature extraction all have consistent increases in performance over their baselines. These results confirm the importance of the multi-scale feature extraction in speaker verification tasks.

Although existing multi-scale ASV models obtain increased performance, the limited number of branches and the small scale of the temporal context of each branch limited their modeling capabilities. Without increasing the computational complexity, our proposed model Rep-A-TMS-TDNN showed a better performance since the TMS approach could help to model more temporal scales and refine the short- and long-temporal information of speakers. In Table III, Rep-A-TMS-TDNN obtained a state-of-the-art performance on the VoxCeleb test set, VoxCeleb1-E, and VoxCeleb1-H, with 0.92%, 1.12% and, 2.00% EERs, respectively. And the minDCFs on three evaluation sets were all the lowest.

Fig. 5 displays the detection error tradeoff (DET) curve of E-TDNN, ECAPA-TDNN, Rep-E-TMS-TDNN, and Rep-A-TMS-TDNN on three evaluation sets. Comparing these
curves, we can see that Rep-E-TMS-TDNN obtained a stable improvement over E-TDNN with a noticeable gap, which only switched the TDNN layer to TMS-TDNN in the network architecture design. It’s confirmed that the multi-scale speaker feature extraction by the TMS was truly essential for ASV models. We further focus on the comparison between the ECAPA-TDNN and Rep-A-TMS-TDNN. The DET curves in Fig 5 showed that compared with ECAPA-TDNN, Rep-A-TMS-TDNN gained a obvious improvement, especially for a complex environment VoxCeleb1-H (Fig. 5(c)). For example, Rep-TMS-TDNN relatively decreased 23%, 12%, and 18% EERs over the ECAPA-TDNN on the three test sets, respectively. Based on these results, we further confirmed that TMS with the long-term temporal multi-scale modeling is necessary for speaker verification in a challenging condition.

To sum up, from our experimental results, we confirmed that TMS can bring a more than 10% relative performance improvement (based on EER) for the ASV networks against the baselines. And Rep-A-TMS-TDNN achieved the best performance among all compared models. Also of note is that our system even does not use any data augmentation techniques but outperforms the state-of-the-art systems with data augmentation in X-vector model training. To the best of our knowledge, Rep-A-TMS-TDNN is the first single system without data augmentation that could achieve an EER below 1% on the VoxCeleb1 test set by the model with the number of parameters at the level of E-TDNN model. In specific, Rep-A-TMS-TDNN has a consistent performance improvement (12%–23%) over the ECAPA-TDNN. Moreover, our re-parametrization method can increase the inference speed (the speedup evaluation will be given in Section III-E) and meanwhile, not make performance degradation.

D. Experimental results in the out-of-domain conditions

Different from in-domain experiments where training and test data sets are all from VoxCeleb, we examine the performance in out-of-domain conditions where the training data is from the VoxCeleb2 set while the testing set is from CNCeleb where 11 genres are included. For X-vector extraction models, E-TDNN, ECAPA-TDNN, Rep-E-TMS-TDNN, and Rep-A-TMS-TDNN were adopted, and all of them were trained on the development set of VoxCeleb2. In the backend modeling, Cosine similarity (Cosine), PLDA, and LDA&Cosine were selected as the classifier modeling in the verification experiments. In addition, for the PLDA- and LDA&Cosine-based backend functions, the backend model was trained based on the CNCeleb1.T and CNCeleb2, which could be regarded as a domain adaptation. The results on the out-of-domain test condition are summarized in Table IV. It can be observed that the performance dropped dramatically compared with those for in-domain conditions. Concerning on the results with different backend models, the performances with domain adaptation based on PLDA achieved 11.0%–12.4% EERs, which were better than those without adaptation processing (13.9% – 20.4% EERs).

By comparing the results based on different models, we could get the same tendency of the contributions of the TMS. Moreover, we can see that ECAPA-TDNN does not perform consistently well on the out-of-domain conditions. Sometimes, the performance of ECAPA-TDNN is even worse than the baseline model (E-TDNN), although it is widely recognized that the ECAPA-TDNN could always achieve a significant improvement compared with the E-TDNN in in-domain conditions. One reason for this phenomenon is that ECAPA-TDNN may be overfitted on the domain of VoxCeleb. However, the findings in this study showed that the proposed Rep-A-TMS-TDNN did not have this problem.

To future analyze the performance of the models on out-of-domain conditions, we also specifically evaluate the performance on each genre through the PLDA backend function. 11 genres are reported in Table V. It can be observed that the TMS-based models (Rep-E-TMS-TDNN and Rep-A-TMS-TDNN) obtain the best performances in 9 out of the 11 genres, showing the robustness of the proposed TMS.

This confirms that the proposed TMS strategy could improve the accuracy significantly while keeping robustness in different networks structures for out-of-domain conditions (or better generalization).

E. Model complexity and inference speed

In this subsection, we analyze the effect of re-paramterization from two aspects: inference speed and performance.

1) Model complexity and actual inference speed: In order to clearly distinguish whether the model is with or without re-
parameterization, we adopt the “(regular)” and the “(rep)” as the suffix of the model’s name to represent the multi-branch structure (training stage structure) or single-path topology through the re-parameterization (Rep-E-TMS-TDNN (regular) and Rep-E-TMS-TDNN (rep), Rep-A-TMS-TDNN (regular) and Rep-A-TMS-TDNN (rep)). To evaluate the actual inference speed more comprehensively, the experiments were carried out on three types of devices, which have different computing powers, i.e., device 1: Intel E5-2620 CPU and Tesla K40 GPU; device 2: Intel 4210 CPU and RTX 2080 TI GPU; device 3: Intel 4210R CPU and RTX 3080 GPU. The test adopted a $161 \times 300$ tensor as the input feature for ASV systems. Then, we ran 10,000 times inference with batch size = 1 for each network on a single kernel of the CPU or on the same one GPU. The results of time usage (GPU and CPU) are average of 10 runs.

For the theoretical speed based on floating point operations per second (FLOPs), these models have around $1.6 \times 10^9$ FLOPs, except Rep-E-TMS-TDNN (regular/rep) only has a $0.9 \times 10^9$ FLOPs. The relatively low FLOPs confirm the effectiveness of the proposed TMS, which has the potential to tap a high inference speed. The number of the parameters of Rep-A-TMS-TDNN (regular/rep) is 7.3M/7.2M, which is the same size as the E-TDNN. And the Rep-E-TMS-TDNN (regular/rep) only has 4.9M/4.8M parameters. For the actual inference speed, the parallel computing speed on GPUs is the most important metric. Due to the unfriendly parallel computing, the deep networks with a multi-branch topology do not obtain a very satisfactory inference speed on GPU, such as ECAPA-TDNN, and Rep-A-TMS-TDNN (regular). However, after the re-parameterization, the multi-branch model can be converted to the single-path model to increase the inference speed. From the inference time of each model shown in Fig. 6 (a) and Fig. 6(b), we can observe that the re-parameterization can bring a stable increase of the CPU/GPU inference speed, especially for the deep networks. For example, Rep-A-TMS-TDNN (regular) applied our re-parameterization can increase GPU inference speed of Rep-A-TMS-TDNN (rep) over 35% – 43%.

Comparing Fig. 6 (e) with Fig. 6(f), we can see that the CPU inference speed of Rep-A-TMS-TDNN (rep) was around the same as the ECAPA-TDNN, but achieved a 29% – 46% speed improvement on the GPU inference. As we have already confirmed in previous sections (Sections III-C and III-D), Rep-A-TMS-TDNN (rep) could obtain a much higher speaker recognition accuracy than ECAPA-TDNN. Therefore, it’s concluded that our proposed Rep-A-TMS-TDNN (rep) could achieve a better verification accuracy as well as fast inference speed than the ECAPA-TDNN in real applications.

2) ASV accuracy with and without re-parameterization: In model re-parameterization, due to padding and re-weighting, there is a little difference in data processing of the data stream boundaries, which may result in a little change of the performance. Table VII compared with performance of Rep-E-TMS-TDNN model with and without re-parameterization in in-domain and out-of-domain conditions. And Table VIII compared the ASV results of the deep model (Rep-A-TMS-TDNN) with and without re-parameterization in in-domain and out-of-domain conditions. It’s shown that our re-parameterization only has a negligible influence on the verification accuracy.

IV. DISCUSSION

As an ASV system, there are many factors that contribute to the final performance, we need to figure out the effect of each factor. In addition, each factor with different modeling architecture may also contribute differently to ASV. In this section, we further check their effects with ablation studies.

1) Effects of SE-Block, AS-Norm, and TMS: In the proposed Rep-A-TMS-TDNN model, three modules, i.e., SE-Block, AS-Norm, and TMS modules, were included in the model architecture design, so, we did experiments to check their contributions to the ASV performance. By removing or replacing each
We proposed a novel parallel multi-branch speaker backbone design strategy to facilitate models in order to explore multi-scale speaker features. This strategy splits the original TDNN operator into channel-modeling and temporal context-modeling operators. The channel-modeling operator is responsible for modeling the channel relationship information, while the temporal context-modeling operator can model the temporal contextual information. By smartly separating the model into these two independent modeling operators, the calculation complexity is efficiently reduced. With a reduced computation budget, we can further design a temporal contextual multi-branch structure to explore multi-scale speaker features. The advantage of this design is that we could integrate a much more number of branches that correspond to large scales of temporal context than conventional one branch only.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel parallel multi-branch speaker backbone design strategy to facilitate models in order to explore multi-scale speaker features. This strategy splits the original TDNN operator into channel-modeling and temporal context-modeling operators. The channel-modeling operator is responsible for modeling the channel relationship information, while the temporal context-modeling operator can model the temporal contextual information. By smartly separating the model into these two independent modeling operators, the calculation complexity is efficiently reduced. With a reduced computation budget, we can further design a temporal contextual multi-branch structure to explore multi-scale speaker’s features. The advantage of this design is that we could integrate a much more number of branches that correspond to large scales of temporal context than conventional one branch only.

### TABLE VII: EER(%) and minDCF2 for models without and with rep-parameterization on the out-of-domain evaluation condition.

| Systems               | VoxCeleb1-test | VoxCeleb1-E | VoxCeleb1-H |
|-----------------------|----------------|-------------|-------------|
| Rep-E-TMS-TDNN(regular) | 1.441          | 0.1685      | 1.475       |
| Rep-A-TMS-TDNN(regular) | 0.915          | 0.0985      | 1.118       |

### TABLE VIII: Ablation study for the proposed models. “AS,” and “SE” means the AS-Norm and the SE-Block. “-” denotes the basic networks without any module.

| ID       | Systems               | VoxCeleb1-test | VoxCeleb1-E | VoxCeleb1-H |
|----------|-----------------------|----------------|-------------|-------------|
| A0       | AS + TMS              | 1.44           | 0.1685      | 1.47        |
| A1       | AS + TMS              | 1.59           | 0.1693      | 1.60        |
| A2       | AS + TMS              | 1.65           | 0.1833      | 1.60        |
| A3       | AS + TMS              | 1.03           | 0.1072      | 1.11        |
| B0       | AS + SE + TMS         | 0.92           | 0.0985      | 1.12        |
| B1       | SE + TMS              | 1.10           | 0.1071      | 1.18        |
| B2       | AS + TMS              | 1.30           | 0.1253      | 1.36        |
| B3       | AS + SE               | 1.40           | 0.1298      | 1.44        |
| B4       | AS + SE + TMS         | 1.35           | 0.1071      | 1.11        |
| B5       | SE + TMS              | 1.20           | 0.1148      | 1.22        |
| B6       | TMS                   | 1.44           | 0.1413      | 1.45        |
| B7       | AS + SE + TMS         | 0.92           | 0.0985      | 1.12        |

### TABLE IX: Results of the different numbers of TMS branches on the three test sets. E-TDNN is selected as the basic system, comparing the performance of the improved E-TDNN (Rep-E-TMS-TDNN) by the TMS module with different numbers.

| Backbone Branches EER (%) | minDCF1 | minDCF2 |
|---------------------------|---------|---------|
| E-TDNN                    | 1.65    | 0.0861  |
| Rep-E-TMS-TDNN            | 1.26    | 0.1188  |
| Rep-E-TMS-TDNN            | 1.70    | 0.0921  |
| Rep-E-TMS-TDNN            | 1.53    | 0.0833  |
| Rep-E-TMS-TDNN            | 1.44    | 0.0783  |
| VoxCeleb1-E               | 1.60    | 0.0821  |
| Rep-E-TMS-TDNN            | 2.05    | 0.1053  |
| Rep-E-TMS-TDNN            | 1.64    | 0.0814  |
| Rep-E-TMS-TDNN            | 1.53    | 0.0768  |
| Rep-E-TMS-TDNN            | 1.47    | 0.0750  |
| VoxCeleb1-H               | 2.78    | 0.1322  |
| Rep-E-TMS-TDNN            | 3.46    | 0.1667  |
| Rep-E-TMS-TDNN            | 2.81    | 0.1331  |
| Rep-E-TMS-TDNN            | 2.57    | 0.1230  |
multi-branch speaker backbones. More branches and longer temporal context can model the local and global information of speakers in a most suitable way. Furthermore, we designed a systemic re-parameterization process to convert the multi-branch topology to a single-path topology to increase the inference speed by easy parallel computing of many branches. Experiments on VoxCeleb and CNCeleb datasets showed that the TMS-based model obtained a significant increase over the state-of-the-art model ECAPA-TDNN on the in-domain testing condition. The improvement was even larger on out-of-domain conditions, which confirmed the better generalization ability than the ECAPA-TDNN.

In this study, the TMS-based model achieved a satisfactory performance on ASV by the effective design of temporal multi-scale processing module. Adding more branches and increasing the length of the temporal context receptive field can enhance the capability of multi-scale processing for local and global information modeling. However, the number of branches and length of temporal context in each branch are experientially given in the experiments. As we know, the speaker information may be encoded in different scales for different utterances. It is better to adaptively and dynamically set those temporal scales and the number of branches for each utterance. In the future, we will further investigate an adaptive and dynamic temporal multi-scale processing network for speaker embedding.
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