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ABSTRACT
Modern recommender systems aim to improve user experience. As reinforcement learning (RL) naturally fits this objective—maximizing an user’s reward per session—it has become an emerging topic in recommender systems. Developing RL-based recommendation methods, however, is not trivial due to the offline training challenge. Specifically, the keystone of traditional RL is to train an agent with large amounts of online exploration making lots of ‘errors’ in the process. In the recommendation setting, though, we cannot afford the price of making ‘errors’ online. As a result, the agent needs to be trained through offline historical implicit feedback, collected under different recommendation policies; traditional RL algorithms may lead to sub-optimal policies under these offline training settings.

Here we propose a new learning paradigm—namely Prompt-Based Reinforcement Learning (PRL)—for the offline training of RL-based recommendation agents. While traditional RL algorithms attempt to map state-action input pairs to their expected rewards (e.g., Q-values), PRL directly infers actions (i.e., recommended items) from state-reward inputs. In short, the agents are trained to predict a recommended item given the prior interactions and an observed reward value—with simple supervised learning. At deployment time, this historical (training) data acts as a knowledge base, while the state-reward pairs are used as a prompt. The agents are thus used to answer the question: Which item should be recommended given the prior interactions & the prompted reward value? We implement PRL with four notable recommendation models and conduct experiments on two real-world e-commerce datasets. Experimental results demonstrate the superior performance of our proposed methods.
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1 INTRODUCTION

Next item recommender systems are one of the core components of several modern online web services, including music or video streaming services [45], and e-commerce sites [17]. They are holistically ingrained into these applications, helping users navigate and find new content. As a general rule, these systems are modelled as sequence prediction tasks—they thus answer the question: What is the next item the user would be interested to interact with given the past interactions—and are typically implemented on top of recurrent neural networks or other generative sequential models. Conventional next item recommendation models are usually trained through an auto-regressive fashion, in which the model is trained to recover the historical interaction sequence [14, 22, 45]. Similar learning objectives are also used in language modeling in the field of natural language processing (NLP). Simply predicting the next item a user will interact with, however, may be a poor objective; one might prefer to instead maximize long-term engagement, for instance, or the diversity of the consumed items.

Reinforcement learning (RL) has been successfully employed in planning and controlling [29, 36]. An RL agent is trained to take actions which, given the observed state of the environment, maximize a pre-defined reward. Existing value-based RL algorithms usually involve policy evaluation and policy improvement, as shown in Figures 1a and 1b, respectively. Policy evaluation aims to learn a model which maps the state-action input pairs to the expected cumulative rewards (i.e., Q-values). Policy improvement selects the action with the maximum Q-value prediction. The long-term nature of planning in RL fits naturally with desirable properties in recommender systems (RS). The flexible reward setting in RL enables for flexible customization of recommendation objectives. As a result, the use of RL in recommendation has become an emerging topic [1, 9, 46].
However, developing RL-based recommendation methods is non-trivial. The learning paradigm of RL trains the agent by interacting with the environment and then observing the reward. The agents are reinforced towards taking actions with higher cumulative returns. This process needs a large amount of interactions taken by the agent itself. Although some existing RL methods are claimed to be “off-policy”, they still need the agent to step over plenty of online interactions to refresh the replay buffer. Such a learning paradigm is feasible in fields like gaming [36], since conducting error-prone explorations does not come at a cost. In the field of RS, however, we cannot afford the price of making errors, since bad recommendation results will definitely affect user experience. As a result, we want to train the RL recommendation agent through fixed historical data without the agent being able to probe the environment. However, this historical data is not generated by the target agent itself, but from different or even unknown behavior policies. The expected quality of an estimated policy can be easily affected by this discrepancy in distributions. This problem is known as the offline training challenge.

Previous work attempted to address the offline training challenge through inverse propensity scores [7], model-based user simulation [8], or combining RL with supervised learning [43]. However, such methods still suffer from factors of unbounded high variances [30], biased user simulation [18] and Q-value estimation [10].

We propose Prompt-Based Reinforcement Learning (PRL), a new paradigm for effective offline training of RL-based recommendation agents. The concept of prompting is rooted in NLP [28], whereby large language models have been shown to learn new tasks with a single demonstration of an example. While PRL is not identical to this few-shot NLP concept, it is a similar concept in that we achieve the control of recommendation results by feeding the model with different prompt templates. PRL uses the offline historical data as a knowledge base while the state-reward pairs act as the prompt. The agents are trained to answer the question of which item should be recommended if the prompted reward value is expected to be achieved under the given state. In the training stage a generative sequential model is used to encode the users previous interactions into a hidden state, which can be regarded as the state of the environment in the RL setting. The current recommended item can be seen as the action. From the offline data we can compute the exact cumulative reward at each step of an interaction session. As a result, the historical data can be organized in the template of \( \text{state, cumulative reward} \rightarrow \text{observed action} \). We then use a simple yet effective supervised self-attentive block [41] to learn and store such signals. During the inference stage, given the current state we feed the model an expected cumulative reward we want to obtain (e.g., twice the average cumulative reward of the current step), the model can directly infer actions through querying the historical knowledge base, as shown in Figure 1c. PRL enables the recommendation agent to adjust its actions conditioning on the prompt reward. For example, agent exploration can be effectively achieved by introducing random noise on the prompt reward during the inference stage. We verify the effectiveness of our approach by implementing PRL with four renowned recommendation models.

To summarize, this work makes the following contributions:

- We propose prompt-based reinforcement learning for the offline training of RL-based next item recommendation. We propose to use the state-reward pairs as the prompt to infer actions through querying the knowledge base of historical implicit feedback data.
- We propose to use a supervised self-attentive block to learn and store the signals between the input of state-reward pairs and the output of actions.
- We implement PRL with four renowned next item recommendation models as the state encoders, and conduct experiments on two real world e-commerce datasets. Experimental results demonstrate a generalized improvement of recommendation performance.

## 2 Challenge Investigation

We first formulate the task of next item recommendation. Then we introduce reinforcement learning and analyse the offline training challenge. After that, the concept of prompting is described.

### 2.1 Next Item Recommendation

Let \( I \) denote the entire set of items in a specific system, then a user-item interaction sequence can be represented as \( x_{1:t} = \{x_1, x_2, ..., x_{t-1}, x_t\} \), where \( x_i \in I (0 < i \leq t) \) is the interacted item at timestamp \( i \). Next item recommendation aims at recommending items that a user might be interested in at timestep \( t + 1 \) given the sequence of past items \( x_{1:t} \).
2.2 Reinforcement Learning and the Challenge

An RL agent is trained to take actions in an environment to get the maximum cumulative reward. This task is usually formulated as a Markov Decision Process (MDP) [11, 35, 36]. More precisely, for next item recommendation, users can be seen as the environment, while the MDP can be defined as tuples of \((S, A, P, R, \rho_0, \lambda)\) where

- \(S\): the space of all possible user states, which can be modeled through previous item interactions. Concisely, we can use a sequential model \(G\) to map the previous interaction sequence before timestamp \(t\) into a hidden state as \(s_t = G(x_{1:t}) \in S\) \((t > 0)\). We will discuss prominent models for implementing \(G(\cdot)\) in section 5.
- \(A\): the discrete action space which contains candidate items. An action \(a\) in the MDP represents the selection of a recommended item. In the offline training data, we can get the action at each timestamp \(t\) as \(a_t = s_{t+1}\).
- \(P:\ S \times A \times S \rightarrow \mathbb{R}\) is the state transition probability, describing how the environment state changes when an action is performed in the environment.
- \(R:\ S \times A \rightarrow \mathbb{R}\) is the reward function where \(r_t\) denotes the immediate reward at the \(t\)-th interaction step\(^{1}\). This is the key component of RL, which enables the agent to be trained in a customizable reward-driven fashion, such as promoting purchases [43], increasing diversity [38] or dwell time [7].
- \(\rho_0\) describes the initial state distribution as \(s_0 \sim \rho_0\).
- \(\lambda\) is the discount factor for future rewards.

The goal of RL is to find a target policy \(\pi_\theta(a|s)\) which maps the user’s state \(s \in S\) into a probability distribution over actions \(a \in A\), so that if the agent samples actions according to \(\pi_\theta\) the system can obtain the maximum expected cumulative reward:

\[
\max_{\pi_\theta} \mathbb{E}_{\tau \sim \pi_\theta} [R(\tau)], \quad \text{where} \quad R(\tau) = \sum_{t=0}^{|\tau|} \lambda^t r_t(s_t, a_t),
\]

where \(\tau\) denotes policy parameters and \(\tau = (s_0, a_0, s_1, \ldots)\) is the sampled trajectory of the target policy with \(s_0 \sim \rho_0, a_t \sim \pi_\theta(\cdot|s_t), \quad s_{t+1} \sim P(\cdot|s_t, a_t)\).

\(^{1}\)While in general a reward is not necessarily a deterministic function of a state–action pair, we will assume so to simplify our exposition.

2.2.1 On-Policy Optimization. On-policy optimization, e.g. policy-gradient (PG) [42], is one of the most adopted methodologies to solve Eq.(1). PG aims at directly deriving the gradients of the expected cumulative rewards with respect to policy parameters \(\theta\) as:

\[
\nabla = \mathbb{E}_{\tau \sim \pi_\theta} [R(\tau) \nabla_\theta \log \pi_\theta(\tau)].
\]

Estimating this expectation requires a large amount of explorations taken by the agent itself, as shown in Figure 2a. However, for the offline training of RS from historical data, all we can estimate is:

\[
\nabla' = \mathbb{E}_{\tau \sim \beta} [R(\tau) \nabla_\theta \log \pi_\theta(\tau)],
\]

where \(\beta\) denotes the behavior policy distribution of the historical data. Obviously, there is a difference between the distributions \(\pi_\theta\) and \(\beta\) [7] proposed to introduce an inverse propensity score (IPS) to correct the discrepancy at each timestamp as:

\[
\nabla(t) = \frac{\pi_\theta(\tau(t))}{\beta(\tau(t))} \nabla'(t) \approx \frac{\pi_\theta(a_t|s_t)}{\beta(a_t|s_t)} \nabla'(t).
\]

However, estimating a behavior policy \(\beta\) could be difficult [44]; and the computed IPS can have unbounded high variance [1].

2.2.2 Off-Policy Optimization. Off-policy optimization methods use a replay buffer to store past experiences and improve data efficiency. Deep Q-learning [36] (DQN) is one of the most typical off-policy methods. DQN utilizes policy evaluation (see Figure 1a) to calculate Q-values\(^2\) and then policy improvement (see Figure 1b) to select actions with the highest Q-values. The model in policy evaluation is updated as follows:

\[
\theta \leftarrow \theta - \alpha \frac{\partial \mathbb{E}_{s,a \sim \pi_\theta'} [Q_\theta(s, a) - Q_T(s, a)]^2}{\partial \theta},
\]

where

\[
Q_T(s, a) = r + \lambda \max_{a'} \mathbb{E}_{s' \sim P(\cdot|s', a')} Q_\theta(s', a').
\]

\(\alpha\) is the learning rate. \(Q_\theta(s, a)\) denotes the Q-value calculated from the model while \(Q_T(s, a)\) is the target Q-value computed from time-difference (TD) learning [4]. \(\pi_\theta'\) denotes the policy used to build and refresh the replay buffer. This off-policy method requires \(\pi_\theta'\) to be defined as the previous version of \(\pi_\theta\) [10, 36]. In other words, the experiences stored in the replay buffer are still generated by the

\(^{2}\)The Q-value for a state-action pair (i.e., \(Q(s, a)\)) is defined as the expected cumulative reward gain if the action \(a\) is operated under the state \(s\).
would not be involved directly during the training stage. However, previous interactions where \( s_x \) suffer from the following issues:

Model-based RL is based on a model of the environment. The recommendation agent is to use model-based reinforcement learning in an offline data, rather than operating actions online and then observing the next state. Given that the state and action distribution in the offline training data can be exactly computed as:

\[
R_t = \sum_{i=1}^{\tau} \lambda^t r_i,
\]

where \( \tau \) denotes the total steps of the interaction session. For each interaction session in the offline training data, we can efficiently compute the cumulative reward \( R_t \) at step \( t \) as shown in Eq.(7) with a total time complexity of \( O(|\tau|^2) \). A more efficient solution is to compute \( R_t \) first and then \( R_{t+1} \) can be computed from \( R_t \) recursively by decreasing the reward \( \lambda^t r_i \). With this recursive procedure, we can compute these rewards in \( O(|\tau|) \) instead. Algorithm 1 shows the detailed procedure to reformulate the offline training sequences \( D_t \) as a prompt-based training set \( D_p \).

2.3 Prompt and Knowledge Base

A new learning paradigm named prompt learning has become an emergent topic in the field of NLP. Different from the widely adopted “pre-training and fine-tuning”—which first pre-trains the model with tasks like language modeling and then fine-tunes learned parameters for downstream tasks—prompt learning aims to use the pre-trained model (which was pre-trained on a large training corpus) as a knowledge base and then formulates the downstream tasks as a prompt [28]. Since in the historical offline data we can compute the exact cumulative reward at each interaction step \(^1\), the historical offline data can be formulated in the following way (state, cumulative reward) \( \rightarrow \) (observed action), which can be intuitively interpreted as the signal for: which action should be taken to obtain the cumulative reward given the user state. During inference, we can expect the model to suggest actions which, if taken, should achieve the prompted reward in expectation, as shown in Figure 1c. Such a learning paradigm enables us to train the reward-driven RL recommendation agent in a much simpler supervised fashion. Note that, in this work, we exploit the concept of prompt to inspire our approach, but we don’t investigate the complex prompt generation methods of NLP. The prompt used in this paper is the pair of state and cumulative reward. We leave more advanced prompt generation for recommendation as future work.

3 METHODOLOGY

In this section, we describe the detailed training and inference procedures for next item recommendation with PRL.

3.1 PRL Training

Training PRL consists of prompt generation, prompt encoding, and supervised attentive learning as shown in Figure 3.

3.1.1 Prompt Generation. Prompt generation aims to formulate the offline training data as a knowledge template which tells us which action should be taken if we want to get the cumulative reward \( R_t \) with \( x_{1:t} \) as the previous user-item interactions. In the offline training data, the cumulative reward \( R_t \) at each interaction step \( t \) of a session can be exactly computed as:

\[
R_t = \sum_{i=1}^{\tau} \lambda^t r_i,
\]

where \( \tau \) denotes the total steps of the interaction session. For each interaction session in the offline training data, we can efficiently compute the cumulative reward \( R_t \) at step \( t \) as shown in Eq.(7) with a total time complexity of \( O(|\tau|^2) \). A more efficient solution is to compute \( R_t \) first and then \( R_{t+1} \) can be computed from \( R_t \) recursively by decreasing the reward \( \lambda^t r_i \). With this recursive procedure, we can compute these rewards in \( O(|\tau|) \) instead. Algorithm 1 shows the detailed procedure to reformulate the offline training sequences \( D_t \) as a prompt-based training set \( D_p \).

\(^1\)In this work, we do not consider the case of delayed rewards.
3.1.2 Prompt Encoding. Prompt encoding aims to use deep neural networks to map the generated prompt into latent representations. For the interaction sequence \( x_{1:T} \), plenty of research has been proposed to capture the sequential signals, such as recurrent neural network (RNN)-based methods [14], convolutional neural network (CNN)-based methods [40, 45], and attention-based methods [22, 39]. We will give a more detailed description in section 5. The proposed PRL acts as a learning paradigm and all of these methods can be used as the sequential model shown in Figure 3.

Take the gated recurrent units (GRU) [14] as an example, we first embed each item \( x_t \) into a dense representation \( x_t \in \mathbb{R}^d \), where \( d \) denotes the embedding size. This can be done through a simple embedding table lookup operation. Then, the hidden state \( s_t \) for a given sequence of \( x_{1:T} \) is defined as:

\[
s_t = (1-z_t)s_{t-1} + z_t \tilde{s}_t
\]

\[
z_t = \sigma(W_2x_t + U_2s_{t-1})
\]

\[
\tilde{s}_t = \tanh(W_3x_t + U_3(g_t \odot s_{t-1}))
\]

(8)

where \( \sigma \) denotes the sigmoid function and \( \odot \) is element-wise product. \( W_2, U_2, W_3, U_3, W_g, U_g \in \mathbb{R}^{d \times d} \) are trainable parameters. In our experiments, we use four renowned sequential models to encode \( x_{1:T} \). This allows us to verify the effectiveness and generalization ability of the proposed PRL. We don’t elaborate on the details of all models, though, since this is not the key point of this work.

The representation for cumulative reward \( R_t \) is defined as:

\[
e_{R_t} = R_t \cdot e_r,
\]

(9)

where \( e_r \in \mathbb{R}^d \) is a trainable reward embedding. Another solution would be using different reward embeddings for discretized rewards. Besides, we also maintain a trainable embedding table \( H_T \in \mathbb{R}^{T \times d} \) to encode the step information. The final representation for the prompt \( [R_t, x_{1:T}] \) is formulated as:

\[
P_t = [e_{R_t}, s_t, h_t] \in \mathbb{R}^{3 \times d},
\]

(10)

where \([\cdot]\) denotes the stack operation.

3.1.3 Supervised Attentive Learning. Given the encoded prompt representation \( P_t \), we need a model to learn to map the signal between \( P_t \) and observed action \( a_t \) (i.e., \( x_{t+1} \)). Self-attention [41] has been widely adopted in the field of NLP and has demonstrated impressive model capability. Recently, there are also works [6, 20, 31] attempting to introduce self-attention to RL. Inspired by this research, we propose to use a self-attentive block to learn the mapping signal. The dot-product based attention [41] is formulated as:

\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right) V,
\]

(11)

where \( Q, K, V \) denote the queries, keys and values, respectively. The attention computes a weighted addition of values according to the importance weights computed through the correlations between the query and the key [22, 41]. The scale factor \( \sqrt{d} \) is used to normalize the computed values to avoid large inner products, especially when the dimension of the representations is large [22, 41].

Self-attention uses the same objects as queries, keys, and values. In the proposed PRL, we convert \( P_t \) to three representations, using linear projections, and then feed them to the attention layer. The residual connection [12] is introduced to incorporate the original \( P_t \) information. The final prompt representation \( \tilde{P}_t \) is defined as:

\[
\tilde{P}_t = P_t + \text{Attention}(W_qP_t, W_kP_t, W_vP_t),
\]

(12)

where \( W_q, W_k, W_v \in \mathbb{R}^{d \times d} \) are trainable parameters. To avoid overfitting and enable a more stable learning without vanishing or exploding gradient issues, we include optional dropout layers and layer normalization [3].

Three attentive representations can then be extracted from \( \tilde{P}_t \):

\[
\tilde{e}_{R_t}, \tilde{s}_t, \tilde{h}_t = \text{unstack}(\tilde{P}_t).
\]

(13)

We feed the attentive state representation \( \tilde{s}_t \) to a fully connected layer to compute the classification logits on the candidate actions.

\[
[y_1, y_2, \ldots, y_n] = \delta(W\tilde{s}_t + b),
\]

(14)

where \( \delta \) denotes the activation function and \( n \) is the number of candidate actions. \( W \in \mathbb{R}^{n \times d} \) can be seen as another trainable element matrix and \( b \in \mathbb{R}^{n} \) is a bias vector.

Actor-Critic [24, 43] methods have achieved excellent results in recent research. The key idea is to use the predicted Q-values from the critic to re-weight the actor so that actions with higher cumulative reward would have more effect in the training stage. In PRL we re-weight the training samples with the immediate reward \( r_t \) for a more stable training. The weighted supervised cross-entropy loss is defined as:

\[
L = -r_t \sum_{i=1}^{n} Y_i \log(p_i), \quad \text{where} \quad p_i = \frac{e^{y_i}}{\sum_{j=1}^{n} e^{y_j}}.
\]

(15)

\( Y_i \) is an indicator function which is defined as \( Y_i = 1 \) if the user interacted with the \( i \)-th item in the next timestamp. Otherwise, \( Y_i = 0 \). Algorithm 2 shows a detailed training procedure of PRL.

3.2 PRL Inference

In training PRL, the cumulative reward can be computed from the offline data. At inference time, however, we need to provide the model with how much reward we want to obtain; the agent can then adjust its actions conditioning on the prompted reward. For an interaction step \( t \), a concise prompt reward can be set as the average cumulative reward of the offline training data at this step. To make the model more flexible, we extend the prompt reward for PRL inference as:

\[
\tilde{R}_t = \mathcal{N}(\mu, \sigma^2) \times \tilde{R}_t,
\]

(16)
where $\bar{R}_t$ denotes the average cumulative reward of step $t$ in the training data. $\mathcal{N}(\mu, \epsilon^2)$ is a Gaussian distribution with $\mu$ as the mean and $\epsilon$ as the standard deviation. There are also various inference reward settings (e.g., according to the maximum cumulative reward in the training data). For offline inference and evaluation, we can prompt the model with such expected reward at each timestamp. Besides, for online inference, the proposed PRL can also support sequence-wise recommendation generation through promoting the model with the expected cumulative reward at the beginning (i.e., the first timestamp) and then decreasing the obtained reward according to the real user feedback. A more desired setting could be that the prompt inference reward can be automatically adjusted given the user state. We leave more advanced inference reward settings for future work.

4 EXPERIMENTS

In this section, we perform experiments on two e-commerce datasets to verify the effectiveness of the PRL learning paradigm. We aim to answer the following research questions:

RQ1: How does PRL perform when instantiated with different sequential recommendation models?

RQ2: What is the effect of the supervised attentive learning, including the self-attentive block and the weighted loss function?

RQ3: How do the prompt reward settings in the inference stage affect the PRL performance?

4.1 Experimental Settings

4.1.1 Datasets. Experiments are conducted on two public accessible datasets: Challenge15 and RetailRocket.

Challenge15. This dataset comes from the RecSys Challenge 2015. In it, each user–item interaction session contains a sequence of user click or purchases behaviours. Sessions whose length are shorter than 3 items or longer than 50 are removed. Then 200k sessions are randomly sampled to obtain a dataset containing 1,110,965 clicks and 43,946 purchases upon 26,702 items.

RetailRocket. This dataset contains sequential data of user’s behaviour in a e-commerce website; where users view and add items to a shopping cart. For simplicity, we treat views as clicks and adding to a cart as a purchase. Items which are interacted less than 3 times are removed. Sequences whose length is shorter than 3 or longer than 50 items are also removed. The processed dataset contains 1,176,680 clicks and 57,269 purchases over 70,852 items. Table 1 presents these datasets’ detailed statistics.

4.1.2 Evaluation protocols. PRL implements offline training of a RL-based recommendation agent. As a result, the experiments focus on offline evaluation of the PRL agent. The ratio of training, validation, and test set is 8:1:1. We use the same data splits as [43]. For validation and testing, the evaluation is performed by providing the agent with previous user–item interaction sequences and the generated prompt reward from Eq.(16). Then we check the rank of the ground-truth action (i.e., interacted items) for the next step. The ranking is performed among the whole item set. Each experiment is repeated 3 times, and the average performance is reported.

For the main results, the recommendation performance is measured by hit ratio (HR) and normalized discounted cumulative gain (NDCG). HR@$k$ is a recall-based metric, measuring whether the ground-truth action is in the top-$k$ positions of the recommendation list [43]. We can define HR for clicks as:

$$HR(\text{click}) = \frac{\# \text{hits among clicks}}{\# \text{clicks}}$$

HR(purchase) is then defined similarly to HR(click), except that we replace numbers of clicks with purchases [43]. NDCG is a rank weighted metric which assigns higher scores to top ranked positions in the recommendation list [21].

4.1.3 Baselines. We instantiate PRL with four renowned deep learning-based sequential recommendation models, including RNN-based models, CNN-based models, and attention-based models to verify the generalization ability of the proposed PRL.

- GRU [14]: This method utilizes a GRU to model user–item interactions. The hidden state of the final timestamp is regarded as the environment state, as shown in Eq. (8).
- Caser [40]: This is a CNN-based method which applies convolutions on the item embedding sequence. Caser is effective at capturing skipping signals between interactions.
- NltNet [45]: This method uses a dilated CNN to enlarge the receptive field to learn long sequences. Besides, residual connections are introduced to increase the network depth. NltNet achieves good performances with high efficiency.
Normal training, SQN and SAC come from [43], since we use the same data splits and hyperparameter settings.

Each model is trained with the following approaches:

- Normal: Train the model with the normal cross-entropy loss.
- GRU-SQN: Train the model with the cross-entropy loss and a hidden state.
4.1.4 Parameter settings. On our experiments using both datasets, we limit the model’s input to only use the last 10 interacted items at a time, i.e. using only $x_t \ldots x_{t-10}$ as our model’s input. For sequences whose lengths are less than 10, we pad these sequences with a padding token. The Adam optimizer [23] is used to train all models, with batches of size 256. The learning rate is set as 0.01 for RC15 and whose lengths are less than 10, we pad these sequences with a padding token. We limit the model’s input to only use the last 10 interacted items at a time, i.e. using only $x_t \ldots x_{t-10}$ as our model’s input. For sequences whose lengths are less than 10, we pad these sequences with a padding token.

For NextItNet, we use with batches of size 256. The learning rate is set as 0.01 for RC15 and whose lengths are less than 10, we pad these sequences with a padding token. We limit the model’s input to only use the last 10 interacted items at a time, i.e. using only $x_t \ldots x_{t-10}$ as our model’s input. For sequences whose lengths are less than 10, we pad these sequences with a padding token.

For SASRec, the number of heads in self-attention is set to 1, following the Caser model. This further verifies the effectiveness and the generalization ability of PRL.

To conclude, PRL consistently and significantly improves the offline learning performance for RL-based recommendation tasks and can be applied for various sequential recommendation models.

### 4.3 Ablation Study (RQ2)

#### 4.3.1 Effect of the self-attentive block

PRL uses a self-attentive block to map a prompt to a corresponding action. In this section, we conduct experiments to verify the effect of this block. We replace the self-attentive block with mean-pooling (i.e., PRL-mean) or a multi-layer perceptron (MLP) (i.e., PRL-MLP). Table 4 shows the performance comparison when using GRU as the base sequential model. Results of other models lead to the same conclusion. We can see that PRL with the self-attentive block achieves the best performance with significant improvement. This demonstrates the effectiveness of the self-attentive block. Besides, comparing the results with Table 2 and Table 3, we can see that PRL-mean and PRL-MLP achieve better performance than the naive GRU. It further demonstrates the involvement of reward prompt-based learning is effective to improve the recommendation performance.

#### 4.3.2 Effect of the weighted loss

PRL uses the immediate reward $r_t$ to re-weight the supervised training loss so that actions with a higher reward would account for larger weights. In this subsection, we conduct experiments to illustrate the effect of this re-weighting schema. We compare the results of PRL without any re-weighting (i.e., PRL-w/o) and PRL re-weighted by the cumulative reward (i.e., PRL-cumu). Table 5 shows the performance comparison when using GRU as the base sequential model. We can see that on the challenge datasets, PRL consistently and significantly improves the offline learning performance for RL-based recommendation tasks and can be applied for various sequential recommendation models.
Table 5: Effect of the weighted loss. PRL-w/o denotes training the agent with PRL but without any re-weighting. PRL-cumu means using the cumulative reward to re-weight the loss. * denotes p-value < 0.1 compared with PRL.

| Methods    | purchase | click |
|------------|----------|-------|
| PRL-w/o    |          |       |
| Challenge15 PRL-cumu |          |       |
| PRL        |          |       |
| RetailRocket PRL-cumu |          |       |
| PRL        |          |       |

4.4 Prompt Reward Investigation (RQ3)

In this subsection, we conduct experiments to see how the inference reward settings affect the model performance. We report the cumulative reward@1 in the test set, which measures how much cumulative reward we can get from the top-1 position of our recommendation list. Figure 4a and Figure 4b show the effect of reward expectation \( \mu \) on Challenge15 and RetailRocket, respectively. We can see that on the Challenge15 dataset, the cumulative reward increases at beginning and then decreases. While on the RetailRocket dataset, the cumulative reward keeps decreasing with higher reward expectations. This demonstrates that a larger reward expectation sometimes improves the inference performance, but a reward expectation too large can be harmful. Figures 5a and 5b illustrate the effect of the reward deviation \( \epsilon \), which can be seen as an exploration factor. We can see that on Challenge15, a large \( \epsilon \) reduces the recommendation performance. While on RetailRocket, a larger \( \epsilon \) can slightly improve the inference performance. Combined, the results of Figures 4 and 5 suggest that Challenge15’s users may prefer items with high reward expectation and little exploration. On the other hand, RetailRocket’s users may tend to prefer more exploration.

5 RELATED WORK

Markov Chain (MC) models [13, 26, 33] and factorization-based methods [15, 32] were widely used for next item recommendation tasks in the past. However, such shallow models cannot effectively capture complex sequential signals [40, 45]. Recently, deep learning-based sequential models have been widely investigated for next item recommendation. [14] proposed to model user previous interactions by GRU, [40] and [45] are based on CNNs. Besides, [22, 39] exploited self-attention and Transformer-based architectures [41]. Generally speaking, all we need is a model \( G \) (described in section 2.1), whose input is a sequence of previous user–item interactions, while the output is a hidden state \( s \) that describes the user’s state. The proposed PRL thus serves as a general learning paradigm, and its model \( G \) can be instantiated with any of a diverse pool of sequential models.
RL has been previously applied for recommendation. To perform offline learning from historical data, existing works mainly focus on using IPS score [7] and model-based simulation [8, 16, 47]. Besides, [43] proposed self-supervised reinforcement learning for recommendation; given a standard supervised generative sequential model, they introduce an additional output layer which is trained with standard Q-learning to bias the model towards the desired reward expectation. Furthermore, offline RL algorithms are attracting more and more research efforts. [10] proposed batch constrained Q-learning, forcing the agent to generate in-distribution actions. [27] proposed conservative Q-learning to avoid the over-estimation of Q-values. [34, 37] proposed upside-down RL to transform RL into a form of supervised learning. Recently, [6, 20] proposed to use Transformers to model the RL problem as a big sequence modeling task. While similar to our proposed prompt-inspired methodology, these methods were not tailored to perform next item recommendation, and could encounter difficulties if applied to a setting with highly dynamic user states [25] and a large action space [19].

6 CONCLUSION AND FUTURE WORK

We propose prompt-based reinforcement learning for the offline training of RL-based next item recommendation agents. We theoretically analyse the offline training challenge when exploiting RL for recommendation. Then we propose to use the historical offline data as a knowledge base and then formulate the recommendation task as a question of which action should be taken if the prompt reward is expected to be achieved under the state observation. The proposed PRL can be trained through a simple supervised fashion. We implement PRL with four renowned sequential recommendation models and conduct experiments on two real-world datasets. Experimental results demonstrate the effectiveness of our proposed method. Future work includes online tests and more advanced prompt generation. Besides, we are also interested in investigating adaptive prompt reward settings for model inference.
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