The effect of matter structure on the gravitational waveform

Camille Bouvin\textsuperscript{1}, Chiara Caprini\textsuperscript{2,3}, Riccardo Sturani\textsuperscript{4} and Nicola Tamanini\textsuperscript{2}

\textsuperscript{1} D\'epartement de Physique Théorique and Center for Astroparticle Physics (CAP), University of Geneva, 24 quai Ernest Ansermet, CH-1211 Geneva, Switzerland
\textsuperscript{2} Institut de Physique Théorique, CEA-Saclay, CNRS UMR 3681, Université Paris-Saclay, F-91191 Gif-sur-Yvette, France
\textsuperscript{3} Laboratoire Astroparticule et Cosmologie, CNRS UMR 7164, Université Paris-Diderot, 10 rue Alice Domon et Léonie Duquet, 75013 Paris, France
\textsuperscript{4} Instituto de Física Teórica UNESP / International Center of Theoretical Physics - South American Institute for Fundamental Research, 01140-070 São Paulo, Brazil

(Dated: September 27, 2016)

Gravitational Wave (GW) astronomy has recently started \cite{2, 3}, showing that signals from coalescing binaries at cosmological distance (with redshift $z \sim 0.1$) is already a reality and in the near future (\sim few years) dozens of similar signals are expected.

The observational quest for GWs is now lead by earth-based interferometers, but in the future the space-based interferometric detector LISA is expected to widen the range of detectable sources up to redshift $z \sim 15$ \cite{3, 4}.

GWs from coalescing binaries provide a direct measurement of the luminosity distance of the source to the observer. However, to first approximation (as long as the variation of the cosmological expansion can be neglected during the time of propagation of the signal as we will see), GW observations do not provide information about the redshift of the source. This happens because the redshift does change the waveform, but in a way that can be exactly compensated by a shift of the mass values and the introduction of the luminosity distance. It is therefore usually assumed that the redshift of the host galaxy is needed to infer the redshift of the GW event. Ref. \cite{5} was the first to show that cosmological parameters like the Hubble constant can be measured with few percent precision with $O(10)$ GW detections, by combining the measurements of the luminosity distances and sky localisations of various GW events with the redshift information taken from galaxy catalogs. Since then, the problem has been widely studied both for advanced earth-based interferometers, e.g. \cite{6, 7} and for LISA, e.g. \cite{8, 11}.

On the other hand, Ref. \cite{12, 13} showed that the GW observation alone does in principle allow to measure the real masses and the redshift. The expansion of the universe during the time of observation of the GW event can actually imprint into the waveform phasing, to which interferometer output is particularly sensitive, an effect which mimics, in its frequency dependence, a $-4\,$PN term. Such effect is predicted to be very small, but its importance lies in the fact that it cannot be absorbed by a shift of the measured mass values. The investigation of the detectability of such effect, hence the possibility of measuring both the luminosity distance and the redshift from gravitational wave observations alone has been considered in \cite{12, 13}.

Here we re-analyse the issue, accounting in addition for the redshift perturbations due to the inhomogeneous matter distribution along the propagation of the GWs from the source to the detector. We show that the peculiar acceleration of the binary (i.e. the time variation of the peculiar velocity) with respect to the cosmological flow can draw the effect of the background expansion: therefore, this latter can no longer be used to infer the redshift of the GW source. Moreover, the peculiar acceleration can also pollute the phasing signal introducing a bias in the measured parameters, like the binary constituent masses and the time of coalescence. This can be particularly important for those binaries that are visible first by LISA and afterwards by terrestrial interferometers \cite{14, 16}, for which a precise determination of the arrival time of the signal in the LIGO/Virgo band is needed.

The paper is structured as follows. In sec. \cite{11} we review the chirp gravitational waveform when the redshift
is kept constant and unperturbed. In sec. III we account for time variations of the redshift: first we concentrate on the background effect, due to the variation of the cosmological expansion during the observation time of the binary, and then we present the consequences of the time variation of the redshift perturbations due to the inhomogeneities in the matter distribution at linear order $^1$. In sec. IV we study the modification of the waveform phasing due to both these effects. In sec. V we proceed to a quantitative analysis: first we demonstrate that the most relevant contribution to the waveform comes from the peculiar acceleration of the binary; we then show qualitatively that this is only important for space-based detectors, which are capable to follow the chirp signal for a long enough time at low frequency; at last, we quantitatively that this is only important for space-based detectors. In sec. VI we conclude.

Throughout the paper we only consider non-spinning binaries at the lowest PN order (except in the last section, as specified). We adopt units such that the speed of light $c = 1$. The Friedman metric is $ds^2 = -dt^2 + a^2 \delta_{ij} dx^i dx^j$ where $t$ denotes cosmic time, $a(t)$ is the scale factor and $H = \dot{a}/a$ is the Hubble factor with $H_0 = 100 \, h \, \text{km/sec/Mpc}$ denoting the Hubble factor today.

II. BINARY AT COSMOLOGICAL DISTANCE: UNPERTURBED CONSTANT REDSHIFT

We consider a binary system with individual masses $m_{1,2}$, total mass $M \equiv m_1 + m_2$, symmetric mass ratio $\eta \equiv m_1 m_2/M^2$ and chirp mass $M_c \equiv \eta^{3/5} M$. The two polarisations of the GW signal emitted by the binary in the transverse-traceless (TT) gauge are (see e.g. sec. 4.1 of [17])

\begin{equation}
    h_+(t_S) = \frac{4 \left( GM_c \right)^{\frac{5}{3}}}{a(t_S) r} \left( \pi f_S \right)^{\frac{2}{3}} \frac{1 + \cos^2 \iota}{2} \cos \left[ \Phi_S(t_S) \right] \tag{1}
\end{equation}

\begin{equation}
    h_\times(t_S) = \frac{4 \left( GM_c \right)^{\frac{5}{3}}}{a(t_S) r} \left( \pi f_S \right)^{\frac{2}{3}} \cos \iota \sin \left[ \Phi_S(t_S) \right] \tag{2}
\end{equation}

where $t_S$ is the proper (retarded) time of the source, $a(t_S) r \equiv d_p$ is the proper distance (the luminosity distance being $d_L = d_p (1 + z)$) and $f_S$ is the frequency of the GW as produced at the source. We have reported only the leading order in the PN expansion parameter $x \equiv (\pi GM_c f_S)^{2/3}$.

The evolution of the GW frequency due to back-reaction of the emission of GWs at leading-order in $x$ is given by (see e.g. Eq. (4.18) of [17])

\begin{equation}
    \frac{df_S}{dt_S} = C(M_c) f_S^{11/3} \tag{3}
\end{equation}

with $C(M_c) \equiv \frac{96}{5} \pi^{8/3} (GM_c)^{5/3}$. The solution to Eq. (3) is

\begin{equation}
    f_S(t_S) = \frac{1}{\pi} \left( \frac{5}{256 \tau_S} \right)^{3/8} (GM_c)^{-5/8} \tag{4}
\end{equation}

where $\tau_S \equiv t_c - t_S$ is the time to coalescence at the source, when $f_S$ formally diverges. The phase $\Phi_S$ at the source is then

\begin{equation}
    \Phi_S(t_S) = \Phi_c + 2\pi \int_{t_c}^{t_S} dt_S f_S(t_S) = -2 \left( \frac{\tau_S}{5GM_c} \right)^{\frac{5}{3}} + \Phi_c, \tag{5}
\end{equation}

where $\Phi_c$ is the phase at coalescence time $t_c$.

When the GW source is at cosmological distance, the frequency at the observer $f_O$ is related to the one at the source by the cosmological redshift $z$

\begin{equation}
    f_S = (1 + z) f_O. \tag{6}
\end{equation}

By definition, the redshift is the quantity that relates the frequency at the source to the one at the observer in any cosmology. In a homogeneous and isotropic Friedmann universe, the redshift simply becomes

\begin{equation}
    1 + z \equiv \frac{a_O}{a_S}. \tag{7}
\end{equation}

However, the inhomogeneities and anisotropies of the real universe induce perturbations in the redshift changing the above expression, as we will see in the next section III B.

As for the frequency, the proper time at the source is also related to the proper time at the observer through the redshift

\begin{equation}
    dt_O = (1 + z) dt_S. \tag{8}
\end{equation}

Using Eqs. (6) and (8) we can rewrite Eq. (3) as

\begin{equation}
    (1 + z) \frac{df_O}{dt_O} \left[ (1 + z) f_O(t_O) \right] = C(M_c) f_O(t_O)^{11/3} (1 + z)^{11/3}. \tag{9}
\end{equation}

Neglecting redshift variations over the emission of the GW (the standard procedure), one obtains

\begin{equation}
    \frac{df_O}{dt_O} = C(1 + z) M_c f_O^{11/3}, \tag{10}
\end{equation}

showing that the redshift can be absorbed by a re-definition of the chirp mass:

\begin{equation}
    M_c(z) \equiv (1 + z) M_c. \tag{11}
\end{equation}

\footnote{Note that constant perturbations to the redshift do not generate a shift in the phase since they can be reabsorbed in the redshifted chirp mass (see discussion in section III).}
It is then impossible to see the effect of the redshift in the phasing, as it boils down to a shift in the chirp mass. This degeneracy holds also including higher $v$ corrections to (3).

The solution of Eq. (10) is simply

$$f_O(t_O) = \frac{1}{\pi} \left( \frac{5}{256t_O} \right)^{3/8} (GM_c)^{-5/8}.$$  \hspace{1cm} (12)

Integrating once we obtain the phase

$$\Phi_O(t_O) = -2 \left( \frac{t_O}{5GM_c} \right)^{3/2} + \Phi_c.$$  \hspace{1cm} (13)

Eq. (13) reflects the fact that the phase is constant during propagation $\Phi_O(t_O(\tau_S)) = \Phi_S(\tau_S)$ (this follows directly from the fact that GWs propagate on null geodesics $k_\mu k^\mu = 0$ and that $\partial^\mu \Phi = -k^\mu$). The GW amplitudes in Eqs. (12) can be rewritten in terms of quantities at the observer:

$$h_+(t_O) = \frac{4(GM_c(z))^3}{d_L} (\pi f_O)^{3/2} \frac{1 + \cos^2 \frac{\tau}{2}}{2} \cos(\Phi_O),$$  \hspace{1cm} (14)

$$h_\times(t_O) = \frac{4(GM_c(z))^3}{d_L} (\pi f_O)^{3/2} \cos \frac{\tau}{2} \sin(\Phi_O),$$  \hspace{1cm} (15)

where, with respect to Eqs. (12), the waveform amplitude is proportional to $1/d_L$ instead of $1/d_s$ and has otherwise the same functional form with $M_c$ replaced by $M_c(z)$.

### III. Binary at Cosmological Distance: Varying Redshift

In this section we relax the assumption that the redshift $z$ is constant during the observation of the GW signal. We can identify two contributions to the variation of $z$:

1. the background expansion of the universe varies during the time of observation, so that the ratio of the scale factor of the universe at the binary and at the observer vary during the observation, as computed in [12] [13].

2. the perturbations in the redshift due to the inhomogeneities and anisotropies in the distribution of matter between the binary and the observer (inside the bracket of eq. (20) below) vary during the time of observation. This effect is calculated here for the first time. The motivation to look for such an effect is that the perturbations (and in particular the peculiar velocity of the binary, as we will see) can vary on a shorter time-scale than the expansion of the universe, leading to a larger contribution than the one of the background expansion.

We account for linear scalar perturbations in the metric. We work in the longitudinal gauge [18], so that the perturbed metric is

$$ds^2 = -(1 + 2\psi)dt^2 + a^2(1 - 2\phi)\delta_{ij}dx^i dx^j,$$  \hspace{1cm} (16)

where $\psi$ and $\phi$ are the scalar potentials. In this perturbed Friedmann universe, the redshift can be calculated by solving the null geodesic equation for the photon momentum $k^\mu$:

$$\frac{dk^\mu}{d\lambda} + \Gamma^\mu_{\alpha\beta}k^\alpha k^\beta = 0,$$  \hspace{1cm} (17)

where $\lambda$ is the geodesic affine parameter. The redshift is then given by the ratio of frequencies, which is equal to the ratio of energies:

$$1 + z = \frac{f_S}{f_O} = \frac{E_S}{E_O} = \left( \frac{k_\mu u_\mu}_S \right)_O,$$  \hspace{1cm} (18)

where $u_\mu$ denotes the four-velocity of the source (respectively the observer)

$$u^\mu = \frac{1}{a}(1 - \psi, v),$$  \hspace{1cm} (19)

and $v$ is the peculiar velocity. At linear order in perturbation theory, one gets (see e.g. [18])

$$1 + z = \frac{a_O}{a_S} \left[ 1 + v_S \cdot n - v_O \cdot n + \psi_O - \psi_S - \int_{t_o}^{t} dt (\dot{\phi} + \dot{\psi}) \right]$$

$$\equiv (1 + \bar{z})(1 + \delta Z),$$  \hspace{1cm} (20)

where $n$ denotes the unit vector pointing from the observer to the binary and a dot is a derivative with respect to physical time $t$. The first term on the right hand side of (20) corresponds to the expansion of the background already given in Eq. (7), and we have denoted it with

$$1 + \bar{z} = \frac{a_O}{a_S}.$$  \hspace{1cm} (21)

The rest of the above expression (20) is due to the effect of matter perturbations. The first term is the Doppler redshift due to the difference in peculiar velocity between the source and the observer. The second term is the gravitational redshift generated by the difference in gravitational potential at the position of the source and at the position of the observer. The last term is the so-called integrated Sachs-Wolfe contribution generated by the change in the photons’ energy when passing through an evolving gravitational potential [19].

These redshift perturbations change the observed frequency of the signal $f_O$ as well as the observed proper time $dt_O$ according to Eqs. (6) and (8) (which are also valid in a perturbed universe). However if the perturbations are constant in time, they can be reabsorbed
into the redshifted chirp mass \([11]\) and they do not change the waveform of the signal which is still given by Eqs. \([13, 14]\) and \([15]\).

On the other hand, if the redshift is evolving with time, it cannot be reabsorbed into the chirp mass, as we now show. To solve Eq. \([6]\) for a non-constant redshift we define a new function

\[
g(t_O) \equiv [1 + z(t_O)] f(t_O) .
\]

We get

\[
\frac{dg_O}{dt_O} = C(M_c) \frac{g_O^{11/3}}{1 + z} ,
\]

\[
g_O^{-8/3}(t_O) = \frac{8C(M_c)}{3} \int_{t_O}^{t_c} dt_O' [1 + z(t_O')]^{-1} ,
\]

where \(t_c\) is the time of coalescence and we have used that \(g_O(t_c) \to \infty\). We proceed to solve the above equation separating the effect of the expansion of the background (already derived in \([12, 13]\)) and the effect of the linear matter perturbations.

### A. Homogeneous universe

Let us start by re-deriving the effect put forward in \([12, 13]\). We neglect the perturbations in the redshift but account for the variation of the expansion of the universe, so that from Eq. \([21]\) we have:

\[
g_O^{-8/3}(t_O) = \frac{8C(M_c)}{3} \int_{t_O}^{t_c} dt_O' \frac{a(t_S(t_O'))}{a(t_O')} .
\]

By expanding the scale factor around the value \(t_O\), with \(t'_S \equiv t_S(t_O')\), \(t_S \equiv t_S(t_O)\),

\[
a(t_O') = a(t_O + t'_O - t_O) \simeq a(t_O) + (t'_O - t_O) \dot{a}(t_O) ,
\]

\[
a(t_S') = a(t_S + t'_S - t_S) \simeq a(t_S) + (t'_S - t_S) \dot{a}(t_S) ,
\]

one obtains

\[
g_O^{-8/3}(t_O) = \frac{a(t_S)}{a(t_O)} \frac{8C(M_c)}{3} \int_{t_O}^{t_c} dt_O' \frac{a(t_S(t_O'))}{a(t_O')} \left[ 1 + H(t'_S - t_S) - H(t'_O - t_O) \right] ,
\]

where \(H \equiv \dot{a}/a\). Neglecting terms of the order \((t'_O - t_O)^2\) in the integrand we can use \(t'_S - t_S = (t'_O - t_O)/(1 + \bar{z})[1 + \mathcal{O}(H_0(t'_O - t_O))]\) and after integrating the right-hand side we obtain

\[
g_O^{-8/3}(t_O) = \frac{8C(M_c)}{3(1 + \bar{z})} \left[ \tau_O - X(z)\tau_O^2 \right] ,
\]

where (c.f. definition \([21]\))

\[
X(z) \equiv \frac{1}{2} \left( H_0 - \frac{H_S}{1 + \bar{z}} \right) .
\]

Re-expressing the above Eq. \([29]\) in terms of the frequency at the detector via Eq. \([22]\) one finds (to be compared with Eq. \([12]\))

\[
f_O(\tau_O) = \frac{1}{\pi} \left( \frac{5}{256 \tau_O} \right)^{\frac{3}{2}} (G\mathcal{M}_c(z))^{-\frac{5}{2}} \left( 1 + \frac{3}{8} X(z) \tau_O \right) .
\]

The phase \(\Phi_O(\tau_O)\) can be obtained by direct integration of Eq. \([31]\). Alternatively, combining Eqs. \([31, 4]\) and \([6]\) we find the relation between the time to coalescence at the source and at the observer locations at linear order in \(X(z)\):

\[
\tau_S = \frac{\tau_O}{1 + \bar{z}} \left[ 1 - X(z) \tau_O \right] .
\]

Since the phase is constant \(\Phi_O(\tau_O(\tau_S)) = \Phi_S(\tau_S)\), using Eq. \([5]\) and relating \(\tau_S\) to \(\tau_O\) with Eq. \([32]\) we get

\[
\Phi_O(\tau_O) = -2 \left( \frac{\tau_O}{5GM_c(z)} \right)^{\frac{5}{2}} \left( 1 - \frac{\delta z}{5} X(z) \tau_O \right) + \Phi_c .
\]

The acceleration (or deceleration) of the universe during the time of observation of the GW generates therefore an additional contribution to the observed frequency and the observed phase with a different time dependence. Note that if the expansion of the universe is constant in time, \(H_S = H_0(1 + \bar{z})\) and as expected \(X(z)\) exactly vanishes.

### B. Perturbed universe

Let us now add the effect of the redshift perturbations \(\delta z\). We go back to Eq. \([24]\), that we have to solve including also the redshift perturbations coming from the matter perturbations in Eq. \([20]\), so that at first order

\[
\left[ 1 + z(t_O') \right]^{-1} = \frac{1 - \delta z(t'_O)}{1 + \bar{z}(t'_O)} ,
\]

where from Eq. \([20]\)

\[
\delta z(t_O') = \psi(t_O') - \psi(t_S') + \left[ \mathbf{v}(t_S') - \mathbf{v}(t_O') \right] \cdot \mathbf{n} \quad (35)
\]

Note that here \(t'_S\) is a function of \(t_O\). We can expand \(\delta z(t_O')\) around \(t_O\) and \(t_S\):

\[
\delta z(t_O') = \delta z(t_O) + \frac{\partial \delta z}{\partial t_O}(t_O') \cdot \left( t_O' - t_O \right) + \frac{\partial \delta z}{\partial t_S}(t_O') \cdot \left( t'_S - t_S \right) - \int_{t_O}^{t_O'} dt' \left( \dot{\psi} + \psi \right) .
\]
\[ \delta z(t'_o) = \psi(t_o) + \dot{\psi}(t_o)(t'_o - t_o) - \psi(t_s) + \dot{\psi}(t_s)(t'_s - t_s) - [\mathbf{v}(t_o) + \dot{\mathbf{v}}(t_o)(t'_o - t_o)] \cdot \mathbf{n} \\
\quad + [\mathbf{v}(t_s) + \dot{\mathbf{v}}(t_s)(t'_s - t_s)] \cdot \mathbf{n} - \int_{t_s}^{t_o} dt' (\dot{\phi} + \dot{\psi}) - [\phi(t_o) + \dot{\phi}(t_o)](t'_o - t_o) + [\phi(t_s) + \dot{\phi}(t_s)](t'_s - t_s) \\
= \delta z(t_o) + \left( \frac{\mathbf{v}_s \cdot \mathbf{n}}{1 + \bar{z}} - \mathbf{v}_O \cdot \mathbf{n} + \frac{\dot{\phi}_s}{1 + \bar{z}} - \dot{\phi}_O \right)(t'_o - t_o). \tag{36} \]

Inserting Eq. (36) into Eq. (28) and integrating we obtain
\[ f(\tau_O) = \frac{1}{\pi} \left( \frac{5}{256 \tau_O} \right)^{3/8} (G\mathcal{M}_c(z))^{-5/8} \left[ 1 + \frac{3}{8} X(z)\tau_O + \frac{3}{16} \left( \frac{\mathbf{v}_s \cdot \mathbf{n}}{1 + \bar{z}} - \mathbf{v}_O \cdot \mathbf{n} + \frac{\dot{\phi}_s}{1 + \bar{z}} - \dot{\phi}_O \right) \tau_O \right] \tag{37} \]

where we have defined the variable \( Y(z) \) which accounts for both the effect due to the background acceleration of the universe and for the one due to perturbations:
\[ Y(z) = X(z) + \frac{1}{2} \left( \frac{\mathbf{v}_s \cdot \mathbf{n}}{1 + \bar{z}} - \mathbf{v}_O \cdot \mathbf{n} + \frac{\dot{\phi}_s}{1 + \bar{z}} - \dot{\phi}_O \right) \tag{38} \]

As before we can find the relation between \( \tau_S \) and \( \tau_O \):
\[ \tau_S = \frac{\tau_O}{1 + \bar{z}} \left[ 1 - Y(z)\tau_O \right]. \tag{39} \]

The phase at the observer is given by
\[ \Phi_O(\tau_O) = -2 \left( \frac{\tau_O}{5G\mathcal{M}_c(z)} \right)^{5/8} \left( 1 - \frac{5}{8} Y(z)\tau_O \right) + \Phi_c. \tag{40} \]

The phase can be directly inserted into the GW amplitudes at the observer Eqs. [17][18], which therefore acquire an explicit dependence on redshift through \( Y(z) \). Moreover, the common amplitude of the two polarizations of the GW \( h_c(\tau_O) \), when written in terms of the time to coalescence, is also affected by the evolution of the background plus perturbations, and becomes:
\[ h_c(\tau_O) = \left( \frac{G\mathcal{M}_c(z)}{d_L(z)} \right)^{5/4} \left( \frac{5}{\tau_O} \right)^{1/4} \left( 1 + \frac{1}{4} Y(z)\tau_O \right). \tag{41} \]

We emphasise that the \( Y(z) \) effect is obtained when expressing everything in terms of \( \tau_O \). The amplitude and the phase of the waveform would take the standard form if expressed in terms of \( f_O \), since the frequency is simply redshifted as in Eq. [30], while a time interval depends on the variation of the expansion of the universe and on the variation of the perturbations as in [39].

Eqs. (40) and (41) show how the peculiar acceleration of the binary and of the observer and the time variation of the gravitational potential modify the phase and the amplitude of the GW. Note that the amplitude is also affected by the fluctuations in the luminosity distance \( d_L \) due to matter inhomogeneities [20 21].

### IV. MODIFICATIONS OF THE WAVEFORM

So far we have calculated how the background expansion of the universe and the redshift perturbations affect the frequency, the phase and the amplitude of the chirp signal in time. In order to quantify whether these effects are detectable, and make contact with standard data analysis techniques, here we consider the Fourier transform of the GW. This is calculated using the stationary phase approximation, and at leading order in the amplitude is (see e.g. [17]):
\[ \tilde{h}_+(f) = A(f) \frac{1 + \cos^2 \frac{\pi}{2}}{2} \exp(i\Psi(f)), \tag{42} \]
\[ \tilde{h}_x(f) = A(f) \cos \frac{\pi}{2} \exp(i\Psi(f) + \frac{\pi}{2}). \tag{43} \]

Written in terms of \( \tau_O(f_O) \), the phase \( \Psi(f) \) at leading order and for non-spinning inspiralling binaries becomes (\( t_c \) is the time of coalescence at the observer)
\[ \Psi(f) = 2\pi f t_c - \frac{\tau}{4} - 2\pi f \tau_O(f) - \Phi_O(\tau_O(f)) \\
= 2\pi f t_c - \frac{\tau}{4} - \Phi_c + \frac{3}{128} (\pi G\mathcal{M}_c)^{-5/3} \frac{1}{f^{5/3}} - \frac{25}{32768 \pi} (\pi G\mathcal{M}_c)^{-10/3} \frac{Y(z)}{f^{13/3}}, \tag{44} \]
where in the second equality we have used the inverse of Eq. (38) and Eq. (40) to include the leading order effect in \( Y(z) \). This effect is formally a \( -4\text{PN} \) effect in terms of its frequency dependence. The PN expansion parameter is indeed \( x \equiv (\pi G M c_f)^{2/3} \sim V^2 \), where \( V \) denotes the velocity of the inspiralling masses around the centre of mass of the binary (which should not be confused with the peculiar velocity of the binary with respect to the Hubble flow \( \nu_S \)), and the Newtonian term is proportional to \( x^{-5/2} \). The amplitude of the wave gets multiplied by the second time derivative of the phase, leading to

\[
A(f) = \sqrt{\frac{\pi}{2}} c_f(f_0) \left( \frac{d^2 \Phi_0}{d^2 t} \right)^{-1/2} \sqrt{\frac{5}{24 \pi} \frac{G M c_r^{5/6}}{d_L(z)} \frac{1}{f^{7/6}} \left[ 1 - \frac{5}{384 \pi^{8/3}} \frac{(G M c_r)^{-5/3} Y(z)}{f^{8/3}} \right]}.
\]

This effect on the amplitude has been derived here for the first time.

V. ESTIMATE OF THE EFFECT

A. Comparison between the contributions from the background expansion and the redshift perturbations

In the previous section we have shown that the background expansion of the universe and the presence of perturbations in the redshift affect the waveform introducing a formally \( -4\text{PN} \) term with amplitude \( Y(z) \), to which they contribute with different strength, as given in Eq. (38). From Eq. (38) we see that the contribution to \( Y(z) \) from the redshift perturbations depends on the time derivative of the peculiar velocity \( \nu_S \) and of the potential \( \phi \) at the source \(^2\). The potential \( \phi \) varies on a cosmological timescale: one has therefore \( \phi \sim H_0 \phi \sim 10^{-5} H_0 \), while \( X(z) \approx H_0 \). The contribution to \( Y(z) \) from the gravitational potential is therefore smaller than the one from the background expansion by a factor of \( 10^{-5} \), and we neglect it in the following.

The effect from the variation of the peculiar velocity of the source is instead stronger, as we will now show. Assuming that the source is within a galaxy which is itself within a cluster, the peculiar velocity can be split into three contributions:

1. the velocity of the cluster (which contains the binary) with respect to the CMB frame
2. the velocity of the galaxy inside the cluster
3. the velocity of the centre of mass of the binary inside the galaxy

**Contribution 1:** The first velocity contribution is ascribable to the cosmological linear velocity perturbation \( \nu_{S_0}^{\text{cosmo}} \) and it varies on a cosmological timescale: like for the variation of the scalar potential, one has \( \nu_{S_0}^{\text{cosmo}} \sim H_0 \nu_{S_0}^{\text{cosmo}} \sim 10^{-3} H_0 \). The contribution of this velocity to \( Y(z) \) is therefore always smaller than the one of \( X(z) \) and we neglect it.

The second and third contributions, on the other hand, can vary on a timescale smaller than the cosmological timescale, and they can therefore be bigger than the background expansion effect represented by \( X(z) \). In order to make the comparison with \( X(z) \), we define the variable (c.f. Eq. (38))

\[
\frac{F(z)}{H_0} = \frac{1}{2} \frac{\nu_S \cdot n}{(1 + \bar{z}) H_0},
\]

where

\[
\nu_S = \frac{3 \nu_s^2}{10 r}.
\]

**Contribution 2:** For a virialised cluster of mass \( M \) one has, at distance \( r \) from the centre,

\[
\frac{5 GM}{3r} \lesssim \frac{1}{2} \frac{\nu_S^2}{r^2}.
\]

Combining this with Newton’s law we find for the peculiar acceleration

\[
\nu_S = \frac{3 \nu_S^2}{10 r}.
\]

**Contribution 3 :** For a circular motion of the binary around the centre of the galaxy one has

\[
\nu_S = \frac{v_S^2}{r}.
\]

The function \( F(z) \) can then be written as

\[
\frac{F(z)}{H_0} = \alpha \frac{v_S^2}{2 r} \frac{e \cdot n}{H_0 (1 + \bar{z})},
\]

where \( \alpha = 3/10 \) describes the galaxy’s acceleration in the cluster while \( \alpha = 1 \) describes the binary’s acceleration inside the galaxy, and \( e \) denotes the direction of the acceleration. The total effect is the sum of the two relevant contributions. Defining \( \epsilon \) as

\[
\epsilon = \alpha \left( \frac{v_S}{100 \text{km/s}} \right)^2 \frac{10 \text{kpc}}{r} e \cdot n,
\]

\(^2\) Note that the quantities at the observer also play a role, but we do not consider them here: the acceleration of the Earth \( v_O \) is already taken into account in observations, and the time variation of the gravitational potential \( \phi_O \) is small.
redshift and the background acceleration dominates over smaller than about 7. In the second case, the two contributions due to the universe acceleration for redshift that the peculiar acceleration of the binary dominates the effect from the expansion up to $z = 10$. For $\epsilon = 3$ the two effects cancel at $z \approx 2.5$ and are comparable for lower redshift, while at higher redshift the expansion effect dominates over the one of the peculiar acceleration.

we obtain

$$F(z) = 2.4 \times 10^{-2} \frac{\epsilon}{1 + \bar{z}}.$$ (52)

The amplitude of the effect depends therefore on three quantities: 1) the amplitude of the velocity $v_S$; 2) the distance of the binary from the centre of the galaxy and the distance of the galaxy from the centre of the cluster; and 3) the orientation of the acceleration with respect to the direction of observation. In the following we consider various concrete examples for the value of the parameter $\epsilon$ representing these contributions.

In figure 1 we compare the effect of the background acceleration $X(z)/H_0$ with the one from the peculiar acceleration of the binary $F(z)/H_0$. For simplicity we account only for the peculiar acceleration of the galaxy with respect to the cluster (contribution 2), and we neglect the acceleration of the binary inside the galaxy (contribution 1), which is generally subdominant. We consider two cases: a galaxy with high peculiar velocity $v_S = 3000 \text{ km/s}$ very close to the centre of the cluster $r = 10 \text{ kpc}$, giving $\epsilon = 270$; and a binary at the edge of the cluster $r = 100 \text{ kpc}$ with average velocity $v_S = 1000 \text{ km/s}$, giving $\epsilon = 3$. In the first case, it appears that the peculiar acceleration of the binary dominates the contribution due to the universe acceleration for redshift smaller than about 7. In the second case, the two contributions are of the same order of magnitude at small redshift and the background acceleration dominates over the peculiar acceleration at high redshift.

We have shown that, contrary to $X(z)$ which only depends on redshift and cosmological parameters, $F(z)$ further depends on the unknown peculiar acceleration of the binary along the line of sight $\mathbf{v}_S \cdot \mathbf{n}$. This dependence on an unknown extra parameter contaminates the determination of the redshift that would have been possible if only $X(z)$ would be present in Eqs. (44) and (45), instead of the total effect $Y(z)$. As a consequence, we expect the contribution from the peculiar acceleration of the binary to seriously degrade the possibility of using the binaries as standard candles without redshift counterpart, analysed in [13].

B. Estimate of the phase shift

Motivated by the fact that interferometric detectors of GWs are particularly sensitive to the GW phase, let us use Eq. (40) to estimate the phase shift $\Delta \Phi$ due to the total acceleration effect $Y(z)$ during the observation of a typical binary. Let us assume that we observe the binary for a time interval $\Delta t = t_{\text{max}} - t_{\text{min}} = \tau_{\text{O,max}} - \tau_{\text{O,min}}$, thus having

$$\Delta \Phi = \frac{5}{4} \left( 5 G M_c(z) \right)^{-5/8} Y(z) \left[ \tau_{\text{O,max}}^{13/8} - \tau_{\text{O,min}}^{-13/8} \right].$$ (53)

The time to coalescence in terms of the chirp mass and frequency of the binary can be found for example in Eq. (4.21) of [17] (we normalise it here for a typical binary that would be observable by LISA, having $m_1 = m_2 = 5 \cdot 10^3 M_\odot$):

$$\tau_{\text{O,max}} \simeq 1.4 \text{ year} \left( \frac{5 \cdot 10^3 M_\odot}{M_c(z)} \right)^{5/3} \left( \frac{10^{-3} \text{Hz}}{f_0} \right)^{8/3}.$$ (54)

If we can observe the binary up to coalescence time, so that $\tau_{\text{O,min}} = 0$, from Eq. (53) one has ($h$ comes from the Hubble factor today)

$$\Delta \Phi_{\text{coal}} \simeq 3.96 \cdot 10^{-5} h \times \frac{Y(z)}{H_0} \left( \frac{5 \cdot 10^3 M_\odot}{M_c(z)} \right)^{10/7} \left( \frac{10^{-3} \text{Hz}}{f_0} \right)^{12/7}.$$ (55)

We see that the shift in the phase is larger if we observe binaries at low frequency, with small (redshifted) chirp mass.

However, decreasing the mass of the binary makes the signal exit the detector band long before it merges. Let us therefore rewrite Eq. (53) under the assumption that we observe the binary for a time interval $\Delta t$ smaller than the time to coalescence. In this case one has, in the limit $\Delta t \ll \tau_{\text{O,max}}$

$$\Delta \Phi_{\Delta t} \simeq \frac{65}{32} \left( 5 G M_c(z) \right)^{-5/8} Y(z) \frac{5/8}{\tau_{\text{O,max}}} \Delta t \simeq 0.1 h \frac{Y(z)}{H_0} \left( \frac{50 M_\odot}{M_c(z)} \right)^{\frac{5}{2}} \left( \frac{10^{-3} \text{Hz}}{f_0} \right)^{\frac{12}{7}} \frac{\Delta t}{\text{year}}.$$ (56)

where we have normalised the redshifted chirp mass to $50 M_\odot$. 

![Figure 1: As a function of redshift, the (red) dotted line shows the absolute value of the effect of the background expansion Eq. (30), while the dashed and solid lines show, respectively, the effect due to the peculiar acceleration of the binary Eq. (52) and the absolute value of the sum of the two effects, for $\epsilon = 270$ (blue) and $\epsilon = 3$ (green). Note that the effect due to the expansion becomes negative at large enough redshift, and therefore the two contributions eventually cancel. For $\epsilon = 270$ this happens at very high redshift since the effect from the peculiar acceleration always dominates over the effect from the expansion up to $z = 10$. For $\epsilon = 3$ the two effects cancel at $z \approx 2.5$ and are comparable for lower redshift, while at higher redshift the expansion effect dominates over the one of the peculiar acceleration.](image-url)
From the above equations (55) and (56), it appears that a significant dephasing can be achieved for those binary systems which are relevant for LISA, provided that the (redshifted) chirp mass of the binary system is low enough and that the amplitude of the effect \( Y(z) \) is large enough. In particular, the range of binary masses in which we expect the acceleration effect to influence the measurement corresponds to a few tens of solar masses (for almost equal mass binaries).

The above equations also show that a significant dephasing can never be achieved in the frequency range accessible to Earth based interferometers: the acceleration effect is relevant neither for advanced LIGO and Virgo, nor for future detectors as the Einstein Telescope.

In the following sections, we analyse more quantitatively the acceleration effect concentrating then on the case of LISA. As we have seen the effect is expected to be higher for lower masses at fixed frequency, which could also have been guessed by it being a formally -4PN effect. However, when the GW signal is deeply in the inspiral regime it is almost monochromatic: we expect that the phase shift can be re-absorbed by a slight shift of the values of the binary parameters (like the symmetric mass ratio \( \eta \) and the time of coalescence \( t_c \), as shown in the next section).

C. The mismatch

In order to have a more quantitative estimate of the importance of the total acceleration effect \( Y(z) \) and its detectability, we quantify the difference between GW forms with and without the effect (respectively, injection and template) by introducing the scalar product as the noise-weighted frequency overlap between two waveforms \( h_{1,2} \) [22]

\[
\langle h_1|h_2 \rangle \equiv 2 \int_0^\infty \tilde{h}_1(f)\tilde{h}_2^*(f) + \tilde{h}_2(f)\tilde{h}_1^*(f) \frac{S_n(f)}{S_n(f)} df,
\]

(57)

where \( S_n(f) \) is the one-sided noise spectral density of the GW detector. The above scalar product allows to define a norm of a function \( h \) as \( ||h|| \equiv (\langle h|h \rangle)^{1/2} \).

The fitting factor \( FF \) between two waveforms \( h_{1,2} \), of which one is the injection and the other the template, is the normalized overlap maximised over search parameters [23]

\[
FF = \max_{\Delta t_c, \Delta \phi_c, \Delta M_c, \Delta \eta} \frac{\langle h_1|h_2 \rangle}{||h_1|| ||h_2||}.
\]

(58)

Here we cover the simplified case of a spin-less circular binary inspiral, so that the waveform overlap is only sensitive to phase and time, beside binary constituent individual masses. In this simplified case geometric factors due to orientation as well as distance of the source from the observer boil down to a mere rescale of the waveform, thus not affecting the normalised overlap. Computationally the maximisation over \( \Delta \phi_c \) can be done analytically [24] by introducing

\[
O \equiv \max_{\Delta t_c, \Delta \phi_c} \frac{\langle h_1|h_2 \rangle}{||h_1|| ||h_2||}
\]

\[
= \max_{\Delta t_c} 4 \left| \int_0^\infty \tilde{h}_1(f)\tilde{h}_2^*(f)e^{2\pi i f t}/S_n(f) \right| ||h_1|| ||h_2||
\]

(59)

thus having

\[
FF = \max_{\Delta M_c, \Delta \eta} O,
\]

(60)

at the computationally inexpensive price of taking a Fourier transform of the waveform overlap. The maximisation is done via a simulated annealing [25] Monte Carlo that searches over the two-dimensional \( M_c - \eta \) plane the best fit waveform which is chosen by maximising over \( t_c \) as in (59).

The mismatch is defined as [27]

\[
m \equiv 1 - FF.
\]

(61)

For the computation of the overlap we use the waveform amplitude at the lowest post-Newtonian order and for the phase we use the highest order available analytically, i.e. 3.5 PN

\[
\Psi(f) = 2\pi ft_c - \frac{\pi}{4} - \Phi_c
\]

\[
+ \frac{3}{128x^{5/2}} \left( 1 + \sum_{i=1}^7 a_i(\eta)x^i/2 - \frac{25GM_cY(z)}{768x^4} \right),
\]

where the explicit values for the \( a_i(\eta) \) are given in [28] (note that \( a_0 \) has a logarithmic dependence on \( x \)). For the acceleration effect we keep only the leading -4PN order.

We compute the mismatch \( m \) over a set of injections simulating physical signals with several values of masses, redshift and \( \epsilon \) and recovering them with signals not containing the acceleration effect, i.e. waveform characterised by phase (62) with \( Y = 0 \). This reproduces the situation in which real signals are searched for with templates not taking into account the acceleration effect and it would allow us to determine how many signals will be lost and/or how biased the analysis would be.

D. Binaries visible by LISA

In this subsection we focus on LISA as the GW detector and determine the mismatch and the recovered binary parameters for different values of the binary masses and different strengths of the acceleration effect.

We consider the LISA configuration with 6 links (3 arms) (L6), 2 million km arm-length (A2), the “expected” LISA Pathfinder low-frequency acceleration noise (N2) and a mission duration of 5 years (M5); configuration id N2A2M5L6 according to the nomenclature of [4]. The analytic fit to the LISA noise curve, including the white dwarfs confusion noise, is taken from [4]: section II, Eqs. (1) and (2).
The LISA low-frequency noise level has been recently tested by the LISA Pathfinder mission \cite{29}, and according to the first results \cite{31} the expected noise is almost one hundred times better than the original requirement for the instrument. The noise that we adopt in this analysis has been verified at frequencies $f > 1$ mHz, while at lower frequencies the situation is still open: however one can optimistically forecast that the N2 noise level, if not a better one, will be finally achieved over the whole frequency spectrum. Concerning the arm-length, the effect of changing the LISA configuration does affect the mismatch since the noise spectral density is shifted in frequency and the confusion noise due to white dwarfs binaries becomes relevant for longer arms \cite{31}. Moreover, the signal to noise (SNR) ratio degrades for shorter arm configurations and shorter mission lifetime, so the range of possible detections might be strongly affected by this. We have chosen a LISA configuration of intermediate sensitivity to minimise these effects.

The main target sources for the LISA mission are super massive black hole binaries in the range $10^4 M_\odot < M < 10^5 M_\odot$. However, LISA will also detect BH binaries with masses of a few tens of solar masses, of the type of those seen by advanced LIGO \cite{14,10}. Such low mass BH binaries are the ones most affected by the acceleration effect, c.f. Eqs. \eqref{eq:1} and \eqref{eq:2}. In what follows we consider six values of intrinsic chirp mass for the BH binaries that can possibly be detected by LISA: $M_\text{c} = 20, 30, 40, 50, 100, 500 M_\odot$, fixing for simplicity $\eta = 0.25$.

The lower limit of integration to calculate the mismatch $m = 1 - FF$ is taken in the frequency region

$$4 \cdot 10^{-3} \text{ Hz} \leq f_{\text{min}} \leq 9 \cdot 10^{-3} \text{ Hz},$$

which maximises the effect. The upper limit is set either by the maximum frequency attained by the binary (for which we take twice the inner-most-stable-circular-orbit frequency as a proxy) or by the frequency reached after the period of observation, which we set to the adopted duration of the mission: $\Delta t = 5$ years. More precisely we define

$$f_{\text{LISA}} = \min[2f_{\text{ISCO}}, f(f_{\text{min}}, \Delta t)],$$

where

$$f_{\text{ISCO}} \simeq 4.40 \left(1 + 1.25 \eta + 1.08 \eta^2\right) \left(\frac{M_\odot}{(1+z)M}\right) \text{ kHz}$$

is the frequency corresponding to the last stable orbit \cite{31} and

$$f(f_{\text{min}}, \Delta t) = \left[\frac{1}{f_{\text{min}}^{8/3}} - \frac{256 \pi^4}{5} (GM_\odot(z))^2 \Delta t\right]^{-3/8}$$

is the instantaneous GW-frequency when a time $\Delta t$ has elapsed and the frequency has evolved from $f_{\text{min}}$ to $f$, as estimated by the Newtonian order$^3$. In fig. 2 we plot $f_{\text{max}}$ as a function of the redshifted total mass for several values of $f_{\text{min}}$ and $\eta$: it appears that, for the chosen range of masses, the ISCO is never reached.

The lower mass black holes ($M \lesssim 10^2 M_\odot$) are expected to be the residual of stellar collapse and not to reside in the galactic centre, as is instead expected for the more massive black holes ($M > 10^3 M_\odot$). Therefore for the binaries composed of two low-mass BH, we expect two contributions to the acceleration: one from the velocity of the binary inside the galaxy and the second one from the velocity of the galaxy inside the cluster. For the more massive binaries on the other hand, which are situated at the galactic centre, we expect that only the velocity of the galaxy inside the cluster will be relevant. Taking into account realistic velocities and distances, we have considered six different values of $\epsilon$. In the first four cases we assume that the effect is due only to the acceleration of the galaxy inside the cluster, i.e. $\alpha = 3/10$ in eq. \eqref{eq:51}:

1. $\epsilon = 0$, corresponding to $v_S = 0$: the effect of the peculiar acceleration is absent and the only contribution to $Y(z)$ comes from the acceleration of the universe, $X(z)$
2. $\epsilon = 12$, corresponding to $v_S = 2000 \text{ km/s}$ and $r = 100 \text{ kpc}$
3. $\epsilon = 120$, corresponding to $v_S = 2000 \text{ km/s}$ and $r = 10 \text{ kpc}$
4. $\epsilon = 270$, corresponding to $v_S = 3000 \text{ km/s}$ and $r = 10 \text{ kpc}$

We have also considered two cases in which we add the acceleration of the galaxy inside the cluster and the acceleration of the binary inside the galaxy, assuming that they are perfectly aligned. We assume two corresponding values of $\epsilon$, an intermediate one and a very high one:

\begin{itemize}
\item $\epsilon = 0$, corresponding to $v_S = 0$:
\item $\epsilon = 12$, corresponding to $v_S = 2000 \text{ km/s}$ and $r = 100 \text{ kpc}$
\item $\epsilon = 120$, corresponding to $v_S = 2000 \text{ km/s}$ and $r = 10 \text{ kpc}$
\item $\epsilon = 270$, corresponding to $v_S = 3000 \text{ km/s}$ and $r = 10 \text{ kpc}$
\end{itemize}

$^3$ We are only considering the inspiral phase and will not take into account the merger and ring-down phases, where the acceleration effect is negligible.
FIG. 3: Mismatch vs. redshift for $\eta = 0.25$ and several values of $M_c$ at the source. The range in redshift for each $M_c$ has been determined by the requirement that the LISA SNR is greater or comparable to 5. The minimal frequency for each mass value has been chosen within the interval given in Eq. (6) in order to maximise at the same time the mismatch and the number of points in redshift, as discussed in the main text. For a large acceleration $\epsilon > 50$ and low masses $M_c \leq 50M_{\odot}$ the result of the Monte Carlo code is noisy and the value of the mismatch has to be considered as an order of magnitude estimate: the corresponding lines are dashed (see discussion in the main text).

- $\epsilon = 50$, corresponding to a galaxy velocity of $v_S = 2000\text{km/s}$ at $r = 30\text{kpc}$ ($\alpha = 3/10$), and a binary velocity of $v_S = 250\text{ km/s}$ at $r = 6.2\text{kpc}$ ($\alpha = 1$).

- $\epsilon = 350$, corresponding to a galaxy velocity of $v_S = 3000\text{ km/s}$ at $r = 10\text{kpc}$ ($\alpha = 3/10$), and a binary velocity of $v_S = 310\text{ km/s}$ at $r = 1.2\text{kpc}$ ($\alpha = 1$).

Fig. 3 shows the mismatch as a function of redshift for several values of the chirp mass at the source. The range in redshift for each case has been determined by the requirement that the LISA SNR is greater or comparable to 5. Hence in the x-axes of Fig. 3 the highest redshift corresponds to the maximal one at which a BH binary with the mass range under analysis is visible by LISA.
Note that higher masses are expected to be detected at increasingly higher redshift: we give more details about the SNR vs redshift in Appendix A. From Fig. 3 it is clear that in the low mass region the effect of peculiar acceleration is higher, as already argued from Eqs. (55) and (56), leading to a higher mismatch. For masses \( M_c \gtrsim 100 M_\odot \) the effect becomes negligible, even if the SNR increases. The redshift dependence of the mismatch in Fig. 3 should follow the one of Eqs. (55) and (56). However, for big acceleration \( \epsilon > 50 \) and low masses \( M_c \leq 50 M_\odot \), the points are scattered and the redshift dependence of the mismatch is somewhat random: this is not a physical effect, but it is due to the Monte Carlo sampling step, that has been chosen as a compromise to maximise the code speed. By performing several runs, we have verified that the values of the mismatch for \( \epsilon > 50 \) and \( M_c \leq 50 M_\odot \) are indeed correct in the order of magnitude, and can be taken as an estimate of the true mismatch. Note that in every run, the Monte Carlo code tests for the injection point and does not find a minimum there: this insures that the effect is indeed present.

When \( \epsilon < 50 \), we recover the correct redshift dependence of the mismatch as given in Eqs. (55) and (56) for each mass value. The effect due to the binary peculiar acceleration dominates over the one from the background acceleration: as shown in Fig. 1, the former depends very mildly on redshift at low \( z \). If the mass is small, the dephasing is given by Eq. (56), from which it is clear that for \( M_c \lesssim 50 M_\odot \) virtually no dependence on redshift is visible at \( z \lesssim 0.1 \): this is what is observed in Fig. 3 for small masses. On the other hand, when the mass is high enough \( (M_c \geq 100 M_\odot \) in Fig. 3), one can appreciate the redshift dependence as \((1 + z)^{-10/3}\) inherited from Eq. (55). For \( \epsilon = 0 \), we see that the mismatch increases with redshift since in this case what is relevant is the redshift dependence due to the effect of the background acceleration, \( X(z) \).

For each mass value in Fig. 3, \( f_{\text{min}} \) has been chosen within the interval given in Eq. (63) in order to maximise both the mismatch and the range of redshift where the binary is visible. Fig. 4 shows how the mismatch varies as a function of \( f_{\text{min}} \) for fixed \( \epsilon = 12 \) and fixed redshift \( z = 0.05 \), chosen for illustrative purposes. We see that the mismatch is maximised if \( f_{\text{min}} \) is low, since more cycles are visible before the signal exits the LISA band. However, as discussed in Appendix A, the SNR of the binaries increases with \( f_{\text{min}} \) (except for the largest \( M_c \)), see fig. 6. Choosing a higher \( f_{\text{min}} \) allows us therefore to extend the range of redshift in which the binary is visible. With these considerations in mind, we have chosen small values of \( f_{\text{min}} \) for \( M_c \geq 100 M_\odot \): 0.004 Hz and 0.006 Hz; and a larger value: \( f_{\text{min}} = 0.009 \) Hz, for the lower masses.

In general, from Fig. 3 we see that the typical mismatch we obtain by trying to recover signals that contain the acceleration effect with the pure TaylorF2 template (as in [14] with \( Y = 0 \)) are tiny and do not exceed \( 10^{-3} \). This means that neglecting the acceleration effect does not generate a noticeable loss of GW detections. The question is then: how much bias on the recovered parameters does the acceleration effect generate?

On the left panel of Fig. 5 we show the fraction of events for which the injected value \( \eta = 0.25 \) is recovered within 1%. This is the average precision with which LISA is expected to recover the mass ratio, as shown for example in [14]. Already for \( \epsilon = 12 \), 15% of the events with \( M_c = 30 M_\odot \) have a recovered \( \eta \) wrong by more than 1%, and the percentage raises to 40% for \( M_c = 20 M_\odot \). The value of the time of coalescence is also recovered with a significant bias due to the acceleration effect, as shown in Fig. 5. The right panel represents the fraction of events with \( t_c \) recovered within one minute, which is the highest uncertainty on \( t_c \) for LISA reported in [14] for the low-mass BHB visible in both the LISA and LIGO/Virgo bands. Again, for the smallest value of \( \epsilon = 12 \), 10% of the events with \( M_c = 40 M_\odot \) and more than 40% with \( M_c = 20 M_\odot \) have a recovered \( t_c \) wrong by more than one minute. This will be relevant for the prediction of the time at which the binary will be visible in the LIGO/Virgo band (near merger). Our analysis provides us with indications that the bias on \( \eta \) can be of few percent, and the one on \( t_c \) can be of several days: however, a more precise investigation is in progress to determine these biases more accurately.

Note that in this preliminary analysis we do not fully account for the fact that the signal is measured with some uncertainty. This means that if \( Y = 0 \) (see eq. (38)) the parameters are recovered exactly. A complete treatment should include both the experimental uncertainty on the parameters and a non-zero \( Y \), leading to a bias on the parameters. However, since we know from e.g. [14] that the uncertainty on \( \eta \) and \( t_c \) is smaller than the bias we find here for a large number of events, especially at low masses, we expect our result to hold even in the presence of uncertainties in the measurement.
We have then performed a preliminary analysis of the impact of the binary peculiar acceleration on the recovery of the binary parameters for the LISA detector. The effect is most relevant for low-mass binaries $M_c < 100M_\odot$ at low redshift, that enter the detector within a frequency range of a few mHz. We have found that using a template without the acceleration effect to analyse GW signals does not cause significant loss of detections since the mismatch is at most of $10^{-3}$. However, we have found that the recovered parameters are biased by the acceleration effect: for a large fraction of events at small masses, $\eta$ is not recovered within 1% and the time of coalescence $t_c$ is wrong by more than 1 minute (we compare with the estimated errors with which LISA is expected to measure these quantities, according to [14]). Our analysis provides us with indications that the bias on $\eta$ can be of few percent, and the one on $t_c$ can be of several days: however, a more precise investigation is in progress to determine these biases more accurately. The estimate of $t_c$ is of particular significance for the binaries that can be detected first by LISA and then by ground based interferometers for which one needs a precise determination of the coalescing time.

One easy way to remove this bias would be to include in the GW template the acceleration effect and to introduce a new free parameter $\epsilon$ (see Eq. (51)) in the parameter estimation technique. This procedure would slightly reduce the precision with which the parameters of the binary are recovered (since there is one more degree of freedom), but it would also provide a measurement of the peculiar acceleration of the binary, which may tell us something about the environment in which the binary is living.

VI. CONCLUSIONS

We have analysed the effect of redshift perturbations on the GW form. GWs emitted by inspiral binaries propagate through the inhomogeneous universe before reaching the detector. These inhomogeneities influence the observed frequency of the GW: in addition to the background redshift due to the expansion of the universe, the inhomogeneous distribution of matter generates a Doppler shift (due to the peculiar velocity of the binary with respect to the observer), a gravitational shift and an integrated Sachs-Wolfe effect. We have found that if the redshift perturbations are constant during the time of observation of the GW, the waveform does not change: the redshift perturbations can simply be reabsorbed into the redshifted chirp mass $M_c(z)$. On the other hand if the redshift perturbations evolve during the time of observation, they generate a contribution to the waveform with frequency dependence as $f^{-13/3}$, formally a $-4\mathrm{PN}$ term.

We have compared the amplitude of this novel effect with the correction generated by the acceleration of the universe, derived previously in [12] [13]. The dominant correction from redshift perturbations comes from the peculiar acceleration of the binary (i.e. the variation of the peculiar velocity during the time of observation). We found that this contribution from the peculiar acceleration dominates, for realistic situations, over the background one over a large range of redshift. As we do not know in practice what is the amplitude of the peculiar acceleration for individual binaries, this shows that the background effect can unfortunately not be used to determine the redshift of the binary as proposed in [12] [13].

We have then performed a preliminary analysis of the impact of the binary peculiar acceleration on the recovery of the binary peculiar acceleration on the recovery.

FIG. 5: Left panel: as a function of $\epsilon$, fraction of events for which the injected $\eta$ is recovered better than 1% for several values of the masses. Right panel: as a function of $\epsilon$, fraction of events for which the injected $t_c$ is recovered within one minute for several values of the masses. For $\epsilon > 50$ the results for low masses $M \leq 50M_\odot$ can be affected by the Monte Carlo sampling step, as discussed in Sec. [14] the regions where this can happen are grey shaded as a remainder.
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Appendix A: Signal to noise ratio

In this appendix we discuss the LISA SNR for the events considered in the main text. The results are summarised in Fig. 6. The left panel shows the SNR as a function of $f_{\text{min}}$ for events at fixed $z = 0.05$ (chosen to be able to display enough points in redshift for low masses), while the right panel shows the SNR as a function of redshift for events with $f_{\text{min}} = 0.008$ Hz. To compute the SNR we set $\epsilon = 0$, i.e. the injected signal is assumed to coincide with the template: $\text{SNR} = \sqrt{\langle h^2 \rangle / h^2}$. As one can easily realise from Fig. 6 within the mass range used in our analysis the higher the masses the higher the SNR. The left panel shows that the SNR always grows with $f_{\text{min}}$ for low mass binaries ($M_c \leq 50M_\odot$), while it reaches a maximum within the displayed frequency range for $M_c = 100M_\odot$, and always decreases for $M_c = 500M_\odot$. This behaviour is due to the fact that, keeping the masses and distance fixed, binaries with higher $f_{\text{min}}$, i.e. which appear at higher frequencies when the detector is turned on, are in a more advanced phase of their evolution with a smaller separation distance and consequently a stronger GW emission. However, binaries with higher masses entering at the same $f_{\text{min}}$ evolve faster over the frequency range and exit the LISA band before the end of the five years observation time: the SNR is therefore reduced. This happens for chirp masses roughly above 100 $M_\odot$, as shown in Fig. 6. The behaviour of the SNR is simpler in terms of the redshift of the sources, as displayed in the right panel of Fig. 6. As expected, the higher the redshift the smaller the SNR, since the GW signal decays as the inverse of the distance.
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