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**ABSTRACT**

Recent work has shown that more effective dense retrieval models can be obtained by distilling ranking knowledge from an existing base re-ranker. In this paper, we propose a generic curriculum learning based optimization framework called CL-DRD that controls the difficulty level of training data produced by the re-ranking (teacher) model. CL-DRD iteratively optimizes the dense retrieval (student) model by increasing the difficulty of the knowledge distillation data made available to it. In more detail, we initially provide the student model coarse-grained preference pairs between documents in the teacher’s ranking, and progressively move towards finer-grained pairwise document ordering requirements. In our experiments, we apply a simple implementation of the CL-DRD framework to enhance two state-of-the-art dense retrieval models. Experiments on three public passage retrieval datasets demonstrate the effectiveness of our proposed framework.

**CCS CONCEPTS**

- Information systems → Document representation; Learning to rank;

**KEYWORDS**

Neural Ranking Models; Dense Retrieval; Knowledge Distillation; Curriculum Learning

**ACM Reference Format:**

Hansi Zeng, Hamed Zamani, and Vishwa Vinay. 2022. Curriculum Learning for Dense Retrieval Distillation. In Proceedings of the 45th International ACM SIGIR Conference on Research and Development in Information Retrieval (SIGIR ’22), July 11–15, 2022, Madrid, Spain. ACM, New York, NY, USA, 5 pages. https://doi.org/10.1145/3477495.3531791

1 INTRODUCTION

Retrieval that combines high dimensional vector representations of queries and documents obtained from deep neural networks and approximate nearest neighbor search algorithms have recently attracted considerable attention [12, 23, 32]. These dense retrieval models rely on the availability of large-scale training data, which includes public datasets such as MS MARCO [3], and proprietary datasets collected from the query logs of deployed search engines.

While the numbers of queries and documents are quite large, the datasets often suffer from incomplete relevance judgments [23], i.e., very few documents are judged for a given query. An approach to address this sparsity issue is to train dense retrieval models using knowledge distillation. Recent work [9–11, 16, 26] has shown that the performance of dense retrieval models (i.e., the student models) can be improved by distilling ranking knowledge from a more expensive re-ranking model (i.e., the teacher model) that learns representations based on the interactions between query and document terms using cross-encoders [21, 24].

In the knowledge distillation setting, an available teacher model assigns a distinct score to a query-document pair on which the supervision signal for optimizing the dense retrieval student model is based. Since the teacher can effectively score all pairs of queries and documents, we are not limited by the availability of labeled data, thereby providing us with greater flexibility. In this paper, we take advantage of this flexibility and introduce a generic curriculum learning framework for training dense retrieval models via knowledge distillation. The core idea of the curriculum learning (CL) is to provide a systematic approach to decompose the complex knowledge and design a curriculum for learning concepts from simple to hard [8, 15, 31]. Motivated by curriculum learning’s ability to find better local optima [1], we propose a framework called CL-DRD that introduces an iterative optimization process in which the difficulty level of the training data produced using the teacher model, as made available to the student, increases at every iteration. Through this CL-DRD process, we first demand the dense retrieval student model to recover coarse-grained distinctions between the documents sampled by the teacher model and then progressively move towards recovering finer-grained ordering of documents. For robust iterative optimization of the dense retrieval models, we adopt the listwise loss function of LambdaRank [2] to our knowledge distillation setting. Therefore, our loss function only focuses on the order of documents produced by the teacher model, and not the exact document scores.

In our experiments, we apply a simple implementation of the proposed optimization framework to two state-of-the-art dense retrieval models. First, we enhance TAS-B [11], a model that uses a single representation vector for each query and document. Second, we repeat our experiments with the ColBERTv2 model [30], a recent dense retrieval model that uses multiple representations per query and document. Our experiments on three public passage retrieval benchmarks demonstrate the effectiveness of the proposed framework. To improve the reproducibility of our models, we release the source code and the parameters of our models for research purposes.1

---

1https://github.com/HansiZeng/CL-DRD
2 METHODOLOGY

2.1 Background

2.1.1 Dense Retrieval. This paper focuses on the task of retrieving items based on high-dimensional dense learned representations for queries and documents, which is often called dense retrieval. The query and document representations in dense retrieval models are often obtained using large-scale pre-trained language models, such as BERT [7], fine-tuned for the downstream retrieval task [12, 17, 32]. Dense retrieval models can be seen as a category of vector space models [28]. Dense retrieval models compute the relevance score for a query $q$ and a document $d$ as follows:

$$\text{score}(q, d) = \text{sim}(E_q(q), E_d(d))$$

where $E_q(\cdot)$ and $E_d(\cdot)$ are the query encoders parameterized by $\phi_q$ and the document encoder parameterized by $\phi_d$, respectively. The encoders produce a dense representation of the given input. They often share the same output dimensionality: $|E_q(q)| = |E_d(d)|$. The similarity function $\text{`sim'}$ is often implemented using the inner product. For efficient retrieval, dense retrieval models often employ approximate nearest neighbor (ANN) search algorithms.

2.1.2 Knowledge Distillation. For optimizing dense retrieval models, a ranking loss function is employed. The loss function is often based on either pointwise, pairwise, or listwise modeling, similar to learning-to-rank models. Since dense retrieval models often consist of millions or billions of trainable parameters, existing datasets are not often sufficient for training them. Recent work [11, 16, 26] has successfully employed knowledge distillation (KD) for training dense retrieval models, where a teacher model produces training data for training a student model (i.e., the dense retrieval model). Teacher models are often more complex, with higher capacity and lower efficiency. A common approach is to use a cross encoding neural ranking model as the teacher model. In cross encoding models, both the given query and document are encoded jointly, leading to a superior result compared to dual encoders because of capturing more interaction information between the given query and document [21, 24]. We also use a cross encoding model in our experiments as the teacher. In more detail, we use a BERT model [21] that takes [CLS] query tokens [SEP] document tokens [SEP] as input and the relevance score is obtained by the linear transformation of the [CLS] representation.

2.2 The CL-DRD Framework

Learning-to-rank models, including neural ranking models, are often trained based on the relevance judgment information. For instance, in pairwise models, a relevant document is paired with a sampled non-relevant document to form a training instance. However, in knowledge distillation, the training instances are produced based on the teacher model’s output. This gives us substantial flexibility in producing the training data and we are not limited to the relevant documents that appeared in the relevance judgment file.

We take advantage of this flexibility and introduce the CL-DRD framework. It combines the ideas of curriculum learning and knowledge distillation. The intuition behind CL-DRD is to introduce an iterative training process in which the difficulty of training data in each iteration increases. This iterative optimization process is introduced in Algorithm 1. In this algorithm, the parameter $\delta$ controls the difficulty of training sets generated by the ‘RankingDataGeneration’ function. It starts with the difficulty level of 1 and its difficulty increases over time, until a stopping criterion is met. This stopping criterion can be based on the ranking performance on a held-out validation set, or can be based on a constant number of iterations.

CL-DRD is a generic framework and can be implemented in many different ways. For example, the difficulty of training sets can be modeled based on different assumptions. In this paper, we provide details of one of these implementations. In the following, we describe how we generate training data at each iteration (Algorithm 1; line 6) and how we optimize the student model (Algorithm 1; line 7). The other experimental details such as initialization (line 3) and the stopping criterion (line 10) are reported in Section 3.

2.2.1 Generating Training Data in Each Iteration for Curriculum Learning. In typical curriculum learning, training instances are sorted or weighted according to their difficulty level and are fed to the model for optimization [1, 18, 19, 22]. Here, we use the same high-level idea, but with a substantially different approach. The ‘RankingDataGeneration’ function in Algorithm 1 is supposed to produce more difficult ranking training data as $\delta$ increases. There are numerous ways to generate training data using knowledge distillation with different difficulty levels. Without loss of generality, this section describes the approach we choose for our experiments. In our approach, the training query set $Q$ remains the same for all iterations. For each training query $q \in Q$, we take the top 200 documents returned by the student dense retrieval model and re-rank them using the teacher model, and then create three groups of documents: (1) the pseudo-relevant group: first $K$ documents returned by the teacher model, (2) the ‘hard negative’ group: the next $K'$ documents in the ranked list returned by the teacher model, and (3) the remaining $K''$ documents in the ranked list produced by the teacher model. For each query, we keep the number of documents used for the optimization process constant and equal to $L$. Therefore, for training the student model in every iteration, we select $K$ documents from Group 1 (called $S_{(1)}^k$), we randomly sample $N_b$ documents from Group 2 (called $S_{(2)}^n$), and we finally randomly sampled $N_r$ documents from Group 3 (called $S_{(3)}^r$), where $L = K + n + r$.\footnote{Iteration refers to the curriculum learning iterations in Algorithm 1. Each iteration consists of many batches of training data.}

Algorithm 1: The Iterative Optimization Process in CL-DRD.

1. Input (a) training query set $Q$; (b) document collection $C$; (c) optional relevance judgment set $R$; (d) teacher model $\hat{M}$.
2. Output dense retrieval model $M_0$.
3. Initialize $\theta$.
4. $\delta \leftarrow 1$ $\triangleright$ $\delta$ denotes the difficulty level in CL data
5. repeat
6. $D_\delta \leftarrow$ RankingDataGeneration($\delta; \hat{M}, Q, C, R$)
7. $\theta^* \leftarrow \arg \min_{\theta} L_{KD}(M_\theta, D_\delta)$
8. $\delta \leftarrow \delta + 1$
9. until stopping criterion is met
10. return $M_{\theta^*}$
which is expected to be easier than distinguishing document pairs in Type 1. The reason is that Type 1 pairs enforce the student model to learn the exact ordering of documents provided by the teacher model.

In our experiments, we consider three iterations of curriculum learning. From iteration 1 to 3, the value $K$ increases from 5 to 10 to 30, respectively. In each iteration, the student model is trained for a fixed number of epochs. Since the number of pairs in Type 1 increases from 10 to 45 and to 435 and Type 1 is expected to contain the most difficult document pairs, the difficulty level of training data in each iteration is expected to increase. Hence, in our curriculum learning based knowledge distillation algorithm, we progressively require that the student model to concentrate on more fine-grained differences in the output provided by the teacher model.

$$\mathcal{L}_{KD}(M_0, D_0) = \sum_{(q, S_q) \in D_0} \sum_{d, d' \in S_q} y_q(q, d') \log \left(1 + e^{\pi_q(q, d') - \pi_q(q, d)} \right)$$

where $S_q = S_q^{(1)} \cup S_q^{(2)} \cup S_q^{(3)}$ denotes all the documents selected via the pseudo-labeling approach presented in Section 2.2.1. $y_q(q, d') = \mathbb{1}\{y_q'(d) > y_q'(d')\}$. The function $w(d, d')$ is equal to $\frac{1}{\sigma_q(d')}$, where $\pi_q(d)$ denotes the rank of document $d$ in the result list produced by the student dense retrieval model $M_0$.

## 3 EXPERIMENTS

**Datasets**: We trained our model in the MS MARCO passage retrieval dataset [3] which contains approximated 8.8M passages and 503K training queries with shallow annotations (~1.1 relevant passages per query on average). For the model evaluation, we use three datasets: (1) MS MARCO-Dev that contains 6980 labeled queries, (2) TREC-DL’19: the passage retrieval dataset used in the 2019 edition of TREC Deep Learning Track [4] with 43 queries, and (3) TREC-DL’20: the passage retrieval dataset of TREC Deep Learning Track 2020 [5] with 54 queries. For evaluation, we report MAP@1000 for all three datasets, as well as the official metrics MRR@10 for MS MARCO and nDCG@10 for TREC-DL’19 and TREC-DL’20.

**Experiment Settings**: For the single-vector dense retrieval model, we use the DistilBERT [29] with the pre-trained checkpoint made available from TAS-B [11] as the initialization. For the multi-vector dense retrieval model, we also use the DistilBERT [29] as the backbone. As the re-ranking teacher model, we use the MiniLM cross-encoder that is publicly available on HuggingFace. We use the Adam optimizer [14] with linear scheduling with the warmup of 4000 steps and initial learning rate $[7e^{-6}, 3e^{-6}, 3e^{-6}]$ for the three CL iterations. We set the batch size to 8 and the maximum length for queries and passages to 30 and 256 tokens, respectively. For the three iterations, the sizes of group 1: [5, 10, 30], group 2: [45, 40, 20], group 3: [150, 150, 150]. The number of sampled documents for each

\[\text{https://huggingface.co/cross-encoder/ms-marco-MiniLM-L-6-v2}\]
Table 1: The performance comparison with state-of-the-art baselines. We use the two-tailed paired t-test with \( p < 0.05 \). The superscripts refer to significant improvements compared to all sparse retrieval models (+), ANCE and ADORE (†), TCT-ColBERT (‡), TAS-B (§), and ColBERTv2 (¶). *"." denotes the results that are not applicable or available.

| Model | KD | Encoder | #params | MS MARCO DEV | TREC-DL’19 | TREC-DL’20 |
|-------|----|---------|--------|-------------|-------------|-------------|
|       |     |         |        | MRR@10 | MAP@1k | nDCG@10 | MAP@1k | MRR@10 | MAP@1k |
| BM25 [27] | - | - | - | .187 | .196 | .497 | .290 | .487 | .288 |
| DeepCT [6] | - | - | - | .243 | .250 | .550 | .341 | .556 | .343 |
| docT5query [20] | - | - | - | .272 | .281 | .642 | .403 | .619 | .407 |

**Multi-Vector Dense Retrieval**

| Model | KD | Encoder | #params | MRR@10 | MAP@1k | nDCG@10 | MAP@1k |
|-------|----|---------|--------|--------|--------|--------|--------|
| ColBERT [13] | X | BERT-Base | 110M | .360 | - | - | - |
| ColBERTv2 [30] | ✓ | BERT-Base | 110M | .397 | - | - | - |
| ColBERTv2 [30] | ✓ | DistilBERT | 66M | .384 | .389 | .733 | .464 | .712 | .473 |
| ColBERTv2 + CL-DRD (Ours) | ✓ | DistilBERT | 66M | .394\(^{∗‡§}\) | .398\(^{∗‡§}\) | .727\(^{∗‡§}\) | .472\(^{∗‡§}\) | .717\(^{∗‡§}\) | .487\(^{∗‡§}\) |

**Single-Vector Dense Retrieval**

| Model | KD | Encoder | #params | MRR@10 | MAP@1k | nDCG@10 | MAP@1k |
|-------|----|---------|--------|--------|--------|--------|--------|
| ANCE [32] | X | BERT-Base | 110M | .330 | .336 | .648 | .371 | .646 | .408 |
| ADORE [33] | X | BERT-Base | 110M | .347 | .352 | .683 | .419 | .666 | .442 |
| RocketQA [25] | ✓ | ERNIE-Base | 110M | .370 | - | - | - |
| TCT-ColBERT [16] | ✓ | BERT-Base | 110M | .335 | .342 | .670 | .391 | .681 | .430 |
| Margin-MSE [10] | ✓ | DistilBERT | 66M | .325 | .331 | .699 | .405 | .645 | .416 |
| TAS-B [11] | ✓ | DistilBERT | 66M | .344 | .351 | .717 | .447 | .685 | .455 |
| TAS-B + CL-DRD (Ours) | ✓ | DistilBERT | 66M | .382\(^{∗‡§}\) | .386\(^{∗‡§}\) | .725\(^{∗‡§}\) | .453\(^{∗‡§}\) | .685\(^{∗‡§}\) | .465\(^{∗‡§}\) |

query: \( L = 30 \) and \( K = [5, 10, 30] \), \( N_k = [12, 10, 0] \), \( N_s = [13, 10, 0] \) for the three iterations.

**The CL-DRD models:** CL-DRD is a generic optimization framework for dense retrieval models that can be applied to any dense retrieval model. In our experiments, we trained two different dense retrieval models using CL-DRD: (1) **TAS-B + CL-DRD:** TAS-B is the best performing dense retrieval baseline that uses a single vector representation for each query and document. In TAS-B + CL-DRD we apply our framework to the TAS-B model. (2) **ColBERTv2 + CL-DRD:** Similarly, we choose ColBERTv2 the best performing dense retrieval model that uses multiple vectors per query and document. Note that this model uses our own implementation of ColBERTv2 that uses DistilBERT. We compare our models with several state-of-the-art baselines shown in the Table 1.

**Results and Discussion:** The retrieval results obtained by our models and the baselines are reported in Table 1. According to the results, dense retrieval models generally outperform lexical matching models including the ones that use pre-trained language models for document expansion, such as docT5query [20]. TAS-B + CL-DRD outperforms all the dense retrieval baselines that use a single vector for representing each query and document. This improvement is consistent across all three datasets, and is statistically significant in most cases. Note that some of these baseline models use significantly larger models compared to ours. The number of parameters for each model is mentioned in Table 1. Since TAS-B + CL-DRD uses TAS-B [11] as its parameter initialization, we can have a direct comparison with this baseline. Applying CL-DRD to TAS-B leads to 11% improvements on the MS MARCO Dev set in terms of MRR@10.

Figure 2: The results obtained by TAS-B + CL-DRD at different iterations of curriculum learning.

Table 1 suggests that CL-DRD can also improve dense retrieval models with multiple vector representations. When we apply CL-DRD to ColBERTv2 (the current state-of-the-art in dense retrieval with DistilBERT), we obtain improvements in terms of all metrics on all collections except for nDCG@10 on TREC DL’19. The improvements are larger for recall-oriented metrics, e.g., MAP@1000, and they are statistically significant in majority of cases. This demonstrates that CL-DRD is sufficiently flexible to be applied to different dense retrieval models and introduce significant improvements.

In general, ColBERTv2 + CL-DRD performs better than TAS-B + CL-DRD. It is worth noting that representing queries and documents with multiple vectors demands significantly higher memory requirements, indexing cost, and query processing cost.

**Ablation Study:** We conduct a few experiments for evaluating the effectiveness of curriculum learning. For the sake of space, we solely focus on the TAS-B + CL-DRD model. Figure 2 demonstrates the performance of this model after each curriculum learning iteration.
on all three datasets. As shown in the figure, the performance generally improves at each iteration. This demonstrates that the proposed CL approach is effective for training ranking models. To make sure that this improvement is not just due to the number of epochs or the size of training sets, we additionally train our model on a reverse curriculum learning setup. In this experiment, we followed the same procedure with the same number of iterations, but we start from the last iteration used in our CL approach. We observe that our model still outperforms this reverse CL approach. For example, this approach achieves an nDCG@10 of 0.715 and 0.683 on TREC DL’19 and TREC DL’20, respectively. It also achieves an MRR@10 of 0.378 on MS MARCO Dev set, which is significantly lower than the results obtained by our method.

4 CONCLUSIONS AND FUTURE WORK

We introduced CL-DRD, a generic framework for optimizing dense retrieval models through knowledge distillation. Inspired by curriculum learning, CL-DRD follows an iterative process in which supervision of increasing levels of difficulty are derived from the teacher model’s output. We provided a simple implementation of this framework and demonstrated its effectiveness on three public passage retrieval benchmarks.

In the future, we intend to explore more sophisticated solutions for controlling the difficulty of each iteration in CL-DRD. We are also interested in developing machine learning models that can select informative training instances based on the teacher’s performance.
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