Determining Sentencing Recommendations and Patentability Using a Machine Learning Trained Expert System
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Abstract

This paper presents two studies that use a machine learning expert system (MLES). One focuses on a system to advise to United States federal judges for regarding consistent federal criminal sentencing, based on both the federal sentencing guidelines and offender characteristics. The other study aims to develop a system that could prospectively assist the U.S. Patent and Trademark Office automate their patentability assessment process. Both studies use a machine learning-trained rule-fact expert system network to accept input variables for training and presentation and output a scaled variable that represents the system recommendation (e.g., the sentence length or the patentability assessment). This paper presents and compares the rule-fact networks that have been developed for these projects. It explains the decision-making process underlying the structures used for both networks and the pre-processing of data that was needed and performed. It also, through comparing the two systems, discusses how different methods can be used with the MLES system.
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1. Introduction

A large collection of laws and regulations governs the operations of society. In the United States, in most areas, individuals are regulated by federal laws (from the United States Code), federal agency rules (from the Code of Federal Regulations) and laws and regulations at the state and local level. Ideally, these laws would be easily understood and applied to given circumstances. Unfortunately, this isn’t always the case.

In reality, laws and regulations are in conflict. They are interpreted by the courts who, themselves, may provide conflicting interpretations, with some taking precedence over others. Laws, agency regulations which implement them and prior court decisions must all be taken into account when attempting to determine what regulations apply. This results in a regulatory patchwork which is, at best, confusing.

Computerizing legal interpretation is seen, by some, as a solution to this challenge. The e-laws field utilizes data processing techniques to interpret and apply laws and regulations to real-world situations [1]. While there are numerous areas that e-laws could be implemented in, each has its own regulations and nuances.

This paper discusses the use of a machine learning artificial intelligence system, based on the gradient descent training of an expert system, for legal analysis related to patentability and criminal sentencing. These two areas were selected due to having existing well codified standards and their importance. Additionally, by applying the machine learning trained expert system (MLES) to these two different domains, its efficacy for e-laws project can be assessed, more generally.

Both application areas are poised to benefit from automation. Patent applicants will benefit from speed in protecting intellectual property. Automation can allow patents applications to be reviewed and acted on faster, providing patent provisions earlier. For technologies that may become obsolete or which have a limited useful life, delays could mean that inventions go through much of their useful lifespan without patent protections. In other cases, technologies won’t be patented due to the length and cost of the process, as perceived by the inventor. Of course, patents should be decided upon consistently and fairly.

Criminal defendants also need to be ensured that their sentences are decided fairly, without prejudice or bias of any type. While current sentencing guidelines are designed to promote this, interpretation and discretion still exists. Due to this, judges may unknowingly give harsher penalties to different groups without the intent to do so [2]. Differences in interpretation, even without bias, could also result in significant unintentional sentencing differences.

The purposes of the two studies presented in this paper are varied; however, both seek to remedy current issues. The slowness of the patent application process prospectively harms the intellectual property benefits that could be enjoyed by applicants [3]. Similarly, the alleged biases in criminal sentencing [2] lead to some paying a harsher penalty for similar crimes than others. The numerous applications of machine learning for judicial and quasi-judicial uses presented in [1] suggest that that machine learning may be effective in aiding decision makers by suggesting outcomes (based on predicting what a human decision maker would have decided) and preventing inconsistencies in decision-making.

This paper presents both studies and explains the need for the use of machine learning in both application areas. In each case, the datasets that are used and how they are used by the MLES system will be discussed. The structure implemented for the MLES rule-fact network, developed for each application area, will also be explained with a focus on describing why the rule-fact network is structured in the particular way that was chosen. The relationships between components of the rule-fact network will be described. The paper will also compare the use of the MLES system for both areas before concluding and discussing potential areas of future work.
2. Background

This section reviews prior work in several areas relevant to the current study. First, prior work on artificial intelligence is reviewed. Then, work on expert systems is considered. Finally, a review of prior work on gradient descent training for expert systems is provided.

2.1. Artificial Intelligence

Artificial intelligence (AI) is a key technology that has found numerous uses in modern society. AI systems have been demonstrated to provide benefits including finding software bugs, helping handicapped individuals, detecting cyberattackers and controlling robots. Some AI systems have a capability to learn on their own or the ability to learn using a well-defined training process. Examples of learning approaches include the use of rewards and supplied input and output data. One form of AI training, gradient descent and backpropagation, is integral to the work presented herein. This technique applies changes, typically to a neural network, based on an iterative difference correction process. Multiple forms of gradient descent have been proposed. Key among these are techniques that seek to eliminate bias or increase speed, allowing more training to occur within a period of time, potentially leading to higher quality decisions or recommendations. Other enhancements have focused on and resilience to AI-targeting attacks. Notably, other AI techniques including genetic algorithms and particle swarm optimization have also been proposed for use in neural network training. The system utilized herein applies gradient descent to an expert system.

2.2. Expert Systems

Expert systems are also a form of AI. Classical expert systems use rule-fact networks and inference engines to make recommendations or decisions. Systems, which were designed to replicate the expertise of a human expert, were first introduced in the 1960s and 1970s. The most basic expert systems have Boolean facts and rules that are logical ‘AND’ operators. A rule processing engine scans the rules and facts to identify rules whose input facts are true and runs them, setting an output fact (or facts) to true as well. More advanced expert systems which use fuzzy logic concepts have also been proposed, among several other types. Fuzzy logic systems can store data regarding uncertainty or partial membership in facts and have more nuanced rules. Other forms of expert systems have been developed which use other AI techniques such as genetic algorithms and neural networks.

Prior to the work presented in [24], which serves as the core system used for this work, Mitra and Pal [25] defined a “knowledge-based connectionist expert system” which started with “crude rules” that were stored as neural network connection weights and optimized. Problematically, this system does not appear to have been implemented. It is also unclear how training away network characteristics would be prevented by this type of a system.

Expert systems have found wide use in areas such as agriculture, power systems and medicine. Systems based on fuzzy logic have been demonstrated for medical applications, software architecture evaluation and autonomous vehicle control.

2.3. Gradient Descent Expert Systems
The work presented herein utilizes a machine learning-trained expert system which was presented in [24]. This system is designed to be defensible, meaning that it (and the decisions that it makes) are human understandable and that it has protections against learning invalid (non-causal) relationships. The system combines the rule-fact network of an expert system and the training capabilities of a neural network.

The system performs gradient descent directly on the expert system rule-fact network. Thus, while some conceptual similarity to using a neural network for expert system rule development and refinement exists [25], the approach proposed in provides benefits beyond this by not allowing network-changing learning. Additionally, [24] showed that the training process (which distributes error-correction to rules’ input fact weightings) can be very expedient with a well-defined expert system network.

The system utilizes fact values between 0 and 1, thus supporting the concepts of partial membership and ambiguity. Rules weight the impact of the input facts with regards to the output fact, instead of being an ‘AND’ operator. Each rule, in the system, has two input and one output facts. A weighting is assigned to each input fact, which must be between 0 and 1; the two weightings for a rule must sum to 1. A specialized training algorithm, to support expert system rule-fact networks, was proposed in [24].

Figure 1 shows how the system works by depicting its overall operations. The level of change determination algorithm is shown in Figure 2.
Fundamentally, the system operates by identifying the rules that contribute to the identified output fact. The results produced by the system being trained are compared to data from the training dataset, during the training process. If a difference between the two exists, a portion of it is applied as a correction to each identified contributing rule. The amount of change that is made is determined by a user-configurable velocity value. While the system was demonstrated in [24] using a ‘perfect’ system training technique (described in [35]), for these studies datasets are used as training inputs.
Figure 2. Algorithm for determining node change levels [24].

3. Sentencing Recommendation Study

The sentencing recommendation study is assessing the efficacy of using the MLES for making recommendations based on offender crimes, characteristics and the USSC Guidelines [36]. The goal is to develop a system that makes consistent recommendations, based on relevant guidelines, that approximate what judges, collectively, would sentence an offender to (if all non-relevant offender characteristics were ignored). The use of the MLES is designed to prevent system bias while the use of a computational system is designed to combat the potential for human bias. Concerns related to each are now discussed.

3.1. Issues with existing machine learning systems and human bias in the criminal judicial system

Machine learning systems have previously been used and are currently in use within the United States legal system for sentencing purposes. An Arnold Foundation algorithm and software package was widely used at one point -- twenty-one jurisdictions referred to it as part of criminal proceedings [37]. The algorithm was used in Florida to determine if a defendant was eligible for bail and, if so, to set the bail amount [37]. However, allegations that the system was biased were made [38]. It was asserted that the
system’s consideration of defendants’ socio-economic positions gave certain groups a disadvantage within the system, resulting in the system unintentionally acting in a discriminatory manner [38].

However, computer systems are not the only bias in the legal system. Research [1], which incidentally used machine learning technologies for analysis, was performed in California which looked at the parole decision making process. Based on the analysis of thousands of transcripts from hearings, keywords that have the largest effect on the outcome of the hearing were identified. The keywords identified included, as would be expected, the offender’s previous criminal history, the type of offense, the number of victims, and how the offender had spent their time in prison. Prisoners using their time for remorseful purposes, to plan their future, to increase their education, and who overall have a less pronounced criminal history were more likely to be released. This is to be expected and is based on clearly relevant factors. Problematically, the study indicated that other factors also affected the outcome. Cases requiring the use of an interpreter, for example, had a 7% reduced rate of being given parole. Cases where a psychologist evaluated an inmate resulted in parole award reductions of between 3-7%. This would suggest that offenders were, effectively, being punished for not speaking English and for certain types of disabilities [1]. Prospectively, a well-developed computational tool could remove or reduce these types of inconsistencies within the criminal justice system.

3.2. Project goals

The goal of the sentencing recommendation study is to assess the efficacy of an MLES-based system to provide recommendations to judges on offenders’ sentence length. The implementation focuses on two main components: offense characteristics and the offender’s criminal history.

3.3. Data, analysis, and processing

A dataset was obtained from the United States Sentencing Commission (USSC) website [39]. The dataset contains over 100 variables relevant to sentencing procedure, however not all of them are useful in determining the sentence length. Twenty-one of these variables were identified for use as input facts to the network. These facts were identified based on their close alignment with the guidelines in the USSC Guidelines Manual [36]. The facts all contain of the information pertinent to calculating the final offense level and the final criminal history level, as defined by the USSC sentencing guidelines.

These variables contain the base offense level (BOL), special offense characteristics (SOC), Chapter 3 adjustments (which are characteristics that can be applied to any crime), and Chapter 4 criminal history and livelihood variables. The most important variables in determining offenders’ sentence length are the BOL, SOCs, and criminal history characteristics like the POINT1, POINT2 and POINT3 fields, which describe offender’s prior incarceration duration. The meaning of every variable and their values are detailed in the USSC codebook [40], which has been publicly released.

As the MLES uses data on a scale between 0 and 1, the variables from the dataset were converted to this scale. Variables that have a binary value, were simply set to 1 for applied and 0 for not applied. Other values used a scaling factor to place them within the 0-1 range: they were simply divided by the maximum relevant value. This approach supported both well-defined variables as well as those, such as the BOL and SOC, where there is not a set limit for the maximum in the guidelines.

At the point that sentencing is occurring, the defendant’s guilt has already been determined. The offense characteristics are, thus, known and are separated into different variables that are added together using a point-like system. This process starts with the BOL corresponding to each crime, as listed in the sentencing guidelines manual. The SOCs relevant to the crime and afterwards are then added. Next, adjustments based on Chapter 3 of the sentencing guidelines manual (these are adjustments that increase
the offense level based on characteristics such as the role of the perpetrator, the status and effect on the victims and other crime agnostic characteristics) are made.

The criminal history is a set of variables which focus on the offender’s previous crimes. These variables contain information on how many offenses were previously committed with a sentence of under 60 days (POINT1), with sentences between 60 days and 13 months (POINT2) and sentences longer than 13 months (POINT3). Crimes committed shortly after being released also increase the criminal history level. The RLEASHI variable indicates whether an offender falls under this rapid reoffence category. Using all of this data, which are inputted as facts into the MLES-based system, the system is able to compare the case to others with similar characteristics to determine a sentence recommendation for the defendant.

The sentencing recommendation system utilizes the point values given from the sentencing variables, which are pre-processed to be on a 0 to 1 scale, to calculate an output value which is a recommended sentence duration. This is output as a value with a 0 to 1 range as well, which is converted back to a number of years and months. Notably, 0 indicates that no prison sentence should be given and 1 indicates a recommended life sentence.

3.4. Rule-fact network design

The rule fact-network, implemented in the MLES, is discussed in this section and depicted in Figures 1 to 5. Figure 1 provides an overview of the structure of the network, while Figures 2 to 5 provide detail views of each area. As shown in Figure 1, the facts are separated into the two main branches: offense level characteristics and criminal history characteristics. Within these branches, the facts are grouped based on other characteristics similarity. For example, the role adjustments are combined together while the criminal history points are combined.
The Chapter 3 adjustments, which are related to the role of the perpetrator, and the role of the victim, are depicted in Figure 2. This area of the network includes factors such as whether the crime had aggravating, mitigating or abusive roles and whether it involved the use of a minor. This area of the network also includes victim characteristic-based adjustments such as if a crime is determined to be a hate crime, the use of restraints, and the official victim (i.e., whether the offender misused an official position in the crime) status. Note that facts labeled `process` in the diagrams represent intermediate facts which are used to facilitate the use of combinations of rules for combining data from multiple facts.
Figure 2. Chapter 3 adjustments portion of the sentencing system rule-fact network.

Figure 3 shows additional Chapter 3 adjustments including whether the crime was a form of terrorism, whether it constituted a human rights offense, whether obstruction of justice occurred and whether it was based on false domain name registration. These are all depicted on the left side of the figure. The right side of the figure shows three facts that are considered in both the offense level and criminal history categories: whether the defendant is a career offender, whether offenses were committed during release before sentencing, and whether offenses were committed during the defendant’s flight from law enforcement.
The main facts used in determining criminal history level, including the POINT1, POINT2, and POINT 3, variables and the SENTPTS variable (indicating if a criminal committed an instant offense while the current case was ongoing) and the VOIL1PTS variable (which includes any other criminal activity not included in other facts) are depicted in Figure 4. Note that weightings are used to divide the range of possible sentence values to give significantly more weight to the higher impact sentences. Rule 12 connects these variables to the other criminal history variables depicted in Figure 3. Rule 16 outputs the total criminal history points value, which is used in determining the sentence length, as depicted in Figure 5.
Finally, the remainder of the sentencing system rule-fact network, shown in Figure 5, brings all the variables together to recommend a sentence. Rules 14 and 15, which are depicted in both this figure and Figures 2 and 3, respectively, bring the Chapter 3 and Chapter 4 modifiers. This modifier is then merged with the SOC’s and the BOL to calculate the final offense level. Rule 20 calculates the recommended sentence length by combining the final offense level, and the final criminal history (from Figure 4).
4. Autonomous patentability determination study

There is limited prior work which has used machine learning for assessing patentability. Fortunately, the U.S. Patent and Trademark Office (USPTO) has made several datasets available which can be used to answer parts of this question. This study, for example, uses a 2021 dataset from Giczy, Pairolero and Toole [41] which was designed to facilitate answering questions regarding the patenting of artificial intelligence-related technologies.

The patentability study focuses on the patentability requirements outlined in §102 and §103 of the United States Code (USC). These sections require, at their most basic level, patentable technologies to be unique and unable to be easily produced by the public [42], [43]. The USC, the Code of Federal Regulations (CFR), and USPTO procedures define numerous other requirements as well as procedural steps that must be followed.
Patent examiners analyze the facts presented in the patent application about the novelty and utility of a technology. They must also search for so-called prior art – instances of the same technology or similar technologies which limit the novelty of the technology that a patent is sought for. Based on their analysis, they must make a decision regarding the denial or award of the patent. This process is inherently iterative, with patent examiners finding prospective issues that may prevent the issuance or limit a patent and the inventor (or their attorney) seeking to overcome these challenges while maintaining the broadest scope of covered technology as possible.

The patent examiner’s analysis inherently has room for error, as a human-performed process. Additionally, the examiner and attorney’s more limited knowledge of the invention, as compared to the inventor, may result in both erroneous award and denial decisions. Even after the extended patent examination process, prior art which was unknown to the examiner may come to light, raising questions about patent issuance.

Given all of this, the goal of this system is not to replicate or automate the necessarily very bespoke analysis that patent examiners must perform. Rather, it is to try to determine what patent applications are most likely to succeed, to allow inventor, attorney and examiner time and resources to be focused on the most beneficial areas possible.

The process used by patent examiners to assess a patent application, embodied into a MLES-style rule-fact network is presented in Figure 6. To assess the patent application, prior art must be identified and compared to the invention to determine its level of difference from existing technologies. Additionally, the patent examiner must determine whether any public disclosures of the technology have occurred which may prevent or provide timeframe limitations patentability. Key input facts to the MLES system include data regarding prior commercial use, sales, publications, public presentations, prior public use, materials contained in unpublished patent applications and foreign patents and applications. Additionally, the examiner must determine how easily the technology could be developed by a member of the public (without the knowledge contained in the patent application).

This project is in its early phases and the basic rule-fact network for its operations has been developed. Future work is needed to answer many of questions that these needed inputs pose. Whether this data can be arrived at directly or approximated is a key question being answered by ongoing work.
Figure 6. Patentability analysis rule-fact network for use with MLES.

The patentability assessment MLES system rule-fact network is based on the USPTO patentability requirements as indicated in the Patent Examiner’s Handbook’s [44]. As with the sentencing recommendation rule-fact network, it starts with presumably obtainable facts and combines these values leading to a result as to how likely a patent is to be issued, ranging from 0 being the least likely to be approved and 1 being the most likely.

The specific fact nodes that are included in the network have been determined based on an analysis of data gathered from the US Patent and Trademark Office’s Patent Examiner’s Handbook and its outline of
what defines patentability [44]. The system combines a decision-making process related to determining if prior art exists, from a strict legal definition perspective. If the presence of prior art is identified, then the difference from this prior art must be assessed to determine if it is significant to merit patentability. Other factors, such as the ability of members of the public to develop the invention on their own, also form part of the assessment.

Within the rule-fact network, there are four primary branches: domestic public prior art, domestic private prior art, foreign prior art, and what is needed to develop the invention. Each branch funnels down into the final patentability review. This follows the standards set by USC §102 and §103 to determine if a patent application meets the requirements for securing intellectual property protections.

Fundamentally, the data that will be used to train and assess the proposed system comes from the USPTO. The exact method of accessing this data remains an area of ongoing work. A vast amount of data is available via the USPTO Public PAIR system. Additionally, multiple datasets are available that have been previously created for different purposes; however, these may not have all of the data in the Public PAIR system. Multiple pieces of needed data were identified. Of course, one of the most important is the status of the patent (whether it was issued, is in progress, or was abandoned).

Some data that is in Public PAIR may need to be converted from image files to computer-readable text and processed with text mining or other tools to generate the requisite inputs to the MLES-based system and the rule-fact network described previously.

5. Comparison of Techniques Used

While both studies were designed based on using the same MLES system to implement their rule-fact network, their networks are somewhat different. The patentability study effectively combines what could be a mix of largely Boolean inputs that the system would use to make a decision on, but it is probable that there is more nuance – as a small deficiency in one area may be offset by other areas. For example, the novelty of a technology and the ease of its creation would have an inherent balancing between them. This, however, is an assumption that remains to be tested. Similarly, while the existence of prior art could perhaps be taken to be a Boolean input, the reality is that this is nuanced judgement call which can (and for prediction accuracy, likely must) be approximated (until the matter is definitively resolved).

While these values can be predicted when attempting to anticipate the result of patent adjudication, they are reduced – largely – to Boolean variables, if the system was to be used to assist a patent examiner who was making the decisions her or himself. However, the system could, prospectively, utilize projected values (which would later be replaced by real ones) to facilitate prioritization and other decision making throughout the patent adjudication process, until each category was decided by an examiner. Additionally, discrepancies between the examiner decision and the system decision could, prospectively, trigger a quality assurance review.

The network design utilized by the sentencing system, conversely, has a more variable set of inputs. A limited number are Boolean-based or have fixed values; however, many others support a continuum of values. Additionally, as there are numerous inputs that determine the result of each system area, the intermediate facts can store and convey considerable nuance. From these facts and the rules that process them, a value of between 0 and 1 results that can be scaled to provide the system’s recommendation for the number of months for the offender to serve in prison.

The network designs are also noticeably different. The patentability study largely follows a linear approach, where conditions could prospectively be checked in a given order. While this might be ideal, if a single examiner was reviewing a patent application – as it would allow easier-to-assess potential
disqualifying conditions to be assessed prior to more difficult-to-assess ones – the approximation values used by the MLES system should be able to be concurrently loaded, in most cases. This is demonstrably different from the multiple coalescing branches of the sentencing study’s network, which stay separate until combination by the final rule.

The systems differ in their target users and how they are used by them, though similarities exist. The sentencing study aims to create a tool to help judges make – and prosecutors and defense attorneys predict – federal sentencing outcomes. The patentability assessment system, similarly, helps the patent examiner – who has a similar adjudicating role (albeit one that would eventually be reviewed by a judge, should the USPTO and applicant disagree as to the assessment outcome) – predict a patent allowance determination. Thus, while the sentencing study aims to produce a process aiding tool, the patentability study, instead, seeks to help patent applicants predict the outcome of an application and examiners (and their managers) optimize workflow and conduct quality assurance.

Although the two projects have different purposes and differences in execution, the logic is similar and able to be modeled by the MLES system. While training, each processes facts about a case (application) and uses them to update stored knowledge (in the network weights). When a case (application) is presented, these stored weightings, as well as the network structure itself, are used to make a prediction or recommendation. Each system must, similarly, be trained using data from thousands of cases (applications).

6. Conclusion

The two studies should determine whether the MLES system can be used to aid and streamline the processes of criminal defendant sentencing and patent application review, while simultaneously removing biases that may be present from humans deciding the outcomes unaided. Initially, neither project is intended to replace human decision-making. Instead, the systems are designed to help humans to make better decisions more efficiently.

The current judicial system has been alleged to have biases in defendant sentencing. The sentencing guidelines, themselves, were an attempt to create more uniformity in the sentences given defendants that had committed similar crimes under similar circumstances. However, differences in circumstances, interpretations and judicial discretion leave room for inconsistencies and prospective bias.

This implementation of the sentencing guidelines within the MLES system, following the USSC’s guidelines and using USSC data for training may help to identify key discrepancies in sentencing as well as to increase the fairness, efficiency and predictability of sentences. Similarly, the use of the patentability assessment system may facilitate applicants and examiners devoting time and attention to the most promising technologies’ patent applications. This will save applicants of likely-to-be-rejected applications money and time while allowing successful applicants to, potentially, benefit from intellectual property protection earlier.

In both cases, work is ongoing to assess the efficacy of the MLES system as well as the individual networks that have been developed. Network adaptation may be necessitated after initial studies are completed. Additionally, the utility of the system to its target user base remains to be assessed.
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