Feature Selection Based on Binary Tree Growth Algorithm for the Classification of Myoelectric Signals
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Abstract: Electromyography (EMG) has been widely used in rehabilitation and myoelectric prosthetic applications. However, a recent increment in the number of EMG features has led to a high dimensional feature vector. This in turn will degrade the classification performance and increase the complexity of the recognition system. In this paper, we have proposed two new feature selection methods based on a tree growth algorithm (TGA) for EMG signals classification. In the first approach, two transfer functions are implemented to convert the continuous TGA into a binary version. For the second approach, the swap, crossover, and mutation operators are introduced in a modified binary tree growth algorithm for enhancing the exploitation and exploration behaviors. In this study, short time Fourier transform (STFT) is employed to transform the EMG signals into time-frequency representation. The features are then extracted from the STFT coefficient and form a feature vector. Afterward, the proposed feature selection methods are applied to evaluate the best feature subset from a large available feature set. The experimental results show the superiority of MBTGA not only in terms of feature reduction, but also the classification performance.
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1. Introduction

Since the 1960s, the research community has been applying surface electromyography (EMG) for rehabilitation and clinical applications [1]. EMG is good at recording the muscle electrical activity generated by the muscle skin, and it provides the signal information related to movement. The usage of EMG in myoelectric control allows trans-radial amputees and patients to recover their lost hand functionality [2]. However, EMG signals suffer from various noise and artifacts, thus leading to a low recognition rate. For example, crosstalk is generated by the non-propagating signal components due to the loss of intracellular action potential. It strengthens with the decrease of inter-electrode distance. Even though crosstalk can be minimized by increasing the inter-electrode distance, some of it still exists [3,4]. Additionally, the growth in the number of upper limb movements again increases the difficulty of EMG signals classification [5,6]. Consequently, several processing steps are required to obtain meaningful signal information.

According to the literature, many researchers have employed the time domain (TD) features for EMG signals classification [7–9]. This is mainly due to the fast processing speed and simplicity...
of TD since TD does not involve any transformation in the process of feature extraction. However, the signal presented in TD does not offer frequency or spectral information. For this reason, many studies have analyzed the EMG signal using time-frequency transformation, especially for those involving the classification and diagnosis [10–12]. Unlike TD, time-frequency distribution (TFD) allows the representation of time and frequency information simultaneously, which provides more accurate signal information. In past studies, TFD such as Short Time Fourier Transform (STFT), Empirical Mode Decomposition (EMD), and Wavelet Transform (WT) has been widely applied in biomedical signal processing [11,13–15]. Previous works showed that TFD usually offered satisfactory results for classification, recognition, and diagnosis. In this study, the features extracted from STFT have been used to characterize the EMG patterns. It has been found that these features are useful in EMG pattern recognition.

Generally, TFD transforms the EMG signal into a two-dimensional matrix for obtaining useful time and frequency information. Unfortunately, the features extracted from the EMG signal using TFD lead to a high dimensional feature vector [11,16]. Intuitively, a high dimensional feature vector not only increases the complexity, but also degrades the performance of classifiers. According to the literature, multiple combinations of EMG features have been proposed in the classification of EMG signals. Previous works indicated that a proper selection of EMG features was able to improve the classification performance [17–19]. However, the selection of optimal features required expert knowledge and expertise. In addition, feature selection is an NP-hard combinatorial problem, and the possible solutions (feature subsets) would be $2^D$, where $D$ is the number of features. Accordingly, it is impractical to perform an exhaustive search to look for the best feature subset [20]. Therefore, pre-processing, such as feature projection and feature selection, can be used to solve the dimensionality problem [7,21,22].

Feature Projection is one of the popular ways to tackle the dimensionality problem. It converts the high dimensional features into a smaller number of new features. Examples of feature projection are principal component analysis (PCA), independent component analysis (ICA), Fisher discriminate analysis (FDA), and common spatial pattern (CSP). In a past study, Subasi et al. [23] applied the ICA together with neural networks for muscle fatigue detection. Two years later, Zhang et al. [24] made use of PCA to reduce the dimensionality of the feature vector. The authors reported that a proper selection of principal components can lead to better classification results. Wang et al. [25] employed the FDA for dimensionality reduction in EMG signals classification. The authors indicated that the reduced feature subset can produce a high accuracy when a linear discriminate analysis (LDA) classifier is implemented. More studies of feature projection can be found in [9,14,26]. Indeed, feature projection can reduce the number of features, but the original feature information is lost. Moreover, the number of components (new features) need to be carefully selected since they have a great influence on the classification performance. Hence, feature projection might not be an effective approach for EMG pattern recognition.

Unlike feature projection, feature selection identifies the important features without changing the information content [27]. Feature selection aims to enhance the classification performance by reducing the number of irrelevant and redundant features. In general, feature selection can be categorized into filter and wrapper approaches. The wrapper approach utilizes the metaheuristic algorithm to optimize the classification performance by selecting the best combination of relevant features. On the other hand, the filter approach selects the relevant features based on the statistical, distance, and mutual information. Compared to the wrapper approach, the filter approach is independent of the learning algorithm and is less time consuming. However, the wrapper approach can often obtain better results [28]. Needless to say, wrapper-based feature selection has become one of the major interests in recent engineering applications. As for feature selection, Wan et al. [29] proposed two feature selection approaches based on modified binary coded ant colony optimization (MBACO). The authors introduced visibility density and pheromone density models for performance enhancement. Zhang et al. [30] came up with the idea of the implementation of a mutation operator
into binary particle swarm optimization (BPSO) for feature selection. The authors indicated that mutation had the capability to explore untried areas, which can improve the diversity of BPSO. Moreover, Rejer [31] proposed the genetic algorithm with aggressive mutation (GAAM) for a brain computer interface. In comparison with other conventional methods, GAAM was found to be the optimal in feature selection. Previous studies indicated that optimization algorithms are able to offer a promising performance in feature selection.

Due to the increment of EMG channels and features, the dimension of features has been increased. In the literature, many features have been developed for myoelectric prosthetic control based on the EMG signals. However, far less solutions exist for the selection of features [32,33]. One of the reasons for this might be that the EMG signal is subject independent. In other words, different subjects have a higher chance of generating different kinds of EMG signals. This means that the optimal features vary from subject to subject, so are difficult to analyze. Moreover, the selection of the channel is another issue that needs to be considered in feature selection. Thus, this study aims to apply wrapper-based feature selection for evaluating the optimal combination of features and channels.

In this paper, two binary versions of a tree growth algorithm (TGA) called the binary tree growth algorithm (BTGA) and modified binary tree growth algorithm (MBTGA) are proposed to solve the feature selection problem in EMG signals classification. In the first approach, BTGA converts the continuous TGA into a binary version using two different transfer functions. On one side, the swap, crossover, and mutation operators are introduced in MBTGA for improving the performance of BTGA in feature selection. The proposed feature selection methods are tested using the EMG data acquired from ten healthy subjects who performed 40 classes of hand movements. Based on the experimental results, our method has a higher capability in feature selection, which leads to a competitive classification performance.

2. Standard Tree Growth Algorithm

The tree growth algorithm (TGA) is a recent nature inspired metaheuristic optimization algorithm proposed by Cheraghalipour and his colleagues in 2018 [34]. In the jungle, the population of trees can be divided into four groups. The first group, called the best tree group, will grow further with a lower growth rate. The second group is the competitive for light tree group. In this group, the tree is moved toward the position with the distance close to the two nearest trees. The third group, which is the remove or replace group, aims to remove the worst trees and plant new trees. The final group is called the reproduction group. In this group, the best trees are used to create new plants. The algorithm of TGA is described as follows:

In the first step, an initial population of trees is randomly generated. Then, the fitness of each tree is evaluated. The population of trees is sorted in ascending order according to the fitness value. Next, the best $N_1$ trees are assigned to the first tree group. In this group, the new tree is generated as follows:

$$X_{i}^{t+1} = \frac{X_i^t}{\theta} + rX_i^t$$  \hspace{1cm} (1)

where $X_i$ is the tree (solution) at $i$ order in the population, $\theta$ is the tree reduction rate of power, $t$ is the number of iterations, and $r$ is a random number distributed between $[0,1]$. If the newly generated tree achieves a better fitness value, then the current tree will be replaced. Otherwise, the current tree is kept for the next generation.

In the next step, $N_2$ trees are moved into the second group. For each tree, the two nearest trees (from first group and second group) are determined by calculating the Euclidean distance as follows:

$$D_i = \left( \sum_{i} \left( X_{N_1}^t - X_i^t \right)^2 \right)^{\frac{1}{2}}$$  \hspace{1cm} (2)
where $X_{N2}$ is the current tree and $X_i$ denotes the $i$th tree in the population. Note that the distance becomes infinity when $X_{N2}$ is the same as $X_i$, where $N2 = i$. Afterward, the current tree moves toward the nearest trees to compete for light. A linear combination of the two nearest trees is computed as follows:

$$Y = \lambda T_1 + (1 - \lambda) T_2$$

(3)

where $T_1$ is the first nearest tree, $T_2$ is the second nearest tree, and $\lambda$ is the parameter that is used to control the influence of the nearest tree. In the second group, the position of the tree is updated as:

$$X_{N2}^{t+1} = X_{N2}^t + \alpha Y$$

(4)

where $\alpha$ denotes the angle distributed between 0 and 1.

In the third group, the $N_3$ worst trees are removed and replaced with the new trees (new solutions). The $N_3$ is calculated as:

$$N_3 = N - N_1 - N_2$$

(5)

where $N$ is the population size, $N_1$ is the number of trees in the first group, and $N_2$ is the number of trees in the second group.

In the final group, new $N_4$ trees are generated around the best trees (first tree group) using the mask operator. Note that the number of $N_4$ should not exceed the total number of $N_1$ and $N_2$ [34]. After that, the newly generated $N_4$ trees are added into the population. The merged population is sorted according to the fitness value. Then, the best $N$ trees are selected as the new population for the next iteration. The algorithm is repeated until the terminated criterion is satisfied. Finally, the global best tree is selected as the best solution.

3. Materials and Methods

Figure 1 shows the flow diagram of the proposed EMG pattern recognition system. Firstly, STFT is used to transform the EMG signals into time-frequency representation (TFR). Secondly, the features are extracted from the STFT coefficient. Then, the proposed feature selection methods are applied to evaluate the most informative feature subset. Finally, the KNN algorithm is used to classify the selected features for the recognition of 40 hand movement types.

![Flowchart of proposed EMG pattern recognition system.](image)

**Figure 1.** Flowchart of proposed EMG pattern recognition system.

3.1. EMG Data

The EMG data is collected from the Non-Invasive Adaptive Hand Prosthetics (NinaPro) Database (https://www.idiap.ch/project/ninapro). The NinaPro database offers a large number of EMG data for upper limb movements. In this work, the EMG signals recorded from 40 hand movements types (Exercise B and C) from database 4 (DB4) are used [6]. DB4 contained the EMG signals acquired from 10 healthy subjects. In the experiment, subjects performed the hand movement for 5 s each, followed by a resting state of 3 s. Each hand movement was repeated six times. In addition, the EMG signals...
were sampled at 2 kHz and the Hampel filter was used to remove the 50 Hz power line interference [6]. Note that the resting states are removed before further processing is conducted.

3.2. STFT Based Feature Extraction

Short Time Fourier Transform (STFT) is the fundamental of the Time-Frequency Method, which is simple and easy to implement. Mathematically, STFT can be expressed as [35]:

\[ STFT(t, f) = \int_{-\infty}^{\infty} x(\tau) w(\tau - t) e^{-2\pi ft} d\tau \]

where \( x(\tau) \) is the EMG signal and \( w(\tau - t) \) represents the Hanning window function. In this study, STFT with a window size of 256 ms (512 samples) is utilized. The number of Fourier points (nfft) is fixed at 512 samples. To extract the hidden information from the STFT coefficient, ten features depicted in Table 1 are extracted. These features are selected due to their promising performance in the literature [11,36,37]. In Table 1, \( S \) indicates the magnitude of STFT; \( P \) is the power spectrum; \( |S| \) is the normalized singular value of the matrix of \( S \); \( f \) is the frequency of the power spectrum; \( L \) is the total length of the time bin; \( M \) is the total length of the frequency bin; and \( \sigma \) and \( \mu \) are the two-dimensional standard deviation and mean, respectively.

| Time-Frequency and Statistical Feature | Equation |
|---------------------------------------|----------|
| Renyi entropy (RE)                    | \( RE = \frac{1}{1-\alpha} \log_2 \sum_{n=1}^{M} \left( \frac{S[n,m]}{\sum_{m} S[n,m]} \right)^{\alpha} \) |
| Spectral entropy (SE)                 | \( SE = -\sum_{n=1}^{M} \sum_{m=1}^{M} \frac{P[n,m]}{\sum_{m} P[n,m]} \log_2 \left( \frac{P[n,m]}{\sum_{m} P[n,m]} \right) \) |
| Shannon entropy (Sh)                  | \( Sh = -\sum_{n=1}^{M} \sum_{m=1}^{M} \frac{S[n,m]}{\sum_{m} S[n,m]} \log_2 \left( \frac{S[n,m]}{\sum_{m} S[n,m]} \right) \) |
| Singular decomposition based entropy (ESVD) | \( E_{SVD} = -\sum_{k=1}^{N} \log S_k \) |
| Concentration measure (CM)            | \( CM = \left( \sum_{n=1}^{M} \sum_{m=1}^{M} |S[n,m]|^{1/2} \right)^2 \) |
| Mean                                  | \( Mean = \frac{1}{LM} \sum_{n=1}^{M} \sum_{m=1}^{M} S[n,m] \) |
| Variance (VAR)                        | \( VAR = \frac{1}{LM} \sum_{n=1}^{M} \sum_{m=1}^{M} (S[n,m] - \mu)^2 \) |
| Coefficient of variation (CoV)        | \( CoV = \frac{\sigma}{\mu} \) |
| Mean frequency (MNF)                  | \( MNF = \sum_{m=1}^{M} f_n P[n,m] \) |
| Median frequency (MDF)                | \( \sum_{m=1}^{MDF} P[n,m] = \sum_{m=1}^{M} P[n,m] = \frac{1}{2} \sum_{m=1}^{M} P[n,m] \) |

3.3. Proposed Feature Selection Approaches

To the best of our knowledge, TGA has not yet been applied for feature selection. Theoretically, TGA is comprised of many distinct characteristics that make it the favorable optimizer to solve engineering problems. As a bonus, TGA promotes the cooperation between four groups of trees to balance the exploration and exploitation. However, TGA is designed to solve the continuous optimization problem, but not for binary optimization, such as feature selection. To resolve the feature selection problem, a binary version of TGA is needed. In feature selection, bit ‘1’ means that the feature is selected, while bit ‘0’ represents the unselected feature. For example, given a solution with \( X = [0,1,0,1,1,0,1,0,0,0] \). It shows that the second, fourth, fifth, and seventh features are selected.

\[ TGA \] is comprised of many distinct characteristics that make it the favorable optimizer to solve engineering problems. As a bonus, TGA promotes the cooperation between four groups of trees to balance the exploration and exploitation. However, TGA is designed to solve the continuous optimization problem, but not for binary optimization, such as feature selection. To resolve the feature selection problem, a binary version of TGA is needed. In feature selection, bit ‘1’ means that the feature is selected, while bit ‘0’ represents the unselected feature. For example, given a solution with \( X = [0,1,0,1,1,0,1,0,0,0] \). It shows that the second, fourth, fifth, and seventh features are selected.
In this work, two binary versions of TGA approaches are proposed for feature selection. The first approach implements the transfer function to convert the continuous TGA into a binary form. Consequently, a transfer function can be used to convert the non-binary position into the probability value, which allows the tree (solution) to move in the binary search space [38]. In the second approach, the operators in TGA are replaced by swap, crossover, and mutation, which provides the same role in heightening the exploration and exploitation behaviors. Similar to other wrapper-based feature selection methods, the proposed methods evaluate the relevant features based on the initial solutions. In the process of evaluation, the fitness of each solution is calculated. Iteratively, the solutions are evolved and the best feature subset (solution) is updated. Finally, the global best feature subset that offers the optimal fitness value is identified.

3.3.1. Binary Tree Growth Algorithm

According to the literature, the implementation of the transfer function is one of the efficient ways of converting the continuous optimizer into a binary version [39,40]. By applying the transfer function, the position of the tree is mapped to the probability value. Normally, a higher probability value indicates that the feature has a higher chance of being selected.

In this work, two transfer functions are used in BTGA for feature selection. The first transfer function is the sigmoid function and it can be defined as [38]:

\[ S(x^t_{id}) = \frac{1}{1 + e^{-x^t_{id}}} \]  

where \( x \) is the \( d \)th dimension of the search space.

The second transfer function is the hyperbolic tangent function and it can be expressed as [41]:

\[ S(x^t_{id}) = |\tanh(x^t_{id})| \]  

where \( x \) is the \( d \)th dimension of the tree. The transfer functions convert the position into a probability value, which is between 0 to 1. Then, the position of the tree is updated based on the probability value as follows:

\[ x^{t+1}_{id} = \begin{cases} 1, & \text{if } \delta < S^t_{id} \\ 0, & \text{otherwise} \end{cases} \]  

where \( \delta \) is a random number distributed between 0 and 1. As mentioned in TGA, a mask operation is implemented in the fourth tree group. For BTGA, the mask operation is described as shown in Figure 2.

| New Tree, \( S_t \) | 1 | 0 | 0 | 1 | 0 |
|---------------------|---|---|---|---|---|
| Mask operator       | 0 | 1 | 1 | 0 | 1 |
| Random best tree, \( X_t \)| 1 | 0 | 1 | 0 | 1 |
| New Tree after mask operator | 1 | 0 | 1 | 1 | 1 |

**Figure 2.** An example of mask operation.

Figure 3 demonstrates the pseudocode of BTGA. Generally speaking, the procedure of BTGA is similar to TGA. Initially, an initial population of trees (solutions) is randomly generated. The fitness of each tree is calculated, and the trees are sorted in ascending order based on the obtained fitness values. Additionally, the global best tree is set. In the first group, the \( N_1 \) new trees (trial trees) are generated as shown in Equation (1). Note that in the first and second groups, the new trees are converted into a binary form using Equation (8). The transfer function can be either Equations (6) or (7). If the new tree resulted in a better fitness value, then the current one will be replaced; otherwise, the current tree is kept for the next generation. For the second group, the two nearest trees for each tree are determined.
by applying Equation (2). Then, the position of \( N_2 \) tree is updated as shown in Equations (3) and (4), respectively. In the third group, the \( N_3 \) trees are removed and new trees are created. For the fourth group, the \( N_4 \) new trees are generated by applying the mask operation around the best trees in the first group. After that, the newly generated \( N_4 \) trees are added into the population. The merged population is ranked and the best \( N \) trees are kept for the next iteration. In each iteration, the global best tree is updated. The algorithm is repeated until the terminated criterion is satisfied. Finally, the global best tree is chosen as the optimal feature subset.

Figure 3. Pseudocode of BTGA.

3.3.2. Modified Binary Tree Growth Algorithm

In the previous section, we have shown how the transfer functions can be used in BTGA for feature selection. However, from the experiment, we found that the transfer function forced the tree to move in the binary search space, thus leading to an ineffective solution. Therefore, several modifications have been proposed in the modified binary tree growth algorithm (MBTGA) for performance enhancement.

In the first tree group, BTGA applies the local search using Equation (1). However, Equation (1) does not work very well in binary form. More specifically, the local search is performed by the summation of the current tree itself. Figure 4 illustrates an example of a local search in BTGA. As can be seen, the bit '0' will continue to stay as '0' after the position update. This indicates that the unselected feature will not be selected in the first tree group. Obviously, this phenomenon causes BTGA to converge slowly and fall into the local optimum easily.

Figure 4. Example of local search in BTGA.

To overcome the above limitation, a swap operator is proposed in MBTGA to replace Equation (1) with an efficient local search. Figure 5 shows the example of the swap operator. As can be seen, the swap operator performs a swap move by randomly changing a dimension of bit '0' to '1', and randomly changes another dimension of bit '1' to bit '0'. This operation ensures a lower growth rate in the first tree group.

![Example of swap operator.](image-url)
In the second tree group, the goodish trees cause light competition between the two nearest trees. Unlike BTGA, MBTGA does not apply the transfer function since the transfer function forces the position in the changing of the probability form. Hence, in order to obtain a linear relationship between the current tree and two nearest trees, a crossover operator is proposed. In MBTGA, the crossover is done between the current tree, the first nearest tree, and the second nearest tree. Mathematically, the crossover can be computed as shown in Equation (10).

\[
X_{id}^{t+1} = \begin{cases} 
X_{id}^t, & \text{if } r_1 < \frac{1}{3} \\
T_{1, id}, & \text{if } \frac{1}{3} \leq r_1 < \frac{2}{3} \\
T_{2, id}, & \text{otherwise} 
\end{cases}
\]  

(10)

where \(X_i\) is the \(i\)th tree in the population, \(T_1\) is the first nearest tree, \(T_2\) is the second nearest tree, \(d\) is the dimension of the search space, \(t\) is the number of iterations, and \(r_1\) is a random number drawn from a uniform distribution between 0 and 1. As can be seen from Equation (10), crossover tends to increase the possibility of trees moving toward the two nearest trees to compete for light. Furthermore, a mutation operator is employed to enhance the search ability of MBTGA as follows:

\[
X_{id}^{t+1} = \begin{cases} 
-X_{id}^t, & \text{if } rand \leq MR \\
X_{id}^t, & \text{otherwise} 
\end{cases}
\]  

(11)

where \(X_{id}\) is the \(d\)th dimension of \(i\)th tree, \(MR\) is the mutation rate, and \(rand\) is the random number distributed between 0 and 1. Note that the mutation rate is linearly decreasing from 0.9 to 0, as shown in Equation (12).

\[
MR = r \left(1 - \frac{t}{T}\right)
\]  

(12)

where \(t\) is the number of iterations, \(r\) is the parameter that is used to control the mutation rate, and \(T\) is the maximum number of iterations. In this work, \(r\) is set at 0.9. Intuitively, mutation aims to balance the local and global searches based on the solution generated by the crossover operator. At the beginning of the iteration, a higher mutation rate allows more dimensions to be mutated, thus increasing the exploration in MBTGA. At the end of the iteration, a lower mutation rate guarantees exploitation, which performs a local search around the best solutions.

The pseudocode of MBTGA is shown in Figure 6. Firstly, the initial population of trees (solutions) is randomly generated. Then, the fitness of each tree is evaluated, and the trees are sorted in ascending order according to the fitness values. The global best tree is set. For each iteration, the mutation is computed as shown in Equation (12). In the next step, the \(N_1\) trees are assigned into the first group. In this group, the new trees (trial trees) are generated using the swap operator. After that, greedy selection is applied. If the newly generated tree obtains a better fitness value, then the current tree will be replaced. Otherwise, the current tree is kept for the next generation. Next, the \(N_2\) trees are allocated to the second group. For each tree, the two nearest trees are determined using Equation (2). Then, the crossover is computed between the current tree and two nearest trees for the competition for light. Additionally, a mutation operation is conducted based on the mutation rate. In the third tree group, the \(N_3\) trees are removed and new trees are planted. In the final tree group, new \(N_4\) trees are generated around the best solutions (first tree group) using the mask operator. The newly generated \(N_4\) trees are added into the current population. Afterward, the merged population is ranked, and the best \(N\) trees are selected as the new population for the next iteration. At the end of each iteration, the global best
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The algorithm is repeated until the terminated criterion is satisfied. Finally, the global best solution is selected as the best feature subset.

The following observations outline how the proposed MBTGA theoretically has the capability to solve the feature selection problem against BTGA.

- MBTGA applies the swap operator to perform the local search, which overcomes the limitation of BTGA in the first group. This can ensure high exploitation in MBTGA.
- The use of crossover and mutation operators in MBTGA increases the global search ability, thus leading to high exploration.
- MBTGA has less parameters to adjust compared to BTGA. This again reduces the complexity of the algorithm.

Figure 6. Pseudocode of MBTGA.

3.3.3. Fitness Function

The proposed feature selection method aims to evaluate the best feature subset that achieves the optimal classification performance with the minimal number of features [42]. As for wrapper-based feature selection, a fitness function (objective function) is used to compute the fitness of each solution. In this framework, the fitness function that considers the classification performance and feature size is utilized, and it is defined as follows:

\[
\text{Fitness} = \beta E_R + (1 - \beta) \frac{|R|}{|S|} \tag{13}
\]

where \(E_R\) is the classification error rate, \(|R|\) is the number of selected features, \(|S|\) is the total number of features, and \(\beta\) is the parameter that controls the importance of classification error and feature reduction. In this work, \(\beta\) is set at 0.99 since the classification performance is considered to be the most important [43].

In the process of fitness evaluation, a machine learning algorithm is implemented. Among the learning algorithm, k-nearest neighbor (KNN) is the most frequently used. This is mainly due to its speed and simplicity [44,45]. Hence, KNN is selected as the learning algorithm in this work. In the experiment, KNN with a \(k\)-value ranging from 1 to 10 is tested and the best \(k\)-value is found to be 1. Therefore, only KNN with \(k = 1\) is applied in the rest of the paper.
3.4. Evaluation Criteria

For performance measurement, seven statistical parameters, namely classification accuracy, feature selection ratio, sensitivity, specificity, F-measure, geometric mean, and receiver operating characteristic curve, are calculated.

3.4.1. Classification Accuracy

Classification accuracy (CA) is defined as the accuracy of EMG signals classification for the recognition of 40 hand movement types [46]. In mathematics, CA can be represented as:

\[
CA = \frac{1}{K} \sum_{k=1}^{K} \left( \frac{\text{Number of correctly classified}}{\text{Total number of instances}} \right)_k \times 100
\]

where \( K \) is the total number of hand movement types.

3.4.2. Feature Selection Ratio

The feature selection ratio (FSR) is the ratio of the number of selected features to the total number of features [43]. FSR can be defined as:

\[
FSR = \frac{|R|}{|S|}
\]

where \(|R|\) is the number of selected features and \(|S|\) is the total number of features in the original feature set.

3.4.3. Sensitivity and Specificity

Sensitivity (Se) and specificity (Sp) are two commonly used statistical parameters and they can be defined as [47,48]:

\[
Se = \frac{TP}{TP + FN}
\]

\[
Sp = \frac{TN}{TN + FP}
\]

where \( TP \) is the true positive, \( TN \) is the true negative, \( FP \) is the false positive, and \( FN \) is the false negative.

3.4.4. F-Measure

F-measure is a statistical measure that describes the performance of the proposed method in the classification of EMG signals [33]. F-measure can be expressed as:

\[
F - \text{measure} = \frac{2TP}{2TP + FP + FN}
\]

where \( TP \) is the true positive, \( FP \) is the false positive, and \( FN \) is the false negative.

3.4.5. Geometric Mean

Geometric mean (G-mean) is another statistical parameter that is good in performance measurement. Mathematically, G-mean can be calculated as [47]:

\[
G - \text{mean} = \sqrt{Se \times Sp}
\]

where \( Se \) is the sensitivity and \( Sp \) is the specificity.
3.4.6. ROC Analysis

The receiver operating characteristic curve (ROC) is the fundamental tool for classification system evaluation. In ROC analysis, AUC under the ROC curve is used to examine the performance of classifiers. A higher value of AUC indicates that the classifier has good characteristics [49]. Generally, ROC is designed to evaluate the performance of binary classifiers. For multiclass problems, the one versus all approach is applied.

4. Results and Discussions

Remarkably, ten features are extracted from each STFT coefficient. In total, 120 features (10 features × 12 channels) are collected from each hand movement from each subject. On one side, 240 instances (40 hand movement types × 6 repetitions) are acquired from each subject. In short, the size of the feature vector is 240 instances × 120 features.

To avoid different numerical contents in the feature vector, the Min-Max normalization is employed to normalize the features in the range between 0 and 1. Mathematically, Min-Max normalization can be expressed as [17]:

\[ f_{v_{\text{norm}}}^j = \frac{f_{v_j} - \min_j}{\max_j - \min_j} \]  

where \( f_v \) represents the original features; and \( \min_j \) and \( \max_j \) are the minimum and maximum values of features in dimension \( j \), respectively.

In the present study, BTGA and MBTGA are proposed to solve the feature selection problem in the classification of EMG signals. For the ease of understanding, BTGA with sigmoid and hyperbolic tangent functions is represented as BTGA1 and BTGA2, respectively. To evaluate the effectiveness of the proposed method, MBTGA is compared with BTGA1, BTGA2, and binary differential evolution (BDE) [50]. The parameter settings of feature selection methods are described as follows: For both BTGA and MBTGA, the numbers of \( N_1 \), \( N_2 \), and \( N_4 \) are chosen empirically as 10, 15, and 10, respectively. Note that BTGA has two additional parameters, \( \theta \) and \( \lambda \), that need to be adjusted. As recommended by the authors in [34], the values of \( \theta \) and \( \lambda \) are chosen as 0.8 and 0.5, respectively. For BDE, the crossover rate, \( CR \), is set at 1 [50]. To ensure a fair comparison, the population size and maximum number of iterations are fixed at 30 and 100, respectively.

The classification process is performed by using two-folds cross validation. In two-folds cross validation, the data set is partitioned into two equal parts (120 samples each). Each part takes turn to test, while the remaining part is used for the training set. The results are averaged for test folds. In order to obtain a significant statistical performance, each feature selection method is executed for 30 runs with different random seeds. The averaged results are used for performance comparison.

4.1. Classification Performance

Figure 7 presents the result of classification accuracy for individual subjects. It is observed that the classification performance has shown great improvement with feature selection. By applying MBTGA, subject 5, 7, 8, and 10 have shown an increment of above 5% in classification accuracy. The result obtained evidently proved the importance of feature selection in the data mining process. In Figure 7, the classification performance of BTGA2 was slightly better than BTGA1. These findings showed that the hyperbolic tangent function can usually achieve a better result, which is similar to the literature [39]. Inspecting the results, the classification performance of MBTGA was superior to BTGA1, BTGA2, and BDE. All in all, MBTGA is more capable of selecting the informative features. This is mainly due to the swap operation, which improves the local search ability of MBTGA in the process of evaluation.

On average, across all subjects, MBTGA achieved the mean classification accuracy of 88.2%, which is the overall best in this work. In addition, MBTGA provided highly consistent results, with the smallest standard deviation of 4.59%. The results affirmed the effectiveness of crossover and mutation.
in enhancing the searching capability. Successively, MBTGA keeps tracking the solution globally in the beginning of the iteration, thus leading to high exploration. In the final iteration, MBTGA mutates the solution locally, which ensures high exploitation. The main reason why MBTGA outperforms other algorithms is that it has a good balance between exploration and exploitation.

![Figure 7. Classification accuracy of proposed methods for individual subjects.](image)

4.2. Feature Selection Ratio

Figure 8 shows the result of the feature selection ratio (FSR) for individual subjects. Generally, a lower FSR means that less features are selected by the algorithm. By contrast, a higher FSR indicates that less features have been eliminated. Based on the result obtained, less than 50% of features were more than enough for accurate EMG signals classification. This implies that not all the features (original feature set) are relevant, and some of them might be redundant and irrelevant features. For BTGA2, nine out of ten subjects achieved a smaller FSR compared to MBTGA. The result showed that BTGA2 required less features while maintaining a high classification performance. Even though BTGA2 does not contribute to the optimal classification performance, however, it is good in feature reduction.

![Figure 8. Feature selection ratio of proposed methods for individual subjects.](image)

4.3. Convergent Analysis

Figure 9 illustrates the convergent curve of proposed methods for individual subjects. It is worth noting that the average fitness is the average of fitness values obtained from 30 runs. From Figure 9, BDE, BTGA1, and BTGA2 offered fast convergent rates, but without acceleration. It is realized that
BDE, BTGA1, and BTGA2 have premature convergents and were easily trapped in the local optimum. As can be observed, the implementation of the transfer function in BTGA1 and BTGA2 did not benefit the algorithm in feature selection. On the other side, it is seen that MBTGA has a very good diversity. MBTGA applies the swap operator, which ensures an efficient local search in the first group. Additionally, the crossover and mutation further improve the convergent. This explains why MBTGA outperforms BTGA1 and BTGA2 in feature selection. Moreover, MBTGA has the lowest average fitness value in this work. The experimental results confirmed the effectiveness of swap, crossover, and mutation operators in balancing the exploration and exploitation.

![Figure 9. Convergent curve of proposed methods for individual subjects.](image)

### 4.4. Performance Measurement

Tables 2 and 3 outline the results of sensitivity, specificity, F-measure, and G-mean. As can be seen, the original only has a mean sensitivity, specificity, F-measure, and G-mean of 0.8392, 0.9959, 0.8340, and 0.9024, respectively, which were the lowest values in the current work. Therefore, it can be inferred that by employing feature selection, the performance of the recognition system has been improved. Inspecting the results, MBTGA obtained the highest property among four methods. In comparison with BDE, BTGA1, and BTGA2, MBTGA achieved the highest mean value of sensitivity (0.8821), specificity (0.9970), F-measure (0.8787), and G-mean (0.9300). As expected, MBTGA provides a consistent increase of all performances. It turns out that MBTGA is the best feature selection method in this work.

### 4.5. ROC Analysis

Table 4 illustrates the detailed results of AUC for proposed methods. This table shows that the performance of MBTGA was advantageous compared to other competitors. By applying MBTGA, ten out of ten subjects yielded the highest AUC value. The result obtained endorsed MBTGA as having a consistently better classification accuracy and more stable performances.
Table 2. Results of sensitivity and specificity of proposed methods.

| Subject | Sensitivity | Specificity |
|---------|-------------|-------------|
|         | Original BDE | BTGA1 | BTGA2 | MBTGA | Original BDE | BTGA1 | BTGA2 | MBTGA |
| 1       | 0.8958 0.9044 | 0.9088 0.9092 | 0.9282 | 0.9973 | 0.9795 | 0.9977 | 0.9977 | 0.9982 |
| 2       | 0.8958 0.9071 | 0.9147 0.9157 | 0.9249 | 0.9973 | 0.9796 | 0.9978 | 0.9978 | 0.9981 |
| 3       | 0.7792 0.7968 | 0.7981 0.8003 | 0.8282 | 0.9943 | 0.9948 | 0.9949 | 0.9956 |
| 4       | 0.9042 0.9028 | 0.9026 0.9032 | 0.9203 | 0.9975 | 0.9975 | 0.9975 | 0.9975 | 0.9980 |
| 5       | 0.7708 0.7885 | 0.7925 0.7931 | 0.8224 | 0.9941 | 0.9946 | 0.9947 | 0.9954 |
| 6       | 0.9083 0.9199 | 0.9260 0.9251 | 0.9478 | 0.9976 | 0.9979 | 0.9981 | 0.9987 |
| 7       | 0.8083 0.8268 | 0.8422 0.8422 | 0.8671 | 0.9951 | 0.9956 | 0.9960 | 0.9960 | 0.9966 |
| 8       | 0.7708 0.7944 | 0.8038 0.8010 | 0.8363 | 0.9941 | 0.9947 | 0.9950 | 0.9949 | 0.9958 |
| 9       | 0.8292 0.8312 | 0.8372 0.8399 | 0.8618 | 0.9956 | 0.9957 | 0.9958 | 0.9959 | 0.9965 |
| 10      | 0.8292 0.8475 | 0.8508 0.8536 | 0.8840 | 0.9956 | 0.9961 | 0.9960 | 0.9962 | 0.9970 |
| Mean    | 0.8392 0.8519 | 0.8577 0.8583 | 0.8821 | 0.9959 | 0.9962 | 0.9964 | 0.9964 | 0.9970 |

Table 3. Results of F-measure and G-mean of proposed methods.

| Subject | F-Measure | G-Mean |
|---------|-----------|--------|
|         | Original BDE | BTGA1 | BTGA2 | MBTGA | Original BDE | BTGA1 | BTGA2 | MBTGA |
| 1       | 0.8925 0.9020 | 0.9063 0.9068 | 0.9264 | 0.9401 | 0.9457 | 0.9482 | 0.9483 | 0.9594 |
| 2       | 0.8963 0.9066 | 0.9148 0.9155 | 0.9251 | 0.9426 | 0.9487 | 0.9531 | 0.9538 | 0.9589 |
| 3       | 0.7711 0.7910 | 0.7918 0.7939 | 0.8226 | 0.8617 | 0.8741 | 0.8743 | 0.8760 | 0.8934 |
| 4       | 0.9036 0.9021 | 0.9017 0.9027 | 0.9200 | 0.9476 | 0.9466 | 0.9464 | 0.9468 | 0.9564 |
| 5       | 0.7565 0.7771 | 0.7823 0.7821 | 0.8127 | 0.8489 | 0.8629 | 0.8664 | 0.8671 | 0.8849 |
| 6       | 0.9047 0.9172 | 0.9231 0.9222 | 0.9463 | 0.9471 | 0.9544 | 0.9575 | 0.9571 | 0.9709 |
| 7       | 0.8078 0.8259 | 0.8398 0.8393 | 0.8664 | 0.8888 | 0.8996 | 0.9082 | 0.9089 | 0.9249 |
| 8       | 0.7605 0.7892 | 0.7991 0.7958 | 0.8318 | 0.8505 | 0.8702 | 0.8773 | 0.8747 | 0.9006 |
| 9       | 0.8265 0.8255 | 0.8308 0.8338 | 0.8564 | 0.8892 | 0.8987 | 0.9005 | 0.9028 | 0.9177 |
| 10      | 0.8206 0.8402 | 0.8443 0.8484 | 0.8795 | 0.8982 | 0.9095 | 0.9123 | 0.9147 | 0.9334 |
| Mean    | 0.8340 0.8477 | 0.8534 0.8540 | 0.8787 | 0.9024 | 0.9110 | 0.9144 | 0.9150 | 0.9300 |

Table 4. Results of AUC of proposed methods.

| Subject | AUC Value |
|---------|-----------|
|         | Original BDE | BTGA1 | BTGA2 | MBTGA |
| 1       | 0.9466 0.9510 | 0.9532 0.9534 | 0.9632 |
| 2       | 0.9466 0.9524 | 0.9563 0.9568 | 0.9615 |
| 3       | 0.8868 0.8958 | 0.8964 0.8976 | 0.9119 |
| 4       | 0.9509 0.9501 | 0.9501 0.9504 | 0.9591 |
| 5       | 0.8825 0.8915 | 0.8936 0.8939 | 0.9089 |
| 6       | 0.9530 0.9589 | 0.9620 0.9616 | 0.9732 |
| 7       | 0.9017 0.9112 | 0.9191 0.9191 | 0.9318 |
| 8       | 0.8825 0.8946 | 0.8994 0.8979 | 0.9160 |
| 9       | 0.9124 0.9135 | 0.9165 0.9179 | 0.9291 |
| 10      | 0.9124 0.9218 | 0.9235 0.9249 | 0.9405 |
| Mean    | 0.9175 0.9241 | 0.9270 0.9273 | 0.9395 |

4.6. Class-Wise Classification Performance

In the final part of the experiment, the class-wise accuracies (classification accuracy for each hand movement type) across 10 subjects are averaged to investigate the effectiveness of the proposed methods for the recognition capability of different classes. Figure 10 illustrates the overall confusion matrix of four feature selection methods across 10 subjects. The x-axis and y-axis represent the types of hand movement (from class 1 to class 40). By applying feature selection, the majority of the class has shown an improvement in classification performance. Especially for the 29th hand movement type, an increment of 16.76% in the classification accuracy is found when MBTGA is utilized. This shows that the recognition of hand movement can be enhanced if the feature selection method is applied. From Figure 10, MBTGA provided better class-wise classification results compared to BDE, BTGA1,
and BTGA2. By applying MBTGA, 17 out of 40 hand movement types (accuracy higher than 90%) have been successfully recognized. Certainly, MBTGA offers a more accurate recognition of 40 hand movement types.

![Overall confusion matrix of four feature selection methods across 10 subjects.](image)

**Figure 10.** Overall confusion matrix of four feature selection methods across 10 subjects. (a) BDE; (b) BTGA1; (c) BTGA2; (d) MBTGA.

Furthermore, a t-test is conducted to reveal the differences in the performance of MBTGA with other competitors. In the t-test, if the p-value is less than 0.05, the null hypothesis is rejected. Otherwise, the null hypothesis is accepted, which indicates that the performances of two methods are similar. In terms of classification accuracy, sensitivity, specificity, F-measure, G-mean, and AUC, there is a significant difference for MBTGA versus Original (p < 0.05), MBTGA versus BDE (p < 0.05), MBTGA versus BTGA1 (p < 0.05), and MBTGA versus BTGA2 (p < 0.05) across 10 subjects. The results showed that the performance of MBTGA was significantly better than other algorithms.

As a matter of fact, the selection of the optimal combination of features is an NP-hard problem, where the possible solution increases exponentially with the number of features. In addition, the best EMG feature subset is subject independent, which is different for each subject. Without proper feature selection, the performance of recognition is relatively poor. In the present work, we apply the MBTGA to improve the performance of EMG signals classification by evaluating the most informative feature subset. The proposed approach automatically selects the optimal features and produces the best possible combination of features and channels. It has to be mentioned that the proposed method can be implemented without prior knowledge. The users can extract several potential features from the EMG data, and the best feature subset will be evaluated by the algorithm. Once the best feature subset is identified, the feature extraction process will be executed for the selected features. This in turn will reduce the complexity of the recognition system. Based on the results obtained, the proposed method not only optimizes the classification performance, but also minimizes the number of features. By employing the feature selection, the classification performance has been improved while keeping a minimal number of features. According to this finding, MBTGA contributed a better performance compared to other methods. The experimental result validated the potential and capability of MBTGA in feature selection. In short, MBTGA has a high capability in selecting the optimal features, as well as...
the best feature in each channel. To this end, it can be inferred that MBTGA is useful in clinical and rehabilitation applications.

There are several limitations in this work. First, only time-frequency and statistical features extracted from STFT are used in the experiment. Other popular time-frequency methods such as WT and EMD can be considered for feature extraction. Second, the parameter settings of MBTGA are fixed in this work. For other applications, the users are recommended to test the parameters in order to achieve the optimal result. Third, only KNN has been implemented for fitness evaluation. Popular classifiers such as the support vector machine (SVM) and linear discriminate analysis (LDA) can be used as learning algorithms in the fitness evaluation, but with an extra computation cost.

5. Conclusions

In this paper, two efficient feature selection methods, namely the Binary Tree Growth Algorithm (BTGA) and Modified Binary Tree Growth Algorithm (MBTGA), are proposed to solve the feature selection problem for EMG signals classification. The proposed methods aim to evaluate the best feature subset that contributes the optimal classification result. Generally, BTGA is a binary optimization algorithm based on classical TGA. It uses the transfer function that allows the solution to move in the binary search space. On the other side, MBTGA is a modification of BTGA, which inherits the advantages of BTGA in feature selection. The main contribution in exploration and exploitation capabilities of MBTGA is that it utilizes the swap, crossover, and mutation operators in the searching process. Additionally, MBTGA has very few parameters to fine tune compared to BTGA. The experimental results revealed the exploration capabilities of MBTGA provided by the crossover and adaptive mutation. Through the convergent analysis, MBTGA was balanced between exploration and exploitation, thus leading to a high quality resolution. For instance, MBTGA also showed competitive results in term of sensitivity, specificity, F-measure, G-mean, and AUC values. Based on the obtained statistical results, MBTGA is proven to be the most effective and stable technique in this work. Considering the classification performance, feature size, and consistency, we conclude that MBTGA is a valuable feature selection tool for EMG signals classification. For future research, MBTGA can be applied to solve other binary optimization tasks, such as gene selection, the knapsack problem, the traveling salesman problem, cloud computing, and can optimize the connection weight in neural networks. Other popular strategies, such as chaotic map and opposition-based learning, can be implemented in MBTGA for performance enhancement.
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