Three-terminal Erasure Source-Broadcast with Feedback

Louis Tan, Kaveh Mahdaviani and Ashish Khisti Member, IEEE

Abstract

We study the effects of introducing a feedback channel in the erasure source-broadcast problem for the case of three receivers. In our problem formulation, we wish to transmit a binary source to three users over the erasure broadcast channel when causal feedback is universally available to the transmitter and all three receivers. Each receiver requires a certain fraction of the source sequence, and we are interested in the minimum latency, or transmission time, required to serve them all.

We propose a queue-based hybrid digital-analog coding scheme that achieves optimal performance for the duration of analog transmissions. We characterize the number of analog transmissions that can be sent as the solution to a linear program and furthermore give sufficient conditions for which optimal performance can be achieved by all users. In some cases, we find that users can be point-to-point optimal regardless of their distortion constraints.

When the analog transmissions are insufficient in meeting user demands, we propose two subsequent coding schemes. The first uses a queue preprocessing strategy for channel coding. The second method is a novel chaining algorithm, which involves the transmitter targeting point-to-point optimal performance for two users as if they were the only users in the network. Meanwhile, the third user simultaneously builds “chains” of symbols that he may at times be able to decode based on the channel conditions, and the subsequent reception of additional symbols.

Index Terms

I. INTRODUCTION

In this paper, we study the erasure source-broadcast problem with feedback for the case of three users in what is the sequel to [2], which studied the analogous problem for the case of two users. In [2], it was shown that the source-channel separation bound can always be achieved when a binary source is to be sent over the erasure broadcast channel with feedback to two users with individual erasure distortion constraints. This is true whether a feedback channel is available for both receivers or when a feedback channel is available to only the stronger receiver. The coding scheme relied heavily on the transmission of instantly-decodable, distortion-innovative symbols [2]–[4]. For the case of two receivers, each with a feedback channel, we found that transmitting such symbols was always possible.

In this work, we again utilize uncoded transmissions that are instantly-decodable, and distortion-innovative. The zero latency in decoding uncoded packets has benefits in areas in which packets are instantly useful at their destination such as applications in video streaming and disseminating commands to sensors and robots [3], [4]. However, for the case of three users, we find that the availability of sending such uncoded transmissions is not always possible. Instead, it is random and based on the channel noise. When the opportunity to send such packets is no longer possible, we design two alternative coding schemes. The first is based on channel coding, while the second is a novel chaining algorithm that performs optimally for a wide range of channel conditions we have simulated.

Typically, in order to find opportunities to send instantly-decodable, distortion-innovative symbols, we set up queues that track which symbols are required by which group of users and subsequently find opportunities for network coding based on these queues. In our analysis of our coding schemes, we
propose two new techniques for analyzing queue-based opportunistic network coding algorithms. The first is in deriving a linear program to solve for the number of instantly-decodable, distortion-innovative symbols that can be sent. The second technique is in using a Markov rewards process with impulse rewards and absorbing states to analyze queue-based algorithms.

Previously, there have been two primary techniques in deriving a rate region for queue-based coding schemes, which we have found to be insufficient for our purposes. The first technique was derived from a channel coding problem involving erasure channels with feedback and memory [5]. In [5], the authors use a queue stability criterion to set up a system of inequalities involving the achievable rates and flow variables that represent the number of packets that are transferred between queues. When this technique is applied to the chaining algorithm of Section III-B, however, we find that our system of inequalities is over-specified. That is, the large number of queues leaves us with more equations than unknown variables, and we are unable to solve for a rate region.

The technique of using a Markov rewards process to analyze the rate region of a queue-based algorithm was also used in [6]. In their work, the transmitter and receivers were modeled with a Markov rewards process. The authors solved for the steady-state distribution and were able to derive a rate region by considering the number of rewards accumulated per timeslot and thus the number of timeslots it would take to send a group of packets. In our analysis in Section IV-B, however, we find that our transmitter and receiver must be modeled with an absorbing Markov rewards process. Thus, it is the transient behavior that is important and we cannot use a steady-state analysis.

In Section IV-B, we modify the analysis for that of an absorbing Markov rewards process. Specifically, we solve for the expected accumulated reward before absorption of a Markov rewards process with impulse rewards and absorbing states. The analysis does not involve the optimization of any parameters. Rather, we use the analysis of the absorbing Markov rewards process to state sufficient conditions for optimality. We illustrate the operational significance of this analysis in Section IV-C where we show how Theorem 4 can be used to delineate regions of optimality. Finally, in Section III-A, we also show how to formulate a linear program to derive a rate region by solving for the number of instantly-decodable, distortion innovative transmissions that can be sent.

II. SYSTEM MODEL

We study the problem of communicating a binary memoryless source \( \{S(t)\}_{t=1,2,...} \) to three users over an erasure broadcast channel with causal feedback that is universally available to both the transmitter and all receivers. The source produces equiprobable symbols in \( S = \{0,1\} \) and is communicated by an encoding function that produces the channel input sequence \( X^W = (X(1), \ldots, X(W)) \), where \( X(t) \) denotes the \( t \textsuperscript{th} \) channel input taken from the alphabet \( \mathcal{X} = \{0,1\} \). We assume that \( X(t) \) is a function of the source as well as the channel outputs of all users prior to time \( t \).

Let \( Y_i(t) \) be the channel output observed by user \( i \) on the \( t \textsuperscript{th} \) channel use for \( i \in \{1,2,3\} \). We let \( Y_i(t) \) take on values in the alphabet \( \mathcal{Y} = \{0,1,\ast\} \) so that an erasure event is represented by ‘\( \ast \)’. For \( W \in \mathbb{N} \), let \([W]\) denote the set \( \{1,2,\ldots,W\} \). We associate user \( i \) with the state sequence \( \{Z_i(t)\}_{t \in [W]} \), which represents the noise on user \( i \textsuperscript{th} \)’s channel, where \( Z_i(t) \in \mathcal{Z} = \{0,1\} \), and \( Y_i(t) \) will be erased if \( Z_i(t) = 1 \) and \( Y_i(t) = X(t) \) if \( Z_i(t) = 0 \). The channel we consider is memoryless in the sense that \( Z_i(t) \) is drawn i.i.d. from a Bern(\( \epsilon_i \)) distribution, where \( \epsilon_i \) denotes the erasure rate of the channel corresponding to user \( i \).

The problem we consider involves causal feedback that is universally available. That is, at time \( T \), we assume that \( \{Z_1(t), Z_2(t), Z_3(t)\}_{t=1,2,...,T-1} \) is available to the transmitter and all receivers. After \( W \) channel uses, user \( i \) utilizes the feedback and his own channel output to reconstruct the source as a length-\( N \) sequence, denoted as \( \hat{S}_i^N \). We will be interested in a fractional recovery requirement so that each symbol in \( \hat{S}_i^N \) either faithfully recovers the corresponding symbol in \( S_i^N \), or otherwise a failure is indicated with an erasure symbol, i.e., we do not allow for any bit flips.

More precisely, we choose the reconstruction alphabet \( \hat{S} \) to be an augmented version of the source alphabet so that \( \hat{S} = \{0,1,\ast\} \), where the additional ‘\( \ast \)’ symbol indicates an erasure symbol. Let \( D = [0,1] \)
and $d_i \in D$ be the distortion user $i$ requires. We then express the constraint that an achievable code ensures that each user $i \in \{1, 2, 3\}$ achieves a fractional recovery of $1 - d_i$ with the following definition.

**Definition 1.** An $(N, W, d_1, d_2, d_3)$ code for source $S$ on the erasure broadcast channel with universal feedback consists of

1) a sequence of encoding functions $f_{i,N} : \mathcal{S}^N \times \prod_{j=1}^{3} \mathcal{Z}^{t-1} \rightarrow \mathcal{X}$ for $t \in [W]$, such that $X(t) = f_{i,N}(S^N, Z_1^{t-1}, Z_2^{t-1}, Z_3^{t-1})$, and

2) three decoding functions $g_{i,N} : \mathcal{Y}^W \times \mathcal{Z}^W \rightarrow \hat{\mathcal{S}}^N$ such that for $i \in \{1, 2, 3\}$, $\hat{S}_i^N = g_{i,N}(Y_1^W, Z_1^W, Z_2^W, Z_3^W)$, and

   a) $\hat{S}_i^N$ is such that for $t \in [N]$, if $\hat{S}_i(t) \neq S(t)$, then $\hat{S}_i(t) = \ast$,

   b) $\mathbb{E} \{t \in [N] \mid \hat{S}_i(t) = \ast\} \leq Nd_i$.

We again mention that in our problem formulation, we assume that all receivers have causal knowledge of $(Z_1^{t-1}, Z_2^{t-1}, Z_3^{t-1})$ at time $t$. That is, each receiver has causal knowledge of which packets were received at each destination. This can be made possible, for example, through the control plane of a network.

We define the **latency** that a given code requires before all users can recover their desired fraction of the source as follows.

**Definition 2.** The latency, $w$, of an $(N, W, d_1, d_2, d_3)$ code is the number of channel uses per source symbol that the code requires to meet all distortion demands, i.e., $w = W/N$.

Our goal is to characterize the achievable latencies under a prescribed distortion vector, as per the following definition.

**Definition 3.** Latency $w$ is said to be $(d_1, d_2, d_3)$-achievable over the erasure broadcast channel if for every $\delta > 0$, there exists for sufficiently large $N$, an $(N, wN, \hat{d}_1, \hat{d}_2, \hat{d}_3)$ code such that for all $i \in \{1, 2, 3\}$, $d_i + \delta \geq \hat{d}_i$.

### A. Organization of Paper

The remainder of this paper is organized as follows. In Section [III], we present an achievable coding scheme for the problem we have just defined. In Section [IV], we analyze the coding scheme and give sufficient conditions for optimality. Finally, we illustrate the performance of the coding schemes via simulations in Section [V].

### III. Coding for Three Users

Our proposed coding scheme consists of two distinct parts and is described within Sections [III-A] and [III-B] respectively. The first part involves only transmissions that are instantly decodable and distortion-innovative for all users, while the second part is executed if we are no longer able to send additional packets of this sort. In [II], the benefits of transmitting instantly decodable, distortion-innovative packets was explored. In summary, a channel symbol is said to be instantly-decodable, distortion-innovative if any successfully received channel symbol can be immediately used to reconstruct a single source symbol that was hitherto unknown [II]. In addition to minimizing decoding delays, incorporating such symbols is advantageous since if each user $i$ receives only such symbols for $wN$ transmissions, then they will all simultaneously be able to achieve their optimal distortion $D^*(\epsilon_i, w) \triangleq 1 - w(1 - \epsilon_i)$, which is obtained from the source-channel separation theorem. This is because precisely $wN(1 - \epsilon_i)$ channel symbols are received after $wN$ transmissions have been made, and so if each transmission involved an instantly-decodable, distortion-innovative symbol, then $D^*(\epsilon_i, w)$ can trivially be achieved.

When we are no longer able to continue sending instantly-decodable, distortion-innovative symbols however, we describe two alternative approaches for the second part of our coding scheme. In Section [III-B], we propose a channel coding scheme that optimizes over the common and private messages we can channel-code to the group of users in order for their distortion constraints to be met. Alternatively, in
Section III-B2 we describe a chaining algorithm that can be used instead whereby the transmitter targets point-to-point optimal performance for two users as if they were the only users in the network. Meanwhile, the third user simultaneously builds “chains” of symbols that he may at times be able to decode based on the channel conditions, and the subsequent reception of additional symbols.

A. Instantly Decodable, Distortion-Innovative Transmissions

The first part of the code involves an initial phase that transmits each source symbol until at least one user receives it. No further processing of source symbol $S(t)$ is done if it was received by all users. Let $\mathcal{E}(T) \subseteq U \triangleq \{1, 2, 3\}$ represent the set of users whose channel output was an erasure at time $T$. We will at times drop the time index $T$ when it is obvious from the context. Then after the transmission at time $T$, we place $S(t)$ in queue $Q_{\mathcal{E}(T)}$ so that, in general, $Q_U$ maintains a record of which symbols were not received by all users $i \in U$.

The algorithm contains a subroutine that acts as an event handler. In the event that any user $i$’s distortion constraint is met during or after the uncoded transmissions, the algorithm’s control flow is passed to this subroutine. Within this subroutine, we simply use the two-user algorithm outlined in [2] to serve the remaining users. In [2], it was shown that for the two-receiver version of the problem we consider, the optimal latency can be achieved regardless of either user’s distortion constraint. The coding scheme maintained queues of symbols $Q_{\{1\}}$, $Q_{\{2\}}$, and $Q_{\{1,2\}}$ where the symbols in $Q_U$ are instantly-decodable, distortion-innovative for all users $i \in U$. To incorporate [2] into our current coding scheme in the event that user $i$ has met their distortion constraint, we first discard $Q_i$ since users $j$ and $k$ have already received all symbols from this queue for $j, k \in U \setminus \{i\}, j \neq k$. We then merge queues $Q_j$ and $Q_{\{i,j\}}$ and queues $Q_k$ and $Q_{\{i,k\}}$, since user $i$ is no longer relevant, and symbols in $Q_{\{i,j\}}$ can be regarded as symbols that only user $j$ needs at this point. Finally, since $Q_{\{j,k\}}$ contains source symbols that neither user has received so far, we can treat them as source symbols that have yet to be sent uncoded in the algorithm of [2].

If there are no users with distortion constraints met however, the algorithm continues by recognizing network coding opportunities and sending linear combinations in a manner that is similar to that in [2]. First, consider $Q_1$ and $Q_{\{2,3\}}$. If they are both non-empty, let $q_1 \in Q_1$ and $q_{2,3} \in Q_{\{2,3\}}$. Notice that if we transmit $q_1 \oplus q_{2,3}$, since user 1 has access to $q_{2,3}$, and user 2 and user 3 have access to $q_1$, every user is able to receive an instantly decodable, distortion-innovative symbol. A symbol is removed from a queue if any user for whom the queue is intended receives the linear combination. However, if we have a type of situation where only user 2 receives the linear combination but not user 3, then $q_{2,3}$ is transferred from $Q_{\{2,3\}}$ to $Q_3$, since only user 3 is in need of this symbol now. We continue this procedure with queues $Q_2$ and $Q_{\{1,3\}}$ and queues $Q_3$ and $Q_{\{1,2\}}$ to the extent that it is possible, i.e., for as long as the relevant queues required remain non-empty. Upon the emptying of these queues, we determine if we can send linear combinations of the form $q_1 \oplus q_2 \oplus q_3$, which are similarly instantly decodable and distortion-innovative. If this is possible, we again continue to do so until no longer possible.

We mention that in general, for $n$ users, we can similarly maintain queues that manage which symbols are erased by which users. In this case, we can send an instantly decodable, distortion-innovative symbol if there exists non-empty queues $Q_{\Gamma_1}, Q_{\Gamma_2}, \ldots, Q_{\Gamma_m}$ such that $\bigcup_{i=1}^m \Gamma_i = [n]$ and $\sum_{i=1}^m |\Gamma_i| = n$, where $[n]$ denotes the set $\{1, 2, \ldots, n\}$. These two conditions ensure that the index $j$ for user $j$ appears in exactly one $\Gamma_i, l \in [m]$. Thus, user $j$ is in possession of all symbols in these queues except for $Q_{\Gamma_l}$. We then send the linear combination $\sum_{i=1}^m q_{\Gamma_i}$, where $q_{\Gamma_i} \in Q_{\Gamma_i}$. We note however, that this requires an amount of queues that is exponential in the number of users.

B. Non-Instantly-Decodable, Distortion-Innovative Coding

When we have exhausted the queues that allow us to transmit instantly decodable, distortion-innovative symbols, we are left with two possibilities for the types of queues remaining. By assumption, we have that for all $i \in U$, either $Q_i$ or $Q_{U \setminus \{i\}}$ is empty, and there exists an $l \in U$ such that $Q_l$ is empty. Thus, after the stopping condition of the algorithm in Section III-A has been reached, we are either left with
queues $Q_{\{1,2\}}$, $Q_{\{1,3\}}$ and $Q_{\{2,3\}}$, or queues $Q_i$, $Q_{\{i,j\}}$ and $Q_{\{i,k\}}$ (we will often use the indices $i$, $j$ and $k$ to refer to unique elements in $U$). We assume that the latter is the case and propose two methods to address this. Analogous methods (omitted for brevity) can be used for the former case.

The first method involves preprocessing the remaining queues before using a channel coding scheme to satisfy the users’ remaining demands. The second method is a “chaining algorithm,” which involves the transmitter using the algorithm in [2] to send instantly-decodable, distortion-innovative transmissions to two users as if they were the only users in the network. Meanwhile, the third user simultaneously builds a “chain” of symbols that he may at times be able to decode based on the channel conditions, or with the subsequent reception of additional symbols. We begin by describing the queue preprocessing method for channel coding.

1) Queue Preprocessing for Channel Coding: The channel coding scheme we employ is based on [7], which outlines a method of losslessly communicating a set of messages to $n$ users when feedback is available at the transmitter. As input, it takes a set of queues $\{Q_U \mid U \subseteq U\}$ where $U$ is a subset of users each of whom must losslessly reconstruct all symbols in $Q_U$.

We preprocess queues $Q_i$, $Q_{\{i,j\}}$ and $Q_{\{i,k\}}$ to determine queues $\tilde{Q}_i$, $\tilde{Q}_j$, $\tilde{Q}_k$, $\tilde{Q}_{\{i,j\}}$, $\tilde{Q}_{\{i,k\}}$ that will be passed as input to the channel coding algorithm. Let $\delta^T_R$ denote the number of symbols taken from queue $Q_R$ and placed in $Q_T$. Thus, we have, for example, that $|Q_i| = \delta^i_T + \delta^i_{ij} + \delta^i_{ik}$. Given that user $i$ has received $r_i$ symbols so far, we determine all $\delta$’s by solving the linear program in (1). Here, each term in the objective function represents the minimum latency required to process its corresponding queue, i.e., the first term represents the latency required to process $Q_i$, the second is for $Q_k$, etc. Furthermore, we have that user $i$ is able to decode $\delta^T_R$ symbols if $i \in T$, and so given that this user has already received $r_i$ symbols, the distortion constraints in (1) follow.

After solving (1), we run the channel coding algorithm on the newly determined queues, after which, we have that the total transmission time is the sum of the time required for this algorithm as well as the one from Section III-A. Finally, we mention that a generalization of this section’s approach for $n$ users is an ongoing work.

2) A Chaining Algorithm: In this section, we propose an alternative to using queue preprocessing for channel coding as described in the previous section. Recall that we invoke this algorithm when we have exhausted all opportunities to send instantly-decodable, distortion-innovative symbols which happens when we are left with queues $Q_{\{1,2\}}$, $Q_{\{1,3\}}$ and $Q_{\{2,3\}}$, or queues $Q_i$, $Q_{\{i,j\}}$ and $Q_{\{i,k\}}$. We again assume that the latter is the case.

We first consider if we were to ignore user $i$ and simply use the coding scheme of [2] to target point-to-point optimal performance for the remaining users. Specifically, since queues $Q_{\{i,j\}}$ and $Q_{\{i,k\}}$ remain,
we can send linear combinations of the form \( q_{i,j} \oplus q_{i,k} \), where \( q_{i,j} \in Q_{\{i,j\}} \) and \( q_{i,k} \in Q_{\{i,k\}} \). Recall that user \( j \) has received all symbols in \( Q_{\{i,j\}} \) and user \( k \) has similarly received all symbols in \( Q_{\{i,k\}} \). In each transmission, each user can therefore subtract off one of the symbols from the linear combination so that only one symbol, the symbol of their interest, is remaining. The transmitter can use the feedback of both users to replace \( q_{i,j} \) or \( q_{i,k} \) whenever it is received by user \( j \) or \( k \) respectively, thus making this strategy simultaneously optimal for both user \( j \) and user \( k \) as mentioned in [2].

Now, consider what user \( i \) can do in the midst of being ignored. Specifically, consider if the following transmissions and erasure patterns were to occur as in Table I. In the first row of the table, we assume that at time \( t = 1 \), the linear combination \( q_{i,j} \oplus q_{i,k} \) is sent. We also assume that at this time, user \( i \) and user \( j \) received this transmission while user \( k \) did not, which is indicated from the fact that the channel noises take on values \((Z_i(t), Z_j(t), Z_k(t)) = (0, 0, 1)\) in the first row (see Section II). Since user \( j \) received the transmission, we replace \( q_{i,j} \) with \( \hat{q}_{i,j} \in Q_{\{i,j\}} \) and send the new linear combination \( \hat{q}_{i,j} \oplus q_{i,k} \) at time \( t = 2 \). At this time, only user \( i \), the user being ignored, receives the transmission. Thus, since we are ignoring user \( i \), there is no need to replace any of the symbols, and instead we should retransmit the linear combination at time \( t = 3 \). Notice however, if instead of retransmitting \( \hat{q}_{i,j} \oplus q_{i,k} \) at time \( t = 3 \), we instead send \( 2\hat{q}_{i,j} \oplus q_{i,k} \), which is a different linear combination of the same two symbols sent at \( t = 2 \). This comes at no cost to user \( j \) nor user \( k \), since they would be able to decode regardless of which linear combination is sent. Let us further assume that at time \( t = 3 \), we again have that only user \( i \) has received the transmission. Then since user \( i \) has received all transmissions so far, he will have received three independent equations in three unknown variables. Thus he is able to decode all symbols sent so far despite the fact that the transmitter is targeting point-to-point optimal performance for the other two users.

We see that the chaining algorithm ensures that each linear combination received by user \( i \) has at least one symbol in common with at least one other linear combination that was previously received. For example, in Table II the first two transmissions have \( q_{i,k} \) in common and the last two transmissions have two symbols in common. By maintaining this property, we ensure that at any time, user \( i \) has to decode no more than one symbol in order to be able to back-substitute and solve for the remaining symbols received so far.

We visualize this with the analogy of a chain of links. Each linear combination received is a link in a chain, and links are coupled by the fact that they have at least one symbol in common. If one source symbol in the chain is revealed to user \( i \), it can be used to solve for all symbols in one of the links. In turn, that link has a symbol in common with a second link, and so all symbols in the second link can also be solved for. This process continues until the entire chain of symbols can be decoded.

We model the chaining algorithm as a Markov rewards process with absorbing states. The process starts in an initial state, after which, transitions between states occur at every timeslot. The determination of which transition was actually taken depends only on the channel noise. The process runs until one of two absorbing states is reached, after which, we are either able to decode an entire chain of symbols, or we have finished creating a chain of symbols that can be decoded with the reception of one more linear combination of symbols. In the example of Table II we would reach the absorbing state in which we are not able to decode the chain of symbols if at \( t = 3 \), we instead had that only users \( j \) and \( k \) received \( X(3) \). In this case, we would have to replace both symbols being sent at \( t = 4 \) in order to be point-to-point

| \( t \) | \( X(t) \) | \( Z_i(t) \) | \( Z_j(t) \) | \( Z_k(t) \) |
|-----|--------|--------|--------|--------|
| 1   | \( q_{i,j} \oplus q_{i,k} \) | 0      | 0      | 1      |
| 2   | \( \hat{q}_{i,j} \oplus q_{i,k} \) | 0      | 1      | 1      |
| 3   | \( 2\hat{q}_{i,j} \oplus q_{i,k} \) | 0      | 1      | 1      |

TABLE I: A hypothetical sequence of transmissions and channel noises when targeting point-to-point optimal performance for user \( j \) and user \( k \).
optimal for users $j$ and $k$. Thus, user $i$ would not have enough equations to decode, and we would instead reset the Markov process such that user $i$ would start building another chain when new symbols are sent.

In addition to the two absorbing states, the Markov rewards process involves four additional transient states. We enumerate and describe all states in Table II. In this table, we assume that $q_i,j \oplus q_{i,k}$ was sent at time $t – 1$. If the state indicated in the first column is entered at time $t$, then the transmission indicated by the second column is sent at time $t$. We also show the precondition necessary to enter the state in the third column.

Before we explain the preconditions, let us first define some notation. Let $C(t)$ represent the set of symbols appearing in the linear combinations received by user $i$ after having listened to all transmissions from the beginning of the chaining algorithm up to and including time $t$. In the example of Table I after time $t = 1, 2, 3$, we have $C(1) = \{q_{i,j}, q_{i,k}\}$, $C(2) = \{q_{i,j}, q_{i,k}, \hat{q}_{i,j}\}$, and $C(3) = \{q_{i,j}, q_{i,k}, \hat{q}_{i,j}\}$. Let $T(t)$ represent the set of symbols appearing in the linear combination in $X(t)$. In the example of Table I, we have that $T(1) = \{q_{i,j}, q_{i,k}\}$, $T(2) = \{\hat{q}_{i,j}, q_{i,k}\}$, and $T(3) = \{\hat{q}_{i,j}, q_{i,k}\}$. With this notation, we now describe the preconditions of Table II.

The first state is the initial state that sends the initial linear combination of symbols. After the first outbound transition from the initial state, the initial state is not returned to at any time during the evolution of the Markov reward process unless an absorbing state is reached and we restart the chain-building process. Since user $i$ has not yet received any equations and we begin by transmitting a linear combination of two symbols, we have the precondition that $C(t – 1) = \emptyset$, $T(t) = \{q_{i,j}, q_{i,k}\}$, and $|C(t – 1) \cap T(t)| = 0$.

The second state is entered only if the symbol destined for user $j$ needs to be replaced in the next linear combination to be sent and the chain-building process has begun. In order to ensure that we can continue building the chain of symbols, we require that at least one symbol being sent at time $t$ appears in a linear combination already received by user $i$, i.e., $|C(t – 1) \cap T(t)| = 1$. Similarly the third state is entered only if the symbol destined for user $k$ needs to be replaced in the next linear combination to be sent and the chain-building process has already started. The precondition for this state is analogous to its counterpart in State 2.

The fourth state is entered if only user $i$ received the previous transmission, in which case we need to send a new linear combination of the same two symbols in the previous timeslot. In this case, we see that since the transmission is just a different linear combination of the previous two symbols sent, $|C(t – 1) \cap T(t)| = 2$.

Finally, the two remaining states are the absorbing states. State 5 is the absorbing state we occupy if the constraint of being point-to-point optimal for users $j$ and $k$ prevent user $i$ from continuing the chain-building process. That is, we are not able transmit the next linear combination such that one of the symbols

| State | $X(t)$ – Transmission at time $t$ | Precondition at $t$ |
|-------|---------------------------------|---------------------|
| 1     | $q_{i,j} \oplus q_{i,k}$ (Initial state) | $|C(t – 1) \cap T(t)| = 0$, State 1 occupied at time $t – 1$ |
| 2     | $\hat{q}_{i,j} \oplus q_{i,k}$ | $|C(t – 1) \cap T(t)| = 1$ |
| 3     | $q_{i,j} \oplus \hat{q}_{i,k}$ | $|C(t – 1) \cap T(t)| = 1$ |
| 4     | $2q_{i,j} \oplus q_{i,k}$ | $|C(t – 1) \cap T(t)| = 2$ |
| 5     | None (Non-decoding absorbing state) | State 4 occupied at time $t – 1$ |
| 6     | None (Decoding absorbing state) | |

TABLE II: A description of states in the Markov rewards process. Assume that $q_{i,j} \oplus q_{i,k}$ was sent at time $t – 1$. If the state indicated in the first column is entered at time $t$, then the transmission indicated by the second column is sent at time $t$. We also show the precondition necessary to enter the state in the third column.
We enumerate all outgoing transitions from State 1, the initial state, based on all possible channel conditions in Table IV. In our description of each state, we also define the queue that can be decoded by user \( u \) after a transition from state \( l \) to \( m \) for \( u \in \{j,k\} \).

TABLE III: A legend for the reward variables.

| Variable          | Description                                                                 |
|-------------------|-----------------------------------------------------------------------------|
| \( \rho_u(l,m) \) | Reward representing the number of symbols that can be decoded by user \( u \) after a transition from state \( l \) to \( m \) for \( u \in \{j,k\} \) |
| \( \rho_Q(l,m) \) | Reward representing the number of symbols placed in queue \( Q \) after a transition from state \( l \) to \( m \). |
| \( \rho_E(l,m) \) | Reward representing the number of equations user \( i \) received after a transition from state \( l \) to \( m \). |

TABLE IV: A detailed table of all outgoing transitions from State 1 based on the channel noise realization. The table includes the probability of each transition and the reward accumulated for each transition.

| \( Z(t) \) | \( \text{Pr}(Z(t)) \) | Next State | \( \rho_j \) | \( \rho_k \) | \( \rho_E \) | \( \rho_Q \) | \( \rho_{Q_j} \) | \( \rho_{Q_k} \) | \( \rho_{Q^*} \) |
|------------|-----------------|------------|------------|------------|------------|------------|------------|------------|------------|
| 1. \((0,0,0)\) | \((1 - \epsilon_j)(1 - \epsilon_j)(1 - \epsilon_k)\) | 5          | 1          | 1          | 1          | 0          | 0          | 0          | 1          |
| 2. \((0,0,1)\) | \((1 - \epsilon_j)(1 - \epsilon_j)\epsilon_k\) | 2          | 1          | 0          | 1          | 0          | 0          | 0          | 0          |
| 3. \((0,1,0)\) | \((1 - \epsilon_j)\epsilon_j(1 - \epsilon_k)\) | 3          | 0          | 1          | 1          | 0          | 0          | 0          | 0          |
| 4. \((0,1,1)\) | \((1 - \epsilon_j)\epsilon_j\epsilon_k\) | 4          | 0          | 0          | 1          | 0          | 0          | 0          | 0          |
| 5. \((1,0,0)\) | \(\epsilon_j(1 - \epsilon_j)(1 - \epsilon_k)\) | 5          | 1          | 1          | 0          | 2          | 0          | 0          | 0          |
| 6. \((1,0,1)\) | \(\epsilon_j(1 - \epsilon_j)\epsilon_k\) | 1          | 1          | 0          | 0          | 1          | 0          | 0          | 0          |
| 7. \((1,1,0)\) | \(\epsilon_j\epsilon_j(1 - \epsilon_k)\) | 1          | 0          | 1          | 0          | 1          | 0          | 0          | 0          |
| 8. \((1,1,1)\) | \(\epsilon_j\epsilon_j\epsilon_k\) | 1          | 0          | 0          | 0          | 0          | 0          | 0          | 0          |

TABLE IV: A detailed table of all outgoing transitions from State 1 based on the channel noise realization. The table includes the probability of each transition and the reward accumulated for each transition.

appearing in the combination also appears in a previously received equation, i.e., \(|C(t - 1) \cap T(t)| = 0\). Lastly, State 6 is the absorbing state we occupy if we reach the point when we are able to decode all symbols in the chain. It is reached if the transmission sent in State 4 was received by user \( i \).

Having described the purpose of each state, we now describe the transitions between states in detail beginning with State 1. Let \( Z(t) = (Z_i(t), Z_j(t), Z_k(t)) \). For each state, we use a table to describe the outbound transitions based on values of \( Z(t) \). In addition, we show the reward accumulated for each transition. For example, in the column with the heading \( \rho_j \) in Table IV we show the reward accumulated by user \( j \) at each possible outbound transition from State 1 based on the channel noise. We note that although \( \rho_j \) depends on both \( Z(t) \) and the inbound and outbound states, for notational convenience, we omit explicitly stating this dependence. The reward can be accumulated by a user, or a queue. The notation for rewards is summarized in Table III. In our description of each state, we also define the queue \( Q^* \), which is the queue containing prioritized symbols that only user \( i \) requires. These symbols are prioritized because the reception of this symbol can decode an entire chain of symbols.

In the following descriptions, the reader can confirm that the chaining algorithm is point-to-point optimal for users \( j \) and \( k \). Each time a symbol is received by one of the users, it is replaced by another instantly-decodable, distortion-innovative symbol.

**State 1:** We enumerate all outgoing transitions from State 1, the initial state, based on all possible channel conditions in Table IV.

1) \( Z(t) = (0,0,0) \). In this case, all users have received the transmission. We therefore see that \( \rho_j = \rho_k = 1 \), since users \( j \) and \( k \) can each decode a symbol. Since this is the initial state however, user \( i \) has not received any previous equations, and therefore has only one equation in two unknown variables. Since we must replace both symbols in the next transmission, we cannot
State 2 Outgoing Transitions

| $Z(t)$ | $Pr(Z(t))$ | Next State | $\rho_j$ | $\rho_k$ | $\rho_E$ | $\rho_{Q_i}$ | $\rho_{Q_j}$ | $\rho_{Q_k}$ | $\rho_{Q^*}$ |
|--------|------------|------------|----------|---------|----------|-------------|-------------|-------------|-------------|
| 1. (0, 0, 0) | $(1 - \epsilon_i)(1 - \epsilon_j)(1 - \epsilon_k)$ | 5 | 1 | 1 | 1 | 0 | 0 | 0 | 1 |
| 2. (0, 0, 1) | $(1 - \epsilon_i)(1 - \epsilon_j)\epsilon_k$ | 2 | 1 | 0 | 1 | 0 | 0 | 0 | 0 |
| 3. (0, 1, 0) | $(1 - \epsilon_i)\epsilon_j(1 - \epsilon_k)$ | 3 | 0 | 1 | 0 | 1 | 0 | 0 | 0 |
| 4. (0, 1, 1) | $(1 - \epsilon_i)\epsilon_j\epsilon_k$ | 4 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 5. (1, 0, 0) | $\epsilon_i(1 - \epsilon_j)(1 - \epsilon_k)$ | 5 | 1 | 1 | 0 | 1 | 0 | 0 | 1 |
| 6. (1, 0, 1) | $\epsilon_i(1 - \epsilon_j)\epsilon_k$ | 2 | 1 | 0 | 0 | 1 | 0 | 0 | 0 |
| 7. (1, 1, 0) | $\epsilon_i\epsilon_j(1 - \epsilon_k)$ | 5 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
| 8. (1, 1, 1) | $\epsilon_i\epsilon_j\epsilon_k$ | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

TABLE V: A detailed table of all outgoing transitions from State 2 based on the channel noise realization. The table includes the probability of each transition and the reward accumulated for each transition.

We enumerate all outgoing transitions from State 2 based on all possible channel conditions in Table V. We remind the reader that State 2 is characterized by user $i$ having already started the chain-building process and the transmitter having just replaced the symbol intended for user $j$ in the linear combination being sent. Therefore, the symbol intended for user $k$ is the common symbol continue building the current chain. The next state is therefore State 5, the absorbing state in which we are not able to decode any symbols in the chain. However, we do increase the number of equations received by user $i$ by setting $\rho_E = 1$. Furthermore, we arbitrarily place one of the symbols from the linear combination into $Q^*$, the queue containing symbols that can decode an entire chain of symbols. We set $\rho_{Q^*} = 1$ to reflect this.

2) $Z(t) = (0, 0, 1)$. In this case, only users $i$ and $j$ have received the transmission. We set $\rho_j = \rho_E = 1$ to indicate that user $j$ can decode one symbol, and user $i$ has received one more equation. Since the symbol for user $j$ will be replaced in the next transmission, and the chain-building process has just begun, we therefore have that the next state is State 2.

3) $Z(t) = (0, 1, 0)$. Similar to the previous case, however, we now have that only users $i$ and $k$ have received the transmission. We set $\rho_k = \rho_E = 1$ to indicate that user $k$ can decode one symbol, and user $i$ has received one more equation. Since the symbol for user $k$ will be replaced in the next transmission, and the chain-building process has just begun, we therefore have that the next state is State 3.

4) $Z(t) = (0, 1, 1)$. In this case, only user $i$ has received the transmission so we set only $\rho_E = 1$. For the subsequent timeslot, we must send a different linear combination of the same two symbols previously sent and so the next state is State 4.

5) $Z(t) = (1, 0, 0)$. In this case, both users $j$ and $k$ can decode a symbol so we set $\rho_j = \rho_k = 1$. If $q_{i,j} \oplus q_{i,k}$ was sent in the previous timeslot, we now have that both $q_{i,j}$ and $q_{i,k}$ are required by only user $i$. We therefore place both these symbols in $Q_i$, and we set $\rho_{Q_i} = 2$ to reflect this. Since both $q_{i,j}$ and $q_{i,k}$ will not be sent in the next transmission, we have that the next state is the non-decoding absorbing state, State 5.

6) $Z(t) = (1, 0, 1)$. In this case, only user $j$ received the transmission so we set $\rho_j = 1$. Notice now that $q_{i,j}$ is no longer needed by user $j$. Although we must replace this symbol in the next transmission, the chain-building process has not yet begun and user $i$ has still not received any equations involving $q_{i,j}$. We therefore place this symbol in $Q_i$, set $\rho_{Q_i} = 1$ to reflect this, and return to State 1 in the next timeslot.

7) $Z(t) = (1, 1, 0)$. Similar to the previous case, only user $k$ has received the transmission and so we set $\rho_k = \rho_{Q_i} = 1$, and return to State 1 in the next timeslot.

8) $Z(t) = (1, 1, 1)$. In this case, no users have received the transmission. No rewards are assigned and we return to State 1 to retransmit the same linear combination.

State 2: We enumerate all outgoing transitions from State 2 based on all possible channel conditions in Table V. We remind the reader that State 2 is characterized by user $i$ having already started the chain-building process and the transmitter having just replaced the symbol intended for user $j$ in the linear combination being sent. Therefore, the symbol intended for user $k$ is the common symbol
State 4 Outgoing Transitions

| $Z(t)$ | $Pr(Z(t))$ | Next State | $\rho_j$ | $\rho_k$ | $\rho_{Q_i}$ | $\rho_{Q_j}$ | $\rho_{Q_k}$ | $\rho_{Q^*}$ |
|--------|------------|------------|----------|----------|-------------|-------------|-------------|-------------|
| 1. (0, 0, 0) | $(1 - \epsilon_i)(1 - \epsilon_j)(1 - \epsilon_k)$ | 6 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 2. (0, 0, 1) | $(1 - \epsilon_i)(1 - \epsilon_j)\epsilon_k$ | 6 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| 3. (0, 1, 0) | $(1 - \epsilon_i)\epsilon_j(1 - \epsilon_k)$ | 6 | 0 | 1 | 1 | 0 | 0 | 1 | 0 |
| 4. (0, 1, 1) | $(1 - \epsilon_i)\epsilon_j\epsilon_k$ | 6 | 0 | 0 | 1 | 0 | 1 | 1 | 0 |
| 5. (1, 0, 0) | $\epsilon_i(1 - \epsilon_j)(1 - \epsilon_k)$ | 5 | 1 | 1 | 0 | 0 | 0 | 1 | 0 |
| 6. (1, 0, 1) | $\epsilon_i(1 - \epsilon_j)\epsilon_k$ | 2 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7. (1, 1, 0) | $\epsilon_i\epsilon_j(1 - \epsilon_k)$ | 3 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 8. (1, 1, 1) | $\epsilon_i\epsilon_j\epsilon_k$ | 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

TABLE VI: A detailed table of all outgoing transitions from State 4 based on the channel noise realization. The table includes the probability of each transition and the reward accumulated for each transition.

between $C(t - 1)$ and $T(t)$ in the precondition of Table II. We now go over the possible transitions based on whether this new linear combination was received by any of the receivers.

1) $Z(t) = (0, 0, 0)$. This case is analogous to its counterpart in State 1. The subsequent state is again State 5, the non-decoding absorbing state, since user $i$ has has one less equation required to decode the number of unknown variables in the chain. The transition to the subsequent state and the rewards allocated are identical for when $Z(t) = (0, 0, 0)$ in State 1.

2) $Z(t) = (0, 0, 1)$. This case is analogous to its counterpart in State 1.

3) $Z(t) = (0, 1, 0)$. This case is analogous to its counterpart in State 1.

4) $Z(t) = (0, 1, 1)$. This case is analogous to its counterpart in State 1.

5) $Z(t) = (1, 0, 0)$. This case is similar to its counterpart in State 1 with one minor but important difference due to the fact that the chain-building process has already begun. Recall that in this case, we have that both symbols in the previous linear combination sent will have to be replaced in the next timeslot. However, instead of placing both these symbols in $Q_i$, we should place one of them in $Q^*$, since it can be used to decode an entire chain of symbols. We therefore set $\rho_{Q^*} = \rho_{Q_i} = 1$.

6) $Z(t) = (1, 0, 1)$. This case is analogous to its counterpart in State 1, however since the chain-building process has begun, we transition to State 2 again in the next timeslot.

7) $Z(t) = (1, 1, 0)$. This case is in direct contrast from its counterpart in State 1. Recall from the beginning of the description for State 2 that the symbol intended for user $k$ is the symbol in common between $C(t - 1)$ and $T(t)$. Furthermore, given that $Z(t) = (1, 1, 0)$, user $k$ has now received this symbol and so we must replace it in the next timeslot. However, doing so would not allow us to continue building the current chain because there will be no symbols in common between $C(t)$ and $T(t + 1)$. Therefore, we transition to the non-decoding absorbing state in the next timeslot and place the symbol that was intended for user $k$ in $Q^*$.

8) $Z(t) = (1, 1, 1)$. This case is analogous to its counterpart in State 1, except we transition back to State 2 in the next timeslot.

State 3: For brevity, we omit the details for State 3 and simply state that it is analogous to the discussion we have just given for State 2 with the roles of users $j$ and $k$ reversed.

State 4: We enumerate all outgoing transitions from State 4 based on all possible channel conditions in Table VI. We remind the reader that State 4 is characterized by user $i$ having just been the only receiver to receive the previous transmission. Thus, the chain-building process has begun and in this timeslot, the transmitter will send a different linear combination of the previous two symbols sent. Finally, we note that this state has outbound transitions in which a source symbol may be placed in $Q_j$ or $Q_k$ after time $t$. In the event that one or both of these queues are nonempty, and depending on whether $Q_i$ is nonempty, the transmitter may also have the option of temporarily suspending the
chaining algorithm to send linear combinations of the form

\[ q_i \oplus q_j \oplus q_k, \quad (2a) \]
\[ q_j \oplus q_i,k, \quad (2b) \]
\[ q_k \oplus q_i,j, \quad (2c) \]

which are instantly-decodable, distortion-innovative transmissions for all users. We now go over the possible state transitions based on whether the linear combination sent at time \( t \) was received by any of the receivers.

1) \( Z(t) = (0, 0, 0) \). In this case, user \( i \) has now received as many equations as there are unknown variables in the chain. Thus the subsequent state is State 6, the decoding absorbing state, and there is no need to set \( \rho_{Q^*} = 1 \), since all variables in the chain have been accounted for.

2) \( Z(t) = (0, 0, 1) \). In this case, user \( i \) can again decode. Furthermore, we place the source symbol intended for user \( k \) into \( Q_k \) and set \( \rho_{Q_k} = 1 \).

3) \( Z(t) = (0, 1, 0) \). Similar to the previous case, user \( i \) can also decode given this channel noise realization, and we place the source symbol intended for user \( j \) into \( Q_j \) and set \( \rho_{Q_j} = 1 \).

4) \( Z(t) = (0, 1, 1) \). In this case, user \( i \) can again decode, and we place the source symbol intended for users \( j \) and \( k \) into \( Q_j \) and \( Q_k \) respectively and set \( \rho_{Q_j} = \rho_{Q_k} = 1 \).

5) \( Z(t) = (1,0,0) \). This case is similar to its counterpart in State 2, however, since both symbols appearing in \( X(t) \) have been accounted for, i.e., both symbols appearing in \( X(t) \) are in the set \( C(t-1) \), there is no need to set \( \rho_{Q_i} = 1 \).

6) \( Z(t) = (1,0,1) \). This case is analogous to its counterpart in State 2, however, since the symbol just received by user \( j \) has been accounted for, i.e., since it is one of the symbols in \( C(t-1) \), there is no need to set \( \rho_{Q_j} = 1 \).

7) \( Z(t) = (1,1,0) \). This case is analogous to its counterpart in State 2, however, since the symbol just received by user \( k \) has been accounted for, i.e., since it is one of the symbols in \( C(t-1) \), there is no need to set \( \rho_{Q_k} = 1 \).

8) \( Z(t) = (1,1,1) \). This case is analogous to its counterpart in State 1, except we transition back to State 4 in the next timeslot.

Finally, we conclude our discussion of the chaining algorithm by mentioning that if at any time an absorbing state in the Markov rewards process is reached and the distortion constraints of users \( j \) and \( k \) have yet to be met, then we simply restart the Markov rewards process and begin building a new chain. If at any time during this process, one of the users has their distortion constraint met, then that user can leave the network and we are left with two users who we again serve with the two-user algorithm of [2]. If one of the remaining two users is user \( i \), the user building the chain, then we would prioritize the transmission of symbols in \( Q^* \), since the reception of one of these symbols would lead to the decoding of an entire chain of symbols.

IV. Analysis

In this section, we analyze the coding scheme proposed in Section III-A and the chaining algorithm of Section III-B2. For the analysis of the coding scheme in Section III-A, we show in Section IV-A that the solution of a linear program characterizes the number of instantly decodable, distortion-innovative symbols that can be sent by the algorithm in Section III-A. We furthermore give sufficient conditions for which all users can be point-to-point optimal. In some cases, we find that users can be point-to-point optimal regardless of their distortion constraints. Following this, in Section IV-B we analyze the chaining algorithm and give a sufficient condition for point-to-point optimal performance.

A. Analysis of Coding Scheme of Section III-A

Our analysis begins by first considering the systematic phase of our coding, which transmits the \( N \) source symbols so that each symbol is recovered by at least one user. Let \( T_0 \) be a random variable...
representing the number of transmissions required for this after being normalized by $N$. In other words, $T_0$ will be said to be the latency required. Then it is clear that $T_0$ has expected value $\bar{T}_0$ given by

$$\bar{T}_0 = \frac{1}{1 - \epsilon_1\epsilon_2\epsilon_3}.$$  

(3)

During the systematic transmissions, we direct erased symbols to their appropriate queues as outlined in the algorithm of Section [III-A]. Then, when the $NT_0$ transmissions are completed, we start sending linear combinations of the form $q_i \oplus q_{j,k}$, where $q_i \in Q_i$, $q_{j,k} \in Q_{\{j,k\}}$, and $i,j,k \in \mathcal{U}$ are unique.

Let $T_i$ be a random variable representing the normalized number of transmissions we can send of the form $q_i \oplus q_{j,k}$. We are able to do this so long as $Q_i$ and $Q_{\{j,k\}}$ are non-empty. Thus, we must bound the cardinality of these queues. For $Q_{\{j,k\}}$, we have that a symbol is added during the systematic transmissions whenever user $i$ receives a symbol that is erased at users $j$ and $k$. Symbols are no longer added to this queue after the systematic transmissions, and so we have that $Q_{\{j,k\}}^+$, the expected maximum normalized cardinality of $Q_{\{j,k\}}$, is given by

$$Q_{\{j,k\}}^+ = \bar{T}_0(1 - \epsilon_i)\epsilon_j\epsilon_k.$$  

(4)

Now, a symbol is removed from $Q_{\{j,k\}}^+$ whenever user $j$ or user $k$ receives a linear combination involving one of its elements. Thus, $\bar{T}_i$, the expected value of $T_i$, is bounded as

$$\bar{T}_i \leq \frac{Q_{\{j,k\}}^+}{1 - \epsilon_j\epsilon_k}.$$  

(5)

Inequality [5] bounds $\bar{T}_i$ relative to the size of $Q_{\{j,k\}}$. We must also bound $\bar{T}_i$ in terms of the cardinality of $Q_i$, since transmissions must stop if $Q_i$ is empty. This bounding is not as straightforward, however, as symbols are added and removed from $Q_i$ as the algorithm progresses. For example, $Q_1$ may be empty at a certain time, but later replenished when we send linear combinations of the form $q_2 \oplus q_{1,3}$. In particular, when this linear combination is received by user 3 and not user 1, we add $q_{1,3}$ to $Q_1$ as user 1 is now the only user in need of it. If $NT_2$ linear combinations of this form are sent, we can expect that $NT_2\epsilon_1(1 - \epsilon_3)$ symbols are added to $Q_1$. In general, after $NT_j$ and $NT_k$ linear combinations are sent from $Q_j$, $Q_{\{i,j\}}$ and $Q_k$, $Q_{\{i,k\}}$ respectively, we can expect that $NT_j\epsilon_i(1 - \epsilon_k) + NT_k\epsilon_i(1 - \epsilon_j)$ symbols are added to $Q_i$. Given that $Q_i$ initially has $NT_0\epsilon_i(1 - \epsilon_j)(1 - \epsilon_k)$ symbols after $NT_0$ uncoded transmissions, we have then that the expected maximum normalized cardinality of $Q_i$ is given by $Q_i^+(T_j, T_k)$ where

$$Q_i^+(T_j, T_k) = \bar{T}_0\epsilon_i(1 - \epsilon_j)(1 - \epsilon_k) + T_j\epsilon_i(1 - \epsilon_k) + T_k\epsilon_i(1 - \epsilon_j).$$  

(6)

Since a symbol is removed from $Q_i$ each time user $i$ successfully receives a channel symbol, we can also write that

$$\bar{T}_i \leq \frac{Q_i^+(T_j, T_k)}{1 - \epsilon_i}.$$  

(7)

Notice that by the definition of our stopping condition, $\bar{T}_i$ must actually meet [5] or [7] with equality, since otherwise $Q_i$ and $Q_{\{j,k\}}$ would still be non-empty, and we would not have reached the stopping condition. So we in fact must have that for all $i \in \mathcal{U}$ with $j,k \in \mathcal{U}\setminus\{i\}$ s.t. $j \neq k$,

$$\bar{T}_i = \min \left( \frac{Q_i^+(T_j, T_k)}{1 - \epsilon_i}, \frac{Q_{\{j,k\}}^+}{1 - \epsilon_j\epsilon_k} \right),$$  

(8)

where $\bar{T}_i > 0$. The following theorem proposes that the solution to [8] is unique and can be characterized by solving the linear program
Let \( T_1 \) be the expected value of the normalized number of analog transmissions that can be sent of the form \( q_i \oplus q_{j,k} \), where \( i \in \mathcal{U}, j, k \in \mathcal{U} \setminus \{i\}, j \neq k \). Then \( T_1 \) is uniquely given by the solution of (9).

**Proof:** We proceed toward this end by establishing several lemmas in the appendix in the accompanying supplemental material of this paper and which is also available in the extended version of this paper [8]. Lemma 1 [8] first establishes that any optimal solution to (9) also satisfies (8). As \( T_1 = T_2 = T_3 = 0 \) is clearly a feasible solution of (9), we have that the feasible set of (9) is non-empty. Therefore, such a solution of (9), and by extension (8), indeed exists. Conversely, Lemma 2 [8] establishes that any \((T_1, T_2, T_3)\) that satisfies (8) is also an optimal solution to (9). Finally, Lemma 3 [8] then shows that the optimal solution for (9) is unique. We conclude that any \((T_1, T_2, T_3)\) satisfying (8) is itself unique and characterized by (9).

Now, let \( T^* = (T_1^*, T_2^*, T_3^*) \) be the optimal solution of (9), and let

\[
t^* = T_0 + T_1^* + T_2^* + T_3^*,
\]

where \( T_0 \) is given by (3). It is important to determine \( t^* \) since it provides a lower bound for the number of instantly decodable, distortion-innovative transmissions possible. From the discussion at the beginning of Section III, we know that for any latency \( w \leq t^* \), we can meet the point-to-point outer bound at \( w \). Say that user \( i \) ‘s distortion, \( d_i \), necessitates a minimum latency of \( w_i(d_i) \) where

\[
w_i(d_i) = \frac{1 - d_i}{1 - \epsilon_i}.
\]

Let

\[
w^-(d_1, d_2, d_3) = \min_{i \in \mathcal{U}} w_i(d_i)
\]

\[
w^+(d_1, d_2, d_3) = \max_{i \in \mathcal{U}} w_i(d_i).
\]

It is clear then that \( w^+ \) is an outer bound for our problem, and if \( w^+ \leq t^* \), we are optimal for all users. Notice however, that if \( w^- \leq t^* \), we can also be optimal for all users. This is because if \( w^- \leq t^* \), one user can be fully satisfied at latency \( w^- \), and so from thereon, we are left with only two users. From [2] and the discussion in Section III-A, we know that we can remain optimal for the remaining two users, which leads us to the following theorem.

**Theorem 2.** Given \((d_1, d_2, d_3) \in \mathcal{D}^3\), let \( t^*, w^-(d_1, d_2, d_3) \) and \( w^+(d_1, d_2, d_3) \) be given by (10), (12) and (13) respectively. Then if \( w^-(d_1, d_2, d_3) \leq t^* \), the latency \( w^+(d_1, d_2, d_3) \) is \((d_1, d_2, d_3)\)-achievable.

If \( w^- > t^* \), it may still be possible to achieve optimality. In particular, this may happen if after \( N \) transmissions have completed, we are left with non-empty queues \( Q_i, i \in \mathcal{U} \). We can calculate the expected normalized cardinality of \( Q_i \) after \( t^* \) transmissions, denoted as \(|Q_i(t^*)|\), by noting that in \( N T_i^* \) transmissions, a symbol is removed from \( Q_i \) with probability \((1 - \epsilon_i)\), and so

\[
|Q_i(t^*)| = Q_i^+(\bar{T}_j, \bar{T}_k^*) - \bar{T}_i^*(1 - \epsilon_i),
\]

where \( Q_i^+(\bar{T}_j, \bar{T}_k) \) is given by (6). If \(|Q_i(t^*)| \) is non-zero for all \( i \in \mathcal{U} \), we can continue sending linear combinations of the form \( q_1 \oplus q_2 \oplus q_3 \) until a user’s distortion constraint is met or one of the queues \( Q_i \)
is exhausted. If the latter were to happen, we have that user $i$ has actually reconstructed every source symbol since all queues $Q_U, U \subset U$ s.t. $i \in U$ are empty. Therefore, we are again left with the situation in [2] involving only two users. We conclude that we can send instantly decodable, distortion-innovative symbols until all users achieve lossless reconstructions.

**Theorem 3.** Let $Q^* = \min_{i \in \Omega} |Q_i(t^*)|$, where $|Q_i(t^*)|$ is given by (14). If $Q^* > 0$, then for any $(d_1, d_2, d_3) \in D^3$, the latency $w^+(d_1, d_2, d_3)$ is $(d_1, d_2, d_3)$-achievable.

**B. Analysis of Chaining Algorithm of Section [III-B2]**

In this section, we give a sufficient condition for all users to simultaneously achieve point-to-point optimal performance when the chaining algorithm is invoked. Our analysis is based on a restricted version of the chaining algorithm previously described. Specifically, we assume that we do not opportunistically send linear combinations of the forms specified in Equations (2a) to (2c) when the opportunities present themselves (see the description of State 4 in Section [III-B2]). Thus, we can argue a fortiori that the actual unrestricted chaining algorithm would achieve only better performance. Before beginning the analysis, we mention that we will rely on many of the results on Markov rewards processes with impulse rewards and absorbing states derived in [9]. We will cite the specific theorems and corollaries we use from [9] when applicable.

We begin by deriving the transition matrix for the Markov rewards process. Consider Table [IV]. The table shows all outbound transitions given the channel noise realization, however to construct a transition matrix from this information, we must combine all outbound transitions to the same state. For example, rows 1 and 5 both show transitions from State 1 to State 5, and so to get $p_{15}$, the total probability of transitioning from State 1 to 5, we must add the corresponding probabilities under the $\Pr(Z(t))$ columns. This is given by

$$p_{15} = \Pr(Z(t) = (0, 0, 0)) + \Pr(Z(t) = (1, 0, 0))$$

$$= (1 - \epsilon_i)(1 - \epsilon_j)(1 - \epsilon_k) + \epsilon_i(1 - \epsilon_j)(1 - \epsilon_k)$$

$$= (1 - \epsilon_j)(1 - \epsilon_k). \quad (17)$$

We continue in this manner to find $p_{ij}$ for all $i, j \in \Omega \triangleq \{1, 2, \ldots, 6\}$ to populate the transition matrix $P$ where the $(i, j)$th entry of $P$ is given by $p_{ij}$.

Our analysis also requires the derivation of several rewards matrices. Consider deriving the rewards matrix $\bar{\rho}_E$, whose $(i, j)$th element, $\bar{\rho}_E(i, j)$, gives the expected number of equations (rewards) received by user $i$ for transitioning from State $i$ to State $j$, where $i, j \in \Omega$. Continuing with our previous example, say we would like to derive $\bar{\rho}_E(1, 5)$. Of the two possible paths for an outbound transition from State 1 to 5, only one, when $Z(t) = (0, 0, 0)$, is associated with a reward in the column of $\bar{\rho}_E$ in Table [IV]. We therefore calculate $\bar{\rho}_E(1, 5)$ by weighting the reward with the conditional probability of the transition resulting from the channel noise $Z(t) = (0, 0, 0)$ given that the transition from State 1 to 5 occurred. Therefore,

$$\bar{\rho}_E(1, 5) = \Pr(Z(t) = (0, 0, 0)|\text{transition from State 1 to 5}) \cdot 1$$

$$= \frac{(1 - \epsilon_i)(1 - \epsilon_j)(1 - \epsilon_k)}{(1 - \epsilon_i)(1 - \epsilon_j)(1 - \epsilon_k) + \epsilon_i(1 - \epsilon_j)(1 - \epsilon_k)}$$

$$= (1 - \epsilon_i). \quad (19)$$

By performing this calculation for all $i, j \in \Omega$, we are able to populate the entire rewards matrix $\bar{\rho}_E$. Similarly, we can calculate the $|\Omega| \times |\Omega|$ rewards matrices, $\bar{\rho}_j, \bar{\rho}_k, \bar{\rho}_{Q_i}, \bar{\rho}_{Q_j}, \bar{\rho}_{Q_k}$, and $\bar{\rho}_{Q^*}$ corresponding to each rewards column in Table [IV].

Given the transition matrix, for each reward matrix, we can use the results in [9, Corollary 4] to calculate the expected accumulated reward before absorption each time the Markov rewards process is reset and allowed to run until absorption. To find the total expected reward, we must first find a lower
bound for $M^*$, the number of times the Markov process is reset before user $j$ or $k$ has met their distortion constraint. That is, $M^*$ is the number of times the Markov rewards process has reached an absorbing state after having been restarted in the initial state. Therefore, $M^*$ also represents the number of chains built by user $i$ before user $j$ or $k$ has satisfied their distortion constraint.

Say that for $r \in \{i, j, k\}$, user $r$ requires $N(1 - \hat{d}_r)$ symbols at the beginning of the chaining algorithm, where $\hat{d}_r \in (0, \epsilon_r)$. Furthermore, suppose that of the two users for whom we are targeting point-to-point optimal performance, user $u$ is not the bottleneck user, i.e.,

$$u = \arg \min_{r \in \{j, k\}} w_r(\hat{d}_r),$$

(21)

where $w_r(\hat{d}_r)$ is given by (11). For $l = 1, 2, \ldots$, let $\bar{R}_{u,l}$ be the expected accumulated reward for user $u$ during the $l$th time the Markov rewards process has been reset. Then we can define $M^*$ as

$$M^* = \min \left\{ m : \sum_{l=1}^{m} \bar{R}_{u,l} \geq N(1 - \hat{d}_u) \right\},$$

(22)

where the $\bar{R}_{u,l}$ are i.i.d. and $\mathbb{E}\bar{R}_{u,l}$ can be calculated as in [9, Corollary 4].

We see that $M^*$ is a stopping rule [10]. In order to calculate $\mathbb{E}M^*$, we could use the discrete version of the renewal equation [11, Chapter 2]. However, to find a lower bound for $\mathbb{E}M^*$, we may simply use Wald’s equation [10]. Let $\bar{R}_{u,l} = \sum_{l=1}^{m} \bar{R}_{u,l}$. Then, by Wald’s equation,

$$\mathbb{E}M^* = \frac{\mathbb{E}\sigma_{M^*}}{\mathbb{E}\bar{R}_{u,l}},$$

(23)

$$\geq \frac{N(1 - \hat{d}_u)}{\mathbb{E}\bar{R}_{u,l}},$$

(24)

where again, $\mathbb{E}\bar{R}_{u,l}$ is calculated as in [9, Corollary 4]. Now, let

$$M^- = \left\lfloor \frac{N(1 - \hat{d}_u)}{\mathbb{E}\bar{R}_{u,l}} \right\rfloor$$

(25)

be the result of applying the floor function to the right-hand-side of (24). We have that $M^-$ gives a lower bound for the expected number of times the Markov chain is reset. If user $i$, the user building the chains, can meet their distortion constraint within the $M^-$ times the Markov rewards process is being run, then all users will be point-to-point optimal. This is because user $i$ is able to decode all his required symbols despite the fact that we are targeting optimal performance for the other two users.

Let $\bar{R}_{E,l}$ be the expected number of symbols in the chain that can be decoded in the $l$th run of the Markov rewards process given that the decoding absorbing state, State 6, was reached after having started in the initial state, State 1. We mention that we can easily calculate $\bar{R}_{E,l}$ as in [9, Theorem 4]. Now, let $\bar{E}$ be the expected number of symbols that can be decoded in $M^-$ iterations of the Markov rewards process. By the linearity of the expectation operator we have

$$\bar{E} = \sum_{l=1}^{M^-} \mathbb{E}\bar{R}_{E,l},$$

(26)

$$= M^- \times \mathbb{E}\bar{R}_{E,l}.$$  

(27)

If the right-hand-side of (27) is greater than $N(1 - \hat{d}_i)$, the fraction of symbols user $i$ requires, then we are point-to-point optimal for all users. Combining (27) and (25), we see that this happens when

$$\left\lfloor \frac{N(1 - \hat{d}_u)}{\mathbb{E}\bar{R}_{u,l}} \right\rfloor \geq \frac{N(1 - \hat{d}_i)}{\mathbb{E}\bar{R}_{E,l}}.$$  

(28)
Fig. 1: The lower bound from Theorem 4 that delineates a conservative boundary of distortion values for which the minmax optimal latency can be achieved.

**Theorem 4.** Let \( u \) be the user satisfying (21). Then \( w^+(d_1, d_2, d_3) \) is \((d_1, d_2, d_3)\)-achievable if (28) is satisfied, where \( \mathbb{E}R_{u,t} \) is calculated from the transition matrix and rewards matrix \( \bar{p}_u \) via [9, Corollary 4], and \( \mathbb{E}R_{E,l} \) is calculated from the transition matrix and rewards matrix \( \bar{p}_E \) via [9, Theorem 4].

Finally, we again remark that the analysis we have just described is only a sufficient condition for a restricted version of the chaining algorithm in which we do not opportunistically send linear combinations of the form in Equations (2a) to (2c). Therefore, we expect the unrestricted algorithm to perform better.

**C. Operational Significance of Theorem 4**

Consider a hypothetical situation in which we have queues \( Q_{\{1,2\}} \), \( Q_{\{1,3\}} \) and \( Q_{\{2,3\}} \). We consider quadratic distortions in which for \( i \in \{2, 3\} \), \( d_i = \epsilon_i^2 \), and we fix \( \epsilon_1 = 0.1 \), \( \epsilon_3 = 0.6 \) and vary \( \epsilon_2 \in (0, 0.6) \).

We illustrate the chaining algorithm when user 1 is the user who builds chains and we send linear combinations of the symbols in \( Q_{\{1,2\}} \) and \( Q_{\{1,3\}} \) as if users 2 and 3 were the only users in the network. In this case, for \( i \in \{2, 3\} \), user \( i \)’s point-to-point optimal latency is given by \( w_i^* = (1 - \epsilon_i^2) / (1 - \epsilon_i) \), and since \( w_i^* \) is an increasing function of \( \epsilon_i \in [0, 1) \), we have that between users 2 and 3, user 2 is not the bottleneck user. That is, in (28), user 2 takes the place of user \( u \), and since user 1 is building the chains, user 1 takes the place of user \( i \).

We rearrange (28) of Theorem 4 to find a lower bound for \( \hat{d}_i \), and since \( \hat{d}_u = \epsilon_u^2 \), we plot this lower bound as a function of \( \epsilon_u \) in Figure 1. From this figure, we can read which values of \( \hat{d}_i \) would yield optimal performance for a given value of \( \epsilon_u \) by considering all values of \( \hat{d}_u \) above the lower bound. Recall that user \( i \) is able to decode symbols in the chain only if there have been two consecutive transmissions for which user \( i \) is the only user to have received the transmission. We see that the probability of this event increases as \( \epsilon_u \) increases in Figure 1. Therefore, user \( i \) is able to achieve lower distortions as \( \epsilon_u \) increases.

Finally, we again mention that Theorem 4 merely gives a conservative sufficient condition for optimality and ignores other network coding opportunities in its analysis. Therefore, it is possible that point-to-point optimal performance can still be met if user \( i \) has a distortion constraint below the lower bound of Figure 1.

**V. Simulations**

We demonstrate the performance of the algorithms in Section III with simulations. We consider distortions for which \( d_i = \epsilon_i^2 \) for all \( i \in U \). In Fig. 2, we choose a blocklength of \( N = 10^7 \), fix \( \epsilon_1 = 0.3 \), \( \epsilon_2 = 0.4 \) and vary \( \epsilon_3 \) on the \( x \)-axis while plotting the total number of channel symbols sent per source symbol on the \( y \)-axis for different coding schemes. The first coding scheme plotted is based on simulations and plots
Fig. 2: The normalized number of channel symbols sent per source symbol. We fix $\epsilon_1 = 0.3$, $\epsilon_2 = 0.4$ and vary $\epsilon_3$ on the x-axis. We show the number of uncoded transmissions sent via (9), alongside what is obtained from simulations for a blocklength of $N = 10^7$. Finally, we also plot the latency required to achieve the equivalent distortion values without feedback based on a segmentation-based coding scheme.

In practice, the values of $\epsilon_i$ are much lower than what we have chosen. The values for $\epsilon_3$, for example, were deliberately chosen to be high ($\epsilon_3 \geq 0.85$) as we have found that for values even as high as $\epsilon_3 = 0.8$, we achieve point-to-point optimality for all users (see Theorems 2 and 3). If we increase $\epsilon_3$ even higher however, we observe a situation where many symbols destined to user 3 are erased, and so when the stopping condition of the algorithm in Section III-A is reached, we are left with queues $Q_3$, $Q_{\{1,3\}}$ and $Q_{\{2,3\}}$. When this occurs, we have not yet satisfied all users, and so we resort to the coding schemes proposed in Section III-B. Fig. 3 shows a plot where each point required the invocation of the queue preprocessing scheme for channel coding in Section III-B1. It plots the overall latency required to achieve distortions $d_i = \epsilon_i^2$ for the values of $\epsilon_i$ given earlier. Alternatively, if the chaining algorithm of Section III-B2 is used, we find that the latency coincides with the outer bound. Again, the segmentation-based scheme is provided as a benchmark along with the outer bound $w^+(d_1, d_2, d_3)$.

**APPENDIX A**

**PROOF OF SUPPORTING LEMMAS OF THEOREM 1**

**Lemma 1.** Let $(\bar{T}_1, \bar{T}_2, \bar{T}_3)$ be the optimal solution of the linear program in (9). Then $(\bar{T}_1, \bar{T}_2, \bar{T}_3)$ satisfies (8).

**Proof:** To show that the optimal solution of (9) must satisfy (8), we note that in order to maximize the objective function in (9), one of the inequality constraints for $\bar{T}_i$ must be met with equality. Otherwise, if $\bar{T}_i, \bar{T}_j, \bar{T}_k$ is a purported optimal solution where $\bar{T}_i$ does not meet an inequality constraint with equality, we can find some $\delta > 0$ such that $\bar{T}_i + \delta, \bar{T}_j, \bar{T}_k$ is also feasible and gives a strictly larger objective function value. □
Fig. 3: The latency when we are forced to invoke the algorithms of Section III-B. We fix $d_i = \epsilon_i^2$, $\epsilon_1 = 0.3$, $\epsilon_2 = 0.4$ and vary $\epsilon_3$ on the x-axis.

Lemma 2. Let $(\bar{T}_1, \bar{T}_2, \bar{T}_3)$ satisfy (8), where $\bar{T}_i > 0$ for all $i \in U$. Then $(\bar{T}_1, \bar{T}_2, \bar{T}_3)$ is an optimal solution of (9).

Proof: We show that $(\bar{T}_1, \bar{T}_2, \bar{T}_3)$ is a local maximum of the linear program in (9). Consider a neighbouring element in the feasible region of (9) of the form $(\bar{T}_1 + \Delta_1, \bar{T}_2 + \Delta_2, \bar{T}_3 + \Delta_3)$. We show that the objective function evaluated at this new element is not greater than the objective function evaluated at $(\bar{T}_1, \bar{T}_2, \bar{T}_3)$. We do this by showing that the linear program

$$\max_{\Delta_1, \Delta_2, \Delta_3} \Delta_1 + \Delta_2 + \Delta_3$$

subject to

$$\bar{T}_i + \Delta_i \leq \frac{Q_i^+(\bar{T}_j + \Delta_j, \bar{T}_k + \Delta_k)}{1 - \epsilon_i},$$

$$\bar{T}_i + \Delta_i \leq \frac{Q_{i,j,k}^+}{1 - \epsilon_j \epsilon_k} \forall i \in U, j, k \in U \setminus \{i\}, j \neq k.$$ (29)

has an optimal value no greater than zero.

By assumption, $(\bar{T}_1, \bar{T}_2, \bar{T}_3)$ satisfies (8), and so for all $i \in U$, $\bar{T}_i$ meets one of the inequality constraints in (9) with equality. Let $\mathcal{T}(\bar{T}_1, \bar{T}_2, \bar{T}_3)$ be the set of $i$ for which $\bar{T}_i$ meets the first inequality constraint with equality, i.e.,

$$\mathcal{T}(\bar{T}_1, \bar{T}_2, \bar{T}_3) = \left\{ i \in U \mid \bar{T}_i = \frac{Q_i^+(\bar{T}_j, \bar{T}_k)}{1 - \epsilon_i}, \bar{T}_i > 0, j, k \in U \setminus \{i\}, j \neq k \right\}.$$ (30)

When the context is clear, we will at times use $\mathcal{T}$ to refer to $\mathcal{T}(\bar{T}_1, \bar{T}_2, \bar{T}_3)$. Furthermore, for $i \in \mathcal{T}$, we will at times find it convenient to emphasize the linear dependence of $\bar{T}_i$ on $\bar{T}_j$, and $\bar{T}_k$ by writing (c.f. (8))

$$\frac{Q_i^+(\bar{T}_j, \bar{T}_k)}{1 - \epsilon_i} = k_i + a_{ik} \bar{T}_j + a_{ij} \bar{T}_k,$$ (31)

where

$$a_{ik} = \frac{\epsilon_i}{(1 - \epsilon_j)(1 - \epsilon_k)} > 0,$$ (32)

$$k_i = \frac{T_0 \epsilon_i (1 - \epsilon_j)(1 - \epsilon_k)}{1 - \epsilon_i} > 0.$$ (33)
and \( \bar{T}_0 \) is given by \([3]\).

Now, we have that if \( i \notin \mathcal{T} \), then \( T_i = Q^+_{[i,j]}/(1 - \epsilon_i \epsilon_j) \). From the second inequality of \((29)\), we have then that for these values of \( i \), \( \Delta_i \leq 0 \). Notice however, that an optimal solution of \((29)\) must have all of its components non-negative. Otherwise, a larger-valued objective function could be obtained by setting any negative component to zero. We can therefore upper bound the optimal value for the linear program in \((29)\) with the negated optimal value for the relaxed linear program

\[
\min_{\Delta_1, \Delta_2, \Delta_3} - (\Delta_1 + \Delta_2 + \Delta_3)
\]

subject to

\[
\Delta_i \leq a_{ik} \Delta_j + a_{ij} \Delta_k \\
\forall i \in \mathcal{T}, j, k \in \mathcal{U} \setminus \{i\}, j \neq k \\
\Delta_j = 0, \quad \forall j \notin \mathcal{T}.
\]

where we have used \((30)\) and \((32)\) to simplify the constraints of \((29)\).

We now consider several cases. Notice first that if \( 0 \leq |\mathcal{T}| \leq 1 \), the constraints of \((34)\) clearly show that the optimal value of \((34)\) is zero. Alternatively, if \( 2 \leq |\mathcal{T}| \leq 3 \), we consider the Lagrange dual function, \( g(\lambda) \), given by \([13\text{, Section }5.2.1]\)

\[
g(\lambda) = \begin{cases} 
0 & \text{if } A^T \lambda = -c, \\
-\infty & \text{else}, 
\end{cases}
\]

where we have assumed that the objective function and inequality constraints of \((34)\) have been written as \( c^T \Delta \) and \( A \Delta \leq 0 \) respectively for some \( \Delta, A \) and \( c \) that will be subsequently defined depending on \( |\mathcal{T}| \). For any \( \lambda \geq 0 \), \( g(\lambda) \) gives a lower bound on the optimal value of \((34)\). If we can therefore find a \( \lambda \geq 0 \) such that

\[
A^T \lambda = -c,
\]

we will have thus shown that the optimal value of \((29)\) is no greater than zero, as was our original goal.

1) Consider now, if \( |\mathcal{T}| = 2 \). Let \( i, j \) and \( k \) be distinct elements in \( \mathcal{U} \), where we assume without loss of generality that \( k \) is the only element not in \( \mathcal{T} \). In this case, we have

\[
A = A_2 \triangleq \begin{bmatrix} 1 & -a_{ik} \\ -a_{jk} & 1 \end{bmatrix},
\]

\[
c = c_2 \triangleq \begin{bmatrix} -1 \\ -1 \end{bmatrix}, \quad \Delta = \hat{\Delta} \triangleq \begin{bmatrix} \Delta_i \\ \Delta_j \end{bmatrix},
\]

where we remind the reader that we have assumed that the constraints in \((34)\) are written as \( A \Delta \leq 0 \). Since the off-diagonal entries of \( A_2 \) are negative by \((32)\), we have that \( A_2 \) is a \( Z \)-matrix \([14]\). Furthermore, since \( |\mathcal{T}| = 2 \) by assumption, we further have that there exists an \( x \triangleq [\bar{T}_i, \bar{T}_j] \geq 0 \) such that \( A_2 x = k \geq 0 \), where \( k = [k_i + a_{ij} \bar{T}_k, k_j + a_{ji} \bar{T}_k] \) and \( \bar{T}_k = Q^+_{[i,j]}/(1 - \epsilon_i \epsilon_j) \), (see \((30), (31)\) and \((33)\)). Therefore, by Condition \( K_{34} \) of \([14]\), \( A_2 \) is also a non-singular \( M \)-matrix. By Condition \( F_{15} \) of \([14]\), we thus infer that the inverse matrix \( A_2^{-1} \) has all positive elements. Finally, we conclude from \((38)\) that indeed \( [\lambda_1, \lambda_2]^T = -(A_2^{-1})^T c_2 \geq 0 \) since all elements involved in the matrix multiplication are positive.

2) If \( |\mathcal{T}| = 3 \), we have that

\[
A = A_3 \triangleq \begin{bmatrix} 1 & -a_{ik} & -a_{ij} \\ -a_{jk} & 1 & -a_{ji} \\ -a_{kj} & -a_{ki} & 1 \end{bmatrix},
\]

\[
c = c_3 \triangleq \begin{bmatrix} -1 \\ -1 \\ -1 \end{bmatrix}, \quad \Delta = \hat{\Delta} \triangleq \begin{bmatrix} \Delta_i \\ \Delta_j \\ \Delta_k \end{bmatrix}.
\]
Similar to the case in which \(|\mathcal{T}| = 2\), we can again argue that \(A_3\) is a non-singular \(M\)-matrix and so it is inverse-positive \([14]\). Consequently, we again have that indeed \([\lambda_1, \lambda_2, \lambda_3]^T = -(A_3^T)^{-1}c_3 \geq 0\).

\[\text{Lemma 3.} \; \text{Let} \; (\bar{T}_1, \bar{T}_2, \bar{T}_3) \; \text{be the optimal solution of the linear program in (9). Then} \; (\bar{T}_1, \bar{T}_2, \bar{T}_3) \; \text{is unique.} \]

\[\text{Proof:} \; \text{We show that the solution to (9) is unique via Theorem 1 of [15]. Intuitively, its reasoning is to maximize the objective function of a linear program, we follow the objective function’s gradient vector until we reach the boundary of the feasible region. If this stopping occurs at a face of the region rather than a single point, we have a non-unique solution. In this case, following the gradient vector after it has undergone a small perturbation in its direction will lead us to a different solution on the face of the boundary region. On the other hand, if any small perturbation in the gradient vector’s direction leads us to the same boundary point as the unperturbed gradient vector, we know we have a unique solution. This is stated in the following fact.} \]

\[\text{Fact 1 ([15] Theorem 1]). A solution} \; \bar{x} \; \text{to the linear programming problem} \]

\[
\begin{align*}
  \max_x & \quad c^T x \\
  \text{subject to} & \quad Ax \leq b
\end{align*}
\]

\[\text{is unique iff for all} \; q, \; \text{there exists a} \; \delta > 0 \; \text{s.t.} \; \bar{x} \; \text{is still a solution when the objective function is replaced by} \; (c + \delta q)^T x. \]

For our purposes, we have that \(c = [1, 1, 1]^T\) in Fact 1. Furthermore, for any given \(q\), we choose \(\delta\) large enough so that all coefficients of the newly-perturbed objective function remain positive.

Let \(\bar{T}^* = (\bar{T}_1^*, \bar{T}_2^*, \bar{T}_3^*)\) be the optimal solution of (9), and let \(\bar{T} = (\bar{T}_1, \bar{T}_2, \bar{T}_3)\) be another element in the feasible region of (9). We will show that \(\bar{T}^*\) remains the optimal solution of (9) when the objective function is perturbed in a way that maintains the positivity of its coefficients by showing that

\[\bar{T}_i^* - \bar{T}_i \geq 0, \quad \text{for all} \; i \in \mathcal{U}. \tag{42}\]

Assume, by way of contradiction, that (42) does not hold, i.e., there exists a non-empty set \(\mathcal{V} \subseteq \mathcal{U}\) such that for all \(j \in \mathcal{V}\), \(\bar{T}_j^* - \bar{T}_j < 0\). We will show that the existence of such a set violates the optimality assumption of \(\bar{T}^*\). In particular, we construct a feasible solution of (9) with a strictly larger value for the objective function than when it is evaluated at \(\bar{T}^*\). This new solution retains all \(\bar{T}_i^*\) for \(i \in \mathcal{U} \setminus \mathcal{V}\) and replaces all \(\bar{T}_j^*\) with \(\bar{T}_j\) for all \(j \in \mathcal{V}\).

For all \(i \in \mathcal{U} \setminus \mathcal{V}\), we now show the feasibility of \(\bar{T}_i^*\) within the newly-constructed solution by writing

\[
\bar{T}_i^* \leq \frac{Q^+_{\{i,k\}}}{1 - \epsilon_j \epsilon_k}, \tag{43}
\]

and

\[
\bar{T}_i^* \quad \text{(a)} \quad k_i + a_{ik} \bar{T}_j^* + a_{ij} \bar{T}_k^* \\
= k_i + \sum_{u \in \mathcal{U} \setminus \mathcal{V}, \; v \in \mathcal{U} \setminus \{i,u\}} a_{iu} \bar{T}_u^* + \sum_{v \in \mathcal{V}} a_{iu} \bar{T}_v^* \tag{44}
\]

\[
\leq k_i + \sum_{u \in \mathcal{U} \setminus \mathcal{V}, \; v \in \mathcal{U} \setminus \{i,u\}} a_{iu} \bar{T}_u^* + \sum_{v \in \mathcal{V}} a_{iu} \bar{T}_v, \tag{45}
\]

where

(a) and (43) follow from (31) and the feasibility of \(\bar{T}^*\)

(b) follows from (32) and the definition of \(\mathcal{V}\).
Hence, (46) shows that $\bar{T}_i^*$ remains feasible within the newly-constructed solution. Similarly, we can show that $\bar{T}_j^*$ remains feasible within the newly-constructed solution for all $j \in V$. 
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