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\textbf{ABSTRACT} Spherical antenna array (SAA) is a configuration that scans almost all the radiation sphere with constant directivity. It finds applications in spacecraft and satellite communication. Multiple signal classification (MUSIC) is a widely used multiple source direction-of-arrival (DoA) estimation method because of its low complexity implementation in practical applications. Conversely, it is susceptible to noise, which consequently affects its accuracy of localization. In this paper, MUSIC-based methods that operate at low signal-to-noise ratio (SNR) are developed via relative electromagnetic (EM) wave pressure measurements of a SAA. The proposed methods are the relative pressure MUSIC (RP-MUSIC), and in spherical domain (SH-RP-MUSIC). The developed SH-RP-MUSIC algorithm is in spherical domain thereby allows frequency-smoothing approach for the de-correlation of the coherent source signals towards an enhanced accuracy of localization. Both RP-MUSIC and SH-RP-MUSIC algorithms developed have the ability to estimate the number of active sources that is \textit{a priori} knowledge of the conventional MUSIC algorithm. Numerical experiments were used to demonstrate the adequacy of the developed algorithms. In addition, measured data from experiment, which is the practically acceptable way to examine any procedure is employed to demonstrate the merits of the developed algorithms against the conventional MUSIC algorithm and other recent multiple source localization method in literature. Finally, in order to achieve DoA estimations with adequate localization accuracy at low SNR using SAA, SH-RP-MUSIC algorithm is a better choice.

\textbf{INDEX TERMS} DoA estimation, SAA, MUSIC, multiple source localization, relative signal pressure, estimation of number of source.

\textbf{I. INTRODUCTION}

Signal source localization is a crucial research subject matter in signal processing, due to its broad applications in signal enhancement and separation, signal detection, source tracking, camera steering, and signal recognition \cite{1, 2, 3, 4, 5, 6}. Antenna arrays with distributed elements over a spherical surface satisfies the isotropic requirements. The spherical antenna array (SAA) as depicted in Figure 1 is an important array configuration, which has the ability to receive electromagnetic (EM) waves with the same strength independent of the polarization and direction-of-arrival (DoA) \cite{3}. Exploring this merit of largest degree of freedom, SAA must be capable of determining the polarization and DoA of...
incoming EM waves that impinge the unit sphere. Different theories have been presented to describe the SAA [5], [6], [7], [8], [9], [10], but accurate description and more insight of EM characteristics on SAA still require research attention.

Different DoA estimation methods that are useful in spherical harmonic (SH) domain have been reported in literature, such as, [7], [8], [9], and [10]. For example, SH decomposition has been used to represent coefficient-based reflected signals, mode strength matrix, and reflector locations [11]. Radial filters have been employed to separate sources that are located at different ranges from the system. Various methods have been proposed for radial filters [11], [12] using SH decomposition, but all the methods require priori knowledge of the DoA. Localization of sources of signals using SAA has hitherto not been investigated adequately at low signal-to-noise ratio (SNR). Multiple signal classification (MUSIC) has widely been used for DoA estimation, but it is susceptible to noise, which consequently affects its localization accuracy [2], [5], [10]. Hence, developing a DoA method for EM wave impinging SAA using relative signal pressure based multiple signal classification approach becomes important.

Furthermore, antenna arrays generally have different advantages, such as beamforming capacity, high gain, which are used for various mobile communications including controlled radiation pattern antenna for EM immunity to interference and military radar applications. However, the current trend in technology causes recent systems to be smaller, which lead to smaller space between elements in the array. This consequently lead to higher mutual coupling (MC) poor radiation features, and impedance mismatch. This challenge has severe effect on antenna array signal processing [8], [10]. Therefore, when estimating DoA of signals vis-à-vis antenna array, it is important to always consider the impact of MC on the system under consideration.

In the time past, DoA estimation has been conducted using estimation of subspace rotational in variance technology (ESPRIT) method, MUSIC, MUSIC group delay [11], [13], [14], steered response power with phase transform (SRP-PHAT) [15], [16], [17], [18], [19], [20], generalized cross-correlation (GCC) [21], adaptive eigenvalue decomposition [22], 1-D MUSIC [23], and order aware algorithm [24]. MUSIC has been considered in SH domain named as MUSIC-SH in [25], [26], and [27]. Due to the sensitivity of MUSIC-SH to distortion, Nakamura [28] proposed alternative method called direct-path dominance (DPD). In the near-field, strength of mode depends on the range of source, which is not known a priori. So, DPD is only demonstrated in time dimension, and as such, MUSIC-SH-DPD uses larger number of frames [28]. The minimum variance distortionless response is another DoA estimation algorithm in SH domain [29].

Lately, a 3-D source localization technique using cross array has been reported in [30]. This technique applies to various disallowed aperture loss and symmetric cross array. Shu et al. [31] used spatial spread vector element for three dimension (3-D) source localization. The technique can be applied to NLOS (non line of sight) propagations at an undefined exponent of path loss and provides improved estimation, as a result of the inherent expansion of spatial aperture in spread profile of the vector sensor. A low complex technique was achieved using orthogonal matching pursuit and discrete Fourier transform in [32]. This technique is robust at low SNR, and no matric decomposition is required. In addition, one snapshot localization method using discrete fractional Fourier transform has been proposed in [33] and [34]. This technique classifies and estimate mixed sources. An autocorrelation analysis and sources localization using cyclostationary features has been conducted in [35].

Another remedy to source solution at low SNR is to intuitively adopt source feature with lesser noise sensitivity. The relative transfer function (RTF), which is the ratio of signal transfer function (STF) of two radiating elements, is proven a potential source feature. RTF can be estimated via biased estimator that explore cross power spectral that exist between two elements [36], thereby makes it robust. Hence, recently developed source localization methods [36], [37], [38], [39], [40] and tracking methods [41], [42] have used it. RTF is source position dependent, due to its definition only at a signal source. Whereby, RTF is majorly employed to solve one-source localization problems [43], [44]. Lately, RTF dependent multiple source localization methods that perform pre-processing for the detection of the single source prior single source localization, have been proposed by Li et al [45], [46].

Contrary to past works in literature, the novelities of this paper are encapsulated as follows. Incited by RTF, this article describes the relative signal pressure as ratio of the signal pressure on the surface of SAA to the pressure at the origin. An approach with high level of robustness for the estimation of this quantity is presented. At far-field, the conventional MUSIC scheme is re-modeled employing relative pressure estimates as the input. The proposed technique (codenamed RP-MUSIC) is demonstrated to have the ability to estimate multi-source DoAs having appreciable level of robustness to noise. In addition, because of the relative signal pressure
with respect to origin is a normalized pressure, the presented
scheme can be expressed in SH domain. Therefore, a relative
signal pressure based SH MUSIC method (abbreviated as
SH-RP-MUSIC) is proposed. This method has frequency-
smoothing step for enhanced accuracy. SH-RP-MUSIC eases
Bessel zero problem in open sphere because of its robustness
to noise. Finally, both SH-RP-MUSIC and RP-MUSIC have
another ability to estimate active signal sources when practical
SNRs are present.

II. MATHEMATICAL FORMULATION OF SIGNAL MODEL

A. FORMULATION OF PROBLEM

Let us consider an SAA with polar coordinates $x_i = (r, \theta_i, \phi_i), i = 1, \ldots, M$, from
the origin, as shown in Figure 2. Assuming there are $V$
active sources situated at far field of SAA at angles $\varphi_i =
(\theta_i, \phi_i), \nu = 1, \ldots, V$, with azimuth $\phi_i$ and inclination
elevation $\theta_i$. Therefore, the pressure of signal at the $i$-th
element in frequency domain is described as,

$$\bar{P}(x_i, k) = P(x_i, k) + n(x_i, k)$$

$$= \sum_{v=1}^{V} s_v(k) e^{ikx_i} + n(x_i, k) \quad (1)$$

where $k$ denotes the wave number ($k = 2\pi f / c$), $c$ represents
the speed of light, $f$ is the frequency, $P(x_i, k)$ and $\bar{P}(x_i, k)$ are
the noiseless and noisy pressure of signal, respectively. $s_v(k)$
is the $v$-th source signal detected from the origin, $n(x_i, k)$ is
additive noise present at $i$-th element, and the wavenumber
is expressed as $k_v = (k\cos\theta_i \sin\phi_i, k\sin\phi_i, k\cos\theta_i)^T$.

Note that Equation (1) assumes free field propagation, and
expressed in form of vector as

$$P(k) = G(k) s(k) + n(k) \quad (2)$$

where $P(k)$ represents a vector with size $M \times 1$ of signal pressure
observed at the antennas, $n(k)$ represents $M \times 1$ vector of
noise, $s(k)$ represents source signal vector $V \times 1$ of the
signal source,

$$s(k) = [s_1(k), s_2(k), \ldots, s_V(k)]^T. \quad (3)$$

The $G(k)$ parameter in Equation (2) represents the $M \times V$
steering matrix,

$$G(k) = [g_1(k), g_2(k), \ldots, g_M(k)]^T \quad (4)$$

where $g(k) = [e^{ikx_1}, e^{ikx_2}, \ldots, e^{ikx_M}]^T$ denotes the steering
vector of antenna. Recall the additive noise in Eqn. (1)
is considered as non-directional (with random white noise as
an example), else, the directional noise is considered as added
sources for localization. This article attempted the estimation of
the unknown DoAs of entire signal sources, which are active i.e., $(\theta_i, \phi_i), \nu = 1, \ldots, V$, together with the estimation
of number of signal source $V$, using noisy source data.

Presently, the subspace MUSIC algorithm is a popular and
often used method to resolve the problem. Conversely, the
conventional MUSIC method suffers two main deficiencies.

B. DESCRIPTION OF RELATIVE SIGNAL PRESSURE

The introduction of relative signal pressure (RSP) of SAA
is given in this subsection. Considering the $i$-th antenna on
SAA in Figure 2. The RSP associated with the signal pressure
situated at the origin of the spherical array $x_o = (0, 0, 0)$, can
be expressed as

$$Q(x_i, k) = P(x_i, k) / P(x_o, k), \quad i = 1, \ldots, M \quad (5)$$

Equation (5) requires that the data is available at the origin.
Conversely, some configured arrays, like rigid spherical
arrays [47], have antennas on the surface of the array. In such
case, the pressure is approximated at the origin of the array
as a summation of all elements on the array surface as

$$P(x_o, k) \approx \frac{1}{M} \sum_{i=1}^{M} P(x_i, k) \quad (6)$$

Note, for single source, $V = 1$, the RSP of two elements
equals its relative transfer function [43],

$$Q(x_i, k) = P(x_i, k) / P(x_o, k) = \frac{s(k) A(x_i, k)}{s(k) A(x_o, k)} = \frac{A(x_i, k)}{A(x_o, k)} \quad (7)$$

where $s(k)$ denotes the source signal, $A(x_i, k)$ and $A(x_o, k)$
denotes the transfer function of the EM wave emanated from
the signal source to the elements, respectively, furthermore,$A(x_i, k)$ and $A(x_o, k)$ represents the relative transfer function
between two elements. Conversely, the RSP is no longer
associated with relative transfer function where $V > 1$ signal
sources.
C. RSP ESTIMATION

To compute the RSP by the ratio of two antenna pressure containing significant errors at low SNRs, specifically when the denominator pressure of Eqn. (5) becomes low. In this subdivision, we overcome the problem by proposing another RSP estimate, where the two scenarios i.e. ideal (no noise scenario) and practical (with noise scenario) are considered. The two scenarios are described as follows.

1) IDEAL SCENARIO (ENVIRONMENT WITHOUT NOISE)

The real description of Eqn. (5) is given as

\[ Q(x_i, k) = \frac{P(x_i, k) P^s(x_o, k)}{|P(x_o, k)|^2} \]  \( (8) \)

If the signal source is stationed or partially dynamic over a short period of time, then Eqn. (8) can be represented as

\[ Q(x_i, k) = \frac{S_{pp_p}(k)}{S_{pp_o}(k)} \]  \( (9) \)

where

\[ S_{pp_p}(k) = E[P(x_o, k) P^s(x_o, k)] \]  \( (10) \)

represents power spectral density of \( P(x_o, k) \), \( E[\cdot] \) is the operator of statistical expectation, and

\[ S_{pp_o}(k) = E[P(x_i, k) P^s(x_o, k)] \]  \( (11) \)

is the cross power spectral density between \( P(x_i, k) \) and \( P(x_o, k) \).

2) PRACTICAL SCENARIO (ENVIRONMENT WITH NOISE)

Substituting Eqn. (1) into Eqn. (9), the noisy RSP is

\[ \bar{Q}(x_i, k) = \frac{S_{pp_p}(k)}{S_{pp_o}(k)} \]  \( (12) \)

where \( S_{pp_p}(k) \) and \( S_{pp_o}(k) \) denotes noisy power spectral density and cross power spectral density, respectively, both \( S_{pp_p}(k) \) and \( S_{pp_o}(k) \) can further be expressed by adding components of noise and signal as

\[ S_{pp_p}(k) - S_{pp_p}(k) S_{pp_o}(k) = S_{pp_p}(k) + S_{n_p}(k) \]  \( (13) \)

where

\[ S_{pp_p}(k) - S_{pp_p}(k) S_{pp_o}(k) = E[n(x_o, k) n^s(x_o, k)] \]  \( (14) \)

represents the noise density of power spectrum at the pilot element. Eqn. (13) is with the assumption that the source signal and coherent noise signal are not correlated, in such a way that their cross power spectral density between the elements is zero. Putting Eqn. (13) into Eqn. (12), results to noisy RSP,

\[ \bar{Q}(x_i, k) = \frac{S_{pp_p}(k)}{S_{pp_o}(k) + S_{n_p}(k)} \]  \( (15) \)

If Eqn. (15) is divided by Eqn. (9), the following relationship between the noisy and noiseless RSP is derived as

\[ \bar{Q}(x_i, k) = Q(x_i, k) \mathcal{P}(k) \]  \( (16) \)

where

\[ \mathcal{P}(k) = \frac{T(x_o, k)}{T(x_o, k) + 1} \]  \( (17) \)

depends on SNR at the array origin, i.e. \( T(x_o, k) = S_{pp_p}(k)/S_{n_p}(k) \), while the dependency of \( \mathcal{P}(k) \) on \( x_o \) is neglected for easy computation. As we have in relative transfer function, the RSP expressed by the power spectral density between elements also show high level of robustness to noise.

III. RELATIVE SIGNAL PRESSURE BASED MUSIC

A method for the estimation of DoAs with RSP based on the conventional MUSIC approach scheme is outlined in this section.

A. RSP AT FAR FIELD

If we substitute the signal pressure by plane wave model into Eqn. (5), then the linear expression of RSP in an ideal environment is

\[ Q(x_i, k) = \sum_{v=1}^{V} S_v(k) e^{-jk^T x_i} \]  \( (18) \)

where

\[ S_v(k) = \frac{S_v(k)}{\sum_{v=1}^{V} S_v(k)} \]  \( (19) \)

Represents the component relative to the v-th source signal out of other sources. Eqn. (18) expressed as

\[ \bar{Q}(x_i, k) = V^T(k) \bar{s}(k) \]  \( (20) \)

where \( \bar{s}(k) \) is a vector, \( V \times 1 \), expressed as

\[ \bar{s}(k) = [\bar{s}_1(k), \bar{s}_2(k), \ldots, \bar{s}_v(k)]^T \]  \( (21) \)

\( V_v(k) \) denotes steering vector. Putting Eqn. (20) into Eqn. (16), then the noisy RSP is expressed as

\[ \bar{Q}(x_i, k) = V^T(k) \bar{s}(k) \mathcal{P}(k) \]  \( (22) \)

If we consider the entire M elements, Eqn. (22) is described in form of matrix,

\[ \bar{Q}(k) = V(k) \bar{s}(k) \mathcal{P}(k) \]  \( (23) \)

\( \bar{Q}(k) \) is the noisy RSP vector of all the channels of the antennas, \( V(k) \) is the steering matrix of Eqn. (4), and \( \mathcal{P}(k) \) represents the scalar of Eqn. (17).
B. RP-MUSIC: MUSIC BASED ON RSP

The MUSIC method for the localization of multi-source is developed in this subsection using the RSP in Eqn. (23). Computing the noisy RSP $M \times M$ covariance matrix,

$$S_\hat{Q}(k) = \mathbb{E}[\hat{Q}(k)\hat{Q}^H(k)] = V(k)R_s(k)V^H(k)$$

where

$$R_s(k) = \mathbb{E}[\hat{s}(k)\hat{p}(k)z^H(k)p^*(k)]$$

is a matrix with full rank. In practical scenario, the eigenvalues and eigenvectors that uses a SVD (singular value decomposition) of the covariance matrix can be obtained as

$$S_\hat{Q}(k) = \begin{bmatrix} \bar{U}_s & \bar{U}_n \end{bmatrix} \begin{bmatrix} \Sigma_s & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \bar{U}_s^H \\ \bar{U}_n^H \end{bmatrix}$$

for convenience sake, we omitted the frequency dependency. The covariance matrix of Eqn. (24) has no parameter that corresponds to noise, as compared with the conventional MUSIC algorithm. The analysis presented above demonstrated how the developed RP-MUSIC exhibits higher variation between the eigenvalue that corresponds to the subspaces of $\bar{U}_s$ and $\bar{U}_n$, respectively. Higher difference between the sorted eigenvalues makes the estimation of number of sources easier and does not require prior knowledge again. The step-by-step algorithm that considers wide band frequency is presented in Algorithm 1.

Algorithm 1 RP-Music

| Input: Data or measurements in time domain. |
| Output: Estimation of DoA. |
| a) Transform the data to short-time Fourier transform domain. |
| b) Compute the RSP |
| c) Use eigenvalues for estimation of number of sources. |
| d) For $k = 1, 2, \ldots, \text{do until:}$ |
| 1) Computation of covariance matrix $S_P(k)$. |
| 2) Subspace $\bar{U}_n^H$ computation using singular vector decomposition. |
| 3) Over a particular space, calculate the pseudo spectrum, $M(k,y_s) = \frac{1}{\bar{U}_n^H(k,w(k,y_s))}$. |
| e) Spectrum averaging for a wide frequency band, $\tilde{M}(y_s) = \frac{1}{K} \sum_{k \in D_1} M(k,y_s)$. |
| f) Searching of $V$ peaks of the spectrum using $\tilde{M}$ to achieve the DoA. |

IV. SH-RP-MUSIC: RSP BASED MUSIC IN SPHERICAL HARMONIC DOMAIN (SHD)

In this section, the developed RP-MUSIC method is transformed into SH-RP-MUSIC. This allows decorrelation of the coherent source signal using frequency smoothing towards enhanced accuracy of localization.

A. SHD

The RSP measurement over the antenna array, $\hat{Q}(x_i, k)$, $i = 1, \ldots, M$, can be converted to SH domain by an orthogonal spatial functions [48],

$$\hat{Q}(x_i, k) = \sum_{n=0}^{N} \sum_{m=-n}^{n} \tilde{\beta}_{nm}(k)j_n(kr)Y_{nm}(\theta, \phi)$$

where $m$ and $n(\geq 0)$ represent the integers, $\tilde{\beta}_{nm}(k)$ denotes the SH coefficient, $j_n(\cdot)$ represents the spherical Bessel function, $N = \lceil kr \rceil$ denotes the truncated order [49].

$$Y_{nm}(\theta, \phi) = \sqrt{\frac{(2n+1)(n-m)!}{4\pi(n+m)!}} P_{nm}(\cos\theta)e^{im\phi}$$

Eqn. (28) is the SH function, $P_{nm}(:,)$ represents the Legendre function. The coefficients of SH, $\tilde{\beta}_{nm}(k)$, defining signal field in SH domain is measured by a SAA ($M$ discrete antennas),

$$\tilde{\beta}_{nm}(k) = \frac{1}{j_n(kr)} \sum_{i=1}^{M} a_i \hat{Q}(x_i, k) Y_{nm}(\theta_i, \phi_i)$$

$a_i$ is the weight of individual element ensuring orthogonality at the right side. The conventional SH decomposition of the noisy signal pressure, SH-MUSIC method [10], has Bessel zero problem because of the spherical Bessel function $j_n(kr)$ that is incorporated with little input for the output to tend towards zero crossings. As such, the component of noise in the SH coefficients measurement is highly amplified. In contrary, it results to lesser problem by the SH decomposition in Eqn. (29) because the sensitivity of the RSP to noise is lesser.

B. SH-RP-MUSIC IN CONJUNCTION WITH FREQUENCY SMOOTHING

The steering vector in Eqn. (22) associated with $\nu$-th signal source is transformable into SH domain [50], [51],

$$e^{-jkr\nu} = \sum_{n=0}^{N} \sum_{m=-n}^{n} 4\pi i^m Y_{nm}^\nu(\varphi) j_n(kr) Y_{nm}(\theta, \phi) .$$

If we substitute Eqns. (27) and (30) into Eqn. (22), the equation of the SH coefficients of the noisy RSP can be derived as

$$\tilde{\beta}_{nm}(k) = y_{nm}(k)\tilde{s}(k)P(k)$$

$\tilde{s}(k)$ represents the vector of Eqn. (21), $y_{nm}(k)$ denotes the steering vector at degree $m$ and order $n$ associated with each source,

$$y_{nm}(k) = 4\pi \left[ i^m Y_{nm}^\nu(\varphi_1) , i^n Y_{nm}^\nu(\varphi_2) , \ldots , i^n Y_{nm}^\nu(\varphi_V) \right] .$$

(32)

It can be noted that Eqn. (31) has only one SH mode. If all cases associated to the N-th order are combined, then Eqn. (32) can be written in form of matrix

$$\tilde{B}(k) = Y(k)\tilde{s}(k)P(k)$$

(33)
where \( Y(k) \) represents the \((N+1)^2 \times V\) steering matrix in SH domain,
\[
Y(k) = [y_{00}(k), y_{1-1}(k), \ldots, y_{NN}(k)]^T.
\] (34)

The matrix of correlation of noisy SH coefficients over a source time-dependent source signal is described as
\[
S_{\hat{\mathbf{S}}} = \mathbb{E}\{\hat{\mathbf{B}}(k)\hat{\mathbf{S}}^H(k)\} = Y(k)R_S(k)Y^H(k)
\] (35)

where \( R_S(k) \) and \( Y(k) \) denote covariance matrix and steering matrix that have frequency and angular parts, correspondingly. The MUSIC method assumed \( R_S(k) \) matrix in full rank. Conversely, such supposition may not align with practical because multi-source data may be coherent as
\[
\text{rank} \, R_S(k) < V. \tag{36}
\]

It is a general merit that both angular varying and frequency varying components are uncoupled in SH domain. Therefore, the source signal (coherent) is decorrelated via the implementation of the frequency smoothing, which calculate the covariance matrix (smoothed) to be medial of the covariance matrices at various bands of frequency [50],
\[
\hat{S}_P = \frac{1}{K} \sum_{k=1}^{K} S_{\hat{\mathbf{S}}}(k) = Y(k)\tilde{R}_S(k)Y^H(k)
\] (37)

where
\[
\tilde{R}_S(k) = \frac{1}{K} \sum_{k=1}^{K} R_S(k)
\] (38)

where frequency bins \( K \) were explored. In addition, we decomposed the smoothed covariance matrix by the use of SVD, and pseudo-spectrum is computed in order to end the estimation of DoA from multiple sources. The systematic step-by-step of SH-RP-MUSIC approach is presented in Algorithm 2.

**Algorithm 2 SH-RP-Music**

Input: Data or measurements in time domain.

Output: Estimation of DoA.

a) Transform the data to STFT domain.
b) Compute the RSP
c) Compute the coefficients of SH.
d) For \( k = 1, 2, \ldots \), do up to:
   e) Computation of covariance matrix \( S_{\hat{\mathbf{S}}}(k) \).
   f) Compute the smoothed covariance matrix,
      \[
      \hat{S}_P = \frac{1}{K} \sum_{k=1}^{K} S_{\hat{\mathbf{S}}}(k).
      \]
   g) Use eigenvalue to compute the number of sources.
   h) Compute the subspace \( U_n \).
   i) Compute pseudo-spectrum \( \hat{M}(\hat{\mathbf{S}}) \).
   j) Searching of \( V \) peaks of the spectrum using \( \hat{M} \) to achieve the DoA.

V. NUMERICAL EXPERIMENT, RESULTS, AND DISCUSSION

In this section, the evaluation and analysis of the developed RP-MUSIC and SH-RP-MUSIC algorithms are presented. Different numerical simulation scenarios were conducted to test the effectiveness of the developed methods as presented in Algorithms 1 and 2 accordingly. In addition, measured data from experiment, which in the end, is the ground truth to test any procedure are also used to demonstrate the effectiveness of RP-MUSIC and SH-RP-MUSIC.

A. SIMULATION DATA

A 32-element SAA of radius 4.2 cm and operating at 8 GHz, is simulated using CST as contained in [2]. Some active sources are simultaneously active. The incoming signals are measured by the SAA. An open spherical array was used for convenience, but the proposed method can be extended to rigid arrays directly whenever the scattering factor is added to the method. Data were generated from the CST [2] while RP-MUSIC and SH-RP-MUSIC were implemented in Matlab 2021b. The time domain data generated are observed using the SAA, and are impaired by noise that is randomly generated at all the elements on the array. STFT was employed to transform the data to frequency domain. Sixteen SH modes corresponding to third order \( N = [kr] \) are used by the RP-MUSIC and SH-RP-MUSIC algorithms. While computing the RSP, it is assumed that the EM wave is not moving for around 0.1 s. Welch algorithm [52] is utilized for the calculation of the power spectral density and cross power spectral density using 0.017 s windows with 50% overlap.

B. PERFORMANCE METRICS AND BASELINE APPROACHES

RP-MUSIC and SH-RP-MUSIC methods are evaluated and compared with three multiple source localization methods using source feature of the relative harmonic coefficients. The three methods are (a) conventional SHD-MUSIC [53], (b) signal pressure based MUSIC in [54], and (c) the method developed in [52]. For convenience sake, the MUSIC based methods are abbreviated to RP-MUSIC, SH-RP-MUSIC, SH-MUSIC, and MUSIC. The other method in [52] is appreciably non-identical with the MUSIC dependent approaches because it uses a pre-processing method for components detection where a source is active. Principally, all the methods of localization in this paper samples 2-D space. The azimuth and elevation grids are divided (ensuring uniformity) into 90 samples to achieve total sum of 8100 samples.

The experiments that follow implement the methods until \( N_{tot} > 1 \) times for consistency in the results. Each test employs the signal sources situated at randomly observed DoAs. Two qualitative metrics were used to evaluate the performance of the methods. First is the success ratio (SR), defined as
\[
SR = \frac{N_{sus}}{N_{tot}} \times 100\% \tag{39}
\]
TABLE 1. Distortion of signal pressure and RSP at different SNRs using Eqns. (41) and (42).

| Error         | SNRs (dB) |
|---------------|-----------|
| Error_{N_P}   | 5         | 10        | 15        | 20        | 25        |
| -0.50         | -1.48     | -3.12     | -5.23     | -7.74     |
| Error_{N_Q}   | 11.16     | 8.69      | 6.17      | 3.68      | 1.22      |

where N_{stat} represents the number of event that were detected successfully for the entire V sources. Bigger SR implies that the method has bigger capability for sources localization in the condition. The second metric is MAEE (mean absolute estimated error) between the estimate and actual DoAs. It can be expressed as

\[
\text{MAEE} = \frac{1}{2VN_{\text{stat}}} \left( \sum_{m=1}^{V} \sum_{v=1}^{V} |\theta_{\text{act}}^m(v) - \theta_{\text{esti}}^m(v)| + |\theta_{\text{act}}^m(v) - \theta_{\text{esti}}^m(v)| \right) .
\] (40)

It is the measurement of the average numerical accuracy over the N_{stat}.

C. VERIFICATION

Using the data obtained from simulations, we can compute the distortion over STFT as

\[
\text{Error}_{N_P} = 10 \log_{10} \left( \frac{1}{MFT} \sum_{i=1}^{T} \sum_{k=1}^{F} \sum_{t=1}^{M} \Delta P_i(x,k) \right) \] (41)

\[
\text{Error}_{N_Q} = 10 \log_{10} \left( \frac{1}{MFT} \sum_{i=1}^{T} \sum_{k=1}^{F} \sum_{t=1}^{M} \Delta Q_i(x,k) \right) \] (42)

where M, F, and T represent total elements of the array, frequency bins, and time, respectively, while i, k, and t are the respective index number. The errors associated with RSP and direct signal pressure (DSP), at different SNRs are presented in Table 1. Each figure in the Table is an average of five tests conducted. It can be seen that the measurement of RSP and pressure exhibit higher distortions as the SNR reduces. Conversely, it can be observed that the distortion of RSP is around 9 dB lesser than the signal pressure, which is an indication of an enhanced robustness to noise.

D. ACTIVE SOURCES ESTIMATION

Based on Eqn. (26), the higher the variation between the computed eigenvalues enhances the number of signal sources estimation. Before analyzing the accuracy of localization, at first, we can estimate the number of unknown source from the available multiple source data. Considering the four MUSIC based algorithms, the normalized eigenvalues are as depicted in Figure 3. The original condition is one with 3 signal sources having the elevation and azimuth (150°, 260°), (31°, 69°), (96°, 102°), respectively. The eigenvalues for RP-MUSIC and MUSIC are set at 32, implying the total number of antennas. In contrary, the dimensions of SH-RP-MUSIC and SH-MUSIC are the total SH modes, which is 16. It can be observed that the eigenvalues associated with RP-MUSIC exhibits relatively wide gap between the third and fourth ones, implying three sources. Conversely, the difference that exist between the third and fourth eigenvalues of the signal pressure is obviously lesser. The issue is higher in the SH domain, where the developed SH-RP-MUSIC exhibit higher differences between the third and fourth eigenvalues. It can be pointed out that the developed algorithms enhance the number of source estimation under a condition. However, it cannot be ensured that a correct estimate can be achieved at lower SNRs (for instance, 5 dB), hence, source number prior knowledge at very low SNRs remains a requirements.

E. DOA ESTIMATION UNDER DIFFERENT SCENARIOS

The developed algorithms assume far-field scenario. Therefore, it becomes important to examine the effect of multi-source to element distance on the developed algorithms. When the distances are increased, other dimension (i.e. length, width, and height) are increased. Three signal sources having (42°, 26°), (18°, 252°), (147°, 220°), elevation and azimuth, respectively, were simulated. The SAA is measured at 10 dB and 30 dB SNR levels and the pseudo-spectrum is plotted directly. Under all the cases, the RP-MUSIC algorithm exhibits better performance with 3 evident peaks (i.e. the source DoAs detected). Contrary to the RP-MUSIC, the SH-RP-MUSIC shows sharper peaks. Conversely, at 10 dB, SH-RP-MUSIC did not localize the three sources as shown in Figure 4, this is due to higher sensitivity of SH-RP-MUSIC to noise as a result of Bessel zero problem.

F. PROPOSED METHODS VERSUS THE CONVENTIONAL MUSIC APPROACHES

In this subsection, the developed MUSIC based methods are compared with the conventional MUSIC methods. The conventional SH-MUSIC in [53] equally employs frequency smoothing. Therefore, the 4 MUSIC methods are implemented using 50 measured data in which multiple sources randomly propagate from chosen set of DoA.

All the approaches are evaluated at different SNRs. Table 2 and Table 3 show the performance at the 10 dB to 30 dB SNRs. It is noticed how localization accuracy degrades as SNR decreases. The developed RP-MUSIC algorithm

\[
\begin{align*}
\text{Error}_{N_P} & = 10 \log_{10} \left( \frac{1}{MFT} \sum_{i=1}^{T} \sum_{k=1}^{F} \sum_{t=1}^{M} \Delta P_i(x,k) \right) \\
\text{Error}_{N_Q} & = 10 \log_{10} \left( \frac{1}{MFT} \sum_{i=1}^{T} \sum_{k=1}^{F} \sum_{t=1}^{M} \Delta Q_i(x,k) \right)
\end{align*}
\]
exhibits close performance with or more worse than the MUSIC algorithm at 10 dB SNR. The reason could be attributed to the associated assumption of the developed RP-MUSIC algorithm may not be valid at lower SNRs. Conversely, in most scenarios, an enhanced level of robustness of RP-MUSIC and SH-RP-MUSIC is observed, as against MUSIC and the SH-MUSIC. In conclusion, the results here demonstrate how the developed methods perform better than the conventional methods. Specifically, the SH-RP-MUSIC perform better than other methods under almost all cases, with a success ratio of about 93% and a MAEE less than 4°.

The developed algorithms exhibit enhanced accuracy of localization at the expense of higher computational cost or complexity in computation. This is due to RSP computation. For verification, the complexity is measured via direct estimate of time cost over 10 concurrent scenarios, employing Matlab installed on a personal computer (PC); Intel CPU, Core i7-8565U, 8th Gen., RAM 16 GB, 1 Terabyte. For a 4 sec. long measurement, the time taken (in term of run time) by both MUSIC and SH-MUSIC methods are 3.2 s and 5.9 s, respectively. In contrary, the time taken by RP-MUSIC and SH-RP-MUSIC methods are 4.8 s and 7.8 s, respectively. SH-MUSIC and SH-RP-MUSIC methods take longer time than MUSIC and RP-MUSIC algorithms, due to expensive transformation of the array signals into SH domain.

G. MULTIPLE SOURCE LOCALIZATION METHOD DEVELOPED IN [52] VERSUS THE PROPOSED METHODS

The developed MUSIC based methods concurrent multiple source data. In this subsection, the developed methods are compared with another kind of technique in [52]. The reference [52] is used as baseline. This method is made up of two steps. The first step implements the pre-processing stage for the detection of single source STFT bins. Furthermore, a single source localization is implemented for a specific single source STFT bins detected. The above investigations
employs source data obtained from 3 sources only. In this article, various source numbers are taken into account. Table 4 and 5 show the MAEEs of each method at 20 dB. The results in the Table are calculated with 50 measurements. Evidently, the success ratio reduces as the source’s number increases. Specifically, at 4 source’s number, there is degradation in the developed RP-MUSIC. This is due to difficulty in differentiating the adjacent sources for a bigger number of sources within the neighborhood. There is degradation in the baseline method for larger number of sources due to the remaining less single source bins or frames accessible for the localization of single source. Tables 4 and 5 show that the developed methods, particularly the SH-RP-MUSIC performs better than the baseline method under most cases.

H. VERIFICATION WITH MEASURED DATA FROM EXPERIMENT

Here, the measured data obtained from experiment is used for the validation and efficiency of the developed methods in practice. The experiment was conducted according to [10] to incorporate mutual coupling effect [9], [55]. The fabricated SAA is adopted [3] built to generate multiple source data. The SAA is an antenna array with reflection generated on its surface, and are not negligible. Hence, the measurement of SH coefficient in Eqn. (29) has to be modified [56] as

$$\bar{\beta}_{nm}(k) = \frac{1}{b_n(kr)} \sum_{i=1}^{M} a_i \bar{Q}(x_i, k) Y^*_{nm}(\theta_i, \phi_i)$$

(43)
where
\[ b_n(kr) = j_n(kr) - \frac{f_n(kR)}{h_n(kR)}h_n(kr) \] (44)

\( R \) denotes the antenna array radius, \( j_n(\cdot) \) and \( h_n(\cdot) \) are the partial derivative of spherical Bessel and Hankel function, correspondingly.

The proposed methods employ similar parameter setting as indicated in the simulation scenarios for the processing of measured data. At first, we computed the number of source via eigenvalues calculation via the developed algorithms. The number of sources under consideration are 3, and 4. The instances of the sorted eigenvalues for 3 and 4 sources are presented in Figure 5. The actual number of source is easily

| TABLE 4. Multiple source localization error with different number of sources using MAEE metric. |
|---|---|---|---|
| MAEE of Techniques | 2 | 3 | 4 |
| Baseline [52] | 4.33 | 3.44 | 2.91 |
| RP-MUSIC | 1.67 | 1.61 | 1.80 |
| SH-RP-MUSIC | 1.36 | 1.47 | 2.28 |

| TABLE 5. Multiple source localization error with different number of sources using SR metric. |
|---|---|---|---|
| MAEE of Techniques | 2 | 3 | 4 |
| Baseline [52] | 1.01 | 0.99 | 0.93 |
| RP-MUSIC | 1.07 | 0.99 | 0.75 |
| SH-RP-MUSIC | 1.11 | 1.07 | 0.99 |

**FIGURE 5.** Normalized eigenvalues computed using measurements. (a) SH-RP-MUSIC with 3 sources, (b) RP-MUSIC with 3 sources, (c) SH-RP-MUSIC with 4 sources, and (d) RP-MUSIC with 4 sources.
estimated via the sorted eigenvalues. Secondly, the accuracy of localization is evaluated. For each scenario, 10 instances of randomly chosen units from the SAA in Figure 3 are employed for measurements. The MAEE computed for each scenario is presented in Figure 6. The average MAEE for 10 scenarios is around $6^0$, which shows that the developed algorithms successfully estimate the DoAs of the source. The accuracy level of measurement based estimation exhibits bigger errors than that of the simulation data. This is because the measurement is practical having non-negligible errors, such as measurement and position errors.

VI. CONCLUSION AND FUTURE WORK
In this paper, multi-source DoA estimation of EM wave impinging SAA under noisy scenario using RSP based MUSIC method in SH domain has been proposed. During the decomposition of the developed method, a frequency smoothing method is made for coherent source signals decorrelation towards enhanced accuracy. Performance evaluation under different conditions using numerical simulations demonstrates the accuracy enhancement and effectiveness when compared with the conventional methods at the expense of small computational cost. Moreover, measured data from experiment, which is the practical truth to examine any procedure shows that the proposed RP-MUSIC and SH-RP-MUSIC methods are motivating enough for practical applications.

In spite of the results emanated from this work, there are still issues begging for research attentions. For instance, at lower level (at about $\leq 5$ dB) of SNR, both RP-MUSIC and SH-RP-MUSIC methods are unable to perform efficiently. One of the possible solutions to be considered in the future is to come up with EM signal feature using RSP and use it as input to a learning scheme (convolutional neural network), so as to attain enough accuracy of localization under the severely low SNRs.
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