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Abstract

Recently, users who search on the web are targeting to more complex tasks due to the explosive growth of web usage. To accomplish a complex task, users may need to obtain information of various entities. For example, a user who wants to travel to Beijing should book a flight, reserve a hotel room, and survey a Beijing map. A complex task thus needs to submit several queries in order to seeking each of entities. Understanding complex tasks can allow a search engine to suggest related entities and help users explicitly assign their ongoing tasks.

1 Introduction

The requirement of searching for complex tasks dramatically increases in current web search. Users not always search for single information need (Liao et al., 2012). To accomplish a real-life complex task, users usually need to obtain various information of distinct entities on the web. In this paper, we define the necessary entities for a complex task as task-intrinsic entities. For example, a complex task “travel to Beijing” has at least three task-intrinsic entities, including a flight ticket, hotel room, and maps. Therefore, users need submit several queries in order to seek all of the necessary entities. However, conventional search engines are careless of latent complex tasks behind a search query. Users are guided to search for each task-intrinsic entity one by one to accomplish their complex task inefficiently.

Figure 1 shows a complex task consisting of a task name “travel to Beijing” and several task-intrinsic entities. A task name is composed of a task event and a task topic. The task event triggers users to perform exploratory or comparative search behaviors such as “prepare

...
We divide the problem into the following three major sub-problems.
1. Find task-intrinsic entities for the complex task.
2. Generate a task name for the complex task.
3. Suggest proper search results covering all desired entities for the complex task.

The above three problems are very important but non-trivial to solve. In this preliminary work, we only focus on first two sub-problems. We proposed an entity-driven complex task model (ECTM) to automatically generate complex task names and related task-intrinsic entities. To evaluate our proposed ECTM, we conducted experiments on a large dataset of real-world query logs. The experimental results show that our ECTM is able to identify a comprehensive complex task name with the task-intrinsic entities and help users accomplish the complex task with less effort.

2 Related Work

Recent studies show that about 75% of search sessions searching for complex tasks (Feild and Allan, 2013). To help users deal with their complex search tasks, researchers devoted their efforts to understand and identify complex tasks from search sessions. Boldi et al. (2002) proposed a graph-based approach to dividing a long-term search session into search tasks. Guo and Agichtein (2010) made the attempt to investigate the hierarchical structure of a complex task with a series of search actions based on search sessions. Cui et al. (2011) proposed random walk based methods to discover search tasks from search sessions. Kotov et al. (2011) noticed that a multi-goal task may require a user to issue a series of queries, spanning a long period of time and multiple search sessions. Thus, they addressed the problem of modeling and analyzing complex cross-session search tasks. Lucchese et al. (2011) tried to identify task-based sessions in query logs by semantic-based features extracted from Wiktionary and Wikipedia to overcome lack of semantic information. Ji et al. (2011) proposed a graph-based regularization algorithm to predict popular search tasks and simultaneously classify queries and web pages by building two content-based classifiers. White et al. (2013) improved the traditional personalization methods for search-result re-ranking by exploiting similar tasks from other users to re-rank search results. Wang et al. (2013) addressed the problem of extracting cross session tasks and proposed a task partition algorithm based on several pairwise similarity features. Raman et al. (2013) investigated intrinsic diversity (ID) for a search task and proposed a re-ranking algorithm according to the ID tasks. A complex task consists of several sub-tasks, and each sub-task goal may be composed of a sequence of search queries. Therefore, modeling the sub-tasks is necessary for identifying a complex task. Klinkner (2008) proposed a classification-based method to divide a single search session into tasks and sub-tasks based on the four types of features, including time, word, query log sequence, and web search. Lin et al. (2012) defined a search goal as an action-entity pair and utilized web trigram to generate fine-grained search goals. Agichtein et al. (2012) conducted a comprehensive analysis of search tasks and classified them based on several aspects, such as intent, motivation, complexity, work-or-fun, time-sensitive, and continued-or-not. Jones and Yamamoto et al. (2012) proposed an approach to mining sub-tasks for a task using query clustering based on bid phrases provided by advertisers. The most important difference between our work and previous works is that we further try to generate task names with related task-intrinsic entities. To the best of our knowledge, there is no existing approach to utilizing microblogs in dealing with task identification and generating human-interpretable names.

3 Entity-driven Complex Task Model

3.1 Problem Formulation

Given a query $q$, we aim to identify the complex task for the query. Since the single query is not able to describe a complex task. Our proposed ECTM model introduces an expanded query set $Q_t$ for helping identify the task $t$. Thus, $P(t|q)$ can be formulated as follows:

$$P(t|q) = \sum_{Q_t} P(Q_t|q)P(t|Q_t, q)$$  

(1)

Since the expanded query set $Q_t$ always contain
the input query $q$, the Equation (1) can thus be approximated as:
$$P(t|q) = \sum_{Q_t} P(Q_t|q)P(t|Q_t).$$
(2)
where $P(Q_t|q)$ is the query expansion model. For $P(t|Q_t)$ we utilize a set of microblog posts $m$ for identifying the complex task $t$ and obtain the following equation:
$$P(t|Q_t) = \sum_{m} P(m|Q_t)P(t|m, Q_t).$$
(3)
For $P(t|m, Q_t)$ in Equation (3), the query set $Q_t$ can be omitted since the microblog post set $m$ contains $Q_t$. The Equation (3) can thus be modified as follows:
$$P(t|Q_t) = \sum_{m} P(m|Q_t)P(t|m).$$
(4)
Finally, the ECTM can be obtained as follows:
$$P(t|q) = \sum_{Q_t} P(Q_t|q)\sum_{m} P(m|Q_t)P(t|m).$$
(5)
where $P(Q_t|q)$ is the query expansion model, $P(m|Q_t)$ is microblog retrieval model, and $P(t|m)$ is task identification model. In the following section, we will describe the three models in detail respectively.

3.2 Query Expansion Model

In fact, only using a single query is insufficient to identify the latent complex task. We thus try to extract task-coherent queries from search sessions. According to our observation, users may persistently search for the same complex task in a period of time. However, users may also simultaneously interleave search for multiple different tasks (MacKay and Watters, 2008; Liu and Belkin, 2010). Therefore, identifying task-coherent queries from search sessions is an important issue. We perform the following processes in order to extract task-coherent queries.

Given a query log and an input query $q$, we first separate queries in the log into search sessions with the time gap of 30 minutes. We extract search sessions containing the input query $q$ and then obtain a set of sessions $S_q$. To extract task-coherent queries $Q_t$ from the session set $S_q$, we employ log-linear model (LLM) with the following three useful features:

**Average Query Frequency:** In most cases, the frequency of queries can reflect their importance. To avoid a long session resulting in high query frequency, we calculate the normalized query frequency as:
$$f_{AQ\text{Frequency}}(q_t) = \frac{1}{|S_{q_t}|} \times \sum_{s \in S_{q_t}} \frac{freq(q_t, s)}{|s|},$$
(6)
where $freq(q_t, s)$ is the frequency of the query $q_t$ in session $s$, $S_{q_t}$ is the sessions containing $q_t$, $|s|$ is the number of queries in session $s$, and $|S_{q_t}|$ is the number of sessions containing query $q_t$ in the set $S_{q_t}$.

**Session Coverage:** The queries occurring in several sessions are possible candidates in terms of task-coherence. In order to favor queries occurring in many sessions, we use average session frequency, which can be calculated as follows:
$$f_{AS\text{Frequency}}(q_t) = \exp \left( \frac{\log |S_{q_t}|}{\log |S_q|} \right),$$
(7)
where $|S_q|$ is the number of sessions containing the input query $q$ in the set $S_q$, $|S_{q_t}|$ is the number of sessions containing query $q_t$ in the set $S_{q_t}$, and $\exp(\cdot)$ is the exponential function.

**Average Query Distance:** Since queries which close to the input query in a search session may have high task-coherence for the latent complex task. We thus use normal distribution to estimate the task-coherence for each query:
$$f_{AQ\text{Distance}}(q_t) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{d^2}{2\sigma^2}},$$
(8)
where $\sigma$ is standard deviation (is empirically set 0.2 in this work), $d$ is the average number of queries between $q_t$ and input query $q$ in sessions.

We employ log-linear model to calculate the probability of each candidate task-coherent query based on the features described above:
$$P(q_t; W) = \frac{\exp(\sum_{i=1}^{||F||} w_i f_i(q_t))}{Z(Q_t)},$$
(9)
where $Q_t$ is the set of all candidate queries in the session set $S_q$, $|F|$ is the number of used feature functions $f_i(q_t)$, $W$ is the set of weighting parameters $w_i$ of feature functions, and $Z(Q_t)$ is a normalizing factor set to the value $Z(Q_t) = \sum_{q_t \in Q_t} \exp(\sum_{i=1}^{||F||} w_i f_i(q_t))$.

3.3 Microblog Retrieval Model

Since the task names are not always observable in the expanded query set $Q_t$, we thus need further expanding $Q_t$ by retrieving microblog posts. The basic idea is that a microblog post containing all queries in $Q_t$ may also contain the task name (see the example in Table 1). In fact, the queries in the query set $Q_t$ usually consist of a topic name and a task-intrinsic entity. For example a query “北京機票 (Beijing flight ticket)” contains a topic “北京 (Beijing)” and an entity “機票 (flight ticket)”. Therefore, we first try to extract task-intrinsic entities from the query set $Q_t$ by extracting all common nouns in each of queries. We can thus obtain a list of task-intrinsic
entities \( E_c \) ordered by the occurrence frequency of each entity. Since a microblog post may only contain a part of entities for a complex task, we generate pseudo queries based on all subsets containing two or three entities from top-\( n \) entities of \( E_c \). Finally, we use all generated pseudo queries to retrieve microblog posts.

### 3.4 Task Identification Model

To identify a suitable task name from retrieved microblog posts, there are two steps in this model, including candidate task name extraction and correct task name determination.

#### Candidate Task Name Extraction

For each retrieved microblog post, we first extract all bigrams and trigrams which match the POS (part of speech) patterns listed in Table 2. According to our observation, the POS of a task topic is usually a proper noun \( (N_p) \) and the POS of a task event is usually a transitive verb \( (V_t) \) or common noun \( (N_c) \) or an intransitive verb \( (V_i) \). On the other hand, a task topic may be the most important term in related search sessions \( S \). More specifically, the term with the POS of proper noun and the highest occurrence count in the \( Q_r \). We thus consider the term as a candidate topic (notated as \(<T>\) ) and adopt two related task POS patterns, i.e., \( V_t + <T> + N_c \) and \( <T> + V_i \).

| Topic POS | Event POS | Task POS Pattern |
|-----------|-----------|------------------|
| \( N_p \) | \( V_t + N_c \) | \( V_t + N_p + N_c \) |
| \( V_t \) | \( N_p + V_i \) | \( V_t + N_c \) |
| \( V_i \) | \( V_t + <T> + N_c \) | \( <T> + V_i \) |

Table 2. Adopted POS patterns for extracting candidate task names from microblog posts.

#### Correct Task Name Determination

Different from long-text documents (e.g., webpages), microblog posts are relatively short and hard to find features based on special sections in content (e.g., anchor text, title, or blocks). Therefore, we use five efficient features proposed by Zeng et al. (2004) to extract complex task names from short-text snippets, such as microblog post or search-result snippets. The features proposed by Zeng et al. including Tfidf, phrase length, intra-cluster similarity, cluster entropy, and phrase independence. Furthermore, in this work, we plus two practical features task name coverage (the percentage of microblog posts containing the candidate task name) and chi-square score (Manning, 1999).

Based on the set of extracted candidate task names \( T_q \) for the input query \( q \), we also utilized LLM to select the potential task names with the highest likelihood. The LLM for identifying complex task names is given as follows:

\[
P(t; \Gamma) = \frac{\exp(\sum_{j=1}^{K} \gamma_j k_j(t))}{Z(T_q)}
\]

where \( \Gamma \) is the set of weighting parameters \( \gamma_j \) of feature functions \( k_j(t) \), \( K \) is the number of feature functions \( k_j(t) \). \( Z(T_q) \) is a normalizing factor set to \( \sum_{t \in T_q} \exp(\sum_{j=1}^{K} \gamma_j k_j(t)) \).  

### 4 Experiments

#### 4.1 Data

We use a one-month query logs from the Sogou search engine, which contains 21,422,773 records and 3,163,170 distinct queries. Each record contains user ID, query, clicked URL, user clicked order for the query, and the search-result rank of the clicked URL. We group query records into sessions according to user ID. Since a complex search task may take a long time to accomplish, we used one week as the time gap to split sessions, and finally obtained 264,360 sessions. For microblogs, we collected the top 50 posts for each pseudo query from Weibo.

To evaluate the performance of our proposed ECTM model, we manually selected 30 testing queries from sessions which are searching for complex tasks. For each query, we employ three annotators to label complex task names. Three annotators independently annotated 30 queries. We further examined the labeled results, and unified the similar task names. For instances, “北京旅行 (travel to Beijing)” and “北京旅行 (trip to Beijing)” were be unified to “北京旅遊 (travel to Beijing)”. Table 3 shows an example of testing query with labeled task name and task-intrinsic entities.

| Query       | Labeled Task Name | Labeled Task Intrinsics |
|-------------|-------------------|-------------------------|
| Chinese     |                    |                         |
| 北京旅行社 | 北京旅遊          | 地圖, 天氣, 飯店機票, 行程表 |
| English Translation | travel to Beijing | map, weather, hotel, flight tickets, schedule |

Table 3. An example query “北京旅行社 (Beijing travel agency)” with labeled task name and task-intrinsic entities.
4.2 Compared Methods

We compare our approach with the state-of-the-art phrase extraction approach from short-text snippets (e.g., microblog posts or search result snippets):

- **Cluster_Q_RS (baseline):** The method is proposed by Zeng et al. (2004), which try to identify important phrases from search result snippets. They proposed five features including TFIDF, phrase length, intra-cluster similarity, cluster entropy, and phrase independence.

- **Cluster_EQ_RS:** Since the above method only aim to identify important phrases from a single query, the result should be not fair for the problem addressed in this work. We try to enhance Cluster_Q_RS using expanded search-result snippets proposed in this work.

- **ECTM_RS:** This method further use our suggested POS patterns for extracting candidate task names and use all features proposed in Section 3.4.2.

- **ECTM_MB:** The only difference between this method and the above method is that the method try to identify task names from microblog posts.

4.3 Parameter Selection

The weights of feature functions are learned by five-fold cross-validation based on our labeled data. We use the same weights for the all of following experiments. Furthermore, determining the number of task-intrinsic entities used in generating pseudo queries is most critical in this work. We show the top n average coverage rate and average precision of extracted entities for our 30 testing queries in Figure 2.

![Figure 2: The precision and coverage rate of top n entities used in our microblog retrieval model](image)

We found that using top 5 task-intrinsic entities can achieve the best results. Therefore, for each query, we will generate 20 (i.e., $C_2^5 + C_3^5$) pseudo queries and we retrieved top 10 microblog posts for each pseudo queries (totally 200 posts for each testing query).

4.4 Results of Task Name Identification

We use average top k inclusion rate as the metrics. For a set of queries, its top k inclusion rate is defined as the percentage of the query set whose correct task names occur in the first k identified task names. The overall results are shown in Table 4. We can see that our ECTM_MB outperform other methods. The ECTM_MB can identify correct task names within the first three recommendations. Unsurprisingly, Cluster_Q_RS achieved worst inclusion rate. The reason is that Cluster_Q_RS try to find comprehensive complex task name based on search results from only a single query. Most of task names suggested by Cluster_Q_RS are simple task names i.e., the sub-tasks for the latent complex task, such as “預訂機票 (book flight tickets)”. For ECTM_RS, which is a variation of Cluster_EQ_RS, it achieved slightly better performance by adding the restrictions of POS patterns for extracting candidate task names. Since some identified task names in Cluster_EQ_RS may not semantically suitable, ECTM_RS’s approach can efficiently deal with this problem. Furthermore, we also found that using search-result snippets may generate worse task names than using microblog posts. According to our investigating on the two types of the short-text-snippet resources, the search-result snippets are very diverse and task-extrinsic while microblog posts are task-coherent in describing real-life tasks.

![Table 4: The results of compared methods](image)

5 Conclusion

In this work, we proposed an entity-driven complex task model (ECTM), which addressed the problem of improving user experience when searching for a complex task. Experimental results show that ECTM efficiently identifies complex tasks with various task-intrinsic entities. Nevertheless, there are still some problems that need to be solved. In the future, we will try to investigate ranking algorithms for developing a novel complex-task-based search engine, which can deal with queries based on complex tasks in real life.
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