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Abstract. — On a smooth projective variety with \( k \) ample line bundles, we denote by \( Z \) the complete intersection subvariety defined by generic sections.

We define the twisted quantum \( \mathcal{D} \)-module which is a vector bundle with a flat connection, a flat pairing and a natural integrable structure. An appropriate quotient of it is isomorphic to the ambient part of the quantum \( \mathcal{D} \)-module of \( Z \).

When the variety is toric, these quantum \( \mathcal{D} \)-modules are cyclic. The twisted quantum \( \mathcal{D} \)-module can be presented via mirror symmetry by the GKZ system associated to the total space of the dual of the direct sum of these line bundles.

A question is to know what is the system of equations that define the ambient part of the quantum \( \mathcal{D} \)-module of \( Z \). We construct this system as a quotient ideal of the GKZ system.

We also state and prove the non-equivariant twisted Gromov-Witten axioms in the appendix.
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1. Introduction

Mirror symmetry leads to many different formulations in mathematics: equivalence of derived categories (known as Homological Mirror Symmetry by Kontsevich [Kon95]), isomorphism of Frobenius manifolds (see [Bar00]), comparison of Hodge numbers for Calabi-Yau varieties (see for example [Bat94]), isomorphism of Givental’s cones (see [Giv98]), isomorphism of pure polarized TERP structures (see [Her06]) or variation of non-commutative Hodge structures (see [KKP08]), ...
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Inspired by the works of Givental (see for examples [Giv96] and [Giv98]), many authors look at quantum cohomology with a differential module approach: see Kim [Kim99] for homogeneous spaces, see Coates-Corti-Lee-Tseng [CCLT06] and Guest-Sakai [GS08] for weighted projective spaces, see also the works of Iritani [Iri06, Iri07, Iri08 and Iri09], the book of Cox-Katz [CK99] and the one of Guest [Gue10].

From the small quantum product on a smooth projective variety, we can define a trivial vector bundle over $H^0(X, \mathbb{C}) \times V \times \mathbb{C}$ where $V \subset (\mathbb{C}^*)^r$ and $r := \dim_{\mathbb{C}} H^2(X, \mathbb{C})$ whose fiber is $H^*(X, \mathbb{C})$. This bundle is endowed with a flat connection and a non-degenerated pairing. This connection is sometimes called the Dubrovin-Givental connection. When $X$ is a toric smooth Fano variety, Givental (see also Iritani [Iri09] for toric weak Fano orbifolds) gives an explicit presentation of this $\mathcal{D}$-module using GKZ systems. To prove this isomorphism, he uses the equality, up to a mirror map, between the so-called $I$ and $J$ functions.

In the very nice article [Iri09], Iritani enriches this quantum $\mathcal{D}$-module by adding a natural integral structure i.e., he defines a $\mathbb{Z}$-local system which is compatible with the connection. We call quantum $\mathcal{D}$-module, denoted by $\text{QDM}(X)$, the trivial bundle endowed with a flat connection, a flat non-degenerated pairing and a natural integral structure. This $\mathbb{Z}$-local system is natural in the following sense. Assume that $X$ has a mirror (for instance $X$ is a weak Fano toric orbifolds) that is a Laurent polynomial such that its Brieskorn lattice (which is a vector bundle with a flat connection) is isomorphic to the quantum $\mathcal{D}$-module of $X$. On this Brieskorn lattice, we have a natural integral structure that comes from the Lefschetz's thimbles. The integral structure defined by Iritani is natural because it corresponds to the natural one on the mirror. Notice that the bundle, the connection, the pairing and the integral structure is part of the definition of a TERP structure defined by Hertling in [Her06] or a variation of non-commutative Hodge structure defined by Kontsevich, Katzarkov and Panetev in [KKP08].

In this paper, we investigate the same kind of objects associated to a smooth projective variety $X$ together with a splitted vector bundle $E$ which is globally generated.

We use the twisted Gromov-Witten invariants and the twisted quantum products to define a trivial vector bundle, denoted by $F$, on $H^0(X, \mathbb{C}) \times V \times \mathbb{C}$ where $V$ is an open in $(\mathbb{C}^*)^r$ where the twisted quantum product is convergent. Inspired by the classical case, we define a flat connection $\nabla$, a flat pairing $S$ and an integral structure $F_Z$ on it. We call twisted quantum $\mathcal{D}$-module, the quadruple $\text{QDM}(X, E) := (F, \nabla, S, F_Z)$. It satisfies all the properties of the classical $\text{QDM}(X)$ except that the pairing $S$ is degenerated. We quotient by the kernel of $S$ and we get a better object, called reduced quantum $\mathcal{D}$-module and denoted by $\overline{\text{QDM}}(X, E) := (\overline{F}, \overline{\nabla}, \overline{S}, \overline{F}_Z)$. More precisely, we consider the trivial vector bundle $\mathcal{F}$ with the fibers $H^{2*}(X, \mathbb{C})/\ker m_{c\top}$ where $m_{c\top} : \alpha \to c_{\top}(E)\cup \alpha$ for any cohomology class $\alpha$. The data $(F, \nabla, S, F_Z)$ pass to this quotient and we get $\overline{\text{QDM}}(X, E)$ that satisfies all the classical properties and now $\overline{S}$ is non-degenerated. So it really looks like a quantum $\mathcal{D}$-module of a variety. Indeed, we have a geometric interpretation of $\overline{\text{QDM}}(X, E)$:

**Theorem 1.1 (See Theorem 2.42).** — Let $\mathcal{L}_1, \ldots, \mathcal{L}_k$ be ample line bundles on $X$, and assume that $\dim_{\mathbb{C}} X \geq k + 3$. Let $Z$ be the zero of a generic section of $E := \bigoplus_{i=1}^{k} \mathcal{L}_i$. Denote by $i : Z \hookrightarrow X$ the closed embedding. Then the reduced quantum $\mathcal{D}$-module $\overline{\text{QDM}}(X, E)$ is isomorphic to the sub-quantum $\mathcal{D}$-module $\text{QDM}_{\text{amb}}(Z)$ of $\text{QDM}(Z)$ whose fiber is $i^* H^{2*}(X, \mathbb{C})$.

Notice that our integral structure $F_Z$ defined on $\text{QDM}(X, E)$ is natural because it induces the natural one on $\text{QDM}_{\text{amb}}(Z)$.

Then the next natural question is: can we find a presentation of $\text{QDM}(X, E)$ and $\overline{\text{QDM}}(X, E)$ when $X$ is a toric smooth variety in terms of GKZ systems?

Denote by $\mathcal{D}$ the sheaf of differential operators on the basis space of the $F$ (this is not really true, the operators that we consider are $zq_a \partial_{q_a}$ where $q_a$ are variable in $H^2(X, \mathbb{C})$ and
Theorem 1.2 (see Theorem 5.10). — Let $X$ be a smooth toric variety with $k$ line bundles $L_1, \ldots, L_k$ such that $(\omega_X \otimes L_1 \otimes \ldots \otimes L_k)^\vee$ is nef. We put $E := \oplus_{i=1}^k L_i$.

1. If the line bundles $L_1, \ldots, L_k$ are globally generated then we have the following isomorphism:

$$D/G \longrightarrow \text{Mir}^*(F, \nabla)$$

where $\text{Mir}$ is the mirror map of Givental and $F$ is the sheaf of sections of $F$.

2. If the line bundles $L_1, \ldots, L_k$ are ample, we have the following commutative diagram

$$
\begin{array}{ccc}
D/G & \longrightarrow & \text{Mir}^*(F, \nabla) \\
\downarrow & & \downarrow \\
D/\text{Quot}(\hat{c}_{\text{top}}, G) & \longrightarrow & \text{Mir}^*(F, \nabla)
\end{array}
$$

where $\hat{c}_{\text{top}}$ is an operator attach to the cohomology class $c_{\text{top}}(E)$ (cf. Notation 4.1) and $\text{Quot}(\hat{c}_{\text{top}}, G)$ is the left quotient ideal $\langle P \in D, \hat{c}_{\text{top}}P \in G \rangle$.

Notice that, unlike the commutative case, the set $\{P \in D, \hat{c}_{\text{top}}P \in G \}$ is not an ideal.

The ideal sheaf $\text{Quot}(\hat{c}_{\text{top}}, G)$ answer to the following question which is addressed in the [CK99, p.94-95 and p.101]: What differential equations shall we add to $G$ to get an isomorphism with $\text{QDM}_{\text{amb}}(Z)$ ?

The isomorphisms above are based on the equality (up to the mirror map) between the twisted $J$-function and the twisted $I$-function of Givental (see [Giv96] and [Giv98]) and a careful analysis of the local freeness and rank of GKZ modules. Freedom and rank requires the study of Batyrev rings of the toric variety $Y$ –the total space of $E^\vee$– which will appear as the restriction of the $D$-modules at $z = 0$, and can be thought as a twisted Batyrev ring of the pair $(X, E)$.

Proving this theorem leads to develop quite a lot of materials and results which deserve some precisions. Let us sketch our strategy of proof.

For the first point of the theorem above, we show that $D/G$ is a locally free sheaf of rank $\dim C H^2(X, \mathbb{C}) = \text{rk } F$ (see Theorem 4.10). This is done in 2 steps.

- We first prove the coherence of $D/G$ (see Theorem 4.5). This implies the local freeness over $z \neq 0$ and we use Adolphson’s result in [Ado94] to compute the rank.
- On $z = 0$, we have a tautological isomorphism between $D/G |_{z=0}$ and the Batyrev ring of $Y$. We prove that this ring is locally free of rank $\text{rk } F$ over a suitable algebraic neighborhood $\mathcal{U}$ (see below).

For second point of the theorem above, we show in Theorem 4.14:

- On $z = 0$, we prove that the natural morphism between $D/\text{Quot}(\hat{c}_{\text{top}}, G) |_{z=0}$ and the residual Batyrev ring (see Definition 3.39) of $Y$ is an isomorphism. We prove that this residual ring is locally free of rank $\dim H^2(X) - \dim \ker m_{\text{ctop}}$ over $\mathcal{U}$.
- on $z \neq 0$ the coherence of $D/G$ implies that $D/\text{Quot}(\hat{c}_{\text{top}}, G)$ is locally free of rank less than $\text{rk } F$.

Let us collect the precise results that we prove on the Batyrev rings, which are interesting on their own :

Theorem 1.3. — Let $X$ be a smooth toric variety with $k$ globally generated line bundles $L_1, \ldots, L_k$ such that the total space of the vector bundle $E := \oplus_{i=1}^k L_i$ has a nef anticanonical
divisor. Denote by $\overline{U}$ the good neighborhood in the spectrum of the Novikov ring defined in Notation 3.34.

1. (See Theorem 3.26) Denote by $B$ the Batyrev ring (see Definition 3.12) of the total space of $E$. Then the morphism $\text{Spec}(B) \rightarrow \overline{U}$ is finite, flat, of degree $\dim H^2(X, \mathbb{C})$.

2. (See Proposition 3.40) Moreover, if the line bundles $L_1, \ldots, L_k$ are ample then the morphism $\text{Spec}(B^{\text{res}}) \rightarrow \overline{U}$ is finite, flat, of degree $\dim H^2(X, \mathbb{C})$ where $B^{\text{res}}$ is the residual Batyrev ring (see Definition 3.39).

The plan of this article is the following.

In Section 2, we define first (Subsection 2.1) the twisted quantum $\mathcal{D}$-module $\text{QDM}(X, E)$ with all its properties and its natural integral structure. Then we define the reduced quantum $\mathcal{D}$-module $\text{QDM}(X, E)$ in Subsection 2.2. Finally, we give the geometric interpretation in Subsection 2.3 where we prove the first Theorem 1.1.

In Section 3, we focus on Batyrev rings for toric varieties. Notice that this section can be read independently of the rest of the paper. The first Subsection 3.1 is devoted to some recalls on toric geometry. In Subsection 3.2, we construct the fan of the total space of the vector bundle $E$. In Subsection 3.3, we define the Batyrev rings. Subsection 3.4 is devoted to some recalls on the primitive collections. In Subsection 3.4, we prove that the quantum Stanley-Reisner ideal has a Groebner basis indexed by primitive collections (See Theorem 3.22). In Subsections 3.5 and 3.6, we prove the Theorem 3.26 and Proposition 3.40 quoted above in Theorem 1.3.

In Section 4, we focus on GKZ modules. We prove first that the GKZ module $\mathcal{D}/\mathcal{G}$ is coherent in Theorem 4.5. Then we prove that it is locally free of rank $\text{rk} F$ in Theorem 4.10. We finish by a result on the residual GKZ module $\mathcal{D}/\text{Quot}(\mathcal{F}_{\text{top}}, \mathcal{G})$ (see Theorem 4.14). These results use Theorem 3.26 and Proposition 3.40 of the previous section.

In Section 5, we start by some recall on Givental’s mirror symmetry in Subsection 5.1 then we state and prove Theorem 1.2 in Subsection 5.2.

We finish this paper by two appendices. Appendix A contains the proof of the twisted Gromov-Witten invariants in genus 0 that are known from the experts. We add it by lack of references.

Appendix B is a complete proof of the flatness of the connection $\nabla$ using the twisted axioms.
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Notation 1.4. — We use calligraphic letters for the sheaves like $\mathcal{M}, \mathcal{M}^{\text{res}}, \mathcal{G}, \mathcal{B}, \mathcal{L}, \mathcal{E}$. We use bold letters for modules or ideals on non commutative rings $\mathbb{M}, \mathbb{M}^{\text{res}}, \mathbb{G}, \mathbb{A}, \ldots$.

2. Twisted and reduced quantum $\mathcal{D}$-modules with geometric interpretation

Let $X$ be a smooth projective complex variety of dimension $n$ and $k$ globally generated line bundles $L_1, \ldots, L_k$. Denote by $E$ the sum $E := L_1 \oplus \cdots \oplus L_k$.

We first define the twisted quantum $\mathcal{D}$-module, denoted by $\text{QDM}(X, E)$, associated to these data (Definition 2.24). This is a trivial bundle of rank $\dim_{\mathbb{C}} H^2(X, \mathbb{C})$ with an integrable connection, a flat pairing and an integral structure.
It turns out that the pairing of the twisted quantum \( \mathcal{D} \)-module is degenerated, which makes \( \text{QDM}(X, \mathcal{E}) \) a not so natural object, without clear geometric meaning. In a second paragraph we introduce the \emph{reduced quantum \( \mathcal{D} \)-module} \( \text{QDM}(X, \mathcal{E}) \) (Definition 2.34); it is constructed as the quotient of \( \text{QDM}(X, \mathcal{E}) \) by the kernel of the endomorphism \( m_{\text{top}} \), which is the cup multiplication by the Euler class \( c_{\text{top}}(\mathcal{E}) \) of \( \mathcal{E} \):

\[
m_{\text{top}} : H^{2s}(X, \mathbb{C}) \longrightarrow H^{2*}(X, \mathbb{C})
\]

\[
\alpha \longmapsto \alpha \cup c_{\text{top}}(\mathcal{E}).
\]

The reduced quantum \( \mathcal{D} \)-module is a trivial bundle of rank \( \dim H^{2*}(X, \mathbb{C}) - \dim \ker m_{\text{top}} \) with an integrable connection, a flat non–degenerated pairing and an integral structure.

If \( \dim X \geq k + 3 \), we also consider a generic section of \( \mathcal{E} \) and denote by \( Z \) the complete intersection subvariety defined as the zero locus of this section. By Bertini’s theorem over \( \mathbb{C} \), the subvariety \( Z \) is smooth and connected. Assuming moreover that the \( \mathcal{L}_i \) are ample line bundles, the Lefschetz theorem gives an isomorphism between \( H^2(X, \mathbb{C}) \) and \( H^2(Z, \mathbb{C}) \).

We can compare \( \text{QDM}(X, \mathcal{E}) \), \( \text{QDM}(X, \mathcal{E}) \) and the classical, untwisted, quantum \( \mathcal{D} \)-module of \( Z \), \( \text{QDM}(Z) \). This will be made in the last subsection.

**Notation 2.1.** — For \( 0 \leq i \leq 2n \), denote by \( H^i(X) := H^i(X, \mathbb{C}) \) the complex cohomology group of classes of degree \( i \). Also denote by \( H^*(X) \) the complex cohomology ring \( \bigoplus_{i=0}^{2n} H^i(X) \); the even part of this ring will be written \( H^{2*}(X) \). Put \( s = \dim_{\mathbb{C}} H^{2*}(X) \) and \( r = \dim_{\mathbb{C}} H^2(X) \).

We fix, once and for all, a homogeneous basis \( (T_0, \ldots, T_{s-1}) \) of \( H^{2*}(X) \) such that \( T_0 = 1 \) is the unit for the cup product and the classes \( T_1, \ldots, T_r \) form a basis of \( H^2(X, \mathbb{Z}) \) modulo torsion. Denote by \( (t_0, \ldots, t_{s-1}) \) the associated coordinates and put \( \tau := \sum_{a=0}^{s-1} t_a T_a \) and \( \tau_2 := \sum_{a=1}^{r} t_a T_a \). Also denote by \( (T^0, \ldots, T^{s-1}) \) the Poincaré dual in \( H^{2*}(X) \) of \( (T_0, \ldots, T_{s-1}) \).

As a convention, we will write \( H^2(X, \mathbb{Z}) \) for the degree 2 integer homology modulo torsion. Denote by \( (B_1, \ldots, B_r) \) the dual basis of \( (T_1, \ldots, T_r) \) in \( H^2(X, \mathbb{Z}) \). The associated coordinates will be denoted by \( (d_1, \ldots, d_r) \).

We denote by \( T_X \) the tangent bundle of \( X \), \( \omega_X \) the canonical sheaf, and fix a canonical divisor \( K_X \).

As a convention, we will make no notational distinction between vector bundles and locally free sheaves, writing –for example– \( \mathcal{E} \) and \( \mathcal{L}_i \) for both.

### 2.1. Twisted quantum \( \mathcal{D} \)-module.

**2.1.a. Twisted quantum product.** — First recall the definition of the twisted Gromov-Witten invariant (cf. [Giv96] and [CG07] or [CK99, Section 11.2.1] and [Pan98]).

Let \( \ell \) be in \( \mathbb{N} \) and \( d \) be in \( H_2(X, \mathbb{Z}) \). Denote by \( X_{0,\ell,d} \) the moduli space of stable maps of degree \( d \) from rational curves with \( \ell \) marked points to \( X \). The universal curve over \( X_{0,\ell,d} \) is \( X_{0,\ell+1,d} \):

\[
X_{0,\ell+1,d} \overset{ev_{\ell+1}}{\longrightarrow} X
\]

\[
\downarrow \pi
\]

\[
X_{0,\ell,d}
\]

where \( \pi \) is the map that forgets the \((\ell + 1)\)-th point and stabilizes, and \( ev_{\ell+1} \) is the evaluation at the \((\ell + 1)\)-th marked point.

Recall that a \emph{convex bundle} \( \mathcal{N} \) on \( X \) is a vector bundle such that, for any stable map \( f : C \to X \) where \( C \) is a rational nodal curve, \( H^1(C, f^*\mathcal{N}) = 0 \).
Proposition 2.2. — Let \( \mathcal{N} \) be a globally generated vector bundle (not necessarily split) of rank \( b \) then \( \mathcal{N} \) is convex and the sheaf \( \mathcal{N}_{0,\ell,d} := R^d \pi_* e_{\ell+1}^* \mathcal{N} \) is locally free of rank \( \int c_1(\mathcal{N}) + b \).

Proof. — Let us prove the convexity of \( \mathcal{N} \). We follow [FP97, Lemma 10]. Let \( f : C \to X \) be a stable map and \( p \) be a non singular point on \( C \). We will prove by induction on the number of irreducible components of \( C \) that

\[
H^1(C, f^* \mathcal{N} \otimes \mathcal{O}_{C}(-p)) = 0.
\]

First, assume that \( C \simeq \mathbb{P}^1 \). We can write \( f^* (N) \simeq \bigoplus_{i=1}^b O_{\mathbb{P}^1}(a_i) \) with \( a_1, \ldots, a_b \) in \( \mathbb{Z} \). Since \( \mathcal{N} \) is globally generated, \( f^* (N) \) also is, which implies \( a_i \geq 0 \) for any \( i \in \{1, \ldots, b\} \). It follows that \( H^1(\mathbb{P}^1, f^* \mathcal{N} \otimes \mathcal{O}(p)) = \bigoplus_{i=1}^b H^1(\mathbb{P}^1, O_{\mathbb{P}^1}(a_i - 1)) = 0 \).

Assume now that \( C = C' \cup \mathcal{C}_0 \) where \( \mathcal{C}_0 \simeq \mathbb{P}^1 \) and \( p \) in \( \mathcal{C}_0 \). Denote by \( p_1, \ldots, p_q \) the points of \( \mathcal{C}_0 \cap C' \). Notice that \( C' \) has exactly \( q \) connected components intersecting \( \mathcal{C}_0 \) on exactly one point. Each \( p_i \) is a smooth point of one of these components. We have the following exact sequence

\[
0 \to f^* \mathcal{N} \otimes \mathcal{O}_C(-\sum_{i=1}^q p_i) \to f^* \mathcal{N} \otimes \mathcal{O}_C(-p) \to f^* \mathcal{N} \otimes \mathcal{O}_{\mathcal{C}_0}(-p) \to 0
\]

From the associated long exact sequence and by the inductive assumption on the connected components of \( \mathcal{C}' \), we deduce the equality (2.3). The exact sequence:

\[
0 \to f^* \mathcal{N} \otimes \mathcal{O}_{\mathcal{C}_0}(-p) \to f^* \mathcal{N} \to f^* \mathcal{N} \otimes \mathcal{O}_p \to 0
\]

gives \( H^1(C, f^* \mathcal{N}) = 0 \).

Now, the stalk at a point \( (C, x_1, \ldots, x_\ell, f : C \to X) \) in \( X_{0,\ell,d} \) of the K-theoretic push-forward \( \mathcal{N}_{0,\ell,d} \) is \( H^0(C, f^* \mathcal{N}) - H^1(C, f^* \mathcal{N}) \). Since \( \mathcal{N} \) is convex \( H^1(C, f^* \mathcal{N}) = 0 \) and \( H^0(C, f^* \mathcal{N}) \) has dimension \( \int c_1(\mathcal{N}) + b \) by Riemann-Roch. Thus, \( \mathcal{N}_{0,\ell,d} \) is locally free of dimension \( \int d c_1(\mathcal{N}) + b \) on \( X_{0,\ell,d} \).

Let \( \mathcal{E}_{0,\ell,d} \) be the sheaf \( R^0 \pi_* e_{\ell+1}^* \mathcal{E} \) as in Proposition 2.2. For \( j \) in \( \{1, \ldots, \ell\} \), we define the surjective morphism \( \mathcal{E}_{0,\ell,d} \to e_j^* \mathcal{E} \) by evaluating the section to the \( j \)-th marked point. We define \( \mathcal{E}_{0,\ell,d}(j) \) to be the kernel of this map that is we have the following exact sequence

\[
0 \to \mathcal{E}_{0,\ell,d}(j) \to \mathcal{E}_{0,\ell,d} \to e_j^* \mathcal{E} \to 0
\]

By Proposition 2.2, for any \( j \) in \( \{1, \ldots, \ell\} \) the bundle \( \mathcal{E}_{0,\ell,d}(j) \) has rank \( \int d c_1(\mathcal{E}) \).

For \( i \) in \( \{1, \ldots, \ell\} \), let \( \mathcal{B}_i \) be the line bundle on \( X_{0,\ell,d} \) whose fiber at a point \( (C, x_1, \ldots, x_\ell, f : C \to X) \) is the cotangent space \( T^* C_{x_i} \). Put \( \psi_i := c_1(\mathcal{B}_i) \) in \( H^2(X_{0,\ell,d}) \).

Definition 2.5. — Let \( \ell \) be in \( \mathbb{N} \), \( \gamma_1, \ldots, \gamma_\ell \) be classes in \( H^{2*}(X) \) and \( (m_1, \ldots, m_\ell) \) be in \( \mathbb{N}^\ell \). For \( j \) in \( \{1, \ldots, \ell\} \), the \( (j\text{-th}) \) twisted Gromov-Witten invariant with descendants of these data is defined and denoted by

\[
\left\langle \tau_{m_1}(\gamma_1), \ldots, \tau_{m_j}(\gamma_j), \ldots, \tau_{m_\ell}(\gamma_\ell) \right\rangle_{0,\ell,d} := \int_{[X_{0,\ell,d}]_{vir}} c_{top}(\mathcal{E}_{0,\ell,d}(j)) \prod_{i=1}^\ell \psi_i^{m_i} e_i^* \gamma_i
\]

where \( e_i : X_{0,\ell,d} \to X \) \((1 \leq i \leq \ell)\) is the evaluation morphism to the \( i \)th marked point and \( [X_{0,\ell,d}]_{vir} \) is the virtual class on \( X_{0,\ell,d} \).

Definition 2.6. — Let \( \tau_2 \) be a class of \( H^2(X) \) and \( \gamma_1, \gamma_2 \) be in \( H^{2*}(X) \). The twisted small quantum product (with respect to \( \mathcal{E} \)) of \( \gamma_1 \) and \( \gamma_2 \) is defined by

\[
\gamma_1 \cdot^{lw}_{\tau_2} \gamma_2 := \sum_{a=0}^{s-1} \sum_{d \in H_2(X,\mathbb{Z})} e^{\frac{a}{d}} \left\langle \gamma_1, \gamma_2, T_a \right\rangle \cdot T^a
\]

to be finite and convergent.
Remark 2.7. — 1. Using the notation of correlators (see (A.19)) one can define, for any \( \tau \) in \( H^{2*}(X) \), a big twisted quantum product:

\[
\gamma_1 \bullet_{\tau}^{tw} \gamma_2 := \sum_{a=0}^{s-1} \left\langle \gamma_1, \gamma_2, \bar{T}_a \right\rangle_0 T^a.
\]

As usual, we have : \( \bullet_{\tau_{2}}^{tw} := \bullet_{\tau}^{tw} |_{\tau=\tau_2} \). We will not use of big twisted quantum products.

2. One can also define the small twisted quantum product without choosing a basis by:

\[
(2.8) \quad \gamma_1 \bullet_{\tau_2}^{tw} \gamma_2 := \sum_{d \in H_2(X,\mathbb{Z})} e^{\bar{L}_d \tau_2} \epsilon_3 (e_1^* \gamma_1 \cup e_2^* \gamma_2 \cup c_{top}(\mathcal{E}_{0,3,d}(3)) \cap [X_{0,3,d}]^{vir})
\]

2.1.b. Parameters. — The quantum product written in Definition 2.6 depends on the parameter \( \tau_2 \) in \( H^2(X) \). The Picard group \( \text{Pic}(X) \) acts on \( H^2(X) \) in the following way: for \( \mathcal{L} \) in \( \text{Pic}(X) \), \( \mathcal{L}.\tau_2 = \tau_2 + 2\sqrt{-1}\pi c_1(\mathcal{L}) \). The number \( e^{\bar{L}_d \tau_2} \) being invariant by this action, the quantum product is naturally defined over \( H^2(X)/\text{Pic}(X) = H^2(X)/2\sqrt{-1}\pi H^2(X,\mathbb{Z}) \).

Let us extend the locus of the parameter. Denote by \( \text{NE}(X) \subset H_2(X,\mathbb{Z}) \) the Mori cone of \( X \), generated as a semi-group by numerical classes of irreducible curves in \( X \).

Notation 2.9. — The semigroup algebras of \( \text{NE}(X) \) and \( H_2(X,\mathbb{Z}) \) will be respectively denoted by \( \Lambda \) and \( \Pi \):

\[
\Lambda = \mathbb{C}[\text{NE}(X)] = \mathbb{C}[Q^d, d \in \text{NE}(X)], \quad \Pi = \mathbb{C}[H_2(X,\mathbb{Z})] = \mathbb{C}[Q^d, d \in H_2(X,\mathbb{Z})]
\]

where \( Q^d \) are indeterminates satisfying relations : \( Q^d, Q^d = Q^{d+d'} \).

The scheme \( \text{Spec} \Lambda \) is an irreducible, possibly singular, affine variety of dimension \( r \). Denote by \( V \) the set of complex points of \( \text{Spec} \Lambda \). Points of \( V \) are characters\(^{(1)} \) of \( \text{NE}(X) \). If \( q \) is such a character, denote by \( q^d \) its evaluation on \( d \) in \( \text{NE}(X) \). Since \( X \) is projective, the Mori cone is strictly convex and there exists a unique character sending any \( d \) in \( H_2(X,\mathbb{Z}) \setminus \{0\} \) to \( 0 \). We will denote this character by \( 0 \) and call it, as usual, the large radius limit of \( X \).

The scheme \( \text{Spec} \Pi \) is a torus of dimension \( r = \text{rk} \, H_2(X,\mathbb{Z}) \). The set of complex points of \( \text{Spec} \Pi \) will be denoted by \( T \); a point of \( T \) is a character of \( H_2(X,\mathbb{Z}) \) and \( T \) is a smooth subset of \( V \). We will identify \( T \) and \( H^2(X)/2\sqrt{-1}\pi H^2(X,\mathbb{Z}) \) via the natural surjective morphism of complex variety:

\[
(2.10) \quad \Psi : H^2(X,\mathbb{C}) \longrightarrow T \quad \tau \longmapsto q_{\tau} := \left[ d \in H_2(X,\mathbb{Z}) \mapsto q^d = e^{\bar{L}_d \tau} \right]
\]

The kernel of \( \Psi \) is \( 2\sqrt{-1}\pi H^2(X,\mathbb{Z}) \). Thus, the large radius limit \( 0 \) in \( V \supset T \) is a limit in \( H^2(X)/2\sqrt{-1}\pi H^2(X,\mathbb{Z}) \).

The small quantum product can now be defined with parameter \( q \) in \( V \):

Definition 2.11. — Let \( q \) be in \( V \) and \( \gamma_1, \gamma_2 \) be in \( H^{2*}(X) \). The twisted small quantum product is defined by:

\[
\gamma_1 \bullet_{q}^{tw} \gamma_2 := \sum_{a=0}^{s-1} \sum_{d \in H_2(X,\mathbb{Z})} q^d \left( \gamma_1, \gamma_2, \bar{T}_a \right)_{0,3,d} T^a
\]

\(^{(1)}\) By a character of a semi-group \( R \) of \( H_2(X,\mathbb{Z}) \) we mean an application \( q : R \longrightarrow \mathbb{C} \) such that \( q(0) = 1 \) and \( q(d + d') = q(d).q(d') \) for any \( d, d' \) in \( R \). If \( R \) is a group the image of \( q \) is in \( \mathbb{C}^* \). If \( q \) is such a character, we will write \( q^d := q(d) \). A character \( q \) of a semi-group \( R \) gives a complex point \( \text{Spec} \, \mathbb{C} \longrightarrow \text{Spec} \, \mathbb{C}[R] \) which will also be denoted by \( q \); this correspondence is a bijection. Notice that, if \( d \) is in \( R \), \( Q^d \) is a function on \( \text{Spec}_C \mathbb{C}[R] \) and we have : \( Q^d(q) = q^d \).
Proposition 2.14. — For any \( q \) in \( V \) the twisted quantum product \( \bullet_q^t \) is associative, commutative, with unity \( T_0 := 1 \).

Proof. — This is a classical proof, as soon as the twisted Gromov-Witten axioms are known. The twisted axioms are shown in Appendix A. Such proves are given by Pandharipande in [Pan98], Proposition 3, for a smooth hypersurface of \( \mathbb{P}^n \) and by Iritani in Remark 2.2. of [Iri11], in the general case.

2.1.c. The trivial bundle with an integrable connexion. — Using basis \( T_1, \ldots, T_r \) and \( B_1, \ldots, B_r \) defined in 2.1, we have : \( \Pi = \mathbb{C}[H^2(X,Z)] \to \mathbb{C}[q_1, \ldots, q_r] \) where \( q_a := Q^{B_a} \) (cf. footnote 1). Thus if \( d = \sum_{a=1}^r d_a B_a \) we get \( Q^d = \prod_{a=1}^r q_a^{d_a} \) in \( \Pi \). Viewing the \( q_a \)'s as coordinates of \( T \), we get : \( q^d = \prod_{a=1}^r q_a^{d_a} \) for any \( q \in T \).

For \( a \) in \( \{1, \ldots, r\} \), we put :
\[
\delta_a := q_a \partial_{q_a}, \quad \delta_z := z \partial_z.
\]

Recall that \( t_0 \) is the coordinate on \( H^0(X) \).

Notation 2.15. — We denote by \( F \) the trivial holomorphic vector bundle of fiber \( H^{2*}(X) \) over \( H^0(X) \times V \times \mathbb{C} \) :
\[
F := \left[ H^{2*}(X) \times (H^0(X) \times V \times \mathbb{C}) \to (H^0(X) \times V \times \mathbb{C}) \right]
\]

together with the following meromorphic connection :
\[
\nabla_{\partial t_0} := \partial_{t_0} + \frac{1}{z} \bullet_q^t, \quad \nabla_{\delta_a} := \delta_a + \frac{1}{z} T_a \bullet_q^t, \quad \nabla_{\delta_z} := \delta_z - \frac{1}{z} \mathcal{E} \bullet_q^t + \mu
\]

where \( \mu \) is the diagonal morphism defined by \( \mu(T_a) := \frac{1}{2} (\deg(T_a) - (\dim \mathbb{C} X - \text{rk } \mathcal{E})) T_a \) and \( \mathcal{E}(t_0, q, z) := t_0 1 + c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) \). This global section \( \mathcal{E} \) of \( F \) corresponds to the Euler field. Notice that the twisted product \( \bullet_q^t \) does not depend on \( t_0 \) because of the twisted fundamental class Axiom (cf. Proposition A.4).
In the untwisted case, it is known that $\nabla$ is a flat connection and its flat sections can be described explicitly. Let us give the equivalent property in the twisted case. We define the multi-valuated cohomological meromorphic function $L^w(t_0, q, z)$:

$$H^{2\ast}(X) \rightarrow H^{2\ast}(X)$$

(2.16) $\gamma \mapsto L^w(t_0, q, z)\gamma = e^{-t_0/z} \left( q^{-T/z} \gamma - \sum_{a=0}^{s-1} \sum_{d \neq 0} q^d \left\langle \frac{q^{-T/z} \gamma}{z + \psi}, T_a \right\rangle_{0,2,d} \right)$

where

$$\psi := \psi_1 = c_1(\mathcal{N}_1)$$ is the class of $H^{2}(X_{0,3,d})$ given before Definition 2.5,

$$\frac{1}{z + \psi} := \sum_{k \in \mathbb{N}} (-1)^k \psi^k z^{-k-1},$$

$$q^{-T/z} = q^{-T_1/z} \cdot \ldots \cdot q^{-T_r/z} := e^{-z^{-1} \sum_{a=1}^{r} T_a \log(q_a)}$$ and

$\log(q_a)$ is the multi-valuated function, or any determination of the logarithm on a simply connected open subset of $V$.

For an endomorphism $u$, we denote $z^u := \exp(u \log z)$. The following Proposition is the “twisted” version of Proposition 2.4 in [Iri09].

**Proposition 2.17.** — 1. The connection $\nabla$ is flat.

2. For $a$ in $\{1, \ldots, r\}$ and $\gamma \in H^{2\ast}(X)$ we have

$$\nabla_{\partial_a} L^w(t_0, q, z)\gamma = 0,$$

$$\nabla_{\delta_a} L^w(t_0, q, z)\gamma = 0$$

3. The multi-valuated cohomological function $L^w(t_0, q, z)z^{-\mu}z^{-c_1(T \otimes \mathcal{E}')} \psi$ is a fundamental solution of $\nabla$ above $H^0(X) \times V \times \mathbb{C}$.

Notice that, as a fundamental solution, $L^w$ is convergent above $H^0(X) \times V \times \mathbb{C}$.

This kind of result is classical in the untwisted case ([CK99], [Iri09]). By lack of references on twisted Gromov-Witten invariants, we write down a proof in full details in Appendix B.

2.1.d. The degenerated pairing. — Denote by $(\cdot, \cdot)$ the Poincaré duality on $H^{2\ast}(X)$. As $(\gamma_1, \gamma_2, T_a)_{0,3,d}$ is not symmetric in the three arguments we do not have the Frobenius relation, that is:

$$(\gamma_1 \bullet_q^w \gamma_3) \neq (\gamma_1 \bullet_q^w \gamma_2).$$

Nevertheless we can define a symmetric bilinear form:

**Definition 2.18.** — The twisted pairing on $H^{2\ast}(X)$ is defined by:

$$\forall \gamma_1, \gamma_2 \in H^{2\ast}(X), \quad (\gamma_1, \gamma_2)^w := \int_X \gamma_1 \cup \gamma_2 \cup c_{top}(\mathcal{E}).$$

**Proposition 2.19.** — 1. The bilinear form $(\cdot, \cdot)^w$ is degenerated with kernel ker $m_{c\text{top}}$, where $m_{c\text{top}}$ is defined as:

$$m_{c\text{top}}: H^{2\ast}(X) \rightarrow H^{2\ast}(X)$$

$$\alpha \mapsto c_{top}(\mathcal{E}) \cup \alpha$$
2. For $\gamma_1, \gamma_2, \gamma_3$ in $H^*(X)$, we have the Frobenius relation:

$$(\gamma_1 \bullet^\infty_q \gamma_2, \gamma_3)^{\text{tw}} = (\gamma_1, \gamma_2 \bullet^\infty_q \gamma_3)^{\text{tw}}.$$ 

**Proof.** — The first claim is obvious.

By Definition 2.18 and Remark 2.8, it is enough to prove the following equality for any $d \in H_2(X, \mathbb{Z})$:

$$\int_X e_{3*} \left( e_1^* \gamma_1 \cup e_2^* \gamma_2 \cup c_{\text{top}}(F_{0,3,d}(3)) \cap [X_{0,3,d}]^{\text{vir}} \right) \cup \gamma_3 \cup c_{\text{top}}(E)$$

$$= \int_X e_{3*} \left( e_1^* \gamma_2 \cup e_2^* \gamma_3 \cup c_{\text{top}}(F_{0,3,d}(3)) \cap [X_{0,3,d}]^{\text{vir}} \right) \cup \gamma_1 \cup c_{\text{top}}(E).$$

The exact sequence:

$$0 \longrightarrow F_{0,3,d}(3) \longrightarrow F_{0,3,d} \longrightarrow e_3^* E \longrightarrow 0$$

gives $c_{\text{top}}(F_{0,3,d}(3)), c_{\text{top}}(e_3^* E) = c_{\text{top}}(F_{0,3,d})$. By projection formula we get:

$$\int_X e_{3*} \left( e_1^* \gamma_1 \cup e_2^* \gamma_2 \cup c_{\text{top}}(F_{0,3,d}(3)) \cap [X_{0,3,d}]^{\text{vir}} \right) \cup \gamma_3 \cup c_{\text{top}}(E)$$

$$= \int_{[X_{0,3,d}]^{\text{vir}}} e_1^* \gamma_1 \cup e_2^* \gamma_2 \cup e_3^* \gamma_3 \cup c_{\text{top}}(F_{0,3,d})$$

As the last number is invariant by permuting the class $\gamma_1$, we deduce the proposition. 

Let $O := O_{H^0(X) \times V \times \mathbb{C}}$ be the sheaf of holomorphic functions on $H^0(X) \times V \times \mathbb{C}$, and $F$ be the sheaf of holomorphic sections of $F$. Let $\Gamma(O)$ be the ring of global sections of $O$, and $\Gamma(F)$ be the $\Gamma(O)$-modules of global section of $F$; $\Gamma(O)$ is endowed with the involution:

$$\kappa : \Gamma(O) \longrightarrow \Gamma(O)$$

$$f(t_0, q, z) \longrightarrow f^* := f(t_0, q, -z)$$

Denote by $\Gamma(F)^\kappa$ the $\Gamma(O)$-module equals, as a set, to $\Gamma(F)$ and endowed with the following multiplication: For $f \in \Gamma(O), s \in \Gamma(F), f \cdot s := f^* \cdot s$. We define a a sesquilinear pairing

$$S : \Gamma(F)^\kappa \otimes \Gamma(F) \longrightarrow \Gamma(O)$$

by fixing its value on constant sections of $F$:

$$\forall \gamma_1, \gamma_2 \in H^{2*}(X), S(\gamma_1, \gamma_2) = (\gamma_1, \gamma_2)^{\text{tw}}.$$ 

As a consequence, we get:

$$\forall s_1, s_2 \in \Gamma(F), \forall (t_0, q, z) \in H^0(X) \times V \times \mathbb{C},$$

$$S(s_1, s_2)(t_0, q, z) = (s_1(t_0, q, -z), s_2(t_0, q, z))^{\text{tw}}.$$ 

**Proposition 2.20.** —

1. The pairing $S$ is $\nabla$-flat.

2. For any $s_1, s_2 \in \Gamma(F)$,

$$S(L^{\text{tw}} \cdot s_1, L^{\text{tw}} \cdot s_2) = S(s_1, s_2).$$

3. For any $\gamma_1, \gamma_2 \in H^{2*}(X)$ we have

$$S(L^{\text{tw}}(t_0, q, z)z^{-\mu} e^{c_1(T_X \otimes E^\vee)} \gamma_1, L^{\text{tw}}(t_0, q, z)z^{-\mu} e^{c_1(T_X \otimes E^\vee)} \gamma_2)$$

$$= S(e^{\sqrt{-1} \pi c_1(T_X \otimes E^\vee)} \gamma_1, e^{\sqrt{-1} \pi c_1(T_X \otimes E^\vee)} \gamma_2).$$
Definition 2.21. — For any $\nu$ (see for instance Theorem 3.25 p.283 in [Kar78]) that the morphism $\Ch : \Ch(\nabla^1) \to \Ch(\nabla^2)$ is also true for any $s_1, s_2 \in \Gamma(\mathcal{F})$ we have
$$\nabla \delta S(s_1, s_2) = S(\nabla_{\delta s_1}, s_2) + S(s_1, \nabla_{\delta s_2}).$$

By the definition of $\mu$ and Proposition 2.19.(2), for any $s_1, s_2 \in \Gamma(\mathcal{F})$ we have
$$\nabla_\delta S(s_1, s_2) = S(\nabla_{\delta s_1}, s_2) + S(s_1, \nabla_{\delta s_2}).$$

Hence, $S$ is $\nabla$-flat.

2. By flatness of $S$ and Proposition 2.17.(2), we deduce that
$$\forall \gamma_1, \gamma_2 \in H^{2*}(X), \quad \delta_\nabla S(L^{tw} \gamma_1, L^{tw} \gamma_2) = 0.$$ So the expression $(L^{tw}(t_0, q, -z) \gamma_1, L^{tw}(t_0, q, z) \gamma_2)^{tw}$ does not depend on $q$. By the asymptotic of $L^{tw}$ at the large radius limit, we get
$$(L^{tw}(t_0, q, -z) \gamma_1, L^{tw}(t_0, q, z) \gamma_2)^{tw} \sim_{q=0} (q^{-T/z} \gamma_1, q^{T/z} \gamma_2)^{tw} = (\gamma_1, \gamma_2)^{tw}.$$ The relation $S(L^{tw} s_1, L^{tw} s_2) = S(s_1, s_2)$ is also true for any $s_1, s_2 \in \Gamma(\mathcal{F})$ by sesquilinearity.

3. By the previous formula and the flatness, we deduce that the left hand side does not depends on $z$. So we can put $z = 1$. We deduce that the left hand side is equal to
$$S(e^{-\sqrt{-1} \pi \mu} e^{\sqrt{-1} \pi \zeta(T_X \otimes \mathcal{E})} \gamma_1, \gamma_2).$$ As $S(-\mu(\gamma_1), \gamma_2) = S(\gamma_1, \mu(\gamma_2))$ for any $\gamma_1, \gamma_2$ in $H^{2*}(X)$, we deduce the formula. \(\square\)

2.1.e. Integral structure.— In the same way than Iritani [Iri09, Definition 2.9] (see also [Iri11, footnote 8 p.20]), we define an integral structure on the vector bundle $F$ with connection $\nabla$ compatible to the pairing $\nabla \otimes$. Denote by $\gamma$ the Euler constant. For a vector bundle $\mathcal{N}$ on $X$ of rank $b$, we consider the invertible cohomology class
$$\hat{\Gamma}(\mathcal{N}) := \prod_{i=1}^{b} \Gamma(1 + \nu_i) = \exp \left( -\gamma c_1(\mathcal{N}) + \sum_{b \geq 2} (-1)^{b}(b - 1)! \zeta(b) \Ch_b(\mathcal{N}) \right)$$
where $\nu_1, \ldots, \nu_b$ are the Chern roots of $\mathcal{N}$ and $\Ch_b(\mathcal{N})$ is the class of degree $2b$ of the Chern character $\Ch(\mathcal{N})$. Denote by $K(X)$ the Grothendieck group of vector bundles on $X$. Recall that the morphism $\Ch : K(X) \to H^{2*}(X, \mathbb{Z})$ become an isomorphism after tensored by $\mathbb{C}$ (see for instance Theorem 3.25 p.283 in [Kar78]).

Definition 2.21. — For any $v$ in $K(X)$, we put
$$Z^{tw}(v) := (2\pi)^{-n/2} L^{tw}(t_0, q, z) \gamma^{-\mu} \zeta(T_X \otimes \mathcal{E}) \hat{\Gamma}(\mathcal{E})^{-1} (2\sqrt{-1} \pi)^{deg/2} \Ch(v).$$
We call $Z^{tw}(K(X))$ the $\hat{\Gamma}$-integral structure on QDM$(X, \mathcal{E})$ and we denote it by $F^{tw}$.

Remark 2.22. — Notice that $Z^{tw}(v)$ is a multi-valued flat section of the bundle $(F, \nabla)$ and that $Z^{tw}(K(X)) \otimes_{\mathbb{Z}} \mathbb{C}$ is the set of flat sections of $F$. We can understand the formula of $Z^{tw}$ above as “the twist” by $\hat{\Gamma}(\mathcal{T}_X \hat{\Gamma}(\mathcal{E})^{-1}$ of the natural integral structure given by $K(X)$.

Proposition 2.23. — For any $v_1, v_2$ in $K(X)$, we have :
$$S(Z^{tw}(v_1), Z^{tw}(v_2)) = \int_X c_\top(\mathcal{E}) \Td(T_X) \Td(\mathcal{E})^{-1} \Ch(v_1 \otimes v_2)$$
Proof. — Using Proposition 2.20.(3) and $e^{\sqrt{-1} \tau \mu} = (-1)^{\deg/2}(\sqrt{-1})^{k-n}$, we deduce that
\[
S(\mathcal{Z}^{\text{tw}}(v_1), \mathcal{Z}^{\text{tw}}(v_2)) = (2\sqrt{-1} \pi)^{k-n} \int_X c_{\text{top}}(\mathcal{E}) e^{\sqrt{-1} \tau c_1(T_X \otimes \mathcal{E}^\vee)} \hat{\Gamma}(T_X) \hat{\Gamma}(\mathcal{E})^{-1} (2\sqrt{-1} \pi)^{\deg/2} \text{Ch}(v_1)
\]
\[
\cup (-1)^{\deg/2} \hat{\Gamma}(T_X) \hat{\Gamma}(\mathcal{E})^{-1} (2\sqrt{-1} \pi)^{\deg/2} \text{Ch}(v_2)
\]
We have the following facts: for any $\alpha, \beta$ in $H^2(\mathcal{X})$, for any $v$ in $K(\mathcal{X})$ and for any $\delta \in H^2(\mathcal{X})$,
\[
\beta \cup (2\sqrt{-1} \pi)^{\deg/2} \alpha = (2\sqrt{-1} \pi)^{\deg/2} (\beta/(2\sqrt{-1} \pi)^{\deg/2} \cup \alpha)
\]
\[
\frac{1}{(2\sqrt{-1} \pi)^n} \int_X (2\sqrt{-1} \pi)^{\deg/2} \alpha = (2\sqrt{-1} \pi)^n \int_X \alpha
\]
\[
(-1)^{\deg/2} \Gamma(1 + \delta) = \Gamma(1 - \delta)(-1)^{\deg/2}
\]
\[
(-1)^{\deg/2} \text{Ch}(v) = \text{Ch}(v^*).
\]
Denote by $\nu_1, \ldots, \nu_n$ the Chern root of $T_X$ and $\epsilon_1, \ldots, \epsilon_k$ the Chern roots of $E$. From the above properties, we deduce that
\[
S(\mathcal{Z}^{\text{tw}}(v_1), \mathcal{Z}^{\text{tw}}(v_2)) = \int_X c_{\text{top}}(\mathcal{E}) e^{\epsilon_1(T_X \otimes \mathcal{E}^\vee)^{\alpha/2}} \prod_{i=1}^n \Gamma \left(1 + \frac{\nu_i}{2\sqrt{-1} \pi}\right) \prod_{j=1}^k \Gamma \left(1 - \frac{\epsilon_j}{2\sqrt{-1} \pi}\right)
\]
\[
\cup \prod_{i=1}^n \Gamma \left(1 - \frac{\nu_i}{2\sqrt{-1} \pi}\right)^{-1} \prod_{j=1}^k \Gamma \left(1 + \frac{\epsilon_j}{2\sqrt{-1} \pi}\right)^{-1} \text{Ch}(v_1 \otimes v_2^*).
\]
Using the formal identity $\Gamma(z)\Gamma(1-z) = \frac{\pi}{\sin(\pi z)}$, we deduce that
\[
\Gamma(1-z)\Gamma(1+z) = \frac{z e^{-z^2/2}}{1 - e^{-z}}.
\]
This implies the formula. \(
\]

Recall from Definition 2.21 that we denote $F_\mathcal{Z}$ the integral structure $\mathcal{Z}^{\text{tw}}(K(\mathcal{X}))$.

**Definition 2.24. —** The twisted quantum $D$-module denoted by $\overline{\text{QDM}}(\mathcal{X}, \mathcal{E})$ is the quadruple $(\mathcal{F}, \nabla, \mathcal{S}, \overline{\mathcal{F}}_\mathcal{Z})$. The pairing $\mathcal{S}$ is non-degenerated.

**2.2. Reduced quantum $D$-module. —** In this subsection we define the reduced quantum $D$-module, denoted by $\overline{\text{QDM}}(\mathcal{X}, \mathcal{E})$, which is a quadruple $(\mathcal{F}, \nabla, \mathcal{S}, \overline{\mathcal{F}}_\mathcal{Z})$. The pairing $\mathcal{S}$ is non-degenerated.

Recall that $m_{\text{top}}$ is the endomorphism
\[
m_{\text{top}} : H^{2*}(\mathcal{X}) \to H^{2*}(\mathcal{X})
\]
\[
\alpha \mapsto c_{\text{top}}(\mathcal{E}) \cup \alpha.
\]
Put $\overline{H^{2*}(\mathcal{X})} := H^{2*}(\mathcal{X})/ \ker m_{\text{top}}$ and call it the reduced cohomology ring of $(\mathcal{X}, \mathcal{E})$. Since $m_{\text{top}}$ is a graded morphism, the vector space $\overline{H^{2*}(\mathcal{X})}$ is naturally graded. For $\gamma \in H^{2*}(\mathcal{X})$, we denote by $\overline{\gamma}$ its class in $\overline{H^{2*}(\mathcal{X})}$.

Denote by $\overline{\mathcal{F}}$ the trivial bundle $\overline{H^{2*}(\mathcal{X})} \times H^0(\mathcal{X}) \times \mathbb{C} \to H^0(\mathcal{X}) \times V \times \mathbb{C}$. On $\overline{\mathcal{F}}$, we will define a connection $\nabla$ and a non-degenerated paring $\overline{\mathcal{S}}$. They will be induced by those on $\mathcal{F}$.

For any $\gamma_1, \gamma_2 \in H^{2*}(\mathcal{X})$, define the reduced pairing $(\cdot, \cdot)^\text{red}$ which is a bilinear form on $\overline{H^{2*}(\mathcal{X})}$ by
\[
(\overline{\gamma}_1, \overline{\gamma}_2)^\text{red} := (\gamma_1, \gamma_2)^{\text{tw}}.
\]
By Proposition 2.19, \( \ker m_{\text{top}} \) is the kernel of the twisted pairing. It follows that the reduced pairing is a well defined and non degenerated bilinear form.

We define the pairing \( \overline{S} \) as we did for \( S \) but changing \( (\cdot, \cdot)^{\text{tw}} \) by \( (\cdot, \cdot)^{\text{red}} \) (cf. before Proposition 2.20). From (2.25), for any \( s_1, s_2 \in \Gamma(H^0(X) \times V \times \mathbb{C}, \mathcal{F}) \), we deduce that

\[ (2.26) \quad \overline{S}(\overline{s}_1, \overline{s}_2) = S(s_1, s_2) \]

Let \((\phi_0, \ldots, \phi_{s'-1})\) be a homogeneous basis of \( H^{2s}(X) \) and denote \((\phi^0, \ldots, \phi^{s'-1})\) its dual basis with respect to \((\cdot, \cdot)^{\text{red}}\).

**Definition 2.27.** — Let \( \gamma_1, \ldots, \gamma_n \) be classes in \( H^{2s}(X) \).

1. Let \( d \) be in \( H_2(X, \mathbb{Z}) \). The reduced Gromov-Witten invariant is

\[ \langle \overline{\gamma}_1, \ldots, \overline{\gamma}_n \rangle_{0, t, d}^{\text{red}} := \langle \gamma_1, \ldots, c_{\text{top}}(\mathcal{E})_{\gamma_n} \rangle_{0, t, d} \]

2. The reduced quantum product is

\[ \overline{\gamma}_1 \bullet^{\text{red}}_{q} \overline{\gamma}_2 := \sum_{a=0}^{s-1} \sum_{d \in H_2(X, \mathbb{Z})} q^d \langle \overline{\gamma}_1, \overline{\gamma}_2, \phi_a \rangle_{0, d, d}^{\text{red}} \phi_a^{\bullet} \]

**Remark 2.28.** — By the twisted \( S_n \)-symmetric axiom (cf. Proposition A.2), the reduced Gromov-Witten invariants are well defined on the class in \( H^{2s}(X) \). Notice that the reduced Gromov-Witten invariant are \( S_n \) symmetric. The convergence domain of \( \bullet_{q}^{\text{red}} \) contains \( V \). We will restrict ourselves to \( V \).

**Proposition 2.29.** — For any \( \gamma_1, \gamma_2 \) in \( H^{2s}(X) \), we have

\[ \gamma_1 \bullet^{\text{tw}}_{q} \gamma_2 = \gamma_1 \bullet^{\text{red}}_{q} \gamma_2 \]

**Proof.** — Using Formula (2.8) for the twisted quantum product we get :

\[ \gamma_1 \bullet^{\text{tw}}_{q} \gamma_2 = \sum_{d \in H_2(X, \mathbb{Z})} q^d \langle \gamma_1, \gamma_2, \phi_a \rangle_{0, d, d}^{\text{tw}} \phi_a^{\bullet} \]

where we put \( \alpha := (e_1^* \gamma_1 \cup e_2^* \gamma_2 \cup c_{\text{top}}(\mathcal{E}_{0, d, d}(3)) \cap [X_{0, d, d}]_{\text{vir}} \). Denote by \( \hat{\phi}_a \in H^{2s}(X) \) a lift of \( \phi_a \). By Definition (2.25), we have

\[ \overline{c}_{3, \alpha}^{\bullet} = \sum_{a=0}^{s'-1} (e_3^* \alpha, \phi_a)^{\text{red}} \phi_a^{\bullet} = \sum_{a=0}^{s'-1} (e_3^* \alpha, \hat{\phi}_a)^{\text{tw}} \phi_a^{\bullet} \]

Using projection formula, the proposition follows from

\[ \langle \overline{\gamma}_1, \overline{\gamma}_2, \phi_a \rangle_{0, d, d}^{\text{red}} = \langle \gamma_1, \gamma_2, c_{\text{top}}(\mathcal{E})\hat{\phi}_a \rangle_{0, d, d} = \langle e_3^* \alpha, \hat{\phi}_a \rangle^{\text{tw}} \]

Define the following connexion on the bundle \( \overline{T} \):

\[ \nabla_{\theta_a} := \partial_{\theta_a} + \frac{1}{z} \overline{T} \bullet^{\text{red}}_{q}, \quad \forall \theta_a \in \{1, \ldots, r\}, \quad \nabla_{\delta_a} := \delta_{a} + \frac{1}{z} \overline{\mathcal{E}} \bullet^{\text{red}}_{q} \]

\[ \nabla_{\delta_z} := \delta_z - \frac{1}{z} \overline{\mathcal{E}} \bullet^{\text{red}}_{q} + \overline{\mu} \]

where \( \overline{\mu} \) is the diagonal morphism defined by \( \overline{\mathcal{E}}(\phi_a) := \frac{1}{2} (\deg(\phi_a) - (\dim_{\mathbb{C}} X - \text{rk} \mathcal{E})) \phi_a \) and \( \overline{\mathcal{E}} := t_0 \Gamma + c_1(\overline{T} \otimes \overline{\mathcal{E}}) \).

**Corollary 2.30.** — For any \( \gamma \in H^{2s}(X) \), we have :

\[ \nabla_{\gamma} = \nabla_{\gamma} \]
Proof. — This follows from Proposition 2.29 and from $\mu(T_a) = \pi(T_a)$. □

Lemma 2.31. — For any $(t_0, q, z)$ in $H^0(X) \times V \times \mathbb{C}$, we have:

$L^{tw}(t_0, q, z)(\ker m_{ctop}) = \ker m_{ctop}$.

Proof. — Let $\gamma$ be in $\ker m_{ctop}$ and $\alpha \in H^{2*}(X)$. Since $L^{tw}(t_0, q, z)$ is an automorphism of $H^{2*}(X)$ and $\ker m_{ctop}$ is the kernel of the twisted pairing $(\cdot, \cdot)^{tw}$ we find, using Proposition 2.20:

$$(\alpha, L^{tw}(t_0, q, z)\gamma)^{tw} = (L^{tw}(t_0, q, z), (L^{tw}(t_0, q, z))^{-1}\alpha, L^{tw}(t_0, q, z)\gamma)^{tw} = (L^{tw}(t_0, q, z), (L^{tw}(t_0, q, z))^{-1}\alpha, \gamma)^{tw} = 0.$$

Then $L^{tw}(t_0, q, z)\gamma$ belongs to $\ker m_{ctop}$. □

This lemma permits us to define a reduced $L$ function: for any $(t_0, q, z) \in V \times \mathbb{C}$ put

$$(2.32) \quad L(t_0, q, z) : H^{2*}(X) \rightarrow \overline{H^{2*}(X)}$$

$$\gamma \mapsto \overline{L(t_0, q, z)} \gamma = L^{tw}(t_0, q, z)\gamma$$

In the same spirit of §2.1.e, we also get an induced integral structure on $\overline{QDM(X, \mathcal{E})}$. Denote by

$$\overline{K(X)} := K(X) / \{ v | Ch(v) \in \ker m_{ctop} \}.$$

The Chern character $\text{Ch} : K(X) \rightarrow H^{2*}(X)$ induces a reduced Chern character $\overline{\text{Ch}} : \overline{K(X)} \rightarrow H^{2*}(X)$ which become an isomorphism after tensored by $\mathbb{C}$. For any $\overline{v} \in \overline{K(X)}$, we put

$$\overline{Z}(\overline{v}) := (2\pi)^{-\frac{n-k}{2}} L(t_0, q, z) e^{\pi i (\overline{T} \otimes \mathbb{C}^e)} \Gamma(\overline{T}) \overline{\Gamma(\mathcal{E})}^{-1} (2\sqrt{-1}\pi)^{\deg / 2} \overline{\text{Ch}(\overline{v})}.$$

In the same spirit of Definition 2.21, the reduced $\overline{\Gamma}$-integral structure on $\overline{QDM(X, \mathcal{E})}$ is given by $\overline{Z}(\overline{K(X)})$ and we denote it by $\overline{F}_Z$.

Corollary 2.33. — The triple $(\overline{F}, \overline{\nabla}, \overline{S})$ satisfies the following properties.

1. The connection $\overline{\nabla}$ is flat and $\overline{S}$ is non-degenerated and $\overline{\nabla}$-flat.
2. A fundamental solution of $\overline{\nabla}$ is given by $L(t_0, q, z) e^{\pi i (\overline{T} \otimes \mathbb{C}^e)}$.
3. For any $\overline{v}_1, \overline{v}_2 \in \Gamma(\overline{F})$, we have

$$\overline{S}(\overline{L}(q, z) \overline{v}_1, \overline{L}(q, z) \overline{v}_2) = \overline{S}(\overline{v}_1, \overline{v}_2)$$

4. For any $v$ in $K(X)$, we have $\overline{Z}(\overline{v}) = \overline{Z}^{tw}(v)$.
5. For any $v_1, v_2$ in $K(X)$, we have

$$\overline{S}(\overline{Z}(\overline{v}_1), \overline{Z}(\overline{v}_2)) = \int_X c_{ctop}(\mathcal{E}) Td(T_X) Td(\mathcal{E})^{-1} \text{Ch}(v_1 \otimes v_2^\vee).$$

Proof. — (1) Proposition 2.17 and Corollary 2.30 implies the flatness for $\overline{\nabla}$. The flatness of $\overline{S}$ follows from Proposition 2.20 and Equality (2.26).

(2) This statement follows easily from Corollary 2.30 and Proposition 2.17.

(3) The equality follows from Proposition 2.20 and Equality (2.26).

(4) This follows from the statement (2).

(5) The equality follows from the previous equality, Equation (2.26) and Proposition 2.23. □

Definition 2.34. — The reduced quantum $\mathcal{D}$-module associated to the pair $(X, \mathcal{E})$ is the quadruple $(\overline{F}, \overline{\nabla}, \overline{S}, \overline{F}_Z)$ denoted by $\overline{QDM(X, \mathcal{E})}$.

Remark 2.35. — 1. The set $\overline{Z}(\overline{K(X)}) \otimes \mathbb{C}$ is the set of flat sections of $\overline{QDM(X, \mathcal{E})}$,
2. The reduced \(\tilde{\Gamma}\)-integral structure on \(\overline{QDM}(X, \mathcal{E})\) defined above is the one induced by the \(\tilde{\Gamma}\)-integral structure on \(QDM(X, \mathcal{E})\) defined in Definition 2.21 i.e., we have \(\overline{Z}(K(X)) = Z^{tw}(K(X))\).

2.3. Geometric interpretation of the Reduced Quantum \(\mathcal{D}\)-module for complete intersection subvarieties. —

Assumption 2.36. — In this section, we assume that \(\dim \mathbb{C} X \geq k + 3\) and that the line bundles \(L_1, \ldots, L_k\) are ample. This makes it possible to use Hyperplane and Hard Lefschetz’s Theorems.

Notation 2.37. — Fix a generic section of \(\mathcal{E}\), and denote by \(Z\) the projective subvariety defined by this section. By Bertini’s theorem, \(Z\) is a smooth complete intersection subvariety of \(X\). Denote by \(\iota: Z \hookrightarrow X\) the corresponding closed embedding.

By Lefschetz’s theorem we have
\[
H^{2*}(Z) = \text{Im} \ i^* \oplus \ker \ i_*
\]
and \(\ker i_* \subset H^{\dim Z}(Z)\). We put \(H^{2*}_{\text{amb}}(Z) := \text{Im} \ i^*\), this is the part of the cohomology of \(Z\) coming from the ambient space \(X\). We have the following commutative diagram
\[
\begin{CD}
H^{2*}(X) @> p \ >> H^{2*}(X) \\
\downarrow p @> m_{\text{Top}} \ >> \downarrow p \\
H^{2*}(Z) @> f \ >> H^{2*}_{\text{amb}}(Z)
\end{CD}
\]
where \(p\) is the natural projection and \(f: \gamma \mapsto i^*\gamma\). By the decomposition (2.38), the morphism \(f\) is an isomorphism. In particular we have an isomorphism \(H^2(X) \cong H^2(Z)\) and \(H^0(X) \cong H^0(Z)\).

Remark 2.40. — It should be possible to improve Assumption 2.36, at least for toric varieties. For example, if \(X\) is a toric projective variety of dimension at least 3, \(k = 1\) and \(L_1\) is a nef (not necessary ample) line bundle on \(X\), then Theorem 5.1 of [Mav00] ensures that \(Z\) is a smooth connected hypersurface satisfying : \(H^{2*}(Z) = \text{Im} \ i^* \oplus \ker i_*\).

Proposition 2.41. — Using Notation 2.37, and under Assumption 2.36, for any \(\gamma_1, \gamma_2 \in H^{2*}(X), \tau_2 \in H^2(X),\)
\[
i^*(\gamma_1 \bullet^Z \tau_2 \gamma_2) = i^*(\gamma_1) \bullet^Z (\tau_2 i^*(\gamma_2)),
\]
where \(\bullet^Z\) is the quantum product on \(Z\).

Proof. — The proof is given in Proposition 4 of [Pan98], for a smooth hypersurface of \(\mathbb{P}^n\). The general case is treated by Iritani ([Iri11], Corollary 2.3) using functoriality of virtual classes (cf. [KKP03]).

Recall that we identify \(H^0(Z)\) with \(H^0(X)\). The classical quantum \(\mathcal{D}\)-module associated to \(Z\), denoted by \(QDM(Z)\), is the triple \((F^Z, \nabla^Z, S^Z)\) where

1. \(F^Z\) is the trivial bundle \(H^{2*}(Z) \times H^0(X) \times V_Z \times \mathbb{C} \to H^0(X) \times V_Z \times \mathbb{C}\) where \(V_Z\) is the subset of \(H^2(Z)/\text{Pic}(Z)\) where the quantum product on \(Z\) is convergent\(^{(2)}\),

\(^{(2)}\)We use the same parameter \(q\) because of the isomorphism \(i^* : H^2(X) \cong H^2(Z)\)
2. The connection $\nabla^Z$ is defined via the same formula than $\nabla$ with the quantum product of $Z$ and $E := c_1(T_Z) + t_01$ and

$$\mu^Z(\psi_a) = \frac{1}{2} (\deg(\psi_a) - \dim_\C Z) \psi_a.$$  

where $(\psi_a)$ is a basis of $H^{2*}(Z)$.

3. The non-degenerated pairing $S^Z$ is defined in the same way of $S$ but with the Poincaré duality of $H^{2*}(Z)$.

Moreover, on $\text{QDM}(Z)$ Iritani defined the $\hat{\Gamma}$-integral structure (see Definition 2.9 [Iri09]) via $\mathcal{Z}^Z(\mathbb{K}(Z))$ where for any $w$ in $\mathbb{K}(Z)$, he puts

$$\mathcal{Z}^Z(w) = (2\pi)^{-\frac{(n-k)/2}{L^Z(t_0, q, z) z^{-\mu^Z} z^{c_1(T_Z)} \hat{\Gamma}(T_Z) (2\sqrt{-1}\pi) \deg Z^2/2 \text{Ch}(w)}.$$  

In Proposition 2.10 of [Iri09], he proves that $\mathcal{Z}^Z(w) \otimes_\Z \mathbb{C}$ is the set of flat sections of $\text{QDM}(Z)$.

We consider the trivial sub-bundle of $F^Z$ whose fibers are $H^{2*}_{\text{amb}}(Z)$. This sub-bundle is stable by $\nabla^Z$ and the pairing is still non-degenerated on it. We denote $\text{QDM}_{\text{amb}}(Z)$ this sub-quantum $D$-module. By Proposition 2.41, the base space of this bundle $F^Z$ could be restricted to $H^0(X) \times V \times \C$. We put $K_{\text{amb}}(Z) := \iota^* K(X)$. We have that $K_{\text{amb}}(Z) \otimes_\Z \mathbb{C}$ is isomorphic to $H^{2*}_{\text{amb}}(Z)$ via the Chern character. So $\mathcal{Z}^Z(K_{\text{amb}}(Z)) \otimes_\Z \mathbb{C}$ is the set of flat sections of $\text{QDM}_{\text{amb}}(Z)$ that is $\mathcal{Z}^Z(K_{\text{amb}}(Z))$ define a $\hat{\Gamma}$-integral structure on $\text{QDM}_{\text{amb}}(Z)$.

The integral structure put on $\text{QDM}(X, E)$ in §2.1.e is compatible with the one defined by Iritani, that is we have the following theorem.

**Theorem 2.42.** — Using Notation 2.37, and under Assumption 2.36. The reduced quantum $D$-module $\text{QDM}(X, E)$ is isomorphic to the sub-quantum $D$-module $\text{QDM}_{\text{amb}}(Z)$ of $\text{QDM}(Z)$.

**Proof.** — First, we get an isomorphism of bundles. We still denote it $f$. From Proposition 2.29 and Proposition 2.41, we have :

$$f(\overline{\gamma}_1 \cdot_q \overline{\gamma}_2) = f(\overline{\gamma}_1 \cdot_q^w \overline{\gamma}_2) = T^* (\gamma_1 \cdot_q \gamma_2) = (T^* \gamma_1) \cdot_q^w (T^* \gamma_2) = f(\overline{\gamma}_1) \cdot_q^w f(\overline{\gamma}_2).$$  

The adjunction formula gives : $c_1(T_Z) = T^* c_1(T_X \otimes E^*)$. Since the dimension of $Z$ is the dimension of $X$ minus the rank of $E$, we deduce that $\mu^Z(f(\overline{\gamma})) \equiv (f(\overline{\gamma})).$ It follows that the isomorphism of bundle $f$ satisfies :

$$\nabla^Z f(\overline{\gamma}) = f(\nabla^Z \overline{\gamma}) \text{ and } S^Z(\overline{\gamma}_1, \overline{\gamma}_2) = S^Z(f(\overline{\gamma}_1), f(\overline{\gamma}_2)).$$  

Let show that for any $\overline{\gamma}$ be in $H^{2*}(X)$

$$f(T(t_0q, z) z^{-\mu^Z} z^{c_1(T_Z) \hat{\Gamma}(T_Z) \cdot_q^w \overline{\gamma}}) = L^Z(t_0, q, z) z^{-\mu^Z} z^{c_1(T_Z)} f(\overline{\gamma})$$  

By equation (2.43), both side are fundamental solutions of $\text{QDM}_{\text{amb}}(Z)$, so they differ by the conjugation of a constant matrix. At the large radius limit, they are both equivalent to

$$f(\epsilon^{t_0/z} z^{-\mu^Z} z^{c_1(T_Z) \hat{\Gamma}(T_Z)} f(\overline{\gamma}) = \epsilon^{t_0/z} z^{-\mu^Z} z^{c_1(T_Z)} f(\overline{\gamma}).$$  

This implies that the constant matrix is the identity that is we have Equality (2.44).

Let show the compatibility between the integral structures that is $f(\overline{\Gamma}(\overline{\gamma})) = \Gamma(\gamma) \cdot_q^w \nu$ for $\overline{\gamma}$ in $K(X)$. We use Equality (2.44) with $\overline{\gamma} := \Gamma(T_X) \hat{\Gamma}(E) \cdot_q^w (-1)^{\deg Z^2/2} \text{Ch}(\nu)$. As we have

$$f(\overline{\gamma}) = T^* \left( \hat{\Gamma}(T_X) \hat{\Gamma}(E) \cdot_q^w (-1)^{\deg Z^2/2} T^* \text{Ch}(\nu) \right).$$  

As we are in complete intersection, the normal bundle $N_{Z|X} = T^* E$. So we have the following exact sequence

$$0 \longrightarrow T_Z \longrightarrow T^* T_X \longrightarrow T^* E \longrightarrow 0$$  
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This implies that the Chern roots if $\iota^*\mathcal{T}_X$ are the Chern roots of $\iota^*\mathcal{E}$. We deduce that $\hat{\Gamma}(\iota^*\mathcal{T}_X) = \hat{\Gamma}(\iota^*\mathcal{E})\hat{\Gamma}(\mathcal{T}_Z)$. As the class $\hat{\Gamma}(v)$ is compatible with pull-back, we deduce that $f(\overline{Z}(\tau)) = Z^Z(\iota^*v)$.

Denote by $\langle\cdot,\cdot\rangle_{K(Z)}$ the Mukai pairing that is $(w_1, w_2)_{K(Z)} := \chi(w_2^* \otimes w_1)$. The following proposition show a relation between the Mukai pairing in $K(Z)$ and the three pairings $S(\cdot,\cdot), \overline{S}(\cdot,\cdot), S^Z(\cdot,\cdot)$ on respective flat sections.

**Proposition 2.46.** — For any $v_1, v_2$ in $K(X)$, we have

$$(\iota^*v_1, \iota^*v_2)_{K(Z)} = S^Z(Z^Z(\iota^*v_1), Z^Z(\iota^*v_2))$$

$$= \overline{S}(Z(v_1), Z(v_2))$$

$$= S(Z^{tw}(v_1), Z^{tw}(v_2)).$$

**Proof.** — The first equality follows from Proposition 2.10 of [Iri09]. From Proposition 2.23 and Corollary 2.33, it is enough to prove that

$$(\iota^*v_1, \iota^*v_2)_{K(Z)} = \int_X c_{top}(\mathcal{E}) \operatorname{Td}(\mathcal{T}_X) \operatorname{Td}(\mathcal{E})^{-1} \operatorname{Ch}(v_1 \otimes v_2^*).$$

From the exact sequence (2.45), we deduce that $\operatorname{Td}(\mathcal{T}_Z) = \iota^*(\operatorname{Td}(\mathcal{E})^{-1} \operatorname{Td}(\mathcal{T}_X))$. By Riemann-Roch and the projection formula, we have

$$(\iota^*v_1, \iota^*v_2)_{K(Z)} = \chi(\iota^*v_1 \otimes \iota^*v_2^*)$$

$$= \int_Z \operatorname{Td}(\mathcal{T}_Z) \iota^* \operatorname{Ch}(v_1 \otimes v_2^*)$$

$$= \int_X \iota_* \iota^* \left( \operatorname{Td}(\mathcal{E})^{-1} \operatorname{Td}(\mathcal{T}_X) \operatorname{Ch}(v_1 \otimes v_2^*) \right)$$

The last equality is exactly (2.47). 

3. Batyrev rings for toric varieties with a splitted vector bundle

From now on, $X$ is a toric smooth projective variety endowed with $k$ globally generated line bundles $\mathcal{L}_1, \ldots, \mathcal{L}_k$.

In [Bat93], Batyrev constructs a ring based on the combinatorial data of a smooth toric, projective variety. In the Fano case, it is the quantum cohomology ring of this variety. As shown in [Iri11], it is also the restriction at $z = 0$ of the quantum $D$-module.

In this section, we define the Batyrev ring associated to the data $(X, \mathcal{L}_1, \ldots, \mathcal{L}_k)$. It is constructed as the classical Batyrev ring of a quasi-projective toric variety, namely the total space of $\mathcal{E}'$, denoted by $Y$. This construction could be generalized to any quasi-projective, smooth toric variety defined by a convex fan.

More precisely, we prove the three following results that will be used in the rest of the paper.

1. The total space $Y$ of $\mathcal{E}'$ is a quasi-projective smooth toric variety defined by a convex fan $\Delta$. The Batyrev ring $B$ of a $Y$ is a quotient of the ring $\Lambda[x_\rho] := \Lambda[x_\rho, \rho \in \Delta(1)]$, where $\Lambda$ is the Novikov ring previously defined, and $\Delta(1)$ is the set of rays of the fan $\Delta$. The quotient is made by the sum of two ideals, respectively denoted by QSR (Quantum Stanley-Reisner ideal) and Lin (Linear ideal). Our first result in Theorem 3.22 gives a Groebner basis of QSR in terms of primitive collections of the fan (see Notation 3.19).

2. Moreover, assuming that the anticanonical divisor of $Y$ is nef then there exists a Zariski neighborhood $\mathcal{U}$ of the large radius limit in $\Lambda$ such that $\operatorname{Spec} B \to \mathcal{U}$ is finite, flat of degree $\dim H^{2*}(X)$ (see Theorem 3.26).
3. To set up our last result we first define the residual Batyrev ring, denoted by $B_{\text{res}}$ (see Definition 3.39): it is the quotient of $\Lambda[x_\rho]$ by the quotient ideal $(G : x_{\text{top}})$ of $G := \text{QSR} + \text{Lin}$ by a monomial $x_{\text{top}}$ defined in terms of the $L_i$. We show that $\text{Spec } B_{\text{res}} \rightarrow \overline{U}$ is finite, flat of degree $\dim H^2(X) - \dim \ker m_{\text{cl}}$ (see Proposition 3.40).

Subsections 3.1, 3.2 and 3.3 are preliminary results:

– some recalls of toric geometry to construct the fan of $Y$,
– the definition of the Batyrev ring,
– the definition of primitive collections and classes.

Subsection 3.4 is devoted to the proof of Theorem 3.22 on Groebner basis. In the last two subsections, we prove Theorem 3.26 on Batyrev ring and then Proposition 3.40 on residual Batyrev ring.

3.1. Notations for toric varieties. — This section is mainly based on [Ful93] and [Mus].

Denote by $N$ a $n$-dimensional lattice and by $M$ its dual lattice. Consider a fan $\Sigma$ of $N_\mathbb{R} = N \otimes \mathbb{R}$ and denote by $\Sigma(l)$ the set of $l$-dimensional cones of $\sigma$. The set of rays of $\Sigma$ is $\Sigma(1) = \{\theta_1, \ldots, \theta_n\}$, and for any $\theta \in \Sigma(1)$ we denote by $w_\theta$ the generator of $\theta \cap N$.

The $n$-dimensional toric variety defined by $\Sigma$ is denoted by $X$. For any cone $\sigma \in \Sigma$ we denote by $U(\sigma)$ the affine variety :

$$\text{Spec } \mathbb{C}[\sigma^\vee] := \text{Spec } \mathbb{C}[\chi^u, u \in M, \forall x \in \sigma, \langle u, x \rangle \geq 0]$$

where $\chi^u$ are indeterminates. To any ray $\theta \in \Sigma(1)$, there is an associated toric Weil divisor $D_\theta$.

We assume that :

1. $\Sigma$ is non singular i.e., for any ray $\sigma \in \Sigma$, the set $\{w_\theta, \theta \in \Sigma(1), \theta \subset \sigma\}$ is part of a basis of the lattice $N$. This is equivalent to $X$ being smooth.
2. $X$ is projective.

Let $L_1, \ldots, L_k$ be $k$ globally generated line bundle over $X$, and $\mathcal{E} := \oplus_{i=1}^k L_i$. Let $L_1, \ldots, L_k$ be $k$ toric divisors such that $L_i = \mathcal{O}(L_i)$. We write :

$$L_i = \sum_{\theta \in \Sigma(1)} \ell^i_\theta D_\theta, \quad \ell^i_\theta \in \mathbb{Z}, \quad i = 1, \ldots, k$$

Fan of the total space of $\mathcal{E}^\vee$. — Consider the $n + k$ dimensional lattice $N' := N \oplus \mathbb{Z}^k$. Let $(\epsilon_1, \ldots, \epsilon_k)$ be the canonical base of $\mathbb{Z}^k$. Denote by :

$$\phi : N' = N \times \mathbb{Z}^k \rightarrow N$$

the natural projection. Define a fan $\Delta$ in $N'_\mathbb{R} := N' \otimes \mathbb{R}$ in the following way :

– The rays of $\Delta$ are indexed by $\Sigma(1) \cup \{L_1, \ldots, L_k\}$ :

$$\begin{cases}
\text{For } \theta \in \Sigma(1), & \text{put } v_\theta := (w_\theta, 0) + \sum_{i=1}^k \ell^i_\theta(0, \epsilon_i), \\
\text{For } i = 1, \ldots, k, & \text{put } v_{L_i} := (0, \epsilon_i).
\end{cases}$$

Then,

$$\Delta(1) := \{\rho_\theta := \mathbb{R}^+ v_\theta, \theta \in \Sigma(1)\} \cup \{\rho_{L_i} := \mathbb{R}^+ v_{L_i}, \quad i = 1, \ldots, k\}.$$

– A strongly convex polyhedral cone $\sigma$ is in $\Delta$ if and only if $\phi(\sigma) \in \Sigma$.

By assumption, the line bundles $L_i$ are globally generated and the function $\psi_{L_i}$ associated to each toric divisor $L_i$ is concave. This gives :

**Fact 3.1.** — As the line bundles $L_1, \ldots, L_k$ are globally generated, the support $|\Delta| = \bigcup_{\sigma \in \Delta} \sigma$ of the fan $\Delta$ in $N'_\mathbb{R}$ is convex (we will say that $\Delta$ is convex).
It will be convenient to make the distinction between rays \( \rho_\theta \) coming from the base variety \( X \), and rays \( \rho_L \) coming from the splitted vector bundle \( \mathcal{E} \).

**Notation 3.2.** — We put:

\[
\Delta_{(1)}^{\text{base}} = \{ \rho_\theta, \theta \in \Sigma(1) \}, \quad \Delta_{(1)}^{\text{v.b.}} = \{ \rho_{L_1}, \ldots, \rho_{L_k} \}.
\]

so that \( \Delta(1) = \Delta_{(1)}^{\text{base}} \sqcup \Delta_{(1)}^{\text{v.b.}} \).

Let \( Y \) be the toric variety associated to \( \Delta \). As \( X \) is smooth, \( Y \) is also smooth. We denote by the same letter \( \phi : Y \rightarrow X \) the scheme morphism induced by the projection \( \phi : N' \rightarrow N \).

The next proposition gives a geometric interpretation of the toric variety \( Y \):

**Proposition 3.3 ([CLS11], Proposition 7.3.1 and Exercise 7.3.3)**

The toric variety \( Y \) is the total space of the dual vector bundle \( \mathcal{E}^\vee \); the toric morphism \( \phi : Y \rightarrow X \) is the natural projection of this vector bundle.

One can easily check the following result about cohomology classes:

**Proposition 3.4.** — The projection \( \phi : Y \rightarrow X \) induces an isomorphism:

\[
\phi^* : H^*(X) \iso H^*(Y).
\]

Moreover, if \( i \) is in \( \{1, \ldots, k\} \) and \( D_i \) is the divisor of \( Y \) corresponding to the ray \( \rho_{L_i} \) (see construction 3.1), we have:

\[
[L_i] = \phi^*[-D_i] \text{ in } H^2(X).
\]

**Example 3.5.** — Consider the fan of \( \mathbb{P}^1 \) given by \( (N = \mathbb{Z}, w_1 = 1, w_2 = -1), L = \mathcal{O}(2) \) and \( L = 2D_1 \). The fan \( \Delta \) is given by the rays \( v_{\theta_1} = (1, 2), v_{\theta_2} = (-1, 0) \) an \( v_L = (0, 1) \) (cf. Figure 1).

\[\text{Fan } \Delta \text{ in } N'_R, \quad N' = N \times \mathbb{Z}.\]
\[\text{Fan } \Sigma \text{ in } N_R, \quad N = \mathbb{Z}.\]

\[\phi \quad \implies \quad Y, \text{ total space of } \mathcal{O}_{\mathbb{P}^1(2)}^\vee\]

\[\phi \quad \implies \quad X = \mathbb{P}^1\]

**Figure 1.** Fans \( \Sigma \) and \( \Delta \) associated to \( X = \mathbb{P}^1, L = \mathcal{O}(2D_1) \)
3.2. Batyrev ring of a quasi-projective fan.— We define and study the Batyrev ring of the fan $\Delta$ defined in section 3.1.

**Remark 3.6.** — Notice that all the results of this part remain true for any fan $\Gamma$ in a lattice $L$ such that:

1. $\Gamma$ is non singular i.e., defines a smooth variety.
2. The support of $\Gamma$ is convex of maximal dimension $\text{dim } L$.
3. $\Gamma$ defines a quasi-projective variety.

Denote by $\text{NE}(Y) \subset H_2(Y, \mathbb{Z})$ the (integral) Mori cone of $Y$:

$$\text{NE}(Y) \subset \bigg\{ \begin{array}{c} \sum_{\text{finite sum}} n_C [C], n_C \in \mathbb{N}, [C] \text{ numeric class of irreducible curve} \bigg\}. $$

The (integral) nef cone in $H^2(Y, \mathbb{Z})$ is the dual cone to $\text{NE}(Y)$. It is generated by globally generated divisors.

Following [CvR08], to each toric Weil divisor $L = \sum_{\theta \in \Delta(1)} \ell_\theta D_\theta$ is associated a piecewise linear functions $\psi_L$ from the support $|\Delta|$ of $\Delta$ to $\mathbb{R}$ which is linear on any cone of $\Delta$, integral on $N'$, and satisfies:

$$\forall \theta \in \Delta(1), \psi_L(w_\theta) = -\ell_\theta.$$

Denote by $\text{PL}(\Delta)$ the set of piecewise linear functions from $|\Delta|$ to $\mathbb{R}$ which are linear on any cone of $\Delta$ and integral on $N'$. $\text{PL}(\Delta)$ is isomorphic to the set of toric divisors of $Y$, which is also isomorphic to the set $\bigoplus_{\rho \in \Delta(1)} \mathbb{Z}D_\rho$ (recall that $Y$ is smooth). There is an exact sequence:

$$(3.7) \quad 0 \longrightarrow M' \longrightarrow \text{PL}(\Delta) = \mathbb{Z}^{\Delta(1)} \longrightarrow H^2(Y, \mathbb{Z}) \longrightarrow 0. $$

Let $\text{CPL}(\Delta) \subset \text{PL}(\Delta)$ be the subset of concave functions, then the image of $\text{CPL}(\Delta)$ by the map $\text{PL}(\Delta) \longrightarrow H^2(Y, \mathbb{Q})$ is the Nef cone of $Y$.

Also recall that the ample cone of $Y$ is the interior of the nef cone. It is the image by $\text{PL}(\Delta) \otimes \mathbb{R} \longrightarrow H^2(Y, \mathbb{R})$ of the set of strictly concave piecewise linear functions of $|\Delta|$ (cf. [Mus], Chap. 6). Since $Y$ is a quasi projective variety, the ample cone is non empty and its dimension is equal to $r = \text{dim } H^2(Y, \mathbb{R})$.

We define the coefficient ring of $Y$ by:

$$\Lambda := \mathbb{C}[\text{NE}(Y)] = \mathbb{C}[\mathbb{Q}^d, d \in \text{NE}(Y)].$$

**Remark 3.8.** — In this article, $Y$ is a fiber bundle of base $X$. As a consequence, the cohomology groups, nef cones, Mori cones of $X$ and $Y$ are isomorphic, and $\Lambda = \mathbb{C}[\text{NE}(Y)] = \mathbb{C}[\text{NE}(X)]$ (see Proposition 3.4).

Let $d$ be a class of $H_2(Y, \mathbb{Q})$. We put

$$d_\rho := D_\rho.d = \int_d D_\rho.$$

For any ray $\rho$ of $\Delta$. Dualizing the exact sequence (3.7) gives:

$$(3.9) \quad 0 \longrightarrow H_2(Y, \mathbb{Q}) \longrightarrow \mathbb{Q}^{\Delta(1)} \longrightarrow N_\mathbb{Q} \longrightarrow 0,$$

Where the image of $d \in H_2(Y, \mathbb{Q})$ by the left arrow is $(d_\rho)_{\rho \in \Delta(1)} \in \mathbb{Q}^{\Delta(1)}$.

For any real number $a$, we also put $a^+ = \max(a, 0)$, $a^- = \max(-a, 0)$ so that $a = a^+-a^-$. Finally put $d^+ = (d_\rho^+)_{\rho \in \Delta(1)}$ and $d^- = (d_\rho^-)_{\rho \in \Delta(1)}$. Identifying $d \in H_2(Y, \mathbb{Z})$ and its image in $\mathbb{Z}^{\Delta(1)}$ (see the exact sequence 3.9), we have:

$$d = d^+ - d^-.$$
Consider a set of indeterminate \( x_\rho, \rho \in \Delta(1) \), corresponding to the set of rays of \( \Delta \), and the single indeterminate \( z \). We put:

\[
\Lambda[x_\rho] := \Lambda[x_\rho, \rho \in \Delta(1)].
\]

For any \( d \in H_2(Y, \mathbb{Z}) \) denote by \( R_d \) the polynomial:

\[
R_d := x'^+ - Q^d x'^- = \prod_{\rho \in \Delta(1)} x_\rho^{d_\rho^+} - Q^d \prod_{\rho \in \Delta(1)} x_\rho^{d_\rho^-}.
\]

The quantum Stanley-Reisner ideal of \( \Lambda[x_\rho] \) is the ideal \( \text{QSR} \) generated by the \( R_d \):

\[
\text{QSR} := \langle R_d, \ d \in \text{NE}(Y)_\mathbb{Z} \rangle.
\]

The linear ideal of \( \Lambda[x_\rho] \), is the ideal \( \text{Lin} \) generated by the following linear polynomials \( Z_u \)'s:

\[
\text{Lin} := \left\langle Z_u := \sum_{\rho \in \Delta(1)} \langle u, v_\rho \rangle x_\rho, \ u \in M' \right\rangle.
\]

**Definition 3.12.** — The Batyrev ring of \( \Delta \) is the ring:

\[
B := \Lambda[x_\rho]/G,
\]

where \( G := \text{QSR} + \text{Lin} \) is the sum of the quantum Stanley-Reisner and linear ideal.

**Remark 3.13.** — Suppose that \( N' \) is equipped with a basis \( (e_1, \ldots, e_{n'}) \). In that situation, we will put

\[
\forall i = 1, \ldots, n', \ Z_i := Z_{e_i^*},
\]

where \( (e_1^*, \ldots, e_{n'}^*) \) is the dual basis of \( (e_1, \ldots, e_{n'}) \) in \( M' \). The linear ideal \( \text{Lin} \) is generated by \( Z_1, \ldots, Z_{n'} \).

### 3.3. Primitive collections.

Following Batyrev ([Bat93]) and Cox ([CvR08]) we define:

**Definition 3.14.** — A subset \( \{\rho_1, \ldots, \rho_l\} \) of \( \Delta(1) \) is called a primitive collection for \( \Delta \) if \( \{\rho_1, \ldots, \rho_l\} \) is not contained in a single cone of \( \Delta \) but every proper subset is.

Let \( C = \{\rho_1, \ldots, \rho_l\} \) be a primitive collection, and \( v_1, \ldots, v_l \) be the generating vectors of \( \rho_1 \cap N', \ldots, \rho_l \cap N' \). Let \( \sigma \) be the minimal cone of \( \Delta \) containing \( v = \sum_{i=1}^l v_i \). Denote by \( \rho_1', \ldots, \rho_l' \) the rays of \( \sigma \) and \( v_1', \ldots, v_s' \) the primitive vectors of the \( \rho_j' \). Since \( \sigma \) is the minimal cone of \( \Delta \) containing \( v \), the vector \( v \) is in the relative interior of \( \sigma \) and there exists \( s \) positive numbers \( a_i \) such that:

\[
v = a_1 v_1' + \cdots + a_s v_s'.
\]

Moreover, since \( v \) is in \( N' \) and the \( v_j' \) are part of a basis of \( N' \) (\( \Delta \) is non singular), then the \( a_j \)'s are uniquely defined in \( \mathbb{N}_{>0} \).

**Remark 3.15.** — With the above notations:

\[
\{v_1, \ldots, v_l\} \cap \{v_1', \ldots, v_s'\} = \emptyset. \quad \text{(See proposition 1.9 of [CvR08]).}
\]

Let \( C = \{\rho_1, \ldots, \rho_l\} \) be a primitive collection and \( v = \sum_{i=1}^l v_i = a_1 v_1' + \cdots + a_s v_s' \) be as above. Then

\[
\sum_{i=1}^l v_i - \sum_{j=1}^s a_j v_j' = 0.
\]

The exact sequence 3.9 shows that \( H_2(Y, \mathbb{Z}) = \ker(\mathbb{Z}^{\Delta(1)} \to N') \), and there exists a well defined element \( d_C \in H_2(Y, \mathbb{Z}) \) such that:

\[
d_C^\rho = D_\rho d_C = \int_{d_C} D_\rho = \begin{cases} 1 & \text{if } \rho \in C, \\ -a_j & \text{if } \rho = \mathbb{R}^+ v_j', \ j \in \{1, \ldots, s\}, \\ 0 & \text{otherwise}. \end{cases}
\]
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Definition 3.16. — The class of a primitive collection $C$ is the class $d^C \in H_2(Y, \mathbb{Z})$ defined as above.

Lemma 3.17. — Let $C$ be a primitive collection, then $d^C \in \text{NE}(Y)_\mathbb{Z}$.

Proof. — See [CvR08], proposition 1.9. \hfill \qed

Also recall the following result from [CvR08] (Proposition 1.10):

Proposition 3.18. — The Mori cone $\text{NE}(Y)_\mathbb{Z}$ is generated by classes of primitive collections.

A similar proposition for the Stanley-Reisner ideal will be proved in the next section.

Notation 3.19. — The set of primitive classes of $\Delta$ is:

$$\mathcal{P} := \{d^C \mid C \text{ primitive collection of } \Delta\}.$$  

3.4. Monomial order and Grobner basis.

3.4.a. Monomial order on the variables $x_\rho$. — We fix, once and for all, a monomial order $\prec$ on the variables $x_\rho$ and a strictly concave piecewise-linear function $\varphi$ of $|\Delta|$, rational on $N'$. Since $\Delta$ is quasi-projective, such a function exists. Denote by $O = \sum_{\rho \in \Delta(1)} -\varphi(v_\rho)D_\rho$ the ample linear $\mathbb{Q}$-divisor defined by $\varphi$.

Let $x^a := \prod_{\rho \in \Delta(1)} x_\rho^{a_\rho}$ ($a \in \mathbb{N}^{\Delta(1)}$) be a monomial in $\Lambda[x_\rho]$. Put:

$$\omega(x^a) = \sum_{\rho \in \Delta(1)} -a_\rho \varphi(v_\rho),$$

and define a monomial order $\prec_\varphi$ as follows:

$$x^a \prec_\varphi x^{a'} \iff \left\{ \begin{array}{ll}
\omega(x^a) & < \omega(x^{a'}) \\
\omega(x^a) & = \omega(x^{a'}) \text{ and } x^a \prec x^{a'}.
\end{array} \right.$$  

Let $P \in \Lambda[x_\rho]$ be a polynomial. The leading term of $P$ for $\prec_\varphi$ will be denoted by $\text{Lt}(P)$. If $\text{Lt}(P) = \alpha x^a$ with $\alpha \in \Lambda$ and $a \in \mathbb{N}^{\Delta(1)}$, then $\alpha$ is the leading coefficient of $P$, denoted by $\text{Lc}(P)$ and $x^a$ is its leading monomial, denoted by $\text{Lm}(P)$. Since $\Lambda$ is not a field, this distinction between leading terms and leading monomials is necessary.

Lemma 3.20. — Let $d$ be in the Mori cone $\text{NE}(Y)_\mathbb{Z}$, $R_d = x^{d^+} - Q^d x^{d^-}$, then $\text{Lt}(R_d) = \text{Lm}(R_d) = x^{d^+}$.

Proof. — We have: $R_d = x^{d^+} - Q^d x^{d^-}$, and:

$$\omega(x^{d^+}) - \omega(x^{d^-}) = \sum_{\rho \in \Delta(1)} -d^+_\rho \varphi(v_\rho) - \sum_{\rho \in \Delta(1)} -d^-_\rho \varphi(v_\rho) = \sum_{\rho \in \Delta(1)} -d_\rho \varphi(v_\rho) = O.d > 0.$$

3.4.b. Grobner basis of the quantum Stanley-Reisner ideal. —

Definition 3.21. — Let $a$ be in $H_2(Y, \mathbb{Z})$ or in $\mathbb{Z}^{\Delta(1)}$. We say that $a$ is supported by a cone if the set $\{\rho \in \Delta(1) \mid a_\rho \neq 0\}$ is contained in a cone of $\Delta$.

We can now give a Grobner basis of QSR for the monomial order $\prec_\varphi$. Recall that the set of primitive classes is denoted by $\mathcal{P}$ (Notation 3.19). We have:
Theorem 3.22. — The set \( \{ R_d, d \in P \} \) is a Groebner basis with respect to the order \( \prec_\varphi \) of the quantum Stanley-Reisner ideal QSR defined in 3.11. Moreover, the set \( \text{Lt}(\text{QSR}) := \{ \text{Lt}(P), P \in \text{QSR} \} \), is:

\[
\text{Lt}(\text{QSR}) = \{ \alpha x^a \mid \alpha \in \Lambda, a \text{ is not supported by a cone.} \}.
\]

Remark 3.23. — (1) Being a Groebner basis over the coefficient ring \( \Lambda \) — which is not a field — means that the initial terms of the polynomials \( R_d, d \in P \), generate the ideal \( (\text{Lt}(\text{QSR})) \) in \( \Lambda[x_\varphi] \). Notice that all the \( R_d, d \in P \) have a leading coefficient equals to 1, so that the Groebner basis property remains true at any point of \( \text{Spec} \Lambda \).

(2) The ideal QSR should be seen as a toric ideal over a ring. Toric ideals over a field, are studied in [Stu96] where a similar result to Theorem 3.22 is proved.

First prove the following proposition:

Proposition 3.24. — Let \( K \) be the fraction field of \( \Lambda \). Let QSR’ be the ideal of \( K[x_\varphi] \) generated by \( \{ R_d, d \in \text{NE}(Y)_\mathbb{Z} \} \), then:

(i) \( \text{QSR'} = \langle R_d, d \in \mathbb{P} \rangle = \langle R_d, d \in H_2(Y, \mathbb{Z}) \rangle \) in \( K[x_\varphi] \).

(ii) The set \( \{ R_d, d \in \mathbb{P} \} \) is a Groebner basis of \( \text{QSR'} \) in \( K[x_\varphi] \).

Proof. — Put \( A := \{ R_d, d \in \mathbb{P} \} \), and apply the multivariate algorithm to \( A \) (see [Eis95], algorithm 15.7). Consider the set

\[
E := \{ R_d, d \in H_2(Y, \mathbb{Z}) \mid \text{any possible remainder of a multivariate division of } R_d \text{ by } A \text{ is not zero} \}.
\]

Let us prove that \( E \) is empty. Assume that it is not. Denote by \( d \in H_2(Y, \mathbb{Z}) \) a class such that \( R_d \in E \), and is a minimal element of \( E \) for the order \( \prec_\varphi \). Since \( R_d = x^{d^+} - Q_d x^{d^-} \), two cases can occur:

a) \( \text{Lt}(R_d) = x^{d^+} \).

In this case \( d^+ \) is not supported by a cone. Because if \( d^+ \) is supported by a cone, then \( -d \in \text{NE}(Y)_\mathbb{Z} \) by Lemma 3.25.(2) and \( \text{Lt}(R_{-d}) = x^{(-d)^+} = x^{d^+} \) by Lemma 3.20; this gives \( \text{Lt}(R_d) = Q_d x^{d^+} \) which is a contradiction.

Then there exists a primitive collection \( C \) contained in the support of \( d^+ \). Denote by \( c \) the class of \( C \) and put \( a = d^+ - c^+ \in \mathbb{N}^{\Delta(1)} \). By Lemma 3.25.(3), we have:

\[
R_d - x^a R_c = Q_c x^{\min(d^- - a + c^-)} R_{d-c} = -Q_d x^{d^-} + Q_c x^{a+c^-}.
\]

Since \( \text{Lm}(R_d) = x^{d^+}, x^{d^-} \prec_\varphi x^{d^+} \) and since \( \text{Lm}(R_c) = x^{c^+}, x^{a+c^-} \prec_\varphi x^{a+c^+} = x^{d^+} \). It follows that

\[
\text{Lm}(R_{d-c}) \prec_\varphi \text{Lm}(Q_c x^{\min(d^- - a + c^-)} R_{d-c})
\]

\[
= \text{Lm}(Q_d x^{d^-} - Q_c x^{a+c^-}) \in \{ x^{d^-}, x^{a+c^-} \}
\]

Since \( \text{Lm}(R_d) \) is minimal in \( E \), the polynomial \( R_{d-c} \) is not in \( E \), and we have

\[
R_d = x^a R_c + Q_c x^{\min(d^- - a + c^-)} R_{d-c}
\]

. We deduce that \( R_d \) is not in \( E \) which is a contradiction.

b) \( \text{Lt}(R_d) = x^{d^-} \).

Consider the polynomial \( R_{-d} = x^{d^-} - Q_d x^{d^+} \). Then we have \( \text{Lm}(R_{-d}) = \text{Lm}(R_d) = x^{(-d)^+} \) and \( R_{-d} \) is not in \( E \) by a). Since \( R_d = -Q_d R_{-d} \), we deduce that \( R_d \) is not in \( E \) which is a contradiction.

Thus, \( E \) is empty that is, for any \( d \in H_2(Y, \mathbb{Z}) \) there exists a remainder of the division of \( R_d \) by \( A \) which is zero. We are now able to prove (i) and (ii):
(i) By Lemma 3.17 any class of a primitive collection is in the Mori cone, and we have:

\[ \langle A \rangle \subset \text{QSR}' \subset \langle R_d, d \in H_2(Y, \mathbb{Z}) \rangle. \]

Moreover, for any \( d \in H_2(Y, \mathbb{Z}) \) there exists a remainder of the division of \( R_d \) by \( A \) which is zero, hence \( R_d \) is in the ideal \( \langle A \rangle \) generated by \( A \) and \( \langle R_d, d \in H_2(Y, \mathbb{Z}) \rangle = \langle A \rangle = \text{QSR}'. \)

(ii) By (i) the set \( A = \{ R_d, d \in P \} \) generates \( \text{QSR}' \). Let us apply the Buchberger’s algorithm to \( A \). Let \( C_1, C_2 \) be two primitive collections of respective classes \( c_1, c_2 \in \text{NE}(Y) \). For \( i \in \{1, 2\} \) we consider the monomial:

\[ x^{a_i} = \frac{\text{LCM}(\text{Lt}(R_{c_1}), \text{Lt}(R_{c_2}))}{\text{Lt}(R_{c_i})} = x^{\max(c_1^+, c_2^+) - c_i^+}. \]

By lemma 3.25.(3) we have:

\[ x^{a_1} R_{c_1} - x^{a_2} R_{c_2} = x^{\min(a_1 + c_1^+ - c_2^+, a_2 + c_2^+)Q_{c_2} R_{c_1 - c_2}}. \]

Since the remainder of the division of \( R_{c_1 - c_2} \) by \( A \) is zero, the set \( A \) is a Groebner basis of \( \text{QSR}' \).

\[ \square \]

**Proof of Theorem 3.22.** — Either in \( K[x_r] \) or in \( \Lambda[x_r] \) we have:

\[ \langle \text{Lt}(R_d), d \in P \rangle = \langle x^{d^+}, d \in P \rangle = \langle x^a, a \in \mathbb{N}^{\Delta(1)} | a \text{ is not supported by a cone} \rangle. \]

Let \( P \in \text{QSR} \subset \Lambda[x_r] \). As an element of \( K[x_r] \), the element \( P \) is in \( \text{QSR}' \). By Proposition 3.24, \( \text{Lt}(\text{QSR}') = \langle \text{Lt}(R_d), d \in P \rangle ; \) then \( \text{Lt}(P) = \alpha x^a, \alpha \in K \) and \( a \) not supported by a cone. Since \( P \) is in \( \Lambda[x_r] \), \( \alpha \) is in \( \Lambda \) and we are done.

\[ \square \]

**Lemma 3.25.** —

1. Let \( d \) be in \( H_2(Y, \mathbb{Z}) \), \( d \neq 0 \), then either \( d^+ \) or \( d^- \) is not supported by a cone.

2. Let \( d \) be in \( H_2(Y, \mathbb{Z}) \), if \( d^- \) is supported by a cone, then \( d \in \text{NE}(Y) \).

3. Let \( c, d \) be in \( H_2(Y, \mathbb{Z}) \), \( a, b \) be in \( \mathbb{N}^{\Delta(1)} \). Suppose that \( c^+ + a = d^+ + b \), then in \( \mathbb{C}[H_2(Y, \mathbb{Z})][z][x_r] \), we have : \( x^a R_c - x^b R_d = x^{\min(a + c^-, b + d^-)} Q^d R_{c-d} \)

**Proof.**

1. We have : \( \sum_{\rho \in \Delta(1)} d^+_{\rho} v_{\rho} = \sum_{\rho \in \Delta(1)} d^-_{\rho} v_{\rho} \). Let \( \sigma^+ \) be the minimal cone of \( \Delta(1) \) supporting \( d^+ \), and \( \sigma^- \) be the minimal cone of \( \Delta \) supporting \( d^- \).

Put \( v := \sum_{\rho \in \Delta(1)} d^+_{\rho} v_{\rho} = \sum_{\rho \in \Delta(1)} d^-_{\rho} v_{\rho} \). Then \( v \) is in the interior of \( \sigma^+ \) and \( \sigma^- \). It follows that \( \sigma^+ = \sigma^- \) and, since \( \Delta \) is non singular, \( d^+ = d^- = d = 0 \).

2. We have to show that, for any nef toric divisor \( T \), we have \( T.d \geq 0 \). Let \( T \) be such a divisor and \( \psi \) the piecewise linear concave function associated to \( T \) :

\[ T.d = \sum_{\rho} -\psi(v_{\rho}) d^+_{\rho} - \sum_{\rho} -\psi(v_{\rho}) d^-_{\rho} \]

\[ = \sum_{\rho} -\psi(v_{\rho}) d^+_{\rho} + \psi(\sum_{\rho} d^-_{\rho} v_{\rho}) \text{ (} d^- \text{ supported by} \sigma \text{)} \]

\[ \geq -\psi(\sum_{\rho} d^+_{\rho} v_{\rho}) + \psi(\sum_{\rho} d^-_{\rho} v_{\rho}) = 0 \text{ (} \psi \text{ concave, and} (\sum_{\rho} d^+_{\rho} v_{\rho} = \sum_{\rho} d^-_{\rho} v_{\rho}) \text{)} \]

3. Since \( a + c^+ = b + d^+ \), \( c^- - c^+ = c \) and \( d^+ - d^- = d \), we have:

\[ \min(a + c^-, b + d^-) = \min(a + c^+ - c, b + d^-) = \min(b + d^+ - c, b + d^-) = \min(b + d^+ - c, b + d^-) = b + d^- - \min(d - c, 0) = b + d^- - (c - d)^+. \]
Using Notations 3.34, 3.5.a. Large radius limit.—exists a Zariski neighbourhood $H_{\text{dim} \Lambda}$ such that the restricted scheme morphism $\beta_{\text{dim} \Lambda} : L_{\text{dim} \Lambda} \to \text{Spec} \Lambda$ is finite, flat, of degree $H_{\text{dim} \Lambda}$, and if the anticanonical divisor $-K_Y$ is nef, then there exists a neighbourhood $U \subset \text{Spec} \Lambda$ of the large radius limit such that the restricted scheme morphism $\beta_{\text{dim} \Lambda} : \text{Spec}(B)|_{\overline{\mathcal{U}}} \to \overline{\mathcal{U}}$ is finite, flat, of degree $H_{\text{dim} \Lambda}(Y)$.

**Theorem 3.26.** — Let $\mathcal{L}_1, \ldots, \mathcal{L}_k$ be globally generated line bundles on $X$ such that $(\omega_X \otimes \mathcal{L}_1 \otimes \cdots \otimes \mathcal{L}_k)^{\vee}$ is nef. Let $B$ be the Batyrev ring of $(X, \mathcal{L}_1, \ldots, \mathcal{L}_k)$ defined above. There exists a Zariski neighbourhood $U \subset \text{Spec} \Lambda$ of the large radius limit such that the restricted scheme morphism $\beta_{\text{dim} \Lambda} : \text{Spec}(B)|_{\overline{\mathcal{U}}} \to \overline{\mathcal{U}}$ is finite, flat, of degree $H_{\text{dim} \Lambda}(Y)$.

**Remark 3.27.** —  1. Notice that the definition of $B$ depends on the choice of the toric divisors $L_i$ of each $\mathcal{L}_i$. Different choices of toric divisors give isomorphic rings.

2. The open subset $\mathcal{U}$ will be defined in paragraph 3.5.d. We call it the freeness neighbourhood of $\Delta$. It only depends on $X$, not on the vector bundle $\mathcal{E}$ and can be explicitly computed by elimination algorithm.

Recall that $Y$ is the total space of $\mathcal{E}^{\vee}$, defined by the fan $\Delta$, that $\text{NE}(Y)_{\mathbb{Z}} = \text{NE}(X)_{\mathbb{Z}}$ and $[K_Y] \in H^2(Y) = [K_X + L_1 + \ldots + L_k] \in H^2(X)$ via the isomorphism defined in Proposition 3.4. We will rephrase Theorem 3.26 and actually prove:

If $\Delta$ is a smooth, quasi-projective, convex, fan defining a variety $Y$ and if the anticanonical divisor $-K_Y$ is nef, then there exists a neighbourhood $\overline{\mathcal{U}} \subset \text{Spec} \Lambda$ of the large radius limit such that the restricted scheme morphism $\beta_{\text{dim} \Lambda} : \text{Spec}(B)|_{\overline{\mathcal{U}}} \to \overline{\mathcal{U}}$ is finite, flat, of degree $H_{\text{dim} \Lambda}(Y)$.

First consider the fiber of $B$ over the large radius limit.

3.5.a. Large radius limit.—Using Notations 3.34, $\text{Spec} \Lambda = \mathcal{V}$. Let $0$ be the "large radius limit" point. It is defined by the maximal ideal $m = (Q^d, d \in \text{NE}(Y)_{\mathbb{Z}}, d \neq 0)$ in $\Lambda$. The fiber of $\text{Spec} B$ over this point is well known:

**Notation 3.28.** — Put:

\begin{equation}
\text{SR} = \left\langle x^{d_+}, d \in \text{NE}(Y)_{\mathbb{Z}} \right\rangle = \left\langle x^a, a \in \mathbb{N}^{\Delta(1)} \text{ not supported by a cone.} \right\rangle
\end{equation}

\begin{equation}
\text{Lin} = \left\langle \sum_{\rho \in \Delta(1)} \langle u, v_\rho \rangle x_\rho, u \in M' \right\rangle
\end{equation}

The ideal $\text{SR}$ is the Stanley-Reisner ideal of $\Delta$ (see [BH93] for example).

**Proposition 3.31.** — Let $\mathcal{L}_1, \ldots, \mathcal{L}_k$ be globally generated line bundles. The image of $\text{QSR}$ (resp. $\text{Lin}$) in $\Lambda/m$ is $\text{SR}$ (resp. $\text{Lin}$); there is a well defined isomorphism $\text{B}/m \text{B} \to \mathbb{C}[x_\rho]/\langle \text{SR} + \text{Lin} \rangle \sim H^2(Y, \mathbb{C}) \to H^2(X, \mathbb{C})$ where $[D_\rho] \in H^2(Y)$ is the class of the toric divisor $D_\rho$.
Proof. — Since $\Delta$ is convex and quasi-projective, the proof of [Ful93] in the complete case can be adapted to our case; then there is a well defined isomorphism:

$$Z[x,]/(SR + Lin) \sim \to H^{2*}(Y, Z)$$

$$x = \mapsto [D],$$

which proves the proposition.

Notice that the fiber at $m$ does not depend on the vector bundle $E$.

3.5.b. Flatness of $\Lambda \to \Lambda[x]/\text{QSR.}$ —

Lemma 3.32. — The morphism $\Lambda \to \Lambda[x]/\text{QSR}$ is a flat morphism of relative dimension $n' = \dim Y$; $\Lambda$ and $\Lambda[x]/\text{QSR}$ both are Cohen-Macaulay rings.

Proof. — Flatness. For $P$ in $\Lambda[x]$, denote by $\overline{P}$ its image in $\Lambda[x]/\text{QSR}$. Let $A$ be the set of monomials of $\Lambda[x]$ not contained in $\text{Lm}(\text{QSR})$. By Theorem 3.22, $A = \{x^a \in N^\Delta(1) | a$ is supported by a cone $\}$. As in [Eis95] (theorem 15.17) we prove that $\Lambda[x]/\text{QSR}$ is a free $\Lambda$-module with basis $A = \{\overline{P}, P \in A\}$.

Let $x^{a_1}, \ldots, x^{a_l}$ be in $A$ and $\alpha_1, \ldots, \alpha_l$ be in $\Lambda$. If $\sum_i \alpha_i x^{a_i} = 0$, then $\sum_i \alpha_i x^{a_i} \in \text{QSR}$ and $\text{Lm}(\sum_i \alpha_i x^{a_i}) \in \text{Lm}(\text{QSR})$. Since all the $a_i's$ are supported by a cone, we get $\alpha_i = 0$ for any $i = 1, \ldots, l$, and $A$ is free over $\Lambda$.

Suppose now that $\overline{A}$ does not generate $\Lambda[x]/\text{QSR}$ as a $\Lambda$-module. Let $x^{a}$ be the smallest monomial for $\prec$, such that $\overline{x} \notin \Lambda \overline{A}$. The $m'$-tuple $a$ is not supported by a cone, and there exists a class $d$ of a primitive collection, and $b \in N^\Delta(1)$ such that $x^a = x^b R_d + Q^{d_x} = 0$. We deduce that $\overline{x} = Q^{d_x R_d} \overline{a}$. By assumption, and since $x^b R_d \prec x^a$, the class $x^b R_d$ belongs to $\Lambda \overline{A}$, hence we conclude that $\overline{x}$ is in $\Lambda \overline{A}$ which is a contradiction.

Fiber over the large radius limit is Cohen-Macaulay of dimension $n'$.

Let $m$ be the ideal of the point $0$ in $V$, as in Paragraph 3.5.a. The image of $\text{QSR}$ in $\Lambda[x]/m$ is the Stanley-Reisner ring $SR$ (see Notation 3.29). By [BH93], Theorem 5.1.4, and Corollary 5.4.6, $\Lambda[x]/\text{SR}$ is a Cohen-Macaulay ring of dimension $n'$.

Fibers over Spec $\Lambda$ are Cohen-Macaulay of dimension $n'$.

Let $n$ be any maximal ideal of $\Lambda$, and denote by $\text{QSR}$ the image of $\text{QSR}$ in $(\Lambda/n)[x] = \text{C}[x]$. By Theorem 3.22, the set $\{\overline{P}_d, d \in P\}$ is a Groebner basis of $\text{QSR}$. The initial ideal of $\text{QSR}$ is $(x^a, a \in N^\Delta(1)$, not supported by a cone); this is the ideal SR studied above.

By [Eis95], there exists a flat morphism of algebras $\text{C}[t] \to C$ whose fiber $C \otimes \text{C}[t]/(t)$ over $0$ is $\text{C}[x]/\text{SR}$ and whose fiber $C_p = C \otimes \text{C}[t]/(t)/p$ over any other point $p$ of Spec $\text{C}[t]$ is isomorphic to $\text{C}[x]/\text{QSR}$.

The set of $p \in \text{Spec} \text{C}[t]$ such that the fiber of $\text{Spec}(C) \to \text{Spec} \text{C}[t]$ over $p$ is Cohen-Macaulay is open ([Gro66], corollary 12.1.7). It is not empty since it contains $0$ hence it contains a point $p \neq 0$ of $C$. It follows that $\text{C}[x]/\text{QSR}$ is Cohen-Macaulay. Moreover, by flatness of $\text{C}[t] \to C$, $\dim C[x]/\text{QSR} = \dim C[x]/\text{SR} = n'$.

As a conclusion, $\Lambda \to \Lambda[x]/\text{QSR}$ is flat, of relative dimension $n'$, and its fibers all are Cohen-Macaulay. Since Spec $\Lambda$ is a toric affine variety, it is also Cohen-Macaulay. It follows that $\Lambda[x]/\text{QSR}$ is Cohen-Macaulay ([BH93], Theorem 2.1.7). \hfill \Box

We now come to the study of the Batyrev ring $B = \Lambda[x]/(\text{QSR} + \text{Lin})$. By definition, Spec$(B)$ is a subscheme of Spec $\Lambda[x]$ and there is a natural projection:

$$\text{Spec}(B) \to \text{Spec} \Lambda.$$
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3.5.c. Homogenization of $\Lambda[x_\rho]$. 

Put $m' = \text{Card}\Delta(1)$, consider a new variable $h$ and denote by $\mathbb{P}_V^{m'}$ the projective scheme $\text{Proj} \Lambda[x_\rho, h]$, with the grading given by $\deg(h) = 1$ and $\deg(x_\rho) = 1$. Also denote by $H$ the hyperplane at infinity defined by $h = 0$, and by $\mathbb{A}_V^{m'}$ the affine subspace $\text{Spec} \Lambda[x_\rho] = \mathbb{P}_V^{m'} \setminus H$.

The homogenization of a polynomial $P \in \Lambda[x_\rho]$ is $P^h :$ 

$$P^h := h^{\deg P} P \left( \frac{x_\rho}{h} \right) \in \Lambda[x_\rho, h].$$

The linear polynomials $Z_u \ (u \in M')$ being homogeneous, we have $Z_u^h = Z_u$. As for the homogenization of $R_d$, notice that for any $d \in H_2(Y, \mathbb{Z})$, we have $\deg(x^d+) - \deg(x^d-) = \sum_\rho D_\rho, d = -K_Y.d$. We get :

**Remark 3.33.** — If $-K_Y$ is nef, then for any $d$ in $\text{NE}(Y)_\mathbb{Z}$,

$$R_d^h = x^d+ - Q_d h^{-K_Y.d} x^d-.$$ 

Let $\Gamma$ be the closed subscheme of $\mathbb{P}_V^{m'}$ defined by the homogeneous polynomials $R_d^h$ for $d \in \text{NE}(Y)_\mathbb{Z}$. Let $\chi$ be the closed subscheme of $\Gamma \subset \mathbb{P}_V^{m'}$ defined by the polynomials $R_d^h$ for $d \in \text{NE}(Y)_\mathbb{Z}$ and $Z_u$ for $u \in M'$. We have :

$$\chi \subset \Gamma \text{ and } \text{Spec} B = \chi \cap \mathbb{A}_V^{m'}.$$ 

The closed subscheme $\chi \cap H$ is defined in $\text{Proj} \Lambda[x_\rho]$, by the homogeneous polynomials: $R_d^\infty$ and $Z_u$ where :

$$\forall d \in \text{NE}(Y)_\mathbb{Z} \quad R_d^\infty = R_d^h|_{h=0} \in \Lambda[x_\rho]$$

$$\forall u \in M' \quad Z_u = \sum_\rho \Delta(1)(u, v_\rho) x_\rho.$$ 

Let $\pi$ be the natural morphism :

$$\pi : \mathbb{P}_V^{m'} \rightarrow V$$ 

The image $\pi(\chi \cap H)$ is a closed subset of $V$.

**Notation 3.34.** — The closed subset of $V$

$$\overline{U} := V \setminus \pi(\chi \cap H)$$

is called the freeness neighborhoods of the large radius limit. Its intersection $U := \overline{U} \cap T$ with the torus is also called freeness neighbourhood. This terminology is justified by Theorem 3.26 and Proposition 3.40.

**Remark 3.35.** — 1. Using primitive collections and elimination algorithms, we can give an explicit description of the algebraic open subset $\overline{U}$. Let $(e_1, \ldots, e_{n'})$ be a basis of $N'$ as in Remark 3.13. The closed subscheme $\chi \cap H$ is defined by the finite set of polynomials : $Z_i = \sum_\rho \Delta(1)(e_\rho, v_\rho) x_\rho$ and, for $d$ in the set $\mathcal{P}$ of primitive classes,

$$R_d^\infty = \begin{cases} 
    x^d+ & \text{if } \sum_\rho d_\rho > 0, \\
    x^d+ - Q_d x^d- & \text{if } \sum_\rho d_\rho = 0,
\end{cases}$$

The ideal in $\Lambda$ of the closed subset $\pi(\chi \cap H)$ can be obtained by elimination of the variables $x_\rho$.

2. The homogenization of an ideal $I$ of $\Lambda[h, x_\rho]$ is : $I^h = \langle P^h, P \in I \rangle$. Recall that, if $I$ is generated by $P_1, \ldots, P_l$, we do not have in general : $I^h = \langle P_1^h, \ldots, P_l^h \rangle$. In our situation, if $\chi'$ is the closed subscheme of $\mathbb{P}_V^{m'}$ defined by the homogenized ideal $G^h$, we only get $\chi' \subset \chi$.

**Lemma 3.36.** — *The large radius limit is in $\overline{U}$.*
Proof. — Using notations above, let \( 0 \in V \) be the large radius limit, and \( \chi_0 \) be the fiber of \( \chi \to V \) over it. The intersection \( \chi_0 \cap H \) is defined by the homogeneous ideal: \( \langle h \rangle + SR + Lin \) in \( \mathbb{P}^m_{\mathbb{C}} \). And we have:

\[
\mathbb{C}[x_\rho, h]/(\langle h \rangle + SR + Lin) \simto \mathbb{C}[x_\rho]/(SR + Lin),
\]

this last ring being isomorphic to \( H^2(Y, \mathbb{C}) \) by Proposition 3.31. It follows that the zero locus in \( \mathbb{C}^m \) of the ideal \( SR + Lin \subset \mathbb{C}[x_\rho] \) is defined by \( x_\rho = 0 \) for any \( \rho \in \Delta(1) \). Then, the reduced ideal of \( \langle h \rangle + SR + Lin \) is the irrelevant ideal of the graded ring \( \mathbb{C}[h, x_\rho] \) and \( \chi_0 \cap H \) is empty. \( \square \)

Remark 3.37. — (Fano subvariety) If \( -K_Y \) is ample, that is, in our case, if the complete intersection subvariety defined by a generic section of \( E \) is Fano, then the freeness neighborhood \( \bar{U} \) is equal to the whole set \( V \). Actually, since \( -K_Y, d > 0 \) for any \( d \in \text{NE}(Y)_\mathbb{Z} \), the projectivized polynomials \( R_d^\infty \) are equals to \( \langle x^{dt}, d \in \text{NE}(Y)_\mathbb{Z} \rangle \). Each fiber of \( \chi \to V \) is isomorphic to \( \chi_0 \). \( \square \)

3.5.d. Proof of Theorem 3.26. — Consider the following diagram:

\[
\begin{array}{ccc}
\chi_{\bar{U}} & \longrightarrow & \Gamma_{\bar{U}} \\
\text{rel. dim. 0} & \downarrow & \text{rel. dim. } n' \approx \dim X + \text{rk } E \\
\bar{U} & \longrightarrow & \bar{V}
\end{array}
\]

where \( \Gamma_{\bar{U}} \) is the restriction of \( \Gamma = \text{Proj } A[\chi_0, x_\rho]/\langle R_d^\infty \rangle \) to \( \bar{U} \). By Lemma 3.32. \( A_{\bar{U}}^{m'}/\Gamma_{\bar{U}} \to \bar{U} \) is a flat morphism of relative dimension \( n' \) between Cohen-Macaulay schemes.

Above \( \bar{U} \) and \( \chi \) are contained in the affine part of \( \Gamma \) (away from the hyperplane \( H \)) and has relative dimension zero since the fibers do not meet the hyperplane \( H \). Thus, \( \chi_{\bar{U}} \to \bar{U} \) is a finite and proper morphism.

Let \( (e_1, \ldots, e_{n'}) \) be a basis of \( N' \). We use notations of Remark 3.13. Let \( p \) be a point of \( \bar{U} \) and denote by \( \bar{Z}_i \) the image of \( Z_i \) in the quotient of \( A[x_\rho] \) by the maximal ideal defining \( p \). In the Cohen-Macaulay fiber \( A_p^{m'}/\Gamma_p \) over \( p \), the scheme \( \chi_p \) has codimension \( n' \) and is defined by a sequence of length \( n' \) (namely \( (\bar{Z}_1, \ldots, \bar{Z}_{n'}) \)). By [BH93], theorem 2.1.2, \( (\bar{Z}_1, \ldots, \bar{Z}_{n'}) \) is a regular sequence.

By the corollary to the theorem 22.5 of [Mat86], since \( A_p^{m'}/\Gamma_p \to \bar{U} \) is flat, and \( (\bar{Z}_1, \ldots, \bar{Z}_{n'}) \) are regular sequences over any point of \( \bar{U} \), then \( \chi_{\bar{U}} \to \bar{U} \) is flat.

The degree of this finite morphism can be computed as the length of the fiber \( \chi_0 \) over the large radius limit. By proposition 3.31 it is equal to \( \dim H^2(Y) \). \( \square \)

Remark 3.38. — If \( Y \) is Fano, one can also proof by induction on the degree that \( B \) is a free \( \Lambda \)-module. A basis of \( B \) is given by a free subset of the set of monomials \( \{ x^a, a \in \mathbb{N}^{\Delta(1)}, a \text{ is supported by a cone, } a_\rho \in \{0,1\} \} \) which generates \( B \).

3.6. Flatness, finiteness and degree of the residual Batyrev ring over \( \bar{U} \).— As we have \( H^2(X) \simeq H^2(Y) \) and, via this isomorphism, we have: \( [L_i] = [-D_{\rho_i}] \) for \( \rho_i \in \Delta^{(1)} \) (cf. Proposition 3.4).

We put:

\[
c_i := [L_i] = [-D_{\rho_i}] \in H^2(X), \quad c_{\top}(E) := \prod_{i=1}^{k} c_i \in H^{2k}(X) \quad x_i := x_{\rho_i} \text{ which is a variable in } \Lambda[x_\rho], \quad x_{\top} := (-1)^k \prod_{i=1}^{k} x_i \in \Lambda[x_\rho]
\]

We also define the quotient ideal:

\[
(G : x_{\top}) := \{ P \in \Lambda[x_\rho], x_{\top} P \in QSR + Lin = G \}.
\]
Finally recall that we denoted by $m_{\text{top}} : H^2(Y) \to H^2(Y)$ the morphism of multiplication by $c_{\text{top}}(\mathcal{E})$.

**Definition 3.39.** — The residual Batyrev ring of $(\Sigma, L_1, \ldots, L_k)$ with respect to $\mathcal{E}$ is the $\Lambda$-algebra:

$$B_{\text{Res}} = \Lambda[x_p]/(G : x_{\text{top}}).$$

**Proposition 3.40.** — Let $L_1, \ldots, L_k$ be ample line bundle on $X$ such that $(\omega_X \otimes L_1 \otimes \cdots \otimes L_k)^{\vee}$ is nef. Denote by $\overline{U} \subset V$ the freeness neighborhood defined in 3.34. Then the restricted morphism $\text{Spec}(B_{\text{Res}})[\overline{U} \to \overline{U}$ is finite, flat of degree $\dim_{\mathbb{C}} H^2(X) - \dim \ker m_{\text{top}}$.

**Proof.** — Denote by $\overline{\tau}_{\text{top}}$ the image of $x_{\text{top}}$ in $B = \Lambda[x_p]/(\text{QSR} + \text{Lin}),$ and by $m_{\text{top}} : B \to B$ the morphism of multiplication by $\overline{\tau}_{\text{top}}$ in $B$. This multiplication induces an isomorphism:

$$B_{\text{Res}} = \Lambda[x_p]/(G : x_{\text{top}}) \sim \overline{\tau}_{\text{top}} B = \text{Im}(m_{\text{top}}).$$

(Well defined and injective by definition of the quotient ideal $(G : x_{\text{top}})$). Moreover, there is an exact sequence:

$$(3.41)\quad 0 \to \overline{\tau}_{\text{top}} B \to B \to B/\overline{\tau}_{\text{top}} B \to 0 \quad \text{By definition $B/\overline{\tau}_{\text{top}} B$ is isomorphic to $\Lambda[x_p]/(\text{QSR} + \text{Lin} + \langle x_{\text{top}} \rangle)$}.$$

Let $d$ be a class of $\text{NE}(Y)_{\mathbb{Z}}$. For any $\rho = \rho_{u, \varepsilon_i} \in \Delta_{\varepsilon_i}^{v, h}$, since $[-D] = [L_i]$ is ample, $d_{\rho} = D_{\rho} - d < 0$ and we have:

$$R_d = x^{d^+} - Q^d x_{\text{top}} x^{d^- - \varepsilon},$$

where $\varepsilon = (\varepsilon_{\rho})_{\rho \in \Delta^{v, h}}, \varepsilon = 1$ if $\rho \in \Delta^{v, h}$, $\varepsilon = 0$ otherwise.

As a consequence, in $\Lambda[x_p]/(\text{QSR} + \text{Lin} + \langle x_{\text{top}} \rangle)$, $\overline{\tau}_{\text{top}} d = x^{d^+}$ and we can write:

$$\Lambda[x_p]/(\text{QSR} + \text{Lin} + \langle x_{\text{top}} \rangle) \sim \Lambda[x_p]/(\langle x^{d^+}, d \in \text{NE}(Y)_{\mathbb{Z}} + \langle Z_u, u \in M' + \langle x_{\text{top}} \rangle \rangle$$

$$\sim \Lambda \otimes \left( \mathbb{C}[z][x_p]/(\langle x^{d^+}, d \in \text{NE}(Y)_{\mathbb{Z}} + \langle Z_u, u \in M' + \langle x_{\text{top}} \rangle \rangle \right)$$

Using Proposition 3.31, we get:

$$\mathbb{C}[z][x_p]/(\langle x^{d^+}, d \in \text{NE}(Y)_{\mathbb{Z}} + \langle Z_u, u \in M' + \langle x_{\text{top}} \rangle \rangle \sim H^2(X, \mathbb{C})/\langle \prod_{i = 1}^k c_1(L_i) \rangle.$$ We get

$$\Lambda[x_p]/(\text{QSR} + \text{Lin} + \langle x_{\text{top}} \rangle) \sim \Lambda \otimes \left( H^2(X, \mathbb{C})/\langle c_{\text{top}}(\mathcal{E}) \rangle \right).$$

Thus, $B/\overline{\tau}_{\text{top}} B$ is a flat $\Lambda$-module. Its rank can be computed, and is equal to:

$$\dim_{\mathbb{C}} H^2(Y)/c_{\text{top}}(\mathcal{E}) H^2(Y) = \dim H^2(Y) - \dim_{\mathbb{C}} \ker m_{\text{top}} = \dim_{\mathbb{C}} \ker m_{\text{top}}.$$

Restricting the exact sequence (3.41) to $\overline{U}$, and using the isomorphism $B_{\text{Res}} \sim \overline{\tau}_{\text{top}} B$ we get: $(B_{\text{Res}})[\overline{U}]$ is a flat module of rank $(\dim H^2(Y) - \dim \ker m_{\text{top}})$ over $\overline{U}$. □

## 4. GKZ systems, quotient ideals and residual $\mathcal{D}$-modules

GKZ systems were defined and studied by Gelfand-Kapranov-Zelevinskiĭ in the end of the eighties (cf. [GGZ87], [GZK88], [GZK89] and [GKZ90]). Nevertheless, our approach is closer to the one of [Giv95], [Giv98], [CK99], §5.5.3 and §11.2 or [Iri09].

Here we define the GKZ ideal and the quotient GKZ ideal associated to $(X, \mathcal{E})$. This gives us two differential modules, which will be compared (in Section 5) to the twisted and reduced Quantum $\mathcal{D}$-modules of Section 2.

Consider, as above, the toric variety $X$ endowed with the $k$ toric divisors $L_1, \ldots, L_k$ such that $\mathcal{L}_i = \mathcal{O}(L_i)$. 29
For simplicity, we will write $D_a$. Also recall that, for any real number $a$, we put $a^+ = \max(a, 0), a^- = \max(-a, 0)$ so that: $a = a^+ - a^-$. 

Consider the non-commutative ring: 
\[
\mathbb{D} := \mathbb{C}[q_1^{\pm 1}, \ldots, q_r^{\pm 1}, z] \langle z\delta_1, \ldots, z\delta_q, z\delta_2 \rangle.
\]
For simplicity, we will write $\mathbb{D} = \mathbb{C}[q^\pm, z] \langle z\delta_q, z\delta_2 \rangle$.

**Notation 4.2.** (Quantization) Recall that $T_1, \ldots, T_r$ is a fixed basis of $H^2(X)$. To any class $\tau = \sum_{a=1}^r t_a T_a \in H^2(X)$ we associate the operator 
\[
\hat{\tau} := \sum_{a=1}^r t_a z\delta_{q_a} \in \mathbb{D}
\]
In the same way, if $\mathcal{L}$ is a line bundle or a divisor we write $\hat{\mathcal{L}} := c_1(\mathcal{L})$. Finally put:
\[
\hat{\mathcal{L}}_{top} := \prod_{i=1}^k \hat{\mathcal{L}}_i \in \mathbb{D}.
\]

**Definition 4.3.** (GKZ-ideal, and quotient ideal with respect to $\hat{\mathcal{L}}_{top}$)

1. The GKZ-ideal $\mathbb{G}$ associated to $(\Sigma, \mathcal{L}_1, \ldots, \mathcal{L}_k)$ is the left ideal generated by the operators $\square_d, d \in H_2(X, \mathbb{Z})$, and $\hat{\mathcal{E}}$:
\[
\square_d := \prod_{i=1}^k \prod_{\nu=1}^{d_{\mathcal{L}_i}} (\hat{\mathcal{L}}_i + \nu z) \prod_{\theta \in \Sigma(1)} \prod_{\nu=0}^{d^\theta_{\mathcal{L}_i} - 1} \left( \hat{D}_\theta - z\nu \right) -
\]
\[
q^d \prod_{i=1}^k \prod_{\nu=1}^{d_{\mathcal{L}_i}} (\hat{\mathcal{L}}_i + \nu z) \prod_{\theta \in \Sigma(1)} \prod_{\nu=0}^{d^\theta_{\mathcal{L}_i} - 1} \left( \hat{D}_\theta - z\nu \right) \quad (d \in H_2(X, \mathbb{Z}))
\]
where we use Notation 4.1 and $q^d = \prod_{a=1}^r q_a^{f_a T_a} = \prod_{a=1}^r q_a^{d_a} (d = \sum_{a=1}^r d_a B_a)$.

2. The quotient ideal $\text{Quot}(\hat{\mathcal{L}}_{top}, \mathbb{G})$ of $\mathbb{G}$ with respect to $\hat{\mathcal{L}}_{top}$, is the left ideal of $\mathbb{D}$ generated by:
\[
\{ P \in \mathbb{D} \mid \text{Quot}(\hat{\mathcal{L}}_{top}, \mathbb{G})P \subseteq \mathbb{G} \}.
\]

Notice that, unlike the commutative case, the set $\{ P \in \mathbb{D} \mid \text{Quot}(\hat{\mathcal{L}}_{top}, \mathbb{G})P \subseteq \mathbb{G} \}$ is not an ideal, but only a $\mathbb{C}[z]$-module\(^{(3)}\). However, it contains the ideal $\mathbb{G}$ and should be seen as a bigger system of equations.

**Definition 4.4.** (GKZ-module, and residual module with respect to $\hat{\mathcal{L}}_{top}$)

1. The GKZ module associated to $(\Sigma, \mathcal{L}_1, \ldots, \mathcal{L}_k)$ is the left quotient $\mathbb{D}$-module 
\[
\mathcal{M} := \mathbb{D}/\mathbb{G}.
\]

\(^{(3)}\) For a simple example, consider the Weyl algebra $\mathbb{C}[q] \langle \delta_q \rangle$, the left ideal $\mathbb{I} = \langle \delta_q \rangle$ and $\hat{c} = \delta_q$. Then $1$ satisfies $\hat{c} \cdot 1 = \mathbb{I}$, hence $\text{Quot}(\hat{c}, \mathbb{I}) = \mathbb{C}[q] \langle \delta_q \rangle$ and $q \in \text{Quot}(\hat{c}, \mathbb{I})$. However, $\hat{c}q = \delta_q q = q\delta_q + q$ is not in $\mathbb{I}$ (it would imply that $q$ is in $\mathbb{I}$, which is impossible for degree reasons).
2. The residual GKZ-module $\mathcal{M}^{\text{res}}$ is the left quotient $\mathbb{D}$-module

$$\mathcal{M}^{\text{res}} := \mathbb{D}/\text{Quot}(\mathcal{C}_{\text{top}}, \mathbb{G})$$

In the following, we denote by $\mathcal{D}$ the sheaf of $\mathcal{O}_{\mathbb{T} \times \mathbb{C}}$-algebras associated to the ring $\mathbb{D}$ over $\mathbb{T} \times \mathbb{C}$. Denote by $\mathcal{M}$ (resp. $\mathcal{M}^{\text{res}}$) the sheaf of $\mathcal{O}_{\mathbb{T} \times \mathbb{C}}$-modules associated to $\mathcal{M}$ (resp. $\mathcal{M}^{\text{res}}$).

These $\mathcal{D}$-modules may not be coherent over the whole set $\mathbb{T} \times \mathbb{C}$. However, considering the freeness neighborhood $U$ defined in Notation 3.34, we have:

**Theorem 4.5.** — Let $\mathcal{L}_1, \ldots, \mathcal{L}_k$ be globally generated line bundles such that $(\omega_X \otimes \mathcal{L}_1 \otimes \cdots \otimes \mathcal{L}_k)^{\vee}$ is a nef line bundle. The restricted sheaves $\mathcal{M}|_{U \times \mathbb{C}}$ and $\mathcal{M}^{\text{res}}|_{U \times \mathbb{C}}$ are coherent $\mathcal{O}_{U \times \mathbb{C}}$-modules.

**Proof.** — If $\mathcal{M}$ is coherent then $\mathcal{M}^{\text{res}}$ is also coherent: the surjective morphism $\mathcal{M} \to \mathcal{M}^{\text{res}}$ implies that $\mathcal{M}^{\text{res}}$ is finitely generated.

Recall from Definition 4.4 that $\mathcal{M} = \mathbb{D}/G$. This module $\mathcal{M}$ is isomorphic, as a $\mathbb{C}[q^\pm, z]$-module, to

$$\mathcal{M}' := \mathbb{D}'/G'$$

where $\mathbb{D}' := \mathbb{C}[q^\pm, z]\{\delta_q\}$ and $G' = \langle \Box_d, d \in H_2(X, \mathbb{Z}) \rangle$ : the Euler operator $\mathcal{E}$ of the ideal $G$ enables us to remove $z_\delta$ in the quotient.

Hence, we are led to show that the sheaf $\mathcal{M}'$ associated to $\mathcal{M}'$ and restricted to $U \times \mathbb{C}$ is $\mathbb{C}[q^\pm, z]$-coherent. For a classical differential modules, one could find a good filtration and show that the characteristic variety is supported by the zero section of the cotangent bundle (cf. [RS10, §3] and [Sab05, Proposition 1.2.8]). Since $\mathcal{M}'$ is a $\mathbb{D}'$-module (and not a $\mathbb{C}[q^\pm, z]\{\delta_y, \delta_z\}$-module), we will rewrite the classical proof (cf. for instance [HTT08, Proposition 2.2.5]) in our case.

Let us define the following increasing filtration of $\mathbb{D}'$:

$$F_k\mathbb{D}' := \left\{ P \in \mathbb{D}' \mid P(q, z, \delta_q) = \sum_{|\alpha| \leq k} P_\alpha(q, z)(\delta_q)^\alpha \right\}$$

where $(\delta_q)^\alpha := (\delta_{q_1})^{\alpha_1} \cdots (\delta_{q_r})^{\alpha_r}$. One can easily check that this filtration satisfies the following properties

(a) $F_k\mathbb{D}' = 0$ for $k < 0$,
(b) $\cup_{k \in \mathbb{N}} F_k\mathbb{D}' = \mathbb{D}'$,
(c) for any $k, \ell$ in $\mathbb{N}$, we have $(F_k\mathbb{D}') \cdot (F_\ell\mathbb{D}') = F_{k+\ell}\mathbb{D}'$,
(d) for any $k$ in $\mathbb{N}$, $F_k\mathbb{D}'$ is a free $\mathbb{C}[q^\pm, z]$-module,
(e) for any $P$ in $F_k\mathbb{D}'$ and for any $Q$ in $F_\ell\mathbb{D}'$, $[P, Q]$ is in $F_{k+\ell-1}\mathbb{D}'$.

Let $\text{gr} \mathbb{D}'$ be the graduated ring of $\mathbb{D}'$ defined by the filtration $F$. Property (e) proves that $\text{gr} \mathbb{D}'$ is commutative. For $a$ in $\{1, \ldots, r\}$, denote by $y_a$ the class of $z\delta_{q_a}$ in $\text{gr} \mathbb{D}'$, then $\text{gr} \mathbb{D}'$ is isomorphic to $\mathbb{C}[q^\pm, z][y_1, \ldots, y_r]$. Let $P(q, z, \delta_q) := \sum_{\alpha \in \mathbb{N}^r} P_\alpha(q, z)(\delta_q)^\alpha$ in $\mathbb{D}'$, then its class in $\text{gr} \mathbb{D}'$, denoted by $\sigma(P)$, is

$$\sigma(P) = \sum_{\alpha \in \mathbb{N}^r} P_\alpha(q, z)y^\alpha$$

where $y^\alpha := y_1^{\alpha_1} \cdots y_r^{\alpha_r}$.

We deduce an increasing filtration on $\mathcal{M}'$ defined by

$$F_k\mathcal{M}' := F_k\mathbb{D}'/G'_k$$

where $G'_k := F_k\mathbb{D}' \cap G'$. We have :

1. $F_k\mathcal{M}' = 0$ for $k < 0$,
2. $\cup_{k \in \mathbb{N}} F_k M' = M'$.
3. For any $k$ in $\mathbb{N}$, $F_k M'$ is a coherent $\mathbb{C}[q^\pm, z]$-module as it is a finitely generated module over the Noetherian ring $\mathbb{C}[q^\pm, z]$.
4. For any $k, \ell$ in $\mathbb{N}$, we have $(F_k D') \cdot (F_\ell M') = F_{k+\ell} M'$.

For classical differential module, the last two properties mean that the filtration $(F_k M)_{k \in \mathbb{N}}$ is good. Since we have

$$(4.7) \quad \text{gr } M' = \text{gr } D'/\text{gr } G',$$

we deduce that the annihilator $\text{Ann}_{\text{gr } D'} \text{gr } M'$ is $\text{gr } G'$.

In order to use Lemma 4.8, we sheafify everything. We will denote by calligraphic letters for the sheaves associated to the $\mathbb{C}[q^\pm, z]$-modules and restricted to $U \times \mathbb{C}$. Consider the ideal sheaf $\mathcal{I} := \langle y_1, \ldots, y_r \rangle$ in $\text{gr } D'$.

By Lemma 4.8, there exists $m_0$ in $\mathbb{N}$ such that $\mathcal{I}^{m_0}$ is a subsheaf of $\text{gr } G'$. Let $P$ be a section of $F_k M'$ for $k \leq m_0$. By property (4), for $\alpha$ in $\mathbb{N}^r$ such that $|\alpha| = m_0$, we have $(z \delta_q)^\alpha P$ is in $F_{k+m_0} M'$. But we have $\sigma((z \delta_q)^\alpha) = y^\alpha \in \mathcal{I}^{m_0} \subseteq \text{gr } G'$. This implies that the class of $(z \delta_q)^\alpha P$ in $\text{gr } M'$ is zero. We deduce that $(z \delta_q)^\alpha P$ in $F_{k+m_0-1} M'$.

The property (4) implies that for any $k$ in $\mathbb{N}$ we have

$$F_{m_0+k} M' = (F_{m_0} D') \cdot F_k M'$$

$$= \left( \sum_{\alpha \in \mathbb{N}^r, |\alpha| = m_0} \mathcal{O}_{U \times \mathbb{C}}(z \delta_q)^\alpha \right) \cdot F_k M' + \left( \sum_{\alpha \in \mathbb{N}^r, |\alpha| < m_0} \mathcal{O}_{U \times \mathbb{C}}(z \delta_q)^\alpha \right) \cdot F_k M'$$

$$\subseteq F_{k+m_0-1} M'.$$

We deduce that the increasing filtration $F_k M'$ is stationary after $m_0$. Property (2) implies that $F_{m_0} M' = M'$ and Property (3) implies the theorem.

The following Lemma is used in Theorem 4.5. We use the notations defined along the proof of this theorem: $\text{gr } D' = \mathbb{C}[q_1^\pm, \ldots, q_r^\pm, z|[y_1, \ldots, y_r]|$ and $\sigma$ is the symbol. Recall that the characteristic variety of $M$ is the algebraic variety $C$ in $\text{Spec } \text{gr } D'$ defined by the ideal: $\sqrt{\text{Ann}_{\text{gr } D'} \text{gr } M'}$. There is a natural morphism: $\text{Spec } \text{gr } D' \twoheadrightarrow T \times \mathbb{C}$, where $T = \text{Spec } \mathbb{C}[q^\pm]$, and we get a cartesian diagram:

$$\begin{align*}
C|_{U \times \mathbb{C}} & \twoheadrightarrow C \quad \subset \text{Spec } \text{gr } D' \\
\downarrow & \downarrow \\
U \times \mathbb{C} & \twoheadrightarrow T \times \mathbb{C}
\end{align*}$$

**Lemma 4.8.** Assume that $(\omega_X \otimes \mathcal{L}_1 \otimes \cdots \otimes \mathcal{L}_k)^\vee$ is a nef line bundle. Let $U$ be the open subset of $T$ defined in Notation 3.34. The characteristic variety $C|_{U \times \mathbb{C}}$ is the zero section of $\text{gr } D'|_{U \times \mathbb{C}} \rightarrow U \times \mathbb{C}$ defined by the ideal $\langle y_1, \ldots, y_r \rangle$.

**Proof.** In order to connect the definitions of $U$ and $\text{gr } D'$, we consider the ring $\mathbb{C}[q^\pm, z][x_\rho, \rho \in \Delta(1)]$. There is a natural surjective morphism of $\mathbb{C}[q^\pm, z]$-algebra:

$$\alpha : \mathbb{C}[q^\pm, z][x_\rho, \rho \in \Delta(1)] \twoheadrightarrow \text{gr } D' = \mathbb{C}[q^\pm, z|[y_1, \ldots, y_r]|$$

$$x_\rho \mapsto \begin{cases} 
\sum_{a=1}^r D^{a}_\rho y_a & \text{if } \rho \in \Delta^{\text{base}}(1) \\
-(\sum_{a=1}^r D^{a}_\rho y_a) & \text{if } \rho \in \Delta(1).
\end{cases}$$

Where the $D^a_\rho$ are numbers defined by: $[D_\rho] = \sum_{a=1}^r D^a_\rho T_a$ in $H^2(Y, \mathbb{Z})$. Note that since, in $\square_d$, the sign in front of $D_\rho$ in is not the same for rays coming from the bases or from the line.

---

(4) For example take $m_0 := m_1 + \cdots + m_r$ where $y_i^{m_i} \in \text{gr } G'$. 

---
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The characteristic variety is contained in the closed subset $K_1'$ of $\text{Spec} \, \mathbb{N}'$ defined by the ideal
\[
J_1 = \langle \sigma(\square d), d \in H_2(X, \mathbb{Z}) \rangle \subset \mathbb{C}[q^\pm][y_1, \ldots, y_r].
\]
Let $d$ be in $H_2(X, \mathbb{Z})$. We check that $\sigma(\square d) = \overline{\sigma}(R_d^\infty)$ where $R_d^\infty$ is the polynomial:
\[
R_d^\infty := \begin{cases} x^d & \text{if } \sum_{\rho \in \Delta(1)} d_\rho < 0 \\ x^d - q^d x^-d & \text{if } \sum_{\rho \in \Delta(1)} d_\rho = 0. \end{cases}
\]
Which lead us to consider the ideal:
\[
J_2 = \langle R_d^\infty, d \in H_2(X, \mathbb{Z}) \rangle \cap \mathbb{C}[q^\pm][y_1, \ldots, y_r].
\]
Considering $\mathbb{C}[q^\pm, z][x_\rho, \rho \in \Delta(1)]$ and $\mathbb{C}[q^\pm, z][y_1, \ldots, y_r]$ as graded $\mathbb{C}[q^\pm, z]$-algebras (with $\deg(x_\rho) = 1$ and $\deg(y_\rho) = 1$), The morphism $\alpha$ defined above is a graded morphism. Ideals $J_1$ and $J_2$ both are homogeneous ideals, and $\alpha(J_2) = J_1$.

Let $K_1$ (resp. $K_2$) be the closed subscheme of the projective scheme $\text{Proj} \, \mathbb{C}[q^\pm, z][y_1, \ldots, y_r]$ (resp. $\text{Proj} \, \mathbb{C}[q^\pm, z][x_\rho, \rho \in \Delta(1)]$) defined by $J_1$ (resp. $J_2$). Also put:
\[
\begin{align*}
\pi_1 : & \text{Proj} \, \mathbb{C}[q^\pm, z][y_1, \ldots, y_r] \to \text{Spec} \, \mathbb{C}[q^\pm, z] = T \times \mathbb{C} \\
\pi_2 : & \text{Proj} \, \mathbb{C}[q^\pm, z][x_\rho, \rho \in \Delta(1)] \to \text{Spec} \, \mathbb{C}[q^\pm, z] = T \times \mathbb{C}
\end{align*}
\]
the natural projections.

By Definition of $U$ (Notation 3.34), and using Remark 3.35, we find : $(T \times \mathbb{C}) \setminus \pi_2(K_2) = U \times \mathbb{C}$. Since the isomorphism $\overline{\sigma}$ satisfies $\overline{\sigma}(J_2) = J_1$, we have
\[
(4.9) \quad (T \times \mathbb{C}) \setminus \pi_1(K_1) = U \times \mathbb{C}.
\]
Consider now the affine space $\text{Spec} \, \mathbb{C}[q^\pm, z][y_1, \ldots, y_r]$ (before projectivization) and the closed subvariety $K_1'$ defined by $J_1$. By definition, the characteristic variety $C$ is the reduced scheme of $K_1'$.

The ideal $J_1$ is contained in $\langle y_1, \ldots, y_r \rangle$ (this can be checked by considering the polynomials $R_d^\infty$ and the relation $\alpha(R_d^\infty) = \sigma(\square d)$). It follows that the zero section of the morphism:
\[
\pi_1' : \text{Spec} \, \mathbb{C}[q^\pm, z][y_1, \ldots, y_r] \to \text{Spec} \, \mathbb{C}[q^\pm, z] = T \times \mathbb{C}
\]
is contained in the support $K_1'$.

On the other hand, the relation (4.9) implies that $\pi_1^{-1}(U) \cap K_1 = \emptyset$ which means that the support of $\pi_1'^{-1}(U \times \mathbb{C}) \cap K_1'$ is contained in the zero section of $\pi_1'$. Indeed, the ideal $\langle y_1, \ldots, y_r \rangle$ is the irrelevant ideal of the graded ring $\mathbb{C}[q^\pm, z][y_1, \ldots, y_r]$. This shows that the support of $\pi_1'^{-1}(U \times \mathbb{C}) \cap K_1'$, i.e., the characteristic variety $C$ of $G$ restricted to $U \times \mathbb{C}$, is equal to the zero section of $\pi_1'|_U$.

**Theorem 4.10.** — Let $\mathcal{L}_1, \ldots, \mathcal{L}_k$ be globally generated line bundles such that $(\omega_X \otimes \mathcal{L}_1 \otimes \cdots \otimes \mathcal{L}_k)^*$ is nef. Let $U$ be the open subset of $T$ defined in Notation 3.34. The $\mathcal{D}$-module $\mathcal{M}|_{U \times \mathbb{C}}$ is locally free of rank $\dim H^{2*}(X)$.
Proof. — The following proof is similar to the proof of Theorem 2.14 of [RS10]. Modifications as to be made in order to take care of the twisted fan and the $q$’s variables.

Theorem 4.5 implies that $\mathcal{M}|_{U \times C}$ is a coherent $\mathcal{O}_{U \times C}$-modules. By standard arguments (see for instance Theorem 1.4.10 of [HTT08]), for $z \neq 0$ this implies that $\mathcal{M}|_{U \times C^*}$ is locally free. It is enough to prove that $\mathcal{M}/z\mathcal{M}$ is locally free of rank $\dim H^{2\ast}(X)$ and that the locally free sheaf $\mathcal{M}/z\mathcal{M}$ is of the same rank.

**Step 1.** Show that $\mathcal{M}/z\mathcal{M}$ is locally free of rank $H^{2\ast}(X)$.

Let $B$ be the Batyrev ring $\Lambda[x_j]/(\langle \text{QSR} + \text{Lin} \rangle)$. Localizing the ring $\Lambda$ by inverting $Q^d, d \in \mathbb{N}E(X)\mathbb{Z}$, we obtain the ring $\mathbb{C}[q^\pm] = \mathbb{C}[q_1^\pm, \ldots, q_r^\pm]$. Using Notation 3.2, there is an isomorphism of $\mathbb{C}[q^\pm]$-algebra:

\[
(4.11)
\]

\[
B \otimes \mathbb{C}[q^\pm] = \mathbb{C}[q^\pm, x_p]/(\langle \text{QSR} + \text{Lin} \rangle) \longrightarrow \mathbb{M}/z\mathcal{M} = D'/((z) + G')
\]

\[
x_p \mapsto \begin{cases}
\sum_{\alpha=1}^r D_{\alpha}^p z_{\delta q_{\alpha}} & \text{if } \rho \in \Delta_{(1)}^{\text{base}} = \{\rho_{0}, \theta \in \Sigma(1)\} \\
\sum_{\alpha=1}^r L_{\alpha}^p z_{\delta q_{\alpha}} & \text{if } \rho = \rho_{L_1} \in \Delta_{(1)}^{\text{v,b}} = \{\rho_{L_1}, \ldots, \rho_{L_k}\}
\end{cases}
\]

(where $[L_i] = \sum_a L_i^a T_a$). By Theorem 3.26, the Batyrev ring $B$ is locally free of rank $\dim H^{2\ast}(X)$ over the neighbourhood $\mathcal{U}$. Hence $\mathcal{M}/z\mathcal{M}$ is locally free of rank $\dim H^{2\ast}(X)$ over the open subset $U = \mathcal{U} \cap T$.

**Step 2.** We use the notation of the beginning of the proof of Theorem 4.5. On $z \neq 0$, we show that the locally free sheaf $\mathcal{M}|_{U \times C^*}$ is of rank $H^{2\ast}(X)$. To prove this, we will use 2 substeps.

2.1 Show that the module $\mathbb{M} := D'/G \simeq \mathbb{M}' := D'/G'$ (see (4.6)) is isomorphic to a classical GKZ-system of Adolphson (see [Ado94]). Notice that most of this step is done for any $z \in \mathbb{C}$ (included $z = 0$).

2.2 We compute that the rank is $\dim H^{2\ast}(X)$ at one point using corollary 5.11 of [Ado94].

**Step 2.1** We first write the GKZ system $\mathbb{M} := D'/G'$ in a more classical way in view of Adolphson’s result ([Ado94]).

Let $\{\lambda_{\rho}, \rho \in \Delta(1)\}$ be a set of indeterminates. Consider the following non commutative rings:

- $\mathbb{A}_1 := \mathbb{C}[\lambda^\pm, z] \langle \lambda_{\rho}, z \partial_{\lambda_{\rho}} \rangle = \mathbb{C}[\lambda_{\rho}, \lambda_{\rho}^{-1}, \rho \in \Delta(1), z] \langle \lambda_{\rho}, z \partial_{\lambda_{\rho}} \rangle$, where the relations are:
  $z \partial_{\lambda_{\rho}} \lambda_{\rho} = \lambda_{\rho} z \partial_{\lambda_{\rho}} + z$ and all the other variables are commuting;

- $\mathbb{A}_2 := \mathbb{C}[q^\pm, z] \langle \rho_{q_a}^{-1}, \rho_a \partial_{\rho_a} \rangle = \mathbb{C}[q_a, \rho_a^{-1}, \rho_a \partial_{\rho_a}]$, where the relations are:
  $z \partial_{\rho_a} q_a = q_a z \partial_{\rho_a} + D_{\rho}^a z q_a$ where the $D_{\rho}$ are numbers defined by:
  \[
  \sum_{\rho=1}^r D_{\rho}^a T_a \in H^2(Y, \mathbb{Z}).
  \]

In view of [CK99] and its Erratum to proposition 5.5.4, we put in $\mathbb{A}_1 : \ell := \prod_{\rho \in \Delta(1)} \lambda_{\rho}$:

There exists two morphisms of noncommutative $\mathbb{C}[z]$-algebras, $f$ and $g$ defined by:

\[
f : \mathbb{A}_2 \hookrightarrow \mathbb{A}_1
\]

\[
z \partial_{\lambda_{\rho}} \mapsto \ell^{-1}(\lambda_{\rho} z \partial_{\lambda_{\rho}}) \ell = \begin{cases}
\lambda_{\rho} z \partial_{\lambda_{\rho}} & \text{if } \rho \in \Delta_{(1)}^{\text{base}} \\
\lambda_{\rho} z \partial_{\lambda_{\rho}} + z & \text{if } \rho \in \Delta_{(1)}^{\text{v,b}}
\end{cases}
\]

\[
q_a \mapsto (-1)^{c_1(\mathcal{E})} B_a \lambda^d = \prod_{\rho \in \Delta(1)} \lambda_{\rho}^{D_{\rho}^a} \prod_{\rho \in \Delta(1)} (-\lambda_{\rho})^{D_{\rho}^a}
\]

and
Proposition 3.3). The morphism $f$ is injective. The morphism $g$ is surjective and its kernel is the left ideal generated by the following set:

\[ \left\{ Z_u = \sum_{\rho \in \Delta(1)} \langle v, u \rangle z \delta_{\lambda_\rho}, u \in M' \right\} \subset A_2.\]

The GKZ ideal can be defined in $A_1$ and $A_2$:

In $A_1$, set $\Box''_d := (z \delta_\lambda)^{d^+} - (z \delta_\lambda)^{d^-}$ for any $d \in H_2(X, \mathbb{Z})$ and $Z'': = \sum_{\rho \in \Delta(1)} \lambda_\rho z \delta_{\lambda_\rho} - \langle u, \beta \rangle z$ for any $u \in M'$, where $\beta$ is the constant vector $(0_N, -1, \ldots, -1) \in N \times \mathbb{Z}^k$. The GKZ ideal is

\[ \mathbb{G}_F := \langle \Box''_d, Z'', d \in H_2(X, \mathbb{Z}), u \in M' \rangle \subset A_1.\]

In $A_2$ set:

\[ (\Box'_d) := \prod_{\rho \in \Delta(1)} \frac{d_\rho^{+} - 1}{d_\rho^{-} - 1} \prod_{\nu = 0}^{d_\rho^{+}} \frac{(z \delta_{\lambda_\rho} - \nu z)}{(z \delta_{\lambda_\rho} + \nu z)} \prod_{\rho \in \Delta(1), \nu = 1}^{d_\rho^{-} - 1} \frac{(z \delta_{\lambda_\rho} - \nu z)}{(z \delta_{\lambda_\rho} + \nu z)} \]

and $Z_u := \sum_{\rho \in \Delta(1)} \langle u, v_\rho \rangle z \delta_{\lambda_\rho}$. The GKZ ideal in $A_2$ is $\mathbb{G}_F := \langle \Box'_d, Z_u, d \in H_2(X, \mathbb{Z}), u \in M' \rangle$.

As $g(z \delta_{\lambda_\rho}) = -\hat{L}_i$ for any $\rho \in \Delta(1)$, we have:

\[
\begin{align*}
&f(\Box'_d) = \prod_{\rho \in \Delta(1)} \lambda_\rho^{d_\rho^+} \prod_{\rho \in \Delta(1)} (\lambda_\rho^{-})^{d_\rho^-} \Box''_d, \\
g(\Box'_d) = \Box_d
\end{align*}
\]

which gives $f(\mathbb{G}_F) = \mathbb{G}_1$ and $g(\mathbb{G}_F) = \mathbb{G}'$. Passing to the quotient, the morphism $g$ gives an isomorphism:

\[ A_2/\mathbb{G}_F \sim \mathbb{D}'/\mathbb{G}' = M.\]

Moreover, viewing $\mathbb{C}[\lambda, z]$ as a $\mathbb{C}[q^\pm, z]$-algebra via the injective morphism

\[ \varphi : \mathbb{C}[q^\pm] \hookrightarrow \mathbb{C}[\lambda^\pm] \]

\[ q_a \mapsto (-1)^{\epsilon_1(E)^{E_a}} \lambda^d \]

we get an isomorphism:

\[ \lambda \otimes \mathbb{C}[q, z] \mathbb{C}[\lambda^\pm, z] \sim \mathbb{A}_1 \]

which sends $z \delta_\rho$ to $\lambda_\rho z \delta_q$. This gives an isomorphism:

\[ A_2/\mathbb{G}_F \otimes \mathbb{C}[q, z] \mathbb{C}[\lambda^\pm, z] \sim \mathbb{A}_1/\mathbb{G}_1.\]

In the following, we will write “the module is locally free over an open” meaning “the sheaf associated to the module is locally free”. As $\varphi$ is injective, we have $A_2/\mathbb{G}_F \sim \mathbb{D}'/\mathbb{G}'$ is locally free at a point $n$ of $\text{Spec} \mathbb{C}[q^\pm, z]$ if and only $\mathbb{A}_1/\mathbb{G}_1$ is locally free at any point $n'$ of $\text{Spec} \mathbb{C}[\lambda^\pm, z]$ contained in the fiber of the surjective morphism $\text{Spec} \mathbb{C}[\lambda^\pm, z] \rightarrow \text{Spec} \mathbb{C}[q^\pm, z]$. 
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Now we localize this $\mathbb{C}[q^\pm,z]$-module above $z \neq 0$. By Theorem 4.5, the module $D'/G' \otimes_{\mathbb{C}[q^\pm,z]} \mathbb{C}[q^\pm,z]$ is locally free over $U \times \mathbb{C}^\ast$. By the above isomorphisms, the module $A_1/G_1 \otimes_{\mathbb{C}[\lambda^\pm,z]} \mathbb{C}[\lambda^\pm,z^\pm]$ is also locally free over $((\phi^\#)^{-1}(U)) \times \mathbb{C}^\ast$ where $\phi^\# : (\mathbb{C}^\ast)^{\Delta(1)} \rightarrow (\mathbb{C}^\ast)^r$ is the scheme morphism associated to $\varphi$ (see (4.13)). On the other hand, we have the isomorphism:

$$A_1 \otimes_{\mathbb{C}[\lambda^\pm,z]} \mathbb{C}[\lambda^\pm,z] \xrightarrow{\sim} \mathbb{C}[\lambda^\pm,z] \langle \partial_\lambda \rangle$$

$$\lambda_\rho \mapsto z\lambda_\rho$$

$$(z\partial_{\lambda_\rho}) \mapsto \partial_{\lambda_\rho}$$

$$z \mapsto z$$

which sends $\square''_d = (z\partial_{\lambda_\rho})^{d^+} - (z\partial_{\lambda_\rho})^{d^-}$ to $\square'' := \partial_\lambda^{d^+} - \partial_\lambda^{d^-}$ and $Z'_U$ to $z.(\sum_{\rho} \langle u, \rho \rangle \lambda_\rho \partial_{\lambda_\rho} - \langle u, \beta \rangle)$. Put $Z''_U := \sum_{\rho} \langle u, \rho \rangle \lambda_\rho \partial_{\lambda_\rho} - \langle u, \beta \rangle$, the module $A_1/G_1 \otimes_{\mathbb{C}[\lambda^\pm,z]} \mathbb{C}[\lambda^\pm,z^\pm]$ is isomorphic, as a $\mathbb{C}[\lambda^\pm] \otimes_{\mathbb{C}} [z^\pm]$-module to

$$\mathbb{C}[\lambda^\pm] \langle \partial_\lambda \rangle / \langle \square''_d, Z''_U \rangle \otimes_{\mathbb{C}} [z^\pm].$$

We deduce that $\mathbb{C}[\lambda^\pm] \langle \partial_\lambda \rangle / \langle \square''_d, Z''_U \rangle$ is locally free over $(\varphi^\#)^{-1}(U)$.

**Step 2.2** Let us compute the rank of the locally free module $\mathbb{C}[\lambda^\pm] \langle \partial_\lambda \rangle / \langle \square''_d, Z''_U \rangle$ over $(\varphi^\#)^{-1}(U)$ using Corollary 5.11 of [Ado94]. In view of the local freeness, we just need to compute the rank at one point.

Adolphson associates a Laurent polynomial to the module $\mathbb{C}[\lambda^\pm] \langle \partial_\lambda \rangle / \langle \square''_d, Z''_U \rangle$, denoted by $f_\lambda$. We do not need to give the precise expression of $f_\lambda$ for the following. Corollary 5.11 of [Ado94] tells us that over the following set

$$\{(\lambda_\rho) \in (\mathbb{C}^\ast)^{\Delta(1)} \mid f_\lambda \text{ is non degenerated}\}$$

the rank is $(n + k)! \text{Vol}(\Gamma_\Delta)$ where $\Gamma_\Delta$ is the convex hull in $N^\vee_\mathbb{R}$ of the points $\{0, v_\rho, \rho \in \Delta(1)\}$. This set is a nonempty Zariski open subset of $(\mathbb{C}^\ast)^{\Delta(1)}$. By density, this Zariski open intersects the Zariski open subset $(\varphi^\#)^{-1}(U)$ so that the rank is equal to $(n + k)! \text{Vol}(\Gamma_\Delta)$.

Denote by $\Gamma_\Sigma$ the convex hull in $N^\vee_\mathbb{R}$ of the points $\{0, v_\rho, \rho \in \Sigma(1)\}$. Show that $(n + k)! \text{Vol}(\Gamma_\Delta) = n! \text{Vol}(\Gamma_\Sigma) = \dim H^{2\ast}(X)$. When all the $L_i$ are nef, the fan $\Delta$ is convex, and 0 is a vertex of this convex hull. As the divisor $-K_X - \sum_{i=1}^k L_i$ is nef, then the vectors $(v_1, \ldots, v_k) \in N \times \mathbb{Z}^k$ defined by the toric divisors $L_i$ all are either vertices or contained in faces of $\Gamma_\Delta$ which do not contain 0. Hence, $\Gamma_\Delta$ is a disjoint union of the simplexes $\Gamma_\Delta(\tau) := (v_1, \ldots, v_k, v_{\rho_\theta}, \theta \in \tau)$ where $\tau$ is any simplex defined by generating vectors of the rays in $\Sigma$ (we use the notations of Section 3.1). The volume of a simplex $\Gamma_\Delta(\tau)$ can be computed by a determinant on these vectors which simplifies into the volume of $\Gamma_\Sigma(\tau) := (v_{\rho_\theta}, \theta \in \tau)$. Since the union of these simplexes is $\Gamma_\Sigma$, we have $(n + k)! \text{Vol}(\Gamma_\Delta) = n! \text{Vol}(\Gamma_\Sigma)$ which is exactly $\dim H^{2\ast}(X)$. \hfill \Box

**Theorem 4.14.** — Let $L_1, \ldots, L_k$ be ample line bundles such that $(\omega_X \otimes L_1 \otimes \cdots \otimes L_k)^{\vee}$ is nef. Let $U$ be the open subset of $T$ defined in Notation 3.34.

1. On $z = 0$, the $O_U$-module $(M^{\text{res}}/zM^{\text{res}})|_U$ is locally free of rank $\dim_{\mathbb{C}} H^{2\ast}(X) = \dim_{\mathbb{C}} H^{2\ast}(X) - \dim_{\mathbb{C}} \ker(m_{\text{top}})$.

2. On $z \neq 0$, the $O_{U \times \mathbb{C}^\ast}$-module $M^{\text{res}}|_{U \times \mathbb{C}^\ast}$ is locally free of rank less than $\dim_{\mathbb{C}} H^{2\ast}(X)$.

**Remark 4.15.** — Using Mirror symmetry, we will also prove that $M^{\text{res}}|_{U \times \mathbb{C}^\ast}$ is locally free of rank $\dim_{\mathbb{C}} H^{2\ast}(X)$. We refer to Remark 5.11 for a precise explanation.

**Proof of Theorem 4.14.** — On $z \neq 0$, $M^{\text{res}}|_{U \times \mathbb{C}^\ast}$ is locally free. By Nakayama’s lemma, it is enough to prove the first statement.

Consider the residual Batyrev ring $B^{\text{res}} = \Lambda[x^\ast]/(G : x_{\text{top}})$ defined in Subsection 3.6. This is a $\Lambda$-algebras. Denote by $B^{\text{res}}$ the associated sheaf of rings on $V = \text{Spec} \Lambda$. When restricted
to the neighbourhood $\overline{U}$ of the large radius limit, $B^{\text{res}}$ is locally free of rank $\dim \overline{H^2}(X)$ by Proposition 3.40. Then, Lemma 4.16 below shows that the sheaf $\mathcal{M}\text{res}/z\mathcal{M}\text{res}$ is a sheaf of commutative rings defined over $U$ which is isomorphic to the $B^{\text{res}}|_U$. \hfill \square

In the following, we use notations of the proof of Theorem 4.10. The set $\mathcal{P}$ of primitive classes is defined in Notation 3.19. Let $\mathcal{S} := \langle \sqcup_d, d \in \mathcal{P} \rangle$ be the “square” ideal in $A_2 := \mathbb{C}[q^\pm, z] / (z\delta\lambda)$. Put $\hat{c}_\text{top} := \prod_{\rho \in \Delta(1)} z\delta\lambda_\rho \in A_2$. Do not confuse it with $c_\text{top} := \prod_{i=1}^k \hat{c}_i \in \mathbb{D}'$ written in terms of $z\delta\lambda$’s operators. Recall that

$$\text{QSR} := \langle R_d := x^{d^+} - q^d x^{d^-}, \ d \in \text{NE}(Y) \rangle_z$$

We put:

$$\text{Quot}(\hat{c}_\text{top}, \mathcal{S}) := \langle P \in A_2, \hat{c}_\text{top} P \in \mathcal{S} \rangle$$

$$(\text{QSR} : x_{\text{top}}) := \{ P \in \mathbb{C}[q^\pm][x_\rho], P x_{\text{top}} \in \text{QSR} \}$$

We introduced $x_{\text{top}} := \prod_{\rho \in \Delta(1)} x_\rho$ in the beginning of Subsection 3.6. Notice that $(\text{QSR} : x_{\text{top}})$ is the usual quotient ideal of commutative algebra. The set $\{ P \in \mathbb{C}[q^\pm][x_\rho], x_{\text{top}} P \in \text{QSR} \}$ is an ideal. However, in the non commutative ring $A_2$, the set $\{ P \in A_2, \hat{c}_\text{top} P \in \mathcal{S} \}$ is not an ideal anymore (cf. footnote 3).

**Lemma 4.16.** — 1. There exists an isomorphism of commutative $\mathbb{C}[q^\pm]$-algebras:

$$h : A_2/(\text{Quot}(\hat{c}_\text{top}, \mathcal{S}) + \langle z \rangle) \to \mathbb{C}[q^\pm][x_\rho]/(\text{QSR} : x_{\text{top}})$$

$$(z) \mapsto 0$$

$$z\delta\lambda_\rho \mapsto \begin{cases} x_\rho & \text{if } \rho \in \Delta^{\text{bas}}(1) \\ -x_\rho & \text{if } \rho \in \Delta^{v.h}(1) \end{cases}$$

2. We pass to the quotient by linear ideals i.e.,

- on the left side, we quotient by $\langle Z_u := \sum_{\rho \in \Delta(1)} \langle u, v_\rho \rangle z\delta\rho, \ for \ u \in M' \rangle$,

- on the right side, we quotient by $\langle Z_u := \sum_{\rho \in \Delta(1)} \langle u, v_\rho \rangle x_\rho, \ for \ u \in M' \rangle$

To obtain an isomorphism:

$$\mathcal{M}\text{res}/z\mathcal{M}\text{res} \to B^{\text{res}}.$$

between the residual GKZ-module restricted to $z = 0$ and the residual Batyrev ring.

*Proof.* — The second statement follows easily from the first one.

The morphism $h$ is well defined since $h(\sqcup_d) = R_d, h(\hat{c}_\text{top}) = x_{\text{top}}$ and that setting $z = 0$ makes the algebra $A_2$ becomes commutative. It is surjective by construction. We construct its inverse morphism. Consider the isomorphism of commutative $\mathbb{C}[q^\pm]$-algebras, where $P$ is sent on $\hat{P}$:

$$\mathbb{C}[q^\pm][x_\rho] \to A_2 / \langle z \rangle$$

$$x_\rho \mapsto \overline{x}_\rho = z\delta\lambda_\rho$$

Where the overline notation means its image in the quotient $A_2 / \langle z \rangle$. Recall that for $d \in H_2(Y, \mathbb{Z})$, we denote $R_d := x^{d^+} - q^d x^{d^-}$. We have $\overline{R}_d = \overline{\sqcup}_d$, and any element of QSR maps to $\overline{G}_2$ (see after (4.12) for the definition of $G_2$).

Let $P$ be in $(\text{QSR} : x_{\text{top}})$, we show that $\hat{P}$ belongs to $\text{Quot}(\hat{c}_\text{top}, \mathcal{S})$. Then the morphism defined in (4.17) will induce the inverse of $h$.

There exists a set of polynomials $\{ A_d, \ d \in \mathcal{P} \}$ such that:

$$x_{\text{top}} P = \sum_{d \in \mathcal{P}} A_d(q, x) R_d(q, x)$$
For such an expression above consider the biggest (using the order \( \prec_\varphi \) see §3.4.a), leading monomial that appears in \( A_d(q, x)R_d(q, x) \) for \( d \in \mathcal{P} \). Among all the expression of (4.18), denote by \( m(P) \) the smallest of these leading monomials that is:

\[
m(P) := \min_{d \in \mathcal{P}} \max \{ \text{Lm}(A_dR_d), d \in \mathcal{P} \}
\]

where \( \text{Lm}(S) \) is the leading monomial of a polynomial \( S \). Notice that \( m(P) \) could be different than \( \text{Lm}(P) \).

As the function \( \varphi \) used to define the order \( \prec_\varphi \) is associated to an ample divisor we can assume –up to a change of ample divisor– that \( \varphi(x_\rho) < 0 \) for any \( \rho \in \Delta(1) \). In particular, the set of monomial smaller than a fixed monomial \( m \) is finite, and possess a smaller element, namely the monomial \( 1 \). We will prove by induction on the monomial \( m \):

\[
H(m) = "\forall P \in (x_{\top} : \text{QSR}), \ m(P) \prec_\varphi m \implies \hat{P} \in \text{Quot}(\hat{c}_{\top}^\lambda, \mathcal{S})"
\]

If \( m = 1 \), then \( x_{\top}P \) is a constant polynomials, which is only possible if \( P = 0 \). Then we have \( \hat{P} \in \text{Quot}(\hat{c}_{\top}^\lambda, \mathcal{S}) \).

Put \( m := m(P) \) and consider a minimal expression for (4.18) i.e., polynomials \( A_d \) for \( d \in \mathcal{P} \) such that:

\[
x_{\top}P = \sum_{d \in \mathcal{P}} A_dR_d \text{ with } \max \{ \text{Lm}(A_dR_d), d \in \mathcal{P} \} = m.
\]

Let \( \mathcal{P}^* \) be the subset of \( \mathcal{P} \) such that \( \text{Lm}(A_dR_d) = m \). This set is not empty by assumption. If \( d \) is in \( \mathcal{P}^* \), \( A_d \) can be written:

\[
A_d = \alpha_d n_d + B_d,
\]

where \( \alpha_d \in \mathbb{C}[q^\pm], n_d = \text{Lm}(A_d), \text{Lm}(A_dR_d) = \text{Lm}(A_d), \text{Lm}(R_d) = n_d x^{d^+} = m \) and \( \text{Lm}(B_dR_d) \prec_\varphi m \).

If \( d \in \mathcal{P} \setminus \mathcal{P}^* \) we simply set \( B_d := A_d \), so that:

\[
x_{\top}P = \sum_{d \in \mathcal{P}^*} \alpha_d n_dR_d + \sum_{d \in \mathcal{P}} B_dR_d
\]

with \( \text{Lm}(B_dR_d) \prec_\varphi m \) for any \( d \in \mathcal{P} \).

Consider two cases:

**Case 1**: \( x_{\top} \) divides \( m \). Then, for any \( d \in \mathcal{P}^* \), \( x_{\top} \) divides \( n_d x^{d^+} \). Since for any \( \rho \in \Delta^b \), the variable \( x_\rho \) does not appear in \( x^{d^+} \) (because the \( \mathcal{L}_i \)'s are ample and \( \mathcal{P} \subset NE(Y) \)), then \( x_{\top} \) divides \( n_d \) for any \( d \in \mathcal{P}^* \). Set \( n_d = x_{\top}n_d' \). We find:

\[
x_{\top}P = x_{\top} \left( \sum_{d \in \mathcal{P}^*} \alpha_d n_d' R_d \right) + \sum_{d \in \mathcal{P}} B_dR_d.
\]

and the polynomial \( S = P - \sum_{d \in \mathcal{P}^*} n_d' R_d \) is in \( (\text{QSR} : x_{\top}) \) and satisfy \( m(S) \prec_\varphi m(P) \). By induction, the operator \( \hat{S} \in \mathbb{A}_2/\langle z \rangle \) is in \( \text{Quot}(\hat{c}_{\top}^\lambda, \mathcal{S}) \). Moreover, the operator

\[
\hat{P} = \hat{S} + \sum_{d \in \mathcal{P}^*} \alpha_d n_d' \hat{R}_d = \hat{S} + \sum_{d \in \mathcal{P}^*} \alpha_d n_d' \hat{p}_d
\]

is also in \( \text{Quot}(\hat{c}_{\top}^\lambda, \mathcal{S}) \).

**Case 2**: \( x_{\top} \) does not divide \( m \). Since \( \left( \sum_{d \in \mathcal{P}^*} \alpha_d n_dR_d \right) + \sum_{d \in \mathcal{P}} B_dR_d = x_{\top}P \), the coefficient of \( m \) in the sum \( \left( \sum_{d \in \mathcal{P}^*} \alpha_d n_dR_d \right) = \sum_{d \in \mathcal{P}^*} \alpha_d n_dR_d = \sum_{d \in \mathcal{P}^*} \alpha_d (n_dR_d - n_c R_c) \) must be zero. This coefficient is exactly \( \sum_{d} \alpha_d n_dR_d \).

Fix a class \( c \in \mathcal{P}^* \); then \( \alpha_c = -\sum_{d \in \mathcal{P} \setminus \{ c \}} \alpha_d \), and we have:

\[
\sum_{d \in \mathcal{P}^*} \alpha_d n_dR_d = \alpha_c n_c R_c + \sum_{d \in \mathcal{P} \setminus \{ c \}} \alpha_d n_dR_d = \sum_{d \in \mathcal{P} \setminus \{ c \}} \alpha_d (n_dR_d - n_c R_c)
\]
But we have \( n_d R_d - n_c R_c = n_d (x^d - q^d x^-) - n_c (x^c - q^d x^-) \) and \( n_d x^d = n_c x^c = m \), which gives

\[
(4.19) \quad n_d R_d - n_c R_c = -n_d q^d x^- + n_c q^d x^-.
\]

Moreover, \( x_{\text{top}} \) divides any \( x^d \) for any \( d \in P \) (because the \( L_i \)'s are ample and \( P \subset NE(Y) \)). Denote by \( \epsilon = (\epsilon_\rho)_{\rho \in \Delta(1)} \) the multi-index that equals to 0 for \( \rho \in \Delta(1) \) and 1 for \( \rho \in \Delta(1)^h \). We have \( x^d = x_{\text{top}} x^{d-\epsilon} \). This gives, in (4.19):

\[
R_d - C_d = x_{\text{top}} \left( n_c q^d x^- - n_d q^d x^- \right).
\]

For \( d \in P^* \setminus \{ c \} \) set \( C_d := n_c q^d x^- - n_d q^d x^- \). We get:

\[
x_{\text{top}} P = x_{\text{top}} \left( \sum_{d \in P^* \setminus \{ c \}} \alpha_d C_d \right) + \sum_{d \in P} B_d R_d.
\]

The polynomial \( S := P - \left( \sum_{d \in P^* \setminus \{ c \}} \alpha_d C_d \right) \) is in \( (\text{QSR} : x_{\text{top}}) \) and satisfies \( m(S) < \varphi m(P) \).

By induction, the operator \( \hat{S} \) is in \( \text{Quot}(\hat{c}_{\text{top}} Q, S) \). Moreover, for any \( d \in P^* \setminus \{ c \} \), the equality \( x_{\text{top}} C_d = n_d R_d - n_c R_c \) gives in \( \mathbb{A}_2/\langle z \rangle \):

\[
\hat{c}_{\text{top}} \hat{C}_d = \hat{n}_d \hat{c}_d - \hat{n}_c \hat{c}_c.
\]

We deduce that \( \hat{C}_d \) is in \( \overline{\text{Quot}(\hat{c}_{\text{top}} Q, S)} \). Finally, we have

\[
\hat{P} = \left( \sum_{d \in P^* \setminus \{ c \}} \alpha_d \hat{C}_d \right) + \hat{S} \in \overline{\text{Quot}(\hat{c}_{\text{top}} Q, S)}.
\]

5. Isomorphisms between quantum \( D \)-modules and GKZ systems via mirror symmetry

5.1. Recalls on Mirror symmetry. — We start by some recalls on mirror symmetry in the framework of Givental. Here, we suppose that \( X \) is a smooth toric projective variety endowed with \( k \) globally generated line bundles \( L_1, \ldots, L_k \) such that \((\omega_X \otimes L_1 \otimes \cdots \otimes L_k)^{\vee}\) is nef. We put \( \mathcal{E} = \oplus_{i=1}^k \mathcal{L}_i \).

We introduce a cohomological multi-valued function which will play a central role in mirror symmetry. Recall that \( t_0 \) is the coordinate on \( H^0(X) \). In the definition below, we use the notation \( \mathcal{E}_{0,1,d}(1) \) for the vector bundle on \( X_{0,1,d} \) defined in Subsection 2.1.a.

**Definition 5.1.** — We define local section \( J^w \) of \( F = H^{2*}(X) \times (H^0(X) \times \mathbb{V} \times \mathbb{C}) \to (H^0(X) \times \mathbb{V} \times \mathbb{C}) \) by:

\[
J^w(t_0, q, z) := e^{t_0/z} q^{T/\mathbb{V}} \left( 1 + z^{-1} \sum_{d \in H_2(X, \mathbb{Z}) \setminus \{ 0 \}} q^d e_{1*} \left( \frac{c_{\text{top}}(\mathcal{E}_{0,1,d}(1))}{z - \psi} \right) \right) \cap [X_{0,1,d}]^\text{vir}
\]

where \( t_0 \) is in \( H^0(X) \), \( q \) is in \( \mathbb{V} \), \( z \) is in \( \mathbb{C} \), \( \psi \) is defined before Definition 2.5 and \( q^{T/\mathbb{V}} = q^{T_1/\mathbb{V}} \ldots q^{T_r/\mathbb{V}} := e^{t_0/\sum r \log(q_r)} \) as in the definition of the function \( L^w \) (Formula 2.16).

The relation between this function \( J^w \) and \( L^w \) is given by the following proposition.
Proposition 5.2. — We have

\[ c_{\text{top}}(E) J^{tw}(t_0, q, z) = e^{t_0/z} q^{T/z} c_{\text{top}}(E) \left( 1 + O(z^{-2}) \right) \]

\[ = e^{t_0/z} q^{T/z} \left( c_{\text{top}}(E) + z^{-1} \sum_{a=0}^{s-1} \sum_{d \neq 0} q^d \frac{T_a c_{\text{top}}(E)}{z - \psi} \right) T^a \]

\[ = \sum_{a=0}^{s-1} S \left( L^{tw}(t_0, q, z) T_a, 1 \right) T^a \]

\[ = c_{\text{top}}(E) (L^{tw}(t_0, q, z))^{-1} \]

Proof. — The first equality follows from the definition of \( J^{tw}(t_0, q, z) \).

By definition of twisted Gromov-Witten invariant and projection formula, we have:

\[ \langle \widetilde{T_a c_{\text{top}}(E)} \rangle_{0,1,d} = \int_{[X_{0,1,d}]^{\text{vir}}} e_1^s(T_a \cup c_{\text{top}}(E)) \cup \frac{c_{\text{top}}(E_{0,1,d}(1))}{z - \psi} \]

\[ = \int_X T_a \cup c_{\text{top}}(E) \cup e_{1,s} \left( \frac{c_{\text{top}}(E_{0,1,d}(1))}{z - \psi} \right) \cap [X_{0,1,d}]^{\text{vir}} \]

We deduce the second equality from

\[ \sum_{a=0}^{s-1} \left( \frac{T_a c_{\text{top}}(E)}{z - \psi} \right)_{0,1,d} T^a = c_{\text{top}}(E) e_{1,s} \left( \frac{c_{\text{top}}(E_{0,1,d}(1))}{z - \psi} \right) \cap [X_{0,1,d}]^{\text{vir}} . \]

Let us show the third equality. Using Proposition A.2 (twisted \( S_n \) invariance) and Proposition A.4 (twisted string equation) we deduce that for \( d \neq 0 \) in \( H_2(X, \mathbb{Z}) \),

\[ \langle T_a \rangle_{0,2,d} = z^{-1} \langle \widetilde{T_a c_{\text{top}}(E)} \rangle_{0,1,d} \]

Using Formula (2.16) for \( L^{tw}(q, z) \), we have

\[ \sum_{a=0}^{s-1} S \left( L^{tw}(t_0, q, z) T_a, 1 \right) T^a \]

\[ = e^{t_0/z} \sum_{a=0}^{s-1} \left( q^{T/z} T_a, 1 \right)^{tw} T^a \]

\[ + e^{t_0/z} \sum_{a=0}^{s-1} \sum_{b=0}^{s-1} \sum_{d \neq 0} q^d \left( q^{T/z} T_a, \tilde{T}_b \right)_{0,2,d} (T^b, 1)^{tw} T^a \]

\[ = e^{t_0/z} \left( q^{T/z} c_{\text{top}}(E) + \sum_{a=0}^{s-1} \sum_{d \neq 0} q^d \left( q^{T/z} T_a \right)_{0,2,d} c_{\text{top}}(E) \right) T^a \]

As the expression above does not depend on the choice of a basis. Let us choose the basis \((q^{-T/z} T_a)_{a \in \{0, \ldots, s-1\}} \) whose dual basis is \((q^{T/z} T^a)_{a \in \{0, \ldots, s-1\}} \). Then we get
\[ \sum_{a=0}^{s-1} (e^{t_0/z}L^w(q,-z)T_a, 1)^{w} T^a \]
\[ = e^{t_0/z} q^{T/z} \left( c_{\text{top}}(\mathcal{E}) + \sum_{a=0}^{s-1} \sum_{d \in H_2(X, \mathbb{Z})} q^d \left( T_a \frac{T}{z - \psi}, c_{\text{top}}(\mathcal{E}) \right)_{0,2,d} T^a \right) \]

Then you apply (5.3) and we get the desired equality.

Show the last equality. From Proposition 2.20, we deduce that
\[ S(L^w(t_0, q, z)T_a, L^w(t_0, q, z)1) = S(T_a, 1). \]
Recall that \((\cdot, \cdot)\) is the Poincaré Duality on \(X\). We deduce that
\[ \sum_{a=0}^{s-1} S(L^w(t_0, q, z)T_a, 1) T^a = \sum_{a=0}^{s-1} \left( T_a, c_{\text{top}}(\mathcal{E}) \left( L^w(t_0, q, z) \right)^{-1} 1 \right) T^a \]
\[ = c_{\text{top}}(\mathcal{E})(L^w(t_0, q, z))^{-1} 1. \]

\[ \square \]

We deduce a relation with \(\overline{\mathcal{L}}\).

**Corollary 5.4.** — We have, in the reduced cohomology ring \(H^{2*}(X) / \ker m_{\text{top}} : \)
\[ \overline{J}^w(t_0, q, z) = (\overline{\mathcal{L}}(t_0, q, z))^{-1} \mathbf{1}. \]

**Proof.** — The last equality of Proposition 5.2 implies that \(\overline{J}^w(t_0, q, z) = (\overline{L}^w(t_0, q, z))^{-1} \mathbf{1}\) which is \((\overline{\mathcal{L}}(t_0, q, z))^{-1} \mathbf{1}\) by definition of \(\overline{\mathcal{L}} \) (cf. Formula (2.32)).

Recall that to a ray \(\theta \in \Sigma(1)\), we associate a toric divisor denoted by \(D_{\theta}\). For any classes \(d \in H_2(X, \mathbb{Z})\), put
\[ d_{\theta} := \int_d D_{\theta} \text{ and } d_{\mathcal{L}_i} := \int_d L_i = \int_d c_1(\mathcal{L}_i). \]
We define a cohomological multi-valued function by
\[ I(q, z) := q^{T/z} \sum_{d \in H_2(X, \mathbb{Z})} q^d A_d(z) \]
where
\[ A_d(z) := \prod_{i=1}^{k} \prod_{m=-\infty}^{0} \frac{[L_i] + mz}{z} \prod_{\theta \in \Sigma(1)} \prod_{m=-\infty}^{0} \frac{[D_{\theta}] + mz}{z} \]
\[ q^{T/z} := e^{z^{-1} \sum_{a=1}^{s} T_a \log(q_a)}. \]

The mirror theorem of Givental (cf. [Giv98, Theorem 0.1] and [CG07, Corollary 5]. See also [CK99, Theorem 11.2.16] ) tells us the following.

**Theorem 5.6.** — [CG07, Corollary 5] Let \(X\) be a smooth toric projective variety with \(k\) globally generated line bundles \(\mathcal{L}_1, \ldots, \mathcal{L}_k\) such that \((\omega_X \otimes \mathcal{L}_1 \otimes \cdots \otimes \mathcal{L}_k)\) is nef. There exists a neighborhood \(\mathcal{W}\) of the large radius limit \(q = 0\) in \(\mathcal{V}\), defining an open set \(W := \mathcal{W} \cap T\) in \(T\) (cf. Notation 2.13) and there exists a single-valued map
\[ \text{Mir} : W \subset T \rightarrow H^0(X) \oplus V \subset H^0(X) \oplus T. \]
such that

\[ \text{Mir}(q) = (0, q) + O(q) \text{ and } J^{\text{tw}}(\text{Mir}(q), z) = \frac{I(q, z)}{F(q)} \]

where \( F(q) \) is an invertible function which is the first term in the development of the function \( I \) in the power of \( z^{-1} \) that is

\[ I(q, z) := F(q)1 + O(z^{-1}). \]

**Proof.** — Most of the statements are proved in Corollary 5 of [CG07]. The single-valued of the map \( \text{Mir} \) is proved in the section 4.1 of [Iri09]. The two things that are not proved are the statements about the existence of the neighborhood \( W \) and the asymptotic of \( \text{Mir} \). To compute the mirror map, we develop the function \( I \) in the power of \( z^{-1} \), we have

\[ I(q, z) = F(q)1 + z^{-1} \sum_{a=0}^{r} G_a(q)T_a + O(z^{-2}). \]

where \( F(0) = 1 \). Then we have :

\[ \text{Mir}(q) := \Psi \circ \pi \left( F(q)^{-1} \sum_{a=0}^{r} G_a(q)T_a \right) \]

where \( \pi \) the quotient map \( H^0(X) \oplus H^2(X) \to H^0(X) \oplus H^2(X)/H^2(X, \mathbb{Z}) \) and \( \Psi \) is an isomorphism between \( H^2(X)/H^2(X, \mathbb{Z}) \) and \( T \) (Formula (2.10)) We will prove that

\[ (5.7) \quad F(q)^{-1} \sum_{a=0}^{r} G_a(q)T_a = \sum_{a=1}^{r} T_a \log(q_a) + O(q) \]

This will imply both statements on the map \( \text{Mir} \).

To prove equality (5.7), we need to develop the function \( I \) with respect to \( z^{-1} \). Denote by \( \text{NE}(X) \) the (integral) Mori cone of \( X \). From [CK99, Proof of Proposition 5.5.4 p.100] we deduce that the terms in the definition of the \( I \) function (see (5.5)) vanish when \( d \notin \text{NE}(X) \), that is we have :

\[ (5.8) \quad I(q, z) = q^{T/z} \sum_{d \in \text{NE}(X)} q^d A_d(z). \]

As for any \( i \in \{1, \ldots, k\} \) the divisor \( L_i \) is nef\(^{(5)} \), we deduce that \( dL_i \geq 0 \) for \( d \in \text{NE}(X) \) that is

\[ A_d(z) = \prod_{i=1}^{k} \prod_{m=1}^{dL_i} ([L_i] + mz) \prod_{\theta \in \Sigma(1)} \prod_{m=-\infty}^{0} ([D_\theta] + mz) \]

We develop the cohomological function \( I(q, z) \) with respect to \( z^{-1} \) to the order 1. For any \( \theta \in \Sigma(1) \), put \( \varepsilon(d_\theta) = 1 \) if \( d_\theta < 0 \) and 0 otherwise. We find that \( I(q, z) \) is equal to

\[
\sum_{d \in \text{NE}(X)} q^d z^{d_{K_X+\Sigma, L_i}} \sum_{\theta \in \Sigma(1)} \varepsilon(d_\theta)(-1)^{\sum_{\theta \in \Sigma(1)} d_\theta} \left( \prod_{i=1}^{k} [L_i]! \prod_{\theta \in \Sigma(1)} (-[D_\theta])^{\varepsilon(d_\theta)} \right) \frac{(d_\theta - \varepsilon(d_\theta))!}{d_\theta!} \]

\[
\left[ 1 + z^{-1} \left( \sum_{a=1}^{r} T_a \log(q_a) + \sum_{i=1}^{k} [L_i] \sum_{m=1}^{1/m} \frac{1}{m} \sum_{\theta \in \Sigma(1)} [D_\theta] \sum_{m=1}^{1/m} \frac{1}{m} \right) + O(z^{-2}) \right]
\]

\(^{(5)} \) Recall that for a toric variety whose support of its fan is convex, a line bundle \( L \) is globally generated if and only if \( L \) is nef (cf. [Mus, Proposition 7 p.22 chapter VI]).
We decompose the Mori cone in four disjoint subsets:

\[ A := \{ d \in \text{NE}(X) \cap \mathbb{Z} | d_{(K_X + \sum L_i)} = 0 \text{ and } d_\theta \geq 0, \forall \theta \in \Sigma(1) \} \]
\[ B := \{ d \in \text{NE}(X) \cap \mathbb{Z} | d_{(K_X + \sum L_i)} = 0 \text{ and } \exists ! \theta_0 \in \Sigma(1), \varepsilon(d_{\theta_0}) = 1 \} \]
\[ C := \{ d \in \text{NE}(X) \cap \mathbb{Z} | d_{(K_X + \sum L_i)} = -1 \text{ and } \varepsilon(d_{\theta}) = 0, \forall \theta \in \Sigma(1) \} \]
\[ D := \text{NE}(X) \cap \mathbb{Z} \setminus \{ A \prod B \prod C \}. \]

As \(-K_X - L_1 - \cdots - L_k\) is nef, for any \(d \in \text{NE}(X) \cap \mathbb{Z}\) we have \(d_{(K_X + L_1 + \cdots + L_k)} \leq 0\). So the first term in the Taylor expansion is the constant term which appears only for \(d \in A\). This term takes value in \(H^0(X)\) i.e., it is \(F(q)1\) with \(F\) the following scalar function:

\[ F(q) := \sum_{d \in A} q^d \frac{\prod_{i=1}^k d_{L_i} !}{\prod_{\theta \in \Sigma(1)} d_{\theta} !}. \]

Notice that this function is invertible in a neighborhood of \(q = 0\) because \(d = 0\) belongs to \(A\) so that \(F(q) \neq 0\) in a suitable neighborhood of \(q = 0\).

Compute the term in front of \(z^{-1}\):

1. from \(A\), we get the following element in \(H^2(X)\)

\[ z^{-1} \left[ \sum_{d \in A} q^d \frac{\prod_{i=1}^k d_{L_i} !}{\prod_{\theta \in \Sigma(1)} d_{\theta} !} \left( \left( \sum_{a=1}^r T_a \log q_a \right) + \sum_{i=1}^k [L_i] \sum_{m=1}^{d_{\theta_i}} m^{-1} - \sum_{\theta \in \Sigma(1)} [D_\theta] \sum_{m=1}^{d_{\theta}} \frac{1}{m} \right) \right] \]

2. from \(B\), we get

\[ z^{-1}[D_{\theta_0}] \left( \sum_{d \in B} q^d (-1)^{-d_{\theta_0} - 1} \prod_{i=1}^k d_{L_i} ! \left( -d_{\theta_0} - 1 \right) \prod_{\theta \neq \theta_0} \frac{1}{d_{\theta} !} \right) \in H^2(X) \]

3. from \(C\), we get

\[ z^{-1}1 \left( \sum_{d \in C} q^d \frac{\prod_{i=1}^k d_{L_i} !}{\prod_{\theta \neq \theta_0} d_{\theta} !} \right) \in H^0(X) \]

Now we develop with respect to \(q\) when \(q\) is near 0. As \(d = 0\) belongs only to subset \(A\), we deduce Equality (5.7). \(\square\)

**Remark 5.9.** — If we are in the most famous case of the quintic in \(X := \mathbb{P}^4\) that is \(\mathcal{L} = \mathcal{O}(5)\). We have \(\text{NE}(X) \cap \mathbb{Z} = \mathbb{N}\), \(\mathcal{L} \otimes \omega_X\) is trivial, and the toric divisor \(D_\theta\) satisfies \([D_\theta] = H \in H^2(X)\), where \(H = c_1(\mathcal{O}(1))\). For any \(d \in \text{NE}((1) \cap X) \subset H_2(X, \mathbb{Z})\), we have \(d_\theta = d \geq 0\) and \(d_{L} = 5d\). The subset \(A\) is \(\mathbb{N}\) and \(B, C\) are empty so that

\[ F(q) = \sum_{d \geq 0} q^d \frac{(5d)!}{(d!)^5} \]

and the term in front of \(z^{-1}\) is

\[ \sum_{d \in \mathbb{N}} q^d \frac{(5d)!}{(d!)^5} \left( H \log q + 5H \sum_{m=1}^{5d} \frac{1}{m} - 5H \sum_{m=1}^{d} \frac{1}{m} \right) \]

\[ = H \left[ F(q) \log q + 5 \left( \sum_{d \geq 1} q^d \frac{(5d)!}{(d!)^5} \sum_{m=d+1}^{5d} \frac{1}{m} \right) \right]. \]
5.2. Isomorphism’s theorems. — We can now state our main theorem. Recall from Section 2 that we defined $QDM(X, \mathcal{E}) \equiv (F, \nabla, S, F_Z)$ and $\overline{QDM}(X, \mathcal{E}) \equiv (\overline{F}, \nabla, S, \overline{F}_Z)$ where $F$ and $\overline{F}$ are bundle over $V \times \mathbb{C}$. We denote by $\mathcal{F}$ (resp. $\mathcal{F}$) the sheaf of sections of $F$ (resp. $\overline{F}$).

Recall that $W$ is a neighborhood of the large radius limit $q = 0$ in $T \subset V$. In Theorem 5.6, we defined a map

$$\text{Mir} \times \text{id}: W \times \mathbb{C} \rightarrow H^0(X) \times V \times \mathbb{C}$$

$$(q, z) \mapsto (\text{Mir}(q), z)$$

Recall from Theorem 4.10, the sheaf $\mathcal{M}|_{U \times \mathbb{C}}$ is a vector bundle of rank $\dim_{\mathbb{C}} H^{2k}(X)$ with an integrable connection. Notice that for the sheaf $\mathcal{M}^{\text{res}}$ we only have the result of Theorem 4.14 that we do not have a priori the local freeness over $U \times \mathbb{C}$. The local freeness for $\mathcal{M}^{\text{res}}$ will follow from Theorem 5.10 below (see Remark 5.11). Recall that $\mathcal{M}$ is defined (see Definition 4.4) as a quotient by an ideal denoted $G$. Using Notation 4.1, we put $\hat{c}_{\text{top}} := \prod_{i=1}^k c_1(\mathcal{L}_i)$ that is

$$\hat{c}_{\text{top}} := \prod_{i=1}^k \sum_{a=1}^r L_a^i z \delta_a$$

where for $i \in \{1, \ldots, k\}$ and $c_1(\mathcal{L}_i) := \sum_{a=1}^r L_a^i T_a$.

**Theorem 5.10.** — Let $X$ be a smooth toric variety with $k$ line bundles $\mathcal{L}_1, \ldots, \mathcal{L}_k$ such that $(\omega_X \otimes \mathcal{L}_1 \otimes \cdots \mathcal{L}_k)^* \text{ is nef. We put } \mathcal{E} := \oplus_{i=1}^k \mathcal{L}_i$. For a small real number $\varepsilon$ in $\mathbb{R}_{>0}$, put

$$W_\varepsilon := \{ (q_1, \ldots, q_r) \in W \mid 0 < |q_a| < \varepsilon \}.$$ 

There exists $\varepsilon$ in $\mathbb{R}_{>0}$ such that

1. If the line bundles $\mathcal{L}_1, \ldots, \mathcal{L}_k$ are globally generated, then we have the following isomorphism of sheaf of $\mathcal{O}_{W_\varepsilon \times \mathbb{C}}$-modules :

$$\mathcal{M}|_{W_\varepsilon \times \mathbb{C}} \sim (\text{Mir} \times \text{id})^*(\mathcal{F}, \nabla)$$

where $\text{Mir}$ is the mirror map of Givental.

2. If the line bundles $\mathcal{L}_1, \ldots, \mathcal{L}_k$ are ample, then we have the following commutative diagram

$$\begin{array}{ccc}
\mathcal{M}|_{W_\varepsilon \times \mathbb{C}} & \sim & (\text{Mir} \times \text{id})^*(\mathcal{F}, \nabla) \\
\downarrow & & \downarrow \\
\mathcal{M}^{\text{res}}|_{W_\varepsilon \times \mathbb{C}} & \sim & (\text{Mir} \times \text{id})^*(\overline{\mathcal{F}}, \overline{\nabla})
\end{array}$$

**Remark 5.11.** — Recall that $\mathcal{M}|_{U \times \mathbb{C}}$ is locally free by Theorem 4.10. However, as far as is known at this point, $\mathcal{M}^{\text{res}}|_{U \times \mathbb{C}}$ is only locally free of expected rank over $U \times \{0\}$ and locally free (of a smaller or equal rank) over $U \times \mathbb{C}^*$ (Theorem 4.14). Theorem 5.10, gives us local freeness of $\mathcal{M}^{\text{res}}|_{U \times \mathbb{C}}$ (see the end of the proof).

Theorem 2.42 says that under some conditions we have $\overline{QDM}(X, \mathcal{E}) \simeq QDM_{\text{amb}}(Z)$. So we deduce the following corollary.

**Corollary 5.12.** — Let $X$ be a smooth toric variety with $k$ ample line bundles $\mathcal{L}_1, \ldots, \mathcal{L}_k$ such that $(\omega_X \otimes \mathcal{L}_1 \otimes \cdots \mathcal{L}_k)^* \text{ is nef. Let } Z \text{ be the zeros of a generic section of } \mathcal{E} := \oplus_{i=1}^k \mathcal{L}_i. \text{ Assume that } \dim_{\mathbb{C}} Z \geq 3. \text{ We have } \mathcal{M}^{\text{res}}|_{W_\varepsilon \times \mathbb{C}} \text{ is isomorphic to } (\text{Mir} \times \text{id})^*(F^{Z_{\text{amb}}}_{\text{amb}}, \nabla^{Z_{\text{amb}}}_{\text{amb}})$.

**Remark 5.13.** — This corollary answer to the question addressed in [CK99, p.94-95 and p.101]: “What differential equations shall we add to $\mathcal{G}$ to get an isomorphism with $QDM_{\text{amb}}(Z)$?”
To prove the Theorem 5.10, we will need some preliminary results.

We denote by \( \text{Mir}^* \nabla \) the pullback connection on the bundle \((\text{Mir} \times \text{id})^* F \to W \times \mathbb{C})\). For an endomorphism \( u \), we denote \( z^u := \exp(u \log z) \).

**Proposition 5.14.** — With the hypothesis of Theorem 5.10.

1. The morphism
   \[
   \varphi : \mathcal{M}|_{W \times C} \to (\text{Mir} \times \text{id})^*(\mathcal{F}, \nabla) \]
   
   \[
   P(q, z, zq, z\delta_z) \mapsto L^\text{tw}(\text{Mir}(q), z) z^{-c_1(T_X \otimes \mathcal{E}^\vee)} P(q, z, zq, z\delta_z) z^{-c_1(T_X \otimes \mathcal{E}^\vee)} z^\mu J^\text{tw}(\text{Mir}(q), z)
   \]
   is well defined.

2. The morphism above induced a well defined morphism \( \varphi' \) that make the following diagram commutative.

   \[
   \begin{array}{ccc}
   \mathcal{M}|_{W \times C} & \xrightarrow{\varphi} & (\text{Mir} \times \text{id})^*(\mathcal{F}, \nabla) \\
   \downarrow & & \downarrow \pi \\
   \mathcal{M}^\text{res}|_{W \times C} & \xrightarrow{\exists \varphi'} & (\text{Mir} \times \text{id})^*(\mathcal{F}, \nabla)
   \end{array}
   \]

   Moreover the composition morphism \( \pi \circ \varphi \) sends
   \[
   P(q, z, zq, z\delta_z) \mapsto P(q, z, z \text{Mir}^* \nabla \delta_q, z \text{Mir}^* \nabla \delta_z) \mathcal{I}.
   \]

**Remark 5.15.** — We should say a word on the definition of \( \varphi \) that seem quite complicated. The reason is that we want the natural expression for \( \varphi' \) which is the one above. All the problem comes from \( J^\text{tw}(t_0, q, z) \) is not \( L^\text{tw}(t_0, q, z)^{-1} \), but they are equal after cupping by \( c_{\text{top}}(\mathcal{E}) \) (see Proposition 5.2). Of course if we cup by \( c_{\text{top}}(\mathcal{E}) \) the expression above of \( \varphi \), it simplifies a lot, but it will not be an isomorphism anymore.

**Proof of Proposition 5.14.** — From Theorem 5.6 we have that \( J^\text{tw}(\text{Mir}(q), z) = I(q, z)/F(q) \). Lemma 5.16 shows that the morphism \( \varphi \) is well defined.

Lemma 5.21 implies that for any \( R \in \text{Quot}(\hat{c}_{\text{top}}, \mathbb{G}) \) we have
   \[
   R z^{-c_1(T_X \otimes \mathcal{E}^\vee)} z^\mu I(q, z) = 0.
   \]

This implies that \( \varphi' \) is well defined. By Corollary 5.4, we have
   \[
   \overline{J^\text{tw}}(\text{Mir}(q), z) = ( \overline{L}(\text{Mir}(q), z) )^{-1} \mathcal{I}.
   \]

We deduce that
   \[
   \pi \circ \varphi(P(q, z, zq, z\delta_z)) = P(q, z, z \text{Mir}^* \nabla \delta_q, \text{Mir}^* \nabla \delta_z) \overline{L}(\text{Mir}(q), z) \overline{J^\text{tw}}(\text{Mir}(q), z)
   \]
   \[
   = P(q, z, z \text{Mir}^* \nabla \delta_q, \text{Mir}^* \nabla \delta_z) \mathcal{I}.
   \]

**Lemma 5.16.** — Put \( q^d := \prod_{a=1}^{r} q_a^d = \prod_{a=1}^{r} q_a^{d_a} \). For any \( d \in H_2(X, \mathbb{Z}) \), we have
   \[
   \Box_d \left( z^{-c_1(T_X \otimes \mathcal{E}^\vee)} z^\mu I(q, z) \right) = 0
   \]
   \[
   \hat{e} \left( z^{-c_1(T_X \otimes \mathcal{E}^\vee)} z^\mu I(q, z) \right) = 0.
   \]
where
\[
\square_d := \prod_{i=1}^{k} \prod_{\nu=1}^{d_{L_i}} \left( \frac{\ell_i + \nu z}{z} \right) \prod_{\theta \in \Sigma(1)} \prod_{\nu=0}^{d_{\theta}^{+} - 1} \left( \hat{D}_\theta - z\nu \right)
\]
\[
- q^d \prod_{i=1}^{k} \prod_{\nu=1}^{d_{L_i}} \left( \ell_i + \nu z \right) \prod_{\theta \in \Sigma(1)} \prod_{\nu=0}^{d_{\theta}^{+} - 1} \left( \hat{D}_\theta - z\nu \right)
\]
\[
\hat{\mathcal{E}} := z \delta_z + c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) \quad (\text{cf. Notation 4.1})
\]

**Proof.** — In this proof, we denote \( \hat{d}_{\mathcal{T}_X \otimes \mathcal{E}^\vee} := \int_d c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) \). For any \( \alpha \in H^2(X) \), we have \( [\mu, \alpha] = \alpha \). This implies that
\[
(5.17) \quad z^\mu \frac{\alpha}{z} = \alpha z^\mu.
\]
From this we deduce that \( z^\mu \hat{d}_{\mathcal{T}_X \otimes \mathcal{E}^\vee}(z) = z^{-d_{\mathcal{T}_X \otimes \mathcal{E}^\vee}} \hat{d}_{\mathcal{T}_X \otimes \mathcal{E}^\vee}(1) \). Using the definition (5.5) of the cohomological function \( I \), we deduce that
\[
(5.18) \quad z^{-c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee)} z^\mu I(q, z) = \sum_{d \in H_2(X, \mathbb{Z})} q^{T + d} z^{-c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) - d_{\mathcal{T}_X \otimes \mathcal{E}^\vee}} \hat{d}_{\mathcal{T}_X \otimes \mathcal{E}^\vee}(1).
\]
For any class \( \alpha \in H^2(X) \), a direct computation shows that
\[
(5.19) \quad \hat{\alpha} q^{T + d} = q^{T + d}(\alpha + d_a)
\]
\[
(5.20) \quad z \delta_z \left( z^{-c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) - d_{c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee)}} \right) = z \left( -c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) - d_{\mathcal{T}_X \otimes \mathcal{E}^\vee} \right) z^{-c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) - d_{\mathcal{T}_X \otimes \mathcal{E}^\vee}}
\]
We deduce that
\[
(5.21) \quad z \delta_z \left( q^{T + d} z^{-c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) - d_{\mathcal{T}_X \otimes \mathcal{E}^\vee}} \right) = -c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) \left( q^{T + d} z^{-c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) - d_{\mathcal{T}_X \otimes \mathcal{E}^\vee}} \right).
\]
This implies the second equality of the Lemme.

Using Formula (5.19), the equality \( \square_d(z^{-c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee)} z^\mu I(q, z)) = 0 \) for any \( d \in H_2(X, \mathbb{Z}) \) reduced to the equality below. For any \( d, d' \in H_2(X, \mathbb{Z}) \), a direct computation show that we have
\[
A_{d-d'} (1) \prod_{i=1}^{k} \prod_{\nu=1}^{d_{L_i}} \left( [L_i] + (d - d')L_i + \nu \right) \prod_{\theta \in \Sigma(1)} \prod_{\nu=0}^{d_{\theta}^{+} - 1} \left( [D_\theta] + (d - d')\theta - \nu \right)
\]
\[
= A_d(1) \prod_{i=1}^{k} \prod_{\nu=1}^{d_{L_i}} \left( [L_i] + d_{L_i} + \nu \right) \prod_{\theta \in \Sigma(1)} \prod_{\nu=0}^{d_{\theta}^{+} - 1} \left( [D_\theta] + d_\theta - \nu \right).
\]

Recall that \( G \) is the ideal that defined \( G \) (cf. Definition 4.4).

**Lemma 5.21.** — If \( R(q, z, z \delta_{q}, z \delta_{z}) \) is in the quotient ideal \( \text{Quot}(\mathcal{E}_{\text{top}}, G) \) then the cohomological valued function \( R(q, z, z \delta_{q}, z \delta_{z}) z^{-c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee)} z^\mu I(q, z) \) belongs to \( \ker m_{\text{top}} \) where \( m_{\varepsilon} : \alpha := c_{\text{top}}(\mathcal{E}) \cup \alpha \).

**Proof.** — In this proof, we denote \( d_{\mathcal{T}_X \otimes \mathcal{E}^\vee} := \int_d c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) \). From Formulas (5.19) and (5.20), we deduce that
\[
(5.22) \quad R(q, z, z \delta_{q}, z \delta_{z}) q^{T + d} z^{-c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) - d_{\mathcal{T}_X \otimes \mathcal{E}^\vee}}
\]
\[
= R(q, z, z(T + d), z(-c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) - d_{\mathcal{T}_X \otimes \mathcal{E}^\vee})) q^{T + d} z^{-c_1(\mathcal{T}_X \otimes \mathcal{E}^\vee) - d_{\mathcal{T}_X \otimes \mathcal{E}^\vee}}.
\]
We decompose
\[ R(q, z, z\delta_q, z\delta_z) = \sum_{d' \in H_2(X, \mathbb{Z})_{\text{finite}}} q^{d'} R_{d'}(z, z\delta_q, z\delta_z). \]

From Equalities (5.18) and (5.22), we deduce that
\[ R(q, z, z\delta_q, z\delta_z)z^{-c_1(T_X \otimes \mathcal{E}^v)}z^\mu I(q, z) = \sum_{d \in H_2(X, \mathbb{Z})} q^{d + T_z - c_1(T_X \otimes \mathcal{E}^v) - d_{T_X \otimes \mathcal{E}^v}} B_d(z) \]

where
\[ B_d(z) := \sum_{d' \in H_2(X, \mathbb{Z})_{\text{finite}}} R_{d'}(z, z(T + d), z(-c_1(T_X \otimes \mathcal{E}^v) - d_{T_X \otimes \mathcal{E}^v})) A_{d - d'}(1). \]

To prove the lemma, it is enough to show that \( c_{\text{top}}(\mathcal{E})B_d(z) = 0 \) for all \( d \in H_2(X, \mathbb{Z}) \). From the definition of the ideal \( \text{Quot}(\mathcal{I}_{\text{top}}(\mathbb{G})) \) and Lemma 5.16, we have
\[ \hat{c}_{\text{top}}R(q, z, z\delta_q, z\delta_z)z^{-c_1(T_X \otimes \mathcal{E}^v)}z^\mu I(q, z) = 0 \]
\[ \sum_{d \in H_2(X, \mathbb{Z})} q^{d + T_z - c_1(T_X \otimes \mathcal{E}^v) - d_{T_X \otimes \mathcal{E}^v}} \left( \prod_{i=1}^k z([L_i] + d_{L_i}) \right) B_d(z) = 0. \]

As \( c_{\text{top}}(\mathcal{E})B_d : \mathbb{C} \to H^*(X) \) is a polynomial function in \( z \), it is enough to prove that it vanishes on \( \mathbb{C}^* \). Assume \( z \in \mathbb{C}^* \). As \( q \in (\mathbb{C}^*)^r \), we deduce that \( q^T \) and \( z^{-c_1(T_X \otimes \mathcal{E}^v)} \) are invertible in \( H^*(X) \). Denote by \( I_d := \{ i \in \{ 1, \ldots, k \} \mid d_{L_i} = 0 \} \) and \( I_d^c \) its complementary set. For \( i \in I_d^c \), the class \( [L_i] + d_{L_i} \) is invertible in \( H^*(X) \). So we deduce that
\[ \left( \prod_{i \in I_d^c} [L_i] \right) B_d(z) = 0. \]

This implies that \( c_{\text{top}}(\mathcal{E})B_d(z) = 0 \) as \( c_{\text{top}}(\mathcal{E}) = \prod_{i=1}^k [L_i]. \)

**Proof of Theorem 5.10.** — We first prove that \( \varphi \) is an isomorphism. Theorem 4.10 implies that \( \text{rk} \mathcal{M} = \text{rk} F \). So it is enough to prove that the morphisms \( \varphi \) are surjective near the large radius limit point. From (5.8) and (5.19), we deduce that for any \( \alpha \in H^2(X, \mathbb{R}) \), we have
\[ \hat{\alpha}I(q, z) = q^{T/z}(\alpha + O(q)). \]

As \( H^{2*}(X) \) is generated by \( H^2(X) \), we deduce that for any \( a \in \{ 0, s - 1 \} \), there exits an operator \( P_a(q, z, z\delta_q) \) (notice that we do not need \( \delta_z \) in the operator \( P_a \)) such that
\[ P_a(q, z, z\delta_q)I(q, z)F(q)^{-1} = q^{T/z}(T_a + O(q)) \]

where \( F(q) \) is defined in Theorem 5.6. From the definition of the function \( L^w(t_0, q, z) \) (cf. Equality (2.16)), we deduce that
\[ L^w(t_0, q, z)\gamma = e^{-t_0/z}q^{-T/z}(\gamma + O(q)). \]

By the mirror Theorem 5.6 we have that
\[ \text{Mir}(q) = q + O(q). \]

Putting the last three arguments together, for any \( a \in \{ 0, \ldots, s - 1 \} \) we have
\[ \varphi(P_a(q, z, z\delta_q)) = L^w(\text{Mir}(q), z)q^{T/z}(T_a + O(q)) = T_a + o(1). \]

This proves the surjectivity of \( \varphi \) near the large radius limit. As it is an open condition, it is true in a neighborhood of \( q = 0 \).

Let prove that \( \varphi' \) is an isomorphism. First, the surjectivity of \( \varphi \) implies the surjectivity of \( \pi \circ \varphi \). We deduce that \( \varphi' \) is also surjective. On \( z \neq 0 \), Theorem 4.14 implies that the rank of \( \mathcal{M}^{tw} \) is less than \( \text{rk} F \). Hence the surjectivity implies that its rank is \( \text{rk} F \). This also implies
that $\mathcal{M}^{\text{res}}$ is locally free on $U \times \mathbb{C}$ of rank $\dim \overline{H^{2*}(X)}_{\mathbb{C}} = \text{rk} F$. We deduce that $\varphi'$ is an isomorphism.

\section*{A}

Twisted Axioms for Gromov-Witten invariants

In this Appendix, we will state and prove the twisted axioms for twisted Gromov-Witten invariants. For the “untwisted” axioms, we refer to two papers of Behrend and Manin ([BM96] and [Beh97]). Some of the twisted axioms are stated (but not proved) by Pandharipande in [Pan98]. One should also mention the indirect proof given by Tse [Tse10] where the Corollary 4.2.3 implies the twisted axioms even though there are not stated there. This appendix is due to lack of references on twisted Gromov-Witten invariants. Its aim is to fill a gap concerning results well known by experts.

Recall from Notation 2.1 and $T_0, \ldots, T_{s-1}$ be a basis of $H^{2*}(X)$. We denote by $T^a$ the Poincaré dual of $T_a$ for $a \in \{0, \ldots, s-1\}$. Let $d$ be in $H_2(X, \mathbb{Z})$. Denote $X_{0, \ell, d}$ the moduli space of stable map of degree $d$ from rational curve with $\ell$ marked points to $X$. For $i$ in $\{1, \ldots, \ell\}$, denote by $e_i : X_{0, \ell, d} \to X$ the evaluation map at the $i$th marked point. The universal curve is

$$
\begin{array}{c}
X_{0, \ell+1, d} \\
\downarrow \pi \\
X_{0, \ell, d}
\end{array}
$$

where $\pi$ is the map that forgets the $(\ell + 1)$-th point and stabilizes and $e_{\ell+1}$ is the evaluation at the $(\ell + 1)$-th marked point. For the definition of twisted Gromov-Witten invariant, we refer to Definition 2.5. Let $\mathcal{E}_{0, \ell, d}$ be the sheaf defined in Proposition 2.2. For $j$ in $\{1, \ldots, \ell\}$, we have the following exact sequence (see (2.4)) where the surjective morphism $\mathcal{E}_{0, \ell, d} \to e_j^* \mathcal{E}$ evaluates the section to be the $j$-th marked point.

\begin{equation}
(A.1)
0 \longrightarrow \mathcal{E}_{0, \ell, d}(j) \longrightarrow \mathcal{E}_{0, \ell, d} \longrightarrow e_j^* \mathcal{E} \longrightarrow 0
\end{equation}

We do not have a true $S_\ell$-invariance for the twisted Gromov-Witten invariants but we have the following proposition.

**Proposition A.2 (Twisted $S_\ell$-invariance).** — For any $\gamma_1, \ldots, \gamma_\ell$ in $H^{2*}(X)$, $m_1, \ldots, m_\ell$ in $\mathbb{N}$, for any $\sigma \in S_\ell$ and $j$ in $\{1, \ldots, \ell\}$, we have

$$
\left\langle \tau_{m_1}(c_1(\mathcal{E}) \cup \gamma_1), \ldots, \tau_{m_\ell}(\gamma_\ell) \right\rangle_{0, \ell, d}^{\ell, \ell, d}
= \left\langle \tau_{m_{\sigma(1)}}(\gamma_{\sigma(1)}), \ldots, \tau_{m_{\sigma(j)}}(c_1(\mathcal{E}) \cup \gamma_{\sigma(j)}), \ldots, \tau_{m_{\sigma(\ell)}}(\gamma_{\sigma(\ell)}) \right\rangle_{0, \ell, d}^{\ell, \ell, d}
$$

**Proof.** — From the exact sequence (A.1), for any $j$ in $\{0, \ldots, \ell\}$ we have

$$
e_j^*(c_1(\mathcal{E})) \cup c_{\text{top}}(\mathcal{E}_{0, \ell, d}(j)) = c_{\text{top}}(\mathcal{E}_{0, \ell, d})
$$

This implies the proposition. □

Let us recall some notations from Gathmann [Gat03]. For $i$ in $\{1, \ldots, \ell\}$, consider the injection morphism $\sigma_i : X_{0, \ell, d} \to X_{0, \ell+1, d}$ which replace the $i$-th marked point by a contracted rational component with marked point $x_i$ and $x_{i+1}$ (see Figure 2). The substack $D_i := \sigma_i(X_{0, \ell, d})$ is isomorphic to $X_{0, \ell, d}$ and $\pi(D_i) = X_{0, \ell, d}$. So $D_i$ carries a natural virtual fundamental class denoted by $[D_i]^\text{vir}$ and it is of virtual codimension 1. Usually, we call it boundary divisors. We have the following proposition which is proved in [Gat03].
Proposition A.3 (See Corollary 1.3.2 [Gat03]). — Let $\ell$ be in $\mathbb{N}$. Let $d$ be in $H_2(X, \mathbb{Z})$. Let $\gamma_1, \ldots, \gamma_\ell$ be in $H^{2*}(X)$. Let $m_1, \ldots, m_\ell$ be in $\mathbb{N}$. Let $\alpha$ be in $H^{2*}(X_{0,\ell+1,d})$. We have the following equality in $H^*(X_{0,\ell,d})$

$$
\pi_\ast \left( \prod_{j=1}^{\ell} \psi_j^{m_j} e_j^* \gamma_j \cdot \alpha \cdot [X_{0,\ell+1,d}]^{\text{vir}} \right) = \prod_{j=1}^{\ell} \psi_j^{m_j} e_j^* \gamma_j \pi_\ast (\alpha \cdot [X_{0,\ell+1,d}]^{\text{vir}}) + \sum_{i|m_i>0} \left( \psi_i^{m_i-1} e_i^* \gamma_i \prod_{j=1, j \neq i}^{\ell} \psi_j^{m_j} e_j^* \gamma_j \right) \pi_\ast (\alpha \cdot [D_i]^{\text{vir}})
$$

Proposition A.4 (Twisted Fundamental class equation / string equation )

Let $\ell$ be in $\mathbb{N}$, $d$ be in $H_2(X, \mathbb{Z})$, $\gamma_1, \ldots, \gamma_\ell$ be in $H^{2*}(X)$ and $m_1, \ldots, m_\ell$ be in $\mathbb{N}$. Denote by $1$ the unit of the cohomology ring. For $n > 2$ or $d \neq 0$ and for $k \in \{1, \ldots, n\}$, we have

$$
\left< \tau_{m_1}(\gamma_1), \ldots, \tau_{m_k}(\gamma_k), \ldots, \tau_{m_\ell}(\gamma_\ell), 1 \right>_{0,\ell+1,d} = \sum_{i|m_i>0} \left< \tau_{m_1}(\gamma_1), \ldots, \tau_{m_{i-1}}(\gamma_i), \tau_{m_k}(\gamma_k), \ldots, \tau_{m_\ell}(\gamma_\ell) \right>_{0,\ell,d}
$$

Remark A.5. — From Propositions A.2 and A.4, we deduce

$$
\left< \tau_{m_1}(\gamma_1), \ldots, \tau_{m_\ell}(\gamma_\ell), c_1(\mathcal{E}) \right>_{0,\ell+1,d} = \sum_{i|m_i>0} \left< \tau_{m_1}(\gamma_1), \ldots, \tau_{m_{i-1}}(\gamma_i \cup c_1(\mathcal{E})), \ldots, \tau_{m_\ell}(\gamma_\ell) \right>_{0,\ell,d} = \sum_{i|m_i>0} \left< \tau_{m_1}(\gamma_1 \cup c_1(\mathcal{E})), \ldots, \tau_{m_{i-1}}(\gamma_i), \ldots, \tau_{m_\ell}(\gamma_\ell) \right>_{0,\ell,d}
$$
Proof of Proposition A.4. — We have
\[
\left\langle \tau_{m_1}(\gamma_1), \ldots, \tau_{m_k}(\gamma_k), \ldots, \tau_{m_\ell}(\gamma_\ell), 1 \right\rangle_{0, \ell+1, d}
= \deg \left( \pi_* \left( \prod_{i=1}^\ell \psi_i^{m_i} e_i^* \gamma_i \cdot c_{top}(E_{0, \ell+1, d}(k)) \cdot [X_{0, \ell+1, d}]^{vir} \right) \right)
\]
We use Proposition A.3 with \( \alpha = c_{top}(E_{0, \ell+1, d}(k)) \). We get
\[
(A.6) \quad \pi_* \left( \prod_{j=1}^\ell \psi_j^{m_j} e_j^* \gamma_j \cdot c_{top}(E_{0, \ell+1, d}(k)) \cdot [X_{0, \ell+1, d}]^{vir} \right)
= \prod_{j=1}^\ell \psi_j^{m_j} e_j^* \gamma_j \pi_* (c_{top}(E_{0, \ell+1, d}(k)) \cdot [X_{0, \ell+1, d}]^{vir})
+ \sum_{i|m_i>0} \psi_i^{m_i-1} e_i^* \gamma_i \prod_{j=1, j \neq i}^\ell \psi_j^{m_j} e_j^* \gamma_j \pi_* (c_{top}(E_{0, \ell+1, d}(k)) \cdot [D_i]^{vir})
\]
As \( k \neq \ell + 1 \), we have \( c_{top}(E_{0, \ell+1, d}(k)) = \pi^* c_{top}(E_{0, \ell, d}(k)) \).

By Axiom IV (See Definition 7.1) of [BM96] proved in [Beh97]. We have \( \pi^*[X_{0, \ell, d}]^{vir} = [X_{0, \ell+1, d}]^{vir} \). As \( \pi \) is of relative dimension 1, the morphism \( \pi_* \pi^* \) is the zero. This implies that the first term in the right hand side of (A.6) vanishes. By definition of the virtual class \( [D_i]^{vir} \) (see paragraph before Proposition A.3), we have \( \pi_* [D_i]^{vir} = [X_{0, \ell, d}]^{vir} \). Hence projection formula implies the proposition. \( \square \)

Proposition A.7 (Twisted Divisor axiom). — Let \( \ell \) be in \( \mathbb{N}_{>0} \), \( d \) be in \( H_2(X, \mathbb{Z}) \), \( \gamma_1, \ldots, \gamma_\ell \) be in \( H^*(X, \mathbb{C}) \) and \( m_1, \ldots, m_\ell \) be in \( \mathbb{N}_{\geq 0} \). Let \( \gamma \) be in \( H^2(X, \mathbb{C}) \).
\[
\left\langle \tau_{m_1}(\gamma_1), \ldots, \tau_{m_k}(\gamma_k), \ldots, \tau_{m_\ell}(\gamma_\ell), \gamma \right\rangle_{0, \ell, d}
= \left( \int \gamma \right) \left\langle \tau_{m_1}(\gamma_1), \ldots, \tau_{m_k}(\gamma_k), \ldots, \tau_{m_\ell}(\gamma_\ell) \right\rangle_{0, \ell, d}
+ \sum_{i|m_i>0} \left\langle \tau_{m_1}(\gamma_1), \ldots, \tau_{m_i-1}(\gamma \cup \gamma_i), \ldots, \tau_{m_\ell}(\gamma_\ell) \right\rangle_{0, \ell, d}
\]

Proof. — We use Proposition A.3 with \( \alpha = e_{\ell+1}^* \gamma \). We get that
\[
\left\langle \tau_{m_1}(\gamma_1), \ldots, \tau_{m_k}(\gamma_k), \ldots, \tau_{m_\ell}(\gamma_\ell), \gamma \right\rangle_{0, \ell+1, d}
= \deg \pi_* \left( e_{\ell+1}^* \gamma \prod_{i=1}^\ell \psi_i^{m_i} e_i^* \gamma_i \cdot c_{top}(E_{0, \ell+1, d}(k)) \cdot [X_{0, \ell+1, d}]^{vir} \right)
\]
\[
(A.8) \quad = \deg \left( \prod_{i=1}^\ell \psi_i^{m_i} e_i^* \gamma_i \cdot [X_{0, \ell, d}]^{vir} \cdot \pi_* \left( e_{\ell+1}^* \gamma \right) \right)
\]
\[
(A.9) \quad + \sum_{i|m_i>0} \deg \left( \psi_i^{m_i-1} e_i^* \gamma_i \prod_{j=1, j \neq i}^\ell \psi_j^{m_j} e_j^* \gamma_j \cdot \pi_* \left( e_{\ell+1}^* \gamma \cdot [D_i]^{vir} \right) \right)
\]
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As \( \pi \) is of relative dimension 1, we have \( \pi_\ast e_{\ell+1}^* \gamma \) is in \( A^0(X_{0,\ell,d}) \), we deduce that \( \pi_\ast e_{\ell+1}^* \gamma = \deg(\pi_\ast e_{\ell+1}^* \gamma \cdot [pt]) \) in \( X_{0,\ell,d} \). Let \( [C, f, \underline{z}] \) be a point in \( X_{0,\ell,d} \). By projection formula for \( \pi \) and \( e_{\ell+1} \), we have

\[
\deg(\pi_\ast e_{\ell+1}^* \gamma \cdot [C, f, \underline{z}]) = \deg(\pi_\ast (e_{\ell+1}^* \gamma \cdot \pi^*[C, f, \underline{z}])) \\
= \deg(e_{\ell+1}^* \gamma \cdot \pi^*[C, f, \underline{z}]) \\
= \deg(\gamma \cdot e_{\ell+1}^* \pi^*[C, f, \underline{z}])
\]

As \( \pi \) is the universal curve, \( \pi^*[C, f, \underline{z}] \) is the class of the curve \( (C, \underline{z}, f) \) and \( e_{\ell+1} \) restricted to this curve is \( f \). So \( e_{\ell+1}^* \pi^*[C, f, \underline{z}] = f_\ast(C, \underline{z}, f) \) which \( d \) by definition. So we get \( \deg(\pi_\ast e_{\ell+1}^* \gamma \cdot [pt]) = \deg(\gamma \cdot d) = \int_d \gamma \). So the term in (A.8) is exactly the first term in the right hand side of the equality of the proposition. As \( \pi_\ast [D_i]^{vir} = [X_{0,\ell,d}]^{vir} \) and \( e_{\ell+1} \) is exactly \( e_i \) on \( D_i \), projection formula implies that (A.9) is exactly the second term of the right hand side of the equality of the proposition. \( \square \)

**Proposition A.10 (Twisted Dilaton equation).** — Let \( \ell \) be a non negative integer and \( d \) be in \( H_2(X, \mathbb{Z}) \). Let \( \gamma_1, \ldots, \gamma_\ell \) be in \( H^{2\ast}(X) \), \( m_1, \ldots, m_\ell \) be in \( \mathbb{N}_{\geq 0} \). If \( j \in \{1, \ldots, \ell\} \) we have

\[
(\tau_{m_1}(\gamma_1), \ldots, \tau_{m_j}(\gamma_j), \ldots, \tau_{m_\ell}(\gamma_\ell))_{0,\ell+1,d} \\
= (-2 + n)(\tau_{m_1}(\gamma_1), \ldots, \tau_{m_j}(\gamma_j), \ldots, \tau_{m_\ell}(\gamma_\ell))_{0,\ell,d}
\]

**Proof.** — We use Proposition A.3 with \( \alpha = \psi_{\ell+1} \). We use the notation of the proof of A.7. We deduce that for a point \([C, f, \underline{z}]\) in \( X_{0,\ell,d} \)

\[
\pi_\ast(\psi_{\ell+1} \cdot \pi^*[C, f, \underline{z}]) = (-2 + \ell)[C, f, \underline{z}]
\]

Changing \( e_{\ell+1}^* \gamma \) by \( \psi_{\ell+1} \) in (A.8), we get

\[
(-2 + \ell)(\tau_{m_1}(\gamma_1), \ldots, \tau_{m_j}(\gamma_j), \ldots, \tau_{m_\ell}(\gamma_\ell))_{0,\ell,d}.
\]

As the bundle \( \mathfrak{H}_{\psi_{\ell+1}} \) (cf. before Definition 2.5) is trivial on \( D_i \), we deduce that changing \( e_{\ell+1}^* \gamma \) by \( \psi_{\ell+1} = 0 \) in (A.9) gives zero. \( \square \)

We follow Remark 1.2.8 of [Gat03]. Fix an integer \( \ell \) and a homology class \( d \) in \( H_2(X, \mathbb{Z}) \). Let \( I_1, I_2 \) be two subsets of \( \{1, \ldots, \ell\} \) such that \( I_1 \sqcup I_2 = \{1, \ldots, n\} \). Let \( d_1, d_2 \) in \( H_2(X, \mathbb{Z}) \) such that \( d_1 + d_2 = d \). Denote by \( \Delta : X \to X \times X \) the diagonal morphism. We define \( D(I_1, d_1 | I_2, d_2) \) by the following cartesian diagram

\[(A.11) \quad D(I_1, d_1 | I_2, d_2) \xrightarrow{\Delta'} X_{0,I_1 \cup \{\ast\},d_1} \times X_{0,I_2 \cup \{\ast\},d_2} \xrightarrow{(e_{\text{node}})^{\ast \ast}} X \xrightarrow{\Delta} X \times X \]

where \( e_{\ast} : X_{0,I_1,d_1} \to X \) (resp. \( e_{\ast}^0 : X_{0,I_2,d_2} \to X \)) is the evaluation morphism at the marked point \( \ast \) (resp. \( \ast \)). Geometrically, a point in the stack \( D(I_1, d_1 | I_2, d_2) \) is the data of two stable maps \((C_1, \underline{z}_1, f_1) \) in \( X_{0,I_1 \cup \{\ast\},d_1} \) and \((C_2, \underline{z}_2, f_2) \) in \( X_{0,I_2 \cup \{\ast\},d_2} \) such that \( f_1(x_{1,\ast}) = f_2(x_{2,\ast}) \). Identifying the marked points \( x_{1,\ast} \) and \( x_{2,\ast} \), we get a nodal curve \( C = C_1 \cup C_2 \) with a stable map \( f = (f_1, f_2) : C \to X \) of degree \( d = d_1 + d_2 \). We deduce that the \( D(I_1, d_1 | I_2, d_2) \) is the virtual class on \( X_{0,\ell,d} \) and that the map \( e_{\text{node}} : D(I_1, d_1 | I_2, d_2) \to X \) is the evaluation at the node which is \( C_1 \cap C_2 \). We define the virtual class on \( D(I_1, d_1 | I_2, d_2) \) by the following

\[
[D(I_1, d_1 | I_2, d_2)]^{vir} := \Delta^\ast([X_{0,I_1 \cup \{\ast\},d_1}]^{vir} \otimes [X_{0,I_2 \cup \{\ast\},d_2}]^{vir})
\]
A direct computation shows that the virtual codimension of \([D(I_1, d_1 \mid I_2, d_2)]_{\text{vir}}\) in \(X_{0, \ell, d}\) is 1 that’s why we call them boundary divisors\(^{(6)}\).

To prove twisted Topological Recursion Relations and twisted WDVV, we need to prove the twisted splitting axiom.

**Proposition A.12 (Twisted splitting axiom).** — Let \(\ell\) be in \(\mathbb{N}_{>0}\) and \(d\) be in \(H_2(X, \mathbb{Z})\). Let \(\gamma_1, \ldots, \gamma_\ell\) be in \(H^2s(X)\) and \(m_1, \ldots, m_\ell\) be in \(\mathbb{N}_{>0}\). Fix a partition \(I_1 \sqcup I_2 \in \{1, \ldots, \ell\}\) and two homology classes \(d_1, d_2 \in H_2(X, \mathbb{C})\) such that \(d_1 + d_2 = d\). Fix \(j \in I_1\). Denote by \(i\) the inclusion \(D(I_1, d_1 \mid I_2, d_2) \to X_{0, \ell, d}\). We have

\[
\int_{[D(I_1, d_1 \mid I_2, d_2)]_{\text{vir}}} c_{\text{top}}(i^* \mathcal{E}_{0, \ell, d}(j)) \prod_{i=1}^{\ell} \psi_i^{m_i} e_i^{*} \gamma_i = \sum_{a=0}^{s-1} \left\langle T_a, \tau_m(\gamma_j), \prod_{i \neq j} \tau_m(\gamma_i) \right\rangle_{0, \#I_1 + 1, d_1} \left\langle \tilde{T}^a, \prod_{i \in I_2} \tau_m(\gamma_i) \right\rangle_{0, \#I_2 + 1, d_2}
\]

**Proof.** — We use the notation of the diagram (A.11). Let \(p_1 : X_{0,I_1 \cup \{\ast\}, d_1} \times X_{0,I_2 \cup \{\ast\}, d_2} \to X_{0,I_1 \cup \{\ast\}, d_1}\) the projection on the first factor and \(p_2\) the projection on the second factor. First we prove the following equality

\[
(A.13) \quad i^* c_{\text{top}}(\mathcal{E}_{0, \ell, d}(j)) = c_{\text{top}}(\Delta^* p_1^* \mathcal{E}_{0, I_1 \cup \{\ast\}, d_1}(j) \oplus \Delta^* p_2^* \mathcal{E}_{0, I_2 \cup \{\ast\}, d_2}(\ast))
\]

We define the surjective morphism \(i^* \mathcal{E}_{0, \ell, d} \to e^*_{\text{node}} \mathcal{E} \oplus e^*_j \mathcal{E}\) by evaluating the section of \(i^* \mathcal{E}_{0, \ell, d}\) at the \(j\)-th marked point and at the node\(^{(7)}\). We define \(\mathcal{E}_{0, \ell, d}(j, \text{node})\) to be the kernel of this morphism. We deduce the following exact sequence of bundles over \(D(I_1, d_1 \mid I_2, d_2)\).

\[
(A.14) \quad 0 \to \mathcal{E}_{0, \ell, d}(j, \text{node}) \to i^* \mathcal{E}_{0, \ell, d} \to e^*_{\text{node}} \mathcal{E} \oplus e^*_j \mathcal{E} \to 0
\]

Pulling-back the exact sequence (A.1) via the composition \(p_1 \circ \Delta'\) (resp. \(p_2 \circ \Delta'\) on \(X_{0,I_1 \cup \{\ast\}, d_1}\) (resp. on \(X_{0,I_2 \cup \{\ast\}, d_2}\)), we deduce a morphism from \(\Delta^* p_1^* \mathcal{E}_{0, I_1 \cup \{\ast\}, d_1}\) (resp. from \(\Delta^* p_2^* \mathcal{E}_{0, I_2 \cup \{\ast\}, d_2}\)) to \(e^*_{\text{node}} \mathcal{E}\). We deduce the following exact sequence

\[
(A.15) \quad 0 \to i^* \mathcal{E}_{0, \ell, d} \to \mathcal{E}_{0, I_1 \cup \{\ast\}, d_1}(j) \oplus \mathcal{E}_{0, I_2 \cup \{\ast\}, d_2}(\ast) \to e^*_{\text{node}} \mathcal{E} \to 0
\]

where at the stable map \((C, x, f)\) in \(D(I_1, d_1 \mid I_2, d_2)\), as \(C = C_1 \cup C_2\) the morphism \(a\) sends a section \(s \in H^0(C, f^* \mathcal{E})\) to \((s|_{C_1}, s|_{C_2})\). The morphism \(b\) send \((s_1, s_2)\) to \(s_1(\ast) - s_2(\ast)\). The sequence above is exact because if \(s_1(\ast) = s_2(\ast)\) then they glue in a section in \(H^0(C, f^* \mathcal{E})\). From (A.14) and (A.15), we deduce the following exact sequence

\[
(A.16) \quad 0 \to \mathcal{E}_{0, \ell, d}(j, \text{node}) \to \Delta^* p_1^* \mathcal{E}_{0, I_1 \cup \{\ast\}, d_1}(j) \oplus \Delta^* p_2^* \mathcal{E}_{0, I_2 \cup \{\ast\}, d_2}(\ast) \to e^*_{\text{node}} \mathcal{E} \to 0
\]

Denote by \(c_t(\mathcal{E})\) the total Chern class of \(\mathcal{E}\). From (A.14) and (A.16), we deduce that

\[
c_t \left( \Delta^* p_1^* \mathcal{E}_{0, I_1 \cup \{\ast\}, d_1}(j) \oplus \Delta^* p_2^* \mathcal{E}_{0, I_2 \cup \{\ast\}, d_2}(\ast) \right) = c_t(\mathcal{E}_{0, \ell, d}(j, \text{node})) c_t(e^*_{\text{node}} \mathcal{E}) = c_t(i^* \mathcal{E}_{0, \ell, d}(j)) c_t(e^*_j \mathcal{E})^{-1} = c_t(i^* \mathcal{E}_{0, \ell, d}(j))
\]

This implies the Equality (A.13).

Let us prove the Equality of the Proposition A.12. Denote by \(X_1 := X_{0,I_1 \cup \{\ast\}, d_1}\), \(X_2 := X_{0,I_2 \cup \{\ast\}, d_2}\), \(\mathcal{E}_1 := \mathcal{E}_{0, I_1 \cup \{\ast\}, d_1}(j)\) and \(\mathcal{E}_2 := \mathcal{E}_{0, I_2 \cup \{\ast\}, d_2}(\ast)\). We have

\(^{(6)}\) The \(D_i\) defined before Proposition A.3 are special cases of \(D(I_1, d_1 \mid I_2, d_2)\).

\(^{(7)}\) Notice that the evaluation at the node is not defined on \(X_{0, \ell, d}\) but only on \(D(I_1, d_1 \mid I_2, d_2)\).
\[
\int_{[D(I_1,d_1)|I_2,d_2)]} \top c_{\text{top}}(\kappa^*E_0,\ell,d(j)) \prod_{i=1}^\ell \psi_i^{m_i} e_i^* \gamma_i \\
= \deg \left( c_{\text{top}}(\kappa^*E_0,\ell,d(j)) \prod_{i=1}^\ell \psi_i^{m_i} e_i^* \gamma_i \Delta' \left( [X_1]^{\text{vir}} \otimes [X_2]^{\text{vir}} \right) \right)
\]

On \( X_1 \) (resp. \( X_2 \)), we denote by \( \psi_i' \) (resp. \( \psi_i'' \)) the \( \psi \)'s classes and \( e_i' \) (resp. \( e_i'' \)) the evaluation map. We put \( \alpha_i := \psi_i^{m_i} e_i^* \gamma_i \), \( \alpha_i' := \psi_i^{m_i} e_i'^* \gamma_i \) and \( \alpha_i'' := \psi_i^{m_i} e_i''^* \gamma_i \). Using the Diagram (A.11) and Equality (A.13), we push forward to \( X \times X \) and we get

\[
\int_{[D(I_1,d_1)|I_2,d_2)]} \top c_{\text{top}}(\kappa^*E_0,\ell,d(j)) \prod_{i=1}^\ell \alpha_i \\
= \deg \left( \Delta_0 \Delta^* e_0 \left( c_{\text{top}}(E_1) \otimes c_{\text{top}}(E_2) : [X_1]^{\text{vir}} \otimes [X_2]^{\text{vir}} \prod_{i \in I_1} \alpha_i' \otimes [X_2] \prod_{i \in I_2} [X_1] \otimes \alpha_i'' \right) \right)
\]

Now, we use that \( \Delta_0, \Delta^* \) is just the intersection with the class of the diagonal, which is \( \sum a T_a \otimes T^a \). Using projection formula, we deduce the Equality of the proposition. \( \square \)

**Remark A.17.** — We have also the following equality

(A.18) \[
\int_{[D(I_1,d_1)|I_2,d_2)]} \top c_{\text{top}}(\kappa^*E_0,\ell,d(j)) \prod_{i=1}^\ell \psi_i^{m_i} e_i^* \gamma_i \\
= \sum_{a=0}^{s-1} \left( \bar{T}_a, \tau_{m_1}(\gamma_1), \prod_{i \neq j \in I_1} \tau_{m_i}(\gamma_i) \right)_{\ 0,\#I_1+1,d_1} \left( T^a \prod_{i \in I_2} \tau_{m_i}(\gamma_i) \right)_{0,\#I_2+1,d_2}
\]

Where the double tilde mean that we are twisting in the Gromov-Witten invariant with two classes namely \( c_{\text{top}}(E_0, I_1 \cup \{\ast\}, d_1(j)) \) and \( c_{\text{top}}(E_0, I_1 \cup \{\ast\}, d_1(\ast)) \). The proof is almost the same. Instead of the exact sequence (A.16), we use

\[
0 \longrightarrow E_0,\ell,d(j,\text{node}) \longrightarrow \Delta^* p_1^* E_0,\ell,d_1(j,\ast) \oplus \Delta^* p_2^* E_0,\ell,d_2 \longrightarrow e_{\text{node}}^* E \longrightarrow 0
\]

So we get the equality

\( \kappa^* c_{\text{top}}(E_0,\ell,d(j)) = c_{\text{top}}(\Delta^* p_1^* E_0,\ell,d_1(j,\ast) \oplus \Delta^* p_2^* E_0,\ell,d_2) \)

With the same arguments, we get Equality (A.18).

Denote by \( \tau := \sum_{a=0}^{s-1} t_a T_a \). Denote by

(A.19) \[
\langle \tau_{m_1}(\gamma_1), \ldots, \tau_{m_{\ell}}(\gamma_{\ell}) \rangle_0 := \sum_{\ell \geq 0} \sum_{d \in H_2(X,Z)} \frac{1}{\ell !} (\tau_{m_1}(\gamma_1), \ldots, \tau_{m_\ell}(\gamma_\ell), \tau, \ldots, \tau)_{0, \ell + n, d}
\]

**Proposition A.20** (Twisted TRR i.e., Topological Recursion Relation)

Let \( \gamma_1, \gamma_2, \gamma_3 \) be in \( H^{2\bullet}(X) \). Let \( m_1, m_2, m_3 \) be in \( \mathbb{N}_{\geq 0} \). We have the following equalities:

(A.21) \[
\langle \langle \tau_{m_1+1}(\gamma_1), \tau_{m_2}(\gamma_2), \tau_{m_3}(\gamma_3) \rangle \rangle_0 = \sum_{a=0}^{s-1} \langle \langle \tau_{m_2}(\gamma_2), \tau_{m_3}(\gamma_3), T^a \rangle \rangle_0 \langle \langle \tau_{m_1}(\gamma_1), \bar{T}_a \rangle \rangle_0
\]

(A.22) \[
\langle \langle \tau_{m_1+1}(\gamma_1), \tau_{m_2}(\gamma_2), \tau_{m_3}(\gamma_3) \rangle \rangle_0 = \sum_{a=0}^{s-1} \langle \langle \tau_{m_2}(\gamma_2), \tau_{m_3}(\gamma_3), \bar{T}^a \rangle \rangle_0 \langle \langle \tau_{m_1}(\gamma_1), T_a \rangle \rangle_0
\]
**Proof.** — The proof is completely parallel to the classical case (cf. for instance Proposition 1.3.9 of [Gat03]). We have
\[
\psi_1 \cdot [X_{\theta,t,d}]^\text{vir} = \sum_{d_1+d_2=d}^{d_1+\ldots+d_\ell=1} [D(I_1, d_1 \mid I_2, d_2)]^\text{vir}.
\]
Intersecting this equality with \(\psi\)’s classes and \(e^*_i \gamma\) and using twisted splitting axiom of Proposition A.12, we deduce the twisted TRR equality. \(\square\)

**Remark A.23.** — Using Remark A.17, we get two other twisted TRR relations
\[
\left\langle \left\langle \tau_{m_1+1}(\gamma_1), \tau_{m_2}(\gamma_2), \tau_{\tilde{m}_3}(\gamma_3) \right\rangle \right\rangle_0 = \sum_{a=0}^{s-1} \left\langle \left\langle \tau_{m_2}(\gamma_2), \tau_{\tilde{m}_3}(\gamma_3), T^a \right\rangle \right\rangle_0 ;
\]
\[
\left\langle \left\langle \tau_{m_1+1}(\gamma_1), \tau_{m_2}(\gamma_2), \tau_{\tilde{m}_3}(\gamma_3) \right\rangle \right\rangle_0 = \sum_{a=0}^{s-1} \left\langle \left\langle \tau_{m_2}(\gamma_2), \tau_{\tilde{m}_3}(\gamma_3), T^a \right\rangle \right\rangle_0 \left\langle \left\langle \tau_{m_1}(\gamma_1), \tilde{T}_a \right\rangle \right\rangle_0.
\]

**Proposition A.24 (Twisted WDVV equations).** — Let \(\gamma_1, \gamma_2, \gamma_3, \gamma_4\) be in \(H^{2*}(X)\). Let \(m_1, m_2, m_3, m_4\) be in \(\mathbb{N}_{\geq 0}\). We have the following equality:
\[
(A.25) \quad \sum_{a=0}^{s-1} \left\langle \left\langle \tau_{m_1}(\gamma_1), \tau_{m_2}(\gamma_2), \tilde{T}_a \right\rangle \right\rangle_0 \left\langle \left\langle \tau_{m_3}(\gamma_3), \tau_{m_4}(\gamma_4), T^a \right\rangle \right\rangle_0 = \sum_{a=0}^{s-1} \left\langle \left\langle \tau_{m_2}(\gamma_2), \tau_{m_3}(\gamma_3), \tilde{T}_a \right\rangle \right\rangle_0 \left\langle \left\langle \tau_{m_1}(\gamma_1), \tau_{m_4}(\gamma_4), T^a \right\rangle \right\rangle_0.
\]

**Proof.** — The proof is completely parallel to the classical case (cf. for instance Proposition 1.3.8 of [Gat03]). We just use the twisted splitting axiom instead of the classical one. From Axiom V of Definition 7.1 in [BF97] proved in [Beh97], we have
\[
\sum_{d_1+d_2=d}^{d_1+\ldots+d_\ell=1} [D(I_1, d_1 \mid I_2, d_2)]^\text{vir} = \sum_{d_1+d_2=d}^{d_1+\ldots+d_\ell=1} [D(I_1, d_1 \mid I_2, d_2)]^\text{vir}.
\]
Intersecting this equality with \(\psi\)’s classes and \(e^*_i \gamma\) and using twisted splitting axiom of Proposition A.12, we deduce the twisted WDVV equality. \(\square\)

**Remark A.26.** — Using the other twisted splitting axiom of Remark A.17, we get an other twisted WDVV axiom
\[
\sum_{a=0}^{s-1} \left\langle \left\langle \tau_{m_1}(\gamma_1), \tau_{m_2}(\gamma_2), T_a \right\rangle \right\rangle_0 \left\langle \left\langle \tau_{m_3}(\gamma_3), \tau_{m_4}(\gamma_4), \tilde{T}^a \right\rangle \right\rangle_0 = \sum_{a=0}^{s-1} \left\langle \left\langle \tau_{m_2}(\gamma_2), \tau_{m_3}(\gamma_3), T_a \right\rangle \right\rangle_0 \left\langle \left\langle \tau_{m_1}(\gamma_1), \tau_{m_4}(\gamma_4), \tilde{T}^a \right\rangle \right\rangle_0.
\]

**Proof of Proposition 2.17**

**Proposition B.1.** — 1. The connection \(\nabla\) is flat.
2. For \( a \in \{1, \ldots, r\} \) and \( \gamma \in H^{2*}(X) \) we have
\[
\nabla_{\partial_0} L^{tw}(t_0, q, z) \gamma = 0, \quad \nabla_{\delta_a} L^{tw}(t_0, q, z) \gamma = 0
\]
\[
\nabla_{\delta_a} L^{tw}(t_0, q, z) \gamma = L^{tw}(t_0, q, z) \left( \mu - \frac{c_1(T_X \otimes E')}{z} \right) \gamma
\]

3. The multi-valued cohomological function \( L^{tw}(t_0, q, z) z^{-\mu} z^{c_1(T_X \otimes E')} \) is a fundamental solution of \( \nabla \).

Proof. — (1) Let us prove the flatness of \( \nabla \). We have to prove that for any \( a, b \in \{1, \ldots, r\} \) and for any \( c \in \{0, \ldots, s-1\} \), we have
\[
\text{(B.2)} \quad [\nabla_{\delta_a}, \nabla_{\delta_b}] T_c = 0
\]
\[
\text{(B.3)} \quad [\nabla_{\delta_a}, \nabla_{\delta_c}] T_c = 0
\]

The first equation comes from the following.
\[
\nabla_{\delta_a} \nabla_{\delta_b} T_c = \frac{1}{z} \delta_a(T_b \cdot_{q}^{tw} T_c) + \frac{1}{z^2} (T_a \cdot_{q}^{tw} (T_b \cdot_{q}^{tw} T_c))
\]
\[
\nabla_{\delta_b} \nabla_{\delta_a} T_c = \frac{1}{z} \delta_b(T_a \cdot_{q}^{tw} T_c) + \frac{1}{z^2} (T_b \cdot_{q}^{tw} (T_a \cdot_{q}^{tw} T_c))
\]

As \( a, b \in \{1, \ldots, r\} \), the first terms are equal by the divisor axiom (see Proposition A.7). The second terms are equal by associativity and commutativity of the quantum product (see Proposition 2.14). Let us show the equation (B.3). By definition of the connection, we have
\[
[\nabla_{\delta_a}, \nabla_{\delta_c}] T_c = -\frac{1}{z} [\delta_a, \mathcal{E}\cdot_{q}^{tw}] T_c + \frac{1}{z} T_a \cdot_{q}^{tw} \delta_c T_c - \frac{1}{z^2} [\delta_a, \mathcal{E}\cdot_{q}^{tw}] T_c + \frac{1}{z} [T_a \cdot_{q}^{tw}, \mu] T_c
\]

The third term vanishes by associativity and commutativity of the quantum product. From Equalities below (B.4), (B.5), (B.6), we deduce (B.3), hence the flatness.

For any \( a \in \{1, \ldots, r\} \) and for any \( c \in \{0, \ldots, s-1\} \), we have
\[
\text{(B.4)} \quad \left[ \frac{1}{z} T_a \cdot_{q}^{tw}, \delta_c \right] T_c = \frac{1}{z} T_a \cdot_{q}^{tw} T_c
\]
\[
\text{(B.5)} \quad [T_a \cdot_{q}^{tw}, \mu] T_c =
\left( \frac{\deg(T_c)}{2} - \dim_X \right) T_a \cdot_{q}^{tw} T_c + \sum_{e=0}^{s-1} \frac{\deg(T_e)}{2} \sum_{d\in H_2(X,\mathbb{Z})} q^d \langle T_a, T_c, \tilde{T}_e \rangle_{0,3,d} T^e
\]
\[
\text{(B.6)} \quad [\delta_a, \mathcal{E}\cdot_{q}^{tw}] T_c =
\left( 1 + \frac{\deg(T_c)}{2} - \dim_X \right) T_a \cdot_{q}^{tw} T_c + \sum_{e=0}^{s-1} \frac{\deg(T_e)}{2} \sum_{d\in H_2(X,\mathbb{Z})} q^d \langle T_a, T_c, \tilde{T}_e \rangle_{0,3,d} T^e
\]

The equality (B.4) follows from
\[
[\frac{1}{z} T_a \cdot_{q}^{tw}, \delta_c] T_c = -\delta_c \left( \frac{1}{z} T_a \cdot_{q}^{tw} \right) T_c = \frac{1}{z} T_a \cdot_{q}^{tw} T_c.
\]
Equality (B.5) follows from the difference of the two equalities below.

\[ T_a \bullet^w_q \mu(T_c) = \left( \frac{\text{deg}(T_c)}{2} - \frac{\dim \mathcal{C} X - \text{rk} \mathcal{E}}{2} \right) T_a \bullet^w_q T_c \]

\[
\mu(T_a \bullet^w_q T_c) = \sum_{e=0}^{s-1} \sum_{d \in H_2(X, \mathbb{Z})} q^d \left\langle T_a, \mathcal{E}, T_c, \tilde{T}_e \right\rangle_{0,3,d} \mu(T^e)
\]

\[
= \sum_{e=0}^{s-1} \left( \frac{\dim \mathcal{C} X + \text{rk} \mathcal{E}}{2} - \frac{\text{deg} T_e}{2} \right) \sum_{d \in H_2(X, \mathbb{Z})} q^d \left\langle T_a, \mathcal{E}, T_c, \tilde{T}_e \right\rangle_{0,3,d} T^e
\]

(Recall that \( \text{deg} T^e = 2 \dim X - \text{deg} T_e \)).

Let us prove the last equality (B.6). By Divisor Axiom A.7 and Fundamental class Axiom A.4, we have that

\[ [\delta_a, \mathcal{E} \bullet^w_q] T_c = \delta_a (\mathcal{E} \bullet^w_q T_c) \]

\[
= \sum_{e=0}^{s-1} \sum_{d \in H_2(X, \mathbb{Z})} q^d \left\langle T_a, \mathcal{E}, T_c, \tilde{T}_e \right\rangle_{0,3,d} T^e
\]

(B.7)

Notice that if the Gromov-Witten invariant \( \left\langle T_a, \mathcal{E}, T_c, \tilde{T}_e \right\rangle_{0,3,d} \) does not vanish then we have:

\[
1 + \frac{\text{deg}(T_e)}{2} + \frac{\text{deg}(T_c)}{2} + \int_d c_1(\mathcal{E}) = \int_d c_1(T_X) + 1 - \dim \mathcal{C} X.
\]

so we deduce that \( c_1(T_X \otimes \mathcal{E}^\vee) = 1 - \dim \mathcal{C} X + \frac{\text{deg}(T_e)}{2} + \frac{\text{deg}(T_c)}{2} \). Putting this in (B.7), we deduce the equality (B.6).

(2) As \( \mathbf{1} \) is the unit for \( \bullet^w_q \), we have the first equality.

Let us prove the second equality of (2). It is enough to prove it for \( L^w(q, z) := L^w(0, q, z) \).

Let \( \gamma_1, \ldots, \gamma_\ell \in H^{2*}(X) \). Denote by

\[
\langle \tau, \gamma_1, \ldots, \gamma_\ell \rangle \rangle^\text{small}_{0}^{\text{small}}
\]

the correlator defined in (A.19) where \( \tau \) is replace by \( \sum_{a=1}^{r} T_a \log q_a \).

Using the twisted divisor axiom (Proposition A.7) and after some computations (see [CK99], proposition 10.2.3 for example) we have:

\[ L^w(q, z) \gamma = \gamma - \sum_{a=0}^{s-1} \langle \gamma, z + \psi, T_a \rangle \rangle^\text{small}_{0}^{\text{small}} T^a \]

where \((\psi + z)^{-1} = \sum_{\ell \geq 0} (-1)^{\ell} z^{-\ell - 1} \psi^\ell \). For \( b \in \{1, \ldots, r\} \), we have

\[ \delta_b L^w(q, z) \gamma = - \sum_{a=0}^{s-1} \langle \gamma, z + \psi, T_b, T_a \rangle \rangle^\text{small}_{0}^{\text{small}} T^a \]

Notice that we can write the twisted quantum product with the correlator notation that is

\[ \gamma_1 \bullet^w_q \gamma_2 = \sum_{a=0}^{s-1} \langle \gamma_1, \gamma_2, T_a \rangle \rangle^\text{small}_{0}^{\text{small}} T^a \]
We have that
\[
\frac{1}{z} T_b \cdot L^w(q, z) \gamma = \frac{1}{z} \sum_{a=0}^{s-1} \left< T_b, \gamma, \tilde{T}_a \right>_{0}^{\text{small}} T^a + \sum_{\ell \geq 0} \sum_{a=0}^{s-1} (-1)^{\ell+1} z^{-\ell-2} \sum_{c=0}^{s-1} \left< \gamma \psi^{\ell}, \tilde{T}_c \right>_{0}^{\text{small}} T^a
\]
\[
\left< T_b, T^c, \tilde{T}_a \right>_{0}^{\text{small}} T^a
\]

Using Equality (A.21) of Proposition A.20 (i.e., twisted TRR), we get
\[
\frac{1}{z} T_b \cdot L^w(q, z) \gamma
\]
\[
= \frac{1}{z} \sum_{a=0}^{s-1} \left< T_c, \gamma, \tilde{T}_a \right>_{0}^{\text{small}} T^a + \sum_{\ell \geq 0} \sum_{a=0}^{s-1} (-1)^{\ell+1} z^{-\ell-2} \left< \gamma \psi^{\ell+1}, T_b, \tilde{T}_a \right>_{0}^{\text{small}} T^a
\]
\[
(B.10)
\]
\[
= \sum_{a=0}^{s-1} \left< \frac{\gamma}{z + \psi}, T_b, \tilde{T}_a \right>_{0}^{\text{small}} T^a
\]

Adding (B.9) and (B.10), we deduce that for any \(\gamma \in H^{2*v}(X)\) and any \(b \in \{1, \ldots, r\}\)
\[
\nabla_{\delta_z} L^w(q, z) \gamma = 0.
\]

To prove the last equality of (2) we use Formula (2.16) for \(L^w\). Then put \(G^w(q, z) := e^{t_0/z} L^w(t_0, q, z) q^{T/z}\). Define the vector field \(\bar{\mathcal{E}} := \sum_{a=1}^{n} e_a \delta_a + t_0 \partial_{t_0}\) where \(\mathcal{E} = c_1(T_X \otimes \mathcal{E}^v) = \sum_{a=1}^{r} e_a T_a\). Using the second equality of (2), we have to prove that
\[
(z \partial_z + \text{Lie}_{\bar{\mathcal{E}}} + \mu)L^w(t_0, q, z) \gamma = \left( \mu - \frac{c_1(T_X \otimes \mathcal{E}^v)}{z} \right) \gamma.
\]

First we show that the operator \((z \partial_z + \text{Lie}_{\bar{\mathcal{E}}} + \mu)\) commutes with \(G^w(q, z)\). Then to finish the proof we check that for any \(a \in \{0, \ldots, s-1\}\) we have
\[
\delta_z(q^{-T/z} T_a) = z^{-1} q^{-T/z} \sum_{b=1}^{n} \log(q_b) T_b \cup T_a
\]
\[
\text{Lie}_{\bar{\mathcal{E}}}(q^{-T/z} T_a) = -q^{-T/z} c_1(T_X \otimes \mathcal{E}^v) T_a
\]
\[
\mu(q^{-T/z} T_a) = q^{-T/z} \mu(T_a) - z^{-1} q^{-T/z} \sum_{b=1}^{n} \log(q_b) T_b \cup T_a
\]
\[
(\delta_z + \text{Lie}_{\bar{\mathcal{E}}}) e^{-t_0/z} = 0
\]

Let us prove
\[
(B.11)
\]
\[
(\delta_z + \text{Lie}_{\bar{\mathcal{E}}} + \mu) G^w(q, z) = G^w(q, z)(\delta_z + \text{Lie}_{\bar{\mathcal{E}}} + \mu).
\]

The developing in \(z\) the terms of \(G^w(q, z)\), we denote
\[
A(a, q, z, j, d) := z^{-j-1} q^{d} \left< \gamma \psi^{j}, \tilde{T}_a \right>_{0,2,d} T^a
\]

We have
\[
\mu(A(a, q, z, j, d)) = \left( \frac{\text{dim}_X + \text{rk} \mathcal{E}}{2} - \frac{\text{deg}(T_a)}{2} \right) A(a, q, z, j, d)
\]
\[
\delta_z A(a, q, z, j, d) = (-j - 1) A(a, q, z, j, d)
\]
\[
\text{Lie}_{\bar{\mathcal{E}}} A(a, q, z, j, d) = \left( \int_d c_1(T_X \otimes \mathcal{E}^v) \right) A(a, q, z, j, d)
\]
As $A(a, q, z, j, d) \neq 0$ implies that

$$j + \frac{\deg(\gamma)}{2} + \frac{\deg(T_a)}{2} + \int c_1(E) = \int c_1(T_X) + 2 + \dim_{\mathbb{C}} X - 3$$

We deduce that

$$(\delta_z + \text{Lie}_{\xi} + \mu)A(a, q, z, j, d) = \left(\frac{\deg(\gamma)}{2} - \frac{\dim_{\mathbb{C}} X - \text{rk} E}{2}\right) A(a, q, z, j, d)$$

This implies the desired commuting relation (B.11) hence the second equality of (2).

(3) For any class $c \in H^2(X)$, we have that $[\mu, c] = c$. Applying the formula $A_{\text{exp}(X)} = e^{ad_X}$ we deduce that $z^\mu z^{-\mu} = c$. Put $c := c_1(T_X \otimes \mathcal{E}^*)$, this implies

$$\left(\delta_z + \mu - \frac{c_1(T_X \otimes \mathcal{E}^*)}{z}\right) z^{-\mu} z^{c_1(T_X \otimes \mathcal{E}^*)} = 0.$$ 

Using (2) and the equality above, for any $\gamma \in H^{2*}(X)$, we have

$$\nabla_{\delta_z} \left( L^w(t_0, q, z) z^{-\mu} z^{c_1(T_X \otimes \mathcal{E}^*)} \gamma \right) = L^w(t_0, q, z) \delta_z \left( z^{-\mu} z^{c_1(T_X \otimes \mathcal{E}^*)} \right) + \left( \nabla_{\delta_z} L^w(t_0, q, z) \right) z^{-\mu} z^{c_1(T_X \otimes \mathcal{E}^*)} \gamma = 0$$

That is $L^w(t_0, q, z) z^{-\mu} z^{c_1(T_X \otimes \mathcal{E}^*)}$ is a fundamental solution of $\nabla$. \qed
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