Probing low-frequency charge noise in few-electron CMOS quantum dots
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Charge noise is one of the main sources of environmental decoherence for spin qubits in silicon, presenting a major obstacle in the path towards highly scalable and reproducible qubit fabrication. Here we demonstrate in-depth characterization of the charge noise environment experienced by a quantum dot in a CMOS-fabricated silicon nanowire. We probe the charge noise for different quantum dot configurations, finding that it is possible to tune the charge noise over two orders of magnitude, ranging from 1 μeV²/Hz to 100 μeV²/Hz. In particular, we show that the top interface and the reservoirs are the main sources of charge noise and their effect can be mitigated by controlling the quantum dot extension. Additionally, we demonstrate a novel method for the measurement of the charge noise experienced by a quantum dot in the few electron regime. We measure a comparatively high charge noise value of 40 μeV²/Hz at the first electron, and demonstrate that the charge noise is highly dependent on the electron occupancy of the quantum dot.

INTRODUCTION

Spin qubits in silicon are a strong potential candidate for the eventual qubit of a scalable quantum computer [1]. State-of-the-art research has demonstrated long spin coherence times [2], single qubit gate fidelity above 99.9% [3], and two-gate fidelity over 99% [4] in silicon quantum dots. However, the coherence time of silicon qubits can be limited by combined natural or induced spin-orbit coupling and low frequency 1/f charge noise [3, 5]. This charge noise, induced by local electric field fluctuations, is a characteristic of the material and architecture used to form the qubit. In semiconductor devices, it is believed to be dominated by bistable charge traps, in particular dangling bonds at the semiconductor/oxide interface or dopants in the active regions [6]. Quantum dots in silicon are tightly confined by material interfaces and therefore are sensitive to charge noise [7].

Spin measurement and manipulation techniques have been shown to be compatible with industrially-produced 300 mm technology silicon nanowire devices [8–12]. However, these device geometries and fabrication processes are different from heterostructure-based devices, and constrain quantum dots with additional interfaces, providing a potential source of increased charge noise. This is particularly relevant in the few electron regime where the quantum dots are more sensitive to Coulomb disorder, and direct characterization of charge noise can be challenging. Characterizing the charge noise is important to direct fabrication and develop methods to mitigate its effect on qubits [13].

In this letter, we present the extended characterization of CMOS quantum dots fabricated on a foundry-compatible 300 mm wafer. In particular, we first show how we can probe the different sources of noise by modifying the electronic wave function. We find that the level of charge noise depends drastically on shape and position of the quantum dot within the channel. In the second part, we introduce a method to extract charge noise and its power spectral density at the single electron level. This last result is of particular importance to understand the role of charge noise in few-electron quantum dots, which is the relevant regime to operate as spin qubits. It enables simple measurements of the fluctuation in chemical potential, which is traditionally extracted via more complex experiments [3, 14, 15].

DEVICE DESIGN AND OPERATION

The device under study is a split-gate nanowire CMOS design fabricated on a foundry-compatible 300 mm wafer, identical to that shown in Fig. 1(a). The device design involves a semiconducting silicon channel which is covered by two parallel electrostatic plunger gates, marked $G_1$ and $G_2$. The channel has a width of 100 nm, a gate length of 60 nm, and a vertical split of 60 nm. The plunger gates are insulated from the channel by a resistive layer of native oxide and titanium nitride with a thickness of a few nanometres, marked in red in Fig. 1(b). The source and drain reservoirs are formed by high density implantation of dopants in the areas of the channel not covered by the silicon nitride spacers (indicated in pink). A homogeneous back gate is formed by the silicon bulk below the buried oxide. At low temperature, charge freeze-out necessitates using an LED to generate carriers in the bulk to polarize the back gate. Tests in the same configuration with and without the LED indicate that photoexcitation does not significantly contribute to the charge noise. In addition, a metal top gate is de-
FIG. 1. (a) False-colour SEM image of an identical CMOS nanowire to the one used to form quantum dots. The nanowire channel (yellow) is enveloped by electrostatic gates (blue), which are separated by nitride spacers (pink). The spacers screen the channel from the high density doping used to define the source and drain. The scale bar is 100 nm. (b) Cross-sectional schematic (not to scale) of the nanowire along the black dashed line in (a). (c) Two-dimensional stability diagram demonstrating charge sensing down to the first electron under G2. The sharp cuts in the conductance peaks indicate the capacitive shift induced by the addition of an electron in the dot under G2.

FIG. 2. (a) 1/f-like power density spectrum acquired via Fourier transform of a current time trace, measured on the slope of a coulomb peak. (b) Method for extracting the average charge noise value across a coulomb peak. Current time traces are measured for varying values of $V_{G1}$ across a coulomb peak. The shape of the coulomb peak is extracted from the average current value for each noise trace. The absolute conductance of the peak (blue) gives the sensitivity of the detector dot for each value of gate voltage. This is used to renormalize the PSD measured at each gate voltage value. Spectra where the conductance is below 50 nS are discarded due to low sensitivity and over-renormalization leading to skewed results. The magnitude of the PSD at 1 Hz is extracted from a fit of the noise spectrum at acquisition points spanning the coulomb peak (red). The average charge noise value for this measurement is indicated by the dashed line at 3 $\mu$eV$^2$/Hz.

The device has been measured in a $^3$He refrigerator, with a base temperature of 300 mK. At this temperature, a quantum dot (QD) is formed under each front gate, G1 and G2. Additionally, the spatial extension and coupling to reservoirs of the quantum dots can be further tuned by applying voltage on the top gate and on the back gate, see Fig. 1(b). The identification of the number of electrons in each dot is achieved by operating one of the two quantum dots as a charge sensor. Fig. 1(c) shows the stability diagram of $V_{G1}$, $V_{G2}$, which indicates the number of electrons in QD2, using QD1 as a charge sensor.

Charge noise measurements are performed by recording the current flowing through one of the quantum dots as a function of time. A Fourier transform of the time trace gives the power spectral density (PSD) of the signal. The current noise spectrum is then renormalized by $dI/dV_G$ and the lever arm $\alpha$ to account for the sensitivity of the detector at the measurement point. We can then plot the charge noise $\bar{\nu}_e$ as a function of frequency, see Fig. 2(a). Fig. 2(b) shows that the extracted charge noise at 1 Hz does not vary much over a coulomb peak. The average value is close to 3 $\mu$eV$^2$/Hz at 360 mK which is a relatively low value for silicon compared to other values obtained in literature [15-18]. We attribute the small fluctuations to a minor effect of the plunger gate on the electrostatic environment of the quantum dot.

PROBING THE NOISE SOURCES IN THE MANY-ELECTRON REGIME

One of the main challenges when assessing the noise environment is disentangling the different sources of noise [19-20]. A device where the accumulation interface is expected to be the dominating source of noise, it is important to make a distinction with other contributions such as noise originating from the core of the nanowire, reservoirs or other interfaces. For this purpose, we can distort the quantum dot confinement potential in order to probe the spatial dependence of charge noise on a nanometre scale.

We start by studying the effect of the back-gate which allows us to move the QD vertically within the channel. By applying a positive voltage on the back gate, the QD which was originally confined against the top interface, now moves towards the back interface. This is visible in Fig. 3(d), where the front gate to QD capacitance is plotted as a function of the back gate. In parallel, we record the evolution of charge noise with back gate, see Fig. 3(c). We observe that charge noise decreases as the QD is less confined against the top interface. This is in good agreement with literature which reports a large density of charge traps at the Si/SiO$_2$ gate interface [21-23].
This is also in qualitative agreement with the simulation of the effect of a single TLS above the interface on the chemical potential of the quantum dot as a function of back gate voltage (see supplementary material).

The reservoirs provide electrons to the quantum dot, but can also be a source of charge noise due to slow-varying fluctuators at the diffuse boundary. To investigate the effect of the reservoirs, we first bias the back gate in a region of relatively weak charge noise ($V_{BG}=10\, V$). We then use the top gate to extend the QD wavefunction towards the reservoirs, whilst accounting for unwanted vertical extension by applying a compensating voltage on the plunger gate. Fig. 3(a) and (b) present the evolution of the charge noise, and source and drain capacitance, respectively as a function of the top gate voltage. It shows that as the capacitive coupling to reservoirs increases, the charge noise experienced by the QD likewise increases in magnitude. Therefore, the reservoirs can also become the dominant source of noise either by directly modifying the chemical potential of the QD or by modifying the tunnel barrier transparency. The main source of noise in the reservoirs is expected to be dopants that have diffused on the side of the tunnel junction, where the reservoirs stop being metallic. These dopants can act as two-level fluctuators, and are expected to fluctuate at a rather high frequency due to their relatively large coupling to the electron reservoir.

CHARGE NOISE AT THE SINGLE ELECTRON LEVEL

The charge noise of quantum dots is generally measured in the many-electron regime due to the simplicity of the measurement method. However, spin qubits typically operate with few electrons. In this configuration, the environment of the device can be significantly different. The charge noise magnitude measured in the many-electron regime is therefore of limited value in determining the charge noise a qubit would experience. To illustrate the dramatic dependence on the number of localized electrons, we have observed a drastic reduction of charge noise when the number of electrons trapped in the QD is increased from 10 to 30 (see suppl. mat Fig. 7(a)). The mechanism behind the reduction of the effect of charge noise is expected to be a combination of electric field screening due to the additional charges within the quantum dot, and an increase in the self-capacitance of the quantum dot through the geometric deformation of expansion.

The evaluation of charge noise in the single electron regime is usually done by measuring the dephasing rate of the spin when limited by charge noise. This method requires coherent manipulation and readout of spins which is complex to implement for large scale characterization, and cannot readily be achieved, for example, at probe station temperatures. We propose here a simpler method which allows measurement of the charge noise at the single electron level. The method consists of probing single electron tunneling in real time, and investigating fluctuations in the tunnel rate and average dot occupancy. We start by setting the chemical potential of the single electron in resonance with the Fermi sea (see Fig. 4(a)) and digitizing tunneling events by charge sensing, Fig. 4(b). We choose a regime of sensor operation where the step size between the two charge states is strong enough to be immune from charge noise effect on the sensor itself. We can then observe real-time tunneling and turn it into a current-time equivalent plot, Fig. 4(c), where $\Gamma$ is the tunneling rate. Fig. 4 (d) shows the corresponding noise spectrum after a Fourier transformation of the time trace and renormalization by the differential conductance. This plot corresponds to the optimal configuration of back-gate and top-gate voltages ($V_{BG}\approx 10\, V$, $V_{TG}\approx 0\, V$), which can reduce the charge noise at 1 Hz to the range of $1\, \mu eV^2/Hz$ (extrapolated from the fit). The differential conductance is obtained by measuring the tunneling rate while scanning the gate G1. It leads to an effective Coulomb peak. The derivative of this yields the differential conductance (see
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FIG. 4. Measurement method for charge noise in a few-electron quantum dot. (a) Schematic of the quantum dot configuration to be probed. The first available energy level in the quantum dot is brought into resonance with the reservoir potential. The occupancy of the dot varies between \( N = 0 \) and \( N = 1 \). (b) Current through the sensor dot measured over 100 ms. A threshold is set to distinguish the two charge states of the probed dot (c) The variation in the equivalent current \( \Delta I \) is plotted over the course of a single measurement. (d) Power spectral density obtained by Fourier transform of the plot in (c). (e) In blue, charge sensitivity of the transition. In red, variation of the renormalized PSD at 1 Hz as a function of the gate voltage for the same transition. (f) The blue curve represents the evolution of the dot occupancy as a function of gate voltage. The derivative of such curve reflects the sensitivity of the chemical potential to charge noise. The red dots correspond to charge noise acting purely on the chemical potential and are extracted from \( \langle N \rangle \) time traces.

the blue curve in Fig. 3(e)). On the same figure, we have extracted the charge noise at 1 Hz across the Coulomb peak for a typical configuration \( (V_{BG}, V_{TG} \approx 0 \, \text{V}) \), which leads to an average value of \( 40 \, \mu \text{eV}^2/\text{Hz} \), an order of magnitude higher noise compared to the many-electron regime (Fig. 2(b)). As in the many electron regime, the charge noise is extremely dependent on the biasing conditions.

So far, the extraction of charge noise in both the many and few electron did not disentangle the contributions of tunnel barrier fluctuations and chemical potential fluctuations on the charge noise. We now try to extract the charge noise purely acting on the chemical potential by probing the mean occupancy of the quantum dot, \( \langle N \rangle \).

\( \langle N \rangle \) is extracted by averaging the real-time measurements using the expression \( N = \frac{\tau_{N=1} + \tau_{N=0}}{\tau_{N=1} - \tau_{N=0}} \), with \( \tau_{N=1} \) and \( \tau_{N=0} \) the characteristic times during which the dot has one or zero electron. To build the power spectral density of the charge occupancy, the quantity \( \langle N \rangle \) is measured as a function of time and Fourier-transformed. Further renormalization using \( \frac{d\langle N \rangle}{dV_G} \) leads to the charge noise on chemical potential only, see Fig. 3(f). We obtain an average charge noise power of \( 20 \, \mu \text{eV}^2/\text{Hz} \). This value is smaller than the one obtained from tunneling rate extraction. This discrepancy is likely explained by accounting for charge noise in the tunnel barrier. To extract this latter parameter, we would need a gate to control and extract the quantum dot sensitivity to tunnel coupling.

To further explore the dependence of the charge noise on the number of electrons, we measure similarly for the second and third electrons, which are presented in Fig. 5 together with other points measured using the current fluctuation method. We observe a clear decrease in the charge noise magnitude as the number of electrons increases in the quantum dot. There are three different mechanisms to explain this behavior. The first one is the difference in electric field for the different electron numbers. For instance, measurements in the few electron regime require the presence of a charge detector and therefore different biasing conditions compared to the many electron regime. The second potential expla-
FIG. 5. Charge noise as a function of the dot occupancy. The first three points for electron number 1, 2 and 3 are measured using the single shot method, deconstructed into the $e\Gamma(t)$ and $\langle N \rangle(t)$ contributions. The other points are measured in similar electrostatic configurations using a current measurement on a Coulomb peak. The values quoted here are for measurements conducted at a temperature of 300 mK.

As the number of electrons increases in the quantum dot, the volume of the quantum dot increases due to Coulomb interaction and modification of the confinement potential shape. It leads to an increase in distance between the charge noise source, beyond the interface, and the average electron position, decreasing their dipolar interaction. This assumes that the dominant fluctuators are located in the interface directly above the quantum dot. The observed data is supported qualitatively by simulating the effect of a single TLS above the interface on the chemical potential of the quantum dot for three different quantum dot occupations (see supplementary material). Finally, screening effects can appear as the electron number increases leading to a reduction of the potential fluctuations, but this is expected to be a second order correction [25].

CONCLUSION

In conclusion, we have shown that the charge noise obtained from current spectroscopy gives valuable information on the effect of TLS on the QD chemical potential. In particular, the charge noise strongly depends on the configuration of the quantum dot which can be tuned using the different gate potentials. It also shows that the interfaces of the reservoirs are an important source of noise, which could be mitigated in future quantum technology applications via more precise control of the reservoir tunnel barriers.

Finally, we have shown that characterizing charge noise in the many electron regime is not sufficient to capture the full noise picture. We have used a method based on single shot readout to extract the charge noise down to the single electron level. It has allowed us to disentangle the pure chemical potential noise from the tunnel coupling fluctuations. Moreover, the method is experimentally simple to implement, requiring only charge detection of time-resolved tunneling at the single electron level. It has allowed us to extract the charge noise susceptibility of the QD as a function of electron number which shows a decrease of charge noise at higher occupancy. This last result adds to the potential benefits of operating a QD in the few electron regime to improve charge noise limited quantum dot based spin qubits [29].
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APPENDIX I: SIMULATION OF CHARGE NOISE FOR THREE DIFFERENT ELECTRON OCCUPANCY AS A FUNCTION OF BACK GATE

We compute the energies of $N$-electron configurations in QD1 in a self-consistent Schrödinger-Poisson approximation in which each electron moves in the potential created by the gates and by the mean-field density $(N-1)/N \times \rho(r)$, where $\rho(r)$ is the total electronic density and the factor $(N-1)/N$ accounts for the fact that each electron only interacts with $N-1$ others in the dot. Screening in the source and drain is accounted for in a linearized Thomas-Fermi approximation. To model the effect of a single fluctuator close to the dot, we compute the change of chemical potential when a single charge at the top interface of the channel moves by 1 nm perpendicular to the channel axis (see Fig. 6). The chemical potential fluctuations decrease when the back gate voltage is increased and the electron wave function moves from the top to the bottom interface, and when the number of electrons in the dot decrease, due to swelling of the dot (that extends further away from the charge) and to screening.

![Figure 6](image)

FIG. 6. Simulation of the variation of chemical potential induced by two level fluctuator as a function of the number of electrons in the dot and the backgate bias. It shows a qualitative agreement with the experimental variations of charge noise with both number of electrons and backgate voltage.

APPENDIX II: ASSESSING THE EFFECT OF VERY LOW FREQUENCY CHARGE FLUCTUATORS

Temperature dependence of charge noise

As the characteristic fluctuation frequency of TLS follows an Arrhenius law $e^{-E_{\text{TLS}}/k_B T}$, temperature can provide important information on the charge noise source structure [23]. Therefore, we investigate the temperature dependence of charge noise at 1 Hz in the device. For this purpose, we sweep the temperature from 400 mK to 4 K. In addition, as a control experiment we measure the charge noise at two different chemical potential configurations, corresponding to 10 and 30 electrons respectively. Fig. 7(a) presents the charge noise as a function of temperature for these two cases. It shows a strong deviation from the expected linear dependence of charge noise [24]. This is a signature of a non uniform distribution of the two-level system (TLS) energies. To further explore the noise structure, we investigate the gradient of the power spectrum at 1 Hz.

![Figure 7](image)

FIG. 7. (a) Power spectral density measured at 1 Hz as a function of temperature for two different dot configurations: the first visible coulomb peak (a few-electron configuration, with $N_e \approx 10$) (green), and the many-electron regime ($N_e \approx 30$) (purple). $V_{FG}$ and $V_{BG}$ are kept constant. The number of electrons is varied by increasing the on-site potential via plunger gate $V_{CG}$. (b) Simulations of three different fluctuator configurations. Low-frequency dominant fluctuators are simulated at 0.1 Hz (yellow), indicating a steep $1/f^2$ shape at 1 Hz. A distribution of many fluctuators at different frequencies (linear interpolation from 0.1 Hz to 100 Hz) is simulated with equal amplitudes (green), demonstrating archetypal $1/f$ noise. High-frequency dominant fluctuators are simulated at 10 Hz (purple), demonstrating a shifted lorentzian shape that tends towards $\partial \ln(S_f)/\partial \ln(f) = 0$ at 1 Hz. (c) The measured $\partial \ln(S_f)/\partial \ln(f)$ at 1 Hz as a function of temperature for the configuration $N_e \approx 10$. (d) Simulation of the power density spectrum produced by two bistable fluctuators that satisfy the measured $\partial \ln(S_f)/\partial \ln(f)$ from (c). The simulated fluctuators have energies 0.1 meV and 1.5 meV. This curve gives the charge noise for any combination of $f$ and $T$ within the range of energy probed for this particular configuration. The colour scale indicates the expected gradient of the related charge noise with frequency.
Reconstruction of TLS spectrum

Fig. 7(b) presents the simulated characteristic spectra of a group of TLSs evenly coupled to the QD at a fixed temperature. The green curve corresponds to the archetypal 1/f spectrum, which is the spectrum obtained by measuring a set of TLSs with a uniform distribution of characteristic frequencies. The purple curve instead shows the power spectrum for a group of TLS with a distribution of characteristic frequencies centered at relatively high frequency. The main consequence is that the gradient of the power spectrum is close to zero at 1 Hz. The last case (yellow curve) corresponds to a group of TLS with low characteristic frequency. The 1/f^2 dependence at 1 Hz originates from the Lorentzian contribution of TLS to the power spectrum. A real spectrum consists of a combination of these signatures dependent on the distribution of TLSs in the system. Analysis of the gradient of the power spectrum at different frequencies can therefore give information about the fluctuators present in the system. In order to probe a wide range of frequencies, we vary the temperature of the system. We assume the activation energy \( E_\alpha \) of an individual fluctuator to be fixed, and their characteristic frequency to be given by a kinetic process following an Arrhenius law \( e^{-E_\alpha/k_BT} \) (see supplementary materials).

To probe the distribution of activation energies of the dominant fluctuators, we systematically extract the parameter \( \Gamma = \partial \ln S_\alpha / \partial \ln f \), the gradient of the power spectrum at 1 Hz in logarithmic scale. Fig. 7(c) shows the evolution of \( \Gamma \) as a function of temperature. From this, we can qualitatively reconstruct the full spectrum of TLSs at a given temperature based on the extracted \( \Gamma \). Fig. 7(d) is a simulation of the charge noise using two groups with activation energy distributions centered at 0.1 meV and 1.5 meV. One group has a high characteristic frequency, which likely corresponds to the dopants on the edge of the reservoir that dominate the increase in charge noise with top gate. The other has lower characteristic frequency, which is expected to be seen with TLSs located at the interfaces or embedded in the gate stack or buried oxide.

Arrhenius activation energy for identified TLS

An Arrhenius plot was used to confirm the individual fluctuator energies extracted using the energetic simulation, and to obtain their energies independent of the characteristic frequency. For a single quantum dot configuration, charge noise measurements were taken over a temperature range from 0.3 K to 4 K. The time constant of these dominant fluctuators was determined by fitting the noise spectrum with a gaussian expression and extracting the central frequency. The time constant was then plotted against the temperature (Fig. 8). Two groups of fluctuators were observed to change linearly with temperature. The energy of these fluctuators was determined by their gradient, giving 0.15 meV and 1.35 meV respectively, in good agreement with the values obtained through simulation.

FIG. 8. Arrhenius diagram of the frequency of individual fluctuators detected in a series of charge noise measurements made over a temperature range from 0.3 K to 4 K. The colour scale gives the voltage offset from a reference point at the coulomb peak for each detected dominating fluctuator. Points which are caused by the same fluctuator are expected to have approximately the same voltage offset.