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Abstract: Examination of estimates of the income elasticity of the value of a statistical life based on international stated preference studies yields an average between 0.94 and 1.05 overall and 0.65 and 0.80 after controlling for covariates. Quantile regression estimates indicate that the income elasticity is about 0.55 for more affluent countries and 1.0 for lower income nations, i.e., those countries that have estimates of the value of a statistical life below $2 million or per capita income levels below $3212. The estimates distinguish the values of the income elasticity across country either by income level or by the value of a statistical life. These elasticities are similar to those found in revealed preference labor market studies. The estimates are robust, controlling for possible sample selection bias and the influence of covariates, such as the type of risk.
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1 Introduction

Transferring the value of a statistical life (VSL) from one nation to another is critical in valuing mortality risk reduction benefits in benefit-cost analyses for countries that lack reliable domestic VSL estimates. Benefit transfer is particularly important for lower income countries, which often lack stated preference evidence of the VSL and which rarely have sufficient reliable occupational fatality and employment
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data to estimate the VSL using revealed preference data, as in labor market studies of the VSL. Transferring VSL estimates from one country to another requires a baseline VSL and its associated income level, the income level for the country of interest, and the income elasticity of the VSL. The dependence of the VSL on income has a well-established theoretical basis and is amenable to empirical analysis given the availability of international income data. Of course, life expectancy, age, health, religion, and culture also will likely affect individual valuation of mortality risks, but researchers do not currently have a robust understanding of how non-income factors affect the VSL (Robinson et al., 2018). As a result, researchers have devoted significant attention to estimating the income elasticity of the VSL, which is the critical parameter in benefit transfer calculations. Despite substantial efforts, the literature has not reached a consensus about what income elasticity of the VSL should be used when transferring VSL estimates to countries with much lower income levels than the average in U.S. studies.

Studies using different samples and different methodologies have led to sometimes divergent values, leading researchers such as Hammitt and Robinson (2011) and Narain and Sall (2016) to generally conclude that higher elasticities are appropriate in lower income economies than in wealthier economies. For example, Narain and Sall (2016) recommend a VSL income elasticity of 1.2 for lower and middle income countries and an elasticity of 0.8 for higher income countries. However, no study has empirically specified the nature of the relationship between the VSL income elasticity and income based on stated preference evidence, which is more likely to include very low income countries in the sample. This article presents a meta-analysis of stated preference estimates of the VSL to analyze the variation in the income elasticity across countries, demonstrating that the income elasticity of the VSL is approximately 1.0 for all countries with VSLs lower than $2 million and approximately 0.55 for all countries with VSLs greater than $2 million. In our specifications most appropriate for use in benefit transfer, we find that VSLs above $2 million have an income elasticity of 0.85. Because the VSL is often not known before undertaking the benefit transfer, we also present results on the variation of the VSL income elasticity with the per capita income in the country.

2 This is in contrast with the policy of some agencies in wealthy countries. For example, the U.S. Department of Health and Human Services (2016) and the U.S. Department of Transportation (2016) both use an income elasticity of 1.0 in their own estimates, while the U.S. Environmental Protection Agency (2016) uses a range of elasticities from 0.08 to 1.0, with 0.4 being their central estimate. Using larger elasticities to account for income growth results in larger VSLs over time in the United States but will lead to lower VSLs in benefit transfer efforts to lower income countries.

3 All monetary figures in this article are in 2015 U.S. dollars. For articles that are based on data using foreign currencies, we use market-based exchange rates (the World Bank’s “Atlas method”) to calculate the equivalent value in U.S. dollars.
In Section 2, we review the literature estimating the income elasticity of the VSL. While the evidence is broadly consistent with lower income economies having higher VSL income elasticities, the estimates demonstrate significant heterogeneity in methodology and results. Nevertheless, this review is useful since we find some similarities in the income elasticities based on stated preference studies and some revealed preference evidence. Section 3 presents our meta-analysis datasets. This analysis begins using 937 VSL estimates from the meta-analysis sample of stated preference studies in Lindhjem et al. (2011) and OECD (2012). This sample includes VSL estimates from 76 different studies and 23 different countries. We also augment our base sample with 208 observations from nine stated preference studies presented in Robinson et al. (2018), which gathered stated preference articles on the VSL in low and middle income countries. These low income country estimates expand our ability to explore the difference in elasticities between high income and low income economies. The augmented sample includes estimates from 27 different countries.

Section 4 presents meta-regression estimates of the income elasticity of the VSL. These estimates indicate that the income elasticity at the mean of the VSL distribution is between 0.65 and 0.80. However, mean regressions are only informative of the income elasticity at the mean of the VSL distribution. In Section 5, we use quantile regression estimates of the VSL income elasticity to explore how the elasticity varies over the distribution of the VSL. Our results demonstrate that the income elasticity is significantly larger for smaller VSL values, reaching values between 1.0 and 1.1 for the lowest portions of the distribution. Across our specifications, we find evidence that the elasticity declines to 0.55–0.85 by the largest portions of the distribution. Section 6 discusses our results and explores their implications for VSL benefit transfer. We extend the benefit transfer equation derived in Hammitt and Robinson (2011) to account for the stepped income elasticity that we observe in our results. Using our recommendations to transfer VSLs to lower income economies generally results in higher VSLs than those currently adopted for policy purposes; the effect is largest for the lowest income economies.

2 Income elasticities literature review

Table 1 provides a brief summary of estimates of the income elasticity of the VSL from 24 studies. Most of the studies are meta-analyses in which the VSL estimates from multiple studies are pooled in a sample for which the VSL differences across income levels are estimated. The large number of such meta-analyses has also led to one study (Doucouliagos et al., 2014) that is a meta-meta-analysis in which the
Table 1 Literature review.

| Article                        | Country of sample     | Methodology                                           | Range of elasticities |
|-------------------------------|-----------------------|-------------------------------------------------------|-----------------------|
| Alberini et al. (2004)        | United States and Canada | Stated preference                                    | 0.2–0.3               |
| Bellavance et al. (2009)      | Global                | Meta-analysis of labor market studies                 | 0.72–1.08             |
| Bowland and Beghin (2001)     | Global                | Meta-analysis of labor market and stated preference studies | 1.7–2.3              |
| Corso et al. (2001)           | United States         | Stated preference                                     | 0.4                   |
| Costa and Kahn (2004)         | United States         | Longitudinal study                                    | 1.5–1.7               |
| De Blaeij et al. (2003)       | Global                | Meta-analysis of road safety studies                  | 0.50–1.67             |
| Doucouliagos et al. (2012)    | Global                | Meta-analysis of labor market studies                 | 0.20–0.38             |
| Doucouliagos et al. (2014)    | Global                | Meta-meta-analysis of labor market and stated preference meta-analyses | 0.25–0.63             |
| Hammitt et al. (2000)         | Taiwan                | Longitudinal study                                    | 2.0–3.0               |
| Hammitt and Zhou (2006)       | China                 | Stated preference                                     | 0.06–0.20             |
| Hammitt and Ibarrarán (2006)  | Mexico                | Cross-country comparison                              | 1.4–2.0               |
| Hammitt and Haninger (2010)   | United States         | Stated preference                                     | 0.1–0.3               |
| Hoffmann et al. (2017)        | China                 | Stated preference                                     | 0.2–0.6               |
| Kniesner et al. (2010)        | United States         | Quantile regression labor market study                | 1.23–2.24             |
| Lindhjem et al. (2011)        | Global                | Meta-analysis of stated preference studies            | 0.7–1.3               |
| Liu et al. (1997)             | Global                | Meta-analysis                                         | 0.53                  |
| Miller (2000)                 | Global                | Meta-analysis of labor market, consumer market, and stated preference studies | 0.85–1.00             |
| Mrozek and Taylor (2002)      | Global                | Meta-analysis of labor market studies                 | 0.46–0.49             |
| OECD (2012)                   | Global                | Meta-analysis of stated preference studies            | 0.7–1.3               |
| Viscusi and Aldy (2003)       | Global                | Meta-analysis of labor market studies                 | 0.46–0.61             |
| Viscusi (2015)                | Global                | Meta-analysis of labor market studies                 | 0.76–1.13             |
| Viscusi and Masterman (2017b) | Global                | Meta-analysis of labor market studies                 | 0.51 for U.S. sample, 1.10 for international sample | 1.40       |
| Wang and Mullahy (2006)       | China                 | Stated preference                                     |                       |
income elasticity estimates from previous meta-analyses serve as the dependent variable of interest rather than the VSL. Cross-country comparisons and quantile regression estimates for a single sample also have been used. The main contrast is between results from stated preference studies and labor market revealed preference studies. Within each of these groups, there are estimates based on single samples involving money-risk tradeoffs for people at different income levels, as well as meta-analyses of estimates of this type.

Estimates of the income elasticity of the VSL using estimates from (mostly U.S.) labor market studies have consistently found elasticities close to 0.6, including studies by Viscusi and Aldy (2003) (0.46–0.61), Bellavance et al. (2009) (0.4–0.75), and Doucouliagos et al. (2014) (0.25–0.63). Some labor market studies have found higher values, including the publication selection bias analysis by Viscusi (2015) (0.76–1.1), the long-term longitudinal analysis by Costa and Kahn (2004) (1.5–1.7), and the quantile regression analysis of a single labor market sample by Kniesner et al. (2010) (1.23–2.24), but these studies have all had distinctive aspects to the research approach. A labor market study by Viscusi and Masterman (2017) containing estimates from lower income countries found an income elasticity near 1.1 for the international sample and a range of 0.5–0.7 for the U.S. sample. That study is closest methodologically to this article.

However, the VSL estimates that we focus on here are based on stated preference studies rather than labor market studies. There have been some income elasticity estimates derived from estimates across a sample of individual stated preference responses, such as that in Hoffmann et al. (2017), who estimated an elasticity of 0.2–0.6 in China. Another approach is that of cross-country comparisons, as in Hammitt and Ibarrarán (2006), who estimated an elasticity range of 1.4–2.0. The meta-analysis of stated preference studies by Lindhjem et al. (2011) and the OECD (2012) found an income elasticity range from 0.7 to 1.3. That study is the closest antecedent to ours in terms of the data used, but our empirical analysis more closely follows that in Viscusi and Masterman (2017).

3 Data

Our base sample is drawn from the database of stated preference VSL estimates published by the OECD.4 Lindhjem et al. (2011) and OECD (2012) used the same database to construct their samples. The OECD database contains 1013 estimates

4 The OECD’s database is available at http://www.oecd.org/env/tools-evaluation/env-value-statistical-life.htm (last accessed Feb. 10, 2018).
of the VSL. We drop five estimates because they were either meta-analyses themselves or were median VSL estimates. Finally, we drop 71 observations for which neither the sample size nor standard error of the VSL estimate was available. Having either the VSL standard error or the sample size is essential to being able to know the standard error or to construct an estimate of the standard error of the VSL, which will be the critical variable in our publication bias-corrected estimates of the income elasticity. Dropping these estimates leaves us with the 937 observations that form the basis for our initial analysis. Our analyses then augment this sample using studies identified in Robinson et al. (2018), which reviewed the VSL literature for studies measuring the VSL in low and middle income countries. Of the 17 stated preference studies in their review, nine stated preference studies containing 243 estimates were not already included in our base sample. After omitting estimates according to the same criteria as for our base sample, 208 observations remained, yielding an augmented sample of 1145 stated preference VSL estimates.

Table 2 provides summary statistics for both of our samples. The mean VSL in our base sample is $10.3 million, while the mean value in the augmented sample is a lower value of $8.5 million. The mean estimate in the base sample has a standard error of $4.2 million, while the mean standard error in the augmented sample is $3.5 million. The estimates are drawn from a diverse group of countries based on the World Bank’s income group classifications. In the base sample, 12.6% of the estimates are from the United States, 62.1% are from other high income countries, 23.4% are from upper-middle income countries, and the remaining 1.9% are from lower-middle income countries. For the augmented sample, 10.3% of estimates are from the United States, 51.3% of estimates are from other high income countries, 31.2% of estimates are from upper-middle income countries, and the remaining 7.2% are from lower-middle income countries.

The mean fatality risk change presented to the survey respondents in the base sample was 3.8 deaths per 1000 individuals, and the mean fatality risk change in the augmented sample was 3.5 deaths per 1000 individuals. These fatality risks are

---

5 Missing standard errors were imputed using a procedure similar to that in Viscusi and Masterman (2017a,b), Viscusi (2015), and Bellavance et al. (2009). We regressed the ratio of the standard error to the VSL on the inverse square root of the sample size and imputed missing standard errors using these results and the sample size of the VSL estimates. The large variation in sample size in this sample necessitated deviating from using a linear function of sample size as we have in previous work.

6 The classifications are based on the World Bank’s income group classifications. As of 2017, countries with a GNI per capita (using the Atlas method) less than $1026 are low income, between $1026 and $4035 are lower-middle income, between $4036 and $12,475 are upper-middle income, and those above $12,476 are upper income. The countries in our samples include Austria, Bangladesh, Belgium, Brazil, Canada, Chile, China, Czech Republic, Denmark, France, India, Italy, Japan, Malaysia, Mongolia, Netherlands, New Zealand, Norway, Poland, Sudan, Sweden, Switzerland, Taiwan, Thailand, Turkey, the United Kingdom, and the United States.
Table 2  Summary statistics.

|                                | Base sample | Augmented sample |
|--------------------------------|-------------|------------------|
| **VSL estimate characteristics** |             |                  |
| VSL ($ millions)               | 10.276      | 8.510            |
|                                | (26.369)    | (24.110)         |
| Standard error                 | 4.199       | 3.483            |
|                                | (13.754)    | (12.518)         |
| **Survey and risk characteristics** |         |                  |
| Fatality risk change (per 1000 individuals) | 3.811 | 3.566 |
|                                | (17.472)    | (15.367)         |
| Environment risk               | 0.216       | 0.179            |
|                                | (0.411)     | (0.383)          |
| Health risk                    | 0.449       | 0.508            |
|                                | (0.498)     | (0.500)          |
| Traffic risk                   | 0.335       | 0.314            |
|                                | (0.472)     | (0.464)          |
| Willingness-to-accept estimate | 0.039       | 0.034            |
|                                | (0.195)     | (0.181)          |
| **Sample characteristics**     |             |                  |
| Income ($ thousands)           | 35.387      | 31.457           |
|                                | (19.599)    | (19.973)         |
| Age                            | 43.883      | 44.645           |
|                                | (9.345)     | (10.041)         |

*Note: N = 937 for the base sample and N = 1145 for the augmented sample. Standard deviations in parentheses.*

more than an order of magnitude larger than the average fatality risk of 1 death per 10,000 workers in labor market studies generally or the average fatality risk of 1 death per 25,000 workers in studies using the Census of Fatal Occupational Injuries (CFOI) as summarized in Viscusi and Masterman (2017a,b). Approximately half of the stated preference estimates in both samples used health risk scenarios to calculate VSLs, while roughly 30% focused on traffic risks, and the remaining 20% addressed environmental risks. Very few of the estimates in our sample are willingness-to-accept (WTA) estimates of the VSL – less than 4% in both samples. Most studies analyzing stated preference VSL estimates have excluded WTA estimates from their analyses, including Lindhjem et al. (2011), OECD (2012), and Robinson et al. (2018). Rather than drop these observations, we kept them in our sample and included a binary variable in our models including covariates to control...
4 Meta-regression analysis

We use ordinary least squares to estimate the income elasticity of the VSL at the mean. The estimating equation takes the following form:

\[
\ln(\text{VSL}_i) = \beta_0 + \beta_1 \times \ln(\text{Income}_i) + X\beta + \varepsilon_i. \tag{1}
\]

The coefficient \( \beta_1 \) provides the income elasticity of the VSL. We utilize a log-log specification because it is the most straightforward method for estimating the income elasticity of the VSL, as the coefficient \( \beta_1 \) corresponds to the income elasticity estimate. The vector \( X \) includes the sample characteristics discussed in Section 2, including \( \ln(\text{age}) \), \( \ln(\text{risk change}) \), indicator variables controlling for the type of risk in the study (with traffic risk as the omitted category), and an indicator variable controlling for whether the estimate was a WTA estimate.

In some specifications, we also include the standard error of the VSL estimate to correct for publication selection bias. Publication selection bias occurs whenever researchers selectively report and journals selectively publish estimates that fall outside of a conventionally accepted range. In the case of the VSL, publication selection tends to omit negative and small VSL estimates and inflate the income elasticity as discussed in Doucouliagos et al. (2012), Viscusi (2015), and Viscusi and Masterman (2017a,b). VSL estimates should be symmetrically distributed around the true value. More precise estimates – those with lower standard errors – should be closest to the true value. If less precise estimates are systematically larger or smaller than the true value, it indicates that the sample is skewed and publication selection bias is present. Including the standard error of the VSL estimate is a procedure known as the precision effect test in that it controls for the effects of

---

7 Across both of our samples, 402 observations are missing information on the sample’s income and 243 observations are missing the sample’s age. We impute income using GNI per capita (Atlas method) from the World Bank for the appropriate country and year. Median age is imputed using national median age data for the appropriate year from United Nations’ demographic data. Our results are substantially the same if we drop the observations that are missing income and age instead of imputing the missing values. In particular, the income elasticities we estimate in Section 4 are approximately 0.1 lower, while the elasticities in Section 5 are lower by about 0.15 over the VSL distribution. The general relationship between the VSL and its income elasticity that we explore below remains unchanged.
publication selection bias. The properties of this correction for publication selection bias are explored in Stanley (2005, 2008) and Stanley and Doucouliagos (2012). In the present context, controlling for publication selection bias in our sample has the added benefit of accounting for biases in the selection of studies from which we draw samples. As Robinson and Hammitt (2015) discusses, the criteria that meta-analysis researchers use to determine whether to include particular estimates of the VSL can induce biases in the meta-analysis estimates. If the studies compiled in OECD (2012) or Robinson et al. (2018) are systematically unrepresentative of estimates of the VSL, they will skew the sample just as publication selection bias would, allowing us to correct for such biases by including the estimated standard error in our regression.

Table 3 contains our results from estimating equation (1) on both of our samples. In the base specification, the base sample yields an income elasticity estimate of 1.09, and the augmented sample has an income elasticity of 1.05. Neither estimate is significantly different from 1.0. Adding covariates to the models decreases the income elasticity. In the base sample, the model controlling for age and estimate characteristics exhibits a VSL income elasticity of 0.80; additionally controlling for standard error decreases the point estimate to 0.79. In the augmented sample, the covariate model results in an elasticity of 0.71. As in the base sample, controlling for standard error marginally decreases the point estimate to 0.69. The standard error coefficient is statistically significant in both instances, but accounting for publication selection effects does not alter the general magnitude of the income elasticity estimate. As expected, the range of elasticity estimates for the base sample is very similar to the 0.7–0.9 estimated in Lindhjem et al. (2011). The greater difference is that the elasticity estimates for the augmented sample are about 0.10 lower than in the base sample once covariates are included in the analysis.

The effects of the covariates are consistent with previous research. In the augmented sample, there is weak evidence that an increase in age is associated with a larger VSL. Given the inverse U-shaped relationship between the VSL and age found in previous research (Aldy and Viscusi (2008)), it is unsurprising that evidence of a constant age elasticity effect is weak and only present in the studies with smaller VSLs. Studies with larger risk changes had smaller VSLs. Across the two samples, our results indicate that a 1% increase in the level of risk change a subject considers induces a 0.4% smaller VSL. The large effect of risk size is consistent with Carlsson et al. (2004), which showed that the VSL decreases rapidly as the fatality risk considered increases. Table 3 presents no evidence of a statistically significant variation of the VSL with survey context – environmental risk VSLs and health risk VSLs were statistically indistinguishable from traffic risk VSLs. This context neutrality result is in contrast with Dekker et al. (2011), which found that VSLs calculated using traffic risks were significantly larger than context-neutral
Table 3  VSL regressions using base and augmented samples.

| Variables            | Base sample regressions |                      |                      | Augmented sample regressions |                      |                      |
|----------------------|-------------------------|----------------------|----------------------|-----------------------------|----------------------|----------------------|
|                      | Base model              | Covariate model      | Full model           | Base model                  | Covariate model      | Full model           |
| Log income           | 1.089                   | 0.802                | 0.791                | 1.049                       | 0.707                | 0.693                |
|                      | (0.041)***              | (0.164)***           | (0.159)***           | (0.036)***                  | (0.144)***           | (0.142)***           |
| Log age              | 0.403                   | 0.437                | 0.936                | 0.902                       |                      |                      |
|                      | (0.474)                 | (0.442)              |                      | (0.506)*                    |                      |                      |
| Log risk change      | –0.397                  | –0.331               | –0.389               | –0.332                      | –0.389               | –0.332               |
|                      | (0.063)***              | (0.061)***           | (0.053)***           | (0.053)***                  | (0.053)***           | (0.053)***           |
|                      | 4.585                   | 3.959                |                      | 4.606                       | 4.058                |                      |
| Environmental risk   | 0.181                   | –0.014               | 0.326                | 0.117                       |                      |                      |
|                      | (0.373)                 | (0.320)              | (0.353)              | (0.301)                     |                      |                      |
| Health risk          | 0.003                   | –0.030               | 0.031                | –0.012                      |                      |                      |
|                      | (0.376)                 | (0.367)              | (0.354)              | (0.343)                     |                      |                      |
| WTA estimate         | 2.056                   | 1.381                | 1.969                | 1.287                       |                      |                      |
|                      | (0.327)***              | (0.311)***           | (0.364)***           | (0.308)***                  |                      |                      |
| Standard error       | 0.035                   |                      | 0.037                |                            |                      |                      |
|                      | (0.010)***              |                      | (0.010)***           |                            |                      |                      |
| Constant             | –2.542                  | –6.901               | –6.491               | –2.528                      | –8.635               | –8.030               |
|                      | (0.134)***              | (1.865)***           | (1.742)***           | (0.111)***                  | (1.929)***           | (1.794)***           |
| R-squared            | 0.389                   | 0.625                | 0.689                | 0.392                       | 0.627                | 0.689                |

Note: $N = 937$ for the base sample and $N = 1145$ for the augmented sample. Dependent variable is $\ln(\text{VSL})$. Standard errors in parentheses are robust and clustered on article from which observations are drawn. ***$p < 0.01$, **$p < 0.05$, *$p < 0.1$. 
VSLs. The WTA estimates were approximately 3.6 to 6.8 times larger across the four models, with the models accounting for publication selection bias having the smaller effects. The WTA VSL premium is inconsistent with results from the labor market VSL literature (Kniesner et al., 2014), but consistent with the significant evidence of a general WTA premium summarized by Horowitz and McConnell (2002) and by Tuncçel and Hammitt (2014). In both samples, the coefficient on *standard error* is highly significant, demonstrating that the distribution of stated preference VSLs, like the distribution of labor market VSL estimates, is subject to publication selection bias.

Many other VSL meta-analyses have screened out estimates drawn from studies that lack certain indicia of quality, arguing that higher quality studies are more likely to provide accurate estimates of the VSL. However, quality is not easy to define with quantitative precision, and it will often be better to control for desirable or undesirable characteristics in a meta-regression framework. As Viscusi (2018) demonstrates, using a sample of “preferred estimates” causes large and statistically significant selection bias that inflates the VSL. Nevertheless, we construct a preferred sample from our dataset to facilitate comparisons of our estimates with those in the literature. Following Lindhjem et al. (2011) and OECD (2012), our screened sample omits estimates that: (1) lack information on the level of risk change that subjects faced; (2) use samples not representative of the geographic area they are drawn from; and (3) use a sample size smaller than 100 or are drawn from a study with a whole sample size less than 200. Screening our samples using these criteria drops 518 estimates from our base sample and 578 estimates from the augmented sample.

Table 4 estimates equation (1) using our screened sample. The results of primary interest are extremely similar. The base model income elasticities drop slightly to 0.98 and 0.94 in the base and augmented samples but remain statistically indistinguishable from 1.0. The estimated elasticities in the models with covariates are likewise somewhat smaller, but are all between 0.66 and 0.72. The risk change coefficient remains significantly negative and similar in magnitude. Screening causes the coefficient on health risks to be significant in the base sample, but the effect disappears in the augmented sample. The estimated WTA premium decreased in size as well, dropping in significance in the regressions controlling for *standard error*. The coefficient on *standard error* increased in size, as expected from the additional positive selection bias on estimates that screening creates.

### 5 Quantile regression analysis

The results in the previous section suggest that higher VSLs may have a lower income elasticity, but they only measure the elasticity at the mean of our various
Table 4  Income elasticity estimates using screened samples.

| Variables          | Base sample regressions | Augmented sample regressions |
|--------------------|-------------------------|------------------------------|
|                    | Base model              | Covariate model              | Full model                   | Base model | Covariate model | Full model |
| Log income         | 0.981                   | 0.713                        | 0.715                        | 0.938      | 0.673           | 0.657      |
|                    | (0.105)***              | (0.131)***                   | (0.133)***                   | (0.114)*** | (0.113)***      | (0.114)*** |
| Log age            | –0.514                  | –0.659                       | 0.264                        | 0.099     |
|                    | (0.332)                 | (0.269)**                    | (0.488)                      | (0.442)   |
| Log risk change    | –0.566                  | –0.515                       | –0.445                       | –0.411    |
|                    | (0.116)***              | (0.112)***                   | (0.091)***                   | (0.083)*** |
| Environmental risk | –0.699                  | –0.585                       | –0.258                       | –0.165    |
|                    | (0.447)                 | (0.434)                      | (0.444)                      | (0.430)   |
| Health risk        | 0.705                   | 0.744                        | 0.499                        | 0.537     |
|                    | (0.309)**               | (0.277)**                    | (0.496)                      | (0.458)   |
| WTA estimate       | 1.446                   | –0.158                       | 1.684                        | –0.291    |
|                    | (0.616)**               | (0.239)                      | (0.662)**                    | (0.333)   |
| Standard error     | 0.077                   |                              | 0.093                        |           |
|                    | (0.008)***              |                              | (0.017)***                   |           |
| Constant           | –2.411                  | –5.026                       | –4.149                       | –2.487    |
|                    | (0.321)***              | (1.764)***                   | (1.580)***                   | (0.372)***|
| R-squared          | 0.389                   | 0.625                        | 0.689                        | 0.392     |

Note: N = 419 for the base sample and N = 567 for the augmented sample. Dependent variable is ln(VSL). Standard errors in parentheses are robust and clustered on article from which observations are drawn. Both screened samples exclude: (1) estimates missing information on the level of risk change, (2) estimates using samples not representative of the geographic area they are drawn from, and (3) estimates using a sample smaller than 100 observations or drawn from a study with a whole sample size less than 200. Dependent variable is ln(VSL). ***p < 0.01, **p < 0.05, *p < 0.1.
The income elasticity of global values of a statistical life

samples. This section analyzes the income elasticity of the VSL at various points of the distribution using quantile regression analysis. Our estimating equation takes the following form:

\[ \ln(VSL_i)^{(q)} = \beta_0^{(q)} + \beta_1^{(q)} \times \ln(\text{Income}_i) + X \beta^{(q)} + \epsilon_i^{(q)}. \]  

(2)

All variables are as they were in equation (1), and \( q \) denotes the quantile of the estimation. The main coefficient of interest \( \beta_1^{(q)} \) is the income elasticity of the VSL at the \( q \) quantile of the VSL distribution. We estimate four quantile regression models for each of our two samples: a base model, a model including covariates, and base and covariate models that add the standard error of the estimate to each model.

Table 5 presents the results of estimating equation (2) on our base sample. For reference, Panel A provides the distribution of VSL estimates in the sample. The median estimate is $3.4 million, which is significantly smaller than the mean value of $10.3 million. The sample is significantly skewed to the right. The difference between the 95th percentile and the median is $34 million, while the difference between the 5th percentile and the median is only $3.3 million.

The remaining four panels of Table 5 present our income elasticity estimates. The base estimates in Panel B indicate that the income elasticity of the VSL is relatively stable across the distribution of VSL estimates, but spikes at the 95th percentile. The estimated elasticity is between 1.0 and 1.21 until the 95th percentile, where it increases to 1.50. As Panel C shows, controlling for standard error alone eliminates the spike at the 95th percentile and demonstrates that the income elasticity of the VSL is decreasing over the length of the distribution. The income elasticity is 1.16 for the smallest VSLs, and it decreases to 0.77 for the largest VSLs. The income elasticity at the 5th percentile is significantly different from the median (\( p = 0.062 \)) and the 95th percentile (\( p = 0.029 \)). The large impact of including publication selection bias at the higher parts of the VSL distribution, and the increasing coefficient on standard error, demonstrate that the largest stated preference VSLs are subject to significant selection bias.

Controlling for covariates results in lower elasticities across the distribution, but preserves the decreasing pattern from Panel C. In Panel D, we estimate an income elasticity of 1.0 for the smallest VSLs that decreases to 0.63 by the median and remains almost constant until the 90th percentile. Without controlling for standard error, the elasticity displays a slight bump at the 95th percentile. Despite the bump, there is no statistically significant difference between the estimated elasticity at the 50th, 75th, 90th, and 95th percentiles (\( p = 0.411 \)). In Panel E, which controls for covariates as well as publication selection bias, the median elasticity is 0.61. As

---

8 For brevity, Table 5 only presents our results for the income and standard error coefficients. The full results are consistent with those presented in Tables 3 and 4.
Table 5  Base sample quantile regressions.

| Panel A: Distribution of VSL estimates | 5% | 10% | 25% | 50% | 75% | 90% | 95% |
|---------------------------------------|----|-----|-----|-----|-----|-----|-----|
| VSL estimate ($ millions)             | 0.131 | 0.264 | 0.835 | 3.411 | 8.523 | 18.078 | 37.411 |

| Panel B: Base income elasticity estimates | 5% | 10% | 25% | 50% | 75% | 90% | 95% |
|------------------------------------------|----|-----|-----|-----|-----|-----|-----|
| Log income                               | 1.168 | 0.997 | 1.069 | 1.045 | 1.119 | 1.219 | 1.503 |
| Standard error                           | (0.112)*** | (0.083)*** | (0.068)*** | (0.052)*** | (0.038)*** | (0.109)*** | (0.070)*** |

| Panel C: Base income elasticity estimate controlling for publication selection bias | 5% | 10% | 25% | 50% | 75% | 90% | 95% |
|---------------------------------------------------------------------------------|----|-----|-----|-----|-----|-----|-----|
| Log income                                                                       | 1.164 | 0.975 | 1.042 | 0.957 | 0.933 | 0.799 | 0.765 |
| Standard error                                                                   | (0.111)*** | (0.082)*** | (0.075)*** | (0.042)*** | (0.038)*** | (0.047)*** | (0.087)*** |
| Standard error                                                                   | (0.009)*** | (0.011)*** | (0.017)*** | (0.007)*** | (0.021)*** | (0.033)*** | (0.022)*** |

| Panel D: Income elasticity estimates controlling for covariates | 5% | 10% | 25% | 50% | 75% | 90% | 95% |
|-----------------------------------------------------------------|----|-----|-----|-----|-----|-----|-----|
| Log income                                                      | 1.018 | 1.006 | 0.851 | 0.630 | 0.696 | 0.642 | 0.710 |
| Standard error                                                  | (0.086)*** | (0.055)*** | (0.078)*** | (0.043)*** | (0.041)*** | (0.066)*** | (0.159)*** |

| Panel E: Income elasticity estimates controlling for covariates and publication selection bias | 5% | 10% | 25% | 50% | 75% | 90% | 95% |
|-------------------------------------------------------------------------------------------------|----|-----|-----|-----|-----|-----|-----|
| Log income                                                                                     | 1.048 | 1.026 | 0.850 | 0.612 | 0.681 | 0.664 | 0.612 |
| Standard error                                                                                  | (0.076)*** | (0.052)*** | (0.074)*** | (0.047)*** | (0.040)*** | (0.045)*** | (0.071)*** |
| Standard error                                                                                  | (0.005)*** | (0.006)*** | (0.010)*** | (0.010)*** | (0.012)*** | (0.020)*** | (0.021)*** |

Note: N = 937. Dependent variable is ln(VSL). Bootstrapped standard errors calculated using 500 repetitions in parentheses. Panels D and E also include ln(age), ln(risk change), and indicator variables controlling for whether the estimate was calculated using an environmental or health risk, whether the risk change information is missing, and whether the estimate was a WTA estimate. ***p < 0.01, **p < 0.05, *p < 0.1.
in Panel C, controlling for publication selection bias eliminates the spike at the 95th percentile. The estimated coefficient on standard error is four times higher at the 95th percentile than at the 5th percentile and increases monotonically over the VSL distribution. Labor market VSL estimates in Viscusi and Masterman (2017b) present a similar pattern. The 5th percentile estimates are significantly different from both the median elasticity \((p < 0.001)\) and the 95th percentile \((p < 0.001)\), while the elasticities in the 50th, 75th, 90th, and 95th percentiles are not significantly different from each other \((p = 0.370)\).

Table 6 presents our results from estimating equation (2) on our augmented sample. As in Table 5, Panel A summarizes the VSL distribution, while Panels B, C, D, and E provide our estimates. The median VSL is smaller in our augmented sample ($2.1 million), as expected by adding the estimates from nine low and middle income economies. As in our base sample, the distribution exhibits significant skew. The 95th percentile estimate is $27.4 million, while the 5th percentile VSL is only $132,000.

The elasticity estimates in the augmented sample largely follow the same pattern as those in our base sample. The base estimates are stable and never significantly different from 1.0 across the distribution until the 95th percentile estimate, which jumps sharply to 1.46. Controlling for publication selection bias alone yields an elasticity that begins at 1.07 and steadily decreases to 0.78. In the covariate model, the income elasticity is 1.00 at the 5th percentile and drops to 0.52 at the median. The elasticity remains close to 0.52 relatively constant until the 95th percentile, where it jumps to 0.71. The model controlling for publication selection bias remedies the sudden jump, so that the elasticity remains between 0.50 and 0.58 over the entire distribution. In Panel E, the estimates at the 50th, 75th, 90th, and 95th percentile are all statistically indistinguishable \((p = 0.532)\). Augmenting our sample with the nine additional studies from lower income countries leaves us with the same conclusion about the relationship between the VSL and its elasticity: higher VSLs are associated with lower income elasticities.

Figures 1(a) and 1(b) graphically present our income elasticity estimates as a function of the VSL percentile. We create these figures by estimating the income elasticity at each of the 90 quantiles between the 5th and 95th percentiles of the distribution. Figures 1(a) and 1(b) both correspond with Table 6. Figure 1(a) presents our base income elasticity estimates, while Figure 1(b) presents our covariate models. Both figures utilize our estimates that control for publication selection bias. Consistent with our tables, in Figure 1(a) the elasticity starts around 1.1 in the base model and steadily decreases to 0.8. In the covariate model shown in Figure 1(b), the elasticity decreases smoothly over the first half of the VSL distribution before leveling off, starting close to 1.0 and settling around between 0.55 and 0.60.
Table 6  Augmented sample quantile regressions.

|                  | Panel A: Distribution of VSL estimates | Panel B: Base income elasticity estimates | Panel C: Base income elasticity estimates controlling for publication selection bias | Panel D: Income elasticity estimates controlling for covariates | Panel E: Income elasticity estimates controlling for covariates and publication selection bias |
|------------------|----------------------------------------|----------------------------------------|----------------------------------------|----------------------------------------|----------------------------------------|
|                  | 5% | 10% | 25% | 50% | 75% | 90% | 95% | 5% | 10% | 25% | 50% | 75% | 90% | 95% | 5% | 10% | 25% | 50% | 75% | 90% | 95% | 5% | 10% | 25% | 50% | 75% | 90% | 95% | 5% | 10% | 25% | 50% | 75% | 90% | 95% |
| VSL estimate ($ millions) | 0.132 | 0.260 | 0.600 | 2.070 | 7.041 | 15.797 | 27.428 | 1.075 | 0.963 | 0.996 | 0.974 | 1.071 | 1.188 | 1.460 | 1.069 | 0.952 | 0.965 | 0.889 | 0.886 | 0.792 | 0.780 | 1.003 | 0.933 | 0.729 | 0.520 | 0.555 | 0.563 | 0.708 | 1.024 | 0.967 | 0.709 | 0.505 | 0.515 | 0.563 | 0.576 |
|                  |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
|                  |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
|                  |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
|                  |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
|                  |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
|                  |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |

Note: N = 1145. Dependent variable is ln(VSL). Bootstrapped standard errors calculated using 500 repetitions in parentheses. Panels C and D also include ln(age), ln(risk change), and indicator variables controlling for whether the estimate was calculated using an environmental or health risk, whether the risk change information is missing, and whether the estimate was a WTA estimate. ***p < 0.01, **p < 0.05, *p < 0.1.
Figure 1 (a) Augmented sample income elasticity estimates (base model). (b) Augmented sample income elasticity estimates (covariate model).

Note: Income elasticity of the VSL is in the middle in blue, and the 95% confidence interval of the elasticity brackets it.
While figures with percentiles on the horizontal axis are the most natural way to graphically present the results of quantile regressions, they suggest that the decrease in the income elasticity of the VSL is gradual. Because the median VSL in both samples is quite small, the decrease in the elasticity that occurs in the smaller half of the distribution is more rapid than Figures 1(a) and 1(b) suggest. To remedy this, we present Figures 2(a) and 2(b), which rescale Figures 1(a) and 1(b) by putting the VSL value rather than percentile on the horizontal axis. The figures are illuminating: in the covariate model, small VSLs have income elasticities of 1.0, but the elasticity rapidly drops to levels close to 0.55 and stays level for VSLs greater than $2 million. In the base model, the drop in the elasticity is smaller, but the vast majority of the change over the distribution has occurred once the VSLs reach $2 million. In both models, $2 million is a threshold before which the elasticity is high and rapidly declines, and after which the elasticity is nearly constant.

In most benefit transfer circumstances, policy makers know income levels and need a VSL to calculate the benefits of some policy. As a result, knowing the relationship between the VSL itself and the income elasticity of the VSL is of limited use. However, it is straightforward to derive a relationship between the VSL and income levels using conventional benefit transfer methods. As Hammitt and Robinson (2011) demonstrated, assuming a constant income elasticity $\eta$, the VSL in any country A and income ($Y_A$) and VSL in any country B have the following relationship (all else equal):

$$VSL_A = VSL_B \times \left( \frac{Y_A}{Y_B} \right)^\eta. \tag{3}$$

Equation (3) can be rearranged to instead calculate an income level given the VSLs of two countries as follows:

$$Y_A = Y_B \times \left( \frac{VSL_A}{VSL_B} \right)^{1/\eta}. \tag{4}$$

In Figures 3(a) and 3(b), we use equation (4) to estimate the relationship between the income elasticity of the VSL and income itself. For our base VSL, we adopt the U.S. VSL of $9.6 million estimated in Viscusi and Masterman (2017a,b) and Viscusi (2015). Our corresponding measure of U.S. income is the World Bank’s U.S. GNI per capita measure of $55,980. Using these base values, we iteratively estimate incomes for each quantile of the VSL distribution.\textsuperscript{9} In our base model (Figure 3a) the income elasticity starts slightly above 1.0 at the smallest incomes, but quickly drops and remains level between 0.9 and 0.8. More dramatically, in our

\textsuperscript{9} Income at each quantile is given by $y^{(q)} = y^{(q \pm 1)} \times (VSL^{(q)}/VSL(q \pm 1))^{1/\eta^{(q)}}$. We use $q + 1$ for VSLs below $9.631 million and $q - 1$ for VSLs above $9.631 million.
Figure 2 (a) Augmented sample income elasticity estimates (base model). (b) Augmented sample income elasticity estimate (covariate model).

Note: Income elasticity of the VSL is in the middle in blue, and the 95% confidence interval of the elasticity brackets it.
Table 7 Linear spline income elasticity estimates.

|                          | Base model | Covariate model |
|--------------------------|------------|-----------------|
| Higher income elasticity | 0.893      | 0.537           |
| (Income greater than $7500) | (0.236)*** | (0.163)***      |
| Lower income elasticity  | 1.105      | 1.036           |
| (Income lower than $7500) | (0.523)**  | (0.446)**       |
| Higher income elasticity | 0.903      | 0.535           |
| (Income greater than $8500) | (0.260)*** | (0.174)***      |
| Lower income elasticity  | 1.058      | 0.977           |
| (Income lower than $8500) | (0.496)**  | (0.419)**       |
| Higher income elasticity | 0.912      | 0.528           |
| (Income greater than $9500) | (0.288)*** | (0.187)***      |
| Lower income elasticity  | 1.027      | 0.942           |
| (Income lower than $9500) | (0.476)**  | (0.395)**       |

*Note: N = 1145. Dependent variable is ln(VSL). Standard errors in parentheses are robust and clustered on article from which observations are drawn. The coefficients in each column are the results of three separate linear spline regression models allowing for a kink at the indicated income cutoff. Covariate models include ln(age), ln(risk change), whether the estimate was calculated using an environmental or health risk, and indicator variables controlling for whether the risk change information is missing, and whether the estimate was a WTA estimate. *** p < 0.01, ** p < 0.05, * p < 0.1.

covariate model (Figure 3b), the income elasticity starts at about 1.0 and plummets to remain between 0.5 and 0.6. Both figures support our conclusion that the income elasticity of the VSL is close to 1.0 at very low incomes, but quickly decreases as income rises.

As a robustness check, in Table 7 we present estimates of the VSL income elasticity using linear spline regression. Table 7 demonstrates the income elasticity of the VSL above and below three separate income thresholds: $7500, $8500, and $9500. A single threshold is the most appropriate specification as Figure 3 demonstrates the income elasticity declines until a point and then remains level. These thresholds span the income regions in which Figure 3 demonstrates a change in the VSL income elasticity. In the base and covariate versions of each model, the income elasticity is higher below the threshold, and the magnitudes are comparable.

---

10 As an additional robustness check, we also estimate the income elasticity of the VSL including the square of log income. Log income squared was insignificant in both our base model ($p = 0.466$) and covariate model ($p = 0.151$), but an F-test for the joint significance of both income terms had $p < 0.001$. The insignificant squared term is consistent with our quantile regression results, which exhibit a constant income elasticity for all but the lowest VSLs.
The income elasticity of global values of a statistical life

Figure 3  (a) Income and income elasticity estimates (base model).  (b) Income and income elasticity estimates (covariate model).

Note: Income elasticity of the VSL is in the middle in blue, and the 95% confidence interval of the elasticity brackets it.

Note: Income elasticity of the VSL is in the middle in blue, and the 95% confidence interval of the elasticity brackets it.
to the results in our quantile regression models. We prefer our quantile regression results because they impose fewer assumptions about how the income elasticities at various parts of the distribution relate to each other; nevertheless, the spline regressions support our central finding that the income elasticity of the VSL is higher for lower income economies than higher income economies.

6 Implications for VSL transfer

Our results indicate that a straightforward application of equation (3) to transfer VSLs is inappropriate. Tables 5 and 6 and the accompanying figures demonstrate that the income elasticity is not constant for all VSLs. However, the elasticity is constant for large parts of the distribution. Equation (3) is generalizable to a situation where the income elasticity has one value above a threshold and higher value below the threshold. Let VSL\(_T\) be the threshold VSL above which the income elasticity is \(\eta_L\) and below which the income elasticity is \(\eta_H\). Assume without loss of generality that VSL\(_B\) > VSL\(_T\), so that VSL\(_A\) = VSL\(_B\) \times \left(\frac{Y_A}{Y_B}\right)^{\eta_L} \eta_L \) by equation (3).

\[
VSL_A = \begin{cases} 
VSL_B \times \left(\frac{Y_A}{Y_B}\right)^{\eta_L} & \text{if } Y_A \geq Y_T, \\
VSL_T \times \left(\frac{Y_A}{Y_T}\right)^{\eta_H} & \text{if } Y_A < Y_T.
\end{cases}
\]

Intuitively, equation (5) transfers the VSL from the high base VSL to the threshold VSL using the high-VSL income elasticity, and then transfers to lower VSLs using the low-VSL income elasticity and the threshold as the base VSL.

Using equation (4) and the U.S. base VSL and income of $9.631 million and $55,980, this implies an income cutoff of $8809 in the base model and $3212 in the covariate model. The two different models imply a different income threshold because the covariate model’s lower income elasticity causes more incomes to have VSLs greater than $2 million.

11 If VSL\(_B\) < VSL\(_T\), VSL\(_T\) = VSL\(_B\) \times \left(\frac{Y_T}{Y_B}\right)^{\eta_H} \eta_H \) and the terms in equation (4) are reversed appropriately.

12 Figures 3(a) and 3(b) essentially repeated this method iteratively for each quantile of the VSL distribution. This approach could be used to calculate both incomes and VSLs, although we adopt the stepped method of equation (5) as it balances tractability and accuracy.
Which model is appropriate to use for benefit transfer will generally vary with the circumstances. Our base estimate income elasticity includes the effect of other factors that affect the VSL and are correlated with income. Even if we do not know how non-income factors shape the VSL within a country, using the base estimates allows us to adjust for them to the extent those factors vary with income. Because such non-income factors will usually vary across countries, using the covariate model elasticity will generally under-adjust for differences across countries. In situations where other factors are unchanged between the base and transfer estimates, such as when policy makers choose to calculate different VSLs for different purposes or groups within the same country, the smaller covariate elasticity will be appropriate. As a result, intra-country benefit transfer across time or between groups should generally favor the covariate model, while inter-country benefit transfer should generally utilize the base model.

Using these income thresholds substantially increases the VSL calculated using benefit transfer. In Viscusi and Masterman (2017b), we estimated that the average lower income, lower-middle income, and upper-middle income economies with corresponding mean GNIs per capita of $621.07, $2440.61, and $7146.35 should adopt VSLs of $107,000, $420,000, and $1.2 million. Using a threshold income of $8809 and the stepped transfer function from equation (4) increases these VSLs by 20%–30% to $140,000, $554,000, and $1.6 million. Using the lower threshold income of $3212 increases these VSLs significantly, to $387,000, $1.52 million, and $3.1 million. The large shift between the two models is due to using a lower income elasticity for more income levels, which has a large effect on the estimated VSL (Viscusi & Masterman, 2017b).

The base model indicates that individuals in countries with GNIs per capita below $8809 are willing to pay 2.3% of GNI per capita to reduce fatality risks by 1 in 10,000. The 2.3% is constant for all incomes below $8809 because an income elasticity equal to one mechanically implies that the ratio of income to the VSL is constant. Individuals with incomes above $8809 are willing to pay a declining portion of income to reduce similar risks as incomes rise, due to the smaller income elasticity of 0.85. For example, individuals in a country with a GNI per capita of $20,000 would be willing to pay 2% of GNI per capita for a 1/10,000 reduction in fatal risk. Our covariate model indicates that the average individual in countries with GNIs per capita lower than $3212 are willing to pay 6.2% of GNI per capita for a 1/10,000 decrease in fatality risks. As in the base model, the 1.0 income elasticity for the lowest incomes induces a constant income–VSL ratio. For higher incomes, the willingness to pay for the decrease as a portion of income declines as incomes rise, and does so much more rapidly than in the base model. Taking the base model’s cutoff as an example, the covariate model implies that individuals in a country with a GNI per capita of $8809 would be willing to pay 4% of GNI per capita for a...
1/10,000 decrease in fatal risk. The corresponding percentage for countries with a GNI per capita of $20,000 is 2.7%. For comparison, the proportion of U.S. GNI per capita ($55,980) that the average individual in the United States is willing to pay for a 1/10,000 reduction in fatality risks is 1.7% using our base VSL of $9.6 million.

Some researchers have argued that large VSLs relative to income in lower income countries are difficult to rationalize. In very low income countries, individuals spend most of their income on expenditures necessary for survival. When most expenditures are life-saving, some argue that it is implausible that individuals would be willing to pay a relatively large amount of their incomes for a relatively small decrease in fatality risks, because low income individuals would quickly exhaust their budgets paying for relatively small decreases in fatality risks (Hammitt & Robinson, 2011). Nonetheless, it is not clear what the “right” share of income that very low income individuals should be willing to pay to reduce small fatality risks. Because fixing a range of appropriate income shares for lower incomes is equivalent to fixing a range of acceptable VSLs, it may be more appropriate to estimate observed income shares rather than hypothesize what their appropriate values are. To the extent that larger VSL income shares are harder to justify for lower income countries, the lower VSLs relative to income that our base model provides is further evidence that our base model is preferable for inter-country benefit transfers, particularly for lower income countries.

The stepped benefit transfer methodology we recommend would generally result in larger VSLs than countries are currently using for benefit-cost analyses. For example, in 2015 the United Kingdom’s Department of Transport utilized a VSL of $2.3 million while the country had a GNI per capita of $43,390. Our base model indicates that the U.K. VSL should be much higher at $7.8 million. In 2014 a policy analysis in Australia utilized a VSL of $2.7 million. Using Australia’s GNI per capita of $60,070, we find a VSL of $10.2 million. In 2008, Colombia used a VSL of $1.1 million to measure the benefits of water sanitation. Given Colombia’s GNI per capita of $7140, we find a substantially larger VSL of $1.6 million. In 2013 Malaysia utilized a VSL of $1.1 million for evaluating road accident losses. Malaysia’s GNI per capita is $10,570, yielding a higher transferred VSL of $2.3 million. However, our values are not universally larger than those countries currently use. In 2006, the Peruvian government used a VSL of $1.6 million to assess accidental deaths in the energy industry. Peru’s GNI per capita is $6130, yielding a VSL of $1.4 million using our methodology. Nevertheless, $1.4 million is higher than the $1.1 million VSL we recommended for Peru in Viscusi and Masterman

---

13 Each of the following examples are drawn from Narain and Sall (2016). Each transferred-VSL calculation uses our base results. Using the covariate income elasticity further increases the VSLs.
(2017b) using a simple benefit transfer methodology based on a higher income elasticity estimate shown in labor market estimates.

7 Conclusion

This article has performed a meta-analysis of 1145 stated preference estimates of the VSL to investigate the VSL’s income elasticity. Our results demonstrate that the income elasticity decreases over the distribution of VSLs. The decrease is very sudden for small VSLs and then slows dramatically for VSLs larger than approximately $2 million. Using a stepped benefit transfer function as we recommend yields VSLs larger than using a constant income elasticity benefit transfer function. The effect is particularly large for lower income economies. Our results tie together the longstanding disparate results in the VSL literature regarding the income elasticity, when many researchers have found high values close to 1.0 and lower values close to 0.6. The income elasticity value of 1.0 for lower income countries is in line with the international income elasticity estimate presented by Viscusi and Masterman (2017b) based on labor market evidence, but that article did not include countries with income levels as low as those considered here. The range of income elasticity estimates for middle and upper income countries from 0.55 to 0.85 encompasses most of the income elasticity estimates that have been estimated based on U.S. labor market evidence. There is no pronounced conflict between the stated preference and revealed preference estimates of income elasticities. Our estimates also demonstrated that stated preference VSL studies are subject to significant publication selection bias, similar to labor market VSL estimates.

Because many lower income economies will continue to lack high quality labor market data or stated preference studies that enable native VSL estimates, benefit transfer remains a necessary tool for evaluating the net benefits of health and safety regulation. Estimation of how these elasticity values vary with the underlying income level differences in the countries makes it possible to undertake the benefit transfer using income elasticity estimates that vary with the income level of the country.
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