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Neurons convert external stimuli into action potentials, or spikes, and encode the contained information into the biological nervous system. Despite the complexity of neurons and the synaptic interactions in between, rate models are often adapted to describe neural encoding with modest success. However, it is not clear whether the firing rate, the reciprocal of the time interval between spikes, is sufficient to capture the essential features for the neuronal dynamics. Going beyond the usual relaxation dynamics in Ginzburg-Landau theory for statistical systems, we propose that neural activities can be captured by the U(1) dynamics, integrating the action potential and the “phase” of the neuron together. The gain function of the Hodgkin-Huxley neuron and the corresponding dynamical phase transitions can be described within the U(1) neuron framework. In addition, the phase dependence of the synaptic interactions is illustrated and the mapping to the Kinouchi-Copelli neuron is established. It suggests that the U(1) neuron is the minimal model for single-neuron activities and serves as the building block of the neuronal network for information processing.

Human beings rely on their nervous systems to detect external stimuli and take proper reactions afterwards. Neurons are the fundamental units in the nervous system and deserve careful and thorough characterizations for their responses to external stimuli. However, because neurons display considerable diversity in morphological and physiological properties, it is rather challenging to pin down the essential degrees of freedom even when studying the single-neuron dynamics. While the neural encoding and decoding are not fully understood yet, the action potentials, or the spikes, of the neurons upon external stimuli are the apparent means to pass the information onto the nervous system. In consequence, the firing rate of the neuronal spiking is often used for data analysis and modeling. Although the firing-rate models are helpful descriptions for neural circuits, it is not clear whether the neuronal spiking alone is sufficient to capture the essential features of neuronal activities. At the microscopic scale, the electric activities of a single neuron arise from a variety of ionic flows passing the relevant ion channels embedded on the membrane of the nerve cell. The conductance-based approach, such as the Hodgkin-Huxley model, provides an effective description for the emergence of action potentials by the inclusion of gating variables of the ion channels involved. Above some current thresholds, the neuronal spikes start to appear. Hodgkin proposed to classify the neurons into type I or type II depending on whether the firing rate changes continuously or discontinuously above the current threshold. While the conductance-based model with ion-channel dynamics explains the emergence of the neuronal spikes and provides a better description for biological details, it blurs the priority of various degrees of freedom in a single neuron, rendering a clear understanding of neuronal dynamics intractable.

The dynamical transitions in a single neuron above the current threshold pose another challenge. Both the biologically based models, such as the Hodgkin-Huxley model and its generalizations, or the reduced neuron models, including the Ermentrout-Kopell model, the FitzHugh-Nagumo model, the Izhikevich model and so on, exhibit rich types of dynamical phase transitions above the firing threshold. There are three major types of dynamical phase transitions found in single-neuron dynamics: saddle-node on invariant circle (SNIC), supercritical Hopf bifurcation and subcritical Hopf bifurcation. Ermentrout showed that the type I neurons undergo a SNIC dynamical transition at the threshold, while Izhikevich pointed out that type II neurons may go through all three different bifurcations. It would be great to build a theoretical framework, capturing the essential degrees of freedom for spiking neurons and incorporating all types of dynamical phase transitions systematically.

In this Article, we propose the essential degrees of freedom for a spiking neuron are the membrane potential and the temporal sequence. It is rather remarkable that both can be integrated into a unified theoretical framework described by a single complex dynamical variable and the U(1) dynamics emerges naturally. The real part of the complex dynamical variable represents the potential of the neuron and the phase describes the temporal sequence during the firing process. When describing the neuronal dynamics of the complex dynamical variable,
our U(1) neuron model not only reproduces the action potentials from the Hodgkin-Huxley neuron but also captures the gain function of the firing rate in response to the external current. It is known that the classification of spiking neurons is closely related to the bifurcation of neuronal dynamics. The gain function of the type I neuron is continuous at the current threshold while the type II neuron exhibits a discontinuous jump at the threshold. The U(1) neuron described by the complex variable provides a natural explanation for the classification. The bifurcations on the complex plane, either in radial or phase directions, lead to various transitions among resting, excitable, firing states of a single neuron. In short, the U(1) neuron not only captures the single-neuron activity upon external stimuli, but also provides a coherent understanding for the dynamical phase transition between different types of neuronal activities.

The major impact of the U(1) neuron is not to provide a realistic description of a spiking neuron (although it can be done as shown in the later paragraphs), just like the Fermi liquid theory is not aiming to provide a precise quantitative description for metals. The key is to grab the essential features in neuronal dynamics so that model building for different purposes can be facilitated with these ingredients. For instance, within the U(1) neuron description, we find the phase dynamics of spiking neurons is nonuniform during the firing process and the firing rate is thus dictated by the bottleneck (phase regime with smaller angular velocity). In addition, it is known that the neuron reacts differently when stimulated in different firing processes. Going beyond the usual Kumamoto-like interactions, the U(1) neuron framework provides a systematic approach to describe the phase dependence of the synaptic interactions on the presynaptic and postsynaptic neurons. With the phase dependence in mind, the refractory effect can be incorporated seamlessly into the U(1) neuron framework. In fact, we show that the Kinouchi-Copelli neuronal network is equivalent to the discrete version of the U(1) neuronal network and the spontaneous asynchronous firing (SAF) state, crucial for information processing, can be realized when the synaptic strength is strong enough.

The remainder of the paper is organized as follows. In Section II, we first compare the artificial and biological neuronal networks and point out the importance of neuronal dynamics. In Section III, we discuss the mode-locking phenomena in biological neurons. In Section IV, we go beyond the usual Ginzburg-Landau theory and construct the theoretical foundation for the U(1) neuron. In Section V, we demonstrate how the Hodgkin-Huxley neuron can be described with the theoretical framework of the U(1) neuron. In Section VI, we reveal the importance of phase dependence in the synaptic interactions and establish the equivalence of the Kinouchi-Copelli neuron and the discrete version of the U(1) neuron. Finally, we extend the single-neuron approach to neuronal networks and show that the spontaneous asynchronous firing phase, beneficial for information processing, in the Kinouchi-Copelli neuronal network.

Artificial and biological neurons
We first briefly explain the difference between artificial and biological neurons as shown in Fig. 1. In biological nervous systems, recurrent neuronal networks are often found, while the artificial neural networks used in deep learning usually belong to the feed-forward type with well-defined input, output and hidden layers. Despite the difference between the network structures, the neuronal dynamics within the rate-model framework is captured by the set of coupled non-linear differential equations,

$$\tau \frac{dA_n}{dt} = -A_n + G \left( \sum_m W_{nm} A_m + I_n \right),$$

where $A_n$ denotes the firing rate of the single neuron or the activity of the neuronal population at the $n$-th node, $I_n$ is the external current injected into the $n$-th node and $W_{nm}$ is the synaptic weight from the $m$-th neuron to the $n$-th neuron. The relaxation time $\tau$ is the typical time scale for a single neuron returning to its resting state when the external stimulus is turned off. The gain function $G$ relates the firing rate with the stimuli, including the external current and the synaptic currents from connected neurons. The variety of individual neurons is ignored here for simplicity but can be included without technical difficulty.
Even with the simple relaxation dynamics, the coupled non-linear differential equations are already extremely complicated. Because the synaptic dynamics (how \( W_{nm} \) evolves with time) is typically much slower than the neuronal dynamics, the stationary solution plays a significant role in some cases.

Note that the true dynamics drops out completely in the above relations. In the feed-forward network, these are exactly the relations between input and output neurons commonly used in the artificial neural network. The synaptic weight \( W_{nm} \) can be adjusted by employing appropriate algorithm to minimize the cost function but the evolution of \( W_{nm} \) at different epochs does not represent the true dynamics of the neuronal network.

The deep neural network\(^{19}\) enjoys great success in recent years and makes strong impacts in many areas in science and technology. However, as explained in the previous paragraph, it explains the slower process such as learning but does not include the reactive information processing at the shorter time scale. If the neuronal dynamics is properly included, shall the neuronal network with both types of dynamics exhibits different class of intelligence? The first step to answer this important question is to capture the essential features in neuronal dynamics before constructing the network with complicated structures. It will become evident later that the activity (firing rate) \( A_n \) is insufficient to describe the dynamics of a single neuron and more degrees of freedom must be included to account for proper synaptic interactions.

**Mode-locking in a single neuron**

Mode locking\(^{21-23}\) is a common phenomenon in physical and biological systems\(^{24-28}\) with non-linear dynamics and may play an important role in neural information processing. In a wide variety of neuron models including the Hodgkin-Huxley model, the FitzHugh-Nagumo model, the Izhikevich model and some integrate-and-fire models, the firing rate \( \nu \) is locked to the integer multiples of the oscillatory frequency \( \nu_{ac} \) of the external ac current. As shown in Fig. 2, the Hodgkin-Huxley neuron shows robust mode-locking behavior in the presence of the time-dependent current stimulus, where \( I \) and \( I_{ac} \) represent the strengths of dc and ac currents respectively. It is rather remarkable that, even with a moderate \( I_{ac} \), the gain function of the Hodgkin-Huxley neuron changes drastically and robust firing-rate plateaus appear with \( \nu = n \nu_{ac} \), where \( n = 0, 1, 2, \ldots \). The action potentials on the firing-rate plateaus indicate clear mode-locking behaviors as shown in Fig. 2b.

![Mode-locking in Hodgkin-Huxley neuron](image)

**Figure 2.** Mode-locking in the Hodgkin-Huxley neuron. (A) The firing rate of the Hodgkin-Huxley neuron exhibits robust plateaus at \( \nu = n \nu_{ac} \), where \( n \) is an integer, in the presence of an external ac drive with frequency \( \nu_{ac} = 25 \) Hz. (B) Action potentials at \( I = 0, 5, 15 \mu A/cm^2 \) exhibit different mode-locking behaviors with \( \nu/\nu_{ac} = 1, 2, 3 \) respectively.

The mode-locking phenomena have been known in the neuroscience community for quite a long time but its deeper implication seems neglected. First of all, the mode-locking phenomena provide a stable method to transfer information between neurons in the presence of stochastic noises. Furthermore, the mode-locking phenomena manifest from the underlying non-linear phase dynamics, or the so-called U(1) dynamics.

To unveil the underlying phase dynamics, we introduce a complex dynamical variable to describe the neuronal dynamics,
where \( r(t) \) denotes the firing amplitude and \( \phi(t) \) represents the phase during the firing process. We propose the essential degrees of freedom for a spiking neuron are the membrane potential \( V(t) = r(t) \cos \phi(t) \) and the phase \( \phi(t) \) as shown in Fig. 3. The phases \( \phi = 0, \pi \) correspond to the potential maximum and minimum respectively. When a spiking neuron completes a full firing cycle, it can be viewed as a winding process of \( \Delta \phi = 2\pi \) in the phase dynamics.

As a demonstrating example, we extract the nonuniform phase dynamics of the Hodgkin-Huxley neuron with our U(1) neuron framework. The phase dynamics reveals lots of interesting features as shown in Fig. 4. First of all, the angular velocity \( \Omega(\phi) \) is nonuniform, showing a bottleneck (small angular velocity) starting around \( \phi = \pi \) and a whirlwind (large angular velocity) slight below \( \phi = 0 \). A non-trivial correlation between membrane potential \( V(t) \) and the phase \( \phi(t) \) is thus established: the phase dynamics is fast near potential maximum while it slows down near potential minimum.

Upon changing the external current stimulus, the overall shape of \( \Omega(\phi) \) remains more or less the same, indicating the nonuniform phase dynamics we found here is an intrinsic property of the Hodgkin-Huxley neuron. Zooming into the finer differences caused by different current stimuli, a larger current increases the angular velocity slightly near the bottleneck regime while slows down the phase dynamics around the whirlwind regime. It means that an increase of the injected current suppresses the non-uniformity of the angular velocity.

The firing rate \( v \) can be determined from the phase dynamics as well. Because the complete firing cycle corresponds to a \( 2\pi \) phase winding, the firing rate of a spiking neuron is

\[
v = \frac{1}{\Delta t_f} = \left[ \oint \frac{d\phi}{\Omega(\phi)} \right]^{-1},
\]

where \( \Delta t_f \) is the time duration for adjacent firing events. From the above rate-phase relation, it is clear that the firing rate is dominated by the angular velocity in the bottleneck regime. Thus, a slight increase of \( \Omega(\phi) \) in the bottleneck gives rise to a significant upsurge in the firing rate \( v \). On the other hand, the relatively large changes in the whirlwind regime for different current stimuli are irrelevant to the firing rate.

The nonuniform phase dynamics revealed by the U(1) neuron framework presents a natural explanation for the observed mode-locking phenomena. It is worth emphasizing that a uniform angular velocity \( \Omega(\phi) = \omega \) can be gauged away by redefining the complex dynamical variable \( z(t) \rightarrow z(t) \exp(-i\omega t) \) but the phase-dependent angular velocity \( \Omega(\phi) \) is an intrinsic property of the neuron and cannot be gauged away. The simple yet
stimulating findings presented in Fig. 4 encourage us to go beyond the rate models and to integrate both membrane potential $V(t)$ and the phase $\phi(t)$ together into a coherent theoretical framework.

The U(1) Neuron

Extending the conventional Ginzburg-Landau theory for the complex dynamical variable $z(t)$, its dynamical equation contains two parts,

$$\frac{dz}{dt} = -\frac{\partial L(z, \overline{z})}{\partial z} + iR(z, \overline{z})z,$$

where the Lyapunov function $L(z, \overline{z})$ is a real-valued potential with U(1) symmetry and $R(z, \overline{z})$ is another real-valued function describing the nonuniform rotation of the phase. It can be shown that the Lyapunov function $L(z, \overline{z})$ decreases throughout the temporal evolution, seeking the potential minimum representing the free energy in thermal equilibrium. Thus, the radial dynamics of the firing amplitude $r(t)$ is relatively simple and, in most cases, can be understood with the usual Ginzburg-Landau theory with slight modifications. However, the presence of the nonuniform phase dynamics $R(z, \overline{z})$ goes beyond the relaxation dynamics (seeking for specific potential minima) and gives rise to interesting non-equilibrium phenomena as anticipated in the excitable neuronal systems.

To make the radial and phase dynamics explicit, one can choose the biased double-well potential in the Ginzburg-Landau theory (for both the first-order and the second-order phase transitions) supplemented with the Fourier expansion for the phase dynamics,

$$L(z, \overline{z}) = \frac{v_2}{2} |z|^2 + \frac{v_3}{3} |z|^3 + \frac{v_4}{4} |z|^4,$$

$$R(z, \overline{z}) = \omega + \sum_{n=1}^{\infty} (c_n z^n + \overline{c_n} \overline{z}^n).$$

Here $v_2, v_3, v_4$ are real while $c_n$ are in general complex. Note that, unlike the Lyapunov function, the U(1) symmetry does not hold for the phase-rotation function $R(z, \overline{z})$. Separating the complex Eq. (7) into amplitude and phase parts, the dynamical equations read

$$\frac{dr}{dt} = F(r) = v_2 r + v_3 r^2 + v_4 r^3,$$

$$\frac{d\phi}{dt} = \Omega(\phi) = \omega + \sum_{n=1}^{\infty} |c_n| r^n \cos(n\phi + \phi_n).$$

where $|c_n|$ and $\phi_n$ are the amplitudes and phases of the complex numbers $c_n$. Note that the radial dynamics contains no phase dependence and $F(r)$ serves as the conservative force driving the firing amplitude to the potential minima at $r = r^*$ satisfying the equilibrium condition $F(r^*) = 0$. The phase dynamics can be rather unconventional because the angular velocity $\Omega(\phi)$ is nonuniform, a direct consequence from the spike-like action potential.
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Although neurons undergo the subcritical Hopf transition can be classified as the type II, their dynamics are more complicated in comparison with the supercritical Hopf transition where neurons are either in the resting state or the firing state.

The above dynamical equations for firing amplitude and phase provides a coherent understanding of different types of dynamical phase transitions in spiking neurons. Three major types of dynamical phase transitions are illustrated in Fig. 5: the saddle-node-onto-invariant-cycle (SNIC) transition is associated with bifurcations in the phase dynamics, while the supercritical and subcritical Hopf transitions are driven by bifurcations in the radial dynamics for the firing amplitude. While these dynamical phase transitions are found in various neuron models in the literature, it is rather satisfying that all three types of transitions emerge naturally within the U(1) neuron framework.

Let us focus on the SNIC transition first. As shown in Fig. 5, in the presence of a finite amplitude \( r^* \), the equilibrium condition \( \Omega(\varphi^*) = 0 \) gives rise to a pair of saddle-node fixed points in phase dynamics. Below the current threshold, the saddle-node structure makes the neuron excitable. Upon increasing current injection, the saddle-node pair gets close, merges into a critical point and eventually disappears on the limit cycle. Because the limit cycle already exists below the current threshold, the firing amplitude exhibits a discontinuous jump. It is known in statistical physics that the dynamics slows down indefinitely in the vicinity of a critical point. In consequence, in near the SNIC transition, the time duration between adjacent firing events diverges, indicating a vanishing firing rate. Thus, the firing rate changes continuously across the current threshold, equating to the type I neuron.

On the other hand, in the regime where the angular velocity remains positive \( \Omega > 0 \), the dynamical transitions are driven by the competitions among the equilibrium points in the radial dynamics determined by \( F(r^*) = 0 \). In the supercritical Hopf transition, a stable limit cycle (non-zero \( r^* \) solution) appears at the current threshold, rendering the resting state \( (r^* = 0) \) solution unstable. Because the limit cycle grows out from the resting state, the amplitude changes continuously across the current threshold as shown in Fig. 5. Because there is no critical point involved here, the firing rate associated with the emergent limit cycle is finite in general cases. Thus, the gain function exhibits a discontinuous jump at the current threshold and corresponds to the type II neuron.

The subcritical Hopf transition arises when a pair of limit cycles appears at the current threshold. Due to the simultaneous presence of the stable limit cycle (firing state) and the stable fixed point (resting state), the neuron is bistable. As shown in Fig. 5, both the firing rate and amplitude are discontinuous at the current threshold. Although neurons undergo the subcritical Hopf transition can be classified as the type II, their dynamics are more complicated in comparison with the supercritical Hopf transition where neurons are either in the resting state or the firing state.

### Fitting Hodgkin-Huxley Neuron

In this section, we demonstrate how the Hodgkin-Huxley neuron can be described by the U(1) neuron in a wide range of parameter regimes. The bifurcation diagram of the Hodgkin-Huxley neuron undergoes a subcritical Hopf transition first at the current threshold at \( I = 9.780 \mu A/cm^2 \), followed by another supercritical Hopf transition at \( I = 154.527 \mu A/cm^2 \). These dynamical phase transitions can be captured within the U(1) neuron framework.

Let us focus on the radial dynamics of the firing amplitude first. Because the resting state \( (r = 0) \) is always present, the potential flow in the Ginzburg-Landau theory can be constructed in the following way. As shown in Fig. 6, we introducing a cubic function \( f(r) \) with three zeroes at \( r = 0, p_1, p_2 \),

\[
f(r) = A(r - 0)(r - p_1)(r - p_2),
\]

(12)

The parameters \( p_1 \) and \( p_2 \) can be chosen as the amplitudes of the stable and unstable limit cycle, and \( A \) should be negative because of the limit of the ionic sources. Then the force in the amplitude equation is the coordinate...
transformation concerning the external input current $I$ that switches neurons between firing states and resting states:

$$F(r) = f[s(I)] - f[r + s(I)] = A\left[p_1 p_2 - 2p_1 s(I) - 2p_2 s(I) + 3s^2(I) + 3s(I)r - (p_1 + p_2)r + r^2\right]r. \quad (13)$$

Here $s(I)$ depends on the external current and serves as a fitting function to reproduce the correct dynamical phase transitions in the targeted parameter regime.

The solutions for $F(r) = 0$ describes the fixed point or the amplitudes of the limit cycles,

$$r_0 = 0,$$

$$r_{\text{stable}} = \frac{1}{2} \left[p_1 + p_2 - 3s(I)\right] + \sqrt{p_1^2 - 2p_1 p_2 + p_2^2 + 2p_1 s(I) + 2p_2 s(I) - 3s^2(I)}, \quad (14)$$

$$r_{\text{unstable}} = \frac{1}{2} \left[p_1 + p_2 - 3s(I)\right] - \sqrt{p_1^2 - 2p_1 p_2 + p_2^2 + 2p_1 s(I) + 2p_2 s(I) - 3s^2(I)}.$$

Note that only non-negative solutions are physical because the firing amplitude cannot be negative. The $r = 0$ solution is always present as anticipated. The other two solutions appear in pair and represent a pair of stable and unstable limit cycles.

Figure 6. Dynamical phase transitions driven by the $F(r)$ evolution. As the fitting function $s(I)$ changes with the external current, the cubic function slides through different configurations from (A) to (G). The black and red points indicate the radius of the stable and unstable limit cycle respectively. Configurations from (A) to (D) show the birth of a pair of limit cycles and the unstable limit cycle swallows the stable fixed point at the origin subsequently. Compared with the previous classification scheme, it belongs to the subcritical Hopf transition. Configurations from (E) to (G) illustrate the process of a stable limit cycle shrinks to an unstable fixed point, leading to a stable fixed point subsequently. This dynamical transition belongs to the supercritical Hopf transition.
We can find the expression of $s$ when the current is 7.67. From the bifurcation diagram of the Hodgkin-Huxley neuron, we know that the maximal firing amplitude is 53.0632 mV, presented in Fig. 8.

Next, we anchor the maximum of the stable solution $s$ with respect to $s$ and set this derivative zero to find the extreme point of $r_{\text{stable}}(s)$.

$$\frac{dr_{\text{stable}}}{ds} = \frac{3}{2} + \frac{p_1 + p_2 - 3s}{2 \sqrt{p_1^2 - 2p_1p_2 + p_2^2 + 2p_1s + 2p_2s - 3s^2}}$$

We can find the expression of $s$ at the maximal $r_{\text{stable}}$ by making the above equation equal to 0.

$$\frac{dr_{\text{stable}}}{ds} = 0 \rightarrow s = \frac{1}{3}(p_1 + p_2 + \sqrt{3(p_1^2 - p_1p_2 + p_2^2)})$$

Now we use our assumption stated in the beginning that the maximum of the stable solution happens when the fitting function $s(I)$ equals to 0. After setting $s = 0$, we will find the relation between the parameters $p_1$ and $p_2$.

$$\frac{1}{3}(p_1 + p_2 + \sqrt{3(p_1^2 - p_1p_2 + p_2^2)}) = 0$$

$$\rightarrow (2p_2 - p_1)(p_2 - 2p_1) = 0$$

However, since we previously define that $p_1$ and $p_2$ stand for the amplitude of the stable and unstable limit cycle, $p_2$ should always be smaller than $p_1$, see Fig. 6. As a result, we should only keep the $p_2 = \frac{c_3}{3}$ solution. From the bifurcation diagram of the Hodgkin-Huxley neuron, we know that the maximal firing amplitude is 53.0632 mV when the current is 7.67 $\mu$A/cm$^2$. Therefore, we get values for the parameters $p_1 = 53.0632$ and $p_2 = 26.5316$. Next, we anchor the maximum of the stable solution $r_{\text{stable}}(s = 0)$ to the maximal firing amplitude in Hodgkin-Huxley neuron $r_{\text{HH}}(I = 7.67)$ to get a reference of the the $s - I$ relation. Then we just need to map currents $I$ smaller than 7.67 to negative $s$ and those larger than 7.67 to the positive $s$ according to the Equation (15).

As a result, we will have a number of $(I, s)$ pairs to fit. Keeping the lower-order terms in the fitting function $s(I)$,

$$s(I) = -15.4037 + 0.146443I + 6.70533 \ln I,$$

it is sufficient to match the firing amplitude rather well as shown in Fig. 7. The coefficients $c_n$ in the phase dynamics can be found in numerical fitting as well. Keeping the Fourier expansion to the seventh order in phase dynamics, the action potential of the Hodgkin-Huxley neuron is almost identical to the effective U(1) neuron presented in Fig. 8.

To capture the spike-like profile of the action potential, it is necessary to include higher order terms in the phase dynamics. However, in the cases where the precise shape of the action potential is irrelevant, the precision of the Fourier expansion can be relaxed. As shown in Fig. 9, the gain function of the U(1) neuron up to the seventh order in phase dynamics matches that of the Hodgkin-Huxley neuron rather well. However, the gain function up to the second order in phase dynamics still keeps the qualitative trend with reasonable compromise in quantitative precision. The parameters in the Fourier expansion to the second order in the phase-rotation function are found to be:

\[
\begin{align*}
\alpha &= 10.0584, \\
\beta &= 1.0513, \\
\gamma &= 0.9867,
\end{align*}
\]

Figure 7. Fitting the firing amplitude of the Hodgkin-Huxley neuron. The firing amplitude of the effective U(1) neuron (orange) fits that of the Hodgkin-Huxley neuron (black) rather well. The firing amplitude of the unstable limit cycle (light blue) is also shown for reference.
\[
\omega = 2.17304 - 0.0104761 I,
\]
\[
c_1 = (0.9317 - 0.0076163 I)e^{(-0.6054 + 0.009436 I)},
\]
\[
c_2 = (0.7386 - 0.0063661 I)e^{(-1.5849 + 0.007058 I)}.
\]  

Figure 8. The action potentials of (A) the effective U(1) neuron and (B) the Hodgkin-Huxley neuron are almost identical. The external current is \( I = 26.28 \mu A/cm^2 \) for both neurons. The voltage of the resting state \( V_{\text{rest}} = -65 \text{ mV} \) is shifted to zero for visual clarity.

Figure 9. Gain function of the U(1) neuron. The gain function of the Hodgkin-Huxley neuron (blue) is well captured by that of the U(1) neuron with Fourier expansion to the seventh order in phase dynamics. However, the U(1) neuron to the second order delivers an approximate gain function with the same trend, indicating lower-order terms already secure the qualitative behavior of the neuronal dynamics.
the resting state is labeled as state 0 and the firing state is labeled as state 1. The other states are refractory and thus insensitive to external stimuli. Time evolution is discrete in the Kinouchi-Copelli model, and eventually returns to the rest state.

Phase-dependent synaptic interactions

With the established theoretical framework for a single neuron, we move on to investigate the synaptic interactions between connected neurons. As the nonuniform angular velocity in phase dynamics plays a significant role for the single neuron, we anticipate that the synaptic interactions also carry nontrivial phase dependence.

Suppose the phases of presynaptic and postsynaptic neurons are labeled as $\varphi_1(t)$ and $\varphi_2(t)$ respectively. The Kuramoto interaction carries the phase dependence $\cos(\varphi_1 - \varphi_2)$ and tends to synchronize both neurons. In terms of the complex dynamical variables, the synaptic interaction $V_K(z_1, z_2, z_2)$ can be written as

$$V_K = K_{12}(|z_2| + z_2|z_1|),$$

where $K_{12}$ denotes the synaptic strength of the Kuramoto interaction between the neurons. Note that the above interaction is U(1) symmetric, i.e. it is invariant under a constant phase shift for all neurons.

The above synaptic interaction is simple and widely used in the generalized Kuramoto models for studying synchronization phenomena. But, the U(1) symmetry imposes a rather unrealistic constraint on the neuronal dynamics. A constant phase shift means a temporal shift in the firing process, which is certainly not invariant for any realistic neurons. Furthermore, even though synchronization phenomena are widely observed in many biological systems, it is faulty for information processing. In fact, Parkinson’s disease is correlated with excessively strong oscillatory synchronization in the brain areas such as thalami and basal ganglia, while a healthy brain is asynchronous in these areas.

Let us try to model the phase dependence of the synaptic interactions from realistic neuronal properties. When the presynaptic neuron fires, it provides a synaptic current and enhances the chance for the postsynaptic neuron to fire. This process can be approximated by the phase factor $1 + \cos \varphi_1$ qualitatively because it reaches the maximum at $\varphi_1 = 0$ (spike) and vanishes at $\varphi_1 = \pi$ (hyperpolarized). It is also known that the postsynaptic neuron is sensitive to external stimuli in the hyperpolarized period while almost insensitive around the spike. Thus, there is another phase factor $1 - \cos \varphi_2$ arisen from the postsynaptic neuron. Combining the phase factors for presynaptic and postsynaptic neurons together, we anticipate the synaptic interaction carries the overall phase dependence $(1 + \cos \varphi_1)(1 - \cos \varphi_2)$. In terms of the complex dynamical variables, the synaptic interaction $V(z_1, z_2, z_2)$ can be written as

$$V = W_{12}(2|z_1| + z_1 + \bar{z}_1)(2|z_2| - z_2 - \bar{z}_2),$$

where $W_{12}$ denotes the strength of the synaptic interaction between the neurons. After taking the realistic neuronal properties into account, the synaptic interaction is no longer U(1) symmetric and the non-physical constraints are lifted. It is rather interesting that the above synaptic interaction is similar to the Bardeen-Cooper-Schrieffer interaction, as the U(1) symmetry is also broken in superconductors. The dynamical behaviors of neuronal networks with this type of phase-dependent synaptic interactions avoid the ultimate fate of synchronization, are effective for information processing, and remain open for further investigations.

The refractory effects in spiking neurons also lead to phase-dependent synaptic interactions. Kinouchi and Copelli proposed a $q$-state neuron model to account for the observed refractory effects. As shown in Fig. 10, the resting state is labeled as state 0 and the firing state is labeled as state 1. The other states $2, 3, \ldots, q - 1$ are refractory and thus insensitive to external stimuli. Time evolution is discrete in the Kinouchi-Copelli model, and
the update for the whole system is synchronous. A neuron $i$ in state 0 can be excited to state 1 in the next time step in two ways: (1) excited by the external stimulus, driven by a Poisson process with a rate $r$, or (2) excited by a neighbor neuron $j$, which is in the excited state in the previous time step, with probability $p_{ij}$. However, the dynamics is deterministic after excitation. If the neuron is in state $n$, it must evolve to state $n+1$ sequentially in the next time step until the last refractory state $q=1$ leads back to the state 0 (resting state). Using $S_i(t)$ to represent the state of the neuron $i$ at the time step $t$, we summarize the rules of dynamics for a $q$-state KCNN in the math form:

- If $0 < S_i(t-1) < q-2$, then $S_i(t) = (n + 1);
- If $S_i(t-1) = q-1$, then $S_i(t) = 0;
- If S_i(t-1) = 0$, then $S_i(t) = 1$ if triggered by either the external stimulus or neighboring firing neurons at the last time step. Otherwise, $S_i(t) = 0$.

Because the U(1) neuron provides the general theoretical framework for nonuniform phase dynamics, it is not surprising that the Kinouchi-Copelli neuron can be mapped to the U(1) neuron as well.

In the absence of external stimuli, the Kinouchi-Copelli neuron is excitable, described by a pair of saddle and node on the limit cycle as shown in Fig. 10. The resting state corresponds to the stable node, labeled as state 0. When the neuron is activated by external stimuli, the angular velocity $F(\phi)$ lifts up and the neuron fires. The phase swings to $\phi = 0$ (spike) with maximum potential, labeled as state 1. The change of the angular velocity upon external stimuli resembles the Hodgkin-Huxley neuron studied in the previous section. After firing, the neuron enters the refractory period and gradually relaxes back to the resting state. Cutting the refractory period into $q-1$ time steps of equal intervals, the refractory states $2, 3, \ldots, q-1$ are defined accordingly. In short, the Kinouchi-Copelli neuron can be viewed as a discrete version of the U(1) neuron going through the SNIC transition upon external stimuli.

Now we turn to the phase dependence of the synaptic interaction caused by the refractory effect. For simplicity, we place these neurons on a two-dimensional grid to form the Kinouchi-Copelli neuronal network (KCNN). The phase dependence of the presynaptic neuron takes the usual form of pulse coupling: when the presynaptic neuron fires (state 1), it gives rise to a finite probability $p$ to activate the postsynaptic neuron. In a two-dimensional grid, postsynaptic neurons are connected to 4 presynaptic neurons. Thus, it is convenient to introduce the brach ratio $\sigma$ as the sum of all activation probabilities, $\sigma = 4p$, to parameterize the dynamical behaviors of the KCNN. The postsynaptic neuron also brings about another phase dependence due to refractory effects: only when the postsynaptic neuron is in the resting state (state 0), it can be activated to fire upon external stimuli.

Although the phase dependence of the synaptic interactions in the KCNN is not the same as that in Eq. (22), the broken U(1) symmetry is manifest. Therefore, spontaneous asynchronous firing (SAF) phase is anticipated when the synaptic weight is strong enough. This is indeed true. We perform numerical simulations for the KCNN with different branching ratios as shown in Fig. 11. The initial configurations are randomly set with sparsely distributed activated neurons. When the branching ratio is larger than some critical value, the firing activity is enhanced and the neuronal activity is described by the SAF phase. On the other hand, when the branching ratio is smaller than the critical, the firing activities are suppressed, entering the quiescent phase with diminishing neuronal activities. The dynamical phase transition and associated statistical analysis for the KCNN will be presented in detail elsewhere.

Unlike the synchronous phase, the SAF phase can encode and decode information effectively and is of vital importance for studying neuronal networks. To achieve this goal, the phase dependence of the synaptic interactions must be properly taken into account and the U(1) neuron framework provides a natural and convenient approach to tackle this daunting challenge.

Discussions and conclusions

The notion of "minimum model" is rather common in physics – constructing the simplest model to capture the essential degrees of freedom of the system. When adopting the minimum-model approach, one does not intend to describe all detail features observed in experiments. Instead, one is interested in extracting the most important features/factors in the dynamical systems. The firing-rate model, widely used in computational neuroscience, serves as a good examples for the minimum-model approach because only one feature (the firing rate) is kept. However, our findings here demonstrate that the rate models miss out important features and, thus, the appropriate minimum model should be the U(1) neuron model proposed here. The U(1) neuron model integrates the dynamics of firing amplitude and phase together and serves as a better minimum model to capture the essential ingredients of neuronal dynamics. In fact, we study the dynamics of the Hodgkin-Huxley neuron within the U(1) neuron framework and show that the action potential, the gain function and the associated dynamical phase transitions can all be described consistently by the U(1) neuron model.

The central result of the U(1) neuron is shown in Fig. 4. The nonuniform phase dynamics exhibits “whirlwind” (fast dynamics) and “bottleneck” (slow dynamics) features and can be understood as being away or close to the critical point. For instance, in the vicinity of the critical point, the bottleneck feature emerges due to the critical slowdown phenomena. One thus anticipates the neuron shall be sensitive to external stimuli, consistent with the experimental observations. On the other hand, the whirlwind point is relatively far away from the critical point so that the dynamics shall remain robust and insensitive to external stimuli, also consistent with current observations. The U(1) neuron model thus provides a coherent understanding for the neuronal sensitivity during different firing periods.

The phase dependence is also important when studying synaptic interactions between neurons. The U(1) neuron framework provides a systematic approach construct the phase-dependent synaptic interaction between

presynaptic and postsynaptic neurons. For instance, let's denote the phases of the presynaptic and postsynaptic neurons as $\phi_1, \phi_2$ respectively. Since the presynaptic neuron provides a pulse of synaptic current when it fires, we can approximate this process by the phase-dependent factor $(1 + \cos \phi_1)$. Similarly, because the postsynaptic neuron is sensitive to the stimuli during the hyperpolarized period but insensitive during the depolarized period, these phenomena can be approximated by a factor of $(1 - \cos \phi_2)$. Combining both factors together can catch the phase dependences on the presynaptic and postsynaptic phases. Note that the synaptic interactions discussed here are different from the usual Kuramoto model and the like, where the synaptic interactions depend on the phase difference $\cos (\phi_1 - \phi_2)$, ready to kick off synchronization instability among neurons. The phase-dependent synaptic interactions are much richer within the U(1) neuron framework and avoid the ultimate fate of synchronization. Therefore, they may lead to asynchronous phases, more effective for information processing. These important issues remain open for future investigations.

Finally, we would like to address the role of network structure. As demonstrated in this article, we assemble the Kinouchi-Copelli neurons, discrete version of the U(1) neurons, on a two dimensional grid to form a neuronal network. Our numerical simulations show that the SAF phase, crucial for information processing, can be realized in the square-lattice KCNN. Compared to the fully-connected KCNN, which can be solved by the mean-field approximation, the square-lattice KCNN demonstrates a better capability for spatial information processing, such as the neuronal networks in the retina. There's plenty of room between these two extreme network structures. It is expected that, as the longer-ranged synaptic interactions appear, the collective modes of the neurons are enhanced while the spatial resolution compromises. To make the neuronal network smarter, it is crucial to abandon the naive fully-connected network structure. It remains an interesting challenge to explore various dynamical phases on different network structures now.

**Data availability**
The datasets used and/or analysed during the current study available from the corresponding author on reasonable request.
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**Figure 11.** Spontaneous asynchronous firing in Kinouchi-Copelli neuronal network. (A) Given a weak neuronal activity as the initial configuration, a larger branching ratio ($\sigma = 1.97$) drives the Kinouchi-Copelli neuronal network to the spontaneous asynchronous firing (SAF) phase with stable neuronal activities, while a smaller branching ratio ($\sigma = 1.84$) leads to the quiescent state with diminishing neuronal activities. (B) Snapshots of the Kinouchi-Copelli neuronal network in SAF and quiescent phases.
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