Comparative Review on Computational Performance of Multistep Schemes in Solving One-Dimensional Linear Wave Equation
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ABSTRACT

Among several numerical methods used to solve the hyperbolic model of the linear wave equation, single-step algorithms can be the more popular ones. However, these algorithms are time-consuming while incurring numerical inaccuracy. Thus, multistep methods can be a suitable option as it has a high order of accuracy. This study aims to investigate and compare the computational performance of these multistep schemes in solving hyperbolic model based on one-dimensional linear wave equation. The techniques studied in this paper comprise the two-step Lax-Wendroff method, MacCormack method, second-order upwind method, Rusanov-Burstein-Mirin method, Warming-Kutler-Lomax method, and fourth-order Runge-Kutta method. Finite difference method is applied in discretisation. Our simulation found that although higher-order multistep methods are more stable than single-step algorithm, they suffer numerical diffusion. The two-step Lax-Wendroff method outperforms other schemes, although it is relatively simple compared with the other three and four steps schemes. The second-order upwind method is attractive as well because it is executable even with a high Courant number.
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1. Introduction

There are many physical phenomena such as electromagnetics, structural vibration, acoustical propagation, ultrasonic cavitation, ocean wave propagation and fluid dynamics, which can be described via hyperbolic partial differential equations [1–7]. Formulating robust numerical schemes for solving hyperbolic equations are critical in simulating these complex phenomena, and it is still the interest of many researchers even today. Generally, there are two ways of solving hyperbolic models: one-step schemes and multistep schemes. One-step schemes are prevalent to be applied in solving hyperbolic models due to their simplicity. The examples of one-step scheme comprise Euler Explicit, Euler Implicit, and Generalised Trapezoidal Differencing (GTD) method. Euler explicit method is the most popular scheme, as it is very convenient to be applied.
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Nonetheless, the associated problems of the Euler Explicit method are its limited Courant-Friedrichs-Lewy (CFL) condition and computational burden in storing the history of field variables. EI and GTD methods are dissipative and demanding high computational cost to solve the matrix system [8]. Moreover, these one-step schemes are of first-order accuracy, and the constraint can only be relieved by increasing the number of grids.

Several multistep schemes were proposed to enhance the numerical prediction. Most of the time, the order of accuracy is increased in multistep schemes. Thus, their computational efficiency is expected to be improved. The introduction of multistep schemes can be analogous to p-refinement in finite element method. Since the 1960s, multistep schemes for hyperbolic model have been introduced [9]. Typical examples of multistep schemes are two-step Lax-Wendroff (TSLW) method, MacCormack (MC) method, second-order Upwind (SOU) method, Rusanov-Burstein-Mirin (RBM) method, Warming-Kutler-Lomax (WKL) method, and fourth-order Runge-Kutta (RK4) method [10-17]. TSLW, MC, and SOU method are two-step schemes, Rusanov and WKL method are three-step schemes, while RK4 contains four steps. Few early comparative works were reported by Anderson [18], Poloni et al., [19], and Liang et al., [20], but they are limited to the simulation of simple convective flow. General discussion on these methods can be found too in the work of Leer [9] and Pletcher et al., [21].

Some advanced multistep schemes are being developed recently by mathematicians to solve hyperbolic equations, particularly for complex structural dynamics accurately. These examples include Newmark method, Bathe method, implicit-explicit multistep method, differential-quadrature-based methods, Delfim-Soares method, Kim-Reddy method, and Kim’s method [22-29]. Although they are robust in solving highly transient structural dynamics problems, increased computational cost will be incurred, especially when the problem domain has a higher dimension. Numerical accuracy shall not be overwhelmed by complexity in implementing an algorithm, depending on the necessity of the problem. Therefore, these advanced techniques are not our interest for the time being. In the current study, we consider a linear wave equation to assess the computational performance of multistep schemes.

Although multistep methods have been introduced since the 1960s, they are not as popular as the one-step Euler explicit method to be applied for engineering simulation [10-17]. Moreover, so far, there is no comprehensive comparative work reported on these multistep methods based on linear wave equation to the authors’ knowledge. Therefore, the purpose of this paper is to systematically assess the computational performance of all multistep techniques, based on one-dimensional second-order wave equation [10-17]. The assessment would provide general and practical information in selecting the most efficient possible scheme in simulating the second-order wave equation. The numerical accuracy and computational time of these methods will be compared in our study.

2. Formulation of Numerical Solution

The governing equation for one-dimensional wave propagation can be expressed as:

$$\frac{\partial^2 P}{\partial t^2} = c^2 \frac{\partial^2 P}{\partial x^2}$$  \hspace{1cm} (1)

where $P$, $t$, $c$, and $x$ represent scalar field variable, temporal domain, speed of wave and spatial domain, respectively. The equation is discretised via finite difference method according to different multistep methods. The initial and boundary condition of the problem can be expressed as:
\( P(x, 0) = 0 \) \hspace{1cm} (2a)

\( P(x_0, t) = A \sin(2\pi ft) \) \hspace{1cm} (2b)

\( \dot{P}(x_N, t) = 0 \) \hspace{1cm} (2c)

in which \( A, f, N \) and \( \dot{P} \) is scalar amplitude, frequency, total number of nodes, and time derivative of scalar, respectively. In the current simulation, \( A, f, \) and \( N \) are set as 1, 1 Hz, and 71, respectively. The length of the problem domain is 1 m. The time step (\( \Delta t \)) is obtained using Courant number (\( Co \)), which can be defined as:

\[
Co = \frac{c\Delta t}{\Delta x} \rightarrow \Delta t = Co \left( \frac{\Delta x}{c} \right)
\]

(3)

where \( \Delta x \) is the grid size. Perhaps, Courant number is an essential parameter to define the ratio between the time step and spatial resolution, administering the stability of numerical time marching. The details of the numerical formulations using are described in the following subsections [10-17]. The simulation is conducted using Intel® Core™ i7-8700K CPU@3.70 GHz with RAM of 32 GB.

### 2.1 Two-step Lax Wendroff Method

Lax-Wendroff (LW) method was derived by Lax and Wendroff [10] in 1960 to solve hyperbolic equation for compressible flows, which involved discontinued time-dependent variables. The technique was then revised by Gadd [11] in 1978 to form a second-order accuracy two-step LW scheme, which was claimed to have higher performance without incurring cumbersome computation. The method was then improved by Carpenter [30] and Collins [31] to have third and fourth-order accuracy, respectively, with a cost of more complex numerical formulation. Jing et al., [32] optimised LW by introducing an optimised time-space-domain finite difference method for seismic imaging, which involves adaptive Courant number and higher-order finite differencing scheme. The applications of LW in solving fluid dynamics were reported in the work of Poloni et al., [19] and Serrano et al., [33]. Due to its efficiency, LW is integrated with other advanced numerical schemes such as discontinued Galerkin and discontinued Petrov-Galerkin method for complex finite element simulation [34-36]. The two-step LW method proposed by Gadd [11] will be investigated in the current work. The discretised wave equation formed via two-step LW method is:

**Step 1:**

\[
P_i^{n+1/2} = \frac{1}{2} \left[ (P_i^n + P_{i+1}^n) - \frac{c\Delta t}{\Delta x} (P_i^n - P_i^n) \right]
\]

\hspace{1cm} (4a)

**Step 2:**

\[
P_i^{n+1} = P_i^n - \frac{c\Delta t}{\Delta x} (P_{i+1/2}^{n+1/2} - P_{i-1/2}^{n+1/2})
\]

\hspace{1cm} (4b)

where \( n, n+1/2, \) and \( n+1 \) represent current time, intermediate time, and future time, respectively. Due to the existence of makeshift spatial and temporal domain, the actual grid number, and the total number of time stepping will be doubled. Note that for TSLW method, the predictor and corrector
are using forward and backwards differencing, respectively, and the differencing could be used in a reversed way, depending on the boundary conditions of the problem [21].

2.2 MacCormack Method

MacCormack (MC) method was introduced by MacCormack [12,13], and it is popular among the scientific computing community, possibly due to its simplicity in dealing with highly convective flow without introducing additional terms as in LW method [21]. It is also named as predictor-corrector algorithm [37]. The applicability of MC method on highly advective flow has been discussed by Wendroff [38], Bernard [39], Jovanović and Djordjevic [40], and Hong [41]. The reported applications of MC method comprise solution on shallow water equation, advection-dispersion–reaction equations, heat equation, and Burgers’ equation [20,37,42,43]. In general, MC scheme can be formulated as:

Predictor: \( \hat{P}_{i}^{n+1} = P_{i}^{n} - \frac{c\Delta t}{\Delta x} \left( P_{i+1}^{n} - P_{i}^{n} \right) \)  

Corrector: \( P_{i}^{n+1} = \frac{1}{2} \left[ P_{i}^{n} + \hat{P}_{i}^{n+1} - \frac{c\Delta t}{\Delta x} \left( \hat{P}_{i+1}^{n+1} - \hat{P}_{i-1}^{n+1} \right) \right] \)  

in which \( \hat{P}_{i}^{n+1} \) represent the predicted value for time \( n+1 \), and the value will be corrected in the subsequent step.

2.3 Second-order Upwind Method

Beam and Warming [14] tried to improve MC method by reversing the differencing of both predictor-corrector and increasing the order of accuracy of the corrector to form second-order upwind (SOU) method. Indeed, the SOU method is one of the most popular ways to solve complex fluid flow [44-46]. Many advanced techniques such as the flux corrector method, discontinuous Galerkin method, and weighted essentially non-oscillatory (WENO) method were further developed based on SOU Method [47-49]. Banks and Henshaw [50] extended the method to form a high-order upwind scheme, and this was later applied by Angel et al., [51] to simulate electromagnetic wave. In general, SOU method can be formed as in Eq. (6).

Predictor: \( \hat{P}_{i}^{n+1} = P_{i}^{n} - \frac{c\Delta t}{\Delta x} \left( P_{i+1}^{n} - P_{i}^{n} \right) \)  

Corrector: \( P_{i}^{n+1} = \frac{1}{2} \left[ P_{i}^{n} + \hat{P}_{i}^{n+1} - \frac{c\Delta t}{\Delta x} \left( \hat{P}_{i+1}^{n+1} - \hat{P}_{i-1}^{n+1} \right) \right] - \frac{c\Delta t}{\Delta x} \left( P_{i}^{n} - 2P_{i-1}^{n} + P_{i-2}^{n} \right) \)  

2.4 Rusanov-Burstein-Mirin Method

Unlike LW, MC and SOU method, Rusanov-Burstein-Mirin (RBM) method involves three steps for computation of wave as illustrated as in Eq. (7) [15]:
Step 1:  
\[ P_{i+1/2}^{(1)} = \frac{1}{2} \left( P_i^n + P_i^n \right) - \frac{1}{3} \frac{c \Delta t}{\Delta x} \left( P_i^n - P_i^n \right) \]  
(7a)

Step 2:  
\[ P_i^{(2)} = P_i^n - \frac{2}{3} \frac{c \Delta t}{\Delta x} \left( P_{i+1/2}^{(1)} - P_{i-1/2}^{(1)} \right) \]  
(7b)

Step 3:  
\[ P_i^{n+1} = P_i^n - \frac{c \Delta t}{\Delta x} \left( \frac{1}{24} F_i + \frac{3}{8} G_i + \frac{\omega}{24} H_i \right) \]  
(7c)

where,

\[ F_i = -2P_{i+2}^n + 7P_{i+1}^n - 7P_{i-1}^n + 2P_{i-2}^n \]  
(8)

\[ G_i = P_{i+1}^{(2)} - P_{i-1}^{(2)} \]  
(9)

\[ H_i = P_{i+2}^n - 4P_{i+1}^n + 6P_{i}^n - 4P_{i-1}^n + P_{i-2}^n \]  
(10)

\( \omega \) is damping parameter in minimising the dissipative error, which can be defined based on the order of derivatives, in which its maximum value shall not exceed 3 [21]. The mathematical definition of \( \omega \) for fourth and fifth derivatives can be optimised, as shown in Eq. (11) and Eq. (12), respectively.

\[ \omega = 4 \left( \frac{c \Delta t}{\Delta x} \right)^2 - \left( \frac{c \Delta t}{\Delta x} \right)^4 \]  
(11)

\[ \omega = \frac{1}{5} \left[ 4 \left( \frac{c \Delta t}{\Delta x} \right)^2 + 1 \right] \left[ 4 - \left( \frac{c \Delta t}{\Delta x} \right)^2 \right] \]  
(12)

2.5 Warming-Kutler-Lomax Method

Warming et al., [17] tried to improve RBM method by replacing the first two steps of RBM scheme with MC scheme, and the derived formula can be presented as in Eq. (13):

Step 1:  
\[ P_i^{(1)} = P_i^n - \frac{2}{3} \frac{c \Delta t}{\Delta x} \left( P_{i+1}^n - P_i^n \right) \]  
(13a)

Step 2:  
\[ P_i^{(2)} = \frac{1}{2} \left[ P_i^n + P_i^{(1)} - \frac{2}{3} \frac{c \Delta t}{\Delta x} \left( P_i^{(1)} - P_{i-1}^{(1)} \right) \right] \]  
(13b)

Step 3:  
\[ P_i^{n+1} = P_i^n - \frac{c \Delta t}{\Delta x} \left( \frac{1}{24} F_i + \frac{3}{8} G_i + \frac{\omega}{24} H_i \right) \]  
(13c)

in which all the coefficients can be defined similarly with RBM method as in the previous subsection.
2.6 Fourth-order Runge-Kutta Method

Fourth-order Runge-Kutta (RK4) method, as one of the most popular Runge-Kutta (RK) family solvers, is usually applied to solve ordinary differential equations (ODE). Besides hyperbolic equations, RK models are frequently used to solve parabolic models in fluid dynamics [52-54]. The details of the RK4 can be found in many textbooks [55]. However, partial differential equation (PDE) can be modified to resemble ODE, as demonstrated in Eq. (14a)-(14d). RK4 contains four steps in calculating the future variable.

Step 1: \( P_i^{(1)} = P_i^n - \frac{c\Delta t}{2\Delta x} \left( P_i^n - P_{i-1}^n \right) \) \hspace{1cm} (14a)

Step 2: \( P_i^{(2)} = P_i^n - \frac{c\Delta t}{2\Delta x} \left( P_i^{(1)} - P_{i-1}^{(1)} \right) \) \hspace{1cm} (14b)

Step 3: \( P_i^{(3)} = P_i^n - \frac{c\Delta t}{\Delta x} \left( P_i^{(2)} - P_{i-1}^{(2)} \right) \) \hspace{1cm} (14c)

Step 4: \( P_i^{n+1} = P_i^n - \frac{c\Delta t}{6\Delta x} \left[ (P_i^n - P_{i-1}^n) + 2(P_i^{(1)} - P_{i-1}^{(1)}) + 2(P_i^{(2)} - P_{i-1}^{(2)}) + (P_i^{(3)} - P_{i-1}^{(3)}) \right] \) \hspace{1cm} (14d)

3. Results and Discussion

The numerical solution for 1D wave equation using different multistep schemes can be illustrated as in Figure 1. Figure 1(a) and Figure 1(b) represent the scalar’s distribution at Courant number 0.5 and 0.9, respectively, demonstrating the numerical accuracy and stability of investigated schemes. For comparison purpose, the exact solution for the boundary conditions as described as in the previous section is:

\[ P(x, t) = \sin \left( \frac{2\pi t}{\lambda} x \right) \] \hspace{1cm} (15)

where \( \lambda \) is wavelength, which can be defined as the ratio between wave speed and wave frequency.

To further compare the features of multistep methods, Euler explicit solution is included too, which can be formed easily via Eq. (16).

\[ \frac{P_i^{n+1} - P_i^n + P_i^{n-1}}{\Delta t^2} = c^2 \left( \frac{P_{i+1}^n - P_i^n + P_{i-1}^n}{\Delta x^2} \right) \] \hspace{1cm} (16)

For low Courant number application, Euler explicit method performs as excellent as other multistep methods. However, Euler explicit method would have severe fluctuation when a high Courant number is applied, as shown in Figure 1(b). Moreover, despite its simplicity, Euler Explicit method calls for the longest computational time, as illustrated in Table 1. This shortcoming could be ascribable to the fact that the Euler explicit method has to store the previous and current time step’s scalars before computing the future’s one. Multistep methods do not need them. There is no
significant difference in computational time between multistep schemes if the mesh number is small. In general, all multistep methods outperform the one-step Euler explicit method in terms of stability. From both Figure 1(a) and Figure 1(b), numerical dissipation and dispersion of scalar $P$ can be observed for all multistep methods, which is particularly critical for the RK4 method. Therefore, it is justifiable that RK4 is not widely applied to solve wave equation. Significant efforts are continuously made to improve RK4, which include the introduction of implicit RK methods, implicit-explicit RK method, and Runge–Kutta–Nyström methods [56-60].

![Figure 1](image)

**Fig. 1.** Numerical solution for 1D wave equation using multistep schemes with grid number of 71 when Courant number is (a) 0.5; and (b) 0.9

Average numerical error is applied to examine the accuracy of different methods, in which the error can be calculated via Eq. (17). Euler explicit method can be regarded as having good accuracy despite its heavy computational time if the Courant number applied is small enough. The Courant number to be tested is 0.5 and 0.9, which signifies the time marching speed which tends to be stable and unstable, respectively. At $Co = 0.5$ and 0.9, SOU method and TSLW method has the best accuracy, respectively. Surprisingly, two-step methods (TSLW, MC and SOU) outperform three-step methods (RBM and WKL) and four-step method (RK4). To further examine these two-step methods, their numerical errors due to Courant number has been compared in Table 2.
Average numerical error = \[\frac{1}{N} \sum_{i=1}^{N} \left| P_{i}^{\text{simulated}} - P_{i}^{\text{exact}} \right| \]  \hspace{1cm} (17)

From Table 2, it has been proven that the one-step Euler explicit method has a minimal applicable Courant number, and it is unstable compared to other multistep processes. TSLW, MC, SOU, RBM and WKL method can be applied even at very high Courant number. Surprisingly, it is noteworthy that the SOU method does not diverge through the simulation until Co = 1.9. High-speed computing can be realised but with the loss of accuracy. Nonetheless, the drawback can be easily resolved by increasing the number of grids, as illustrated in Figure 2 and Table 3. From Table 3, SOU method performs excellently even at Co = 1.5 when the number of grids increases. For instance, with 12 seconds, SOU method can solve the problem of 201 grids with an average numerical error of 0.162633. Therefore, in general, two-step schemes, especially the SOU method, are excellent choices for fast and accurate hyperbolic problems.

| Method       | Courant Number 0.5   | Courant Number 0.9 |
|--------------|----------------------|---------------------|
| Euler Explicit Method | 16.848 ± 0.5 s | 8.540 ± 0.5 s |
| TSLW Method  | 11.745 ± 0.5 s       | 6.476 ± 0.5 s       |
| MC Method    | 11.433 ± 0.5 s       | 6.637 ± 0.5 s       |
| SOU Method   | 11.673 ± 0.5 s       | 6.293 ± 0.5 s       |
| RBM Method   | 11.566 ± 0.5 s       | 6.288 ± 0.5 s       |
| WKL Method   | 11.663 ± 0.5 s       | 6.259 ± 0.5 s       |
| RK4 Method   | 11.572 ± 0.5 s       | 6.262 ± 0.5 s       |

The results computed using RBM and WKL model in Figure 1 is based on the fifth derivatives of \( \omega \), and the results could be worse if only the fourth derivative of \( \omega \) is applied. For example, with the fourth derivatives of \( \omega \), the RBM method's average error can be reduced to and for Co = 0.5 and 0.9, respectively. The existence of \( \omega \), a free parameter, may lead to these numerical fluctuations [61]. Moreover, RBM scheme is still a centred scheme even though having a higher order of accuracy (as opposed to the non-centred scheme of MC and SOU method). Therefore, it inherits the limitations of the central finite difference model.

Burstein and Mirin [15] had suggested that RBM method is more appropriate for a smooth solution instead of discontinuous flow, and this remark was verified by Srinivas et al., [62] when they assessed the performance of RBM method for compressible flow. Gottlieb [63] proved that RBM is unconditionally unstable, especially in higher dimension problem. Simulation work by Darwis et al., [64] also illustrated that RBM method could not suppress shock instability. The complexity of RBM method is futile [9]. Due to these deficiencies, there is not much attention paid to RBM method, except for benchmarking and comparison purpose [65].
Table 2
Average numerical errors of different methods compared with exact solution at different Courant number with grid number of 71

| Co  | EE    | TSLW  | MC    | SOU   | RBM   | WKL    | RK4    |
|-----|-------|-------|-------|-------|-------|--------|--------|
| 0.5 | 0.04272 | 0.11308 | 0.19444 | 0.09301 | 0.1319 | 0.15378 | Dissipating |
| 0.6 | 0.07627 | 0.10463 | 0.20159 | 0.11969 | 0.14715 | 0.17514 | Dissipating |
| 0.7 | Diverged | 0.07759 | 0.190690 | 0.13149 | 0.147910 | 0.18101 | Dissipating |
| 0.8 | Diverged | 0.11802 | 0.24400 | 0.21037 | 0.213060 | 0.25126 | Dissipating |
| 0.9 | Diverged | 0.12281 | 0.26264 | 0.25414 | 0.24634 | 0.28918 | Dissipating |
| 1.0 | Diverged | 0.05754 | 0.21504 | 0.22917 | 0.21504 | 0.26291 | Dissipating |
| 1.1 | Diverged | Diverged | Diverged | 0.3542 | Diverged | Diverged | Dissipating |
| 1.2 | Diverged | Diverged | Diverged | 0.37662 | Diverged | Diverged | Dissipating |
| 1.3 | Diverged | Diverged | Diverged | 0.413740 | Diverged | Diverged | Dissipating |
| 1.4 | Diverged | Diverged | Diverged | 0.41664 | Diverged | Diverged | Dissipating |
| 1.5 | Diverged | Diverged | Diverged | 0.33526 | Diverged | Diverged | Dissipating |
| 1.6 | Diverged | Diverged | Diverged | 0.38504 | Diverged | Diverged | Dissipating |
| 1.7 | Diverged | Diverged | Diverged | 0.56024 | Diverged | Diverged | Dissipating |
| 1.8 | Diverged | Diverged | Diverged | 0.24017 | Diverged | Diverged | Dissipating |
| 1.9 | Diverged | Diverged | Diverged | 0.27335 | Diverged | Diverged | Dissipating |
| 2.0 | Diverged | Diverged | Diverged | Diverged | Diverged | Diverged | Dissipating |

Table 3
Average numerical errors and computational time for SOU method using different number of grids at Co = 1.5

| Number of Grids | Average numerical error | Computational time (s) |
|-----------------|-------------------------|------------------------|
| 71              | 0.335258                | 3.970                  |
| 101             | 0.348415                | 5.387                  |
| 201             | 0.162633                | 11.502                 |
| 301             | 0.101223                | 17.780                 |
| 401             | 0.070699                | 23.110                 |

Although WKL method was modified based on the RBM method, WKL does not perform better than RBM all the time, depending on the flow types. WKL method is more suitable for inviscid
Burger’s equation but not discontinued flow [18,66]. Its complexity does not guarantee better performance, and hence the development of WKL is stagnated. If the advection term is not discretised reasonably, numerical accuracy is dubious even though higher-order differencing methods are applied.

Perhaps, all the analysis above (especially Table 1) is computed only for small mesh number \(n = 71\) while time for generating wave video is included in calculating the total computational. Big-O arithmetic analysis is further conducted to examine their algorithm efficiency, and the results can be shown as in Figure 3. The investigation is conducted by setting \(Co = 0.5\), while video recording for the wave is turned off. All the multistep schemes exhibit polynomial notation \(N_c\), which means that the computational time increases in a polynomial manner with mesh resolution increment. MC records the fastest computational speed with the cost of high numerical error. TSLW will perform slightly slower than MC, yet with superior accuracy. The analysis further proved that time-consuming three-step algorithms could not reduce numerical errors compared with two-step methods.

In general, two-step algorithms are more robust compared with three-step or four step methods in computation of wave equation, and it is possible to be extended further for various applications related to wave fluctuations [67,68].

4. Conclusion and Recommendations

Multistep methods render broader Courant-Friedrichs-Lewy condition and faster computational speed than the single-step Euler explicit method, yet with the loose in avoiding numerical diffusion. Two-step methods (TSLW, MC and SOU) demonstrated excellent computational performance compared with three-step methods (RBM and WKL), while apparent numerical dissipation can be observed when RK4 method is used. Hence, among these multistep schemes, two-step schemes are recommended for the computation of hyperbolic wave equation. Among all two-step methods, TSLW slightly outperforms others. It is noteworthy that the SOU method can compute the solution excellently even at a high Courant number (not more than 1.9) if enough grids are assigned. The
current investigation is somehow limited to one-dimensional study on wave equation. The performance and implementation of multistep schemes for the two-dimensional wave equation and fluid transport equations are interesting topics to be explored in the future, particularly with applications extended to engineering computational fluid dynamics.
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