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Abstract

The recent progress of CNN has dramatically improved face alignment performance. However, few works have paid attention to the error-bias with respect to error distribution of facial landmarks. In this paper, we investigate the error-bias issue in face alignment, where the distributions of landmark errors tend to spread along the tangent line to landmark curves. This error-bias is not trivial since it is closely connected to the ambiguous landmark labeling task. Inspired by this observation, we seek a way to leverage the error-bias property for better convergence of CNN model. To this end, we propose anisotropic direction loss (ADL) and anisotropic attention module (AAM) for coordinate and heatmap regression, respectively. ADL imposes strong binding force in normal direction for each landmark point on facial boundaries. On the other hand, AAM is an attention module which can get anisotropic attention mask focusing on the region of point and its local edge connected by adjacent points, it has a stronger response in tangent than in normal, which means relaxed constraints in the tangent. These two methods work in a complementary manner to learn both facial structures and texture details. Finally, we integrate them into an optimized end-to-end training pipeline named ADNet. Our ADNet achieves state-of-the-art results on 300W, WFLW and COFW datasets, which demonstrates the effectiveness and robustness.

1. Introduction

Face alignment, applied to facial landmark detection, has experienced tremendous improvement by means of Convolutional Neural Networks, and provides a continuous impetus for improvements in many computer vision techniques for face such as face recognition [29], face synthesis [1, 17] and face 3D reconstruction [23].

Error-bias can be treated as a special kind of AI-bias that could be resulted from the prejudiced assumptions made in the process of algorithm development or prejudices in the training data thus is an anomaly in the output of machine learning algorithms. Common AI-bias, such as race-bias and gender-bias, always causes negative ethical effects, especially in the case of gender shades [5]. Different from them, the error-bias considered in this paper is more like a location uncertainty, as mentioned by [26].

In our research, error-bias is regarded as the nature of error direction and proves to be highly conducive for model understanding, thus deserving a thorough investigation to fill in the research gap.

Figure 7.(a) demonstrates the labeling-bias of landmarks location on 300W dataset, deduced by the anisotropic standard deviation of each point, especially the points located on the boundary. By the observation, we trained a common face alignment model with 300W dataset, whose setting is the same as the baseline model described at the end of Section 4.2, and rendered the error distribution on the whole test dataset in Figure 7.(b), in which the error means the relative offset from predicted position to ground truth. It is found that the error-bias exists on common face alignment model and reaches 33% relative rate, which is highly consistent with labeling-bias in Figure 7.(a). Based on the finding, we speculate that model easier converges the error
in normal than in tangent direction because of noisy label and semantic confusion in tangent direction. Inspired by this, in order to test the applicability, stronger and weaker constraint are respectively imposed in normal and tangent direction by the proposed ADNet instead of isotropic loss. Similar to Figure 7.(b), the corresponding error distribution is shown in Figure 7.(c), in which the error-bias becomes higher at 48%, but the error distribution becomes compact. To conclude, these three figures support our guideline that imposing stronger constraint to normal than to tangent.

In order to improve the localization capability of face alignment and fully leverage the error-bias, this paper proposes an end-to-end training framework involving devised Symmetric Direction Loss and Anisotropic Attention Module. Specifically, Anisotropic Direction Loss disentangles the landmark errors into normal error and tangent error, and imposes strong constraint in normal error and weak constraint in tangent error for coordinate regression, which is an improved $L_n$ loss. Anisotropic Attention Module combines point heatmap and edge heatmap into one heatmap, which contains both landmarks information and local boundary information. Applying the combined attention heatmap as a mask to the landmarks heatmap, the model has high tolerance to tangent direction and low tolerance to normal direction. These two modules are highly aligned with the proposed guideline. Some previous works, such as LAB [47], PropNet [22], incorporates boundary information into CNN by attention and can be treated as special cases for the proposed guideline. ADNet enables both heatmap regression by attention and can be treated as special cases for the proposed guideline. ADNet is shown in Figure 7.(c), in which the error-bias becomes compact.

In summary, the main contributions of this paper is as follows:

- Constructing an advanced end-to-end training pipeline and implementing extensive experiments on various datasets, the result outperforms other state-of-the-art methods.

2. Related Work

In the course of face alignment development, some classic approaches of face alignment were proposed in the 1990s, e.g. AAM [8, 38, 39, 30, 24], ASM [9, 10, 32] and cascade regression [14, 51]. In recent years, driven by vigorous development of Deep Convolutional Neural Network (DCNN), CNN-based face alignment methods have achieved state-of-the-art performance and have drawn close attention from researchers. Currently, the spotlight is centered on two main branches of face alignment, that are coordinate regression and heatmap regression.

Coordinate regression methods [40, 42, 43, 28, 52, 56] directly regress facial landmarks based on the input without postprocessing. To solve this problem, Zhang [55] involves multiple tasks, learning landmarks and facial attributes into the model concurrently. Then MDM [43] designs a pipeline to train the model from coarse to fine by focusing more on detailed local information. The basic combination, ResNet [18], DenseNet [20] with L1, L2, Smooth L1 or wing loss [15] are commonly used in this type of methods.

Heatmap regression methods [46, 13, 12, 33, 2] predict an intermediate heatmap for each landmark, and then the highest response point of each heatmap or near it is the final detected coordinate of landmark, where UNet [35] and stacked HG [33] are applied frequently. Adaptive wing loss [45] and focal wing loss [22] are proposed to balance the weight of easy sample and hard sample. Boundary information is introduced into face alignment by LAB [47], PropNet [22] and ACENet [21], which supplies more structure information and helps network to know which region should be paid more attention to. Usually, heatmap regression methods outperform coordinate regression methods with the effort of complex and tricky postprocessing.

Apart from the popular models, there are techniques that can further advance face alignment performance, such as CoordConv [27], Anti-aliased CNN [53], Multi-view CNN block [3] and attention mechanism [47]. Among them, CoordConv proves to be instrumental for coordinate transformation problem in the vision task, such as object detection and generative modeling. Anti-aliased CNN with a special pooling layer, has advantages in translation invariance or ranging degrees of translation dependence. The multi-view CNN block is proven to be beneficial for landmark localization on account of multiple receptive fields and the various scale of images those fields bring about. Furthermore, the attention mechanism is able to guide a CNN to study valuable features and focus on salient regions, thus gaining great popularity among scholars nowadays.
3. ADNet

We design a network that employs stacked 4 hourglasses (HG) [4] as backbone. In each HG structure, three heatmaps are generated, respectively corresponding to a landmarks heatmap, an edge heatmap and a point heatmap. All heatmaps contribute losses to model training in different ways. Based on these heatmaps, an anisotropic attention mask is generated from the point and edge heatmaps. The attention mask can then impose anisotropic supervision upon the landmarks training, where an anisotropic direction loss is applied to the predicted landmark coordinates that are formed through soft-argmax operation. We also leverage components such as coordconv [27] and anti-aliased blocks [53] to improve performance further, as is also proposed by [22]. We name this network the ADNet, with AD standing for anisotropic direction. The overview structure of ADNet is detailedly illustrated in Figure 2.

3.1. Anisotropic Direction Loss (ADL)

Before proposing the new loss, we would like to review the $L_n$ loss in Equation 1. Two of its special cases are $L_1$ and $L_2$, which are commonly used in machine learning tasks, e.g. regression, detection and GAN.

$$L_n(p_i, \hat{p}_i) = |p_i - \hat{p}_i|^n$$

(1)

where $p_i$ and $\hat{p}_i$ are respectively the predicted value and ground truth of coordinate in $n$th landmarks. However, when utilizing $L1$ loss, model learns much noise instead of valid information from easy samples and when applying $L_2$ to outliers, model easily gets to gradient explosion. With the development of $L_n$, Smooth $L_1$ is proposed to solve these two problems by piecewise-defining as Equation 2.

$$SmoothL_1(p_i, \hat{p}_i) = \begin{cases} 
0.5L_2(p_i, \hat{p}_i), & |p_i - \hat{p}_i| < 1 \\
L_1(p_i, \hat{p}_i) - 0.5, & \text{otherwise}
\end{cases}$$

(2)

The $L_n$ series losses treat the error isotropically, even if there is error-bias on error direction of model or labeling-bias on annotations, such as in landmarks regression. In other words, they ignore the anisotropy of errors in face alignment and give the same weight to loss in all directions.

According to the guideline of imposing strong constraint in normal direction and weak constraint in tangent direction, we propose the anisotropic direction loss (ADL), shown in Figure 3, which disentangles the error into two mutually orthogonal directions, namely normal error and tangent error, and put anisotropic loss weight to them, defined as follows:

$$ADL_n(p_i, \hat{p}_i) = \frac{2\lambda}{1 + \lambda} |N(p_i, \hat{p}_i) \cdot (p_i - \hat{p}_i)|^2 + \frac{2}{1 + \lambda} |T(p_i, \hat{p}_i) \cdot (p_i - \hat{p}_i)|^2$$

(3)

Where $N(p_i, \hat{p}_i)$ and $T(p_i, \hat{p}_i)$ are unit vectors to disentangle error into two sub-errors, when the $\hat{p}_i$ locates on the edge, they are unit normal and tangent vectors respectively, otherwise, they would be unit error vectors; and $\lambda$ refers to the hyper parameter to adjust constraint strength in these two sub-errors. Refer to the equation below for the corresponding Smooth $ADL_1$ loss:

$$SmoothADL_1(p_i, \hat{p}_i) = \begin{cases} 
0.5ADL_2(p_i, \hat{p}_i), & |p_i - \hat{p}_i| < 1 \\
ADL_1(p_i, \hat{p}_i) - 0.5, & \text{otherwise}
\end{cases}$$

(4)

The $ADL_n$ loss can be treated as a more general form of the $L_n$ loss. When $\lambda = 1$ or $\hat{p}_i$ does not subordinate to any edge, $ADL_n$ exactly degenerates into $L_n$.

Generally, most landmarks locate on edges of either face contour or five sense organs. Hence, for these landmarks, we get the normal direction by calculating the slope from its directly adjacent points on the edge, namely $\hat{p}_{pre}$ and $\hat{p}_{next}$, which can be obtained from a pre-defined template of landmarks. And as for other landmarks not associating any edges, we still put isotropic constraint on all the directions, thus, both normal direction and tangent direction are equal to error direction. Based on this, normal and tangent direction can respectively be defined as below:

$$N(p_i, \hat{p}_i) = \begin{cases} 
\hat{p}_{pre} + \hat{p}_{next} - 2\hat{p}_i, & \hat{p}_i \text{ in edge} \\
\hat{p}_{pre} - \hat{p}_{next}, & |p_i - \hat{p}_i|
\end{cases}$$

$$T(p_i, \hat{p}_i) = \begin{cases} 
N(p_i, \hat{p}_i), & \hat{p}_i \text{ in edge} \\
S \times N(p_i, \hat{p}_i), & \text{otherwise}
\end{cases}$$

(5)

(6)

where $S$ is a skew-symmetric matrix $\begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$.

3.2. Anisotropic Attention Module (AAM)

As introduced in Section 2, coordinate regression and heatmap regression are widely applied in landmarks detection. Inspired by the proposed guideline, ADL loss is devised to deal with coordinate regression task under the bias of error direction. And as for heatmap regression task, in order to enhance the localization capability on normal direction, anisotropic attention module (AAM) is designed through supervising the network to focus more on tangent direction. In previous boundary-aware methods, the attention mask only contains boundary information, thus merely from which it is incapable of getting any point information.

To leverage the complete semantic information offered by prior information, the points and its directly connected edges, anisotropic attention module outputs the anisotropic heatmap by combining point heatmap and edge heatmap in Equation 7, named point-edge heatmap. When utilizing the point-edge heatmap as attention mask, the local region of
Figure 2. Overview of our ADL training framework. The backbone is constructed by stack four hourglass modules, and each hourglass module connected with three head branches, point attention, edge attention and final landmark regression branch.

Figure 3. Diagram of Anisotropic Direction Loss (ADL). In the right figure, the green point (\(\hat{p}_i\)) attracts red point (\(p_i\)) under force filed, which is strong in normal direction and weak in tangent directions. According to the proposed guideline, the model studies more in normal direction.

**target point with its partial edge has high response.** which means it contains both edge and point information and can guide model training in normal and tangent anisotropically. Therefore, using soft argmax operation with the ability of mapping heatmap to coordinate, model accumulates landmarks coordinates mainly on the local region of attentioned landmarks heatmap with tangent information instead of on whole region of the landmarks heatmap.

\[
H_{\text{point-edge}} = H_{\text{point}} \otimes H_{\text{edge}} \quad (7)
\]

Where \(H_{\text{point}}\) is the point heatmap and \(H_{\text{edge}}\) is the edge heatmap. Both of them are generated from the feature map of each HG and are supervised on two ground truth concurrently, point and edge heatmaps, by AWing [45] loss in Equation 8. Then the combined \(H_{\text{point-edge}}\) serves as attention mask in landmarks coordinates regression by Smooth \(ADL_1\) loss in Equation 4. In this process, it is interesting that the shape of salient region in point heatmap \(H_{\text{point}}\) is more like a rough edge than a point region in gaussian distribution. This is caused by the supervisory signal from Smooth \(ADL_1\) loss and is conducive to generate point-edge heatmap with strong tangent information.

\[
\text{AWing}(y, \hat{y}) = \begin{cases} 
\omega \ln(1 + \frac{|y - \hat{y}|}{\alpha}), & |y - \hat{y}| < \theta \\
A|y - \hat{y}| - C, & \text{otherwise}
\end{cases} \quad (8)
\]

The detailed description and default values of hyper parameters could refer to AWing [45] loss, from which both \(H_{\text{point}}\) and \(H_{\text{edge}}\) adopt the same setting to learn the ground truth of respective heatmaps.

\[
P = \text{soft argmax}(H_{\text{landmarks}} \otimes H_{\text{point-edge}}) \quad (9)
\]

Where \(H_{\text{landmarks}}\) is also one of the feature maps from each HG, and \(P\) is the predicted landmarks value by applying soft argmax operation to \(H_{\text{landmarks}}\). Then network could learn \(P\) by annotated \(\hat{P}\) for each training sample under the constraint of Smooth \(ADL_1\).

Finally, the holistic loss of our architecture is:

\[
L_{\text{ADNet}} = \text{SmoothADL}_1 + \alpha \cdot \text{AWing}_{\text{edge}} + \beta \cdot \text{AWing}_{\text{point}} \quad (10)
\]

Where \(\alpha\) and \(\beta\) are the loss weights to balance different tasks, we empirically set both as 10 in the paper.
4. Experiment

4.1. Implementation Details

To generate the inputs of our model, we cropped face regions and resized them into 256×256. We applied augmentation techniques to the training data by random rotation (18°), random scaling (±10%), random crop (±5%), random gray (20%), random blur (30%), random occlusion (40%) and random horizontal flip (50%). Regarding the architecture, we adopt four stacked hourglass modules. Each hourglass outputs three 64 × 64 feature maps (landmark, edge, and point heatmaps). To train our model, we empirically set the hyper-parameters of Gaussian sigma as 1.5 in point heatmap generation, line width as 1.0 in edge heatmap generation, and λ = 2.0 in the anisotropic direction loss function. We employed Adam optimizer with the initial learning rate of 1 × 10⁻³ and reduced the learning rate by 1/10 at each epoch of 200, 350, and 450. The model was trained on four GPUs (16GB NVIDIA Tesla P100), where the batch size of each GPU is 8.

4.2. Evaluation Metrics

Normalized Mean Error (NME) is a widely-used standard metric to evaluate landmark accuracy for face alignment algorithms, which is defined as

\[
\text{NME}(P, \hat{P}) = \frac{1}{N_{P}} \sum_{i=1}^{N_{P}} \frac{\|p_{i} - \hat{p}_{i}\|_2}{d}
\]  

(11)

Where \(P\) and \(\hat{P}\) denote the predicted and ground-truth coordinates of landmarks, respectively, \(N_{P}\) is the number of landmarks, and \(d\) is the reference distance to normalize the absolute errors. Usually, \(d\) could be inter-ocular (distance between outer eye corners) or inter-pupils (distance between pupil centers) distance. This paper uses inter-ocular distance as the normalization factor for 300W [37], WFLW [47], and inter-pupils for COFW [6].

Failure Rate (FR) is a metric to evaluate the robustness of algorithms in terms of NME. Samples having larger NME than a pre-defined threshold are regarded as failed prediction. FR is defined by the percentage of failed examples over the whole dataset. We set the thresholds by 5% for 300W [37], and 10% for COFW [6] and WFLW [47].

Area Under Curve (AUC) is another widely-adopted metric for face alignment task. It can be calculated by using Cumulative Error Distribution (CED) curve. The horizontal axis of CED plot indicates the target NME (ranging between 0 and the pre-defined threshold), and the CED value at the specific point means the rate of samples whose NME are smaller than the specific target NME.

| Method               | NME  | FR10% | AUC10% |
|----------------------|------|-------|--------|
| Human [6]            | 5.60 | -     | -      |
| RCPR [6]             | 8.50 | 20.00 | -      |
| TCDCN [54]           | 8.05 | -     | -      |
| DAC-CSR [16]         | 6.03 | 4.73  | -      |
| Wu et al [49]        | 5.93 | -     | -      |
| Wing [15]            | 5.44 | 3.75  | -      |
| DCFE [44]            | 5.27 | 7.29  | 0.3586 |
| Aving [45]           | 4.94 | 0.99  | 0.6440 |
| ADNet(Ours)          | **4.68** | **0.59** | **0.5317** |

Table 1. Comparing with state-of-the-art methods on COFW.

4.3. Method Comparison

To compare the performance of ADNet with the state-of-the-art competitors, we conduct evaluation on three public datasets: COFW [6], 300W [37] and WFLW [47].

COFW [6] contains a wide range of head poses and heavy occlusions, with 1,345 training images and 507 testing images. Each face has 29 annotated landmarks.

The experimental results on the COFW dataset are shown in Table 1, where all the models were tested under the same condition without any additional annotations. As tabulated in the table, our method outperforms the competitors by a wide margin in NME and FR10%. Compared with the second leading method, ADNet decreases NME by 5.3% in NME, which implies that the model is robust to large head poses and heavy occlusion despite the sparse landmarks definition.

300W [37] is a widely-adopted dataset for face alignment, with 3,148 images for training and 689 images for testing. The testing data is divided into two sub-categories: 554 for the common subset, and 135 for the challenging subset. All the data are manually labelled with 68 landmarks.

Table 2 compares our methods with the other approaches using different normalization factors: inter-ocular and inter-pupils distances. In both settings, our method yields the competitive accuracy, usually one of the best two. In particular, for inter-ocular normalization, ADNet improves the metric by 4.6% and 7.0% in NME over the previous SOTA method on the fullset and the common subset, respectively. As shown in Table 2, ADNet achieves a larger improvement on the common subset than the challenging subset, which could be due to the inaccurate labels in the challenging subset. For instance, in the challenging subset of 300W, we observed some samples having inaccurate landmark labels on the chin regions due to wrong bounding boxes, which could lead to the domain gap issue and degraded performance.

WFLW [47] is a challenging dataset constructed from in-the-wild face images. It also provides rich attribute labels such as occlusion, pose, make-up, illumination, blur and
expression. And it consists of 7,500 faces for training and 2,500 faces for testing, with 98 annotated landmarks.

Using the WFLW dataset, we aim to evaluate the models in various specific scenarios by making use of the annotated labels such as pose, expression, illumination and occlusion. In addition, in order to demonstrate the stability of landmark localization, we employ three metrics: NME, FR (10%) and AUC (10%). As tabulated in Table 3, ADNet outperforms the other state-of-the-art methods significantly in most of subsets.

### 4.4. Ablation study

To explore the efficacy and the contribution of each component of our proposed model, we conduct comprehensive ablation experiments.

**Evaluation on different \( \lambda \) for ADL.** To find the optimal hyper-parameters for ADL, we trained our model with different \( \lambda \) on the 300W dataset. And AAM is not included so as to avoid ambiguity. Instead of seeking the entire parameter space, we choose a few candidates of \( \lambda \) as shown in Table 4. It appears that, compared with the model without ADL (\( \lambda = 1.0 \)), the optimal model gained about 4% improvement in NME when \( \lambda = 2.0 \). In addition, when \( \lambda \) is set to 0.5 (more weight for the tangent direction), the alignment accuracy dropped, which aligns with our assumption about error bias in face alignment. However, when \( \lambda \geq 2.0 \), the performance is not sensitive to the value of \( \lambda \). In our experiments, we chose \( \lambda = 2 \) as the default setting.

**Evaluation on different attention modules for AAM.** AAM plays a vital role in ADNet, which contributes the largest improvement in alignment accuracy. In Table 5, ‘w/ PAM’ and ‘w/ EAM’ indicate that AAM is replaced with point attention module (PAM) and edge attention module (EAM), respectively. As revealed in the table, anisotropic attention leads to the best performance (12% improvement in NME over the second leading method) among the three ones that attempt to make the model focus on salient regions. As shown in Figure 4, the distribution of generated heatmap from AAM is aligned with the tangent direction rather than normal direction, which accounts for the effectiveness of AAM in our method.

**Evaluation on different backbones in our method.** To investigate the impact of backbones on face alignment per-
| Metric | Method | Testset | Pose Subset | Expression Subset | Illumination Subset | Make-up Subset | Occlusion Subset | Blur Subset |
|--------|--------|---------|-------------|-------------------|--------------------|----------------|---------------|----------|
|        |        |         |             |                   |                    |                |               |          |
| NME(%) |        | ESR [7] | 11.13       | 25.88             | 11.47              | 10.49          | 11.05         | 12.20     |
|        |        | SDM [51]| 10.29       | 24.10             | 11.45              | 9.32           | 9.38          | 13.03     |
|        |        | CFSS [57]| 9.07        | 21.36             | 10.09              | 8.30           | 8.74          | 11.76     |
|        |        | DVLN [48]| 6.08        | 11.54             | 6.78               | 5.73           | 5.98          | 7.33      |
|        |        | LAB [47]| 5.27        | 10.24             | 5.51               | 5.23           | 5.15          | 6.79      |
|        |        | Wing [15]| 5.11        | 8.75              | 5.36               | 4.93           | 5.41          | 6.37      |
|        |        | DeCaFA [11]| 4.62      | 8.11              | 4.65               | 4.41           | 4.63          | 5.74      |
|        |        | AWing [45]| 4.36       | 7.38              | 4.58               | 4.32           | 4.27          | 5.19      |
|        |        | LUVLi [26]| 4.37       | -                 | -                 | -             | -             | -        |
|        |        | ADNet(Ours)| 4.14      | 6.96              | 4.38               | 4.09           | 4.05          | 5.06      |
|        |        | PropNet  | 4.05        | 6.92              | 3.87               | 4.07           | 3.76          | 4.58      |
|        |        | ADNet+(Ours)| 3.98 | 6.56              | 4.02               | 3.87           | 3.62          | 4.36      |

| FR10%  |        | ESR [7] | 35.24       | 90.18             | 42.04             | 38.84          | 47.28         | 41.40     |
|        |        | SDM [51]| 29.40       | 84.36             | 33.44             | 26.22          | 27.67         | 41.85     |
|        |        | CFSS [57]| 20.56      | 66.26             | 23.25             | 17.34          | 21.84         | 23.67     |
|        |        | DVLN [48]| 10.84      | 46.93             | 11.15             | 7.31           | 11.65         | 16.30     |
|        |        | LAB [47]| 7.56        | 28.83             | 6.37              | 6.73           | 7.77          | 13.72     |
|        |        | Wing [15]| 6.00        | 22.70             | 4.78              | 4.30           | 7.77          | 12.50     |
|        |        | DeCaFA [11]| 4.84      | 21.40             | 3.73              | 3.22           | 6.15          | 9.26      |
|        |        | AWing [45]| 2.84       | 13.50             | 2.23              | 2.58           | 2.91          | 5.98      |
|        |        | LUVLi [26]| 3.12       | -                 | -                 | -             | -             | -        |
|        |        | ADNet(Ours)| 2.72      | 12.72             | 2.15              | 2.44           | 1.94          | 5.79      |
|        |        | PropNet  | 2.96        | 12.38             | 2.55              | 2.44           | 1.46          | 5.16      |
|        |        | ADNet+(Ours)| 2.00 | 9.20              | 1.59              | 1.72           | 1.26          | 4.48      |

| AUC10% |        | ESR [7] | 0.2774      | 0.0177            | 0.1981            | 0.2953         | 0.2485        | 0.1946     |
|        |        | SDM [51]| 0.3002      | 0.0226            | 0.2293            | 0.3237         | 0.3125        | 0.2060     |
|        |        | CFSS [57]| 0.3659      | 0.0632            | 0.3157            | 0.3854         | 0.3691        | 0.2688     |
|        |        | DVLN [48]| 0.4551      | 0.1474            | 0.3889            | 0.4743         | 0.4494        | 0.3794     |
|        |        | LAB [47]| 0.5323      | 0.2345            | 0.4951            | 0.5433         | 0.5394        | 0.4490     |
|        |        | Wing [15]| 0.5504      | 0.3100            | 0.4959            | 0.5408         | 0.5582        | 0.4885     |
|        |        | DeCaFA [11]| 0.5630      | 0.2920            | 0.5460            | 0.5790         | 0.5750        | 0.4850     |
|        |        | AWing [45]| 0.5719      | 0.3120            | 0.5149            | 0.5777         | 0.5715        | 0.5022     |
|        |        | LUVLi [26]| 0.5770      | -                 | -                 | -             | -             | -        |
|        |        | ADNet(Ours)| 0.6022     | 0.3441            | 0.5234            | 0.5805         | 0.6007        | 0.5295     |
|        |        | PropNet  | 0.6158      | 0.3823            | 0.6281            | 0.6164         | 0.6389        | 0.5721     |
|        |        | ADNet+(Ours)| 0.6250     | 0.4036            | 0.6281            | 0.6295         | 0.6406        | 0.5896     |

Table 3. Comparing with state-of-the-art methods on WFLW testing set. PropNet and ADNet+(Ours) employ focal wing loss [22] by using the attribute labels provided by WFLW.

Table 4. The contribution of ADL under different $\lambda$. AAM is not used in these settings.

| Method | NME(%) | FR5% | AUC5% |
|--------|--------|------|-------|
| $\lambda=0.5$ | 3.43 | 12.01 | 0.3504 |
| $\lambda=1.0$ | 3.38 | 11.72 | 0.3653 |
| $\lambda=2.0$ | 3.23 | **10.45** | 0.4006 |
| $\lambda=4.0$ | 3.24 | 11.03 | **0.4027** |
| $\lambda=8.0$ | 3.27 | 11.47 | 0.3950 |

Table 5. The contribution of AAM under different attention modules. ADL is not used in these settings.

for the network architecture. The results are tabulated in Table 6 where baseline denotes the model trained without ADL and AAM, in other words, baseline model feed...
$H_{\text{landmarks}}$ directly to soft-argmax, then apply $\text{Smooth } L_1$ (a.k.a $\text{Smooth } ADL_1$ with $\lambda = 1$) loss to supervise landmark coordinates. For the ResNet50 backbone, we add three deconvolutional layers after the last layer to generate $64 \times 64$ heatmap like our original model. As shown in the table, all the models are significantly enhanced by equipping them with ADL and AAM, which demonstrates that ADL and AAM are generally adaptable regardless of network architecture. In addition, ADNet with the default backbone (Stacked 4 HGNet) yields the best performance among three models.

| Backbone                  | Baseline | ADNet |
|---------------------------|----------|-------|
| Stacked 4 HGNet [33]      | 3.38     | 2.93  |
| Single HGNet [33]         | 3.39     | 2.99  |
| ResNet50 [18]             | 3.43     | 3.11  |

Table 6. NME(%) in different backbones on the 300W dataset.

Evaluation with and without facial attributes labels. It is shown that additional labeling information, such as face attributes, can help the model learn face alignment effectively. For example, PropNet [22] proposed a focal factor which dynamically adjusts the loss weight by utilizing class labels. We also test ADNet equipped with the focal factor, which is denoted as ADNet*. As shown in Table 3 and 7, it is apparent that both PropNet [22] and ADNet* benefit from facial attribute labels.

| Method       | Tags | WFLW | 300W |
|--------------|------|------|------|
| PropNet      | w/   | 4.05 | 2.93 |
| ADNet(Ours)  | w/o  | 4.14 | 2.93 |
| ADNet*(Ours) | w    | 3.98 | -    |

Table 7. NME(%) with and without attribute labels. The result of ADNet* on 300W is missing because the annotations for 300W was labelled by PropNet and the data is not published.

Evaluation on different error directions. Our fundamental assumption regarding the error-bias is that we should impose a strong constraint to the error along normal direction, while a relaxed constraint for the tangent-direction error. Similar ideas were also discussed in previous studies, LAB [47] and PropNet [22]. To further investigate the error direction, we report NME along normal and tangent directions independently as shown in Table 8. The baseline indicates the model without ADL and AAM. It can be observed that there is the significantly stronger NME bias along the tangent direction than tangent direction, which supports our assumption. In addition, ADL and AAM appear to conduct to model accuracy enhancement, especially in normal direction, while allowing flexibility along the tangent direction to some degree, resulting in the increased bias rate of 48.05%. In other words, it is reasonable to impose a strong constraint to the error along the normal direction, which allows us to achieve better holistic performance in the end. In addition, as demonstrated in Figure 5, errors along the tangent direction (the third image) are more acceptable to human perception than the same amount of the errors along the normal direction (the second image).

\[
\text{Bias Rate} = \frac{\text{NME}_{\text{tangent}} - \text{NME}_{\text{normal}}}{\text{NME}_{\text{normal}}} \tag{12}
\]

Where $\text{NME}_{\text{tangent}}$ and $\text{NME}_{\text{normal}}$ are respectively the NME in tangent and normal directions.

5. Conclusion

In this paper, we point out the significant bias of error distribution of each facial landmark, which is caused by ambiguity in the process of labeling. Inspired by this knowledge, anisotropic direction loss is proposed to handle error in normal and tangent directions independently. Moreover, anisotropic attention module is put forward to efficiently combine point and edge heatmap information. By combining and integrating the two modules, the proposed model imposes more constraint on normal direction than on tangent direction for the learning of landmarks coordinates. And rigorous experiments show that the proposed method outperforms other state-of-the-art models on multiple datasets. Finally, ablation studies verify the usefulness of the method comprehensively. Additionally, we realized that the current metrics do not reflect the actual error bias issue, and result in the same error values for the 2nd and 3rd images in Figure 5. In future work, the new metric considering human perception shown in Figure 5 and the error-bias should be studied to provide more meaningful insights.
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A. Appendix

A.1. Model Architecture

Tables 9, 10 and 11 fully demonstrate the architecture of the proposed ADNet. For detailed introduction of our experimental setting, please refer to Section 4 of our manuscript. In the table, $P^*$, $H_{\text{point}}$ and $H_{\text{edge}}$ denote the inputs of smooth ADL1 loss, AWing loss and AWing loss, respectively. $N_{\text{point}}$ and $N_{\text{edge}}$ indicate the number of points and edges, which varies according to each dataset. The loss weights of Hour Glass (HG) for stacked 4 HGs are respectively 1/8, 1/4, 1/2, and 1. The fourth head branch outputs $P_3$ is the final predicted coordinate of each landmark, which is derived from the soft argmax operation.

In Table 10, the goal of 2P Transform is to convert $\hat{H}_{\text{edge}}$ ($N_{\text{edge}}$ channels) into $H_{\text{edge}}$ ($N_{\text{point}}$ channels) by considering the adjacency relationship as

$$E2P \text{ Transform}(\hat{H}_{\text{edge}}(x, y)) = \text{Mat}_{E2P} \cdot \hat{H}_{\text{edge}}(x, y)$$

where $\hat{H}_{\text{edge}}(x, y)$ is a column vector at the position of $(x, y)$, and $\text{Mat}_{E2P}$ is a $N_{\text{point}} \times N_{\text{edge}}$ binary matrix describing the adjacency relationship between each point and each edge. More specifically, if the ith point is connected to the jth edge, $\text{Mat}_{E2P}(i, j) = 1$, otherwise, $\text{Mat}_{E2P}(i, j) = 0$. Note that $\text{Mat}_{E2P}$ is a constant variable, and is derived based on the landmark definition of each dataset, respectively.

A.2. Edge Definition

We categorize the landmarks into two groups: edge landmarks and point landmarks. If the landmarks locate on edges, they belong to the former group, conversely, landmarks not on edges belong to the latter group. For several well-known face alignment datasets such as COFW, 300W, and WFLW, most of the landmarks belong to edge landmarks. We show our definition of edges in 300W dataset in Table 12 and Figure 6.

A.3. Additional Experiments and Results

A.3.1 Comparison of Inference Time

To show the computational complexity of ADL and AAM, we compare the inference time of the baseline model and ADNet. Note that the baseline model is almost identical to ADNet except that AAM and ADL are removed from the baseline. To estimate the time, we repeated the experiment 10 times on the 300W fullset and averaged the measured times. We used one NVIDIA v100 GPU with a batch size of 1. As tabulated in Table 13, ADNet takes only 6% longer time than the baseline method, which indicates the high efficiency of ADL and AAM. Moreover, ADL and AAM take small FLOPs and require a small number of parameters as shown in the table.

A.3.2 Evaluation of Individual Edges on 300W

Apart from evaluating the whole face on the test dataset, we also provide the NME of each edge in the 300W fullset dataset to fully demonstrate the effectiveness of the proposed method. The detailed results are shown in Table 15. The bias rate is defined as

$$\text{Bias Rate} = \frac{\text{NME}_{\text{tangent}} - \text{NME}_{\text{normal}}}{\text{NME}_{\text{normal}}}$$

where NME\text{tangent} and NME\text{normal} are respectively the NME in tangent and normal directions. For both normal NME and tangent NME, ADNet outperforms the baseline method for every edge. In addition, ADNet has always larger bias rate than the baseline, which means that ADNet is leveraging the bias towards normal direction.

A.3.3 Exploration of $\lambda$ Settings

We investigate three $\lambda$ settings in Table 14: i) All landmarks have the same value $\lambda_i = 2$: (c)(f). Other $\lambda_i$ can be found in Table 14. ii) $\lambda_i = 4$ for the outer face contour (denoted by $C$ in Table 14), and $\lambda_i = 2$ for the rest: (d)(g). iii) Independent $\lambda_i$ for each landmark: (e)(h). Each was computed by $\lambda_i = a_i/b_i$, where $a_i$ and $b_i$ are long and short radius of each fitted ellipse by error distribution in Figure 7(a).

It can be observed that: i) though a more flexible $\lambda_i$ leads to better performance, the improvement is marginal; ii) the significant improvement comes from AAM rather than ADL.
| Layer                          | Input of layer | Output of layer | Output Channels | Kernel Size | Stride | Padding |
|-------------------------------|---------------|----------------|----------------|-------------|--------|---------|
| Input                         | image         | -              | -              | -           | -      | -       |
| Coord Conv [27]               | image         | x0             | 64             | 7           | 2      | 3       |
| BN-ReLu                       | x0            | x1             | 64             | -           | -      | -       |
| Residual Block [18]           | x1            | x2             | 128            | -           | -      | -       |
| Max Pool                      | x2            | x3             | 128            | 2           | 2      | 0       |
| Blur Pool [53]                | x3            | x4             | 128            | 3           | 2      | 0       |
| Residual Block                | x4            | x5             | 128            | -           | -      | -       |
| Residual Block                | x5            | x6             | 256            | -           | -      | -       |
| Head Branch                   | x6            | (P0, x7, H0point, H0edge) | -         | -           | -      | -       |
| Head Branch                   | x7            | (P1, x8, H1point, H1edge) | -         | -           | -      | -       |
| Head Branch                   | x8            | (P2, x9, H2point, H2edge) | -         | -           | -      | -       |
| Head Branch                   | x9            | (P3, x10, H3point, H3edge) | -         | -           | -      | -       |
| Output                        | -             | (P*, H*point, H*edge) | -         | -           | -      | -       |

Table 9. The architecture of ADNet. x[*] and H[*] indicate intermediate feature maps, and BN indicates batch normalization. The detailed structure of “Head Branch” and “Residual Block” are shown in Tables 10 and 11.

| Layer                          | Input of layer | Output of layer | Output Channels | Kernel Size | Stride | Padding |
|-------------------------------|---------------|----------------|----------------|-------------|--------|---------|
| Input                         | y0            | -              | -              | -           | -      | -       |
| Hour Glass [33]               | y0            | y1             | 256            | -           | -      | -       |
| Conv-BN-ReLu                  | y1            | y2             | 256            | 1           | 1      | 0       |
| Residual Block                | y2            | y3             | 256            | -           | -      | -       |
| Conv-Sigmoid                  | y3            | Hpoint         | Npoint         | 1           | 1      | 0       |
| Conv-Sigmoid                  | y3            | Hedge          | Nedge          | 1           | 1      | 0       |
| E2P Transform                 | y3            | Hpoint−edge    | Npoint         | -           | -      | -       |
| Elementwise dot               | (Hpoint, Hedge) | Hpoint−edge    | Npoint         | -           | -      | -       |
| Conv-ReLu                     | y3            | Hlandmarks     | Npoint         | 1           | 1      | 0       |
| Elementwise dot               | (Hlandmarks, Hpoint−edge) | AHandmarks     | Npoint         | -           | -      | -       |
| Soft Argmax                   |                |                |                | -           | -      | -       |
| Conv                          | Hlandmarks    | y4             | 256            | 1           | 1      | 0       |
| Conv                          | Hpoint        | y5             | 256            | 1           | 1      | 0       |
| Conv                          | Hedge         | y6             | 256            | 1           | 1      | 0       |
| Elementwise sum               | (y3, y4, y5, y6) | y7             | 256            | -           | -      | -       |
| Output                        | -             | (P, y7, Hpoint, Hedge) | -         | -           | -      | -       |

Table 10. The architecture of head branch.

| Layer                          | Input of layer | Output of layer | Output Channels | Kernel Size | Stride | Padding |
|-------------------------------|---------------|----------------|----------------|-------------|--------|---------|
| Input                         | z0            | -              | -              | -           | -      | -       |
| BN-ReLu-Conv                  | z0            | z1             | output channels / 2 | 1           | 1      | 0       |
| BN-ReLu-Conv                  | z1            | z2             | output channels / 2 | 3           | 1      | 1       |
| BN-ReLu-Conv                  | z2            | z3             | output channels  | 1           | 1      | 0       |
| Skip                          | z0            | z4             | output channels  | 1           | 1      | 0       |
| Elementwise sum               | (z3, z4)      | z5             | output channels  | 1           | 1      | 0       |
| Output                        | -             | z5             | -              | -           | -      | -       |

Table 11. The architecture of residual block. “output channels” denotes the channel size of the residual block’s output.
Components | Edge Names | Vertex Indices
--- | --- | ---
Contour | Face Contour | 0-16
Eyebrow | Right Eyebrow | 17-21
| Left Eyebrow | 22-26
Nose | Nose Middle Line | 27-30
| Nose Bottom Line | 31-35
Eye | Right Eye Superior Margin | 36-39
| Right Eye Inferior Margin | 39-41, 36
| Left Eye Superior Margin | 42-45
| Left Eye Inferior Margin | 45-47, 42
Mouth | Outer Lip Superior Margin | 48-54
| Outer Lip Inferior Margin | 54-59, 48
| Inner Lip Superior Margin | 60-64
| Inner Lip Inferior Margin | 64-67, 60
Whole face | - | 0-67

Table 12. Definition of edges in 300W. The visualized example of each edge is shown in Figure 6 with the same color.

| Methods | Inference Time | FLOPs | Params |
| --- | --- | --- | --- |
| Baseline | 89.49 ms/face | 16.46G | 13.23M |
| ADNet | 95.29 ms/face | 17.04G | 13.37M |

Table 13. The comparison of inference time, FLOPs and the number of parameters on the 300W fullset.

| ID | Components | λ_i | NME (%) |
| --- | --- | --- | --- |
| (a) | Baseline | - | 3.38 |
| (b) | AAM only | - | 2.98 |
| (c) | ADL only | λ_i = 2 | 3.231951 |
| (d) | ADL only | λ_i ∈ O = 4, λ_i ∉ O = 2 | 3.229207 |
| (e) | ADL only | λ_i = a_i/b_i | 3.219207 |
| (f) | AAM + ADL | λ_i = 2 | 2.934116 |
| (g) | AAM + ADL | λ_i ∈ O = 4, λ_i ∉ O = 2 | 2.934933 |
| (h) | AAM + ADL | λ_i = a_i/b_i | 2.930612 |

Table 14. Evaluating different λ strategies on 300W in terms of interocular NME. The Baseline in (a) removes both AAM and ADL.

### A.3.4 Demonstration of Error Distribution on 300W

To demonstrate the error-bias in error distribution with real-world data, in Figure 7, we provide the empirical error distribution of chin point obtained by using an off-the-shelf face alignment algorithm on the 300W dataset trained by baseline method. It is obvious that the error distribution along tangent direction (tangent distribution in figure) is broader than that along the normal direction (normal distribution in figure), which is consistent with our assumption, error-bias towards normal direction.

### A.3.5 Visualized Examples of ADNet

To verify the robustness of ADNet, we additionally show the landmark inference on the extended test data in Figure 9, 10 and 11. For each image, the first row (red landmarks) is the inference result by ADNet and the second row (green landmarks) is the corresponding ground-truth provided by the dataset. As can be seen, our method yields stable and reasonable prediction of landmarks even for difficult cases such as extreme occlusion, large pose, extreme expression, blur and bad illumination.

### A.4. Extra Description of AAM

As described in the manuscript, the anisotropic attention module outputs an anisotropic mask per landmarks. By design, the anisotropic mask has a strong response in tangent direction and a weak response in normal direction. Consequently, each predicted landmark has a large tolerance for tangent error, but small tolerance for normal error. This can be confirmed in the visualized example in Figure 8, where the AAM mask has broad distribution along tangent direction (ranging between t_0 to t_1) while the distribution along normal direction is limited (ranging between n_0 to n_1). In other words, the guideline imposes strong constraints along the normal direction of each landmark.
Figure 9. Visualized examples in COFW test dataset. (Red denotes predicted values by ADNet model and Green denotes ground truth.)
Figure 10. Visualized examples in the 300W test dataset. (Red denotes predicted values by ADNet model and Green denotes ground truth.)
Figure 11. Visualized examples in the WFLW test dataset. (Red denotes predicted values by ADNet model and Green denotes ground truth.)
| Components | Edges             | Methods  | Overall NME | Normal NME | Tangent NME | Bias Rate |
|------------|------------------|----------|-------------|------------|-------------|-----------|
|            | Overall          | Baseline | 3.38        | 1.91       | 2.55        | 33.51%    |
|            |                  | ADNet    | 2.93        | 1.54       | 2.28        | 48.05%    |
| Contour    | Face Contour     | Baseline | 5.85        | 2.97       | 4.73        | 59.20%    |
|            |                  | ADNet    | 5.45        | 2.58       | 4.57        | 77.13%    |
| Eyebrow    | Right Eyebrow    | Baseline | 3.62        | 2.10       | 2.75        | 30.51%    |
|            |                  | ADNet    | 3.31        | 1.86       | 2.56        | 37.35%    |
|            | Left Eyebrow     | Baseline | 3.44        | 1.99       | 2.62        | 31.62%    |
|            |                  | ADNet    | 3.15        | 1.75       | 2.45        | 40.24%    |
| Nose       | Nose Middle Line | Baseline | 2.13        | 1.78       | 1.59        | 35.13%    |
|            |                  | ADNet    | 1.97        | 1.01       | 1.53        | 51.03%    |
|            | Nose Bottom Line | Baseline | 2.31        | 1.43       | 1.66        | 15.59%    |
|            |                  | ADNet    | 2.11        | 1.26       | 1.56        | 23.27%    |
| Eye        | Right Eye Superior Margin | Baseline | 1.88        | 1.23       | 1.25        | 1.83%     |
|            |                  | ADNet    | 1.48        | 0.94       | 1.01        | 7.85%     |
|            | Right Eye Inferior Margin | Baseline | 1.81        | 1.19       | 1.22        | 2.52%     |
|            |                  | ADNet    | 1.42        | 0.89       | 0.98        | 10.11%    |
|            | Left Eye Superior Margin | Baseline | 1.83        | 1.20       | 1.22        | 1.65%     |
|            |                  | ADNet    | 1.43        | 0.92       | 0.96        | 3.96%     |
|            | Left Eye Inferior Margin | Baseline | 1.80        | 1.17       | 1.20        | 2.56%     |
|            |                  | ADNet    | 1.39        | 0.87       | 0.94        | 8.00%     |
| Mouth      | Outer Lip Superior Margin | Baseline | 2.35        | 1.48       | 1.64        | 10.80%    |
|            |                  | ADNet    | 2.01        | 1.18       | 1.47        | 24.25%    |
|            | Outer Lip Inferior Margin | Baseline | 2.81        | 1.69       | 2.06        | 21.89%    |
|            |                  | ADNet    | 2.62        | 1.52       | 1.98        | 30.26%    |
|            | Inner Lip Superior Margin | Baseline | 2.15        | 1.32       | 1.49        | 12.61%    |
|            |                  | ADNet    | 1.79        | 0.97       | 1.33        | 37.37%    |
|            | Inner Lip Inferior Margin | Baseline | 2.48        | 1.53       | 1.79        | 16.99%    |
|            |                  | ADNet    | 2.13        | 1.24       | 1.64        | 32.25%    |

Table 15. Evaluation of individual edges on 300W.