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Abstract

We study the (2+1) dimensional Dirac oscillator in a homogeneous magnetic field in the noncommutative plane. It is shown that the effect of non-commutativity is twofold: i) momentum noncommuting coordinates simply shift the critical value ($B_{cr}$) of the magnetic field at which the well known left-right chiral quantum phase transition takes place (in the commuting phase); ii) non-commutativity in the space coordinates induces a new critical value of the magnetic field, $B_{cr}^*$, where there is a second quantum phase transition (right-left), --this critical point disappears in the commutative limit--. The change in chirality associated with the magnitude of the magnetic field is examined in detail for both critical points. The phase transitions are described in terms of the magnetisation of the system. Possible applications to the physics of silicene and graphene are briefly discussed.
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I. INTRODUCTION

Recent studies in string theory and quantum gravity indicate that space-time can be non-commutative \cite{1-4}. Subsequently quantum mechanics in such a space-time has been studied by a number of authors to determine the role of noncommutativity parameters on a variety of physical observables \cite{5-14}.

The Dirac oscillator on the other hand is one of the very few relativistic systems which is exactly solvable \cite{15-22}. In mathematical physics the Dirac oscillator has become a paradigm for the realization of covariant quantum models and it has found applications both in nuclear \cite{23-25} and subnuclear \cite{26, 27} physics as well as in quantum optics \cite{28, 30}. Very recently a one dimensional version of the Dirac oscillator has been realized experimentally \cite{31} for the first time. Using a microwave setup the Dirac Oscillator has been modeled by a chain of coupled disks with high index of refraction and only nearest neighbor interactions sandwiched between metallic plates. By adjusting properly the coupling between the disks this system reproduces the spectrum of the one dimensional Dirac oscillator. In \cite{31} the authors also discuss prospects to realize in the near future the two dimensional version of the Dirac oscillator which may be feasible using networks of microwave coaxial cables \cite{32-34}. It is interesting to note that a further interaction in the form of a homogeneous magnetic field can still be incorporated in the Dirac oscillator keeping the system still exactly solvable \cite{28, 35-38} and this combined system has quite interesting properties. In some recent papers it has been shown that for this combined system there is a chirality phase transition if the magnitude of the magnetic field either exceeds or is less than a critical value $B_{\text{cr}}$ (which also depends on the oscillator strength) \cite{39, 40}. A consequence of this chirality phase transition is that the spectrum is different for $B > B_{\text{cr}}$ and $B < B_{\text{cr}}$, $B$ being the magnetic field strength.

Our objective here is to analyse the same system, a 2D Dirac oscillator within a constant magnetic field, but in the framework of non-commutative space and momentum coordinates. It will be shown that in this case the critical value of the magnetic field depends not only on the oscillator strength but on the non-commutativity parameters as well. Another interesting consequence of the non-commutative scenario which we point out is that, apart from the two left- and right-chiral phases of the commutative case, there is also a new third left phase and so a second quantum phase transition (right-left) which both cease to exist as
the space non-commutativity parameter vanishes. We shall discuss the spectrum and the
degeneracy of the various energy levels in all three phases. Another point which we address
is the following: how to characterise the chirality phase transition? It will be shown that
the chirality phase transition can be described in terms of the magnetization of the system.
We shall also examine the quantum phase transition(s) in the context of new 2-dimensional
materials, namely, graphene \[41–43\] and silicene \[44–47\]. Charge carriers in Graphene, a
2-dimensional sheet of carbon atoms, are known to be described at the \(K\), and \(K'\) points of
the Brillouin zone by an effective massless Dirac equation. Silicene, the silicon counterpart
of graphene, is known to be described at the \(K, K'\) points by a massive Dirac equation.
In consideration of the fact that in \[48\] it has been conjectured that in graphene a Dirac
oscillator coupling may arise as a consequence of an effective internal magnetic field due to the
motion of the electrons in the planar hexagonal lattice of the carbon atoms, it is clear that the
exact solutions presented in this work may have direct relevance to experimentally accessible
physical systems (like silicene) of great interest to the scientific community, independently of
the existence or not of the (admittedly speculative) non commutative scenario. Our solutions
being derived for a massive Dirac oscillator would have to be considered in the massless limit
to be applicable to graphene. Although we have studied the system in a non-commutative
space, our analysis can indeed be applied to the commutative case as well by letting the
non-commutativity parameters vanish.

The organisation of the paper is as follows: in section II we have presented outline of
the problem; in sections III, IV and V we discuss the spectrum in three phases, namely,
the weak, the intermediate and the strong magnetic field; in section VI we discuss how to
characterise the chirality phase transition as the strength of the magnetic field varies along
with possible applications to silicene and graphene, and finally section VII is devoted to our
conclusions.

II. FORMULATION OF THE PROBLEM

To begin with we note that the Hamiltonian for the \((2 + 1)\) dimensional Dirac oscillator
in the noncommutative plane in the presence of a homogeneous magnetic field is given by

\[
H = c\sigma \cdot (\hat{p} - im\omega\beta \hat{x} + \frac{e}{c} \hat{A}) + \beta mc^2,
\]

(1)
where $c$ is the velocity of light and $\sigma, \beta = \sigma_z$ denote Pauli matrices. We now choose the vector potential as
\[
\hat{A} = (-B\hat{y}/2, B\hat{x}/2, 0).
\] (2)

The commutation relation between coordinates and momenta are given by
\[
[\hat{x}, \hat{y}] = i\theta, \quad [\hat{p}_x, \hat{p}_y] = i\eta, \quad [\hat{x}_i, \hat{p}_j] = i\hbar(1 + \frac{\theta\eta}{4\hbar^2})\delta_{ij}, \quad \theta, \eta \in \mathbb{R}.
\] (3)

Then written in full the above Hamiltonian reads
\[
H = c \begin{pmatrix}
mc & \hat{\Pi}_- \\
\hat{\Pi}_+ - mc
\end{pmatrix},
\] (4)

where $\Pi_\pm$ are given by
\[
\hat{\Pi}_- = \hat{p}_x - i\hat{p}_y - i\left(\frac{eB}{2c} - m\omega\right)\hat{x} - \left(\frac{eB}{2c} - m\omega\right)\hat{y};
\]
\[
\hat{\Pi}_+ = \hat{p}_x + i\hat{p}_y + i\left(\frac{eB}{2c} - m\omega\right)\hat{x} - \left(\frac{eB}{2c} - m\omega\right)\hat{y}.
\] (5)

It is now necessary to express the noncommuting coordinates and momenta in terms of commuting ones. This can be achieved using the Seiberg-Witten map and are given by
\[
\hat{x} = x - \frac{\theta}{2\hbar}p_y, \quad \hat{\dot{p}}_x = \dot{p}_x + \frac{\eta}{2\hbar}y, \quad \hat{y} = y + \frac{\theta}{2\hbar}p_x, \quad \hat{\dot{p}}_y = \dot{p}_y - \frac{\eta}{2\hbar}x,
\] (6)

where $(x, y)$ and $(\dot{p}_x, \dot{p}_y)$ denote commuting coordinates and momenta. Now using the relation (6) the Hamiltonian (4) can be written as
\[
H = c \begin{pmatrix}
mc & \hat{\tilde{\Pi}}_- \\
\hat{\tilde{\Pi}}_+ - mc
\end{pmatrix},
\] (7)

where $\tilde{\Pi}_\pm$ are more conveniently written after introducing the following frequencies out of the parameters of the problem:
\[
\tilde{\omega} = \frac{eB}{2mc}, \quad \omega_\theta = \frac{2\hbar}{m\theta}, \quad \omega_\eta = \frac{\eta}{2\hbar m}.
\] (8)

Then we find:
\[
\hat{\tilde{\Pi}}_\pm = \left(1 - \frac{\tilde{\omega} - \omega_\theta}{\omega_\theta}\right)(p_x \pm ip_y) \pm im(\tilde{\omega} - \omega_\theta)(x \pm iy).
\] (9)

\[\text{4}\]
From the above relations one finds that there is a critical value of the magnetic field \( B_{cr} \)

\[
B_{cr} = \frac{2mc}{e}(\omega + \omega_\eta) = \frac{2c}{e}(m\omega + \frac{2\eta}{\hbar}),
\]

(10)
such that for \( B = B_{cr} \) (or \( \tilde{\omega} = \omega + \omega_\eta \)) there are no interactions in the model and the Hamiltonian represents a free particle (only kinetic energy). Note that the critical magnetic field \( B = B_{cr} \) actually depends on the oscillator frequency as well as the momentum non-commutativity parameter \( (\eta \text{ or } \omega_\eta) \). We see therefore that the momentum non-commutativity parameter \( (\eta) \) shifts the value of the critical field relative to the value in the commutative case, where the system is well known to undergo a quantum phase transition.

More importantly we note that space non-commutativity \( (\theta \neq 0) \) introduces an additional critical value for the magnetic field \( B_{cr}^* \) which corresponds to the condition \( \tilde{\omega} = \omega + \omega_\theta \):

\[
B_{cr}^* = \frac{2mc}{e}(\omega + \omega_\theta) = \frac{2c}{e}(m\omega + \frac{\hbar}{\theta}).
\]

(11)

At this value of the magnetic field the kinetic part of the Hamiltonian will vanish. Physically we can visualise the system at this critical value as being made up by only potential energy. This second critical point signals a new quantum phase transition which is absent in the commutative limit, whereas the quantum phase transition at \( B = B_{cr} \) is only shifted by the momentum non-commutativity parameter \( \eta \) (and this shift goes smoothly to zero when \( \eta \rightarrow 0 \)).

In the following section we shall analyse the spectrum as a function of the magnetic field separately in each of the three regions: when \( B < B_{cr} \), \( B_{cr} < B < B_{cr}^* \), and \( B > B_{cr}^* \).

We shall discuss the problem according to the magnitude of the magnetic field (or the cyclotron frequency \( \tilde{\omega} \)) relative to the other parameters (Dirac oscillator frequency \( \omega \) and NC frequencies \( \omega_\eta, \omega_\theta \)). In this regard we note that as the non-commutative (NC) parameters \( \eta, \theta \rightarrow 0 \) (the commutative limit) the frequency \( \omega_\eta \) vanishes, while \( \omega_\theta \rightarrow \infty \). Therefore without any loss of generality we may assume the following relation between \( \omega_\eta \), and \( \omega_\theta \):

\[
\omega_\eta < \omega_\theta.
\]

(12)

III. WEAK MAGNETIC FIELD: \( B < B_{cr} \) (\( \tilde{\omega} < \omega + \omega_\eta \))

In this case we find from Eq. (9):

\[
\hat{\Pi}_\pm = \lambda(p_x \pm i p_y) \mp i\nu(x \pm y),
\]

(13)
\[ \lambda = 1 - \frac{\tilde{\omega} - \omega}{\omega_0} > 0, \quad \nu = m(\omega + \omega_\eta - \tilde{\omega}) > 0. \]  

(14)

To this end let us define the following set of creation and annihilation operators:

\[
\begin{align*}
    a_x &= \frac{i}{\sqrt{2\nu\lambda\hbar}}(\lambda p_x - i\nu x), \\
    a_x^\dagger &= \frac{-i}{\sqrt{2\lambda\nu\hbar}}(\lambda p_x + i\nu x), \\
    a_y &= \frac{i}{\sqrt{2\nu\lambda\hbar}}(\lambda p_y - i\nu y), \\
    a_y^\dagger &= \frac{-i}{\sqrt{2\lambda\nu\hbar}}(\lambda p_y + i\nu y),
\end{align*}
\]  

(15)

and then the so called circular (or chiral) annihilation and creation operators:

\[
\begin{align*}
    a_L &= \frac{1}{\sqrt{2}}(a_x + ia_y), \\
    a_L^\dagger &= \frac{1}{\sqrt{2}}(a_x^\dagger - ia_y), \\
    a_R &= \frac{1}{\sqrt{2}}(a_x - ia_y), \\
    a_R^\dagger &= \frac{1}{\sqrt{2}}(a_x^\dagger + ia_y).
\end{align*}
\]  

(16)

It can easily be verified that the operators in (16) satisfy the following commutation relations

\[ [a_R, a_R^\dagger] = [a_L, a_L^\dagger] = 1, \quad [a_R, a_L] = [a_R^\dagger, a_L^\dagger] = [a_R^\dagger, a_L] = 0. \]  

(17)

Thus \((a_R^\dagger, a_R, a_L^\dagger, a_L)\) represent creation and annihilation operators for a pair of independent harmonic oscillators. We shall now analyse the spectrum using the creation and annihilation operators defined in (Eq. 16).

As a consequence we obtain:

\[
\hat{\Pi}_+ = -2i \sqrt{\nu\lambda\hbar} a_L, \quad \hat{\Pi}_- = 2i \sqrt{\nu\lambda\hbar} a_L^\dagger.
\]  

(18)

The eigenvalue equation can be written as

\[
+2i \sqrt{\nu\lambda\hbar} a_L^\dagger \psi_L^{(2)} = \epsilon_- \psi_L^{(1)}, \quad -2i \sqrt{\nu\lambda\hbar} a_L \psi_L^{(1)} = \epsilon_+ \psi_L^{(2)}, \quad \epsilon_\pm = \frac{E \pm mc^2}{c}.
\]  

(19)

Let us now examine whether there are solutions with energies \(E = \pm mc^2\) i.e, \(\epsilon_\pm = 0\). It turns out to be convenient to work in standard polar coordinates:

\[ r = \sqrt{x^2 + y^2}, \quad \varphi = \arctan\left(\frac{y}{x}\right), \quad \rightarrow \quad (x, y) = (r \cos \varphi, r \sin \varphi), \]

and then we can easily find the form of the annihilation and creation operators:

\[
\begin{align*}
    a_L &= \frac{e^{i\varphi}}{2\sqrt{\nu\lambda\hbar}} \left\{ \lambda \hbar \left( \partial_r + \frac{i}{r} \partial_\varphi \right) + \nu r \right\}, \\
    a_L^\dagger &= \frac{e^{-i\varphi}}{2\sqrt{\nu\lambda\hbar}} \left\{ -\lambda \hbar \left( \partial_r - \frac{i}{r} \partial_\varphi \right) + \nu r \right\},
\end{align*}
\]
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\begin{align}
\mathcal{a}_L \psi^{(1)}_L &= 0, \quad \Rightarrow \quad \left\{ \partial_r + \frac{i}{\varphi} \partial_\varphi + \frac{\nu}{\lambda} r \right\} \psi^{(1)}_L(r, \varphi) = 0, \\
\mathcal{a}_L^\dagger \psi^{(2)}_L &= 0, \quad \Rightarrow \quad \left\{ \partial_r - \frac{i}{\varphi} \partial_\varphi - \frac{\nu}{\lambda} r \right\} \psi^{(2)}_L(r, \varphi) = 0.
\end{align}

(20)

Let us first consider the first of Eqs. (20). This is a first order partial differential equation which can be easily solved by the method of separation of the variables. For the wave function we make the ansatz \( \psi^{(2)}_L = u^M(r) Y^\varphi(\varphi) \) and find with straightforward calculations that \( u(r) = r^M e^{-\frac{\nu}{2\lambda} r^2} + c_1 \) and \( Y(\varphi) = e^{iM\varphi} + c_2 \) with \( M, c_1 \) and \( c_2 \) constants. Physical boundary conditions are imposed on the wave function and single-valuedness implies that \( M \) can only take integer values \( M = 0, \pm 1, \pm 2, \cdots \), but normalisability further restrict \( M \) to non-negative values only \( (M \geq 0) \). Therefore the normalised solutions of the equation \( \mathcal{a}_L \psi^{(1)}_L = 0 \) are:

\[ \psi^{(1)}_L = u_{0,M} = C r^M e^{-\frac{\nu}{2\lambda} r^2} e^{iM\varphi}, \quad M = 0, 1, 2, \cdots . \]

(21)

with \( C = (\nu/(\lambda \hbar))^{\frac{M+1}{2}}/(\sqrt{\pi} \Gamma(M + 1)) \).

A spinor solution of the Hamiltonian equation with the upper component \( \psi^{(1)}_{L,0} \) given by Eq. (21) can be associated with a null lower component \( \psi^{(2)}_{L,0} = 0 \) to build a (singlet like) spinor state solution of the full Hamiltonian eigenvalue equation \( H \psi = E \psi \) with energy \( E = +mc^2 \) for which again both intertwining solutions are satisfied:

\[ (\epsilon_- = 0) \quad E = +mc^2, \quad \psi_{L,0} = \begin{pmatrix} u_{0,M} \\ 0 \end{pmatrix} \quad M = 0, 1, 2, \cdots . \quad \text{(solution of Eqs. (19))}. \]

(22)

This is an acceptable (normalized) solution of our eigenvalue problem. Note that this zero mode has an infinite degeneracy with respect to the positive values of \( M \), – also note that here, and thereafter, by zero modes we mean states that are annihilated by the corresponding annihilation operators entering the problem, and singlet (doublet) are referred to spinors with only one (both) component(s) non-vanishing—.

The second of Eqs. (20) can be solved in a similar way and we do not give the details here. It is easily found that the solution \( \psi^{(2)}_L = C r^{-M} e^{\frac{\nu}{2\lambda} r^2} e^{iM\varphi} \) can be made regular in the origin by choosing negative values of \( M \) but it is always diverging at large radial distances \( (r \to \infty) \). While one would still be able to construct a spinor (singlet) solution of the hamiltonian eigenvalue equations, c.f. Eqs. (20), corresponding to \( E = -mc^2 \) or
(\epsilon_+ = 0) this would be un-normalizable for any value of \(M\) and hence unphysical and is therefore discarded.

We now turn to a detailed discussion of the excited states and their energy eigen-values which are best discussed by considering the second order eigenvalue equation \(H^2 \psi_L = E^2 \psi_L\) which allows to disentangle the two components \(\psi_L^{(1)}\) and \(\psi_L^{(2)}\). Then form Eq. (17) we obtain the decoupled equations:

\[
\hat{\Pi}_- \hat{\Pi}_+ \psi_L^{(1)} = \epsilon_+ \epsilon_- \psi_L^{(1)}, \tag{23a}
\]

\[
\hat{\Pi}_+ \hat{\Pi}_- \psi_L^{(2)} = \epsilon_+ \epsilon_- \psi_L^{(2)}, \tag{23b}
\]

where \(\epsilon_+ \epsilon_- = \left(E^2 - m^2 c^4\right)/c^2\). By using the explicit form of the creation and annihilation operators given in Eqs. (15), (16) we find:

\[
a_L \dagger a_L = \frac{\hat{\Pi}_- \hat{\Pi}_+}{4\nu \lambda \hbar} = \frac{1}{2 \hbar} \left[H_{2D}^\circ - L_z - \hbar\right], \tag{24a}
\]

\[
a_L a_L \dagger = \frac{\hat{\Pi}_+ \hat{\Pi}_-}{4\nu \lambda \hbar} = \frac{1}{2 \hbar} \left[H_{2D}^\circ - L_z + \hbar\right], \tag{24b}
\]

where we have indicated the angular momentum in the two dimensional commuting plane \((x, y)\) by the operator \(L_z = xp_y - yp_x\) and:

\[
H_{2D}^\circ = \frac{\lambda}{2\nu} \left(p_x^2 + p_y^2\right) + \frac{\nu}{2\lambda} (x^2 + y^2). \tag{25}
\]

We see therefore that the second order Hamiltonians in Eqs. (23) can be related to \(H_{2D}^\circ\), the Hamiltonian of a well known and exactly solvable non-relativistic system –that of a two dimensional isotropic (or circular) harmonic oscillator (of unit frequency and mass \(\nu/\lambda\))–. The eigen-functions and eigenvalues of this system are well known \[49\] and can be readily used to solve the second order Hamiltonians of Eqs. (23) since the angular momentum operator \(L_z\) commutes with \(H_{2D}^\circ\). The complete set of eigenfunctions of \(H_{2D}^\circ\) and the corresponding eigenvalues are conveniently derived using the polar coordinates of the \((x, y)\) plane and they are identified by a radial quantum number \(n_r = 0, 1, 2, \ldots\) and the angular momentum quantum number \(M = 0, \pm 1, \pm 2, \ldots\) \[49\]:

\[
H_{2D}^\circ u_{n_r, M}(r, \varphi) = \varepsilon u_{n_r, M}(r, \varphi), \tag{26}
\]

\(^1\) Note also that Eqs. (24) prove indirectly the relation \([a_L, a_L^{\dagger}] = 1\).
whose eigenstates and eigenvalues are given by:

\[ \varepsilon = \hbar (|M| + 1 + 2n_r) , \] (27a)

\[ u_{n_r,M}(r, \varphi) = C_{n_r,M} \, r^{|M|} e^{-\frac{\nu}{2}\lambda r^2} {}_1F_1(-n_r, |M| + 1; \frac{\nu}{\lambda r^2}) e^{iM\varphi} , \] (27b)

where \( C_{n_r,M} \) are normalisation constants that can be easily computed as:

\[ C_{n_r,M} = \frac{1}{\sqrt{\pi}} \left( \frac{\nu}{\lambda \hbar} \right)^{|M|+1} \frac{\sqrt{\Gamma(|M|+1+n_r)}}{\Gamma(|M|+1)\sqrt{\Gamma(n_r+1)}} . \] (28)

The relativistic eigenvalues of the second order equations are then easily found. The solution of Eq. (23a) is obtained with the help of Eq. (24a) and is found to be:

\[ \psi^{(1)}_L(r, \varphi) = C_1 u_{n_r,M}(r, \varphi) , \] (29)

\[ \epsilon_+ \epsilon_- = 4\nu\lambda \hbar \frac{1}{2\hbar} \left[ \hbar (|M| + 1 + 2n_r) - \hbar M + \hbar \right] , \] (30)

where \( C_1 \) is a spinor normalisation constant. From the above equation the excited states eigenvalues \( (n_r \geq 1) \) of the original Dirac equation can be extracted:

\[ E^\pm_N = \pm mc^2 \sqrt{1 + 4 \frac{\lambda \nu \hbar}{m^2 c^2} N} = \pm mc^2 \sqrt{1 + \zeta_L N} , \quad N = n_r + \frac{|M| - M}{2} , \quad N = 1, 2, \ldots , \] (31)

and the quantity \( \zeta_L \) is defined as:

\[ \zeta_L = \zeta_L(\tilde{\omega} - \omega; \omega_\eta, \omega_\theta) = 4 \frac{\lambda \nu \hbar}{m^2 c^2} \left( 1 - \frac{\tilde{\omega} - \omega}{\omega_\theta} \right) (\tilde{\omega} - \omega - \omega_\eta) . \] (32)

We see that every energy level \( E_N \) is highly degenerate. In particular every level has an infinite degeneracy with respect to the non-negative values of \( M \), \( (M \geq 0) \), while there is a finite degeneracy \( D = N + 1 \) with respect to the negative values of \( M \).

The lower component \( \psi^{(2)}_L \) of the eigen-solution of the Dirac Hamiltonian is found by using the intertwining relation in Eq. (19):

\[ \psi^{(2)}_L(r, \varphi) = -\frac{i}{\epsilon_+} \frac{\sqrt{\lambda \nu \hbar}}{\epsilon_+} a_L \, C_1 \, u_{n_r,M}(r, \varphi) , \]
\[ = -\frac{i}{\epsilon_+} e^{i\varphi} \left \{ \lambda \hbar \left( \partial_r + \frac{i}{r} \partial_\varphi \right) + \nu r \right \} u_{n_r,M}(r, \varphi) . \] (33)

We find that the sign of the angular quantum number \( (M) \) identifies two classes of eigenstates which we discuss separately.
$M \geq 0$ (infinite degeneracy):

In this case using the explicit expression of the wave functions $u_{n_r,M}$ and with the aid of the recurrence relation [50]:

$$\frac{d}{dz} \, _1F_1(a,b;z) = \frac{a}{b} \, _1F_1(a+1,b+1;z),$$

and after taking into account that for $M \geq 0$ the normalisation constants in Eq. (28) satisfy

$$C_{n_r,M} = C_{n_r-1,M+1} \sqrt{\frac{\lambda \hbar}{\nu} (M+1) / \sqrt{n_r}},$$

we find explicitly:

$$\psi_L^{(2)} = +i C_1 \sqrt{4 \nu \lambda m_r} \frac{\epsilon_+}{\epsilon_+ - \epsilon_-} u_{n_r-1,M+1} = +i C_1 \sqrt{\frac{\epsilon_+ - \epsilon_-}{\epsilon_+}} u_{n_r-1,M+1}. \quad (35)$$

Finally the normalised spinor solution for positive values of $M$ can be put in the form:

$$D = \infty, \quad \psi_L^{(\pm,n_r,M)} = \frac{1}{\sqrt{2}} \left( \begin{array}{c} \sqrt{1 + \frac{m c^2}{E_N}} u_{n_r,M} \\ \pm i \sqrt{1 - \frac{m c^2}{E_N}} u_{n_r-1,M+1} \end{array} \right), \quad N = n_r = 1, 2, \ldots, \quad (36)$$

where the upper (lower) sign corresponds respectively to the positive (negative) branch of the spectrum, and the normalisation condition is, here and thereafter, the usual one for two component spinors, i.e. $\psi \to \psi = \langle \psi_1 \psi_1 \rangle + \langle \psi_2 \psi_2 \rangle = 1$.

$M < 0$ (finite degeneracy):

In this case when solving for the lower component of the spinor solution in Eq. (33) one has to use a different recurrence relation satisfied by the confluent hypergeometric function [50]:

$$z \frac{d}{dz} \, _1F_1(a,b;z) = (b-1) \left[ _1F_1(a,b-1;z) - _1F_1(a,b;z) \right],$$

and after taking into account that for $M < 0$ the normalisation constants in Eq. (28) satisfy

$$C_{n_r,M} = - C_{n_r,M+1} \sqrt{\frac{\nu (n_r - M)}{(\lambda \hbar) / M}}$$

we find explicitly:

$$\psi_L^{(2)} = -i C_1 \sqrt{4 \nu \lambda \hbar (n_r - M)} \frac{\epsilon_+}{\epsilon_+ - \epsilon_-} u_{n_r,M+1} = -i C_1 \sqrt{\frac{\epsilon_+ - \epsilon_-}{\epsilon_+}} u_{n_r,M+1}, \quad (38)$$

and the final expression of the spinor solution for the $N$-th energy level in the case of negative values of $M$ is:

$$D = N + 1, \quad \psi_L^{(\pm,n_r,M)} = \frac{1}{\sqrt{2}} \left( \begin{array}{c} \sqrt{1 + \frac{m c^2}{E_N}} u_{n_r,M} \\ \pm i \sqrt{1 - \frac{m c^2}{E_N}} u_{n_r,M+1} \end{array} \right), \quad N = n_r - M = 1, 2, \ldots, \quad (39)$$

where again the upper (lower) sign correspond to the positive (negative) branch of the spectrum.

Also we note the energy gap is dependent on the commutative parameters $\theta, \eta$. 
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IV. INTERMEDIATE MAGNETIC FIELD: $B_{c_r} < B < B_{c_r}^*$ ($\omega_\eta < \tilde{\omega} - \omega < \omega_\theta$)

In this case we find from Eq. (9):

$$\hat{\Pi}_\pm = \lambda (p_x \pm i p_y) \pm i \mu (x \pm i y),$$  \hspace{1cm} (40)

$$\lambda = 1 - \frac{\tilde{\omega} - \omega}{\omega_\theta} > 0, \quad \mu = m(\tilde{\omega} - \omega - \omega_\eta) > 0.$$  \hspace{1cm} (41)

We define the following set of new creation and annihilation operators:

$$\tilde{a}_x = \frac{i}{\sqrt{2\mu \lambda \hbar}} (\lambda p_x - i \mu x), \quad \tilde{a}_x^\dagger = \frac{-i}{\sqrt{2\lambda \mu \hbar}} (\lambda p_x + i \mu x),$$

$$\tilde{a}_y = \frac{i}{\sqrt{2\mu \lambda \hbar}} (\lambda p_y - i \mu y), \quad \tilde{a}_y^\dagger = \frac{-i}{\sqrt{2\lambda \mu \hbar}} (\lambda p_y + i \mu y),$$  \hspace{1cm} (42)

Left and right creation and annihilation operators, $\tilde{a}_L, \tilde{a}_R, \tilde{a}_L^\dagger, \tilde{a}_R^\dagger$ are defined, similarly to Eq. (16). In terms of the new creation and annihilation operators it follows that $\Pi_\pm$ are given by:

$$\hat{\Pi}_+ = +2 i \sqrt{\mu \lambda \hbar} \tilde{a}_R^\dagger, \quad \hat{\Pi}_- = -2 i \sqrt{\mu \lambda \hbar} \tilde{a}_R, \quad \mu > 0.$$  \hspace{1cm} (43)

We see that the Dirac Hamiltonian is in this case expressed solely in terms of the right handed creation and annihilation operators so in this region of parameters the system is said to be in the right chiral phase. The component eigenvalue equations corresponding to the Dirac Hamiltonian, c.f. in Eq (7) can be written as:

$$-2 i \sqrt{\mu \lambda \hbar} \tilde{a}_R \psi_R^{(2)} = \epsilon_- \psi_R^{(1)}, \quad +2 i \sqrt{\mu \lambda \hbar} \tilde{a}_R^\dagger \psi_R^{(1)} = \epsilon_+ \psi_R^{(2)}, \quad \epsilon_\pm = \frac{E \pm mc^2}{c}.$$  \hspace{1cm} (44)

We again make use of the polar coordinates $r, \phi$ as defined previously and find the explicit expression for the right chiral annihilation and creation operators:

$$\tilde{a}_R = \frac{e^{-i \phi}}{2 \sqrt{\mu \lambda \hbar}} \left\{ \lambda \hbar \left( \partial_r - \frac{i}{r} \partial_\phi \right) + \mu r \right\},$$

$$\tilde{a}_R^\dagger = \frac{e^{+i \phi}}{2 \sqrt{\mu \lambda \hbar}} \left\{ -\lambda \hbar \left( \partial_r + \frac{i}{r} \partial_\phi \right) + \mu r \right\}.$$  

The analysis of the spectrum proceeds in a similar fashion to what has been discussed in detail for the left phase. We skip therefore the details and give only the final results.

As regards the zero modes in the right phase we find that the normalisable solution is given in terms of the eigenfunction $\tilde{u}_{0,M} = C r^{-M} e^{-\frac{\mu}{2 \hbar} r^2}$ and now it is infinitely degenerate.
with respect to the non-positive values of \( M, (M \leq 0) \), and is a spin down singlet with \( E = -mc^2 \) (negative branch of the spectrum):

\[
(\varepsilon_+ = 0) \quad E = -mc^2, \quad \psi_{R,0} = \begin{pmatrix} 0 \\ \tilde{u}_{0,M} \end{pmatrix}, \quad M = 0, -1, -2 \cdots, \quad \text{(solution of Eqs. (44))},
\]

which is normalized to unity if the constant \( C \) is chosen as:

\[
C = \left( \frac{\mu}{(\lambda \hbar)} \right)^{|M|+1} / (\sqrt{\pi} \Gamma(|M|+1)).
\]

We now describe the excited states. The decoupled equations in the right phase are obtained from Eq. (44):

\[
4\mu \lambda \hbar \tilde{a}^\dagger_R \tilde{a}_R \psi^{(2)}_R = \varepsilon_+ \varepsilon_- \psi^{(2)}_R, \quad 4\mu \lambda \hbar \tilde{a}_R \tilde{a}^\dagger_R \psi^{(1)}_R = \varepsilon_+ \varepsilon_- \psi^{(1)}_R,
\]

and their solution is discussed again by computing the second order operators as:

\[
\tilde{a}^\dagger_R \tilde{a}_R = \tilde{\Pi}_+ \tilde{\Pi}_- = \frac{1}{2\hbar} \left[ \tilde{H}^{2D} + L_z - \hbar \right], \quad 47a
\]

\[
\tilde{a}_R \tilde{a}^\dagger_R = \tilde{\Pi}_- \tilde{\Pi}_+ = \frac{1}{2\hbar} \left[ \tilde{H}^{2D} + L_z + \hbar \right], \quad 47b
\]

where \( \tilde{H}^{2D}_o \) is a non relativistic Hamiltonian of a circular oscillator of unit frequency and mass \( \mu/\lambda \):

\[
\tilde{H}^{2D}_o = \frac{\lambda}{2\mu} (p_x^2 + p_y^2) + \mu \frac{2}{2\lambda} (x^2 + y^2),
\]

which differs form \( H^{2D}_o \) in Eq. (25) only by the change \( \nu \to \mu \). Note that this is the only change that will affect the eigenfunctions of \( \tilde{H}^{2D}_o (\tilde{u}_{n_r,M}) \) and their normalisation constants \( \tilde{C}_{n_r,M} \) with respect to those of \( H^{2D}_o (u_{n_r,M} \text{ and } C_{n_r,M}) \), c.f. Eqs. (27,28). We only mention here that in Eqs. (17) the sign of the angular momentum operator is changed relative to Eqs. (24) which anticipates that in the right phase the role of the angular momentum quantum number is reversed. Therefore in the right phase we anticipate the following behaviour: infinite degeneracy for \( M \leq 0 \) and finite degeneracy for positive values of \( M (M > 0) \) i.e. opposite to the what happens in the left phase.

The excited levels \( (n_r \geq 1) \) are then derived from the second order equations c.f. Eq (23) similarly to what has been done in the left chiral phase. We find it convenient to solve the lower component \( \psi^{(2)}_R \) from Eq. (23b) and then compute the upper component \( \psi^{(1)}_R \) with the
first of the intertwining relations in Eq. (44). We find:

\[
E_N^\pm = \pm mc^2 \sqrt{1 + \frac{\lambda \hbar}{m^2 c^2} N} = \pm mc^2 \sqrt{1 + \zeta_R N} \quad N = n_r + \frac{M + |M|}{2} \quad N = 1, 2 \cdots
\]

and the quantity \(\zeta_R\) is defined as:

\[
\zeta_R = \zeta_R(\tilde{\omega} - \omega; \omega_\eta, \omega_\theta) = 4 \frac{\mu \hbar}{m^2 c^2} = 4 \frac{\hbar}{mc^2} \left(1 - \frac{\tilde{\omega} - \omega}{\omega_\theta}\right)(\tilde{\omega} - \omega - \omega_\eta).
\]

We see again that every energy level \(E_N\) is highly degenerate and, as expected, there is an infinite degeneracy with respect to the non-positive values of \(M\), \((M \leq 0)\), while the degeneracy is finite, \(D = N + 1\), with respect to the positive values of \(M\). The corresponding eigen-solutions are:

**\(M > 0\) (finite degeneracy):**

In this case using the explicit expression of the wave functions \(\tilde{u}_{nr,M}\) we find the normalised spinor solution for positive values of \(M\) can be put in the form:

\[
D = N + 1, \quad \psi_R^{(\pm, n_r, M)} = \frac{1}{\sqrt{2}} \left(\frac{\mp i \sqrt{1 + \frac{mc^2}{E_N}} \tilde{u}_{nr, M-1}}{\sqrt{1 - \frac{mc^2}{E_N} \tilde{u}_{nr, M}}}\right), \quad N = n_r + M = 1, 2, \cdots, \quad (51)
\]

where the upper (lower) sign corresponds respectively to the positive (negative) branch of the spectrum.

**\(M \leq 0\) (infinite degeneracy):**

\[
D = \infty, \quad \psi_R^{(\pm, n_r, M)} = \frac{1}{\sqrt{2}} \left(\frac{\pm i \sqrt{1 + \frac{mc^2}{E_N}} \tilde{u}_{nr-1, M-1}}{\sqrt{1 - \frac{mc^2}{E_N} \tilde{u}_{nr, M}}}\right), \quad N = n_r = 1, 2, \cdots. \quad (52)
\]

Thus for \(B_{cr} < B < B^*_cr\), the \(E = -mc^2\) state is a singlet while for the other energy values the positive and negative energy states are paired in doublets. It may also be noticed that the energy gap is not \(2mc^2\) but depends on the magnetic field intensity \(B\) as well as on the non-commutativity parameters \(\eta\) and \(\theta\).
V. STRONG MAGNETIC FIELD: $B > B_{cr}^* \, (\tilde{\omega} - \omega > \omega_\theta)$.

We see that relative to case 2 (see Eq. (10)) now the quantity $\lambda = 1 - (\tilde{\omega} - \omega)/\omega_\theta$ becomes negative and therefore the operators $\hat{\Pi}_\pm$ are given by

$$\hat{\Pi}_\pm = - [\delta(p_x \pm i p_y) \mp i \mu(x \pm i y)],$$  \hspace{1cm} (53)

where:

$$\delta = \frac{\tilde{\omega} - \omega}{\omega_\theta} - 1 > 0,$$  \hspace{1cm} (54)

and $\mu$ is given as in Eq. (11) and we see that $\Pi_\pm$ in Eq. (53) differ by an overall negative sign with the operators in Eq. (13), of case 1 (the region with a weak magnetic field), –the so called left chiral phase– with the substitutions: $\lambda \rightarrow \delta, \nu \rightarrow \mu$. We expect therefore this region of very strong magnetic field ($\tilde{\omega} - \omega > \omega_\theta$) to be described as left chiral phase.

This is easily shown by defining still another set of creation and annihilation operators:

$$b_x = \frac{i}{\sqrt{2\mu \delta \hbar}}(\delta p_x - i \mu x), \quad b_x^\dagger = \frac{-i}{\sqrt{2\mu \delta \hbar}}(\delta p_x + i \mu x),$$

$$b_y = \frac{i}{\sqrt{2\mu \delta \hbar}}(\delta p_y - i \mu y), \quad b_y^\dagger = \frac{-i}{\sqrt{2\mu \delta \hbar}}(\delta p_y + i \mu y).$$  \hspace{1cm} (55)

Left and right creation and annihilation operators, $b_L, b_R, b_L^\dagger, b_R^\dagger$ are defined, similarly to Eq. (16). In terms of the new creation and annihilation operators it follows that $\Pi_\pm$ are given by:

$$\hat{\Pi}_+ = + 2i \sqrt{\mu \delta \hbar} b_L, \quad \hat{\Pi}_- = - 2i \sqrt{\mu \delta \hbar} b_L^\dagger, \quad \delta, \mu > 0.$$  \hspace{1cm} (56)

We see therefore that the system, apart from an overall sign in the definition of the operators $\hat{\Pi}_\pm$, is equivalent to that described in Eq. (18) characterised by left chiral excitations. Evidently the second order equations are going to be identical except for the replacements of the relevant parameters $\lambda \rightarrow \delta, \nu \rightarrow \mu$.

The intertwining relations, corresponding to the (first-order) Dirac Hamiltonian eigenvalue equation, are therefore:

$$- 2i \sqrt{\mu \delta \hbar} b_L^\dagger \psi_L^{(2)} = \epsilon_- \psi_L^{(1)}, \quad + 2i \sqrt{\mu \delta \hbar} b_L \psi_L^{(1)} = \epsilon_+ \psi_L^{(2)}, \quad \epsilon_\pm = \frac{E \pm mc^2}{c},$$  \hspace{1cm} (57)

which apart from the replacement of the parameters differ only by a sign with those of case 1.
The annihilation and creation operators in standard polar coordinates are now given by:

\[
b_L = \frac{e^{i\varphi}}{2\sqrt{\mu\delta\hbar}} \left\{ \delta\hbar \left( \partial_r + \frac{i}{r} \partial_\varphi \right) + \mu r \right\}, \]
\[
b_L^\dagger = \frac{e^{-i\varphi}}{2\sqrt{\mu\delta\hbar}} \left\{ -\delta\hbar \left( \partial_r - \frac{i}{r} \partial_\varphi \right) + \mu r \right\}.
\]

We examine first whether there are solutions with energies \( E = \pm mc^2 \) i.e., \( \epsilon_\pm = 0 \), and find now that the normalisable solution is given in terms of the eigenfunction \( u'_{0,M} = C'_{r^M} e^{-\frac{\mu}{\delta}\hbar r^2} \), infinitely degenerate with respect to the non-negative values of \( M \), \( (M \geq 0) \), and is a spin-up singlet with \( E = +mc^2 \) (positive branch of the spectrum):

\[
(\epsilon_- = 0) \quad E = +mc^2, \quad \psi_{R,0} = \begin{pmatrix} u'_{0,M} \\ 0 \end{pmatrix}, \quad M = 0, 1, 2 \cdots \quad \text{(solution of Eqs. (57))}
\]

which is normalized to unity if the constant \( C' \) is chosen as:

\[C' = \left( \frac{\mu}{(\delta\hbar)} \right)^{\frac{M+1}{2}} / (\sqrt{\pi} \Gamma(M+1)).\]

We now describe the excited states, and their solution is discussed again by computing the second order operators as:

\[
\tilde{b}_L^\dagger \tilde{b}_L = \frac{\hat{\Pi}_- \hat{\Pi}_+}{4\mu\delta\hbar} = \frac{1}{2\hbar} \left[ H_{2D}' - L_z - \hbar \right], \quad (59a)
\]
\[
\tilde{b}_L^\dagger \tilde{b}_L = \frac{\hat{\Pi}_+ \hat{\Pi}_-}{4\mu\delta\hbar} = \frac{1}{2\hbar} \left[ H_{2D}' - L_z + \hbar \right], \quad (59b)
\]

where \( H_{2D}' \) is a non-relativistic Hamiltonian of a circular oscillator of unit frequency and mass \( \mu/\delta \):

\[
\tilde{H}_{2D} = \frac{\delta}{2\mu} (p_x^2 + p_y^2) + \frac{\mu}{2\delta} (x^2 + y^2), \quad (60)
\]

which differs from \( H_{2D}' \) in Eq. (25) only by the exchanges \( (\nu \to \mu, \lambda \to \delta) \). Note that this is the only change that will affect the eigenfunctions of \( H_{2D}' \) \( (u'_{n_r,M}) \) and their normalisation constants \( C'_{n_r,M} \) with respect to those of \( H_{2D}' \) \( (u_{n_r,M} \text{ and } C_{n_r,M}) \), c.f. Eqs. (27,28). We only mention here that in Eqs. (59) the sign of the angular momentum operator is changed relative to Eqs. (47) and is again the same as that of Eqs. (24) which shows that the role of the angular momentum quantum number is once again reversed and now it is identical to that of case 1. The excited levels \( (n_r \geq 1) \) are then derived from the second order equations c.f. Eq (23) in exactly the same way as done in the left chiral phase (case 1).
The spectrum and the eigenfunctions are then:

\[ E_N^\pm = \pm mc^2 \sqrt{1 + 4 \frac{\delta \mu \hbar}{m^2 c^2} N} = \pm mc^2 \sqrt{1 + \zeta'_L N} \quad N = n_r + \frac{|M| - M}{2} \quad N = 1, 2, \cdots \]  

(61)

and the quantity \( \zeta'_L \) is defined by:

\[ \zeta'_L = \zeta'_L(\tilde{\omega} - \omega; \omega_\eta, \omega_\theta) = 4 \frac{\delta \mu \hbar}{m^2 c^2} = 4 \frac{\hbar}{mc^2} \left( \frac{\tilde{\omega} - \omega}{\omega_\theta} - 1 \right) (\tilde{\omega} - \omega - \omega_\eta). \]  

(62)

\( M \geq 0 \) (infinite degeneracy):

The normalised spinor solution for positive values of \( M \) can be put in the form:

\[ D = \infty, \quad \psi_L^{(\pm, n_r, M)} = \frac{1}{\sqrt{2}} \left( \frac{\sqrt{1 + \frac{mc^2}{E_N^\pm}} u_{n_r, M}}{\mp i \sqrt{1 - \frac{mc^2}{E_N^\pm}} u_{n_r-1, M+1}} \right), \quad N = n_r = 1, 2, \cdots, \]  

(63)

where the upper (lower) sign corresponds respectively to the positive (negative) branch of the spectrum.

\( M < 0 \) (finite degeneracy):

The final expression of the spinor solution for the \( N \)-th energy level in the case of negative values of \( M \) is:

\[ D = N + 1, \quad \psi_L^{(\pm, n_r, M)} = \frac{1}{\sqrt{2}} \left( \frac{\sqrt{1 + \frac{mc^2}{E_N^\pm}} u_{n_r, M}}{\pm i \sqrt{1 - \frac{mc^2}{E_N^\pm}} u_{n_r, M+1}} \right), \quad N = n_r - M = 1, 2, \cdots, \]  

(64)

where again the upper (lower) sign correspond to the positive (negative) branch of the spectrum.

Note that the spinor structure of the eigenstates of the excited levels in this new left chiral phase is identical to that of the initial left phase except for the relative sign between the lower and upper components (in addition of course to the replacement of the parameters).

**VI. DISCUSSION**

In Fig. 1 we show the positive branch of the spectrum for the first few energy levels as function of the dimensionless quantity \( \xi = \hbar(\tilde{\omega} - \omega)/(mc^2) \) which is directly related to the
FIG. 1. (Color online) Energy eigenvalues of the positive branch $E^+_N$, in units of $mc^2$, of the ground state, solid line (blue) and of the first few excited states, dashed (red), dotted (light green) and dot-dashed (green), as a function of the dimensionless ratio $\xi = \hbar(\tilde{\omega} - \omega)/(mc^2)$. This is achieved combining the expressions derived in the text in Eqs. (31, 50, 62). There are two values of the magnetic field (or $\tilde{\omega}$) for which there is a quantum phase transition (a point of non analyticity in the energy eigenvalues). In the commutative limit ($\eta, \theta \to 0$) $\omega_\eta \to 0$ and $\omega_\theta \to \infty$ and the spectrum goes smoothly into the one discussed in [39] with only one phase transition at $\xi = 0$.

intensity of the external magnetic field through $\tilde{\omega} = eB/(2mc)$. Note that while in the two left phases the positive branch of the spectrum starts with the singlet zero mode at $E = +mc^2$ in the right phase the lowest positive energy state (the ground state) is a doublet with $E = +mc^2\sqrt{1 + \zeta_R}$. In Fig. 1 one clearly makes out the two points of non-analyticity, $\xi = \hbar\omega_\eta/(mc^2)$ and $\xi = \hbar\omega_\theta/(mc^2)$, which signal the two quantum phase transitions. The same behaviour is of course shown by all the excited states. In the commutative limit ($\eta, \theta \to 0$) we have that $\omega_\eta \to 0$ and $\omega_\theta \to \infty$ and therefore we obtain that while the first phase transition (left-right) is shifted towards the commutative critical value $\xi = 0$ ($\tilde{\omega} = \omega$),
the second phase transition (right-left) disappears since it is moved to \( \xi = \infty \) (\( \tilde{\omega} = \infty \)).

Another point worth to be emphasised is related to the definiteness of the average value of the angular momentum, \( L_z \), in each of the classes of states of finite or infinite degeneracy as described in the previous paragraphs. In each one of the chiral phases \( (i = L, R, L') \) the average angular momentum \( \langle L_z \rangle^{(i)} \) is given by the following compact expression:

\[
\langle L_z \rangle^{(i)} = \hbar \left[ M + \frac{\alpha_i}{2} \left( 1 \mp \alpha_i \frac{1}{\sqrt{1 + \zeta(i) N}} \right) \right] \quad \text{for} \quad N = 1, 2, \ldots, (65)
\]

where: the upper sign is for the positive branch of the energy spectrum while the lower sign holds for the negative branch; \( \alpha_i = 1 \) for the two left chiral phases \( i = L, L' \) and \( \alpha_i = -1 \) for the right chiral phase \( i = R \) and the functions \( \zeta(i) \) are given in Eqs. (31, 50, 62). Note that in all cases this expression holds for both classes of finite and infinite degeneracy with respect to the angular quantum number \( M \). For instance in the two left phases \( (L, L') \) for the states with finite degeneracy \( (M < 0) \) we have that the angular momentum is negative definite, \( \langle L_z \rangle < 0 \) while in the class with \( M \geq 0 \) (infinite degeneracy) the average angular momentum is semi-positive definite \( \langle L_z \rangle \geq 0 \). This can be easily verified from Eq. (65) given that in the left-chiral phase we are considering now \( \zeta_L \geq 0 \), \( (\zeta_L \text{ will vanish when } B = B_{cr}) \). Note that there is a single exception to this rule. For \( M = -1 \) the average angular momentum vanishes for the negative branch of the spectrum \( (\langle L_z \rangle = 0) \) at the critical point \( B = B_{cr} \).

Viceversa in the right chiral phase \( (R) \) for the states with finite degeneracy \( (M > 0) \) we have that the angular momentum is positive definite, \( \langle L_z \rangle > 0 \) while in the class with \( M \leq 0 \) (infinite degeneracy) the average angular momentum is semi-negative definite \( \langle L_z \rangle \leq 0 \). This can be easily verified from Eq. (65) given that in the right-chiral phase \( \zeta_R \geq 0 \), \( (\zeta_R \text{ will vanish only when } B = B_{cr} \text{ and } B = B_{cr}^*) \). Also in the right phase there is an exception to this rule. For \( M = +1 \) the average angular momentum vanishes \( (\langle L_z \rangle = 0) \) at the two critical points \( B = B_{cr} \) and \( B = B_{cr}^* \) in the positive branch. Note that the above classification of the solutions in classes of finite/infinite degeneracy, \( D \), each one with an angular momentum average of definite (or semi-definite) sign is independent of the presence of non-commutativity.

We point out that in previous discussions of the left-right chiral phase transition of the Dirac oscillator in a constant homogeneous magnetic field the presence of the classes of solutions with opposite angular momentum average (with finite degeneracy in the left phases and infinite degeneracy in the right phase) was apparently overlooked [28, 33, 40].
We now would like to discuss a physical observable, closely related to the spectrum, the magnetisation, which has the potential of characterising the quantum phase transitions of the system. Indeed for every energy level $E_N^{(i)}$, $i = L, R, L'$, we can define the magnetisation $M_N^{(i)}$ by:

$$M_N^{(i)} = -\frac{\partial E_N^{(i)}}{\partial B}.$$  

(66)

In each of the quantum phases that we have discussed previously the energy eigenvalues can be written as $E_N^{(i)} = m_e c^2 \sqrt{1 + \zeta(i) N}$ with the functions $\zeta(i)$ as in Eqs. (31, 50, 62) and the magnetisation is then easily found to be given by:

$$M_N^{(i)} = -\frac{m_e c^2}{2 \sqrt{1 + N \zeta(i)}} \left( \frac{\partial \zeta(i)}{\partial B} \right)$$

$$= -2 \mu_B \frac{m_e}{m} \sqrt{1 + N \zeta(i)} \left( 1 + \frac{\omega_\eta}{\omega_\theta} - 2 \frac{\tilde{\omega} - \omega}{\omega_\theta} \right).$$  

(67)

where $m_e$ is the electron mass and $\mu_B = \frac{e \hbar}{2 m_e c}$ is the Bohr magneton.

In Fig. 2 we show the magnetisation of our system assuming $m_e = m$. We find that for every level the magnetisation has a finite discontinuity at the two critical points. We point out a very interesting feature which is closely tied to the presence of non-commutativity. We clearly see that in the right chiral phase there is a fixed point of vanishing magnetisation ($M_N^{(R)} = 0$) at $\tilde{\omega} - \omega = (\omega_\eta + \omega_\theta)/2$, exactly the midpoint of the two critical points. Clearly this will remain so even when computing a thermal average of the magnetisation at a given temperature. Since $M_N^{(R)} = 0$ for every level its average value, at any given temperature, will also vanish. So this can be taken as a prediction of our model for the system under consideration: in the presence of non-commutativity there is a fixed point with vanishing magnetisation in the right chiral phase.

A. Applications to Graphene and Silicene

Finally we would like to draw attention to interesting connections of the model presented in this work with the physics of graphene [41, 42] and silicene [44–47], its recently synthetized silicon counterpart. In particular we would like to discuss the phase transition(s) considered here in the context of these new materials which share several similar properties. In graphene as well as in silicene there are two inequivalent Dirac points, namely the points $K$ and $K'$ of the Brillouin zone. Both experimental [51] and theoretical researches [52] have confirmed
FIG. 2. (Color Online) The magnetisation of the energy levels of the positive branch of the spectrum \( E_N^+ \) is shown for the ground state, solid line (blue) and first few excited energy levels, dashed (red), dotted (light green) and dot-dashed (green), in units of the Bohr magneton \( \mu_B = \frac{e\hbar}{2m_e} \) (and assuming \( m_e/m = 1 \)), as a function of the dimensionless ratio \( \xi = \frac{\hbar(\tilde{\omega} - \omega)}{mc^2} \). This is achieved combining the expressions derived in the text in Eqs. (31, 50, 62). We note that at the two critical points \( (\xi = \frac{\hbar\omega}{mc^2} \) and \( \xi = \frac{\hbar\omega}{mc^2} \) ) the magnetisation presents a discontinuity for each energy level. We remark also that there is a particular value of the magnetic field, which corresponds to the midpoint of the two critical points at which the magnetisation vanishes for each energy level.

that the low energy electronic properties of silicene can be described by a model in which charge carriers are massive Dirac fermions, as opposed to graphene where the charge carriers are massless. The silicene Hamiltonians (in the presence of a homogeneous magnetic field and an oscillator interaction) for the \( K \) and \( K' \) points are given by [52–54]

\[
H_K = v_F \sigma \cdot (\hat{p} - i\hbar\beta\hat{x} + \frac{\xi}{e}\hat{A}) + \beta mc^2, \\
H_{K'} = v_F \sigma^* \cdot (\hat{p} - i\hbar\beta\hat{x} + \frac{\xi}{e}\hat{A}) + \beta mc^2, \\
\]  

(68)
where $\sigma^* = (-\sigma_x, \sigma_y)$ and are clearly related to the Hamiltonian of our system of a 2-dimensional Dirac oscillator in constant magnetic field, c.f. Eq. (1). It is easy to see that one may obtain $H_K$ from Eq. (1) by replacing $c$ by $v_F$ and as a consequence all results, in particular the value of the critical magnetic field in Eq. (10) remain unaltered. Now proceeding in a similar manner it can be shown that for $H_{K'}$ the critical magnetic field ($B'_{cr}$) is given by

$$B'_{cr} = -\frac{2v_F}{e} \left( \frac{m\omega - \eta}{2\hbar} \right).$$  \hspace{1cm} (69)

Comparing Eqs. (10) and (69) we find the interesting property that the value of the critical magnetic field is different for the two Dirac points. If we have a quantum phase transition at the $K$ point with the critical field in Eq. (10) then there will be no phase transition at the $K'$ point and vice versa if there is a phase transition at the $K'$ point with the critical field in Eq. (69), then there will be no phase transition at the $K$ point. We note that in the absence of non-commutativity in the momentum coordinates ($\eta \rightarrow 0$) the critical field at the $K'$ point ($B'_{cr}$) would be exactly reversed relative to the critical field of the $K$ point, Eq. (10).

Similar considerations apply to the critical field $B''_{cr}$ of the second quantum phase transition at the point $K'$. We find that $B''_{cr}$ is given by:

$$B''_{cr} = -\frac{2m v_F}{e} \left( \omega - \omega_\theta \right) = -\frac{2 v_F}{e} \left( m\omega - \frac{2\hbar}{\theta} \right),$$  \hspace{1cm} (70)

which is to be compared with Eq. (11). If we have a quantum phase transition at the $K'$ point with the critical field in Eq. (70) then there will be no phase transition at the $K$ point and vice versa if there is a phase transition at the $K$ point with the critical field in Eq. (11), then there will be no phase transition at the $K'$ point. Here again, as observed for the second phase transition at the $K$ point, see Eq. (11), in the absence of non-commutative space coordinates ($\theta \rightarrow 0$) $B''_{cr} \rightarrow \infty$ and there is no second phase transition.

In the case of graphene the charge carriers are massless and the Hamiltonians for the $K$ and $K'$ points (assuming a Dirac oscillator coupling and an external homogenous magnetic field) are given by \[42, 48\]

$$H_K = v_F \sigma \cdot (\hat{p} - i\Omega \beta \hat{x} + \frac{\xi}{e} \hat{A}),$$

$$H_{K'} = v_F \sigma^* \cdot (\hat{p} - i\Omega \beta \hat{x} + \frac{\xi}{e} \hat{A}),$$  \hspace{1cm} (71)
where $\sigma = (\sigma_x, \sigma_y)$ and $\sigma^* = (\sigma_x, -\sigma_y)$. As discussed in [48] the Dirac oscillator coupling in graphene is assumed to arise from an internal effective magnetic field $B_I$ due to the motion of the charge carriers relative to the planar hexagonal arrangement of the carbon atoms [48]. Indeed in [48] the oscillator coupling for massless fermions is directly proportional to the effective internal magnetic field $B_I$: $\Omega = eB_I/4$. In this case the critical magnetic field for $H_{K'}$ in the first phase transition is given by:

$$B'_{cr} = -\frac{2v_F}{e} \left( \Omega - \frac{\eta}{2\hbar} \right). \quad (72)$$

Again the critical field at the $K'$ point is different than that at the $K$ point and would be exactly reversed were it not for the non-zero non-commuting parameter $\eta$. The critical field for the second phase transition at the $K'$ point will now be given by:

$$B''_{cr} = -\frac{2v_F}{e} \left( \Omega - \frac{2\hbar}{\theta} \right). \quad (73)$$

and similar considerations apply as in the massive case of silicene described above.

VII. CONCLUSIONS

In the present work we have studied the Dirac oscillator in a constant homogenous magnetic field in the presence of non-commutativity both in the space and momentum coordinates. While the Dirac oscillator has become, over the years, a paradigm of mathematical physics very recently its one dimensional version has been experimentally realized and observed for the first time [31] with realistic prospects of realizing soon a 2-dimensional version. We were able to solve exactly the corresponding eigenvalue equations according to the strength of the magnetic field. The system in the absence of non-commutativity is known to have a left-right chiral phase transition for $B = B_{cr} = \frac{2me}{e} \omega$. We find that the non-commutativity of the momentum coordinates ($\eta$–parameter, see Eq. (3)) simply shifts the left-right chiral phase transition. The presence of non-commutativity in the space coordinates ($\theta$–parameter, see Eq. (3)) changes the picture quite dramatically. It introduces a new right-left phase transition at $B = B^*_{cr} = \frac{2mc}{e}(\omega + \omega_\theta)$ which is absent in the commutative limit (as $\theta \to 0$, $\omega_\theta \to \infty$).

Our explicit solutions in the three chiral phases (left-right-left) show that for every energy level (with the exception of the singlet-like zero modes) there is a class of states with finite
degeneracy and opposite average angular momentum $\langle L_z \rangle$ relative to the class of states with infinite degeneracy. Apparently, these classes of states with finite degeneracy in the left phases and infinite degeneracy in the right phase, were previously overlooked and the sign of the angular momentum was proposed as an order parameter of the quantum phase transition $^{28, 33, 40}$.

We have discussed the magnetisation of the energy levels of the system and we have shown that this physical observable has the potential of being able to characterise the two quantum phase transitions since it offers a finite discontinuity (for every energy level) at the two critical points. A rather peculiar prediction for this observable is the existence of a fixed point with vanishing magnetisation, for every energy level, exactly located at the midpoint of the two critical points. Work is in progress to present a full thermodynamic treatment of the system based on the solution presented here.

Finally we have addressed possible implications of our results in the physics of silicene, the silicon counterpart of graphene, recently synthesised. In silicene the low energy electron excitations are described by a free massive Dirac equation. A Dirac oscillator coupling could arise via an effective internal magnetic field generated by the electron motion in the honeycomb lattice. The results presented in this paper could then be directly applied to silicene in an external magnetic field. We have found that the values of the critical fields for which the quantum phase transitions (first and second) take place are different for the $K$ and $K'$ points. While this consideration apply as well for graphene in order to use our detailed explicit solutions for graphene one need to separately consider the massless limit which we demand to a forthcoming study.
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