From Quantum Dots to Quantum Dashes: Excitonic Spectra of Highly Elongated InAs/InP Nanostructures
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A transition from a cylindrical quantum dot to a highly elongated quantum dash is theoretically studied here with an atomistic approach combining empirical tight binding for single particle states and configuration interaction method for excitonic properties. Large nanostructure shape anisotropy leads to a peculiar trend of the bright exciton splitting, which at certain point is quenched with further shape elongation, contradicting predictions of simplified models. Moreover strong shape elongation promotes pronounced optical activity of the dark exciton, that can reach substantial 1% fraction of the bright exciton intensity without application of any external fields. An atomistic calculation is augmented with a elementary phenomenological model expressed in terms of light-hole exciton add-mixture increasing with the shape deformation. Finally, excitonic complexes $X^-$, $X^+$, and $XX$ are studied as well and the correlations due to presence of higher excited states are identified as a key-factor affecting excitonic binding energies and the fine structure.

I. INTRODUCTION

Self-assembled InAs/InP nanostructures are promising quantum emitters at 1.3 or 1.55 $\mu$m telecom wavelengths$^{1,2}$ Potential usage of these systems involves single photons and entangled photons generation$^{2,3}$ with applications in quantum information and quantum communication$^{4,5}$ The realm of InAs/InP nanostructures is rich and varies from more conventional cylindrical self-assembled$^{12,13}$ and nanowire quantum dots$^{14,15}$ to rather unconventional semiconductor nanostructures with characteristic large in-plane elongation, known as quantum dashes$^{16,17}$ Quantum dashes have demonstrated their potential for utilization in e.g. lasers and amplifiers$^{18,19,20}$ or single photon emitters$^{21,22}$ Quantum dashes show also significant tuning capabilities e.g. by embedding in photonic mesas$^{23}$ as well as demonstrate several unique properties such a suppression of phonon-induced decoherence$^{24}$

Recently, by application of external magnetic field, quantum dashes$^{25}$ have demonstrated their capability to systematically reduce the bright exciton fine structure splitting$^{26}$ below the natural line width of emission, which makes the quantum dashes prospective as a source of polarization entangled photon pairs from biexciton-exciton cascade$^{27}$ The reduction of the fine structure splitting, aiming for entanglement generation, for entanglement generation with shape elongation, contradicting predictions of simplified models. Moreover strong shape elongation promotes pronounced optical activity of the dark exciton, that can reach substantial 1% fraction of the bright exciton intensity without application of any external fields. An atomistic calculation is augmented with a elementary phenomenological model expressed in terms of light-hole exciton add-mixture increasing with the shape deformation. Finally, excitonic complexes $X^-$, $X^+$, and $XX$ are studied as well and the correlations due to presence of higher excited states are identified as a key-factor affecting excitonic binding energies and the fine structure.

Apart from any practical utilization quantum dashes are intriguing from a basic science point of view. For example, it is curious how single particle and many body properties evolve from that characteristic for a cylindrical quantum dot, by gradual deformation of nanostructure’s shape to a high-aspect ratio, deformed quantum dash. Such observation is typically not directly possible in the experiment, yet it is fully attainable in a theoretical study, which by its nature focuses on individual, single quantum systems of well defined size, shape and composition. Further, often the experiment is pestered by uncertainties due to inhomogeneous broadening in the ensemble studies$^{28}$ or unavoidable alloy randomness effects originating from the specifics of the epitaxial growth$^{29,30}$ in particular growth on mixed composition substrates (e.g. InGaAlAs$^{31,32}$). A detailed knowledge (chemical composition, intermixing, actual dimensions) of nanostructure’s morphology, is often very much complicated, if not impossible to obtain$^{33,34,35}$ Theoretical simulation can to a certain degree filter out these difficulties, and focus not on the direct comparison with a particular quantum dash or quantum dot experiment, but rather an analysis of general trends with shape elongation. Utilization of accurate (e.g. atomistic) approach should however give hope to produce results consistent and supporting experimental findings. Moreover theoretical studies should also give an insight used next for e.g. intentional tailoring of high-aspect ratio nanostructures to match spectral features demanded in the broad field of nanophotonics$^{36,37}$

The focus of this paper is on the details of the InAs/InP quantum dot-quantum dash single exciton spectra and...
in particular the fine structure splitting, as well as the bright and the dark exciton optical activity, all calculated as a function of shape deformation from high rotational shape symmetry to high-aspect ratio elongation. Spectra of several excitonic complexes, the negatively and positively charged exciton and the biexciton, are studied here as well. For all these cases, this article underlines the key role of correlation effects due to presence of higher levels (configuration mixing) affecting significantly all major features of quantum dashes excitonic spectra.

A. System and methods

In this work I study InAs nanostructures elongated from an ideal disk-shape quantum dot to a highly-elongated (nanorod-like) elliptical quantum dash. The height of all deformed nanostructures is kept fixed and equal to 3 nm. The diameter in a fully cylindrical case is 20.6 nm (radius \( r = 10.3 \) nm). These dimensions are typical for self-assembled quantum dots and quantum dashes.\(^6\) In our previous work\(^6\) we have studied effects of nanostructure size and composition on quantum dashes spectra, here focus on the role of lateral deformation along \([110]\) axis and shrinking it in the perpendicular \([110]\) axis at the same time, such that the base field (and the overall dot volume) is kept constant. The elongation axis was chosen as \([110]\), consistent with experimental findings.\(^2\) The elongation is governed by anisotropy\(^6\) parameter \( t \) with a longer (major) axis length changing as \( X = r \times (1 + t) \) and a shorter (minor) axis length given by \( Y = r / (1 + t) \). We consider \( t \) to vary from 0 to 2.0 (Fig. 1), and thus the aspect ratio \( (X/Y) \) is given as \((1 + t)^2\) and reaches 9 for the highest deformation considered. The nanostructure is located on a 1 lattice constant (2 monolayers) thick (0.6 nm) InAs wetting layer\(^6\) and embedded in InP barrier. Since \( t \) was varied from 0 to 2.0 with a 0.1 step the calculations we performed for total of 21 different systems.

The calculation starts with finding atomic positions that minimize total elastic energy. This is done by using the valence force field method of Keating\(^66,67\) with a cylindrical computational box containing total of over 32 million atoms, and the minimization of strain energy performed using the conjugate gradient method.\(^6\) The valence force method is described in more detail in Refs.\(^66,70\) and in my previous papers.\(^68,71–73\) Next, from atomic positions the piezoelectric potential is calculated by accounting for both linear and quadratic\(^2\) terms.

Then the single particle spectra of electrons and holes are obtained with the empirical tight-binding method accounting for \( d \)-orbitals and spin-orbit interaction.\(^72,73\) The single-particle tight-binding Hamiltonian for the system of \( N \) atoms and \( m \) orbitals per atom can be written, in the language of the second quantization, in the following form:\(^2\)

\[
\hat{H}_{TB} = \sum_{i=1}^{N} \sum_{\alpha=1}^{m} E_{i\alpha} \hat{c}_{i\alpha}^{\dagger} \hat{c}_{i\alpha} + \sum_{i=1}^{N} \sum_{\alpha,\beta=1}^{m} \lambda_{\alpha,\beta} \hat{c}_{i\alpha}^{\dagger} \hat{c}_{i\beta}^{\dagger} + \sum_{i=1}^{N} \sum_{j=1}^{near\text{ neigh.}} \sum_{\alpha,\beta=1}^{m} t_{i\alpha,j\beta} \hat{c}_{i\alpha}^{\dagger} \hat{c}_{j\beta}^{\dagger}
\]

where \( \hat{c}_{i\alpha}^{\dagger} \) (\( c_{i\alpha} \)) is the creation (annihilation) operator of a carrier on the (spin)-orbital \( \alpha \) localized on the site \( i \), \( E_{i\alpha} \) is the corresponding on-site (diagonal) energy, and \( t_{i\alpha,j\beta} \) describes the hopping (off-site, off-diagonal) of the particle between the orbitals on (four) nearest neighboring sites. The summation \( i \) goes over all atoms, whereas the summation over \( j \) goes over the four nearest neighbors only. \( \alpha \) is a composite (spin and orbital) index of the on-site orbital, whereas \( \beta \) is a composite index of the neighboring atom orbital. Coupling to further neighbors is thus neglected, whereas \( \lambda_{\alpha,\beta} \) (on-site, off-diagonal) accounts for the spin-orbit interaction following the description given by Chad and including the contributions from atomic \( p \) orbitals.

Here I use the \( sp^3d^5s^* \) parametrization of Jancz.\(^25\) The tight-binding calculation is effectively performed on a smaller domain than the valence force field calculation.\(^79,80\) yet still the number of atoms in the tight-binding computational box exceeds 1.3 million presenting a substantial numerical problem. More details of the \( sp^3d^5s^* \) tight-binding calculation were discussed thoroughly in our earlier papers.\(^68,71–73\)

Finally excitonic spectra are calculated with the configuration interaction method. The Hamiltonian for the interacting electrons and holes can be written in second quantization as:\(^6\)

\[
\hat{H}_{ex} = \sum_{i} E_{i} \hat{c}_{i}^{\dagger} \hat{c}_{i} + \sum_{i} E_{i}^{h} \hat{h}_{i}^{\dagger} \hat{h}_{i} + \frac{1}{2} \sum_{ijkl} V_{ijkl}^{ex} \hat{c}_{i}^{\dagger} \hat{c}_{j}^{\dagger} \hat{c}_{k} \hat{c}_{l} + \frac{1}{2} \sum_{ijkl} V_{ijkl}^{hh} \hat{h}_{i}^{\dagger} \hat{h}_{j}^{\dagger} \hat{h}_{k} \hat{h}_{l}
\]

\[
- \sum_{ijkl} V_{ijkl}^{exh,\text{dir}} \hat{c}_{i}^{\dagger} \hat{h}_{j}^{\dagger} \hat{h}_{k} \hat{c}_{l} + \sum_{ijkl} V_{ijkl}^{exh,\text{exch}} \hat{c}_{i}^{\dagger} \hat{h}_{j}^{\dagger} \hat{h}_{k} \hat{c}_{l}
\]
where $E_i^e$ and $E_i^h$ are the single particle electron and hole energies, obtained at the single particle stage of calculations, and $V_{ijkl}$ are Coulomb matrix elements (Coulomb direct and exchange integrals) calculated according to procedure given in Ref.~\cite{Ref1}.

Typically only $s$, $p$, and $d$ single particles shells are included in the configuration interaction calculation of quantum dot electronic spectra\cite{Ref1,Ref2}. In this work I go beyond this approximation and account for the $f$-shell as well, resulting in total 20 (with spin) electron and 20 hole single particle states entering many-body calculations and total of over 0.6 million Coulomb direct and exchange integrals calculated over 1.3 million atoms in the computational box\cite{Ref1,Ref2}. Calculation of the multi-excitonic spectra produces thus a significant computational challenge and on a 192-core computer cluster it takes about 72-hours for all computational stages combined (i.e. strain, piezoelectricity, tight-binding and configuration interaction) for every single $t$ value, with the configuration interaction being by far the most time-demanding part.

II. SINGLE PARTICLE SPECTRA AND THE EXCITONIC GROUND STATE

Fig. 2 shows the evolution of several lowest electron levels as a function of increasing lateral shape anisotropy. These levels evolve from the typical case of a cylindrical quantum dot with a characteristic $s$, $p$, $d$, ... shell structure\cite{Ref3} to a nanorod-like spectrum with nearly equidistant levels and no shells present. In a simplified picture this could be understood as an evolution from a quasi-two-dimensional like confinement effectively described by a 2D-harmonic oscillator\cite{Ref4,Ref5} model to a quasi-one-dimensional system described by a 1D-harmonic oscillator model, hence nearly equidistant spacings between levels.

Apart from above lowest electron levels experience a blue-shift in energy, with a pronounced increase of the ground electron state energy $(e_1)$ by 48 meV for the largest considered deformation ($t = 2$) as compared with the cylindrical case ($t = 0$). This happens despite keeping the nanostructure’s volume fixed during the deformation, as mentioned above, and is due to decreased confinement in the [110] direction, which is perpendicular to the direction of the nanostructure deformation direction [110]. The $f$-shell seems to be weakly pronounced and at about 1380 meV there is an apparent onset of closely spaced quasi-continuum states (2D-like wetting layer states). Eight (16 with spin) lowest electrons states are typically well confined within the nanostructure with the percent of the wave-function contribution in the quantum dot region varying from about 78% for the $e_1$ ground state to about 65% for $e_8$, and for $t = 0$. Higher energy states are weakly coupled with small $30 – 45\%$, yet non-negligible, contribution in the nanostructure volume. Higher lying states have progressively increasingly larger content in the wetting layer and in the barrier region. The elongation further reduces localization in the dot region which for $e_1$ drops from 78% for $t = 0$ to 69% for $t = 2$ and analogously for higher states.

Evolution of hole levels, as shown on Fig. 3 is somewhat more peculiar with a complicated spectra in the elongated case, several apparent anti-crossings of excited levels, and decreasing\cite{Ref6} energy of the ground hole $h_1$ level by about 20 meV with elongation. As typical for various nanostructures hole states have smaller energy levels spacings due to the larger effective mass of the hole. Hence for the non-elongated case ($t = 0$), the hole $p$-shell splitting appears larger than that of electron, whereas in fact both splittings are quite comparable, with 1.63 meV value for electrons and 2.1 meV splitting for holes. It should be noted that the hole $d$-shell is apparently less separated from the excited part of the spectra than in the electron case, the $f$-shell is practically not visible, and that the confined hole shells smoothly transform into closely separated levels below about 385 meV. Yet, contrary to the electron, and again due to larger effective mass, even excited holes states are well confined in the nanostructure with above 95 – 96% hole wavefunction localization in the dot region for all 10 (20 with spin) lowest $(h_1-h_{10})$ hole states considered in latter part of the text with respect to the excitonic calculations. Interestingly the shape-deformation has little (reduction on the order of at most %1) effect on the ground hole state $h_1$ localization degree.

At the end of the single particle energies analysis, let me note that the ground and the first excited state $(s-p)$ spacing decreases monotonically with deformation, drop-
example for ing in-between localized ones. This is well visible for a presence of apparently delocalized states intruding and so on.

plane, the second excited states has two nodal planes, ground states, then the first excited state has one nodal manifold of lowest electron states starts for a node-less planes along the elongation axes. This is particularly well visible in the charge density by an increasing number of nodal states the transition from a cylindrical to a quasi-one-particle levels shown on Fig. 2 and Fig. 3. For electron to quantum dot behaviour is seen for higher excited states the InP barrier. Another example of an interesting behavior is seen for higher excited states 
t = 0 and 
t = 0.5 cases. Here again these states have mixed character with a fraction of charge density in the nanostructure hybridized with the rest of it penetrating the wetting layer. Finally there are electron states shown here as well (e.g. 
t = 1.5), with no apparent density in the quantum dash area, but rather delocalized in the wetting layer.

The ground hole state charge density is shown on the right hand size of Fig. 4 (please note again reversed ordering of hole levels) and behaves similarly to the ground electron state. The only difference is that 
h_1 seems to localize more strongly within the nanostructure, whereas 
e_1 shows some spreading (leakage) in the ([110]) direction perpendicular to the deformation. Generally all (10) hole states shown here are more strongly localized in the nanostructures area. This is expected since plots shown here must be consistent with numbers (degrees of localization reaching 96%) discussed earlier.

Finally, let me note that the excited state 
h_2 shows a simple behaviour with a single nodal plane, but higher excited hole states have far more complicated nodal structure than electrons, with non-trivial nodes (both in [110] and [110] directions) - an apparent manifest of holes multi-band character.

Apart from energies and charge densities, in the tight-binding formalism one can naturally inspect orbital contribution from different atomic orbitals constituting single particle quantum dot confined states. The orbital contribution to the ground hole state (for more details see the Appendix) is dominated by lateral 
p atomic orbitals (p_x and p_y) reaching 72 – 73%, with a significant fraction of 24% from (d_{xy} and d_{yz}) 
d-orbitals, and much smaller contributions from other states, most notably 
p_z, d_{xz}, and s altogether constituting not more than about 3% of the total hole ground state charge density. For completeness, it should be mentioned that the ground electron state is built predominantly (over 90% contribution) by s and s\(^*\) atomic orbitals with a small 4 – 5% add-mixture of 
p_\(s\) orbitals and much smaller contribution form other orbital species (\(p_\(d\), d_{xy} and s) altogether constituting not more than about 3% of the total hole ground state charge density. For completeness, it should be mentioned that the ground electron state is built predominantly (over 90% contribution) by s and s\(^*\) atomic orbitals with a small 4 – 5% add-mixture of 
p_\(s\) orbitals and much smaller contribution form other orbital species (\(p_\(d\), d_{xy} and s) altogether constituting not more than about 3% of the total hole ground state charge density. For completeness, it should be mentioned that the ground electron state is built predominantly (over 90% contribution) by s and s\(^*\) atomic orbitals with a small 4 – 5% add-mixture of 
p_\(s\) orbitals and much smaller contribution form other orbital species (\(p_\(d\), d_{xy} and s) altogether constituting not more than about 3% of the total hole ground state charge density. For completeness, it should be mentioned that the ground electron state is built predominantly (over 90% contribution) by s and s\(^*\) atomic orbitals with a small 4 – 5% add-mixture of 
p_\(s\) orbitals and much smaller contribution form other orbital species (\(p_\(d\), d_{xy} and s) altogether constituting not more than about 3% of the total hole ground state charge density.

This simple, intuitive picture is somewhat complicated by a presence of apparently delocalized states intruding in-between localized ones. This is well visible for example for \(e_8\) and \(t = 2\). These particular state apparently origins from \(e_3\), one of the cylindrical (\(t = 0\)) quantum dot p – shell states, which evolves higher in energy with the shape-deformation due to a presence of a node in this state aligned with the longer axis of the nanostructure. Such near-delocalized states have significant fraction of their charge density "leaking" out of the nanostructure into the InAs wetting layer and finally into the InP barrier. Another example of an interesting behaviour is seen for higher excited states \(e_9\) and \(e_{10}\) for 
\(t = 0\) and 
\(t = 0.5\) cases. Here again these states have mixed character with a fraction of charge density in the

FIG. 3. Single particle holes levels as a function of nanostructure shape deformation \(t\) along [110] crystal axis. Lines connect levels ordered in energy. Please noted reversed ordering of hole levels with respect to electron levels The hole ground state is marked as \(h_1\), the first excited hole states is \(h_2\), etc.
FIG. 4. Charge densities (top-view) corresponding to several (10) lowest single particle electron (left) and hole (right) levels as a function of nanostructure shape deformation \( t=0, 0.5, 1, 1.5, 2 \). Please note reversed ordering of hole levels. Some of these pictures were slightly re-scaled to fit the table. All iso-surfaces were plot using the same (arbitrary) charge-density constant value. Grey areas mark the nanostructure region. Please thus note that some of these states are not bound within the nanostructure (e.g. \( e_{10} \) for \( t=1 \)). Moreover several of these states leaks profoundly into the wetting layer (e.g. \( e_8 \) for \( t=2 \)).
elongated quantum dots with $t \leq 0.2$. The ground exciton state upward shift in energy is thus only 2.6 meV for $t = 0.2$ case with respect to $t = 0$ system. Yet, for larger deformations there is a clear, nearly linear growth of excitonic energy reaching about 800 meV for $t = 2.0$, that is about 69 meV larger than for the non-elongated quantum dot. It should be emphasized that the increase of excitonic ground state energy with an elongation (69 meV shift) is determined mostly by single particles energy contributions (68 meV) of electron and hole forming an exciton. There is thus apparently only a relatively small magnitude ($\approx 1$ meV) of change of electron-hole Coulomb interaction between cylindrical and elongated cases. However there are different contributions to electron-hole interaction due direct term and correction due to correlations - these effects will be discussed in the latter part of the text where excitonic complexes will be studied.

Apart from the direct electron-hole Coulomb interaction there is also a matter of configuration mixing. Since in the single particle spectra we could observe the presence of different shells it is curious to check how these will affect the excitonic spectra. Hence a series of configuration interaction calculations was performed with a systematically increasing number of electron and hole shells accounted for, and results summarized on Fig. 5. For the single exciton this corresponds to 4, 36, 144, 400 electron-hole configurations for $s$, $p$, $d$ and $f$ shells correspondingly. Since there is no shell structure for elongated systems and moreover the $f$-shell is not well pronounced even for cylindrical dot, thus using a notion of "shell" is just a shortcut. Accounting for the $s$-shell means accounting for the ground electron and hole states only, $p$-shell corresponds to 3 (6 with spin) lowest electron and 3 (6 with spin) lowest hole states, and $d$-shell is 6 (12 with spin) states for each of charged carriers, and finally $f$-shell corresponds to accounting for 10 (20 with spin) of each of single particle states. The energetic difference between cases accounting for $s$ and $f$ is shown as well (inset) on Fig. 5 and the correction due presence of higher shells is only about 1.7 meV for $t = 0$ symmetrical case, while it reaches more substantial 3.9 meV for the largest considered deformation. The trend shown on the inset on Fig. 5 is intuitive since one could expect higher role of configuration mixing in case of closely spaced levels for elongated systems of broken symmetry than in more cylindrical cases with well separated shells. Whereas the effect of inclusion of higher-levels seems to be a small (few meV) correction as compared to the overall excitonic energy of about 750 – 800 meV, yet this particular ($s$-$f$) difference is a direct measure of correlation effects due to the add-mixture of higher energy configurations and will play a crucial role e.g. in the magnitude of excitonic complexes binding energies discussed later in the text.

![Exciton ground state energy as a function nanostructure shape deformation $t$ along [110] crystal axis. Lines correspond to cases with different number of single-particle shells ($s$, $p$, $d$ and $f$) included in the configuration interaction calculation. Inset: the difference between ground state $X$ energy calculated using $s$-only and all shells up to $f$.](image)

**III. EXCITONIC FINE STRUCTURE: BRIGHT AND DARK EXCITONS**

Apart from the main features it is curious to study the details of excitonic spectra, that is its fine structure. Typical quantum dot spectra consist of two pairs of excitonic states. One pair is formed by two states with anti-parallel electron-hole spin alignments leading to an optically active bright exciton doublet. Second pair, energetically below the bright excitons (due to electron-hole exchange) is a doublet of two dark excitonic states with parallel electron-hole spins. Both of these doublets can be further split by various effects including presence of anisotropic lattice, strain, and alloying. The bright exciton splitting is also commonly known as the fine structure splitting.

Fig. 6 shows energy difference between the lowest bright exciton state and the higher energy dark exciton. Notably this splitting goes down with the elongation in all considered approximations in the configuration interaction calculation. We can understand that in terms of decreasing electron-hole exchange interaction due to change of lateral confinement with a progressing deformation, however we should also note that this energy difference is affected also by splittings within bright and dark doublets discussed later. Interestingly one can also observe here a non-negligible effect of higher-lying levels on dark-bright exciton energy splitting. Here, the calculation including the $s$-shell only gives the splitting by about 100 meV smaller than that performed in the full
$f$-shell basis. The difference between the $d$-shell and the $f$-shell cases is much smaller and varies between 10 to 15 meV, and is somewhat larger for elongated cases.

One could question here the convergence of configuration interaction method with respect to number of shells included. In fact I will try to address this problem in a future work, however currently accounting for shells even higher than $f$ is prohibitively numerically demanding. For the dark-bright exciton splitting a rough estimate of such error would be about 30 meV, still much smaller than the absolute value of the dark-bright exchange splitting.

Next, Fig. 6 shows the splitting of the bright exciton (the fine structure splitting) as a function of deformation $t$ along [110] crystal axis. Lines correspond to cases with different number of single-particle shells ($s,p,d$ and $f$) included in the configuration interaction calculation.

For the dark-bright exciton splitting a rough estimate of such error would be about 30 meV, still much smaller than the absolute value of the dark-bright exchange splitting.

Moreover our previous results demonstrate the that bright exciton splitting is also a sensitive function of overall nanostructure volume (height and length) as well as intermixing effects due to alloying in the surrounding barrier.

Apart from observations regarding the correlations due to different shells the next key effect is the trend of fine structure evolution itself. At first the splitting goes up quasi-linearly with $t$ following predictions based on the effective mass approximation and anisotropy related mixing of quantum dot heavy-hole states. However with the increase of the deformation the trend seems to flatten-up, and it saturates with a plateau ($\approx 80 \, \mu eV$) at about 0.5 and 1.2 the fine structure splitting dependence on the number of included shells is far from trivial, e.g. the addition of $d$-shell apparently reduces the bright exciton splitting compared to $p$-shell inclusion only. Interestingly for larger deformations ($t > 1.5$) addition of higher shells (above the $p$-shell) has a small effect on the splitting. For the largest considered deformation the contribution due to $s$-shell only gives splitting of 14.4 $\mu$eV, addition of the $p$-shell increases the splitting by additional 28.5 $\mu$eV giving the total splitting of 44.5 $\mu$eV, further addition of $d$- and $f$-curiously decreases the splitting, yet by mere 0.7 $\mu$eV. It thus appears that for elongated cases most of the splitting is given by accounting for the ground, first and second excited electron and hole levels whereas the ground state orbitals give as little as 1/3 of the contribution to the splitting.

Moreover our previous results demonstrate the that bright exciton splitting is also a sensitive function of overall nanostructure volume (height and length) as well as intermixing effects due to alloying in the surrounding barrier.

Apart from observations regarding the correlations due to different shells the next key effect is the trend of fine structure evolution itself. At first the splitting goes up quasi-linearly with $t$ following predictions based on the effective mass approximation and anisotropy related mixing of quantum dot heavy-hole states. However with the increase of the deformation the trend seems to flatten-up, and it saturates with a plateau ($\approx 80 \, \mu eV$) at about
strain. From X polarization, following thus an elongation axis, whereas for the Y polarized line the oscillator strength is reduced with elongation, with the ratio $I_{max}/I_{min} = I_X/I_Y$ going from $\approx 1$ for $t = 0$ to over 4 for $t = 2.0$. The growth of X-polarized line oscillator strength is thus strictly followed by the decrease in Y-polarized line oscillator. Curiously the $I_{max}/I_{min}$ dependence on elongation can be approximately described by a following linear relation $I_{max}/I_{min} \approx 1 + 3/2 * t$. A more established measure of polarization anisotropy is polarization degree $C = (I_{max} - I_{min})/(I_{max} + I_{min})$ shown (black/empty squares) on the inset on Fig. 8. Polarization degree dependence on elongation ratio can be well described by a simple following relation: $C = t/(4/3 + t)$. A more accurate formula can be found by a fitting with $C = (t - 0.0725)/(1.26544 + t)$, shown as a red line on the inset on Fig. 8. Such a simple relation between polarization anisotropy and elongation suggest that there maybe a single dominant factor strongly affecting the spectra.

It is often assumed that structural quantum dot elongation will lead to mixing of the bright exciton states $|1\rangle = |\pm \frac{3}{2}, -\frac{1}{2}\rangle$ and $|-1\rangle = |\pm \frac{3}{2}, \frac{1}{2}\rangle$, where $|\pm \frac{3}{2}\rangle$ corresponds to heavy-hole spin projection, and $|\pm \frac{1}{2}\rangle$ are electron spin projections. Such mixing would lead to the bright exciton splitting and presence of two orthogonal lines of linear polarization. However mixing of pure heavy-hole states seem not so difficult to describe strong polarization anisotropy as observed here. Recently several authors have suggested a mechanism in which lateral anisotropy would effectively induce heavy-hole/light-mixing, with the bright excitons given as:

$$\pm 1 = \sqrt{1 - \beta^2} |\pm \frac{3}{2}, -\frac{1}{2}\rangle + \beta |\pm \frac{1}{2}, \frac{1}{2}\rangle$$

(3)

thus effectively adding/mixing exciton state heavy-hole component $|\pm \frac{3}{2}\rangle$ with a light-hole component of opposite projection $|\pm \frac{1}{2}\rangle$, and correspondingly mixing $|\pm \frac{3}{2}\rangle$ with $|\pm \frac{1}{2}\rangle$. $\beta$ is a measure of that mixing, and the polarization anisotropy due to mixing can be described as $C(\beta) = \frac{2\beta \sqrt{3(1 - \beta^2)}}{3 - 2\beta^2}$

(4)

We can use a fit to the above equation in order to effectively retrieve $\beta$ from our atomicistic calculations of the polarization degree. The results are shown on Fig. 8 with $\beta$ increasing monotonically with the deformation $t$ and reaching considerable value of about $\approx 0.5$ for the largest considered deformation. My previous calculations for cylindrical nanowire quantum dots indicate that further increase of aspect ratio could in fact lead to a formation of a light-hole dominated exciton, however the analysis of light-hole excitons goes beyond the scope of current work. Additionally and contrary to tall (high vertical aspect ratio) nanowire quantum dots the orbital contribution of single particle states in flat (3 nm of height) nanostructure is not changed much with the deformation (for the ground hole state in particular; see the discussion earlier and the Appendix) and the large $\beta$ content corresponds to a change in the envelope character of the hole wavefunction, rather than in its microscopic part. Here the term "envelope" was borrowed from the language of the continuous media approximation (and methods such as the effective mass approach) and it should be used with a great caution since the notion of "envelope" is not present in the linear combination of atomic orbitals (LCAO) approach utilized by the tight-binding method.

Let us now come back to the matter of the bright exciton spectra as discussed above and shown earlier on Fig. 8. For clarity we plot this splitting (for f-shell case only; solid-line/squares) again on Fig. 10 yet this time compared with simple model estimation (dashed line/starts) based on recent work by Tsitsishvili, where the bright exciton splitting in case of significant light-hole add-mixture could be given $\approx \sqrt{\beta} \sqrt{1 - \beta^2} \Delta_{ST}$, where

FIG. 8. The calculated excitonic optical spectrum (oscillator strengths) for the bright excitons (in-plane polarizations) and the dark exciton (out-of-plane, "z" polarization) as a function of nanostructure deformation $t$. The inset shows bright exciton polarization anisotropy.
\[ \Delta_{ST}, \ \text{which I reiterate gets reduced with the increasing deformation (Fig. 9).} \] 

\[ \text{Hence for elongated systems there are two opposing effects.} \]

\[ \text{The first is the increasing } (\beta \sqrt{1 - \beta^2}) \text{ contribution due to light-hole add-mixture that leads to the increase of the splitting.} \]

\[ \text{The second opposing effect is the decreasing value of the electron-hole overlap leading to a reduction of the dark-bright exciton splitting.} \]

\[ \text{These two effects combined together lead first to the growth of the bright exciton splitting with the deformation, then its saturation and then the decrease of the splitting with even further elongation.} \]

\[ \text{The simple model, combined with input from the atomistic calculation (\(\Delta_{ST}\) and \(\beta\) from excitonic energy and emission spectra correspondingly) is thus able to qualitatively explain the behaviour of the bright exciton in highly-elongated system, yet we should also emphasize it is only a qualitative agreement.} \]

\[ \text{The phenomenological model overestimates the value of splitting by a large factor (typically over 3) and the fully atomistic calculation is needed for the qualitative prediction of the splitting magnitude.} \]

\[ \text{Based on the above one can conclude that the strong admixture of light-hole component could explain polarization properties of the bright excitons and their splitting in strongly elongated systems, moreover it turns out that light-excitons would also have a pronounced effect on the dark exciton properties.} \]

\[ \text{My calculations indicate that with an increasing deformation one of the dark excitons gets a non-negligible oscillator strength, shown on Fig. 9 as } z \text{ (out-of-plane) polarized line, with magnitude reaching considerable (about 1%) fraction of the } X \text{-polarized bright exciton emission.} \]

\[ \text{This dark exciton non-zero optical activity comes from higher energy dark exciton state, where the other (low energy) state remains fully dark, consistent with group-theoretical predictions for heavy-hole dominant } C_{2v} \text{, quantum dots.} \]

\[ \text{It should be noted however that such large dark exciton optical activity is orders of magnitude stronger than that observed for weakly deformed quantum dots.} \]

\[ \text{In a phenomenological model accounting for the light-hole exciton add-mixture to the dark exciton state, the magnitude of the dark exciton activity should follow } \beta^2 \text{ dependence.} \]

\[ \text{This is in fact qualitatively consistent with our results: with } z \text{-polarized line on Fig. 9 and } \beta^2 \text{ on Fig. 9 showing qualitatively the same behaviour.} \]

\[ \text{We note here that such pronounced optical activity of the dark of excitons could have potential applications in quantum information and computation since the dark state is both long-lived and optically addressable at the same time, and its properties could be likely be tailored by the degree of nanostructure elongation.} \]

\[ \text{Apart from the optical activity, it is instructive to study the dark exciton splitting as shown on Fig. 11. The dark exciton splitting goes from a small value of 0.14 } \mu \text{eV for a cylindrical } t = 0 \text{ system to a substantial splitting exceeding } 40 \mu \text{eV for } t = 2.0. \]

\[ \text{One should notice that this is an extraordinarily large dark exciton splitting, comparable with that of the bright exciton.} \]

\[ \text{Based on a simple} \]

\[ \beta \]
very small fine structure splitting unless other phenomena such as alloying due to annealing or composition intermixing are included into the consideration. Otherwise growers should aim for non-elongated or weakly [110] elongated nanostructures, where small elongation along [110] axis should lead to the reduced fine structure splitting, by minimizing the anisotropic contribution due to strain. One the other hand the profoundly increased dark exciton states optical activity in highly-elongated systems could in principle open new routes for quantum dashes applications including entanglement generation via the time-bin approach or by utilizing the dark exciton as a optically addressable quantum bit.

**IV. EXCITONIC COMPLEXES**

Besides a single exciton it is instructive to study spectral properties of excitonic complexes, i.e. positively ($X^+$), and negatively ($X^-$) charged excitons, and the biexciton ($XX$). Understanding of the biexciton spectra is particularly relevant from applications point of view since in various schemes its plays an essential role for the entanglement generation.

The ground states energies of these complexes are presented on Fig. [12] and they show a weak monotonic, increasing trend with $t$, similar to that of the single exciton ($X$) shown previously on Fig. [8] and presented here as well for the purpose of comparison. Contrary to a single exciton, in an optical experiment it is not straightforward to measure directly ground state energies, but one rather studies transition energies. Therefore Fig. [13] shows the evolution of binding energies of $X^+$, $X^-$, and $XX$ as a function of shape deformation $t$. Similarly to a photoluminescence experiment these binding energies were calculated with respect to the single exciton. For a case of $XX$ this means the optical recombination leaving $X$ as a final state. The energy of this bright optical transition (i.e. $E_{XX} - E_X$) is then compared with that of the bright exciton $E_X$ to define the binding energy of a complex. The binding energy measures thus the energetic difference between bright lines from recombining $XX$, $X^+$, $X^-$ complexes and the lowest bright $X$ state.

Depending on the nature of a complex, their binding energy spectra reveal a different behaviour, with the $XX$ and $X^-$ showing only a weak change with the shape elongation. The $XX$ binding energy varies from about $-1.9$ to about $-2.5$ meV, similar to our earlier result obtained for quantum dashes with triangular cross-sections. Whereas the $X^-$ is more bound with the binding energy changing from $-3.5$ to nearly $-3.9$ meV for the largest considered deformation. Here I utilize a convention in which a negatively bound complex has emission energy lower than the bright single exciton state.

The positively charged exciton $X^+$ shows a much more pronounced trend with the shape elongation. Its binding energy goes form a small positive value of 0.15 meV for a

![FIG. 11. The dark exciton splitting as a function of deformation $t$. Lines correspond to cases with different number of single-particle shells ($s,p,d$ and $f$) included in the configuration interaction calculation.](image-url)
FIG. 12. Ground states energy evolution for the biexciton (XX), exciton (X), positively (X⁺) and negatively (X⁻) charged trions as a function of nanostructure deformation t.

FIG. 13. Binding energies of the biexciton (XX), positively (X⁺) and negatively (X⁻) charged trions as a function of nanostructure deformation t.

cylindrical system to nearly about −1.8 meV for t = 2.0. It is curious to analyze such different behavior of X⁺, and since XX and X⁺ differ by a presence of an additional hole, one can speculate that the difference between all these excitonic species is related to the hole state properties.

FIG. 14. Electron-electron (Jₑₑ1), electron-hole (Jₑ₁h₁) and hole-hole (J₁₁h) direct Coulomb integrals calculated for electron and hole occupying their ground states (e₁ and h₁) as a function of nanostructure deformation t. Please note the same sign convention used for all these terms.

On a more formal ground one can estimate these binding energies in terms of Coulomb integrals calculated for an electron and a hole in their ground states: 

$$\Delta E(XX) = Jₑₑ1 + J₁₁h - 2Jₑ₁h₁ + \Delta_{corr}(XX - X)$$

$$\Delta E(X⁻) = Jₑₑ1 - J₁₁h₁ + \Delta_{corr}(X⁻ - e)$$

$$\Delta E(X⁺) = J₁₁h₁ - Jₑ₁h₁ + \Delta_{corr}(X⁺ - h)$$

where J are electron-electron, hole-hole, and electron-hole Coulomb integrals mentioned above, Δcorr are (negative) corrections due to correlation (and exchange) effects, and accounted for by the exact diagonalization (configuration interaction). Similarly to experiments the recombination process happens between the initial (e.g. XX) and a final (e.g. X) state of two different excitonic complexes.

The above formula should in principle help us to understand properties of excitonic complexes in terms of contributions from selected Coulomb integrals, which are shown on Fig. 14.

The hole-hole repulsion is reduced by about 5 meV with the anisotropy, whereas the electron-electron repulsion is reduced by a 1.9 meV factor only, and the electron-hole attraction shows an intermediate trend (sign of Jₑ₁h₁ was set as positive according to convention used in Eq. 5). The pronounced change of an integral involving hole state suggests that the hole is apparently more prone
to the reduction of lateral confinement (shrinking) in the [110] direction, perpendicular to the shape elongation in [110]. Although likely oversimplified this is consistent with charge density plots shown earlier on Fig. 4, where \( h_1 \) seems to be more localized in the nanostructure for elongated cases, whereas \( e_1 \) tends to leak out, thus partially overcoming the effect of elongation.

The strongly decreasing value of \( J_{\Delta 1} \) integral combined with \( \Delta E(X^+) = J_{\Delta 1} - J_{\Delta 11} \) formula (from Eq. 6) seems to be able to qualitatively explain the strong \( X^+ \) evolution with the deformation, and also weak changes of \( X^- \) and \( XX \) states. However the simple estimations based solely on the ground state properties are not able to address the overall binding energy of excitonic complexes. This is well illustrated on Fig. 15, where the \( XX \) binding energy was calculated by using different number of electron and hole levels accounted for in the configuration interaction calculation. The s-shell calculation effectively corresponds to Eq. 5 with correction due to correlations \( \Delta_{corr}(XX-X) \) set to zero. Whereas the overall trend with the deformation does not change strongly between different approaches, only inclusion of \( s,p,d \) and \( f \)-shells seems to produce binding energy reaching \(-2.5 \) meV in a reasonable agreement with the experiment 54,62.

For the case including the \( f \)-shell, the correction to \( XX \) binding energy due to correlations \( \Delta_{corr}(XX-X) \) is equal to about \(-3 \) meV for all considered \( t \) values. However it should be emphasized again that the correction due to correlations (\( \Delta_{corr}(XX-X) \)) in the \( XX \) binding energy in the recombination process is affected by both the correlations in the initial \( XX \) state (\( \Delta_{corr}(XX) \)) and the final \( X \) states (\( \Delta_{corr}(X) \)). Correlations in the initial state, i.e. in the \( XX \) ground state (Fig. 15), shift down its energy by \( 5.4 \) meV for \( t = 0 \) as compared to a single electron-hole s-shell configuration. This correction grows with the deformation and reaches a substantial \( 10 \) meV for \( t = 2.0 \). A pronounced ground \( XX \) state energy shift due to configuration mixing is also well known in standard, non-elongated quantum dots 54, and is a key factor determining \( XX \) binding energy in the emission spectra. Yet the magnitude of this correction reaching \( 10 \) meV is far larger than in typical self-assembled quantum dots. Moreover here differently from cylindrical systems the correlation correction is also present and non-negligible in a final, single exciton state. This effect was briefly mentioned in the earlier part of this paper (inset on Fig. 5), with correlation correction reaching considerable value of \(-3.9 \) meV for a single exciton in its ground state and \( t = 2.0 \). In elongated systems correlations thus have a strong effect on both (initial) \( XX \) and (final) \( X \) states, and in both these of excitonic species, these correlation increase their magnitudes with the deformation. Yet effectively in \( XX \) recombination spectra these terms partially cancel out, leading to apparently stable biexciton binding energy with the elongation. Finally, I speculate that the addition of higher excited electron and hole levels (currently prohibited by numerical complexity) would likely further reduce the \( XX \) binding energy closer to the experimentally observable values, i.e. about \(-3 \) meV.
V. SUMMARY

An increasing nanostructure shape anisotropy leads to transition from a cylindrical quantum dot to an heavily-elongated quantum dash. In this work this transition was shown to have a strong impact on both the single particle and many-body properties of such systems. As expected, the shape deformation leads to an increasing splitting of the bright exciton, however at a certain aspect ratio the splitting saturates and peculiarly it is reduced with the further elongation. The emission from the bright exciton is characterized as well by a strong degree of polarization anisotropy. The magnitudes of fine structure splitting ($40 - 90 \mu eV$) as well the polarization degree of up to 0.6, obtained here by atomistic calculations, compare well with experimental data for InAs/InP quantum dashes, even though we did not focus on alloying (mixed composition) effects always present in epitaxial systems. The main spectral features of strongly elongated systems can be also qualitatively explained in terms of a simple model assuming anisotropy induced contribution of a light-hole exciton to a heavy-hole dominated excitonic ground state. This contribution affects the dark excitonic states as well, leading to a dark exciton splitting growing proportionally with the shape deformation, and the magnitude of splitting reaching comparable values to that of the bright exciton. Moreover the dark exciton gains a very significant increase of its optical activity getting to about 1% of the dominant bright exciton line. The shape elongation was further found to have a strong impact on correlation effects in these nanostructures. The add-mixture of higher, excited (often with tails in the wetting layer) electron and hole states (up to the 10-th level corresponding the f-shell of a cylindrical quantum dot) has a pronounced effect on the ground excitonic complexes states, magnitudes of dark and bright excitons splitting of the single exciton, as well as binding energies of excitonic complexes. Finally, this paper shows that the control of the degree of elongation (or quantum dot anisotropy) could in principle be used to tailor optical properties of nanostructures in a broad range of values, including cases with a curiously strong optically activity of the dark exciton.

VI. ACKNOWLEDGMENT

The author would like to thank Michał Gawelczyk, Krzysztof Gawarecki, and Grzegorz Sęk for insightful discussions. The support from the Polish National Science Centre based on decision No. 2015/18/E/ST3/00583 is kindly acknowledged.

VII. APPENDIX

Since the ground hole single particle state has a dominant contribution to several lowest (two dark and two bright) excitons state and due to the importance of heavy-hole/light-hole couplings as discussed above let us inspect atomic orbital coefficients in the tight-binding (LCAO - linear combination of atomic orbitals) expansion of the ground hole state wave-function shown on Fig. 17 (left). One should analyze such plots as Fig. 17 with care and note first that apart from atomic orbital contribution there is a strong "envelope" contribution which is not straightforward to be retrieved from the tight-binding method, and is not shown on Fig. 17. Either way, inspection of Fig. 17 reveals that (sum of squared moduli) contributions from $p_x$ and $p_y$ orbitals are the same and only weakly depend on the deformations. Combined contribution of lateral $p$ orbitals reaches $72 - 73\%$ and orbital-wise is a dominant contribution to the wave-function. Moreover one can notice important contribution of about $24\%$ combined from $d_{xz}$ and $d_{zx}$ orbital, which again does not change with the deformation. The elongation however affects $p_z$ orbitals contribution which goes from about 1.3% for $t = 0$ to almost 2.7% for $t = 2.0$. Contributions from $s$ (and $s^*$) are (not surprisingly) much smaller and do not exceed 1% (inset on Fig. 17 (left)). Here $z$ corresponds to [001] direction and it must be strongly emphasized that $x$ and $y$ indices refer to crystal axis [100] and [010] and not to the nanostructure elongations axes $X = [110]$ and $Y = [110]$. Since [100] and [010] are equivalent (whereas $X = [110]$ and $Y = [110]$ are not) hence $p_x$ and $p_y$ contributions must be identical.

The point of presenting Fig. 17 is twofold. First, in simplified models, and contrary to atomistic approaches, one very often neglects contributions to the ground hole state other than from $p_x$ and $p_y$ orbitals. Such approach is apparently doubtful here since the contribution from $d$-orbitals reaches a significant $1/4$ fraction of the entire hole-function charge density. Second, analysis of only selected components can be somewhat misleading. This is emphasized on Fig. 17 (right) where $p$ atomic orbitals where combined to form "atomic" heavy-hole and light-hole combinations (e.g. $\frac{1}{2}\left(p_{x}^{\uparrow} + i p_{y}^{\uparrow}\right)$ and the sum of their squared moduli over all atoms in the system is plotted as a function of shape-elongation $t$. $|\frac{1}{2}\left(|p_{x}^{\uparrow}|^2 + |p_{y}^{\uparrow}|^2\right)|$ clearly varies with the elongation, whereas separated square moduli of $p_x$ and $p_y$ do not. This reveals an apparent change of phases between $p_x$ and $p_y$ atomic orbitals there was simply not visible in straightforward $|p_{x,y}|^2$ plots. Next, the $p_z$ contribution grows with the deformation, yet it is present (1%) even for a cylindrical case contrary to assumptions made by simplified approaches. Moreover, the $p_z$ orbital or the light-hole "atomic" component (constructed from atomic $p_x,p_y$ and $p_z$ orbitals shown on Fig. 17 (right)) reveals only a weak trend with the elongation. Thus the analysis of $p_z$ orbitals or light-hole "atomic" components only, and the neglect of the overall wave-function character (i.e. spatial charge density distribution) is not sufficient by itself to explain the increase of dark-exciton optical activity by nearly four orders of magnitude.
FIG. 17. Atomic orbital contributions (left) and combination of atomic orbital constituting light- (LH) and heavy- (HH) hole-like combinations as a function of nanostructure deformation $f$. 
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