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ABSTRACT

Adaptive instance normalization (AdaIN) has become the standard method for style injection: by re-normalizing features through scale-and-shift operations, it has found widespread use in style transfer, image generation, and image-to-image translation. In this work, we present a generalization of AdaIN which relies on the whitening and coloring transformation (WCT) which we dub AdaWCT, that we apply for style injection in large GANs. We show, through experiments on the StarGANv2 architecture, that this generalization, albeit conceptually simple, results in significant improvements in the quality of the generated images.

Index Terms— Image-to-image translation, generative adversarial networks, whitening and coloring transformation.

1. INTRODUCTION

Generative Adversarial Networks (GANs) [1] have become what is perhaps the most important family of methods for image generation and manipulation these past years. In particular, image-to-image translation (i2i) methods [2] seek to learn a mapping between two related domains, thereby “translating” and image from one domain to another while preserving some information from the original. Here, one key idea is to enforce the model to preserve the “content” of the image while modifying its “style”. In this context, Adaptive Instance Normalization (AdaIN) [3] has become the standard method for style injection in i2i and has been exploited in popular architectures such as StarGAN [4] and StyleGAN [5].

AdaIN works by modulating the statistics of feature maps inside the network: it first normalizes them by subtracting their mean and dividing by their standard deviation; then it injects a (learned) style vector by the reverse of this operation. Typically, the injected style vector is provided by a mapping network [5]. Although this method has been used successfully in a variety of image-to-image translation scenarios, the statistical representation of AdaIN is limited in that it does not take into account the existing correlations between the feature maps of the generator. However, in the style transfer literature, the Whitening & Coloring Transformation (WCT) has become the preferred approach precisely because of its capacity to take into account these correlations. Yet, despite its good performance in terms of style transfer, WCT has so far not been used for style injection.

In this work, we fill this gap by replacing AdaIN with an explicit WCT operation for style injection in GANs. This change, dubbed “Adaptive WCT” (AdaWCT), is a generalization of AdaIN that can be used as a drop-in replacement for the AdaIN blocks (without any additional change) in existing GAN architectures and we present its impact on image-to-image translation tasks. Indeed, in conditional image generation tasks where the latent space is intended to represent the style of the images, we find that AdaWCT helps in disentangling style from content and significantly improves image quality—results that we demonstrate through quantitative and qualitative evaluations on the StarGANV2 [6] architecture.

2. RELATED WORK

Generative adversarial networks (GANs) [7] have demonstrated promising results in various applications in computer vision, including image generation [5, 8, 9] and image-to-image translation [10, 11, 12, 13, 14]. Recent work has striven to improve sample quality and diversity, notably through theoretical breakthroughs in terms of defining loss functions which provide more stable training [15, 16, 17] and encourage diversity in the generated images [18]. Architectural innovations also played a crucial role in these advancements [4, 19].

Also dubbed “conditional” [20], reference-guided i2i translation methods seek to learn a mapping from a source to a target domain while being conditioned on a specific image instance belonging to the target domain. In this case, some methods attempt to preserve the “content” of the source image (identity, pose) and apply the “style” (hair/skin color) of the target. Inspired by the mapping network of StyleGAN [5], recent methods [4, 6, 10] make use of a style encoder to extract the style of a target image and feed it to the generator, typically via adaptive instance normalization (AdaIN) [3].

The whitening and coloring transform used in this work has also been used in style transfer [21, 22] and self-supervised representation learning [23]. To our knowledge, this is the first time it is being used for style injection.
3. APPROACH

Style injection aims at modifying the statistics of the activations \( X \in \mathbb{R}^{C \times H \times W} \) at a specific layer in the generator, where \((C, H, W)\) are (number of channels, width, height) respectively. We first briefly review AdaIN style injection, then present our proposed AdaWCT generalization.

3.1. Adaptive Instance Normalization

Adaptive Instance Normalization [3], or AdaIN, modulates the activations \( X \) by
\[
\tilde{X}_{\text{AdaIN}} = \text{diag}(\sigma)\text{diag}(\bar{1}/\sigma(X))(X - \bar{\mu}(X)1^T) + \mu 1^T, \tag{1}
\]
where \(\bar{\mu}(\cdot)\) and \(\bar{\sigma}(\cdot)\) compute the row-wise mean and standard deviation vectors respectively, \(1 \in \mathbb{R}^{HW \times 1}\) is an all-ones vector, and the \(\text{diag}(v)\) operator creates a diagonal matrix from vector \(v\). Here, \((\mu, \sigma)\) are learned parameters.

3.2. Adaptive WCT Normalization

Our AdaWCT approach is a generalization of AdaIN which takes into account the correlations between features maps and employs a whitening and coloring transformation (WCT) for style injection. There are two main changes over AdaIN: 1) instead of normalizing by \(\text{diag}(\bar{1}/\sigma(X))\) as in eq. 1, we compute the whitening matrix \(W\); 2) instead of modulating by \(\text{diag}(\sigma)\), we do so with a (learned) coloring matrix \(\Gamma\). Mathematically, eq. 1 becomes
\[
\tilde{X}_{\text{AdaWCT}} = \Gamma W(X - \bar{\mu}(X)1^T) + \mu 1^T. \tag{2}
\]
The following two subsections describe how we obtain the whitening and coloring matrices \(W\) and \(\Gamma\) respectively.

3.3. Whitening matrix

The whitening matrix \(W = \Sigma^{-1/2}\) can be computed from the covariance matrix of the activations
\[
\Sigma = \frac{1}{HW-1} \mathbb{E}XX^\top, \tag{3}
\]
where \(X = X - \bar{\mu}(X)1^T\). Since doing so using singular value decomposition (SVD) can be unstable [24], we instead follow [25] and employ the Newton-Schulz iterative method to compute the whitening matrix without having to perform an eigendecomposition. The procedure is summarized in alg. 1.

Pre-conditioning In order to improve the stability of the procedure, a shrinkage operator [26] which improves the conditioning of \(\Sigma\) is first applied (l. 1 in alg. 1).

Pre-compensation According to [27], the Newton-Shulz method locally converges only if \(|I - \Sigma|_p < 1\) for \(p = 1, 2,\) or \(\infty\). In order to ensure this criterion is respected, the covariance matrix \(\Sigma\) is first normalized by its Frobenius norm [28] (l. 2 in alg. 1).

Algorithm 1: Newton-Schulz iterative method.

| Input: Covariance matrix \(\Sigma\), number of iterations \(n\), \(\epsilon > 0\) |
|------------------------------------------------------------------------|
| Output: Whitening matrix estimate \(W \approx \Sigma^{1/2}\) |
| 1 \(\Sigma \leftarrow \Sigma + \epsilon I\) // pre-conditioning |
| 2 \(Y_0 \leftarrow \Sigma^2/\|\Sigma\|_F\) // pre-compensation |
| 3 \(Z_0 \leftarrow I\) |
| 4 for \(i = 0 : n - 1\) do |
| 5 \(Y_{i+1} \leftarrow 1/2 Y_i(3I - Z_iY_i)\) |
| 6 \(Z_{i+1} \leftarrow 1/2 (3I - Z_iY_i)Z_i\) |
| 7 \(W \leftarrow Z_n/||\Sigma||_{\mu}^{1/2}\) // post-compensation |

Post-compensation While the pre-compensation step ensures convergence, at the final step \(Z_n \approx \|\Sigma\|_{\mu}^{1/2} \Sigma^{-1/2}\) instead of the whitening matrix \(\Sigma^{-1/2}\). We therefore post-compensate (l. 7 of alg. 1) by dividing with \(\|\Sigma\|_{\mu}^{1/2}\).

Uniform normalization We found that the numerical compensation steps introduced by [25] only work in cases where the matrix norm \(\|\Sigma\|_F\) is small. This is because these steps amplify any error introduced by the iterative method. We address this by pre-normalizing \(X\), dividing it with its standard deviation across all channels and pixels, just before computing the covariance matrix (eq. 3). Since this rescaling is uniform, it leaves the output of alg. 1 unchanged, while consistently avoiding large matrix norms.

3.4. Coloring matrix

Similar to the way \((\mu, \sigma)\) are learned parameters for AdaIN (sec. 3.1), \((\mu, \Gamma)\) are learned in our approach by the projection
\[
(\mu, \Gamma) = \Phi(w) \tag{4}
\]
of a latent vector \(w\) obtained from a standard mapping network [5, 6]. Here, \(\Phi\) can be an affine projection layer as in [3]. While a coloring matrix should, strictly speaking, be symmetric positive semi-definite, we did not find this constraint necessary or helpful in practice.

3.5. Group-wise whitening and coloring

Unfortunately, generating a full coloring matrix \(\Gamma\) creates a parameter explosion in the generator. Take the typical example of a 256-channel feature map and 512-dimensional style vector. The total number of parameters in the projection subnetwork \(\Phi\) must therefore be at least \(256 \times 256 \times 512 \approx 33M\). Since several style injection operations take place within a network, this quickly becomes intractable.

We therefore employ group-wise whitening and coloring [28, 29] to reduce the total number of parameters. The idea is to split (along the channel dimension) the activation

\[
\tilde{X}_{\text{AdaWCT}} = \bar{\Gamma} W(X - \bar{\mu}(X)1^T) + \bar{\mu} 1^T. \tag{2}
\]
maps $X \in \mathbb{R}^{C \times HW}$ into $n$ subgroups $G_j \in \mathbb{R}^{G \times HW}$, $j = \{1, \ldots, n\}$, that will be whitened and subsequently colored independently of each other. Here, $G = \frac{C}{n}$ is the number of channels in each group.

The process is summarized in alg. 2. Here, we denote $(\mu, \Gamma_B) = \text{reshape}(\Phi(w))$ as the group-wise projection of style vector $w$, where $\Gamma_B$ corresponds to the output of the projection subnetwork rearranged into a block-diagonal matrix (where each block has dimension $G \times G$).

Note that this group-wise WCT operation discards all correlations between activations belonging to different groups. Varying the group size $G \in [1, C]$ affects the degree of WCT applied to the features within the network. If $G = C$, full whitening and coloring is applied. Conversely, $G = 1$ degrades naturally to AdaIN (sec. 3.1).

**Algorithm 2: Grouped AdaWCT style injection.**

**Input:** Activations $X$, style vector $w$, $n = \frac{C}{G}$ groups

**Output:** Colored activations $\tilde{X}$

// compute group-wise correlation matrices
1. $G_j \subset \{1, \ldots, n\} \leftarrow X$ // split into groups
2. for $j = 1 : n$ do
3.      $\tilde{G}_j \leftarrow G_j - \bar{\mu}(G_j)1^\top$
4.      $\Sigma_j \in \mathbb{R}^{G \times G} \leftarrow (1/HW-1)\tilde{G}_j\tilde{G}_j^\top$ // eq. 3
5. end
6. $W_B = \begin{bmatrix} W_1 & 0 \\ \vdots & \ddots \\ 0 & W_n \end{bmatrix} \in \mathbb{R}^{C \times C}$
7. $Z \leftarrow W_B(X - \bar{\mu}(X)1^\top)$ // whitening
8. $(\mu, \Gamma_B) \leftarrow \text{reshape}(\Phi_B(w))$ // projection
9. $\tilde{X} \leftarrow \Gamma_BZ + \mu1^\top$ // coloring

### 4. EXPERIMENTS

We now present quantitative and qualitative experiments to validate our method.

#### 4.1. Network and dataset

We compare our AdaWCT approach with AdaIN within the framework of StarGANv2 [6], which allows for unpaired image-to-image translation across multiple domains. To adapt StarGANv2 to our AdaWCT, we simply replace all the AdaIN layers in the generator by our AdaWCT module. The other architectural components (style encoder, mapping network, discriminator) are unchanged, and so is the training regimen (loss functions, hyperparameters, etc.).

We present results on the “Animal Faces-HQ” (AFHQ) dataset [6]. This dataset contains images from three domains: cats, dogs, and wild animals (mix of lion, fox, tiger, cheetah, wolf, jaguar, and leopard). Each domain is composed of 4,500/500 images for train/test respectively. As in [6] and unless otherwise noted, all results here are reported on images of $128 \times 128$ resolution.

| $G$ | Reference-guided FID↓ | LPIPS↑ | Reference-guided FID↓ | LPIPS↑ | Latent-guided FID↓ | LPIPS↑ |
|-----|-----------------------|-------|-----------------------|-------|------------------|-------|
| 1   | 24.98                 | 0.309 | 18.23                 | 0.342 |
| 4   | 20.79                 | 0.328 | 16.65                 | 0.359 |
| 8   | 20.48                 | 0.338 | 20.48                 | 0.368 |
| 16  | 18.22                 | 0.375 | 14.02                 | 0.410 |
| 32  | 17.80                 | 0.370 | 14.64                 | 0.399 |
| 64  | 16.63                 | 0.382 | 14.24                 | 0.408 |

Table 2. FID↓ (lower is better) and LPIPS↑ (higher is better) metrics as a function of group size $G$ for both reference- and latent-guided scenarios. Numbers correspond to the average obtained on all the domains for each metric. Here, results are computed on images of $128 \times 128$ resolution (hence results are different than in tab. 1).

#### 4.2. Quantitative and qualitative evaluation

We evaluate the quality and diversity of results obtained with AdaWCT compared to AdaIN using the FID [30] and LPIPS [31] metrics. Following [6], we show results in both 1) “reference-guided” (where the target style is obtained from a reference image); and 2) “latent-guided” (where the target style is sampled randomly) scenarios. Quantitatively, table 1 presents FID and LPIPS metrics for the reference- and latent-guided scenarios. The AdaIN results are taken directly from the official StarGANv2 official pytorch implementation¹. AdaWCT (here with $G = 64$) outperforms AdaIN quantitatively all metrics except LPIPS for the reference-guided scenario. For example, in the reference-based case, AdaWCT results in an absolute FID decrease of $3.58$ (-20%). Similar improvements are observed in the latent-based case. This impact can be visualized qualitatively in figs 1–2 for the reference- and latent-guided scenarios respectively. In fig. 1, note how the AdaWCT results more closely match the appearance of the

¹https://github.com/clovaai/stargan-v2
reference and the pose of the source, and have fewer artifacts than their AdaIN counterparts. In fig. 2, observe how the resulting images better match the pose of the source while showing fewer artifacts.

4.3. Sensitivity analysis

We now study the impact of group size $G$ (sec. 3.5) on the quality of the results. Table 2 shows the results of an experiment on images of $128 \times 128$ resolution where $G$ is progressively increased from 1 (equivalent to AdaIN, c.f. sec. 3.5) to 64. It can be seen that increasing the group from 1 to 4 makes a large difference, but as $G$ grows there are diminishing returns. The best FIDs are obtained with $G = 64$ (above which training is inefficient), the value used in the experiments in sec. 4.2.

5. DISCUSSION

This paper presented a generalization of AdaIN, dubbed AdaWCT, that we use for style injection in large GANs. To do so, a group-wise whitening and coloring transformation is presented as a drop-in replacement for AdaIN. Replacing the style injection mechanism with our method within the established StarGANv2 [6] architecture results in significantly improved performance for both reference- and latent-guided image-to-image translation results.

Limitations and future work  So far, the AdaWCT approach has been evaluated on image-to-image applications with the StarGANv2 network. It would be interesting, as future work, to study its impact in other popular GAN architectures, for example for unconditional image generation with StyleGAN3 [9]. In addition, we also replaced the affine layers with a small, 3-layer MLP for projecting the latent style vector to the coloring parameters (sec. 3.4). Simplifying this to use a single affine projection, as is commonly done [9, 6], would potentially help reducing the number of additional parameters introduced by our method.

Broader impact  Any GAN can be employed for pernicious use. While this work was conducted with the goal of improving image generation for creative purposes, we acknowledge this paper enables the creation of more realistic images which makes them more difficult to be detected and distinguished from real photographs. We condemn misuse of these technologies, and promote solutions such as digital authentication.
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