Abstract

In this paper we investigate a novel connection between the effective theory of M2-branes on 
\((\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}^2/\mathbb{Z}_2)/\mathbb{Z}_k)\) and the \(q\)-deformed Painlevé equations, by proposing that the grand canonical partition function of the corresponding four-nodes circular quiver \(\mathcal{N} = 4\) Chern-Simons matter theory solves the \(q\)-Painlevé VI equation. We analyse how this describes the moduli space of the topological string on local \(dP_5\) and, via geometric engineering, five dimensional \(\mathcal{N} = 4\) \(SU(2)\) \(\mathcal{N} = 1\) gauge theory on a circle. The results we find extend the known relation between ABJM theory, \(q\)-Painlevé \(\Pi_3\), and topological strings on local \(\mathbb{P}^1 \times \mathbb{P}^1\). From the mathematical viewpoint the quiver Chern-Simons theory provides a conjectural Fredholm determinant realisation of the \(q\)-Painlevé VI \(\tau\)-function. We provide evidence for this proposal by analytic and numerical checks and discuss in detail the successive decoupling limits down to \(\mathcal{N}_f = 0\), corresponding to \(q\)-Painlevé \(\Pi_3\).
1 Introduction and Summary

The correspondence among supersymmetric gauge theories, topological string and isomonodromic deformation problems has led to new insights both on the non-perturbative structure of gauge and string theories on a side and on the other provided new explicit solutions to old mathematical physics problems. Starting from [1] where a general solution of Painlevé equations was proposed in terms of instanton counting in four dimensional $\mathcal{N} = 2$ gauge theories [2], several further studies followed concerning Argyres-Douglas sectors [3], the relation with blow-up equations [4, 5, 6], the uplift to $q$-difference equations and their relation with topological strings and five dimensional $\mathcal{N} = 1$ gauge theories on $\mathbb{R}^4 \times S^1$ [7, 8, 9, 10, 11, 12, 13] and the relation with BPS spectra of the latter and cluster integrable systems [13, 14, 15, 16, 17]. The five dimensional gauge theory is directly linked to M-theory by geometric engineering via compactification on Calabi-Yau threefold [18]. Due to the fact that the set of dimensionful couplings of the gauge theory arise on equal footing as Kähler moduli coupled to the dual topological string, the identification of gauge couplings, Coulomb parameters and masses arises only after a suitable choice of frame is done on the Kähler cone.

The automorphisms of the BPS quiver governing the states counting of the topological string generate different sets of $q$-difference equations according to the specific choice of the Kähler parameter on which the topological string amplitudes is perturbatively expanded [16]. Typically in the literature these are considered in the frame where the evolution is defined on the gauge coupling of the five dimensional gauge theory, but other perturbative expansions are possible. In this paper we consider the perturbative expansion naturally arising from the correspondence with the M2-branes’ effective theory. The prototypical example of this is the ABJM theory [19, 20] describing the topological string on local $\mathbb{P}^1 \times \mathbb{P}^1$ and its relation with $q$-Painlevé III$_3$ [10]. The ABJM theory describes the effective theory of M2-branes transverse to a $\mathbb{C}^4/\mathbb{Z}_k$ orbifold space. The crucial issue for the identification of the two geometrical pictures above is the proposed correspondence between the ABJM grand canonical partition function and a non-perturbative completion of topological strings in terms of the Fredholm determinant of the quantum mirror curve. This proposal is dubbed Topological String/Spectral theory (TS/ST) correspondence [21, 22]. Indeed, the results we present in this paper provide new tests and examples of this correspondence.

The aim of this paper is to enlarge this picture to other M2-brane effective theories encompassing more general geometric backgrounds for the topological string. The interest of this is two-fold. On
the physical side, it gives new calculational tools for the topological string and five dimensional gauge
theories BPS state counting beyond the ordinary perturbative frames. On the mathematical side, it
provides new Fredholm determinant expressions for the $\tau$-functions of $q$-Painlevé equations. Moreover,
it is worth to observe that this viewpoint opens a new algebraic characterization of duality symmetries
of supersymmetric gauge theories in three dimensions in terms of affine Weyl group associated to the
$q$-difference equations [23, 24, 25, 26]. Finally, we expect this line of thought to shed light on the
classification problem of five dimensional superconformal field theories with eight supercharges.

Let us be more specific on few of the issues touched so far.

Painlevé equations are second order non-linear ordinary differential equations whose branch points
are not movable by tuning the initial conditions (Painlevé property). One of the original motivations
for their study was to define new special functions as their solutions. Painlevé equations also play an
important rôle in various problems in mathematical physics. In [11, 27] an explicit expression for the
solutions of the Painlevé VI equation was obtained in the short time expansion. It goes as follows.

First of all, extending the common technique used for integrable systems to express a non-linear
differential equation as a consistency condition of a linear problem, the Painlevé VI equation has
been reformulated as the isomonodromic deformation of the $sl(2, \mathbb{C})$ linear system on the Riemann
sphere with four regular singular points. In [11, 27] it has been proposed that the isomonodromic
$\tau$-function of Painlevé VI is given by the Fourier transform of four point conformal blocks of the
$c = 1$ Liouville theory on the sphere, or, more specifically, its multiplicative Zak transform. Due to
AGT correspondence [28], the four point conformal block is further related to the Nekrasov partition
function on the self-dual $\Omega$-background. This pertains to four dimensional gauge theory.

One can also consider a $q$-difference version of Painlevé equations by uplifting the linear system
to its discrete version [29, 30, 31, 32]. A classification of $q$-Painlevé equations was proposed in [11]
based on algebraic geometric methods. The gauge theoretical counterpart of this generalisation is
given by five dimensional $\mathcal{N} = 1$ gauge theories compactified on $S^1$. The class of the latter admitting
a five-dimensional UV-completion was previously studied in [33] by using string theoretical arguments.

Strikingly, the two classifications match.

In this context a Fredholm determinant realisation of the $q$-Painlevé III$\beta$ $\tau$-function was found in
terms of the grand partition function of ABJM matrix model [7, 10] building on TS/ST correspondence.

Note that the fugacity $\kappa$ dual to the rank $N$ of the matrix model corresponds to the initial condition
of the ($q$-)Painlevé equation. In particular, the matrix model can be evaluated exactly for finite values
of the rank $N$ ($N = 1, 2, \cdots$), giving the small $\kappa$ expansion of the grand partition function. By using
these data one can check $q$-Painlevé equation perturbatively in $\kappa$. We will adopt this technique in
section 4.

In this paper we study in detail the case of $q$-Painlevé VI, corresponding to five-dimensional $\mathcal{N} = 1$
$SU(2)$ gauge theory with four fundamental hypermultiplets $N_f = 4$. Via geometric engineering this

\footnote{Note that this Fredholm determinant is different from the spectral determinant of the auxiliary linear problem associated with the Painlevé equation. See for example [34].}
corresponds to topological strings on the local $D_5$ del Pezzo Calabi-Yau threefold. The key idea of our analysis is to generalise the correspondence between $\Theta$-Painlevé III$_3$, topological strings on local $\mathbb{P}^1 \times \mathbb{P}^1$ and ABJM theory. The latter is three-dimensional $\mathcal{N} = 6$ $U(N)_k \times U(N)_{-k}$ superconformal Chern-Simons matter theory, where the subscripts denote the Chern-Simons levels. The evaluation of its partition function on $S^3$ reduces by supersymmetric localization \[35\] to a matrix model of rank $2N + M$. By applying the Fermi gas formalism \[36\] one can rewrite this matrix model in terms of $N$ dimensional spectral traces \[37, 38\], whose kernel coincides with the inverse quantum mirror curve of local $\mathbb{P}^1 \times \mathbb{P}^1$ \[39\]. This provides a Fredholm determinant presentation for the $\tau$-function of $\Theta$-Painlevé III$_3$ \[10\]. The $\Theta$-difference parameter corresponds to the Chern-Simons level $k$, while the time variable $t$ is realized by the rank difference $N$ \[40\]. Hence it is natural to expect that the matrix models corresponding to the higher $\Theta$-Painlevé equations are realized by the partition functions of more general quiver superconformal Chern-Simons matter theories, where additional Painlevé parameters get realised by the relative ranks of the gauge nodes. Indeed, through a series of intensive studies of the four-nodes theory $U(N)_k \times U(N)_0 \times U(N)_{-k} \times U(N)_0$ \[36, 41, 42\] which describes $N$ M2-branes placed on $(\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}^2/\mathbb{Z}_2)/\mathbb{Z}_k$ orbifold \[43\] it was found that the large $\mu = \log \kappa$ expansion of the modified grand potential $J(\mu)$ (related to the grand partition function as $\Xi(\kappa) = \sum_n e^{J(\mu + 2\pi i n)}$) \[44, 45, 46, 23\] of this theory is consistent with the refined topological string free energy on local $D_5$ del Pezzo geometry at large radius. Later this result was generalized to the case of different ranks $U(N_1)_k \times U(N_2)_0 \times U(N_3)_{-k} \times U(N_4)_0$, finding that the three extra degrees of freedom of the rank differences realize a three dimensional sublattice of quantised values in the full Kähler moduli space of local $D_5$. In the present work we show that the five dimensional moduli space can be realized by turning on the Fayet-Iliopoulos parameters of the Chern-Simons matter theory. As it is the case for the correspondence between the ABJM theory and $\Theta$-Painlevé III$_3$, by using the exact values of the partition function of $U(N_1)_k \times U(N_2)_0 \times U(N_3)_{-k} \times U(N_4)_0$ theory at fixed moduli we can check the $\tau$-form of the $\Theta$-Painlevé VI equation in the small $\kappa$ expansion, see Tab.1 for a summary of our results.

This paper is organized as follows. In section 2 we recall some background material and fix our notations. In section 3 we perform a detailed analysis of the matrix model of the quiver superconformal Chern-Simons theory and the related quantum curve. In section 4 we extensively check that the grand partition function of the above theory satisfies $\Theta$-Painlevé equations, thus providing a conjectural Fredholm determinant representation for the corresponding $\tau$-functions. In section 5 we describe the coalescence limits from the viewpoint of the analysis of matrix models and quantum curves, providing matrix model realizations of the $\Theta$-Painlevé $\tau$-functions. In section 6 we discuss the coalescence limit from the viewpoint of $\Theta$-difference equations by considering both the perturbative gauge theory realisation of the $\tau$-function and the magnetic matrix model one. Finally, in section 7 we discuss some open questions for further investigation. We collect in the appendices some relevant definitions and details of some computations.
2 Five dimensional gauge theory, q-Painlevé and TS/ST correspondence

2.1 Five dimensional gauge theory and q-deformed PVI equations in bilinear form

In this section we briefly review some aspects of Painlevé/gauge theory correspondence that are needed to fix the notation. The relation between Painlevé VI differential equation and two dimensional Liouville CFT with \( c = 1 \) was first noticed in \([1]\). This connection arises from the formulation of Painlevé VI equation as the isomonodromic deformation problem of an auxiliary \( sl(2, \mathbb{C}) \) linear system on the Riemann sphere with four regular punctures. This linear system is solved in terms of the degenerate five point conformal block of \( c = 1 \) Liouville CFT \([27]\). By AGT correspondence \([28]\) the isomonodromic \( \tau \) function is indeed given as the Fourier transform of the full Nekrasov partition function, introduced in \([47]\). In this sense the Painlevé equation can be viewed as a non-trivial identity among Nekrasov partition functions. Indeed, Painlevé/gauge theory correspondence can be proven in this case in terms of blow-up equations \([4, 5]\).

The q-deformed Painlevé VI equation is defined through the q-difference version of the analogue isomonodromic deformation problem \([31]\). This suggests a connection between q-PVI system and q-Virasoro algebra. Indeed, it was shown in \([48]\) that the associated linear system can be solved in terms of q-Virasoro five point conformal blocks.

By using the five dimensional uplift of AGT correspondence \([49, 50]\) q-Virasoro four point conformal block can be computed in terms of the five dimensional Nekrasov-Okounkov \([47]\) (NO) partition function (with Chern-Simons level zero), as:

\[
\tau (\theta_0, \theta_1, \theta_t, \theta_\infty; s, \sigma, t) = \sum_{n \in \mathbb{Z}} q^n t^{(\sigma+n)^2-\theta_0^2-\theta_\infty^2} C (\theta_0, \theta_1, \theta_t, \theta_\infty; \sigma + n) Z (\theta_0, \theta_1, \theta_t, \theta_\infty; \sigma + n, t),
\]

\[
C (\theta_0, \theta_1, \theta_t, \theta_\infty; \sigma) = \prod_{\epsilon, \epsilon'} G_q (1 + \epsilon \theta_\infty - \theta_\infty + \epsilon' \sigma) G_q (1 + \epsilon \sigma - \theta_t + \epsilon' \theta_0),
\]

\[
Z (\theta_0, \theta_1, \theta_t, \theta_\infty; \sigma, t) = \sum_{\lambda_+, \lambda_-} t^{1/\lambda_+ + 1/\lambda_-} \prod_{\epsilon, \epsilon'} N_{\phi, \lambda_+} (q^{\theta_\infty - \theta_\infty - \epsilon' \sigma}) N_{\lambda_+, \phi} (q^{\epsilon \sigma - \theta_t - \epsilon' \theta_0}) \prod_{\epsilon, \epsilon'} N_{\lambda_+, \lambda_-} (q^{\epsilon' \sigma - \epsilon' \theta_0}).
\]

Here \( C, Z \) are respectively the one-loop determinant and the instanton partition function of the 5d \( N = 1 \) SU(2) Yang-Mills with \( N_f = 4 \), whose Seiberg-Witten curve reads

\[
(w - m_1^2) (w - m_2^2) v^2
+ \left[ - \left( m_1^2 m_2^2 \right)^{1/2} + q' \left( m_3^2 m_4^2 \right)^{1/2} \right] w^2 + E w - m_1^2 m_2^2 \left( \left( \frac{1}{m_1^2 m_2^2} \right)^{1/2} + q' \left( m_3^2 m_4^2 \right)^{1/2} \right) v
+ q' \left( m_1^2 m_2^2 \right)^{1/2} (w - m_3^2) (w - m_4^2) = 0.
\]
The Omega-background is chosen to be self-dual $\epsilon_2 = -\epsilon_1$, and $q = e^{-\beta \epsilon_1}$, where $\beta$ is the radius of $S^1$ on which the five dimensional theory is compactified. This parameter identification can be obtained by comparing the results in [51] and [48]. Note that solving q-PVI equations does not fix uniquely the choice $C$ in (2.3), as it was also the case for q-PIII [8, 10]. We will address this point further in section 7. This $\tau (\theta_0, \theta_1, \theta_t, \theta_\infty; s, \sigma, t)$ is a q-uplift of the isomonodromic $\tau$-function of the Painlevé VI differential equation. The relation between the $\tau$-function and the q-Painlevé transcendent is not obvious. Nevertheless, building on results in the differential case one can define them via some identities satisfied by the q-uplifted $\tau$-function (2.1). Specifically, for q-PVI we define $y, z$ as

\begin{equation}
y = q^{-2\theta_1 - 1} \cdot t \tau_3 \tau_4, \quad z = -q^{\theta_0 - \theta_1 - 1} \cdot t \tau_5 \tau_6, \end{equation}

where $\tau_i, \tau_4, \tau_5$ are defined from a single $\tau$-function $\tau (\theta_0, \theta_1, \theta_t, \theta_\infty; s, \sigma, t)$ as

\begin{align}
\tau_1 (t) &= \tau \left( \theta_0, \theta_1, \theta_t, \theta_\infty + \frac{1}{2}; s, \sigma, t \right), \\
\tau_2 (t) &= \tau \left( \theta_0, \theta_1, \theta_t, \theta_\infty - \frac{1}{2}; s, \sigma, t \right), \\
\tau_3 (t) &= \tau \left( \theta_0 + \frac{1}{2}, \theta_1, \theta_t, \theta_\infty; s, \sigma + \frac{1}{2}; t \right), \\
\tau_4 (t) &= \tau \left( \theta_0 - \frac{1}{2}, \theta_1, \theta_t, \theta_\infty; s, \sigma - \frac{1}{2}; t \right), \\
\tau_5 (t) &= \tau \left( \theta_0 - \frac{1}{2}, \theta_1, \theta_t, \theta_\infty; s, \sigma, t \right), \\
\tau_6 (t) &= \tau \left( \theta_0, \theta_1 + \frac{1}{2}, \theta_t, \theta_\infty; s, \sigma, t \right), \\
\tau_7 (t) &= \tau \left( \theta_0, \theta_1, \theta_t - \frac{1}{2}, \theta_\infty; s, \sigma + \frac{1}{2}; t \right), \\
\tau_8 (t) &= \tau \left( \theta_0, \theta_1, \theta_t + \frac{1}{2}, \theta_\infty; s, \sigma - \frac{1}{2}; t \right), \\
\tau_i (t) &= \tau_i (q t), \\
\tau_i (t) &= \tau_i (q t). 
\end{align}

The q-PVI equations follow from the (conjectured) bilinear identities satisfied by the five dimensional Nekrasov-Okounkov partition function [48]:

\begin{align}
\tau_1 \tau_2 - q^{-2\theta_1} \cdot t \tau_3 \tau_4 = \left( 1 - q^{-2\theta_1} \cdot t \right) \tau_5 \tau_6 &= 0, \\
\tau_1 \tau_2 - t \tau_3 \tau_4 = \left( 1 - q^{-2\theta_1} \cdot t \right) \tau_5 \tau_6 &= 0, \\
\tau_1 \tau_2 - \tau_3 \tau_4 + \left( 1 - q^{-2\theta_1} \cdot t \right) q^{2\theta_1} \tau_7 \tau_8 &= 0, \\
\tau_1 \tau_2 - q^{2\theta_1} \tau_3 \tau_4 + \left( 1 - q^{-2\theta_1} \cdot t \right) q^{2\theta_1} \tau_7 \tau_8 &= 0, \\
\tau_5 \tau_6 + q^{-\theta_1 - \theta_\infty + \theta_t - \frac{1}{2}} \cdot t \tau_7 \tau_8 - \tau_1 \tau_2 &= 0, \\
\tau_5 \tau_6 + q^{-\theta_1 + \theta_\infty + \theta_t - \frac{1}{2}} \cdot t \tau_7 \tau_8 - \tau_1 \tau_2 &= 0, \\
\tau_5 \tau_6 + q^0 + 2\theta_1 \cdot t \tau_7 \tau_8 - q^0 \tau_3 \tau_4 &= 0, \\
\tau_5 \tau_6 + q^{\theta_0 + 2\theta_1} \tau_7 \tau_8 - q^{\theta_0} \tau_3 \tau_4 &= 0. 
\end{align}

These eight equations provide the $\tau$-form of q-Painlevé VI system.
### 2.2 Topological string/spectral theory correspondence

Let’s consider the topological string on a local toric Calabi-Yau threefold $X$, whose mirror curve can be written as $W_X(e^x, e^p) = \sum_{m,n} a_{m,n} e^{mx+np} = 0$ in $\mathbb{C}^* \times \mathbb{C}^*$. $W_X$ is the Newton polynomial of the CY3 $X$ and the sum over $m, n$ runs over a finite set in $\mathbb{Z}^2$ determined by the toric fan of $X$, known as the Newton polygon of the curve [52, 53, 54, 55]. Let us consider the quantum version of this curve, $\hat{O} = \sum_{m,n} a_{m,n} e^{m\hat{x}+n\hat{p}}$, with $[\hat{x}, \hat{p}] = i\hbar$. It has been conjectured in [22] that the operator $\hat{O}^{-1}$ is trace class, that is $\text{tr} \hat{O}^{-n}$ are finite for $n = 1, 2, \ldots$. This has been checked in some relevant cases in [56, 39] and our analysis in this paper extends the verification to other cases. In particular, the following Fredholm operator admits a well defined spectral determinant:

$$\Xi(\kappa) = \det \left(1 + \kappa \hat{O}^{-1}\right).$$  \hspace{1cm} (2.20)

In the topological string/spectral theory (TS/ST) correspondence [22] this spectral determinant is conjectured to provide a non-perturbative completion of the free energy of topological strings on $X$. Indeed, the perturbative expansion of the topological string free energy displays infinitely many poles, while the spectral determinant (2.20) is finite for an arbitrary value of the topological string coupling $\hbar$. Interestingly, from the viewpoint of the topological string free energy the right analytic properties of the spectral determinant are achieved by cancelling these poles by a proper combination of refined and unrefined topological string amplitudes [57].

A first instance of TS/ST correspondence was discussed for $X$ being the local $\mathbb{P}^1 \times \mathbb{P}^1$ threefold in [21], based on the large $N$ analysis of the partition function of ABJM theory and it has been extended in [58, 59] to higher genus mirror curves. While a general proof of the TS/ST conjecture is still missing, it has been shown to hold in a double scaling limit of $\hbar$ and the Kähler parameters in [7] by using the theory of Painlevé equations.

Via geometric engineering [52, 60], M-theory compactified on a local Calabi-Yau threefold defines a five dimensional $\mathcal{N} = 1$ gauge theory, whose Seiberg-Witten curve is identified with the mirror curve, while the topological string partition function gets related to the Nekrasov partition function in a self-dual Omega background [2]. Indeed TS/ST correspondence suggests a link between the spectral determinant of the quantum Seiberg-Witten curve and the five dimensional NO partition function [10].

When $X$ is the local $D_5$ del Pezzo, one obtains by geometric engineering 5d supersymmetric gauge theory with SU(2) gauge group minimally coupled to $N_f = 4$ fundamental hypermultiplets. The quantum mirror curve is given by

$$\hat{O} = q \left(\frac{m_1 m_2}{m_3 m_4}\right)^{\frac{1}{2}} e^{-\hat{x}+\hat{p}} - \left(\frac{1}{m_3 m_4}\right)^{\frac{1}{2}} e^{\hat{p}} + e^{\hat{x}+\hat{p}}$$

$$- q \left(\frac{m_1 m_2}{m_3 m_4}\right)^{\frac{1}{2}} (m_3 + m_4) e^{-\hat{x}+\hat{p}} - (m_1 + m_2) e^{\hat{x}}$$

$$+ q (m_1 m_2 m_3 m_4)^{\frac{1}{2}} e^{-\hat{x}+\hat{p}} - m_1 m_2 \left(\frac{1}{m_1 m_2}\right)^{\frac{1}{2}} + q (m_3 m_4)^{\frac{1}{2}} e^{-\hat{p}} + m_1 m_2 e^{\hat{x}+\hat{p}}.$$

(2.21)
Here \( m_i, q \) are related to \( m'_i, q' \) in (2.4) through the following rescaling [39, 7]:
\[
\log m'_i = \frac{2\pi}{\hbar} \log m_i, \quad \log q' = \frac{2\pi}{\hbar} \log q.
\] (2.22)

The Planck constant is related to the Omega deformation parameter \( q = e^{-\beta \epsilon_1} \) as
\[
q = e^{\frac{4\pi^2}{\sigma}}.
\] (2.23)

Together with (2.5), we obtain the following relation between Painlevé parameters \( (\theta_0, \theta_1, \theta_t, \theta_{\infty}, t) \) and the coefficients of the quantum mirror curve \( (m_1, m_2, m_3, m_4, q) \)
\[
\begin{align*}
\theta_0 &= \frac{1}{4\pi i} \log \frac{m_1}{m_3}, \quad \theta_1 = \frac{1}{4\pi i} \log (m_2 m_4), \quad \theta_t = \frac{1}{4\pi i} \log \frac{1}{m_1 m_3}, \quad \theta_{\infty} = \frac{1}{4\pi i} \log \frac{m_4}{m_2}, \\
\log t &= \frac{1}{4\pi i} \log \left( \frac{q^2 m_2 m_4}{m_1 m_3} \right).
\end{align*}
\] (2.24)

The Coulomb vev \( \sigma \) is related to \( \kappa \). Let us notice that in the correspondence the spectral determinant computes the \( s = 1 \) NO partition function.

The TS/ST correspondence suggests that the spectral determinant \( \Xi(\kappa) \) (2.20), with \( \hat{O} \) given as (2.21), is equal to \( \tau(\theta_0, \theta_1, \theta_t, \theta_{\infty}; 1, \sigma, t) \) (2.4) up to a \( \kappa \)-independent overall factor and upon an appropriate relation between \( \kappa \) and \( \sigma \). Combining this with the five-dimensional uplift of the Painlevé/gauge theory correspondence [10] it follows that \( \Xi(\kappa) \) should solve the q-Painlevé equations (2.7)-(2.19). Notice that while the Nekrasov-Okounkov partition function is written as a small \( t \) expansion, the spectral determinant is manifestly given as a small \( \kappa \) expansion, and hence solves q-Painlevé equations in a different regime. The difficult part of this program is to invert the operator \( \hat{O} \) for a generic set of the coefficients \( m_1, m_2, m_3, m_4, q \). It is here that the three dimensional Chern-Simons matter theory enters the story.

3 Chern-Simons matter matrix model and quantum curve

In [44, 45, 46, 23] it was found that \( \mathcal{N} = 4 \ U(N_1)_k \times U(N_2)_0 \times U(N_3)_{-k} \times U(N_4)_0 \) superconformal Chern-Simons (CS) matter theory is related to the \( D_5 \) del Pezzo geometry (2.4). More precisely, it was conjectured that the partition function of the CS matter theory computes the fermionic spectral traces of the inverse quantum mirror curve of \( D_5 \) del Pezzo geometry (2.21),
\[
Z_k(N_1, N_2, N_3, N_4) = \frac{Z_k(N = 0)}{N!} \int_{-\infty}^{\infty} \frac{d^N x}{(2\pi)^N} \det_{i,j}^N \left\langle x_i \right| \hat{O}^{-1} \left| x_j \right\rangle,
\] (3.1)

where we parametrize the four ranks as \( N_1 = N + M_1, \ N_2 = N + M, \ N_3 = N + M_2, \ N_4 = N \), and assume \( N, M_1, M_2, M \geq 0 \). This is represented in Fig.1 where we also describe the IIB D-brane set-up. Therefore the grand partition function of this theory gives, after resummation, the spectral determinant (2.20):
\[
\sum_{N=0}^{\infty} \kappa^N Z_k(N_1, N_2, N_3, N_4) \frac{Z_k(N = 0)}{Z_k(N = 0)} = \det \left( 1 + \kappa \hat{O}^{-1} \right).
\] (3.2)
Here $\hat{O}$ is the quantum mirror curve \cite{221} with $\hbar = 2\pi k$, where the three rank differences $N_i - N$ correspond to a three dimensional subspace of the five mass parameters of the curve, while the overall rank $N$ is dual to the true modulus. In order to turn on the remaining mass parameters in this paper we further introduce Fayet-Iliopoulos (FI) terms for each gauge node in the following way \cite{23}:

$$U(N_1)_k \times U(N_2)_0 \times U(N_3)_{-k} \times U(N_4) \rightarrow U(N_1)_{k,\zeta_1} \times U(N_2)_{0,\zeta_1} \times U(N_3)_{-k,\zeta_2} \times U(N_4)_{0,\zeta_2}.$$  \hfill (3.3)

The partition function of the resulting gauge theory on $S^3$ is reduced by supersymmetric localisation to the following integral \cite{35}:

$$Z_k (N; M_1, M_2, M, \zeta_1, \zeta_2) = \frac{i^{-\frac{N_1^2}{2} + \frac{N_2^2}{2}}}{N_1!N_2!N_3!N_4!} \int_{-\infty}^{\infty} \prod_{i=1}^{N_1} \frac{d\lambda_i^{(1)}}{2\pi} \prod_{i=1}^{N_2} \frac{d\lambda_i^{(2)}}{2\pi} \prod_{i=1}^{N_3} \frac{d\lambda_i^{(3)}}{2\pi} \prod_{i=1}^{N_4} \frac{d\lambda_i^{(4)}}{2\pi} \times e^{\frac{ik}{\pi N} \sum_{i=1}^{N_1} (\lambda_i^{(1)})^2 - \frac{ik}{\pi N} \sum_{i=1}^{N_2} (\lambda_i^{(2)})^2} e^{-i\chi_1 (\sum_{i=1}^{N_1} \lambda_i^{(1)} - \sum_{i=1}^{N_2} \lambda_i^{(2)}) - i\chi_2 (\sum_{i=1}^{N_3} \lambda_i^{(3)} - \sum_{i=1}^{N_4} \lambda_i^{(4)})} \times \prod_{a=1}^{4} \prod_{i<j}^{N_a} \frac{2 \sinh \frac{\lambda^{(a)}_i - \lambda^{(a)}_j}{2}}{\lambda^{(a)}_i - \lambda^{(a)}_j},$$  \hfill (3.4)

where $N_5 = N_1$ and $\lambda_j^{(5)} = \lambda_j^{(1)}$.

### 3.1 The Quantum Curve

In appendix B we show that the matrix model (3.4) can be written in the following form (see B.33):

$$Z_k (N; M_1, M_2, M, \zeta_1, \zeta_2) = e^{i\theta_k (M_1, M_2, M, \zeta_1, \zeta_2)} Z_k^{(CS)} (M_1) Z_k^{(CS)} (M_2) \int_{-\infty}^{\infty} \prod_{n=1}^{N} \frac{d\mu_n}{2\pi} \times \det \left( \begin{bmatrix} \langle \mu_m \mid \hat{D}_1 \hat{V}_1 \hat{D}_2 \mid \mu_n \rangle \end{bmatrix}_{M \times N} \langle \mu_m \mid \hat{D}_1 \hat{V}_1 \hat{D}_2 \mid t_{0,M,s} \rangle \end{bmatrix}_{M \times N} \right),$$  \hfill (3.5)

where we have used the notations for one-dimensional quantum mechanics which are summarized in the beginning of appendix B. This is manifestly an ideal Fermi gas partition function only for $M = 0$. Indeed, in this case (3.5) reduces to

$$Z_k (N; M_1, M_2, 0, \zeta_1, \zeta_2)$$

---

\footnote{Here we follow the standard terminology already used in \cite{10} (see section 2.1) distinguishing the complex moduli of the mirror curve into a "true" modulus which we call $\kappa$ and mass parameters.}

\footnote{We could consider more general choices of FI parameters and also introduce hypermultiplet’s masses. However, such extra deformations either do not preserve the Newton polygon of the quantum curve \cite{23} or do not affect the quantum curve at all.}
there are two formulas for the corresponding quantum curve. In [23] the following formula for the quantum curve
\[ Z_k(0; M_1, M_2, 0, \zeta_1, \zeta_2) \frac{1}{N!} \int_{-\infty}^{\infty} \prod_{n=1}^{N} d\mu_n \det \left( \left[ \langle \mu_m | \hat{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2) | \mu_n \rangle \right]_{m,n}^{N \times N} \right), \quad (3.6) \]
with the density matrix \( \hat{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2) \) given as [B.36]
\[
\hat{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2) = e^{\pi \zeta_2} e^{\left( \frac{-\zeta_1^2}{2} + \frac{\zeta_1 \zeta_2}{M} \right) x} \Phi_b \left( \frac{x}{2\pi b} - \frac{iM_1}{2b} + \frac{i\theta}{2} \right) \frac{1}{2 \cosh \frac{\theta}{2}} e^{\left( \frac{\zeta_1 + M_1 + M_2}{2x} \right) x} \Phi_b \left( \frac{x}{2\pi b} + \frac{iM_1}{2b} \right),
\]
\[
\times \Phi_b \left( \frac{x}{2\pi b} - \frac{iM_2}{2b} + \frac{\zeta_2}{b} \right) \frac{1}{2 \cosh \frac{\theta}{2}} e^{\left( \frac{\zeta_2^2}{2} - \frac{\zeta_1 \zeta_2}{M} \right) x} \Phi_b \left( \frac{x}{2\pi b} + \frac{iM_2}{2b} + \frac{\zeta_2}{b} \right), \quad (3.7)
\]
where \( b = \sqrt{k} \).

Although an explicit Fermi gas formalism is presently not available in the case \( M > 0 \), we conjecture a formula for the corresponding quantum curve. In [23] the following formula for the quantum curve at \( M > 0 \) and vanishing FI parameters \( \zeta_1 = 0 \) and \( \zeta_2 = 0 \) was proposed\footnote{There are a couple of notational differences. First, the sign of the Chern-Simons level between an NS5-brane and a (1,k)5-brane in this paper is opposite to that in [23]. Second, according to [23], we should care of the position of the node whose rank is the lowest. In this paper, \( N_4 \) is always the smallest.}:
\[
\hat{\rho}_k^{-1} (M_1, M_2, M, 0, 0) = e^{\pi i \left( \frac{M_1 + M_2}{2} \right)} e^{-\vec{\pi} + \vec{\rho}} + e^{\pi i \left( -\frac{M_1 - M_2}{2} \right) + \pi i k} e^{\vec{\pi} \hat{\rho}} + e^{\pi i \left( \frac{M_1 + M_2}{2} \right) - \pi i k} e^{\vec{\pi} - \vec{\rho}}.
\]
We thank Prof. Moriyama for pointing it out. In [26] being related to the rank differences \( M, E \) in [26]. Our formula for the quantum mirror curve is their eq. (A.1) combined with eq. (3.5), where the full parameter dependence is also multiplicative. With this assumption, we can uniquely determine the coefficients is multiplicative. In other words, the functions in the exponents are linear combinations of the parameters. This is also the case for the exact result (B.41). Therefore, it is natural to assume that the full parameter dependence is also multiplicative. With this assumption, we can uniquely combine (3.8) and (B.41) into\(^5\)

\[
\tilde{\rho}_k^{-1}(M_1, M_2, M, \zeta_1, \zeta_2) = e^{\pi i(-M_1 + M_2)/2 + \pi i(\zeta_1 - \zeta_2)}e^{-\tilde{z} + \tilde{\rho}} + e^{-\pi i(M_1 - M_2)/2 + \pi i(\zeta_1 + \zeta_2) + \pi ik}e^\tilde{z} + E + e^{\pi i(M_1 - M_2)/2 - \pi ik}e^{-\tilde{z} - \tilde{\rho}} + e^{\pi i(M_1 + M_2)/2 - \pi ik}e^{-\tilde{z} - \tilde{\rho}},
\]

(3.8)

Here \( E \) is a constant depending on \( k, M_1, M_2 \) and \( M, E \). Notice that the parameter dependence of the coefficients is multiplicative. In other words, the functions in the exponents are linear combinations of the parameters. This is also the case for the exact result (B.41). Therefore, it is natural to assume that the full parameter dependence is also multiplicative. With this assumption, we can uniquely combine (3.8) and (B.41) into\(^6\)

\[
\tilde{\rho}_k^{-1}(M_1, M_2, M, \zeta_1, \zeta_2) = e^{\pi i(-M_1 + M_2)/2 + \pi i(\zeta_1 - \zeta_2)}e^{-\tilde{z} + \tilde{\rho}} + e^{\pi i(M_1 - M_2)/2 + \pi i(\zeta_1 + \zeta_2) + \pi ik}e^\tilde{z} + E + e^{\pi i(M_1 - M_2)/2 - \pi ik}e^{-\tilde{z} - \tilde{\rho}} + e^{\pi i(M_1 + M_2)/2 - \pi ik}e^{-\tilde{z} - \tilde{\rho}},
\]

(3.11)

where

\[
E = e^{\pi i(-M_1 + M_2)/2 + \pi i(\zeta_1 - \zeta_2) + \pi ia_1 M} + e^{\pi i(M_1 - M_2)/2 + \pi i(\zeta_1 + \zeta_2) + \pi ia_2 M} + e^{\pi i(M_1 - M_2)/2 + \pi i(\zeta_1 + \zeta_2) + \pi ia_3 M} + e^{\pi i(M_1 + M_2)/2 + \pi i(\zeta_1 - \zeta_2) + \pi ia_4 M},
\]

(3.12)

with unknown constant parameters \( a_i \). Notice that, when \( M = 0 \), the quantum curve (3.11) — or equivalently, (B.41) — is factorized into the product of the two quantum curves appearing in (B.40). These quantum curves are the ones associated to the ABJM theory. Therefore for \( M = 0 \) the quantum curve of the (2,2) model is factorized into a product of two ABJM quantum curves. On the other hand, when \( M \neq 0 \), this factorization does not occur, and this makes the inversion of (3.11) more difficult.

By comparing the coefficients of (3.11) with the coefficients of the quantum Seiberg-Witten curve (2.21) we can read off the parameters of the five dimensional gauge theory in the following way. First

\[m_1^{\text{FMMN}} = e^{\pi i(-M_1 + M_2)/2}, \quad m_2^{\text{FMMN}} = e^{\pi i(M - k)/2}, \quad m_3^{\text{FMMN}} = e^{\pi i(M_1 + M_2 - M - k)/2}, \quad m_4^{\text{FMMN}} = e^{2\pi i(\zeta_1 + \zeta_2)/2}, \quad m_5^{\text{FMMN}} = e^{2\pi i\zeta_1}, \quad m_6^{\text{FMMN}} = e^{2\pi i\zeta_2}.
\]

(3.9, 3.10)

We thank Prof. Moriyama for pointing it out.
Figure 2: Five-brane web diagram corresponding to the classical limit of the quantum spectral curve (3.11). \( \tilde{m}_i \) and \( \tilde{t}_i \) are the asymptotic positions of the 5-branes in the limiting classical curve.

we compare the equation \( \hat{\rho}^{-1}|_{\tilde{x},\tilde{p} \to x,p} = 0 \) with the Seiberg-Witten curve at the four asymptotic regions \( x = \pm \infty, p = \pm \infty \), see Fig.2.

\[
\begin{align*}
  x \to \infty : & \quad e^p = \tilde{m}_1, \tilde{m}_2 = -e^{\pi i(M_2-M)}, -e^{\pi i(-M_1+M)-2\pi \zeta_1}, \\
  x \to -\infty : & \quad e^p = \tilde{m}_3, \tilde{m}_4 = -e^{\pi i(M_1-M)-2\pi \zeta_1}, -e^{\pi i(-M_2+M)}, \\
  p \to \infty : & \quad e^x = \tilde{t}_1, \tilde{t}_3 = -e^{\pi iM_2-2\pi \zeta_2-\pi ik}, -e^{-\pi iM_1+\pi ik}, \\
  p \to -\infty : & \quad e^x = \tilde{t}_2, \tilde{t}_4 = -e^{\pi iM_1-\pi ik}, -e^{-\pi iM_2-2\pi \zeta_2+\pi ik}.
\end{align*}
\]

(3.13) (3.14) (3.15) (3.16)

The quantities with tilde can be rescaled as

\[
(\tilde{m}_1, \tilde{m}_2, \tilde{m}_3, \tilde{m}_4, \tilde{t}_1, \tilde{t}_2, \tilde{t}_3, \tilde{t}_4) \to (\alpha \tilde{m}_1, \alpha \tilde{m}_2, \alpha \tilde{m}_3, \alpha \tilde{m}_4, \beta \tilde{t}_1, \beta \tilde{t}_2, \beta \tilde{t}_3, \beta \tilde{t}_4),
\]

(3.17)

with arbitrary non-zero complex numbers \( \alpha, \beta \) associated to the coordinates translation \( (p,x) \to (p - \log \alpha, x - \log \beta) \). The gauge coupling \( q \) is given by

\[
q = \left( \frac{\tilde{t}_3 \tilde{t}_4}{\tilde{t}_1 \tilde{t}_2} \right)^{\frac{1}{2}},
\]

(3.18)

which is by itself rescaling invariant. In order to match the parameters here with those in (2.21) correctly, we have to set \( \alpha = \left( \frac{\tilde{t}_1}{\tilde{m}_1 \tilde{m}_2 t_2} \right)^{\frac{1}{2}} \) so that

\[
\begin{align*}
  m_1 &= \alpha \tilde{m}_1 = \left( \frac{\tilde{m}_1 \tilde{t}_1}{\tilde{m}_2 t_2} \right)^{\frac{1}{2}}, & m_2 &= \alpha \tilde{m}_2 = \left( \frac{\tilde{m}_2 \tilde{t}_1}{\tilde{m}_1 t_2} \right)^{\frac{1}{2}}, \\
  m_3 &= \alpha \tilde{m}_3 = \left( \frac{\tilde{m}_3 \tilde{t}_1}{\tilde{m}_4 t_2} \right)^{\frac{1}{2}}, & m_4 &= \alpha \tilde{m}_4 = \left( \frac{\tilde{m}_4 \tilde{t}_1}{\tilde{m}_3 t_2} \right)^{\frac{1}{2}}.
\end{align*}
\]

(3.19) (3.20)

By substituting the explicit expressions of \( \tilde{m}_i, \tilde{t}_i \) we obtain

\[
\begin{align*}
  m_1 &= e^{\pi i(M_2-M)+\pi(\zeta_1-\zeta_2)}, & m_2 &= e^{\pi i(-M_1+M)+\pi(-\zeta_1-\zeta_2)}, & m_3 &= e^{\pi i(M_1-M)+\pi(-\zeta_1-\zeta_2)}, \\
  m_4 &= e^{\pi i(-M_2+M)+\pi(\zeta_1-\zeta_2)}, & q &= e^{\pi i(-M_1-M)+2\pi ik}.
\end{align*}
\]

(3.21) (3.22)
3.2 Parameter identification with q-PVI system

According to the discussion at the end of subsection 2.2, the relation between the q-PVI tau function and the grand partition function of the superconformal Chern-Simons quiver theory follows by combining the above results (2.5), (2.20), (2.22), (3.21), (3.22):

\[
\tau (\theta_0, \theta_1, \theta_\infty; 1, \kappa, t) = F (M_1, M_2, \zeta_1, \zeta_2) \frac{Z_k (0; M_1, M_2, M, \zeta_1, \zeta_2)}{Z_k (N; M_1, M_2, M, \zeta_1, \zeta_2)} \sum_{N=0}^\infty (\Omega (M_1, M_2, M, \zeta_1, \zeta_2) \kappa)^N Z_k (N; M_1, M_2, M, \zeta_1, \zeta_2)
\]

\[
= F (M_1, M_2, M, \zeta_1, \zeta_2) \det \left[ 1 + \Omega (M_1, M_2, M, \zeta_1, \zeta_2) \kappa \right] \rho_k (M_1, M_2, M, \zeta_1, \zeta_2),
\]

where \( F (M_1, M_2, M, \zeta_1, \zeta_2) \) and \( \Omega (M_1, M_2, M, \zeta_1, \zeta_2) \) are some functions independent of \( \kappa \), with the following parameter identification:

\[
\begin{pmatrix}
\theta_0 \\
\theta_1 \\
\theta_\infty \\
\log q \log t
\end{pmatrix} = \frac{1}{4} \begin{pmatrix}
-1 & 1 & 0 & 2 & 0 \\
-1 & -1 & 2 & 0 & -2 \\
1 & -1 & 0 & 2 & 0 \\
-4 & -4 & 4 & 0 & 0
\end{pmatrix} \begin{pmatrix}
M_1 - k \\
M_2 - k \\
M_1 \\
-\kappa \zeta_1 \\
-\kappa \zeta_2
\end{pmatrix}.
\]

As already discussed in the previous section, an explicit formula for the spectral density matrix \( \hat{\rho}_k \) is known to us only for \( M = 0 \). We therefore can calculate only the \( \tau \)-functions generated by the action of the affine Weyl group transformations which fix the \( M = 0 \) condition. It is therefore useful to rewrite (3.24) after a suitable change of basis obtained by a Weyl group transformation \( W (D_3) \) so that we can realize as many of the shifts in (2.7)-(2.11) as possible without varying \( M \). Let us compute the relevant change of basis.

The full Weyl group is generated by the fundamental elements \( s_a, a = 1, \ldots, 5 \) associated to each node of \( D_3 \) Dynkin diagram which linearly realise the group action on the parameters \( (M_1 - k, M_2 - k, M - k, -i \zeta_1, -i \zeta_2) \) as follows:

\[
\begin{pmatrix}
\frac{1}{2} \\
-\frac{1}{2} \\
-\frac{1}{2} \\
0 \\
-\frac{1}{2}
\end{pmatrix}, \quad
\begin{pmatrix}
\frac{1}{2} \\
-\frac{1}{2} \\
-\frac{1}{2} \\
0 \\
\frac{1}{2}
\end{pmatrix}, \quad
\begin{pmatrix}
\frac{1}{2} \\
-\frac{1}{2} \\
-\frac{1}{2} \\
0 \\
\frac{1}{2}
\end{pmatrix}
\]

The explicit expressions for \( s_1, s_2, s_3, s_4, s_5 \) are written in [23] but in a different basis \( (\log h_1, \log h_2, \log e_1, \log e_3, \log e_5) \), which is related to the current basis \( (M_1 - k, M_2 - k, M - k, -i \zeta_1, -i \zeta_2) \) as

\[
\begin{pmatrix}
\log h_1 \\
\log h_2 \\
\log e_1 \\
\log e_3 \\
\log e_5
\end{pmatrix} = \pi i \begin{pmatrix}
2 & 0 & 0 & 0 & 0 \\
0 & 2 & -2 & 0 & 0 \\
1 & 1 & -2 & 2 & 0 \\
1 & 1 & 0 & 0 & -2 \\
1 & 1 & -2 & -2 & 0
\end{pmatrix} \begin{pmatrix}
M_1 - k \\
M_2 - k \\
M_1 \\
-\kappa \zeta_1 \\
-\kappa \zeta_2
\end{pmatrix}.
\]
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Instead of (3.24). In particular, if we choose

\[ \theta = \frac{\pi i}{\log q} \]

therefore choose an arbitrary element \( \hat{q} = q^\theta \left( \begin{array}{c} \frac{1}{2} \frac{1}{2} \frac{1}{2} \frac{1}{2} \\ 0 1 0 1 \end{array} \right) \).

Since each of these fundamental Weyl group transformation induces a similarity transformation \( s : \hat{\rho}^{-1} \to \hat{U} \hat{\rho}^{-1} \hat{U}^{-1} \) on the quantum spectral curve, the spectral determinant (2.20) is invariant. We may therefore choose an arbitrary element \( w \in W(D_5) \) to identify the \( q \)-PVI parameters as

\[
\begin{pmatrix}
\theta_0 \\
\theta_1 \\
\theta_t \\
\theta_\infty
\end{pmatrix} = \frac{1}{4} \begin{pmatrix}
-1 & 1 & 0 & 2 & 0 \\
-1 & -1 & 2 & 0 & -2 \\
-1 & -1 & 2 & 0 & 2 \\
1 & -1 & 0 & 2 & 0
\end{pmatrix}
\begin{pmatrix}
M_1 - k \\
M_2 - k \\
M - k \\
-\iota_1 \\
-\iota_2
\end{pmatrix},
\]

instead of (3.24). In particular, if we choose

\[
w = s_3 s_2 s_1 s_3 s_4 s_5 s_1 s_3 s_4 s_2 s_3 s_2 = \begin{pmatrix}
-\frac{1}{2} & \frac{1}{2} & 0 & -1 & 0 \\
-\frac{1}{2} & \frac{1}{2} & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
-\frac{1}{2} & -\frac{1}{2} & 1 & 0 & 0
\end{pmatrix},
\]

we obtain

\[
\begin{align*}
\theta_0 &= \frac{-\iota_1 - \iota_2}{2}, \\
\theta_1 &= \frac{M_1 + M_2 - M - k}{2}, \\
\theta_t &= \frac{M - k}{2}, \\
\theta_\infty &= \frac{i\iota_1 - i\iota_2}{2}, \\
t &= q^{M_1 - k} = e^{\frac{2\pi i M_1}{k}}.
\end{align*}
\]

With this parameter identification, the allowed \( \tau \)-functions are manifestly the ones not induced by a shift in \( \theta_t \), namely all of them but \( \tau_{7,8}, \tau_{7,8}, \tau_{7,8} \) according to (2.7)-(2.11). Note that for \( M = 0 \), \( q^{\theta_t} = -1 \).

By using (3.30) and (3.31) we find that \( \tau_i, \tau_{i}, \tau_i \) for \( M = 0 \) are given by

\[
\begin{align*}
\tau_1 &= \tau \left( M_1, M_2, 0, \iota_1 - \frac{i}{2}, \iota_2 + \frac{i}{2} \right), \\
\tau_2 &= \tau \left( M_1, M_2, 0, \iota_1 + \frac{i}{2}, \iota_2 - \frac{i}{2} \right), \\
\tau_3 &= \tau \left( M_1, M_2, 0, \iota_1 + \frac{i}{2}, \iota_2 + \frac{i}{2} \right), \\
\tau_4 &= \tau \left( M_1, M_2, 0, \iota_1 - \frac{i}{2}, \iota_2 - \frac{i}{2} \right), \\
\tau_5 &= \tau \left( M_1, M_2 - 1, 0, \iota_1, \iota_2 \right), \\
\tau_6 &= \tau \left( M_1, M_2 + 1, 0, \iota_1, \iota_2 \right), \\
\tau_7 &= \tau \left( M_1 - 1, M_2 + 1, 0, \iota_1 - \frac{i}{2}, \iota_2 + \frac{i}{2} \right), \\
\tau_8 &= \tau \left( M_1 - 1, M_2 + 1, 0, \iota_1 + \frac{i}{2}, \iota_2 - \frac{i}{2} \right).
\end{align*}
\]
Here we have abbreviated \(\tau(\theta_0, \theta_1, \theta_t, \theta_\infty; 1, \kappa, t)\) in (3.23) with the substitution of (3.30) simply as \(\tau(M_1, M_2, 0, \zeta_1, \zeta_2)\). Since the variables \(\tau_7, \tau_8, \tau_9, \tau_{10}\) are obstructed to us, we can check the system (2.12)-(2.19) only after their elimination. This provides a subsystem of six equations in six variables out of (2.12)-(2.19) given by the first two equations, which explicitly do not involve \(\tau_7, \tau_8, \tau_9, \tau_{10}\) and other four. Actually, by eliminating \(\tau_7, \tau_8, \tau_9, \tau_{10}\) we can obtain from the remaining six equations (2.14)-(2.19) three bilinear equations and a quartic equation. All in all, we then get the system

\[
\begin{align*}
\tau_1\tau_2 - q^{-2\theta_1} \cdot t\tau_3\tau_4 & - \left( 1 - q^{-2\theta_1} \cdot t \right) \tau_5\tau_6 = 0, \\
\tau_1\tau_2 - t\tau_3\tau_4 & - \left( 1 - q^{-2\theta_1} \cdot t \right) \tau_5\tau_6 = 0, \\
\tau_1\tau_3 - q^{-2\theta_0}\tau_1\tau_2 & - \left( 1 - q^{-2\theta_0} \right) \tau_3\tau_6 = 0, \\
\tau_1\tau_3 - q^{-\theta_0}\tau_1\tau_4 & - \left( 1 - q^{-\theta_0} \right) \tau_3\tau_6 = 0, \\
(\tau_1\tau_2 - \tau_3\tau_4) \left( \tau_1\tau_2 - q^{2\theta_1}\tau_3\tau_4 \right) & - \left( 1 - q^{2\theta_1} \cdot t^{-1} \right) \left( 1 - q^{2\theta_1} \cdot t^{-1} \right) q^{2\theta_0} \left( \tau_1\tau_2 - \tau_3\tau_4 \right) \left( \tau_1\tau_2 - \tau_3\tau_4 \right) \tau_5\tau_6 = 0. 
\end{align*}
\]

We found that these hold provided the factors \(F(M_1, M_2, 0, \zeta_1, \zeta_2)\) and \(\Omega(M_1, M_2, 0, \zeta_1, \zeta_2)\) satisfy the following relations:

\[
\begin{align*}
F_1F_2 = F_3F_4 = F_5F_6 = F_5F_6, & \quad E_1F_2 = E_1F_2 = -E_3F_4 = -E_3F_4 = E_5F_6, \\
-i\Omega_1 = -i\Omega_2 = i\Omega_3 = i\Omega_4 = -\Omega_5 = -\Omega_6 & = i\Omega_1 = i\Omega_2 = i\Omega_3 = -i\Omega_4 = -i\Omega_5
\end{align*}
\]

Needless to say, here we adopt the very same notation as in (3.32)-(3.40) for the tau functions, both for the labels 1, 2, \cdots, 6, and for the under/over-line as shifts of the parameters \((M_1, M_2, \zeta_1, \zeta_2)\). The following choice is consistent with all of the conditions (3.47), (3.48):

\[
F(M_1, M_2, 0, \zeta_1, \zeta_2) = e^{\frac{\pi(M_2-M_1)(\zeta_1+\zeta_2)}{2}}, \quad \Omega(M_1, M_2, 0, \zeta_1, \zeta_2) = e^{-\frac{\pi(M_1-M_2)+\pi(\zeta_1+\zeta_2)}{2}},
\]

and we adopt it from now on.

In the next section we explain how to check equations (3.41)-(3.46).
4 Checks of the \( q \)-Painlevé equations

In this subsection we provide non-trivial evidence that the \( \tau \)-functions \[ (3.32)-(3.40) \] defined as Fredholm determinants satisfy the bilinear and quartic equations \[ (3.41)-(3.46) \]. In order to do this, first we prove some symmetry properties of \( \hat{\rho}_k \) under a given set of linear transformations of the parameters \( (M_1, M_2, \zeta_1, \zeta_2) \) which are a subset of the full \( W(D_5) \) symmetry acting on the quantum mirror curve \[ (3.11) \]. Next, by using this symmetry property we provide two types of non-trivial checks of the bilinear/quartic equations: check around the symmetric points under transformations and the direct proof of the equations at the sub-leading order in \( \kappa \) with \( (M_1, M_2, \zeta_1, \zeta_2) \) kept unfixed. Lastly, by reducing the problem using the above symmetries, we provide non-trivial checks of the equations at higher order in \( \kappa \) around a discrete set of points \( (M_1, M_2, \zeta_1, \zeta_2) \).

4.1 Relation among bilinear equations under Weyl transformations

In this section we consider the discrete symmetry of the spectral density matrix \( \hat{\rho}_k \) \( (M_1, M_2, 0, \zeta_1, \zeta_2) \) given in \[ (3.7) \] under similarity transformations which do not change the spectral determinant \( (2.20) \). In particular, under a suitable similarity transformation (cyclic permutation) we can rewrite the equivalent density matrix

\[
\hat{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2) = e^{\pi \zeta_2} e^{-\frac{\zeta_2}{2} + \frac{M_1 + M_2}{2\kappa}} e^{i\frac{\zeta_2}{2}(M_1 + M_2)} \Phi_b \left( \frac{x}{2\pi b} - \frac{i M_1}{2\kappa} + \frac{ib}{2} + \frac{\zeta_2}{\kappa} \right) \Phi_b \left( \frac{x}{2\pi b} + \frac{i M_2}{2\kappa} - \frac{ib}{2} + \frac{\zeta_2}{\kappa} \right) \frac{1}{2 \cosh \frac{p}{2}}
\]

\[
\times e^{\left( \frac{\zeta_1}{4} + \frac{M_1 + M_2}{2\kappa} \right) \pi b} \Phi_b \left( \frac{x}{2\pi b} + \frac{i M_1}{2\kappa} \right) \Phi_b \left( \frac{x}{2\pi b} - \frac{i M_1}{2\kappa} + \frac{\zeta_2}{\kappa} \right) \frac{1}{2 \cosh \frac{p}{2}}
\]

which for simplicity we still call \( \hat{\rho}_k \) (though they are not precisely equal to each other as operators)\[ \[4.1 \] \]. We now consider the symmetry properties of the above density matrix among different values \( (M_1, M_2, \zeta_1, \zeta_2) \) while \( M = 0 \) being preserved.

First, by reordering the quantum dilogarithms \( \Phi_b \left( \frac{x}{2\pi b} + \cdots \right) \) within each group of four \( \Phi_b \) separated by \( \frac{1}{2 \cosh \frac{p}{2}} \) we obtain

\[
\hat{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2) \sim \hat{\rho}_k \left( \frac{M_1 + M_2}{2} - i \zeta_2, \frac{M_1 + M_2}{2} + i \zeta_2, 0, \zeta_1, \frac{i (M_1 - M_2)}{2} \right),
\]

\[ (4.4) \]

-Explicitly, \( \hat{\rho}_k \) in \[ (3.7) \] and \( \hat{\rho}_k \) in \[ (4.4) \] are related by the following similarity transformation:

\[
\hat{\rho}_k^{\text{tr}} = \bar{U} \hat{\rho}_k \bar{U}^{-1},
\]

\[ (4.2) \]

with

\[
\bar{U} = e^{\left( \frac{i}{4} - \frac{M_1}{2\kappa} \right) \pi b} \Phi_b \left( \frac{x}{2\pi b} + \frac{\zeta_2}{\kappa} - \frac{i M_1}{2\kappa} + \frac{ib}{2} \right) \Phi_b \left( \frac{x}{2\pi b} + \frac{\zeta_2}{\kappa} + \frac{i M_2}{2\kappa} - \frac{ib}{2} \right).
\]

\[ (4.3) \]
\[ \hat{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2) \sim \hat{\rho}_k \left( \frac{M_1 + M_2}{2} + i \zeta_2, \frac{M_1 + M_2}{2} - i \zeta_2, 0, \zeta_1, -i \frac{(M_1 - M_2)}{2} \right). \]  

(4.5)

Here “\( \sim \)” stands for the coincidence up to a similarity transformation, i.e., \( \hat{\rho}_k^{(\text{lhs})} = \hat{U} \hat{\rho}_k^{(\text{rhs})} \hat{U}^{-1} \) with some \( \hat{U} \). Explicitly, \( \hat{U} = e^{i \left( \frac{M_1 - M_2}{\kappa} \zeta_2 + \frac{M_1 + M_2}{2} \right) \theta} \) for (4.4) and \( \hat{U} = e^{\left( -\frac{M_1 - M_2}{\kappa} \zeta_2 + \frac{M_1 + M_2}{2} \right) \theta} \) for (4.5). Second, by exchanging the first line and the second line in (4.1), which is a cyclic permutation and can be realized by a similarity transformation, we obtain

\[ \hat{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2) \sim \hat{\rho}_k (k - M_1, k - M_2, 0, -\zeta_1, \zeta_2). \]  

(4.6)

Lastly, we also find (see appendix C)

\[ \hat{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2) \sim \hat{\rho}_k (M_1, M_2, 0, \zeta_2, \zeta_1). \]  

(4.7)

Let us denote the Weyl reflections (4.4)-(4.7) as

\[
\begin{align*}
    r_1: (M_1, M_2, \zeta_1, \zeta_2) &\rightarrow \left( \frac{M_1 + M_2}{2} - i \zeta_2, \frac{M_1 + M_2}{2} + i \zeta_2, \zeta_1, \frac{i(M_1 - M_2)}{2} \right), \\
    r_2: (M_1, M_2, \zeta_1, \zeta_2) &\rightarrow \left( \frac{M_1 + M_2}{2} + i \zeta_2, \frac{M_1 + M_2}{2} - i \zeta_2, \zeta_1, -i \frac{(M_1 - M_2)}{2} \right), \\
    r_3: (M_1, M_2, \zeta_1, \zeta_2) &\rightarrow (k - M_1, k - M_2, -\zeta_1, \zeta_2), \\
    r_4: (M_1, M_2, \zeta_1, \zeta_2) &\rightarrow (M_1, M_2, \zeta_2, \zeta_1).
\end{align*}
\]

(4.8)-(4.11)

It turns out that \( r_2 = r_1 r_3 r_1 r_3 r_1 \), while \( r_1, r_3, r_4 \) are independent and generate all of the elements in \( W(D_5) \) preserving \( M_1 \), which is isomorphic to \( W(B_3) \).

Notice that by using these symmetries one can generate the five bilinear equations (3.41)-(3.45) just from the two equations (3.41), (3.45). By using \( r_1, r_2, r_3, r_4 \) (4.8)-(4.11) we find

\[
\begin{align*}
    (3.42) &\Rightarrow -t \cdot [\text{[3.41]}]_{r_2 r_1} (M_1, M_2, \zeta_1, \zeta_2), \\
    (3.43) &\Rightarrow (\text{[3.43]} - q^{-2 \theta \varphi} \cdot [\text{[3.43]}]_{r_2 (M_1, M_2, \zeta_1, \zeta_2)}), \\
    (3.44) &\Rightarrow q^{\theta_0 + \theta_1 - \theta_{\infty} + \frac{i}{2}} \left( [\text{[3.45]}]_{r_2 (M_1, M_2, \zeta_1, \zeta_2)} \right)_{t \rightarrow q^{-1} t} - [\text{[3.45]}]_{r_4 (M_1, M_2, \zeta_1, \zeta_2)}),
\end{align*}
\]

(4.12)-(4.13)

where \([\cdots]_{r_i (M_1, M_2, \zeta_1, \zeta_2)}\) stands for the left-hand side of each equation with \((M_1, M_2, \zeta_1, \zeta_2)\) substituted by their images under \( r_i \) (4.11). We will use (4.13) in section 4.3 to check the bilinear equations at first order in \( \kappa \).

### 4.2 Special checks around symmetric points

Taking into account (4.8), (4.11) and (4.12), (4.13) we notice that (3.43), (3.44), (3.45) are trivially satisfied for some special choices of parameters \((M_1, M_2, \zeta_1, \zeta_2)\).

For example, by restricting on the subspace \( \zeta_1 = \zeta_2 \) which implies \( \theta_{\infty} = 0 \) by (3.30) and noticing that this is the fixed locus of the reflection \( r_4 \) in (4.11), we see that eq. (3.43) is satisfied.

In the same way we can also show the following by using Weyl transformations.
For \((M_1, M_2, \zeta_1, \zeta_2) = (M_1, M_2, \zeta_1, -\zeta_1)\), the coefficient of the third term in (3.44) vanishes, the coefficient of the second term is \(-1\) and also \(\tau_3(\kappa/\Omega_3)/F_3 = \tau_4(\kappa/\Omega_4)/F_4, \tau_3(\kappa/\Omega_3)/F_3 = \tau_4(\kappa/\Omega_4)/F_4\) (recall our definition of \(\tau\)-functions in terms of the spectral determinant (3.23)) follow due to the Weyl symmetry \(r_3 r_4 r_3\)

\[r_3 r_4 r_3 : (M_1, M_2, \zeta_1, \zeta_2) \rightarrow (M_1, M_2, -\zeta_1, -\zeta_2). \quad (4.14)\]

Together with \(F_3 F_4 = F_3 F_4\) and \(\Omega_3 = \Omega_4 = -\Omega_3 = -\Omega_4\) (3.48) these imply \(\tau_3 \tau_4 = \tau_3 \tau_4\), hence (3.44) is trivially satisfied.

For \((M_1, M_2, \zeta_1, \zeta_2) = \left(M_1, M_2, \zeta_1, \frac{(M_1 - M_2 - 1)}{2}\right)\), the coefficient of the third term in (3.45) vanishes, the coefficient of the second term is 1 and also \(\tau_1(\kappa/\Omega_1)/F_1 = \tau_4(\kappa/\Omega_4)/F_4, \tau_2(\kappa/\Omega_2)/F_2 = \tau_3(\kappa/\Omega_3)/F_3\) follow due to the Weyl symmetry \(r_1\). Hence, together with \(\Omega_1 = \Omega_4, \Omega_3 = \Omega_2\) and \(F_1 F_3 = -F_2 F_4\) (3.48), we find that (3.45) is trivially satisfied.

Moreover, we notice that (3.42) at \((M_1, M_2, \zeta_1, \zeta_2)\) is equivalent to (3.41) evaluated at a different point obtained by a Weyl transformation \((M_1', M_2', \zeta_1', \zeta_2') = (k - M_2, k - M_1, -\zeta_1, -\zeta_2)\), hence the equation (l.h.s. of (3.42)) = 0 is trivially satisfied at the fixed points of this Weyl transformation, which are \((M_1, M_2, \zeta_1, \zeta_2) = (M_1, k - M_1, 0, 0)\).

### 4.3 Analysis to first order in \(\kappa\)

Due to the values of the overall coefficients of each term, the bilinear equations (3.41)-(3.45) are trivially satisfied at order \(\kappa^0\), while the quartic equation (3.46) is trivial also at first order in \(\kappa\). At higher order in \(\kappa\) these equations are non-trivial. For the bilinear equations (3.41)-(3.45), we can analytically check the equations at order \(\kappa\) for an arbitrary choice of the parameters \((M_1, M_2, \zeta_1, \zeta_2)\).

First let us consider (3.41). At order \(\kappa\) the bilinear equation reduces to the following linear relation on \(\tilde{\rho}_k(M_1, M_2, 0, \zeta_1, \zeta_2)\):

\[
\text{tr} \left[i \tilde{\rho}_k \left(M_1, M_2, 0, \zeta_1 - \frac{i}{2}, \zeta_2 + \frac{i}{2}\right) + i \tilde{\rho}_k \left(M_1, M_2, 0, \zeta_1 + \frac{i}{2}, \zeta_2 - \frac{i}{2}\right) \right]
+ q^{-2\eta_1} \left(i \tilde{\rho}_k \left(M_1, M_2, 0, \zeta_1 + \frac{i}{2}, \zeta_2 + \frac{i}{2}\right) + i \tilde{\rho}_k \left(M_1, M_2, 0, \zeta_1 - \frac{i}{2}, \zeta_2 - \frac{i}{2}\right) \right)
- \left(1 - q^{-2\eta_1 t}\right) \left(\tilde{\rho}_k (M_1, M_2 - 1, 0, \zeta_1, \zeta_2) - \tilde{\rho}_k (M_1, M_2 + 1, 0, \zeta_1, \zeta_2)\right) = 0. \quad (4.15)
\]

Notice that for all the shifts of the parameters in (4.14), the arguments of the quantum dilogarithm in \(\tilde{\rho}_k\) are different only by units of \(\xi\). Hence by using the recursive relation (A.8) we can express all the \(\tilde{\rho}_k\)s entering (4.15) by using only one of them up to rational factors:

\[
\tilde{\rho}_k \left(M_1, M_2, 0, \zeta_1 - \frac{i}{2}, \zeta_2 + \frac{i}{2}\right) = ie^{-\frac{i}{\pi z}} \left(1 - e^{\frac{2\pi \zeta_1}{z} + \frac{\pi i M_2}{z} e^{\frac{i}{z}}}\right) \tilde{I}_1 e^{\frac{i}{\pi z}} \left(1 + e^{\frac{2\pi \zeta_2}{z} - \frac{\pi i M_2}{z} e^{\frac{i}{z}}}\right) \tilde{I}_2, \quad (4.16)
\]

\[
\tilde{\rho}_k \left(M_1, M_2, 0, \zeta_1 + \frac{i}{2}, \zeta_2 - \frac{i}{2}\right) = -ie^{\frac{i}{\pi z}} \left(1 - e^{\frac{2\pi \zeta_1}{z} + \frac{\pi i M_2}{z} e^{\frac{i}{z}}}\right) \tilde{I}_1 e^{-\frac{i}{\pi z}} \left(1 + e^{\frac{2\pi \zeta_2}{z} - \frac{\pi i M_2}{z} e^{\frac{i}{z}}}\right) \tilde{I}_2. \quad (4.17)
\]
\[ \hat{\rho}_k \left( M_1, M_2, 0, \zeta_1 + \frac{i}{2}, \zeta_2 + \frac{i}{2} \right) = i e^{\frac{i\pi}{2k}} \left( 1 - e^{-\frac{2\pi i \zeta_1}{k} - i \frac{M_2}{k} + \frac{\pi i M_1}{k}} \right) I_2 e^{-\frac{1}{2k} \left( 1 - e^{\frac{2\pi i \zeta_1}{k} - i \frac{M_2}{k} + \frac{\pi i M_1}{k}} \right) I_2, \] (4.18)

\[ \hat{\rho}_k \left( M_1, M_2, 0, \zeta_1 - \frac{i}{2}, \zeta_2 - \frac{i}{2} \right) = -i e^{-\frac{\pi}{2k}} \left( 1 - e^{-\frac{2\pi i \zeta_1}{k} - i \frac{M_2}{k} + \frac{\pi i M_1}{k}} \right) I_2 e^{\frac{1}{2k} \left( 1 - e^{-\frac{2\pi i \zeta_1}{k} - i \frac{M_2}{k} + \frac{\pi i M_1}{k}} \right) I_2, \] (4.19)

\[ \hat{\rho}_k \left( M_1, M_2 - 1, 0, \zeta_1, \zeta_2 \right) = e^{\frac{1}{2k} I_1 e^{-\frac{1}{2k}}} \left( 1 - e^{-\frac{2\pi i \zeta_1}{k} - i \frac{M_2}{k} + \frac{\pi i M_1}{k}} \right) I_2 e^{\frac{1}{2k} \left( 1 - e^{-\frac{2\pi i \zeta_1}{k} - i \frac{M_2}{k} + \frac{\pi i M_1}{k}} \right) I_2, \] (4.20)

\[ \hat{\rho}_k \left( M_1, M_2 + 1, 0, \zeta_1, \zeta_2 \right) = e^{-\frac{1}{2k} I_1 e^{-\frac{1}{2k}}} \left( 1 - e^{-\frac{2\pi i \zeta_1}{k} + i \frac{M_2}{k} - \frac{\pi i M_1}{k}} \right) I_2 e^{-\frac{1}{2k} \left( 1 - e^{-\frac{2\pi i \zeta_1}{k} + i \frac{M_2}{k} - \frac{\pi i M_1}{k}} \right) I_2, \] (4.21)

where \( I_1, I_2 \) are

\[ I_1 = e^{\frac{i\zeta_2}{k} \left( 1 - \frac{M_1 + M_2}{2k} \right) \frac{1}{2k} \left( \frac{2\pi i \zeta_1}{k} - i \frac{M_1}{2k} + \frac{\pi i M_1}{k} \right) I_2 e^{\frac{1}{2k} \left( 1 - \frac{M_1 + M_2}{2k} \right) \frac{1}{2k} \left( \frac{2\pi i \zeta_1}{k} - i \frac{M_1}{2k} + \frac{\pi i M_1}{k} \right) I_2, \] (4.22)

\[ I_2 = e^{\left( \frac{\zeta_1}{k} + \frac{M_1 + M_2}{2k} \right) \frac{1}{2k} \left( \frac{2\pi i \zeta_1}{k} - i \frac{M_1}{2k} + \frac{\pi i M_1}{k} \right) I_2 e^{\left( \frac{\zeta_1}{k} + \frac{M_1 + M_2}{2k} \right) \frac{1}{2k} \left( \frac{2\pi i \zeta_1}{k} - i \frac{M_1}{2k} + \frac{\pi i M_1}{k} \right) I_2, \] (4.23)

Summing (4.22), (4.23) with the coefficients in (4.15) we find

\[ i\hat{\rho}_k \left( M_1, M_2, 0, \zeta_1 - \frac{i}{2}, \zeta_2 + \frac{i}{2} \right) + i\hat{\rho}_k \left( M_1, M_2, 0, \zeta_1 + \frac{i}{2}, \zeta_2 - \frac{i}{2} \right) + q^{-2\theta_1} \left( i\hat{\rho}_k \left( M_1, M_2, 0, \zeta_1 + \frac{i}{2}, \zeta_2 + \frac{i}{2} \right) + i\hat{\rho}_k \left( M_1, M_2, 0, \zeta_1 - \frac{i}{2}, \zeta_2 - \frac{i}{2} \right) \right) \]

\[ - \left( 1 - q^{-2\theta_1} \right) \left( \hat{\rho}_k \left( M_1, M_2 - 1, 0, \zeta_1, \zeta_2 \right) - \hat{\rho}_k \left( M_1, M_2 + 1, 0, \zeta_1, \zeta_2 \right) \right) = 0, \] (4.24)

hence (3.41) is satisfied at order \( k \). We can also show (3.45) at order \( k \) by a completely parallel calculation. So far we have proved that (3.41) and (3.45) hold at order \( k \) for any values of \( (M_1, M_2, \zeta_1, \zeta_2) \). Since the other three bilinear equations (3.42), (3.43), (3.44) can be written in some combinations of these two equations by using (4.12), (4.13), our calculation also proves that (3.42), (3.43), (3.44) also hold at order \( k \) for arbitrary \( (M_1, M_2, \zeta_1, \zeta_2) \).

### 4.4 Exact values of tr\( \hat{\rho}_k \left( M_1, M_2, 0, \zeta_1, \zeta_2 \right) \) at integer points

In order to check the equations at higher order, we need to calculate the exact expressions for the higher traces of the spectral density matrix. In this subsection we explain that this can be done systematically when \( k \in \mathbb{N} \) and \( M_1, M_2, 2i\zeta_1 \in \mathbb{Z} \). For \( M_1, M_2 \in \mathbb{Z} \), the ratios of quantum dilogarithm in the density matrix \( \hat{\rho}_k \) for \( M = 0 \) (3.7) reduce to products of hyperbolic functions:

\[ \hat{\rho}_k \left( M_1, M_2, 0, \zeta_1, \zeta_2 \right) = i^{M_1 + M_2} e^{-\frac{i\pi \zeta_1}{k}} \frac{1}{2 \cosh \frac{\pi i M_1}{2k}} \left( \prod_{r=1}^{M_1} 2 \sinh \frac{2 - 2\pi i M_1 \zeta_1}{2k} \right) e^{\frac{1}{2} \cosh \frac{\pi i M_2}{k}} \left( \prod_{r=1}^{M_2} \frac{1}{2 \cosh \frac{2 - 2\pi i M_2 \zeta_2}{2k}} \right) \]
with \( \sigma_{i,r} = \frac{M_i+1}{2} - r \). See appendix B for details. For \( k \in \mathbb{N} \), by using the following formula

\[
\prod_{r=1}^{n} \frac{2 \sinh \frac{x - 2\pi i \sigma_{i,r}}{2k}}{2 \cosh \frac{x + \pi i M_r}{2}} = \frac{i^{-n}}{\prod_{r=1}^{k-n} \frac{2 \sinh \frac{x + 2\pi i (k-n+1-r)}{2k}}{2 \cosh \frac{x + 2\pi i (k-n-r)}{2k}}}, \quad (0 \leq n \leq k)
\]

which can be obtained by the standard formula \( x^n - y^n = \prod_{j=1}^{n} \left( x - e^{2\pi i n} y \right) \), we can further rewrite \( \hat{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2) \) as

\[
\hat{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2) = e^{-\frac{i \zeta_1 x}{\pi}} \frac{1}{\prod_{r=1}^{k-M_1} 2 \cosh \frac{x + t_{\zeta_1,k-M_1,r}}{2k}} \frac{1}{\prod_{r=1}^{k-M_2} 2 \cosh \frac{x + t_{\zeta_1,k-M_2,r}}{2k}} e^{\frac{i \zeta_1 x}{\pi}} \frac{1}{\prod_{r=1}^{k-M_1} 2 \cosh \frac{x + t_{\zeta_2,k-M_1,r}}{2k}} \frac{1}{\prod_{r=1}^{k-M_2} 2 \cosh \frac{x + t_{\zeta_2,k-M_2,r}}{2k}} e^{-\frac{i \zeta_2 x}{\pi}},
\]

where we have defined \( t_{\zeta,n,r} \) as (B.3). By performing some similarity transformations we obtain

\[
\hat{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2) \sim \hat{\rho}' = \hat{\rho}_1 \hat{\rho}_2,
\]

with

\[
\hat{\rho}'_1 = \sqrt{A(\hat{x})} \frac{1}{2 \cosh \frac{\hat{p}}{2}} \sqrt{B(\hat{x})},
\]

\[
\hat{\rho}'_2 = \sqrt{B(\hat{x})} \frac{1}{2 \cosh \frac{\hat{p}}{2}} \sqrt{A(\hat{x})},
\]

\[
A(x) = \frac{e^{-\frac{i \zeta_1 x}{\pi}}}{\prod_{r=1}^{k-M_1} 2 \cosh \frac{x + t_{\zeta_1,k-M_1,r}}{2k}} \frac{1}{\prod_{r=1}^{k-M_2} 2 \cosh \frac{x + t_{\zeta_2,k-M_2,r}}{2k}} e^{\frac{i \zeta_1 x}{\pi}},
\]

\[
B(x) = \frac{e^{\frac{i \zeta_1 x}{\pi}}}{\prod_{r=1}^{k-M_1} 2 \cosh \frac{x + t_{\zeta_1,k-M_1,r}}{2k}} \frac{1}{\prod_{r=1}^{k-M_2} 2 \cosh \frac{x + t_{\zeta_2,k-M_2,r}}{2k}} e^{\frac{i \zeta_2 x}{\pi}}.
\]

The operator \( \hat{\rho}' \) has the following property:

\[
e^{\frac{\hat{p}}{\pi}} \hat{\rho}' - \hat{\rho}' e^{\frac{\hat{p}}{\pi}} = \sum_{a=1}^{2} \hat{C}_a |0\rangle \langle 0 | \hat{D}_a,
\]

with

\[
\hat{C}_1 = e^{\frac{\hat{p}}{\pi}} \sqrt{A(\hat{x})}, \quad \hat{C}_2 = -\hat{\rho}'_1 e^{\frac{\hat{p}}{\pi}} \sqrt{B(\hat{x})}, \quad \hat{D}_1 = \sqrt{B(\hat{x})} e^{\frac{\hat{p}}{\pi}} \hat{\rho}'_2, \quad \hat{D}_2 = \sqrt{A(\hat{x})} e^{\frac{\hat{p}}{\pi}}.
\]

Here we have defined the position eigenstates \( |x\rangle \) and the momentum eigenstates as (B.1), (B.2). From [4.33] we can show

\[
\text{tr} \left( \hat{\rho}' \right)^n = \frac{k}{2} \int_{-\infty}^{\infty} dx e^{-\frac{x^2}{2}} \sum_{\ell=0}^{n-1} \sum_{a=1}^{2} \left( \frac{d}{dx} \left( \langle x | (\hat{\rho}'_1 \hat{C}_a |0\rangle \langle 0 | \hat{D}_a (\hat{\rho}')^{n-1-\ell} |x\rangle \right) \right).
\]
\[
- \langle x | (\hat{\rho})^\ell \hat{C}_u | 0 \rangle \frac{d}{dx} \left( \langle 0 | \hat{D}_u (\hat{\rho})^{n-1-\ell} | x \rangle \right). \quad (4.35)
\]

If we define \( \phi_{a,\ell} (x) \) as
\[
\phi_{1,\ell} (x) = \frac{1}{\sqrt{A (x)e^{\frac{x}{\pi}}}} \langle x | (\hat{\rho})^\ell \sqrt{A (x)e^{\frac{x}{\pi}}} | 0 \rangle, \quad \phi_{2,\ell} (x) = \frac{1}{\sqrt{A (x)e^{\frac{x}{\pi}}}} \langle x | (\hat{\rho})^\ell (\hat{\rho}_1 \sqrt{B (x)e^{\frac{x}{\pi}}}) | 0 \rangle, \quad (4.36)
\]
we can write the matrix elements with insertions of \( \hat{C}_u \) as
\[
\langle x | (\hat{\rho})^\ell \hat{C}_u | 0 \rangle = \sqrt{A (x)e^{\frac{x}{\pi}}} \phi_{1,\ell} (x), \quad \langle x | (\hat{\rho})^\ell \hat{C}_2 | 0 \rangle = -\sqrt{A (x)e^{\frac{x}{\pi}}} \phi_{2,\ell} (x). \quad (4.37)
\]
By using the fact that \( \langle x | \hat{\rho}_1 | y \rangle = \langle y | \hat{\rho}_2 | x \rangle \) and \( \langle x | \hat{\rho} | y \rangle = \langle y | \hat{\rho} | x \rangle \) we can also write the matrix elements with \( \hat{D}_u \) in terms of \( \phi_{a,\ell} (x) \), namely:
\[
\langle 0 | \hat{D}_1 (\hat{\rho})^\ell | x \rangle = \sqrt{A (x)e^{\frac{x}{\pi}}} \phi_{2,\ell} (x), \quad \langle 0 | \hat{D}_2 (\hat{\rho})^\ell | x \rangle = \sqrt{A (x)e^{\frac{x}{\pi}}} \phi_{1,\ell} (x). \quad (4.38)
\]
By using (4.37) and (4.38) we can rewrite (4.35) as
\[
\text{tr} (\hat{\rho})^\ell = k \int_{-\infty}^{\infty} \frac{dx}{2\pi} \frac{1}{A (x)} \sum_{n=0}^{n-1} \left( \frac{d\phi_{1,\ell} (x)}{dx} \phi_{2,n-1-\ell} (x) - \phi_{1,\ell} (x) \frac{d\phi_{2,n-1-\ell} (x)}{dx} \right). \quad (4.39)
\]
Note that \( \phi_{i,\ell} (x) \) can be calculated recursively as
\[
\phi_{1,0} (x) = \frac{1}{\sqrt{k}}, \quad \phi_{2,0} (x) = \frac{1}{k} \int_{-\infty}^{\infty} \frac{dy}{2\pi} \frac{e^y}{e^y + e^{\frac{y}{\pi}}} B (y) \frac{1}{\sqrt{k}}, \quad (4.40)
\]
\[
\tilde{\phi}_{i,\ell} (x) = \frac{1}{k} \int_{-\infty}^{\infty} \frac{dy}{2\pi} \frac{e^y}{e^y + e^{\frac{y}{\pi}}} A (y) \phi_{i,\ell} (y), \quad (4.41)
\]
\[
\phi_{i,\ell+1} (x) = \frac{1}{k} \int_{-\infty}^{\infty} \frac{dy}{2\pi} \frac{e^y}{e^y + e^{\frac{y}{\pi}}} B (y) \tilde{\phi}_{i,\ell} (y). \quad (4.42)
\]
If we further assume \( M_1 + M_2 + 2i\zeta_1 \in \mathbb{Z} \), we can apply the same technique as in [61] to evaluate these integrals. First we introduce a new variable \( u = e^{\frac{x}{\pi}} \), to rewrite \( A (x) \) and \( B (x) \) as
\[
A (u) = e^{-\frac{\pi \zeta_2 (k-M_2)}{k}} \prod_{r=1}^{k-M_1} \left( u^2 + e^{-\frac{1}{k}l_{0,k-M_1,r}} \right) \prod_{r=1}^{M_2} \left( u^2 + e^{-\frac{1}{k}l_{2,2,M_2,r}} \right), \quad (4.43)
\]
\[
B (u) = e^{-\frac{\pi \zeta_2 M_2}{k}} \prod_{r=1}^{M_1} \left( u^2 + e^{-\frac{1}{k}l_{0,M_1,r}} \right) \prod_{r=1}^{M_2} \left( u^2 + e^{-\frac{1}{k}l_{2,2,M_2,r}} \right), \quad (4.44)
\]
where \( q = M_1 + M_2 + 2i\zeta_1 \). The integration of \( \phi_{2,0} (x) \) can be evaluated as [61]
\[
\phi_{2,0} (u) = \frac{1}{\pi} e^{-\frac{\pi \zeta_2 M_2}{k}} \int_0^\infty du \frac{1}{u^2 + v^2} \prod_{r=1}^{M-1} \left( u^2 + e^{-\frac{1}{k}l_{0,M_1,r}} \right) \prod_{r=1}^{M} \left( u^2 + e^{-\frac{1}{k}l_{2,2,M_2,r}} \right) \frac{1}{\sqrt{k}}
\]
\[
= \frac{1}{\pi} e^{-\frac{\pi \zeta_2 M_2}{k}} (-2\pi i) \sum_{u \in \mathbb{C}, Re > 0} \text{Res} \left[ \frac{1}{u^2 + v^2} \prod_{r=1}^{M-1} \left( u^2 + e^{-\frac{1}{k}l_{0,M_1,r}} \right) \prod_{r=1}^{M} \left( u^2 + e^{-\frac{1}{k}l_{2,2,M_2,r}} \right) \right] \quad (4.45)
\]
Here \( \log^{(+)} u \) is the logarithm with the branch cut chosen as \( u \in \mathbb{R}_{\geq 0} \), and \( B_j(x) \) are the Bernoulli polynomials. The poles \( w \) contributing to \( \phi_{2,0}(u) \) can be listed explicitly as

\[
\begin{align*}
w &= \begin{cases} 
\pm iu & (r = 1, 2, \ldots, M_1) \\
\pm i e^{-\frac{\pi t_0, M_1}{k}} & (r = 1, 2, \ldots, M_1) \\
\pm i e^{-\frac{\pi t_{2,k-M_2}}{k}} & (r = 1, 2, \ldots, M_2) 
\end{cases}
\end{align*}
\] (4.47)

In the same way the recursion relations of \( \phi_{i,\ell} \) can be rewritten as

\[
\phi_{i,\ell}(u) = \sum_{j \geq 0} \phi_{i,\ell}^{(j)}(u) (\log u)^j,
\]

\[
\tilde{\phi}_{i,\ell}(u) = \frac{1}{\pi} e^{-\frac{\pi \zeta_{2, k-M_2}}{k}} \sum_{j \geq 0} \left(-\frac{(2\pi i)^{j+1}}{j+1}\right) \sum_{w \in \mathbb{C}\setminus \mathbb{R}_{\geq 0}} \text{Res} \left[ \frac{1}{u^2 + v^2} \prod_{r=1}^{k-M_1} \left(v^2 + e^{-\frac{1}{k} \theta_{0, k-M_1}}\right) \prod_{r=1}^{k-M_2} \left(v^2 + e^{-\frac{1}{k} \theta_{2,k-M_2}}\right) \right.
\]

\[
\times \left. B_{j+1} \left( \frac{\log^{(+)} v}{2\pi i} \right), v \to w \right],
\]

\[
\tilde{\phi}_{i,\ell}(u) = \sum_{j \geq 0} \tilde{\phi}_{i,\ell}^{(j)}(u) (\log u)^j,
\]

\[
\phi_{i,\ell+1}(u) = \frac{1}{\pi} e^{-\frac{\pi \zeta_{2, k}}{k}} \sum_{j \geq 0} \left(-\frac{(2\pi i)^{j+1}}{j+1}\right) \sum_{w \in \mathbb{C}\setminus \mathbb{R}_{\geq 0}} \text{Res} \left[ \frac{1}{u^2 + v^2} \prod_{r=1}^{k-M_1} \left(v^2 + e^{-\frac{1}{k} \theta_{0, k-M_1}}\right) \prod_{r=1}^{k-M_2} \left(v^2 + e^{-\frac{1}{k} \theta_{2,k-M_2}}\right) \right.
\]

\[
\times \left. B_{j+1} \left( \frac{\log^{(+)} v}{2\pi i} \right), v \to w \right],
\]

where the poles contributing in (4.49) are

\[
w = \begin{cases} 
\pm iu & (r = 1, 2, \ldots, k-M_1) \\
\pm i e^{-\frac{\pi t_{0, k-M_1}}{k}} & (r = 1, 2, \ldots, k-M_1) \\
\pm i e^{-\frac{\pi t_{2,k-M_2}}{k}} & (r = 1, 2, \ldots, k-M_2) \\
\text{poles of } \phi_{i,\ell}^{(j)}(w)
\end{cases}
\] (4.52)

\[\text{We can also choose } B_j(x) \text{ as any polynomials satisfying}
\]

\[
B_{j+1}(x+1) - B_{j+1}(x) = (j+1)x^j.
\] (4.46)
and the poles contributing in \((4.51)\) are

\[
w = \left\{ \begin{array}{l}
\pm iu \\
\pm ie^{-\frac{1}{2}\pi l_0, M_1}r, \quad (r = 1, 2, \ldots, M_1) \\
\pm ie^{-\frac{1}{2}\pi \kappa_2, M_2}r, \quad (r = 1, 2, \ldots, M_2)
\end{array} \right. \\
\text{poles of } \tilde{\phi}_{i, \ell} (w)
\]

(4.53)

We can show by induction that the poles of \(\phi_{i, \ell}\) and \(\tilde{\phi}_{i, \ell}\) satisfy the following inclusions

\[
\{ \text{poles of } \phi_{i, \ell} (u) \}
\subset \left\{ \pm e^{-\frac{1}{2}\pi l_0, M_1}r \right\}_{r=1}^{M_1} \cup \left\{ \pm e^{-\frac{1}{2}\pi \kappa_2, M_2}r \right\}_{r=1}^{M_2} \cup \left\{ \pm ie^{-\frac{1}{2}\pi l_0, k-M_1}r \right\}_{r=1}^{k-M_1} \cup \left\{ \pm ie^{-\frac{1}{2}\pi \kappa_2, k-M_2}r \right\}_{r=1}^{k-M_2},
\]

(4.54)

\[
\{ \text{poles of } \tilde{\phi}_{i, \ell} (u) \}
\subset \left\{ \pm e^{-\frac{1}{2}\pi l_0, M_1}r \right\}_{r=1}^{M_1} \cup \left\{ \pm e^{-\frac{1}{2}\pi \kappa_2, M_2}r \right\}_{r=1}^{M_2} \cup \left\{ \pm e^{-\frac{1}{2}\pi l_0, k-M_1}r \right\}_{r=1}^{k-M_1} \cup \left\{ \pm e^{-\frac{1}{2}\pi \kappa_2, k-M_2}r \right\}_{r=1}^{k-M_2},
\]

(4.55)

for both \(i = 1, 2\) and any \(\ell \geq 0\). Once we obtain \(\{\phi_{i, \ell}\}_{\ell=0}^{n-1}\), we can calculate \(\text{tr} (\hat{\rho}^n)\) as

\[
\sum_{\ell=0}^{n-1} \left( \frac{d\phi_{1, \ell}}{du} \phi_{2, n-1-\ell} - \phi_{1, \ell} \frac{d\phi_{2, n-1-\ell}}{du} \right) = \sum_{j \geq 0} \psi_{n}^{(j)} (u) (\log u)^j,
\]

\[
\text{tr} (\hat{\rho}^n) = \frac{k}{2\pi} e^{-\frac{\pi \kappa_2 (k-M_2)}{2}} \sum_{j \geq 0} \left( -\frac{(2\pi i)^{j+1}}{j+1} \right) \sum_{u \in C \setminus R \geq 0} \text{Res} \left[ u^{2k-q} \prod_{r=1}^{k-M_1} \left( u^2 + e^{-\frac{1}{2}\pi l_0, k-M_1}r \right) \prod_{r=1}^{k-M_2} \left( u^2 + e^{-\frac{1}{2}\pi \kappa_2, k-M_2}r \right) \psi_{n}^{(j)} (u) B_{j+1} \left( \frac{\log^{(+)u}}{2\pi i} \right), u \to w \right] .
\]

(4.56)

Here the poles \(w\) contributing to \(\text{tr} (\hat{\rho}^n)\) are the ones in the set \(\{ \text{poles of } \phi_{i, \ell} (w) \}\) listed in \((4.54)\). By using these results, we are able to perform the checks of the bilinear and quartic equations for the \(\tau\)-functions at higher order that we list in Table [1].

5 Coalescence limits: matrix models and quantum curves

The \(q\)-Painlevé equations were classified by their symmetry type in [11], where their coalescence patterns are also discussed. In particular we are interested in the following one concerning \(q\)-Painlevé

VI equation

\[
\text{VI} \to V \to \text{III}_1 \to \text{III}_2 \to \text{III}_3.
\]

(5.1)
Table 1: The list of \((k, M_1, M_2, \zeta_1)\) for which we have checked that bilinear equations (3.41), (3.42), (3.43), (3.44), (3.45), and the quartic equation (3.46) for the Fredholm determinant hold. Each number in the table means that we have confirmed the bilinear/quartic equation at least up to a possible \(O(\kappa^{#+1})\) correction. Blank cells stand for the cases where we could not check the equations beyond the first order in \(\kappa\) (we could check some of them with fixed values of \(\zeta_2\) to higher order in \(\kappa\)).
The q-Painlevé III\textsubscript{3} equation, which is the end point of the above coalescence diagram, is related to the ABJM theory \cite{10}. In this section, we study the above coalescence limits in terms of the matrix model and the quantum curve. The degeneration pattern of the quantum curves matches the one in \eqref{5.1}. Since the coalescence limit is similar at all the steps, we study in detail the first one and omit the details for the others.

The coalescence can be seen as a degeneration of the tau function. In \eqref{3.23}, we saw the relation between the q-Painlevé VI tau function and the grand partition function of the quiver superconformal Chern-Simons matter theory displayed in Fig.1. In \eqref{3.23} we normalized the grand partition function as

\[ Z_k(N; M_1, M_2, M, \zeta_1, \zeta_2) = \frac{Z_k(N; M_1, M_2, M, \zeta_1, \zeta_2)}{e^{\Theta_k(M_1, M_2, M, \zeta_1, \zeta_2)}} Z^{(CS)}(M_1) Z^{(CS)}_k(M_2) \]

\[ = \frac{1}{N!(N + M)!} \int_{-\infty}^{\infty} \prod_{n=1}^{N} d\mu_n \prod_{n=1}^{N+M} d\nu_n \frac{N}{2\pi} \det \begin{pmatrix} \left\langle \mu_n \right| \tilde{D}_1^{VI} \left| \nu_n \right\rangle \right\rangle_{m,n}^{N \times (N+M)} \\
\left\langle \left\langle t_0, 0, r \right| \tilde{D}_1^{VI} \left| \nu_n \right\rangle \right\rangle_{r,n}^{M \times (N+M)} \end{pmatrix} \]

\[ \times \det \begin{pmatrix} \left\langle \mu_m \right| \tilde{D}_2^{VI} \left| \mu_n \right\rangle \right\rangle_{(N+M) \times N} \\
\left\langle \left\langle \nu_m \right| \tilde{D}_2 \left| \nu_n \right\rangle \right\rangle_{m,n}^{(N+M) \times M} \end{pmatrix}, \]

where we used \eqref{B.27}. Notice that the integrand of \( Z^{VI}_k \) can also be written explicitly as

\[ Z^{VI}_k(N; M_1, M_2, M, \zeta_1, \zeta_2) = \frac{1}{N!(N + M)!} \int_{-\infty}^{\infty} \prod_{n=1}^{N} d\mu_n \prod_{n=1}^{N+M} d\nu_n \frac{N}{2\pi} \left( \prod_{n=1}^{N+M} e^{\frac{i}{k} + \frac{2k}{2k} - \frac{M_1 + M_2}{2k}} \right) \]

\[ \times \prod_{n=1}^{N+M} \left( e^{\frac{i}{k} + \frac{2k}{2k} - \frac{M_1 + M_2}{2k}} \right) \nu_n \left( \frac{\nu_n}{2\pi} + \frac{1}{2} \right) \Phi_b \left( \frac{\nu_n}{2\pi b} + \frac{1}{2} \right) \Phi_b \left( \frac{\nu_n}{2\pi b} - \frac{1}{2} \right) \Phi_b \left( \frac{\nu_n}{2\pi b} + \frac{1}{2} \right) \Phi_b \left( \frac{\nu_n}{2\pi b} - \frac{1}{2} \right) \]

\[ \times \left( \prod_{m<n}^{N+M} 2 \sinh \frac{\nu_m - \nu_n}{2k} \prod_{n=1}^{N+M} \frac{2 \sinh \frac{\nu_n - \nu_m}{2k}}{2 \cosh \frac{\nu_m - \nu_n}{2k}} \right)^2. \]

The normalization factor in the first line of \eqref{5.2} is the prefactor appearing in \eqref{B.27} and is independent of \( N \). This normalization factor provides a result consistent with the known result in \cite{10} at the end of the coalescence, as we will comment later. Note that this definition does not contradict our previous analysis since for \( M = 0 \) the two normalization factors coincide (see \eqref{B.35}).

For clarity, we will study the coalescence limit by treating at the same time the matrix model and the quantum curve. In such a way we can provide the relation between them while flowing along the coalescence. For this purpose, we first clarify the relation between the matrix model and the quantum
Figure 3: The asymptotic behavior of $(\hat{\rho}_k^\text{VI})^{-1}$, or equivalently (3.11). This figure can be regarded as the five-brane web diagram of the 5d $\mathcal{N} = 1$ SU(2) gauge theory with $N_f = 4$ in Fig. 2.

curve for q-Painlevé VI. The conjecture (3.11) implies that

\[
Z_k^\text{VI}(N; M_1, M_2, M, \zeta_1, \zeta_2) = Z_k^\text{VI}(0; M_1, M_2, M, \zeta_1, \zeta_2) \frac{1}{N!} \int_{-\infty}^{\infty} \prod_{n=1}^{N} \frac{d\mu_n}{2\pi} \det \left( \left[ \left( \frac{m}{\mu_n} \right) \hat{\rho}_k^\text{VI}(M_1, M_2, M, \zeta_1, \zeta_2) \right]_{m,n} \right)^{N \times N},
\]

where $\hat{\rho}_k^\text{VI}$ is the conjectural form of the inverse of $\hat{\rho}_k^{-1}$ in (3.11). This is our starting point of the section.

The consistent ways to take the limit of the parameters in each step of the coalescence (5.1) can be pictorially described through the toric diagram. Indeed, by Painlevé/gauge theory correspondence [3] we know that each step of the coalescence corresponds to the decoupling limit of a fundamental hypermultiplet in the five dimensional $\mathcal{N} = 1$ gauge theory. Since the mass parameters are encoded in the Seiberg-Witten curve, which we identify with the positions of the asymptotic regions at $x, p = \pm \infty$, i.e. the external legs in Fig. 2 (see also Fig. 3), the mass decoupling limit corresponds to sending one pair of horizontal and vertical legs to infinity (or to zero) while keeping the other legs fixed.

The first coalescence from q-Painlevé VI to q-Painlevé V is realized by sending the bottom-left pair of external legs to zero. This can be achieved by introducing the following new parameters

\[iM_2 = iM'_2 + 2\Lambda, \quad \zeta_1 = \zeta'_1 - \Lambda, \quad \zeta_2 = \Lambda,\]

and taking the limit $\Lambda \to \infty$ while keeping the other parameters fixed, and at the same time shifting $\hat{p}$ as $\hat{p} \to \hat{p} + 2\pi\zeta_2$ so that the locations of the other external legs in (3.13)-(3.16) are kept finite:

\[
\begin{align*}
\hat{m}_1^\text{VI} &= -e^{\pi i(M_2-M)} \quad & \rightarrow \quad \hat{m}_1^\text{V} &= e^{-2\pi \Lambda} \hat{m}_1^\text{VI} = -e^{\pi i(M'_2-M)}, \\
\hat{m}_2^\text{VI} &= -e^{\pi i(-M_1+)+2\pi \zeta_1} \quad & \rightarrow \quad \hat{m}_2^\text{V} &= e^{-2\pi \Lambda} \hat{m}_2^\text{VI} = -e^{\pi i(-M_1+M)-2\pi \zeta'_1}, \\
\hat{m}_3^\text{VI} &= -e^{\pi i(M_1-M)-2\pi \zeta_1} \quad & \rightarrow \quad \hat{m}_3^\text{V} &= e^{-2\pi \Lambda} \hat{m}_3^\text{VI} = -e^{\pi i(M_1-M)-2\pi \zeta'_1}, \\
\hat{m}_4^\text{VI} &= -e^{\pi i(-M_2+M)} \quad & \rightarrow \quad \hat{m}_4^\text{V} &= e^{-2\pi \Lambda} \hat{m}_4^\text{VI} = -e^{\pi i(-M'_2+M)-4\pi \Lambda} = 0, \\
\hat{t}_1^\text{VI} &= -e^{\pi iM_2-2\pi \zeta_2-\pi ik} \quad & \rightarrow \quad \hat{t}_1^\text{V} &= \hat{t}_1^\text{VI} = -e^{\pi iM'_2-\pi ik}, \\
\hat{t}_2^\text{VI} &= -e^{\pi iM_1-\pi ik} \quad & \rightarrow \quad \hat{t}_2^\text{V} &= \hat{t}_2^\text{VI} = -e^{\pi iM_1-\pi ik},
\end{align*}
\]
Figure 4: The asymptotic behavior of (5.14). This figure can be regarded as the five-brane web diagram of the 5d \( N = 1 \) SU (2) gauge theory with \( N_f = 3 \). This diagram is the degeneration of the diagram in Fig [3]

\[
\begin{align*}
\bar{\tau}_3 &= -e^{-\pi i M_1 + \pi i k} \quad \rightarrow \quad \bar{\tau}_3^{\prime} = \bar{\tau}_3^{VI} = -e^{-\pi i M_1 + \pi i k}, \\
\bar{\tau}_4 &= -e^{-\pi i M_2 - 2\pi \zeta_2 + \pi i k} \quad \rightarrow \quad \bar{\tau}_4^{\prime} = \bar{\tau}_4^{VI} = -e^{-\pi i M_2 + \pi i k - 4\pi \Lambda} = 0.
\end{align*}
\]

See Fig [4]

Note that the ratio \( \ell_4 = \frac{\bar{\tau}_4}{\bar{\tau}_4^{\prime}} \) transforms as

\[
(\hat{\rho}_k^{VI}(M_1, M_2, M, \zeta_1, \zeta_2))^{-1} \quad \rightarrow \quad (\hat{\rho}_k^{VI}(M_1, M_2, M, \zeta_1, \zeta_2))^{-1} = \lim_{\Lambda \to \infty} e^{-\pi i \zeta_2} (\hat{\rho}_k^{VI}(M_1, M_2, M, \zeta_1, \zeta_2))^{-1} |\bar{p} \to \bar{p} + 2\pi \zeta_2

= \lim_{\Lambda \to \infty} \left[ e^{\frac{\pi i (M_1 + M_2)}{2}} + \pi i e^{-2\bar{p}} + e^{rac{\pi i (M_1 - M_2)}{2} + \pi i \zeta_1 - 4\pi \Lambda + \pi i \zeta_2} e^{-\bar{p}} + E \right]

where \( E \) is given by (3.12) and \( E' \) is given by

\[
E' = e^{\frac{\pi i (M_2 + M_2)}{2}} - \pi i e^{-\bar{p}} + e^{rac{\pi i (M_1 - M_2)}{2} + \pi i \zeta_1 + \pi i a_1 M + \pi i a_2 M + \pi i a_3 M - \pi i \zeta_2}
\]

Here we have rescaled \( (\hat{\rho}_k^{VI})^{-1} \) by a factor \( e^{\pi i \zeta_2} \) so that the coefficients of limiting curve remain finite. The resulting operator \( (\hat{\rho}_k^{VI})^{-1} \) can be regarded as the quantum mirror curve of \( q \)-Painlevé V.

---

\[10\] In terms of the grand partition function, which appears in the right hand side of (3.23), this operation corresponds to rescale \( \kappa \) as \( e^{\pi i \zeta_2} \).
We now consider the same limit for the matrix model (5.2), or equivalently the left-hand side of the conjecture (5.4). First, corresponding to the shift $\hat{p} \to \hat{p} + 2\pi \zeta_2$ in the quantum curve we perform the following similarity transformation

$$|\mu\rangle \langle \mu| \to e^{i\frac{\zeta_2}{\kappa} \hat{x}} |\mu\rangle \langle \mu| e^{-i\frac{\zeta_2}{\kappa} \hat{x}}, \quad |\nu\rangle \langle \nu| \to e^{i\frac{\zeta_2}{\kappa} \hat{x}} |\nu\rangle \langle \nu| e^{-i\frac{\zeta_2}{\kappa} \hat{x}}. \quad (5.16)$$

Corresponding to the overall rescaling of $\hat{\rho}_k^{-1}$ by $e^{-\pi \zeta_2}$ we also multiply both sides of (5.4) by $e^{\pi \zeta_2 N}$. This changes $\tilde{D}^Y_{21}$ to $e^{\pi \zeta_2} \tilde{D}^Y_{11}$. All in all, $\tilde{D}^V_{11}$ and $\tilde{D}^V_{12}$ are changed into

$$e^{-i\zeta_2 \hat{x}} \tilde{D}^V_{11} e^{i\zeta_2 \hat{x}}=e^{-i\frac{\zeta_2}{\kappa} \hat{x}} e^{-\frac{\kappa}{2\pi} \hat{x}} \Phi_b \left( \frac{\hat{x}}{2\pi b} - \frac{iM_1}{2b} + \frac{i}{2} b \right) \frac{1}{2 \cosh \frac{\hat{p} - i\pi M}{2}} e^{i\frac{\zeta_2}{\kappa} \hat{x}} e^{\frac{\kappa}{2\pi} \hat{x}} \Phi_b \left( \frac{\hat{x}}{2\pi b} - \frac{iM_1}{2b} \right), \quad (5.17)$$

$$\tilde{D}^V_{11} e^{i\zeta_2 \hat{x}}=e^{i\frac{\zeta_2}{\kappa} \hat{x}} e^{\frac{\kappa}{2\pi} \hat{x}} \Phi_b \left( \frac{\hat{x}}{2\pi b} + \frac{iM_1}{2b} \right) \frac{1}{2 \cosh \frac{\hat{p} + i\pi M}{2}} e^{-i\frac{\zeta_2}{\kappa} \hat{x}} e^{-\frac{\kappa}{2\pi} \hat{x}} \Phi_b \left( \frac{\hat{x}}{2\pi b} - \frac{iM_1}{2b} \right), \quad (5.18)$$

$$e^{\pi \zeta_2 e^{-i\frac{\zeta_2}{\kappa} \hat{x}}} \tilde{D}^V_{12} e^{i\zeta_2 \hat{x}}=e^{2\pi\Lambda} e^{-\frac{\kappa}{2\pi} \hat{x}} \Phi_b \left( \frac{\hat{x}}{2\pi b} + \frac{iM_1 + i\Lambda}{2b} \right) \frac{1}{2 \cosh \frac{\hat{p} + i\pi M}{2}} e^{-\pi \zeta_2 e^{-i\frac{\zeta_2}{\kappa} \hat{x}}} \Phi_b \left( \frac{\hat{x}}{2\pi b} - \frac{iM_1}{2b} \right), \quad (5.19)$$

$$e^{i\zeta_2 \hat{x}} \tilde{D}^V_{21}=e^{2\pi \Lambda (M_2 - 2i\Lambda)} e^{-\frac{\kappa}{2\pi} \hat{x}} \Phi_b \left( \frac{\hat{x}}{2\pi b} + \frac{iM_1 + i\Lambda}{2b} \right) \frac{1}{2 \cosh \frac{\hat{p} + i\pi M}{2}} e^{-i\zeta_2 \hat{x}} \Phi_b \left( \frac{\hat{x}}{2\pi b} - \frac{iM_1}{2b} \right), \quad (5.20)$$

where we used the new parameterization (5.5) for the right hand side. In this expression, we can take the $\Lambda \to \infty$ limit. In this limit, the quantum dilogarithm function behaves as $|A|!$. In the third line, the factors depending on $\Lambda$ and the divergent part of the asymptotic value of the quantum dilogarithm cancel out. On the other hand, in the fourth line, an overall factor

$$e^{\frac{i\pi M}{4k} \left( (iM_2 + 2\Lambda)^2 + 4\Lambda^2 \right) + \frac{i\pi M}{4} (k+1)} \quad (5.21)$$

appears. However, the same factor also appears in the right hand side of (5.4) since this factor is independent of $N$. Therefore, we can get rid of it when we take the limit:

$$\lim_{\Lambda \to \infty} e^{-\frac{\pi M}{4k} \left( (iM_2 + 2\Lambda)^2 + 4\Lambda^2 \right) - \frac{\pi M}{12} (k+1)} e^{\pi \zeta_2 N} Z^{VI}_{k} (N; M_1, M_2, M, \zeta_1, \zeta_2) = Z^{Y}_{k} (N; M_1, M_2, M, \zeta_1), \quad (5.22)$$

where we defined

$$Z^{Y}_{k} (N; M_1, M_2, M, \zeta_1) = \frac{1}{N! (N + M)!} \int_{-\infty}^{\infty} \prod_{n=1}^{N} \frac{d\mu_n}{2\pi} \prod_{n=1}^{N+M} \frac{d\nu_n}{2\pi} \det \left( \left[ \langle \mu_m | \hat{D}^Y_{11} | \nu_n \rangle \right]_{m,n}^{N \times (N+M)} \right) \left[ \langle \langle \mu_m | \hat{D}^Y_{11} | \nu_n \rangle \rangle \right]_{r,n}^{M \times (N+M)}$$
\[ \times \det \left( \left[ \langle \nu_m \mid \hat{D}^N_2 \rangle_{m,n} \right]_{(N+M) \times N} \left[ \langle \nu_m \mid \hat{d}_2 \rangle_{m,r} - t_{0,M,r} \right] \right)_{(N+M) \times M} \right), \]

(5.23)

with \( \hat{D}^N_1 \) and \( \hat{d}_1^N \) defined as

\[ \hat{D}^N_1 = e^{\frac{i \xi}{N} - \frac{2M_2}{2k} \hat{D}} \Phi_b \left( \frac{\hat{D}}{2 \pi b} + \frac{i \Delta M}{2b} + \frac{i}{2} b \right) \frac{1}{2 \cosh \frac{p + i \pi M}{2} + \frac{i}{2} b}, \]

(5.24)

\[ \hat{d}_1^N = e^{\frac{i \xi}{N} - \frac{2M_2}{2k} \hat{D}} \Phi_b \left( \frac{\hat{D}}{2 \pi b} + \frac{i \Delta M}{2b} - \frac{i}{2} b \right), \]

(5.25)

\[ \hat{D}^N_2 = e^{\frac{i \xi}{N} - \frac{2M_2}{2k} \hat{D}} \Phi_b \left( \frac{\hat{D}}{2 \pi b} - \frac{i \Delta M}{2b} + \frac{i}{2} b \right) \frac{1}{2 \cosh \frac{p + i \pi M}{2} + \frac{i}{2} b}, \]

(5.26)

The grand partition function associated to \( Z^N_k \) is expected to be the matrix model representation of the \( q \)-Painlevé V tau function. We remark that, as was the case for \( Z^V_k \) (5.3), \( Z^N_k \) can also be expressed without using the operator formalism by using (B.10) and (B.7) as

\[ Z^N_k \left( N; M_1, M_2', M, \zeta_1' \right) = \frac{e^{i \pi N - \frac{i \pi N M'_2 N}{2}}}{N! (N + M)!} \int_{-\infty}^{\infty} d\mu_n \prod_{n=1}^{N} \frac{d\nu_n}{2 \pi k} \prod_{n=1}^{N+M} \frac{d\nu_n}{2 \pi k} \]

\[ \times \prod_{n=1}^{N} e^{\left( \frac{i \xi}{N} - \frac{2M_1}{2k} \right) \mu_n - \frac{i}{2 \pi k} \pi \nu_n} \Phi_b \left( \frac{\mu_n}{2 \pi b} - \frac{i \Delta M}{2b} + \frac{i}{2} b \right) \Phi_b \left( \frac{\mu_n}{2 \pi b} + \frac{i \Delta M}{2b} - \frac{i}{2} b \right) \]

\[ \times \prod_{n=1}^{N+M} e^{\left( \frac{i \xi}{N} + \frac{2M_1}{2k} \right) \nu_n + \frac{i}{2 \pi k} \pi \nu_n} \Phi_b \left( \frac{\nu_n}{2 \pi b} - \frac{i \Delta M}{2b} \right) \Phi_b \left( \frac{\nu_n}{2 \pi b} + \frac{i \Delta M}{2b} \right) \]

\[ \times \left( \prod_{m<n} \frac{2 \sinh \frac{\mu_m - \mu_n}{2k} \pi M + 2 \sinh \frac{\nu_m - \nu_n}{2k} \pi M}{2 \cosh \frac{\mu_m - \mu_n}{2k} \pi M + 2 \cosh \frac{\nu_m - \nu_n}{2k} \pi M} \right)^2. \]

(5.27)

Combining (5.4), (5.14) and (5.22), we find that the coalescence limit \( VI \to V \) (5.5) reduces the conjecture (5.4) into the following

\[ Z^N_k \left( N; M_1, M_2', M, \zeta_1' \right) = Z^V_k \left( 0; M_1, M_2', M, \zeta_1' \right) \frac{1}{N!} \int_{-\infty}^{\infty} d\mu_n \det \left( \left[ \langle \mu_m \mid \hat{\rho}^N_k \left( M_1, M_2', M, \zeta_1' \right) \mid \mu_n \rangle \right]_{m,n}^{N \times N} \right). \]

(5.28)

To implement the remaining steps of the coalescence, we can simply repeat the same procedure. First, we consider the coalescence from \( q \)-Painlevé V to \( q \)-Painlevé III, where we send the top-right legs to infinity. This is achieved by taking

\[ iM_2' \to \infty, \]

(5.29)
under which the positions of the external legs become

\[
\begin{align*}
\tilde{m}_1 &= -e^{-\pi i M + \pi i M'} = \infty, \quad \tilde{m}_2 = -e^{\pi i (-M_1 + M) - 2\pi \zeta_1'}, \quad \tilde{m}_3 = -e^{\pi i (M_1 - M) - 2\pi \zeta_1'}, \\
\tilde{t}_1 &= -e^{-\pi k + \pi i M'} = \infty, \quad \tilde{t}_2 = -e^{\pi i M_1 - \pi k}, \quad \tilde{t}_3 = -e^{-\pi i M_1 + \pi k}, \\
\ell_4 &= \frac{\tilde{m}_4}{\tilde{t}_4} = e^{\pi i M - \pi k},
\end{align*}
\]

with \( \ell_4 = \tilde{m}_1 \tilde{t}_1^{-1} = e^{-\pi i M + \pi k} \) finite; see Fig.5.

The quantum curve, with an appropriate overall rescaling, becomes

\[
\lim_{iM_2' \to \infty} e^{-\frac{i}{2} \pi M_2'} (\hat{\rho}_k^V (M_1, M_2', M, \zeta_1'))^{-1} = (\hat{\rho}_k^{III_1} (M_1, M, \zeta_1'))^{-1},
\]

where we defined

\[
\hat{\rho}_k^{III_1} (M_1, M, \zeta_1') = e^{-\frac{\pi M_1}{2} + \pi \zeta_1'} e^{-\tilde{\varphi}} + \frac{e^{\pi M_1}{2} + \pi \zeta_1' - \pi k}{e^{-\tilde{\varphi}} + e^{-\pi M_1}{2} - \pi \zeta_1' e^{-\tilde{\varphi}} + e^{\pi M_1}{2} - \pi \zeta_1' e^{-\tilde{\varphi}} - \pi k}.
\]

This operator can be regarded as the mirror curve corresponding to \( q \)-Painlevé III. Correspondingly, on the matrix model side we first multiply by an overall factor \( e^{\frac{i}{2} \pi M_2' N} \) and then take the \( iM_2' \to \infty \) limit, to obtain

\[
\lim_{iM_2' \to \infty} e^{\frac{i}{2} \pi M_2' N} Z^V_k (N; M_1, M_2', M, \zeta_1') = Z^{III_1}_k (N; M_1, M, \zeta_1'),
\]

where we defined

\[
Z^{III_1}_k (N; M_1, M, \zeta_1') = \frac{1}{N! (N + M)!} \int_{-\infty}^{\infty} \prod_{n=1}^{N} \frac{d \mu_n}{2\pi} \prod_{m=1}^{N+M} \frac{d \nu_n}{2\pi} \det \left( \begin{bmatrix} \tilde{D}_1^{III_1} | \mu_n \end{bmatrix}_{m \times (N+M)} \right) \]
× det \left( \left[ \begin{array}{c|c} e^{i \frac{\pi}{4} k \epsilon} & e^{i \frac{\pi}{4} k \epsilon^2} \\ \hline \end{array} \right] \begin{array}{c} \varepsilon_m \\ \hline \end{array} \right) \begin{array}{c} e^{-i \frac{\pi}{4} k \epsilon^2} \\ \hline \end{array} \right) \begin{array}{c} \mu_n \\ \hline \end{array} \right] \right)_{(N+M) \times N} \left( \left[ \begin{array}{c|c} e^{i \frac{\pi}{4} k \epsilon} & e^{i \frac{\pi}{4} k \epsilon^2} \\ \hline \end{array} \right] \begin{array}{c} \varepsilon_m \\ \hline \end{array} \right) \begin{array}{c} e^{-i \frac{\pi}{4} k \epsilon^2} \\ \hline \end{array} \right) \begin{array}{c} \mu_n \\ \hline \end{array} \right] \right)_{(N+M) \times M}.

(5.36)

In this limit, \( \hat{D}_1 \) and \( \hat{d}_1 \) are not affected:

\[
\hat{D}_1^{III} = \hat{D}_1^V, \quad \hat{d}_1^{III} = \hat{d}_1^V.
\]

(5.37)

\( Z_k^{III} \) can be regarded as the matrix model corresponding to \( q \)-Painlevé III. Again we can also write the integrand of \( Z_k^{III} \) in the product form:

\[
Z_k^{III}(N; M_1, M, \zeta_1') = e^{\frac{i \pi N k}{N! (N + M)!}} \int_{-\infty}^{\infty} \prod_{n=1}^{N+M} \frac{d \mu_n}{2 \pi k} \prod_{n=1}^{N} \frac{d \nu_n}{2 \pi k} e^{\left( -\frac{i \nu_n}{2} + \frac{k-M_1}{2k} \right) \nu_n - \frac{i \nu_n \mu_n}{2 \pi^2} \Phi_b \left( \frac{\mu_n}{2 \pi^2} - \frac{i M_1}{2 \pi^2} + \frac{i}{2} \right)}
\]

\[
\times \prod_{n=1}^{N+M} \left( \frac{\nu_n}{2 \pi^2} + \frac{i M_1}{2 \pi^2} \right) \left( \frac{\Pi_{n=n'}^{N} 2 \sinh \frac{\mu_n - \mu_{n'}}{2k}}{\Pi_{n=1}^{N+M} 2 \sinh \frac{\mu_n - \mu_{n'}}{2k}} \right)^2.
\]

(5.38)

Combining the above results, the conjecture (5.4) is now reduced to the following

\[
Z_k^{III}(N; M_1, M, \zeta_1') = Z_k^{III}(0; M_1, M, \zeta_1') \left( \begin{array}{c|c} \frac{1}{N!} \prod_{n=1}^{N} d \mu_n \det \left( \left[ \begin{array}{c|c} \varepsilon_m & \mu_n \\ \hline \end{array} \right] \right) \right)_{N \times N}.
\]

(5.39)

We now consider the coalescence from \( q \)-Painlevé III \( 1 \) to \( q \)-Painlevé III \( 2 \). We send the top-left pair of external legs to \( \tilde{m}_3 \to \infty \) and \( \ell_3 \to 0 \), by first shifting \( x \), \( p \) as \( \hat{x} \to \hat{x} - \pi \zeta_1' \), \( \hat{p} \to \hat{p} - \pi \zeta_1' \) and then taking \( \Lambda \to \infty \) with the following reparameterization

\[
i M_1 = i M_1' + \Lambda, \quad \zeta_1' = -\Lambda.
\]

(5.40)

Under this procedure we are left with

\[
\tilde{m}_2 = -e^{\pi i (M_1' + M)},
\]

(5.41)

\[
\tilde{t}_2 = -e^{\pi i M_1' - \pi i k},
\]

(5.42)

\[
\ell_1 = \tilde{m}_1 \tilde{t}_1 = e^{-\pi i M + \pi i k}, \quad \ell_4 = \tilde{m}_4 \tilde{t}_4 = e^{\pi i M - \pi i k}, \quad \ell_3 = \tilde{m}_3 \tilde{t}_3 = e^{-\pi i M + \pi i k},
\]

(5.43)

see Fig. 9. The quantum curve becomes

\[
\lim_{\Lambda \to \infty} e^{\frac{\pi}{2} \zeta_1'} \left( \tilde{\rho}_k^{III} (M_1, M, \zeta_1') \right)^{-1} \left| \tilde{x} \to \tilde{x} - \pi \zeta_1', \quad \tilde{p} \to \tilde{p} - \pi \zeta_1' \right. = \left( \tilde{\rho}_k^{III} (M_1', M) \right)^{-1},
\]

(5.44)

where

\[
\left( \tilde{\rho}_k^{III} (M_1', M) \right)^{-1} = e^{\frac{\pi i M_1'}{4} - \pi i \hat{p}} e^{\frac{\pi i M_1'}{2}}
\]

(5.45)
Figure 6: The asymptotic behavior of (5.45). This figure can be regarded as the five-brane web diagram of the 5d $\mathcal{N} = 1$ SU(2) Yang-Mills theory with $N_f = 1$. This diagram is degenerated one from the diagram in figure [5]

\[
+ e^{\frac{\pi i (M'_1 - 2M)}{2}} e^{-\hat{\bar{\mathcal{V}}} / 2} + e^{\frac{\pi i M'_1}{2} + \pi i a l M} + e^{\frac{\pi i (M'_1 - 2M)}{2}} e^{\hat{\bar{\mathcal{V}}} / 2} + e^{\frac{\pi i M'_1}{2} - \pi i k} e^{-\hat{\bar{\mathcal{V}}} / 2} + e^{-\frac{\pi i M'_1}{2}} e^{\hat{\bar{\mathcal{V}}} / 2}.
\]

(5.45)

This operator can be regarded as the mirror curve corresponding to q-Painlevé III$_2$. On the matrix model side, we first multiply $e^{-\frac{1}{2}\pi \zeta_1^2}$, perform the similarity transformation

\[
|\lambda\rangle \langle \lambda| \rightarrow e^{-\frac{\pi \zeta_1^2}{2k} - \frac{\pi \zeta_1^2}{2\bar{\mathcal{V}}}} |\lambda\rangle \langle \lambda| e^{-\frac{\pi \zeta_1^2}{2k} + \frac{\pi \zeta_1^2}{2\bar{\mathcal{V}}}},
\]

(5.46)

both for $|\mu\rangle \langle \mu|$ and for $|\nu\rangle \langle \nu|$, and then take the limit $\Lambda \rightarrow \infty$ with the reparametrization (5.40). We end up with

\[
\lim_{\Lambda \rightarrow \infty} e^{\frac{-i\pi M (iM' + \Lambda)^2 - i\pi M (k + k')}{\pi^2} e^{-\frac{1}{2}\pi \zeta_1^2}} Z^{\text{III}_2} (N; M_1, M, \zeta_1') = Z^{\text{III}_2} (N; M'_1, M),
\]

(5.47)

where

\[
Z^{\text{III}_2} (N; M'_1, M)
\]

\[
= \frac{1}{N! (N + M)!} \exp \int_{-\infty}^{\infty} \prod_{n=1}^{N} \frac{d\mu_n}{2\pi} \prod_{n=1}^{N} \frac{d\nu_n}{2\pi} \det \left( \begin{bmatrix} \langle \mu | \hat{D}^{\text{III}_2} | \nu \rangle \\ \langle \nu | \hat{D}^{\text{III}_2} | \mu \rangle \\ \langle l_{0,M,r} | \hat{d}^{\text{III}_2} | \nu \rangle \\ \langle \nu | l_{0,M,r} | \hat{d}^{\text{III}_2} | \mu \rangle \end{bmatrix}_{m,n} \right)_{N \times (N + M)}
\times \det \left( \begin{bmatrix} \langle \mu | e^{\frac{i\pi M}{2} k} e^{\frac{i\pi M}{2} \bar{\mathcal{V}}} | \nu \rangle \\ \langle \nu | e^{\frac{i\pi M}{2} k} e^{\frac{i\pi M}{2} \bar{\mathcal{V}}} | \mu \rangle \end{bmatrix}_{m,n} \right)_{(N + M) \times N}
\right)_{m,n} \right)_{(N + M) \times M}.
\]

(5.48)

$\hat{D}^{\text{III}_2}$ and $\hat{d}^{\text{III}_2}$ are changed into

\[
\hat{D}^{\text{III}_2} = e^{\frac{i\pi M}{2} k} e^{-\frac{1}{2}\pi M_1'} \Phi_b \left( \frac{x}{2\pi b} - \frac{iM_1'}{2b} + \frac{ix}{2} b \right) \frac{1}{e^{\frac{i\pi M_1}{2} \bar{\mathcal{V}}} / 2 \cosh \frac{\pi \bar{\mathcal{V}}}{2}} \Phi_b \left( \frac{x}{2\pi b} - \frac{iM_1'}{2b} \right),
\]

(5.49)

\[
\hat{d}^{\text{III}_2} = \frac{e^{\frac{i\pi M_1}{2} \bar{\mathcal{V}}}}{\Phi_b \left( \frac{x}{2\pi b} - \frac{iM_1'}{2b} \right)}.
\]

(5.50)
Figure 7: The asymptotic behavior of (5.54). This figure can be regarded as the five-brane web diagram of the 5d $\mathcal{N} = 1$ SU(2) Yang-Mills theory. This diagram is the degeneration of the diagram in Fig.6.

In the product form we have

$$Z_{III}^{II} (N; M_1, M) = \frac{e^{\frac{i}{2} N \pi i M_1}}{N! (N+M)!} \int_{-\infty}^{\infty} \prod_{n=1}^{N} d\mu_n \prod_{n=1}^{N+M} e^{-\frac{i}{\pi} \mu_n^2} \Phi_b \left( \frac{\mu_n}{2\pi b} - \frac{i M_1}{2b} + \frac{i}{2} \right) \prod_{n=1}^{N+M} e^{\frac{i}{2\pi} \nu_n^2} \frac{1}{\Phi_b \left( \frac{\nu_n}{2\pi b} - \frac{i M_1}{2b} \right)}$$

(5.51)

$Z_{III}^{II}$ can be regarded as the matrix model corresponding to $q$-Painlevé III$_2$. Combining the above results, we obtain

$$Z_{k}^{III} (N; M') = Z_{k}^{III} (0; M', M) \frac{1}{N!} \int_{-\infty}^{\infty} \prod_{n=1}^{N} d\mu_n \det \left[ \langle \mu_m | \hat{\rho}_{k}^{III} (M', M) | \mu_n \rangle \right]_{m,n}^{N \times N}.$$  (5.52)

Finally, we consider the coalescence from $q$-Painlevé III$_2$ to $q$-Painlevé III$_3$. We can send the bottom-right legs to $\tilde{m}_2 \to 0$ and $\tilde{t}_2 \to \infty$ by taking the $iM'_1 \to \infty$ limit, which leaves $\ell_2 = \tilde{m}_2 \tilde{t}_2 = e^{\pi i M - \pi i k}$ finite; see Fig.7.

The quantum curve becomes

$$\lim_{iM'_1 \to \infty} e^{-\frac{1}{2} i \pi M'_1} \left( \hat{\rho}_{k}^{III} (M'_1, M) \right)^{-1} = \left( \hat{\rho}_{k}^{III} (M) \right)^{-1},$$

(5.53)

where

$$\left( \hat{\rho}_{k}^{III} (M) \right)^{-1} = e^{-\pi i M} e^{\tilde{\rho}} + e^{-\pi i M} e^{-\tilde{\rho}} + e^{-\pi i k} e^{\tilde{\rho}} + e^{-\pi i k} e^{-\tilde{\rho}}.$$  (5.54)

This operator can be regarded as the mirror curve corresponding to $q$-Painlevé III$_3$. On the matrix model side we multiply the overall factor $e^{\frac{i}{2} \pi M'_1 N}$ and take the limit $iM'_1 \to \infty$ to obtain

$$\lim_{iM'_1 \to \infty} e^{\frac{1}{2} i \pi M'_1 N} Z_{k}^{III} (N; M', M) = Z_{k}^{III} (N; M).$$  (5.55)
where

\[ Z_k^{III_3} (N; M) = \frac{1}{N! (N + M)!} \int_{-\infty}^{\infty} \prod_{n=1}^{N+M} \frac{d\mu_n}{2\pi} \prod_{n=1}^{N+M} \frac{d\nu_n}{2\pi} \det \left( \left[ \left\langle \mu_m, e^{i\frac{\nu_n}{2} x^2 + \lambda_n} \middle| e^{i\frac{\nu_n}{2} x^2} \right\rangle \right]_{m,n}^{N \times (N+M)} \right) \times \det \left( \left[ \left\langle \nu_m, e^{i\frac{\nu_n}{2} x^2 + \lambda_n} \middle| e^{i\frac{\nu_n}{2} x^2} \right\rangle \right]_{m,n}^{(N+M) \times N} \left[ \left\langle \lambda_m, e^{i\frac{\nu_n}{2} x^2} \middle| -t_{0,M,n} \right\rangle \right]_{m,n}^{(N+M) \times M} \right) \right). \]

(5.56)

As we mentioned in the beginning of this section, this matrix model coincides with the partition function of ABJM theory with the gauge group \( U(N)_{2k} \times U(N + M)_{-2k} \). This integral can be regarded as the matrix model corresponding to \( q \)-Painlevé III. Combining the above results, we obtain

\[ Z_k^{III_3} (N; 0; M) = \frac{1}{N!} \int_{-\infty}^{\infty} \prod_{n=1}^{N} \frac{d\mu_n}{2\pi} \det \left( \left[ \left\langle \mu_m, \beta_k^{III_3} (M) \middle| \mu_n \right\rangle \right]_{m,n}^{N \times N} \right). \]

(5.57)

In this section we derived the relations between the matrix models and the quantum curves in (5.4), (5.28), (5.39), (5.52) and (5.57). We expect that the grand canonical partition function of these matrix models provide a conjectural Fredholm determinant expression of the \( \tau \)-functions for the relevant \( q \)-Painlevé equations, at least at the specific values of the moduli that we are analysing.

The result (5.57) we get is consistent with previous findings on \( q \)-PIII equation. Indeed (5.54) is the quantum curve associated with local \( \mathbb{P}^1 \times \mathbb{P}^1 \). The spectral determinant of this quantum curve was already known to satisfy the bilinear equation of the \( q \)-Painlevé III \( [10] \). On the other hand, the matrix model (5.56) we find \( Z_k^{III_3} (N; M) \) is the one associated with ABJM theory, as expected from the results in \([10]\). The identification of the matrix models goes along the same lines we followed in the beginning of the section, (5.2) and (5.3). We get

\[ Z_k^{III_3} (N; M) = \frac{e^{i\frac{\pi}{2} k N}}{N! (N + M)!} \int_{-\infty}^{\infty} \prod_{n=1}^{N+M} \frac{d\mu_n}{2\pi} \prod_{n=1}^{N+M} \frac{d\nu_n}{2\pi} e^{i k N \sum_{n=1}^{N} \mu_n^2 - i k N \sum_{n=1}^{N} \nu_n^2} \times \prod_{n<n'}^{N} \left( 2 \sinh \frac{\mu_n - \mu_{n'}}{2} \right)^2 \prod_{n<n'}^{N+M} \left( 2 \sinh \frac{\nu_n - \nu_{n'}}{2} \right)^2 \prod_{m=1}^{N+M} \prod_{n=1}^{N} 2 \cosh \frac{\nu_n - \mu_m}{2}. \]

(5.58)

which is the matrix model associated to the ABJM theory with \( U(N)_{2k} \times U(N + M)_{-2k} \) gauge group. Notice that the Chern-Simons level gets renormalised along the flow to \( \kappa_{ABJM} = 2k \). Let us also observe that in the relation between ABJM theory and, \( q \)-Painlevé III, the rank parameter \( M \) corresponds to the time variable, while this is not the case for the \( q \)-Painlevé VI equation we start from.

For the particular case (5.57) we can actually prove our conjecture (5.4). Indeed in this case an explicit calculation of the inverse of the spectral density matrix \( \beta_k^{III_3} \) can be performed by showing...
that this is indeed the quantum Seiberg-Witten curve for the local $\mathbb{P}^1 \times \mathbb{P}^1$ geometry $\hat{O}_{\mathbb{P}^1 \times \mathbb{P}^1}$. By using (B.39), (B.40), we can show that

$$
\rho^\text{III}_k \in \hat{\mathcal{O}}^{-1}_{\mathbb{P}^1 \times \mathbb{P}^1} = e^{\frac{i\pi k}{2\cosh \frac{\tilde{x}+t_aM_4}{4k}}} \prod_j^M \frac{e^{\frac{\tilde{x}+t_aM_4}{2k}}}{2 \cosh \frac{\tilde{x}}{2}} \frac{1}{2 \cosh \frac{P_j}{2}} \frac{1}{2 \cosh \frac{\tilde{x}-t_aM_4}{4k}},
$$

so that (5.57) becomes

$$
Z^\text{III}_k (N; M) = \frac{i^N M^2 e^{\text{vol}(M,0)}}{N!} Z^\text{(CS)}_{2k,M} \int_{-\infty}^\infty \prod_{n=1}^N \frac{d\mu_n}{2\pi} \times \det \left( \left[ \begin{array}{c} e^{\frac{i\pi k}{2\cosh \frac{\tilde{x}}{2}}} \prod_j^M \frac{1}{2 \cosh \frac{\tilde{x}}{2}} \frac{1}{2 \cosh \frac{P_j}{2}} \frac{1}{2 \cosh \frac{\tilde{x}-t_aM_4}{4k}} \end{array} \right]_{\mu_n} \right)^{N \times N},
$$

The above can be shown to coincide with (5.58) [40]. This is a non-trivial check of the conjecture (3.11). On the other hand, (5.28), (5.39) and (5.52) provide new conjectural relations between matrix models and quantum curves. Let us also stress that the normalisation we choose to define $Z^\text{VI}_k$ in (5.2) is consistent with the one found in [10].

Finally, let us notice that the conjectured relations (5.28), (5.39) and (5.52) can actually be proved in the $M = 0$ case by making use of the results of appendix B. In these cases, the matrix models can be written in the form of (3.6) by using gluing formula (B.32), and the inverse of the density matrix coincides with the quantum Seiberg-Witten curve. Explicitly, (B.36) and (B.41) are equal as explained in appendix B. For $M = 0$, we can show that the other conjectured relations can be proved at the operator level in a similar way. For example, to show (5.28), it is enough to prove

$$
\left[ e^{\frac{i\pi k}{2\cosh \frac{\tilde{x}}{2}}} \frac{1}{2 \cosh \frac{\tilde{x}}{2}} \frac{1}{2 \cosh \frac{P_j}{2}} \right]^{-1} \Phi_b \left( \frac{\tilde{x}}{2\pi b} - \frac{im_1}{2b} + \frac{i}{2}b \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} + \frac{im_1}{2b} - \frac{i}{2}b \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} - \frac{im_1'}{2b} \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} + \frac{im_1'}{2b} \right)

\times e^{\frac{i\pi k}{2\cosh \frac{\tilde{x}}{2}}} \frac{1}{2 \cosh \frac{\tilde{x}}{2}} \frac{1}{2 \cosh \frac{P_j}{2}} \Phi_b \left( \frac{\tilde{x}}{2\pi b} - \frac{im_1'}{2b} + \frac{i}{2}b \right)

\times e^{\frac{i\pi k}{2\cosh \frac{\tilde{x}}{2}}} \frac{1}{2 \cosh \frac{\tilde{x}}{2}} \frac{1}{2 \cosh \frac{P_j}{2}} \Phi_b \left( \frac{\tilde{x}}{2\pi b} + \frac{im_1'}{2b} - \frac{i}{2}b \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} - \frac{im_1'}{2b} \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} + \frac{im_1'}{2b} \right).
$$

The right hand side is the quantum curve (5.14) with $M = 0$. This identity can be proved by using (B.37), (B.38) and

$$
e^{\frac{i\pi k}{2\cosh \frac{\tilde{x}}{2}}} \frac{1}{2 \cosh \frac{\tilde{x}}{2}} \frac{1}{2 \cosh \frac{P_j}{2}} \Phi_b \left( \frac{\tilde{x}}{2\pi b} - \frac{im_1'}{2b} + \frac{i}{2}b \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} + \frac{im_1'}{2b} - \frac{i}{2}b \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} - \frac{im_1'}{2b} \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} + \frac{im_1'}{2b} \right)

= e^{\frac{i\pi k}{2\cosh \frac{\tilde{x}}{2}}} \frac{1}{2 \cosh \frac{\tilde{x}}{2}} \frac{1}{2 \cosh \frac{P_j}{2}} \Phi_b \left( \frac{\tilde{x}}{2\pi b} - \frac{im_1'}{2b} + \frac{i}{2}b \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} + \frac{im_1'}{2b} - \frac{i}{2}b \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} - \frac{im_1'}{2b} \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} + \frac{im_1'}{2b} \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} - \frac{im_1'}{2b} + \frac{i}{2}b \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} + \frac{im_1'}{2b} - \frac{i}{2}b \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} - \frac{im_1'}{2b} \right) \Phi_b \left( \frac{\tilde{x}}{2\pi b} + \frac{im_1'}{2b} \right)
We can also prove (5.39) and (5.52) at the operator level when $M = 0$.

6 Coalescence limits: q-difference equations

Having discussed the coalescence limits at the level of the matrix models, we now turn to the q-difference equations their grand canonical partition function conjecturally satisfy when identified with q-Painlevé $\tau$-functions. In this section we consider the coalescence limit of the $\tau$-functions in the short-time expansion as in (2.1). This is the large-radius expansion of the topological string whose gauge theory counterpart is the 5d $\mathcal{N} = 1$ SU(2) with four to zero flavors in the electric frame of its Coulomb branch. Although natural from the perspective of gauge theory, this limit is not ideal from the point of view of the matrix model, which we expect to be describing the dual magnetic frame [7, 9]. The main issue is the rescaling of the parameter $s$. Based on the TS/ST correspondence, we expect the spectral determinant to be calculating the $\tau$-function (2.1) at $s = 1$ at any step in the coalescence series. This can be consistently implemented in a given set of identifications of parameters (3.28) by choosing a suitable set of Weyl transformations $w$ so that the $s$ parameter doesn’t flow along the coalescence.

In the following we first briefly recall the standard flow as in [62], then we discuss the alternative flow in a concrete choice of parameterization.

6.1 The two types of flow

In 5 dimensions, we find there are two different ways to decouple a massive hypermultiplet. This section will serve as an introduction to details of both at the level of $\tau$-functions. With that in mind, let us write a generic 5d Nekrasov-Okounkov $\tau$-function, focusing on one particular hypermultiplet of mass $\theta$ whose decoupling will be described in the two schemes:

$$
\tau\left(\theta, \bar{\theta}_{\text{rest}}; s, \sigma, t\right) = \sum_{n \in \mathbb{Z}} s^n t^{(\sigma + n)^2} C \left(\theta, \bar{\theta}_{\text{rest}}; \sigma + n\right) Z \left(\theta, \bar{\theta}_{\text{rest}}; \sigma + n, t\right),
$$

(6.1)

$$
C \left(\theta, \bar{\theta}_{\text{rest}}; \sigma\right) = \left(\prod_{\epsilon = \pm} G_q (1 - \theta + \epsilon \sigma)\right) C_{\text{rest}} \left(\bar{\theta}_{\text{rest}}; \sigma\right),
$$

(6.2)

$$
Z \left(\theta, \bar{\theta}_{\text{rest}}; \sigma, t\right) = \sum_{\lambda_+, \lambda_-} t^{\lambda_+ + |\lambda_-|} \prod_{\epsilon = \pm} N_{\phi, \lambda_\epsilon} \left( q^{-\theta + \epsilon \sigma} \right) z_{\text{rest}; \lambda_+, \lambda_-} \left(\bar{\theta}_{\text{rest}}; \sigma\right).
$$

(6.3)

Here, $C_{\text{rest}}$ and $z_{\text{rest}; \lambda_+, \lambda_-}$ are respectively the one-loop and instanton terms describing the contributions of the rest of the theory.
Let us first recall the standard holomorphic decoupling limit of a massive hypermultiplet

\[ q^{-\theta} \to \infty, \quad t \to 0, \quad t_1 = t q^{-\theta} \text{ finite.} \]  \hfill (6.4)

We will realize this limit by setting \( \theta = \vartheta + i\Lambda \), \( t = t_1 q^{\vartheta + i\Lambda} \). In our case, \( q = e^{2\pi i/k} \) with \( k > 0 \), so \( q^{i\Lambda} = e^{-2\pi i/k} \to 0 \) as \( \Lambda \to \infty \). Up to some difference of imaginary units, this is the case worked out in \[62\], the main points of the calculation whereof we recall. To begin with, consider the instanton and define

\[ \Gamma \to \infty \] as \( \Lambda \to \infty \).

Collecting it all and returning to (6.7) we have asymptotically counting part \( Z(\theta, \tilde{\theta}_{\text{rest}}; \sigma, t) \). Since

\[ N_{\lambda, \mu}(u) = \prod_{c\in\Lambda} \left( 1 - q^{-\lambda(c) - \alpha(c) - 1}u \right) \prod_{c\in\mu} \left( 1 - q^{\lambda(c) + \alpha(c) + 1}u \right), \]  \hfill (6.5)

we have

\[ q^{\lambda(\vartheta + i\Lambda)} N_{\sigma, \lambda}(uq^{-\vartheta - i\Lambda}) = \prod_{c\in\mu} \left( q^{\vartheta + i\Lambda} - q^{\lambda(c) + \alpha(c) + 1}u \right) \to f_{\lambda}(u^{-1}), \]  \hfill (6.6)

where \( f_{\lambda}(u) = \prod_{c\in\Lambda} (-q^{\lambda(c) + \vartheta(c) + 1}u^{-1}) \). This term is nothing but the five dimensional Chern-Simons coupling.

Slightly tougher is the calculation of the one-loop part, and here also the \( n \)-dependence of the summands has to be taken into account. The functional relations of Appendix A enable us to write for a shift \( n \in \mathbb{Z} \)

\[ G_q(1 + x \pm (\sigma + n)) = G_q(1 + x \pm \sigma) \left[ \frac{\Gamma_q(x + \sigma)}{\Gamma_q(x - \sigma)} \right] \prod_{j=0}^{n|\sigma|} [x + \text{sgn}(n)\sigma] \prod_{k=1}^{j} [x \pm (\sigma + k)], \]  \hfill (6.7)

a relation the reader should make a mental note of, as we will return to it again from a different perspective. Presently though, we have \( x = -\vartheta - i\Lambda \) and want the limit \( \Lambda \to \infty \). Recalling the definition of \( q \)-numbers, we have for any \( \alpha \in \mathbb{C} \)

\[ [\alpha - i\Lambda] = \frac{1 - q^{\alpha - i\Lambda}}{1 - q} \sim \frac{q^{\alpha - i\Lambda}}{q - 1}, \]  \hfill (6.8)

as \( \Lambda \to \infty \). Before returning to (6.7), we find it useful to rewrite

\[ \frac{\Gamma_q(x + \sigma)}{\Gamma_q(x - \sigma)} = \frac{\Gamma_q(x + \sigma)\Gamma_q(1 + x - \sigma)}{\Gamma_q(1 + x + \sigma)\Gamma_q(x - \sigma)} \cdot \frac{\Gamma_q(1 + x + \sigma)}{\Gamma_q(x - \sigma)} = \frac{1 - q^x - \sigma \Gamma_q(1 + x + \sigma)}{1 - q^x + \sigma \Gamma_q(1 + x - \sigma)} \sim q^{-2\sigma} \frac{\Gamma_q(1 + x + \sigma)}{\Gamma_q(1 + x - \sigma)}, \]  \hfill (6.9)

and define

\[ \tilde{s} = s(q - 1)^{-2\sigma} q^{2\sigma(\vartheta + i\Lambda - \frac{1}{2})} \frac{\Gamma_q(1 - \vartheta - i\Lambda + \sigma)}{\Gamma_q(1 - \vartheta - i\Lambda - \sigma)}. \]  \hfill (6.10)

Collecting it all and returning to (6.7) we have asymptotically

\[ G_q(1 - \vartheta - i\Lambda \pm (\sigma + n)) \sim G_q(1 - \vartheta - i\Lambda \pm \sigma) \left[ \frac{\Gamma_q(-\vartheta - i\Lambda + \sigma)}{\Gamma_q(-\vartheta - i\Lambda - \sigma)} \right] \left( q - 1 \right)^{-n^2 q^{n^2(-\vartheta - i\Lambda) + n\sigma}} \]

\[ = G_q(1 - \vartheta - i\Lambda \pm \sigma) \left( \frac{\tilde{s}}{s} \right)^n \left( q - 1 \right)^{-(\sigma + n)^2 + \sigma^2} \left[ q^{-\vartheta - i\Lambda} \right]^{(\sigma + n)^2 - \sigma^2} \]
\[ X^{(1)}(\theta; \sigma)^{-1} = \left( q - 1 \right)^{2(\sigma + n)} \left( \frac{\tilde{s}}{s} \right)^n \left( q - 1 \right)^{-2(\sigma + n)} \left( \frac{\tilde{t}_1}{t} \right)^{(\sigma + n)^2}, \] (6.11)

where in the last line we defined the \( n \)-independent factor

\[ X^{(1)}(\theta; \sigma)^{-1} = (q - 1)^{2}\sigma^2 q^{\theta^2} G_q (1 - \vartheta - i\Lambda \pm \sigma). \] (6.12)

It’s now clear that as \( \Lambda \to \infty \),

\[ \tau \left( \theta, \vec{\theta}_{\text{rest}}; s, \sigma, t \right) \to X^{(1)}(\theta; \sigma)^{-1} \tau_{\text{el}} \left( \vec{\theta}_{\text{rest}}; \tilde{s}, \sigma, t_1 \right), \] (6.13)

where

\[ \tau_{\text{el}} \left( \vec{\theta}_{\text{rest}}; s, \sigma, t \right) = \sum_{n \in \mathbb{Z}} s^n q^{n(\sigma + n)^2} C_{\text{el}} \left( \vec{\theta}_{\text{rest}}; \sigma + n, t \right) Z_{\text{el}} \left( \vec{\theta}_{\text{rest}}; \sigma, t \right), \] (6.14)

\[ C_{\text{el}} \left( \vec{\theta}_{\text{rest}}; \sigma \right) = (q - 1)^{-\sigma^2} C_{\text{rest}} \left( \vec{\theta}_{\text{rest}}; \sigma \right), \] (6.15)

\[ Z_{\text{el}} \left( \vec{\theta}_{\text{rest}}; \sigma, t \right) = \sum_{\lambda_+, \lambda_-} g_{\lambda_+ + |\lambda_-|} \prod_{\epsilon = \pm} f_{\lambda_{\epsilon}} (q^{1/\epsilon}) z_{\text{rest}; \lambda_+; \lambda_-} \left( \vec{\theta}_{\text{rest}}; \sigma \right), \] (6.16)

and the superscript "el" stands for the fact that the holomorphic decoupling limit is studied in the electric frame of the gauge theory in five dimensions. Being the relevant \( q \)-Painlevé equation homogeneous, the multiplicative redefinition in (6.13) preserves it. Notice that the holomorphic decoupling limit implies a redefinition of the \( s \) parameter as in (6.10).

A different kind of decoupling limit has to be defined if one studies the flow of solutions of the \( q \)-Painlevé equation with fixed initial condition \( s = 1 \) before and after the coalescence. We now turn to discuss a class of decoupling limits suitable in the sense above. Consider the limit

\[ q^{\theta^2} \to 0, \] (6.17)

while keeping all other parameters fixed. In the following, we put \( \theta = \vartheta - i\Lambda \) and consider the \( \Lambda \to \infty \) limit. Consider again the instanton counting part \( Z \left( \theta, \vec{\theta}_{\text{rest}}; \sigma, t \right) \). Since

\[ N_{\lambda, \mu}(0) = \prod_{c \in \lambda} \left( 1 - q^{-l_c(c) - a_c(c) - 1} \right) \prod_{c \in \mu} \left( 1 - q^{l_c(c) + a_c(c) + 1} \right) = 1, \] (6.18)

we are immediately left with just the \( z_{\text{rest}; \lambda_+; \lambda_-} \) part in each term of the sum. We now turn to the one-loop part, referring back to (6.7), this time with \( x = -\vartheta + i\Lambda \). Consider first the \( q \)-numbers:

\[ [\alpha + i\Lambda] = \frac{1 - q^{\alpha + i\Lambda}}{1 - q} \to \frac{1}{1 - q}. \] (6.19)

Therefore, the entire nested product in (6.7) gives \((1 - q)^{-n^2}\). Next consider the \( q \)-Gamma functions. Using their definition, we can write

\[ \frac{\Gamma_q(x + \sigma)}{\Gamma_q(x - \sigma)} = (1 - q)^{-2\sigma} \frac{\left( q^{x - \sigma}; q \right)_\infty}{\left( q^{x + \sigma}; q \right)_\infty} \to (1 - q)^{-2\sigma}, \] (6.20)
since \( q^x = q^{-\theta - i\Lambda} \to 0 \) and \((0;q)_\infty = 1\). All in all, we have

\[
G_q (1 - \theta + i\Lambda \pm (\sigma + n)) \sim G_q (1 - \theta + i\Lambda \pm \sigma) (1 - q)^{-(\sigma+n)^2+\sigma^2}. \tag{6.21}
\]

Therefore, letting

\[
X^{(2)} (\theta; \sigma)^{-1} = (1 - q)^{\sigma^2} G_q (1 - \theta + \sigma), \tag{6.22}
\]

we have as \( \Lambda \to \infty \),

\[
\tau \left( \theta, \tilde{\theta}; s, \sigma, t \right) \to X^{(2)} (\theta; \sigma)^{-1} \tau^{\text{magn}} \left( \tilde{\theta}; s, \sigma, t \right) \tag{6.23}
\]

where

\[
\tau^{\text{magn}} \left( \tilde{\theta}; s, \sigma, t \right) = \sum_{n \in \mathbb{Z}} s^n t^{(\sigma+n)^2} C_{\text{magn}} \left( \tilde{\theta}; \sigma + n \right) Z_{\text{magn}} \left( \tilde{\theta}; \sigma + n, t \right), \tag{6.24}
\]

\[
C_{\text{magn}} \left( \tilde{\theta}; \sigma \right) = (1 - q)^{-\sigma^2} C_{\text{rest}} \left( \tilde{\theta}; \sigma \right), \tag{6.25}
\]

\[
Z_{\text{magn}} \left( \tilde{\theta}; \sigma, t \right) = \sum_{\lambda_+,\lambda_-} t^{|\lambda_+|+|\lambda_-|} \tau^{\text{rest};\lambda_+,\lambda_-} \left( \tilde{\theta}; \sigma \right). \tag{6.26}
\]

The superscript "magn" indicates that the limit is suitable to preserve the matrix model realisation of the \( \tau \)-function, which conjecturally describes the gauge theory in the magnetic frame.

### 6.2 Coalescence limits in the electric frame

Having illustrated the calculation of coalescence limits at a generic step, we turn to concrete realizations of our dictionary. We first show that the dictionary (3.24) reproduces the coalescence limits in the electric frame as described in [62]. Formula (3.24) reads in components as

\[
\theta_0 = \frac{M_2 - M_1 - 2i\zeta_1}{4}, \quad \theta_1 = \frac{2M - M_1 - M_2 + 2i\zeta_2}{4}, \quad \theta_2 = \frac{2M - M_1 - M_2 - 2i\zeta_2}{4}, \tag{6.27}
\]

\[
\theta_{\infty} = \frac{M_1 - M_2 - 2i\zeta_1}{4}, \quad t = q^{k+M-M_1-M_2}, \quad q = e^{\frac{2\pi i}{M}}. \tag{6.28}
\]

Let us now examine the holomorphic decoupling limits in the matrix model parameters. First, the redefinition \( M_2 = M'_2 - 2i\Lambda, \zeta_1 = \zeta'_1 - \Lambda, \zeta_2 = \Lambda \) leads to

\[
q^{-\theta_1-\theta_\infty} \to \infty, \quad t \to 0, \quad t_1 = t q^{-\theta_1+\theta_\infty} = q^{\frac{M-2M_1-M'_2+i\zeta'_1}{2}}, \quad \Lambda \to \infty, \tag{6.29}
\]

which corresponds to section 3 of [62]. Next, it can be checked that setting \( M'_2 = -i\Lambda \) leads to

\[
q^{-\theta_1+\theta_0} \to \infty, \quad t_1 \to 0, \quad t_2 = t_1 q^{-\theta_1+\theta_0} = q^{-M_1}, \quad \Lambda \to \infty, \tag{6.30}
\]

which corresponds to section 4 of [62], up to a redefinition \( \theta_0 \leftrightarrow -\theta_0 \), which is a symmetry of the original \( q \)-PVI tau function. Next, it can be checked that \( M_1 = M'_1 - i\Lambda, \zeta'_1 = -\Lambda \) leads to

\[
q^{-\theta_1-\theta_0} \to \infty, \quad t_2 \to 0, \quad t_3 = t_2 q^{-\theta_1-\theta_0} = q^{\frac{M+M'_1}{2}}, \quad \Lambda \to \infty, \tag{6.31}
\]

which corresponds to section 5 of [62]. Finally, one can check that \( M'_1 = -i\Lambda \) leads to

\[
q^{-\theta_1+\theta_\infty} \to \infty, \quad t_3 \to 0, \quad t_4 = t_3 q^{-\theta_1+\theta_\infty} = q^{-M}, \quad \Lambda \to \infty, \tag{6.32}
\]

which corresponds to section 6 of [62].
6.3 Coalescence limits in the magnetic frame

In the following subsections we focus on the coalescence limits suitable for the magnetic frame, where the $\tau$-functions at $s = 1$ are identified with the grand partition functions of the suitable quiver Chern-Simons matrix models. This can be achieved by modifying the dictionary (3.24) as in (3.28) by a specific class of Weyl transformations. By inspection, one finds that there are $48 = 4! \times 2$ possibilities corresponding to the permutations of four masses and the inversion $t \to t^{-1}$.

We now describe in detail a specific parameter identification among them and describe the corresponding coalescence limits. At each step, we give the sets of shifted $\tau$-functions and their bilinear relations. These depend on the specific choice of coalescence. All the choices, however, end on the identical $q$-PIII$_3$ equation. For the other choices, see Appendix D.

6.3.1 $q$-PVI $\to$ $q$-PV

We consider the dictionary:

\[
\begin{pmatrix}
\theta_0 \\
\theta_1 \\
\theta_t \\
\theta_\infty \\
\frac{\log t}{\log q}
\end{pmatrix} = \frac{1}{4}
\begin{pmatrix}
-1 & 1 & 0 & 2 & 0 & 0 \\
-1 & -1 & 2 & 0 & 0 & -2 \\
-1 & -1 & 2 & 0 & 0 & 2 \\
1 & -1 & 0 & 2 & 0 & 0 \\
-4 & -4 & 4 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
M_1 - k \\
M_2 - k \\
M - k \\
-i\zeta_1 \\
-i\zeta_2
\end{pmatrix},
\]

with the Weyl group element

\[
\bar{w} = s_2 s_1 s_3 s_4 s_2 s_3 = 
\begin{pmatrix}
\frac{1}{2} & \frac{1}{2} & -1 & 0 & 1 \\
\frac{1}{2} & \frac{1}{2} & -1 & 0 & -1 \\
1 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
-1 & \frac{1}{2} & 0 & 0 & 0
\end{pmatrix},
\]

which leads to the simple identification

\[
\theta_0 = -\frac{i}{2} (\zeta_1 - \zeta_2), \quad \theta_1 = \frac{M_1 - k}{2}, \quad \theta_t = \frac{M_2 - k}{2}, \quad \theta_\infty = -\frac{i}{2} (\zeta_1 + \zeta_2), \quad t = q^{M - k} = e^{\frac{2\pi i M}{k}},
\]

\[
q = e^{\frac{2\pi i}{k}}.
\]

We proceed with the limit by setting $M_2 = M_2' - 2i\Lambda$, $\zeta_1 = \zeta_1' - \Lambda$, $\zeta_2 = \Lambda$. We have

\[
q^{-\theta_t + \theta_0} = e^{\frac{\pi i (M_2' - \zeta_1')}{k}} e^{\frac{2\pi i \Lambda}{k}} \to 0, \quad \Lambda \to \infty.
\]

Further, let $\theta_* = \theta_0 + \theta_t = \frac{M_2' - \zeta_1'}{2}$ and define the $q$-PV tau function as

\[
\tau^V (\theta_1, \theta_*, \theta_\infty; s, \sigma, t) = \sum_{n \in \mathbb{Z}} s^n t^{(\sigma + n)^2} C^V (\theta_1, \theta_*, \theta_\infty; \sigma + n) Z^V (\theta_1, \theta_*, \theta_\infty; \sigma + n, t),
\]

40
\[ C^V(\theta_1, \theta_*, \theta_\infty; \sigma) = (1 - q)^{-\sigma^2} \prod_{\epsilon, \epsilon' = \pm} G_{\epsilon} \left( 1 + \epsilon \theta_\infty - \theta_1 + \epsilon' \sigma \right) \prod_{\epsilon = \pm} G_{\epsilon} \left( 1 - \theta_* + \epsilon \sigma \right) \]  

\[ Z^V(\theta_1, \theta_*, \theta_\infty; \sigma, t) = \sum_{\lambda_+, \lambda_-} t^{|\lambda_+| + |\lambda_-|} N_{\lambda_+, \lambda_-} \left( q^{\theta_\infty - \theta_1 - \epsilon' \sigma} \right) \prod_{\epsilon = \pm} N_{\lambda_+, \lambda_-} \left( q^{\epsilon \sigma - \theta_*} \right) \]  

Let us consider the limit for the \( \tau \) functions. First, define the scaling prefactors

\[ X_{1,2} = X \left( \theta_0, \theta_1, t, \theta_\infty \pm \frac{1}{2}, \sigma, t \right), \quad X_{3,4} = X \left( \theta_0 \pm \frac{1}{2}, \theta_1, t, \theta_\infty, \sigma \pm \frac{1}{2}, t \right), \]

\[ X_{5,6} = X \left( \theta_0, \theta_1 \mp \frac{1}{2}, t, \theta_\infty, \sigma, t \right), \quad X_{7,8} = X \left( \theta_0, \theta_1, t, \theta_\infty, \sigma \pm \frac{1}{2}, t \right), \]

with

\[ X(\theta_0, \theta_1, t, \theta_\infty, \sigma, t) = t^{-\theta_1 - \theta_0^2}(1 - q)^{\sigma^2} \prod_{\epsilon = \pm} G_{\epsilon} \left( 1 - \theta_1 + \theta_0 + \epsilon \sigma \right)^{-1}. \]  

Next, define the shifted q–PV tau functions

\[ \tau_{1,2}^V = \tau^V \left( \theta_1, \theta_*, \theta_\infty \pm \frac{1}{2}, s, \sigma, t \right), \quad \tau_{3,4}^V = \tau^V \left( \theta_0 \pm \frac{1}{2}, \theta_*, \sigma \pm \frac{1}{2}, t \right), \]  

\[ \tau_{5,6}^V = \tau^V \left( \theta_1 \mp \frac{1}{2}, \theta_*, \sigma, s, t \right). \]

Then, our discussion in subsection 6.1 implies that

\[ C_i \tau_i^V(\theta_0, \theta_1, t, \theta_\infty; s, \sigma, t) \rightarrow \tau_i^V(\theta_1, \theta_*, \theta_\infty; s, \sigma, t), \quad i = 1, 2, 3, 4, 5, 6 \]  

\[ C_7 \tau_7^V(\theta_0, \theta_1, t, \theta_\infty; s, \sigma, t) \rightarrow s^{-1} \tau_4^V(\theta_0, \theta_*, \theta_\infty; s, \sigma, t), \]  

\[ C_8 \tau_8^V(\theta_0, \theta_1, t, \theta_\infty; s, \sigma, t) \rightarrow s \cdot \tau_3^V(\theta_0, \theta_*, \theta_\infty; s, \sigma, t). \]

For the tau functions as we have defined them, we then obtain the following nontrivial bilinear identities for the q-PV \( \tau \)-functions – omitting the ”'V'" superscript for readability:

\[ \tau_1 \tau_2 - (1 - q)^{-\frac{1}{2}} t \frac{1}{3} q^{-2 \theta_1} \tau_3 \tau_4 - \left( 1 - q^{-2 \theta_1} t \right) \tau_5 \tau_6 = 0, \]  

\[ \tau_1 \tau_2 - (1 - q)^{-\frac{1}{2}} t \frac{1}{3} \tau_3 \tau_4 - \tau_5 \tau_6 = 0, \]  

\[ \tau_1 \tau_2 - (1 - q)^{-\frac{1}{2}} t \frac{1}{3} \tau_3 \tau_4 + (1 - q)^{-\frac{1}{2}} t \frac{1}{2} \left( 1 - q^{-2 \theta_1} t \right) \tau_5 \tau_6 = 0, \]

\[ \tau_5 \tau_6 + q^{-\frac{1}{2} - \theta_0} (1 - q)^{-\frac{1}{2}} t \frac{1}{2} \tau_3 \tau_4 - \tau_1 \tau_2 = 0, \]

\[ \tau_5 \tau_6 + q^{-\frac{1}{2} - \theta_0 + \theta_*} (1 - q)^{-\frac{1}{2}} t \frac{1}{2} \tau_3 \tau_4 - \tau_1 \tau_2 = 0, \]  

\[ \tau_5 \tau_6 + q^{-\frac{1}{2} + \theta_*} (1 - q)^{-\frac{1}{2}} t \frac{1}{2} \tau_3 \tau_4 = 0. \]  

Note that (2.15) and (2.19) became trivial.
6.3.2 $q$-PV $\rightarrow$ $q$-PIII$_1$

The next limit amounts to $iM'_2 \rightarrow \infty$ which means

$$q^{-\theta_*} = q^{\frac{\Lambda}{2}} e^{-\pi\Lambda/k} \rightarrow 0, \quad \Lambda \rightarrow \infty.$$  \hfill (6.55)

Let us define the appropriate $\tau$ function as

$$\tau_{\text{III}_1}(\theta_1, \theta_\infty; s, \sigma, t) = \sum_{n \in \mathbb{Z}} s^n t^{(\sigma+n)^2} C_{\text{III}_1}(\theta_1, \theta_\infty; \sigma+n) Z_{\text{III}_1}(\theta_1, \theta_\infty; \sigma+n, t),$$  \hfill (6.56)

$$C_{\text{III}_1}(\theta_1, \theta_\infty; \sigma) = (1-q)^{-2\sigma} \prod_{\epsilon, \epsilon' = \pm} G_q \left( 1 - \theta_1 + \epsilon \theta_\infty + \epsilon' \sigma \right),$$  \hfill (6.57)

$$Z_{\text{III}_1}(\theta_1, \theta_\infty; \sigma, t) = \sum_{\lambda_+ \lambda_-} \prod_{\epsilon \epsilon' = \pm} N_{\varphi, \lambda_\epsilon} \left( q^{\theta_1 + \epsilon \theta_\infty - \epsilon' \sigma} \right).$$  \hfill (6.58)

Calculations are completely analogous to the previous section. Because of $q^{-\theta_*}$ $\rightarrow$ 0, it’s easy to see that $Z^V(\theta_0, \theta_*, \theta_1; \sigma, t) \rightarrow Z_{\text{III}_1}(\theta_0, \theta_1; \sigma, t)$. We define the scaling prefactors

$$X_{1,2}(\theta_1, \theta_*, \theta_\infty, \sigma) = X \left( \theta_1, \theta_*, \theta_\infty \pm \frac{1}{2}, \sigma \right),$$  \hfill (6.59)

$$X_{3,4}(\theta_1, \theta_*, \theta_\infty, \sigma) = X \left( \theta_1, \theta_* \pm \frac{1}{2}, \theta_\infty, \sigma \pm \frac{1}{2} \right),$$  \hfill (6.60)

$$X_{5,6}(\theta_1, \theta_*, \theta_\infty, \sigma) = X \left( \theta_1 \mp \frac{1}{2}, \theta_*, \theta_\infty, \sigma \right),$$  \hfill (6.61)

with

$$X(\theta_1, \theta_*, \theta_\infty, \sigma) = (1-q)^{-\sigma^2} \prod_{\epsilon = \pm} G_q \left( 1 - \theta_* + \epsilon \sigma \right)^{-1},$$  \hfill (6.62)

and the shifted $q$-PIII$_1$ tau functions

$$\tau_{\text{III}_1}^{1,2} = \tau_{\text{III}_1} \left( \theta_1, \theta_\infty \pm \frac{1}{2}; s, \sigma, t \right),$$  \hfill (6.63)

$$\tau_{\text{III}_1}^{3} = s^{\frac{1}{2}} \tau_{\text{III}_1} \left( \theta_1, \theta_\infty; s, \sigma + \frac{1}{2}; t \right), \quad \tau_{\text{III}_1}^{4,5} = \tau_{\text{III}_1} \left( \theta_1 \mp \frac{1}{2}, \theta_\infty; s, \sigma, t \right),$$  \hfill (6.64)

so that in the limit we find

$$C_{1,2} \tau_{1,2}^V(\theta_1, \theta_*, \theta_\infty; s, \sigma, t) \rightarrow \tau_{1,2}^{\text{III}_1}(\theta_1, \theta_\infty; s, \sigma, t),$$  \hfill (6.65)

$$C_{3,4} \tau_{3,4}^V(\theta_1, \theta_*, \theta_\infty; s, \sigma, t) \rightarrow s^{\frac{1}{2}} \tau_{3}^{\text{III}_1}(\theta_1, \theta_\infty; s, \sigma, t),$$  \hfill (6.66)

$$C_{5,6} \tau_{5,6}^V(\theta_1, \theta_*, \theta_\infty; s, \sigma, t) \rightarrow \tau_{4,5}^{\text{III}_1}(\theta_1, \theta_\infty; s, \sigma, t).$$  \hfill (6.67)

The resulting bilinear equations are the following:

$$\tau_1 \tau_2 + (q-1)^{-1} q^{-2\theta_1} t^{\frac{3}{2}} \tau_3^2 - \left( 1 - q^{-2\theta_1} t \right) \tau_4 \tau_5 = 0,$$  \hfill (6.68)
\[
\tau_1 \tau_2 + (q - 1)^{-1} t^{2} r_2^2 - \Xi_4 \tau_5 = 0, \\
\tau_1 \tau_2 + (q - 1)^{-1} t^{-2} r_3^2 - (q - 1)^{-1} t^{-2} \left( 1 - q^{-2 \theta_1 t} \right) \Xi_4 \tau_3 = 0, \\
\Xi_4 \tau_5 - (q - 1)^{-1} q^{-1/2 - \theta_1 - \theta_\infty} t^{1/2} \Xi_3 \tau_3 - \Xi_1 \tau_2 = 0, \\
\Xi_4 \tau_5 - (q - 1)^{-1} q^{-1/2 - \theta_1 + \theta_\infty} t^{1/2} \Xi_3 \tau_3 - \Xi_2 \tau_1 = 0.
\]

### 6.3.3 $q$-PII$_1 \to q$-PII$_2$

We now consider the limit $M_1 \to M'_1 - i \Lambda, \zeta'_1 = -\Lambda$ which in our dictionary implies

\[
q^{-\theta_1 + \theta_\infty} = q^{k-M'_1/2} e^{-2\pi \Lambda/k} \to \infty.
\]

Let us denote by $\theta_* = \theta_1 + \theta_\infty$ and define the appropriate $\tau$ function as

\[
\tau^\text{III}_2 (\theta_*; s, \sigma, t) = \sum_{n \in \mathbb{Z}} s^n t^{(\sigma + n)^2} C^\text{III}_2 (\theta_*; \sigma + n) Z^\text{III}_2 (\theta_*; \sigma + n, t),
\]

\[
C^\text{III}_2 (\theta_*; \sigma) = (1 - q)^{-3 \sigma^2} \prod_{\epsilon = \pm} G_q (1 - \theta_* + \epsilon \sigma),
\]

\[
Z^\text{III}_2 (\theta_*; \sigma, t) = \sum_{\lambda_+ \lambda_-} q^{\frac{1}{2} |\lambda_+| + |\lambda_-|} \prod_{\epsilon, \epsilon' = \pm} N_{\theta, \lambda_+ \lambda_-} (q^{-\theta_* - \epsilon \sigma}) \prod_{\epsilon, \epsilon' = \pm} N_{\theta, \lambda_+ \lambda_-} (q^{(\epsilon - \epsilon') \sigma}).
\]

We define the scaling prefactors

\[
X_{1,2}(\theta_1, \theta_\infty, \sigma) = X \left( \theta_1, \theta_\infty \pm \frac{1}{2}, \sigma \right),
\]

\[
X_{3}(\theta_1, \theta_\infty, \sigma) = X \left( \theta_1, \theta_\infty, \sigma \pm \frac{1}{2} \right),
\]

\[
X_{4,5}(\theta_1, \theta_\infty, \sigma) = X \left( \theta_1 \pm \frac{1}{2}, \theta_\infty, \sigma \right),
\]

with

\[
X(\theta_1, \theta_\infty, \sigma) = (1 - q)^{-\sigma^2} \prod_{\epsilon = \pm} G_q (1 - \theta_1 + \theta_\infty + \epsilon \sigma)^{-1},
\]

and the shifted $\tau$ functions:

\[
\tau^\text{III}_2 = \tau^\text{III}_2 \left( \theta_* \pm \frac{1}{2}, s, \sigma, t \right),
\]

\[
\tau^\text{III}_2 = s^{\frac{1}{2}} \tau^\text{III}_2 \left( \theta_*; s, \sigma + \frac{1}{2}, t \right).
\]

Then we have as $\Lambda \to \infty$,

\[
C_{1,5}^\text{III}_2 (\theta_1, \theta_\infty; s, \sigma, t) \to \tau^\text{III}_2 (\theta_*; s, \sigma, t),
\]

\[
C_{2,4}^\text{III}_2 (\theta_1, \theta_\infty; s, \sigma, t) \to \tau^\text{III}_2 (\theta_*; s, \sigma, t).
\]
The resulting bilinear equations are
\[
\begin{align*}
\tau_1 \tau_2 - (1 - q)^{-\frac{1}{2}} t^\frac{1}{2} \tau_3^2 - \bar{\tau}_1 \bar{\tau}_2 &= 0, \\
\tau_1 \tau_2 - (1 - q)^{-\frac{1}{2}} t^\frac{1}{2} (\tau_3^2 - \bar{\tau}_3 \bar{\tau}_3) &= 0, \\
\bar{\tau}_1 \tau_2 - \tau_1 \bar{\tau}_2 - (1 - q)^{-\frac{1}{2}} t^\frac{1}{2} q^{-\frac{1}{2} - \theta} \bar{\tau}_3 \tau_3 &= 0. \tag{6.85}
\end{align*}
\]

6.3.4 \(q\text{-PIII}_2 \rightarrow q\text{-PIII}_3\)

Finally we have
\[
M_1' = -i \Lambda, \quad \Lambda \to \infty, \text{ which corresponds to } q^{-\theta} = -e^{-\pi \Lambda/k} \to 0. \tag{6.86}
\]

Let us define the appropriate \(\tau\) function
\[
\tau_{\text{III}_3}(s, \sigma, t) = \sum_{n \in \mathbb{Z}} s_n q^{(\sigma+n)^2} C_{\text{III}_3}(\sigma+n) Z_{\text{III}_3}(\sigma+n, t), \tag{6.90}
\]
\[
C_{\text{III}_3}(\sigma) = (1 - q)^{-4 \sigma^2} \prod_{\epsilon = \pm} \frac{1}{G_q (1 + 2 \epsilon \sigma)}, \tag{6.91}
\]
\[
Z_{\text{III}_3}(\theta_0, \theta_t; \sigma, t) = \sum_{\lambda_+, \lambda_-} \frac{1}{N_{\lambda_+, \lambda_-}} \prod_{\epsilon, \epsilon' = \pm} (q^{(\epsilon - \epsilon') \sigma}). \tag{6.92}
\]

To perform the limit, we first define the scaling prefactors
\[
X_{1,2}(\theta_*, \sigma) = X_1(\theta_* \pm \frac{1}{2} \sigma), \quad X_3(\theta_*, \sigma) = X_2(\theta_* + \frac{1}{2}), \tag{6.93}
\]
with
\[
X(\theta_*, \sigma) = (1 - q)^{-\sigma^2} \prod_{\epsilon = \pm} G_q (1 - \theta_* + \epsilon \sigma)^{-1}, \tag{6.94}
\]
and the shifted \(\tau\) functions
\[
\tau_{\text{III}_3}^1 = \tau_{\text{III}_3}(s, \sigma, t), \quad \tau_{\text{III}_3}^2 = s^\frac{1}{2} \tau_{\text{III}_3}(s, \sigma + \frac{1}{2}). \tag{6.95}
\]

Then we have as \(\Lambda \to \infty,
\[
C_{1,2} \tau_{\text{III}_2}^{1,2}(\theta_*: s, \sigma, t) \rightarrow \tau_{\text{III}_3}^1(s, \sigma, t), \tag{6.96}
\]
\[
C_3 \tau_{\text{III}_2}^3(\theta_*, s, \sigma, t) \rightarrow \tau_{\text{III}_2}^2(s, \sigma, t). \tag{6.97}
\]

and, as expected, we find these to satisfy the bilinear equations of \(q\text{-Painlevé III}_3,
\[
\tau_1^2 - \tau_1 \bar{\tau}_1 - t^\frac{1}{2} \tau_3^2 = 0, \tag{6.98}
\]
\[
\tau_1^2 - t^\frac{1}{2} \tau_2^2 (\tau_2^2 - \bar{\tau}_2 \tau_2) = 0. \tag{6.99}
\]
7 Discussion and open questions

In this paper we propose that the grand partition function of the four node circular quiver superconformal Chern-Simons theory, see Fig. 1, solves the $q$-deformed Painlevé VI equation in $\tau$-form \[11, 63\]. We show that this theory describes the full moduli space of SU(2) gauge theory on $\mathbb{R}^4 \times S^1$ with $N_f = 4$ by extending the previous findings in \[44, 45, 46, 23\]. Let us notice that a solution to the above $q$-difference system was previously proposed in terms of the Nekrasov-Okounkov partition function of the gauge theory in \[48\]. While this solution is valid in a short time expansion, which is perturbative in the gauge coupling, the Fredholm determinant realisation arising from the quiver Chern-Simons theory can be naturally expanded in the different regime of small $\kappa$, corresponding to the magnetic phase of the gauge theory. We provide several explicit checks of this proposal at low orders in $\kappa$. Our result therefore allows to study the five dimensional gauge theory in terms of a matrix model in a regime which is otherwise difficult to access. Moreover, the explicit results obtained in this paper, motivated by TS/ST correspondence, give a stronger check of the latter and enlarge the set of examples where its rigorous realisation is verified.

Let us list in the following several questions left open by our analysis that it would be interesting to further investigate.

- The matrix models discussed in this paper can be used to study systematically the dual prepotential of five dimensional SU(2) gauge theories with $N_f \leq 4$. The four dimensional limit can be also studied by introducing a suitable dual scaling along the lines of \[7\].
- Generalise our matrix model to the case $M \neq 0$ in a representation which can be analytically continued in $M$ as well as in $M_1, M_2$.
- We provided analytic evidence of our conjecture by explicit checks at low orders in $\kappa$ and numerical checks at fixed moduli. It would be great to be able to provide an analytic proof, either by induction in the power of $\kappa$ or by suitable Ward identities on the matrix model itself.
- The $q$-Painlevé VI $\tau$-functions given as the Nekrasov-Okounkov partition function \[(2.1)\] and the one proposed in this paper as the grand partition function of Chern-Simons quiver \[(3.23)\] should be matched by fixing the ambiguity of the $C$ coefficients and relating the parameters $\kappa$ and $\sigma$. The latter are linked through the quantum mirror map whose explicit expression is proposed in \[64\], which one could check by comparing the two expressions for the $\tau$-function.
- The identification of the $\tau$-function with the spectral determinant of the quantum operator implies that the analysis of the zeroes of the first solves the quantum spectrum of the latter \[7, 54\]. Therefore, the results obtained in this paper provide a method to quantize the integrable spin chain systems associated to 5d gauge theories with $N_f \leq 4$. It would be interesting to pursue this direction and compare the results with the ones that can be derived from the Nekrasov-Shatashvili quantization method \[65\].
• Conversely, by extending the relevant $q$-difference equations to higher rank simple gauge groups, it would be possible to use them as a tool to compute the multi-instantons expansions of matter gauge theories in five dimensions, by extending the approach elaborated in [66] for the four dimensional case.

• $q$-PIII equation has been shown to be related to five dimensional Nakajima-Yoshioka blowup equation [67] for pure Super Yang-Mills [68, 8]. It would be interesting to extend such an analysis to the $q$-Painlevé equations corresponding to the gauge theory in five dimensions coupled to massive hypermultiplets.

• One can also consider the mass deformed quiver Chern-Simons matter theories [69, 70]. It was found that the grand partition function of the ABJM theory with $N = 6$ preserving mass deformation satisfies a modified version of $q$-PIII [71]. It would be worth investigating whether the grand partition function of the four node quiver theory with mass deformation also obey a modified version of $q$-PVI. Conversely, one could also investigate the grand partition function of the mass deformed CS quiver theories by exploiting the $q$-difference bilinear equations, this in particular concerning the novel phase transition which was discovered for the mass deformed ABJM theory in [72, 73, 74] and which is expected to exist also for more general quiver Chern-Simons matter theories with mass deformation [75, 74, 76].

• Generalise the Chern-Simons matter quiver theory and identify its grand canonical partition function with a Fredholm determinant of a suitable quantum operator and a related integrable system.

• Investigate the insertion of observables and their rôle in these correspondences. It would be particularly interesting to find the relevant observable of the three-dimensional Chern-Simons quiver theory allowing to describe the full set of initial conditions of $q$-Painlevé equations, or from the five dimensional gauge theory viewpoint, the insertion of real co-dimension two defects. We expect this to provide a description of the wave functions of the associated quantum integrable systems.

• The relation between the $S^3$ quiver matter Chern Simons partition functions and the NO partition function of 5d gauge theories on $\mathbb{R}^4 \times S^1$ based on bilinear $q$-Painlevé is suitable to be dimensionally lift to a relation between a quiver supersymmetric gauge theory on $S^3 \times S^1$ and $\mathcal{N} = 1$ gauge theory on $\mathbb{R}^4 \times T^2$. Let us notice in this perspective that the Fermi gas formalism applied to the 3d partition function was crucial to the study of $q$-Painlevé system we performed. It is indeed known that the Fermi gas formalism extends to the Schur index of a certain class of four dimensional gauge theories [77, 78, 79] where the relevant integrand is as elliptic lift of our (3.4). It is therefore natural to expect that these Schur indices could be related to some gauge theories on $\mathbb{R}^4 \times T^2$ and to a related cluster integrable systems.

• A direct link between the three dimensional Chern-Simons quiver theories on $S^3$ and the gauge theories on $\mathbb{R}^4 \times S^1$ involved in this game is to our knowledge still missing. It is expected to
arise from a chain of string theory dualities and geometric transitions, that it would be worth
exploring also with the aim of a deeper understanding of the TS/ST correspondence.
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A Quantum dilogarithm and other special functions

In the following we assume $|q| \neq 1$. We recall the definition of $q$–numbers,

$$[u] = \frac{1 - q^u}{1 - q}, \tag{A.1}$$

and the infinite multiple $q$-Pochhammer symbol

$$(z; q_1, \ldots, q_k)_\infty = \exp \left( -\sum_{p=1}^{\infty} \frac{z^p}{p} \frac{1}{1 - q_1^p} \cdots \frac{1}{1 - q_k^p} \right) |q|^{\leq 1} \prod_{l_1, \ldots, l_k=0}^{\infty} \left( 1 - z q_1^{l_1} \cdots q_k^{l_k} \right). \tag{A.2}$$

This is defined for $|z| < 1$, but can be analytically continued to $z \in \mathbb{C}$ using the latter equality. We
extend the definition to an empty symbol $(z;)_\infty := 1 - z$. For any $k \geq 1$ we then have the relations

$$\frac{(z; q_1, \ldots, q_k)_\infty}{(q_1; q_1, \ldots, q_k)_\infty} = (z; q_2, \ldots, q_k)_\infty. \tag{A.3}$$

Let us introduce the $q$-Gamma and $q$-Barnes G functions

$$\Gamma_q(u) = \frac{(q; q)_\infty}{(q^u; q)_\infty} (1 - q)^{u-1}, \quad G_q(u) = \frac{(q^u; q, q)_\infty}{(q; q)_\infty} (q; q)^{u-1} (1 - q)^{-(u-1)(u-2)/2}, \tag{A.4}$$

where $|q| < 1$, which satisfy the $q$-analogues of the usual properties of Gamma and Barnes G functions,

$$\Gamma_q(u + 1) = [u] \Gamma_q(u), \quad G_q(u + 1) = \Gamma_q(u) G_q(u) \tag{A.5}$$

and are both equal to one at $u = 1$ and log-convex [80]. These can also be easily analytically continued
to $|q| > 1$ using

$$\Gamma_q(u) = q^{\frac{(u-1)(u-2)}{2}} \Gamma_{q^{-1}}(u), \quad G_q(u) = q^{\frac{(u-1)(u-2)(u-3)}{6}} G_{q^{-1}}(u). \tag{A.6}$$
Let us finally introduce the quantum dilogarithm function $\Phi_b(z)$ as

$$\Phi_b(z) = \frac{\left(e^{2\pi b(z+\frac{1}{2}b)}; e^{2\pi ib^2}\right)_{\infty}}{\left(e^{\frac{2\pi i}{b}}(z-\frac{1}{2}b+\frac{1}{2}); e^{-\frac{2\pi i}{b}}\right)_{\infty}}. \quad (A.7)$$

Note that $\Phi_b(z)$ satisfies the following recursive relations

$$\frac{\Phi_b(z+ib)}{\Phi_b(z)} = 1 + \frac{e^{\pi ib^2}}{e^{2\pi b^2}}e^{2\pi bz}, \quad \frac{\Phi_b(z+\frac{i}{b})}{\Phi_b(z)} = 1 + \frac{e^{\pi i b^2}}{e^{2\pi b^2}}e^{2\pi z}, \quad (A.8)$$

and that its asymptotic behavior is

$$\Phi_b(z) \sim \begin{cases} 
\exp\left(i\pi z^2 + \frac{\pi i}{12} (b^2 + b^{-2})\right) & (\text{Re } z \to \infty) \\
1 & (\text{Re } z \to -\infty) 
\end{cases}. \quad (A.9)$$

### B Fermi gas formalism

In this appendix, we address the study of the matrix model (3.4) in the Fermi gas formalism. First of all, we introduce our notations for one-dimensional quantum mechanics. We denote the canonical position operators as $\hat{x}$ and define the canonical momentum operator $\hat{p}$ normalized as $[\hat{x}, \hat{p}] = i\hbar$ with $\hbar = 2\pi k$. We denote a position eigenstate as $|x\rangle$ and a momentum eigenstate as $|p\rangle$, which are normalized as

$$\hat{x}|x\rangle = x|x\rangle, \quad \langle x|y\rangle = 2\pi \delta (x-y), \quad (B.1)$$

$$\hat{p}|p\rangle = p|p\rangle, \quad \langle p|p'\rangle = 2\pi \delta (p-p'), \quad \langle x|p\rangle = \frac{1}{\sqrt{k}} e^{ixp/2\pi k}. \quad (B.2)$$

For later purposes, we also introduce a symbol $t_{\zeta,n,r}$ defined as

$$t_{\zeta,n,r} = 2\pi\zeta + 2\pi i\left(n + \frac{1}{2} - r\right). \quad (B.3)$$

Our goal is to derive the expressions for the matrix model (3.5) and $\hat{p}^{-1}$ (3.11). Our derivation extends the one in [23] to the present case with rank deformations and generic Fayet-Iliopoulos parameters. In the following we assume that the FI parameters $\zeta_i$ are real, we use the parametrization

$$N_1 = N + M_1, \quad N_2 = N + M, \quad N_3 = N + M_2, \quad N_4 = N, \quad (B.4)$$

and assume that $N, M_1, M_2$ and $M$ are non-negative integers as in the main text. We also assume $M_1 \geq M$ and $M_2 \geq M$.

The integrand of the matrix model, after shifting all of the integration variables as $\mu \to \frac{\mu}{k}$, can be divided into two parts as

$$Z_k (N; M_1, M_2, M, \zeta_1, \zeta_2) = \frac{1}{N_2!N_4!} \int_{-\infty}^{\infty} \prod_{n=1}^{N_4} \frac{d\mu_n}{2\pi k} \prod_{n=1}^{N_2} \frac{d\nu_n}{2\pi k} Y_{N_4,N_1,N_2} (0, \zeta_1; \mu, \nu) (Y_{N_4,N_3,N_2} (\zeta_2; 0; \mu, \nu))^* \quad \text{(B.5)}$$
where

\begin{equation}
Y_{N_4, N, N_2} (\zeta, \zeta'; \mu, \nu) = \frac{1}{N!} \int_{-\infty}^{\infty} \frac{d\lambda_n}{2\pi i K} \xi^{2} e^{-\frac{1}{4\pi} \sum_{n=1}^{N} \lambda_m e^{-\frac{i}{2} \left( \sum_{m=1}^{N_4} \mu_n - \sum_{m=1}^{N_2} \lambda_n \right)} - \frac{i}{2} \left( \sum_{m=1}^{N} \mu_n - \sum_{n=1}^{N_2} \lambda_n \right) - \frac{i}{2} \left( \sum_{m=1}^{N} \mu_n - \sum_{n=1}^{N_2} \lambda_n \right)} \times \prod_{m=1}^{N_4} 2 \cosh \frac{\mu_m - \lambda_n}{2k} \prod_{m=1}^{N_4} 2 \cosh \frac{\mu_m - \lambda_n}{2k} \prod_{n=1}^{N_2} 2 \sinh \frac{\lambda_m - \nu_n}{2k} \prod_{n=1}^{N_2} 2 \sinh \frac{\lambda_m - \nu_n}{2k} \prod_{m=1}^{N_4} \prod_{n=1}^{N_2} 2 \cosh \frac{\lambda_m - \nu_n}{2k} \prod \frac{\prod_{m=n}^{N} 2 \sinh \frac{\lambda_m - \nu_n}{2k} \prod_{m=1}^{N} 2 \cosh \frac{\mu_m - \lambda_n}{2k} \prod_{n=1}^{N} 2 \cosh \frac{\mu_m - \lambda_n}{2k}}{\prod_{m=1}^{N_4} \prod_{n=1}^{N_2} 2 \cosh \frac{\lambda_m - \nu_n}{2k}}. \quad (B.6)
\end{equation}

We first focus on \(Y_{N_4, N, N_2}\) and rewrite it in the operator formalism. By combining the Cauchy determinant formula and the Vandermonde determinant formula \[\text{[81]}\]

\[\prod_{m=1}^{K} 2 \sinh \frac{\mu_m - \lambda_n}{2k} \prod_{n=1}^{K} 2 \sinh \frac{\lambda_m - \nu_n}{2k} = \det \left( \begin{array}{ccc}
(-1)^L \prod_{m=1}^{L} \frac{(-1)^L}{2 \cosh \frac{\mu_m - \lambda_n}{2k}} & & \\
& \left( \begin{array}{c}
\prod_{n=1}^{N} 2 \cosh \frac{\mu_m - \lambda_n}{2k} \\
\prod_{m=1}^{N} 2 \cosh \frac{\lambda_m - \nu_n}{2k}
\end{array}\right) \prod_{n=1}^{N} 2 \cosh \frac{\lambda_m - \nu_n}{2k} & \\
& & \prod_{m=1}^{N} 2 \cosh \frac{\lambda_m - \nu_n}{2k}
\end{array} \right)
\right), \quad (B.7)

we can rewrite the third line of \((B.6)\) as the determinant of the product of two matrices. The notation for the operator formalism is in \[\text{[B.1], [B.2]}\]. The elements of the matrices can be rewritten in the operator formalism. We will make use of the following identities

\begin{equation}
(-1)^L \frac{\prod_{m=1}^{L} \frac{(-1)^L}{2 \cosh \frac{\mu_m - \lambda_n}{2k}}}{2 \cosh \frac{\mu_m - \lambda_n}{2k}} = (-1)^L \int_{-\infty}^{\infty} \frac{dp}{2\pi} e^{\frac{1}{2\pi} (p + \pi L)(\mu - \lambda)} \prod_{m=1}^{L} \frac{1}{2 \cosh \frac{\pi p}{2}} \prod_{m=1}^{L} \frac{(-1)^{L+r+1}}{2 \cosh \frac{\pi p}{2}} (\mu - \lambda) \prod_{r=1}^{L+r+1} (-1)^{L+r+1} e^{\frac{1}{2} \left( \frac{L+1}{2} \right)(\mu - \lambda)}.
\end{equation}

where in the second line, as we shifted the integration contour from \(\mathbb{R}\) to \(\mathbb{R} + i\pi L\), we obtain a summation over the resulting residues. Fortunately, the contribution to the determinant of the latter vanishes being a linear combination of rows. Indeed it is evident from \[\text{[B.7], [B.8]}\] that the sum of the residues is a linear combination of the lower (or right) elements.

The third line of \(Y_{N_4, N, N_2}\) is now written in the operator formalism. To write all of factors in the operator formalism, we multiply the first matrix by a Fresnel factor \(e^{\frac{1}{2\pi} \sum_{k=1}^{N} \lambda_k^2}\). We also include the first FI factor, depending on \(\zeta\), in the first matrix and the second FI factor, depending on \(\zeta'\), in the second matrix. After performing the similarity transformations

\begin{equation}
e^{\frac{2\pi i \zeta}{\lambda} f (\hat{p})} e^{\frac{2\pi i \zeta}{\lambda} f} = f (\hat{p} + 2\pi \zeta), \quad \langle p | e^{\frac{2\pi i \zeta}{\lambda} f} = \langle p - 2\pi \zeta |, \quad (B.11)
\end{equation}
we obtain

$$Y_{N_4, \hat{N}, N_2} (\zeta, \zeta'; \mu, \nu)
= i^{-\frac{\hat{N}^2}{2} + \frac{N_4}{2}} N! \int_{-\infty}^{\infty} \prod_{n=1}^{\hat{N}} d\lambda_n \frac{1}{2\pi k} \det \left( \begin{array}{c}
k \left\langle \mu_m \right| \frac{1}{2 \cosh \frac{\pi}{2} \zeta + i \pi M} e^{\frac{i}{2} \pi \zeta^2} \lambda_n \left\rangle_{m, n} \right. \\
\sqrt{k} \left\langle t_{-\zeta, \hat{N}, r} \right| e^{\frac{i}{2} \pi \zeta^2} \lambda_n \left\rangle_{r, n} \right. \\
\end{array} \right)_{N_4 \times \hat{N}} \times \det \left( \begin{array}{c}
k \left\langle \lambda_m \right| \frac{1}{2 \cosh \frac{\pi}{2} \zeta + i \pi (N - \hat{N})} \nu_n \left\rangle_{m, n} \right. \\
\sqrt{k} \left\langle \lambda_m \right| -t_{\zeta', \hat{N} - N_2, r} \left\rangle_{m, n} \right. \\
\end{array} \right)_{\hat{N} \times (N - N_2)} \right), \quad (B.12)$$

where $\hat{M} = N_4 - \hat{N}$ and $t_{\zeta, n, r}$ is defined in $[B.3]$. We now return to the matrix model $[B.5]$. Upon the similarity transformation

$$\int_{-\infty}^{\infty} \prod_{n=1}^{N_4} d\mu_n \left\langle \mu_n \right| \left\langle \mu_n \right| = \int_{-\infty}^{\infty} \prod_{n=1}^{N_4} d\mu_n \frac{1}{2 \cosh \frac{\pi}{2} \zeta + i \pi \hat{M}} \frac{1}{2 \cosh \frac{\pi}{2} \zeta + i \pi \hat{M}} e^{\frac{i}{2} \pi \hat{M}^2} e^{-\frac{i}{2} \pi \hat{M}^2}, \quad (B.13)$$

$$\int_{-\infty}^{\infty} \prod_{n=1}^{\hat{N}} d\lambda_n \left\langle \lambda_n \right| \left\langle \lambda_n \right| = \int_{-\infty}^{\infty} \prod_{n=1}^{\hat{N}} d\lambda_n \frac{1}{2 \cosh \frac{\pi}{2} \zeta + i \pi \hat{M}} \frac{1}{2 \cosh \frac{\pi}{2} \zeta + i \pi \hat{M}} e^{\frac{i}{2} \pi \hat{M}^2} e^{-\frac{i}{2} \pi \hat{M}^2}, \quad (B.14)$$

$$\int_{-\infty}^{\infty} \prod_{n=1}^{N_2} d\nu_n \left\langle \nu_n \right| \left\langle \nu_n \right| = \int_{-\infty}^{\infty} \prod_{n=1}^{N_2} d\nu_n \frac{1}{2 \cosh \frac{\pi}{2} \zeta + i \pi \hat{M}} \frac{1}{2 \cosh \frac{\pi}{2} \zeta + i \pi \hat{M}} e^{\frac{i}{2} \pi \hat{M}^2} e^{-\frac{i}{2} \pi \hat{M}^2}, \quad (B.15)$$

and by using the formulae

$$e^{-\frac{\pi}{2} \hat{M}^2} e^{-\frac{\pi}{2} \hat{M}^2} f (\hat{p}) e^{\frac{\pi}{2} \hat{M}^2} e^{\frac{\pi}{2} \hat{M}^2} = f (\hat{\xi}), \quad \left\langle \hat{p} \right| e^{\frac{\pi}{2} \hat{M}^2} e^{\frac{\pi}{2} \hat{M}^2} \left\langle \hat{p} \right| = \sqrt{i} e^{-\frac{\pi}{2} \hat{M}^2} \left\langle \hat{p} \right|, \quad (B.16)$$

we find that the matrix models can be written as

$$Z_k (N; M_1, M_2, M, \zeta_1, \zeta_2)
= \frac{1}{N_2! N_4!} e^{i \Theta_k (M_1, M_2, M, \zeta_1, \zeta_2)} \int_{-\infty}^{\infty} \prod_{n=1}^{N_4} d\mu_n \frac{1}{2 \pi k} \int_{-\infty}^{\infty} \prod_{n=1}^{\hat{N}} d\lambda_n \frac{1}{2 \pi k} \tilde{Y}_{N_4, \hat{N}, N_2} (0, \zeta_1; \mu, \nu) \left( \tilde{Y}_{N_4, \hat{N}, N_2} (\zeta_2, 0; \mu, \nu) \right)^*, \quad (B.17)$$

where

$$\tilde{Y}_{N_4, \hat{N}, N_2} (\zeta, \zeta'; \mu, \nu)
= i^{-\frac{\hat{N}^2}{2} + \frac{N_4}{2}} \int_{-\infty}^{\infty} \prod_{n=1}^{\hat{N}} d\lambda_n \frac{1}{2 \pi k} \det \left( \begin{array}{c}
k \left\langle \mu_m \right| \frac{1}{2 \cosh \frac{\pi}{2} \zeta + i \pi M} \lambda_n \left\rangle_{m, n} \right. \\
\sqrt{k} \left\langle t_{-\zeta, M, r} \right| \lambda_n \left\rangle_{r, n} \right. \\
\end{array} \right)_{N_4 \times \hat{N}} \times \det \left( \begin{array}{c}
k \left\langle \lambda_m \right| \frac{1}{2 \cosh \frac{\pi}{2} \zeta + i \pi (N - \hat{N})} \nu_n \left\rangle_{m, n} \right. \\
\sqrt{k} \left\langle \lambda_m \right| -t_{\zeta', \hat{N} - N_2, r} \left\rangle_{m, n} \right. \\
\end{array} \right)_{\hat{N} \times (N - N_2)} \right), \quad (B.18)$$
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and
\[
\Theta_k (M_1, M_2, M, \zeta_1, \zeta_2) = \theta_k (M_1, 0) + \theta_k (M_1 - M, \zeta_1) - \theta_k (M_2, \zeta_2) - \theta_k (M_2 - M, 0), \quad (B.19)
\]
\[
\theta_k (M, \zeta) = \frac{\pi}{k} \left[ \frac{1}{12} (M^3 - M) - M \zeta^2 \right]. \quad (B.20)
\]
\[
\tilde{Y}_{N_4, N_2} \text{ can be computed as follows. Since the second determinant is an anti-symmetric function of } \lambda_m, \text{ we can simplify the first determinant by using}
\frac{1}{N!} \int_{-\infty}^{\infty} d^N \lambda \det \left[ [g_m (\lambda_n)]^{N \times N}_{m, n} \right] f (\lambda_1, \lambda_2, \ldots, \lambda_N) = \int_{-\infty}^{\infty} d^N \lambda \prod_{n=1}^{N} g_n (\lambda_n) f (\lambda_1, \lambda_2, \ldots, \lambda_N), \quad (B.21)
\]
which holds for any anti-symmetric function \( f (\lambda) \). We decompose the other determinant by using \( (B.9), (B.10) \) and \( (B.7), (B.8) \) backwards. Now we can perform the integration by using the delta functions coming from the inner products of the position operators. After a short computation, we obtain
\[
\tilde{Y}_{N_4, N_2} (\zeta, \zeta'; \mu, \nu) = i^{- \frac{N_4}{2}} e^{\frac{2 \pi i \zeta \zeta'}{k}} \left\langle \left. C_{M} (\tilde{x} + 2 \pi \zeta) \right| \left. C_{M} (\tilde{x} + 2 \pi \zeta') \right| \nu_n \right\rangle \prod_{m=1}^{N_4} \prod_{n=1}^{N_2} \sinh \frac{\nu_n - \nu_n'}{2k},
\]
\[
\quad \times \prod_{m=1}^{N_4} \prod_{n=1}^{N_2} \sinh \frac{2 \pi i \zeta \zeta'}{k} \left( \frac{\nu_m - \nu_m'}{2k} \right) \prod_{m=1}^{N_4} \prod_{n=1}^{N_2} \sinh \frac{\nu_n - \nu_n'}{2k}, \quad (B.22)
\]
where
\[
Z_k^{(CS)} (L) = \frac{1}{k^L} \prod_{j < j'} \sinh \frac{\pi}{k} (j' - j), \quad (B.23)
\]
is the partition function of \( U (L)_k \) pure Chern-Simons theory. We again use the determinant formula \( (B.7), (B.8) \) and the operator formula \( (B.9), (B.10) \) for the factor at the third line, and we include the FI factors and the factors in the second line into the matrix. As a result, we obtain
\[
\tilde{Y}_{N_4, N_2} (\zeta, \zeta'; \mu, \nu) = i^{- \frac{N_4}{2}} e^{\frac{2 \pi i \zeta \zeta'}{k}} Z_k^{(CS)} (M) \prod_{m=1}^{N_4} \prod_{n=1}^{N_2} \sinh \frac{\nu_n - \nu_n'}{2k},
\]
\[
\times \det \left( \left[ k \left| S_{M} (\tilde{x} + 2 \pi \zeta) \right| \frac{1}{2 \cosh \frac{\pi i}{2k} + \nu_n} \left| C_{M} (\tilde{x} + 2 \pi \zeta') \right| \nu_{n'} \right]_{m, n}^{N_4 \times N_2} \right), \quad (B.24)
\]
where
\[
S_L (x) = i^L \prod_{r=1}^{L} \sinh \frac{x - 2 \pi i (\frac{r+1}{2} - r)}{2k}, \quad C_L (x) = \prod_{r=1}^{L} \cosh \frac{x - 2 \pi i (\frac{r+1}{2} - r)}{2k}. \quad (B.25)
\]
\[
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\]
By using the recursive formula for the quantum dilogarithm functions (A.8), (B.25) can be written in terms of the quantum dilogarithm as \( b = \sqrt{k} \)

\[
S_L(x) = e^{\frac{-i\pi}{2k} x} \Phi_b \left( \frac{\pi b}{2k} - i \frac{b}{2k} \right) \Phi_b \left( \frac{\pi b}{2k} + i \frac{b}{2k} \right),
\]

\[
C_L(x) = e^{\frac{i\pi}{2k} x} \Phi_b \left( \frac{\pi b}{2k} + i \frac{b}{2k} \right) \Phi_b \left( \frac{\pi b}{2k} - i \frac{b}{2k} \right).
\]

By substituting (B.24) into (B.17), we finally arrive at

\[
Z_k (N; M_1, M_2, M, \zeta_1, \zeta_2)
= e^{i\Theta_k (M_1, M_2, \zeta_1, \zeta_2)^{Z_k^{(CS)}} (M_1) Z_k^{(CS)} (M_2)} \int_{-\infty}^{\infty} \frac{d\mu_n}{2\pi} \prod_{n=1}^{N} \frac{d\nu_n}{2\pi}
\times \det \left( \begin{bmatrix} \langle \mu_m | \hat{D}_1 | \nu_n \rangle \\ \langle \nu_m | \hat{D}_1 | \mu_n \rangle \\ \langle \nu_m | \hat{D}_2 | \mu_n \rangle \end{bmatrix} \right)_{m,n}^{(N+M) \times (N+M)}
\times \det \left( \begin{bmatrix} \langle \nu_m | \hat{D}_2 | \mu_n \rangle \\ \langle \mu_m | \hat{D}_2 | \nu_n \rangle \end{bmatrix} \right)_{m,r}^{(N+M) \times M},
\]

where

\[
\hat{D}_1 = e^{\frac{i\pi}{2k} \sqrt{2} S_{M_1} (\sqrt{2} \zeta_1)} \frac{1}{2 \cosh \frac{\pi k}{2}} e^{\frac{i\pi}{2k} C_{M_1} (\sqrt{2} \zeta_1)},
\]

\[
\hat{D}_2 = e^{\frac{i\pi}{2k} \sqrt{2} C_{M_1} (\sqrt{2} \zeta_1)},
\]

Let us perform a short digression on the formulas which can be used to rephrase our final result (B.27) in a more concise way, though we do not use them in the main text. Note that by using the formula

\[
\frac{1}{N!} \int_{-\infty}^{\infty} d^N \nu \det \left( [f_m (\nu_n)]_{m,n}^{N \times N} \right) \det \left( [g_n (\nu_m)]_{m,n}^{N \times N} \right) = \det \left( \left[ \int_{-\infty}^{\infty} d\nu f_m (\nu) g_n (\nu) \right]_{m,n}^{N \times N} \right),
\]

the partition function for \( M > 0 \) (B.27), which is written as a \((2N+M)\) dimensional integral, can be further reduced to a \( N \) dimensional integral:

\[
Z_k (N; M_1, M_2, M, \zeta_1, \zeta_2)
= e^{i\Theta_k (M_1, M_2, \zeta_1, \zeta_2)^{Z_k^{(CS)}} (M_1) Z_k^{(CS)} (M_2)} \int_{-\infty}^{\infty} \frac{d\mu_n}{2\pi}
\times \det \left( \begin{bmatrix} \langle \mu_m | \hat{D}_1 \hat{D}_2 | \nu_n \rangle \\ \langle \nu_m | \hat{D}_1 \hat{D}_2 | \mu_n \rangle \\ \langle \nu_m | \hat{D}_1 \hat{D}_2 | \mu_n \rangle \end{bmatrix} \right)_{m,n}^{N \times N}
\times \det \left( \begin{bmatrix} \langle \nu_m | \hat{D}_2 | \mu_n \rangle \\ \langle \mu_m | \hat{D}_2 | \nu_n \rangle \end{bmatrix} \right)_{m,r}^{N \times M},
\]
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which implies that the grand partition function (3.2) can be written as [31]

\[ \Xi_k(\kappa; M_1, M_2, M, \zeta_1, \zeta_2) = \sum_{N=0}^{\infty} \kappa^N \frac{Z_k(N; M_1, M_2, M, \zeta_1, \zeta_2)}{Z_k(0; M_1, M_2, M, \zeta_1, \zeta_2)} \]

\[ = \frac{\det \left( 1 + \kappa \hat{D}_1^{VI} \hat{D}_2^{VI} \right) \det_{r,s} \left[ \left( \begin{array}{c|c} t_{0,M,r} & \frac{1}{1+\kappa \hat{D}_1^{VI} \hat{D}_2^{VI} - t_{0,M,s}} \\ \hline \frac{1}{\hat{D}_1^{VI} \hat{D}_2^{VI}} - t_{0,M,s} & \end{array} \right) \right]}{\det_{r,s} \left[ \left( \begin{array}{c|c} t_{0,M,r} & \frac{1}{\hat{D}_1^{VI} \hat{D}_2^{VI}} - t_{0,M,s} \\ \hline \frac{1}{\hat{D}_1^{VI} \hat{D}_2^{VI}} - t_{0,M,s} & \end{array} \right) \right]} \]  

(B.34)

**B.1 \( M = 0 \) case**

When \( M = 0 \), the matrix model (B.33) simplifies to

\[ Z_k(N; M_1, M_2, 0, \zeta_1, \zeta_2) = e^{i \phi_{k}(M_1, M_2, 0, \zeta_1, \zeta_2)} Z_k^{(CS)}(M_1) Z_k^{(CS)}(M_2) \]

\[ \times \frac{1}{N!} \int_{-\infty}^{\infty} \frac{d\mu_n}{2\pi} \det \left( \{ \mu_m | \tilde{\rho}_k(M_1, M_2, 0, \zeta_1, \zeta_2) | \mu_n \}_{m,n}^{N \times N} \right), \]  

(B.35)

where

\[ \tilde{\rho}_k(M_1, M_2, 0, \zeta_1, \zeta_2) = \hat{D}_1^{VI} \hat{D}_2^{VI} \bigg|_{M=0} \]

\[ = S_{M_1}(\tilde{x}) \frac{1}{2 \cosh \frac{b \pi + 2 \pi \zeta_1}{2}} C_{M_1}(\tilde{x}) C_{M_2}(\tilde{x} + 2 \pi \zeta_2) \frac{1}{2 \cosh \frac{b \pi}{2}} S_{M_2}(\tilde{x} + 2 \pi \zeta_2). \]  

(B.36)

This is the same as (3.7). For this expression, we can relate the density matrix to the quantum curve [39] [52]. The important relations are

\[ C_{L}^{-1}(\tilde{x}) e^{\pm \frac{1}{2} \hat{\rho}} S_{L}^{-1}(\tilde{x}) = e^{\mp \frac{1}{2} i \pi L e^{\pm \frac{1}{2} \hat{\rho}}} \frac{\Phi_b \left( \frac{\tilde{x}}{2 \pi b} - \frac{i b}{2 \pi b} \pm \frac{1}{2} b \right)}{\Phi_b \left( \frac{\tilde{x}}{2 \pi b} + \frac{i b}{2 \pi b} \pm \frac{1}{2} b \right)} \frac{\Phi_b \left( \frac{\tilde{x}}{2 \pi b} + \frac{i b}{2 \pi b} \pm \frac{1}{2} b \right)}{\Phi_b \left( \frac{\tilde{x}}{2 \pi b} - \frac{i b}{2 \pi b} \pm \frac{1}{2} b \right)} e^{-\frac{1}{2} \hat{x}} \]

\[ = e^{\mp \frac{1}{2} \hat{\rho}} \left( e^{\mp \frac{1}{2} i \pi L e^{\pm \frac{1}{2} \hat{\rho}}} + e^{\mp \frac{1}{2} i \pi L e^{-\frac{1}{2} \hat{\rho}}} \right), \]  

(B.37)

\[ S_{L}^{-1}(\tilde{x}) e^{\pm \frac{1}{2} \hat{\rho}} C_{L}^{-1}(\tilde{x}) = e^{\mp \frac{1}{2} i \pi L e^{\pm \frac{1}{2} \hat{\rho}}} \frac{\Phi_b \left( \frac{\tilde{x}}{2 \pi b} - \frac{i b}{2 \pi b} - \frac{1}{2} b \right)}{\Phi_b \left( \frac{\tilde{x}}{2 \pi b} + \frac{i b}{2 \pi b} - \frac{1}{2} b \right)} \frac{\Phi_b \left( \frac{\tilde{x}}{2 \pi b} + \frac{i b}{2 \pi b} + \frac{1}{2} b \right)}{\Phi_b \left( \frac{\tilde{x}}{2 \pi b} - \frac{i b}{2 \pi b} + \frac{1}{2} b \right)} e^{\pm \frac{1}{2} \hat{\rho}} \]

\[ = \left( e^{\mp \frac{1}{2} i \pi L e^{\pm \frac{1}{2} \hat{\rho}}} + e^{\mp \frac{1}{2} i \pi L e^{-\frac{1}{2} \hat{\rho}}} \right) e^{\pm \frac{1}{2} \hat{\rho}}, \]  

(B.38)

where we used the Baker–Campbell–Hausdorff formula \( e^{\alpha \hat{x}} e^{\beta \hat{\rho}} = e^{2 \pi i \alpha \beta k} e^{\beta \hat{\rho}} e^{\alpha \hat{x}} \) and (A.8). By using these relations, we obtain

\[ S_{L}(\tilde{x}) \frac{1}{2 \cosh \frac{b \pi}{2}} C_{L}(\tilde{x}) = \left[ e^{\frac{1}{2} \hat{\rho}} \left( e^{\frac{1}{2} i \pi L e^{\pm \frac{1}{2} \hat{\rho}}} + e^{\frac{1}{2} i \pi L e^{-\frac{1}{2} \hat{\rho}}} \right) + e^{-\frac{1}{2} \hat{\rho}} \left( e^{-\frac{1}{2} i \pi L e^{\pm \frac{1}{2} \hat{\rho}}} + e^{\frac{1}{2} i \pi L e^{-\frac{1}{2} \hat{\rho}}} \right) \right]^{-1}, \]  

(B.39)

\[ C_{L}(\tilde{x}) \frac{1}{2 \cosh \frac{b \pi}{2}} S_{L}(\tilde{x}) = \left[ \left( e^{-\frac{1}{2} i \pi L e^{\pm \frac{1}{2} \hat{\rho}}} + e^{\frac{1}{2} i \pi L e^{-\frac{1}{2} \hat{\rho}}} \right) e^{\frac{1}{2} \hat{\rho}} + \left( e^{\frac{1}{2} i \pi L e^{\pm \frac{1}{2} \hat{\rho}}} + e^{-\frac{1}{2} i \pi L e^{-\frac{1}{2} \hat{\rho}}} \right) e^{-\frac{1}{2} \hat{\rho}} \right]^{-1}. \]  

(B.40)
The inverse of the density matrix is the product of the above two quantum curves. Therefore, we finally obtain

\[
\hat{\rho}_k^{-1}(M_1, M_2, 0, \zeta_1, \zeta_2) = \left[ e^{\frac{i}{2} \pi M_2 + \pi \zeta_2 e^{\frac{i}{2} x}} + e^{\frac{i}{2} \pi M_2 - \pi \zeta_2 e^{-\frac{i}{2} x}} \right] \left[ e^{\frac{i}{2} \pi M_1 + \pi \zeta_1 e^{\frac{i}{2} x}} + e^{\frac{i}{2} \pi M_1 - \pi \zeta_1 e^{-\frac{i}{2} x}} \right]^{-1}
\]

This is the quantum curve associated to the (2,2) model for \( M = 0 \).

\[\text{C Proof of (4.7): } \hat{\rho}_k(M_1, M_2, 0, \zeta_1, \zeta_2) \sim \hat{\rho}_k(M_1, M_2, 0, \zeta_2, \zeta_1)\]

First we notice the following identity

\[
e^{\frac{\pi i}{2} (M_1 - M_2)} e^{\pi \zeta_1 e^{\frac{i}{2} x} + \pi \zeta_2 e^{\frac{i}{2} x}} = e^{\frac{\pi i}{2} (M_1 - M_2)} e^{\pi \zeta_1 e^{\frac{i}{2} x} + \pi \zeta_2 e^{\frac{i}{2} x}} \]

\[
e^{\frac{\pi i}{2} (M_1 - M_2)} e^{\pi \zeta_1 e^{\frac{i}{2} x} + \pi \zeta_2 e^{\frac{i}{2} x}} = e^{\frac{\pi i}{2} (M_1 - M_2)} e^{\pi \zeta_1 e^{\frac{i}{2} x} + \pi \zeta_2 e^{\frac{i}{2} x}} \]

\[
e^{\frac{\pi i}{2} (M_1 - M_2)} e^{\pi \zeta_1 e^{\frac{i}{2} x} + \pi \zeta_2 e^{\frac{i}{2} x}} = e^{\frac{\pi i}{2} (M_1 - M_2)} e^{\pi \zeta_1 e^{\frac{i}{2} x} + \pi \zeta_2 e^{\frac{i}{2} x}} \]

\[
e^{\frac{\pi i}{2} (M_1 - M_2)} e^{\pi \zeta_1 e^{\frac{i}{2} x} + \pi \zeta_2 e^{\frac{i}{2} x}} = e^{\frac{\pi i}{2} (M_1 - M_2)} e^{\pi \zeta_1 e^{\frac{i}{2} x} + \pi \zeta_2 e^{\frac{i}{2} x}} \]

This identity can be proved by calculating the inverse of both sides. The inverse of the left-hand side can be calculated as

\[
\left( e^{\frac{\pi i}{2} (M_1 - M_2)} e^{\pi \zeta_1 e^{\frac{i}{2} x} + \pi \zeta_2 e^{\frac{i}{2} x}} \right)^{-1} = \frac{\Phi_b \left( \frac{\pi}{2\pi \theta} + \frac{iM}{2\pi \theta} \right)}{\Phi_b \left( \frac{\pi}{2\pi \theta} - \frac{iM}{2\pi \theta} \right)} e^{\left( \frac{1}{2} - \frac{\pi i}{2} \right) x} \frac{e^{\frac{\pi i}{2} (M_1 - M_2)} e^{\pi \zeta_1 e^{\frac{i}{2} x} + \pi \zeta_2 e^{\frac{i}{2} x}}}{\Phi_b \left( \frac{\pi}{2\pi \theta} + \frac{iM}{2\pi \theta} \right)} \frac{\Phi_b \left( \frac{\pi}{2\pi \theta} - \frac{iM}{2\pi \theta} \right)}{\Phi_b \left( \frac{\pi}{2\pi \theta} + \frac{iM}{2\pi \theta} \right)} e^{\left( \frac{1}{2} - \frac{\pi i}{2} \right) x}.
\]
By moving $e^{\pm \frac{b}{2}}$ to the right by using the formula $e^{\pm \frac{b}{2}}f(\hat{x})e^{\pm \frac{b}{2}} = f(\hat{x} + \pi b)$, we are left with ratios of $\Phi_b$ which can be simplified by the recursive formula (A.8). We finally obtain
\[
\left(\frac{M^2}{\Phi_b} \Phi_b \left( \frac{x}{2\pi b} + \frac{iM}{2b} + \frac{ib}{2} \right) - \frac{1}{2} e^{\pm \frac{b}{2}} \Phi_b \left( \frac{x}{2\pi b} - \frac{iM}{2b} - \frac{ib}{2} \right) \right)^{-1} = \left( e^{-\frac{\pm M}{2}e^2} + e^{\frac{\pm M}{2}e^{-2}} \right) e^2 + \left( e^{\frac{\pm M}{2}e^2} + e^{-\frac{\pm M}{2}e^{-2}} \right) e^{-\frac{b}{2}}.
\]
(C.3)

In the same way the inverse of the right-hand side of (C.1) can be simplified as
\[
\left( e^{\frac{\mp M}{2}e^2} + e^{\frac{\pm M}{2}e^{-2}} \right) e^2 + \left( e^{\frac{\pm M}{2}e^2} + e^{-\frac{\pm M}{2}e^{-2}} \right) e^{-\frac{b}{2}}.
\]
(C.4)

This is identical to the inverse (C.3) of the left-hand side of (C.1).

By using the identity (C.1) we can show (4.7), namely $\tilde{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2) \sim \tilde{\rho}_k (M_1, M_2, 0, \zeta_2, \zeta_1)$, as follows. First we reorder the terms in $\tilde{\rho}$ (4.1) cyclically
\[
\tilde{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2) \sim e^{\pi \zeta_2} e^{-\frac{\pm M}{2}e^2} \Phi_b \left( \frac{x}{2\pi b} - \frac{iM}{2b} + \frac{ib}{2} \right) \frac{1}{2 \cosh \frac{b}{2}} \Phi_b \left( \frac{x}{2\pi b} + \frac{iM}{2b} - \frac{ib}{2} \right) \frac{1}{2 \cosh \frac{b}{2}} \Phi_b \left( \frac{x}{2\pi b} - \frac{iM}{2b} + \frac{ib}{2} \right) \frac{1}{2 \cosh \frac{b}{2}} \Phi_b \left( \frac{x}{2\pi b} + \frac{iM}{2b} - \frac{ib}{2} \right).
\]
(C.5)

Now to each line we can apply the identity (C.1). After combining the exponential factors together and cyclically reordering the terms, we obtain
\[
\tilde{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2)
\]
\[
\begin{align*}
\sim & \frac{1}{2 \cosh \frac{b}{2}} \Phi_b \left( \frac{x}{2\pi b} + \frac{iM}{2b} - \frac{ib}{2} \right) \left( \frac{1}{2 \cosh \frac{b}{2}} \Phi_b \left( \frac{x}{2\pi b} - \frac{iM}{2b} + \frac{ib}{2} \right) \right) = \left( e^{\frac{\pm M}{2}e^2} + e^{-\frac{\pm M}{2}e^{-2}} \right) e^2 + \left( e^{\frac{\pm M}{2}e^2} + e^{-\frac{\pm M}{2}e^{-2}} \right) e^{-\frac{b}{2}}.
\end{align*}
\]
(C.6)
The last expression coincides with $\hat{\rho}$ (4.1) with the replacement $(\zeta_1, \zeta_2, \hat{x}, \hat{p}) \rightarrow (\zeta_2, \zeta_1, \hat{p}, -\hat{x})$. Since the change of variables in $\hat{x}, \hat{p}$ is a canonical transformation, which can be realized by a similarity transformation, we conclude that $\hat{\rho}_k (M_1, M_2, 0, \zeta_2, \zeta_1) \sim \hat{\rho}_k (M_1, M_2, 0, \zeta_1, \zeta_2)$.

D Weyl transformations

We give the list of $2 \cdot 4!$ Weyl transformations discussed in section in terms of the generators, realized also as matrices, arranged by length. A positive integer $i_1...i_k$ represents the product $s_{i_1} \cdots s_{i_k}$:
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