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A typical strategy of realizing an adiabatic change of a many-particle system is to vary parameters very slowly on a time scale \( t_r \), much larger than intrinsic equilibration time scales. In the ideal case of adiabatic state preparation, \( t_r \to \infty \), the entropy production vanishes. In systems with conservation laws, the approach to the adiabatic limit is hampered by hydrodynamic long-time tails, arising from the algebraically slow relaxation of hydrodynamic fluctuations. We argue that the entropy production \( \Delta S \) of a diffusive system at finite temperature in one or two dimensions is governed by hydrodynamic modes resulting in \( \Delta S \sim 1/\sqrt{t_r} \) in \( d = 1 \) and \( \Delta S \sim \ln(t_r)/t_r \) in \( d = 2 \). In higher dimensions, entropy production is instead dominated by other high-energy modes with \( \Delta S \sim 1/t_r \).

In order to verify the analytic prediction, we simulate the non-equilibrium dynamics of a classical two-component gas with point-like particles in one spatial dimension and examine the total entropy production as a function of \( t_r \).

I. INTRODUCTION

The concept of adiabaticity plays a major role in physics ranging from the classification of quantum states of matter to the foundation principles of thermodynamics. For example, the Carnot cycle describing an idealized heat engine is based on a sequence of isothermal and adiabatic processes. It is also of practical importance for the Carnot cycle describing an idealized heat engine is based on a sequence of isothermal and adiabatic processes. It is also of practical importance for experiments in which the state preparation cannot be performed arbitrarily slowly since the system cannot be isolated for arbitrarily long times. The optimal ramp time \( t_r \) is a compromise between minimizing the internal entropy production \( (t_r \to \infty) \) and minimizing other perturbations like the increase of entropy due to external heating or – in ultracold atom systems – atomic losses which become minimal for \( t_r \to 0 \). The question arises at which rate the adiabatic limit is reached if \( t_r \) is increased more and more. What is the asymptotic behavior of \( \Delta S(t_r) \) as a function of \( t_r \)?

For quantum systems with a gapped spectrum at zero temperature the answer can be given in the spirit of the quantum adiabatic theorem. If the ground state is protected by the gap \( \Delta \), the probability to create excitations can be exponentially suppressed by smooth parameter changes following the Landau-Zener paradigm. Therefore, we expect \( \Delta S(t_r) \sim e^{-\Delta t_r} \) such that the adiabatic limit is reached for long enough ramp times \( t_r \gg \Delta^{-1} \). However, the quantum adiabatic theorem does not imply an exponential suppression of the entropy production in gapless many-body systems. The quantum quenches is not exponentially suppressed if a many-body system at \( T = 0 \) is gapless. Then the entropy production is only weakly suppressed following a power law \( \Delta S(t_r) \propto t_r^{-\theta} \), \( \theta > 0 \). For small parameter changes the exponent \( \theta \) can be calculated perturbatively. For smooth ramps, \( \theta \) only depends on the low-energy spectrum of the initial state. If the ramp shape is not sufficiently smooth, high-energy modes predominantly contribute to the entropy production even for long ramp times \( t_r \to \infty \). In this case \( \theta \) is fully determined by the ramp spectrum.

A more dramatic situation can occur for non-interacting bosonic systems as has been pointed out by Polkovnikov and Gritsev. They could identify situ-
ations where the number of excitations created during a slow ramp and, therefore, also the entropy diverges in the thermodynamic limit, $\Delta S(t_c) \propto L^{d+1}t_c^{-\theta}$ with $\theta > 0$. In this situation the thermodynamic limit $L \to \infty$ and the adiabatic limit $t_c \to \infty$ do not commute suggesting that adiabatic processes with zero entropy production cannot be realized for arbitrarily slow parameter changes. The authors also showed numerically that some of these effects even occur in a Bose Hubbard model [13] if the interactions are increased linearly in time starting from a non-interacting model.

Another widely studied problem are slow parameter changes across classical or quantum phase transitions, where the critical slowing down associated with a phase transition and the Kibble-Zurek mechanism [16, 17] leads to non-analytic corrections and an entropy production again characterized by power-laws, $\Delta S(t) \propto t^{-\theta}$, where $\theta$ depends on the universality class and critical exponents of the phase transition.

We will focus on a much simpler situation and consider the case of finite temperature omitting all complications arising from phase transitions or Goldstone modes. If one assumes that all modes relax to equilibrium with a finite rate $1/\tau$, then deviations from equilibrium due to slow changes of parameters are proportional to $\tau$ and the rate by which changes occur scales with $1/\tau$. The rate of entropy production is therefore proportional to $1/t^2$ which results in a total change of entropy proportional to $1/t_c$ (see App. C) for a calculation in the context of the Boltzmann equation). This estimate is, however, based on the assumption of exponential relaxation of all modes which is rarely met: systems with conservation laws (e.g., energy or particle number conservation) always possess hydrodynamic modes with arbitrarily small relaxation rates.

Hydrodynamic modes, i.e., diffusive modes and sound waves, are arguably the most common and most generic source of non-analytic behavior as they occur in any many-body system with local conservation laws. For such systems one can use hydrodynamic equations to describe all properties on long time and long length scales as long as the system remains sufficiently close to thermal equilibrium. (Here, we assume that the temperature $T$ is finite.) An important consequence of hydrodynamics is the presence of so-called hydrodynamic long-time tails [18–25]. These long-time tails describe, for example, the slow decay of certain correlation functions. More importantly, hydrodynamic modes provide a bottleneck for equilibration. After a quench, i.e., a sudden change of parameters, a generic interacting many-body system does not relax exponentially towards thermal equilibrium but approaches thermal equilibrium only algebraically. In a diffusive, $d$-dimensional system, for example, typical observables approach their thermal expectation value only slowly, $\sim t^{-d/2}$ [26]. These hydrodynamic long-time tails arise from the long-distance fluctuations of hydrodynamic modes. Thus, it takes a long time to build up the local thermal fluctuations of conserved quantities.

As hydrodynamic long-time tails dominate equilibration in the long-time limit, one can also expect that they can give a dominant contribution to the entropy production when parameters of a many-body system are changed slowly. In the following, we will consider a simple hydrodynamic system which contains only diffusive modes related to energy- and particle number conservation. We compute analytically the contribution to the entropy production due to the hydrodynamic modes and compare our results to numerical simulations of a one-dimensional (1D) classical model.

II. HYDRODYNAMIC DESCRIPTION OF QUASI-ADIABATIC PARAMETER CHANGES

A. Hydrodynamic equations

We consider a closed diffusive system in $d$ dimensions at finite temperature $T > 0$ where the parameters of the underlying Hamiltonian change smoothly on a time scale $t_c \gg \tau$, much larger than the relaxation time $\tau$ in which a local equilibrium state is established. Under this condition, the system always stays close to equilibrium and hydrodynamic approaches apply. Our goal is to calculate corrections to the entropy production arising in a translationally invariant system where no macroscopic currents are generated. Thermal and non-thermal fluctuations do, however, activate hydrodynamic modes.

The starting point of our analysis are the continuity equations for energy density $\varepsilon$ and a finite set of additional densities $n_a, a \in \{A, B, \ldots\}$, that remain conserved during the parameter change:

$$\partial_t \delta \varepsilon + \partial_x \cdot J_\varepsilon = \delta r_\varepsilon \quad (1),$$

$$\partial_t \delta n_a + \partial_x \cdot J_a = 0 \quad (2).$$

$\delta \varepsilon = \varepsilon - \langle \varepsilon \rangle$ and $\delta n_a = n_a - \langle n_a \rangle$ denote the fluctuations of the densities around their average values $\langle \varepsilon \rangle = E/L^d$, $\langle n_a \rangle = N_a/L^d$ where $L$ is the linear system size, $J_\varepsilon$ and $J_a$ are the corresponding current densities. The average energy density changes in time according to $\partial_t \langle \varepsilon \rangle = \langle r_\varepsilon \rangle$ (to be specified below). $\langle r_\varepsilon \rangle$ and $\delta r_\varepsilon$ are only finite during the time when the parameters of the Hamiltonian are changed, $0 \leq t \leq t_c$, but vanish for $t > t_c$. In contrast, $N_a = \int d^d x \ n_a$ is always exactly conserved and one obtains the standard continuity equation for this quantity.

Hydrodynamics is a theory valid on time and length scales large compared to the microscopic scattering times and the microscopic mean-free path. Here we consider inelastic scattering processes arising from interactions, which relax the system towards a thermal equilibrium state. As a consequence of the coarse-grained description,
the current densities are fluctuating quantities that can be decomposed into two contributions:
\[ j_x = J_x[\partial x e, \partial x n_a, \partial x^2, \ldots] + \zeta_x, \quad (3a) \]
\[ j_a = J_a[\partial x n_a, \partial x e, \partial x^2 n_a, \ldots] + \zeta_a. \quad (3b) \]

The constitutive relations \( J_x, J_a \) state that the average current densities are caused by inhomogeneous distributions of energy and the conserved quantities \( N_y \). In the long-wavelength limit of a diffusive system, the linear terms are the most relevant contributions of the gradient expansion
\[ J_t = -\sum_j D_{ij}(t)\partial x\rho_j + \mathcal{O}(\partial x^2), \quad (4) \]
with \( \rho_i \in \{e, n_a\} \). The diffusion constants (and similar quantities discussed below) explicitly depend on time as the underlying Hamiltonian is time dependent. For \( t_r \gg \tau \) and to leading order in \( 1/t_r \), they can, however, be obtained from the properties of the time-independent Hamiltonian \( H(t_0) \) with \( t_0 = t \).

In addition, random transitions of particles between adjacent volume cells give rise to the noise terms \( \zeta_x, \zeta_a \) with \( \langle \zeta_x \rangle = \langle \zeta_a \rangle = 0 \). As noise is caused by fast modes on the short time scale \( \tau \ll t_r \), the noise correlations can – to leading order in \( 1/t_r \) – be calculated again from \( H(t_0) \) using the fluctuation-dissipation theorem
\[ \langle \zeta^I_{ij}(x, t)\zeta^I_{ij}(x', t') \rangle = 2[D(t) C^R(t)]_{ij} \delta(x-x')\delta(t-t'), \quad (5) \]
where the time dependence of \( C^R(t) = C^R(0) \) arises from the time dependence of the underlying Hamiltonian and can be determined from the equilibrium fluctuations of the time-independent Hamiltonian \( H(t_0) \) with \( [C^R(t_0)]_{ij} = \int \langle \rho_i(x)\rho_j(0) \rangle H(t_0) d^d x \).

In a similar fashion, the source term \( \delta r \) can be thought of as consisting of deterministic and fluctuating contributions,
\[ \delta r_{\varepsilon} = R_{\varepsilon}[\delta e, \delta n_a, (\delta e)^2, \ldots] + \eta_{\varepsilon}. \quad (6) \]

\( R_\varepsilon \) describes how the local rate of energy creation depends on the deviations \( \delta \rho_i = \rho_i - \langle \rho_i \rangle \) from the (time-dependent) average values, e.g., high-density regions may respond more strongly to the parameter change than low-density regions. Again, the linear term is the most relevant one in the expansion
\[ R_\varepsilon = -\sum_j \alpha_{ij}(t)\delta \rho_j + \mathcal{O}(\delta \rho^2). \quad (7) \]

A positive \( \alpha_{\varepsilon} \) describes a situation, where energy fluctuations are damped. Due to the external drive, \( \alpha_{\varepsilon} \) can, however, also be negative as can be checked within the model introduced below in Sec. IIII. In this case fluctuations grow during the parameter change by a factor \( \sim e^{\alpha_{\varepsilon} t_r} \) which remains, however, finite for \( t_r \to \infty \) as \( \alpha_{\varepsilon} \sim 1/t_r \). It is rather straightforward to calculate \( \alpha_{ij} \) to leading order in \( 1/t_r \) from a microscopic model simply by computing the thermal expectation value \( \langle \partial_t H(t) \rangle \) as a function of the average energy and average particle number. For the noise correlations, we use
\[ \langle \eta_e(x, t)\eta_e(x', t') \rangle = 2 A_{ee}(t) \delta(x-x')\delta(t-t'). \quad (8) \]

The noise correlations \( A_{ee}(t) \) are non-thermal, i.e., they are not determined by a fluctuation-dissipation theorem and should be obtained from a microscopic calculation. Importantly, the time-dependent coefficients \( \alpha_{ij}(t) \) and the noise term \( \eta_e \) have to scale \( \propto t_{-1} \) as they arise from the time-dependent changes of the parameters of the system. The scaling of \( \eta_e \) implies that the noise strength \( A_{ee}(t) \) vanishes \( \propto t_{-2} \) in the adiabatic limit.

In summary, the general structure of the linear hydrodynamic equations for a quasi-adiabatic parameter change can be written as
\[ \partial_t \delta \rho_i = \sum_j D_{ij}(t)\partial x^2 \delta \rho_j - \sum_j \alpha_{ij}(t)\delta \rho_j + \partial_x \cdot \zeta_i + \eta_i, \quad (9) \]
with the time-dependent diffusion constants \( D_{ij}(t) \), the coefficients \( \alpha_{ij}(t) \propto t^{-1} \), and the noise correlations as defined in (8) and (9). For the non-thermal noise we have \( A_{ij}(t) = 0 \) except for the matrix element \( A_{ee}(t) \).

Non-linear terms can be neglected for slow enough changes since the deviations from global equilibrium are small. This is a non-trivial statement which applies to diffusive systems and can be proven using a straightforward scaling analysis, see App. D. Note, however, that linear hydrodynamics cannot be used for systems with momentum conservation in \( d = 1 \) [27, 30], where the density dependence of the pressure gives rise to non-linearities which are formally relevant and thus cannot be neglected.

**B. Lag of hydrodynamic modes**

The actual fluctuations \( \langle \delta \rho_i(t)\delta \rho_j(t) \rangle \propto C_{ij}(t) \) of hydrodynamic modes lag behind the target fluctuations \( C^R_{ij}(t) \). In the following, we derive the corresponding correlation function in Fourier space. A Fourier representation with discrete wave vectors \( \mathbf{q} = (2\pi/L) \mathbf{m} \), \( \mathbf{m} \in \mathbb{Z}^d \), provides a natural parameterization of the non-equilibrium space of hydrodynamic slow modes in linear hydrodynamics as we demonstrate below. The differences \( |C_{ij}(t) - C^R_{ij}(t)| \) measure the deviation from the ideal adiabatic process giving rise to a finite entropy production of the mode \( \mathbf{q} \). The contributions from all modes accumulate to the total entropy production of the system \( \Delta S \).

Fourier transformation, \( \delta \rho_{\mathbf{q},\mathbf{a}} = \int d^d x e^{-i\mathbf{q}\cdot\mathbf{x}} \delta \rho_{\mathbf{a}}(\mathbf{x}) \), brings the diffusion equation (9) into the standard Langevin form
\[ \partial_t \delta \rho_{\mathbf{q},\mathbf{a}} = -\sum_j [\gamma_j(t)]_{\mathbf{ij}} \delta \rho_{\mathbf{j},\mathbf{a}} + \xi_{\mathbf{q},\mathbf{a}}, \quad (10) \]
with \( \sigma = \pm \) indicating real and imaginary parts, \( \delta \rho_{i,q}^\sigma = \text{Re}\{\delta \rho_{i,q}\} \), \( \delta \rho_{i,q}^\sigma = \text{Im}\{\delta \rho_{i,q}\} \), respectively. The noise terms \( \xi_{i,j,q}^\sigma \) collects the contributions from \( \zeta_j \) and \( \eta_i \) and has the correlation function

\[
\langle \xi_{i,j,q}^\sigma \xi_{j,j,q'}^{\sigma'} \rangle = 2 [b_q(t)]_{ij} L^2 \delta_{qq'} \delta^{\sigma \sigma'},
\]

with \( b_q(t) = \frac{1}{2} q^2 D(t) C^0(t) + A(t) \). The hydrodynamic slow modes \( \delta \rho_{i,q} \) relax with \( q \)-dependent rates \( \gamma_{q}(t) = q^2 D(t) + \alpha(t) \). As a consequence, the time scale of the relaxation vanishes \( \propto q^2 \) in the long-wavelength limit \( q \to 0 \) for long enough times. Note that \( \gamma_{q}(t) |_{t=\infty} = q^2 D(t) |_{t=\infty} = 0 \). The absence of a minimum time scale leads to power-law behaviors of various observables in hydrodynamic systems. This also implies the power-law scaling of the entropy production as we will show in Sec. II C.

The linear equation Eq. (10) can directly be solved by

\[
\delta \rho_{i,q}^\sigma(t) = \sum_j \int_{-\infty}^t dt' [g_{q}(t,t')]_{ij} \xi_{j,j,q}^\sigma(t'),
\]

with the matrix-valued Green function \( g_{q}(t,t') = T e^{-\int_{t'}^t ds \gamma_{q}(s)} \). \( T \) is the time ordering operator which is needed as the matrices \( \gamma_{q}(s) \) do in general not commute when evaluated at different times. The equal-time fluctuations \( C_q(t) \) defined by \( \langle \delta \rho_{i,q}^\sigma(t) \delta \rho_{j,q'}^{\sigma'}(t) \rangle = \frac{1}{2} [C_q(t)]_{ij} L^2 \delta_{qq'} \delta^{\sigma \sigma'} \) can directly be computed from Eq. (12) and one obtains

\[
[C_q(t)]_{ij} = \sum_{mn} \int_{-\infty}^t dt' [g_{q}(t,t')]_{im} [g_{q}(t,t')]_{jn} 2 [b_q(t')]_{mn}.
\]

This equation describes that the system does not adjust instantaneously to \( b_q(t) \), thus is always out of equilibrium. This gets more and more severe for small \( q \) as relaxation gets slower and slower in this limit.

### C. Entropy production of hydrodynamic modes

Our prime goal is to find an expression for the total entropy production in the framework of linear fluctuating hydrodynamics. Our method of calculating the entropy production induced by a quasi-adiabatic parameter change is based on a partition of the system into the hydrodynamic slow modes \( \delta \rho_{i,q}^\sigma \) and microscopic fast modes. The entropy balance of the process can be evaluated by adding the contributions in the slow and the fast sector, \( \Delta S = \Delta S^{\text{slow}} + \Delta S^{\text{fast}} \). As we argued earlier in Sec. II A, the fast modes are responsible for the noise terms \( \zeta_i, \eta_i \). These modes adjust rapidly to the prescribed protocol as their dynamics occur on the short time scale \( \tau \ll t \). As discussed in the introductory chapter and in more detail in App. C the relaxation of such fast modes contributes to entropy production with a term proportional to \( \tau/t \). As the hydrodynamic modes relax much slower, we have to consider their contribution to entropy production separately.

We consider the Gibbs entropy of the hydrodynamic modes defined as

\[
\Delta S^{\text{slow}} = - \int_{\delta \rho} P(\delta \rho, t) \log [P(\delta \rho, t)] dt.
\]

As the entropy [14] is defined in terms of the time-dependent probability distribution \( P(\delta \rho, t) \), we turn to the Fokker-Planck equation equivalent to the Langevin equation [9],

\[
\frac{\partial}{\partial t} P(\delta \rho, t) = - \sum_{\mu} \frac{\partial}{\partial \delta \rho_{\mu}} [a_{\mu}(\delta \rho, t) P(\delta \rho, t)]
+ \sum_{\mu \nu} b_{\mu \nu}(t) \frac{\partial^2}{\partial \delta \rho_{\mu} \partial \delta \rho_{\nu}} P(\delta \rho, t),
\]

with \( a_{\mu} = - \sum_{\nu} \gamma_{\mu \nu} \delta \rho_{\nu}, \quad \gamma_{\mu \nu} = [\gamma_{ij}]_{\mu} L^2 \delta_{qq'} \delta^{\sigma \sigma'}, \) and \( b_{\mu \nu} = \frac{1}{2} q^2 D C^0 + A[q_{ij} \delta_{qq'} \delta^{\sigma \sigma'}] \). For clarity we introduced container indices \( \mu = (i,q,\sigma) \). Using (17) in the time derivative of (14) allows us to identify the entropy production rate as

\[
\Pi(t) = \sum_{\mu \nu} \int_{\delta \rho} J_{\mu}(\delta \rho, t) b_{\mu \nu}^{-1}(t) J_{\nu}(\delta \rho, t) P(\delta \rho, t) dt / \langle P(\delta \rho, t) \rangle,
\]

with the probability current

\[
J_{\mu}(\delta \rho, t) = a_{\mu}(\delta \rho, t) P(\delta \rho, t)
+ \sum_{\nu} b_{\mu \nu}(t) \frac{\partial P(\delta \rho, t)}{\partial \delta \rho_{\nu}}.
\]

The straightforward derivation of [18] was discussed by Tomé [52] (for the case \( b_{\mu \nu} \propto \delta_{\mu \nu} \)). The intermediate steps are given in App. A for completeness. In the further evaluation of [18] we make use of the fact that the Fokker-Planck equation is solved by a Gaussian probability distribution \( P(\delta \rho, t) \propto e^{-\frac{1}{2} \sum_{\mu} \delta_{\mu \nu} [C^{-1}(t)]_{\mu \nu} \delta \rho_{\nu}} \) with the time-dependent correlation matrix \( C_{\mu \nu}(t) = \int_{\delta \rho} \delta \rho_{\mu}(t) \delta \rho_{\nu}(t) P(\delta \rho, t) dt / \langle P(\delta \rho, t) \rangle \).
The Gaussian integral yields:
\[
\Pi(t) = \frac{L^d}{(2\pi)^d} \int d^d q \int_{-\infty}^{\infty} dt \int d^d q [\gamma_{q,t}, b_{q,t}, C_{q,t}]. \tag{20}
\]

with \( f[\gamma_{q,t}, b_{q,t}, C_{q,t}] = \text{Tr}[\gamma_{q,t}^{-1} \gamma_{q,t}^{-1} C_{q,t} + C_{q,t}^{-1} b_{q,t} - 2\gamma_{q,t}] \). We performed the continuum limit in the final expression to obtain the integral in Fourier space. The total entropy due to hydrodynamic modes produced by the parameter change is given by
\[
\Delta S = \frac{L^d}{(2\pi)^d} \int_{-\infty}^{\infty} dt \int d^d q [\gamma_{q,t}, b_{q,t}, C_{q,t}] ; \tag{21}
\]
respectively.

An evaluation of Eq. (21) involves the computation of the correlation function \( C_{q,t} \) from Eq. (13) which needs the knowledge of the Green function \( g_q(t, t') \) for a set of coupled diffusion equations with time-dependent parameters. Quantitatively, such a problem can only be solved numerically. To obtain qualitative analytical results in the limit of large \( t_r \), it is useful to perform a scaling analysis by introducing the dimensionless variables \( \tilde{t} = t/t_r \) and \( \tilde{q} = (Dt_r)^{1/2} q \). Here, the constant \( D \) carries the unit of \( D_q \). We proceed by performing first a naive scaling analysis of all terms contributing to the entropy production, Eq. (21). Introducing the rescaled damping coefficient \( \tilde{\gamma}(\tilde{q}, \tilde{t}) = t_r \gamma[(Dt_r)^{-1/2} \tilde{q}, Dt_r \tilde{t}] \) and the rescaled correlation matrices \( \tilde{b}(\tilde{q}, \tilde{t}) = t_r b[(Dt_r)^{-1/2} \tilde{q}, Dt_r \tilde{t}], \tilde{C}(\tilde{q}, \tilde{t}) = C[(Dt_r)^{-1/2} \tilde{q}, Dt_r \tilde{t}] \) leads to
\[
\Delta S = \int_{-\infty}^{\infty} \tilde{t} \int d^d \tilde{q} \int d^d \tilde{q} \left[ \gamma_{q,t}, b_{q,t}, C_{q,t} \right]. \tag{22b}
\]
Hence, naive scaling predicts that the adiabatic limit is reached algebraically with \( \Delta S \propto t^{-d/2} \) in \( d \) spatial dimensions. The dimensionless prefactor \( F \) depends on the details of the protocol encoded in the functions \( \tilde{D}(\tilde{t})/D \), \( \tilde{C}(\tilde{t}) \), and \( \tilde{\gamma}(\tilde{t}) \). To obtain the scaling of \( b(\tilde{q}, \tilde{t}) \) to leading order we used that the non-thermal noise \( \eta \) only contributes subleading corrections, see App. [D].

However, the naive scaling relies on the assumption that \( F \) converges to a \( t_r \) independent value for \( t_r \to \infty \). This is only the case if the integrals defining \( F \) are convergent and thus independent of a cutoff to the \( q \) modes. The time integral is harmless as for \( \tilde{t} \gg t_r \) or, equivalently, \( \tilde{t} \gg 1 \) the entropy production vanishes. As we discuss in App. [B] the \( \tilde{q} \) integrand is proportional to \( \tilde{q}^{-d} \) for large \( \tilde{q} \). Therefore, the integral converges only in \( d = 1 \). In \( d \geq 2 \), large momenta of the order of the cutoff scale contribute. In rescaled variables this cutoff is given by \( (Dt_r)^{1/2} \Lambda \), where the momentum cutoff \( \Lambda \sim 1/\tilde{t} \) is of the order of the mean-free path \( \ell \) of the system. As a consequence, the power-law exponent in \( \tilde{D}(\tilde{t}) \) is altered. As we show in App. [B] the leading-order contributions to the entropy production arising from hydrodynamic modes are
\[
\frac{\Delta S}{L^d} \sim \begin{cases} (D\tau_r)^{-1/2}, & d = 1 \\ (D\tau_r)^{-1} \log (\Lambda^2 D\tau_r), & d = 2 \\ (D\tau_r)^{-1} \Lambda^{d-2}, & d > 2 \end{cases}. \tag{23}
\]

In \( d = 3 \), where high-\( q \) modes dominate, we recover the result \( \Delta S \propto t^{-1} \) of the Boltzmann equation, see App. [C]. This is not surprising as high-\( q \) modes relax exponentially with a relaxation time of order \( \tau \) for \( q \sim 1/\ell \). One should, however, note that in this case the hydrodynamic description predicts the wrong prefactor as the hydrodynamic description may cover only a small fraction of all modes of the system. In contrast, in \( d \leq 2 \) entropy production is dominated by hydrodynamics. While in \( d = 2 \) there is only a logarithmic enhancement of little importance, hydrodynamic long-time tails lead to an extremely slow decay of entropy production, \( \Delta S \sim t_r^{-1/2} \) in \( d = 1 \).

### D. Overview over entropy production in \( d = 1 \)

We can now connect the results obtained from the hydrodynamic calculations with the result from the Boltzmann equation. For simplicity we focus on \( d = 1 \) where the effects are most pronounced. The following discussion builds on the assumption that a single scattering time \( \tau \) dominates all physics properties. More precisely, we assume that \( \tau \) changes only by factors of order 1 during the parameter change. Furthermore, we assume that the transport scattering times for energy and particle number transport are similar and that these transport scattering times differ only by factors of order 1 from, e.g., the timescale which describes how inelastic scattering processes relax distribution functions towards equilibrium. These conditions are met by the model considered in Sec. [III] below but can also be violated, e.g., due to proximity to some integrable model [55] or when disorder leads to localization.

The Boltzmann equation predicts \( \Delta S \sim \tau_r ^{-2} \) for the entropy production per particle, see App. [C] while we find in the hydrodynamic regime \( \Delta S \sim \tau_r ^{-3} \) for \( \tau_r = \sqrt{\tau_0 v} \), where \( a \) is the distance of particles and we introduce the timescale \( \tau_0 = a/v \) obtained from the distance \( a \) and the average velocity \( v \) of the particles with \( D = v^2 \tau \). Using this result, we obtain for \( \tau \gg \tau_0 \) three different regimes
\[
\Delta S \sim S_{\text{quench}} \begin{cases} \frac{1}{\tau_r}, & \tau \gtrsim \tau_r \\ \tau_0 \sqrt{\tau_r}, & \tau \lesssim \tau_r \lessgtr \tau_0 ^{2/3} \tau_r ^{1/3} \end{cases}. \tag{24}
\]
production scales with \(1/\tau_r\). For \(\tau_r \gtrsim \tau_0^3\), the hydrodynamic long-time tails dominate with \(\Delta S \sim 1/\sqrt{\tau_r}\).

### III. NUMERICAL EVIDENCE OF HYDRODYNAMIC SCALING

#### A. Two-component-gas model

To verify the power-law scaling \(\propto t^{-1/2}\) of the entropy production in one dimension, we consider a simple toy model [26, 34–36]: a 1D classical gas of two different particle species A and B as illustrated in Fig. 1(a). The kinetic energy of the two-component gas is

\[
H_{\text{kin}} = \sum_{i=1}^{N_A} \epsilon_{k_i}^A(t) + \sum_{j=1}^{N_B} \epsilon_{k_j}^B(t),
\]

(25)

where \(k_i\) denotes the momentum of particle \(i\) and \(N_{A,B}\) are the particle numbers. Interactions are taken into account by elastic hard-core collisions. While a collision of two classical particles with the same dispersion does not change the momentum-distribution function (as their momenta are simply exchanged), the two-body scattering of particles with different dispersion leads to equilibration [26].

In this setup the mean free path \(\ell\) is approximately given by the average distance \(a\) of A and B particles, \(\ell \approx a\). Similarly, the scattering time \(\tau = \ell/v\) is of the order of \(\tau_0 = a/v\) where \(v\) is the typical velocity of particles, \(\tau \approx \tau_0\).

To be able to tune the ratio of the scattering length \(\ell\) and the distance of particles \(a\) or, equivalently, of \(\tau\) and \(\tau_0\), we furthermore introduce a ‘tunneling probability’ \(\Gamma\), \(0 \leq \Gamma \leq 1\): when two particles meet, they pass each other with the probability \(\Gamma\), while they scatter with the probability \(1 - \Gamma\). Therefore, the scattering time for finite \(\Gamma\) is given by

\[
\tau \approx \tau_0 \frac{1}{1 - \Gamma}.
\]

(26)

For our simulations, we determine for each \(\Gamma\) the scattering time \(\tau = \delta t \frac{N_c}{N_A}\) in the initial thermal state \((t < 0)\) by counting the number of collisions per A-particle, \(N_c/N_A\), in a time-interval \(\delta t\).

The dispersion of the particles

\[
\epsilon_k^X(t) = -2J^X(t) \cos(k),
\]

(27)

for particles of type \(X = A, B\), respectively, is time-dependent and changes slowly. The \(\cos\) dispersions can be understood as being derived form a lattice Hamiltonian with lattice constant 1 and time-dependent hopping parameters \(J^X(t)\). The particle momenta are restricted to the Brillouin zone \(-\pi < k \leq \pi\). Thus, umklapp scattering between particles of type A and B occurs which violates momentum conservation and leads to a diffusive behavior [26].

We consider a linear ramp of the hopping parameters

![FIG. 1. (a) Illustration of a typical configuration of particle species A and B in real space. (b) The hopping parameters of particle species A and B are changed linearly from \(J^X_{\text{ini}}\) to \(J^X_{\text{fin}}\) (\(X = A, B\)) in time \(\tau_r\). (c,d) The band width of particle type A (B) is decreased (increased) in the parameter change.](image-url)
in time $t_r$ as defined by the functions
\begin{equation}
J^X(t) = J^{X,\text{ini}}[1 - h(t)] + J^{X,\text{fin}}h(t), \tag{28a}
\end{equation}
\begin{equation}
h(t) = \begin{cases} 
0, & t < 0 \\
\frac{t}{t_r}, & 0 \leq t \leq t_r \\
1, & t > t_r
\end{cases}. \tag{28b}
\end{equation}

The ramp protocol is illustrated in Fig. 1 (b)–(d). The numerical results presented in the subsequent section Sec. III-B are obtained for $J^{A,\text{fin}} = 0.5J^{A,\text{ini}}, J^{B,\text{fin}} = 2J^{B,\text{ini}}$ and $J^{A,\text{ini}} = 1, J^{B,\text{ini}} = 2$. Importantly, these parameters avoid a special integrable point obtained when the two hopping rates are equal, $J^A(t^*) = J^B(t^*)$. The ramp protocol is continuous but non-analytic at $t = 0$ and $t = t_r$. We have checked that such a non-analytic dependence does not invalidate our analytic predictions for the entropy production to leading order in $1/t_r$.

From the viewpoint of hydrodynamics, our model possesses for $\Gamma > 0$ three diffusive modes for energy conservation and the number conservation of each particle species and is thus described by Eqs. (28a)–(31). As discussed above, energy conservation is weakly violated due to the slow change of the dispersion. If we consider only hard-core collisions by setting $\Gamma = 0$, the situation is a bit more complicated. As $A$ particles cannot pass $B$ particles, diffusion of the difference of densities, $\rho_A - \rho_B$, is prohibited. Furthermore, our model also has extra ‘hidden’ conservation laws: a given sequence of particles $AABB\ldots$ does not change as function of time. Such a non-local ‘string order’ is not expected to give rise to further hydrodynamic modes. As we show below, we find numerically for the model with $\Gamma = 0$ the same asymptotic behavior for entropy production as in the models with $\Gamma > 0$.

### B. Simulation

We prepare the particles in a homogeneous initial state at the inverse temperature $\beta^{\text{ini}} = 1$. The momenta are distributed according to the thermal distribution $f_0^X = e^{-\beta^{\text{ini}}X}z^X$ with the fugacities $z^X$. The positions in real space are drawn from a uniform distribution. Our simulation is based on the bookkeeping algorithm used in [26] to study the emergence of hydrodynamic long-time tails after a sudden interaction quench in the 1D Bose-Hubbard model. Here, we introduce the time-dependence of the dispersion (27) as a new feature. The linear ramp introduced in Eq. (28) has the advantage that it allows to calculate analytically, when a future collision of neighboring particles occurs. The algorithm consist of keeping a list of such future collisions, which is updated after each scattering event. Here, the momenta of the scattered particles are determined by the conservation of energy and lattice momentum. The algorithm can easily be solved for the dynamics of $10^5$ particles, tracking about $10^{10}$ collisions.

The entropy of the classical particles can be obtained from
\begin{equation}
S = S^A + S^B, \tag{29a}
\end{equation}
\begin{equation}
S^X = -\frac{L}{2\pi} \int_\pi^\pi \text{d}k f_k^X \log(f_k^X). \tag{29b}
\end{equation}
$f_k^X$ denotes the momentum distributions of particle types $X = A, B$, respectively. This formula has, however, two disadvantages for practical calculations. First, it requires a numerical calculation of the distribution function $f_k^X$ by some binning procedure which introduces some (small) numerical error. More importantly, the system relaxes very slowly $\sim 1/\sqrt{T}$ to its final thermal state for $t \gg t_r$. Thus stopping the simulation at some finite time $t > t_r$ introduces a substantial error. For a high-precision determination of the final entropy, we therefore use a trick which is based on two observations: (i) For $t > t_r$ the energy is exactly conserved, $E(t > t_r) = E(t_r)$ = const., and (ii) for $t \rightarrow \infty$ the system reaches a thermal state. The temperature of this final state can easily be computed from the knowledge of $E(t_r)$. Here one uses that the interaction energy of the point particles is exactly zero, therefore the thermodynamics of a gas of classical point-particles scattering elastically is exactly given by the thermodynamics of a non-interacting gas. One can easily compute the entropy difference of the initial state and the final state for $t \rightarrow \infty$, using a thermal distribution function, $f_k^0(\beta, z^{A/B}, J^{A/B}) = e^{-\beta_k^{A/B}/z^{A/B}}$ with the inverse temperature $\beta$ and the fugacities $z^{A/B}$ obtained from
\begin{equation}
E = \sum_{X=A,B} E^X, \tag{30a}
\end{equation}
\begin{equation}
E^X = \frac{L}{2\pi} \int_\pi^\pi \text{d}k f_k^X r_k^0(e^{\epsilon_X}, \beta_X, z^X), \tag{30b}
\end{equation}
\begin{equation}
N^X = \frac{L}{2\pi} \int_\pi^\pi \text{d}k f_k^X r_k^0(e^{\epsilon_X}, \beta_X, z^X), \tag{30c}
\end{equation}
with $X = A, B$ and $\beta^A = \beta^B = \beta$. The entropy of final and initial state is then calculated from
\begin{equation}
S = \sum_{X=A,B} \beta E^X - N^X \log(z^X), \tag{31}
\end{equation}
which is equivalent to Eq. (29) for equilibrium systems.

One way to track how far the system is out of equilibrium is to define two separate temperatures $T^A(t)$ and $T^B(t)$ at each time for the two subsystems $A$ and $B$ by tracking the energies $E^A$ and $E^B$ and by solving Eqs. (30b) and (30c) for $\beta_X = 1/T^X$. $T^A$ and $T^B$ are not true thermodynamic temperatures, but the normalized difference $\frac{T^A - T^B}{\sqrt{T^A T^B}}$ is a useful measure to track how far the system is out of equilibrium. As shown in Fig. 2, the temperature difference grows approximately linearly in $t$ during the parameter change, $0 \leq t \leq t_r$. Taking into account that for the example shown in Fig. 2
FIG. 2. The normalized temperature difference $\frac{|T^A - T^B|}{\sqrt{T^AT^B}}$ of the two subsystems (obtained by solving Eqs. (30b) and (30c), see text) can be used to track how far the system is out of equilibrium (left figure: linear scale, right figure: logarithmic scale). In the shown example, parameters change very slowly according to the quench protocol defined in Fig. 1 with $t_c \approx 2200 \tau$, where $\tau$ is the average time between two $AB$ scattering events of a single particle ($N_A = N_B = 10^5/2$, $\Gamma = 0$). During the parameter change, $0 \leq t \leq t_c$, the temperature difference grows linearly in time and relaxes slowly for $t \gg t_c$. For $t \to \infty$, an equilibrium state with $T^A = T^B$ is reached.

FIG. 3. Our numerical simulation ($\Gamma = 0$ and all parameters as in Fig. 2) shows that the entropy production of the two-component gas decays algebraically for large quench times $t_c \gg \tau$ (blue dots). The red-dashed line shows a linear fit, $\Delta S \sim t^{-0.57}$, slightly deviating from the prediction of linear hydrodynamics, $\Delta S \sim t^{-1/2}$. The brown-dashed line shows the fit, $\Delta S \approx c_0 (\tau/t_c)^{-1/2} + c_1 (\tau/t_c)^{-1}$ ($c_0 = 0.047$, $c_1 = 0.120$), which includes subleading corrections. The green dashed line denotes the entropy production for a sudden change of parameters which can be obtained analytically, see text.

In this regime [26], consistent with our numerics. Note, however, that the entropy production is not proportional to $(T^A - T^B)^2 \sim 1/t$ as one would expect from the coupling of two thermal reservoirs as such a large entropy production rate would lead to a divergence of the total change of entropy when integrated over time. This shows that the local temperatures do not correctly represent the non-equilibrium state.

In Fig. 3 we show the central result of our numerical study: the entropy production $\Delta S(t_c)$ as a function of the ramp time $t_c$ measured in units of the single-particle collision time. The entropy production for a sudden change of parameters, i.e., a quench with $t_c \ll \tau$, can be calculated analytically using that the distribution function does not change for $t \ll \tau$, which allows to calculate the final energy using the initial distribution function. For our protocol, we find that the entropy increases by 12% in this limit. As expected, the entropy production is reduced when parameters change more slowly. For $t_c \geq 10\tau$, the entropy production can approximately be described by a power law, $\Delta S \sim t_c^{-\theta}$, as can be seen on the double-logarithmic plot of Fig. 3. A linear fit yields $\theta \approx 0.57$. We attribute the apparent deviation from the predicted value $\theta = 1/2$ to subleading corrections beyond linear hydrodynamics, discussed in App. D. A fit with the function $c_0 (\tau/t_c)^{-1/2} + c_1 (\tau/t_c)^{-1}$ describes the data also very well (see Fig. 3), and yields the prefactors $c_0 = 0.047$ and $c_1 = 0.120$. Thus, the nominally subleading correction can distort the leading-order behavior on intermediate time scales. Nevertheless, we conclude that the simulation results are clearly consistent with our analytical approach.

To investigate whether our predictions for prefactors and for the interplay of hydrodynamic and other modes discussed in Eq. (24) are valid, we study the entropy pro-
production for our model in the presence of a finite tunneling rate in Fig. 4. Most importantly, we can use the parameter $\Gamma$ to increase the scattering time $\tau$ and to vary the ratio of $\tau_0$ and $\tau$ according to Eq. (26).

The Boltzmann equation predicts that the entropy production increases for larger $\tau$ while our hydrodynamic theory shows the opposite effect. This is reflected in the left panel of Fig. 4. For larger $\Gamma$ and thus larger $\tau$ the entropy production increases for short times but is reduced in the long-time limit where hydrodynamics dominates. To extract the different regimes described by Eq. (24) we use a scaling plot in the right panel of Fig. 4. We consider a rescaled entropy production $y = \frac{\Delta S}{S_{\text{ini}} \tau_0^2}$ which is plotted as function of the scaling variable $x = \frac{t r}{\tau_0}$. According to Eq. (24) we expect (for $t r \gg \tau$) a crossover from the Boltzmann regime $y \sim 1/x$ for $x \ll 1$ to the hydrodynamic regime $y \sim 1/\sqrt{x}$ for $x \gg 1$. This is fully confirmed by our numerical data.

IV. CONCLUSIONS

When the initial state is prepared in a typical ultracold-atom experiment, changing parameters slowly is important to keep entropy production at a minimum while approaching the desired state of matter. In a harmonic trap, the initial and final state will typically have a very different distribution of atoms and energy. Reaching the final thermal state is therefore associated with the transport of energy and atoms over a length scale set by the radius of the cloud. These transport processes generate entropy and are a major bottleneck for isentropic state evolution [37].

As our study shows, a similar bottleneck for isentropic processes arises even in translationally invariant systems, where there is no need to transport energy or particles over large distances. Here the bottleneck is the buildup of fluctuations of conserved quantities which characterize each thermal state. The longer the wavelength of these fluctuations, the longer it takes to equilibrate them. Our study has shown that in diffusive systems this is the limiting factor for entropy production in dimensions $d \leq 2$. The effect is most pronounced in $d = 1$ where entropy production scales with $1/\sqrt{t_r}$ when parameters change slowly on the time scale $t_r$. In $d = 2$ there is only a logarithmic enhancement of the $1/t_r$ dependence of entropy production expected for $d > 2$.

To reduce entropy production in a slow process, the Boltzmann equation predicts that it is best to have a short scattering time so that the system remains always close to equilibrium. Remarkably, the situation is opposite in the hydrodynamic regime, especially in $d = 1$. Here, a larger diffusion constant – obtained for large scattering times – helps to build up thermal fluctuations. Therefore, it is better to have large scattering times in this regime to reduce entropy production. We can also determine the optimal scattering time $\tau$ to achieve the minimal entropy production for a fixed time scale $t_r$ on which the Hamiltonian is modified. According to Eq. (24) the optimal relaxation time $\tau$ is given by $(t_r \tau_0^2)^{1/3}$ which leads to an entropy production proportional to $(\tau_0/t_r)^{2/3}$.

An interesting open question is the entropy production arising from hydrodynamic modes in models with momentum conservation, discussed briefly in App. E. In this case non-linear terms in the hydrodynamic equations turn out to be relevant (in the renormalization group sense). They change the exponents in thermal correlation functions [29, 30] in dimensions $d < 2$ (with logarithmic corrections in $d = 2$) and are thus expected to
also modify the exponents describing entropy production, especially in $d = 1$.
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**Appendix A: Separating rates of entropy production and entropy flux using the multivariate Fokker-Planck equation**

Our derivation of the entropy production rate of hydrodynamic modes $\Pi(t)$ closely follows the discussion in Ref. [32]. We take the time derivative of the Gibbs entropy $S$, 

$$\dot{S}^\text{slow} = - \int_{\delta\rho} \delta_t P(\delta\rho, t) \log[P(\delta\rho, t)] , \quad (A1)$$

and insert the Fokker-Planck equation [17] in the form of a continuity equation (reflecting the conservation of probability),

$$\frac{\partial}{\partial t} P(\delta\rho, t) = - \sum_{\mu} \frac{\partial}{\partial \delta\rho_{\mu}} J_{\mu}(\delta\rho, t) . \quad (A2)$$

The probability current $J_{\mu}(\delta\rho, t)$ is defined in [19]. We integrate by parts and use that $\frac{\partial P}{\partial \delta\rho_{\mu}} = \sum_{\nu} \delta_{\mu\nu}(\alpha_{\nu} P - J_{\nu})$ and obtain:

$$\dot{S}^\text{slow} = \sum_{\mu} \int_{\delta\rho} \frac{\partial J_{\mu}(\delta\rho, t)}{\partial \delta\rho_{\mu}} \log[P(\delta\rho, t)]$$

$$= - \sum_{\mu} \int_{\delta\rho} J_{\mu}(\delta\rho, t) \frac{1}{P(\delta\rho, t)} \frac{\partial P(\delta\rho, t)}{\partial \delta\rho_{\mu}}$$

$$= \Phi(t) + \Pi(t) , \quad (A3)$$

with

$$\Phi(t) = - \sum_{\mu\nu} \int_{\delta\rho} J_{\mu}(\delta\rho, t) b_{\mu\nu}^{-1}(\delta\rho, t) a_{\nu}(\delta\rho, t) ,$$

$$\Pi(t) = \sum_{\mu\nu} \int_{\delta\rho} J_{\mu}(\delta\rho, t) b_{\mu\nu}^{-1}(\delta\rho, t) J_{\nu}(\delta\rho, t) P(\delta\rho, t) . \quad (A4a)$$

Thus, we can identify $\Pi(t) \geq 0$ as the entropy production rate of hydrodynamic modes. $\Phi(t) \neq 0$ is caused by the entropy flux between the fast modes and the slow modes.

**Appendix B: Entropy production of hydrodynamic modes: dependence on dimensionality**

In this appendix, we examine the dependence of the hydrodynamic entropy production on the number of spatial dimensions $d$. For simplicity, we consider a system with a single conserved mode ($\alpha(t) = 0$) and set the diffusion constant to the final value $D(t) \to D^\text{fin} \equiv 1$. For small changes, the entropy production Eq. (21) is

$$\Delta S = \int_{-\infty}^{\infty} dt \int dq q^2 \frac{[C_q(t) - C_0(t)]^2}{C_q(t) C_0(t)}$$

$$\approx \frac{1}{[C_0]^2} \int_{-\infty}^{\infty} dt \int dq q^2 [C_q(t) - C_0(t)]^2 . \quad (B1)$$

The convergence properties are easily analyzed in frequency space. Using that $C_q(\omega) = \frac{2q^2}{2q^2 - \omega} C_0(\omega)$, we obtain

$$\Delta S \propto \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \int dq |C^0(\omega)|^2 I_q(\omega) . \quad (B2)$$

Following the terminology of [15] the behavior of $\Delta S$ depends on the ramp spectrum $|C^0(\omega)|^2$ and the intrinsic spectrum of hydrodynamic modes

$$I_q(\omega) = \int dq \int dq' \frac{q^2 \omega^2}{4q'^4 + \omega^2} \int_0^\Lambda dq' \frac{q'^4 + \omega^2}{4q'^4 + \omega^2}$$

$$\propto \begin{cases} \omega^{3/2} & d = 1 \\ \omega^2 \log \left( 1 + \frac{4\Lambda^4}{\omega^2} \right) & d = 2 \\ \omega^{2d-2} & d > 2 \end{cases} . \quad (B3)$$

The $q$ integral is UV-divergent for $d \geq 2$ and requires a cutoff $\Lambda$. The $\omega$ integral is convergent for continuous ramps. Even for ramps with non-analytic kinks (like the linear ramp in Eq. (28)) $C^0(\omega)$ decays fast enough $\sim \omega^{-2}$ for large frequencies. Thus, the behavior of $\Delta S(t_r)$ does not depend on the shape of the ramp. The scaling of the ramp spectrum $|C^0(\omega)|^2 = t_r^{-2} |C^0(\omega t_r^{-1})|^2$ leads to the power-laws

$$\Delta S(t_r) \propto \begin{cases} (D t_r)^{-1/2} & d = 1 \\ (D t_r^{-1}) \log \left( \Lambda^2 D t_r \right) & d = 2 \\ (D t_r)^{-1} \Lambda^{d-2} & d > 2 \end{cases} . \quad (B4)$$

The hydrodynamic description of a quasi-adiabatic ramp breaks down for $d > 2$ as fast modes dominate the entropy production. Adding the full time-dependence in terms of the diffusion constant $D(t)$ and the source term $\propto \alpha(t)$ can change the prefactor by order $O(1)$, but does not affect the convergence properties of the integral $[B1]$.

**Appendix C: Entropy production of the Boltzmann equation for quasi-adiabatic parameter changes**

We contrast the hydrodynamic result with the prediction of the Boltzmann theory and calculate the change of the Boltzmann entropy of a classical system,

$$S = - \int d^d k f_k \log(f_k) . \quad (C1)$$
We consider the particle-number- and energy-conserving relaxation time approximation
\[ \partial_t f_k = -\frac{f_k - f_k^0(t)}{\tau}, \]  
where \( \tau \) is the relaxation time. The equilibrium distribution function \( f_k^0(t) = f_k^0(\epsilon_k(t), \beta(t), z(t)) = e^{-\beta(t)\epsilon_k(t)/z(t)} \) depends on the time-dependent dispersion \( \epsilon_k(t) \) (which follows a ramp protocol), but also on the time-dependent inverse temperature \( \beta(t) \) and the fugacity \( z(t) \). Particle-number and energy conservation is ensured by choosing \( \beta(t) \) and \( z(t) \) in such a way that \( \int d^d k [f_k - f_k^0(t)] = 0 \) and \( \int d^d k \epsilon_k [f_k - f_k^0(t)] = 0 \).

Using (C2) and (C3) we obtain the entropy production rate
\[ \dot{S} = -\left( \frac{L}{2\pi} \right)^d \int d^d k \left( \partial_t f_k \right) \log \left( f_k \right) \]
\[ = \left( \frac{L}{2\pi} \right)^d \frac{1}{\tau} \int d^d k \delta f_k \log \left( 1 + \frac{\delta f_k}{f_k^0(t)} \right), \tag{C4} \]
with \( \delta f_k = f_k - f_k^0(t) \). To derive (C4), we used that \( \int d^d k \delta f_k \log \left( f_k^0 \right) = 0 \) which follows from \( \log \left( f_k^0 \right) = -\beta \epsilon_k - \log(z) \) and (C3). In the limit of a slow parameter change, \( t_r \gg \tau \), \( \delta f_k \approx \frac{1}{\tau} \) becomes smaller and smaller. We can therefore expand in this parameter. Terms linear in \( \delta f_k \) vanish and thus \( \partial_t S \sim \frac{1}{\tau} \). Therefore, we recover \( \Delta S = 0 \) in the adiabatic limit, \( t_r \to \infty \). The leading contribution to the total entropy production is given by
\[ \Delta S \approx \left( \frac{L}{2\pi} \right)^d \int_0^\infty \frac{dt}{\tau} \int d^d k \left( \frac{\delta f_k}{f_k^0(t)} \right)^2. \tag{C5} \]

Using the Boltzmann equation (C2) and \( f_k \approx f_k^0 \), we obtain \( \delta f_k \approx -\tau \partial_t f_k^0(t) \). A rescaling of the equilibrium distribution \( f_k^0(t) = f_k^0(t/t_r) \) with the dimensionless parameter \( \tilde{t} = t/t_r \) yields
\[ \Delta S \approx \frac{\tau}{t_r} \left( \frac{L}{2\pi} \right)^d \int_{-\infty}^{\infty} dt \int d^d k \left[ \frac{\partial_t f_k^0(\tilde{t})}{f_k^0(\tilde{t})} \right]^2 \approx \frac{\tau}{t_r}. \tag{C6} \]

To leading order in \( 1/t_r \) one can use the adiabatic approximation, i.e., the assumption that the entropy remains constant in time, \( S(t) = \text{const.} \), to calculate \( \beta(t) \) and \( z(t) \). Using these functions, one can directly calculate the entropy production using Eq. (C6). The integral is finite and does not diverge as long as \( \epsilon_k(t) \) is a continuous function. Thus, we find that the total entropy production per volume is directly proportional to \( \frac{\tau}{t_r} \). Note that the Boltzmann equation misses all contributions from hydrodynamic fluctuations and therefore fails to predict the correct entropy production in \( d \leq 2 \).

**Appendix D: Scaling analysis**

To evaluate the importance of terms ignored within our analysis of the fluctuating diffusion equation, we perform a scaling analysis with the goal to analyze the properties of the system in the limit of \( t_r \to \infty \). The starting point is the linear diffusion equation, Eq. (9).

We introduce dimensionless time coordinates \( \tilde{t} = t/t_r \) and also spatial coordinates, \( \tilde{x} = x/\sqrt{D t_r} \), where some diffusion constant \( D \) is used for dimensional reasons and to match with the analysis given in Eq. (22). A rescaled noise term \( \tilde{\zeta}_i = \zeta_i \left( \frac{D t_r^{1/2}}{D} \right)^{1/2} \) is chosen so that its correlation function is independent of \( t_r \) and depends only via the ratio \( D_{ij}/D \) on diffusion constants. With this convention one obtains \( \partial_{\tilde{x}} \cdot \tilde{\zeta}_i = \frac{1}{t_r (D t_r)^{1/2}} \partial_{\tilde{x}} \cdot \tilde{\zeta}_i \), while \( \partial_t \delta \rho_i = \frac{1}{t_r} \partial_t \delta \rho_i \).

To obtain the same prefactor for these two terms, one has to rescale the densities according to \( \delta \rho_i \approx \delta \rho_i(t_r) t_r^{1/2} \). We now use that \( \alpha_{ij}(t) \) is proportional to the rate of change of the energy and therefore proportional to \( 1/t_r \) to define \( \delta \alpha_{ij}(t_r) = t_r \alpha_{ij}(t_r t) \) which becomes independent of \( t_r \). The correlation of the nonequilibrium noise \( \eta_{ij} \) defined in Eq. (8) are proportional to \( 1/t_r^2 \). Therefore we introduce \( \tilde{\eta}_{ij} = \eta_{ij} \left( t_r (D t_r)^{1/2} \right)^{1/2} \). For \( t_r \to \infty \) the linearized diffusion equation Eq. (9) obtains in the new variables a form which is independent of \( t_r \):
\[ \partial_t \delta \rho_i = \sum_j \frac{D_{ij}(t_r)}{D} \delta \rho_i \partial_{\tilde{x}} \delta \rho_j - \sum_j \delta \alpha_{ij}(t_r) \delta \rho_i + \partial_{\tilde{x}} \cdot \tilde{\zeta}_i. \tag{D1} \]

Note that we omitted the term proportional to the nonequilibrium noise \( \bar{\eta} \) as this obtains a prefactor \( t_r^{-1/2} \) and thus vanishes for \( t_r \to \infty \). In the language of renormalization group theory, this term is ‘irrelevant’. Importantly, one can use the scaling analysis to estimate the importance of terms omitted in the linearized diffusion equation, Eq. (9). The higher-order derivative term \( \partial_{\tilde{x}}^2 \delta \rho_i \), for example, is suppressed by \( 1/(D t_r) \). The ‘leading irrelevant perturbations’ and thus the most important correction arise from the density dependence of the diffusion constant and of the heating term proportional to \( \partial_{\tilde{x}} (\delta \rho \partial_{\tilde{x}} \delta \rho \bar{\eta}) \) and \( \bar{\eta} \delta \rho^2 \), respectively. These terms give rise to corrections to Eq. (D1) proportional to
\[ \frac{1}{(D t_r)^{d/4}} \partial_{\tilde{x}} (\delta \rho \partial_{\tilde{x}} \delta \rho \bar{\eta}) \quad \text{and} \quad \frac{1}{(D t_r)^{d/4}} \delta \rho^2. \tag{D2} \]

Both scale to zero for \( t_r \to \infty \), but only very slowly, especially in \( d = 1 \). To estimate the importance of such terms for the entropy production, it is important to note that the terms are even in \( \delta \rho \) and the corresponding action is thus cubic in \( \delta \rho \). Therefore, they contribute only to quadratic order in perturbation theory (a fact not properly taken into account in Ref. [26]) and become equally important to corrections of the form \( \frac{1}{(D t_r)^{d/4}} \partial_{\tilde{x}} (\delta \rho^2 \partial_{\tilde{x}} \delta \rho \bar{\eta}) \).
FIG. 5. Similar to our main result Fig. 3, the entropy production of the two-component gas decays algebraically for \( t_r \gg \tau \) if momentum conservation is added (blue dots). However, the exponent changes: From a linear fit, we find \( \Delta S \propto t_r^{-0.65} \) (red-dashed line). In the quench limit, the maximum entropy production of \( \Delta S(t_r \to 0)/S_{\text{ini}} \approx 0.19 \) is reached (green-dashed line). In our simulation, we used the time-dependent quadratic dispersion \( \epsilon^X_k(t) = J^X(t) k^2/2 \), (E1)

for particles of types \( X = A, B \). The momentum is conserved since umklapp scattering is absent. We still use the linear ramp protocol \( J^X(t) \) defined by \([25]\).

Fig. 5 shows the entropy production \( \Delta S \) as function of \( t_r/\tau \) (\( \Gamma = 0 \)). A fit \( \Delta S \propto t_r^{-\theta} \) for large ramp times yields \( \theta \approx 0.65 \). It is tempting to relate this exponent to the exponents describing the decay of various correlation functions as function of time in thermal equilibrium which have been worked out by Spohn \([30]\) for a momentum-conserving hydrodynamic theory. Depending on which correlation function is considered, one obtains the exponents 2/3, 5/3 or 1/2, typically with large subleading corrections. While our data is remarkably well described by the exponent 2/3, further analytic insight is required to obtain a conclusive interpretation of the numerical data.

Appendix E: Momentum conservation

In the main text, we focused on the entropy production of diffusive systems. Non-linear terms in the diffusion equation only contribute subleading corrections for these kind of systems as shown in App. D. In \( d = 1 \) we found the leading-order power-law \( \Delta S \propto t_r^{-1/2} \). The situation is different if one considers a system with momentum conservation. Here a new type of nonlinearity arises as the momentum current (which can be identified with the pressure) obtains a correction proportional to \( \delta \rho^2 \).
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