Few-mode geometric description of driven-dissipative phase transition in an open quantum system
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By example of the nonlinear Kerr-mode driven by a laser, we show that hysteresis phenomena in systems featuring a driven-dissipative phase transition (DPT) can be accurately described in terms of just two collective, dissipative Liouvillian eigenmodes. The key quantities are just two components of a nonabelian geometric connection even though a single parameter is driven. This powerful geometric approach considerably simplifies the description of driven-dissipative phase transitions, extending the range of computationally accessible parameter regimes, and providing a new starting point for both experimental studies and analytical insights.

Geometric effects manifest themselves in various fields of physics. Being very compact and elegant, a geometric formulation of a system’s dynamics also provides a deeper insight by revealing the physical redundancy in the description and paves the way to a topological classification of those properties which remain stable under eventual external perturbations. In closed quantum systems, the most prominent example of a geometric effect is given by the Berry’s phase [1], which is accumulated by a system’s wavefunction along with a trivial dynamical phase during an adiabatic cyclic evolution of system’s parameters. Its emergence relies on the gauge freedom in choice of the wavefunction’s phase. Physically, this is just the coordinate system choice for a transverse spin driven by a rotating magnetic field [2]. Geometrically, it is interpreted as a holonomy effect of the parallel transport in a specific fibre bundle [3]. The Berry connection form and the associated Chern number have become important tools for classifying ground state properties of topological insulators and superconductors [4–7], skyrmionic spin textures [8–10], topological photonic [11–13] and optomechanical crystals [14, 15].

In open systems, the question about a possible geometric description of system’s dynamics is more subtle, since it is governed by a master equation for the system’s reduced density matrix, in which the phase gauge freedom seems to disappear at first sight. Sarandy and Lidar [16, 17] developed a formal approach valid for slowly varying Lindblad superoperators when the time evolution of the density matrix can be represented in terms of independently evolving Jordan blocks associated with degenerated eigenvalues and treated the time-local master equation in analogy by the Schrödinger equation for closed systems. However, a direct transfer of closed system insights is generically obstructed by the dissipative character of open system dynamics, which is reflected in properties of the Liouvillian supermatrix. First, it is not hermitian, which implies that in general its left and right eigenvectors are not related to each other by the hermitian conjugation, even though they correspond to the same (complex-valued) Liouvillian eigenvalue. Second, the Liouvillian possesses a (usually nondegenerate) zero eigenvalue, whose right eigenvector corresponds to a unique steady state, and the left one is independent of system parameters ensuring the trace conservation during the time evolution. Hence, a gauge freedom in the steady state is absent, and an observation of geometric effects, in close analogy to closed systems, is impossible in the steady state [18].

There are, however, other possibilities to retrieve geometric structures in open system dynamics. For example, they can emerge in system’s response functions [19, 20] or in observable quantities like, e.g., a pumped charge through a quantum dot [21]; see Ref. 18 for review of different approaches to geometric description of open systems and the related effects. Moreover, dissipation can also serve as a powerful resource for generating topologically protected edge states [22] or it can lead to nonadiabatic dynamics upon encircling of a topologically nontrivial exceptional point [23, 24]. In this context, it is desirable to understand conditions under which geometric effects can arise in open systems.

In this Letter we demonstrate how the Sarandy-Lidar geometric connection arises in a more general context of open quantum systems undergoing the driven DPT [25] and having no exact degeneracy. As it will be demonstrated later, this connection is clearly manifested in experimentally measurable quantities. We study a basic open quantum system, the so called Kerr nonlinearity model [26], and show that the geometric description is adequate to experimental protocols in which a characteristic time scale $t_c$ of a parameter change is comparable to the lifetime of metastable states present in this system. The importance of metastable states in understanding of DPT has been recently realized in Refs. [27–29]. Here we establish the powerful approach in which the metastable dynamics can be efficiently treated in terms of just two Liouvillian modes and two components of the Sarandy-Lidar geometric connection despite the fact that the dynamics is emphatically strongly nonadiabatic.
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relative to the smallest internal timescale generated by DPT. The gauge freedom in this context is unrelated to phase factors being provided instead by rescaling of the lengths of the Liouvillian mode vectors [18]. The corresponding holonomy effect results in nonzero hysteresis arcs in parametric dependence of observable quantities. We argue that our description is generally applicable to all open quantum systems featuring metastable dynamics near DPT, and that it sheds new light on the relation between multivalued solutions of nonlinear semiclassical (mean-field) equations of motion [30–33] and the linear master equation with a unique parametric solution for the density matrix.

We exemplify our idea by considering the Kerr nonlinearity model (see Fig. 1), which consists of a weakly anharmonic ($|U| \ll \omega_c$), high-quality ($\kappa \ll \omega_c$) single-mode cavity pumped by a strong ($F \gg \kappa$) and possibly off-resonant laser field (detuning $\delta = \omega_p - \omega_c \neq 0$). Here $U$ is the strength of the Kerr self-interaction of the cavity photons, $\omega_c$ and $\omega_p$ are the cavity and pump frequencies, $\kappa$ is the cavity loss rate, and $F$ is the laser field amplitude. The system’s dynamics is governed by the Lindblad master equation $\rho(t) = -i[H, \rho(t)] + \kappa D[b] \rho(t) = -iL \rho(t)$ for the cavity reduced density matrix $\rho(t)$, which is expressed in the rotating frame in terms of the quantum Hamiltonian $H = -\delta b^\dagger b + U/2 \cdot b^\dagger b^2 + F(b + b^\dagger)$ and the dissipative superoperator $D[b] \rho(t) = b \rho b^\dagger - \frac{1}{2} b^\dagger b \rho - \frac{1}{2} \rho b^\dagger b$.

Here $b^\dagger$ and $b$ are the bosonic creation and annihilation operators of the cavity photons.

Vectorizing $\rho(t)$, one can find the steady state solution $|\rho_{ss}\rangle = \lim_{t \to \infty} |\rho(t)\rangle$ from the linear equation $L[\rho_{ss}] = 0$, where $L$ is the Liouvillian supermatrix and the Dirac-like bra ($\langle \bullet |$) and ket ($| \bullet \rangle$) notations for the Liouvillian left and right eigenmode vectors are introduced. For the cases of interest, the Liouvillian possesses a zero eigenvalue, and the steady state solution is unique and independent of initial conditions. The nonzero Liouvillian eigenvalues $\lambda_q = \omega_q - i\gamma_q$ labelled by $q = 1, 2, \ldots$ that result from the left ($\bar{\rho}^q L = \lambda_q |\bar{\rho}^q\rangle$) and right $L[\rho^q] = \lambda_q |\rho^q\rangle$ eigenvalue problems, govern the system’s dynamics $|\rho(t)\rangle = |\rho^0\rangle + \sum_{q \neq 0} |\rho^q\rangle e^{-i\lambda_q t} (\bar{\rho}^q |\rho(t = 0)\rangle)$ towards the steady state $|\rho_{ss}\rangle = |\rho^0\rangle$. Here $\omega_q$ are the oscillation frequencies and $\gamma_q > 0$ are the relaxation rates. In the following we order eigenvalues $\lambda_1$ according to the increasing value of $\gamma_\nu$ (i.e., $\lambda_1$ has the smallest value of $-\text{Im} \lambda_1 = \gamma_1$).

Left and right eigenvectors obey the bi-orthogonality relation $\langle \bar{\rho}^q | \rho^q \rangle = \delta_{q',q}$, where $\langle \bar{\rho}^q | \rho^q \rangle = \text{tr}[\rho^q \bar{\rho}^q]$ is the Hilbert-Schmidt scalar product. The left eigenvector belonging to the zero eigenvalue is independent of the system parameters and guarantees the trace preservation $\text{tr}[\rho(t)] = 1$ (bi-orthogonality relation).

At certain parameter values the Liouvillian spectrum $\{\lambda_q | q = 0, 1, \ldots\}$ undergoes a nearly closing of the dissipative gap [34]: $\gamma_1$ becomes vanishingly small as compared to $\kappa$, though remaining finite; see Fig. 2(a) for illustration. (Note that the gap is completely closed only in the effective thermodynamic limit featuring the DPT [29, 35].) The system enters the regime of the critical slowing-down characterized by the presence of long-lived metastable states [27]. At the same time, the steady mean-field solution, $|\beta_{ss}|^2 = |\langle \bar{h}| h \rangle|^2$, which satisfies the nonlinear algebraic equation $|\beta_{ss}|^2 (|\beta_{ss}|^2 - \delta/U)^2 + |\beta_{ss}|^2 (\kappa/2U)^2 = F^2/U^2$, is multi-valued (the so-called optical bistability [26]). As a result, its shape considerably deviates from that of its quantum counterpart $n = \text{tr}[\bar{h}^\dagger h \rho_{ss}]$ (mostly in the critical regime of the control parameter $\delta$) which is always unique, see Fig. 2(b), but in the effective thermodynamic limit it is characterized by an infinite slope of the transition line between two different branches [29, 35]. In general, such a quantum/semiclassical discrepancy signals the breakdown of a mean-field description.

In this regard it becomes necessary to reconcile a semiclassical description of the critical multistable behaviour in a nonlinear model, which is very efficient in predict-
region at $\delta_{\text{max}}$ [see Fig. 2(a)], we relate the system’s metastable states at successive $(k-1)$-th and $k$-th stages of the experiment by the recursive expression $|\rho_{kN}^{\text{ms}}\rangle \approx |\rho_{kN}^{0}\rangle e^{-\tau_{k} \gamma_{0}(\delta_{k})}(|\tilde{p}_{k}| \rho_{kN-1}^{\text{ms}}\rangle)$, with $\delta_{k} = \delta_{\text{min}} + k \Delta \delta$ and $1 \leq k \leq N$. Taking the observable of interest $\hat{O}$, we collect the data set of values $|O_{k}| = \text{tr}|\hat{O}\rho_{kN}^{\text{ms}}\rangle$, which are depicted in Fig. 3(c,d) by circles.

Analogously, we start from the value $\delta_{\text{max}}$ and perform the same procedure with descending values $\delta_{k} = \delta_{\text{max}} - k \Delta \delta$. A sequence of metastable states along the reversed path in the one-dimensional parameter space is, however, different from the earlier obtained direct-path sequence even for the same values of $\delta$. Hence the observables are also different; see again Fig. 3(c,d), where the reversed-path observable values are depicted by triangles. Although both discrete data sets are obtained with help of the same recursive expression, the difference between them arises due to the fact that in the first case the recursion is progressive, while in the second case it is regressive. So, the hysteretic behaviour of observables in a typical experimental procedure is retrieved from the nonzero Liouvillian mode $\chi_{0}$ which is responsible for the system’s dynamics rather than for its steady state.

Comparing with each other the states $|\rho_{kN}^{\text{ms},\pm}\rangle = |\rho_{k}^{0}\rangle + \chi_{k}^{\pm}|\rho_{k}^{0}\rangle$, corresponding to the same value of $\delta$ and obtained from the ascending (sign “+”) and descending (sign “−”) staircase ramping protocols shown in Fig. 3(a,b), we notice that the real-valued coefficients $\chi_{k}^{\pm}$ and $\chi_{k}^{\mp}$ depend on a gauge choice. The gauge freedom in the present setting is provided [16–18] by a possibility to simultaneously rescale the left, $|\tilde{p}_{k}^{0}\rangle \rightarrow \frac{1}{g_{0,\delta}}|\tilde{p}_{k}^{0}\rangle$, and the right, $|\rho_{k}^{0}\rangle \rightarrow g_{0,\delta}|\rho_{k}^{0}\rangle$, Liouvillian eigenvectors with $q \geq 1$ by the reciprocal real-valued coefficients. These transformations leave invariant the bi-orthogonality relations. For $q = 0$ this freedom is not provided, since the rescaling of $|\tilde{p}_{k}^{0}\rangle$ is forbidden by the trace preservation; for this reason the coefficient in front of $|\rho_{k}^{0}\rangle$ in the above linear superposition is always fixed at the constant unit value, which reflects the fundamental impossibility to acquire any geometric effects as well as hysteretic phenomena in unique steady state [18]. The gauge invariance of observables dictates the accompanying gauge transformation law $\chi_{\delta}^{\pm} \rightarrow \frac{1}{g_{0,\delta}^{\pm}}\chi_{\delta}^{\mp}$, which renders the ratio $\chi_{\delta}^{+/\mp}$ manifestly gauge invariant.

It is more transparent to discuss the properties of $\chi_{0}^{\mp}$ in the continuum limit. Keeping $t_{c}$ fixed, we reduce the discrete step $\Delta \delta$, and therefore we need to perform more steps to reach the value $\delta_{\text{max}}$. Since the width of the critical area $(\delta_{\text{max}} - \delta_{\text{min}})$ is also fixed, the increment of $N$ means diminishing of a ramp velocity $v = \Delta \delta/t_{c} = (\delta_{\text{max}} - \delta_{\text{min}})/(Nt_{c})$. We notice that at sufficiently large $N \sim 50$ the difference between the staircase and the straightly linear (blue line in Fig. 3(a,b)) protocols begins to disappear: The deviation of circles and triangles collected during the staircase ramp from the continuous blue curve, which is obtained by a brute-force numerical integration of the time-dependent master
equation with the linear ramp in the spirit of Ref. [34], becomes smaller and smaller with increasing value of $N$ (compare the panels (c) and (d) of this figure).

An effective geometric description of the continuum limit $\Delta \delta \to 0$ in our system featuring the driven DPT is achieved in terms of the ordinary differential equations for the gauge-invariant quantities $y^\pm(\delta) = \chi^\pm(\delta)/A_{10}(\delta)$ (see [42] for details)

$$\frac{d}{d\delta} y^\pm(\delta) = -1 - \left[ f(\delta) \pm \frac{\gamma_1(\delta)}{v} \right] y^\pm(\delta), \quad (1)$$

expressed in terms of the gauge-invariant function $f(\delta) = A_{11}(\delta) + \frac{d}{d\delta} \ln A_{10}(\delta)$ [see Fig. 4(a)] and equipped with initial conditions $y^+(\delta_{\text{min}}) = y^-(\delta_{\text{max}}) = 0$. Note that all details about the driving protocol are now hidden in a value of the ramp velocity $v$ which acquires the meaning of a global characteristic in this limit being defined as $v = (\delta_{\text{max}} - \delta_{\text{min}})/(N\tau_e)$. This indicates that all results of Eq. (1) remain robust to any experimental imperfections of a driving protocol.

The Sarandy-Lidar connections $A_{\mu\nu}(\delta) = (\dot{\rho}(\delta)\rho(\delta))$ entering this equation are the geometric objects obtained from a solution of the instantaneous Liouvillian eigenvalue problem, in close analogy to the derivation of the Berry connection. It should be stressed that $A_{\mu\nu}(\delta)$ can be unambiguously extracted from measurements by performing the forward and backward sweeping, see [42] for details. The term $\propto v^{-1}$ in Eq. (1) is the open-system analog of the dynamical phase in closed systems. The sign difference in this equation determines the hysteresis effect in the continuum limit: Experimentally, the best candidate to probe geometric effects in open systems is a hysteresis area $A = f^{\delta}_{\text{max}} \delta \delta^{-}\chi^{-}(\delta) - \chi^{+}(\delta)$ [here expressed in the observable gauge fixed by the condition $\mathfrak{tr}[\hat{O}\rho(\delta)] = 1$ for the expectation value of an observable $\hat{O}$ obtained under a cyclic variation of control parameters; see the insets in Fig. 4(b) for typical results.

The equation (1) can be cast to the matrix form [42] revealing the nonabelian character of this open-system geometric effects. For this reason it is impossible to fully separate geometric and dynamical contributions to $\chi^\pm$. We also note that the nonabelian description provided here is substantially different from the one considered in Refs. [16, 17] because in our case there is no degeneracy between $\lambda_0 = 0$ and $\lambda_1 = -\gamma_1$ Liouvillian eigenvalues. The absence of degeneracy prevents a cancelation of contributions to the hysteresis area accumulated in the forward and backward integration directions. This essential property together with the relaxation rate’s separation near the DPT allows us to introduce the effective geometric description of the open system metastable dynamics even in the one-dimensional parameter space - the property, which is absent in a geometric description of the closed adiabatic dynamics.

Yet another advantage of the description in terms of Eq. (1) is a numerically cheap study of slow and ultra-

slow ramps, for which a brute-force numerical study becomes very expensive. One just needs to store the values of $A_{10}(\delta)$ and $A_{11}(\delta)$ in some (e.g., observable) gauge shown in Fig. 4(a) (with $\hat{O} = \hat{b}b$) along with the gauge-independent function $\gamma_1(\delta)$ shown in Fig. 2(a), and solve the ODEs (1) with arbitrary small values of $v$. Thereby it is easy to obtain the scaling behavior of the hysteresis areas with decreasing $v$ [see Fig. 4(b)]. Remarkably, the quantities defining $\chi^\pm(\delta)$ can be extracted from a realistic experiment. To this end one needs to perform measurements at three different values of $v$ in forward and backward direction: This suffices to find $\gamma_1(\delta)$, $A_{10}(\delta)$, and $f(\delta)$ inside the critical region [42].

At ultraslow $v$ (for the parameters of Fig. 4(b) this corresponds to $N \sim 10^6$) the dynamical term in Eq. (1) dominates allowing to find the asymptotic formula $\chi^\pm(\delta) = \mp v A_{10}(\delta)/\gamma_1(\delta) + O(v^2)$. Thereby we recover the quasiadiabatic phase of Landsberg [43] and Ning and Haken [44], which is also known from two-parameter pumping problems [18, 21]. This formula suggests that the scaling of the hysteresis areas is asymptotically linear at small $v$ (cf. [34]; see also [45]). We also find the universal relation $\chi^-(\delta)/\chi^+(\delta) = -1$ in this regime.

In summary, we provided the geometric description of the metastable dynamics of the open quantum system close to DPT and proposed the way to determine the components of the Berry-like (Sarandy-Lidar) connections necessary for this purpose in a real experiment. Experimentally, our general approach can be implemented in modern hybrid quantum systems [46, 47] based on various physical realizations such as qubits, mesoscopic spin
ensembles and quantum metamaterials disposed on a single chip or in Rydberg systems [48].
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SUPPLEMENTARY NOTE 1. MASTER EQUATION

In the main article we consider a Kerr nonlinearity model with the Hamiltonian

\[ H_{\text{eff}} = -\delta b + \frac{U}{2} b^\dagger b^2 + F(b + b^\dagger), \]  

(S1)

where \( b^\dagger \) and \( b \) are standard creation and annihilation bosonic operators of the cavity photons, \( U \) stands for the self-interaction strength, \( \delta = \omega_p - \omega_c \) is the detuning parameter, and \( F \) is the amplitude of the laser field. The Lindblad master equation for the cavity density matrix \( \rho(t) \) reads

\[ \frac{d}{dt} \rho(t) = -i[H_{\text{eff}}, \rho(t)] + \kappa D[b] \rho(t), \]  

(S2)

where \( D[b] \rho \) is the Lindblad dissipator given by \( D[b] \rho = b \rho b^\dagger - \frac{1}{2} b^\dagger b \rho - \frac{1}{2} \rho b^\dagger b \). Representing \( \rho(t) \) in the Fock basis, \( |n\rangle \), as \( \rho(t) = \sum_{m,n} \rho_{mn}(t) |m\rangle \langle n| \), we obtain equations for the matrix elements \( m,n \) in accordance with the following rule

\[ |\rho(t)\rangle = \rho_p \rightarrow (\rho_{11}, \rho_{12}, ..., \rho_{1d}, \rho_{21}, ..., \rho_{d2}, ..., \rho_{dd})^T, \]  

(S5)

where \( p = (m-1) \times d + n \). In turn, the Liouvillian superoperator \( \mathcal{L} \) is represented by a \( d^2 \times d^2 \) matrix. Note that in Eqs. (S3,S4) we have explicitly introduced the imaginary \( i \), which also affects a definition of the Liouvillian; this is done to obtain a formal analogy with the Schrödinger equation.

We solve then Eq. (S4) numerically using the standard Runge-Kutta method of the 4th order by taking a quantum stationary state as an initial condition at \( t = 0 \), \( |\rho(0)\rangle = |\rho^0\rangle \). Next, we calculate the cavity occupation number \( n(t) \) as a function of time by the formula

\[ n(t) = \text{tr}[b^\dagger b \rho(t)] = \sum_{k=0}^{d} k \rho_{k,k}(t), \]  

(S6)

where the diagonal elements \( \rho_{k,k}(t) \) are unambiguously extracted from the vector representation (S5). Typical results of calculations are presented in Fig. S1 (red curve) when sweeping the detuning parameter \( \delta \) across the critical region designated by gray area in Fig. 2(a) of the main article. (All other parameters are kept the same.) In this example we take a staircase protocol shown in Fig. 3(a) of the main article. As an initial condition at \( t = 0 \), a quantum stationary state, \( |\rho^0\rangle \), is chosen for the detuning parameter \( \delta_0 \) which lies to the left with respect to the critical region. After the whole cycle the detuning parameter returns to its initial value \( \delta_0 \) (the final time integration in Fig. S1). One can see that all oscillations fade out on the time scale \( t_c \) (at which the current value of \( \delta \) is kept constant), before a subsequent jump to a new value, \( \delta + \Delta \delta \), will occur. This result is in accordance with our main assumption that the contributions of all but the smallest nonzero eigenvalue are negligibly small for a choice of \( t_c \) such that \( \sin(\gamma_1) < 1/t_c < \kappa/2 \), as shown in Fig. 2(a) of the main article (see also orange symbols in Fig. S1 and discussions in the next section).

SUPPLEMENTARY NOTE 2. EIGENVALUE PROBLEM AND METASTABLE STATES

Here we briefly present details of solving the left and right eigenvalue problems for Liouvillian supermatrix and introduce the concept of metastable states.

In space of density matrices, the Hilbert-Schmidt scalar product is defined by \( \langle A | B \rangle = \text{tr}[A^\dagger B] = (A | B) = \sum_{a,b=1}^{d} A_{ab}^* B_{ab} \). Introducing a multi-index \( q = (ab) \) (which also reflects a way of re-arranging a matrix \( A \) into a column vector \( |A\rangle \)), we obtain a usual form of the scalar product \( (A | B) = \sum_{q=0}^{d^2-1} A_q^* B_q \).
The right eigenvalue problem associated with (S4) at a certain fixed value of some control parameter \( r \) reads (for the sake of simplicity a parametric dependence on \( r \) is omitted below)

\[
\mathcal{L}|\rho^q\rangle = \lambda_q|\rho^q\rangle, \quad \text{or} \quad \sum_{s=0}^{d^2-1} \mathcal{L}_{ps} \rho^q_s = \lambda_q \rho^q_p, \quad (S7)
\]

where \( q = 0, \ldots, d^2 - 1 \). Here \( \lambda_q = \omega_q - i \gamma_q \) are \( d^2 \) (eventually nondegenerate) complex-valued eigenvalues enumerated in the ascending order of their imaginary parts. (For the model of our interest, a validity of the nondegeneracy assumption is checked numerically.) Note that a physically meaningful \( \mathcal{L} \) must have zero eigenvalue, \( \lambda_0 = 0 \), and the corresponding right eigenvector \( |\rho^0\rangle \), realizes the stationary state of a system in the long-time limit. For all other eigenvalues, the causality condition \( \gamma_q > 0 \) must hold (see Fig. 2(a) of the main article).

In contrast to closed systems, right and left eigenvalue problems for the dissipative systems have to be solved separately, as left eigenvectors cannot be obtained from right eigenvectors by means of hermitian conjugation. Therefore, we also numerically solve the left eigenvalue problem

\[
(\bar{\rho}^q|\mathcal{L} = \lambda_q|\rho^q|, \quad \text{or} \quad \sum_{p=0}^{d^2-1} (\bar{\rho}^q_p)^* \mathcal{L}_{ps} \rho^q_s = \lambda_q \rho^q_p. \quad (S8)
\]

In practice we express Eq. (S8) in a more convenient form of an effective right eigenvalue problem \( \sum_{p=0}^{d^2-1} (\mathcal{L}^T)_{sp}(\bar{\rho}^q_p)^* = \lambda_q (\bar{\rho}^q_s)^* \). From this representation it becomes clear why we have the same eigenvalues in the right (S7) and the left (S8) eigenvalue problems: \( \mathcal{L} \) and \( \mathcal{L}^T \) have the same characteristic equations, and therefore the same spectra. From (S7) and (S8) we obtain

\[
\sum_{p=0}^{d^2-1} \sum_{s=0}^{d^2-1} (\bar{\rho}^q_p)^* \mathcal{L}_{ps} \rho^q_s = \lambda_q \sum_{m=0}^{d^2-1} (\bar{\rho}^q_m)^* \rho^q_m, \quad (S9)
\]

which yields \( \lambda_q (\bar{\rho}^q|\rho^q') = \lambda_q (\bar{\rho}^q|\rho^q) \). This implies that for \( q \neq q' \) (and hence for \( \lambda_q \neq \lambda_{q'} \) because of the nondegeneracy) it holds \( (\bar{\rho}^q|\rho^q') = 0 \). In turn, for \( q = q' \), one can ever normalize the state \( (\bar{\rho}^q| \) to enforce the bi-orthogonality condition

\[
(\bar{\rho}^q|\rho^q') = \delta_{qq'}. \quad (S10)
\]

Then, we can introduce a spectral decomposition of the Liouvillian

\[
\mathcal{L} = \sum_{q=0}^{d^2-1} \lambda_q |\rho^q\rangle(\bar{\rho}^q|, \quad \text{or} \quad \mathcal{L}_{ps} = \sum_{q=0}^{d^2-1} \lambda_q \rho^q_s (\bar{\rho}^q_p)^*, \quad (S11)
\]

as well as the identity resolution

\[
1_{d^2 \times d^2} = \sum_{q=0}^{d^2-1} |\rho^q\rangle(\bar{\rho}^q|, \quad \text{or} \quad \delta_{ps} = \sum_{q=0}^{d^2-1} \rho^q_p (\bar{\rho}^q_p)^*. \quad (S12)
\]

It should be emphasized that the trace conservation of the density matrix corresponding to the stationary state acquires the following form in these notations

\[
(\bar{\rho}^q|\rho^0) = \sum_{l=0}^{d^2-1} (\bar{\rho}^q_l)^* \rho^0_l = 1. \quad (S13)
\]

Therefore, the eigenvector \( |\rho^0\rangle \) has components \( \rho^0_s = 1 \) for all "diagonal" \( s = (aa) \), and \( \rho^0_s = 0 \) for all "nondiagonal" \( s = (ab), a \neq b \). Thus, \( (\bar{\rho}^q| \) has no any parametric dependence, and its action on the right vector \( |\rho(t)\rangle \) is equivalent to applying the trace operation, i.e. \( (\bar{\rho}^q|\rho(t)) = \text{tr}[\rho(t)] = 1 \). Note also that in Eq. (S11) the summation over \( q \) effectively starts from \( q = 1 \), since \( \lambda_0 = 0 \).

It is worth noting that one has the gauge freedom in defining right and left Liouvillian eigenmodes belonging to the same eigenvalue \( \lambda_q \neq 0 \) which is expressed in their simultaneous rescaling by reciprocal scaling factors,

\[
|\rho^q(r)\rangle \rightarrow |\rho^q(r)g_q(r), \quad (\bar{\rho}^q(r)| \rightarrow \frac{1}{g_q(r)}(\bar{\rho}^q(r)|, (S14)
\]
where the superscript "ms" underscores hat the resulting state is metastable and consists of just two Liouvillian modes.

The cavity decay rate, the strength of nonlinearity and the driving amplitude are, respectively, $\kappa = 1$, $U = -0.5$ and $F = 4$.

preserving the bi-orthogonality relations (S10). The only exception is $q = 0$ with $\lambda_0 = 0$: In this case the corresponding right eigenmode corresponds to unique stationary state, while the left one is nothing else but the trace taking operation. Since the trace of a physical density matrices must be always preserved, it follows that the rescaling gauge freedom is absent for zero eigenmodes of the Liouvillian.

Importantly, the Liouvillian spectral decomposition (S11) enables us to rewrite the formal solution of Eq. (S4), $|\rho(t)\rangle = e^{-i\mathcal{L}_t}|\rho(0)\rangle$, in a form which is very useful for a direct implementation of numerical calculations

$$|\rho(t)\rangle = |\rho^0\rangle + \sum_{q=1}^{d^2-1} |\rho^q\rangle(\tilde{\rho}_q|\rho(0)\rangle)e^{-i\omega_q t - \gamma_q t}. \quad (S15)$$

Suppose now that some control parameter $r$ changes in a stepwise manner such that it jumps by the same amount of $\Delta r$ after equal time steps $t_c$ (in the main article $r \equiv \delta$, see upper panels of Fig. 3 therein). We can easily adapt Eq. (S15) for this protocol deriving the following iterative formula which connects two subsequent parameter jumps, $r_0 + (k-1)\Delta r$ and $r_0 + k\Delta r$ as follows

$$|\rho_{r_0+k\Delta r}\rangle = |\rho_{r_0+k\Delta r}^0\rangle + \sum_{q=1}^{d^2-1} |\rho_{r_0+k\Delta r}^q\rangle(\tilde{\rho}_q |\rho_{r_0+(k-1)\Delta r}\rangle e^{-i\omega_q t_c - \gamma_q t_c}, \quad (S16)$$

where $\omega_q$ and $-\gamma_q$ are real and imaginary parts of the eigenvalue $\lambda_q$ computed at $r_0 + k\Delta r$. Note that in Eq. (S16) the eigenvalue problem as well as the scalar product $\langle \tilde{\rho}_q |\rho_{r_0+(k-1)\Delta r}\rangle$ are computed at each step of this iterative procedure. Throughout the paper, we choose a stationary state, $|\rho_{r_0}^0\rangle = |\rho_{r_0}^0\rangle$, as the initial condition at $r = r_0$.

In the main paper the detuning $\delta$ plays a role of the control parameter, $r \equiv \delta$, and the time step $t_c$ is chosen such that the following inequality is satisfied,

$$\min(\gamma_1) < 1/t_c < \kappa/2, \quad (S17)$$

where the decay rate $\gamma_1$ is the imaginary part of $-\lambda_1$ (see Fig. 2(a) of the main article). As a consequence, we expect that the contributions from all other Liouvillian modes to the dynamics fade out during the time $t_c$, before $\delta$ jumps to a subsequent value $\delta + \Delta \delta$. (Recalling that eigenvalues are enumerated in the ascending order of absolute values of their imaginary parts.) In this case the description of the resulting dynamics is drastically simplified, Eq. (S16) being reduced to

$$|\rho_{r_0+k\Delta r}^{\text{ms}}\rangle = |\rho_{r_0+k\Delta r}^0\rangle + |\rho_{r_0+k\Delta r}^1\rangle(\tilde{\rho}_1 |\rho_{r_0+(k-1)\Delta r}\rangle e^{-\gamma_1 t_c}, \quad (S18)$$

where the superscript "ms" underscores hat the resulting state is metastable and consists of just two Liouvillian modes, namely the zero mode and the softest one with the smallest relaxation rate $\gamma_1$. Another important feature is
Fig. S2. The functions $\chi^\pm$, determining metastable states, versus $\delta$. They result from Eqs. (S25) solved for the values of $v = (\delta_{\text{max}} - \delta_{\text{min}})/(Nt_c)$ corresponding to various values $N \approx 1.4 \cdot 10^3, 1.2 \cdot 10^5, 1.2 \cdot 10^7, \text{and } 2.4 \cdot 10^8$. \textit{Green dashed line}: analytical quasiadiabatic solution given by Eq. (S31). Metastable state values of the occupation number expressed via $\chi^\pm$ coincide with the numerical results of integration of the time-dependent master equation to a very good accuracy. The panels (a),(c) correspond to the insets in Fig. 4(b) of the main article.

that the real part of the first eigenvalue vanishes in the whole critical region, $\omega_1 = 0$ (gray area in Fig. 2(a) of the main article).

To justify our expectation we calculate the cavity occupation number $n(t)$ as a function of time given by Eq. (S6) taking $|\rho_{ms}^{\text{ins}}(\tilde{r})|$ from Eq. (S18) as the density matrix. The results of numerical calculations turn out to be in a perfect agreement with those obtained by integrating the master equation (S4) with the time-dependent Liouvillian $\mathcal{L}(t)$ (through $r(t)$) (see Supplementary Note 1); compare orange symbols with the red curve in Fig. S1.

**SUPPLEMENTARY NOTE 3. SIMPLIFIED DESCRIPTION OF METASTABLE STATES**

Here we briefly sketch the derivation of the ODE governing the evolution of metastable states (S18) provided that increments $\Delta r$ are sufficiently small, as it is the case for all results presented in Fig. 4 of the main article.

Expanding $|\rho(t)\rangle$ in the right instantaneous eigenbasis of $\mathcal{L}(t)$ as

$$|\rho(t)\rangle = \sum_{p=0}^{d^2-1} \chi_p(t)|\rho^p(t)\rangle$$

(S19)

and substituting this expansion into Eq. (S4) we obtain

$$\sum_{p=0}^{d^2-1} \dot{\chi}_p(t)|\rho^p(t)\rangle + \sum_{p=0}^{d^2-1} \chi_p(t) \frac{d}{dt}|\rho^p(t)\rangle = -i \sum_{p=0}^{d^2-1} \lambda_p(r(t)) \chi_p(t)|\rho^p(t)\rangle.$$  

(S20)

Projecting on $|\rho^p(t)\rangle$ and using the bi-orthogonality relation (S10) leads to

$$\dot{\chi}_q(t) + \sum_{p=0}^{d^2-1} \chi_p(t)(\rho^p(t)) \frac{d}{dt}|\rho^p(t)\rangle = -i\lambda_q(r(t)) \chi_q(t).$$

(S21)
Introducing the parameter change velocity \( v = \frac{dr}{dt} \), we obtain the following equation

\[
\frac{d}{dr} \chi_q(r) + \sum_{p=0}^{d^2-1} A_{qp}(r) \chi_p(r) = -\frac{1}{v} \lambda_q(r) \chi_q(r), \tag{S22}
\]

where the matrix elements \( A_{qp}(r) = (\bar{\rho}^q(r)|\frac{d}{dr}|\rho^p(r)) \) have the meaning of geometric connections, and the velocity-dependent term on the r.h.s. of Eq. (S22) stands for the dynamical contributions to \( \chi_q(r) \). Since \( (\bar{\rho}^q) \) does not depend on \( r \) (see Supplementary Note 2), it follows that \( A_{qp}(r) = \frac{d}{dr}(\bar{\rho}^q(r)) = 0 \) for each \( p \) due to the bi-orthogonality condition (S10). Therefore, \( d\chi_0(r)/dr = 0 \), because \( \lambda_0 = 0 \) on the r.h.s. of Eq. (S22). To satisfy the initial condition at \( r = r_0, |\rho^0_{r_0} = |\rho^0_{r_0} \), we should set \( \chi_0(r) = 1 \).

In the previous note we proved that if the inequality (S17) for time steps \( t_\Delta \) is satisfied, then contributions to the dynamics of all, but the first, eigenmodes are negligibly small. (Importantly, this rather general statement is perfectly applicable even for the case where a continuous description is not possible, see e.g. Fig. 3(a) in the main paper).

For the less general case of continuous parameter change protocols, the higher Liouvillian modes contribution to the dynamics is also negligible, and the sum in Eq. (S19) can be truncated

\[
|\rho(r) = |\rho^0(r)) + \chi_1(r)|\rho^1(r)) \tag{S23}
\]

(recall that \( \chi_0(r) = 1 \)). In addition, in Eq. (S22) for \( \chi_1(r) \) all terms \( A_{1p}(r) \) with \( p \geq 2 \) give negligibly small contribution. Therefore, Eq. (S22) reduces to the following form revealing the nonabelian structure of metastable dynamics

\[
\frac{d}{dr} \left( \frac{1}{\gamma_{\pm}(r)} \right) = - \left( A_{00} \pm \gamma_0/v \quad A_{10}(r) \quad A_{11}(r) \pm \gamma_1(r)/v \right) \left( \frac{1}{\gamma_{\pm}(r)} \right), \tag{S24}
\]

where the mode index in \( \chi \) is omitted for brevity and the additional superscript \( \pm \) is introduced for clarity. The required components of \( A_{\gamma q} \) have the gauge transformation properties \( A_{10}(r) \to \frac{1}{g_1(r)} A_{10}(r), A_{11}(r) \to A_{11}(r) + \frac{d}{dr} \ln g_1(r) \).

As mentioned above, the components \( A_{0q}(r) \equiv 0 \) owing to the bi-orthogonality relations and the parametric independence of \( (\bar{\rho}^q) \). In addition, \( \gamma_0 = 0 \). The signs \( \pm \) designate the ascending (sign \( + \)) and descending (sign \( - \)) staircase ramps shown in Fig. 3(a,b) of the main article. The first line in Eq. (S24) is trivially satisfied, whereas the second line leads to the following ODEs for \( \chi_\pm(r) \)

\[
\frac{d}{dr} \chi_{\pm}(r) + A_{10}(r) + A_{11}(r) \chi_{\pm}(r) = \pm \frac{1}{v} \gamma_1(r) \chi_{\pm}(r), \tag{S25}
\]

with the initial conditions \( \chi_+(r_0) = \chi_-(r_0) = 0 \). Finally, we rewrite the above equation in terms of the gauge-invariant quantities \( y_\pm(r) = \chi_\pm(r)/A_{10}(r) \) and \( f(r) = A_{11}(r) + \frac{d}{dr} \ln A_{10}(r) \) (cf. Eq. (1) of the main article with \( r \equiv \delta \)) as follows

\[
\frac{d}{dr} y_{\pm}(r) = -1 - \left[ f(r) \pm \frac{\gamma_1(r)}{v} \right] y_{\pm}(r). \tag{S26}
\]

The solutions of Eqs. (S26) read

\[
y_{+}(r) = \int_{r_{\text{min}}}^{r} dr' e^{-\int_{r'}^{r} dr'' f(r'')} e^{-\int_{r'}^{r} dr'' \gamma_1(r'')}, \tag{S27}
\]

\[
y_{-}(r) = -\int_{r}^{r_{\text{max}}} dr' e^{\int_{r'}^{r} dr'' f(r'')} e^{-\int_{r'}^{r} dr'' \gamma_1(r'')}. \tag{S28}
\]

Apparently, \( \chi_{\pm}(r)/\chi_{\pm}(r) = y_{\pm}(r)/y_{\pm}(r) \) is a gauge-invariant quantity.

For decreasing values of \( v \) the dependence of \( y_{\pm} \) on \( f \) weakens since the dynamical term starts to dominate. Therefore, these factors become mostly dynamical, and we have an approximate factorization of \( \chi_{\pm} \) into a product of the geometric part \( (A_{10}) \) and the dynamical part \( (y_{\pm}) \).

The connection components \( A_{1p}(r) (p = 0, 1) \) in Eq. (S25) can be found numerically by solving the eigenvalue problem (S7) at different values of \( r = r_0 + l\Delta r \) within the critical region (gray area in Fig. 2(a) of the main article) and by using the central difference approximation to the first derivative, namely

\[
A_{1p}(r) = (\rho^1(r)) \left( \frac{d}{dr} |\rho^p(r)) \right) \approx \frac{1}{2\Delta r} \left\{ (\bar{\rho}^1_{r_0+(l+\Delta r}) |\rho^p_{r_0+(l+1)\Delta r}) - (\bar{\rho}^1_{r_0+(l)\Delta r}) |\rho^p_{r_0+(l)\Delta r}) \right\}. \tag{S29}
\]

In practice, we compute \( A_{1p}(r) \) at \( \approx 200 \) points of \( r \) and then use a spline interpolation procedure to obtain the \( r \)-dependence within the critical region (see Fig. 4(a) in the main article). Feeding it to Eq. (S25), we solve this ODE at arbitrary values of the sweep velocity \( v \).
Finally, we calculate the cavity occupation number \( n^{\pm}(r) = \text{tr}[b^\dagger b \rho^{\pm}(r)] \) with help of \( \rho^{\pm}(r) \) defined by Eq. (S23). The resulting expression is given by \( n^{\pm}(r) = n^{\text{st}}(r) + \chi^{\pm}(r) \text{tr}[b^\dagger b \rho^{\pm}(r)] \), where \( n^{\text{st}}(r) = \text{tr}[b^\dagger b \rho^{\text{st}}(r)] \) is the stationary state occupation number. Exploiting the gauge freedom (S14), we choose \( g_1(r) \) in such a way that the condition \( \text{tr}[b^\dagger b \rho^{\text{st}}(r)] = 1 \) is enforced (the so called observable gauge, in this case \( \hat{O} = b^\dagger b \)). In this gauge, we obtain a simple expression

\[
n(r) = n^{\text{st}}(r) + \chi^{\pm}(r),
\]

and the functions \( \chi^{\pm}(r) \) are shown in Fig. S2.

At small \( v \), we can expand \( \chi^{\pm}(r) \) in series \( \chi^{\pm}(r) = \sum_{n=1}^{\infty} \chi^{(n)\pm}(r) v^n \). Inserting it into Eq. (S25), we find the leading contribution

\[
\chi^{(1)\pm} = \mp A_{10}(r)/\gamma_1(r),
\]

and hence

\[
|\rho(r)| = |\rho^{0}(r)| + \frac{v}{\gamma_1(r)} A_{10}(r)|\rho^1(r)| + O(v^2),
\]

\[
n(r) \approx n^{\text{st}}(r) \mp \frac{v}{\gamma_1(r)} A_{10}(r).
\]

Graphically, the results in this quasiadiabatic regime are presented in Fig. S2(d).

**SUPPLEMENTARY NOTE 4. SWEEPING THE PUMPING FIELD AMPLITUDE**

As is mentioned in Ref. [43] of the main article, sweeping the pumping field amplitude \( F \) at fixed value of \( \delta \) leads to the undesirable effect of non-vanishing entropy even for values of \( F \) taken far to the right from the critical region. In Fig. S3 we also compare the results of calculations from the main article obtained under sweeping the detuning parameter \( \delta \) with those obtained by sweeping the amplitude \( F \) across the corresponding critical region. Two main conclusions can be drawn from the comparison of these two different sweeping protocols carried out at the same value of the Kerr nonlinearity strength \( U \): (i) the critical region (in the same units of \( \kappa \)) is substantially narrower and the closure of the Liouvillian gap is much less pronounced when sweeping \( F \); (ii) as the result, the area of hysteresis is two orders of magnitude smaller and the crossover to quasiadiabatic regime occurs much earlier, at the value of \( v \) which is by more than two orders of magnitude larger than the one needed to enter the quasiadiabatic regime while sweeping \( \delta \).
Fixing the observable gauge defined above, we propose to measure the hysteresis branches in the cavity occupation number at three different values of the sweeping velocity \( v_i \) \((i = 1, 2, 3)\). For the forward \((f)\) and backward \((b)\) sweeping, they are theoretically given by \( n_i^{(f)}(r) = n^{st}(r) + \chi_i^{(f)}(r) \) and \( n_i^{(b)}(r) = n^{st}(r) + \chi_i^{(b)}(r) \), respectively. Supposing that the stationary value \( n^{st}(r) \) is unknown, we can readily extract the following information from the measured dependencies \( n_{i}^{(f,b)}(r) \):

\[
\Delta \chi_i \equiv \chi_i^{(b)} - \chi_i^{(f)} = n_i^{(b)}(r) - n_i^{(f)}(r),
\]

\[
\Delta \dot{\chi}_i = \frac{d}{dr}[n_i^{(b)}(r) - n_i^{(f)}(r)].
\]

Taking into account that each of \( \chi_i^{(f,b)}(r) \) satisfies the equation (S25) with the corresponding \( v_i \) and the sign choice, we straightforwardly derive the following relations

\[
v_i \Delta \dot{\chi}_i = 2 \gamma_1(r) [\bar{n}_i(r) - n^{st}(r)] - A_{11}(r) v_i \Delta \chi_i,
\]

where \( \bar{n}_i(r) = \frac{1}{2}[n_i^{(b)}(r) + n_i^{(f)}(r)] \) are the quantities already known from the measurements. It further follows

\[
v_1 \Delta \dot{\chi}_1 - v_2 \Delta \dot{\chi}_2 = 2 \gamma_1(r) [\bar{n}_1(r) - \bar{n}_2(r)] - A_{11}(r) (v_1 \Delta \chi_1 - v_2 \Delta \chi_2),
\]

\[
v_1 \Delta \dot{\chi}_1 - v_3 \Delta \dot{\chi}_3 = 2 \gamma_1(r) [\bar{n}_1(r) - \bar{n}_3(r)] - A_{11}(r) (v_1 \Delta \chi_1 - v_3 \Delta \chi_3).
\]

Solving these equations we establish \( \gamma_1(r) \) and \( A_{11}(r) \). Plugging the obtained results into Eq. (S36) we, in turn, extract \( n^{st}(r) \), and hence \( \dot{n}^{st}(r) \). Then, it is possible to establish \( \chi_i^{(f)}(r) \) and \( \dot{\chi}_i^{(f)}(r) \) [or \( \chi_i^{(b)}(r) \) and \( \dot{\chi}_i^{(b)}(r) \)]. Inserting these dependencies into Eq. (S25) we finally evaluate \( A_{10}(r) \).

Thus, from the three independent measurements one can find the relevant components of the Sarandy-Lidar connection.