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ABSTRACT
Dynamic facial expression recognition (DFER) in the wild is an extremely challenging task, due to a large number of noisy frames in the video sequences. Previous works focus on extracting more discriminative features, but ignore distinguishing the key frames from the noisy frames. To tackle this problem, we propose a noise-robust dynamic facial expression recognition network (NR-DFERNet), which can effectively reduce the interference of noisy frames on the DFER task. Specifically, at the spatial stage, we devise a dynamic-static fusion module (DSF) that introduces dynamic features to static features for learning more discriminative spatial features. To suppress the impact of target irrelevant frames, we introduce a novel dynamic class token (DCT) for the transformer at the temporal stage. Moreover, we design a snippet-based filter (SF) at the decision stage to reduce the effect of too many neutral frames on non-neutral sequence classification. Extensive experimental results demonstrate that our NR-DFERNet outperforms the state-of-the-art methods on both the DFEW and AFEW benchmarks.
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1 INTRODUCTION
Facial expressions are the most natural and direct way for humans to express emotions [51]. Understanding human emotional state is a fundamental premise for many computer vision tasks including human-robot interaction (HRI), driver fatigue monitoring and healthcare [30, 65]. In recent years, many researchers have developed static facial expression recognition (SFER) methods [29, 48, 50, 57, 61], which can automatically classify an image into one of seven basic expressions (i.e., neutral, happiness, sadness, surprise, fear, disgust, and anger), and achieved promising results on both lab-controlled (e.g., BU-3DFE [62]) and in-the-wild SFER datasets (e.g., RAF-DB [31]). Nevertheless, most the natural facial events are dynamic and video can be a better representation of facial expressions. Therefore, DFER has gradually received increasing attention in recent years [33, 68].

According to different data scenarios, DFER datasets can be mainly divided into lab-controlled and in-the-wild. For the former, all the video sequences are collected in a laboratory setting and most sequences show a shift from a neutral facial expression to a peak expression. Over the past decade, many methods are proposed for dealing with lab-controlled DFER task, and achieving promising results [20, 36, 63]. Due to such lab-controlled DFER datasets (e.g., CK+ [38], MMI [44], and Oulu-CASIA [67]) recording under laboratory conditions, all the facial images are frontal and without any occlusion, leading to a large gap in comparison with the real-world scenario facial images which have variant head poses and different degrees of occlusions. In addition, lab-controlled datasets only contain a very limited number of subjects, which means that multiple videos are often collected from the same subject, this undoubtedly greatly limits the diversity of video sequences. For in-the-wild DFER datasets (e.g., AFEW [11], Aff-Wild [64] and DFEW [21]), the video sequences are collected from the real-world scenario, which are closer to natural facial events. Besides, in-the-wild datasets are captured from thousands of subjects, which greatly increases the diversity of the data. Moreover, with the collection of the large-scale DFER in-the-wild datasets [21], the research focus of DFER has shifted from lab-controlled to challenging in-the-wild conditions. However, due to the existence of variant noisy frames in expression video sequences, the dynamic facial expression recognition (DFER) task which aims to classify a video sequence into a specific expression still remains a significant challenge.

Before the rise of deep learning, traditional in-the-wild DFER methods are mainly based on hand-crafted features, such as the LBP-TOP [10], STLMBP [19], and HOG-TOP [5]. Besides these hand-crafted descriptors, Liu et al. introduced a spatio-temporal manifold (STM) method to model the video clips [34], and Liu et al. also used different Riemannian kernels measuring the similarity/distance between sequences [35]. In recent years, with the development of parallel computing hardware and the collection of large-scale DFER datasets [21], deep-learning-based methods have gradually replaced the traditional methods and achieved state-of-the-art performance on in-the-wild DFER datasets. Among variants deep neural networks (DNNs), convolutional neural network (CNNs) are good at modeling spatial features [1, 14, 40], recurrent neural networks (RNNs) do well in modeling the temporal relation between frames.

Figure 1: Two kinds of noisy frames in video sequences: (i) N1: a small amount of target irrelevant frames in video sequence, e.g., frames unrelated to the target expression, frames without face, and heavily occluded frames. (inside the blue box of the top row), and (ii) N2: excessive neutral frames in non-neutral expression sequence (inside the red box of the bottom row). Both sequences are sampled from DFEW dataset [21].
[13, 28, 37, 43, 59], while 3D CNNs can learn both spatial and temporal features from the sequences [15, 21, 26]. In order to obtain more emotion-related information, some methods also take multi-modal data (e.g., audio, depth, and thermal recording videos) as the input of the networks [2, 6, 24, 27, 41, 66]. Recently, Kumar et al. proposed a novel noisy student training method for DFER [25]. Jiang et al. collected a large-scale DFER datasets DFEW and introduced a novel expression-clustered spatio-temporal feature learning loss (EC-STFL) for DFER [21]. Zhao et al. first introduced transformer [56] to the DFER task and achieved remarkable results by modeling the spatial and temporal features of the sequences through the proposed convolutional spatial transformer (CS-Former) and temporal transformer (T-Former), respectively [68].

Although the above-mentioned methods have gradually improved the performance on in-the-wild DFER datasets, most of them focused on designing or finding a better model to extract more discriminative features, while ignoring distinguishing the key frames and the noisy frames. Unlike lab-controlled sequences that follow a similar pattern (i.e., sequences show a shift from a neutral facial expression to a peak expression), the gap between in-the-wild sequences can be very large, which is also mainly on account of the widespread presence of noisy frames. Among these noisy frames, two kinds of noisy frames can significantly affect the performance of DFER methods. As shown in Figure 1, N₁: a small amount of target irrelevant frames (e.g., frames unrelated to the target expression, frames without face, heavily occluded frames, etc), can interfere with the classification, and N₂: too many neutral frames in non-neutral expression sequences may cause the non-neutral sequences to be misclassified into natural class.

To reduce the interference of these two kinds of noisy frames to DFER, we propose a noise-robust dynamic facial expression recognition network (NR-DFERNet). As shown in Figure 2, our NR-DFERNet can be divided into three stages. In specific, at the spatial stage, we devise a dynamic-static fusion module (DSF) which introduces dynamic features between two adjacent frames as a supplement to the static features, which can make the spatial features more discriminative and robust. Besides, motivated by the success of transformer [56] in natural language processing (NLP) tasks and its powerful ability of modeling sequence-based data, we utilize transformer to model the temporal relationship between frames and introduce a novel dynamic class token (DCT) to suppress the impact of target irrelevant frames (N₁) on DFER at the temporal stage. Finally, we propose a snippet-based filter (SF) at the decision stage to reduce the effect of excessive neutral frames (N₂) on non-neutral sequences classification. Extensive experiments indicate that our NR-DFERNet has suppressed the impact of noisy frames on the DFER task and achieved state-of-the-art performance on two popular benchmarks.

In summary, this paper has the following contributions:

• We present a noise-robust dynamic facial expression recognition network called NR-DFERNet. The proposed dynamic class token and snippet-based filter suppress the impact of target irrelevant frames (N₁) and too many neutral frames in non-neutral sequences (N₂) on DFER at the temporal and decision stages, respectively. The visualization of the normalized attention weights on each frame show that the proposed NR-DFERNet can pay more attention to the key frames while suppressing the impact of noisy frames.
• At the spatial stage, we propose a dynamic-static fusion module to obtain more robust and discriminative spatial features from both static features and dynamic features. The visualization of the feature distribution indicate that the proposed NR-DFERNet can learn more discriminative and robust facial features.
• Extensive ablation studies demonstrate the effectiveness of the proposed modules (i.e., DSF, DCT, and SF). Our NR-DFERNet outperforms the baseline model significantly and achieves state-of-the-art results on two popular datasets.

2 RELATED WORK

2.1 DFER in the Wild

Before the rise of deep learning, hand-crafted features occupy the mainstream in DFER including LBP-TOP [10], STLMBP [19], and HOG-TOP [5]. However, with the simultaneous development of computing methodologies and computing hardware, deep-learning-based methods gradually replace hand-crafted descriptors in recent years.

Deep-learning-based methods can be roughly divided into two-stage methods and one-stage methods. In specific, two-stage methods often use CNNs to extract spatial features from frames, then the spatial features are fed into RNNs or transformers to learn the temporal relationships between frames [13, 28, 37, 43, 59]. Recently, Liu et al. utilized graph convolutional network (GCN) to learn the frame-based features which focus on a certain expression region [32]. Lee et al. presented multimodal recurrent attention networks (MRAN) to temporally estimate dimensional emotion models by jointly exploiting color, depth, and thermal videos [27]. Zhao et al. first introduced transformer to the DFER task and designed CS-Former and T-Former for extracting spatial and temporal features, respectively [68]. Different from two-stage approaches, one-stage methods often use 3D convolution to learn spatial and temporal features jointly. Kossaifi et al. proposed a tensor factorization framework for efficient separable convolutions of higher order, which allowed training a network on images and using transduction to generalize to videos [23]. Jiang et al. devised a novel EC-STFL loss for DFER in the wild [21]. The above methods focused on extracting more robust and discriminative spatio-temporal features from video sequences, while ignoring suppressing the noisy frames in the sequence. To address this, we propose NR-DFERNet.

2.2 Transformer

Transformers were proposed by Vaswani et al. [56] for machine translation. Due to its powerful multi-head self-attention (MHSA) mechanism for modeling long-range dependence, transformers have become the state-of-the-art method in many NLP tasks [42]. The widespread use of transformers in NLP tasks has attracted great attention in the computer vision (CV) community. Researchers begin to apply transformer-based model in many CV tasks, such as image classification, object detection, and segmentation. Dosovitskiy et al. split an image into $16 \times 16$ patches and modeled the relationships between them by a vision transformer (ViT) [12]. Carion et al. devised a DEtection TRansformer (DETR), which uses object queries to predict the class and bounding box [3]. Wang et al.
proposed a pyramid vision transformer (PVT) by incorporating the pyramid structure from CNNs, and achieved good performance on several dense prediction tasks [58]. As for facial expression recognition, Ma et al. designed visual transformers with feature fusion (VTFF) based on CNN and transformer to learn spatial features of static facial images [39], and Li et al. proposed a pure transformer-based model called mask vision transformer (MVT), which mask the background of in-the-wild facial images for the SFER task [29]. Recently, Zhao et al. devised a dynamic facial expression recognition transformer (Former-DFER) [68] consisting of CS-Former and Transformer-DFER 

Our NR-DFERNet is built upon both transformer and CNNs. As shown in Figure 2, NR-DFERNet can be mainly divided into three stages, which are spatial stage, temporal stage, and decision stage. First, the fixed-length facial expression sequence is dynamically sampled from the original video sequence as the input. Then at the spatial stage, several convolutional layers are employed to generate a primary feature map for each frame, and the DSF module containing two branches is proposed to fuse the spatial dynamic features and spatial static features. Next, at the temporal stage, the spatial dynamic-static features are fed into a transformer to model the relationship between the frames and the proposed dynamic class token. Finally, the dynamic class token is mapped to a logits of seven basic expressions by a fully connected (FC) layer, and the final decision is made by the filtered logits through the proposed snippet-based filter.

3 METHOD

3.1 Overview

Our NR-DFERNet takes a clip $X \in \mathbb{R}^{T \times H \times W}$ consisting of $T$ RGB frames as the input, and $X$ is dynamically sampled from the original video. Specifically, we first divide the sequence into $U$ segments equally and then randomly pick $V$ frames from each segment for training. As for the test video sequence, we first split all frames into $U$ segments and then select $V$ frames in the mid of each segment. Hence, the length of the sampled clip is $T = U \times V$ for both the training set and testing set.

After getting a clip $X$ for each video sequence, we feed the clips into three convolutional layers to get $T$ primary feature maps $F_i$ with the size of $C \times H \times W$, $i \in \{1, 2, \cdots, T\}$. The dynamic features $F_i^{D} \in \mathbb{R}^{C \times H \times W}$ can be represented as,

$$F_i^{D} = F_{i+1} - F_{i}, \quad i \in \{1, 2, \cdots, T - 1\}.$$  \hspace{1cm} (1)

and the static features $F_i^{S} \in \mathbb{R}^{C \times \frac{H}{2} \times \frac{W}{2}}$ can be formulated as,

$$F_i^{S} = \text{Conv-D}(F_i), \quad i \in \{1, 2, \cdots, T - 1\}.$$  \hspace{1cm} (2)

Where $\text{Conv-D}$ is a downsample convolution operation by setting the stride at 2. In particular, since the last frame has no corresponding spatial dynamic feature, we only use the dynamic and static features of the first $T - 1$ frames for later feature extraction.

3.2 Input Clips

Figure 2: The pipeline of the proposed NR-DFERNet.

3.3 Dynamic-Static Fusion Module

To learn dynamic features and static features separately, our DSF module adopts a two-branch structure, which includes a dynamic branch and a static branch for further learning dynamic features and static features, respectively.
Video Sequence

As shown in the top row of Figure 1, there often exists a small amount of target irrelevant frames (e.g., frames unrelated to the target expression, frames without face, frames with heavily occlusion) in video sequences. Learning features from such noisy frames may bring noisy features and affect the classification. Therefore, we introduce a novel dynamic class token which generates a dynamic class token for each sequence to suppress their interference instead of using the same class token for each expression sequence.

Specifically, at the temporal stage, we first reshape dynamic-static features \( F_i^{DS} \) into the flattened vectors \( P_i^{DS} \in \mathbb{R}^{CHW} \). Then the dynamic class token \( T_d \in \mathbb{R}^{\frac{CHW}{2}} \) can be defined as,

\[
T_d = \sum_{i=1}^{T-1} \frac{P_i^{DS}}{T-1}, \quad i \in \{1, 2, \cdots, T-1\}.
\] (5)

Based on the assumption that the target irrelevant frames have a large gap with target-related frames, the features of the target irrelevant frames will also have a large gap with that of target-related frames. And in the usual case, when there are only a small number of target irrelevant frames, the DCT \( T_d \) generated by the mean of the features of each frame should be closer to the features of the target-related frames rather than that of target irrelevant frames. That is to say, in the self-attention mechanism of transformer encoders, DCT will pay more attention to the features of target-related frames, thereby reducing the impact of target irrelevant frames on classification. In contrast, traditional class token in [12, 52], which is the same for each sequence, cannot adaptively focus on target-related frames in different sequences.

After adding a learnable position embeddings \( E_T^p \in \mathbb{R}^{T \times \frac{CHW}{2}} \) to the flattened vectors and DCT as we do in the DSF module, the DCT passing through \( N \) transformer encoders is mapped to a primary logit sequence, which corresponds to the seven basic expressions.

### 3.5 Snippet-based Filter

The previous DFER works often consider the seven basic expressions (i.e., neutral, happiness, sadness, surprise, fear, disgust, and anger) at the same level while ignoring the special status of neutral expressions. The priority of neutral expressions is lower than other expressions when annotating the expression sequences. For example, when most of the frames in a video sequence are neutral frames and only a small number of frames are non-neutral expressions, the sequence will be finalized as a non-neutral sequence rather than a neutral one. This seems natural to humans, but it is difficult for the network to learn it when given equal-status supervisory information for each expression, which makes the network easily misclassify non-neutral sequences with too many neutral frames into neutral expressions.

To tackle this problem, we design a snippet-based filter to help the proposed NR-DFERNet reduce the effect of excessive neutral frames on non-neutral sequences. As shown in Figure 3, we get \( N_s \) snippets from the sampled sequence through a sliding window with the width \( L \) and stride \( S \). For a sampled sequence containing \( T \) frames, \( N_s \) can be formulated as,

\[
N_s = \left\lceil \frac{T - L}{S} \right\rceil + 1.
\] (6)

Where \([\cdot]\) represent the round down operation. These snippets will be fed into NR-DFERNet separately to get \( N_s \) independent logits. These snippet-based logits are then fed into the proposed snippet-based filter together with the primary logits of the whole sequence logitseq. The snippet-based filter can be defined as,

\[
logits_{final} = \left\{ \begin{array}{l}
logits_{seq} \text{ if } \forall i \text{ s.t. } P_i^{\text{MAX}} < \mu_1 \lor P_i^{\text{NU}} > \mu_2 \\
logits_{seq}' \text{ if } \exists i \text{ s.t. } P_i^{\text{MAX}} > \mu_1 \land P_i^{\text{NU}} < \mu_2.
\end{array} \right.
\] (7)

Where \( \land \) and \( \lor \) represents "and" and "or", respectively. \( logits_{final} \) stands for the filtered logits used for making the final decision, \( P_i^{\text{MAX}} \) and \( P_i^{\text{NU}} \), \( i \in \{1, 2, \cdots, N_s\} \), stand for the maximum predicted...
probability and the predicted probability of neutral of the i-th snippet, respectively. \( \mu_1 \) and \( \mu_2 \) are two thresholds for logical judgment, while \( \text{logits}^{\text{seq}} \) denotes the original logits of the sequence and \( \text{logits}^{\text{seq}} \) represents \( \text{logits}^{\text{seq}} \) with the predicted probability of neutral class setting to zero as described in Figure 3. In other words, when there exists a snippet in a sequence that points to a clear non-neutral expressions, even if other snippets are all neutral expressions, the sequence is preferentially classified as a non-neutral expression at the decision stage.

4 EXPERIMENTS

We carry out extensive experiments on two popular in-the-wild DFER datasets (i.e., DFEW [21] and AFEW [11]). In this section, we first introduce the datasets and implementation details. Then we explore the effectiveness of each component of NR-DFERN on DFEW dataset. Subsequently, we compare the proposed method with several state-of-the-art approaches and give some visualizations to demonstrate the effectiveness of our NR-DFERN.

4.1 Datasets

DFEW [21] consists of over 16,000 video clips from thousands of movies, which is the current largest in-the-wild benchmark for DFER. These video clips contain various challenging interferences in practical scenarios such as extreme illumination, occlusions, and capricious pose changes. In addition, each video clip is individually annotated by ten independent individuals under professional guidance and assigned to one of seven basic expressions, (i.e., happiness, sadness, neutral, anger, surprise, disgust, and fear). Consistent with the previous works [21, 68], we only conduct experiments on 12059 video clips, which can be clearly assigned to a specific single-labeled emotion category. All the samples have been split into five same-size parts (fd1~fd5) without overlap. So we choose 5-fold cross-validation, which takes one part of the samples for testing and the remaining for training, as the evaluation protocol.

AFEW [11] dataset served as an evaluation platform for the annual EmotiW from 2013 to 2019. AFEW contains 1809 video clips collected from different movies and TV serials, and all the samples have been split into three subsets: training (773 video clips), validation (383 video clips), and testing (653 video clips) set. Consistent with the DFEW, each video clip in AFEW is assigned to one of seven basic expressions. Since the testing set is not publicly available, we train our model on the training set and report results on the validation set as the previous methods did.

4.2 Implementation Details

Preprocessing: For AFEW dataset, we detect the face regions of each frame via the RetinaFace [8], and then the face region is cropped and aligned according to the bounding box and landmarks. Specially, due to the low-light issues that existed in AFEW, a pre-trained deep learning model Enlighten-GAN [22], is used to enhance the light, which is consistent with [68]. For DFEW dataset, the face regions of the video frames are publicly available, so we directly use the processed data for experiments.

Training Setting: In our experiments, facial images are all resized to the size of 112 × 112. The random cropping, horizontal flipping, and color jittering are employed to avoid over-fitting. We use SGD [47] to optimize NR-DFERN with a batch size of 32. For DFEW dataset, the learning rate is initialized to 0.001, decreased at an exponential rate in 70 epochs for cross-entropy loss function. For AFEW dataset, the learning rate is initialized to 0.0003, also decreased at an exponential rate in 30 epochs for cross-entropy loss function. Due to the tiny quantity of the data samples in AFEW, previous work pre-trained their models on different datasets (both static and dynamic FER datasets). Consistent with [68], we first pre-train our NR-DFERN and other models on DFEW (fd1) and then fine-tune on AFEW. For both datasets, in our method, \( U = 8, V = 2 \). Hence, the length of the dynamically sampled sequence is 16. And the number of all the self-attention heads is set at 4. It is worth noting that the results are not sensitive to \( \mu_1 \) and \( \mu_2 \) of the snippet-based filter, so we present our ablation experiments on them in the supplementary material. By default, \( \mu_1 \) and \( \mu_2 \) are set to 0.7 and 0.05, respectively. All the experiments are conducted on a single NVIDIA RTX 3070 card with PyTorch toolbox [45].

Validation Metrics: Consistent with the EC-STFL [21] and Former-DFER [68], we choose the unweighted average recall (UAR, i.e., the accuracy per class divided by the number of classes without considering the number of instances per class) and weighted average recall (WAR, i.e., accuracy) as the metrics.

4.3 Ablation Studies

As shown in Figure 2, NR-DFERN mainly consists of three key components, i.e., dynamic-static fusion module, dynamic class token and snippet-based filter at three different stages. To show the effectiveness of our NR-DFERN, we conduct ablation studies to evaluate the influence of the key hyper-parameters and components on the DFEW [21] dataset with 5-fold cross-validation.

Evaluation of Each Component: We first study the effectiveness of each component in our NR-DFERN in Table 1. In specific, for building the baseline model, we only use the static features \( F^S \) in Eq. (4) to represent the spatial features for each frame, employ the original class token used in [12] to aggregate features of each frame, and directly make the final decision based on the unfiltered logits \( \text{logits}^{\text{seq}} \). From setting (a, e), setting (b, f) and setting (d, h), we can clearly see that the dynamic-static fusion module can improve the performance of both WAR and UAR. When we employ DCT to suppress the impact of target irrelevant frames, we can see that DCT

| Table 1: Evaluation of each component in NR-DFERN (i.e., dynamic-static fusion module, dynamic class token and snippet-based filter). The best results are in bold. |
| Setting | Feature Level | Decision Level | Metrics (%) |
|---------|--------------|----------------|-------------|
|         | DSF | DCT | SF | UAR | WAR |
| a (Baseline) | | | | | 50.22 | 63.52 |
| b | | | ✓ | 50.79 | 63.85 |
| c | ✓ | | ✓ | 51.21 | 64.62 |
| d | ✓ | ✓ | | 51.32 | 64.90 |
| e | ✓ | ✓ | ✓ | 52.35 | 65.36 |
| f | ✓ | ✓ | ✓ | 52.76 | 66.02 |
| g | ✓ | ✓ | ✓ | 53.50 | 67.31 |
| h | ✓ | ✓ | ✓ | | | 54.21 | 68.19 |
improve the performance by 1.15%/1.95% of UAR/WAR from setting (e, g). In general, our NR-DFERNet setting (h) exceeds the baseline setting (a) by 3.99%/4.67% of UAR/WAR, which fully indicates the importance and effectiveness of the proposed modules.

**Outlook for Snippet-based Filter:** From Table 1, we can see that compared to the DSF module and DCT, the snippet-based filter seems to have a limited improvement in performance. Since the proposed snippet-based filter is at the decision stage, we believe that the quality of snippet-based logits can directly affect the performance of SF. To confirm this, we present the performance curve (WAR) of the model on the test set with and without SF in Figure 4. In addition, we also present the performance gain brought by SF for a more intuitive observation. It is obvious that the gain increases with the improvement of the overall performance in the trend, which is predictable because when we have more accurate analyses for the snippets and the whole sequences, the SF that operates based on these analyses can also function better accordingly. This also proves that it is beneficial for models to consider neutral frames in a special position for DFER, and we believe that the gain brought by SF will expand as the model performance is further improved in the future.

**Evaluation of Hyper-parameters:** We conduct ablation studies on several key hyper-parameters of NR-DFERNet to explore their influence on the performance. For the snippet-based filter, Table 2 shows the performance of the model under different sliding window settings. The results show that smaller window width corresponds to a shorter snippet can bring a bigger increase in both UAR and WAR. This is reasonable because shorter snippets correspond to more fine-grained local expression information, which can help snippet-based filter to find snippets with clear non-neutral expression snippets in a large number of neutral frames.

| Setting | Metrics (%) | FLOPs (G) |
|---------|-------------|-----------|
| M N UAR WAR | | |
| 1 4 54.02 68.04 6.20 |
| 3 4 54.21 68.19 6.33 |
| 3 3 53.89 67.86 6.46 |
| 1 6 53.30 67.31 7.31 |
| 2 6 53.72 67.52 7.44 |
| 3 6 53.05 67.12 7.57 |

Table 3: Evaluation of the number of the transformer encoder layers. M and N stands for volumes of the transformer encoders at spatial stage and temporal stage, respectively. The best results are in bold.

![Figure 4: WAR and gain curve of the snippet-based filter on fd5 of DFEW (The window width L and the stride S are set at 3 and 2, respectively).](image)

Table 4: Comparison with state-of-the-art methods on AFEW. DS denotes dynamic sampling. The bold denotes the best.

| Method | Sample Strategy | Metrics (%) | FLOPs (G) |
|--------|----------------|-------------|-----------|
| EmotiW-2019 Baseline [9] | n/a | n/a | 38.81 | n/a |
| C3D[53] | DS | 43.75 | 46.72 | 38.57 |
| I3D-RGB [4] | DS | 41.86 | 45.41 | 6.99 |
| R(2+1)D [54] | DS | 42.89 | 46.19 | 42.36 |
| 3D ResNet15 [16] | DS | 42.14 | 45.67 | 8.32 |
| ResNet18+LSTM [17, 18] | DS | 43.96 | 48.82 | 7.78 |
| ResNet18+GRU [7, 17] | DS | 45.12 | 49.34 | 7.78 |
| EC-STFL [21] | DS | 47.33 | 50.66 | 8.32 |
| Former-DFER [68] | DS | 47.42 | 50.92 | 9.11 |
| NR-DFERNet (Ours) | DS | 48.37 | 53.54 | 6.33 |

Since the sliding window has translation invariance, the stride only has little effect on the final performance. The stride and window are set to 2 and 3 by default.

We also study the effect of the different number of layers for the transformer encoders at the spatial stage and temporal stage, respectively. As shown in Table 3, a transformer encoder that is too shallow has limited fitting ability and cannot fit the data well. A too deep transformer is prone to overfitting when the training data are limited. So the default number of layers for transformers at spatial and temporal stages are set to 2 and 4, respectively.

**4.4 Comparison with State-of-the-Arts**

In this section, we compare our best results with several state-of-the-art methods on the AFEW and DFEW benchmarks.

**Results on AFEW:** For a fair comparison, all the models in Table 4 are first pre-trained on DFEW (fd1) and then fine-tuned on AFEW as [68] did. As shown in Table 4, under the same sampling strategy, our NR-DFERNet exceeds Former-DFER by 0.95%/2.62% of UAR/WAR with lower FLOPs, which demonstrate the effectiveness of the proposed method.
Table 5: Comparison with state-of-the-art methods on DFEW. TI denotes time interpolation [69, 70]. DS denotes dynamic sampling. *Oversampling is used since the DFEW dataset is imbalanced. The bold denotes the best.

| Method                       | Sample Strategy | Happiness   | Sadness    | Neutral    | Anger       | Surprise    | Disgust    | Fear      | UAR  | WAR  | FLOPs (G) |
|------------------------------|-----------------|-------------|------------|------------|-------------|-------------|------------|-----------|------|------|-----------|
| C3D [53]                     | TI              | 75.17       | 39.49      | 55.11      | 62.49       | 45.00       | 1.38       | 20.51     | 42.74| 53.54| 38.57     |
| P3D [46]                     | TI              | 74.85       | 43.40      | 54.18      | 60.42       | 50.99       | 0.69       | 23.28     | 43.97| 54.47| n/a       |
| R(2+1)D18 [54]              | TI              | 79.67       | 39.07      | 57.66      | 50.39       | 48.26       | 3.45       | 21.06     | 42.79| 53.22| 42.36     |
| 3D Resnet18 [16]            | TI              | 73.13       | 48.26      | 50.51      | 64.75       | 50.10       | 0.00       | 26.39     | 44.73| 54.98| 8.32      |
| I3D-RGB [4]                 | TI              | 78.61       | 44.19      | 56.69      | 55.87       | 45.88       | 2.07       | 20.51     | 43.40| 54.27| 6.99      |
| VGG11+LSTM [18, 49]         | TI              | 76.89       | 37.65      | 58.04      | 60.70       | 43.70       | 0.00       | 19.73     | 42.39| 53.70| 31.65     |
| ResNet18+LSTM [17, 18]      | TI              | 78.00       | 40.65      | 53.77      | 56.83       | 45.00       | **4.14**   | 21.62     | 42.86| 53.08| 7.78      |
| 3D R.18+Center Loss [16, 60]| TI              | 78.49       | 44.30      | 54.89      | 58.40       | 52.35       | 0.69       | 25.28     | 44.91| 55.48| 8.32      |
| EC-STFL [21]                | TI              | 79.18       | 49.05      | 57.85      | 60.98       | 46.15       | 2.76       | 21.51     | 45.35| 56.51| 8.32      |
| 3D Resnet18 [16]            | DS              | 76.32       | 50.21      | 64.18      | 62.85       | 47.52       | 0.00       | 24.56     | 46.52| 58.27| 8.32      |
| ResNet18+LSTM [17, 18]      | DS              | 83.56       | 61.56      | 68.27      | 65.29       | 51.26       | 0.00       | 29.34     | 51.32| 63.85| 7.78      |
| Resnet18+GRU [7, 17]        | DS              | 82.87       | 63.83      | 65.06      | 68.51       | 52.00       | 0.86       | 30.14     | 51.68| 64.02| 7.78      |
| Former-DFER [68]            | DS              | 84.05       | 62.57      | 67.52      | 70.03       | 56.43       | 3.45       | 31.78     | 53.69| 65.70| 9.11      |
| NR-DFERNet (Ours)           | DS              | **88.47**   | **64.84**  | **70.03**  | **75.09**   | **61.60**   | 0.00       | **19.43** | 54.21| **68.19**| **6.33** |
| NR-DFERNet* (Ours)          | DS              | 86.42       | **65.10**  | **70.40**  | 72.88       | 50.10       | 0.00       | **45.44** | 55.77| 68.01| **6.33** |

Figure 5: Visualization of the normalized attention weights of the transformer at the temporal stage. For each sequence, the images in the first row are the normalized attention weights generated by NR-DFERNet without the dynamic class token, and the images in the second row are the normalized attention weights generated by NR-DFERNet with dynamic class token. The frames inside the red boxes stand for the target irrelevant frames (i.e., $N_i$ in Figure 1), while the frames inside the black box represent the target-related frames.
**Results on DFEW:** We conduct 5-fold cross-validation as previous works did on DFEW dataset. All the experiments including ablation studies of our NR-DFERNet are carried out under a dynamic sampling strategy, so we also experiment with some previous methods using dynamic sampling as a comparison. From Table 5, we can see that our NR-DFERNet outperforms the best results of previous methods on every evaluation metric with the lowest FLOPs. Concretely, our method outperforms the previous state-of-the-art method Former-DFER [68] by 0.52%/2.49% of UAR/WAR. From Table 5, we can see that the poor performance on “disgust” and “fear”, we think that the severe class imbalance of DFEW results in poor performance. Specifically, for the DFEW dataset, the proportions of “disgust” and “fear” sequences are 1.22% and 8.14%, respectively. So we mitigate the impact of class imbalance by using oversampling strategy (i.e., reduce the sampling of classes with a large proportion and increase the sampling of classes with a small proportion), which significantly improves the performance of UAR with a small loss of WAR. In specific, our NR-DFERNet exceeds Former-DFER by 2.08%/2.31% of UAR/WAR with oversampling strategy.

**4.5 Visualization**

To prove that the proposed dynamic class token can suppress the impact of the target irrelevant frames, we multiply the attention map in each layer of the temporal stage transformer and normalize it to obtain the normalized attention weight for each frame of the sampled sequence. We visualize the normalized attention weights of the multi-head self-attention layers in Figure 5, which reflects how much attention the class token paid to each frame. In specific, for the target irrelevant frames in the red box, the proposed DCT can help the attention mechanism pay less attention to these noisy frames. While for the target-related frames in the black box, our DCT can give more stable and continuous attention to these key frames, which fully demonstrates the effectiveness of the DCT.

Moreover, we also utilize t-SNE [55] to analyze the feature distribution learn by the baseline and our NR-DFERNet on five folds of DFEW (fd1–fd5). As shown in Figure 6, it is obvious that the features of each class learned by NR-DFERNet are more closely distributed, and the boundaries between different classes are more pronounced. This shows that our NR-DFERNet can extract more discriminative features from the sequence.

We also present the confusion matrix in the supplementary material to demonstrate that the proposed SF do reduce the number of non-neutral samples misclassified as neutral expression.

**5 CONCLUSION**

In this paper, we develop a noise-robust dynamic facial expression recognition network for suppressing the impact of two kinds of noisy frames (i.e., $N_1$ and $N_2$ in Figure 1), at the temporal and the decision stages, respectively. Specifically, we devise a dynamic-static fusion module to get more discriminative and robust spatial features by learning from both dynamic features and static features. Besides, we introduce a novel dynamic class token to suppress the impact of target irrelevant frames at the temporal stage. Finally, at the decision stage, we design a snippet-based filter considering the special status of neutral expressions in the DFER task, which further improves the performance of the model. Extensive experiments demonstrate that our NR-DFERNet outperforms other state-of-the-art methods on two popular benchmarks.

**REFERENCES**

[1] Masih Aminbeidokhti, Marco Pedersoli, Patrick Cardinal, and Eric Granger. 2019. Emotion recognition with spatial attention and temporal softmax pooling. In International Conference on Image Analysis and Recognition. Springer, 323–331.

[2] Jie Cai, Zibo Meng, Ahmed Shehab Khan, Zhiyuan Li, James O’Reilly, Shizhong Han, Ping Liu, Min Chen, and Yan Tong. 2019. Feature-level and model-level audiovisual fusion for emotion recognition in the wild. In 2019 IEEE Conference on Multimedia Information Processing and Retrieval (MIPR). IEEE, 443–448.

[3] Nicolas Carion, Francisco Massa, Gabriel Synnaeve, Nicolas Usunier, Alexander Kirillov, and Sergey Zagoruyko. 2020. End-to-end object detection with transformers. In European conference on computer vision. Springer, 213–229.
Joao Carreira and Andrew Zisserman. 2017. "Quo vadis, action recognition?" a new model and the kinetics dataset. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 6299–6308.

JunKai Chen, ZengQiang Chen, Zhong Hu, and Hong Fu. 2014. Emotion recognition in the wild with feature fusion and multiple kernel learning. In Proceedings of the 16th International Conference on Multimodal Interaction. 508–513.

Yifan Jiang, Xinyu Gong, Ding Liu, Yu Cheng, Chen Fang, Xiaohui Shen, Jiankang Deng, Jia Guo, Evangelos Ververas, Irene Kotsia, and Stefanos Zafeiriou. 2020. Retinaface: Single-shot multi-level face localisation in the wild. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 5203–5212.

Abhinav Dhill. 2019. Emotiv 2019: Automatic emotion, engagement and cohesion prediction tasks. In 2019 International Conference on Multimodal Interaction. 546–551.

Abhinav Dhill, Roland Goecke, Simon Lucey, and Tom Gedeon. 2012. Collecting large, richly annotated facial-expression databases from movies. IEEE multimedia 19, 3 (2012), 34–41.

Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xiaohua Huang, Dвид Ярбасиян, Thomas Unterthiner, Matthias Dehghani, Matthias Minderer, Georg Heigold, Sylvain Gelly, et al. 2020. An image is worth 16x16 words: Transformers for image representation at scale. arXiv preprint arXiv:2010.11929 (2020).

Samra Ebrahimi Kahou, Vincent Michalski, Kishore Konda, Roland Memisevic, and Christopher Pal. 2015. Recurrent neural networks for emotion recognition in video. In Proceedings of the 2015 ACM on international conference on multimodal interaction. 467–474.

Yin Fan, Xiangju Lu, Dian Li, and Yuanli Liu. 2016. Video-based emotion recognition using CNN-RNN and C3D hybrid networks. In Proceedings of the 29th ACM International Conference on Multimodal Interaction. 584–588.

Kensho Hara, Hirotaka Kataoka, and Yuuta Sato. 2018. Can spatiotemporal 3D CNNs retrace the history of 2D CNNS and imagenet? In Proceedings of the IEEE conference on Computer vision and Pattern Recognition. 6546–6555.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. 2016. Deep residual learning for image recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition. 770–778.

Sepp Hochreiter and Jürgen Schmidhuber. 1997. Long short-term memory. Neural computation 9, 8 (1997), 1735–1780.

Xiaohua Huang, Qihuai He, Xiaopeng Hong, Guoying Zhao, and Matti Pietikainen. 2014. Improved spatiotemporal local monogenic binary pattern for emotion recognition in the wild. In Proceedings of the 16th International Conference on Multimodal Interaction. 514–520.

Dami Jeong, Byung-Cyu Kim, and SeHo-Yeon Dong. 2020. Deep joint spatiotemporal-polar network (DJSTN) for efficient facial expression recognition. Sensors 20, 7 (2020), 1936.

Xiaopeng Ji, Xiangyu Zhang, Manzhuo Tang, Wangchun Xia, Cheng Lu, and Jiatao Liu. 2020. Dfew: A large-scale database for recognizing dynamic facial expression in the wild. In Proceedings of the 28th ACM International Conference on Multimedia. 2881–2889.

Yifan Jiang, Xinyu Gong, Ding Liu, Yu Cheng, Chen Fang, Xiaohui Shen, Jiankang Deng, Jia Guo, Evangelos Ververas, Irene Kotsia, and Stefanos Zafeiriou. 2020. Retinaface: Single-shot multi-level face localisation in the wild. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 5203–5212.

Ming Kuo Lee, Dong Yoon Choi, Dae Ha Kim, and ByungCheol Song. 2019. Visual scene-aware hybrid neural network architecture for video-based facial expression recognition. In 2019 IEEE/CVF International Conference on Automatic Face & Gesture Recognition (FG 2019). IEEE, 1–8.

Hanting Li, Mingzhe Su, Feng Zhao, Zhengjun Zha, and Feng Wu. 2021. Mtv: Mask vision transformer for facial expression recognition in the wild. arXiv preprint arXiv:2106.04520 (2021).

Shan Li and Weihong Deng. 2020. Deep facial expression recognition: A survey. IEEE transactions on affective computing (2020).

Shan Li, Weihong Deng, and JunFeng Du. 2017. Reliable crowdsourcing and deep locality-preserving learning for expression recognition in the wild. In Proceedings of the IEEE conference on computer vision and pattern recognition. 2825–2832.

Daizong Liu, Hongtong Zhang, and Pan Zhou. 2021. Video-based facial expression recognition using graph convolutional networks. In 2020 25th International Conference on Pattern Recognition (ICPR). IEEE, 607–614.

Mengyi Liu, Shiqiang Shan, Ruiping Wang, and Xilin Chen. 2014. Learning expressionletors on spatio-temporal manifold for dynamic facial expression recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition. 1749–1756.

Mengyi Liu, Shiqiang Shan, Ruiping Wang, and Xilin Chen. 2014. Learning expressionletors on spatio-temporal manifold for dynamic facial expression recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition. 1749–1756.

Mingyi Liu, Shiqiang Shan, Ruiping Wang, and Xilin Chen. 2014. Combining multiple kernel methods on Riemannian manifold for emotion recognition in the wild. In Proceedings of the 16th International Conference on Multimodal Interaction. 169–174.

Qingshan Liu et al. 2020. Phase space reconstruction driven spatio-temporal feature learning for dynamic facial expression recognition. IEEE Transactions on Affective Computing (2020).

Cheng Lu, Wenming Zheng, ChaoLing Li, ChuanGao Tang, Suyuan Liu, Simeng Yan, and Yuan Zong. 2018. Multiple spatio-temporal feature learning for video-based emotion recognition in the wild. In Proceedings of the 20th ACM International Conference on Multimodal Interaction. 646–652.

Patrick Lucey, Jeffrey F. Cohn, Takeo Kanade, Jason Saragih, Zara Abdurad, and Ian Matthews. 2010. The extended cohn-kanade dataset (ck+): A complete dataset for action unit and emotion-specific expression. In 2010 ieee computer society conference on computer vision and pattern recognition-worksheets. IEEE, 94–101.

Fuyuan Ma, Bin Sun, and Shoutao Li. 2021. Robust facial expression recognition with convolutional visual transformers. arXiv preprint arXiv:2103.16854 (2021).

Debin Meng, Xiaojia Meng, Kai Wang, and Yu Qiao. 2019. Frame attention networks for facial expression recognition in videos. In 2019 IEEE international conference on image processing (ICIP). IEEE, 3866–3870.

Trisha Mittal, Uttaran Bhattacharya, Rohan Chandra, Aiket Bera, and Dinesh Manocha. 2020. 3Mer: Multiplicative multimodal emotion recognition using facial, textual, and speech cues. In Proceedings of the AAAI conference on artificial intelligence. Vol. 34. 1359–1367.

Daniel W. Otter, Julian R Medina, and Jugal K Kalita. 2020. A survey of the uses of deep language learning for natural language processing. IEEE Transactions on Neural Networks and Learning Systems 32, 2 (2020), 604–624.

Xiaoyang Sheng, Shengyong Kong, Gue Hua Goh, Shengmei Chen, Wan Ding, Huaping Ming, and Dong-Yan Huang. 2017. Audio-visual emotion recognition using deep transfer learning and multiple temporal models. In Proceedings of the 26th ACM international conference on multimodal interaction. 757–763.

Maja Pantic, Michel Valstar, Elke Monacker, and Ludo Maat. 2005. Web-based multimodal emotion recognition database. In Proceedings of the 15th International Conference on Multimodal Interaction. 1749–1756.

Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, et al. 2019. Affective computing. In Springer Handbook of Computational Affective Science. 591–620.

Karen Simonyan and Andrew Zisserman. 2014. Very deep convolutional networks for large-scale image recognition. arXiv preprint arXiv:1409.1556 (2014).

Mingzhe Su, Zhaoqiu Zhu, Feng Zhao, and Feng Wu. 2021. Fnet-m: Feature fusion network with masks for multimodal facial expression recognition. In 2021 IEEE International Conference on Multimedia and Expo (ICME). IEEE, 1–6.

Yi-Tian, Takeo Kanade, and Jeffrey F Cohn. 2001. Recognizing action units for facial expression analysis. IEEE Transactions on pattern analysis and machine intelligence 23, 2 (2001), 97–115.
[52] Hugo Touvron, Matthieu Cord, Matthijs Douze, Francisco Massa, Alexandre Sablayrolles, and Hervé Jégou. 2021. Training data-efficient image transformers & distillation through attention. In International Conference on Machine Learning. PMLR, 10347–10357.

[53] Du Tran, Lubomir Bourdev, Rob Fergus, Lorenzo Torresani, and Manohar Paluri. 2015. Learning spatiotemporal features with 3d convolutional networks. In Proceedings of the IEEE international conference on computer vision. 4489–4497.

[54] Du Tran, Heng Wang, Lorenzo Torresani, Jamie Ray, Yann LeCun, and Manohar Paluri. 2018. A closer look at spatiotemporal convolutions for action recognition. In Proceedings of the IEEE conference on Computer Vision and Pattern Recognition. 6450–6459.

[55] Laurens Van der Maaten and Geoffrey Hinton. 2008. Visualizing data using t-SNE. Journal of machine learning research 9, 11 (2008).

[56] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz Kaiser, and Illia Polosukhin. 2017. Attention is all you need. Advances in neural information processing systems 30 (2017).

[57] Kai Wang, Xiaojian Peng, Jianfei Yang, Shijian Lu, and Yu Qiao. 2020. Suppressing uncertainties for large-scale facial expression recognition. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 6897–6906.

[58] Wenhai Wang, Enze Xie, Xiang Li, Deng-Ping Fan, Kaitao Song, Ding Liang, Tong Lu, Ping Lao, and Ling Shao. 2021. Pyramid vision transformer: A versatile backbone for dense prediction without convolutions. In Proceedings of the IEEE/CVF International Conference on Computer Vision. 568–578.

[59] Yanan Wang, Jianming Wu, and Keiichiro Hoashi. 2019. Multi-attention fusion network for video-based emotion recognition. In 2019 International Conference on Multimodal Interaction. 595–601.

[60] Yandong Wen, Kaipeng Zhang, Zhifeng Li, and Yu Qiao. 2016. A discriminative feature learning approach for deep face recognition. In European conference on computer vision. Springer, 499–515.

[61] Fanglei Xue, Qiangchang Wang, and Guodong Guo. 2021. Transfer Learning relation-aware facial expression representations with transformers. In Proceedings of the IEEE/CVF International Conference on Computer Vision. 3601–3610.

[62] Lijun Yin, Xiaohou Wei, Yi Sun, Jun Wang, and Matthew J Rosato. 2006. A 3D facial expression database for facial behavior research. In 7th international conference on automatic face and gesture recognition (FG2006). IEEE, 211–216.

[63] Zhenbo Yu, Guangcan Liu, Qingshan Liu, and Jiankang Deng. 2018. Spatiotemporal convolutional features with nested LSTM for facial expression recognition. Neurocomputing 317 (2018), 50–57.

[64] Stefanos Zahetirou, Dimitrios Koliias, Mihalis A Nicolaou, Athanasios Papaioannou, Guoying Zhao, and Irene Kotsia. 2017. Aff-wild: valence and arousal In-the-Wild challenge. In Proceedings of the IEEE conference on computer vision and pattern recognition workshops. 34–41.

[65] Feifei Zhang, Tianzhu Zhang, Qirong Mao, and Changsheng Xu. 2018. Joint pose and expression modeling for facial expression recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition. 3359–3368.

[66] Yuan-Hang Zhang, Rulin Huang, Jiabei Zeng, and Shiguang Shan. 2020. M 3 e: Multi-modal continuous valence-arousal estimation in the wild. In 2020 15th IEEE International Conference on Automatic Face and Gesture Recognition (FG 2020). IEEE, 632–636.

[67] Guoying Zhao, Xiaohua Huang, Matti Taimi, Stan Z Li, and Matti Pietikäinen. 2011. Facial expression recognition from near-infrared videos. Image and Vision Computing 29, 9 (2011), 607–619.

[68] Zengqun Zhao and Qingshan Liu. 2021. Former-DFER: Dynamic Facial Expression Recognition Transformer. In Proceedings of the 29th ACM International Conference on Multimedia. 1553–1561.

[69] Ziheng Zhou, Xiaopeng Hong, Guoying Zhao, and Matti Pietikäinen. 2013. A compact representation of visual speech data using latent variables. IEEE transactions on pattern analysis and machine intelligence 36, 1 (2013), 1–1.

[70] Ziheng Zhou, Guoying Zhao, and Matti Pietikäinen. 2011. Towards a practical lipreading system. In CVPR 2011. IEEE, 137–144.