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Abstract: We demonstrate precise determination of atmospheric temperature using vibro-rotational Raman (VRR) spectra of molecular nitrogen and oxygen in the range of 292–293 K. We used a continuous wave fiber laser operating at 10 W near 532 nm as an excitation source in conjunction with a multi-pass cell. First, we show that the approximation that nitrogen and oxygen molecules behave like rigid rotors leads to erroneous derivations of temperature values from VRR spectra. Then, we account for molecular non-rigidity and compare four different methods for the determination of air temperature. Each method requires no temperature calibration. The first method involves fitting the intensity of individual lines within the same branch to their respective transition energies. We also infer temperature by taking ratios of two isolated VRR lines; first from two lines of the same branch, and then one line from the S-branch and one from the O-branch. Finally, we take ratios of groups of lines. Comparing these methods, we found that a precision up to 0.1 K is possible. In the case of O₂, a comparison between the different methods show that the inferred temperature was self-consistent to within 1 K. The temperature inferred from N₂ differed by as much as 3 K depending on which VRR branch was used. Here we discuss the advantages and disadvantages of each method. Our methods can be extended to the development of instrumentation capable of non-invasive monitoring of gas temperature with broad potential applications, for example, in laboratory, ground-based, or airborne remote sensing.
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1. Introduction

Small changes in temperature can have non-linear effects on a number of processes. One such case is the nucleation of non-sea-salt sulfate particles from sulfuric acid in the atmosphere, where a decrease in temperature of a couple of degrees Celsius can result in an order of magnitude increase in new particle formation [1]. As a result, fluctuations in temperature can result in enhanced nucleation rates of particles. For example, Platis et. al. [2] observed a new particle formation event in an inversion layer with large fluctuations in temperature. However, often measurements of the inversion layer are limited by coarse time resolution, and the direct relation between temperature fluctuations and new particle formation is unknown. Also, fluctuations in water vapor saturation ratio are dependent on temperature fluctuations [3]. The conditions most favorable for new particle formation involving water are those where saturation ratio and temperature are anti-correlated [2,4]. Temperature fluctuations...
can also affect the supersaturation in clouds, which in turn determines the activation and eventual growth of cloud droplets. In fact, thermodynamic fluctuations due to turbulent mixing in clouds may broaden the size distribution of droplets, which has implications for precipitation and the cloud optical properties [5,6]. In order to understand the effect that temperature fluctuations can have on the evolution of aerosol and cloud droplets, continuous monitoring of temperature would be ideal. This can be difficult above the ground level using direct means of temperature measurements, which are often performed by aircraft and radiosondes. Temperature fluctuations can be difficult for aircraft to measure, especially in clouds where condensation can limit the time response and accuracy of temperature measurements [7]. While research aircraft are capable of high temporal and spatial resolution measurements in the horizontal direction (along the flight path), the range-resolved resolution of these measurements is poor [8]. Remote sensing techniques cannot just provide vertical profiles, but can also monitor the evolution of those vertical profiles over time.

Raman and Rayleigh scattering techniques are used in a variety of applications where temperature must be determined remotely [9]. Some of these techniques have been developed to measure the temperature during combustion processes, while others have been developed to measure atmospheric temperature. For example, Rayleigh scattering is often used to measure changes in molecular number density in flames which are in turn related to temperature using the ideal gas law under the assumption that the medium being measured has constant pressure and known molecular composition [10,11]. Additionally, changes in laser intensity, and elastic scattering from large particles, must be accounted for when using Rayleigh techniques; in fact, cloud droplets and dust, can degrade the precision of the technique [9]. In an alternative approach, the intensity of pure rotational Raman (PRR) transitions can be used to determine the temperature of flames and the atmosphere without needing to make assumptions about the pressure or the composition of the gas [12]. PRR light detection and ranging (LiDAR) is the most widely accepted remote air temperature measurement technique used by the atmospheric LiDAR community [13–15]. A significant advantage of Raman-based techniques is the ability to take a ratio of two portions of the scattered spectrum, eliminating the need to monitor the laser intensity. However, the close proximity of the rotational Raman lines to elastic scattering presents a significant challenge especially in turbid environments, such as clouds. Modern narrow band-pass filters have allowed the technique to be employed with minimal systematic errors in aerosol layers and optically thin clouds [16]. Several methods have been developed to extract temperature information from the vibrational spectra of N\textsubscript{2} and O\textsubscript{2}, which are spectrally separated from elastic scattering [17]. The spectral separation allows for the use of optical filters that attenuate elastically scattered light better to reduce the systematic errors imposed by large particle scattering. The Stoke’s vibrational line has also been used for satellite-based temperature determination in the stratosphere using a similar principle to the Rayleigh methods described above, but Rayleigh measurements are necessary to estimate density [18]. Temperature can also be determined by taking a ratio of the Stoke’s and anti-Stoke’s pure vibrational scattering; however this technique is not tenable at atmospherically relevant temperatures due to weak anti-Stoke’s signal [9]. Several hybrid methods have also been developed to estimate atmospheric temperature. Su et al. compared the Stoke’s Q-Branch Raman transition to a PRR line with a high rotational quantum number to determine atmospheric temperature up to a height of 22 km. The technique determined the temperature within a cloud to within 1.5 K of a radiosonde measurement [19].

Temperature can be determined from the vibro-rotational S- and O-branches of the vibro-rotational Raman (VRR) spectrum of O\textsubscript{2} and N\textsubscript{2} in a similar fashion to the PRR spectrum. For both cases, Maxwell-Boltzmann statistics dictates that molecules populating lower energy rotational states will begin to populate higher energy rotational states as temperature increases [20]. The VRR spectrum is spectrally located further from the excitation wavelength than the PRR spectrum. This is especially advantageous in environments including particulate matter, such as aerosol or droplets, as the filters needed to isolate the VRR spectrum will be less prone to allowing elastic scattering signal to leak to the photodetector. Along with being spectrally distant from the elastic scattering band, the vibro-rotational
spectra of O$_2$ and N$_2$ are also spectrally separated from each other, unlike in PRR spectra. The PRR spectrum includes lines from every Raman active gaseous constituent in the atmosphere. In fact, for an excitation source at 532 nm the vibro-rotational Raman (VRR) spectra of O$_2$ and N$_2$ can be found well separated from each other between 575 and 585 nm and 600 and 615 nm, respectively [21]. Because the Raman lines from one atmospheric constituent will not overlap with the Raman lines from another atmospheric constituent, direct calculations of temperature from the VRR spectra is more simple than from the PRR spectra. However, the VRR lines are about two orders of magnitude weaker than the PRR lines, representing a significant disadvantage. Therefore, we are not suggesting methods that employ VRR to derive temperature should replace the PRR method in every case; however, the VRR method can be significantly advantageous in situations where elastic scattering could drastically deteriorate the accuracy and sensitivity of the PRR method.

An important consideration for applications reliant on the intensity of VRR lines is the fact that the Raman cross-section is dependent on the rotational quantum number, J, due to vibrational-rotational coupling. The coupling is a direct consequence of diatomic molecules behaving such as non-rigid rotors. Ustav and Varghese determined the temperature of gases in flames by simultaneously fitting the intensity profiles of the S-, O-, and Q- branches [22], though they note that temperature determination is mostly influenced by the shape of the Q-Branch. A Lidar system was also developed that determines temperature by taking a ratio of individual VRR N$_2$ lines as well as fitting the intensity of individual N$_2$ lines [23]. While they showed that their system was within 2.2 K of a radiosonde up to 7 km, Liu and Yi treat the Nitrogen molecule as a rigid rotor that we show lead to significant bias. This bias may have been offset by the low spectral-resolution of their system which could result in overlap errors from adjacent lines.

In this work, we demonstrate how temperature can be derived from the fully resolved O- and S-branches in the Raman fundamental band of N$_2$ and O$_2$. Our methods use the integrated intensity of individual lines within the VRR spectra to determine the temperature. The intensity of each line depends on the Raman cross-section of the molecule, the Maxwell-Boltzmann distribution, the VRR line strength, the nuclear spin statistics, and other factors as can be seen from Equation (1) below. Each of these components can be expressed mathematically from first principles, which allows for temperature to be inferred from VRR spectra without the need for ad hoc temperature calibration. We start our discussion by considering two theoretical approaches to the problem. First, molecules are treated as rigid rotors, an approach typically used in PRR applications. While non-rigidity can affect the intensities of PRR lines, it is usually believed to be small enough to be ignored. However, the vibrational-rotational coupling is stronger in the VRR spectra and must be accounted for [24,25]. We show that this approach leads to significant biases in temperatures derived from the S- and the O-branch. Then, we examine the case of molecular non-rigidity where the Raman cross-section is dependent on the rotational quantum number. The correction is shown to improve the accuracy of temperatures determined from the VRR spectra, as well as the agreement between temperatures derived from the S-branch and those derived from the O-branch. From there we set out to derive and implement four separate methods that infer temperature from the S- and O- branches of N$_2$ and O$_2$. An inter-comparison between the different methods allow us to determine the relative accuracy and precision of each method.

2. Materials and Methods

2.1. Experimental Setup and Procedures

All spectra used to ascertain atmospheric temperature were measured using the experimental setup in Figure 1 [26,27]. We used a half waveplate (WP) to rotate the laser’s polarization to be perpendicular to the detector. This ensured that only the depolarized component of the Raman scattered reached the spectrograph [20,28]. This had the effect of reducing the intensity of the Q-branches of each gas species and all their isotopologues without affecting the intensity of the S-
and O- Branches. This was optimized by rotating the WP to reduce the observed contribution of the Q-branch. A planar mirror (PM) redirected the laser beam through a focusing lens (L1) which focused the beam in the center of a multi-pass cavity. The multi-pass cell consisted of two 50.2 mm spherical concave mirrors (SM) with 100 mm radius of curvature. Both SM were separated by 200 mm, or four focal lengths. Using this setup we could achieve 40 passes through the scattering region at the center of the cell. Collection lenses (L2, L3) imaged the scattering region on to the spectrograph’s entrance slit, while a Dove prism (DP) rotated light from the scattering region to cover the entrance slit. A long-pass filter (LP), inserted in the collimated portion of the beam, blocked elastic scattering from entering the spectrograph while allowing Raman scattering to pass. LP had a cut-off wavelength of 535 nm, an optical density greater than 7 at 532 nm, and a transmission of about 98% for the VRR spectral region. A lot of effort was put into reducing the amount of light reflected off of surfaces to ensure light leakage was minimal. The small amount of background light that still leaked through the system was removed by collecting background spectra and accounted for no more than 5% of the signal for high J peaks and was negligible for lower J peaks. The spectrograph (SG), a 0.5 m system with a 1200 groove/mm diffraction grating, was coupled to a CCD camera that was thermo-electrically cooled to −50 °C. This resulted in a spectral resolution of 0.1 nm (or 3 cm$^{-1}$). Examples of the VRR spectra of atmospheric molecular nitrogen and oxygen at ambient temperature are shown in Figure 2.

In order to gather enough photons for each experiment, spectra were measured with 15 exposures of 60 s each. Using multiple exposures allowed for high photon counts without exceeding the pixel depth of the CCD sensor. Across all experiments, the room air temperature varied from 292.2 K to 293.3 K as measured by a thermocouple situated about a meter away from the measurement area. This small temperature change was achieved by adjusting the room temperature using a small air conditioning unit.

![Figure 1](image_url)  
*Figure 1.* Experimental setup for measuring the spectrum of N$_2$ and O$_2$ consists of: WP: half waveplate PM: planar mirror, L1: focusing lens (f = 150 mm), SM: spherical concave mirrors (f = 50 mm), L2: plano-convex lens (75 mm), L3: plano-convex lens (250 mm), DP: dove prism, LP: long-pass filter, SG: spectrograph.
Data analysis was performed using custom Python scripts. First, baseline subtraction was performed in post-process using linear regression, and then we corrected for the \( \nu_3 \) line intensity dependence of the VRR spectra (see Equation (1) below). Optical corrections were then applied to account for the wavelength dependent properties of the spectrograph’s optical components as provided by the manufacturer. This included the quantum efficiency of the CCD sensor, the reflectivity of three mirrors, and the efficiency of the diffraction grating. Cosmic rays removal was performed by comparing each exposure to the average of all exposures, and any pixel with signal outside of a three sigma limit within each exposure was replaced with the median value over all exposures. Integration of each peak was performed using the trapezoid method, with the center point of each integration range being determined by reconstructing the spectrum using cubic interpolation. While the lines within a single branch were integrated using the same integration width, the integration width varied between different branches of the VRR spectra. These integration ranges were determined by minimizing uncertainties related to line overlap. Broadening affects due to changes in temperature should not change these integration ranges. The perceived broadening of the Raman lines is entirely due to instrumental resolution, and broadening changes as a function of \( \sqrt{T} \). Broadening will remain significantly less than our instrumental resolution for any atmospherically relevant temperature.

2.2. High-Resolution Raman Spectra of Molecular Oxygen and Nitrogen

From Figure 2 we can see that care must be taken when selecting lines to determine temperature. VRR lines in the immediate vicinity of the Q-Branch need to be avoided due to the overlap biases. The lines to be avoided include \( J = 0, 1 \) and \( J = 2, 3 \) of the S-branch and O-branch of \( \text{N}_2 \), respectively. The same can be said for \( J = 1 \) and \( J = 3 \) in \( \text{O}_2 \) S-branch and O-branch, respectively. We also avoid using lines that overlap with the pure vibrational Raman lines of isotopologues \( {}^{14}\text{N}^{15}\text{N} \) and \( {}^{16}\text{O}^{18}\text{O} \). The isotopologues vibrational lines overlap with \( J = 5, 6 \) and \( J = 7, 9 \) in the O-branch of \( \text{N}_2 \) and \( \text{O}_2 \), respectively. Near room temperature, the maximum Raman intensity is measured at \( J = 6 \) and \( J = 9 \) for \( \text{N}_2 \) and \( \text{O}_2 \) respectively, after which the intensity decreases quickly. Furthermore, \( \text{N}_2 \) lines with even \( J \) are more favorable due to their higher intensity with respect to odd numbered lines due to nuclear spin degeneracy. Therefore, for \( \text{N}_2 \), we will focus on even lines within the ranges of 2132–2306 cm\(^{-1}\) (O-branch, \( 4 \leq J \leq 24 \)) and 2355–2523 cm\(^{-1}\) (S-branch, \( 2 \leq J \leq 24 \)). The analysis for \( \text{O}_2 \) will focus on the lines within the ranges of 1413–1533 cm\(^{-1}\) (O-branch, \( 5 \leq J \leq 23 \)) and 1575–1689 cm\(^{-1}\) (S-branch, \( 3 \leq J \leq 23 \)).
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**Figure 2.**spectra taken in the vicinity of the fundamental band of molecular (a) oxygen and (b) nitrogen with 60 s integration time.
2.3. Comparison of Methods for Inferring Temperature

Atmospheric temperature was determined from 24 separate spectra, 11 from O\(_2\) and 13 from N\(_2\). For each experiment, the thermocouple was used to determine the temperature of the room. However, as mentioned earlier, the thermocouple was positioned about a meter from the scattering volume. This was because we wanted to avoid light scattered off of the thermocouple from entering the spectrograph. To ensure room temperature was measured, we ensured the thermocouple was not in contact with the optical bench. Even if the thermocouple were closer to the scattering plane, it would have been difficult to determine, with high accuracy, the temperature in the scattering region. In fact, 400 W of continuous-wave laser power was focused onto the scattering region of the multi-pass cell (10 W \(\times\) 40 passes). Therefore, the thermocouple readings are not ideal for determining the accuracy of the temperature values determined from the VRR spectra. We still use the thermocouple for comparison throughout the paper; however inter-comparisons of Raman derived temperatures are our primary tool in determining the precision and self-consistency of our approaches. By comparing rigid rotor and non-rigid rotor derived temperatures to the thermocouple we show how agreement between the Raman and thermocouple temperatures can be improved using non-rigidity corrections. However, by comparing temperature derived from the S-branch to temperature derived from the O-branches we show that non-rigid rotor corrections are also necessary for Raman-based inferred temperatures to be self-consistent, or be in agreement with each other.

Of the four methods, we first use the fitting of integrated intensities of the individual VRR lines within the O- and S-branch from each spectra to determine temperature. The temperatures derived from fitting line intensities within the S- and O- branch are compared to each other to determine self-consistency and precision of the fitting method. To test self-consistency we take the mean of the temperature difference for two different methods over all spectra analyzed. Precision is determined by taking the standard deviation of the temperature difference for two different methods over all spectra analyzed. Throughout Section 3 each method derived to infer temperature from VRR spectra is compared to the temperature determined by the fitting method. We choose to use the fitting method as the reference because it incorporates all viable lines within a branch and has been previously used to determine temperature in both PRR and VRR temperature applications \([12,23,29]\). These comparisons are branch specific, meaning that a measurement method that uses VRR transitions from the S-branch of Nitrogen is compared to the temperature and uncertainty determined from the fitting of the S-branch of Nitrogen, etc. In Section 4 we explore the self-consistency and precision of all methods performed and look at how each method correlates as the temperature in the room changes.

3. Results

3.1. Temperature Dependence of a Rigid Diatomic Molecule.

The Raman signal from a single vibro-rotational transition \(v = 1 \rightarrow v = 0, J + 2 \rightarrow J\), measured in units of number of photons, taken at temperature \(T\) is equal to \([20]\):

\[
I(v, J, T) = A \times \sigma \times v^3(v, J)S(J)\frac{N}{Q}\gamma J \frac{\gamma J}{\gamma J} e^{-\frac{E_J}{k_B T}}
\]

(1)

where \(A\) includes all fundamental constants and factors accounting for the scattering geometry common to all vibro-rotational Raman lines, \(\sigma\) is the cross section common to all rotational transitions within the rigid rotor approximation, \(N\) is the total number of molecules, \(\gamma J\) is the nuclear spin factor associated with a rotational quantum number \(J\), \(E_J\) is the energy of the rotational state \(J\), and \(v(v, J)\) is the frequency of the Raman line corresponding to the vibrational quantum numbers \(v\) and the rotational quantum number \(J\). \(S(J)\) is the rotational and vibro-rotational line strength which differs for the S-branch and the O-branch.
S-branch: \( S(J) = \frac{(J+1)(J+2)}{(2J+3)} \) 

O-branch: \( S(J) = \frac{J(J-1)}{(2J-1)} \)  

Finally, the partition function, \( Q_r \), represents the sum over all rotational states:

\[ Q_r = \sum_{J} g_J(2J+1)e^{-\frac{E_J}{k_BT}} \]  

In the case of \( \text{O}_2 \), the nuclear statistical factor, \( g_J \), is equal to 0 for even \( J \), and equal to 1 for odd \( J \), while for \( \text{N}_2 \), \( g_J \) is equal to 6 for even \( J \), and 3 for odd \( J \). The alternating intensity of \( \text{N}_2 \) and the absence of even rotational states of \( \text{O}_2 \) seen in Figure 2 is a direct result of \( g_J \).

3.2. Least-Squares Regression of VRR Line Intensity

We follow the method of temperature estimation from fundamental Raman bands of \( \text{N}_2 \) and \( \text{O}_2 \) first derived by James and Klemperer [30] and later used by Asawaroengchai and Rosenblatt [25]. The rigid-rotor form of the equation can be derived from Equation (1):

\[ k_BT \ln \left( \frac{I'(J)}{S(J) \times g_J} \right) = k_BT \ln \left( \frac{Q_r}{A \sigma N} \right) - \frac{1}{T_{\text{Fit}}} \times E_J \]  

The left hand side of Equation (4) is the dependent variable, while the energy, \( E_J \), is the independent variable. The logarithm on the right side of the equation includes only constants, and therefore, forms the intercept. Temperature can be extracted from Equation (4) using linear least-squares regression. We show an example of these fits in Figure 3 where we infer temperature by fitting integrated VRR transitions of \( \text{N}_2 \). For these fits, we did not include lines directly adjacent to the pure vibrational line and those overlapping with the primary isotopologue’s vibrational line. For \( \text{N}_2 \), only the lines with even rotational quantum numbers were used in the fits to reduce the effects of bias from overlapping lines.

Figure 3. Temperature can be determined by fitting the intensity of individual lines. (a) The temperature is inferred from the S-Branch of \( \text{N}_2 \) from the inverse of the slope. The error bars are much smaller than the data markers. (b) The residual plot shows that the uncertainty is comparable to the residuals.

Least-squares regression was performed on integrated line intensities from each of the \( \text{O}_2 \) and \( \text{N}_2 \) VRR spectra. Each fit was optimized by minimizing the \( \chi^2 \) statistic. Over all of the experiments \( R^2 > 0.99 \) and \( \chi^2 < 1.5 \), suggesting good agreement between model and data. In Table 1 we show the
statistics of comparing the results from each branch to the thermocouple (TC), as well as temperatures derived from each branch to each other. On average the temperature determined using the S-branch and O-branch of both gases differ significantly. These differences vary only a small amount, as shown by the standard deviation of the differences between S- and O- branch temperatures in Table 1. Additionally, none of the fitting derived temperatures are in agreement with the room temperature measured by the thermocouple. The low temperature values inferred from the S-branch of both gases suggest that the intensity of lines are decaying faster with respect to J than predicted by the rigid-rotor approximation in the S-Branch. Meanwhile, the high temperature values inferred from the O-branch of both gases suggests the intensity of lines are decaying slower with respect to J than predicted by the rigid-rotor approximation in the O-Branch.

Table 1. Comparisons of temperatures derived from fitting VRR line intensities and measured using thermocouple (TC) when molecules are assumed to be rigid-rotors. The columns from left to right are the mean difference of the S-branch and thermocouple temperatures, the O-branch and thermocouple temperatures, the mean difference of the S- and O-branch temperatures, and the standard deviation of the difference of S- and O-branch temperatures.

|       | Ts − Tc | To − Tc | Ts − To | σTs − To |
|-------|---------|---------|---------|----------|
| N₂    | −9.1 K  | 8.8 K   | −17.9 K | 0.3 K    |
| O₂    | −11.9 K | 12.9 K  | −24.2 K | 0.2 K    |

3.3. Temperature Dependence of the Non-Rigid Diatomic Molecule

The results in the previous section suggest that the Raman cross-section is dependent on the rotational quantum number. In this sub-section we will demonstrate how treating O₂ and N₂ molecules as non-rigid rotors can improve the agreement between the two branches of the VRR spectra for both gases. The rigid-rotor approximation assumes that there is no vibrational-rotational coupling during a vibro-rotational transition. It has been shown, however, that this is not the case for the vibro-rotational spectrum of N₂ and O₂ [25,28,30,31]. These works showed that the ratios of S- and O-Branch line intensities with the same initial rotational state diverged from the rigid rotor approximation. This divergence is dependent on the quantity b₀, defined as [25]:

\[ b₀ = \frac{\beta_e}{r_e\beta'_e} \]  \hspace{1cm} (5)

where \( \beta_e \) and \( \beta'_e \) are the polarizability anisotropy and its first derivative at the equilibrium inter-nuclear distance \( r_e \). Recently, we reported new, more accurate, measurements of \( b₀ \) obtained from Raman spectra of fundamental bands of molecular O₂ and N₂ [28]. We report these values in Table 2. The dependence of line intensities on vibro-rotational interactions can be effectively accounted for using the first-order approximation of the Herman-Wallis factor, \( f_{01} \) [25,32]:

\[ f_{01}(J) = 1 - 4b₀\epsilon m \]  \hspace{1cm} (6)

where \( m = 2J + 3 \) for the S-branch and \( m = -2J + 1 \) for the O-branch. The quantity \( \epsilon \) is twice the ratio of the rotational constant of the molecule \( (B_e) \) and its zero-point vibrational energy \( (\omega_e) \) [31]. The values for \( B_e \) and \( \omega_e \) can be found in Table 2. The subscript \( 01 \) designates the fundamental band.
Table 2. Molecular constants used in non-rigidity corrections for O$_2$ and N$_2$. These are the rotational constant ($B_\text{e}$), zero point vibrational energy ($\omega_\text{e}$), the polarizability anisotropy ratio ($b_0$), and the uncertainty in the anisotropy ratio ($\Delta b_0$).

|        | N$_2$       | O$_2$       | Units | Ref. |
|--------|-------------|-------------|-------|------|
| $B_\text{e}$ | 1.99824     | 1.4376766   | cm$^{-1}$ | [33] |
| $\omega_\text{e}$ | 2358.57     | 1580.19     | cm$^{-1}$ | [33] |
| $b_0$  | 0.48        | 0.49        | n/a   | [28] |
| $\Delta b_0$ | 0.01        | 0.01        | n/a   | [28] |

3.4. Applying Non-Rigidity to Least-Squares Regression

The Herman-Wallis correction factor acts as a J-dependent modification of the intensity of a vibro-rotational transition. We can modify Equation (4) to reflect this correction:

$$k_B \ln \left( \frac{I'(J)}{S(J) \times g_J \times f_{01}(J)} \right) = C_o - \frac{1}{T} \times E_J$$

where we designated the intercept from Equation (4) as $C_o$, and the non-rigidity correction has been incorporated into the left-hand side of the equation with the other J-dependent parameters. As can be seen from Table 3, the inclusion of the non-rigid rotor correction greatly improved the agreement between the temperatures inferred from the S- and O- branches of both gases. The quality of the fits are still high, with each fit having an $R^2 > 0.99$ and a $\chi^2 < 0.75$ in each of the fits. However, the mean difference in temperatures from the N$_2$ branches is 3.0 K, with temperature inferred from the O-branch being the highest. While it is still unclear what the source of this discrepancy might be, it may be related to the difficulty in resolving the N$_2$ VRR spectra (which we discuss with more detail in Section 4.1). However, the precision of the measurement can be as good as 0.3 K. The O$_2$ measurements are in much better agreement; however, the uncertainty of the O-branch measurement is much larger than its S-branch counterpart. This could be the result of the O-branch having less viable VRR lines than the S-branch resulting in fewer degrees of freedom while fitting. Considering the agreement between the two branches is 0.3 K we can say that the fits of O$_2$’s VRR line intensities are consistent to within 0.3 K and a precision of 0.3 K. The agreement of the temperatures inferred from VRR spectra and those measured using the thermocouple also significantly improved as a result of incorporating the non-rigidity correction.

Table 3. Statistical comparisons of temperatures and uncertainties determined from fitting VRR line intensities. The columns, from left to right, are the gas, the mean difference of the S- and O-branch temperatures ($T_s - T_o$), the standard deviation of the difference between the S- and O-branch ($\sigma_{T_s - T_o}$), the mean uncertainty of the S-branch temperature ($\Delta T_s$), and the mean uncertainty of the O-branch temperature ($\Delta T_o$).

| Gas | $T_s - T_o$ [K] | $\sigma_{T_s - T_o}$ [K] | $\Delta T_s$ [K] | $\Delta T_o$ [K] |
|-----|----------------|-------------------------|-----------------|-----------------|
| N$_2$ | -3.0       | 0.3                     | 0.3             | 0.4             |
| O$_2$ | -0.3       | 0.3                     | 0.5             | 1.4             |

3.5. Deriving Temperature from Two Isolated Lines

By taking a ratio of the integrated intensities of two distinct VRR transitions, the temperature term in Equation (1) can be isolated. For optically corrected intensities of VRR lines with rotational quantum numbers $J_1$ and $J_2$ the ratio, $R'_{J_1,J_2}$ is:

$$R'_{J_1,J_2} = \frac{I'(v, J_1, T)}{I'(v, J_2, T)} = \frac{f_{01}(J_1)}{f_{01}(J_2)} \times q(J_1, J_2) e^{-\frac{E_{J_1}}{kBT}} e^{\frac{E_{J_2}}{kBT}}$$

(8)
where \( q(J_1, J_2) \) is a ratio of the vibro-rotational line strengths:

\[
\text{S-branch: } q(J_1, J_2) = \frac{(J_1 + 1)(J_1 + 2)(2J_2 + 3)}{(J_2 + 1)(J_2 + 2)(2J_1 + 3)} \\
\text{O-branch: } q(J_1, J_2) = \frac{J_1(J_1 - 1)}{J_2(J_2 - 1)(2J_1 - 1)}
\]

(9)

rearranging Equation (8) yields:

\[
T(R') := \frac{E_{J_2} - E_{J_1}}{k_B \ln \left[ \frac{R''_{J_1, J_2}}{q(J_1, J_2)} \right]} \\
\]

(10)

The ratio \( R''_{J_1, J_2} \) includes the previously discussed corrections in addition to the non-rigidity corrections:

\[
R''_{J_1, J_2} = R'_{J_1, J_2} \times \frac{f_{01}(J_2)}{f_{01}(J_1)}
\]

(11)

This formulation can be applied to any two-line combination in the VRR spectrum.

**Propagation of Uncertainty in Temperature**

We identified several sources of uncertainty that are accounted for in our analysis. Numerical integration is employed to quantify the intensity of each line. Due to the limited resolution of the spectrograph, the VRR lines overlap on the edges. This means that each integral is biased by signal from the Raman lines adjacent to it. We refer to this uncertainty as adjacent line bias. We estimated these uncertainties by fitting each spectra with a series of Gaussian functions, one for each VRR line. Adjacent line bias was estimated by integrating the contribution from all adjacent Gaussian functions within the range of integration for a particular line. Another source of uncertainty is the numerical integration, performed using the trapezoidal rule. Integration ranges were chosen for each branch and gas such that the sum of these three uncertainties were minimized. For \( \text{N}_2 \), the integration ranges were chosen to be 8.6 cm\(^{-1}\) and 7.6 cm\(^{-1}\) wide for the O- and S-branch lines, respectively. The integration ranges for \( \text{O}_2 \) were chosen to be 12.2 cm\(^{-1}\) and 10.4 cm\(^{-1}\) for the O- and S-branch lines, respectively. We also include the random uncertainty associated with the photon counting statistics (square root of the number of photons):

\[
\Delta I'(j) = \sqrt{I'(j) + \Delta^2_{\text{Integration}} + \Delta^2_{\text{Adj.Bias}}}
\]

(12)

The only variables carrying an appreciable amount of uncertainty in Equation (10) are the experimental ratio of Raman line intensities, \( R'_{J_1, J_2} \) and the non-rigidity correction, \( f_{01}(J) \). The energies of corresponding transitions have been measured before and are known with accuracy better than 6 digits [34,35]. We can therefore propagate the uncertainties using the following relation:

\[
\Delta T = \frac{dT(R'')}{dR''} \Delta R''
\]

(13)

Computing this derivative in Equation (13) we have:

\[
\Delta T = \frac{|E_{J_2} - E_{J_1}|}{k_B \ln \left[ \frac{R''_{J_1, J_2}}{q(J_1, J_2)} \right]^2} \times \frac{\Delta R''}{R''}
\]

(14)

The uncertainty is directly proportional to the relative uncertainty of the corrected line ratios. The relative uncertainty of the corrected line ratios, \( \frac{R''_{J_1, J_2}}{R''} \), simplifies to the summation in quadrature of the relative uncertainty of the line intensities as well as the relative uncertainty in non-rigidity
corrections. From this, it can be seen that selecting lines with high intensity is favorable, as these lines will tend to have the lowest uncertainty relative to the intensity. However, intensity is not the only consideration when selecting lines. Using Equation (10), the uncertainty can be simplified to:

\[
\frac{\Delta T}{T} = \frac{k_B T}{|E_{J_2} - E_{J_1}|} \times \frac{\Delta R''}{R''}
\]  
(15)

where the uncertainty in \(R''\) is determined from the uncertainty of the two lines using Equation (12). We can now see that the uncertainty is dependent on temperature and the difference in transition energy of each state. The uncertainty of temperature increases quadratically with temperature, leading to reduced accuracy as temperature increases. This can be counteracted by selecting lines that are far apart, effectively increasing the difference in energy between the two states. When temperature increases, lines with low rotational quantum number decrease in intensity while lines with high rotational quantum number increase in intensity. When two lines are spectrally close, meaning the difference in their transition energies is low, the relative change in intensity of one line in comparison to the other is small. The resulting ratio of intensities is less sensitive to changes in temperature for two lines with small differences in transitional energy than two lines with large differences.

3.6. Two-Line Ratio Method

The temperature was inferred from every possible line combination within the chosen spectral window. This includes using two lines from the S-Branch, two lines from the O-Branch, as well as one line from each branch. In Figures 4 and 5, we compare the temperature values calculated using Equation (10) for every line combination to the values inferred from the least-squares fit for each experiment. Figure 4 focuses on temperatures derived from two-line, different branch, ratios (TLDR), while Figure 5 focuses on temperature derived from two-line, same branch, ratios (TLSR). In each figure, we plot the mean difference between every temperature values calculated from the two line ratio and those temperature values inferred by fitting VRR line intensities. Several lines in Figures 4 and 5 are consistent and have a precision with respect to the fitting method of less than 1 K. We define the consistency with respect to the fitting method as the mean of the temperature differences for each line combination over all experiments, whereas the precision with respect to the fitting method is defined as the standard deviation of the temperature differences over all experiments. Table 4 compares the total number of lines that meet this 1 K requirement to the total number of lines for each gas and branch. Overall, the S-branches for both gases have a greater number of line combinations that meet the 1 K criteria than their O-branches or TLDR counterparts. The Nitrogen S-branch includes the highest number of line combinations that meet the 1 K criteria, while Oxygen S-branch includes the highest percentage of lines meeting the 1 K criteria. The O-branch for each gas has a lower percentage of lines meeting our criteria because of greater overlap with the pure vibrational line, as well as, the overlap with the Q-Branch corresponding to the second most abundant isotopologue. The TLDR method is comparable to the TLSR methods applied to the O-Branch in terms of the percentage of lines meeting our 1 K criteria for both gases.
Figure 4. Mean temperature difference between the temperature derived from the two line, different branch, method and the average of the the least-squares method results for: (a) Nitrogen and (b) Oxygen. Black dots represent line combinations where the mean temperature difference and standard deviation of the temperature difference were both less than 1 K.

Figure 5. Mean temperature difference between the temperature derived from the two line, same branch, method and the least-squares method for the: (a) Nitrogen O-branch, (b) Nitrogen S-branch, (c) Oxygen O-branch, (d) Oxygen S-branch. Black dots represent line combinations where the mean difference and standard deviation of the difference are both less than 1 K, same as Figure 4.

Table 4. Summary of the two-line ratio method applied to two S-Branch lines (S), two O-Branch lines (O), and one line from each branch (TLDR). Here we show the total number of line combinations ($N_{total}$), the number of line combinations that meet the <1 K criteria ($N_{<1K}$), and the percentage of lines that meet this criteria. This table summarizes Figures 4 and 5 above.

|         | $N_2$(O) | $N_2$(S) | $N_2$(TLDR) | $O_2$(O) | $O_2$(S) | $O_2$(TLDR) |
|---------|----------|----------|-------------|----------|----------|-------------|
| $N_{total}$ | 253      | 300      | 552         | 55       | 66       | 121         |
| $N_{<1K}$  | 39       | 87       | 80          | 10       | 28       | 22          |
| $N_{<1K} \times 100\%$ | 15.4     | 29.0     | 14.5        | 18.2     | 42.4     | 18.2        |
In Table 5 we show the lines with the lowest absolute mean difference compared to temperature values determined by fitting VRR line intensities. Each of these line combinations is within 0.3 K of the fit inferred temperatures. The precision of each line with respect to the fit inferred temperature values is less than 0.7 K in each case. The line combinations with the best precision with respect to the fit derived temperature values are listed in Table 6 for each branch. The standard deviation is 0.3 K or less for each of the branches, and the mean differences for each of the lines are 1.0 K or less for everything but the N\textsubscript{2} TLDR result. It is also worth pointing out that the lines with the greatest precision are separated by at least 10 rotational quantum numbers.

Table 5. Line combinations with the lowest mean difference between the two-line ratios and the temperature values inferred from fitting. The columns are the gas and branch (in parentheses) temperature was inferred from. Two-line, different branch, columns are designated by TLDR. The rows, in order, are the line combination ([\(J_1, J_2\)], the mean temperature difference (\(T_{J_1,J_2} - T_{\text{fit}}\)), the standard deviation of the temperature difference (\(\sigma_{T_{J_1,J_2}}\)), and the mean uncertainty of the two-line same branch method (\(\Delta T_{J_1,J_2}\)). For the TLDR columns the S-branch line is designated by \(J_1\) and the O-branch line is designated by \(J_2\).

| \([J_1, J_2]\) | N\textsubscript{2}(O) | N\textsubscript{2}(S) | N\textsubscript{2}(TLDR) | O\textsubscript{2}(O) | O\textsubscript{2}(S) | O\textsubscript{2}(TLDR) | Units |
|----------------|----------------|----------------|----------------|----------------|----------------|----------------|-------|
| [12,18] | [12,18] | [6,12] | [5,21] | [15,21] | [9,15] |          | |
| \(T_{J_1,J_2} - T_{\text{fit}}\) | 0.6 | 0.4 | 0.7 | 0.2 | 0.5 | 0.3 | K |
| \(\sigma_{T_{J_1,J_2}}\) | 0.5 | 0.7 | 0.9 | 0.3 | 1.0 | 0.8 | K |

Table 6. Line combinations with the lowest standard deviation for the difference between the two line ratio temperature values and the “fit inferred” temperature values for each gas and branch. The rows and column labels follow the same convention as Table 5.

| \([J_1, J_2]\) | N\textsubscript{2}(O) | N\textsubscript{2}(S) | N\textsubscript{2}(TLDR) | O\textsubscript{2}(O) | O\textsubscript{2}(S) | O\textsubscript{2}(TLDR) | Units |
|----------------|----------------|----------------|----------------|----------------|----------------|----------------|-------|
| [4,14] | [4,14] | [20,4] | [5,19] | [3,19] | [7,17] |          | |
| \(T_{J_1,J_2} - T_{\text{fit}}\) | 0.3 | 0.1 | 0.2 | 0.2 | 0.1 | 0.1 | K |
| \(\sigma_{T_{J_1,J_2}}\) | 0.4 | 0.7 | 0.6 | 0.3 | 0.4 | 0.5 | K |

As previously discussed, uncertainty is inversely proportional to the difference in rotational transition energies, or the wavenumber separation of the two VRR lines used. This is illustrated in Figure 6, where a clear decrease in mean temperature difference and variability is observed as the separation between the two lines increases. This shows that a line combination is more likely to have high consistency with respect to the fitting method as the two lines become more separated, but does not preclude a line combination with lower separation. As can be seen, there are several line combinations in the range \(E_n < 400 \text{ cm}^{-1}\) that are consistent with the fit to within 1 K with respect to the fitting method. Figure 7 shows a more detailed summary of the uncertainty calculations. Line combinations with the greatest separation appear in the upper left-hand corner of each plot. While there are some exceptions, such as line combinations involving lines that overlap with the pure vibrational lines, the estimated uncertainty is lower for line combinations closer to the upper left-hand corner of each plot. For N\textsubscript{2}, many of the line combinations involving odd rotational quantum numbers have higher uncertainty. This is likely due to these line combinations having higher relative uncertainty from lower photon statistics and greater sensitivity to overlap from neighboring lines.
Figure 6. The mean difference between temperature values determined using the (a) two line, same branch, and (b) two line, different branch, methods and temperatures inferred from fitting for all spectra analyzed. Error bars represent the standard deviation of the temperature difference across all spectra. The dashed lines are used as a guide to illustrate the inverse relationship between the variability in temperature difference and energy difference. It should be noted that using Equation (15), this line is equivalent to a relative uncertainty in the line ratio of 0.003.

Figure 7. Average of uncertainty estimated using Equation (15) for: (a) Nitrogen O-branch, (b) Nitrogen S-branch, (c) Oxygen O-branch, (d) Oxygen S-branch. A black dot in a box represents line combinations where the mean difference and standard deviation of the difference are both less than 1 K, same as Figure 4.
3.7. The Multi-Line Ratio Approach

So far, we either relied on taking the ratio of two isolated lines, or fitting the intensity of a collection of isolated lines. However, this can be impractical as isolating single lines requires a polychromator and a photo-detector array with high enough resolution to fully resolve each line. In applications that infer temperature from PRR spectra, it is more typical to use photomultipliers to measure the light transmitted through narrow-band interference filters. These filters isolate two sections of the PRR spectra, each section including multiple lines. In addition to its simplicity, a major advantage of this type of setup is that each photodetector is measuring a higher signal resulting in greater precision in comparison to the methods employing ratios of two isolated PRR lines. Finally, the typical transmission of filters is significantly higher than that of a polychromator system. Inspired by this approach, and building off of the theoretical work above, we derived a means of inferring temperature by taking a ratio of two regions within the VRR spectra.

We follow a similar approach to how we derived temperature from two isolated lines in the same branch. The energy of a line with rotational quantum number \( J + i \), where \( i \) is an integer, is related to the energy of a line with rotational quantum number, \( J \), through the following relation:

\[
E_{j+i} = E_j + i(1 + 2j + i)(B_0 - D_0 \times (2j(1 + J) + i + 2l + \hat{J}^2)) = E_j + \Delta E_{j,J+i}
\]

where \( B_0 \) and \( D_0 \) are rotational and centrifugal distortion constants respectively. The values for these constants were determined for \( \text{O}_2 \) by Fletcher and Rayside [34], while Bendtsen [35] determined them for \( \text{N}_2 \). Using Equation (1), corrected for the \( v^3 \) contribution, we can represent the intensity of \( n + 1 \) adjacent lines using a summation:

\[
I'(j,n,T) = \sum_{i=0}^{n} I'_{j+i} = A \sigma \frac{N}{Q_R} e^{-\frac{E_j}{k_BT}} \times \sum_{i=0}^{n} S(j+i)g(j+i)f_{01}(j+i)e^{-\frac{\Delta E_{j,J+i}}{k_BT}}
\]

If we take the ratio of two sections of the VRR spectra, the first beginning at \( J_1 \) and including \( n + 1 \) lines and the second beginning at \( J_2 \) and including \( l + 1 \) lines we get

\[
R'_{J_1,J_2,n,l} = \frac{\sum_{i=0}^{n} I'_{j+i}}{\sum_{p=0}^{l} I'_{j+p}} = e^{-\frac{E_{J_1} - E_{J_2}}{k_BT}} \times F(J_1,J_2,n,p,T),
\]

where

\[
F(J_1,J_2,n,l,T) = \frac{\sum_{i=0}^{n} S(j_1+i)g(j_1+i)f_{01}(j_1+i)e^{-\frac{\Delta E_{J_1,J+i}}{k_BT}}}{\sum_{l=0}^{l} S(j_2+l)g(j_2+l)f_{01}(j_2+l)e^{-\frac{\Delta E_{J_2,J+i}}{k_BT}}}
\]

We can then obtain an expression for temperature that is similar to Equation (10):

\[
T_{\text{multi}} = \frac{E_{J_2} - E_{J_1}}{k_B \ln R'_{J_1,J_2,n,l}}
\]

Determining temperature with this formulation requires an iterative approach, similar to the multi-line analysis of Salzman, Masica, and Coney, due to the dependence of \( F(J_1,J_2,n,l,T) \) on temperature [36]. The analysis to determine temperature \( T_1 \) can be performed by calculating \( F(J_1,J_2,n,l,T_0) \) using a starting temperature value, \( T_0 \), that is above 0 K. This can be repeated to calculate \( T_2 \) from \( F(J_1,J_2,n,l,T_1) \), and then repeated continually until \( (T_\eta - T_{\eta-1})^2 \) was less than the desired tolerance (we use 0.001 K), where \( \eta \) is the total number of iterations. The calculation converges to the final temperature value for any reasonable starting temperature; however, the number of iterations needed to calculate the final temperature is dependent on the difference between the final temperature and the starting temperature. We report results using \( T_0 = 273 \) K, but found that we get the same results.
when $T_0$ is 1 K, 290 K, and 350 K. Using Figure 5, we were able to identify two sections of each VRR branch by selecting regions where line combinations are most consistent and precise with respect to the fit inferred temperatures (black dots). This was somewhat difficult for the O-branch of O$_2$, as the lines most in agreement with the fitting method were overlapped by the $^{16}$O$^{18}$O Q-line. We were forced to use two small sections of the signal that were not spaced far apart. While the calculation can be performed on sections of different sizes, we opted to report calculations with two evenly sized sections of the spectra. We performed the analysis on each branch, and we report the lines used, and wavenumber ranges in Table 7.

Table 7. Parameters used to determine the temperature from each branch in the VRR spectra for O$_2$ and N$_2$ using the multi-line ratio method. The top row shows the gas and branch (in parentheses). The rows represent the rotational quantum number ($J$) and wavenumber ranges ($\nu$) used to estimate temperature using the multi-line ratio formulation.

|           | N$_2$(O) | N$_2$(S) | O$_2$(O) | O$_2$(S) | Units  |
|-----------|----------|----------|----------|----------|--------|
| $[J_1, J_1+n]$ | 8–12     | 4–8      | 11–13    | 3–7      | n/a    |
| $[J_2, J_2+p]$ | 20–24    | 16–20    | 15–17    | 19–23    | n/a    |
| $[\nu_1, \nu_1+\nu_n]$ | 2232–2273 | 2369–2407 | 1473–1498 | 1573–1606 | cm$^{-1}$ |
| $[\nu_2, \nu_2+\nu_p]$ | 2130–2173 | 2458–2495 | 1448–1474 | 1658–1688 | cm$^{-1}$ |

Table 8 shows that the multi-line ratio temperature values were consistent with respect to the fitting method to within 1 K, even for the O-branch of O$_2$. However, limitations on the O-branch of O$_2$ lead to lower precision than the other branches. A maximum of 5 iterations were needed in order to satisfy the minimization condition of the calculation. We have not seen any relation between the number of lines included in the calculation and the number of iterations required for convergence. The convergence appears stable, even when the number of iterations are increased well beyond the precision requirement. We also successfully applied the method to include different line counts in each part of the ratio. Comparing Table 8 to Tables 5 and 6 we can see that the precision with respect to the fit inferred temperature values is comparable to that of the best line combinations using the TLSR method. We assume adjacent line bias uncertainty to be negligible compared to photon statistics, so the intensity ratio’s relative uncertainty, $(\Delta R/R)^2$, reduces to the sum of inverse intensities. The uncertainty in temperature is calculated iteratively, starting with a null uncertainty. The only non-negligible sources of uncertainty in $F(J_1, J_2, n, l, T)$ are related to the non-rigid rotor corrections and each iteration’s temperature. The mean uncertainty calculated across all experiments were comparable for all four branches.

Table 8. Comparison of the multi-line ratio approach to inferring temperature with the fitting method. The columns represent the gases and branch (in parentheses) used for inferring temperature. The rows in order on the number of iterations ($\eta$), the mean difference of the multi-line ratio and fitting methods ($T_{\text{multi}} - T_{\text{fit}}$), the standard deviation of the multi-line ratio and fitting methods ($\sigma_{T_{\text{multi}} - T_{\text{fit}}}$), and the mean uncertainty of the multi-line ratio method ($\Delta T_{\text{multi}}$).

|           | N$_2$(O) | N$_2$(S) | O$_2$(O) | O$_2$(S) | Units |
|-----------|----------|----------|----------|----------|-------|
| $\eta$    | 4        | 5        | 5        | 5        | n/a   |
| $T_{\text{multi}} - T_{\text{fit}}$ | 0.0      | -0.3     | -0.2     | -0.1     | K     |
| $\sigma_{T_{\text{multi}} - T_{\text{fit}}}$ | 0.3      | 0.1      | 0.4      | 0.1      | K     |
| $\Delta T_{\text{multi}}$ | 0.1      | 0.1      | 0.3      | 0.1      | K     |
4. Discussion

4.1. Comparing Methods of Inferring Temperature

We derived and implemented four methods to infer temperature from the VRR spectra of N$_2$ and O$_2$ and discussed their performance when compared to the least-squares regression method. We now broaden the scope of our analysis by comparing each of the methods described above with each other, as seen in Figure 8. We found that the temperatures determined by fitting the S- and O-branch of N$_2$ disagreed by at least 2.5 K. The reason for that is probably related to the fact that the VRR spectra of N$_2$ is less resolved than those of O$_2$ thus making the determination of the single line intensity less reliable. In particular, the resolution limitations might have affected the determination of $b_0$ from the VRR analysis, which was calculated from the same setup. We found that if a value of $b_0 = 0.55$ for N$_2$ is used, the difference in temperature values determined from fitting O- and S-branches separately drops to only a few tenths of a Kelvin. There is generally strong agreement between different measurement methods when comparing the results of the same VRR branch (<0.4 K) which indicates that a greater degree of consistency is attainable from the N$_2$ VRR spectra with improved instrument resolution.

The comparative precision across all methods was $\leq 0.9$ K for all cases involving the N$_2$ VRR spectra. Comparing the multi-line ratio and the fitting for the S-branch of N$_2$ suggests precision values as low as 0.1 K with respect to each other (consistent to within 0.2 K). Comparatively speaking, the different VRR methods are in much better agreement for O$_2$ than for N$_2$. Several are within 0.1 K of each other and most fall within 0.5 K. The precision of these methods in comparison to each other is generally within 0.5 K, with the exception of the two-line ratios. It is apparent from Figure 8 that the two-line ratio method is generally worse in terms of precision in comparison to its counterparts for both gases, as we already noted earlier. Table 4 shows that the two-line ratio method is best applied to the S-Branch, as a lower proportion of lines were found to meet the <1 K criteria for the O-Branch and cross-branch estimates. Again, the most precise comparison (0.1 K) is found by comparing the S-branch fit with the the S-branch multi-line ratio approach. Fitting, two-line ratios, and multi-line ratios are precise to within 1 K when applied to the VRR spectra of O$_2$. Additionally, each of these methods showed a high level of self-consistency to within 1 K.

Overall, the methods we derived performed better when applied to O$_2$ VRR spectra than when applied to N$_2$ VRR spectra. While N$_2$ has greater abundance in the atmosphere, and therefore greater overall Raman signal, than O$_2$, the intensity of the lines within the O$_2$ spectrum are comparable to N$_2$ VRR transitions with even rotational quantum number. This is due largely to the nuclear spin statistic, $g_J$, which results in molecules having both even and odd rotational quantum number for N$_2$ and only odd rotational quantum number for O$_2$. Another effect of $g_J$ is that the lines in the O$_2$ VRR spectrum have greater separation, are easier to resolve, and less prone to adjacent line bias. Uncertainty due to adjacent line bias can be reduced by using methods that employ multiple lines, such as fitting the intensities or the multi-line ratio. However, high degrees of self-consistency and precision (<0.5 K) were still achievable using two line ratios. Additionally, the precision of temperature values inferred from VRR spectra were small enough that temperature changes could be resolved over a relatively small temperature range.
Figure 8. Comparisons of all the methods used to infer temperature from the VRR spectra are listed as: (a) The mean difference of all methods applied to the $N_2$ VRR spectra. (b) The mean difference of all methods applied to the $O_2$ VRR spectra. (c) The standard deviation of the difference of all methods applied to $N_2$. (d) The standard deviation of the difference of all methods applied to $O_2$. The temperature measurements compared are those from a collocated thermocouple ($T_{TC}$), fitting ($T_{fit}$ (branch)), two-line, same branch, ratio ($T_{branch}[J_1, J_2]$), two-line, different branch, ratio ($T_{S,O}[J_s, J_o]$), and multi-line ratios ($T_{mult}$ (branch)).

4.2. Temperature Variation and Correlation

Across all experiments, the ambient temperature varied from 292.2 K to 293.3 K as measured by the thermocouple. Figure 9 compares the different methods we employed plotted with the ranked thermocouple readings. Most of the temperatures determined from Raman methods fall within the 95% confidence range of the thermocouple. As temperature increased in the room, increasing trends were also observed for the Raman calculations with varying degrees of correlation, as shown in Figure 10. Generally speaking, each comparison shows a positive correlation and similar slopes over the temperature range explored. However, the correlations are higher for methods applied to $O_2$ VRR spectra than $N_2$ VRR spectra, especially the methods that involve two line calculations. This is likely due to isolating single lines in the $N_2$ spectra being more difficult than for $O_2$. Overlap from adjacent lines reduces the overall precision of temperatures determined from isolated lines in the $N_2$ spectra. Additionally, temperature values inferred from the $O_2$ VRR spectra correlate better with the thermocouple than those inferred from the $N_2$ VRR spectra.
Figure 9. Temperature inferred from the VRR spectra plotted against the ranked temperature measured by the thermocouple, described by the following: (a) The line combinations most consistent with fitting method using the two-line, same branch, ratio. (b) Most precise line combinations with respect to the fitting method using two-line, same branch, ratio approach. (c) The temperature derived from fitting the VRR line intensities. (d) Temperatures determined by taking a ratio of multiple lines. The dark gray regions in each plot represent the 1σ uncertainty of the thermocouple (1.1 K) and the light gray regions represent the 2σ uncertainty. The lines represent a line with a slope of 1.0, and linear regression was used to determine the offset with respect to the thermocouple.

Figure 10. Pearson’s correlation matrix composed of every method used to predict temperature from the VRR spectra of: (a) N₂ and (b) O₂. Labelling follows the same convention as Figure 8.
4.3. Additional Sources of Uncertainty

Temperatures determined from the S- and O-branch of O$_2$, along with the O-branch of N$_2$, are 1–3 K higher than those measured by the thermocouple. Furthermore, the temperature values determined from these three branches are in fairly good agreement with each other. Despite large power densities in the scattering region, localized heating is unlikely. We estimate that over a 15 min exposure the temperature in the scattering region would only increase by 0.003 K at most. This estimate takes into account heating due to linear absorption, which is 0.2 Mm$^{-1}$ in the atmosphere at 532 nm, and heat dissipation [37,38]. Effects involving the motion of air in the room, the buoyancy of heated air, or absorption effects of aerosol were not considered. The first two effects would mitigate localized heating, and the third effect would increase localized heating, the effect is likely small. Again, most of the temperature values determined by analyzing the VRR spectra of O$_2$ and N$_2$ are within 2σ of the thermocouple’s accuracy.

The instrumental transfer function, or the wavelength dependent intensity sensitivity of the detector in the spectrograph, represents a source of uncertainty in these experiments. The transfer function can be estimated experimentally by exposing the spectrograph to a black-body source or spontaneous emission from luminescent glasses [39]. These systems are often expensive, difficult to implement properly, and correction calibrations need to be performed often. These techniques can help diagnose the effects of distortions due to hot spots and etaloning (which is more of an issue in the near-infrared) [40]. Unable to perform these calibrations, we estimated the instrumental transfer function using the specifications of the spectrograph provided by the manufacturer. It is possible that the VRR transitions themselves could be used to improve this calibration in the future. Raj et al. recently showed how an intensity calibration could be performed using the intensity of PRR and VRR transitions [41]. Additionally, further improvements could be achieved with a better alternative temperature measurement and by exploring a wider temperature range.

4.4. Generalizing the Results

We employed several methods of estimating atmospheric temperature from the VRR spectra of N$_2$ and O$_2$. These methods can be applied toward the development of instrumentation that can remotely infer temperature in turbid environments. In such applications, the investigated temperature values might be different, and the ranges might be wider than the temperature values we explored in this work. However, because our methods are reliant on the temperature dependence of the rotational states of a canonical gas through the Boltzmann distribution, these methods can be generalized to a greater range of temperatures. For two-line ratios a specific line pairing may only be appropriate for specific temperature values, especially if the intensity of one line becomes too small for a sensitive measurement to be made. The optimal line pairings for atmospherically relevant temperatures should be similar to those discussed in this work as the intensities will not deviate enough to make them less sensitive. These optimal line pairings can be estimated using an approximated form of Equation (1):

$$I_J \propto I_0 e^{\frac{-kB_0}{x}} = \sqrt{\frac{k_B T}{B_0}}(xe^{-x^2})$$

where $B_0$ is the rotational constant from Section 3.7. The most intense line in the VRR spectra is for $x = 1/\sqrt{2}$ or $I_{\text{max}} = \sqrt{k_B T/2B_0}$. As a consequence, if $I_1$ and $I_2$ are the optimal $J$ values obtained by comparing two single lines at $T_0$, then, the optimal $J$ values at a different temperature $T$ should be $J_1 \sqrt{T/T_0}$ and $J_2 \sqrt{T/T_0}$. In the same vein, the optimal line pairs of one gas can be estimated from the results of another, because $J$ should scale as $\sqrt{T/B_0}$. From Table 5, we can surmise that [12, 18] is the optimal line pairing for N$_2$ when compared to the fitting method; plugging this line pairing into the $[J_1, J_2] \sqrt{B_0 N_2 / B_0 O_2}$ relation, we estimated that for O$_2$, the optimal values $[J_1, J_2] = [14.1, 21]$. Since the O$_2$ VRR spectra only includes odd-J valued lines it can be surmised that the estimated optimal line pairing for O$_2$ is [15, 21]. This indeed, is the line pair that we found to be most in agreement with the
fit for the S-Branch of O\textsubscript{2}, as per Table 5, supporting our argument. Therefore, we used this method to calculate estimated optimal line pairs for determining the temperature for different temperature regimes and report the values in Table 9.

| T [K] | O\textsubscript{2}(S) | N\textsubscript{2}(S) |
|-------|-----------------|-----------------|
| 210   | [13, 17]        | [10, 16]        |
| 273   | [15, 21]        | [12, 18]        |
| 293   | [15, 21]        | [12, 18]        |
| 1000  | [27, 39]        | [22, 34]        |
| 2000  | [39, 55]        | [32, 48]        |

Similar conclusions can be extended to the multi-line ratio and line fitting methods as well. The multi-line ratio incorporates a greater number of photons compared to the two-line ratio methods, and therefore should be more sensitive across a greater range of temperatures. However, the ideal line groupings may change in a similar fashion to the two-line ratio method discussed above. The temperature range of the line fitting method is largely limited to the spectral range of the spectrograph used. Line selection is less important for this method as well, since the method is performed by minimizing the $\chi^2$-statistic. This method is dependent on the relative uncertainty of each line, and so would favor the lines with the highest intensity in the spectral range of the instrument.

The value of $b_0$ in the non-rigidity correction should be applicable to temperature regimes not explored in this work. There is no theoretical basis for temperature dependence of $b_0$, though experimental work should be performed to confirm this theoretical prediction [30–32]. Typically, experiments to determine $b_0$ are performed at room temperature, and these measurements are in-turn used to determine temperature at different temperature regimes [25,28,42,43]. It has been shown that these room temperature determined $b_0$ values do improve the accuracy of temperature measurements at flame temperatures [12,22].

5. Conclusions

Our experimental setup and measurement procedure allowed for high resolution measurement of VRR spectra of N\textsubscript{2} and O\textsubscript{2}. Using the fundamental properties of these molecules, we were able to determine atmospheric temperature within the scattering region of our multi-pass cell. For both gases, treating the molecules as non-rigid rotors not only improved the self-consistency of temperature derived from Raman measurements, but also improved the the agreement between Raman derived temperatures and the thermocouple. However, the VRR spectra of O\textsubscript{2}, specifically the S-Branch, would be best for determining atmospheric temperature with high precision without the need for ad hoc temperature calibration. The S-Branch provided the best results in this work, largely due to higher line intensities and a greater number of viable lines due to less influence from overlapping vibrational lines. We found that greater resolution is likely needed when determining temperature from individual N\textsubscript{2} lines. A more accurate estimate of $b_0$ might further improve the temperature inferred from N\textsubscript{2} VRR spectra. Regardless, the N\textsubscript{2} S-branch would likely provide the most precise temperature measurement for applications where a calibration can be performed. This is because this branch would have the strongest signal out of the four branches explored.

We derived four methods of ascertaining atmospheric temperature from the VRR spectra of N\textsubscript{2} and O\textsubscript{2}. These methods could be a starting point in the development of an instrument for contactless measurements of atmospheric temperature using VRR spectra of N\textsubscript{2} or O\textsubscript{2}, though further work is necessary to scale these methods to a field deployable instrument. Our analysis to find the optimal line combinations was performed for a limited range of temperature values. The best line combinations will need to be revisited for different temperature regimes and we provided a
theoretical approach to estimate the optimal line pairs. However, our work shows that regardless of temperature, well separated line combinations are ideal. Of the methods implemented in this work the multi-line ratio is the best in terms of attainable precision and practical applicability. A future implementation would still require well-characterized filters that isolate specific line combinations. A calibrated version of the multi-line method can also be envisioned, where two sections of the spectra are isolated and a calibration constant allows for temperature to be determined, just like in PRR methods. We anticipate that the VRR method would be applicable to the same range of temperatures that purely rotational Raman can be, since the formulation is similar. Methods employing interference filters would have orders of magnitude greater transmission than our spectrograph setup, which would allow for higher time resolution. It would be interesting to apply such a setup to investigate the effects of temperature fluctuations on atmospheric processes. Line-fitting and two-line ratios can also be effective techniques, though they may only be viable options when using a polychromator or other light dispersion techniques. These methods do not have the strict filter requirements of the multi-line method.

It is worth reiterating, again, that VRR-based temperature measurement will not replace PRR-based temperature measurements. However, we believe there are situations where the elastic scattering signal will be too strong for PRR-based measurement to be reliable. Determining temperature from VRR spectra may be useful in the development of short range LiDAR systems that investigate turbid environments, such as near clouds. Additionally, VRR spectra could be used for temperature measurements in combustion diagnostics, especially in cases where incomplete combustion leads to the production of particles that could increase the elastic scattering coefficient in the measurement media and degrade the precision of other techniques.
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