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Abstract—Latency is inherent in almost all real-world networked applications. In this paper, we propose a distributed resource allocation strategy over multi-agent networks with delayed communications. The state of each agent (or node) represents its share of assigned resources out of a fixed amount (equal to the overall demand). Every node locally updates its state towards optimizing a global allocation cost function via received information of its neighbouring nodes even when the data exchange over the network is heterogeneous delayed at different links. The update is based on the alternating direction method of multipliers (ADMM) formulation subject to both sum-preserving coupling-constraint and local box-constraints. The solution is derivative-free and holds for general (not necessarily differentiable) convex cost models. We use the notion of augmented consensus over undirected networks to model delayed information-exchange for convergence analysis. We simulate our delay-tolerant algorithm for optimal energy reservation-production scheduling.
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I. INTRODUCTION

Optimal resource allocation refers to the assignment of the (fixed) amount of resources minimizing certain resource-related costs. Distributed algorithms to solve resource allocation problems over a network have recently emerged in literature, primarily motivated by advances in distributed data processing and cloud computing (instead of centralized single-node solutions) to handle more complex optimization problems and large-scale data sets. Applications include distributed energy resource provisioning for ancillary services [1], automatic generation control over the power grid [2], and CPU scheduling over networked data centres [3].

Existing distributed solutions span from primary linear Laplacian-gradient [4]–[6] strategies with all-time feasibility to more recent primal-dual solutions [7]–[9] reaching feasibility asymptotically over time. The Laplacian-gradient solutions are known to preserve anytime-feasibility even in the presence of model nonlinearities (over uniformly-connected networks) [2], [10], where the results can further address quantization/saturation nonlinearities [3], [10], [11] and finite/fixed-time convergence [12], [13]. The feasibility constraint defines the balance between the assigned resources and the overall demand. This global constraint couples the states of all computing nodes and thus is referred to as the coupling-constraint [9]. For example, in the generator coordination and economic dispatch problem (EDP), the generated power (assigned resources) needs to meet the grid’s power demand. Otherwise, violating the solution feasibility may lead to disruption in the service and even system breakdown [14]. In this sense, with feasible initialization, the outcome of these algorithms is feasible at any termination time. On the other hand, primal-dual solutions need to reach feasibility (sufficiently fast) with no need for feasible initialization. In this scenario, alternating direction method of multipliers (ADMM) can be adopted to divide the main optimization problem into sub-problems to be locally optimized at each node [9], [14]–[20]. In general, ADMM-based solutions, being gradient-free, make less restrictive assumptions on the smoothness of the objective function. Some ADMM formulations, further, allow for handling the local constraint on the state (the box-constraint) at each node, e.g., via first-order proximal approximation of the cost for min-max problem [17]. Other works consider penalty (or barrier) functions to address this [2], [6], [10], [14].

In this work, reformulating the primal distributed resource allocation (DRA) problem to its dual form and given that standard strong-duality holds, we use the ADMM-based method inspired by [9] to find the optimal solution in a distributed heterogeneous way. As the main contribution, we propose a delay-tolerant algorithm in case the communications among different nodes are subject to different time delays. These heterogeneous delays (at different links) imply heterogeneous communications over the network. In this sense, this work improves the recent primal-dual algorithms over non-delayed networks [9], [14]–[17], [20] to more advanced delay-tolerant resource allocation solutions. Combining the notions of augmented consensus and ADMM, the proposed DTAC-ADMM algorithm is single time-scale, i.e., it performs only one step of (augmented) consensus on (delayed) information per ADMM iteration. This is computationally more efficient than double time-scale solutions with many steps of consensus (as inner-loop) per iteration [18]. Further, DTAC-ADMM is initialization-free (with no need for primal feasibility), i.e., it does not require the initial states to satisfy the feasibility constraint but gains feasibility over time. This improves [4]–[6] which consider specific initialization in order to properly run their main allocation in the upcoming steps. Similar to the (continuous-time) dynamics in [21], DTAC-ADMM can handle large delays, but without need for specific switching techniques which may cause feasibility gap. We use DTAC-ADMM for scheduling over the energy grid to optimally allocate the share of energy.
Organizational: Section II formulates the DRA problem (both primal and dual formulations). Section III and IV respectively present the ADMM solution under homogeneous and heterogeneous delays. Applications and simulations are given in Sections V and VI. Section VII concludes the paper.

Notations: We use small letters for scalars, small bold letters for vectors, and underlined small bold letters for augmented vectors. Capital letters denote matrices. Superscript $k$ denotes the discrete time index. $\| \cdot \|$, $\sigma$, $\otimes$ denote the 2-norm, column concatenation, and Kronecker matrix product. $I_m (O_m)$ and $I_{m \times m} (O_{m \times m})$ denote all ones (and zeros) column vector and matrix of size $m$. $I_m$ denotes the size $m$ identity matrix. PD (PSD) stands for positive (semi-) definite.

II. Problem Formulation

Consider a group of $n$ agents, each associated with a local cost $\phi_i(y_i) : \mathbb{R} \rightarrow \mathbb{R}$. State $y_i$ represents the allocated resources to agent $i$ where the overall resources are constant for the group of agents. Then, DRA is formulated as,

$$
\min_{y=[y_1; \ldots; y_n] \in \mathbb{R}^n} \Phi(y) = \min_{y \in \mathbb{R}^n} \sum_{i=1}^{n} \phi_i(y_i),
$$

subject to $\sum_{i=1}^{n} (y_i - b_i) = 0$, $y_i \in \mathcal{Y}_i$

with $b_i \in \mathbb{R}$ and $\mathcal{Y}_i$ as a closed convex set (the local box-constraint) at agent $i$. These box-constraints in the form $m_i \leq y_i \leq M_i$, limit the amount of resources at each agent. One can address these constraints either (i) by adding penalty/barrier functions [2], [10], [11] or (ii) by directly applying it in the ADMM formulation [9]. Note that problem (1) differs from equality-constraint problems [18]–[20] due to its sum-preserving constraint.

Assumption 1: Each cost function $\phi_i : \mathbb{R} \rightarrow \mathbb{R}$ is closed, proper and convex (not necessarily differentiable). The Lagrangian after incorporating the feasibility constraint is

$$
L(x, y) = \sum_{i=1}^{n} \phi_i(y_i) + z \sum_{i=1}^{n} (y_i - b_i),
$$

which gives the dual formulation of (1) as

$$
\max_{x \in \mathbb{R}} \min_{y_i \in \mathcal{D}_i} L(x, y) = \max_{x \in \mathbb{R}} F(x) = \max_{x \in \mathbb{R}} \sum_{i=1}^{n} f_i(x),
$$

$$
f_i(x) = \min_{y_i \in \mathcal{D}_i} (\phi_i(y_i) + x(y_i - b_i)).
$$

In this new setup, $x \in \mathbb{R}$ (as the Lagrange parameter) is a global optimization variable (a common decision variable) and $f_i$ is known to agent $i$ only. One can prove strong duality between the two formulations (1) and (3), which in turn implies zero duality gap between the two problems. This directly follows from Slater’s theorem giving sufficient condition, saying that strong duality holds if: (i) the primal problem is convex; and (ii) the strict feasibility holds [22]. These are the assumption that we discuss next.

Assumption 2 (Strict feasibility): There exists feasible point $y$ in the primal formulation (1) that satisfies the coupling constraint $\sum_{i=1}^{n} (y_i - b_i) = 0$ and strictly satisfies $y_i \in \mathcal{Y}_i$. The latter implies that, for the scalar $y_i$, inequality $m_i < y_i < M_i$ strictly holds.

Assumption 3 (Strong Duality): There is zero duality gap between primal and dual problems (1) and (3) as a follow-up to Assumptions 1 and 2 [22, Section 5.2.3].

Note that Assumptions 2 and 3 are standard in ADMM literature [15]. The idea in this paper is to apply the ADMM structure to solve the dual problem (3), i.e., to find its optimal solution $y^* = [y^*_1; y^*_2; \ldots; y^*_n]$, under the given assumptions on the convexity and feasibility, over a network and in a distributed way. We consider a connected undirected network $G$ with symmetric and bi-stochastic link weights. Matrix $W$ denotes the PSD bi-stochastic symmetric adjacency matrix (for consensus). To solve the DRA problem cooperatively, agents share their local data over $G$ with their neighbors $\mathcal{N}_i$ and receive information from the same neighbors $\mathcal{N}_i$. This information sharing is local and possibly delayed, with no global knowledge (of the overall cost $\Phi$) involved.

Assumption 4: The network $G$ is undirected connected.

A simple choice of PSD adjacency matrix $W$ satisfying Assumption 4 is to set the link weights equal to $\frac{1}{\sqrt{\mathcal{N}_i + 1}}$ [23] (with $\mathcal{N}_i$ as the set of neighbors of agent $i$) and, then, put $W = \frac{1}{2}(W + I_n)$ [9].

Next, we present two existing ADMM solutions to solve problem (1) and (3) in presence of no networking delay.

Parallel-ADMM: First, recall on a semi-centralized algorithm proposed by [24]. Assume node $i$ updates its state as

$$
y_i^{k+1} = \arg \min_{y_i \in \mathcal{Y}_i} \left( \phi_i(y_i) + x_i y_i + \frac{c}{2} \| y_i - y_i^k + d_k \|^2 \right)
$$

where the last term penalizes the non-feasibility by factor $c > 0$ via the following centralized variables

$$
d_k^{k+1} = \frac{1}{n} \sum_{i=1}^{n} (y_i^{k+1} - b_i),
$$

$$
x^{k+1} = x^k + c d_k^{k+1}.
$$

Distributed-Parallel-ADMM: Adopting the standard dynamic average consensus techniques, a distributed version of (4)-(6) is proposed in [9] as

$$
y_i^{k+1} = \arg \min_{y_i \in \mathcal{Y}_i} \left( \phi_i(y_i) + \sum_{j=1}^{n} W_{ij} x_j^k y_i + \frac{c}{2} \| y_i - y_i^k + \sum_{j=1}^{n} W_{ij} d_j^k \|^2 \right),
$$

$$
d_i^{k+1} = \sum_{j=1}^{n} W_{ij} d_j^k + (y_i^{k+1} - b_i) - (y_i^k - b_i),
$$

$$
x_i^{k+1} = \sum_{j=1}^{n} W_{ij} x_j^k + c d_i^{k+1},
$$

by introducing local variables $x_i^k$ and $d_i^k$ instead of the centralized variables $x^k$ and $d^k$ in (6) and (5), respectively.
III. ADMM Protocol for Homogeneous Delays

First, we provide update over the network assuming homogeneous delays. This enlightens the analysis and proofs for the main algorithm in Section IV considering heterogeneous delays. Assuming a homogeneous delay $\tau$ at all links, the state-update follows as

$$y_{i}^{k+1} = \arg\min_{y_i \in \mathcal{Y}_i} \left( \phi_i(y_i) + \sum_{j=1}^{n} W_{ij} x_{j}^{k-\tau} - y_{i} + c \left\| y_i - y^{k} + W d^{k-\tau} \right\|^2 \right),$$

(10)

$$d_{i}^{k+1} = \sum_{j=1}^{n} W_{ij} x_{j}^{k-\tau} - (y_{i}^{k+1} - b_i) - (y_{i}^{k} - b_i),$$

(11)

$$x_{i}^{k+1} = \sum_{j=1}^{n} W_{ij} x_{j}^{k-\tau} + c d_{i}^{k+1}.$$  

(12)

We simplify this formulation in compact vector form as

$$y^{k+1} = \arg\min_{y \in \mathcal{Y}} \left( \Phi(y) + y^T W x^{k-\tau} + \frac{c}{2} \left\| y - y^{k} + W d^{k-\tau} \right\|^2 \right),$$

(13)

$$d^{k+1} = W d^{k-\tau} + y^{k+1} - y^{k},$$

(14)

$$x^{k+1} = W x^{k} + c d^{k-\tau},$$

(15)

with $x^{k}, d^{k+1}$ as column concatenation of $x_{i}^{k}, d_{i}^{k}$. This scenario is equivalent to updating at a longer time-scale (scaled by the delay-bound $\tau$) than the current time-scale $k$, see [23, Remark 3].

IV. Augmented Consensus ADMM: Heterogeneous Delays

In this section, we move one step further and assume that the data exchange is subject to generally heterogeneous networking delays satisfying the following assumption.

Assumption 5: The delays are assumed heterogeneous at different links (but symmetric over the same undirected link), arbitrary, bounded, and time-invariant.

The time delay over (both sides of) the link between node $i$ and $j$ is assumed an integer value satisfying $0 \leq \tau_{ij} = \tau_{ji} \leq \tau$. The bound $\tau$ is only to ensure no packet loss over the network as discussed in [1], [23]. Assuming generally non-equal communication delays at different links implies the heterogeneous scenario in this work. Due to this heterogeneity, for two nodes $j, l \in \mathcal{N}_i$, time delay $\tau_{ij}$ differs from $\tau_{ji}$, in general. In this sense, Assumption 5 is not restrictive over non-switching networks with fixed nodes, e.g., static sensor networks [25]. This is well-justified over fading channels as in information-theoretic perspective assuming when the data leaves the buffer reaches the destination with a fixed delay [26].

First, define the indicator function $\mathcal{I}_{k,i,j}(r)$ as [23]

$$\mathcal{I}_{k,i,j}(r) = \begin{cases} 1, & \text{if } \tau_{ij}[k] = r \\ 0, & \text{otherwise.} \end{cases}$$

(16)

Following Assumption 5, $\sum_{r=0}^{\tau} \mathcal{I}_{k-r,i,j}(r) = 1$ for two neighbors $i, j$. Using this definition, we propose the following heterogeneous ADMM tracking protocol to solve the DRA problem, referred to as the DTAC-ADMM algorithm throughout the paper. Every node $i$ updates its state according to the following discrete dynamics

$$y_{i}^{k+1} = \arg\min_{y_i \in \mathcal{Y}_i} \left( \phi_i(y_i) + \sum_{j=1}^{n} W_{ij} x_{j}^{k-\tau} - y_{i} + c \left\| y_i - y^{k} + W d^{k-\tau} \right\|^2 \right),$$

(17)

$$d_{i}^{k+1} = \sum_{j=1}^{n} W_{ij} x_{j}^{k-\tau} + (y_{i}^{k+1} - b_i) - (y_{i}^{k} - b_i),$$

(18)

$$x_{i}^{k+1} = \sum_{j=1}^{n} W_{ij} x_{j}^{k-\tau} + c d_{i}^{k+1} + c d^{k-\tau},$$

(19)

with the local initialization at every node $i$ as

$$y_{i}^{0} \in [m_i, M_i], \quad d_{i}^{0} = y_{i}^{0} - b_i, \quad x_{i}^{0} = 0,$$

(20)

where $d_{i}^{0}$ denotes the initial feasibility-deviation at node $i$, and in general is non-zero. This implies that our solution, summarized in Algorithm 1, is initialization-free. This is an improvement over Laplacian-gradient methods, e.g., [5], [6].

A. Augmented Consensus Formulation

Here, we propose an augmented formulation to study the properties of the proposed optimization protocol (17)-(19). This is similar to the ideas given in consensus literature [1], [23]. Following the notation in [25], define the augmented vectors of size $n(\tau + 1)$ as $\mathbf{d}^k := [d^k_1; d^k_2; \ldots; d^k_{\tau}]$, $\mathbf{y}^k := 1_{\tau+1} \otimes \mathbf{y}^k$, and $\mathbf{x}^k := [x^k; x^{k-1}; \ldots; x^{k-\tau}]$. The compact vector form of (17) is

$$y^{k+1} = \arg\min_{y \in \mathcal{Y}} \left( \Phi(y) + y^T \mathbf{y}^k + \frac{c}{2} \left\| y - y^{k} + \mathbf{d}^k \right\|^2 \right),$$

(21)

Vectors $\mathbf{y}^k = [y^k_1; \ldots; y^k_{\tau}]$ and $\mathbf{d}^k = [d^k_1; \ldots; d^k_{\tau}]$ are defined later. Eq. (21) is only for notation compactness and, in application, every node $i$ solves minimization problem (17) locally in its own neighborhood. Next, define the $n(\tau + 1) \times n(\tau + 1)$ matrix $\overline{P}_W$ as the augmented version of $W$ via the 0-1 delay matrix $P_r$, $r = 0, \ldots, \tau$. 

Algorithm 1 DTAC-ADMM

Input: $W_{ij}, N_i, \phi_i(\cdot), b_i, c, M_i, m_i$

Initialization: Every node $i$ sets $m_i \leq y_i^0 \leq M_i$ randomly, $d_i^0 = y_i^0 - b_i, x_i^0 = 0$, and $k = 0$

while termination criteria NOT true do
Each node $i$ receives $y_j^{k-\tau_{ij}}, d_j^{k-\tau_{ij}}$ from $j \in N_i$
Calculates Eqs. (17)-(19)
Shares $y_{i}^{k+1}, d_{i}^{k+1}$ with neighboring nodes $j \in N_i$
Sets $k \leftarrow k + 1$

Output: $y^{k+1}, d^{k+1}$, $\Phi(y^{k+1}) = \sum_{i=1}^{n} \phi_i(y_{i}^{k+1})$
with \( \circ \) as the element-wise (or Hadamard) product. The non-zero entry in row \( i \) and column \( j \) of matrix \( P_t \) implies that \( I_{k-r,i,j}(r) = 1 \), i.e., the associated delay to the link between node \( j \) and \( i \) is equal to \( r \). Assuming the same delay at both sides also implies that \( I_{k-r,i,j}(r) = 1 \).

**Remark 1:** The following properties hold for the augmented formulation and the augmented matrix (22).

1. \( P_t \)'s are 0-1 symmetric matrices satisfying \( W = \sum_{t=0}^{\infty} (P_t \circ W) \).
2. From the bi-stochasticity of \( W \), matrix \( PW \) is row-stochastic with symmetric bi-stochastic blocks \( P_t \circ W \).
3. The entries of \( PW \) are non-negative.

Define \( \delta^k := [\delta^l, \ldots, \delta^{l-[\tau]}] = PWd^k \) and \( \eta^k := [\eta^l, \ldots, \eta^{l-[\tau]}] = PWx^k \). Then, the augmented (simplified) version of (18)-(19) is in the form

\[
\begin{aligned}
\dot{d}^{k+1} &= \delta^k + u^{T+1} \otimes \Xi_{i,T}^{n} (y^{k-1} - y^k), \\
\dot{x}^{k+1} &= \eta^k + cd^{k+1},
\end{aligned}
\]

with the auxiliary \( m \times (\tau+1)m \) matrix \( \Xi_{i,T}^{n} \) defined as \( \Xi_{i,T}^{n} = (u^{T+1} \otimes I)_{\text{ng}} \) and \( u^{T+1} \) as the unit column-vector of the \( i \)th coordinate (1 \( \leq i \leq \tau+1 \)). Then, the augmented form of the initialization is as follows

\[
d^0 = 1_{T+1} \otimes (y^0 - b) = y^0 - b,
\]

with \( b = [b_1 : \ldots : b_n] \) and \( b := 1_{T+1} \otimes b \). Recall that the variable \( d \) (and its augmented form \( d \)) tracks the feasibility constraint (25) assigns the initial feasibility-deviation of the states to \( d^0 \). In this sense, the proposed ADMM strategy is initialization-free. In other words, the algorithm does not need initial values of \( y^0 \) to satisfy the feasibility constraint necessarily, and the solution reaches feasibility over time.

**B. Convergence Analysis**

For the sake of convergence analysis, and following the dynamics (18) and (19), we first define the average quantities \( \bar{d}^k \) and \( \bar{x}^k \). Recall that \( \bar{d}^k \) and \( \bar{x}^k \) track the mean feasibility-deviation and Lagrangian multiplier over time \( k \). Following the Parallel-ADMM formulation in Section II, \( x^k \) is a global variable in ADMM setup and all nodes need to reach consensus on this common variable. Then, following Remark 1

\[
\begin{aligned}
\bar{d}^{k+1} &= \frac{1}{n(\tau+1)} (y^k - b) = \frac{1}{n} \Sigma_{i,T}^{n} PW (y^{k-1} - b) \\
&= \frac{1}{n} \Sigma_{i,T}^{n} PW (y^{k} - y^k) \\
&= \bar{d}^k + \frac{1}{n} \Sigma_{i,T}^{n} PW (\bar{x}^{k-1} - y^k) \\
&= \frac{1}{n} \Sigma_{i,T}^{n} PW (y^{k} - b) = \frac{1}{n} (y^{k-1} - b),
\end{aligned}
\]

where the last equation follows from the given initialization (25) and proves by induction as \( \bar{d}^0 = \frac{1}{n} (y^0 - b) \) and \( x^{k+1} \) as the augmented vectors of size \( n(\tau+1) \) with all entries equal to \( \bar{d}^{k+1} \) and \( \bar{x}^{k+1} \), respectively. Define the (augmented) optimization error vectors as

\[
\begin{aligned}
\bar{e}^k_x &= x^k - x^{k+1}, \\
\bar{e}^k_d &= d^k - \bar{d}^k, \\
\bar{z}^k &= y^k - \bar{d}^k,
\end{aligned}
\]

where the last two equations track the (augmented) feasibility error. This is because

\[
\begin{aligned}
\bar{d}^{k+1} &= \Xi_{i,T}^{n} PW d^k + (\Xi_{i,T}^{n} - \Xi_{i,T}^{n} \gamma^{k+1}) y^{k+1}, \\
\bar{x}^{k+1} &= \Xi_{i,T}^{n} PW x^k + (\Xi_{i,T}^{n} - \Xi_{i,T}^{n} \gamma^{k+1}) y^{k+1} - \bar{d}^k,
\end{aligned}
\]

and \( (\Xi_{i,T}^{n} - \Xi_{i,T}^{n} \gamma^{k+1}) y^{k+1} = (\Xi_{i,T}^{n} y^{k+1} - b) - (\Xi_{i,T}^{n} y^k - b) \). The error dynamics then follows as

\[
\begin{aligned}
\bar{e}^{k+1}_x &= \bar{d}^{k+1} - \bar{d}^k, \\
&= PWd^k + u^{T+1} \otimes (\Xi_{i,T}^{n} - \Xi_{i,T}^{n} \gamma^{k+1}) y^{k+1} - \bar{d}^k, \\
&= PWu^{T+1} \otimes (\Xi_{i,T}^{n} - \Xi_{i,T}^{n} \gamma^{k+1}) + \bar{e}^{k+1}_x - \bar{d}^k.
\end{aligned}
\]

where, adding \( \pm \bar{e}^k_x \) in step (a), we used the row-stochasticity of \( PW \) from Remark 1. For the sake of proof stability analysis, define the modified augmented matrix

\[
\bar{PW} = PW - P_{\bar{T}} - P_{\bar{T}},
\]

with \( P_{\bar{T}} \) as the augmented version of the stochastic matrix \( P_{\bar{T}} = \frac{1}{n} 1_{n \times n} \) via the same delay matrix \( P_{\bar{T}} \). Similarly, \( W = \frac{1}{n} 1_{n \times n} \). For the PSD \( \bar{PW} \), from Frobenius Theorem, \( \rho(\bar{PW}) \leq \| \bar{PW} \| < 1 \) since \( \| \bar{PW} - P_{\bar{T}} \| < 1 \). Define

\[
\bar{z}^k = u^{T+1} \otimes \Xi_{i,T}^{n} y^k - \bar{d}^k.
\]

Then, Eq. (29) can be rewritten as

\[
\begin{aligned}
\bar{e}^{k+1}_x &= \bar{PW} \bar{e}^k_x + \bar{z}^{k+1} - \bar{z}^k,
\end{aligned}
\]

since \( \bar{PW} \bar{e}^{k+1}_x = \bar{PW} (\bar{d}^{k+1} - \bar{d}^k) = \bar{0}_{n(\tau+1)} \), this added term, only introduced for the sake of proof, has no effect in our algorithm. Similarly define the average value \( \bar{x}^{k+1} = \frac{1}{n(\tau+1)} \bar{x}^k \). Then, from Eq. (24) and row-stochasticity of \( PW \), it is easy to show that \( \bar{x}^{k+1} = \bar{x}^k + c \bar{x}^k \), and

\[
\begin{aligned}
\bar{e}^{k+1}_x &= \bar{PW} \bar{e}^k_x + c \bar{e}^{k+1}_x = \bar{PW} \bar{e}^k_x + c \bar{e}^k_x + c(\bar{z}^{k+1} - \bar{z}^k).
\end{aligned}
\]

Rearranging the above terms in its compact form we get

\[
\begin{aligned}
\begin{pmatrix}
\bar{e}^{k+1}_x \\
\bar{e}^{k+1}_d
\end{pmatrix} &= \begin{pmatrix}
\bar{PW} & 0 \\
0 & \bar{PW}
\end{pmatrix} \begin{pmatrix}
\bar{e}^k_x \\
\bar{e}^k_d
\end{pmatrix} + c \begin{pmatrix}
\bar{z}^{k+1} - \bar{z}^k \\
\bar{z}^{k} - \bar{z}^k - \bar{z}^k
\end{pmatrix}.
\end{aligned}
\]

Note that the stability of the error dynamics (32) is determined by the eigen spectrum of the first row-block of the augmented matrix \( PW \). First recall that for bounded \( \bar{z}^k, \bar{z}^k \), from [9, Lemma 3], \( \rho(PW) < 1 \) (strict inequality) implies input-to-state stability with respect to \( \bar{z}^{k+1} - \bar{z}^k \), i.e., bounded and stable errors \( \bar{e}^k_x \) and \( \bar{e}^k_d \) if \( \bar{z}^{k+1} - \bar{z}^k \) is bounded and converges to 0 over time \( k \). Note that since \( |\bar{y}^k| \) is bounded by \( m_i, M_i \) (the box-constraint), hence follows the boundedness of \( \bar{z}^k \) and the errors \( \bar{e}^k_x \) and \( \bar{e}^k_d \).
**Theorem 1 (Convergence and Optimality):** Let \( y^* \) and \( x^* \) denote the optimal solution of primal and dual problems (1) and (3), respectively. Under Assumptions 1-5 and Algorithm 1,

1. The error norms \( ||e^k|| \) and \( ||w^k|| \), along with the feasibility-deviation term \( d^k \) converge to zero.
2. The sequence \( \{|x^k - x^0|^2 + e^2||z^k - y^0||^2\} \) is bounded and convergent (with \( x^* := 1/(n+1) x^T \)).
3. The primal-dual optimization variables satisfy \( \lim_{k \to \infty} y^k = y^* \) and \( \lim_{k \to \infty} x^k = x^* \).

**Proof:** See the Appendix.

**Remark 2:** The good news about DTAC-ADMM is that it is initialization-free as, \( d^0 \neq 0 \) in Eq. (25) implies that the algorithm converges for \( y(0) \neq b \) in general. Addressing uniform-connectivity, dynamic network topology, and possible model nonlinearities are still open for further research in this scenario.

**Remark 3:** The problem can be generalized to weighted coupling-constraints as

\[
\min_{y \in \mathbb{R}^n} \sum_{i=1}^{n} \Phi_i(y) = \min_{y_i \in \mathbb{R}} \sum_{i=1}^{n} \phi_i(y_i),
\]

subject to \( \sum_{i=1}^{n} (a_i y_i - b_i) = 0, \ y_i \in \mathcal{V}_i \) \hspace{1cm} (33)

with \( a_i \in \mathbb{R} \) as a weighting factor on the state \( y_i \). Then, the solution can be adjusted accordingly by substituting \( a_i y_i \), \( a_i b_i \), and \( a_i y_i \) in the right-hand-side of the Eq. (17) and (18) (the cost \( \phi_i(y_i) \) in (17) remains the same). An example application is given in the next section.

V. APPLICATION: SCHEDULING OVER ENERGY GRID

Consider the EDP for a group of \( n \) generators tasked to produce power according to a fixed demand over a specific time interval. The demand \( b \) may change over certain time intervals, and, thus, one key point is the so-called solution feasibility, referring to the global constraint \( \sum_{i=1}^{n} y_i = b \) to be held at the termination point, implying that the demand \( b \) needs to meet the produced power \( \sum_{i=1}^{n} y_i \). The solution can be either (i) all-time feasible or (ii) to gain feasibility sufficiently fast before the termination time. Then, the optimal solution is assigned to the generators, optimizing the following power generation cost model

\[
\min_{y} \sum_{i=1}^{n} \gamma_i y_i^2 + \beta_i y_i + \alpha_i, \hspace{1cm} (34)
\]

subject to \( \sum_{i=1}^{n} y_i = b, \ m_i \leq y_i \leq M_i \) \hspace{1cm} (35)

where parameters \( \gamma_i, \beta_i, \alpha_i \) follow the type of the generator \( i \) (i.e., oil-fired, coal-fired, etc).

As mentioned in Remark 2, DTAC-ADMM algorithm is initialization-free and for any non-feasible initial power generation in \([m_i, M_i]\) it can reach the demand value \( b = \sum_{i=1}^{n} b_i \). This is better illustrated in Fig. 1 and is an improvement over the existing coordination methods, e.g., [6]. We consider a network of \( n = 6 \) generators connected over a simple cycle network with self weights equal to 0.5 and other link-weights equal to 0.25. We run the algorithm over \( 10^4 \) iterations (stopping criteria). Note that in some literature, e.g. [15], the local box-constraints \( m_i \leq y_i \leq M_i \) are not addressed, while our solution perfectly handles these local constraints as shown in Fig. 1 (primal states). The case of \( \tau = 0 \) refers to the no-delay solution Distributed-Parallel-ADMM by [9]. Evidently, the performance of our delay-tolerant DTAC-ADMM is comparable with [9] while, further, handling network latency.

Following the formulation given by [27], [28], next we consider a more general problem: a combination of (thermal) batteries for energy reservation and the generators for energy production over the grid. The cost model then changes to

\[
\min_{y,w} \sum_{i=1}^{n_i} \gamma_i y_i^2 + \beta_i y_i + \alpha_i + \sum_{i=1}^{n_2} \zeta_i w_i, \hspace{1cm} (36)
\]

subject to \( \sum_{i=1}^{n_1} y_i = b + \sum_{i=1}^{n_2} w_i, \ m_i \leq y_i, w_i \leq M_i \) \hspace{1cm} (37)

with \( w_i \) denoting the reserved power (state) of battery \( i \). The feasibility constraint changes accordingly: the sum of produced power \( \sum_{i=1}^{n_1} y_i \) by \( n_1 = 4 \) generators is equal to the sum of reserved power \( \sum_{i=1}^{n_2} w_i \) by \( n_2 = 2 \) batteries plus the demand \( b \). Then, the problem can be formulated as in Remark 3, with \( a_i = 1 \) for the generators and \( a_i = -1 \) for the batteries and \( b_i = \frac{b}{n_1+n_2} \). The simulation is shown in Fig. 2 for a 2-hop network with 0.2 link weights and random \( M_i \) and \( m_i \). The elapsed time of the MATLAB R2021b simulation on an Intel Core i5 @ 2.40GHz processor RAM 8GB is 0.65 sec. The initial value of \( |d^0| \) = 5.64 reduces by order of \( 10^{-6} \) after 2400 iterations (0.156 sec), implying that, in practical applications, the feasibility can be gained sufficiently fast.
work. Relaxing the all-time network connectivity assumption to uniform connectivity over directed networks, and addressing possible model nonlinearities, e.g., quantization [3], [29] or clipping [2], in the ADMM-based formulation are other interesting research directions.

APPENDIX

In order to prove Theorem 1, we first prove the results for the homogeneously-delayed protocols (10)-(12) and then extend it to the heterogeneous case described by (17)-(19). The matrices \( W \) and \( PW \) follow the definitions in Section IV.

**Lemma 1**: The following holds under Assumptions 1-3 and dynamics (10)-(12).

\[
\phi_i(y_{i,k+1}^h) + x_{i,k+1}^h (y_{i,k+1}^h - y_i^*) \leq \phi_i(y_i^*). \tag{39}
\]

**Proof**: Following [24, Lemma 4.1] and Assumptions 1-3 we have

\[
\phi_i(y_{i,k+1}^h) + \left( \eta_i^k y_i + c(y_{i,k+1}^h - y_i^* + \delta_i^k) \right) \leq \left( \eta_i^k y_i + c(y_i - y_i^* + \delta_i^k) \right), \tag{40}
\]

for all \( y_i \in \mathcal{V}_i \). Substituting \( y_i = y_i^* \) and Eq. (18) and (19) the proof follows.

**Lemma 2**: The following holds under Assumptions 1-4 for the protocol (10)-(12)

\[
\|x^{k+1} - x^*\|^2 + 2c\|z^{k+1} - y^*\|e_k^{k+1} \leq \|x^{k+1} - x^*\|^2 + \|x^{k+1} - x^{k+1}\|^2, \tag{41}
\]

with \( z^{k+1} = y^{k+1} - d^{k+1} \).

**Proof**: We provide a general sketch of the proof, see details for the no-delay case in [9, Proposition 1]. Using the saddle point inequality for primal variable \( y \) and dual variable \( x \) in (3), we have \( \hat{L}(y^*, x) \leq L(y^*, x^*) \leq L(y^*, x^*) \).

Recalling that \( L(y^*, x^*) = \Phi(y^*) \), using (39) in Lemma 1 over the time-scale \( k + 1 - \tau \) to \( k + 1 \),

\[
\Phi(y^{k+1}) + (y^{k+1} - y^*)^T x^{k+1} \leq \Phi(y^*)
\]

\[
\leq \Phi(y) + (y^{k+1} - b)^T x^* = \Phi(y) + (y^{k+1} - y^*)^T x^*, \tag{42}
\]

where the last equality follows the feasibility of \( y^* \). Putting \( y = y^{k+1} \) and simplifying by algebraic manipulations, \( (y^{k+1} - y^*)^T (x^{k+1} - x^*) + (y^{k+1} - y^*)^T (x^{k+1} - x^{k+1}) \leq 0 \). From the definitions and using \( \eta_n y^* = b \), it follows that

\[
(y^{k+1} - y^*)^T (x^{k+1} - x^*) = \frac{1}{2} (x^{k+1} - x^*)^T (x^{k+1} - x^{k+1}) \leq (y^{k+1} - y^*)^T (x^{k+1} - y^*) + (y^{k+1} - y^*)^T (x^{k+1} - y^*),
\]

and the proof follows from the algebraic equality

\[
2 (x^{k+1} - x^*)^T (x^{k+1} - x^{k+1}) = \|x^{k+1} - x^*\|^2 + \|x^{k+1} - x^{k+1}\|^2 - \|x^* - x^{k+1}\|^2, \tag{43}
\]

**Corollary 1**: Let Assumptions 1-5 hold and assume \( d_k = I_{\tau_1} \otimes d_k, x_k = I_{\tau_1} \otimes x_k \), and \( y_k = I_{\tau_1} \otimes x_k \) (e.g., as \( k \to \infty \)). Then, Eq. (41) can be reformulated as

\[
\|x^\tau_{k+1} - x^*\|^2 + 2c\|z^{k+1} - y^*\|e_k^{k+1} \leq \|x^{k+1} - x^*\|^2 - \|x^{k+1} - x^\tau_{k+1}\|^2. \tag{44}
\]
with \( z^{k+1} = x^{k+1} - d^{k+1} \).

As discussed later in the proof of Theorem 1, the above corollary relates to the augmented formulation via dynamics (21)-(24) in limit as \( k \to \infty \).

**Lemma 3 (Homogeneous Delay):** Let Assumptions 4 hold and assume arbitrary homogeneous delay \( \tau \).

The modified augmented matrix \( \tilde{P} \) in (30) satisfies

\[
\rho(\tilde{P} W) = \rho(W) \frac{1}{\tau^{\tau}} < 1.
\]

**Proof:** Let \( \sigma_{\tilde{W}}(\lambda) \) represent the characteristic polynomial of the matrix \( W \). From [25, Lemma 4],

\[
\sigma_{\tilde{P} W}(\lambda) = \sigma_{W}(\lambda^{\tau} + 1).
\]

Let \( \lambda_i, i = 1, \ldots, n \) denote the roots of \( \sigma_{\tilde{W}}(\lambda) = 0 \); then, \( \lambda_{i}^{\tau} \) denote the roots of \( \sigma_{\tilde{P} W}(\lambda) = 0 \). This implies that \( \rho(\tilde{P} W) = \rho(W) \frac{1}{\tau^{\tau}} < 1 \).

**Lemma 4:** Under Assumptions 1, 2, and 4 with homogeneous delays \( \tau \) under dynamics (10)-(12) the following error-dynamics is convergent.

\[
e^{k+1} = F e^{k} + 1_2 \otimes c(z^{k+1} - z^k),
\]

with

\[
F = \begin{pmatrix}
\tilde{W} & 0_n \times n & \tilde{W} \\
0_n \times n & \tilde{W} & \tilde{W}
\end{pmatrix},
\]

along with \( z^{k+1}, x^{k+1}, \) and \( e^{k+1} \) following Eq. (41) in Lemma 2. Further, the sequence \( \| |x^{k+1} - x^k|^2 + c^2||z^{k+1} - y^k|^2 \| \) is convergent under dynamics (10)-(12).

**Proof:** To prove the convergence, from [9, Appendix], the following PD matrix is a valid Lyapunov matrix for the case of \( \tau = 0 \),

\[
Q = \begin{pmatrix}
2I_n & W_{inu} - 2I_n \\
W_{inu} - 2I_n & W_{inu} - 2W_{inu} + 2I_n
\end{pmatrix},
\]

with \( W_{inu} = (I_n - \tilde{W})^{-1} \). For \( \tau > 1 \), modify this PD matrix by using \( W_{inu} = (I_n - \tilde{W})^{-1} \) in (48) instead, and the proof of Lyapunov stability under homogeneous delays \( \tau \) follows. This implies that,

\[
\| 1_2 \otimes c(z^{k+1} - y^k) - e^{k+1} \|_Q^2 = \| 1_2 \otimes c(z^{k+1} - y^k) - e^{k+1} \|_Q^2 + 2(1_2 \otimes c(z^{k+1} - y^k)) Q(I_n - F) e^{k} + \| e^{k} \|_Q^2.
\]

Its combination with Lemma 2 proves the convergence of the sequence \( \| |x^{k+1} - x^k|^2 + c^2||z^{k+1} - y^k|^2 \| \). ■

**Corollary 2:** The stable error dynamics (46) in Lemma 4 can be reshaped into its augmented form by replacing

\[
\tilde{P} W = \begin{pmatrix}
0_n \times n & 0_n \times n & \ldots & 0_n \times n \\
I_n & 0_n \times n & \ldots & 0_n \times n \\
0_n \times n & I_n & \ldots & 0_n \times n \\
\vdots & \vdots & \ddots & \vdots \\
0_n \times n & 0_n \times n & \ldots & I_n
\end{pmatrix} W
\]

of size \( \tau + 1 \) into Eq. (21)-(24).

**Lemma 5:** Define the modified augmented matrix \( \tilde{P} W_r \) as follows: keep \( P_r \) and put all other \( P_l = 0_n \times n, \ l \neq r \),

\[
\tilde{P} W_r = \begin{pmatrix}
0_n \times n & P_r \circ \tilde{W} & 0_n \times n
\end{pmatrix}
\]

in (22), i.e., the first row block as

\[
(\tilde{P} W_r)_{\cdot \cdot 1} = \begin{pmatrix}
P_r \circ \tilde{W} & \ldots & 0_n \times n
\end{pmatrix}
\]

Replace \( I_n \) blocks in \( \tilde{P} W \) by \( \frac{1}{\tau^{\tau}} I_n \). Then, \( \tilde{P} W = \sum_{r=0}^{\tau} \tilde{P} W_r \) and \( \rho(\tilde{P} W_r) \leq \left( \frac{\rho(W)}{\tau^{\tau}} \right) \frac{1}{\tau^{\tau}} < 1 \) for \( \rho(W) < 1 \).

**Proof:** The proof follows similar to the proof of Lemma 5 in [25]. Note that the lower-triangular blocks of \( \tilde{P} W_r \) are scaled by \( \frac{1}{\tau^{\tau}} \). Let \( \sigma_{r, \tilde{P} W_r}(\lambda) \) denote the characteristic equation of matrices \( P_r \circ \tilde{W} \) and \( \tilde{P} W_r \). Then, from Eq. (25) in [25, Appendix],

\[
\sigma_{\tilde{P} W_r}(\lambda) \propto \lambda^{n(\tau - r)} \sigma_{r, \tilde{P} W_r}((\tau + 1)\lambda)^{r + 1}.
\]

Following Remark 1 we have \( \rho(P_r \circ \tilde{W}) \leq \rho(W) \) and the proof follows. ■

**Lemma 6 (Heterogeneous Delays):** Let Assumptions 4 and 5 hold. Then, \( \rho(\tilde{P} W) \leq \rho(W) \frac{1}{\tau^{\tau}} < 1 \) for \( \rho(W) < 1 \).

**Proof:** The proof follows from Lemma 3 and [25, Lemma 5]. Recall that, for heterogeneous delays \( \tau_{ij} = r \leq \tau \), function \( \rho(W) \frac{1}{\tau^{\tau}} \) is an increasing function of \( r \) for \( \rho(W) < 1 \), i.e., \( \rho(W) \frac{1}{\tau^{\tau}} \leq \rho(W) \frac{1}{\tau^{\tau}} < 1 \). Therefore, from the definition of \( \tilde{P} W \) in (22), the proof follows for general heterogeneous delays \( \tau_{ij} = r < \tau \). ■

Using Corollary 1-2 and Lemma 5-6 one can relate the convergence and optimality of the homogeneous and heterogeneous cases. Then, Proof of Theorem 1 is as follows.

**Proof:** The proof follows similar to Lemma 4. First, rewrite the error dynamics (32) as,

\[
e^{k+1} = F e^{k} + 1_2 \otimes c(z^{k+1} - z^k)
\]

with

\[
F = \begin{pmatrix}
\tilde{P} W_r & \tilde{P} W_r \\
0_n & \tilde{P} W_r
\end{pmatrix},
\]

\[
e^{k+1} = \begin{pmatrix}
e^{k+1} \\
e^{k+1}
\end{pmatrix}
\]

From Lemma 6, \( \rho(W) \frac{1}{\tau^{\tau}} < 1 \) and the eigenvalues lie inside the unit circle; thus, \( \rho(F) < 1 \) which implies stable error dynamics in the absence of \( z \) terms. Following the input-state stability as in Lemma 4 in the presence of \( z \) terms, rewrite \( F_r = \sum_{r=0}^{\tau} F_r \) with

\[
F_r = \begin{pmatrix}
\tilde{P} W_r & \tilde{P} W_r \\
0_n & \tilde{P} W_r
\end{pmatrix}
\]

and \( \tilde{P} W_r \) defined as in Lemma 5. Then, \( F_r \)'s follow similar structure as in Corollary 2 and Lemma 5 given for the homogeneous case. Then, the proof of Lyapunov stability and convergence can be restated similar to the homogeneous case for \( r = 0, \ldots, \tau \) and proof of part 1) follows similar to Lemma 4. Recall that part 1) implies that as \( k \to \infty \) the augmented vectors \( d^k, x^k, \) and \( y^k \) respectively converge to \( 1_{\tau + 1} \otimes d^k, 1_{n(\tau + 1)} \otimes x^k, \) and \( 1_{\tau + 1} \otimes y^k \). This follows the definition of error variables and \( d^k \) and implies that Corollary 1 holds. Then, in limit as \( k \to \infty, \) part 2) and 3) can be restated for non-augmented vector variables \( x^k, x^k, \)
\(y^*\) and \(z^*\). The proof of part 2) follows from Corollary 1. The proof of part 3) follows from [24, Lemma 4.1] for the non-delayed Distributed-Parallel-ADMM (7)-(9), and Lemma 2-4 for the homogeneous case. The sketch of the proof follows as: (i) adding and subtracting \((y^{k+1} - y^*)\), \(x^{k+1} - x^*\) to the augmented version of (42), (ii) \((y^{k+1} - y^*)\) \(\Phi(x) = (y^{k+1} - x)(x^* - x)\) which results from \(n = 1\) \(\Phi^k = \Phi^k\) for any feasible \(y\). Combining the steps (iv)-(v) and for sufficiently large \(k\) to reach feasibility, \(\lim_{k \to \infty} y^k = y^*\). The proof for local dual variables \(x^k_i\) follows similarly: (i) in limit as \(k \to \infty\) Corollary 1 holds, and from the definition of \(\tilde{\Phi}_k^*\) and \(\eta^k\) and some algebraic manipulations, Eq. (39)-(40) can be rewritten as \(\tilde{\Phi}_k(y^{k+1}) + (y^{k+1} - b)\tilde{x}^{k+1} \leq \tilde{\Phi}(y_i) + (y_i - b)\tilde{x}^{k+1}\) for all \(y_i \in Y\). (ii) this, by strong duality in Assumption 3, implies that \(f(x^{k+1}) = \tilde{\Phi}(y^{k+1}) + x^* + \tilde{x} - z^*\) \(\Phi(y) \geq \max_{x \in R^n} \sum_{i=1}^n f(x) + \lim_{k \to \infty} \Phi(y) + (y_i - \tilde{b})\tilde{x} \) \(\lim_{k \to \infty} x^k = 1_{n \tau+1} x^* = x^*\), and the proof follows. 
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