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Abstract The fusion of the heterogeneous sensors can greatly improve the environmental perception ability of mobile robots. And that the primary difficulty of heterogeneous sensors fusion is the calibration of depth scan information and plane image information for a laser rangefinder and a camera. Firstly, a coordinate transformation method from a laser rangefinder coordinates system to an optical image plane is given, and then the calibration of the camera’s intrinsic parameters is achieved by “Camera Calibration Toolbox’. Secondly, the intrinsic and extrinsic parameters are separated for calibration are proposed and compared, in which the characteristic parameters’ identification is according to some characteristic points on the intersection line. Then Gaussian elimination is utilized for the initial value. Furthermore, the parameters’ optimization using the non-linear least square and non-linear Gauss-Newton methods is devised for different constraints. Finally, the simulated and real experimental results demonstrate the reliability and effectiveness of extrinsic and intrinsic parameters’ separated calibration, meanwhile, the real-time analysis is achieved for robotic multi-sensor fusion.
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1. Introduction

The ability to perceive an unknown environment has been considered to be an important functionality for intelligent robots and autonomous navigation, with such an ability depending on its perception system to provide accurate data. Several diverse sensors of perception systems, including cameras, laser range finders, as well as GPS and IMU systems, are applied to the robot’s understanding of workplaces, each compensating for the drawbacks of each other sensor. Thus, the description of the environment may be more reliable. Among such sensors, the camera has been the most popular sensor for recognizing objects, but there are certain drawbacks whereby it may be too sensitive to light and faces certain limits in acquiring depth information. In general, laser range finders can give a more
accurate range measure; meanwhile, they are also used as the main sensor for autonomous navigation.

Some research groups have studied multi-sensor fusion technology for mobile robots. In 1989, Luo [1] summarized previous information fusion techniques for robotic applications. During recent decades, there has been significant progress in information fusion. Application instances of information fusion technology in mobile robots are listed in Table 1. From this table, we can conclude that the combined information from laser range finders and cameras for information fusion is viability.

| Mobile robot | Sensor                      | Operating environment       | Fusion method   |
|--------------|-----------------------------|-----------------------------|----------------|
| HILARE       | Vision, sound, laser ranging| Unknown artificial environment| Weighted average |
| CROWLEY      | Ultrasound, feeling         | Known artificial environment | Reliable factor weight |
| HERMIES      | Multi-camera, sonar matrix, laser ranging | Unknown artificial environment | Fuzzy rules |
| RANGER       | Semiconductor laser, feeling, ultrasound | Unknown outdoor 3-dimensional environment | Kalman filter |
| OXFORD SERIES | Camera, laser ranging, sonar | Known or unknown artificial environment | Kalman filter |
| SUPER SCOUT  | Sonar matrix                | Unknown artificial environment | Proof theory |
| ROBIN        | Camera, laser, feeling, sonar | Unknown artificial environment | Neural network |

Table 1. Application instances of information fusion technology in mobile robots.

Currently, laser range finders and cameras have different abilities to capture surrounding information, and combining the capabilities of the two can greatly improve the environmental perception of mobile robots. For example, Central South University[2] studied the MORCS-1 mobile robot based on laser rangefinder and camera information fusion. However, one of the major problems is to match the data provided by these different sensors. This difficulty can be reduced if the geometric transformations between the sensors are known.[3] At present, many scholars at home and abroad have proposed a variety of calibration methods [4-8] for a laser and camera that are widely used. The original non-linear calibration model of multiple LiDARs was reformulated as a second-order cone program (SOCP) on a mobile vehicle platform.[9] Meanwhile, the non-linear distortion of the camera was considered and the calibration parameters were determined with the least square error function in [10]. Furthermore, Zhang [11] proposed a flexible calibration technique that is based on observing a planar checkerboard pattern and solving for the constraints between a planar checkerboard calibration pattern from a camera and a laser range finder; it is one of the most successful and practical algorithms. As such, we utilize a part of Zhang’s algorithm in this paper. At present, some algorithms do not consider the relevance between the camera’s intrinsic parameters and its extrinsic parameters [6-7]. Instead, the intrinsic parameters and extrinsic parameters are mixed as a parameters matrix, which has led to the solution space becoming larger because of the occurrence of a worthless solution and increased errors for estimation and optimization. [12-13] separated the camera’s intrinsic parameters and extrinsic parameters, but they only gave a close-form or optimization solution, without analysing the analytical process itself. Therefore, in this paper we propose a reliable and real-time method to calibrate the heterogeneous sensors of a laser rangefinder and a camera system for data fusion. According to the principle of heterogeneous calibration and the data characteristics of the laser and the camera, the mapping relationship between the world coordinate system, the camera coordinate system and the image plane is discussed. Meanwhile, the calibration algorithm takes into account the separated intrinsic parameters and extrinsic parameters to be estimated, in order to improve the calibration’s accuracy and practicality. The non-linear least square and non-linear Gauss-Newton methods are utilized to optimize the parameters. Finally, the real-time experimental analysis is proved for the validity of the proposed method.

The rest of the paper is organized as follows: Section 2 describes the fusion platform of the laser rangefinder and the camera. In section 3, we introduce a coordinates mapping model from the laser rangefinder to the optical image plane. Section 4 shows how to calibrate the camera’s intrinsic parameters. Section 5 designs the camera’s intrinsic and extrinsic parameters separated estimation and optimization method, including an initial non-linear least square optimization for one constraint, and a non-linear Gauss-Newton optimization for the other constraint. Section 6 gives a comprehensive experimental analysis of a laser rangefinder and camera fusion calibration. Finally, Section 7 draws conclusions and makes prospective remarks.

2. Fusion Platform of a Laser Rangefinder and a Camera

The hardware of fusion platform mainly consists of a laser rangefinder and a camera; here the type of laser rangefinder is LMS291 [14], selecting a horizontal angle field of 180°, with a measuring interval angle of 1° and
setting the transmission rate at 500Kbps. The data structure of the laser rangefinder is a kind of matrix array, so a median filter is utilized to remove the noise data [15]. Moreover, two kinds of cameras can be chosen. One of the cameras is FFMV-03MTC-CS, using a 1394 transmission mode and its resolution of 640*480. The other camera is TOPBEST, using a USB transmission mode and its resolution of 640*480. The camera for the USB bus transmission mode works only for the experiments, while the camera for the IEEE 1394 bus can satisfy the demand for real-time requirements. Meanwhile, the heterogeneous sensors’ fusion platform’s software structure includes real-time data processing and a display module, a data storage module, an offline simulation module, a camera intrinsic parameters calibration module, and a parameter estimation and optimization module, as depicted in Figure 1.

3. Coordinate Transformation from Laser Rangefinder to Optical image Plane

The objects captured by the laser rangefinder constitute distance information of a depth plane in the space, while the objects collected by the camera are optical information according to the optical propagation principle. Due to the discrepancy of data acquisition principles, the images of the camera and the datum of the laser rangefinder are heterogeneous information. Hence, it is important to integrate these heterogeneous data into the same coordinate system for information fusion. Therefore, there are two main steps to mapping laser rangefinder information onto the optical images plane through coordinate transformation. Firstly, we need to obtain a relatively accurate transformation matrix according to an ideal physical model, which can ensure each datum captured by laser rangefinder mapping into the optical image coordinate system. Secondly, since the image coordinates of each pixel are discrete, it is necessary to utilize the grey-scale interpolation method for each coordinate transformation after spatial coordinate mapping, which can place them on the exact pixel points even if the coordinates of the four surrounding points are not integers.

3.1 Spatial Coordinate Transformation

Here, the laser rangefinder coordinates system is \( f(x, y, z) \), \( g(u, v) \) are the coordinates of the optical image plane, and the target object coordinates in the world coordinate system are \( h(x, y, z) \). The most widely-used model of camera is the typical pinhole camera [16]. The equation of the model is as in (1):

\[
\begin{pmatrix}
    u \\
    v \\
    1
\end{pmatrix}
= \frac{1}{z}
\begin{pmatrix}
    k_x & 0 & u_0 \\
    0 & k_y & v_0 \\
    0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
    x \\
    y \\
    z
\end{pmatrix}
\]

Where \( u, v \) represents the coordinates of the target point within the image plane, and \( x, y, z \) are the world coordinates of an object. Here, they are also considered as a point in the camera coordinate system. \( k_x, k_y \) are the scale factors along the axes of the pixel coordinates, which are defined as adjacent pixels’ physical distance ratios of horizontally and vertically respectively in optical images. Moreover, \( u_0, v_0 \) are the coordinates of the image centre in pixels, with \( f \) denoting the focal length. The orthonormal rotation matrix \( [\theta] = f(\theta, \theta, \theta) \) and translation vector \([T] = (t_1, t_2, t_3)\) are combined for transforming from the laser rangefinder depth information to the world (or camera) coordinate, and we obtain a conversion expression (2) according to coordinate transformation rules:

\[
\begin{pmatrix}
    x' \\
    y' \\
    z'
\end{pmatrix}
= \begin{pmatrix}
    w_1 & w_2 & w_3 & x \\
    w_1 & w_2 & w_3 & y \\
    w_1 & w_2 & w_3 & z
\end{pmatrix}
+ \begin{pmatrix}
    t_1 \\
    t_2 \\
    t_3
\end{pmatrix}
\]

So, substituting formula (2) into formula (1), the laser-depth coordinates are transformed into the optical image coordinates, such that (3) is acquired:

\[
\begin{pmatrix}
    u' \\
    v' \\
    1
\end{pmatrix}
= \begin{pmatrix}
    f_x & 0 & u_0 \\
    0 & f_y & v_0 \\
    0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
    w_1 & w_2 & w_3 & x \\
    w_1 & w_2 & w_3 & y \\
    w_1 & w_2 & w_3 & z
\end{pmatrix}
+ \begin{pmatrix}
    t_1 \\
    t_2 \\
    t_3
\end{pmatrix}
\]

According to eq. (3), the world coordinates of the object are denoted by \( z' = w_{13}x + w_{12}y + w_{11}z + t_3 \), so the points of the laser rangefinder mapping onto optical images are completed successfully.

3.2 Grey-scale interpolation

Since the coordinates of each pixel are discrete, it may fall on the non-integer pixel after the coordinate transformation. The interpolation method is needed to use after each coordinate transformation in order to fall on the exact pixel points. Hence, we use the neighbour interpolation method to realize grey-scale interpolation, as is depicted in Figure 2.
Here, the four surrounding points are calculated while the coordinates are not integers, firstly, four pixels' coordinates surrounding the laser rangefinder mapping point after spatial coordinate transformation are obtained. Secondly, the distance between the laser's mapping point and its four surrounding pixels is computed. Thirdly, the original laser rangefinder point coordinate is substituted by the minimum distance mapping pixel point coordinate.

4. The Calibration Pattern of the Camera’s Intrinsic Parameters

The camera parameters are classified into intrinsic parameters and the extrinsic parameters. Generally, the camera’s inherent characteristics and properties are determined by its intrinsic parameters, since they do not change relative to the pose and orientation of the camera. Furthermore, for a camera, if the focal length or the mechanical structures maintain invariability, its intrinsic parameters will remain fixed. However, the extrinsic parameters represent the pose and orientation information of the camera in the world coordinate system. Therefore, the extrinsic parameters can be denoted by the orthonormal rotation matrix and translation vector. As such, it is necessary to measure the intrinsic parameters and extrinsic parameters of the camera, especially the position and orientation of the target objects that are restored from the optical image to the spatial coordinate. This process is called ‘camera calibration’. Thus, the intrinsic and extrinsic parameters of the camera are indispensable to data fusion.[17]

From Figure 3, \((X_o, Y_o, Z_o)\) are the coordinates of \(P_o\) on the scene plane in the world system, the line between \(P_o\) and the camera interact with the optical plane on \(P_A\) which is an image ideal point, and its coordinate is called \((X_A, Y_A, Z_A)\). Meanwhile, \((X_D, Y_D, Z_D)\) are the coordinates of an actual image point \(P_D\) mapping \(P_A\) in the camera image plane. The rotation matrix \(R_D\) and the displacement translation vector \(T_D\) are used to describe the coordinate transformation [18] as in (4):

\[
\begin{bmatrix}
X_D \\
Y_D \\
Z_D
\end{bmatrix} =
\begin{bmatrix}
R_D & T_D \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
X_A \\
Y_A \\
Z_A
\end{bmatrix}
\]

(4)

Here, \(D\) is called the ‘camera extrinsic parameters matrix’, which is determined by the pose and orientation of the camera in the world coordinate system. Due to the distortion of the optical image, the change of focal length and the optical path’s centre line, \(P_A\) and \(P_D\) do not coincide. Consequently, it is necessary to define a transformation matrix to indicate the relative position between them. We assume that \(d_x\) and \(d_y\) are the distances of two adjacent pixels of the optical image in the directions of the X-axis and the Y-axis, \((u_0, v_0)\) are the intersection coordinates of the optical path’s centre line on the optical image plane, setting each pixel as a unit. According to the principle of pinhole imaging, we obtain:

\[
\begin{align*}
X_D &= f_x \cdot X_A + u_0 \\
Y_D &= f_y \cdot Y_A + v_0
\end{align*}
\]

Further, we can obtain the transformation relationship of the camera coordinate system mapping to the optical image coordinate system according to eq. (5):

\[
\begin{bmatrix}
X_D \\
Y_D \\
Z_D
\end{bmatrix} =
\begin{bmatrix}
X_A & Y_A & Z_A
\end{bmatrix}
\]

(5)

Figure 2. Flowchart of near interpolation method

Figure 3. Calibration of a camera: spatial-physical model
Where $M_A$ represents the camera’s intrinsic parameters matrix, which is determined by its inherent characteristics. Consequently, the relationship between the world coordinate system and the optical image coordinate system can be expressed as eq. (7) according to eq. (4) and eq. (6):

$$Z_0\cdot\begin{pmatrix} u_A \cr v_A \cr 1 \end{pmatrix} = M_A \cdot D \cdot \begin{pmatrix} X_c \cr Y_c \cr Z_c \cr 1 \end{pmatrix}$$  \hspace{1cm} (7)

Here, $D$ is the camera’s extrinsic parameters matrix, $M_A$ is the camera’s intrinsic parameters matrix, $(u_A, v_A)$ are the coordinates on the optical image, $(X_c, Y_c, Z_c)$ are the coordinates of $P_c$, and $Z_0$ is the coordinate of $P_0$ as shown in eq. (4). Therefore, the camera calibration algorithm is utilized to estimate its intrinsic parameters firstly, and then the intrinsic parameters are substituted into the next spatial coordinate transformation as the known parameters for data fusion. In this paper, Zhang’s algorithm is utilized for part of the camera’s intrinsic parameters’ calibration. Meanwhile, the ‘Camera Calibration Toolbox for MatLab’ of Jean-Yves Bouguet is adopted [19].

4.1 Calibration Checkerboard

The camera calibration board uses a planar checkerboard, as shown in Figure 4 (its grid side is 30mm).

![Figure 4. Camera calibration board](image)

4.2 Select Calibration Images

Multiple angle samplings are adopted by the camera calibration. Here, it is unnecessary to fix the positions and orientations for the camera’s intrinsic parameters’ calibration. Thus, we obtain lots of sampling data, as in Figure 5.

![Figure 5. Samplings of the calibration board](image)

4.3 Corner Search

In a clockwise direction, starting from the top left corner, the initial values of each corner point are set through the ratio of the selection box, as shown in Figure 6. Additionally, the side length of each small grid should be given before the calculation (e.g., 30mm). The system supposes the corner search range to be five pixels, and the process of the search is shown in Figure 6.

![Figure 6. Corner search](image)

4.4 Camera Calibration

Inputting the corner point information into Zhang’s parameter calibration tools, we can acquire the intrinsic parameters of the camera. Meanwhile, the Camera Calibration Toolbox for MatLab [17] is utilized; it can also output the extrinsic parameters of the camera in the three-dimensional coordinates, as shown in Figure 7.

![Figure 7. Output extrinsic parameters of the camera](image)

4.5 Intrinsic Parameters of Camera

After calculation, we obtain the intrinsic parameters as (8):

$$K = \begin{bmatrix} f_x & 0 & u_o \\ 0 & f_y & v_o \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} 755.49 & 0 & 353.05 \\ 0 & 754.57 & 246.65 \\ 0 & 0 & 1 \end{bmatrix}$$  \hspace{1cm} (8)

4.6 The Errors Analysis of Camera Calibration

The parameters of the camera are substituted into Eq. (7) and then the errors of the camera calibration are analysed by the ‘Camera Calibration Toolbox for MatLab’. The output errors’ distributions of the above camera calibration process are shown in Figure 8, with the different colours corresponding to different groups of the corner sets.

![Figure 8. The error distributions of the camera calibration](image)
The calibration of a camera is also considered to be an optimization problem, which is regarded as minimizing the distance between the features from the camera’s measured objects and their actual position. After calibration, since for any point of the world coordinate system we can connect it with the optical centre by a straight line, then this line will intersect with the optical plane. Therefore, its precise coordinates on the optical image can be located by this intersection point. The above is significant and crucial for the data fusion of the laser rangefinder and camera, which affects the fusion precision and efficiency closely.

5. Calibration of the Laser Rangefinder and Camera for Data Fusion

5.1 Intrinsic and Extrinsic Parameters’ Separated Estimation

Before the parameters’ analysis, the coordinate transform formula (9) is gained according to (3):

\[
\begin{bmatrix}
z_u \\
z_v \\
z_t
\end{bmatrix} =
\begin{bmatrix}
(f_x w_i + u_0 w_i) x_i + (f_y w_i + u_0 w_i) y_i + (f_0 w_i + u_0 w_i) c_i \\
(f_x w_i + u_0 w_i) x_i + (f_y w_i + u_0 w_i) y_i + (f_0 w_i + u_0 w_i) c_i \\
(f_x w_i + u_0 w_i) x_i + (f_y w_i + u_0 w_i) y_i + (f_0 w_i + u_0 w_i) c_i
\end{bmatrix} +
\begin{bmatrix}
f_x + u_0 \\
f_y + u_0 \\
f_0 + u_0
\end{bmatrix}
\]

(9)

Here, the laser rangefinder data are expressed in polar coordinates. As for the fusion platform, a camera is fixed to the top of the laser rangefinder, the laser rangefinder the Cartesian coordinates of a point are as in (10):

\[
\begin{align*}
x_i &= \rho \cdot \cos \theta \\
y_i &= \rho \cdot \sin \theta \\
z_i &= 0
\end{align*}
\]

(10)

Here, \( \rho \) is the measure distance of the laser rangefinder and \( \theta \) is its scan angle. As such, the rotation matrix \([\psi]\) is represented by the combination of rotation amounts along the direction of the Y-axis and the X-axis, so that \( \psi_{11} = \psi_{22} = \psi_{33} = 0 \).

We can define the coordinate transform formula eq. (9) in the form of eq. (11):

\[
\begin{bmatrix}
z_u \\
z_v \\
z_t
\end{bmatrix} =
\begin{bmatrix}
a_x x_i + b_x y_i + c_x \\
a_y x_i + b_y y_i + c_y \\
a_x x_i + b_x y_i + c_x
\end{bmatrix}
\]

(11)

In eq. (11), \( a_x = f_x w_i \), \( b_x = f_y w_i \), \( c_x = f_0 w_i \), \( a_y = f_x w_i \), \( b_y = f_y w_i \), \( c_y = f_0 w_i \), \( a_z = b_z = c_z = 1 \), so the parameters set to be determined by \((a, b, c)\) are non-linear. Here, \((x, y)\) are the discrete coordinates of the laser rangefinder and \((u, v)\) are the optical image coordinates. Meanwhile, assuming \((u, v)\) belongs to the intersecting line of the green board and the white board (shown in Figure 10), which satisfies the characteristic linear equation as shown in (12).

\[
Au + Bv = 1
\]

(12)

Here, \( A \) and \( B \) are the characteristic line parameters. However, the form of the traditional parameters’ estimation considers intrinsic and extrinsic parameters as mixed parameters, which ignores the intrinsic relevance among them. Therefore, the intrinsic and extrinsic parameters of camera are mixed for estimation, as (13) is given according Eqs. (11) and (12):

\[
A_a x_i + A_{b_x} y_i + A_{c_x} + B_a x_i + B_{b_y} y_i + B_{c_y} + a_x x_i - b_y y_i - c_y = 0
\]

(13)

The intrinsic and extrinsic parameters separate estimation is proposed in this paper, which considers all the camera’s intrinsic and extrinsic parameters, and divides them to be dealt with. Furthermore, the separated estimation equation of the camera’s intrinsic and extrinsic parameters is acquired as (14) according Eqs. (9) and (12):

\[
A_{f_x} x_i + A_{f_y} y_i + A_{f_0} + B_{f_x} x_i + B_{f_y} y_i + (A_{u_x} + B_{u_y} - 1)x_i y_i + (A_{u_x} + B_{u_y} - 1)x_i y_i + (A_{u_x} + B_{u_y} - 1)x_i y_i + (A_{u_x} + B_{u_y} - 1)x_i y_i + (A_{u_x} + B_{u_y} - 1)x_i y_i
\]

(14)

According to Eq. (13), the nine undetermined parameters of \( a_x, b_x, c_x, a_y, b_y, c_y, a_z, b_z, c_z \) are calculated for the mixed estimation of the intrinsic and extrinsic parameters. Whereas the separated estimation of the intrinsic and extrinsic parameters requires to solve the 13 parameters of \( f_x, f_y, u_0, v_0, x_0, x_1, y_0, y_1, a, b, c, \theta \) according to Eq. (14). Here, \( w_1 = w_2 = w_3 = 0 \) according (10). Thus, the mixed parameters are simpler than the separated estimation for the estimation number of the undetermined parameters, because the mixed estimation method of intrinsic and extrinsic parameters ignores the interrelation among the parameters. In fact, \((a, b, c)\) are almost dependent parameters. For instance, \( c_y = f_x f_1 + u_0 c_1 \), and \( c_0 = c_y = c_0 \), so \( c_0 \) can also represent \( f_x f_1 + u_0 c_1 \). Therefore, the parameters are not mutually independent. If a mutual relationship among these parameters is neglected, this will give rise to error increases. Meanwhile, for a certain range of parameters’ optimization, selecting their initial values is relatively challenging, which may bring about an inability to converge or obtain an optimal solution. Thus, we choose the separated estimation method of intrinsic and extrinsic parameters.

5.2 The Characteristic Parameters’ \((A, B, x, y)\) Identification

Since the relative position-orientation of the laser rangefinder and camera in the space coordinate system is unchanged, the intrinsic parameter matrix \((f_x, f_y, v_0, v_0)\) of the camera can be calibrated as all known variables. Thus, only the rotation matrix \([\psi]\) and the
displacement matrix \( [T] \) need to be estimated. Additionally, \((A, B, x, y)\) are also seen as the known parameters in Eq. (14), because they are calculated linearly by the characteristic line and points on the separating intersection. Here, we identify those characteristic parameters through any two characteristic points, which are extracted on the characteristic line of \( Axt + Byt = 1 \); this \( A \) and \( B \)'s characteristic parameters can be determined. Meanwhile, the laser rangefinder data \((x, y)\) are considered as the maximum curvature points in the intersection line of the scanning plane and the calibration plate, which are made sure to fall in line \( Axt + Byt = 1 \). Therefore, the maximum curvature object point is extracted from a series of points on the intersection with the calibration plate, such that \((x, y)\) are gained.

Moreover, lots of experimental data are needed to substitute into formula (14) so as to complete the solving and estimating of the other parameters. These various experimental data are obtained by altering the relative pose between the objects and the camera under different experimental surroundings. For instance, by changing the inclination of the object, or by adjusting the distance between the object and the camera. Significantly, it must be guaranteed that the laser rangefinder and optical image data are collected synchronously, so at least 15 groups of effective data are needed to build the equations for the other parameters’ estimation and solution.

5.3 The Optimization of the Calibration Parameters for Data Fusion

5.3.1 Initial Value

Gaussian elimination (also known as ‘row reduction’) is an algorithm for solving systems of linear equations. It is usually understood as a sequence of operations performed on an associated matrix of coefficients. This method can also be used to find the rank of a matrix, to calculate the determinant of a matrix, and to calculate the inverse of an invertible square matrix. In this paper, Gaussian elimination is utilized to choose proper initial values before the sub-optimization parameters. Its benefit to the optimization algorithm is to improve the parameters’ optimization performance, because the algorithm can search for the optimization solution within a certain range of initial values. For the homogeneous linear equations of Gaussian elimination, solutions are non-zero if, and only if, the determinants are equal to zero. However, the error and noise of measurement obstructs the coefficient matrix in meeting this requirement. We add a random noise \( e \) to make the equations satisfy non-zero solutions as with (15), and then Gaussian elimination is used to solve equations for the initial value:

\[
y = Mx + e
\]

The initial values of the optimized parameters are obtained via singular value decomposition (SVD), and so the parameters’ matrix \( H \) is calculated by the MatLab toolbox function of \( svd() \), the results of \( H \) is 

\[
\begin{bmatrix}
0.101643962176561, & -0.0000367875774005, & 1.61472210106329e-06, & -0.00119396034863761
\end{bmatrix}
\]

We then take this parameters’ matrix \( H \) as an initial value to put into the following parameter-optimizing process.

5.3.2 The Parameters’ Optimization

The non-linear least square and non-linear Gauss-Newton methods are utilized to optimize intrinsic and extrinsic parameters with certain constraints. In this paper, there are two constraints: one is a minimized sum of squared error, as shown in (16), where \( \epsilon = A\mu + B\nu - 1 \):

\[
\min \left\{ \sum_{i=1}^{n} [\mu_i + \nu_i - 1]^2 \right\}
\]

(16)

The other is the minimized sum of distances from points to lines, and (17) is the other constraint:

\[
\min \left\{ \sum_{i=1}^{n} [\mu_i^2 + \nu_i^2 - 1] \left[ \mu_i^2 + \nu_i^2 \right] \right\}
\]

(17)

Here:

\[
u = \left[ f(x_i + w_i, y_i + t_i) \right] \quad (18)
\]

\[
u = \left[ f(x_i + w_i, y_i + t_i) \right] \quad (19)
\]

Firstly, the initial values of \( H \) are optimized by the non-linear least square method under the first constraint (16), and then the optimized \( H \) is re-optimized by the non-linear Gauss-Newton method under the second constraint (17). As for the optimized initial values solved by SVD, they can be optimized by the least square method with the constraint formula (16). The MatLab toolbox can provide the non-linear least square optimization function of \( \text{lsqnonlin}() \) and the result is \( H = \left[ 1.07568368779805e-05, 2.51350684888328e-06, 1.163742235036e-05; -2.51987753199269e-06, 1.163742235036e-05 \right] \).

The parameters’ matrix \( H \) is obtained by a non-linear least square method, as an initial solution is substituted into the non-linear Gauss-Newton method to re-optimize under the constraint as with formula (17). The re-optimization function with the non-linear Gauss-Newton method in MatLab of the \( \text{lsqnonlin}() \) function is adopted. We get \( H = [0.00019303257936623, -3.55441635582671e-06, 4.24494611313552e-05, -3.2369791966e-05, -0.0001300088165, 3.28174820499138e-05, -0.004574681528351, -0.004521035061534961] \).
Hence, the generated result $H$ is optimized by the non-linear least square and non-linear Gauss-Newton methods, and the later parameters’ matrix $H$ can be substituted into a real-time data fusion system for the next computation.

6. Data Fusion Experiment Analysis of the Laser Rangefinder and Camera

6.1 Data Import of Heterogeneous Sensors

6.1.1 Data Import of the Laser Rangefinder Text File

Since the data imported by the laser rangefinder are a sequence of distance values, the distance value sequence is reverted to the scanning plane of the laser rangefinder. Therefore, it is more intuitive in selecting the appropriate coordinate origin for the characteristic points’ extraction and analysis. Additionally, assuming that the laser rangefinder coordinate is the origin point and setting the scanning plane as the coordinate system, we can obtain the planar graph through the coordinate’s restoration, as is shown in Figure 9(b).

6.1.2 Data Import of the Camera Picture File

The resolution of the image is $640 \times 320$, saved as a $640 \times 320 \times 3$ array, with each pixel point saved as three-channel values. Meanwhile, each channel is represented by 8-bit data, which means that each pixel is indicated by a 24-bit colour value. Here, the point in the upper left corner is defined as the coordinate origin of the image, as is shown in Figure 9(a).

6.2 Extraction of the Characteristic Parameters A, B of $Au+Br=1$

According to the characteristic line $Au+Br=1$ of the camera images - which is the intersection line of two calibration boards shown in Figure 10 - the characteristic line is able to be extracted by selecting any two points manually that are not coincident points on the image. In addition, those two points can determine the characteristic line. Finally, the characteristic parameters of A, B can be calculated.

6.3 Feature Point $P(x,y)$’s Extraction for the Laser Rangefinder

Before extracting feature point $P(x,y)$, the observational data in the intersection line of the laser rangefinder scanning plane and calibration plate first need to be collected. Moreover, the laser rangefinder data of the calibration board should be displayed as an ‘arrow’ pattern, since the pattern can be set manually. Furthermore, the two edges of the straight lines of the arrow-shaped pattern are extracted, and then the intersection of the two straight lines can be calculated to obtain $P(x,y)$. As is shown in Figure 11, the two-line intersection is the object feature point $P(x,y)$.

![Figure 9: Import data](image1)

(a) Camera data    (b) Laser rangefinder data

Figure 9, Import data

![Figure 10: Extraction of feature line](image2)

(a) Feature extraction

(b) Feature points extraction for one line

(c) Feature points extraction for the other line

Figure 10. Extraction of feature line

![Figure 11: Feature extraction of the laser rangefinder](image3)

Figure 11. Feature extraction of the laser rangefinder
6.4 Comparison of the Performance of the Mixed and Separated Methods for Intrinsic and Extrinsic Parameters

The mixed method and the separated method for intrinsic and extrinsic parameters are compared for the laser rangefinder and camera data fusion. Figure 12 shows three examples of the mixed method for intrinsic and extrinsic parameters, in which appear the apparent deviation errors in the black panes. However, the parameters’ separated method leads to fewer errors, as shown in Figure 13. Meanwhile, the performances of laser rangefinder points onto the image are more similar with actual situation, according to Figure 13.

(a) The first example (b) The second example (c) The third example
Figure 12, Performance of mixed intrinsic and extrinsic parameters fusion method

(a) The first example (b) The second example (c) The third example
Figure 13, Performance of the separated intrinsic and extrinsic parameters’ fusion method

Consequently, the performance of the parameters’ separated method for data fusion works more effectively according to Figure 14, and the sum of the squared error - as shown in (16) - is selected for comparing the performance of the separated parameters’ fusion method with the mixed parameters’ fusion method, as the sum of the squared error can represent the errors between the estimative value and the real value of the rotation matrix and translation vector.

Figure 14, Comparison of the separated parameters’ and mixed parameters’ fusion methods

6.5 Synchronized Collection and Heterogeneous Data Fusion

The robotic data fusion depends mostly on the accuracy of the calibration parameters and the data’s synchronized collection. If synchronized collection falls outside a certain time range, it will also lead to the fusion data being completely invalidated. Similarly, if the calibration parameters’ errors are larger, this will result in the failure of data fusion.

6.5.1 Synchronized Data Collection

This system mainly employs timers and multi-threaded data buffers. The implementation process involves the following steps: (1) Establish a single thread for laser rangefinder data sampling and put the laser rangefinder data into a buffer; (2) Establish a separate thread for camera image capturing and also put the camera image data into another buffer; (3) Set a timer with a 100 ms timing cycle; (4) When the timing cycle overflows, the program the acquired data of two buffers and then mark them with a time stamp; (5) Process the data; (6) Return to Step 3.

6.5.2 Heterogeneous Data Fusion

After the parameters’ optimization and synchronized data collection, the data fusion results can be displayed in the video output window, as shown in Figure 15.

(a) (b) (c) (d)
Figure 15, Real-time fusion results for some video scenes

Figure 16, Example of real-time fusion results
6.6 Real-time Analysis of the Fusion Experiment

When the fusion parameters are precise enough, the performance of real time is another key factor of the information fusion for a heterogeneous sensor system, it is directly related to whether the fusion algorithm can be applied to the mobile robot platform. As is shown in table 3, the real-time performance of the fusion algorithm is tested, and the statistics of running cycles include the data collection time, the fusion algorithm time and the display time (ms).

The average of running cycle is \( t_r = 109.35 \text{ms} \), and its variance is \( s^2 = 0.2394 \). The average time of data collection, fusion and display is only \( t_r = t_{dc} + t_f = 109.35 - 100 = 9.35 \text{ms} \), where \( t_r \) is the system timer cycle, and the cycles' distribution is depicted in Figure 17. According to the results, we conclude that the timer spends most of the time waiting for data collection and transmission. Furthermore, the experimental results show that the running cycle of 110 ms can meet the demands of a real-time system.

| Group | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
|-------|----|----|----|----|----|----|----|----|----|----|
| Time  | 109| 109| 110| 109| 110| 110| 109| 109| 109| 109|
| Group | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| Time  | 110| 109| 110| 109| 110| 110| 109| 109| 110| 109|

Table 3. Statistics of the running cycles for real-time analysis (ms)

7. Conclusion and Prospects

We have proposed a method for calibrating a heterogeneous multi-sensor system composed of a camera and a laser rangefinder. Zhang’s algorithm is adopted to calibrate the camera’s intrinsic parameters, and then the inherent properties of the camera are analysed. Moreover, the intrinsic and extrinsic parameters’ separated calibration is proposed for accurate fusion. Meanwhile, we design an experimental method to obtain the extrinsic parameters’ estimation by two intersecting calibration boards with a certain angles. Furthermore, we apply the non-linear least squares and Gauss-Newton methods to optimize the calibration parameters for different constraints. Lastly, the reliability of information fusion is ensured by the calibration parameters’ being separated.

In order to take full advantage of the laser rangefinder and camera information, there should be further steps to explore the characteristics of data fusion. For example, due to the vibration of the moving mobile robot, the slight flexibility of the sensors, and other factors, the relative pose between the laser rangefinder and the camera are often prone to minor changes, which decreases the accuracy and stability of the system. Therefore, we can add the dynamic adjustment of fusion parameters to ameliorate the system. In summary, the proposed calibration method for data fusion in the paper is an improvement on the traditional mixed fusion of intrinsic and extrinsic parameters. The experimental results and analysis indicate that the proposed calibration method can ensure the real-time nature and reliability of the multi-sensor information fusion.
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