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Voltage fluctuations generated in a hot resistor can cause extraction of heat from a colder normal metal electrode of a hybrid tunnel junction between a normal metal and a superconductor. We extend the analysis presented in Phys. Rev. Lett. 98, 210604 (2007) of this heat rectifying system, bearing resemblance to a Maxwell’s demon. Explicit analytic calculations show that the entropy of the total system is always increasing. We then consider a single-electron transistor configuration with two hybrid junctions in series, and show how the cooling is influenced by charging effects. We analyze also the cooling effect from nonequilibrium fluctuations instead of thermal noise, focusing on the shot noise generated in another tunnel junction. We conclude by discussing limitations for an experimental observation of the effect.
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I. INTRODUCTION

Thermal ratchets and related devices invoke unidirectional flow of particles by a stochastic drive originating from fluctuations of a heat bath. Analogously, thermal fluctuations can induce heat flow directed from cold to hot, which constitutes the principle of Brownian refrigeration. In recent literature, one can find two examples of a Brownian refrigerator. The first one employs the idea of Feynman’s ratchet and pawl, and demonstrates that a Brownian refrigerator can work in principle, whereas the second refrigerator relies on well-characterized properties of hybrid metallic tunnel junctions and presents thus an illustrative and concrete example of refrigeration by thermal noise.

In Ref. 10, it was demonstrated that thermal noise generated by a hot resistor (resistance $R$, temperature $T_R$) can, under proper conditions, extract heat from a cold normal metal (N) at temperature $T_N$ in contact with a superconductor (S) at temperature $T_S$ via environment-activated tunneling of electrons through a thin insulating barrier (I). At first sight, such an NIS junction seems to violate the second law of thermodynamics and act as Maxwell’s demon, allowing only hot particles to tunnel out from the cold normal metal. This process would lead to a decrease of entropy if the system was isolated. Yet the demon needs to exchange energy with the surroundings in order to function properly. Thereby, the net entropy of the whole system is always increasing. It is, however, interesting that one can exploit thermal fluctuations in refrigeration. In general, high-frequency properties of the electrical environment close to small tunnel junctions have been known for a long time to be important in determining the particle tunneling rates and hence the current-voltage characteristic in such systems. On the other hand, their influence on thermal transport has received less attention, motivating the study of heat currents in different electrical environments.

Cooling by electron tunneling is possible in a hybrid tunnel structure where one of the conductors facing the tunnel barrier has a hard gap in its quasiparticle density of states. An ordinary low-temperature Bardeen-Cooper-Schrieffer (BCS) superconductor, such as aluminum, is an ideal choice for this. In principle, though not experimentally verified, a semiconductor with a suitable energy gap could also be a choice. The other conductor can be a superconductor with smaller energy gap, a normal metal, or a heavily doped, metallic semiconductor. A hybrid NIS junction, or a contact of any type described above, can be characterized as a Brownian refrigerator under proper external conditions: the most energetic electrons are allowed to pass through the junction, whereas the low-energy electrons are forbidden to tunnel. This feature makes the hybrid junctions unique, well-characterized building blocks for energy filtering purposes.

Cooling of electrons in the N electrode is well understood in ordinary NIS junctions biased by a constant voltage, and it is utilized in practical electronic microrefrigerators. Recently, electronic cooling of a two-dimensional electron gas has also been demonstrated, based on energy-dependent tunneling through two quantum dots in series. In the case of an NIS junction subject to a noisy environment consisting of a hot resistor, the voltage fluctuations allow the most energetic electrons to tunnel from the cold normal metal, even under zero voltage bias across the junction. Figure 1 shows a schematic representation of the system. The phenomenon is analogous to photon-assisted tunneling with a stochastic source. The cooling is observed in a certain temperature range of the environment, $T_R > T_N$, where the distribution of thermal noise is suitable to excite hot electrons to tunnel through the NIS junction to the superconductor side. When the temperature $T_R$ is further increased, the fluctuating voltage of the hot resistor starts to extract also cold electrons from the normal metal, resulting eventually in heating of the island. The heat flow is nontrivial also when the resistor is at a lower temperature than the normal metal ($T_N > T_R$): heat flows into the hot normal metal, and the superconductor side tends to cool down. Thus the reversal of the temperature bias reverses the heat fluxes. Such a reversed heat flow cannot be realized in a conventional voltage-biased NIS refrigerator, for instance, by changing the polarity of the voltage bias.
FIG. 1. (Color online) (a) Illustration of an environment-assisted tunneling event in an NIS junction. Voltage fluctuations generated by the electromagnetic environment of the junction provide the energy $E' - E$ for the electron at $E$ to tunnel to available states at $E'$. The superconductor side above the energy gap. For positive $E' - E$, $P(E' - E)$ is the probability density for the quasiparticle to emit energy $E' - E$ to the environment, whereas $P(E - E')$ describes the probability to absorb the energy $E' - E$. Removal of high-energy electrons above the Fermi energy $E_F$ ($E > 0$, marked with the dotted line) results in refrigeration of the N island. $V$ denotes a constant dc bias voltage across the junction. For the Brownian refrigeration effect, $V = 0$, and only a fluctuating voltage over the junction is present. (b) Electrical diagram of the resistor (resistance $R$, temperature $T_R$) and the NIS junction (normal-state tunnel resistance $R_T$, temperatures $T_N$ and $T_S$ for the normal metal N and superconductor S, respectively). The parallel capacitance $C$ includes the junction capacitance and a possible shunt capacitor. The N side of the junction can be connected to the resistor via a superconducting line with a direct NS contact. (c) Thermal diagram of the system. The NIS tunnel junction acts as a Brownian refrigerator (BR) between the normal metal island and the superconducting electrode. $Q_{SN}$, $Q_{SS}$, and $Q_{RS}$ denote heat flows in the system. Heat is carried by tunneling electrons in $Q_{SN}$ and $Q_{SS}$, whereas the resistor is coupled to the NIS junction only via voltage fluctuations, and the heat exchange can be described in terms of photonic coupling. $P_{ext}$ denotes the externally applied power needed to raise $T_R$ over $T_N$. The electrons in the resistor, superconductor, and the normal metal island are assumed to be thermally coupled to the lattice phonons, described as a heat bath at temperature $T_0$.

The resistor and the junction can be connected by superconducting lines that efficiently suppress the normal electronic thermal conductance. Alternatively, the coupling can be capacitive instead of a direct galvanic connection, allowing one to neglect the remaining quasiparticle thermal conductance.\textsuperscript{24} In both cases, the N electrode of the junction can be connected to the superconducting line via a direct metal-to-metal SN contact, which provides perfect electrical transmission but, due to Andreev reflection, exponentially suppresses heat flow at temperatures below the superconductor energy gap.\textsuperscript{18,25} The size of the normal metal island is assumed to be small enough (small resistance compared to the tunnel resistance) to ignore the direct Joule heating by the voltage fluctuations. One should further keep in mind that, in an on-chip realization, the two subsystems, i.e., the NIS junction and the resistor typically in the form of a thin strip of resistive metal such as chromium, are connected through substrate phonons. However, with a careful design and with low substrate temperature, unwanted heat flow via electron-phonon coupling from the resistor to the junction can be reduced to a sufficiently low level in a practical realization of the device.

The text is organized as follows. In Sec. II, we first expand the analysis presented in Ref. 10 of a single hybrid junction exposed to the noise of a hot resistor. In particular, we give a transparent picture of the mechanism of Brownian refrigeration in this system and we make a systematic analysis in terms of different parameters affecting the cooling performance. In Sec. III, we present quantitative considerations of entropy production in the system. We move on to Sec. IV to analyze a single-electron transistor (SET) configuration, consisting of a double junction SINIS refrigerator subjected to thermal noise; here, charging effects of the small N island become relevant, and the heat currents can be controlled by a capacitively coupled gate electrode. In Sec. V, we discuss briefly more general, non-ohmic dissipative environments. Section VI considers the refrigeration by nonequilibrium fluctuations, e.g., by shot noise generated in another voltage-biased tunnel junction, instead of the thermal noise in an ohmic resistor. Finally, in Sec. VII, we discuss practical aspects toward an experimental realization of the Brownian refrigeration device.

II. A HYBRID TUNNEL JUNCTION

The operation principle of the Brownian tunnel junction refrigerator is illustrated in Fig. 1(a), showing how an electron in the normal metal can absorb energy $E' - E$ and tunnel into an available quasiparticle state above the energy gap $\Delta$ in the superconductor. Figures 1(b) and 1(c) display electric and thermal diagrams of the system, respectively. To calculate heat flows in the combined system of the NIS junction and the resistor, we utilize the standard $P(E)$ theory (for a review, see Ref. 26) describing a tunnel junction embedded in a general electromagnetic environment.\textsuperscript{27} This circuit is characterized by a frequency-dependent impedance $Z(\omega)$ at temperature $T_R$ in parallel to the junction. To illustrate the effects of the environment, we mainly deal with the special case of a resistive environment with $Z(\omega) \equiv R$ frequency-independent in the relevant range. The theory is perturbative in the tunnel conductance, and we assume a normal-state tunneling resistance $R_T \gg R_K$, where $R_K \equiv h/e^2 \simeq 26 \text{ k}\Omega$ is the resistance quantum.

A. Heat fluxes for a single junction in a dissipative environment

We start by writing down the heat fluxes associated to quasiparticle tunneling in a general hybrid junction biased by a constant voltage $V$, with normalized density of states (DOS) $n_i(E)$ in each electrode ($i = 1, 2$). We assume that the two conductors are at (quasi)equilibrium, i.e., their energy distribution functions obey the Fermi-Dirac form $f_i(E) = 1/[1 + \exp(\beta_i E)]$ with the inverse temperature $\beta_i = (k_B T_i)^{-1}$. Here, importantly, the temperatures $T_i$ need not be equal, and the energies are measured with respect to the Fermi level. In general, the electrode temperatures are determined consistently by the various heat fluxes in the complete system, usually via coupling to the lattice phonons.
The net heat flux out of electrode $i$ is given by
\[
\dot{Q}_i = \frac{1}{e^2 R_i} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dE dE' n_i(E) E f_i(E) P(E - E') \times \text{Re}[\rho(E + eV)(1 - f_i(E + eV)) + n_i(E + eV)(1 - f_i(E + eV))]
\]
which assumes the symmetries $n_i(E) = n_i(-E)$ and $f_i(-E) = 1 - f_i(E)$. In the case of Brownian refrigeration at $V = 0$, the heat transport at $T_i = T_f$ is only due to fluctuations in the environment. Equation (1) simplifies to
\[
\dot{Q}_i = \frac{2}{e^2 R_i} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dE dE' n_i(E) n_i(E) f_i(E) P(E - E') \times f_i(E) [1 - f_i(E')] P(E - E'),
\]
with $E_1 = E$ and $E_2 = -E'$, giving the heat extracted from electrode $i$. On the other hand, $E_1 = E' - E$ for heat extracted from the environment, manifesting the conservation of energy. The function $P(E)$ is obtained as the Fourier transform
\[
P(E) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} dt \exp[i(\omega t + \theta)],
\]
with the phase-phase correlation function $J(t)$ defined as
\[
J(t) = \langle \varphi(t) \varphi(0) \rangle - \langle \varphi(0) \varphi(0) \rangle = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega S_{\varphi}(\omega) [e^{-i\omega t} - 1].
\]
Here, $S_{\varphi}(\omega)$ is the spectral density of the phase fluctuation $\varphi(t)$ across the junction, i.e., the average value of $\varphi(t)$ satisfies $\langle \varphi(t) \rangle = 0$. For a given $Z(\omega)$ and a temperature $k_B T = \beta^{-1}$ of the environment, the uniquely defined $P(E)$ can be interpreted as the probability density per unit energy for the tunneling particle to exchange energy $E$ with the environment.\(^{20}\) with $E > 0$ corresponding to emission and $E < 0$ to absorption. The function $J(t)$ in Eq. (4) can then be written as
\[
J(t) = 2 \int_{0}^{\infty} d\omega \text{Re}[Z_{\varphi}(\omega)] \coth(\beta\hbar\omega/2) \times [\cosh(\omega t) - 1] - i \sinh(\omega t).
\]
Here, $Z_{\varphi}(\omega) = 1/[i\omega C + Z^{-1}(\omega)]$ is the total impedance as seen from the tunnel junction, i.e., a parallel combination of the “external” impedance $Z(\omega)$ and the junction capacitance $C$. Inserting $J(t)$ from Eq. (5) into Eq. (3), one importantly finds that $P(E)$ is (1) positive for all $E$, (2) normalized to unity, and (3) satisfies detailed balance $P(-E) = \exp(-\beta E) P(E)$. To relate $P(E)$ and $J(t)$ to more physical quantities, we use the fundamental defining relation between the phase $\varphi(t)$ and the voltage fluctuation $\delta V(t)$ across the junction. We have $\varphi(t) = (e/\hbar) \int_{0}^{t} dt' \delta V(t')$, from which it follows that $S_{\varphi}(\omega)$ is connected to the voltage noise spectral density $S_V(\omega)$ at the junction via $S_{\varphi}(\omega) = (e/\hbar)^2 S_V(\omega)/\omega^2$. Furthermore, $P(E)$ is well approximated in the limit $\pi R / k_B T_R \gg \beta E_C$ by a Gaussian of width $\sigma = \sqrt{2E_C k_B T_R}$ centered at $E_C = e^2/(2C)$, the elementary charging energy of the junction.\(^{26}\) Lowering $R$ transforms $P(E)$ toward a delta function at $E = 0$.

**B. Results for an NIS junction**

The main result of Sec. II A, Eq. (2), applies to a generic tunnel junction between conductors 1 and 2. An important special case is an NIS junction, where a BCS density of states with energy gap $\Delta$ in $S$ and approximately constant DOS in $N$ near $E_F$ make this system a particularly important example. In the following, we will consider the heat flows for an NIS junction with $n_N(E) = 1$, and a smeared BCS DOS $n_S(E) = \frac{1}{\sqrt{2\pi E^2}} \exp\left[\frac{E + i\gamma}{\sqrt{(E + i\gamma)^2 - \Delta^2}}\right]$.

In the superconductor. Here, the small parameter $\gamma$ describes the finite lifetime broadening of the ideally diverging BCS DOS at the gap edges.\(^{28}\) In all the numerical calculations to follow, we assume $\Delta = 200 \mu eV$ (aluminum) and $\gamma = 1 \times 10^{-3} \Delta$, unless noted otherwise. We limit to low temperatures so that the temperature dependence of $\Delta$ can be neglected. Assuming electrode 1 (2) to be of N (S) type in Eq. (2), we find explicitly
\[
\dot{Q}_N = \frac{2}{e^2 R_i} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dE dE' n_S(E') E \times f_S(E') [1 - f_S(E')] P(E - E')
\]
and
\[
\dot{Q}_S = \frac{2}{e^2 R_i} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dE dE' n_S(E') (-E) \times f_S(E') [1 - f_S(E')] P(E - E')
\]
for the heat extracted from $N$ and $S$, respectively. In Fig. 2, we compare the numerically calculated cooling powers $\dot{Q}_N$ for $R = 10 R_K$ and $R = 0.5 R_K$ as a function of $T_R / T_N$ at various charging energies $E_C$, i.e., capacitances $C$. The temperatures are fixed to $k_B T_N = k_B T_S = 0.1 \Delta$. Looking at the qualitative behavior of $\dot{Q}_N$, we notice that $\dot{Q}_N > 0$ in a large temperature range $T_N < T_R < T_R^{\text{max}}$, indicating refrigeration of the normal
become independent of \( T \) the corresponding optimum resistor temperature \( T_{R}^{\text{opt}} \) as a function of \( R \). The maximum cooling power, \( \dot{Q}_{\text{opt}} \), increases approximately linearly as a function of \( R \). At fixed \( R \), \( T_{R}^{\text{opt}} \) increases approximately linearly as a function of \( \Delta/E_{C} \), and starts to become independent of \( R \) at \( R \gtrsim R_{K} \).

Metal. The maximum cooling power, \( \dot{Q}_{\text{opt}} \), depends on \( R \) in a nontrivial manner, whereas the corresponding optimum resistor temperature \( T_{R}^{\text{opt}} / T_{N} \approx \Delta/E_{C} \) is sensitive mainly to the capacitance. We notice further that for \( \Delta > E_{C} \) better cooling power is obtained with large environmental resistances, whereas for \( \Delta \lesssim E_{C} \) the larger cooling power is found with \( R = 0.5R_{K} \). Comparing the \( \dot{Q}_{\text{opt}} \) values, the \( R = 10R_{K} \) curves fall below the \( R = 0.5R_{K} \) ones around \( \Delta \approx 1.5E_{C} \). Above a certain circuit-dependent temperature \( T_{R}^{\text{max}} \), the N island tends to heat up (\( \dot{Q}_{N} < 0 \)), which happens nontrivially also in the regime \( T_{R} < T_{N} \), i.e., heat flows into the “hot” normal metal island.

In Fig. 3, we plot the maximum cooling power and the corresponding optimum resistor temperature as a function of \( \Delta/E_{C} \). As evident from Fig. 2, for small junctions with \( E_{C} \gtrsim \Delta \), the cooling power is maximized at finite values of \( R \), and at large \( R \) the power \( \dot{Q}_{\text{opt}} \) is very small for \( E_{C} \gtrsim 2\Delta \). To further assess the efficiency of the refrigeration at \( T_{R}^{\text{opt}} \), we consider the ratio \( \eta = \dot{Q}_{N}/\dot{Q}_{R} = -\dot{Q}_{N}/(\dot{Q}_{N} + \dot{Q}_{S}) \). In a resistor with no other relaxation mechanisms but the coupling to the NIS junction, this quantity gives the ratio of the cooling power of N scaled by the power injected into the resistor under steady-state conditions (\( \dot{Q}_{R} = P_{\text{ext}} \)). However, in any experimental realization, \( \dot{Q}_{R} \ll P_{\text{ext}} \), which leads to very low overall efficiency. The temperature dependence of \( \eta \) at the maximum power is shown in Fig. 4 for various charging energies at a fixed \( R/R_{K} = 10 \). We have neglected the temperature dependence of \( \Delta \). Similar to Fig. 3, the dependence of \( \eta \) on \( R \) is weak for \( R \gtrsim R_{K} \). The behavior of \( \eta \) bears close resemblance to the coefficient of performance \( \eta_{0} = \dot{Q}(V)/[I(V)V] \) of an ordinary voltage-biased NIS junction in a low-impedance environment. For \( T_{R} \gg T_{N} \), \( \dot{Q}_{\text{opt}}^{N} \) goes through a maximum at a certain \( T_{R} \), whereas the corresponding \( \dot{Q}_{S} \) increases monotonously. The saturation of the maximum value of \( \eta \) toward large \( \Delta/E_{C} \) is related to the saturation of \( \dot{Q}_{\text{opt}}^{N} \). For \( E_{C} < k_{B}T_{N} \ll \Delta \), an analysis of the tunneling rates and the associated heat flows at the optimum point shows that each tunneling electron removes an average energy \( \approx k_{B}T_{N} \) from the N island. The energy deposited in the S electrode is \( \approx \Delta \) on the average, so that the efficiency is approximately \( \eta \approx k_{B}T_{N}/\Delta \).

In Ref. 10, two analytical approximations were derived for \( \eta_{0} \), assuming an idealized high-impedance environment with \( R \gg R_{K} \) at a high enough temperature \( T_{0} \) to utilize a Gaussian \( P(E) \). The first of these results was based on replacing the Fermi functions by their exponential tails, valid at low temperatures \( k_{B}T_{N} \gg R_{K} \). For the second approximation, the quadratic exponent of \( \langle P(E - E') \rangle \) was linearized around \( E = 0 \), whereas the correct form of \( f_{N}(E) \) was retained, resulting in a reasonable result for a wide range of \( R_{K}/T_{N} \). In Appendix A, we present another approximation valid at \( R \gg R_{K} \) and \( k_{B}T_{N} \ll \Delta \), shown in Fig. 2 as the dash-dotted lines. This is based on first performing a Sommerfeld expansion of the \( E \) integral in Eq. (7) in terms of \( k_{B}T_{N}/s \), and treating the remaining integral over \( E' \) as in the second approximation in Ref. 10. Since the S DOS is strongly peaked at the gap edge as evident from Eq. (6), electrons tunneling out of N end up mainly at energies near this threshold. Therefore, to understand qualitatively the behavior of \( \dot{Q}_{N} \) in Fig. 2, we may evaluate the integrand in Eq. (7) only at superconductor energies \( E' = \pm \Delta \).

Looking at the dimensionless quantities,

\[
F(\pm \Delta) = \int_{-\infty}^{\infty} dE E f_{N}(E) P(E \mp \Delta),
\]

we find that the cooling power depends on the overlap of the tail of the Fermi function and \( P(\pm \Delta) \). At high temperatures, \( T_{R} \gg T_{R}^{\text{max}} \), \( P(E - \Delta) \) is broad, and negative contributions from \( E < 0 \) outweigh those from \( E > 0 \). This corresponds to low-energy electrons from below the Fermi level tunneling to the gap edge in S. As a result, the dominant quantity \( F(\Delta) \) and therefore \( \dot{Q}_{N} \) turn negative. At \( T_{N} \gtrsim T_{K} < T_{R}^{\text{max}} \), the positive contributions outweigh the negative ones, resulting in a net
cooling effect. Finally, at \( T_R \ll T_N, T_S \), \( P(E) \) is very sharp, and mainly \( E < 0 \) in \( F(-\Delta) \) contribute via \( P(E + \Delta) \), leading to \( \dot{Q}_N < 0 \).

### III. Entropy Flow

In the previous section, we saw that heat can flow out of the N electrode when the resistor is held at temperature \( T_R > T_N \). Similarly, the S tends to cool for \( T_R < T_S \). Here we extend the analysis of Ref. 10, showing explicitly that the system obeys the second law of thermodynamics despite the counterintuitive heat fluxes.

We consider the total entropy production for a single NIS junction in an arbitrary equilibrium environment (“resistor”) obeying detailed balance, showing explicitly that it is always increasing. In the following, we assume the NIS junction and the resistor to form an isolated system and ignore couplings to the phonon bath. Let \( S \) be the rate of entropy production in the system composed of N, S, and R, at temperatures \( T_N, T_S, \) and \( T_R \), respectively. In general, the energy conservation \( \dot{Q}_N + \dot{Q}_S + \dot{Q}_R = 0 \) holds, as discussed after Eq. (2). In addition, we have the definition \( S = -\dot{Q}_N/T_R - \dot{Q}_S/T_S - \dot{Q}_R/T_R \).

We consider the general case of three unequal temperatures \( k_BT_N = \beta_N^{-1}, k_BT_S = \beta_S^{-1}, \) and \( k_BT_R = \beta_R^{-1} \). The above results can be combined to yield \( \dot{S}/k_B = (\beta_R - \beta_N)\dot{Q}_N + (\beta_R - \beta_S)\dot{Q}_S \). We find

\[
\dot{S} = \frac{2k_B}{e^2R_T} \int_0^\infty dE' P(E') \int_0^\infty dE n_S(E) \times \left[ (\beta_R - \beta_N)E'(f_S(E+E') - e^{-\beta_R E} f_N(E-E')) + f_S(E)(1-e^{-\beta_R E})[1-f_S(E+E') - f_N(E-E')] \right.
\]

\[
+ (\beta_S - \beta_N)E[f_S(E+E') + e^{-\beta_S E} f_N(E-E')] + f_S(E)(1-e^{-\beta_S E})[f_N(E+E') - f_S(E+E')] - 1 - e^{-\beta_S E} \right].
\]

(10)

Here, we utilized the detailed balance of \( P(E') \) and the symmetry \( n_S(-E) = n_S(E) \) of the S DOS. This equation should hold for any form of positive \( P(E') \) and (symmetric) \( n_S(E) \). In order to show that \( \dot{S} > 0 \), we have therefore to demonstrate that the integrand \( \mathcal{I} \) on the last five lines in Eq. (10) is positive for any value of \( E, E', \beta_N, \beta_S, \) and \( \beta_R \).

In the following, we assume the distribution functions in N and S to be of the equilibrium form \( f_i(E) = 1/(1 + e^{\beta_i E}) \). After straightforward manipulations (see Appendix B for details), the last five lines in Eq. (10) transform into

\[
\mathcal{I} = N_S(e^X - 1)X + N_A(e^Y - 1)Y.
\]

(11)

Here, the quantities

\[
N_S = \frac{e^{-\beta_N E} e^{\beta_S(E+E')}}{(1 + e^{\beta_N E})(1 + e^{\beta_S(E+E')}),}
\]

(12)

\[
N_A = \frac{e^{\beta_S(E-E')}}{(e^{\beta_S(E-E')} + 1)(1 + e^{\beta_S E})}
\]

(13)

are always positive. We also defined the combinations \( X = (\beta_S - \beta_N)E + (\beta_R - \beta_S)E' \) and \( Y = (\beta_S - \beta_N)E - (\beta_R - \beta_S)E' \). Now, for any value of \( X \) and \( Y \), the functions \( (e^X - 1)X \) and \( (e^Y - 1)Y \) in Eq. (11) are positive or zero. Thus, since \( N_S \) and \( N_A \) are always positive, we find that \( \mathcal{I} \geq 0 \) for any value of \( X \) and \( Y \), and hence \( \dot{S} \geq 0 \) always.

### IV. Noise Cooling in Two-Junction SINIS with Coulomb Interaction

In this section, we analyze the refrigeration effect combined with charging effects in a double junction SINIS configuration, i.e., a hybrid single-electron transistor (SET) with a small N island connected to S leads via two tunnel junctions of the NIS type. Figure 5(a) shows such a SINIS structure coupled to a general environment \( Z(\omega) \), and the various tunneling rates in the system. The two junctions are assumed to be characterized by resistances \( R_{T,i} \) and capacitances \( C_i \) \((i = 1, 2)\). We assume charge equilibrium to be reached before each tunneling event, so that the state of the system can be characterized by \( n \), the number of excess electrons on the island. The allowed values of \( n \) can be controlled by the gate voltage \( V_g \), coupled capacitively to the island via \( C_g \).

We assume the gate capacitance \( C_g \) to be much smaller than the junction capacitances, but the voltage \( V_g \) to be large enough so that the only effect of the gate is an offset \( n_g = C_g V_g/e \) to the island charge. Following Refs. 26, 29, and 30, it is straightforward to calculate numerically the net heat flux \( \dot{Q} \) out of the island in terms of the heat fluxes \( \dot{Q}_{i,n} \) through junction \( i \) with the island in state \( n \). This is accomplished by solving a steady-state master equation that gives the occupation probability of each charge state \( n \), determined by the tunneling rates \( \Gamma_{\pm,i}^\pm \).

The difference to the case of a single junction in an environment becomes evident in Fig. 5(b). We neglect cotunneling effects and assume the tunneling events to be uncorrelated, so that the other junction can be viewed simply as a series capacitor. Concentrating on tunneling in junction 1, the upper half of Fig. 5(b) displays the circuit of Fig. 5(a) as seen from junction 1. It can be transformed into an equivalent
single junction circuit shown in the lower half, consisting first of an effective impedance \( \kappa_i^2 Z(\omega) \), where \( Z_1(\omega) \) is as in Eq. (5), but defined in terms of the series capacitance \( C = C_1 C_2/(C_1 + C_2) \), i.e., \( Z_1(\omega) = 1/[i\omega C + Z^{-1}(\omega)] \). The reduction factors \( \kappa_i = C/C_i < 1 \) (\( i = 1, 2 \)) show the weakened effect of the external impedance \( Z(\omega) \) due to shielding by the second junction capacitance. In addition, the transformed circuit contains a capacitance \( C_1 + C_2 \) and a voltage source with voltage \( \kappa_1 V \). The series capacitance does not influence the real part of the total external impedance, and for Brownian refrigeration we consider only \( V = 0 \) in the end. The circuit for junction 2 is identical, except \( \kappa_1 \) is replaced by \( \kappa_2 \) and the voltage \( V \) is inverted. Apart from charging effects, in the important special case of \( Z(\omega) = R \) and identical junctions \( R_{T,1} = R_{T,2} = R_T, C_1 = C_2 = C \), we can directly apply the analysis of Sec. II to the double-junction system if the resistance is replaced by \( R^* = R/4 \) and the capacitance by \( C^* = 2C \).

Figure 6 displays the total cooling power \( \dot{Q} \) out of the N island for a SINIS structure with \( \Delta/E_\Sigma = 2 \). The curves correspond to various values of the resistance \( R/R_K \) and the extreme values of the gate charge \( n_g \). Here, \( E_\Sigma = e^2/(2C_\Sigma) \) denotes the charging energy of the two-junction system with the \( \text{total capacitance } C_\Sigma = C_1 + C_2 \). We assume a symmetric structure with \( R_{T,1} = R_{T,2} = R_T \) and \( C_1 = C_2 = C \). As expected, in a SINIS with large junctions (\( \Delta/E_\Sigma \gtrsim 10 \)), the charging effects do not affect the cooling power. In contrast, with smaller junctions (\( \Delta/E_\Sigma \lesssim 2 \) as in Fig. 6) the cooling power depends strongly on the gate charge \( n_g \). As a consequence of rescaling the circuit parameters in the SINIS configuration, better cooling power per junction is achieved, in general, with a single NIS junction when compared to SINIS with two junctions of the same size. However, with small junctions (\( \Delta/E_\Sigma \lesssim 2 \)), greater cooling power can be reached in the SINIS circuit. Interestingly, in the “gate closed” position \( n_g = 0 \), maximum Coulomb blockade in a voltage-biased SET), we find nontrivial solutions for the heat fluxes for small junctions. In Fig. 6, the gate voltage is seen to reverse the heat fluxes at \( R_K < T_N \) instead of only suppressing them close to zero in the “gate closed” position. Single-electron effects in zero voltage-bias refrigeration in an NIS junction are discussed also in Ref. 31. There, the influence of a deterministic radio-frequency signal applied to the gate was analyzed, assuming negligible effect from the environment \([P(E) = \delta(E)]\). With ultrasmall tunnel junctions in general, the electronic refrigeration is sensitive to single-electron effects.

Figure 7 emphasizes the gate dependence of \( \dot{Q} \), already evident in Fig. 6. The gate-dependent maximum cooling power is shown for symmetric SINIS structures with \( \Delta/E_\Sigma = 4, 3, 2, \) and 1, assuming fixed \( R^* = R_K \) and \( k_B T_N = k_B T_S = 0.1 \Delta \).

V. OTHER TYPES OF DISSIPATIVE ENVIRONMENTS

Up to this point, the environment parallel to the junction capacitance was assumed to be purely ohmic with \( Z(\omega) = R \) independent of frequency. In this section, we analyze three examples of frequency-dependent \( Z(\omega) \). These include a lumped inductance in series with the hot resistor, a distributed model treating the resistor as an RLC transmission line, and finally a lumped resistor connected to the junction via a lossless LC transmission line.

![FIG. 8. (Color online) Models for non-ohmic junction environments. (a) Junction environment formed by an inductance \( L \) in series with the resistance \( R \). (b) Symmetric distributed model showing the transformation to two standard transmission lines.](image)
A. Series inductance

If an inductance $L$ connects the environmental resistance $R$ to the junction capacitance $C$ as in Fig. 8(a), the total impedance is given by

$$Z_0(\omega) = \frac{R}{R_k} \frac{1 + i Q^2 (\omega/\omega_R) - Q^2 (\omega/\omega_R)^2}{1 + i (\omega/\omega_R) - Q^2 (\omega/\omega_R)^2},$$

where $Q = \omega_R/\omega_0$ is the quality factor with $\omega_L = 1/\sqrt{LC}$ and $\omega_R = 1/(RC)$. Numerically calculated finite-$Q$ cooling powers $Q_N$ for $R = R_k$ and $\Delta/E_C = 5$ are shown in Fig. 9(b). The series inductance filters out part of the high-frequency tail of the noise spectrum, thereby enhancing the cooling effect. However, the quality factor can be written in the form $Q = \sqrt{(L/\pi HT)/(C/\pi FT)}(R/1 \Omega)$. For typical experimental values of $C \approx 1 \text{ fF}$ and $R \approx R_k$, it then becomes evident that most typical on-chip inductances $L \ll 1 \mu\text{H}$ will result in $Q \ll 1$, and the RC circuit of Sec. II B is an adequate description of the system.

B. Lossy transmission line

To model an on-chip resistor taking also stray capacitance into account, we characterize it in terms of a resistance, capacitance, and inductance per unit length, denoted by $R_0$, $C_0$, and $L_0$, respectively. The top half of Fig. 8(b) sketches a distributed model of the NIS junction environment, and the bottom half shows the transformation to two standard two-port RLC transmission lines in series, each of length $l$ and terminated by an impedance $Z_L/2$. For a single transmission line terminated by a load impedance $Z_L/2$ at the position $x = l$, the impedance at $x = 0$ reads

$$Z(\omega) = Z_0 e^{2ill} - \lambda e^{2ill}/\lambda,$$

with the wave number $k = \sqrt{-(i\omega R_0 C_0 + \omega^2 L_0 C_0)}$, the characteristic impedance $Z_0 = \sqrt{(R_0 + i\omega L_0)/(i\omega C_0)}$, and the reflection coefficient $\lambda = (Z_0 - Z_L)/(Z_0 + Z_L)$. Here, $Z_0$ gives the impedance of a semi-infinite transmission line. In Fig. 10(a) we plot $P(E)$ at $T_R = 5T_N$ and in Fig. 10(b) $Q_N$ as a function of $T_R$ for a single NIS junction, assuming $Z_L = 0$. Each of the two transmission lines is described by a fixed $L_0 = 1.25 \mu\text{H/m}$ and $C_0 = 25 \text{ pF/m}$, whereas $R_0 = R_k/l$ is changing as $l$ varies from 25 to 250 $\mu\text{m}$. The values of $L_0$ and $C_0$ are feasible for a resistor consisting of a thin and narrow strip of a resistive metal or alloy. Figure 10(b) illustrates how the nonzero stray capacitance reduces the cooling power. On the other hand, the distributed inductance can be neglected, and the results are almost indistinguishable from those of an RC transmission line.

C. Lossless transmission line

Instead of distributing the resistance $R$ along the transmission line, here we calculate $Q_N$ for a lossless LC line with $R_0 = 0$ and $Z_L = R_k$. Figure 11(a) shows $P(E)$ at $T_R = 5T_N$.
V. COOLING BY SHOT NOISE

So far, the analysis has been limited to equilibrium fluctuations as the origin of the noise-induced cooling power out from the normal metal electrode. In this section, we expand the treatment to include a special case of nonequilibrium fluctuations: we focus on the system consisting of an NIS junction coupled to the shot noise generated by another, on-chip, voltage-biased tunnel junction. To be more specific, we analyze the circuit illustrated in Fig. 12, where the NIS junction is coupled capacitively (via on-chip coupling capacitor of capacitance $C_C$) to two sources of shot noise, tunnel junctions A and B. The former is again characterized by the tunnel resistance $R_T$, capacitance $C$, and temperatures $T_N$ and $T_S$, whereas the corresponding values for the latter two read $R_A$ and $R_B$, $C_A$ and $C_B$, and $T_A$ and $T_B$, respectively. Junctions A and B in series are biased by a constant voltage $V_N$, producing an average current $I_N$ as well as the current fluctuations $\delta I_A$ and $\delta I_B$. Voltages across individual junctions are denoted by $V_A$ and $V_B$. The two noise source junctions are shunted by impedance $Z_D$, e.g., a large capacitance $C_D$. In the following, either $Z_D$ or the voltage-biasing circuit itself are assumed to act effectively as a short at the relevant frequencies. For most of the discussion to follow, we limit for simplicity to fully normal NIN junctions as the noise generators, although some of the results apply to any type of hybrid tunnel junctions.

With nonequilibrium fluctuations present, the tunneling rates across the NIS junction can in general no longer be written in terms of a single function $P(E)$ defined by Eq. (3). Instead, we find

$$\Gamma^+ = \frac{1}{e^2 R_T} \int_{-\infty}^{\infty} dE \int_{-\infty}^{\infty} dE' n_i(E) n_j(E' + eV) \times f_i(E)(1 - f_j(E' + eV)) P^+(E - E')$$

for the forward tunneling rate from electrode $i$ to $j$. Analogously, the backward rate reads

$$\Gamma^- = \frac{1}{e^2 R_T} \int_{-\infty}^{\infty} dE \int_{-\infty}^{\infty} dE' n_i(E) n_j(E' + eV) \times [1 - f_i(E)] f_j(E' + eV) P^-(E - E').$$

Here, the functions

$$P^\pm(E) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} dt e^{iE t/\hbar} (e^{i\phi(0)} e^{-i\phi(t)}) e^{\mp i\phi(0)}$$

have a similar interpretation to the $P(E)$ of Eq. (3) valid for an equilibrium environment of the NIS junction in terms of energy absorption and emission. However, for non-Gaussian noise, they are not necessarily equal to each other, and the statistical averaging over the environment is hard to perform. An extension of the $P(E)$ theory to a nonequilibrium environment with possibly nonzero higher cumulants is considered also in Ref. 33. In the following, we limit ourselves to effects arising from the second cumulant of the shot noise, and set $P^\pm(E) = P(E)$. This corresponds to performing a cumulant expansion of the quantities $(e^{i\phi(t)} e^{-i\phi(0)})$ and keeping only the first nonvanishing terms, which is justified if the expansion is converging quickly. Following Ref. 32 and assuming the

FIG. 12. Circuit for studying shot-noise-induced cooling in a hybrid tunnel junction: an NIS junction of resistance $R_T$ and capacitance $C$ is coupled capacitively through $C_C$ to two voltage-biased NIN junctions A and B that generate shot noise. The noise is described by the current fluctuations $\delta I_i$, and the junction parameters include the resistance $R_i$, capacitance $C_i$, bias voltage $V_i$, and temperature $T_i$ ($i = A, B$).
For stationary and uncorrelated fluctuations $\delta I_{A,B}(\omega)$, the spectral density $S_\nu(\omega)$ of voltage noise $\delta V(\omega)$ at the NIS junction is then related to the spectral densities $S_{I_{A,B}}(\omega)$ of $\delta I_{A,B}(\omega)$ via

$$S_\nu(\omega) = |Z_T(\omega)|^2 [S_{I_A}(\omega) + S_{I_B}(\omega)].$$

(21)

Based on this relation, the phase noise spectral density is given by

$$S_y(\omega) = \left( e^\frac{2}{\hbar} \right)^2 \frac{1}{\omega^2 |Z_T(\omega)|^2} [S_{I_A}(\omega) + S_{I_B}(\omega)].$$

(22)

The remaining task to obtain the correlation function $J(t)$ from Eq. (4) and using it to calculate $P(E)$ from Eq. (3) reduces hence to specifying the intrinsic current noise spectral densities $S_{I_{A,B}}(\omega)$ appearing in Eq. (22). For tunnel junction A, one finds

$$S_{I_A}(\omega) = \frac{e I_{A}^\text{eq} (\hbar \omega/e + V_A)}{1 - \exp \left( \frac{\hbar \omega + e V_A}{k_B T_A} \right)} + \frac{e I_{A}^\text{eq} (\hbar \omega/e - V_A)}{1 - \exp \left( \frac{\hbar \omega - e V_A}{k_B T_A} \right)},$$

(23)

where $I_{A}^\text{eq}(V_A)$ denotes the dc quasiparticle current through the junction at the bias voltage $V_A$, and $T_A$ denotes its equilibrium temperature. A similar result holds for junction B. For NIN noise sources, Eq. (23) is identical to an expression for $S_{I_A}(\omega)$ derived from a scattering matrix calculation.

With $\beta_A = 1/(k_B T_A)$, and $F_A$ denoting the (second-order) Fano factor of the junction. Here we identify the two independent noise sources $S_{I_A}(\omega) = S_{I_A}^{eq}(\omega) + S_{I_A}^{\text{shot}}(\omega)$, where $S_{I_A}^{eq}(\omega) = (\hbar \omega/R_A) [\coth (\beta_A \hbar \omega/2) + 1]$ is the equilibrium, i.e., zero-bias contribution to the spectral density, and the shot-noise part is defined as the second term in Eq. (24). It is worth noting that the higher-order phase correlations $P(E)$ can be written as in Eqs. (3) and (4) in terms of the spectral density of the phase fluctuations across the junction, and the problem reduces to specifying this quantity in the presence of shot noise. We start by analyzing the circuit of Fig. 12 to arrive at a relation connecting the voltage fluctuation $\delta V(\omega)$ across the NIS junction to the intrinsic current fluctuations $\delta I_{A}(\omega)$ and $\delta I_{B}(\omega)$ of the two source junctions. Assuming $Z_D$ to be negligibly small, we obtain $\delta V(\omega) = Z_T(\omega) [\delta I_{A}(\omega) - \delta I_{B}(\omega)]$ with the transimpedance $Z_T(\omega) = R_{\text{eff}}/(1 - i \omega R_{\text{eff}} C_{\text{eff}})$. Here, the effective resistance $R_{\text{eff}}$ and effective capacitance $C_{\text{eff}}$ are related to parameters of the circuit elements by

$$R_{\text{eff}} = \frac{C_C}{C_C + C_{AB}}, \quad C_{\text{eff}} = \frac{C_A + C_B + C_{AB}}{C_C} C.$$  

(19)  

(20)

Similarly, $J(t) = J^{eq}(t) + J^{\text{shot}}(t)$, with

$$J^{eq/\text{shot}}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \, S^{eq/\text{shot}}(\omega) e^{-i\omega t} - 1.$$  

(26)

Starting with $J^{eq}(t)$, we have explicitly

$$J^{eq}(t) = \left( \frac{R_{\text{eff}}}{R_A} \right) J^{RC}(t; R_{\text{eff}}, C_{\text{eff}}, T_R) + \left( \frac{R_{\text{eff}}}{R_B} \right) J^{RC}(t; R_{\text{eff}}, C_{\text{eff}}, T_B),$$  

(27)

where $J^{RC}(t; R, C, T)$ denotes the equilibrium $J(t)$ of Eq. (5) for a resistance $R$ at temperature $T$ in parallel with the circuit cutoff frequency $\omega_C$ to be smaller than the intrinsic frequency scales of the cumulants, we can estimate that the requirement $R_{\text{eff}}/R_K < 1$ should be satisfied for fast decay of the higher-order terms. Here, $R_{\text{eff}}$ is the effective noise source resistance seen by the NIS junction. It depends on the intrinsic resistances $R_A$ and $R_B$ as well as the various capacitances in Fig. 12, as will be shown below.

Assuming weak effects from the higher-order phase correlations, $P(E)$ can be written as in Eqs. (3) and (4) in terms of the spectral density of the phase fluctuations across the junction, and the problem reduces to specifying this quantity in the presence of shot noise. We start by analyzing the circuit of Fig. 12 to arrive at a relation connecting the voltage fluctuation $\delta V(\omega)$ across the NIS junction to the intrinsic current fluctuations $\delta I_{A}(\omega)$ and $\delta I_{B}(\omega)$ of the two source junctions. Assuming $Z_D$ to be negligibly small, we obtain $\delta V(\omega) = Z_T(\omega) [\delta I_{A}(\omega) - \delta I_{B}(\omega)]$ with the transimpedance $Z_T(\omega) = R_{\text{eff}}/(1 - i \omega R_{\text{eff}} C_{\text{eff}})$. Here, the effective resistance $R_{\text{eff}}$ and effective capacitance $C_{\text{eff}}$ are related to parameters of the circuit elements by

$$R_{\text{eff}} = \frac{C_C}{C_C + C_{AB}}, \quad C_{\text{eff}} = \frac{C_A + C_B + C_{AB}}{C_C} C.$$  

(20)

Similarly, $J(t) = J^{eq}(t) + J^{\text{shot}}(t)$, with

$$J^{eq/\text{shot}}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \, S^{eq/\text{shot}}(\omega) e^{-i\omega t} - 1.$$  

(26)

Starting with $J^{eq}(t)$, we have explicitly

$$J^{eq}(t) = \left( \frac{R_{\text{eff}}}{R_A} \right) J^{RC}(t; R_{\text{eff}}, C_{\text{eff}}, T_R) + \left( \frac{R_{\text{eff}}}{R_B} \right) J^{RC}(t; R_{\text{eff}}, C_{\text{eff}}, T_B),$$  

(27)

where $J^{RC}(t; R, C, T)$ denotes the equilibrium $J(t)$ of Eq. (5) for a resistance $R$ at temperature $T$ in parallel with the junction capacitance $C$. On the other hand, since $S^{\text{shot}}_{I_{A,B}}(\omega)$ are symmetric in $\omega$, the shot-noise contribution reads

$$J^{\text{shot}}(t) = \frac{2}{R_K} \int_{0}^{\infty} d\omega \frac{|Z_T(\omega)|^2}{\omega^2} \cos \omega t - 1 \times [S^{\text{shot}}_{I_A}(\omega) + S^{\text{shot}}_{I_B}(\omega)].$$  

(28)

To proceed, we assume the conditions $\beta_{A,B}\hbar/(2R_{\text{eff}} C_{\text{eff}}) \ll 1$ to hold, which is reasonable at typical experimental temperatures for typical values $R_{\text{eff}} \gtrsim 10 \text{ k}\Omega$ and $C_{\text{eff}} \gtrsim 1 \text{ fF}$. Then, $S^{\text{shot}}_{I_{A,B}}(\omega)$ are essentially frequency-independent up to the circuit cutoff frequency $\omega_C = 1/(R_{\text{eff}} C_{\text{eff}})$, and we approximate

$$J^{\text{shot}}(t) \approx \frac{\rho}{2} R_{\text{eff}}^2 C_{\text{eff}} \left[ S^{\text{shot}}_{I_A}(0) + S^{\text{shot}}_{I_B}(0) \right]^2 (1 - |\tau| - e^{-|\tau|}).$$  

(29)

Here, $\rho = 2\pi R_{\text{eff}}/R_K$ and $\tau = t/(R_{\text{eff}} C_{\text{eff}})$. Assuming further that $\beta_{A,B} eV_A/R_A \gg 1$, we recover the usual result $S^{\text{shot}}_{I_{A,B}}(0) \simeq eF_{A,B} / I_N$, with $I_N = V_A / R_A = V_B / R_B$. Under these conditions
at long times $|\tau| \gg 1$, the behavior of $J(t)$ approaches

$$J_\infty(\tau) = -\rho |\tau| \frac{R_{\text{eff}} C_{\text{eff}}}{h} \left[ \left( \frac{R_{\text{eff}}}{R_A} \right) k_B T_A + \left( \frac{R_{\text{eff}}}{R_B} \right) k_B T_B + \frac{1}{2} \frac{R_{\text{eff}} e I_N(F_A + F_B)}{R_{\text{eff}}} \right].$$

Comparing to the equilibrium value $-\rho |\tau| R_{\text{eff}} C_{\text{eff}} k_B T_{\text{eff}} / h$ for an $RC$ environment formed by $C_{\text{eff}}$ and $R_{\text{eff}}$ at a temperature $T_{\text{eff}}$, we can define an effective temperature $T_{\text{eff}}$ via

$$T_{\text{eff}} = \frac{R_{\text{eff}} e I_N(F_A + F_B)}{2 k_B} + \left( \frac{R_{\text{eff}}}{R_A} \right) T_A + \left( \frac{R_{\text{eff}}}{R_B} \right) T_B.$$  

(31)

It is noteworthy that reaching $T_{\text{eff}} \gtrsim 1$ K requires a power input of only 1–10 pW for $R_A$ and $R_B$ in the range of tens of $kT_\Delta$, instead of 0.1–1 nW often needed to heat up an on-chip thin-film resistor. To illustrate the cooling effect in the presence of shot noise, Fig. 13 plots $Q_N$ as a function of the average current $I_N$ through the NIN noise sources. For simplicity, we assume $T_N = T_S = T_A = T_B = T$. The different curves correspond to different resistances $R_A = R_B$, whereas the other circuit parameters were fixed to the shown values. The result is qualitatively similar to cooling induced by thermal fluctuations, but $T_R$ is replaced by $I_N$.

**VII. CONSIDERATIONS FOR AN EXPERIMENTAL OBSERVATION**

A. Coupling of the NIS junction and the resistor

In an experimental realization of the hot resistor coupled to an NIS junction, an average heating current $I_R$ is passed through the resistor with the help of a biasing circuit. The resistor is connected to external leads and, in addition, one must prevent the average current $I_R$ from flowing through the NIS junction. Instead of the schematic in Fig. 1(b), here we take the circuit in Fig. 14 as a more realistic starting point. Current fluctuations $\delta I(\omega)$ generated in the resistor are transformed into voltage fluctuations in the circuit, and coupled capacitively via capacitors $C_C$ to the junction, whereas the average current $I_R$ is blocked. The resistances $R_B \lesssim R$ in the bias leads should be located on-chip close to the resistor $R$, to prevent most of the fluctuations $\delta I(\omega)$ from being shunted in the external biasing circuit. In Fig. 14, this circuit is represented by the series lead impedances $Z_S$ and the shunting impedance $Z_D$, the latter of which can consist of a purposely fabricated capacitor $C_D$. In the following, we assume either $Z_S = Z_D$ to act as a short at the frequencies of interest, so that looking from the resistor $R$, the bias circuit appears as a resistance $2R$. Such high impedance bias leads with good shunting are important to create a well-defined electrical environment for the junction, formed ideally only by on-chip circuit elements. Propagation of the current fluctuations $\delta I(\omega)$ and $\delta I_1(\omega)$ to voltage fluctuations $\delta V(\omega)$ across the junction in an arbitrary circuit can be described systematically in terms of Langevin equations, in a manner similar to Ref. 32. The approach is valid at frequencies low enough for the corresponding wavelengths to exceed the typical circuit dimensions. Analogously to Sec. VI, we obtain

$$S_V(\omega) = \frac{R_{\text{eff}}^2}{1 + (\omega R_{\text{eff}} C_C)^2} \left[ S_I(\omega) + \frac{S_{I_1}(\omega)}{4} + \frac{S_{I_2}(\omega)}{4} \right].$$

(32)

Here, the effective resistance $R_{\text{eff}}$ is given by $R_{\text{eff}} = R_C/(C_C + 2 C)$ with $R^{-1} = R^{-1} + (2R)^{-1}$. Remarkably, assuming the equilibrium noise $S_I(\omega) = (h/\omega R)[\coth(\rho_B h \omega / 2) + 1]$, and neglecting $S_{I_1}(\omega)$, we can still employ the simple model of an RC environment, provided we replace $R$ by $R_{\text{eff}}$ and scale $J(t)$ by $R_{\text{eff}}/R$. On the other hand, if $R_B = R$ and all the resistors are at the same temperature, also in this case $R$ can simply be replaced by $R_{\text{eff}}$ and $J(t)$ scaled by $3R_{\text{eff}}/2R$. Finally, in the limit of $C_C \gg C$ and $R_B \gg R$, we have $R_{\text{eff}} \to R$, and an RC environment is again recovered.

B. Absorption of photons by the N electrode

If the resistance $R_N$ of the N electrode to be refrigerated is not negligibly small, there is an additional, counteracting heat flow. This direct photonic heat flow $P_{ph}$ from the hot resistor toward the colder N island via the junction capacitance diminishes the observable temperature reduction from the cooling power $Q_N$. Assuming the resistor $R$ at $T_R$ to be coupled to the N island (resistance $R_N$, temperature $T_N$) via a reactance

FIG. 13. Examples of the shot-noise-induced cooling power $Q_N$ for various noise source resistances $R_A = R_B$, as a function of the average current $I_N$. Black curves correspond to $k_B T = 0.12 \Delta$, and gray ones to $k_B T = 0.1 \Delta$. Other parameters were kept fixed at $C = 2 \text{fF}$, $C_A = C_B = 0.5 \text{fF}$, and $C_C = 10 \text{fF}$.

FIG. 14. (Color online) Practical coupling scheme for the noise-generating resistor of resistance $R$ and the NIS junction of capacitance $C$ and tunneling resistance $R_T$. See the text for details.
impedance $Z_C(\omega)$, the photonic power reads\textsuperscript{39–41}

$$P_{ph} = \int_0^\infty d\omega \frac{2\pi}{\hbar} T(\omega)(\tilde{n}_R(\omega) - \tilde{n}_N(\omega)).$$

Here, $T(\omega) = 4R R_N/(R + R_N + Z_C(\omega))^2$ can be viewed as a transmission coefficient for photons, whereas $\tilde{n}_i(\omega) = 1/[\exp(\beta_i \hbar \omega) - 1]$, $i = (R, N)$ denote Bose occupation factors of the two resistors. For direct coupling [$Z_C(\omega) \equiv 0$], integration of Eq. (33) yields

$$P_{ph}^0 = \frac{4RK_B^2}{(R + R_N)^2} \frac{\pi^2}{\hbar} \frac{T_R + T_N}{2}(T_R - T_N).$$

demonstrating the quantized photon heat conductance.\textsuperscript{40} To analyze photon absorption by $R_N$ in the Brownian refrigeration scheme, we assume capacitive coupling [$Z_C(\omega) = 1/(i\omega C_C^\phi)$] with the effective coupling capacitance $C_C^\phi$ arising from the junction and stray capacitances. In Fig. 15, we compare the cooling power $Q_N$ and power $P_{ph}$ by which the island is heated due to the finite resistance $R_N$. Assuming realistic experimental values $R = R_K$, $R_N = 5 \Omega$, $R_T = 20 k\Omega$, $\Delta / E_C = 5$ (C ≃ 2 fF), $\Delta = 200 \mu eV$, and $k_B T_N = k_B T_S = 0.1 \Delta$, the curves from bottom to top correspond to values of $C_C^\phi$ between 1 and 100 fF. For the majority of temperatures $T_N$ contained in Fig. 15, Eq. (33) yields values very close to $P_{ph}^0$. We can conclude that the photonic heat flow constitutes a sizable effect that cannot be neglected in a wide range of $T_R$. A large mismatch between the resistances $R_N$ and $R$ is essential for diminishing this heat flow compared to $Q_N$. A large mismatch between the resistances $R_N$ and $R$ is essential for diminishing this heat flow compared to $Q_N$ arising from the environment-assisted quasiparticle tunneling.

### C. Heat balance

In this section, we consider how to observe the cooling power $Q_N$. In a typical on-chip configuration with a low-temperature superconductor such as aluminum or titanium with $\Delta \ll 1$ meV, and small NIS tunnel junctions with $C \approx 1$ fF and $R_T \gtrsim 10$ k\Omega, the magnitude of $Q_N$ becomes evident by writing the prefactor $\Delta^2/(e^2R_T)$ in the form $(\Delta/100\mu eV)^2/(RT/10\kappa \Omega) \times 1$ pW. Similarly, we can write $\Delta/E_C \approx (\Delta/\mu eV) \times (T/\kappa \Omega)/80$. The heat flow $Q_N$ can be detected as a change in the electronic temperature $T_N$ of an N electrode of finite size. To calculate the change in $T_N$ due to $Q_N$, we analyze the steady-state heat balance equations

$\Sigma_R \Omega_R (T_N^\delta - T^\delta_0) + \dot{Q}_S + \dot{Q}_N - P_{ph} = 0,$

$\Sigma_N \Omega_N (T^\delta_0 - T^\delta) - \dot{Q}_N - \dot{Q}_{therm} + P_0 + P_{ph} = 0.$

![FIG. 16. (Color online) Heat balance of the Brownian NIS refrigerator. (a) Contour plot of the temperature drop $T_N - T_{N,0}$ of the N island as a function of the environment (resistor) and bath temperatures $T_R$ and $T_0$, obtained as a solution of the steady-state heat balance equation of the N island, Eq. (36). The temperature $T_N$ is compared to $T_{N,0}$, defined as $T_N$ at $T_R = T_0$. The calculation assumes $\Delta = 200 \mu eV$, $R = R_K$, $\Delta / E_C = 5$, $R_T = 20 k\Omega$, $\Omega_N = 2 \times 10^{-11} m^3$, $\Sigma_N = 2 \times 10^6 W K^{-2} m^{-3}$, and $R_N = 5 \Omega$. In addition, we assume bias resistors with $R_0 = R$, and that all three resistors are heated uniformly to $T_R$. The coupling capacitance $C_C$ is set to 100C, and we include the constant parasitic heating $P_0 = 1$ W, the cooling power $Q_{therm}$ of an NIS junction thermometer of resistance $R_{therm} = 20R_0$ biased at $eV = 0.6\Delta$ [Eq. (1) with $P(E) = \delta(E)$], and finally the N island photon absorption $P_{ph}$ from $R_{eff}$ via an effective capacitance $C_C^\phi = 2 fF$. The value of $T_N$ at each $T_0$ that results in the minimum $T_N$ is indicated by the thick black line, while the black dot shows the point of optimum $T_R$ and $T_0$. (b) Influence of various parameters on the minimum temperature of the island as a function of $T_0$. The reference curve corresponds to the optimum line in (a).]
describing the coupled system of an N island, the resistor, and their phonon systems. The phonon temperatures are assumed to equal the bath temperature \( T_B \), thereby neglecting any phonon cooling or heating. In addition, we assume the S electrodes to be well thermalized with the phonons, so that \( T_S = T_B \). Equation (35) gives the externally applied power \( P_{ext} \) required to heat the on-chip resistor with volume \( \Omega_R \) and electron-phonon coupling constant \( \Sigma_R \) to \( T_R \). \( Q_N + Q_S \) from Eqs. (7) and (8) gives the heat absorbed by the resistor in the environment-assisted tunneling in the NIS junction. Finally, \( P_{ph} \) from Eq. (33) denotes the heat flow via photonic coupling between the resistor \( R \) and the N island of finite resistance \( R_N \). Equation (35) assumes that any heat conduction into the resistor biasing leads can be neglected, so that the resistor heats up uniformly to \( T_R \). In case of transparent NS contacts these heat flows are strongly suppressed due to Andreev reflection at low temperatures. If the resistor and island are galvanically coupled, the heat flows can become notable at temperatures \( T_R \approx T_C \gg T_0 \), often required to maximize the cooling power \( Q_N \), necessitating a capacitive coupling.

Moving on to Eq. (36), its solution gives the temperature \( T_N \) of the N island of volume \( \Omega_N \) and electron-phonon coupling \( \Sigma_N \) in response to the cooling power \( Q_N \). The term \( Q_{thern} \) includes the heat flow due to an NIS thermometer junction placed on the N island. Finally, \( P_0 \approx 1 \text{ mW} \) is a constant phenomenological residual power that takes into account the unavoidable heating of the small island due to external noise caused by nonideal filtering of the leads to the external measurement circuit. In Fig. 16(a) we show the result of solving Eq. (36) for \( T_N \) at given \( T_R \) and \( T_0 \) in case of refrigeration by a single NIS junction, with experimentally realistic parameters. We assume aluminum with \( \Delta = 200 \text{ \mu eV} \) and transition temperature \( T_C \approx 1.5 \text{ K} \) as the superconductor, and copper with \( \Sigma_N = 2 \times 10^9 \text{ W K}^{-1} \text{m}^{-3} \) as the normal metal, whence the junction is of the type Al-AlOx-Cu. The maximum cooling of approximately 3% corresponds to over 10 mK, which is straightforward to detect by a standard NIS thermometer.

In Fig. 16(b) we plot examples of how the minimum temperature \( T_{S_{\text{min}}} \) is affected by changes in the various parameters, with the reference curve corresponding to the optimum black line in Fig. 16(a). Reducing the island volume \( \Sigma_N \) or the junction resistance \( R_J \) will lead to a clear enhancement of the cooling effect. A thermometer junction with smaller resistance will slightly diminish the temperature drop due to increased self-cooling. Reducing \( \Delta \) has the largest effect: although \( Q_N \) decreases with decreasing \( \Delta \), the optimum bath temperature is also lower, and the counteracting electron-phonon heat flow has decreased even more due to its strong temperature dependence. Reducing \( E_C \) has only a minor influence on \( T_N \), although \( T_N^{\text{opt}} \) is strongly affected. As noted in Ref. 10, increasing \( C \) and thus reducing \( E_C \) would lead to a slight enhancement of the effect due to better filtering (lower \( \rho_{\text{phon}} \)) of the voltage fluctuations with the highest frequencies. Choosing \( C \) becomes a tradeoff as this is at the cost of higher temperatures \( T_R \) required for the maximum effect. Most of the curves were calculated with \( R = R_K \). A larger \( R \) will lead to somewhat increased cooling, but the power \( P_{\text{ext}} \) required to heat up the resistor will also be higher. According to our preliminary measurements and in agreement with earlier experiments, \( P_{\text{ext}} \approx 100 \text{ pW} - 1 \text{ nW} \) applied to an on-chip thin-film chromium resistor can result in parasitic heating of the N island via substrate phonons to an extent clearly exceeding any heat extraction \( Q_N \) due to Brownian refrigeration. Therefore, it is important to minimize the resistor volume even at the cost of lower resistance, as long as \( R \gtrsim R_K \). Suspending the resistor would be advantageous but result in a more complicated fabrication process. Finally, we note that instead of heating the resistor \( (T_R \gg T_0, T_N) \), it could be cooled \( (T_R < T_0, T_N) \) with NIS junctions, and one could observe the cooling of a small S electrode predicted by Eq. (8), although the power is generally considerably smaller than \( Q_N \) in the case of \( T_R > T_0 \). Moreover, probing the S temperature is not as straightforward, and the effect may be masked by direct photonic cooling of the S electrode.

VIII. SUMMARY AND CONCLUSIONS

In summary, we have analyzed Brownian refrigeration in a tunnel junction between a normal metal and a superconductor, where thermal noise generated in a hot resistor can cause heat extraction from the cold normal metal. The net entropy of the whole system was shown to be always increasing for a general equilibrium environment. It is, however, interesting that one can exploit thermal fluctuations in cooling.

We considered the heat extraction in a single NIS junction, and in a two-junction hybrid single-electron transistor, in a regime where charging effects become important. If phonon heating is kept at a sufficiently low level, the effect can be realized straightforwardly in an on-chip configuration using standard fabrication techniques. Under realistic values for the circuit parameters, the cooling power is expected to result in a sizable drop of the electronic temperature of a small normal metal island. More generally, our results demonstrate the importance of the electromagnetic environment in an analysis of not only electric, but also of the less studied, environmentally assisted heat transport in tunnel junctions.
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APPENDIX A: ANALYTICAL APPROXIMATION FOR \( Q_N \) OF AN NIS JUNCTION

Assuming a Gaussian \( P(E) \) of width \( s = \sqrt{2E_C k_B T_R} \) and center \( E_C \), we present an approximation for \( Q_N \) based mainly on the Sommerfeld expansion of \( f_S(E) \). First, we rewrite Eq. (7) as

\[
Q_N = \frac{2}{e^2 R_T} \int_0^\infty dE' \langle n_S(E') \rangle \times \{ F(E') - f_S(E') (F(E') - F(-E')) \},
\]

(A1)

with the function \( F(E') \) defined in Eq. (9). At low temperatures \( k_B T_N \ll s \), we identify \( H(E) = E P(E - E') \) and
approximate $F(E')$ by the first three terms in its Sommerfeld expansion:

$$F(E') = \int_0^\infty dE f_s(E)H(E) + \frac{\pi^2}{6}(k_BT)^2\frac{d^2H(E)}{dE^2}
+ \frac{7\pi^4}{360}(k_BT)^4\frac{d^3H(E)}{dE^3}
\bigg|_{E=0}.$$

(A2)

In terms of the dimensionless variable $y = (E' + E_c)/s$ and the dimensionless temperature $a = k_BT_s/s$, this can be written explicitly as

$$F(E') \simeq \frac{e^{-\frac{y^2}{2\pi}}}{\sqrt{2\pi}} \left[ 1 + \frac{\pi^2}{6} a^2 + \frac{7\pi^4}{120} a^4 \right] + \frac{1}{y^4} \text{erf}(\frac{y}{\sqrt{2}}),$$

(A3)

where erf denotes the complementary error function. Next, assuming a perfect BCS DOS with $\gamma = 0$, we write Eq. (A1) in terms of $x = E'/\Delta$ as

$$\dot{Q}_N = \frac{2\Delta}{e^2 R_T} \int_1^\infty \frac{x}{\sqrt{x^2 - 1}} \left[ F(x) - f_S(x)[F(x) - F(-x)] \right].$$

(A4)

To obtain a closed form expression for $\dot{Q}_N$, further approximations are still needed. We consider low temperatures $k_BT_s \ll \Delta$, where most contributions to $\dot{Q}_N$ in Eq. (A1) come from energies $E' \simeq \Delta$, and we approximate the DOS at $x \simeq 1$ by $x/\sqrt{x^2 - 1} \simeq 1/\sqrt{2(x-1)}$. At $k_BT_s \ll \Delta$, the terms in Eq. (A4) containing $f_S(E')$ can be neglected in a first approximation. This requires $f_S(E')$ to have decayed close to zero at energies $E' \simeq \Delta$. Combining Eqs. (A3) and (A4) then yields

$$\int_1^\infty \frac{dx}{\sqrt{2(x-1)}} \frac{F(x)}{x} = \frac{\pi}{960} e^{-\frac{d^2}{4\Delta}} \left[ I_{-1/4}(d) + 2d I_{-3/4}(d) - 2d I_{-1/4}(d) \right]
\times \left[ -160(1 + 4d) + 40\pi^2 a^2 + 7\pi^4 a'^4(-1 + 4d) \right]$$

(A5)

where $I_n(z)$ denote modified Bessel functions of the first kind, of fractional order $\nu$ and argument $z$, and we introduced the quantity $d = (1 + g)/4\Delta^2$ with $g = E_c/\Delta$ and $r = s/\Delta$. If $d \gg 1$ or $d \ll 1$, Eq. (A5) can be further simplified with asymptotic expansions of $I_n(z)$, but we do not present them here, since $d \simeq 1$ for typical experimental parameters. To include the effect of a finite but small $T_s$, we have to integrate also the term containing $f_S(x)[F(x) - F(-x)]$ in Eq. (A4). We approximate $f_S(E') \simeq \exp(-E'/k_BT_s)$, valid at $k_BT_s \ll \Delta$ around $E' \simeq \Delta$. To get a rough estimate, we impose the further limitation $\Delta \gg E_c$, whence we can directly replace $y$ by $x/r$ in Eq. (A3), and make the major simplification

$$F(x) - F(-x) \simeq x/s.$$

We arrive at

$$\int_1^\infty \frac{dx}{\sqrt{2(x-1)}} f_S(x)[F(x) - F(-x)] \simeq \int_1^\infty \frac{dx}{\sqrt{2(x-1)}} \exp(-hx) x s/r = \sqrt{\frac{\pi}{2r}} \frac{s}{2h^3} e^{-h},$$

(A6)

with $h = \Delta/k_BT_s$. Typically $h \gg 1$, and Eq. (A6) gives a negligibly small correction compared to neglected higher-order terms in Eq. (A2).

**APPENDIX B: POSITIVITY OF THE ENTROPY PRODUCTION RATE**

Here we fill in details on how to manipulate the integrand $\mathcal{I}$ on the last five lines of Eq. (10) into the form of Eq. (11). We start by writing

$$\mathcal{I} = (\beta_S - \beta_N)E\Delta_1 + f_S(E)\Delta_2 + (\beta_R - \beta_N)E\Delta_3 + f_S(E)\Delta_4,$$

(B1)

where the quantities $\Delta_i$ can be identified as

$$\Delta_1 = f_S(E + E') + e^{-\beta_K} f_S(E - E'),$$
$$\Delta_2 = [-1 - f_S(E + E') + f_S(E - E')]$$
$$- e^{-\beta_K} [1 - f_S(E + E') + f_S(E - E')],$$
$$\Delta_3 = f_S(E + E') - e^{-\beta_K} f_S(E - E'),$$
$$\Delta_4 = [1 - f_S(E + E') - f_S(E - E')]$$
$$- e^{-\beta_K} [1 - f_S(E + E') - f_S(E - E')].$$

(B2)

Introducing the symmetric and antisymmetric combinations $S_1$ and $A_1$ via

$$S_1 = \frac{1}{2}(\Delta_1 + \Delta_3) = f_S(E + E'),$$
$$A_1 = \frac{1}{2}(\Delta_1 - \Delta_3) = e^{-\beta_K} f_S(E - E'),$$

(B3)

and similarly $S_2$ and $A_2$ as

$$S_2 = \frac{1}{2}(\Delta_2 + \Delta_4) = -e^{-\beta_K} [1 - (1 - e^{-\beta_E}) f_S(E + E')],$$
$$A_2 = \frac{1}{2}(\Delta_2 - \Delta_4) = -1 + (1 - e^{-\beta_E}) f_S(E - E'),$$

(B4)

we have $\Delta_1 = S_1 + A_1$, $\Delta_3 = S_1 - A_1$, $\Delta_2 = S_2 + A_2$, and $\Delta_4 = S_2 - A_2$. Notice that in this way we have separated the $f_S(E + E')$, which appears in the $S$ terms, from the $f_S(E - E')$ appearing in the $A$ terms. We find

$$\Delta_1 + f_S(E)\Delta_2 = [S_1 + f_S(E)S_2] + [A_1 + f_S(E)A_2]$$
$$= S + A,$$
$$\Delta_3 + f_S(E)\Delta_4 = [S_1 + f_S(E)S_2] - [A_1 + f_S(E)A_2]$$
$$= S - A,$$

(B5)

with $S = S_1 + f_S(E)S_2$ and $A = A_1 + f_S(E)A_2$. Inserting this into Eq. (B1) yields

$$\mathcal{I} = (\beta_S - \beta_N)E(S + A) + (\beta_R - \beta_N)E'[S - A]$$
$$= A[(\beta_S - \beta_N)E - (\beta_R - \beta_N)E']$$
$$+ S[(\beta_S - \beta_N)E + (\beta_R - \beta_N)E'].$$

(B6)
The following step is to write explicitly $S$ and $A$, yielding
\begin{align}
S &= \frac{e^{-\beta S}}{1 + e^{\beta S}} \left[ f_n(E + E')(1 + e^{\beta S E + \beta S E'}) - 1 \right], \\
A &= \frac{f_S(E - E')}{1 + e^{\beta S E'}} \left( e^{\beta S E - \beta S E'} + 1 \right) - 1.
\end{align}
(\text{B7})

(\text{B8})

Finally, inserting the explicit equilibrium forms of $f_S(E \pm E')$ gives $S = N_S(e^X - 1)$ and $A = N_A(e^Y - 1)$, where the positive quantities $N_S$ and $N_A$ are defined by Eqs. (12) and (13), respectively. Similarly, $A' = (\beta_S - \beta_N) + (\beta_R - \beta_N)E'$ and $Y = (\beta_S - \beta_N) - (\beta_R - \beta_N)E'$. Putting everything together, we arrive at $I = N_S(e^X - 1)\lambda + N_A(e^Y - 1)\gamma$, which is Eq. (11) in Sec. III.
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