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In this thesis we address a series of new problems in non-hermitian optical scattering – linear and nonlinear – with increasing degrees of complexity.

We develop the theory of reflectionless scattering modes (RSMs), introducing a novel and broad class of impedance-matched eigenproblems: for a given structure, find the incident wavefronts and frequencies which are not partially reflected at all, but are instead transmitted through the scatterer, or dissipated within it. The RSM framework includes critical coupling and coherent perfect absorption (CPA) as specific instances, and does not necessarily require intrinsic gain or loss to realize in most cases. We analyze the symmetry properties of the RSMs, and find that they support exceptional points (EPs) which can be directly probed with steady-state excitation, and are accompanied by a quartic flattening of the reflection lineshape. These are distinct from the often-studied resonant and scattering EPs, and can be engineered in hermitian cavities with no gain or loss, in which case the transmission lineshape is also flattened.

We study degenerate coherent perfect absorption (CPA EP), which is a specific example of the new kind of RSM EP mentioned above. Here, two perfectly absorbed states are brought together by tuning parameters of the scatterer. In the case of a ring-resonator, it is known that resonant EPs take on a chiral flavor; we show that the same holds true for the CPA EP, and use this fact to design a patterned ring resonator which either predominantly absorbs or reflects light, depending on the direction of
incidence.

We extend CPA from cavities with a linear dielectric response to include the saturating nonlinearity and dispersion of a two-level absorbing medium. By using the CPA theorem, which relates CPA in a lossy cavity to lasing in an amplifying cavity, augmented to account for both saturation and dispersion, we show that the SALT algorithm in the single-mode regime can also be used to find the saturable CPA modes through a simple mapping. This demonstrates that between a lower and upper threshold for loss one can maintain CPA by continuously adjusting the pump strength. We also clarify the bad-cavity limit of dispersive but linear CPA, identifying new modes that are hybrids of the cavity and atomic degrees of freedom, with a strongly dispersive response to changes in the pump.

We present and solve the general problem of scattering from an arbitrary cavity with a saturable two-level amplifying or absorbing medium, generalizing the known phenomenology of bistability that has mainly been studied in structures with little or no spatial complexity. Unlike with lasing or CPA, these solutions have both incoming and outgoing flux. We carefully analyze the validity of approximations used for isolated resonances, and find that the previously used inverse single-pole approximation requires some modification for the case of scattering.
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Chapter 1

Introduction

The spatial variation of the electromagnetic field is often neglected when the size of the material it interacts with is many orders of magnitude smaller than the wavelength of the light. For example, an atomic radius is $O(0.1 \text{ nm})$, while optical wavelengths are $O(100 \text{ nm})$, a thousand times bigger. Many important phenomena can be well-explained using this assumption, such as the population dynamics of an ensemble of irradiated atoms. However, for some light-matter phenomena, the spatial complexity of the light field cannot be so handily factored out. Steady-state lasing is one such example.

Lasing is the self-organized, coherent free-oscillation of the electromagnetic field in an open cavity, and is fundamentally important to modern science and technology. Here, and throughout the rest of this thesis, “open” means that the light is imperfectly confined, and can leak out through the boundaries of the cavity in the form of far-field radiation.

“Laser” is actually an acronym: Light Amplification by Stimulated Emission of Radiation. Read literally, it describes a mechanism for optical amplification. If an optical cavity has a sufficiently high degree of amplification, it can spontaneously self-organize and oscillate. Today, the word “laser” is used almost exclusively as
synecdoche to refer to such a self-oscillating cavity, and not just to its amplifying mechanism. It is more appropriate to call this device a laser oscillator. When the amplifying power of the cavity is too small to sustain self-oscillation, then the device is a laser amplifier (a case we discuss in Chapter 6).

Lasers employed in technology and research range in size from hundreds of wavelengths to hundreds of thousands, and the space-dependence of the light field inside the laser cannot be neglected the way it can for an atomic scatterer in free space, except in the simplest of cases. Lasers exhibit a rich variety of spatio-temporal dynamics, ranging from steady-state (also called “continuous wave” or CW), to regularly pulsed, to fully chaotic operation, all of which are described by the Maxwell-Bloch equations (MBE) \[84, 85, 109\]. These are coupled, nonlinear, partial differential equations that describe Maxwell’s equations coupled to a gain medium, which is modeled as an ensemble of independent two-level atoms. Steady-state \textit{ab initio} laser theory (SALT) \[39, 53, 72, 194, 196, 197\] describes the space of CW solutions to the MBE without making any prior assumptions about the space-dependence of the light field. Within the scope of photonics, it is appropriately called \textit{ab initio}, because the inputs to the theory are phenomenological parameters whose origins lie outside the scope of photonics, belonging instead to the domain of many-body and solid state physics. These inputs are a linear dielectric function \(\varepsilon_c(x,\omega)\), and a set of parameters describing the gain medium. Nothing further is assumed about the geometry or dimensionality of the problem, except for steady-state operation with a discrete harmonic spectrum. For laser sources, the number of lasing modes, their frequencies, their intracavity profiles, and their far-field radiation patterns are all determined by SALT, under the assumption of no phase correlation between the lasing modes. Because of this generality, SALT describes many kinds of CW lasing cavities, such as a photonic crystal defect cavity \[102, 116, 151\], a chaotic cavity \[21, 35, 76, 143, 145, 158, 183\], or a disordered cavity (a “random laser” \[33, 34, 194, 196, 211\]), which are largely beyond the scope
of other theories.

Though laser oscillation is not the focus of this thesis, it will serve as a familiar
guidepost throughout. It is a relevant starting point, since it is commonly encountered
and shares many features with the novel results presented in this work on amplifiers,
absorbers, and reflectionless scattering. Additionally, SALT was the historical starting
point in the development of essentially all of the ideas in this thesis. The features of
the CW lasing problem addressed by SALT that will recur throughout are

1. Semiclassical: the general theory of light-matter interaction is so broad and
complex that it is the subject of very many textbooks, and is still evolving as
new physical regimes are reached. A complete theory treats light and matter
on an equal quantum footing, and leads to many surprising predictions, such as
vacuum Rabi oscillations \[23, 30, 202\]. However, for lasers it is typically sufficient
to treat only the matter as quantum, while treating the electromagnetic fields
as classical, i.e., as deterministic mean fields described by Maxwell’s equations,
hence semiclassical. This is because the intensity of light in lasers is large,
and the average number of photons is high enough that it can be treated as a
continuous quantity (neglecting fluctuations), as we do in the rest of this thesis.

2. Openness: optical structures generally do not perfectly trap light. Instead the
light irreversibly leaks out and is lost to the universe in the form of radiation.
This is in contrast to the typical scenario for quantum matter, for example the
way an electron can be bound indefinitely in an external Coulomb potential.
Because of this, the role played by “modes” in optics is somewhat different from
its quantum counterpart, as will be discussed in Chapter 2.

3. Non-hermiticity: in addition to the power radiated away due to openness, the
optical structures that we consider do not generally conserve energy flux, as
photons are created or destroyed in the light-matter interaction. By specifying
the material properties in different regions, one can locally amplify or locally attenuate the field, in which case the scattering region is said to be non-hermitian. The consequences of non-hermiticity are reviewed in the next section.

4. Saturable nonlinearity: the gain medium assumed in the MBE and in SALT is an ensemble of independent two-level quantum systems with a partially inverted population. Where the light intensity is high due to stimulated emission, the population of the lower and upper states is pushed closer to equality, so that the medium is just as likely to absorb a photon as it is to undergo stimulated emission. In those regions the medium becomes ineffective as an amplifier. When the field is uniform, this is known as gain-saturation; when non-uniform, the saturation happens unequally at different points in space, an effect known as spatial-hole burning, which will be important in this work. Spatial hole-burning in a saturating medium leads to non-trivial spatial-dependence that cannot be neglected unless some further assumption is made about the geometry. The MBE, SALT, and spatial-hole burning are briefly reviewed in Section 1.2.

It is a goal of this thesis to address certain properties of Maxwell’s equations for non-hermitian cavities in the spirit of SALT, without making any simplifying assumptions about their geometry. Some chapters (3, 4) are devoted to the study of special scattering solutions of the linear Maxwell equations, motivated by the SALT approach, and exploiting features particular to linear non-hermitian systems. Other chapters (5, 6) focus on novel nonlinear extensions of scattering theory, taking into account the saturating nonlinearity for both amplifiers and absorbers.

1.1 Non-hermitian Photonics

Generally, linear scattering from an open wave system with steady-state, time-harmonic illumination has both incoming and outgoing propagating waves. In the typical
problem, the incoming component is fixed, while the outgoing component is unknown a priori, and must be solved for. The linear scattering problem is guaranteed to have a solution on both physical and mathematical grounds. If the atoms in the cavity absorb and emit photons with equal rates, so that the photon flux is conserved, then the total power radiated outward from the cavity is equal to the incident power, for any choice of input wave. Such an energy-flux conserving scatterer is said to be hermitian; in contrast, a non-hermitian scatterer, which has some intrinsic material absorption or amplification, does not conserve energy flux.

A variety of interesting and sometimes counterintuitive phenomena have been observed in a broad class of non-hermitian photonic systems: enhancing transmission through the addition of loss in coupled waveguides [80, 167], suppressing lasing through the addition of gain in coupled cavities [28, 115], the simultaneous vanishing of reflection together with unit transmission but only from one side of a scatterer [59, 63, 65, 71, 88, 101, 103, 117, 120, 134, 159, 163, 170, 171, 217], power oscillations [127], topological state-transfer [216], asymmetric mode-switching [52], constant-intensity waves [29, 129], and chiral lasing from disk resonators [153, 209, 210]. This list of novel non-hermitian effects in optics is certainly not exhaustive.

1.1.1 Laser Oscillation, Coherent Perfect Absorption

Perhaps the most important non-hermitian effects in a cavity are laser amplification and oscillation. If the atoms within the cavity emit more photons than they absorb on average, then the cavity is an amplifier, radiating more power outwards than is being sent in. As we increase the difference between the rates of photon emission and absorption, say by creating an inverted population via some external pump, this excess of radiated power also increases. At some point, the net rate of photon emission from the atoms just equals the rate at which photons leak out of the cavity in the form of far-field radiation, which defines the threshold for laser oscillation. Infinitesimally
above threshold, the lasing problem corresponds to solving Maxwell’s equations subject to purely outgoing boundary conditions, with vanishingly small intensity. This is an over-determined problem that does not have a solution except at certain discrete frequencies, called scattering poles (for reasons that will become evident in Chapter 2), unlike the typical scattering problem mentioned above with both incoming outgoing components that always has a solution. The purely-outgoing problem can also be solved when the degree of amplification is below the threshold for laser oscillation, in which case the discrete solutions will be complex and with negative imaginary parts, i.e., in the lower half-plane. Each discrete scattering pole is associated with its own outgoing wavefront (see Fig. 1.1). Threshold lasing can thus be characterized by the condition that a scattering pole flows upward and just reaches the real axis as the amplification within the cavity approaches the threshold value [53, 112].

Coherent perfect absorption (CPA) is another important non-hermitian scattering state that can only be realized at discrete frequencies, similar to lasing. CPA is a scattering phenomenon in which an incident wavefront impinges on an absorbing cavity and leads to no outgoing radiation at all, since the energy is entirely dissipated within the cavity, hence perfect absorption. It is related to threshold laser oscillation through a simple time-reversal argument [13, 47, 146, 154, 157, 203, 225, 230], which is codified in the CPA theorem:

**Linear CPA Theorem:** The specific input state which is totally absorbed is the time-reverse of the threshold lasing mode for a similar cavity, but with gain replacing loss [$n(x) \rightarrow n^*(x)$].

Any other incident wavefront will be partially absorbed and partially transmitted or reflected.

The time-reverse of threshold lasing, which is CPA, corresponds to solving Maxwell’s equations with purely incoming boundary conditions. Generally, the purely incoming problem has complex-valued discrete solutions that we will call scattering zeros;
achieving CPA requires tuning the degree of absorption in order to cause a scattering zero to flow downward to the real axis. This will happen when the rate of absorption within the scatterer balances the in-coupling rate between the scatterer and the exciting field; in this sense CPA is a variant and multichannel generalization of the concept of critical coupling to a resonator \cite{220}.

We will show in Chapter 2 that for hermitian, flux-conserving cavities, the scattering zeros and poles, which are associated with purely incoming and outgoing states, occur
in conjugate complex frequency pairs. The addition of material gain or loss is necessary to move either of them to the real axis to achieve lasing or CPA. Hence lasing and CPA are inherently non-hermitian scattering phenomena.

One important difference between threshold lasing and CPA is their behavior when the gain/loss is increased beyond its threshold/critical value. For laser-oscillation above threshold, the scattering/lasing-pole remains on the real axis, and does not pass into the upper half-plane; it is stabilized there by the nonlinearity of the gain medium, which is discussed later in this chapter, Section 1.2. At the same time, the output power increases from zero as the gain is increased past the lasing-threshold value. For CPA, on the other hand, as the degree of loss in the system is made super-critical, for a fixed input power, the scattering-zero simply flows into the lower half-plane, so that CPA is no longer possible. This is summarized in Fig. 1.1a.

### 1.1.2 Exceptional Points

A hallmark of non-hermitian physics is the existence of exceptional points (EPs). These are generic degeneracies of non-hermitian systems, that is, the coalescence of eigenvalues and eigenvectors of a linear operator. At an EP, the operator becomes defective in the sense that the dimension of the space spanned by its eigenbasis is reduced [57, 68, 87, 105, 136, 137, 150]. This is in contrast to the degeneracy of a hermitian operator, the typical case encountered in physics, which is constrained by symmetry to have the eigenvectors span a space whose dimension is equal to the number of degenerate eigenvalues. EPs exist in a parameter space of the relevant operator, as illustrated in Fig. 1.2. A universal feature of EPs is that the manifold of the eigenvalues in the space of parameters is non-analytic, and in the simplest case of a two-fold degeneracy is that of a complex square root, depicted in Fig. 1.2. Because of this, near an EP a resonant system shows enhanced frequency splitting under small perturbations that may lead to improved sensing, albeit with some caveats [45, 89].
The same feature also makes asymmetric state transfer possible because the topology of the eigenvalue manifold leads to chiral behavior under cyclic variation of the parameters. Another example: chiral lasing from a disk resonator can be traced to the existence of an EP whose sole eigenvector has a definite chirality; a similar example of chiral behavior at an EP will play an important role in Chapter 4. In this thesis we will focus exclusively on EPs with a two-fold degeneracy, which is the simplest case, though higher-order degeneracies are possible and exhibit interesting physics.

Two types of EPs have been extensively studied in physics: resonant and scattering. In resonant EPs, which were the first to be studied, the linear operator that becomes defective is an effective wave operator, $\hat{A}_{\text{eff}}$, describing an open system. It is worth noting that in many studies, an approximate effective Hamiltonian $H_{\text{CMT}}$ is introduced as the starting point instead; we will address this in Chapter 2. As the controlling parameters of $\hat{A}_{\text{eff}}$ are swept through an EP, the scattering spectrum exhibits the merging of two resonance peaks that previously had distinct resonance frequencies but similar linewidths. This is followed by a width-bifurcation, where the resonance lineshape becomes a superposition of two Lorentzians with different linewidths. In unitary systems (e.g., no imaginary part of the refractive index), resonant EPs can only occur at complex frequencies below the real axis, and do not correspond to physical steady-state solutions, although they can still strongly influence the scattering properties for real frequencies. By adding gain to an electromagnetic cavity one may bring the resonant EP to a real frequency, corresponding to exceptional lasing at threshold. But an amplifying system is not ideal for the study of EPs, due to the large amplified spontaneous emission noise at threshold, and the necessity of accounting for the non-linearity of the medium, which stabilizes lasing above threshold.

In scattering EPs, the defective linear operator is the scattering matrix itself, $S(\omega)$, which is the operator that connects the far-field scattered wavefront to the incident...
Figure 1.2: Illustration of the complex square-root manifold of eigenvalues ($\lambda$) in the vicinity of an exceptional point [EP] (a–b), and the conical manifold of an ordinary hermitian degeneracy [DP] (c). The horizontal plane is the two-dimensional parameter space (generic parameters $p_1$ and $p_2$) in which the degenerate point lives. Reproduced from Ref. [150].

(a): Real part of $\lambda(p_1, p_2)$. The EP is the branch point of the square root, with the branch cut going along the negative $p_1$-axis. Red shading corresponds to sheet with positive imaginary value, blue for negative. (b): Imaginary part of $\lambda(p_1, p_2)$. Black arrow follows one eigenvalue along a hypothetical loop in parameter space, encircling the EP. The same arrow in (a) does not close on itself. (c): Hermitian case, with $\lambda(p_1, p_2) \in \mathbb{R}$. Near the degeneracy, known as a “diabolic point” (DP), $\lambda$ has a double cone structure, with two unambiguously defined sheets. It is named after its resemblance to the similarly shaped toy known as a diabolo.

one. Scattering EPs cannot occur for real frequencies in a system without gain or loss, but arise naturally in systems with joint parity and time-reversal ($\mathcal{PT}$) symmetry, and have mainly been studied in that context. In the $\mathcal{PT}$-symmetric case, the scattering eigenchannels make a transition from flux-conserving to amplifying or attenuating propagation at an EP [8, 48, 71]. The eigenstates of $S(\omega)$, which typically have both incoming and outgoing components, whether at an EP or not, are distinct from the resonances, which is to say $\hat{A}_{\text{eff}}$ is not generally defective simultaneously with $S$.

The prototypical example from elementary physics of a system with an EP is an
undriven damped harmonic oscillator, with a single degree of freedom, \(x(t)\), obeying

\[
\dot{x}(t) + 2\gamma \ddot{x}(t) + \omega_0^2 x(t) = 0.
\] (1.1)

The angular frequency of the undamped oscillator is \(\omega_0\), and \(\gamma\) is the damping rate. As we will see, the EP corresponds to the parameter values at which two typically linearly-independent harmonic solutions become degenerate. This system is known to have three kinds of behavior:

1. \(\gamma < \omega_0\), called “underdamped”. In this regime the system oscillates harmonically in time, with an exponentially decaying envelope. The time-dependence can be generally written as the sum of two terms, each of the exponential form \(e^{-i(\omega - i\gamma)t}\), where \(\omega\) and \(\gamma\) are real numbers, and \(\omega = \sqrt{\omega_0^2 - \gamma^2}\).

2. \(\gamma > \omega_0\), called “overdamped”. Here the system decays exponentially (more accurately as a sum of decaying exponentials), with no oscillation at all. As with the underdamped case, the time dependence can be written as the sum of two exponentials: \(e^{-\gamma_\pm t}\), where \(\gamma_\pm = \gamma \pm \sqrt{\gamma^2 - \omega_0^2}\) are two real decay rates.

3. \(\gamma = \omega_0\), called “critically damped”. At this one point in parameter space, which we will see is actually an EP, the system does not oscillate, but also does not decay as a sum of pure exponentials. Instead, one term is of the form \(e^{-\gamma t}\), and the other is of the form \(te^{-\gamma t}\).

Except for critical damping, the two solutions are each of the form \(e^{-i\alpha t}\), for some complex frequency \(\alpha\), and together they span the two-dimensional space of initial conditions \(x(0), \dot{x}(0)\). If we constrain the solutions to have a complex exponential form, then at critical damping, when the solutions coalesce, we appear to lose one, though in fact it has simply moved out of the subspace that we are considering. The remaining solution \(x_2(t)\) can be constructed by \(x_2(t) = \partial x_1(t)/\partial \omega|_{\omega=\gamma}\). The spectral
representation of the impulse response $h(t)$ of the system [satisfying $\hat{L}h(t) = \delta(t)$] is

$$h(\omega) = \frac{-1}{\omega_+ - \omega_-} \left( \frac{1}{\omega - \omega_+} - \frac{1}{\omega - \omega_-} \right),$$  \hspace{1cm} (1.2)

where $\hat{L} \overset{\text{def}}{=} \frac{d^2}{dt^2} + 2 \gamma \frac{d}{dt} + \omega_0^2$, and $\omega_\pm \overset{\text{def}}{=} -i \gamma \pm \sqrt{\omega_0^2 - \gamma^2}$. So long as $\omega_\pm$ are not the same, i.e., away from critical damping, the response has two simple poles, and its lineshape is the sum of two distinct Lorentzians. As critical damping is approached, $\omega_+ \to \omega_-$, and $h(\omega)$ becomes (using L’Hopital’s rule)

$$h_{\text{crit}}(\omega) = \left. \frac{\partial h(\omega)}{\partial \omega_+} \right|_{\omega_+=\gamma} = \frac{-1}{(\omega + i\gamma)^2},$$  \hspace{1cm} (1.3)

which has a second-order pole and is a squared-Lorentzian.

This simple system exhibits all the essential properties of an EP. As a set of parameters is varied, the eigenfrequencies come together in a square-root singularity. At the point of degeneracy, a complex time-harmonic solution becomes modified by a factor which is linear in time, and is therefore lost to the subspace of such solutions. Simultaneously, the response function associated with the operator modifies its spectral lineshape quadratically. The same mathematical structure as this simple example applies to solutions of Maxwell’s equations, where again the existence of EPs denotes the absence of two linearly-independent, time-harmonic solutions at particular parameter values, and the necessity of looking for an additional solution outside of this space. We will see other examples of Maxwellian EPs in Chapters 3 and 4, which are not degeneracies of scattering resonances. These EPs will have interesting consequences for the spatial behavior of the system as well.

EPs and ordinary hermitian degeneracies differ in more ways than just the nature of eigenvalue splitting in their vicinity. They are each characterized by a different number of parameters that must be tuned to engineer one. For hermitian linear operators, the condition for degeneracy imposes one constraint: that the difference between the
real eigenvalues vanishes.\footnote{Another consequence of hermiticity is that this condition cannot be met unless two different positive quantities independently vanish. The result is that a hermitian degeneracy still requires two-parameter tuning (see Fig. 1.2).} EPs, which exist only for non-hermitian operators, have two constraints: that the real and imaginary differences between eigenvalues vanish, which requires the tuning of at least two parameters in the generic case. Any further “design” requirements on the EP, such as having the degenerate eigenvalue be real, will increase the number of necessary tuning parameters. For example, an EP resonance which is also real (i.e., exceptional point laser) will generally require the simultaneous tuning of three parameters, and if we further require the degenerate frequency to have a prescribed value, then four parameters must be tuned.

The numerology of parameters changes when the operator possesses symmetries, and is therefore not generic. If two states transform under different irreducible representations of the symmetry, then they are protected from coalescing at an EP, even with parameter tuning. For example, a parity-symmetric, one-dimensional cavity has an even and an odd set of resonances, and no amount of tuning can bring two states of opposite parity (even/odd) to an EP, so long as the tuning respects the symmetry. On the other hand, symmetries can also reduce the number of necessary tuning parameters, assuming that the symmetry is preserved under their variation. For example, a system that is invariant under a simultaneous parity and time-reversal operation ($\mathcal{PT}$) has eigenvalues that are either real or paired with another eigenvalue that is its complex conjugate. The $\mathcal{PT}$ symmetry constraint reduces the required number of tuning parameters from two to one \cite{57, 68, 87}, which will be relevant in Chapter 3 on reflectionless EPs.

$\mathcal{PT}$ Symmetry and Exceptional Points

In a pioneering study \cite{15}, Bender and Boettcher analyzed the behavior of a quantum-mechanical particle subject to a nonconservative Hamiltonian which does not satisfy the
usual hermitian symmetry, but instead has $\mathcal{PT}$-symmetry. They found that a portion — sometimes all — of its eigenstates are nevertheless associated with real eigenvalues, which is remarkable given the absence of hermitian symmetry. Their original paper was understood to be relevant in optics by Christodoulides and coworkers \cite{67, 80, 106, 127, 140, 166, 167}, and launched the very active field of non-hermitian photonics, a major part of which focuses on $\mathcal{PT}$-symmetric optics.

There is a special connection between EPs and $\mathcal{PT}$-symmetry, which is that the EP is a critical point in parameter space beyond which the system exhibits spontaneous symmetry-breaking. A system is said to have $\mathcal{PT}$ symmetry if its governing equation is unchanged by the $\mathcal{PT}$ operator, so that the equation transforms under the trivial representation of $\mathcal{PT}$. As with the damped harmonic oscillator Eq. (1.1), a $\mathcal{PT}$-symmetric system also has three kinds of behavior: unbroken, broken, and exceptional. In the unbroken phase, eigenvalues are real and separated by some finite distance, and the corresponding eigenvectors each map back to themselves under $\mathcal{PT}$, just like their defining linear operator. In contrast, in the broken phase, the eigenvalues are complex and come as complex-conjugate pairs, so that if $\omega$ is an eigenvalue then so is $\omega^*$. Each corresponding eigenstate transforms not into itself but into its conjugate partner under $\mathcal{PT}$, different from the linear operator. Since symmetry prevents the eigenvalues from leaving the real axis unless paired with another eigenvalue which is its complex conjugate, any $\mathcal{PT}$-preserving perturbation which is not sufficiently large to close the gap between distant real eigenvalues cannot move them off of the real axis. Therefore, there are two symmetry phases in parameter space, with the boundary between them being the EP.
1.2 Saturable Two-Level Media

Up to this point we have treated non-hermitian effects in linear absorbing or amplifying media. Linear absorption or amplification is phenomenologically captured by a positive or negative imaginary part of the index of refraction, respectively. However, this simple macroscopic prescription is not built on a microscopic model, which is needed for a realistic treatment of non-hermitian media. For many gain media, an appropriate microscopic model is an ensemble of two-level quantum systems, each consisting of a ground state and an excited metastable state. We will refer to this as a two-level or atomic medium. An external pump delivers energy to the system and partially populates the excited state, which can radiatively decay through stimulated emission, or through another channel which is unobserved and irreversible. If the two-level medium is pumped to a non-equilibrium inverted state, i.e., with more “atoms” in the excited state than in the ground state, then stimulated emission tends to amplify any light propagating within the medium. Conversely, in the absence of inversion, the two-level system is a net sink of photon flux. Many gain media have substantially more complicated spectra, yet are well described by an effective two-level structure [40, 70].

There are three fields needed to describe the two-level medium: the vector fields $\mathbf{E}$, $\mathbf{P}_{\text{in}}$, and the scalar field $D$. $\mathbf{E}(\mathbf{x}, t)$ is the electric field, which will be treated classically as explained previously. The polarization density $\mathbf{P}_{\text{nl}}(\mathbf{x}, t)$ and the inversion density $D(\mathbf{x}, t)$ describe the atomic medium, which must still be treated quantum mechanically. $\mathbf{P}_{\text{nl}}(\mathbf{x}, t)$ describes the dipolar response of the atoms, and the $D(\mathbf{x}, t)$ is the average number of excited atoms less ground state atoms per unit volume. The subscript “nl”, for “nonlinear”, is appended to the atomic polarization density field to distinguish it from the that part of the material polarization which is not due to the gain atoms, which is assumed to be linear in the electric field $\mathbf{E}$, and is captured in the cavity dielectric function $\varepsilon_c(\mathbf{x})$. The equations of motion of the combined light-matter
system are the Maxwell-Bloch equations (MBE) \[84, 85, 109, 196\]

\[
\nabla \times \nabla \times E + c^{-2} \varepsilon_c \partial_t^2 E = c^{-2} \partial_t^2 P_{nl} \tag{1.4}
\]

\[
\partial_t P_{nl}^+ = -i(\omega_a - i\gamma_\perp)P_{nl}^+ - \frac{i}{\hbar} D(g \cdot E)g^* \tag{1.5}
\]

\[
\partial_t D = -\gamma_\parallel (D - D_0(x)) - \frac{4}{\hbar} \Im\{P_{nl}^+\} \cdot E \tag{1.6}
\]

\[
P_{nl}(t, \mathbf{x}) = 2\Re\{P_{nl}^+(t, \mathbf{x})\}. \tag{1.7}
\]

Equation (1.4) is Maxwell’s equation for the electric field in matter assuming that there are no free charges, driven by a fluctuating current source which is the oscillating atomic polarization. The first term on the right in Eq. (1.5) gives the free oscillation \(\sim e^{-i\omega_a t}\) of the atomic polarization with a decaying envelope \(e^{-\gamma_\perp t}\), where \(\gamma_\perp\) is the polarization dephasing rate. The second term is nonlinear in \(D\) and \(E\), and modifies this precession rate of the polarization. In Eq. (1.6) for the inversion density field, the first term governs the relaxation at a rate \(\gamma_\parallel\) of the field to some given spatially-varying value \(D_0(x)\), which we refer to as the “pump profile”, while the second term causes the inversion to decrease or increase, depending on whether the polarization and the electric field are in- or out-of phase, respectively. The fields \(E\), \(P_{nl}\), and \(D\) are real, while the field \(P_{nl}^+\) is the positive-frequency part of \(P_{nl}\) and is complex. Equations (1.4) to (1.7) are nonlinear dynamical equations for four real spatio-temporal fields, which without further constraint are generally chaotic \[11, 85, 122, 187\], and support a rich variety of behaviors.

Steady state ab initio laser theory (SALT) aims to describe the set of un-driven solutions which are multi-harmonic (\(\sim \sum_\mu e^{-i\omega_\mu t}\)) at asymptotically long times, and are therefore relevant for the stable operation of CW lasers \[39, 53, 72, 194, 196, 197\]. The solutions are un-driven in the sense that there is no coherent input wave at or near the laser frequencies; however, there must be some incoherent pump to create the inverted population, which is included in \(D_0(x)\) from the inversion Eq. (1.6).
Below, we will consider both multi-frequency (multimode lasing) and single-mode lasing. For the single-mode case, the nonlinear term in Eq. (1.6) is time-independent in the rotating wave approximation, and solutions will exist for which the inversion is also time-independent (stationary inversion). For the multimode case, SALT assumes that the fast oscillations in the same nonlinear term self-average to a small value over the natural response time of the slow field $D$, which is $\gamma^{-1}$, so that in steady-state, $D$ is constant in time:

$$\partial_t D(t, \mathbf{x}) = 0.$$  

(1.8)

Equation (1.8) is the stationary inversion approximation (SIA). This approximation makes the multi-harmonic solutions of the MBE tractable, and reduces them to a set of coupled, nonlinear, frequency-domain equations for the electric field:

$$E(t, \mathbf{x}) = \sum_{\mu=1}^{N} E_{\mu}(\mathbf{x}) e^{-i\omega_{\mu} t} + \text{c.c.}$$  

(1.9)

$$\nabla \times \nabla \times E_{\mu}(\mathbf{x}) - \left[ \varepsilon_r(\mathbf{x}) + \chi_{nl}(\omega_{\mu}, \mathbf{x}) \right] \left( \omega_{\mu} / c \right)^2 E_{\mu}(\mathbf{x}) = 0$$  

(1.10)

$$\chi_{nl}(\omega, \mathbf{x}) \overset{\text{def}}{=} \frac{\gamma(\omega) D_0(\mathbf{x})}{1 + \sum_{\nu} \Gamma(\omega_{\nu}) |E_{\nu}(\mathbf{x})|^2},$$  

(1.11)

where we have rescaled the fields $E \rightarrow (\hbar \sqrt{\gamma_{\parallel} / \gamma_{\perp}} / 2g) E$ and $D \rightarrow (\hbar \gamma_{\perp} / g^2) D$. The $E_{\mu}(\mathbf{x})$'s are the space-dependent lasing modes associated with frequencies $\omega_{\mu}$. The lorentzian gain-curve of the atomic medium is

$$\gamma(\omega) \overset{\text{def}}{=} \frac{\gamma_{\perp}}{\omega - (\omega_a i \gamma_{\perp})}, \quad \Gamma(\omega) \overset{\text{def}}{=} |\gamma(\omega)|^2.$$  

(1.12)

Equation (1.10) is $N$ coupled nonlinear equations in the $E_{\mu}$'s, where $N$ is itself determined by maximizing the number of simultaneous solutions that are mutually consistent with these equations. The second term in the square brackets of Eq. (1.10), $\chi_{nl}$, is a saturating nonlinearity, with the distinctive feature that in regions where the intensity is high, the atomic medium is more transparent. SALT has been shown to
be an excellent approximation for the steady-state, multi-mode solutions of the MBE over its expected region of validity \[38, 73, 155\].

Equation (1.10), subject to the purely outgoing boundary conditions appropriate for lasing, is the core of SALT. However, when it is subjected to more general scattering boundary conditions, with both incident and outgoing radiation, it instead describes the steady-state electromagnetic response of a cavity \(\varepsilon_c\) with a saturating two-level susceptibility, whether amplifying or absorbing. The stationary inversion condition for the validity of SALT is also satisfied by Eq. (1.10) for monochromatic scattering, since there is only one frequency component and therefore no beating terms that might spoil the SIA. Therefore a SALT-like theory of scattering from a saturable medium is valid under rather general conditions, so long as \(\gamma||\) is the slowest time scale in the system.

We will leave further discussion of saturable two-level media until Chapters 5 and 6. For now, the key takeaway is that Eq. (1.10), which describes steady-state lasing in two-level media, can be extended to describe arbitrary scattering from such media, and therefore includes saturable absorption and amplification in addition to lasing. To our knowledge, a SALT-based generalization of this type constitutes the first general framework for treating saturable amplifiers and absorbers for systems with arbitrary spatial complexity and quality factor.

1.3 Overview of This Thesis

In this thesis I address a series of new problems in non-hermitian optical scattering, with increasing degrees of complexity. But first, in Chapter 2 I give a brief overview of the properties of linear scattering, developing the framework on which the rest of the thesis is built. I will cursorily review the theory of resonances and their connection to scattering. I will also present the effective Hamiltonian approach \[14, 126, 165, 199\],
which will play an important role in Chapters 3 and 4. Finally, I will present several equivalent formulations of the scattering problem in terms of sources and boundary conditions that are used in various derivations and numerical calculations throughout.

In Chapter 3, I develop the theory of reflectionless scattering modes (RSMs). This novel work is an application of the effective-Hamiltonian approach to a broad class of scattering problems: for a given structure, find the incident wavefronts and frequencies which are not partially reflected at all, but are instead transmitted through the scatterer, or dissipated within it. The RSM framework includes critical coupling and CPA as specific instances, and in a sense threshold lasing too. However, unlike with CPA or lasing, the generic RSM problem does not necessarily require intrinsic gain or loss to realize. I analyze the symmetry properties of the RSMs, and find that they support exceptional points which can be directly probed, and are distinct from the often-studied resonant EPs.

In Chapter 4, I discuss degenerate coherent perfect absorption (CPA EP), which is a specific example of the new kind of exceptional point introduced in Chapter 3. Here, two perfectly absorbed states are brought together by tuning parameters of the scatterer. In the case of a ring-resonator, it is known that resonant EPs take on a chiral flavor in that the exceptional state can be made mostly clockwise or mostly counterclockwise. I show that the same holds true for the CPA EP, and use this fact to design a patterned ring resonator which either predominantly absorbs or reflects light, depending on the direction of incidence. I also discuss the important distinction between an exceptional point of the underlying CPA wave operator and the scattering matrix.

Chapter 5 generalizes CPA to include the saturating nonlinearity and dispersion of a two-level absorbing medium, which for some materials is a more realistic model of an absorber than a constant imaginary part of the refractive index. While the problem of treating CPA with a saturable two-level system was partially addressed in
Longhi [119], that work assumes a simple ring-laser geometry, and incorrectly identifies the behavior in the bad-cavity limit, when the rate at which energy leaks out of the cavity is comparable to the dephasing rate of the medium, $\gamma_\perp$. I extend saturable CPA to arbitrary geometry by connecting it to lasing through a version of the time-reversal argument used for linear CPA, but augmented to account for both saturation and dispersion. Moreover, I show that the SALT algorithm in the single-mode regime can also be used to find the saturable CPA modes through a simple mapping, which demonstrates that between a lower and upper threshold for loss one can maintain CPA by continuously adjusting the pump strength. I also clarify the bad-cavity limit of dispersive CPA, showing that the modes are hybrids of the cavity and atomic degrees of freedom, with a strongly dispersive response to changes in the pump.

Finally, in Chapter 6, I will present and solve the general problem of scattering from a saturable two-level medium. Unlike with lasing or CPA, these solutions have both incoming and outgoing flux, and unlike the linear case described in Chapter 2, they must be solved for self-consistently. Nevertheless, solutions have been previously found for the simplest configurations, such as ring resonators that support purely traveling waves. Here I address the saturable scattering problem for arbitrary geometry, and show that the results known from ring-resonators about the bistability of solutions and the nature of the transition between mono- and bistability hold even for arbitrary geometry. I also carefully analyze the validity of approximations used for isolated resonances, and find that the previously used single-pole approximation [72] requires some modification for the case of scattering.

The results presented in Chapters 3 – 6 are my original contributions, and are also presented in Refs. [189] and [188]. I have also contributed to Ref. [224] on the theory of quantum noise in a narrow-band amplifying EP sensor, and Ref. [204] on a novel, polarization-sensitive unidirectional transparency in indirectly coupled optical resonators, but these lie outside the scope of this thesis.
Chapter 2

Theory of Scattering

The theory of scattering aims to describe the outcome of sending a specified waveform towards an object, letting it interact, and observing what has come back out a long time later. Scattering is relevant for any open wave system, ranging from ocean acoustics to elementary particles, including classical electromagnetism, which is the focus of this thesis. The most general theory of scattering is cumbersome and often intractable, since it must accommodate a very broad set of phenomena, such as long-range, nonlinear interactions and time-varying potentials. The literature on the topic is consequently dense and often irrelevant for classical electromagnetism. Our goal in this chapter is to summarize in one place those aspects of the theory that are important for much of classical electromagnetic scattering from a restricted class of dielectric objects. These are dielectric scatterers that are finite, time-invariant, and local in the spatial degrees of freedom. We will also require that the scatterers are linear in the electric field amplitude in this chapter and in Chapter 4, we will address nonlinear susceptibilities in Chapters 5 and 6.

In much of the literature on scattering, the input waveform is taken to be a plane wave, which is a valid starting point for scatterers much smaller than the wavelength of the probe beam. However, in this thesis it is crucial that we consider arbitrarily-shaped
wavefronts, as most of our focus is on the resonant response of scatterers or structures larger than the wavelength of light.

We will formalize the scattering problem as an initial value problem, in terms of the time-evolution of an initial wave packet into a final scattered state at asymptotically late times. By passing from the time-domain to the frequency-domain, the initial value problem becomes a boundary value problem (BVP), either with scattering boundary conditions, or with purely outgoing boundary conditions and a source term. For the TM polarization of light in one- and two-dimensional scatterers, the vectorial Maxwell equations in the frequency domain, generally relevant for all of classical electromagnetism, reduce to the scalar Helmholtz equation. This greatly simplifies the analyses in this chapter and in the remainder of the thesis. Nevertheless, the fundamental concepts in this work, such as coherent perfect absorption, reflectionless scattering modes, and exceptional point physics, will also apply to the full vectorial Maxwell solutions, once the polarization degrees of freedom are taken into account.

The scattering matrix $S(\omega)$ ($S$-matrix) describes the deterministic and linear relationship between the incident and outgoing wave amplitudes. Near a certain resonant frequency, $\omega_0$, $S(\omega)$ varies rapidly, large field amplitudes are attained within the scatterer, and the interaction time grows long in the time-domain picture of scattering. A resonance can be characterized by $\omega_0$ and its FWHM linewidth, $2\gamma_0$, as shown in Fig. 2.1a. For isolated resonances, these two features are often combined into a single figure of merit $Q_0$, which is a standard measure of how well a cavity traps light at $\omega_0$:

$$Q_0 \overset{\text{def}}{=} \frac{\omega_0}{2\gamma_0}. \quad (2.1)$$

Throughout this thesis we will assume approximately steady-state experiments for which $\omega$ may only take on real values. However, complex-valued frequencies play a

---

1. The full width at half max (FWHM) is the spectral width of a resonant feature, such as the intracavity intensity, measured at half of its peak value.
central role in the analysis of scattering and resonance effects.

There is a deep connection, given by the effective Hamiltonian formalism [14, 126, 165, 199], between the frequencies and linewidths of resonances and the *quasi-normal modes*, also called Gamow states, of the wave operator with purely outgoing boundary conditions [24, 46, 66, 108]. The quasi-normal modes of open systems, which, as noted above, are generally associated with complex eigenfrequencies \( \{ \omega_n \} \), are the analog of normal modes in energy-conserving, closed systems. We will see that the quasi-normal mode eigenfrequencies are the poles of the analytically continued \( S \)-matrix (see Fig. 2.1b), which is simply \( S(\omega) \) with \( \omega \) promoted from a real to a complex variable. In simple cases, the real part of \( \omega_n \) is the center frequency of a resonant peak as seen in scattering, and the width of the peak is given by twice the imaginary part of \( \omega_n \). Because of this close connection, we will often refer to both the real-frequency \( S \)-matrix phenomenon and the quasi-normal eigenmodes and complex eigenfrequencies as “resonances”, but only when the context makes it clear which one we are talking about; when more clarity is needed we will call the complex eigenfrequencies \( S \)-matrix *poles*. In general, the quasi-normal modes are not physically realizable steady-states due to their exponential growth at infinity. However in electromagnetic scattering with gain, a quasi-normal mode *can* be realized physically, which corresponds to the onset of laser emission [53, 72, 112, 194, 196].

The effective Hamiltonian formalism relates two electromagnetic problems: the scattering problem, where the incident wave is specified at any frequency, and the outgoing wave can always be found, and a source-free problem subject to purely outgoing boundary conditions. The latter is overdetermined, so that solutions can only be found at certain complex frequencies. We will refer to such overdetermined scattering problems as *electromagnetic eigenvalue problems*, where the complex frequencies are the eigenvalues. The connection between these eigenproblems and conventional scattering is central to understanding reflectionless scattering modes (RSMs) and coherent perfect
Figure 2.1: Representation of the relationship between resonant features of $S(\omega)$ and its complex-valued poles. (a): Hypothetical intracavity intensity as a function of frequency $\omega$. It is generated from the sum of three Lorentzians with unit amplitude and parameters given in the legend of (b), it is not the result of an actual scattering calculation. Horizontal lines represent FWHM linewidth, bisected by black dot, for visual comparison with the imaginary parts shown in (b). (b): Locations of the complex-valued poles of $S(\omega)$. Were this an actual calculation, there would be a quasi-normal mode associated with each. In this schematic we are imagining fairly isolated resonances with approximately Lorentzian lineshapes. In that case, the central frequency of a resonant peak is $\text{Re}\{\omega_n\}$, and the FWHM is $2\text{Im}\{\omega_n\}$, for some $n$. However, when multiple resonances overlap and interfere, the lineshapes can be more complicated, featuring both peaks and dips (Fano lineshapes), and the real and imaginary parts of the $\omega_n$’s will not be obviously visible in the scattering lineshapes.

absorption (CPA), which are prominent in Chapters 3 to 5. Because of this, we will spend some time describing the implementation of the boundary conditions and sources needed for solving both the scattering and eigenvalue problems.

We will also describe temporal coupled-mode theory (TCMT) [7, 55, 86, 186, 206, 226], formally similar to the effective Hamiltonian method, which gives an approximate connection between the $S$-matrix and the eigenfrequencies and modes of a non-hermitian Hamiltonian. TCMT is sufficiently accurate for many photonics applications, particularly those involving high-$Q$ resonances. It is a standard tool of photonics because it is simple, yet widely applicable, and is often used for designing and analyzing optical devices [93, 152, 198, 228], as we do in Chapters 3 and 4. However, we prefer the effective Hamiltonian formalism when we need to rigorously justify statements about scattering, such as the existence of RSMs and their symmetry.
2.1 Preliminaries

In a wave scattering problem, an initial waveform is specified far away and in the distant past. Over time, it propagates inward, interacts with some object (the scatterer), and a long time later propagates away from the scatterer and travels a great distance before it is detected, as depicted in Fig. 2.2. The formal solution of the scattering problem uses the wave operator, including all the effects due to the scatterer, to time-evolve the initial state from the distant past to the distant future. In the absence of the scatterer, the initial wave freely propagates for all times; a scatterer disturbs the free propagation and changes the spatiotemporal distribution of the final state. If the scattering is weak, then the final state has a high overlap with the hypothetical case of no scatterer at all. The opposite limit of strong scattering has a final state which is very different from the result of free propagation, for example the angular distribution of a scattered wave might be very large compared to that of the incident wave.

A monochromatic wave (CW) with frequency $\omega$, which is relevant for steady-state excitation, is not localized in time, and therefore does not easily fit into the scattering paradigm just described. Instead it is useful to think of an initial wave packet, which is a sinusoidal wave whose amplitude-modulation is slow compared to its frequency $\omega$. The wave packet contains a great many oscillations and can be roughly localized in both the frequency and time domains. When the packet impinges on the scatterer, it will spend some time partially confined within it, while also leaking out as radiation. The leakage rate defines an interaction time $\tau(\omega)$ for the scattering process. A striking phenomenon emerges when $\omega$ is near a scatterer-specific resonant frequency $\omega_0$: a dramatic increase of the scattering strength, accompanied by a long interaction time and large peak amplitude within the scatterer. The linewidth of the
resonance, $2\gamma_0$, is related to the interaction time by $\gamma_0 = 1/2\tau(\omega_0)$. When $\omega$ is within an isolated resonance linewidth, the field amplitude within the scatterer behaves like a driven damped harmonic oscillator with quality factor $Q_0 = \omega_0/2\gamma_0$, with the wave packet acting as the external drive. Resonances do not occur when the frequency $\omega$ is too small, such that the wavelength within the scatterer is much larger than its characteristic size. We will assume in all cases discussed in this thesis that we are probing the scattering region at a frequency high enough for the system to support resonances.

The scattering and resonance problems that we consider in this work are monochromatic, that is, they do not mix frequencies. In some contexts, scatterers can change the energy of the photons and shift their frequency away from $\omega$, as happens with Raman and Brillouin scattering. We only consider scatterers which absorb and emit photons with the same energy as the incident photons, although we do not require that photon flux, and hence energy flux, is conserved. This also excludes cases where the
dielectric function has explicit time-dependence, such as happens when the refractive
index is dynamically-modulated through, say, an electro-optic effect \cite{6, 51, 219, 222},
i.e.,

$$
\varepsilon(x, x'; t, t') \equiv \varepsilon(x, x'; t - t').
$$

Such dielectrics are called time-invariant.

We also limit our analysis to spatially local susceptibilities. Nonlocal susceptibilities
are usually not relevant in electromagnetic scattering from dielectrics, though they are
known to be important in certain nano-scale structures \cite{69, 79, 131, 160, 218}. The
scattering problem is greatly simplified for local dielectric responses:

$$
\varepsilon(x, x'; t - t') \equiv \delta(x - x')\varepsilon(x, t - t').
$$

Initially, we also neglect any nonlinear field interactions. These effects will be
discussed extensively in Chapters 5 and 6 where we address the local interaction
mediated by the saturation of a two-level medium.

By requiring that the dielectric is linear and time-invariant, the scattering of a
wave packet can be analyzed into the scattering of each of its frequency components,
from which the final outcome can be synthesized. Because of this, we never need to
consider an explicit form for the initial wave-packet; we can work in the idealized limit
of a monochromatic initial state \(\psi_{\text{in}}(x; \omega) = \delta(\omega - \omega_0)\psi_{\text{in}}(x)\). Nevertheless, thinking
in terms of temporally-localized packets is very helpful in clarifying ambiguities that
arise when analyzing the scattering problem in the frequency domain, where past and
future are not meaningfully distinct.

2.1.1 From Maxwell to Helmholtz

In this section we will show that a significant simplification can be made to Maxwell’s
equations for one polarization in one- and two-dimensional structures.
The equations governing electromagnetism are Maxwell’s equation (given in the SI convention, see, e.g., Ref \[96, p. 818\]):

\[
\begin{align*}
\nabla \cdot \mathbf{D} &= \rho_{\text{free}} \\
\nabla \cdot \mathbf{B} &= 0 \\
\nabla \times \mathbf{E} &= -\partial_t \mathbf{B} \\
\nabla \times \mathbf{H} &= \mathbf{J}_{\text{free}} + \partial_t \mathbf{D}.
\end{align*}
\]

(2.4)
(2.5)
(2.6)
(2.7)

In this thesis, we are only treating scattering from neutral dielectrics with no free charge or current densities [\(\rho_{\text{free}}(x) \equiv 0; \mathbf{J}_{\text{free}}(x) \equiv 0\)]. Also, as discussed before, the dielectric materials are time-invariant and local, so that

\[
\mathbf{D}(x,t) = \varepsilon_0 \int dt' \varepsilon_r(x,t-t')\mathbf{E}(x,t').
\]

(2.8)

\(\varepsilon_0\) is the free-space permittivity, and \(\varepsilon_r\) is the relative permittivity of the scatterer. Meanwhile the magnetic permeability is spatially uniform, taking the free-space value \(\mu_0\).

With these constraints, the last two Maxwell equations in the frequency domain are

\[
\begin{align*}
\nabla \times \mathbf{E} &= i\omega \mathbf{B} \\
\nabla \times \mathbf{B} &= -i\omega c^{-2} \varepsilon_r(x,\omega)\mathbf{E}.
\end{align*}
\]

(2.9)
(2.10)

For the sake of conciseness we will take \(c = 1\) for the rest of this chapter, and drop the subscript from the relative permittivity. Plugging Eq. (2.10) into the curl of Eq. (2.9) gives a second-order partial differential equation (PDE) for \(\mathbf{E}\) alone:

\[
\nabla \times \nabla \times \mathbf{E} - \omega^2 \varepsilon(x,\omega)\mathbf{E} = 0.
\]

(2.11)
This can be written in terms of the components of $\mathbf{E}$:

$$
\begin{pmatrix}
-\partial_y^2 - \partial_z^2 - \omega^2 \varepsilon & \partial_x \partial_y & \partial_x \partial_z \\
\partial_x \partial_y & -\partial_x^2 - \partial_z^2 - \omega^2 \varepsilon & \partial_y \partial_z \\
\partial_x \partial_z & \partial_y \partial_z & -\partial_x^2 - \partial_y^2 - \omega^2 \varepsilon
\end{pmatrix}
\begin{pmatrix}
E_x \\
E_y \\
E_z
\end{pmatrix} = 0. \quad (2.12)
$$

We have assumed that $\varepsilon$ is isotropic, i.e., rotationally invariant, so that the dielectric tensor is proportional to the identity. In this thesis we will only consider one- or two-dimensional structures, for the sake of simplicity. These can be modeled as three-dimensional structures that have a translation invariance in one direction, say, along $z$. Therefore $\mathbf{E}(x, y, z) = \mathbf{E}(x, y)e^{-ik_z z}$, and $\partial_z \rightarrow -ik_z$. For in-plane illumination we have $k_z \equiv 0$, so that Eq. (2.12) reduces to

$$
\begin{pmatrix}
-\partial_y^2 - \omega^2 \varepsilon & \partial_x \partial_y & 0 \\
\partial_x \partial_y & -\partial_x^2 - \omega^2 \varepsilon & 0 \\
0 & 0 & -\partial_x^2 - \partial_y^2 - \omega^2 \varepsilon
\end{pmatrix}
\begin{pmatrix}
E_x(x, y) \\
E_y(x, y) \\
E_z(x, y)
\end{pmatrix} = 0. \quad (2.13)
$$

In this form it is obvious that, for one polarization, $E_x = E_y \equiv 0$, since the $E_z$-component completely decouples from them. This polarization is transverse-magnetic (TM) since, by Eq. (2.9), $\mathbf{B}$ must be transverse to the one remaining field component, i.e., $\mathbf{B}$ must be in the transverse $x - y$ plane.

In the rest of the thesis we will consider only the in-plane propagation of the TM polarization for the planar geometry just described. The remaining field component $E_z$ satisfies a scalar PDE

$$
\{\nabla^2 + \omega^2 \varepsilon(\omega, x)\} E_z(x) = 0, \quad (2.14)
$$

which is the Helmholtz equation. With only one field component to keep track of from now on, there is little benefit to calling it $E_z$, and instead we will often use a generic
field variable such as $\psi$ or $\phi$.

A one-dimensional electromagnetic structure can be similarly reduced to a scalar Helmholtz equation, by considering it as the $k_y = k_z = 0$ limit of a structure with both $y$ and $z$-invariance.

There are other ways to derive the Helmholtz equation for a TM-like polarization of Maxwell’s equations [195], though this is perhaps the simplest.

2.1.2 Scattering as a Boundary Value Problem

In this section we will show that the initial-value formulation of scattering in the time-domain, as described in Section 2.1, is equivalent to an inhomogeneous boundary-value problem (BVP) in the frequency-domain. In both the time- and frequency-domains, the scattering problem is not overdetermined, and a solution exists for any choice of incoming wavefront and frequency.

The particular scattering problem that is a major focus of this thesis is

$$\{\nabla^2 + \omega^2 \varepsilon(x, \omega)\} \psi(x) = 0,$$  \hspace{1cm} (2.15)

where

$$\psi(|x| \to \infty) \sim \psi^\text{in}(x) + \psi^\text{out}(x).$$ \hspace{1cm} (2.16)

Equation (2.16) is a scattering boundary condition, and it specifies the asymptotic behavior of the field $\psi$ far away from the scatterer. The incoming part of the boundary condition $\psi^\text{in}$ is specified a priori; $\psi^\text{out}$ is purely outgoing and must be solved for. The in/out decomposition of Eq. (2.16) is not well-defined for an arbitrary function $f$; we will justify its validity for the scattering solution $\psi$ in the next section.

Equation (2.15) is an elliptic PDE [130]. As such, its solution is uniquely determined within some simply-connected domain $\Omega$ by specifying the boundary conditions on
\[ \partial \Omega, \text{ which must be of the form} \]

\[
\left[ \psi(x) + \int_{\partial \Omega} \beta(x, x') \nabla \psi(x') \cdot dS' \right]_{x \in \partial \Omega} = 0, \tag{2.17}
\]

where \( \partial \Omega \) is the boundary of \( \Omega \). The vectorial area element \( dS' \) is normal to the surface \( \partial \Omega \).

The scattering boundary condition Eq. (2.16) is not apparently of this form, but a simple field transformation fixes this. The Helmholtz equation for

\[
\phi(x) \overset{\text{def}}{=} \psi(x) - \psi_{\text{in}}(x), \quad \forall x \tag{2.18}
\]

is

\[
\{ \nabla^2 + \omega^2 \varepsilon(x, \omega) \} \phi(x) = j(x), \tag{2.19}
\]

\[
j(x) \overset{\text{def}}{=} -\{ \nabla^2 + \omega^2 \varepsilon(x, \omega) \} \psi_{\text{in}}(x). \tag{2.20}
\]

By definition, \( \lim_{|x| \to \infty} \phi(x) \sim \psi_{\text{out}}(x) \), though within the scattering region \( \phi(x) \neq \psi_{\text{out}}(x) \). Equation (2.19) for the transformed field differs from Eq. (2.15) for the original field \( \psi \) by having a source \( j \) on its RHS. The source [Eq. (2.20)] can be simplified because, as we will see in the next section, \( \psi_{\text{in}}(x) \) satisfies the free-space Helmholtz equation, with \( \varepsilon(x) \equiv 1 \). Then Eq. (2.20) simplifies to

\[
j(x) = -\omega^2 \chi(x, \omega) \psi_{\text{in}}(x), \tag{2.21}
\]

\[
\chi(x, \omega) \overset{\text{def}}{=} \varepsilon(x, \omega) - 1. \tag{2.22}
\]

All the scatterers that we will consider are finite in size, so that \( \chi(x, \omega) \) has compact

\[ \text{2. In principle, the RHS of Eq. (2.17) can be an arbitrary function of position, but this will never be the case in this work.} \]
support and vanishes everywhere outside some finite region, as does \( j(\mathbf{x}) \).

The boundary condition for the transformed field \( \phi \) is

\[
\phi(|\mathbf{x}| \to \infty) \sim \psi^\text{out}(\mathbf{x}).
\] (2.23)

We will see later in Section 2.3.1 that the incoming and outgoing asymptotic fields \( \psi^\text{in/out} \) generally satisfy a boundary condition relating the field to its derivative at points on the boundary, exactly in the form of Eq. (2.17). Therefore the transformed field \( \phi \) satisfies the inhomogeneous Helmholtz equation (2.19) with a boundary condition consistent with the usual elliptic PDE boundary value problem (BVP).

We emphasize again that scattering solutions exist for any real-valued \( \omega \). This will be contrasted later with related eigenvalue problems that only have solutions at discrete, complex-valued \( \omega \). Mathematically, the existence is verified in the time-domain by providing an explicit construction of the final scattered state: the initial solution propagated forward in time from \( t = -\infty \) to \( t = +\infty \). In this section we have mapped the initial-value problem in the time-domain to an inhomogeneous BVP in the frequency-domain, which is also known to always have a solution [130]. The eigenvalue problems that we will encounter later amount to solving Eq. (2.19) with a vanishing RHS.

There are two major components to finding a scattering solution which have become evident in the course of this analysis. The first is the current source on the RHS of Eq. (2.19), and the second is the boundary condition Eq. (2.17). There are multiple ways to construct each of these; we will discuss them later in this chapter, in Sections 2.3 and 2.4.
2.1.3 Last Scattering Surface (LSS), Asymptotic Regions

The geometry of the scattering problem consists of a finite scattering region, outside of which are asymptotic regions that extend to infinity. Any surface which has no scattering defects in its exterior, so that the waves propagate freely there, is a last scattering surface (LSS). It is generally convenient to choose a LSS such that entirety of the scatterer is contained within the volume that it encloses, and no scattering happens on the LSS itself. For example, a convenient LSS for a two-dimensional scatterer in free-space is a sufficiently large circle, regardless of the shape or material composition of the scatterer within it.

Within the LSS, a linear and time-invariant photonic structure is described by its dielectric function $\varepsilon(x, \omega)$. In Chapters 5 and 6 we will relax the linearity condition, as a consequence the scattering solutions will not necessarily be unique there. If $\varepsilon$ is complex-valued, then its imaginary part describes absorption and/or gain from matter reservoirs connected to the scattering system; otherwise, it is energy-flux conserving.

Outside the LSS are the asymptotic regions, which can take many forms. Figure 2.3 summarizes the geometry for a few different cases. We assume that they are time-reversal invariant, and also have some form of translational invariance. Examples include the vacuum or a uniform dielectric, a finite set of disjoint metallic waveguides, and an infinite photonic crystal waveguide. This last has a discrete translational symmetry, while all the others have a continuous symmetry. There is a definite “inward” direction toward the LSS for each distinct region. The wavefunctions within each asymptotic region that propagate towards or away from the scattering region are the channel functions. A consequence of translational invariance is that the propagation within the asymptotic region can be characterized by some constant $\beta(\omega)$, while time-reversal invariance means that $-\beta(\omega)$ is another constant associated with the same frequency, corresponding to propagation in the opposite direction. Since any freely-propagating solution at $\omega$ is a sum of these two channel functions, it follows that
Figure 2.3: Examples of scattering geometries: all have an interior scattering region and exterior asymptotic region, separated by a last scattering surface (LSS). (a): Two-dimensional free-space geometry, where the LSS is a circle containing all of the scatterers. There is a single asymptotic region. (b): Two-dimensional strip waveguide geometry. In this case there are two asymptotic regions, one to the left, another to the right. This reduces to the one-dimensional scattering case in two different limits. First, when the transverse width of the waveguide goes to infinity and supports plane-wave propagation at any incident angle (slab-geometry), then scattering at normal-incidence ($k_y = 0$) is one-dimensional. Second, when the transverse width of the waveguide is sufficiently small to support only single-mode propagation, then the one propagating mode can be effectively described as one-dimensional. (c): A multi-waveguide chaotic junction, similar to Fig. 3.3 on page 82. The LSS extends a little into each waveguide. There are six asymptotic regions, one per waveguide. In principle, each waveguide can support either a single mode or multiple modes, depending on the input frequency.

The scattering solution in the asymptotic regions can be decomposed in the in/out channel basis, as mentioned at the beginning of Section 2.1.2.

A two-dimensional free-space asymptotic region (Fig. 2.3a) has an additional rotational symmetry, so that the channel functions can also be characterized by an angular momentum number $m$:

$$\phi_m(r, \theta, \omega) = H_m^\pm(kr)e^{im\theta},$$  

(2.24)

where wavenumber $k = \omega$, since $c = 1$, and $H_m^\pm(x)$ is a Hankel function of the first kind [alternately $H_m^{(1)}(x)$], and $H_m^-(x)$ of the second [$H_m^{(2)}(x)$], both of which satisfy

$$f''(r) + \frac{1}{r} f'(r) + \left[ k^2 - \left( \frac{m}{r} \right)^2 \right] f = 0.$$  

(2.25)
The differential equation for \( g(r) = r^{1/2} f(r) \) has a radial translational symmetry in the asymptotic limit \( r \to \infty \), so that its solutions can have a definite inward and outward sense of propagation (corresponding to \( H^- \) and \( H^+ \), respectively), connected through time-reversal.

When the asymptotic regions are waveguides, there is a finite number \( 2N \) of propagating channels for a given \( \omega \). Based on the direction of their fluxes, the channels can be unambiguously grouped into \( N \) incoming and \( N \) outgoing states. On the other hand, a two-dimensional finite scatterer in free space has a countably infinite set of propagating angular-momentum channels. However, a finite scatterer of linear scale \( R \) will interact with only a finite number of angular momentum states, with \( m < L_{\text{max}} \), with \( L_{\text{max}} \sim \sqrt{\bar{\varepsilon}} R \omega \), where \( \bar{\varepsilon} \) is the spatially-averaged dielectric function in the scattering region. Hence we can reasonably truncate the infinite-dimensional channel-space to a finite, \( N \)-dimensional subspace of relevant channels for each \( \omega \), similar to the waveguide case.

### 2.2 The Scattering Matrix

The general scattering process consists of the inward propagation of light along the \( N \) incoming channels, followed by an interaction with the scatterer, and then outward propagation towards infinity along the \( N \) outgoing channels. The partial scattering of a single incoming channel into the outgoing channel which is its time-reverse defines a reflection coefficient, and scattering into each other channel defines the transmission coefficients. In two- and three-dimensions, the terminology of reflection and transmission is not normally used, and one simply speaks of backscattering into the same channel and inter-channel scattering. In the channel basis, the wavefronts of the incoming and outgoing fields are given by length-\( N \) vectors \( \alpha \) and \( \beta \), normalized such that \( \alpha^\dagger \alpha \) and \( \beta^\dagger \beta \) are equal in magnitude to the total incoming and total...
Figure 2.4: Schematic depicting a general scattering process. A finite scatterer interacts
with a finite set of asymptotic incoming and outgoing channels (dashed lines), indicated
by the red and blue arrows, respectively. Channels may be localized in position space
(e.g., waveguide channels) or in momentum space (e.g., angular-momentum channels).

outgoing energy flux, respectively. This is illustrated in Fig. 2.4.

The $N$-by-$N$ scattering matrix $S(\omega)$, which relates $\alpha$ and $\beta$ at frequency $\omega$, is
defined by

$$S(\omega)\alpha = \beta,$$

and comprises all of the reflection and transmission coefficients. If the scatterer is
lossless, i.e., $\varepsilon(\mathbf{x}, \omega)$ is real everywhere, then each incoming state leads to a flux-
conserved output, and the $S$-matrix is unitary:

$$S(\omega)S(\omega)^\dagger = S(\omega)^\dagger S(\omega) = I_N,$$

where $I_N$ is the $N$-by-$N$ identity matrix. When the material susceptibilities are
isotropic, linear in the electric field, and time-invariant — all of which we have already
assumed — then Lorentz reciprocity holds, and the $S$-matrix is symmetric [97]:

$$S(\omega) = S(\omega)^T.$$

The $S$-matrix, being well-defined at all real frequencies, absent self-oscillating
solutions (laser oscillation), can be extended to complex frequencies via analytic
continuation. When we do this, it is important to remember that the time-domain behavior that we wish to describe is the evolution of an initial state from \( t = -\infty \) to \( t = +\infty \). This constrains the analytic behavior of \( S(\omega) \) in the complex plane, which we now show.

The initial time-domain wave packet \( \psi^{\text{in}}(x, t) \) can be expanded in the channel basis \( \phi^{\text{in/out}}_m \) as

\[
\lim_{t \to -\infty} \psi^{\text{in}}(x, t) \sim \sum_m \int d\omega \; a_m(\omega) \phi^{\text{in}}_m(x, \omega) e^{-i\omega t}. \tag{2.29}
\]

According to the definition of the scattering matrix from Eq. (2.26), the final configuration of the wave packet after scattering is

\[
\lim_{t \to +\infty} \psi^{\text{out}}(x, t) \sim \sum_{m, m'} \int d\omega \; S(\omega)_{m, m'} a_{m'}(\omega) \phi^{\text{out}}_{m'}(x, \omega) e^{-i\omega t}. \tag{2.30}
\]

The frequency integral can be done by contour integration in the complex \( \omega \) plane. At very late times \( (t \to +\infty) \), the exponential behaves as \( e^{-i \text{Re}\{\omega\}t} e^{\text{Im}\{\omega\}|t|} \), so that the contour may be closed along a large semicircle in the lower half-plane. Therefore the integral can be evaluated in terms of the residues at the poles of \( S(\omega) \) in the lower half plane. Any poles of \( S(\omega) \) that are in the upper half-plane do not contribute to scattering, and correspond to instabilities in the system; they are not consistent with scattering formulated as an initial value problem at asymptotically early times \( (t \to -\infty) \). This is similar to why the WKB connection formulas are directional in nature \cite{16, 130, 138}, familiar from the study of the one-dimensional Schrödinger equation in quantum mechanics \cite{169, 176}.

Another analytic property of \( S(\omega) \) can be seen by considering the time-reverse of a scattering process. For a scatterer defined by refractive index \( n(x, \omega) \), which we will
temporarily denote by $S(n, \omega)$, time-reversing Eq. (2.26) gives \[ S^*(n^*, \omega^*) = [S(n, \omega)]^{-1}. \] (2.31)

If $S(n, \omega)$ has a pole at the complex $\omega^p$, then $S(n^*, \omega)$ has a zero at $(\omega^p)^*$. If the scatterer is flux-conserving ($n \in \mathbb{R}$), then the zeros and poles of the analytically continued $S$-matrix come in complex conjugate pairs. If absorption is added to the scatterer, then the complex-valued poles and zeros generally move downward. Therefore Eq. (2.31) implies that when gain is added, the poles and zeros move upward.

When enough gain is added to the system, a pole that started in the lower half-plane reaches the real axis, which corresponds to the onset of the lasing instability. In the linear theory, more gain cannot be added to the system while preserving the causal structure of the scattering problem. In contrast, zeros may safely flow into the lower half-plane by the addition of sufficient absorption within the scatterer, without breaking causality. In the context of electromagnetic scattering, this corresponds to overdamping a resonance.

### 2.2.1 Effective Hamiltonian Representation of the $S$-matrix

In this section we introduce a wave-operator representation of $S(\omega)$ and $\det S(\omega)$, which establishes the connection, mentioned in the introduction to this chapter, among scattering resonances ($\omega \in \mathbb{R}$), $S$-matrix poles ($\omega \in \mathbb{C}$), and open-boundary electromagnetic eigenvalue problems. This is done by analyzing scattering from an open system in terms of an equivalent closed one that is then coupled to the channel continuum.

Choose a LSS that contains all of the scattering inhomogeneities, which divides the interior scattering region $\Omega$ from the exterior infinite asymptotic regions $\overline{\Omega}$, such that the LSS is $\partial \Omega$ (see Fig. 2.3 on page 34). The details of the coupling between the
interior and exterior will depend on the specific choice of LSS, however, the $S$-matrix will not, as must be the case on physical grounds. Nevertheless, different choices will be more or less suitable for the solution of a given problem \cite{111,191}.

We recast the Helmholtz Eq. (2.15) as a linear differential operator which is a function of the frequency $\omega$. The scattering solution at that frequency is the state that is annihilated by it:

$$\hat{A}(\omega) |\omega\rangle = 0.$$  \hfill (2.32)

The matrix elements of this operator are

$$\langle x'|\hat{A}(\omega)|x \rangle = \delta(x - x') \left\{ \omega^2 - \frac{1}{\varepsilon(x)} \nabla^2 \right\}. \hfill (2.33)$$

We separate the Helmholtz $\hat{A}(\omega)$ into three pieces, one for each domain and the LSS:

$$\hat{A}(\omega) = \hat{A}_0(\omega) + \hat{A}_c(\omega) + \hat{V}(\omega).$$ \hfill (2.34)

The closed-cavity Helmholtz operator $\hat{A}_0(\omega)$ is identical to the original operator $\hat{A}(\omega)$ within region $\Omega$, but is zero elsewhere. Likewise, the channel operator $\hat{A}_c(\omega)$ is identical to $\hat{A}(\omega)$ in region $\bar{\Omega}$ and zero elsewhere, and the coupling operator $\hat{V}(\omega)$ is zero everywhere except at the LSS. This partition is advantageous because we know how to invert $\hat{A}_0$ on $\Omega$, since it is a closed system, and $\hat{A}_c$ on $\bar{\Omega}$, since it has translational invariance. The coupling $\hat{V}$ will act as a perturbation on the operator $\hat{A}_0 + \hat{A}_c$.

The closed-cavity wave operator $\hat{A}_0(\omega)$ on $\Omega$, which we do not assume is hermitian, admits a discrete spectrum of the form $\hat{A}_0(\omega_\mu) |\mu\rangle = 0$ with eigenvalues $\{\omega_\mu\}$. The matrix $A_0(\omega)$ (without a hat) is defined by the matrix elements of the operator $\hat{A}_0$:

$$A_0(\omega)_{\mu\nu} \overset{\text{def}}{=} \langle \mu | \hat{A}_0(\omega) |\nu\rangle . \hfill (2.35)$$
The channel-space wave operator $\hat{A}_c(\omega)$ on $\bar{\Omega}$ has a continuous spectrum. It generates the propagating channel modes via $\hat{A}_c(\omega) |\omega, n\rangle = 0$, where $n$ is an integer or set of integers which uniquely specify the asymptotic channels for each real frequency $\omega$.

The only non-vanishing matrix elements of $\hat{V}$ are those between closed and continuum states. The matrix $W(\omega)$, not necessarily square, is the off-diagonal submatrix of $\hat{V}$:

$$W(\omega)_{\mu n} \equiv \langle \mu | \hat{V}(\omega) | n, \omega \rangle.$$

(2.36)

It contains all the information about $\hat{V}(\omega)$, since

$$\hat{V}(\omega) = \sum_{\mu, n, \omega} W(\omega)_{\mu n} |\mu\rangle \langle n, \omega| + \text{h.c.} \quad (2.37)$$

A general relation [14, 126, 164, 165, 199] between the matrices $S$, $A_0$, and $W$, originally developed in the study of nuclear reactions as the continuum-shell model or shell-model approach [22, 50, 56, 61, 62, 110, 126, 142, 168], is

$$S(\omega) = I_N - 2\pi i W_p^\dagger(\omega) G_{\text{eff}}(\omega) W_p(\omega). \quad (2.38)$$

This is the first central result of this section, which we refer to as the effective Hamiltonian, or wave-operator representation of the $S$-matrix. $W_p$ is the submatrix of $W$ that is restricted to the propagating channels. In one- and two-dimensional free-space geometries $W_p \equiv W$, while for quasi one-dimensional waveguides that can support non-propagating transverse modes within the scattering region, $W_p \neq W$. The
effective Green function $G_{\text{eff}}(\omega)$ is the inverse of an effective wave operator $A_{\text{eff}}(\omega)$:

$$G_{\text{eff}}(\omega) \equiv A_{\text{eff}}(\omega)^{-1}, \quad A_{\text{eff}}(\omega) \equiv A_0'(\omega) - \Sigma^R(\omega),$$

$$\Sigma^R(\omega) \equiv \Delta(\omega) - i\Gamma(\omega), \quad \Gamma(\omega) \equiv \pi W_p(\omega)W_p(\omega)^\dagger,$$

$$\Delta(\omega) \equiv \text{p.v.} \int d\omega' \frac{W_p(\omega')W_p(\omega')^\dagger}{\omega' - \omega}. \quad (2.39)$$

$A_0'(\omega)$ is the closed-cavity wave operator $A_0$ plus a hermitian modification that includes the effect of evanescent channel states what were previously excluded from $W_p$. The matrix $\Sigma^R$ is the \textit{retarded self-energy}, and acts only at the LSS; $\Delta(\omega)$ and $-i\Gamma(\omega)$ are its hermitian and anti-hermitian components, respectively. The integral in $\Delta(\omega)$ is the Cauchy principle value integral \[130\].

Equation (2.38) has a useful intuitive interpretation. It says that the product of scattering is a superposition of the illuminating field (that’s the first term), with a scattered field, given by the second term. The scattered field must couple into and out of the resonant structure (the two $W$’s); meanwhile between the coupling events it will evolve according to the cavity Green function, modified to account for leakage into the outgoing channels.

Rarely is it useful or even possible to explicitly compute the various matrices defined in Eq. (2.39). Their primary value is that they provide an exact and analytic connection between the $S$-matrix and the underlying operators $\hat{A}_0$, $\hat{A}_c$, and $\hat{V}$, each of which can be easily constructed and characterized.

The derivation of Eq. (2.38) is rather involved, and lies far outside the scope of this thesis. Nevertheless, a concise description of it is hard to come by, so we will outline its basic steps here:

Start with the standard relation describing scattering from some general
potential $\hat{V}_{\text{sc}}$ \cite{284}.

$$S_{mn}(\omega, \omega') = \delta_{mn} \delta(\omega - \omega') + 2\pi i \delta(\omega - \omega') \langle \phi_m | \hat{V}_{\text{sc}} | \psi^\text{out}_n \rangle, \quad (2.40)$$

where $\{ | \phi_m \rangle \}$ are the known solutions in the absence of $\hat{V}_{\text{sc}}$, and $\{ | \psi^\text{out}_n \rangle \}$ are the outgoing solutions (at late times) of the full scattering operator, which includes $\hat{V}_{\text{sc}}$. We can use the relation\footnote{There is a sign-difference in the second term between Eq. (2.40) and the usual form of its quantum counterpart. This is because the quantum analog of $A(\omega)$ in Eq. (2.33) is $E - H_0 - V$, which differs by an overall sign from the convention for quantum mechanics.} between $| \psi^\text{out}_n \rangle$ and $| \phi_n \rangle$,

$$| \psi^\text{out}_n \rangle = | \phi_n \rangle - [\hat{A}(\omega - i0^-)]^{-1} \hat{V}_{\text{sc}} | \phi_n \rangle, \quad (2.41)$$

to evaluate the matrix element on the RHS of Eq. (2.40):

$$\langle \phi_m | \hat{V} | \psi^\text{out}_n \rangle = \langle \phi_m | \hat{V} | \phi_n \rangle - \langle \phi_m | \hat{V} [\hat{A}(\omega - i0^-)]^{-1} \hat{V} | \phi_n \rangle. \quad (2.42)$$

The first term on the RHS is zero because $\hat{V}$ has vanishing matrix elements between channel states and other channel states. The addition of a small negative imaginary part $i0^-$ to the frequency in the inverse is necessary to select the “out” states; had we instead used $i0^+$ we would have selected the “in” states.

The remaining matrix element on the RHS of Eq. (2.42) is between channel states and other channel states, so that in block-matrix form, we need to\footnote{This is not the Lippmann-Schwinger equation \cite{169}. It is verified by operating on both sides with $\hat{A}(\omega + i0^-)$, noting that by definition $(\hat{A} - \hat{V}_{\text{sc}}) | \phi_n \rangle = 0$.}
evaluate
\[
\begin{pmatrix}
W^\dagger & 0
\end{pmatrix}
\begin{pmatrix}
A_0 & W \\
W^\dagger & A_c
\end{pmatrix}^{-1}
\begin{pmatrix}
W \\
0
\end{pmatrix}
= W^\dagger \left[ A_0 - W A_c^{-1}(\omega - i0^-) W^\dagger \right]^{-1} W,
\]
which follows from a standard relation of linear algebra involving the Schur Complement [91].

The final step is to reduce \( \hat{V} \hat{A}_c^{-1}(\omega-i0^-) \hat{V} \), which is the operator-equivalent of the second term in brackets on the RHS of Eq. (2.43). This can be done by inserting the complete channel states on either side of \( \hat{A}_c^{-1} \) and evaluating the resulting integrals, accounting for the \( i0^- \) pole. Plugging this back into Eq. (2.40) gives the effective Hamiltonian relation Eq. (2.38).

The quasi-normal modes of the system are the eigenmodes of the non-hermitian, nonlinear eigenvalue problem
\[
\hat{A}_{\text{eff}}(\omega_p^n) |\omega_p^n\rangle = 0,
\]
with eigenvalues \( \{\omega_p^n\} \) that are the complex-valued resonance frequencies, which generally form a countably infinite set. The frequency dependence of the self-energy \( \Sigma^R(\omega) \) makes the eigenproblem nonlinear in its eigenvalue\(^5\). Since \( \Gamma(\omega) \) is positive semidefinite, it generally contributes a negative imaginary part to the resonance frequencies, pushing the poles of \( G_{\text{eff}}(\omega) \) and \( S(\omega) \) into the lower half-plane, exactly capturing the effect of openness.

A series of algebraic manipulations applied to Eq. (2.38) yields a powerful identity for \( \det S(\omega) \). Using the “push-through identity” of linear algebra [18] (see Appendix A),

---

5. Without self-energy there is still a nonlinearity in eigenvalue \( \omega \), since the Helmholtz operator depends on \( \omega^2 \). This is not the nonlinearity that we are referring to when we call Eq. (2.44) a nonlinear eigenvalue problem, since it is trivially accounted for by defining \( \lambda = \omega^2 \), with eigenvalue \( \lambda \).
we move the interaction matrix \( W_p \) across \( G_{\text{eff}} \) to obtain

\[
S(\omega) = \frac{(I + iK(\omega))}{(I - iK(\omega))},
\]

where \( K(\omega) \) is the reactance matrix \[124, 141\]

\[
K(\omega) \equiv -\pi W_p(\omega) \dagger [A'_0(\omega) - \Delta(\omega)]^{-1} W_p(\omega).
\]

Taking the determinant of both sides and multiplying numerator and denominator by \( \det(A'_0 - \Delta) \), we arrive at the second central result of this section:

\[
\det S(\omega) = \frac{\det \left( A'_0(\omega) - \Delta(\omega) - i\Gamma(\omega) \right)}{\det \left( A'_0(\omega) - \Delta(\omega) + i\Gamma(\omega) \right)}.
\]

Equation (2.47) is not a simple identity of linear algebra: the LHS is the determinant of an \( N \)-by-\( N \) square matrix, while the right-hand side is a ratio of functional determinants of differential operators on an infinite-dimensional Hilbert space. See Appendix A for more details on the derivation of Eq. (2.47) from Eq. (2.38).

Equation (2.47) demonstrates the analytic connection that we had previously mentioned between the resonant poles of the \( S \)-matrix and the eigenvalues of the operator \( \hat{A}_{\text{eff}}(\omega) \), which appears in the denominator of this expression. It also shows that \( S(\omega) \) is zero at the countably infinite set of complex frequencies \( \{\omega_n^z\} \) that are the eigenvalues of the operator defined in the numerator of Eq. (2.47):

\[
\hat{A}_{z}(\omega) \equiv \hat{A}'_0(\omega) - \hat{\Sigma}^A(\omega),
\]

\[
\hat{\Sigma}^A(\omega) \equiv \Delta(\omega) + i\Gamma(\omega).
\]

\( \hat{\Sigma}^A(\omega) \) is the advanced self-energy, which differs from the retarded self-energy of Eq. (2.39) in the sign of \( i\Gamma \). We call the set \( \{\omega_n^z\} \) the zeros of the \( S \)-matrix. Coherent
perfect absorption (CPA) arises when, by tuning the degree of absorption in the system, one member of this set reaches a real frequency and becomes a steady-state solution. Conversely, the threshold of laser oscillation occurs when sufficient gain is added to the system such that a member of \{\omega_n^p\} first reaches the real axis, corresponding to a purely outgoing solution at a real frequency. The two are linked by time-reversal, as mentioned in Section 1.1.1 of the previous chapter. A lossless scatterer has a real-valued \(\varepsilon(x)\), and therefore \(\hat{A}_0'(\omega)\) is hermitian when \(\omega\) is real. In this case, time-reversal symmetry implies that \(\omega_n^z = \omega_n^{p^*}\). This is consistent with Eq. (2.47) since \([\hat{\Sigma}^A(\omega)]^\dagger = \hat{\Sigma}^R(\omega)\) when \(A_0'(\omega)\) is hermitian, which follows from \([\hat{O}(\omega^*)]^\dagger = \hat{O}(\omega)\) for \(\hat{O} \in \{\hat{A}_0', \Delta, \Gamma\}\), by a generalization of the Schwartz reflection principle [130].

While an eigenvalue of \(\hat{A}_0'(\omega) - \hat{\Sigma}^R(\omega)\) corresponds to a pole of \(\det S(\omega)\) and an eigenvalue of \(\hat{A}_0'(\omega) - \hat{\Sigma}^A(\omega)\) to a zero, there is one important exception. Equation (2.47) shows that if \(\omega_n^p = \omega_n^z\) is the simultaneous eigenvalue of both, then \(\det S(\omega)\) may be neither zero nor infinite. Such an exception happens at a bound state in the continuum (BIC) [94], which contains neither incoming nor outgoing radiation, exists at a real frequency, and does not affect \(S(\omega)\) since it is decoupled from far-field radiation; it is neither a pole nor a zero of \(S(\omega)\). The other case, where \(S(\omega)\) has both a diverging and vanishing eigenvalue but \(\det S(\omega)\) is generic, can also happen, for example in \(\mathcal{PT}\)-symmetric cavities that exhibit CPA and lasing at the same frequency [48,118,121,212].

### 2.2.2 Temporal Coupled Mode Theory (TCMT)

Temporal coupled mode theory (TCMT) [7,55,86,186,206,226] is formally similar to the effective Hamiltonian approach described above. It can be derived from symmetry constraints [55,86,186,206,226] rather than from first principles. The main difference between it and the effective Hamiltonian approach is that TCMT is not an exact construction, based on a wave equation, but is instead an approximate analytic model.
that faithfully captures most of the phenomenology of resonances. In this section, we outline the phenomenological theory, and highlight the similarities to and differences from the effective Hamiltonian formalism. TCMT typically assumes harmonic time dependence in a reciprocal scattering region that supports $M$ internal resonances, each coupled to $N$ external propagating channels. The length-$N$ vectors $\alpha$ and $\beta$ contain incoming and outgoing field amplitudes, respectively. The field within the cavity is described by a superposition of the $M$ resonances, whose amplitudes are contained in the length-$M$ vector $a$. The amplitudes of the internal resonances evolve in time under some $M$-by-$M$ Hamiltonian $H_0$, whose eigenvalues are the normal mode frequencies of the closed system. TCMT relates all of these quantities by

$$-i\omega a = -iH_{\text{CMT}}a + D^T\alpha,$$

$$\beta = S_0\alpha + Da. \quad (2.50)$$

The $M$-by-$M$ Hamiltonian of the open system in TCMT is

$$H_{\text{CMT}} \overset{\text{def}}{=} H_0 - i\frac{D^\dagger D}{2}. \quad (2.52)$$

The $N$-by-$M$ matrix $D$ contains the coupling coefficients between the resonances and the channels; the $m^{\text{th}}$ column of $D$ is essentially the radiation wavefront of the $m^{\text{th}}$ resonance analyzed into the $N$-dimensional channel basis.

The direct scattering matrix $S_0 = S_0^T$ is symmetric and describes the non-resonant part of scattering that varies slowly with frequency. The distinction between “resonant” and “non-resonant” is not always clear; the typical practice in TCMT is to use $H_0$ and $D$ to model a few high-$Q$ resonances in the frequency range of interest, and empirically bundle the contributions from the further-away and low-$Q$ resonances into $S_0$. As more resonances are included in $H_0$ and $D$, the direct scattering matrix approaches.
the identity \[7\].

In a flux-conserving system, time-reversal symmetry requires that \( S_0 D^* = -D \) \([186, 226]\); here we assume that absorption or gain can be modeled through an anti-hermitian term in \( H_0 \) without breaking this condition. It follows that the scattering matrix is

\[
S(\omega) = \left( I_N - iD \frac{1}{\omega - \hat{H}_{\text{CMT}}} D^\dagger \right) S_0. \tag{2.53}
\]

The formalism has been found to be accurate even in the case of several overlapping resonances \([93, 152, 198, 228]\).

The similarities between Eq. (2.38) and Eq. (2.53) are evident. The Hamiltonian matrix \( H_0 \) describes a closed system and is hermitian in the absence of absorption or gain; \((\omega - H_0)\) is analogous to \( A_0 \) in Eq. (2.35) or \( A'_0 - \Delta \) in Eq. (2.39). The positive semidefinite matrix \( D^\dagger D/2 \) is analogous to \( \Gamma \) in Eq. (2.39); its diagonal elements are the decay rates of the modes due to radiation into channels in the open environment, and its off-diagonal elements are the dissipative coupling rates between modes, mediated by their interaction with the continuum of propagating channel modes. Because Eqs. (2.38) and (2.53) have the same formal structure, TCMT also implies a determinant relation:

\[
\det S(\omega) = \det S_0 \frac{\det(\omega - H_0 - iD^\dagger D/2)}{\det(\omega - H_0 + iD^\dagger D/2)}, \tag{2.54}
\]

so that the poles and zeros of \( S \) are the eigenvalues of \( H_{\text{CMT}} \) and \( H_{\text{CMT}} + iD^\dagger D \), respectively. The determinant of the direct scattering matrix \( \det S_0 \) is assumed to be smooth and non-vanishing in the frequency range of interest.

Despite the similarities, the two approaches are not equivalent. TCMT neglects the frequency-dependence of the couplings in \( D \) due to openess. In the effective Hamiltonian formalism, this frequency-dependence changes both the hermitian and anti-hermitian parts of \( \hat{A}_{\text{eff}}(\omega) \), through the frequency shifts \( \Delta(\omega) \) and decay rates \( \Gamma(\omega) \),
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respectively. In contrast, for TCMT, even if one were to include a phenomenological dispersion in $D$, it would not account for shifts in the hermitian part of $H_{CMT}$. To correct this, one would need to add an unknown frequency-dependence in both $D$ and $H_0$. For many situations, particularly when high-$Q$ resonances are involved, this shortcoming of TCMT is negligible, as these dispersive effects are small over the relevant frequency band. However, because of this difference, the approximate TCMT Eq. (2.53) can possess symmetries that are not present in either the effective Hamiltonian representation of $S(\omega)$ [Eq. (2.38)], or in the scattering Helmholtz PDE [Eq. (2.15)]. We will see an example of this in Section 3.6.4 of the next chapter.

In a typical exposition of TCMT, what we have called $H_{CMT}$ usually goes by the name “effective Hamiltonian”. For the reasons detailed above, we do not consider TCMT to be exactly equivalent to the effective Hamiltonian formalism of Section 2.2.1 and therefore we use a different name to refer to the TCMT Hamiltonian in order to avoid ambiguity.

2.3 Implementation of Boundary Conditions

At this point we have established all of the general properties of the $S$-matrix that we will need in the remaining chapters, and we return to the problem of solving a given scattering geometry. Earlier, in Section 2.1.2 we transformed the source-free Helmholtz PDE with scattering boundary conditions [Eq. (2.15)] into an inhomogeneous Helmholtz PDE with purely outgoing boundary conditions [Eq. (2.19)]. Standard numerical methods for solving linear equations can be used in the latter case, assuming that one can implement both the purely outgoing boundary and the source term in a finite computational domain. In the remainder of this chapter, we address how to do this.

We describe two methods for implementing outgoing boundary conditions in a
finite volume: boundary-matching and perfectly matched layers (PMLs). The former is exact but complicated, and uses the properties of the channel functions. It results in a frequency-dependent boundary condition that significantly complicates the calculation of resonances and zeros, which in this implementation become nonlinear eigenvalue problems. The PML method is an exponentially good approximation that is far simpler than boundary-matching, and has the advantage that the resonance and $S$-matrix-zero eigenproblems remain linear in their eigenvalue. We will use both methods in the numerical calculations of the remaining chapters.

2.3.1 Boundary-Matching

The boundary-matching method\textsuperscript{[195]} uses the continuity of the field and of its derivative at the LSS. For the full vectorial wave equation, it would use the appropriate Maxwell interface boundary conditions. It gives the boundary condition exactly in the form of Eq. (2.17), relating the field at one point on the LSS to its normal derivative at all points on the LSS. This expression, while analytic, generally depends on the frequency. For scattering configurations, which have both incoming and outgoing waves at a specified $\omega$, this method provides an analytic expression that can be discretized effectively in a finite difference computation. However, for electromagnetic eigenvalue problems, the dependence of the boundary conditions on $\omega$, which is also the eigenvalue, poses a fundamental challenge. In this case, the discretized wave operator, including the boundary condition, defines a nonlinear eigenvalue problem (NEVP) of the form $T(\lambda_n)\mathbf{x}_n = \mathbf{0}$, and not an ordinary one of the form $M\mathbf{x}_n = \lambda_n\mathbf{x}_n$. NEVPs are nonlinear in their eigenvalue (not in the vector $\mathbf{x}$) since $T(\lambda)$ is a matrix function of the complex variable $\lambda$. An ordinary eigenvalue problem corresponds to $T(\lambda) = M - \lambda B$ for constant matrices $M$, $B$. NEVPs are difficult to solve analytically, but can be handled by numerical packages such as NEP-PACK\textsuperscript{[20, 98]}.

The field and its derivatives are all continuous at the LSS, since by definition any
scattering inhomogeneity is contained entirely within the scattering region. Immediately outside the LSS, the outgoing component of the field can be decomposed into the outgoing channel functions, with coefficients $c_m$. The derivative of the field normal to the LSS, i.e., along the outgoing propagation direction, must be equal to the derivative of the channel-function decomposition, by continuity. Because of this, the $c_m$'s can be expressed in terms of the normal derivative $\partial_n \psi$ at the boundary, so that $\psi$ has a definite relation to $\partial_n \psi$ at the boundary, in the general form of Eq. (2.17) mentioned earlier. We give examples for three cases:

1. For a simple one-dimensional system with LSS boundaries at $|x| = a$ (scatterer is entirely in $|x| < a$ space), the outgoing wave outside the LSS is proportional to $e^{\pm ikx}$, where $k = \omega (c = 1)$, so

$$\left[ \psi(x) \mp \frac{1}{ik} \psi'(x) \right]_{x = \pm a} = 0. \quad (2.55)$$

2. For a quasi-one-dimensional perfect (lossless) metallic waveguide with walls at $y = 0$ and $y = t$ and with the LSS at $|x| = a$, the channel functions are proportional to $\sin(m\pi y/t)e^{\pm i\beta_m(\omega)x}$, so that

$$\left[ \psi(x, y) \mp \int \frac{dy'}{t} \left( \sum_{m=1}^{\infty} \frac{2}{i\beta_m(\omega)} \sin \left( \frac{m\pi y}{t} \right) \sin \left( \frac{m\pi y'}{t} \right) \right) \partial_x \psi(x, y') \right]_{x = \pm a} = 0. \quad (2.56)$$

For real-valued $\omega$, the propagation constant is

$$\beta_m(\omega) = \sqrt{\left( \frac{\omega}{c} \right)^2 - \left( \frac{m\pi}{t} \right)^2 + i0^+}. \quad (2.57)$$

The square-root branch cut is the conventional one along the negative real axis, such that $\sqrt{-1 + i0^+} = \pm i$. For complex $\omega$, the propagation constant $\beta_m(\omega)$ can simply be taken as the analytic continuation of Eq. (2.57). However, some
NEVP solution methods require an integral over a loop in the complex frequency plane \([12, 19, 53]\), which is ambiguous if this loop contains the branch point of \(\beta_m(\omega)\), which is likely when near a mode cutoff. This ambiguity can be avoided by traversing the loop twice; further analysis is beyond the scope this thesis.

3. For a two-dimensional finite scatterer in free space, with the LSS at \(r = R\), the asymptotic channels are proportional to \(e^{im\theta} H^+_m(kr)\) so that

\[
\left[ \psi(r, \theta) - \int \left( \frac{1}{2\pi k} \sum_m e^{im(\theta - \theta')} \frac{H^+_m(kR)}{H^+_m(kR)} \right) \partial_r \psi(r, \theta) \ d\theta' \right]_{r=R} = 0, \quad (2.58)
\]

All of these are specific examples of a more general relation, which can be derived from the effective Hamiltonian formalism (see Appendix B):

\[
\left[ \psi(x) - \oint_{\partial \Omega} G^{R,N}_c(x, x') \nabla \psi(x') \cdot dS' \right]_{x \in \partial \Omega} = 0. \quad (2.59)
\]

\(G^{R,N}_c(x, x')\) is the retarded Green function in the channel space, i.e., it is the inverse of \(\hat{A}_c(\omega - i0^+)\), subject to Neumann boundary conditions at the LSS. The one-dimensional and quasi-one-dimensional cases are plausibly consistent with this formula \textit{prima facie} (in fact they are). However, the boundary-matching condition for the two-dimensional free-space case is less obviously related to \(G^{R,N}_c\). Appendix C verifies that Eq. (2.58) does indeed follow from Eq. (2.59).

### 2.3.2 Perfectly Matched Layers

Another method for implementing outgoing boundary conditions, commonly used in resonance calculations \([108]\), is perfectly matched layers (PMLs) \([17, 148]\), which create an effective outgoing boundary through a frequency-independent modification of the wave operator. The chief advantage of PMLs is that, for non-dispersive scatterers, they turn the self-consistent, boundary-matched NEVP into an ordinary eigenvalue
problem, because their construction does not depend on the eigenfrequency.

A naive approach to building a frequency-independent outgoing boundary layer is to surround the LSS with a uniform absorbing layer, characterized by a its depth $d$ and a constant refractive index $n = 1 + in'$. The layer is terminated at its outermost surface with a Dirichlet boundary. However, a finite depth $d$ is not consistent with purely outgoing waves, since there is necessarily an impedance mismatch, and therefore back-reflection, for any non-zero $n'$ at the boundary between vacuum and the absorbing layer. This is overcome in the limit that $d \to \infty$ followed by $n' \to 0$, per the limiting absorption principle [41, 174]. The infinite volume requirement is obviously an impediment for numerical implementation.

PMLs are non-physical absorbing layers which are constructed specifically to be reflectionless at the vacuum interface, regardless of their degree of absorption, unlike the constant index absorbing layer we just described. The exact limit of purely outgoing radiation requires $d \to \infty$, but it is not accompanied by the requirement of a vanishing absorption per unit length. Because of this, the reflection from a Dirichlet-terminated PML is exponentially insensitive to the depth of the layer. Even a sub-wavelength PML depth is often enough to achieve purely outgoing waves with an acceptable accuracy [147, 148].

We briefly summarize the PML construction by using complex coordinate stretching, which analytically continues the wave equation and its solution into the complex plane along a specified contour [148]. Similar methods are used with the Schrödinger equation in the context of quantum mechanics [137, 173]. We will focus on the one-dimensional case; the extension to higher dimensions is trivial so long as the coordinates are separable.

The stretched coordinate $\tilde{x}$ is

$$\tilde{x}(x) = \int_0^x dx' \, \alpha(x') \Rightarrow d\tilde{x}(x) = \alpha(x)dx,$$

(2.60)
for some complex function $\alpha$ which is unity everywhere inside the LSS:

$$\alpha(x) \equiv 1, \quad \text{for } x \in \Omega.$$  \hfill (2.61)

For simplicity we will take the LSS to be at $x = 0$, with the PML to its right, and the scattering region to its left. The transformed plane-wave solution on the new contour is $e^{i\omega \tilde{x}(x)}$ (remember $c = 1$), while the wave operator, expressed in the original coordinates, is

$$\hat{A}_{\text{PML}}(x) \overset{\text{def}}{=} \frac{1}{\alpha(x)} \nabla \frac{1}{\alpha(x)} \nabla + \omega^2 \varepsilon(x).$$  \hfill (2.62)

Since we are only interested in cases where $\varepsilon(x) \equiv 1$ outside the LSS, $\varepsilon(\tilde{x}(x)) \equiv \varepsilon(x)$. A decaying wave corresponds to

$$\alpha(x) = 1 + i \frac{\sigma(x)}{\omega_0},$$  \hfill (2.63)

where $\sigma(x)$ is some function with a positive real part which acts like a conductivity, and $\omega_0$ is a characteristic frequency near which the scattering or eigenvalue computation will be done. Analytically, $\sigma(x)$ does not need to be smooth or small, though a PML in a discretized space is generally more effective when it does not change too rapidly \[148\]. By choosing $\sigma(x)$ appropriately, the wave can be made arbitrarily small, though never zero, after propagating any finite distance. The error induced by truncating the PML with a Dirichlet boundary at a finite $d$ is therefore well-controlled and exponentially small, and we take it to be negligible from here on.

The symmetric form of the transformed Helmholtz equation [using Eq. (2.62)] is

$$\left\{ \nabla \frac{1}{\alpha(x)} \nabla + \omega^2 \alpha(x) \varepsilon(x) \right\} \psi(x) = 0.$$  \hfill (2.64)
Define the unconjugated “inner product”

\[(f, g)_{\alpha\varepsilon} \overset{\text{def}}{=} \int dx \ f(x)\alpha(x)\varepsilon(x)g(x), \tag{2.65}\]

where the integral is over the entire computational domain, including the PML, and \(f\) and \(g\) are any two functions satisfying the Dirichlet boundary condition. Equation (2.64) is symmetric with respect to this inner product since

\[\left(f, \hat{A}_{\text{PML}} g\right)_{\alpha\varepsilon} = \left(\hat{A}_{\text{PML}} f, g\right)_{\alpha\varepsilon}, \tag{2.66}\]

which follows from integrating by parts using the Dirichlet boundary condition. Because of this, the eigenfunctions of \(\hat{A}_{\text{PML}}\) satisfy a biorthogonality relation:

\[(\psi_m, \psi_n)_{\alpha\varepsilon} = \delta_{mn}. \tag{2.67}\]

This is a major advantage of the PML approach over boundary-matching, since in the latter case the eigensolutions of the NEVP do not satisfy a similar biorthogonality relation. We will return to this point in Chapter 4.

Sometimes the stretched coordinate will appear explicitly in addition to the scaling function \(\alpha\). For example, in cylindrical coordinates, with a radial PML, the symmetric wave operator is

\[\left\{ \frac{\partial}{\partial r} \tilde{r}(r) \frac{\partial}{\partial r} + \frac{\alpha(r)}{\tilde{r}(r)} \frac{\partial^2}{\partial \theta^2} + \omega^2 \tilde{r}(r)\alpha(r)\varepsilon(r, \theta) \right\} \psi(r, \theta) = 0, \tag{2.68}\]

where \(\tilde{r}(r) = \int_0^r dr'\alpha(r')\).

Purely incoming boundary conditions, relevant for computing S-matrix zeros and CPA states, can also be implemented with PMLs. Time-reversing Eq. (2.64) shows that a “conjugate PML”, which is constructed from the ordinary PML by taking
\(i\sigma \rightarrow -i\sigma^*\), will be equivalent to purely-incoming matched boundaries \([27]\).

Each eigenfrequency of the matched-boundary NEVP is also an eigenfrequency of an equivalent system with PMLs. Within the LSS their eigenmodes will be identical. However, it should be cautioned that the converse is not true; PMLs, both conventional and conjugated, introduce additional “PML modes” in the eigenvalue spectrum \([108]\). These modes are essential for the completeness of the eigenbasis of \(\hat{A}_{\text{PML}}\), however they depend on the specific choice of PML and do not correspond to resonances of the open system, and are therefore unphysical.

### 2.4 Equivalent Sources

We describe two methods for implementing a source term for the RHS of Eq. (2.19). The first uses the volume equivalence principle to define a source that is distributed within the bulk of the scattering region, and whose radiated field is \(\psi^{\text{out}}\). The second defines an equivalent source, distributed around a surface \(\partial D\), that in the absence of the scatterer exactly reproduces \(\psi^{\text{in}}\) in the interior of \(\partial D\). The latter has the distinct advantage in that it applies to scattering from both dielectrics and from metallic boundary deformations.

#### 2.4.1 Volume Equivalence Principle

The volume equivalence principle \([100, 149]\) relates a source-free wave equation with scattering boundary conditions to a different equation satisfying radiation boundary conditions with a source \(j\). We have actually already used it without naming it in going from Eq. (2.15) to Eq. (2.19), which we repeat here for convenience:

\[
\{(\nabla^2 + \omega^2 \varepsilon(x, \omega))\psi^{\text{out}}(x) = j(x), \quad (2.69) \]

\[
j(x) \overset{\text{def}}{=} -\omega^2 \chi(x, \omega)\psi^{\text{in}}(x). \quad (2.70)
\]
The purely outgoing condition on $\psi^\text{out}$ can be implemented in either of the two ways given in the previous section. The total field $\psi$ is recovered from the solution to Eq. (2.69) through

$$\psi(x) = \psi^\text{out}(x) + \psi^\text{in}(x).$$  \hspace{1cm} (2.71)

This method is straightforward and effective for scatterers that are defined by dielectric inhomogeneities, i.e., regions where $\chi \neq 0$. However, it does not apply to scattering from deformations of a metallic boundary, since in this case $\chi(x)$ is not finite. We must use a different method to handle this scenario, such as Huygens’ principle, outlined below.

### 2.4.2 Huygens’ Principle

Huygens’ principle can be used to define a source $j_{hp}$ that can emulate any target wavefront within a bounded region $D$, while generating no extra waves outside it [100]. The equivalent source $j_{hp}$ is distributed along the boundary $\partial D$ of the target domain.

We can use an equivalent source for the scattering problem by taking $\psi^\text{in}(x)$ as the target wavefront, and situating $D$ entirely within the LSS, while also requiring that it contain every scattering defect, be it a boundary deformation or a dielectric inhomogeneity.

The Helmholtz equation in this case is

$$\{\nabla^2 + \omega^2 \varepsilon(x, \omega)\} \psi_{\text{TF/SF}}(x) = j_{hp}(x),$$

subject to purely outgoing boundary conditions. The “Total Field/Scattered Field” solution $\psi_{\text{TF/SF}}(x)$ is

$$\psi_{\text{TS/SF}} = \begin{cases} 
\psi(x) & x \in D \\
\psi^\text{out}(x) & \text{otherwise}.
\end{cases}$$  \hspace{1cm} (2.73)
The construction of $j_{hp}$ is straightforward. Let $\phi(x)$ be the target solution of the free-space Helmholtz equation, such as a plane wave:

$$\{\nabla^2 + \omega^2\} \phi(x) = 0. \quad (2.74)$$

Define a masking function $M(x)$ that vanishes everywhere outside the target domain:

$$M_D(x) = \begin{cases} 
1 & x \in D \\
0 & \text{otherwise.} 
\end{cases} \quad (2.75)$$

Then the equivalent source is

$$j_{hp}(x) \overset{\text{def}}{=} \{\nabla^2 + \omega^2\} M_D(x) \phi(x). \quad (2.76)$$

The total field $\psi$ can be reconstructed through

$$\psi(x) = \psi_{\text{TS/SF}}(x) + [1 - M_D(x)] \phi(x). \quad (2.77)$$

### 2.5 Summary of Methods

We have presented two theoretical frameworks for describing arbitrary linear scattering in terms of the modes of a closed system: the effective Hamiltonian approach [Eqs. (2.38) and (2.39)], and temporal coupled mode theory (TCMT) [Eq. (2.53)], which are nearly equivalent in form. The effective Hamiltonian approach is rigorous, but difficult to use for calculations; in this thesis we use it primarily to develop the theory of reflectionless scattering modes (RSMs) and their symmetry properties in Chapter 3. TCMT is phenomenological, and is easily used to calculate scattering properties in terms of just a few unknown parameters; we use it in Chapter 3 to provide a useful intuition about how RSMs in high-$Q$ systems relate to each other for different
sets of input channels, and in Chapter 4 to design a non-hermitian, whispering gallery mode resonator, which is absorbing for only one sense of chirality, and reflective for the other.

We have described three ways to represent the incoming wave of a scattering problem, $\psi^{\text{in}}(x)$:

1. as a scattering boundary condition, which is specified asymptotically far from the scattering region;

2. as an equivalent volume current contained entirely within the scattering region;

3. as an equivalent surface current defined on a boundary $\partial D$ within the scattering region, such that all scattering events occur in the interior of $\partial D$.

We have also shown two ways to represent the outgoing boundary condition that $\psi^{\text{out}}(x)$ must satisfy:

1. Boundary-matching, which relates the field to its normal derivative along the last scattering surface (LSS) and depends explicitly on the frequency. This can be used in conjunction with any of the representations of $\psi^{\text{in}}$ given above.

2. Perfectly matched layers (PMLs), which are reflectionless absorbing layers whose construction does not explicitly depend on frequency. They can only be used with $\psi^{\text{in}}$-representations 2 and 3 above.

PMLs are preferred for electromagnetic eigenvalue problems; the frequency-dependence of boundary-matching makes the associated eigenvalue problem a NEVP, which is substantially harder to solve than its linear counterpart. However, PMLs cannot be used in every case, for example the multipole RSM problem shown in Fig. 3.2 on page 77.

We use all of these these representations, save the scattering boundary condition, in the numerical calculations contained in this thesis. They are summarized in Table 2.1.
Table 2.1: Summary of methods for representing the incoming wave $\psi^{\text{in}}(x)$ [for scattering problems] and the outgoing boundary condition [for both scattering and eigenvalue problems]. The table indicates cross-compatibility between the methods.

| outgoing boundary | $\psi^{\text{in}}(x)$ | scattering bound. cond. | current source current source |
|-------------------|-----------------------|-------------------------|-------------------------------|
|                    | $\psi^{\text{in}}(x)$| Eq. (2.16)              | Eq. (2.70) or Eq. (2.76)     |
| boundary matching  | ✓                     | ✓                       | ✓                             |
| Eq. (2.59)         |                       |                         |                               |
| PML                | $\times$              | ✓                       | ✓                             |
| Eq. (2.64) & Eq. (2.63) |           |                         |                               |
Chapter 3

Reflectionless Scattering Modes

In this chapter we use the framework discussed in the previous chapter to address the case of reflectionless scattering from finite structures [189]. Of course, reflectionless scattering in hermitian systems with parity symmetry is well known, as exemplified in the Fabry-Pérot resonator in optics, or the double barrier potential in quantum mechanics. It is also widely known that when such systems lack parity symmetry, they generically do not have reflectionless resonances. These are textbook examples of resonant impedance-matching of waves incident on a structure; such examples are almost exclusively treated in one dimension. For the case of impedance matching to finite, lossless, one-dimensional structures, we will show that such states are bidirectional, meaning that they can be accessed from either side of the structure at the same frequency. We will also present many-channel and higher-dimensional generalizations of this statement. For a one-dimensional system with gain or loss this bidirectional property is lost, and the impedance-matched reflectionless state is unidirectional.

Much recent attention has been drawn to such unidirectional reflectionless states in $\mathcal{PT}$-symmetric optics [59, 63, 65, 71, 88, 101, 103, 117, 120, 134, 159, 163, 170, 171, 217], as has been summarized in a recent review [95]. For a one-dimensional, $\mathcal{PT}$-symmetric
structure, one can show \cite{71} that reflectionless states must also have unit transmission, even though the system has both loss and gain. While unidirectional resonances appear to be present in all $\mathcal{PT}$-symmetric structures that support resonances, they apparently disappear at sufficiently high frequency for a fixed value of gain-loss \cite{71, 88, 103, 120, 139}. One-way reflectionless states have also been studied in non-flux-conserving systems that do not possess $\mathcal{PT}$ symmetry \cite{36, 75, 92, 139, 178, 214, 215}. A somewhat different kind of reflectionless state, known as a constant-intensity wave, has been identified as well \cite{29, 128, 129, 162}, but will not be discussed further here.

The reflectionless states in the works cited above are special cases of a much more general phenomenon that is related to, but distinct from, resonances and CPA. One can pose the most general kind of resonant impedance-matching problem in optics and acoustics as follows. As discussed in Section 2.1.3 of the previous chapter, every finite cavity or scattering region will interact with a finite number $N$ of incoming and outgoing asymptotic channels. $N$ will typically depend on the frequency of the monochromatic input wave. For such an open system, we can choose a subset of the asymptotic channels as input channels, and search for an input state with no back-reflection into the chosen channels. Note that in general we do not require that the input and output channels are spatially partitioned into “left” and “right” groups, and, crucially, our definition of reflectionless states will apply in any dimension, not just one-dimensional or quasi-one-dimensional geometries. Using this general definition of reflectionless or impedance-matched states, we will show that reflectionless scattering states exist at discrete complex frequencies that we refer to as reflection zeros ($R$-zeros). Through parameter-tuning or by imposing symmetry, an $R$-zero can be moved to a real frequency to become a steady-state solution that we refer to as a reflectionless scattering mode (RSM). This nomenclature is analogous to how the $S$-matrix zeros, generally complex, are called CPA frequencies when real.

We will put RSMs on a similar footing as the widely-used resonances: for a finite
scatterer there is generally a countable infinity of such solutions at discrete complex-valued frequencies for each choice of the input/output sets. Earlier works recognized these non-hermitian reflectionless states for their unidirectional quality, but did not identify them as belonging to a broader class of electromagnetic eigenproblems, since these were not known prior to our work in Ref. [189]. Independently of our work a more limited definition of the complex $R$-zeros for partitioned systems was given in Ref. [27].

The unidirectional reflectionless states of one-dimensional $\mathcal{P}\mathcal{T}$-symmetric structures have been characterized in some works as an EP of an unconventional non-symmetric scattering matrix with the transmission coefficients on the diagonal, and reflection coefficients on the off-diagonal [32, 59, 60, 95, 99, 104, 139, 214]. However, we will see using RSM theory that this point of view does not generalize to higher dimension, and that generic (non-degenerate RSMs) are not related to EPs.

We will provide two methods to find the $R$-zeros, one using a filtered scattering matrix and the other its underlying wave operator, and derive an explicit connection between the two. We will analyze the role of symmetries, showing that flux-conserving cavities are bidirectional in the sense that input and output channels can be interchanged and the resulting state will also be an RSM at the same frequency, as noted above. RSMs of cavities with gain and/or absorption are generally unidirectional and do not satisfy this interchange symmetry. Non-flux-conserving systems with $\mathcal{P}\mathcal{T}$ symmetry have the property that unidirectional $R$-zeros must occur at complex conjugate frequencies, i.e, in pairs, unless they are at real frequencies. We will see that this implies for small $\mathcal{T}$-breaking that $R$-zeros occur as RSMs on the real axis in $\mathcal{P}\mathcal{T}$-symmetric systems. This explains the widely observed existence of unidirectional unit-transmission resonances in one-dimensional $\mathcal{P}\mathcal{T}$-symmetric systems, and their disappearance at high frequency as a result of spontaneous $\mathcal{P}\mathcal{T}$ symmetry breaking. A

\footnote{There is an EP when two RSMs become degenerate, as we will discuss in Section 3.6.4}
new type of exceptional point (EP) occurs at this transition, leading to an observable change in the reflection lineshape. We will also briefly discuss EPs associated with a $\mathcal{PT}$ symmetry-breaking transition in cavities with both $\mathcal{P}$ and $\mathcal{T}$ symmetry, which occur without material gain or loss, unlike the typically studied $\mathcal{PT}$-symmetric case which has neither $\mathcal{P}$ nor $\mathcal{T}$ symmetries.

3.1 General Description of RSMs and $R$-zeros

The RSM/$R$-zero concept applies to any open system in all dimensions, including systems which do not naturally divide into left and right asymptotic regions. Any subset of asymptotic channels may be chosen as input with the complementary set being the output, even when the input-only and output-only channels spatially overlap. We will show that reflectionless scattering requires a specific monochromatic input wavefront, given by the eigenvector of a filtered scattering matrix with eigenvalue zero. RSMs arise when the parameters of the wave operator are tuned so that a specific $R$-zero occurs at a real frequency. RSMs may be realized either by tuning parameters of the scatterer which do not break flux-conservation (index tuning), or by adding gain or absorption (gain-loss tuning). In either case, for a given choice of input/output channels it takes the variation of only one parameter to make a chosen complex $R$-zero into a real RSM, accessible through steady-state excitation. RSMs generalize to other resonant wave scattering systems, for example sound waves, waves of cold atoms or condensates, and other quantum systems, though we will focus here exclusively on electromagnetics.

$R$-zeros are fundamentally a resonance-like phenomenon, and can be engineered in a cavity or scatterer larger than the relevant wavelength. They are similar to resonances in that they both occur at a discrete set of complex frequencies, but they differ in their boundary conditions. For example, in a one-dimensional system, a
left-incident $R$-zero solution is purely incoming in the left asymptotic region and purely outgoing in the right, while for resonances the solution is purely outgoing on both sides. Though the boundary conditions are different between $R$-zeros and resonances, they correspond to the same number of conditions imposed infinitely far from the scatterer. In this sense, the existence of $R$-zeros is no more extraordinary than the existence of resonances.

A recent work [27], closely related to RSM theory, studied the $R$-zeros of obstacles in a few-mode acoustic waveguide. There, the outgoing boundary condition on the right is achieved using a perfectly matched layer (PML), and the incoming boundary condition on the left is achieved using a complex-conjugated PML. Crucially, the tuning of $R$-zeros to the real axis to realize steady-state solutions (RSMs) was not discussed, so no explicit connection was made to using them as a photonic design tool. Moreover, the PML-based approach requires the input channels to be spatially separated from the output channels, limiting its applicability in arbitrary scattering geometries, such as: finite-sized scatterers in free space, where the asymptotic channels are angular-momentum states; planar scatterers illuminated with a finite numerical aperture, where the input channels consist of a subset of incident angles; or multimode waveguides with input and output channels occurring in the same waveguide. The theory presented here is more general, applicable to any open system and for any choice of input/output channels.

While an RSM with a single input channel can be understood in terms of critical coupling to a cavity [31, 86, 220], the general RSM concept is intrinsically multichannel. RSMs can be designed to achieve perfect impedance-matching of coherent multichannel inputs or to achieve perfect mode-conversion, and hence has the potential to open up a very promising avenue for design of photonic structures. In fact, unlike lasing or CPA, which by definition are non-unitary, i.e., not conserving energy flux, steady-state RSMs can be flux-conserving and do not require the availability of absorption or gain.
Figure 3.1: Schematic depicting a general scattering process (a) and reflectionless process (b). A finite scatterer interacts with a finite set of asymptotic incoming and outgoing channels, indicated by the red and blue arrows, respectively, related by time-reversal. These channels may be localized in position space (e.g., waveguide channels) or in momentum space (e.g., angular-momentum channels). (a): In the general case without symmetry, each incoming channel will scatter into all outgoing channels. (b): There exist reflectionless states, for which there is no reflection back into a chosen set of incoming channels (the inputs), which in general occur at discrete complex frequencies and do not correspond to a steady-state harmonic solution of the wave equation. However, with variation of the cavity parameters, a solution can be tuned to have a real frequency, giving rise to a steady-state reflectionless scattering process for a specific coherent input state, referred to as a reflectionless scattering mode (RSM).

as a design resource. We will discuss engineering of passive RSMs in Section 3.6.1

### 3.2 Rigorous Definition

Consider a general scattering problem with $N$ asymptotic channels. To define an $R$-zero problem, we specify $N_{\text{in}}$ of the incoming channels to be “input channels” which carry incident flux but no outgoing flux, and are thus reflectionless, with $0 < N_{\text{in}} < N$. The complementary set of $N_{\text{out}} = N - N_{\text{in}}$ outgoing channels (the “output channels”) carry any outbound flux. This is illustrated in Figure 3.1b.
Let $\mathbf{\alpha}_{\text{in}}$ denote the $N_{\text{in}}$-component vector containing the input amplitudes of such a reflectionless incident field, and $R_{\text{in}}(\omega)$ denote the square $N_{\text{in}}$-by-$N_{\text{in}}$ generalized reflection matrix, which is the submatrix of the analytically continued $S(\omega)$ defined by the specified input channels. In other words,

$$(R_{\text{in}})_{i,j}(\omega) \overset{\text{def}}{=} S_{n_i,n_j}(\omega) \quad i, j = 1, 2, \ldots, N_{\text{in}}$$

where $\{n_i\}$ is the set of $N_{\text{in}}$ channels. We use the term generalized reflection matrix because typically reflection and transmission are concepts applied to partitioned systems, in which scattering occurs between two sets of asymptotic channels which are spatially separated at infinity. Here, reflection is defined as any scattering back into the chosen set of channels, which may or may not be spatially overlapping at infinity. All previous studies have only considered partitioned systems. At the complex frequency $\omega_{RZ}$ of an $R$-zero, the absence of reflection can be expressed as

$$R_{\text{in}}(\omega_{RZ})\mathbf{\alpha}_{\text{in}} = \mathbf{0},$$

which is the formal definition of an $R$-zero. In other words, the $R$-zero frequencies are those at which $R_{\text{in}}(\omega)$ has a zero eigenvalue, with the corresponding eigenvector $\mathbf{\alpha}_{\text{in}}$ defining the reflectionless incident wavefront.

The simultaneous absence of reflection in all input channels for the $R$-zero incident wavefront is due to interference: the reflection amplitude of each input channel $i$ destructively interferes with the inter-channel scattering from all the other input channels, $(R_{\text{in}})_{ii}\mathbf{\alpha}_i + \sum_{j \neq i} (R_{\text{in}})_{ij}\mathbf{\alpha}_j = 0$, which is precisely Eq. (3.2). The transmission into the output channels is not obtained from solving this equation alone, and must be determined by solving the full scattering problem at $\omega_{RZ}$. 
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One way to solve Eq. (3.2) is to find the roots of the complex scalar equation

\[ \det R_{in}(\omega_{RZ}) = 0, \]  

(3.3)

and then diagonalize \( R_{in} \) at the frequencies \( \omega_{RZ} \). Since the generalized reflection matrix can be computed for any open scattering system using the methods outlined in Chapter 2, Eqs. (3.2) and (3.3) provide universal recipes for solving the \( R \)-zero problem, for each of the \( 2^N - 1 \) choices of reflectionless input channels. The case \( N_{in} = 0 \), corresponding to resonance, is excluded from the RSM hierarchy, as here \( R_{in} \) and the associated \( R \)-zeros are not defined.

In the special case with \( N_{in} = N \) and \( R_{in} = S \), the \( R \)-zeros are just the \( S \)-matrix zeros, and RSM corresponds to CPA. The CPA-RSM case is special among the RSM problems in that only for this case is it necessary to break flux conservation by adding absorption in the medium. Moreover, for CPA, one must control and (typically) excite all input modes in order to achieve perfect absorption, whereas every other RSM only requires controlling a subset of the scattering channels, making this much more practical to achieve in complex open geometries.

We will show in Section 3.3 that \( \det R_{in}(\omega) \) is a rational function of \( \omega \). Therefore, near each zero, to leading order, \( \det R_{in}(\omega) \propto (\omega - \omega_{RZ}) \), so that the phase angle \( \arg(\det R_{in}) \) winds by \( 2\pi \) along a counterclockwise loop around each \( \omega_{RZ} \) in the complex-frequency plane. This shows that each \( R \)-zero is a topological defect in the complex-frequency plane with a topological charge of \(+1\) [132]. As such, \( R \)-zeros are robust: when the optical structure \( \varepsilon(\mathbf{x}) \) is perturbed, \( \omega_{RZ} \) moves in the complex plane but cannot suddenly disappear, similar to topological defects in other systems [81, 227]. For an \( R \)-zero to disappear, it must annihilate with another topological defect with charge \( -1 \), which we will see is a pole of the \( S \)-matrix. For \( \mathcal{T} \)-symmetric systems, the zeros and poles can only annihilate on the real-axis, which corresponds to a bound
state in the continuum (BIC) [94]. When parameters of the system are tuned such that \( n > 1 \) R-zeros meet at the same frequency, they superpose and form a topological defect with charge \( +n \) where \( \det R_{\text{in}} \propto (\omega - \omega_{RZ})^n \); these are exceptional points (EPs) of a wave operator. We will return to this in Section 3.6.4 and provide an explicit example in Fig. 3.5 on page 90.

3.3 Analytic Properties

While Eqs. (3.2) and (3.3) already provide recipes for constructing R-zeros, we will further analyze \( \det R_{\text{in}}(\omega) \) to shed light on their robust existence and to reveal their relation to the wave operator and to resonances. We adapt the effective Hamiltonian formalism from Section 2.2.1 of the previous chapter to treat R-zeros, and analyze them in a fashion similar to resonances through the relation between the generalized reflection matrix \( R_{\text{in}} \) and the \( S \)-matrix.

Let \( C_F \) be the set of \( N_{\text{in}} \) filled input channels, which fixes \( C_{\bar{F}} \), the set of \( N_{\text{out}} \) filled output channels:

\[
C_F = \{ i : \text{channel } i \text{ is input} \}, \quad |C_F| = N_{\text{in}} \tag{3.4}
\]

\[
C_{\bar{F}} = \{ i : \text{channel } i \text{ is output} \}, \quad |C_{\bar{F}}| = N_{\text{out}}, \tag{3.5}
\]

\[
N_{\text{in}} + N_{\text{out}} = N \tag{3.6}
\]

To extract \( R_{\text{in}} \) from \( S \), let us define the filtering matrices \( F \) and \( \bar{F} \), where \( F : \mathbb{C}^N \to \mathbb{C}^{N_{\text{in}}} \) reduces the dimension of the channel space from \( N \) to \( N_{\text{in}} \), i.e.,

\[
F \in \mathbb{C}^{N_{\text{in}} \times N}, \quad F_{ij} \overset{\text{def}}{=} \delta_{c(i),j} \quad \text{where } c(i) \text{ is the } i^{\text{th}} \text{ element of } C_F. \tag{3.7}
\]
Likewise $\tilde{F}$ reduces the channel space from $N$ to $N_{\text{out}}$. It follows that

\begin{align}
FF^\dagger &= I_{N_{\text{in}}}, \\
\tilde{F}\tilde{F}^\dagger &= I_{N_{\text{out}}}, \\
F^\dagger F + \tilde{F}^\dagger \tilde{F} &= I_N.
\end{align}

With these definitions we have

\begin{equation}
R_{\text{in}}(\omega) = FS(\omega)F^\dagger.
\end{equation}

Using Eq. (3.11) in Eq. (2.38),

\begin{align}
R_{\text{in}} &= I_{N_{\text{in}}} - 2\pi iW^\dagger_F G_{\text{eff}} W_F, \\
W_F &\equiv W_p F^\dagger, \\
W_{\tilde{F}} &\equiv W_p \tilde{F}^\dagger,
\end{align}

where $G_{\text{eff}}$ is the effective Green function Eq. (2.39), and $W_p$ is the coupling matrix of the interior degrees of freedom to the propagating asymptotic channels, as introduced in Chapter 2.

Define the retarded self-energy, restricted to the input channels, as

\begin{equation}
\Sigma^R_F(\omega) \equiv \Delta_F(\omega) - i\Gamma_F(\omega),
\end{equation}

\begin{equation}
\Delta_F(\omega) \equiv \text{p.v.} \int d\omega' \frac{W_F(\omega')W^\dagger_F(\omega')}{\omega' - \omega},
\end{equation}

\begin{equation}
\Gamma_F(\omega) \equiv \pi W_F(\omega)W^\dagger_F(\omega),
\end{equation}

and similarly for $\tilde{F}$ and the output channels. Using these definitions with Eq. (3.10) leads to the identities

\begin{equation}
\mathcal{M}_F + \mathcal{M}_{\tilde{F}} = \mathcal{M},
\end{equation}
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where \( \mathfrak{M} \) is one of \( \Sigma^R, \Delta, \) or \( \Gamma. \)

There is a representation of \( R_{\text{in}} \) that is analogous to the \( K \)-matrix representation of \( S \) (see Appendix A),

\[
R_{\text{in}} = (I_{N_{\text{in}}} + iK_F)/(I_{N_{\text{in}}} - iK_F),
\]

where

\[
K_F \overset{\text{def}}{=} -\pi W_F^\dagger \tilde{G}_0 W_F,
\]

\[
\tilde{G}_0 \overset{\text{def}}{=} [A'_0 - \Delta + i\Gamma_F]^{-1}.
\]

From this follows the determinant relation

\[
\det R_{\text{in}}(\omega) = \frac{\det (A'_0(\omega) - \Delta(\omega) - i[\Gamma_F(\omega) - \Gamma_F(\omega)])}{\det (A'_0(\omega) - \Delta(\omega) + i\Gamma)}.
\]

This equation for \( R_{\text{in}} \) relates the determinant of an \( N_{\text{in}} \)-by-\( N_{\text{in}} \) matrix to a ratio of functional determinants, similar to Eq. (2.47) for \( \det S(\omega) \). In particular, Eq. (3.21) shows that \( \det R_{\text{in}}(\omega) \) is a rational function of \( \omega \), which provides a rigorous basis for the topological-charge interpretation given earlier at the end of Section 3.2.

Equation (3.21) is a central result of this chapter. It relates the \( R \)-zeros to eigenvalues of a new effective wave operator

\[
\hat{A}_{RZ}(\omega) \overset{\text{def}}{=} \hat{A}_0(\omega) - \hat{\Delta}(\omega) - i[\hat{\Gamma}_F(\omega) - \hat{\Gamma}_F(\omega)].
\]

Whenever \( \det R_{\text{in}}(\omega_{RZ}) = 0 \) at an \( R \)-zero, then also \( \det \hat{A}_{RZ}(\omega_{RZ}) = 0 \). This defines a nonlinear eigenvalue problem (NEVP) with \( \omega_{RZ} \) as the eigenvalue

\[
\hat{A}_{RZ}(\omega_{RZ}) |\omega_{RZ} \rangle = 0,
\]
which can be solved by several standard methods \([12, 19, 77, 185, 200]\). In going from (3.21) to (3.23), we have re-interpreted the infinite-dimensional matrix as the differential operator that it represents. For each choice of input channels \(C_F\), we expect that there exists a countably infinite set of \(R\)-zeros at complex frequencies \(\{\omega_{RZ}\}\) that satisfy Eq. (3.23). This is similar to resonances, which satisfy the NEVP \(\hat{A}_{\text{eff}}(\omega_p) |\omega_p\rangle = 0\). The denominator of Eq. (3.21) for \(\det R_{\text{in}}(\omega)\) is the same as that of Eq. (2.47) for \(\det S(\omega)\), while the numerators differ, implying that the poles (resonances) of \(R_{\text{in}}(\omega)\) are the same as those of \(S(\omega)\), while the zeros are different.

A caveat of using the functional determinant Eq. (3.23) as opposed to finite matrix determinant Eq. (3.2) is that while every \(R\)-zero corresponds to an eigenmode of \(\hat{A}_{RZ}\), some eigenmodes of \(\hat{A}_{RZ}\) may not be \(R\)-zeros, which is similar to the case for \(S(\omega)\), discussed in the previous chapter. This can be seen from Eq. (3.21), which is not generally zero if both the numerator and the denominator on the RHS are zero, so that we have a simultaneous eigenmode of both \(\hat{A}_{RZ}\) and \(\hat{A}_{\text{eff}}\). This will rarely happen without symmetries in the system, but the bound state in the continuum (BIC) of \([94]\) is an example, as pointed out in Ref. \([27]\) in a more specialized context. In addition, resonances that do not radiate into certain channels \([159, 221, 230]\)—sometimes referred to as “unidirectional BICs”—are also such simultaneous eigenmodes. BICs and unidirectional BICs typically require additional parameter tuning beyond the basic RSM problem \([94]\) since they have both no incoming and no outgoing waves in the dark channels.

Equations (3.21) to (3.23) show that \(\hat{A}_{RZ}\) is a sum of operators, including the difference of \(\hat{\Gamma}_F\) and \(\hat{\Gamma}_\bar{F}\), which are associated with the inputs and outputs, respectively. Since the operators do not in general commute, the eigenvalues of the \(\hat{A}_{RZ}\) will not be a simple function of the eigenvalues of each term. Nonetheless, since \(\hat{\Gamma}_F\) and \(\hat{\Gamma}_\bar{F}\) are positive semidefinite, this formula still provides an important intuition: for the purposes of reasoning about the zeros of \(R_{\text{in}}(\omega)\), each input channel acts as an effective
“radiative gain” to the system (because it contributes a negative semidefinite term to $\hat{A}_{RZ}$, which then increases the imaginary part of its eigenvalue $\omega_{RZ}$), and each output channel as an effective “radiative loss”. The balance of these two terms will determine the proximity of an $R$-zero to the real-frequency axis, where it becomes an RSM. Hence when defining an $R$-zero problem in which few input channels scatter to many output channels, we expect the complex-valued $R$-zero frequency to appear in the lower half-plane for a passive system (similar to resonances). To realize a steady-state solution we can either add gain in the dielectric function of the operator $\hat{A}_0$ (gain-loss engineering) or modify the scattering structure to increase the coupling of the input channels (index tuning) so as to move the solution to a real frequency.

In the opposite case of many more input channels than output channels, we expect the $R$-zero frequency to appear in the upper half-plane, requiring the addition of absorption or an increase in the coupling to the output channels to reach the real axis.

As noted, this argument is merely qualitative, since the operator in Eq. (3.22) is the sum of non-commuting terms, so that the imaginary part of the eigenvalue is not simply the sum of contributions from each term. However this qualitative picture will be confirmed by the approximate coupled-mode analysis of Section 3.5 and by finite-difference numerical solutions of several examples (see Figs. 3.2 to 3.4). In the important special case in which only one cavity resonance is dominant, the intuitive picture becomes precise. The imaginary part of the $R$-zero is simply the difference of the total input coupling rate (i.e., the sum of input couplings) and the total output coupling rate, as one might guess. RSM is achieved when these terms are tuned to cancel.

As noted earlier, flux conservation means that the totally absorbed steady-state CPA cannot be realized without introducing absorption. On the other hand, flux conservation does not prevent the existence of $R$-zeros on the real axis (RSMs) since the incident flux can be redirected to the $C_F$ output channels, except in the case of
CPA, where there are no output channels. Mathematically, $S$ is unitary for lossless systems at real frequencies, with unimodular eigenvalues, but $R_{\text{in}}$ is not, and may have a zero even for real frequency. This is why RSMs can be achieved via pure index tuning (except for CPA), even though lasing cannot; we will give explicit examples later (Fig. 3.2, Fig. 3.3, and Fig. 3.4).

### 3.4 $R$-zeros as Eigenmodes of a Wave Operator

The distinguishing feature of the wave operator $\hat{A}_{RZ}(\omega)$, as defined in Eq. (3.22), is the specific frequency-dependent self-energy, formally defined by Eq. (3.14), that acts on the surface of last scattering and imposes the outgoing boundary conditions for the channels in $C_{\overline{F}}$ and incoming $C_F$. Below we describe two implementations, one based on perfectly matched layers (PMLs) and the other based on an extension of the boundary-matching method detailed in Chapter 2.

#### 3.4.1 PML-based Boundary Conditions

PMLs can be used to create an effective outgoing or incoming boundary condition, as discussed in Section 2.3.2 of the previous chapter. So long as the susceptibility is non-dispersive, i.e., is independent of frequency, the resonance eigenvalue problem with PMLs is an ordinary eigenvalue problem, instead of the nonlinear eigenvalue problem (NEVP) that arises when boundary-matching is used. PMLs are still valid with dispersive scattering, but in this case, they will not provide the particular advantage just mentioned.

The $R$-zero NEVP can likewise be solved using a mixture of PMLs and their conjugates, however this requires that the incoming and outgoing channels are spatially separated. Each asymptotic channel is truncated with a Dirichlet boundary which is transverse to the direction of propagation, and padded with a PML if the channel is
outgoing, and a conjugated PML if incoming. For example, in a quasi-one-dimensional waveguide, a left-to-right $R$-zero is an eigenmode of the wave operator with a conjugated PML on the left and a conventional PML on the right (and vice versa for a right-to-left $R$-zero); this case was recently described in Ref. [27]. Another example, a chaotic six-waveguide junction with an RSM, is shown in Fig. 3.3 on page 82. As mentioned in Chapter 2, both conventional and conjugated PMLs must be used with caution, as they introduce additional modes in the eigenvalue spectrum [108].

3.4.2 Mode-Matching Boundary Conditions

The PML-based method fails for $R$-zero problems for which the asymptotic input channels are not spatially disjoint from the output channels. Examples where PMLs cannot be used are a multimode waveguide in which some of the chosen input and output channels are on the same side of the scatterer, and any free-space RSM problem with at least one input, for which the asymptotic channels are incoming and outgoing spherical or cylindrical waves with different angular momenta, as in Fig. 3.2 on page 77. In these cases, we must do boundary-matching channel by channel, assigning the appropriate incoming or outgoing condition for that geometry.

The mode-matching boundary condition for the $R$-zero problem is a straightforward generalization of Eq. (2.59):

$$\left[ \psi(x) - \oint_{\partial\Omega} \left[ G_{F}^{A,N}(x, x') + G_{F}^{R,N}(x, x') \right] \nabla \psi(x') \cdot dS' \right]_{x \in \partial\Omega} = 0,$$

(3.24)

where $G_{F}^{A,N}$ is the advanced Green function restricted to $C_{F}$, and $G_{F}^{R,N}$ is the retarded Green function restricted to $C_{F}$, both subject to a Neumann condition at the LSS. The integral is over the last scattering surface, $\partial\Omega$, which separates the scattering region $\Omega$ from the asymptotic regions $\bar{\Omega}$. Equation (3.24) follows from a derivation similar that in Appendix B but using the advanced Green function when inverting.
\( \hat{A}_c(\omega) \) in the input channels, appropriate for incoming radiation.

We summarize the \( R \)-zero boundary conditions for the same three geometries as in Chapter 2.

1. In one dimension, with the surface of last scattering \( |x| = a \):

   left-incident: \( \psi(\pm a) - \partial_x \psi(\pm a)/ik = 0 \)  \( (3.25) \)
   
   right-incident: \( \psi(\pm a) + \partial_x \psi(\pm a)/ik = 0 \),  \( (3.26) \)

   where \( k = \omega/c \).

2. For a two-dimensional perfect (lossless) metallic waveguide with transverse width \( t \) and surface of last scattering \( |x| = a \):

   \( \psi(\pm a, y) = \mp \int dy' K_F(\pm a, y') \partial_x \psi(\pm a, y') \)  \( (3.27) \)

   The kernel \( K_F \) is

   \[
   K_F(y, y') = \sum_{m \in C_{F-}} g_m(y, y') + \sum_{m \in C_{F+}} g_m^+(y, y'),
   \]

   where \( C_{F-} \) is the set of input channels for the left lead, and \( C_{F+} \) for the right, and

   \[
   g_m(y, y') = \pm \frac{1}{i \beta_m^\pm(\omega)} \sin \left( \frac{m\pi y}{t} \right) \sin \left( \frac{m\pi y'}{t} \right).
   \]

   The propagation constant \( \beta_m^\pm(\omega) \) is the same as before, in Eq. (2.57):

   \[
   \beta_m^\pm(\omega) = \sqrt{\left( \frac{\omega}{c} \right)^2 - \left( \frac{m\pi}{t} \right)^2} \pm 0^+.
   \]

   The square-root branch cut is the conventional one along the negative real axis, such that \( \sqrt{-1 + 0^+} = \pm i \). The contribution of each propagating mode to \( K_F \)
has a sign which depends on whether the mode is designated as input or output, while the non-propagating modes all have the same sign, regardless of $C_F$.

3. A finite scatterer in two-dimensional free-space, with surface of last scattering $|\mathbf{x}| = R$, has asymptotic channels specified by angular momentum $m$. The $R$-zero boundary condition is

$$\psi(R, \phi) = \sum_m \frac{e^{im(\phi - \phi')}}{2\pi k_m^F(R)} \partial_r \psi(R, \phi'),$$  \hspace{1cm} (3.31)

where

$$k_m^F(r) = \begin{cases} 
\partial_r \ln H_m^+(kr), & m \in F \\
\partial_r \ln H_m^-(kr), & m \notin F.
\end{cases} \hspace{1cm} (3.32)$$

$H_m^\pm(x)$ are the Hankel functions of the first ($-$) and second ($+$) kind (outgoing and incoming, respectively) of order $m$.

We provide an example in Fig. 3.2 for which the mode-matching approach must be used: a two-dimensional deformed dielectric resonator in free space, which has been shape-tuned to have an RSM for monopolar input. The theory implies that one can perfectly impedance-match a specific superposition of any number of coherent input multipoles to the remaining output multipoles. Thus the RSM-tuned scatterer acts as a perfectly multipole-transforming antenna, with the limitation that one can choose only the entire set of inputs to be transformed, and cannot specify the transformation to be between a specific input and output channel, e.g. a given multipole input to a given multipole output. In this example, we were able to find a real frequency at which the monopole input was reflectionless by tuning a single deformation parameter, so that all of the scattered waves were in higher multipoles. Through further optimization of the shape one could presumably enhance the scattered output into certain desired outgoing channels. Note that the scattering here is not perturbative and the output is not simply determined by a single scattering event from a particular multipole of the
Figure 3.2: Flux-conserving reflectionless scattering of a monopole scalar wave from a deformed disk dielectric resonator \((n = 3, \text{mean radius } \bar{R})\), shown as shaded region in (a,b). The disk boundary is \(r(\theta)/\bar{R} = 1 + x \{ .8528 \cos(2(\theta - .3127)) + .8346 \cos(3(\theta - .0079)) \} \), with \(x = .2768\). Monopolar RSM was achieved by tuning the dimensionless parameter \(x\) until a given complex \(R\)-zero became real, at frequency \(\omega_{\text{RSM}} \bar{R}/c = 6.4853\).

(a): The input field only has an \(m = 0\) component (pure monopole). (b): The outgoing field contains no \(m = 0\) component; it is a coherent superposition of many other \(m\)’s. (c): The outgoing flux, normalized by the net incident flux, for each angular momentum channel \(m\). There is none for \(m = 0\) because the structure was shape-tuned to a monopolar RSM. Since the refractive index is real, the RSM we have found is time-reversible, which implies that if we time-reversed the complicated superposition of outgoing multipole radiation, the incident wavefront would interfere perfectly to generate monopole-only outgoing radiation.
That the single parameter $x$, which controls the overall strength of the boundary deformation, is a candidate for RSM tuning can be understood as follows. Define a deformation parameter such that $x = 0$ corresponds to the circular disk. In the limit that $x \to 0$, continuous rotational symmetry is restored, the angular momentum scattering channels labeled by $m$ decouple from each other, and the scattering matrix is diagonal. Therefore for $x = 0$, the $R$-zero frequencies are also $S$-matrix zeros, which are constrained by flux conservation to be in the upper half plane. On the other hand, as the deformation $x$ is made larger, the $m$ channels become increasingly mixed, so that the single monopole input becomes coupled to more and more multipole outputs. The radiative loss $\Gamma_F$ will eventually overtake the radiative gain $\Gamma_F$ and push the $R$-zeros into the lower half-plane. Therefore by continuity there will be a deformation strength $x_0$ at which the $R$-zero crosses the real axis, becoming an RSM.

3.5 Temporal Coupled Mode Theory of $R$-zeros

The results from TCMT seen in Chapter 2 can be adapted to $R$-zeros to derive important insights about their behavior in the case of isolated resonances.

One way to derive a TCMT of $R$-zeros is to apply the same manipulations that were used to derive Eq. (3.21) for $\det R_{in}(\omega)$, but starting with Eq. (2.53) for the TCMT $S$-matrix. However, we will use this as an opportunity to provide a complementary approach: define

$$D_{in} \overset{\text{def}}{=} FD$$

(3.33)

as the coupling coefficients of the $M$ resonances into the $N_{in}$ input channels of $C_F$, and similarly $D_{out}$ as the coefficients to the output channels. $F$ is the filtering matrix introduced earlier in Eq. (3.7). Using Eq. (3.11), Eq. (2.53), with $S_0 = I_N$, and the Woodbury matrix identity \[213\], we can write the inverse of the generalized reflection
matrix as

$$R_{in}^{-1}(\omega) = I_{N_{in}} + iD_{in} \frac{1}{\omega - H_{RZ}} D_{in}^\dagger.$$  \hfill (3.34)

The new matrix

$$H_{RZ} \overset{\text{def}}{=} H_0 + i \frac{D_{in}^\dagger D_{in}}{2} - i \frac{D_{out}^\dagger D_{out}}{2}$$  \hfill (3.35)

is the $R$-zero Hamiltonian within TCMT, with $(\omega - H_{RZ})$ being the analog of $\hat{A}_{RZ}(\omega)$ in Eq. (3.22). $R_{in}(\omega_{RZ})$ by definition has no inverse, and according to Eq. (3.34) this can only happen when $\omega$ is an eigenvalue of $H_{RZ}$. Thus every $R$-zero frequency is necessarily an eigenvalue of $H_{RZ}$. However the reverse is not true: it is possible for $\|D_{in}(\omega_{RZ} - H_{RZ})^{-1} D_{in}^\dagger\| < \infty$, which happens when the eigenmode $a$ of $H_{RZ}$ associated with eigenvalue $\omega_{RZ}$ satisfies $D_{in}a = 0$. Within TCMT, this is the condition for a BIC or a one-sided resonance, consistent with what was mentioned near the end of Section 3.3.

A similar intuition holds for the matrix $H_{RZ}$ as did for $\hat{A}_{RZ}$. Outgoing radiation into the $N_{out}$ output channels introduces a lossy matrix $-i D_{out}^\dagger D_{out}/2$ in the $R$-zero Hamiltonian, while incident light coming from the $N_{in}$ input channels introduces a gain term $+i D_{in}^\dagger D_{in}/2$.

### 3.5.1 $R$-zeros of Isolated High-$Q$ Resonances

The TCMT analysis of $R$-zeros becomes especially simple for resonances that are well separated compared to their linewidths, which is typical for high-$Q$ cavities. In this case there is only one dominant resonance in the frequency range of interest, so that $H_0$ is approximated by a complex scalar

$$H_0 = \omega_0 - i\gamma_0,$$  \hfill (3.36)
where $\gamma_0$ is non-radiative, due solely to absorption or gain within the closed cavity. The $R$-zero frequency from Eq. (3.35) is

$$\omega_{RZ} = (\omega_0 - i\gamma_0) + i(\gamma_{in} - \gamma_{out}),$$

(3.37)

$$\gamma_{in} \stackrel{\text{def}}{=} \sum_{n \in \mathcal{C}_F} |d_n|^2/2, \quad \gamma_{out} \stackrel{\text{def}}{=} \sum_{n \notin \mathcal{C}_F} |d_n|^2/2,$$

(3.38)

where $d_n$ is the coupling coefficient of the isolated mode to the $n$-th asymptotic channel.

As noted above, in this single-mode approximation, which is widely used in the context of high-$Q$ resonant structures, the intuitive understanding of RSMs is explicitly realized. The total in-coupling rate for the input channels acts as an effective source of gain, while the total decay rate into the output channels plus the intrinsic absorption in the cavity act as an effective loss. When these two quantities are equal, the reflectionless state has a real frequency and becomes an RSM. Thus we see that in this limit, and only in this limit, is the simple concept of RSM as critical coupling accurate.

For relatively open systems, like multi-waveguide junctions, RSMs will exist according to our general theory and can be found numerically using the general formulation, but do not correspond to any simple condition like critical coupling.

In the isolated resonance approximation there are no multi-resonance effects to shift the RSM frequency and internal cavity fields away from that of the single resonance. Therefore all $2^N - 1$ different $R$-zero boundary conditions move the complex frequency of the corresponding $R$-zero vertically between the purely outgoing solution (resonance) and the purely incoming solution ($S$-matrix zero). When the frequency is detuned from $\omega_{RZ}$, the reflection signal rises as a Lorentzian function with the linewidth being that of the underlying resonance, $(\gamma_{in} + \gamma_{out} + \gamma_0)$.

Despite its simplicity, the single-resonance $R$-zero explains the impedance-matching conditions previously found using TCMT in waveguide branches [54], antireflection
surfaces \cite{207}, and polarization-converting surfaces \cite{81}: vanishing reflection in a passive system (\( \gamma_0 = 0 \)) is achieved at \( \omega_0 \) when the decay rate into the incident channel \( \gamma_{in} \) equals the sum of decay rates into all outgoing channels \( \gamma_{out} \).

The single-resonance approximation is typically valid when a cavity has a high quality factor and is weakly-coupled to the input/output channels, so that its resonances are much nearer to the real axis than to each other, and multi-resonance effects can be neglected. However the general RSM theory applies equally well to low-Q cavities where we expect the above simple picture to break down substantially. An example of both limits is given in Fig. 3.3 on the next page, where we study a chaotic resonant cavity connected to six single-mode waveguides, using a finite-difference numerical calculation. The cavity shown in Fig. 3.3a has constrictions at its waveguide junctions to increase the quality factors of the resonances. In Fig. 3.3b we show the \( R \)-zero spectrum for this cavity, which has the vertical clustering bracketed by the resonance and \( S \)-matrix zero, as predicted by the single resonance approximation just discussed. In contrast, the cavity shown in Fig. 3.3c has the constrictions opened, which reduces the quality factors by a factor of \( \sim 20 \). For this case the single-resonance approximation fails, and the \( R \)-zero spectrum (Fig. 3.3d) is spread out in both the real and imaginary frequency axes. Strikingly, some \( R \)-zeros lie below the resonances while others lie above the \( S \)-matrix zeros in the complex-frequency plane, something which is forbidden within the single resonance approximation. Nonetheless, in both cases, we were able to tune to a real-frequency RSM for the three-in/three-out boundary condition simply by slightly varying the constrictions of the outgoing waveguides. This shows the power of the general RSM theory developed here, which works even for open cavities, where multi-resonance effects dominate.
Figure 3.3: A lossless, chaotic resonator (mean radius \( \bar{R} \)) and junction for six single-mode waveguides, with constrictions at the entrances to the cavity. (a): Mode profile of a 3-in/3-out RSM in a weakly-coupled, high-\( Q \) cavity with well isolated resonances, enforced by small waveguide constrictions. Waveguides labeled 1, \ldots, 6; red arrows indicate input channels, and blue, output. (b): Numerically calculated \( R \)-zero spectrum for cavity in (a). Black x’s and dots are resonance and \( S \)-matrix zero frequencies, which are complex conjugates. Colored stars are \( R \)-zeros for various choices of inputs; legend indicates sets of input channels, according to labels in (a). \( R \)-zeros cluster vertically above the resonance and below the \( S \)-matrix zero frequency, as predicted by single-resonance TCMT approximation Eq. (3.37). The common width of the constrictions for waveguides \{4, 5, 6\} is slightly tuned to make 3-in/3-out \( R \)-zero real, creating RSM shown in (a). (c): Mode profile of a 3-in/3-out RSM for same junction as in (a) but with open constrictions, which lowers \( Q \) (note change in vertical scale). (d): \( R \)-zero spectrum for low-\( Q \) cavity shown in (c). The linewidths of the resonances are now comparable to their spacing. Due to multi-resonance effects, the \( R \)-zeros are distributed throughout complex plane and are no longer associated with a single resonance. Nonetheless, by slightly tuning the constriction width as before, we create a 3-in/3-out RSM, as in the high-\( Q \) case.
3.6 Symmetry Properties

We now analyze some exact properties of $R$-zeros and RSMs with time-reversal and discrete spatial symmetries. Earlier works \cite{71, 139} studied the consequences of symmetry in one dimension, and have some overlap with what follows, though the present treatment generalizes to any dimension, and applies to complex-valued $R$-zeros, not only real RSMs. The different symmetry classes and their properties are summarized in Table 3.1 on page 87 and Fig. 3.6 on page 93.

3.6.1 Time-reversal Transformation ($\mathcal{T}$) and Symmetry

The action of time reversal ($\mathcal{T}$) is to complex conjugate everything, including the wave operator $\hat{A}_{RZ}$, and the field $\psi(x)$. This interchanges the input and output channels ($C_F \leftrightarrow C_{\mathcal{F}}$):

$$\mathcal{T} : (\omega, \varepsilon(x), C_F) \rightarrow (\omega^*, \varepsilon^*(x), C_{\mathcal{F}}).$$

(3.39)

If a cavity with dielectric function $\varepsilon(x)$ has an $R$-zero at frequency $\omega_0$ with input channels $C_F$, then the cavity with $\varepsilon^*(x)$ has an $R$-zero at frequency $\omega_0^*$ with complementary input channels $C_{\mathcal{F}}$. The scatterer has time-reversal symmetry if $\varepsilon(x) = \varepsilon^*(x)$, i.e., when there is no absorption or gain, in which case the “two cavities” described above are actually the same. We conclude that

- Complementary $R$-zeros come in complex-conjugate pairs when $\varepsilon(x)$ is flux-conserving, i.e., for passive cavities.

This is true regardless of whether spatial symmetries such as parity are present. The system can be tuned to have an RSM either by index tuning or by gain-loss tuning. In the former case, the new cavity still exhibits time-reversal symmetry, so the resulting RSM is bipolar, by which we mean that a different RSM exists at the same frequency; examples are given in Fig. 3.2, Fig. 3.3, and Fig. 3.4(b,e). We use the term bipolar
Figure 3.4: Illustration of RSMs and R-zero spectrum for simple two- and three-mirror resonators of length $L$ in 1D, consisting of $\delta$-function dielectric mirrors of strengths $\gamma_1^{-1}, \gamma_2^{-1}$ and $\kappa^{-1}$, as indicated in the schematic in (a). Throughout, we fix $\gamma_2 \equiv c/L$.

(a): Blue and red lines $1 \rightarrow 2$ indicate the effect of breaking symmetry by varying $\gamma_1$ from $\gamma_2 \rightarrow 2\gamma_2$. A bidirectional RSM (b) splits into two complex-conjugate R-zeros off the real axis and a reflectionless steady-state (RSM) no longer exists, (c). Adding absorption to the cavity, indicated by blue and red lines $2 \rightarrow 3$ in (a), brings the upper R-zero to the real axis (but not the lower one), creating a unipolar left-incident lossy RSM, (d). Alternatively, adding a middle mirror and reducing its $\kappa$ from $\infty$ to $\sim 2\gamma_2/3$ is sufficient to bring both R-zeros back to the real axis (2 $\rightarrow$ 4 in (a)), creating a bipolar RSM at a different frequency from the symmetric Fabry-Pérot resonator, without restoring parity symmetry, (e).

Instead of bidirectional so as to emphasize that the input and output channels can spatially overlap in the general cases we consider. In the case of gain-loss tuning, the tuned cavity no longer has time-reversal symmetry, and we do not expect another RSM at that frequency; we refer to this as unipolar.

In Fig. 3.4 we illustrate the concept of tuning to create an RSM out of a complex-valued R-zero for the simple case of an asymmetric Fabry-Pérot cavity. We start with a symmetric Fabry-Pérot cavity, which has both $\mathcal{P}$ and $\mathcal{T}$ symmetries (this symmetry class will be discussed in more detail later in Section 3.6.4); it is well-known that such a cavity has equally-spaced unit-transmission resonances [180], which we refer
to as bidirectional RSMs, since they can be accessed from either side. We break $P$ symmetry but maintain $T$ symmetry by making the mirror reflectivities unequal; as a consequence there is no longer an RSM for either direction of incidence at any real frequency. However, there is now a pair of complex-conjugate $R$-zeros off the real axis, as demanded by $T$ symmetry. We have made the left barrier less reflective than the right one, and observe that the left-incident $R$-zero has moved to the upper half-plane and the right-incident $R$-zero to the lower half-plane, which is consistent with the intuitions regarding effective gain and loss of the input and output channels given near the end of Section 3.3.

One way to recover the RSMs in the asymmetric cavity without restoring parity symmetry is to use gain-loss engineering (non-hermitian tuning). Adding absorption will reduce the imaginary parts of the $R$-zero frequencies, which can be used to create a left-incident RSM. A physical argument supporting this conclusion is that when the mirror reflectivities are equal, the prompt reflection from the left mirror is cancelled by the net leftward reflection of waves reaching the interior and internally reflecting an odd number of times before escaping back in the incident direction; a similar statement holds for right-incident waves. When the left mirror is less reflective than the right one, its prompt reflection is decreased and the internal leftward reflection is increased, so total destructive interference is not possible. However if one adds the correct amount of absorption to the interior, these two amplitudes can again be balanced and destructive interference in the backwards direction can be restored, though this generally will also require a frequency shift to account for the change in the phase accumulation within the cavity. Adding loss has the opposite effect on a right input wave, making destructive interference impossible, and leading to a unipolar left-incident RSM. For a right-incident RSM one would instead have to add the same amount of gain to the interior. This physical picture is confirmed by Fig. 3.4(a,d).

Alternatively, we can employ index tuning to create an RSM, in this case by
adding a third lossless mirror in the interior. We can think of the left region and the interior mirror as forming a composite mirror such that for some mirror reflectivity and input frequency, the left and right escape rates are again balanced. Indeed such a three-mirror system does have an RSM with one-parameter tuning as shown by Fig. 3.4(a,e). Moreover, as the system is flux-conserving and reciprocal, it must be a bipolar RSM.

Comparing Fig. 3.4(a,d,e) illustrates this important difference between the two types of tuning: for the lossless case, both left- and right-incident $R$-zeros maintain their complex conjugate relation as the interior mirror is tuned and hence meet on the real axis. Note that from the standard point of view, this bidirectional RSM is “accidental”, i.e., not a result of parity symmetry, which has been broken. Nevertheless the tuning deterministically generates this “accidental” behavior that mimics the effect of parity symmetry for this one frequency.

### 3.6.2 Parity Transformation ($\mathcal{P}$) and Symmetry

A parity transformation $\mathcal{P}$ satisfies $\mathcal{P}^2 = 1$ and $\det \mathcal{P} = -1$. Common examples of parity are reflections in two dimensions, $(x, y) \rightarrow (-x, y)$, and inversion in three dimensions, $(x, y, z) \rightarrow (-x, -y, -z)$.

Generally, the action of $\mathcal{P}$ is to leave the frequency unchanged and to map $\varepsilon(x) \rightarrow \varepsilon(\mathcal{P}x)$, $\psi(x) \rightarrow \psi(\mathcal{P}x)$, relating an $R$-zero/RSM of one structure to that of a structure transformed by $\mathcal{P}$. However, these two $R$-zeros are generally not complementary to each other. We further require the input-output channels to have $\mathcal{P}$ symmetry, by which we mean that $\varepsilon(x) = \varepsilon(\mathcal{P}x)$ in the asymptotic region and that the input channels are chosen such that $C_F$ maps to $C_F$ under $\mathcal{P}$; we call this a bisected partition of the channels. The most common bisected systems would be those that naturally divide into “left” and “right” and for which the input channels are chosen to be all left or all right channels, which generalizes the well-studied one-
Table 3.1: Consequences of discrete symmetries for the RSM problem for input states defined by \( F \). Unipolar means that only one set of input channels has zero reflection at a given frequency and bipolar means that its complement does too. When \( \mathcal{P} \) applies, we assume the channels are bisected, i.e., the set of input channels maps to its complement; in this case we use unidirectional instead of unipolar, bidirectional instead of bipolar. \( N_{RSM} \) is the minimum number of system parameters that must be tuned, consistent with symmetry, to achieve an RSM (make \( \omega_F \) real), while \( N_{RSM}^{\text{EP}} \) parameters are necessary for an RSM EP (degenerate, real \( \omega_{RZ} \)).

dimensional case. But there are also other possibilities, e.g. a partition into clockwise and counterclockwise channels for a finite-sized scatterer in free space. With a bisected partition \( C_F \), the action of \( \mathcal{P} \) is

\[
\mathcal{P} : (\omega, \varepsilon(x), C_F) \rightarrow (\omega, \varepsilon(\mathcal{P}x), C_F). \tag{3.40}
\]

When an \( R \)-zero with a bisected partition is bipolar, we refer to it as bidirectional; when it is unipolar, we refer to it as unidirectional.

The scatterer has \( \mathcal{P} \) symmetry when \( \varepsilon(x) = \varepsilon(\mathcal{P}x) \), for which we can say that

- When the cavity and the channel partition both have \( \mathcal{P} \) symmetry, \( R \)-zeros are bidirectional, whether or not \( \omega_{RZ} \) is real.

This is in contrast to the case with \( \mathcal{T} \) symmetry, where bipolarity only holds for real-frequency RSMs.
3.6.3 Parity-Time Transformation ($\mathcal{PT}$) and Symmetry

The action of the joint parity-time-reversal ($\mathcal{PT}$) operator, i.e., performing both $\mathcal{P}$ and $\mathcal{T}$ transformations simultaneously, is particularly interesting as it is the case of $\mathcal{PT}$ symmetry that brought recent attention to unidirectional RSMs. We assume that the asymptotic region has $\mathcal{P}$ symmetry and that the partition $C_F$ is bisected; hence the action of $\mathcal{PT}$ is

$$\mathcal{PT}: (\omega, \varepsilon(x), C_F) \rightarrow (\omega^*, \varepsilon^*(\mathcal{P}x), C_F).$$

(3.41)

The scattering region has $\mathcal{PT}$ symmetry when $\varepsilon^*(\mathcal{P}x) = \varepsilon(x)$. Hence:

- $\mathcal{PT}$-symmetric systems either have unidirectional RSMs with $\omega_0 \in \mathbb{R}$, or complex-conjugate pairs of unidirectional $R$-zeros of the same directionality, with $\omega_0 \in \mathbb{C}$.

This is in contrast to the case of $\mathcal{T}$ symmetry alone, which allows real bipolar RSMs or complex-conjugate pairs of $R$-zeros of opposite polarity/directionality.

It should be noted that physical dielectric materials, which have a causal susceptibility and satisfy the Kramers-Kronig relation \cite{64}, cannot satisfy an exact $\mathcal{PT}$-symmetry except at isolated frequencies \cite{231}. Nevertheless, in some range around such a frequency, $\mathcal{PT}$ symmetry will be only weakly broken, and its effects will still be observable.

Spontaneous Symmetry-Breaking Transition

This property of the $\mathcal{PT}$ case implies something quite important. Often $\mathcal{PT}$-symmetric scattering systems are studied by beginning with a flux-conserving system (satisfying both $\mathcal{P}, \mathcal{T}$ symmetries separately) and adding gain and absorption anti-symmetrically so as to break $\mathcal{P}$ and $\mathcal{T}$ symmetries while preserving $\mathcal{PT}$. The initial system has bidirectional RSMs, i.e., pairs of left and right RSMs at the same real frequency, but
has no other degeneracy. Thus the left and right RSMs are constrained to remain on the real axis as *unidirectional* RSMs as the value of the gain-loss strength increases.

For example, if a left-incident RSM moved off the real axis for infinitesimal gain/loss, it would lack a second left-incident RSM as a complex-conjugate partner, violating this condition. These unidirectional RSMs are invariant under the $\mathcal{PT}$ transformation, so they are in the $\mathcal{PT}$-unbroken phase. As the gain-loss strength is further increased, eventually each RSM may meet another RSM of the same directionality at a real frequency (see Fig. 3.5b as an example), above which point the pair of RSMs will generally leave the real axis as complex-conjugate pairs of $R$-zeros, becoming inaccessible with steady-state excitation. These complex-conjugate pairs of $R$-zeros do not exhibit $\mathcal{PT}$ symmetry, since one maps not to itself but to its conjugate partner under $\mathcal{PT}$, so they are in the $\mathcal{PT}$-broken phase. The transition is the spontaneous breaking of $\mathcal{PT}$ symmetry.

This explains in the $R$-zero/RSM framework the widely observed existence of RSMs in one-dimensional systems with $\mathcal{PT}$ symmetry [59, 71, 88, 117, 120, 159, 161] or anti-$\mathcal{PT}$ symmetry [74] without fine tuning, and their disappearance at large gain-loss parameters [71, 88, 103, 120, 139]. It should be noted that the critical parameters that define the $\mathcal{PT}$ transitions are different for each RSM pair and directionality, so, as is typical in $\mathcal{PT}$ scattering systems, the transition does not occur at once for all eigenvalues. The RSM transitions are also close to, but different from the transitions associated with the full $S$-matrix, at which a pair of unimodular eigenvalues turn into an amplifying one and an attenuating one, which is another signature of spontaneous $\mathcal{PT}$ symmetry-breaking in scattering [48, 71].

This behavior is illustrated for the one-dimensional $\mathcal{PT}$-symmetric structure shown in Fig. 3.5a: an etalon of thickness $L$ in air where the left half has refractive index $n = n_1 - in_2$ and the right half has index $n = n_1 + in_2$. For a passive etalon ($n_2 = 0$), bidirectional RSMs exist at real frequencies $\omega_{\text{RSM}} = m\pi c/n_1 L$ with $m \in \mathbb{Z}$. When
Figure 3.5: RSMs in a $\mathcal{PT}$-symmetric structure.  
(a): Schematic of structure: an etalon in air, with refractive index $n = n_1 - in_2$ on the left and $n = n_1 + in_2$ on the right; here $n_1 = 2$.  
(b): Real part of $R$-zero frequencies as the gain-loss strength is increased (solid blue lines: left-incident; dashed red lines: right-incident). They are real-valued at small $n_2$. After two meet at an RSM EP (yellow highlight), they split into complex-conjugate $R$-zeros.  
(c): Reflection and transmission spectra when $n_2 = 0.13844$; filled dots mark the RSM frequencies, open dot is real part of complex $R$-zero, which has already crossed the threshold.  
(d): $R$-zeros/RSMs, $S$-matrix zeros, and resonances in the complex-frequency plane, with same $n_2$ as in (c).  
(e): Streamlines of the vector field $(\text{Re}\{r_L(\omega)\}, \text{Im}\{r_L(\omega)\})$, with $+1$ topological charges at $R$-zeros/RSMs, $-1$ at resonances. At an RSM EP the topological charges add to $+2$.

the gain-loss strength $n_2$ is increased, pairs of RSMs with the same directionality move toward each other in frequency. As parity and time-reversal symmetries are individually broken, the right-incident RSMs (for which $r_R = 0$) and the left-incident RSMs (for which $r_L = 0$) now occur at different frequencies. But since the system still exhibits $\mathcal{PT}$ symmetry, all of these RSM frequencies remain real-valued. At critical values of $n_2$, a pair of RSMs coalesce. As $n_2$ is further increased, the pair of RSMs split into two, leaving the real-frequency axis as complex-conjugate pairs of $R$-zeros. The RSM spectrum in the complex-frequency plane, together with the $S$-matrix zeros and
poles, is shown in Fig. 3.5(d,e) for a critical value of $n_2$ where two right-going RSMs meet. The corresponding reflection and transmission spectra are given in Fig. 3.5c.

We use this example to illustrate a topological property of $R$-zeros/RSMs and resonances. Figure 3.5c shows the streamlines of the vector field $(\text{Re}\{r_L(\omega)\}, \text{Im}\{r_L(\omega)\})$ over the complex plane. In accordance with the discussion at the end of Section 3.2, we indeed observe that $\arg(r_L(\omega))$ winds by $2\pi$ along counterclockwise loops around each $R$-zero or RSM, corresponding to a $+1$ topological charge, while it winds by $-2\pi$ around each resonance, corresponding to a $-1$ topological charge. When two RSMs meet, they superpose as one topological defect with charge $+2$, as highlighted in yellow. This is an example of an exceptional point, as introduced in Section 1.1.2 of Chapter 1, although not of purely outgoing resonances, nor of purely incoming CPA states, which we will discuss in Chapter 4.

3.6.4 RSM Exceptional Points

Non-hermitian operators have the property that when two eigenvalues become degenerate in both their real and imaginary parts, then the two associated eigenvectors also coalesce into one, which is an exceptional point (EP) in parameter space.

The $R$-zero/RSM wave operator $\hat{A}_{RZ}$ of Eq. (3.22) is non-hermitian and is formally similar to the resonance wave operator $\hat{A}_{\text{eff}}$. It is therefore possible to create RSM exceptional points where multiple reflectionless states coalesce into one, which is, from a physical point of view, a new kind of EP not previously studied. The aforementioned RSM transitions in $\mathcal{PT}$-symmetric systems are examples of this. There is no self-oscillating instability (lasing) when the EP reaches the real axis, since a steady-state RSM EP is compatible with linear response. At an RSM EP, the lineshape of the reflection intensity will change from its generic quadratic form to a quartic, flat-bottomed lineshape, characteristic of a $+2$ topological charge. There is generally no qualitative change in the transmission lineshape at a $\mathcal{PT}$-symmetric RSM EP, since
a non-flux-conserving structure lacks a rigid relation between the transmission and reflection coefficients; a different type of flux-conserving RSM EP, to be discussed next, does have a quartic flat-topped transmission lineshape. Near an EP of any kind, the eigenfrequency typically exhibits a square-root dependence on system parameters. These effects are shown in Fig. 3.5 where the RSM EP is highlighted in yellow. The change in lineshape as a consequence of EP-proximity will be discussed in more detail in Chapter 4 in the context of degenerate CPA.

As mentioned at the beginning of the chapter, RSMs in one-dimensional systems have been characterized in some works as EPs of an unconventional non-symmetric scattering matrix \[32, 59, 60, 95, 104, 139, 214\], which is not related to the usual \(S\)-matrix through a change of basis. However, those are non-degenerate RSMs, not EPs of the underlying wave operator. While there is nothing incorrect about this alternative point of view mathematically, in our view it creates confusion and is physically misleading. First, this type of EP is a an EP of a scattering matrix, not of a wave operator. It does not imply a change in the lineshape of the resonance, as does an EP of the wave operator. Encircling such an EP in parameter space does not generate asymmetric state transfer of physical resonances or RSMs, but rather implies some behavior of the eigenstates of the \(S\)-matrix, which is of lesser interest. Finally, the identification of a non-degenerate RSM with an unconventional EP only works when the number of channels \(N=2\), since the unconventional scattering matrix, with off-diagonal reflection coefficients, does not generalize to arbitrary \(N\)-channel scattering, which has \(N\) reflection coefficients but \(N^2 - N\) off-diagonal elements. Hence we believe there is ample reason to avoid this alternative point of view. We thus adopt a uniform definition of an RSM, which is generically not an EP of the wave operator, and apply the term RSM EP only to degenerate RSMs which are an EP of the wave operator.

Although the \(\mathcal{PT}\) transition in open systems has often been applied to resonances,
For RSMs ($\omega \in \mathbb{R}$), symmetry implies

- For bidirectional $P$ symmetry, $|t| = 1$ implies $|t^*| = 1$.
- For unidirectional $P$ symmetry, $|t| = 1$ implies $|t^*| = 1$.
- For bidirectional $\mathcal{T}$ symmetry, $|t| = 1$ implies $|t^*| = 1$.
- For unidirectional $\mathcal{PT}$ symmetry, $|t| = 1$ implies $|t^*| = 1$.

Figure 3.6: Schematic illustrating the implications of symmetry for $R$-zeros and RSMs. (Top): Beginning with the assumption of the existence of a left-incident $R$-zero with transmission $|t| < 1$ at some complex-valued frequency $\omega$, there will exist other $R$-zeros with specific properties based on the presence of $P$, $\mathcal{T}$, and/or $\mathcal{PT}$ symmetry (as shown by dashed arrows). The presence of all three implies the existence of three other $R$-zeros. (Bottom): The initial state has real frequency (is an RSM); the implications of the various symmetries are shown for this case. The implications for the $\mathcal{T}$ and ($P$, $\mathcal{T}$) cases are the same: bidirectional unit transmission reflectionless states.

their purely outgoing boundary condition does not map into itself under a $\mathcal{PT}$ transformation, and therefore they lack an exact $\mathcal{PT}$ symmetry. In fact, the resonance and anti-resonance boundary conditions map into each other under $\mathcal{PT}$, which is exploited in the laser-absorber of Refs. [48, 118, 121, 212]. Therefore simply increasing the strength of the gain/loss is not sufficient to create an exact degeneracy of resonances, only an avoided crossing, as is suggested in Fig. 3.5, where neighboring resonances have imaginary parts that are visibly different from each other, and as is shown explicitly in Fig. 3 of Ref. [48]. Within TCMT this is not observed, because TCMT
does not account for the frequency-dependent nature of the purely outgoing boundary conditions, and therefore predicts that a $\mathcal{PT}$-symmetric cavity will have an EP of resonances with single-parameter, gain-loss tuning. In contrast, the bipartite RSM boundary condition does map into itself under a $\mathcal{PT}$ transformation, which is why RSM EPs in $\mathcal{PT}$-symmetric systems are truly accessible through one-parameter tuning.

It is important to recognize that any $R$-zero boundary condition is intrinsically non-hermitian, whether or not the cavity has gain or loss. Thus, even in a passive cavity, a degeneracy of RSMs will be an EP. It is not necessary to have $\mathcal{PT}$ symmetry with gain and loss in the cavity to create an RSM EP, though it enables achieving one with only single-parameter tuning, and makes it unidirectional. An RSM EP in a generic flux-conserving cavity can also happen, but it requires three-parameter tuning (see Table 3.1 on page 87), and would be bidirectional because of $\mathcal{T}$ symmetry. In the next section we discuss a case in which a bidirectional RSM EP can be created in a passive cavity with only single-parameter tuning.

$\mathcal{P}$ and $\mathcal{T}$ Symmetry and Spontaneous Symmetry-breaking Transition

The final symmetry class we will discuss is the case of systems with both $\mathcal{P}$ and $\mathcal{T}$ symmetries. The symmetric Fabry-Pérot cavity, discussed briefly above, is a familiar example. Such a $\mathcal{P}, \mathcal{T}$ system simultaneously exhibits all of the symmetry properties discussed so far. Therefore we can expect bidirectional RSMs on the real-frequency axis without any tuning, with flux conservation implying unit transmission for these RSMs. However there is another possibility allowed by symmetry, which to our knowledge has not been pointed out elsewhere: the possibility of bidirectional pairs of $R$-zeros appearing off the real axis as complex conjugates. In general, if a behavior is allowed by symmetry, it should actually occur in some systems.

In fact, this possibility does occur in a physical model similar to that shown in Fig. 3.1 on page 84. The dielectric function consists of three equally-spaced, lossless
mirrors, with identical outer mirrors, given by

$$\varepsilon(x) = \delta(x + L)/\gamma + \delta(x)/\kappa + \delta(x - L)/\gamma. \quad (3.42)$$

Requiring that the reflection coefficient vanishes leads to a transcendental equation that \(k_{RZ} \overset{\text{def}}{=} \omega_{RZ}/c\) must satisfy:

$$e^{ik_{RZ}L} = \frac{k_{RZ}^2 + 2\gamma^2 \pm 2i\sqrt{k_{RZ}^2 + 4\gamma^2\kappa^2 - \gamma^4}}{k_{RZ}^2 - 2i(\gamma + \kappa)k_{RZ} - 4\gamma\kappa}. \quad (3.43)$$

If \(k_{RZ}\) is real (RSM), then the modulus of both sides is unity, which only happens if the expression under the radical is positive; else, \(k_{RZ}\) must be complex, and is an \(R\)-zero. If \(\kappa < \gamma/2\) then there is a threshold \(k_{th}\) below which there are no real \(R\)-zeros, and above which all of the \(R\)-zeros are real RSMs:

$$k_{th} \overset{\text{def}}{=} \frac{\gamma}{\kappa} \sqrt{\gamma^2 - 4\kappa^2}. \quad (3.44)$$

The other case, with \(\kappa > \gamma/2\), has no such transition, as the modulus of both sides of Eq. (3.43) is always unity for real \(k_{RZ}\). The threshold \(k_{th}\) can be increased from 0 by decreasing \(\kappa\), starting from \(\kappa = \gamma/2\). It is possible to find a value for the internal mirror coupling \(\kappa\) such that \(k_{th}\) reaches an RSM. This corresponds to two RSMs coalescing at the symmetry-breaking transition, which is an RSM EP (actually two EPs, one each of right- and left-going RSMs). Decreasing \(\kappa\) further causes the RSMs to move off the real axis as bidirectional complex-conjugate pairs of \(R\)-zeros. At the EP, due to the bidirectionality of the RSMs, both transmission and reflection intensity lineshapes will be flattened.

Such degenerate RSM EPs are examples of steady-state EPs in a flux-conserving system, a possibility not discussed in the literature, to our knowledge. This transition is actually a manifestation of the usual \(\mathcal{PT}\) symmetry-breaking, but without any
gain or absorption. The potential of having exceptional point behavior on the real axis in flux-conserving systems, with single parameter tuning, opens up a number of intriguing avenues for further research and novel experimental investigations.
Chapter 4

Exceptional Coherent Perfect Absorption (CPA EP)

In this chapter we study exceptional points of coherent perfect absorption (CPA EP) [188]. These are non-hermitian degeneracies of the purely incoming wave operator, in which two perfectly absorbed waves coalesce into a single state. They are instances of the novel class of RSM EPs discussed in Section 3.6.4 of the previous chapter, as CPA is the particular choice of RSM in which every channel is incoming. Such non-hermitian degeneracies can occur at a real-valued frequency without additional noise or non-linearity, in contrast to EPs in lasers, which have amplified spontaneous emission and saturation. The absorption lineshape for the eigenchannel near the EP is quartic in frequency around its maximum in any spatial dimension. For absorbing disk resonators, these EPs give rise to chiral absorption: perfect absorption for only one sense of rotation of the input wave. In general, for the parameters at which a CPA EP occurs, the associated scattering matrix does not also have an EP. A non-hermitian cavity has a non-unitary, non-hermitian $S$-matrix, so that a degeneracy of its eigenvalues is generically an EP, which indicates that $S$ is defective and cannot be diagonalized. When an EP of $S$ is also an eigenfrequency of the incoming wave
operator, then the degenerate $S$-matrix eigenvalue is zero. However, in one dimension, if the $S$-matrix does have a perfectly absorbing EP, then it takes on a universal one-parameter form with degenerate values for all scattering coefficients.

4.1 Properties of CPA EP

CPA occurs when an isolated solution to the wave equation with purely incoming boundary conditions has a real eigenfrequency [13, 47, 146, 157, 203, 225, 230], as discussed in Section 1.1.1 of Chapter 1. Physically, the input state is trapped within the cavity by destructive interference and can only decay by absorption into an active medium within the cavity. A CPA cavity will perfectly absorb one specific wavefront, given by the eigenmode of the incoming wave operator, at the real frequency which is its eigenvalue. By flux conservation, the purely incoming and outgoing states cannot have real eigenfrequencies unless there is intrinsic gain or loss; the addition of material loss is necessary to move the frequency of a purely incoming state onto the real axis to achieve CPA.

A CPA EP is the generic degeneracy of such incoming solutions, corresponding to the coalescence of two CPA modes. Exceptions occur for degenerate but decoupled states [157], e.g. those with different symmetry as mentioned in Section 1.1.2, but these cases will be neglected here. Such absorbing EPs had not been studied prior to our work in [188], and should be readily observable with setups previously used to investigate resonant EPs [43, 133, 152]. Subsequent to that work, we have collaborated with the group of Lan Yang and Washington University in St. Louis on such experiments and very recent results [205] appear to confirm predictions of our theory.

The novel CPA EP can be directly probed with a steady-state incident wavefront, which is possible precisely because the incoming eigenfrequency is real. This is in contrast to the often studied resonant EP, which is typically probed indirectly in the
sense that the existence of the complex-valued singularities that become degenerate is inferred from their effect on scattering at real frequencies \[152, 228, 229\]. A complex frequency does not correspond to a physical steady-state solution, but one with an envelope which decays or grows in time, depending on whether it is in the lower or upper half-plane, respectively. Directly probing a resonant EP in an electromagnetic cavity requires the addition of sufficient gain to bring the degenerate eigenfrequencies to the real axis, and corresponds to lasing at threshold. But such an amplifying system is not ideal for the study of EPs, due to the large amplified spontaneous emission noise at threshold, and the necessity of including the non-linearity of the medium to stabilize lasing above threshold.

As mentioned earlier in Section 1.1, the solution of an electromagnetic eigenvalue problem, such as a resonance or CPA mode, is also a solution to the more general scattering problem, albeit a special one. For example, a CPA mode is the scattering solution in which no flux is scattered from the cavity, and is therefore visible in the scattering spectrum as the vanishing of one eigenvalue of the scattering matrix \( S(\omega) \). The signature of CPA EP in scattering is a quartic flattening of the absorption lineshape when probed in the perfectly absorbed eigenchannel of \( S \); for ordinary CPA it is quadratic. Because the eigenchannel input depends on the frequency, the flattening of the absorption line is only visible if the appropriate frequency-dependent input is used; it will not be visible for a fixed frequency-independent input.

The EP modification of the eigenchannel lineshape, shown for a one-dimensional cavity in Figure 4.1, generalizes to higher dimensional and/or multichannel, quasi-one-dimensional CPA EPs. Its origin can be understood as follows: near an ordinary CPA frequency \( \omega_0 \), an eigenvalue \( \sigma(\omega) \) of \( S(\omega) \) will pass through zero linearly in the detuning \( \delta \equiv \omega - \omega_0 \), so that \( |\sigma(\omega)|^2 \propto \delta^2 \). In the vicinity of the parameter values leading to CPA EP, there are two CPA frequencies near each other (\( \omega_0 + \delta_1 \) and \( \omega_0 + \delta_2 \), both belonging to the same eigenvalue \( \sigma(\omega) \), whose smooth variation implies
Figure 4.1: Scattering from coupled cavity structures for two cases, both tuned to CPA EP. The end mirrors are asymmetric. (a,d): Absorption lineshapes of eigenchannels (solid): CPA channel (blue) reaches 100% absorption at the EP frequency $\omega_0$. In (a,d), CPA lineshape is quartic [verified in (c)], while in (d) the non-CPA channel (red) is quadratic. Scattering coefficients $|r_L|^2$, $|r_R|^2$, $|t|^2$ are shown as green, blue, red dashed lines. (b,e): Schematics of scattering structures: cavities (red) with lengths $L_1, L_2$, and unequal absorption, emitting to free-space through the end mirrors. Right mirror is perfect in (b), and permeable but unequal to the left one in (e); parameter values are given in Table 4.1. (f): generic case of unequal coupling yields asymmetric asymptotic values for CPA EP mode $|\psi|^2$, implying that $S$ is not also at an EP, consistent with the discussion in Section 4.4.2.
\[ \sigma(\omega) \propto \delta_1 \delta_2. \] At CPA EP, both \( \delta_{1,2} \rightarrow \delta \), and \( |\sigma|^2 \propto \delta^4 \), which is the quartic absorption lineshape. The other conceivable behavior, where distinct eigenvalues \( \sigma_1(\omega) \) and \( \sigma_2(\omega) \) of the \( S \)-matrix meet at zero, does not correspond to CPA EP, but rather to an EP of \( S \) with zero eigenvalue, as noted above. In this case, the smoothness assumption is violated and the lineshape is not quartic. At present we neglect this possibility; we will return to it in Section 4.4.1.

### 4.2 One-Dimensional CPA EP

The general properties of a CPA EP described above are exemplified by a one-dimensional electromagnetic structure, consisting of two cavities created by a series of three mirrors (see Fig. 4.1). An EP is realized by coupling the two cavities via a central partially reflecting Bragg mirror and by introducing unequal absorption within each cavity. In this section we will discuss two interesting cases using this setup, and will return to it again in Section 4.4.1 to discuss a third unusual case.

In the first, shown in Fig. 4.1a-c, the structure is terminated on the right by a perfect mirror and is accessible only from the left through a partial Bragg mirror. With only one channel, the \( S \)-matrix is scalar, comprising one coefficient: the left reflection amplitude \( r_L \). The absorption is \( 1 - |r_L|^2 \). This setup corresponds to the usual critical coupling to a cavity (one-channel CPA), except that the cavity is tuned to an EP of the incoming wave operator and hence the absorption lineshape is quartic. For this one-channel case, the modified lineshape is evident even with a phase-insensitive measurement of the scattering matrix, since every input is an “eigenvector” of the scalar \( S \).

The second case, shown in Fig. 4.1d-f, has unequal Bragg mirrors on the two ends that are both permeable. This defines a two-channel \( S \)-matrix, characterized by three scattering amplitudes \( r_L, r_R, t \). Exciting the absorbing eigenchannel of \( S \)
4.3 Whispering Gallery Mode CPA EP

We now explore higher dimensional structures, both in free-space and guided wave geometries. For the case of resonant EPs, there has been extensive study of perturbed and deformed disk resonators in two dimensions, for which the EP of whispering gallery modes (WGMs) directly implies a spatially chiral solution, corresponding to either clockwise (CW) or counterclockwise (CCW) circulations of waves in the disk \[35, 209, 210\]. WGMs are resonances of a disk resonator in which the mode is radially concentrated at the circular boundary of the disk, and predominantly propagates azimuthally around the disk, as if repeatedly grazing the disk’s edge\[1\]. These strongly

---

1. The evocative name of these modes comes from the gallery at the base of the dome of St. Paul’s Cathedral in London, which has the property that whispers uttered near its circular wall can be heard anywhere else along the wall, even at great distance. The conventional explanation of this phenomenon is originally due to Rayleigh.
chiral resonances have been probed experimentally through asymmetric backscattering and chiral laser emission \cite{153}. We now show that CPA EP in such a system will lead to chiral absorption: perfect absorption for, say, CW input, and substantial backscattering for CCW. We note that standard CPA in disk and sphere resonators has been studied previously \cite{13, 146}.

**4.3.1 Free-Space Whispering Gallery Modes**

Our first example of a two-dimensional CPA EP is for a perturbed disk in free space, following closely the model introduced by Wiersig \cite{209} of a dielectric disk perturbed by point scatterers. Wiersig showed how tuning the parameters of the scatterers could generate resonant EPs (off the real axis) and that the corresponding single eigenfunction would be highly chiral. Here we adapt this model by adding absorption and showing that one can tune to CPA EP on the real axis. The parameters that we chose in order to realize a CPA EP are given in Table 4.2. The perturbation from the first point scatterer splits the degenerate WGMs with angular momenta $m = \pm q$ into two standing-wave resonances. Fine-tuning the second scatterer brings these two resonances back to degeneracy, forming an EP with CCW chirality at a complex frequency. Finally, introducing a critical degree of absorption brings the absorbing EP to a real frequency. This free-space system can support an absorbing EP, however it is difficult to implement in practice, and the dissipation is only marginally different for the two chiral inputs.

Since the scatterers break the rotational symmetry of the structure, the CPA EP input involves a coherent superposition

$$\psi_{\text{in}}(r, \phi) = \sum_m c_m e^{im\phi} H^-_m(kr) \quad (4.1)$$

of many angular momenta other than $\pm q$, though at significantly weaker amplitude.
Index of disk \( 1.5 + 0.0021i \)
Radius of disk 1.0
Index of scatterers 1.5
Radius of scatterers 0.05
Distance of scatterer 1 0.04
Distance of scatterer 2 \( 0.0454 \)
Angle between scatterers \( 156.30^\circ \)
EP frequency \( \omega_0 \) 15.126

Table 4.2: Parameters used in Fig. 4.2 (EP-tuned parameters in bold).

\( H_m^- \) is the Hankel function of the second kind, and \( k \equiv \frac{\omega}{c} \) is the wavenumber of the incident light. For the example shown in Figure 4.2, the perfectly absorbed state has 80% of its incident flux at \( q = 19 \), with the remaining 20% distributed across both CW and CCW at other \( m \)'s. Such a wavefront could be feasibly generated for acoustic waves, but an optical implementation will be challenging. We test the chirality of absorption by exciting the disk with the corresponding CW input through exchanging \( c_m \leftrightarrow (−)^m c_{−m} \) in the superposition. Whereas the original state is 100% absorbed, the state with opposite chirality is only 83% absorbed, which is not dramatically different. Moreover, if we approximate the CPA input state by solely its dominant component \((m = 19)\), then both chiralities are equally absorbed (81%). This shows that chiral absorption in this system strongly relies on the mutual interference of all the angular momentum channels, and is sensitive to errors in synthesizing the CPA wavefront. Because of this, we seek a different system to exemplify chirally-dependent absorption.

### 4.3.2 Waveguide-Disk Resonator CPA EP

We next consider chiral CPA EPs in which a dielectric waveguide or fiber is evanescently coupled to a WGM resonator (see Fig. 4.3c for geometry). The goal is to construct an absorbing EP which is mainly chiral within the disk, and is excited almost entirely by a guided mode coming from, say, the left, while at the same time minimizing the absorption for the same input from the right. The asymptotic regions to the
Figure 4.2: Chiral CPA EP of WGMs of an absorbing microdisk perturbed by point scatterers. (a): CCW incident CPA EP mode. Intensity plotted as color scale, curves of constant phase (white), disk boundary and scatterers (blue). Curvature of phase fronts shows sense of rotation, denoted by arrow. Uniform intensity along rim indicates running wave in disk. (b): Input fluxes carried in each angular momentum channel for CPA EP (CCW) input. Dominant channel (denoted by star) carries 80% of flux; CPA input is > 99.9% absorbed. (c): Total field (incident & scattered) for reverse chirality input. Internal intensity shows standing wave oscillations due to presence of backscattering. (d): As in (b), input fluxes (red), output (blue), for CW input. Here we find ~ 1% scattering across many channels, giving a total of 17% scattered flux (83% absorption). The parameters used here are given in Table 4.2.
left and right of the disk support both free-space and guided modes, so to achieve waveguide-only CPA we must have the free-space scattering loss rate be much smaller than the waveguide coupling rate. This makes the light in the disk preferentially escape along the waveguide rather than radiating to free space. Because of this, using point scatterers as tuning perturbations as we did before is undesirable, since they introduce additional coupling to free space. Instead of point scatterers, we use an azimuthally varying grating on the real and imaginary parts of the refractive index to promote non-hermitian asymmetric coupling of WGMs. This configuration is similar to those used to study $\mathcal{PT}$-symmetry breaking and unidirectional invisibility in Refs. [58, 59, 117, 121, 133, 161]. However, here we introduce only loss and not gain in the grating, and there is no $\mathcal{PT}$-like discrete symmetry. Such a symmetry would actually degrade the device’s performance, as we will see.

The results of a finite-difference frequency-domain numerical simulation for the setup is shown in Fig. 4.3 with parameters summarized in Table 4.3. We see that indeed the absorption in this geometry is strongly chiral, being > 97% when the disk resonance is excited from the left (CW excitation), but < 10% when it is excited from the right (CCW excitation), as desired. Note that the 2.7% of the input which is not absorbed for the CW excitation is removed from the disk through free-space radiation, and the CW reflection is truly negligible. The system satisfies all the requirements for reciprocity, so that the transmission from left to right and vice versa are equal [97]. Therefore the difference in absorption between left- and right-excitation should be predominantly accounted for by backscattering into the waveguide for the CCW excitation, which it is. For CCW excitation, $\sim$ 82% is reflected, while only $\sim$ 10% is radiated to free space. This behavior is possible because of the running-wave versus standing-wave pattern of CW and CCW excitation, respectively. The CPA EP mode, accessed by illumination from the left, is highly chiral, and hence has no nodes by design; thus it is affected by all of the loss regions equally. In contrast, the
Figure 4.3: Chiral absorption from CPA EP waveguide-grated microdisk system. (a): Reflection $|r_L|^2$ (gray), $|r_R|^2$ (red solid), and transmission $|t|^2$ (blue) for disk with complex azimuthal refractive index grating, tuned to CPA EP. TCMT prediction from Equation (4.24) for $r_R$ in dashed red. Inset: one-sided absorption spectrum for left illumination (green) and right (red). (b): Intensity of total field (incident & scattered) for left illumination, corresponding to CPA EP. (c): Same as (b) but for right illumination. Note standing wave of (c) vs running wave of (b) indicates strong coupling between CW and CCW modes only for right incidence, causing chiral absorption. The parameters used here are given in Table 4.3.

CCW excitation has many nodes which align with the localized lossy regions, thereby minimizing absorption.

The scattering lineshapes are consistent with what would be expected from an absorbing EP. The reflection lineshape is a squared Lorentzian [156], while the transmission lineshape remains Lorentzian (see Section 4.3.3 for this derivation). Also, the perfectly absorbed eigenchannel of $S(\omega)$, which is two-sided except at the CPA frequency, exhibits a quartic lineshape, though this is not shown in Fig. 4.3 which focuses on one-sided CW and CCW excitations.

There is some subtlety in adapting the exact CPA EP mode to the problem at hand. The disk-plus-waveguide setup does not admit CPA solutions which only propagate in along the waveguide. The exact CPA solutions will require some small free-space flux to excite the disk, just as the corresponding laser would radiate weakly into those...
free-space channels. If we excite the system, tuned to an exact CPA EP, solely using
the waveguide, then we will find a small but measurable transmission and imperfect
absorption. Since what we are interested in is a chiral absorber without free-space
excitation, we adjust the waveguide parameters relative to the CPA EP configuration
in order to minimize this small transmission.

This highlights a subtle feature of CPA in general; to achieve CPA, all input/output
channels must be controlled. If some are not, it will be in general impossible to input
the required eigenstate, and exact CPA cannot be achieved. Here we can come quite
close because of the smallness of the free-space emission. We saw in the previous
chapter (end of Section 3.3) that reflectionless scattering modes do not have this
limitation, if one treats scattering into uncontrolled modes as another loss channel.
Exact RSM can be achieved in experimental configurations in which exact CPA is
impossible.

The waveguide parameter that we adjust in this case is its distance from the disk,
which controls the coupling rate between the waveguide and the disk’s resonances.
Qualitatively, we expect free-space channels to act as a small additional loss with
respect to the guided channels. Therefore by neglecting free-space excitation we are
effectively perturbing the critical coupling condition. We counteract this by increasing
the coupling rate to the waveguide by a few percent, until the waveguide transmission
becomes negligible. Since we are no longer solving the exact CPA problem, then we
are no longer guaranteed that all the flux will be absorbed in the grated disk. The
remainder is lost to free-space radiation, and this is the reason why the absorption in
Fig. 4.3 falls slightly short of unity.

The intuitions given above are not enough to fully understand how adding an index-
grating leads to chiral absorption, and what the appropriate design parameters are.
To address this, the following section explores in detail the theoretical underpinnings
of this design. Analytic results for the $S$-matrix elements for the disk-plus-grating
are derived using TCMT, and were used to generate the optimized results, shown in Fig. 4.3. A good qualitative understanding of the design principles is also achieved, and $\mathcal{PT}$ symmetry is shown not to lead to optimal chiral response. Readers not interested at present in understanding these issues in depth may wish to read only the summary on page 116.

4.3.3 Calculating Scattering Amplitudes for CPA EP

This system is well modeled by temporal coupled-mode theory (TCMT) [7, 55, 86, 186, 206, 226], as introduced in Section 2.2.2, which takes into account only the CW and CCW angular momentum states of the disk. These are coupled to each other via the grating, and both are evanescently coupled to the single-mode waveguide. First we evaluate the effect of the grating perturbation on the closed cavity Hamiltonian $H$ at CPA EP, and then use this within TCMT to evaluate the scattering coefficients as a function of the grating’s angular Fourier components. This provides the design principle implicitly used in Section 4.3.2 for maximizing the absorption in the disk from one side and the reflection from the other.

Azimuthally Perturbed Closed-Cavity Hamiltonian

We will find the TCMT Hamiltonian of the grated disk by treating the grating as a small perturbation of the bare disk. The relevant resonances are the degenerate CW and CCW WGMs of the bare disk, which have angular momentum quantum numbers $-q$ and $q$, respectively. The degenerate complex frequency of these modes is $\Omega_0$.

Under a perturbation $V$ the two degenerate eigenvalues of the Hamiltonian $H$ shift by $\delta \Omega_{1,2}$: $H \rightarrow H + V$, $\Omega_0 \rightarrow \Omega_0 + \delta \Omega_{1,2}$. On the other hand, when the Helmholtz wave operator $\hat{D} \overset{\text{def}}{=} -\varepsilon^{-1} \nabla^2$ is perturbed by $\delta \hat{D}$, its spectrum shifts as $\Omega_0^2 \rightarrow (\Omega_0 + \delta \Omega_{1,2})^2 \approx \Omega_0^2 + 2\Omega_0 \delta \Omega_{1,2}$. By comparing the shifts, it follows that small perturbations in the closed cavity Hamiltonian and the wave operator are related by
\[ V = \delta D / 2 \Omega_0. \]

For the case of the grated microdisk, we limit ourselves to cylindrically separable perturbations of the form \( \varepsilon(r) \to [1 + \rho(r)\tau(\theta)]\varepsilon(r) \), for which \( \delta \hat{D} = -\rho(r)\tau(\theta)\hat{D} \), where \( r \) is the radial distance from the center of the disk, and \( \theta \) is the azimuth. The matrix elements of perturbation \( V \) in the basis of the unperturbed Hamiltonian are

\[ V_{mn} = \frac{\Omega_0}{2} \int d^2 x \; \phi_m(x)\rho(r)\tau(\theta)\psi_n(x). \quad (4.2) \]

In deriving this, we used the original eigenvalue equation \( \hat{D}\psi_m = \Omega_0^2 \psi_m \), with \( m, n \) are in \( \{\pm q\} \).

The operator \( \hat{D} \) is symmetric, therefore the sets of left and right eigenfunctions \( \{\phi\}, \{\psi\} \) respectively are equal and biorthogonal with weight \( \varepsilon(x) \), i.e. \( \int d^2 x \; \phi_i(x) \varepsilon(x) \psi_j(x) \propto \delta_{ij} \). The eigenfunctions of \( \hat{D} \) for the unperturbed microdisk are \( \psi_m(r,\theta) = R_m(r)e^{im\theta} \), where the \( R_m \)’s are functions of the radius only, and so by biorthogonality \( \phi_m = \psi_{-m} \). The matrix elements given by Eq. (4.2) can be evaluated in terms of the Fourier components \( \tau_n \) of \( \tau(\theta) \):

\[ V_{mn} = \Omega_0 C_{mn} \tau_{m-n}, \quad (4.3) \]

where

\[ C_{mn} \overset{\text{def}}{=} \pi \int_0^\infty dr \; r R_m(r)R_{-n}(r)\rho(r) \]

\[ \tau(\theta) \overset{\text{def}}{=} \sum_n \tau_n e^{in\theta}. \quad (4.5) \]

The Hamiltonian of the perturbed, closed-cavity disk, in the degenerate CW/CCW basis, is

\[ H_{mn} = \Omega_0 \delta_{mn} + \Omega_0 C_{mn} \tau_{m-n}, \quad (4.6) \]
with \( m, n \) each being either \(-q\) or \( q\).

Equation (4.6) is the first main result of this analysis section, and is an expression for the degenerate closed cavity Hamiltonian of the disk-plus-grating in terms of the Fourier components of the grating, assuming that the grating is a small perturbation of the bare disk.

**TCMT for Grated Disk at CPA EP**

In TCMT, the \( S\)-matrix is related to an the Hamiltonian \( H_{\text{CMT}} \), which is not necessarily hermitian, by Eq. (2.53):

\[
S(\omega) = \left( I - iD \frac{1}{\omega - H_{\text{CMT}}} D^\dagger \right) S_0. \tag{4.7}
\]

\( S_0 \) is the “background” scattering matrix, i.e., \( S \) in the absence of resonances, and \( D_{ij} \) is a matrix of coupling coefficients between mode \( j \) and asymptotic channel \( i \). For the waveguide-disk system, the background scattering matrix is purely transmitting:

\[
S_0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \tag{4.8}
\]

In the case where there are as many modes as there are channels, \( D \) is square. We assume that each mode couples with the same rate \( \gamma \) to distinct asymptotic channels of the waveguide: the CW mode couples to the right channel, and CCW to the left, so that \( D = \sqrt{\gamma} I \). Then Equation (4.7) reduces to

\[
SS_0^{-1} = I - \frac{i\gamma}{(\omega + i\gamma/2)I - H}, \tag{4.9}
\]

Upon applying a perturbation that tunes \( H \) to a non-hermitian degeneracy, we can write \( H = \Omega_{\text{EP}} I + N \), where \( \Omega_{\text{EP}} \) is the perturbed complex frequency, still degenerate, and \( N \) is an unknown nilpotent matrix \( (N \neq 0 \text{ but } N^2 = 0) \) whose elements will be
determined later by comparison with Eq. (4.6). Because $N^2 = 0$, the geometric series expansion of Eq. (4.9) naturally truncates after the first two terms:

$$
\begin{pmatrix}
    t(\omega) & r_L(\omega) \\
    r_R(\omega) & t(\omega)
\end{pmatrix}
= \frac{\delta(\omega) - i(\gamma - \Gamma)/2}{\delta(\omega) + i(\gamma + \Gamma)/2} \mathbb{I} - \frac{i\gamma}{(\delta(\omega) + i(\gamma + \Gamma)/2)^2} N,
$$

(4.10)

where

$$
\delta(\omega) \overset{\text{def}}{=} \omega - \text{Re}\{\Omega_{\text{EP}}\} \quad \Gamma/2 \overset{\text{def}}{=} -\text{Im}\{\Omega_{\text{EP}}\}.
$$

(4.11)

In evaluating the LHS, we have used the explicit form of $S_0$ from Eq. (4.8), which is specific to this setup. Equation (4.10) fully characterizes the reflection and transmission coefficients as functions of frequency near a CPA EP.

We can relate this to $H$ in Eq. (4.6) by taking $\Omega_{\text{EP}} = \Omega_0(1 + C_{qq}\tau_0)$, and $N_{mn} = (1 - \delta_{mn})\Omega_0C_{mn}\tau_{m-n}$, which vanishes on its diagonal. Requiring that $N$ is nilpotent puts a strict constraint on the Fourier components of the grating. First, note that the overlap integrals $C_{mn}$ cannot be chosen to make $N$ nilpotent. The radial functions $R_m(r)$ are given by Bessel functions of integer order, so that $R_m(r)$ and $R_{-m}(r)$ are related by a sign, as are the overlap integrals $C_{m,-m}$ and $C_{-m,m}$: if one vanishes then so does the other. Therefore the $C$’s cannot be tuned to make $N^2 = 0$ but $N \neq 0$.

Instead, to achieve nilpotency it necessary to constrain the Fourier components $\tau_{\pm 2q}$ of the grating so that only one of $\tau_{\pm 2q}$ vanishes. This implies that the grating is non-hermitian, since if $\tau(\theta) \in \mathbb{R}$, then $\tau_{2q} = \tau_{-2q}^*$. Without loss of generality, we take $\tau_{-2q} = 0$, so that all the elements of $N$ vanish except for $N_{q,-q}$.

Plugging this into Eq. (4.10) and requiring CPA ($\gamma = \Gamma$), we determine the
lineshapes of the reflection and transmission coefficients at CPA EP:

\[ t(\delta) = \frac{\delta}{\delta + i\Gamma} \]  \hspace{1cm} (4.12)

\[ r_L(\delta) = 0 \]  \hspace{1cm} (4.13)

\[ r_R(\delta) = \frac{i}{\Gamma} \frac{\Omega_0 C_{qq} \tau_{2q}}{(1 - i\delta/\Gamma)^2} = \frac{r_R(0)}{(1 - i\delta/\Gamma)^2} \]  \hspace{1cm} (4.14)

where

\[ \delta = \omega - \text{Re}\{\Omega_0(1 + C_{qq}\tau_0)\} \]  \hspace{1cm} (4.15)

\[ \Gamma = -2\text{Im}\{\Omega_0(1 + C_{qq}\tau_0)\}. \]  \hspace{1cm} (4.16)

\( \delta \) is the detuning from the degenerate CPA frequency; \( \Gamma \) is the HWHM of the transmitted intensity \( |t(\omega)|^2 \). The amplitudes for transmission and reflection in the CW direction vanish exactly as they would for CPA or critical coupling in the absence of an EP. The remaining reflection amplitude for CCW incidence at the CPA EP frequency \( \delta = 0 \) is

\[ r_R(0) = -\frac{i}{2} \frac{C_{qq} \tau_{2q}(2 + iQ_0^{-1})}{2\text{Im}\{C_{qq}\tau_0\} + Q_0^{-1}(1 + \text{Re}\{C_{qq}\tau_0\})}. \]  \hspace{1cm} (4.17)

\( Q_0 \) is the quality factor of the bare disk, without grating or waveguide:

\[ Q_0 \overset{\text{def}}{=} -\frac{\text{Re}\{\Omega_0\}}{2\text{Im}\{\Omega_0\}}. \]  \hspace{1cm} (4.18)

For typical WGMs, the \( Q \)-factors are high, so that we can neglect \( Q_0^{-1} \), and the radial wave functions are real to a good approximation, as is \( C_{qq} \). The reflection amplitude at the EP line-center, Eq. (4.17), takes the remarkably simple form in the high-\( Q \) limit

\[ |r_R(0)|^2 = \frac{1}{4} \frac{|\tau_{2q}|^2}{\text{Im}\{\tau_0\}^2}. \]  \hspace{1cm} (4.19)
This is the second main result of the analysis, and motivates the grating design: maximize the asymmetry of the CW/CCW couplings by making $\tau_{-2q}$ vanish while simultaneously making $\tau_{2q}$ large, and make the average loss ($\text{Im}\{\tau_0\}$) small but consistent with critical coupling.

The analysis in this section can be extended to include non-separable perturbations that can be decomposed into separable pieces: $\delta\varepsilon(r,\theta) = \varepsilon \sum_j \rho^j(r)\tau^j(\theta)$. In this case, the nilpotent matrix becomes $N_{mn} = (1 - \delta_{mn})\Omega_0 \sum_j C^j_{mn} \tau^j_{m-n}$, where $C^j_{mn} = \pi \int_0^\infty dr R_m(r)R_{-n}(r)\rho^j(r)$ and $\tau^j(\theta) = \sum_n \tau^n_j e^{i n \theta}$. The condition for $N$ nilpotent is that only one of $N_{\pm q,\pm q}$ vanish, say $N_{-q,q}$: $\sum_j C^{-q,q}_{-q} \tau^{-2q}_{-q} = 0$, but $\sum_j C^{q,-q}_{q,-q} \tau^{2q}_{q,-q} \neq 0$. In this case we no longer need a non-hermitian perturbation to achieve EP, though we must rely on the $C$’s being complex. The lossless point scatterers used in Fig. 4.2 and in Ref. 209 exemplify this.

Maximizing Asymmetry of Reflection and Absorption with Loss Only

Clearly if $\tau_0$ is real in Eq. (4.19), then $r_R$ can be made very large, even exceeding unity, since the non-hermitian grating will contain both amplifying and attenuating regions. The more interesting case is when there is no gain, only alternating regions of loss and no loss. The simplest experimentally feasible azimuthal grating of this type is piecewise constant, with real and imaginary parts that have the same angular width $\phi$, angular periodicity $2\pi/P$ for integer $P$, and angular offset $\chi$ between them:

$$\tau(\theta) = f(\theta) + if(\theta - \chi).$$

(4.20)

Within one period, the piecewise constant function $f(\theta)$ vanishes unless $0 < \theta < \phi$, with $f(\theta + 2\pi/P) = f(\theta)$. The offset $\chi$ is determined from the condition that $\tau_{-2q} = 0$, 
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which implies \((1 + ie^{2iq\chi})f_{2q} = 0\) and

\[
\chi = \left( M - \frac{1}{4} \right) \frac{\pi}{q}. \tag{4.21}
\]

Had we instead required the \(+2q\) component of \(\tau\) to vanish, then the condition would have been \(\chi = (M + 1/4)\pi/q\).

We can express the reflection from the CCW side in terms of the \(f_m\)'s according to Eq. (4.19), and, using Eq. (4.21):

\[
|r_R(0)|^2 = \left| \frac{f_{2q}}{f_0} \right|^2. \tag{4.22}
\]

The Fourier components of \(f\) vanish for \(m\) not equal to a multiple of \(P\); the non-vanishing components satisfy

\[
f_{nP} \propto \frac{P}{2\pi} \int_0^\phi d\theta e^{-inP\phi} = e^{-inP\phi/2} \frac{1}{n\pi} \sin \frac{nP\phi}{2}. \tag{4.23}
\]

Plugging this into Eq. (4.22) and Eq. (4.14) gives

\[
|r_R(\omega)|^2 = \left| \frac{\sin q\phi}{q\phi} \right|^2 \frac{1}{\left[ 1 + (\delta(\omega)/\Gamma)^2 \right]^2}, \tag{4.24}
\]

so long as \(NP = 2q\), where the integer \(N\) is the order of the grating that we are using to couple the \(\pm q\) modes.

The asymmetry of the reflection coefficients and of the absorption achieves the maximal value for thin gratings \((\phi \to 0)\). This affirms the intuition that the lossy regions are "hidden" in the nodes of the back-scattered field when excited from the non-CPA side. The thinner the lossy regions, the less of an effect they have for CCW incidence. On the other hand, for CW incidence the field is a running wave, so the material loss is equally effective regardless of its spatial distribution.
A more general type of grating has different widths, modulation depths, and periodicities for its real and imaginary parts. If the real part of the grating has modulation depth \(a_r\), periodicity \(P_r\), and width \(\phi_r\), and similarly the imaginary part has \(a_i\), \(P_i\), and \(\phi_i\), then the conditions for CPA EP are

\[
\left| \frac{\sin q\phi_r}{\sin q\phi_i} \right| = \frac{a_i P_i}{a_r P_r},
\]

(4.25)

\[
\chi = \left( M - \frac{1}{4} \right) \frac{\pi}{q} + \frac{\phi_r - \phi_i}{2},
\]

(4.26)

where integers \(P_r\) and \(P_i\) must both divide \(2q\). In this case, the non-vanishing (CCW) reflection is

\[
|r_R(\omega)|^2 = \left| \frac{\sin q\phi_r}{q\phi_r} \right|^2 \cos^2 \left( q(\phi_r - \phi_i) \right) \frac{2}{1 + \left( \delta(\omega)/\Gamma \right)^2},
\]

(4.27)

which shows that the more restricted grating analyzed earlier is optimal, with the imaginary and real teeth having the same angular size \((\phi_r = \phi_i)\).

This condition is not related to gauged \(\mathcal{PT}\)-symmetry, which requires that within each period of the grating the real-part is even and the imaginary-part odd, after subtraction of the average imaginary part. This corresponds to \(\phi = \pi/P\), which yields \(|r_R(0)|^2 < 41\%\) for any grating order \(N\); hence, as noted above, imposing \(\mathcal{PT}\) symmetry would prevent us from realizing the far more reflective grating with \(|r_R(0)|^2 > 80\%\).

**Summary of Waveguide-WGM Resonator Calculation**

A circular WGM resonator with a non-hermitian azimuthal grating, without any gain, can be designed to act as a nearly perfect absorber for one incident direction, and a reflector for the other. This is possible because of a CPA EP, which requires that the waveguide is critically-coupled to the lossy resonator and that the grating satisfies certain conditions:
### Table 4.3: Parameters used in Fig. 4.3 (EP-tuned parameters in bold).

| Parameter                              | Value       |
|----------------------------------------|-------------|
| Disk index                             | 2.0         |
| WGM mode number $q$                    | 15          |
| Grating real index high                | 2.0149      |
| Grating imag index high                | 0.0153      |
| Grating width $\phi$                   | 2.0°        |
| Offset angle $\chi$                    | 8.9400°     |
| Grating periodicity $P$                | $30 = 2q$   |
| Disk radius                            | 1.0         |
| Waveguide width                        | 0.08        |
| Waveguide distance                     | 0.16        |
| EP frequency $\omega_0$                | 9.3230      |

1. The relative angle between the real and imaginary parts of the index modulation satisfies Eq. (4.21).

2. The number of teeth in the grating must divide $2q$, where $q$ is the angular momentum number of the whispering gallery resonance.

When these conditions are met, the transmission coefficient has a Lorentzian-shaped dip on resonance, similar to critical coupling, while one of the reflection coefficients has a squared-Lorentzian peak. The remaining coefficient is identically zero. All of this is numerically demonstrated in Fig. 4.3 with Table 4.3 summarizing the parameters used.

### 4.4 Absorbing EPs and Scattering Matrix EPs

We return now to the non-generic case of one-dimensional CPA EP mentioned at the end of Section 4.1 and illustrated in Fig. 4.4a-c. It is a novel and interesting case, and exhibits qualitatively different behavior from the other two cases shown in Fig. 4.1.

While the others demonstrated generic scattering behavior near a CPA EP, this case does not show the generic quartic lineshape, and has a different striking scattering property: at the CPA EP all the scattering coefficients become equal in magnitude. It
is realized in the same type of one-dimensional geometry as before, but with the left and right Bragg mirrors being identical, so that the parity symmetry of the structure is broken only by the small difference between the complex-valued refractive indices of the left and right cavities (see Table 4.4). Because of the near-symmetry, this case is anomalous in that a CPA EP \( \text{EP}_\text{S} \) and an EP of the \( S \)-matrix approximately coincide.

EPs of the \( S \)-matrix were identified in [48] as a condition for spontaneous symmetry-breaking in \( \mathcal{PT} \)-symmetric scattering. In simplified TCMT models, they can also coincide with resonant EPs or absorbing EPs, so there has been a tendency to ignore the distinction between the two. Here we show that generically they should not coincide, but under certain symmetry conditions they almost do, leading to qualitatively different scattering behavior than the previous cases, where the \( S \)-matrix is not defective when the relevant wave operator is. We emphasize that the novel EPs associated with CPA and RSMs are not in general associated with EPs of the \( S \)-matrix.

### 4.4.1 Distinctness of the EP Classes

Every eigenstate of the wave operator with incoming boundary conditions also corresponds to an eigenvector of \( S \) with eigenvalue zero. However, the coalescence of two incoming states does not simultaneously generate an EP of \( S \), as we now prove.
Figure 4.4: Scattering from coupled cavity structures for two cases, both tuned to CPA EP. Panels (d-f) are identical to the earlier Figure 4.1(d-f), and are repeated here for comparison to (a-c). The end mirrors are symmetric in (a-c), and asymmetric in (d-f). (a): Absorption lineshapes of eigenchannels (solid): CPA channel (blue) reaches 100% absorption at the EP frequency $\omega_0$, non-CPA channel (red) nearly does. There is an approximate simultaneous EP of $S$, so the lineshape is not quartic. Scattering coefficients $|r_L|^2$, $|r_R|^2$, $|t|^2$ are shown as green, blue, red dashed lines. In (a) they become degenerate at $\omega_0$, as predicted for an EP of S-matrix at zero. (b): Schematic of structure: cavities (red) with lengths $L_1, L_2$, and unequal absorption, emitting to free-space through the symmetric end mirrors. Parameter values are given in Table 4.4 (c): CPA EP mode has equal asymptotic magnitude.
For simplicity, consider an arbitrary one-dimensional cavity described by the Helmholtz equation:

\[
\{\nabla^2 + \varepsilon(x)k_j^2\}\psi_j(x) = 0,
\]

where \(\varepsilon(x)\) is the dielectric function of the medium, \(k_j = \omega_j/c\), and \(\omega_j\) are the discrete complex eigenfrequencies with purely incoming boundary conditions. Consider two eigenfrequencies, \(\omega_1, \omega_2\), initially with different values and linearly independent solutions, \(\psi_1(x), \psi_2(x)\). Further assume that tuning \(\varepsilon(x)\) causes these two solutions to coalesce at \(\omega_0\): \(\psi_1, \psi_2 \rightarrow \psi_0\). In this limit,

\[
-2i\omega_0 \int_{cav} dx \psi_0(x)\varepsilon(x)\psi_0(x) = c_0 \hat{s}_0 \cdot \hat{s}_0,
\]

where \(\hat{s}_0\) is the normalized eigenvector of the \(S\)-matrix corresponding to \(\psi_0\) (i.e. with eigenvalue zero), and \(c_0\) is a system-specific constant. We will prove this identity later, in Section 4.4.3. The integral on the left hand side of Equation (4.29) does not vanish, since solutions of the wave equation with either purely incoming or outgoing boundary conditions do not satisfy any simple biorthogonality relation over the scattering region \([114, 137]\) (this is a nuanced point that we will return to in Section 4.4.3). Hence at an EP of the incoming wave operator, integrals of this type are non-zero.

On the other hand, the RHS of Equation (4.29) is proportional to the biorthogonal norm of the eigenvector of the symmetric \(S\)-matrix with eigenvalue zero; as such it vanishes iff \(S\) is also at an EP \([193]\). A non-vanishing LHS implies that CPA EP does not correspond to an EP of \(S\); indeed for the generic case of CPA EP shown in Figure 4.4d-f, the \(S\)-matrix has a distinct second eigenvector which is not perfectly absorbed. This proof generalizes to higher dimensional scattering geometries using Green’s theorem.

Conversely, one can construct a scattering structure which has an EP of \(S\) with a degenerate eigenvalue zero, which is a specific case of the type mentioned in
Section 1.1.2. But this does not imply CPA EP. It has the special property that for a reciprocal two-channel system, the scattering coefficients satisfy the relation

\[ r_L(\omega_{EP}) = -r_R(\omega_{EP}) = \pm it(\omega_{EP}), \] (4.30)

where \( \omega_{EP} \) is the EP frequency. This follows from the three conditions \( \text{det} S = 0, \) \( \text{Tr} S = 0, \) and \( S = S^T. \) Hence

\[ |r_L(\omega_{EP})|^2 = |r_R(\omega_{EP})|^2 = |t(\omega_{EP})|^2 \] (4.31)

is a signature of an EP of \( S \) at zero that can be observed with standard phase-insensitive, one-sided reflection and transmission measurements.

The scattering behavior of the structure shown in Fig. 4.4a-c, which differs from that of Fig. 4.4e only by having identical Bragg mirrors at either end, shows precisely the triple degeneracy of the scattering coefficients characteristic of an EP of \( S \) at zero. This is surprising, since its parameters were chosen to be at CPA EP, and not at an EP of \( S. \)

### 4.4.2 Coincidence of EPs for Symmetric Outcoupling

To understand why for this nearly symmetric structure a CPA EP and an EP of \( S \) coincide, we turn to TCMT. In this section we will show that, within TCMT, if the two cavities have equal out-coupling rates, then CPA EP does imply a simultaneous EP of the \( S \)-matrix. Thus, essentially the same experimental setup can test the properties of these two different types of absorbing EPs.

If TCMT were exact, the two eigenvalues of \( S \) would coincide precisely at \( \omega_{EP} \) and would not be analytic there, leading to a complicated, non-quartic behavior near CPA. Due to its approximate nature, we instead find a slight displacement of the EP of \( S \) from CPA EP, though this is not visible in the results of Fig. 4.4a-c.
We slightly generalize Eq. (4.10) from the earlier analysis of the grated disk, which assumed equal outcoupling $\gamma$, to

$$SS_0^{-1} = \Lambda - \frac{i\gamma}{(\omega - \Omega_{\text{EP}} + i\gamma/2)^2} N. \quad (4.32)$$

$S_0$ is the non-resonant part of the scattering matrix, $\Lambda$ is some diagonal matrix, and $N$ is nilpotent. This makes $SS_0^{-1}$ manifestly defective (exceptional), since $(SS_0^{-1} - \Lambda)$ is also nilpotent.

For one-dimensional structures there is no non-resonant coupling of left and right channels, and $S_0 \propto I$. Therefore in the geometry of Fig. 4.4b-c, which has symmetric outcoupling, an EP of the wave operator (in the TCMT approximation this means an EP of $H_{\text{CMT}}$) implies a simultaneous EP of $S$, which is what we wanted to show.

### 4.4.3 Integral Relation for Helmholtz EP

In this section we derive Equation (4.29), which we used earlier in Section 4.4.1 to show that EPs of $S$ and the wave operator do not coincide. This relation between the unconjugated inner product of the wave operator eigenfunctions and the unconjugated “norm” of the $S$-matrix eigenvectors was previously noted in [44, 107, 223]. We will also discuss its consequences for biorthogonality and self-orthogonal EPs in open geometries.

For simplicity, we focus on the scalar Helmholtz operator in one dimension ($c = 1$, $\omega = k$), over a domain of length $2L$, and with purely incoming boundary conditions (appropriate for CPA):

$$\left\{ \nabla^2 + \varepsilon(x)\omega_m^2 \right\} \psi_m = 0 \quad [\nabla \psi_m = \mp i\omega_m \psi_m]_{\pm L}. \quad (4.33)$$

Take two (nearby) eigensolutions $\psi_{1,2}$ of Eq. (4.33), with eigenvalues $\omega_{1,2}$. Consider
the integral
\[ \int dx \psi_2 \{ \nabla^2 + \varepsilon \omega_1^2 \} \psi_1 = 0. \] (4.34)

Integrating by parts twice, applying the boundary conditions, and dividing by a common factor of \((\omega_2 - \omega_1)\) gives
\[ c_0 \hat{s}_1 \cdot \hat{s}_2 = -i(\omega_2 + \omega_1) \int dx \psi_2 \varepsilon \psi_1, \] (4.35)

where \(c_0^2 = [\psi_1^2(-L) + \psi_1^2(L)][\psi_2^2(-L) + \psi_2^2(L)]\). The vectors \(\hat{s}_{1,2} \propto (\psi_{1,2}(-L), \psi_{1,2}(L))\) are the normalized \(S\)-matrix eigenvectors at \(\omega_{1,2}\) with eigenvalue equal to zero.

The dielectric function can be parametrically deformed to bring about an accidental degeneracy (EP), so that \(\omega_{1,2} \to \omega_0\) and \(\psi_{1,2} \to \psi_0\), in which case
\[ c_0 \hat{s}_0 \cdot \hat{s}_0 = -2i\omega_0 \int dx \psi_0 \varepsilon \psi_0, \] (4.36)

which is what we wanted to show.

**Self-Orthogonality**

For non-hermitian closed systems described by symmetric linear operators, the eigen-modes satisfy a biorthogonality condition \([138, p. 884]\), with the consequence that when two modes coalesce at an EP, each becomes “orthogonal” to itself. This remarkable feature of EPs in closed systems does not easily generalize to open non-hermitian systems.

For closed systems, the argument for biorthogonality and EP self-orthogonality is as follows. The Helmholtz equation, subjected to a closed boundary condition, such as Dirichlet \((\psi(\pm L) = 0)\), defines an ordinary eigenvalue problem \(\hat{D} \psi_m = k_m^2 \psi_m\), where
\( \hat{D} \overset{\text{def}}{=} -\varepsilon^{-1}\nabla^2 \). Define the inner product as

\[
(\psi, \phi) \overset{\text{def}}{=} \int_{-L}^{L} dx \, \psi(x) \varepsilon(x) \phi(x).
\] (4.37)

\( \hat{D} \) is symmetric with respect to this inner product since \( (\psi, \hat{D}\phi) = (\hat{D}\psi, \phi) \) for any \( \psi, \phi \) satisfying the boundary conditions, by integration by parts. The biorthogonality relation between eigenfunctions, \( (\psi_m, \psi_n) \propto \delta_{mn} \), follows. This also shows that a \textit{closed} system EP has a self-orthogonal eigenvector \( (\psi_{EP}, \psi_{EP}) = 0 \).

For open boundary conditions, such as in Eq. (4.33), \( \hat{D} \) does not define an eigenvalue problem in the usual way, since the boundary conditions are frequency-dependent, so that the problem is defined self-consistently in its eigenvalue. Consequently \( (\psi, \hat{D}\phi) \neq (\hat{D}\psi, \phi) \) since in general \( \psi \) and \( \phi \) have distinct eigenfrequencies, and therefore satisfy distinct instances of the open boundary condition. Because of this, biorthogonality does not hold with respect to the usual inner product, and we do not have EP self-orthogonality.

By modifying the usual inner-product for open systems, one may recover biorthogonality, and therefore EP self-orthogonality. For example, a new inner product defined by the subtraction of the two sides of Eq. (4.35):

\[
((\psi_2, \psi_1)) \overset{\text{def}}{=} \int_{-L}^{L} dx \, \psi_2(x) \varepsilon(x) \psi_1(x) - \frac{i\varepsilon_0 \hat{s}_2 \cdot \hat{s}_1}{\omega_2 + \omega_1},
\] (4.38)

makes eigenstates biorthogonal by construction, and EP self-orthogonality follows. This is the procedure followed in \[44, 107, 223\]. Alternatively, a field or coordinate transformation which suppresses the boundary terms of Eq. (4.35), such as is used in the complex scaling implementation of perfectly matched layers, also leads to biorthogonality provided that the transformation is also appropriately applied to \( \varepsilon(x) \), as is done in \[137, 156\]. In this way one may still speak of biorthogonal resonant or CPA states, and self-orthogonal EPs; such inner product redefinitions are conventional
in the literature.

However, this convention is misleading here, as it obscures the relationship between the relevant (non-vanishing) integral over the cavity region and the self-norm of the $S$-matrix eigenvectors, Eq. (4.35), that proves that an EP of $S$ does not coincide in general with an EP of the wave operator. Another potential confusion with the inner product defined as in Eq. (4.36), arises in the context of steady-state ab initio laser theory (SALT). There, one introduces a complete set of “constant-flux” (CF) states, which describe purely outgoing solutions at a fixed external frequency, $\omega$. Since this boundary condition is eigenvalue-independent, the CF states do satisfy a simple biorthogonality relation over the cavity, unlike the resonances.
Chapter 5

Saturable Coherent Perfect Absorption

In the previous two chapters we explored various electromagnetic eigenvalue problems that lead to unusual non-hermitian scattering states when the parameters of the scatterer are appropriately tuned, such as CPA. The dielectric response was assumed to be instantaneous, \( \varepsilon(x, t - t') = \delta(t - t')\varepsilon(x) \), and therefore spectrally uniform, i.e., non-dispersive: \( \varepsilon(x, \omega) = \varepsilon(x) \). It was also assumed to be linear, meaning independent of the electric field. These simplifying assumptions are mathematically convenient, but are not physically realistic much of the time. The underlying source of the macroscopic dielectric function is the response of the constituent atoms’ charge distribution to an external electric field. The response is not instantaneous and is only linear in the electric field for small amplitudes. The dielectrics considered in the rest of this thesis are made of two types of material: the cavity substrate and the gain/loss defect atoms, which typically have partial or complete spatial overlap. The total susceptibility is simply the sum of each constituent susceptibility.

A more realistic dielectric model for the amplifying or attenuating part of the medium than a constant complex refractive index is the two-level susceptibility
discussed in the introductory Section 1.2, at least for some non-hermitian materials. This is parameterized by an atomic resonance frequency $\omega_a$, a dephasing rate $\gamma_\perp$, a pump parameter $D_0$, and a pump profile $F(x)$. The response is negligible outside a frequency window of width $2\gamma_\perp$, centered on $\omega_a$. The part of the susceptibility that is not due to the two-level medium, denoted by $\varepsilon_c(x)$, is assumed to be linear and non-dispersive. This is reasonable so long as its true dispersion is small within the gain/loss band of frequencies of the two-level system.

The pump parameter $D_0$ is the inversion density, defined as the difference between the density of excited and ground-state atoms. In a physical medium with an ensemble of embedded defects, and without any external forcing, the atoms will be thermally distributed between the two levels. Therefore a two-level atomic medium with no external forcing, such as a pump beam or injected current, corresponds to a negative pump parameter $D_0$, since the excited-state population is less than the ground-state. The case of $D_0 = 0$, the transparency point, where the atoms neither absorb nor amplify on average, requires external pumping, so that the ground and excited state populations are equal. Throughout this chapter we will assume a setup in which the absorbing cavity is subject to a pump which can tune the negative value of $D_0$ above its ground state value to some desired point.

The terminology that we will use is that a passive cavity is one where $D_0 = 0$, so that the two-level component of the susceptibility is transparent in a mean-field sense, which requires external pumping to achieve. This is also called a cold or transparent cavity [180]. It is unfortunate that this standard terminology suggests that a two-level medium does not influence the resonances even when a cavity is not externally pumped ($D_0 < 0$), when the absorption of the atoms increases the resonance width and can have other effects as well.

In this chapter we will extend the previous theory of linear CPA to include the dispersion and saturation of a two-level absorbing medium. We will generalize the
CPA theorem from Section 1.1.1 to apply to such a medium. The result is a theory of “saturable CPA”, which exhibits two new features over its linear counterpart:

1. The two-level susceptibility is dispersive even without saturation, i.e., in the limit of vanishing input power. Because of this, there is a shift of the CPA frequency at pump $D_{00}^{CPA} < 0$ relative to the equivalent lasing frequency at pump $D_{00}^{las} > 0$, as well as a change in the magnitude of the pump: $|D_{00}^{CPA}| \neq D_{00}^{las}$. Thus when dispersion is taken into account, interchanging gain with loss does not make lasing into CPA. This does not violate the CPA theorem from Section 1.1.1, which is a statement about Maxwell’s equations under time-reversal ($n \rightarrow n^*$); there is some confusion about this in the literature [119]. The difference between CPA and lasing becomes very large in the “bad-cavity” limit, in which the radiative loss rate of the cavity approaches the intrinsic dephasing rate, $\gamma_\perp$, of the medium. We will discuss this in detail later in Section 5.2.

2. A cavity with sufficiently large (“over-damped”) two-level absorption can perfectly absorb a particular incident wavefront at a specific power. It is not necessary to fine-tune the pump parameter, only the frequency and amplitude of the incident light. This is in contrast to linear CPA, for which any input power can be totally absorbed, but only for a specific degree of material absorption.

This second feature is to some extent intuitive, and is illustrated in Fig. 5.1. If the two-level medium has more atoms in the ground state than in the excited state, corresponding to $D_0 < 0$, then some of the absorbed photon energy will not be re-emitted as light, but will instead be irreversibly lost to unobserved degrees of freedom, e.g. as phonons. With a sufficiently high density of ground-state atoms, the scatterer will be over-damped in the vicinity of $\omega_a$, and any zeros of the scattering matrix, corresponding to complex eigenfrequencies of the incoming wave operator, will be in the lower half-plane. The ground state will be partially depleted in regions
Figure 5.1: Comparison of input-output curves for linear (dashed blue) and saturable CPA (solid orange) for three values of $D_0$. The structure is the one-sided, one-dimensional cavity shown in the lower inset in (b), with $\omega_a = 40.45$, $\gamma_\perp = 2$. Incident frequency is $\omega = 40.292$, which is the saturable CPA threshold frequency; $D_0^{th} = -0.0519$ is the CPA threshold pump. Blue-shaded regions indicate the $S$-matrix zero is under-damped (for $S$ linearized around saturable solution); red-shading for over-damping. (a): $|D_0| < |D_0^{th}|$. Saturable CPA does not occur for any input power; saturation quickly causes the output to deviate from linear case (lower inset). Upper inset: Argand diagram of trajectory of $S$-matrix zero as input is increased; it never crosses real axis. (b): $D_0 = D_0^{th}$, linear CPA, indicated by zero slope of dashed blue line. As with (a), saturation causes orange curve to deviate from blue as input is increased and spoils the CPA condition. (c): $|D_0| > |D_0^{th}|$, over-damped with respect to linear CPA. At some finite input, saturation restores CPA condition and linearized $S$-matrix zero crosses real axis. In all cases, solutions are in monostable regime.

where the electric field intensity is high, suppressing the local absorption rate of the medium, which is the saturation of absorption. A cavity which is under-damped, even without saturation, will remain so as the field intensity is increased and saturation becomes important (see Fig. 5.1a). On the other hand, an initially over-damped cavity can be made critically damped as the intensity of the incident field is increased from zero, so that, with fine-tuning of the shape and frequency of the incoming wavefront, CPA can be achieved (Fig. 5.1b). As the intensity is increased further, the zero of the scattering matrix, linearized around the saturated solution, moves into the upper half-plane, and the saturated cavity becomes under-damped. The case of a cavity which is initially critically-damped without saturation, i.e., linear CPA, divides these two kinds of behaviors (Fig. 5.1b).
Uniqueness of scattering solutions is not guaranteed because the two-level susceptibility is nonlinear in the field. When there is only one solution for a given set of parameters, the solution is monostable. This is the case depicted in Fig. 5.1. It is also possible for the same set of parameters to support more than one solution, as is the case with optical bistability [1]. In this case, a curve such as that in Fig. 5.1c will become multi-valued in a transition region between high and low input flux. In this chapter all the solutions will be monostable; more will be said about bistability in Chapter 6.

### 5.1 CPA Theorem for a Saturable Two-Level Medium

The above heuristic argument for the existence of saturable CPA does not provide a method for finding the CPA frequencies or incident wavefronts. For that, we seek an analog of the linear CPA theorem which constructs these quantities by relating the outgoing solutions of one structure to the incoming solutions of another, through time-reversal. Specifically, as noted above, for a nondispersive linear structure with an amplifying refractive index \( n'(x) - in''(x) \) and purely outgoing radiation, there is a totally absorbed, purely incoming state of the lossy structure with index \( n'(x) + in''(x) \). The wavefront of the CPA state is the time-reverse of the outgoing state, and their frequencies are identical.

The saturable CPA equation for the dispersive two-level medium considered here is

\[
\{ \nabla^2 + [\varepsilon_c(x) + \chi_{nl}(x, \omega, \psi)] (\omega/c)^2 \} \psi(x) = 0, \tag{5.1}
\]

subject to purely incoming boundary conditions, where the nonlinear and frequency-
dependent part of the susceptibility is

\[ \chi_{nl}(\omega, \mathbf{x}, \psi) = \gamma(\omega) D(\omega, \mathbf{x}, \psi), \]  

\[ \gamma(\omega) \overset{\text{def}}{=} \frac{\gamma_{\perp}}{\omega - \omega_a + i\gamma_{\perp}}, \]  

\[ D(\omega, \mathbf{x}, \psi) \overset{\text{def}}{=} \frac{D_0 F(\mathbf{x})}{1 + h(\omega, \mathbf{x}, \psi)}, \quad h(\omega, \mathbf{x}, \psi) \overset{\text{def}}{=} |\psi(\omega, \mathbf{x})|^2. \]  

\( D_0 F(\mathbf{x}) \) is the real-valued inversion profile that the system relaxes to when not excited by an external source, and \( D_0 \in \mathbb{R} \) is the pump parameter, which is negative for absorption and positive for amplification. As noted above, the naive expectation is that by swapping gain for loss, \( D_0 \rightarrow -D_0 \), a lasing system becomes one that supports CPA and vice versa, but this is incorrect. The correct application of the CPA theorem is that given a lasing solution in a cavity with two-level susceptibility \( \gamma(\omega) D(\omega, \mathbf{x}, \psi) \), there is a totally absorbed incoming solution for a different cavity with \( \gamma^*(\omega) D(\omega, \mathbf{x}, \psi) \). This transformation cannot be brought about solely by tuning \( D_0 \), which is the parameter that controls gain and loss in a physical setup, since \( \gamma(\omega) \neq \gamma^*(\omega) \), due to dispersion. Therefore the CPA theorem, as originally stated, is of limited usefulness in a two-level medium where \( \gamma_{\perp} \) is small enough so that dispersion is not negligible, and where only the pump parameter \( D_0 \) is externally controlled, while \( \omega_a \) and \( \gamma_{\perp} \) are fixed intrinsic properties of the medium.

We will extend the CPA theorem to include saturating two-level media. The new theorem will map saturable CPA in one physically realizable cavity to single-mode lasing in another, fictitious cavity; it will provide a construction of saturable CPA solutions from the well-verified SALT solutions for lasing. The CPA theorem for a saturable two-level medium is as follows:

**Saturable CPA theorem:** The specific input state which is totally absorbed by a two-level medium is the time-reverse of the threshold lasing mode for the same passive (empty) cavity, but with the active two-level medium characterized by
\[ D_0 \to -D_0 \text{ and } \gamma_\perp \to -\gamma_\perp. \]

Its derivation follows from the observation that under this transformation \( \gamma(\omega) \to -\gamma^*(\omega) \), while \( h(\omega, \mathbf{x}, \psi) \) is unchanged, so that \( \chi(\omega, \mathbf{x}, \psi) \to \chi^*(\omega, \mathbf{x}, \psi) \), and the original CPA theorem applies. The fictitious lasing cavity is unphysical, having a negative “gain bandwidth” and intrinsic “dephasing” rate of \(-\gamma_\perp\). The saturated CPA mode is thus the time-reverse of the threshold lasing mode of a different, fictitious cavity, with linear gain equal to the loss of the saturated cavity.

A major feature of the saturable CPA theorem is that no additional computational work is necessary to find the saturated CPA modes beyond what is required to find the lasing modes. The two are related to each other in a one-to-one fashion. This has several important consequences:

1. Saturable CPA, like laser oscillation, can exist in any dimension, and in any geometry.

2. As noted above, there exists a CPA threshold pump \( D_0^{\text{th CPA}} < 0 \), which is distinct from the lasing threshold (\(|D_0^{\text{th CPA}}| \neq |D_0^{\text{th las}}|\)). When there is a sufficiently higher density of ground-state atoms than excited ones, \( D_0 < D_0^{\text{th CPA}} \), then there exists a totally absorbed incident wavefront with a specific amplitude. Otherwise, if \( D_0 > D_0^{\text{th CPA}} \), then no such solution exists. This is different from the result of linear CPA, where purely incoming solutions exist only for a single \( D_0 \), but can have any amplitude in principle (see Fig. 5.1b).

3. As the absorption is increased (\( D_0 \) is decreased), the amplitude of the totally absorbed state tends to increase, though it is possible for the amplitude to be non-monotonic in \( D_0 \), as with lasing \cite{28, 115}. For high-\( Q \) cavities, the incident power is approximately proportional to \(|D_0 - D_0^{\text{th CPA}}|\) \cite{72}.

4. Multi-mode saturable CPA solutions can also exist, since multimode lasing solutions do. However, unlike with laser oscillation, all combinations of valid
modes can be considered, not just the one that maximizes saturation. This is because saturable CPA is an engineered state, and not a self-organized state like lasing. For lasing, typically only the multimode state with the highest number of modes is stable against weak perturbations. Here we focus exclusively on single-mode saturable CPA.

Despite the connection between laser oscillation and saturable CPA, they also have several important differences. As noted, laser oscillation is a self-organizing phenomenon, and requires only sufficient pumping of the gain medium, while saturable CPA requires fine-tuning of the external driving field both in amplitude and in spatial structure. The linear theory of laser oscillation, which is valid when field amplitudes are not too large, predicts a singular cavity response function which diverges at the lasing frequency, leading to infinite field amplitudes within the cavity, and invalidating the linear approximation. In fact the nonlinearities present in the gain medium regularize the divergence and predict a finite response of the gain cavity with a definite amplitude. The lasing frequencies and output powers are realized by the system itself without external parameter-tuning, and in this sense lasing is self-organized. On the other hand, the time-reversed phenomenon of CPA requires synthesizing a specific incident wavefront, with the correct frequency and amplitude, and is in this sense fine-tuned.

5.1.1 The Coherent Delimiter

Below, we describe the operation of a hypothetical device that completely suppresses a specific optical wavefront with intensity smaller than some threshold, while only partially absorbing it when it has greater intensity. Such a coherent delimiter relies on the saturable CPA properties of an absorbing two-level medium.

A real two-level system has a definite number of gain/loss atoms. If all of them were in the ground state, the device would be characterized by some device-specific
$D_0^\text{min} < 0$, which is a lower-bound on the inversion density. Therefore saturable CPA is only attainable over some finite range of negative pump values $D_0^\text{min} \leq D_0 \leq D_0^\text{th}$. At each different pump within this range, a different input power is perfectly absorbed.

This suggests the following optical device, the coherent delimiter: an absorbing two-level cavity with light incident at each of its ports, with the correct relative phases and amplitudes required for CPA. The pump parameter $D_0$ is determined by some external mechanism, such as a pump beam, which is controlled by a feedback mechanism that tracks the light reflected from the cavity. When the pump has the correct value for the given input power, there is no reflection from the cavity at all. However, if $D_0$ is mismatched to the input power, which is detected by an increase in the reflected intensity, then the pump control can be changed until the reflected intensity is again negligible. This can only maintain CPA over some bounded range of $D_0$’s as argued above, and therefore over some finite range of input powers, starting from vanishing input power associated with $D_0^\text{th}$, and increasing to some maximum input power associated with $D_0^\text{min}$. Within this range, no light is reflected, while outside this range, the device will act as a saturable absorber.

This action is complementary to a limiter, hence “delimiter”, and holds only for appropriately tuned coherent inputs. Figure 5.2 shows the input-output characteristic curve for a one-dimensional, two-channel version of this device. As is typical with other CPA phenomena, the single-channel case is simpler in that it does not require control over the relative phase of multiple channels. The one-channel version would be easier to design and fabricate, while the two-channel version has an additional control knob through the relative phase of the input beams. Such a device could be used to realize an optical implementation of the ReLU nonlinear function, which is used widely as an activation function in machine learning [83]. This would have obvious benefits for all-optical or hybrid-optical implementations of neural networks [177].

Such a device requires that the entire range of operation has a unique stable
Figure 5.2: Input-output curves of a one-dimensional, two-sided coherent delimiter, with structure given in inset. The saturable CPA threshold pump is $D_0^{th} = -0.01315$, and the incident frequency is fixed at the threshold $\omega_{CPA}^{th} = 40.751$ for all inputs. The fixed relative phase between the beams is also determined by threshold CPA. (a): Below some input threshold, no light is scattered from device; above there is partial scattering. The behavior is complementary to a standard limiter. (b): The pump parameter $D_0 < 0$ is continuously tuned between the upper limit of CPA threshold (requiring an externally-applied forcing, like a pump laser), and its ground-state value $D_0^{min} < D_0^{th}$ (no external forcing), depending on the intensity of incident light.

solution (monostable). We will show in Chapter 6 that when $D_0$ is very negative, there can exist an interval of input powers that do not have a unique scattering solution (multistability). This defines a theoretical upper bound on the operating range of a coherent delimiter.

5.1.2 Summary of Saturable CPA Algorithm

The algorithm for solving saturable CPA closely mirrors the solution method for SALT in the single-mode regime, which is reviewed elsewhere [53, 72]. Because of this, we will give only a brief summary of the saturable CPA algorithm here.

To compute the saturable CPA modes and frequencies for a cavity with a two-level absorbing medium specified by $\omega_a$, $\gamma_\perp$, $D_0$, and $F(x)$, first solve the equivalent SALT
equation but with $\gamma_{\perp} \rightarrow -\gamma_{\perp}$ and $D_0 \rightarrow -D_0$.

SALT solvers implement different iterative self-consistent solutions of the saturable wave equation Eq. (1.10) on page 17 with outgoing boundary conditions. For multimode lasing the solver must monitor multiple frequencies for the onset of new lasing modes. An open source efficient SALT solver can be found in Ref. [179].

Assuming that one is interested in monochromatic CPA, then SALT can be solved for only a single mode, which substantially simplifies the calculation from the usual case where the number of lasing modes is not known a priori. This gives the threshold “lasing” pump $D_0^{th}$, the purely outgoing mode $\psi_{SALT}(x)$ and frequency $\omega_{SALT}$. If $D_0 < -D_0^{th} < 0$, then the final step of the saturable CPA algorithm is to time-reverse the SALT answer: $\psi_{CPA}(x) = \psi^*_{SALT}(x)$, and $\omega_{CPA} = \omega_{SALT}$. Otherwise, if $D_0 > -D_0^{th}$, then saturable CPA is not possible.

5.2 Dispersion and Saturable CPA at Threshold

The core of the saturable CPA calculation is the SALT algorithm, which has two parts: the computation of threshold quantities, and the solution of the above-threshold nonlinear SALT PDE [Eq. (1.10)], which is bootstrapped from the threshold calculation by slowly changing $D_0$. The dispersion of the two level susceptibility, encoded in $\gamma(\omega)$ of Eq. (5.3), has a qualitatively different effect on the first part of this algorithm as applied to saturable CPA than it does for lasing. This is most evident for bad cavities, in which the loss rate of a passive cavity resonance is larger than the intrinsic dephasing rate, $\gamma_{\perp}$, of the two-level medium. Saturation is not important for this phenomenon, since in the threshold calculation the overall field amplitude is vanishingly small. The rest of this chapter is devoted to explaining this nontrivial effect of dispersion in saturable CPA. We will show that it is due to an avoided crossing of the usual $S$-matrix zeros of the cavity with a second set of zeros that are associated with the
atomic polarization, which has not been described before.

For lasing, the threshold calculation in SALT aims to compute the self-oscillating mode in the limit that its amplitude vanishes, so that it is sufficient to take $h(\omega, x, \psi) \equiv 0$. The resulting equation is a resonance eigenvalue problem with complex-valued eigenfrequencies and with a dispersive susceptibility given by $\gamma(\omega)D_0F(x)$. When the two-level medium is transparent ($D_0 = 0$), the complex eigenfrequencies are the passive cavity resonances, required by causality to be in the lower half-plane. As $D_0$ is increased from zero, the resonance poles move in the complex plane, usually upwards and towards the center of the gain band, $\omega_a$. This is known as line-pulling, and is a consequence of the two-level dispersion for lasing. For high-$Q$ cavities, it is characterized by

$$
(\omega_{\text{las}, n} - \omega_a) = (\omega_n^r - \omega_a) \left( \frac{1}{1 + \gamma_n^r / \gamma_\perp} \right),
$$

(5.5)

where the cavity resonance is at $\omega_n^r - i\gamma_n^r$ [180]. In this form, it is evident that the lasing frequency is somewhere between the center of the gain band $\omega_a$ and the cavity resonance (see Fig. 5.3). At some threshold value of $D_0$, a resonant pole crosses the real axis for the first time and the cavity becomes capable of self-oscillation. This defines the threshold pump parameter, the first threshold lasing frequency, and the threshold spatial-profile of the lasing field.

When using SALT in the saturable CPA algorithm, $\gamma_\perp \rightarrow -\gamma_\perp$, and what was previously line-pulling becomes line-pushing:

$$
(\omega_{\text{CPA}, n} - \omega_a) = (\omega_n^r - \omega_a) \left( \frac{1}{1 - \gamma_n^r / \gamma_\perp} \right).
$$

(5.6)

The CPA frequency is further from $\omega_a$ than from the passive cavity resonance, in contrast to lasing. For good cavities ($\gamma_n^r < \gamma_\perp$) the threshold CPA frequency is on the same side of $\omega_a$ as the passive cavity resonance, while, remarkably, for bad cavities ($\gamma_n^r > \gamma_\perp$) it is on the opposite side, since the denominator of Eq. (5.6) becomes
Figure 5.3: The flow of complex $S$-matrix poles (red) and zeros (orange) in a cavity with dispersive two-level susceptibility. Pump parameter $D_0$ is varied over the range $-0.1 < D_0 < 0.1$ for the cavity shown in the inset ($n = 3, L = 1, \gamma_\perp = 1.5$). Passive cavity ($D_0 = 0$) poles shown as x’s, zeros as circles. As cavity is actively pumped above transparency ($D_0 > 0$), poles and zeros flow upward and are pulled inward toward the atomic frequency $\omega_a = 40$. Threshold lasing occurs when the first pole reaches the real axis (open triangle), at a frequency that is between the atomic and passive cavity frequencies (line-pulling). When the pump is turned down from transparency ($D_0 < 0$), the zeros and poles flow downward and away from $\omega_a$, which is line-pushing. Linear CPA becomes possible whenever an $S$-matrix zero crosses the real axis. Note that the location of the pole just at the threshold for laser oscillation $D_0 = 0.1$ (open triangle) is different from the location of the associated zero at $D_0 = -0.1$, which is not quite at CPA.

Negative. Even more puzzling is what happens when $\gamma^r_n = \gamma_\perp$, which was previously noted, but not solved, by Longhi in Ref. [119].

Another way to derive line-pushing instead of line-pulling for saturable CPA uses a constant flux (CF) construction. Threshold constant flux (TCF) states are a complete, biorthogonal basis set for analyzing problems with purely outgoing solutions [72], often used for the solution of the SALT equations. A related set of normalized states exist for incoming flux, the incident TCF states [42]. They satisfy the eigenvalue equation

$$\{\nabla^2 + [\varepsilon_c(x) + \beta_n F(x)]\omega^2\}v_n(x) = 0,$$  

(5.7)
with purely incident boundary conditions, which in one dimension are

$$[\partial_x v_n \mp i\omega v_n]_{\pm a} = 0,$$  \hspace{1cm} (5.8)

for a domain of length $2a$ centered at the origin. This differs from the usual TCF construction by using incoming instead of outgoing boundary conditions. The complex eigenvalues are $\beta_n$, which are implicit functions of the real-valued frequency $\omega$. This contrasts with the usual complex resonance equation where the $\omega_n$ are complex eigenfrequencies. The threshold saturable CPA mode satisfies

$$D_{0,n}^{\text{th}}(\omega_{n}^{\text{th}}) = \beta_n(\omega_n^{\text{th}}),$$  \hspace{1cm} (5.9)

which is similar to the threshold lasing condition. This is a single complex equation in two real quantities, $D_{0,n}^{\text{th}}$ and $\omega_{n}^{\text{th}}$, which can therefore be implicitly solved for each TCF index $n$. The threshold CPA solutions generated this way correspond to different cavity zeros flowing to the real axis; there is one threshold pump and frequency for each passive cavity zero. The real and imaginary parts of Eq. (5.9) can be solved for the threshold quantities:

$$D_{0,n}^{\text{th}} = -\text{Im}\{\beta_n(\omega_n^{\text{th}})\} \left[ 1 + \left( \frac{\omega_n^{\text{th}} - \omega_a}{\gamma_{\perp}} \right)^2 \right],$$  \hspace{1cm} (5.10)

$$\frac{\omega_n^{\text{th}} - \omega_a}{\gamma_{\perp}} = -\frac{\text{Re}\{\beta_n(\omega_n^{\text{th}})\}}{\text{Im}\{\beta_n(\omega_n^{\text{th}})\}}.$$  \hspace{1cm} (5.11)

These are formally equivalent to the TCF conditions for threshold lasing if we replace $\beta_n$ with $\eta_n \equiv \beta_n^*\gamma_{\perp}$ which have been shown to reproduce line-pulling in the high-$Q$ limit [72]. With this replacement, both equations pick up a minus sign relative to their

---

1. This requires that $\varepsilon_c(x)$ is real, which was explicitly violated in previous chapters. However, in Chapters 5 and 6 we assume that $\varepsilon_c(x)$ is real, so that the two-level susceptibility is responsible for any material amplification or absorption.
lasing counterparts, consistent with line-pushing instead of line-pulling for saturable CPA in the same high-$Q$ limit.

We return to the question of line-pushing in the bad-cavity limit. Figure 5.4a shows the flow of the complex-valued zeros and poles of the $S$-matrix as $D_0$ is decreased from transparency, for a simple one-channel cavity tuned so that the passive cavity resonance is centered slightly above the atomic frequency $\omega_a$, and its linewidth is several times smaller than the absorption bandwidth $\gamma_\perp$ (good cavity limit). Within the range of the plot there is only one relevant cavity zero and the effect of dispersion is small. The absorption line near the CPA frequency shows only a single dip.

In contrast, Fig. 5.4d shows the same flow in the bad cavity limit, where the passive cavity linewidth is larger than the absorption bandwidth $\gamma_\perp$. There is still only one relevant passive cavity resonance ($S$-matrix pole), yet there are now two $S$-matrix zeros visible. In the limit that $D_0 \to 0$, one of the zeros converges to the pole of the atomic susceptibility $\omega_a - i\gamma_\perp$, so that in this limit it can be predominantly associated with the material polarization degrees of freedom rather than the cavity electromagnetic degrees of freedom. When $D_0 = 0$, the atomic and electromagnetic degrees of freedom are fully decoupled, and there are no additional zeros in the electromagnetic wave equation. As the absorption is increased by making $D_0$ more negative, this “polarization zero” or “cavity polariton zero” flows upwards in the complex-frequency plane, eventually turning to the left in an avoided crossing with the cavity zero. At large negative $D_0$, changes in the absorption cause a predominantly dispersive shift of the zeros, meaning that their frequencies shift while their linewidths are relatively constant (see Fig. 5.4f and Fig. 5.5 on page 148). The threshold CPA frequency in this case is associated with the polarization zero instead of the cavity zero, which explains how it occurs on the other side of $\omega_a$ from the passive cavity resonance. At the avoided crossing and above, the “polarization” zero and “cavity” zero are strongly hybridized, and can no longer be associated mainly with one or the
Figure 5.4: Flow of the S-matrix zeros and poles as pump parameter $D_0$ is varied for good and bad cavities (shown in insets of (a,c)). Arrowheads on trajectories indicate direction of flow as $D_0$ becomes more negative. (a): Good-cavity zeros and poles flow downward, starting from passive cavity positions, which are complex-conjugates of each other. CPA corresponds to the open red square, where the zero is real. (b,c): Spectrum of reflection coefficients from (a) for three values of $D_0$, shown as color-coded open squares (absorption is $1 - |r(\omega)|^2$). Blue is under-damped, green over-damped, and red is critically damped. The width of the dip increases as the pole gets further from the real axis, while the minimum is zero only at CPA. (d): Similar to (a), but in bad cavity limit. The blue trajectory is a new zero, not seen in (a), attributed to the singularity of the atomic susceptibility (shown as open circle). CPA is still achieved (open red square), but is not connected to passive cavity zero (orange trajectory). (e,f): Similar to (b,c). When trajectories of (d) are near closest approach, the absorption spectra are significantly flattened, similar to Chapter 4.
The signature of dispersive CPA in the bad-cavity limit is the appearance of two absorption peaks; one due to CPA, and the other due to an additional zero close to the real axis (see log-plot in Fig. 5.4f). Note also that the cavity pole in the bad cavity limit flows slightly upwards as $D_0$ is decreased before being deflected in its own avoided crossing. This is in contrast to the usual good-cavity case (Fig. 5.4a), for which there are no visible polarization zeros (they exist, but out of the range of the plot, and their effects are not physically relevant), and the cavity poles and zeros both flow predominantly downward to the lower half-plane as the absorption is increased, with $\omega_{CPA}^{th}$ being only slightly pushed away from $\omega_a$.

Hermitian symmetry implies that there also exist cavity polariton poles, associated primarily with the polarization degrees of freedom, which are distinct from the cavity poles. When $D_0 = 0$ the atomic medium becomes transparent in a mean-field sense, and hermiticity is restored, with the consequence that $S$-matrix poles are the complex-conjugates of the zeros. Therefore, if there were truly a zero at $\omega_a - i\gamma_\perp$ as $D_0 \to 0$, then there would also be a pole at $\omega_a + i\gamma_\perp$, which is forbidden by causality. More obviously, at $D_0 = 0$, the poles and zeros can have no parametric dependence on the atomic parameters, since $\chi_{nl} \equiv 0$. Yet for infinitesimal $D_0$ there is a cavity zero in the lower half-plane, as evident in Fig. 5.4f. It must therefore be annihilated by a pole when $D_0 \to 0$. Therefore when $D_0 \neq 0$, we expect not only a polarization zero but also a polarization pole, which is presumably the cause of the avoided crossing in Fig. 5.4f. We will see next that in fact that the polarization zeros and poles exist in a one-to-one fashion with the cavity poles and zeros, which are countably infinite, except when $D_0 = 0$.

To understand this behavior, we analyze the dispersive susceptibility $\chi_{nl}(\omega, x, 0)$ from Eq. (5.2), which has a singularity at $\omega_a - i\gamma_\perp$. Because of the divergence at this point, the atomic susceptibility attains any large value in its neighborhood, regardless of the non-zero value of $D_0$. In particular, there exists a complex frequency $\omega_n^{\pi^z}$
at which $\chi_{nl}(\omega_{n}, \mathbf{x}, 0)$ takes the value that in an equivalent dispersionless system would pull the $n^{th}$ passive-cavity $S$-matrix zero from $\omega_{n}^{z}$ to $\omega_{n}^{\pi z}$. The frequencies $\omega_{n}^{\pi z}$ are the polarization zeros. A similar statement holds for the polarization poles. In summary, for $D_{0} \neq 0$, there exists a countably infinite set of poles and zeros of the $S$-matrix, in addition to the ordinary cavity poles and zeros, which possess $\omega_{a} - i\gamma_{\perp}$ as a limit point, and which all flow to said point as $D_{0} \to 0$, annihilating each other at $D_{0} = 0$. A way to state this is that the atomic and photonic degrees of freedom are coupled through $\chi_{nl}$, so that all the quasi-normal modes of both systems become hybrid atomic-photonic modes, doubling the number of poles and zeros appearing in the electromagnetic wave equations (except at $D_{0} = 0$).

5.2.1 Finding Cavity Polariton Zeros with TCF States

In this section we give semi-analytical expressions for the complex trajectories of the cavity and polarization zeros as $D_{0}$ is decreased from transparency, using the incoming TCF states.

It is difficult to find the polarization poles and zeros using the resonance eigenvalue problem

$$\{\nabla^{2} + [\varepsilon_{c} + \chi_{nl}(\omega_{n}, \mathbf{x}, 0)]\omega_{n}\}\psi_{n}(\mathbf{x}) = 0,$$  \hspace{1cm} (5.12)

subject to purely outgoing or incoming boundary conditions, respectively. It is a nonlinear-eigenvalue problem (NEVP), where the nonlinear dependence on $\omega_{n}$ cannot be removed by the use of PMLs, unlike what was described in Chapter 2, Section 2.3.2 for dispersionless susceptibilities. Furthermore the divergence at $\omega_{a} - i\gamma_{\perp}$ and the infinite density of poles/zeros in its vicinity renders the usual methods for solving NEVPs ineffective, such as the contour integral of Refs. [19, 53]. One method for finding the polarization zeros which is free of this problem is nonlinear root-finding applied to the analytically-continued incoming TCF eigenvalue problem Eq. (5.7).
Analytic continuation means that we take $\omega$ to be complex instead of real, and then seek solutions to

$$\beta_n(\omega_n^\pi) = \gamma(\omega_n^\pi)D_0,$$  \hspace{1cm} (5.13)

where $\omega_n^\pi$ is in the vicinity of $\omega_n - i\gamma_{\perp}$. There is no diverging quantity in Eq. (5.7), and the $\beta_n$'s remain well-separated, even though the $\omega_n^\pi$'s are tightly clustered, so that this method is free of the difficulties posed for the NEVP resonance methods. The same method, but using the outgoing the TCF solutions, applies to the polarization poles.

We can use incoming TCF states to construct a theory of the cavity and polarization zeros and their anticrossing. On the one hand, the two real-valued threshold CPA quantities $\omega_n^{th}$ and $D_{0,n}^{th}$ are determined from satisfying the complex-valued Eq. (5.9). On the other hand, if we fix $D_0$ but promote $\omega$ to be a complex variable, then the analogous equation determines the $S$-matrix zeros with two-level dispersion:

$$\beta_n(\omega_n^\pi) = \frac{D_0\gamma_{\perp}}{\omega_n^\pi - \omega_n + i\gamma_{\perp}},$$  \hspace{1cm} (5.14)

where $\omega_n^\pi$ are the active cavity zeros, and $\omega_n^\pi$ are the active cavity polariton zeros. We seek an analytic expression for $\omega_n^\pi(D_0)$, that is, for the trajectories over the complex plane of the cavity and polarization zeros as the two-level absorption is increased.

The TCF eigenvalues can be expanded in a Taylor series about each of the $(\omega_n^\pi)^0 \equiv \omega_n^\pi(D_0 \to 0)$:

$$\beta_n(\omega) = \beta_n((\omega_n^\pi)^0) + \beta'_n((\omega_n^\pi)^0)(\omega - (\omega_n^\pi)^0) + \ldots$$  \hspace{1cm} (5.15)

$$\beta_n(\omega) = \beta_n((\omega_n^\pi)^0) + \beta'_n((\omega_n^\pi)^0)(\omega - (\omega_n^\pi)^0) + \ldots$$  \hspace{1cm} (5.16)

The leading order term of Eq. (5.15) vanishes by the definition of the passive cavity zeros ($D_0 = 0$) and Eq. (5.14). For the cavity zero, $(\omega_n^\pi)^0$ is just the passive cavity
zero, while for the polarization zero, $(\omega^{\pi z}_n)^0 = \omega_a - i\gamma_\perp$, as was argued above.

For small displacements of the complex frequency, so that the series truncation is valid, Eqs. (5.14) and (5.15) for $\omega^x_n$ imply the quadratic:

$$(\omega^x_n - \omega_a + i\gamma_\perp)(\omega^x_n - (\omega^x_n)^0) = \frac{D_0\gamma_\perp}{\beta_n'((\omega^x_n)^0)},$$

with the solution

$$\omega^x_n(D_0) = \frac{(\omega^x_n)^0 + \omega_a - i\gamma_\perp}{2} + \sqrt{\left(\frac{(\omega^x_n)^0 + \omega_a + i\gamma_\perp}{2}\right)^2 + \frac{D_0\gamma_\perp}{\beta_n'((\omega^x_n)^0)}}.$$ (5.18)

For now we neglect the other choice of sign, as it does not necessarily correspond to a small shift in frequency as $D_0 \to 0$. A similar analysis, but using Eqs. (5.14) and (5.16) for $\omega^{\pi z}_n$ imples:

$$\omega^{\pi z}_n(D_0) = (\omega_a - i\gamma_\perp) - \frac{\beta_n((\omega^{\pi z}_n)^0)}{2\beta_n'((\omega^{\pi z}_n)^0)} + \sqrt{\left[\frac{\beta_n((\omega^{\pi z}_n)^0)}{2\beta_n'((\omega^{\pi z}_n)^0)}\right]^2 + \frac{D_0\gamma_\perp}{\beta_n'((\omega^{\pi z}_n)^0)}}.$$ (5.19)

As before, we choose the sign that corresponds to a small shift in frequency as $D_0 \to 0$. Equations (5.18) and (5.19) are the main result of this analysis. They show that there is an avoided crossing behavior in both the cavity and polarization zeros as $D_0$ is varied.

In Fig. 5.4d it was apparent that the polarization zero flowed upwards as absorption was added to the system ($D_0$ became more negative), in contrast to the typical behavior of the cavity zero, which flowed downward. We can verify that this is consistent with Eqs. (5.18) and (5.19) for $\omega^x_n(D_0)$ and $\omega^{\pi z}_n(D_0)$, respectively, by analyzing their behavior.
for small $D_0$. The leading order behaviors for $\omega_n^x, \pi_z(D_0)$ are

$$\omega_n^x(D_0) = (\omega_n^x)^0 + D_0 \frac{\gamma_\perp}{\beta_n^\prime((\omega_n^{\pi_z})^0) - \omega_a + i\gamma_\perp} + \mathcal{O}(D_0^2) \quad (5.20)$$

$$\omega_n^{\pi_z}(D_0) = (\omega_a - i\gamma_\perp) + D_0 \frac{\gamma_\perp}{\beta_n(\omega_a - i\gamma_\perp)} + \mathcal{O}(D_0^2) \quad (5.21)$$

We are interested in the case where the detuning of the cavity zero with the absorption line center is negligible, so that $\text{Re}\{((\omega_n^x)^0) - \omega_a \simeq 0$. For the cavity zero, $\omega_n^x$, this implies

$$\omega_n^x(D_0) = (\omega_n^x)^0 - iD_0 \frac{\gamma_\perp}{\gamma_n + \gamma_\perp\beta_n^\prime((\omega_n^{\pi_z})^0)} + \mathcal{O}(D_0^2), \quad (5.22)$$

where $\gamma_n \overset{\text{def}}{=} \text{Im}\{((\omega_n^x)^0$ is the passive cavity linewidth of the relevant resonance/zero that we are considering.

The constant $\beta_n^\prime((\omega_n^x)^0)$ can be semi-analytically evaluated, using conjugate PML’s to enforce the incoming boundary conditions. To see this, focus on a single TCF eigenpair $(v_n(\omega, \mathbf{x}), \beta_n(\omega))$, and make a small variation in the frequency $\omega$ of the TCF eigenvalue Eq. (5.7). The sum of the terms proportional to the arbitrary small variation must vanish. Projecting this sum onto $v_n(\omega, \mathbf{x})$ and integrating gives the exact relation

$$\beta_n^\prime(\omega) = -\frac{2}{\omega} \left[ \beta_n(\omega) + \frac{\int d^dx \alpha(\mathbf{x})e(\mathbf{x})v_n^2(\omega, \mathbf{x})}{\int d^dx F(\mathbf{x})v_n^2(\omega, \mathbf{x})} \right], \quad (5.23)$$

which to our knowledge has not been noted previously, and can be used in gradient-based root-finding methods. The function $\alpha(\mathbf{x}) \overset{\text{def}}{=} \prod_{j=1}^d \alpha_j(\mathbf{x})$ is the product of all the complex-scaling functions $\alpha_j(\mathbf{x})$ used to define the conjugate PML. If boundary-matching is used for the incoming boundary conditions instead of conjugate PMLs, then the change in the boundary condition when $\omega$ is varied must also be taken into account, and Eq. (5.23) must be accordingly modified.
Using this in Eq. (5.18), with $\beta_n((\omega_n^a)^0) = 0$, gives

$$\omega_n^a(D_0) = (\omega_n^a)^0 + iD_0 \frac{\gamma_\perp}{2(\gamma_{\text{cav}} + \gamma_\perp)} \left[ \frac{\omega}{\int d^4x F(x)\nu_\perp^2(\omega, x)} \frac{\omega d^4x \alpha(x)\varepsilon(x)\nu_\perp^2(\omega, x)}{\nu_\perp^2(\omega, x)} \right]_{(\omega_n^a)^0} + \mathcal{O}(D_0^2) \quad (5.24)$$

The bracketed term on the RHS is mostly real, with a positive real part, even for passive cavities with moderate-$Q$. Therefore, for $D_0 < 0$, the flow of the cavity zero is indeed predominantly downward in the complex frequency plane, which is consistent with Fig. 5.4d and with the usual intuition.

Meanwhile, the flow of the polarization zeros is given by

$$\omega_n^{\pi z}(D_0) = (\omega_a - i\gamma_\perp) + D_0 \frac{\gamma_\perp}{\beta_n(\omega_a - i\gamma_\perp)} + \mathcal{O}(D_0^2). \quad (5.25)$$

Generally, $\beta_n(\omega)$ is the linear susceptibility that would be needed to bring a passive cavity zero in the upper half-plane to the (complex) frequency $\omega$. In this case the frequency is the atomic pole, which is in the lower half-plane, indicating that $\beta_n$ will be lossy, i.e., predominantly positive imaginary. Therefore, for $D_0 < 0$, the polarization zero flows upwards, which verifies what was seen in Fig. 5.4d.

Equations (5.18) and (5.19) describe the avoided crossing seen in Fig. 5.4, and also suggest an intriguing possibility: a polaritonic CPA EP, with strongly hybridized optical and atomic degrees of freedom. If we assume that the atomic pole $\omega_a - i\gamma_\perp$ is not too far from the passive cavity zero, compared to the typical frequency scale over which the TCF eigenvalues $\beta_n$ and their derivatives appreciably change, then the series truncation of the $\beta_n$’s is valid for both solutions of Eq. (5.18). That is, both $\pm$ signs of the radical are allowed, whereas previously we neglected the minus solution. In this case, by engineering the passive cavity resonant frequency to be $\omega_a$, and linewidth to be $\gamma_\perp$, then the first term under the radical evaluates to $-\gamma_\perp^2$. For a

$^2$ We are envisioning that the cavity has no amplifying regions, so that $F(x)$ is everywhere non-negative.
Figure 5.5: Flow of $S$-matrix zeros at the good-cavity/bad-cavity transition for two cases. (a-c): Similar to Figure 5.4, but with $\gamma_\perp = \gamma_{\text{cav}}$, and there is no CPA. The passive cavity resonance is slightly detuned above the atomic frequency, leading to a broad avoided crossing. The effect of dispersion as $D_0$ becomes more negative is apparent in the splitting of the absorption in (b,c). (d): Similar to (a) but with very small detuning (not visible). The avoided crossing is very narrow, nearly at an EP degeneracy. The absorption curves are not shown because of their similarity to (b,c).

A high-$Q$ cavity, $(\omega_n^*)^0$ is mostly real, as are the integrals in Eq. (5.23). Because of this, near some critical (real) value $D_0^{cr}$, there is a narrowly avoided crossing of complex $S$-matrix zeros whose gap size is related to the $Q^{-1}$ of the resonance:

$$D_0^{cr} = -\frac{2}{\gamma_\perp} \text{Re} \left\{ \frac{\int d^d x \alpha(x) \varepsilon(x) v_n^2(\omega, x)}{\omega \int d^d x F(x) v_n^2(\omega, x)} \right\}_{\omega = (\omega_n^*)^0} (5.26)$$

This case is shown in Fig. 5.5d. If the linewidth condition is met ($\text{Im}\{\omega_n\} = \gamma_\perp$), but the cavity is slightly detuned from the atomic frequency ($\text{Re}\{\omega_n\} \neq \omega_a$), then the avoided crossing becomes much broader, as shown in Figure 5.5b. Presumably the zeros can be brought to an exact EP degeneracy with finer tuning.

Similar formulas hold for the $S$-matrix poles, but with $i\gamma_\perp \rightarrow -i\gamma_\perp$, $\beta_n \rightarrow \beta_n^*$, $v_n \rightarrow v_n^*$, and $(\omega_n^*)^0 \rightarrow [(\omega_n^*)^0]^*$, so that polaritonic EP resonances should also be possible in the lower half-plane.
Chapter 6

Scattering with Saturable Absorption and Amplification

In both linear and saturable Coherent Perfect Absorption (CPA), a specific wavefront is completely absorbed and no flux is scattered. The entire wavefield is purely incident in the asymptotic regions. Because of this, CPA can be constructed as the solution of a homogeneous equation, meaning source-free, of the form $\hat{L}\psi = 0$. $\hat{L}$ is some differential operator, not necessarily linear in the wavefield $\psi$, with incoming boundary conditions. This was the point of view taken in Chapters 4 and 5.

An alternative formulation of CPA is as a special solution to an inhomogeneous scattering problem in which the scattered component of the wave destructively interferes with the unscattered, outgoing portion of the exciting wave, exactly canceling it. In the case of linear CPA, these two points of view are related in a one-to-one fashion: the purely incident eigenproblem, with eigenfunction $\psi$ and complex eigenfrequency $\omega_z$, is equivalent to the scattering matrix $S(\omega_z)$ having a zero eigenvalue, with an eigenvector given by $\psi$ analyzed into the incoming channel basis. However, this equivalence breaks down for saturable CPA, whose construction was given in the previous chapter, since the nonlinear Eq. (5.1) does not generally have a unique solution, and
the S-matrix is not meaningfully defined.

The basic problem addressed in this chapter is to find all the steady-state solutions of the scattering problem when some part of the scatterer behaves as a saturable two-level medium. Specifically, we seek all solutions to the steady-state inhomogeneous scalar Maxwell-Bloch equations, without any assumptions about the geometry or spatial dependence of the fields. As in the Steady-State \textit{ab initio} Laser Theory (SALT) \cite{39, 53, 72, 194, 196, 197}, the coupled field equations can be reduced to a single nonlinear equation for the electric field, $\varphi(x)$:

$$\left\{ \nabla^2 + \left[ \varepsilon_c(x) + \frac{\gamma(\omega)D_0F(x)}{1+\Gamma(\omega)|\varphi(x,\omega)|^2} \right] \omega^2 \right\} \varphi(x) = j(x), \quad (6.1)$$

subject to outgoing boundary conditions. For later convenience, we have written the equation in terms of an equivalent source $j(x)$ and used outgoing boundary conditions; we could also have used the scattering boundary conditions described in Eq. (2.16) on page 30 without a source term. We will assume that $j(x)$ is defined on a surface containing the scatterer, constructed from Huygens’ principle (Section 2.4.2); the volume equivalence principle will be of limited use here, since it relies on $\chi(x)$, which itself depends on the unknown total field $\varphi(x)$. The salient difference between Eq. (6.1) and the SALT Eq. (1.10) is the source term $j(x)$ on the RHS.

Previous works, some dating back to the 1970’s, have studied optical scattering from systems with saturating nonlinearities \cite{4, 25, 26, 78, 119, 123, 175, 190}, and dispersive Kerr nonlinearities \cite{37, 123, 135, 175, 181, 182}, with a special focus on optical bistability, as reviewed in Ref. [1]. This phenomenon, a consequence of nonlinearity, is the simultaneous existence of two stable steady-states, or \textit{solution branches}, both consistent with the same input field. The state of the system exhibits hysteresis: it is not uniquely determined by the input alone, but also by its history. The onset of bistability is a constraint on the operating range of a device in the vicinity of the
saturable CPA point, such as the CPA delimiter described previously [Section 5.1.1], since in the bistable regime fluctuations in the pump or injected amplitude can drive the device to the non-CPA solution branch. Typically, the system can be brought from one state to the other by executing a loop in some control parameter, such as the input power. Most previous studies greatly simplify the problem by considering only running waves (for example, in ring resonators), thereby suppressing the spatial-dependence of the nonlinearity. Some studies of the Kerr nonlinearity – not saturating – do have spatial complexity [37, 135, 181, 182], but the scale of resonant structures is similar to the wavelength of the input light, again minimizing the effect of spatial complexity within the nonlinear region. A study from Longhi [119], especially relevant to this (and the previous) chapter, addressed optical bistability for the SALT-like saturating nonlinearity, but without spatial complexity. One study that specifically accounted for arbitrary spatial dependence is Cerjan, et al. [42], which addressed Eq. (6.1) without any assumptions about the geometry, using a constant flux (CF) basis. However, that work’s main focus was on lasing in the presence of an injected signal, and it did not account for bistability.

In this chapter, we give a treatment of the steady-state saturable amplifier/absorber described by Eq. (6.1) in its full spatial complexity, including spatial-hole burning to all orders. We will also generalize some results known about optical bistability in saturable absorbers without space dependence to the case with arbitrary spatial complexity. We present an iterative solution method valid in both the monostable and bistable regimes, and for all solution branches, stable and unstable, which makes no simplifying assumptions about the geometry, strength of the nonlinearity, or input power. While this iterative method works in general, it can be challenging to find all the solution branches within the bistable regime. Therefore we will develop a self-consistent single-pole approximation (SPA), valid for isolated resonances with high quality factors (high-Q), that gives all solution branches in terms of just one, which
can be computed from the above-mentioned iterative method. While the self-consistent SPA is very accurate, it is not particularly amenable to analysis, and therefore is of limited use in drawing general conclusions about bistability in the context of arbitrary space-dependence. Therefore we will also develop the inverse SPA, which we will use to show that the number of saturable solutions is at most three, with the new solutions emerging and disappearing at saddle-node bifurcations over some finite range of input powers, outside of which the solution is unique (monostable), which generalizes the conventional bistability results. Finally, we discuss the failure of the inverse SPA as an approximation that is not well-controlled, in contrast to the self-consistent SPA, which is. We show that, despite its poor numerical performance, the conclusions we drew about bistability from the inverse SPA remain valid. Furthermore, it provides a useful starting approximation that can be refined by the other solution methods described above.

In previous literature, “single pole approximation” (SPA) has been used as the name for two different, but related, approximations used to solve the SALT equations for lasing. The first refers to an approximation of the electromagnetic Green function [196], while the second refers to an approximation of the inverse Green function [72]. We will call the former the self-consistent SPA, and sometimes just the SPA, while we will call the latter the inverse SPA.

6.1 Fixed Point Solution of Saturable Scattering

In this section we describe a general iterative algorithm for solving saturable scattering [Eq. (6.1)], which works specifically for a scattering configuration, but does not apply to CPA or lasing. The numerical examples shown below provide empirical evidence that the algorithm can be rapidly convergent and robust, though at present it is not known whether this is always true.
Consider a two-level saturable scatterer, specified in what by now should be a familiar fashion: a flux-conserving cavity dielectric function $\varepsilon_c(x)$, which is real and linear, and an additional nonlinear susceptibility

$$\chi_{nl}(x, \omega, \varphi) \overset{\text{def}}{=} \frac{\gamma(\omega)D_0 F(x)}{1 + \Gamma(\omega)|\varphi(x, \omega)|^2}, \quad (6.2)$$

$$\gamma(\omega) \overset{\text{def}}{=} \frac{\gamma_{\perp}}{(\omega - \omega_a + i\gamma_{\perp})} \quad \Gamma(\omega) \overset{\text{def}}{=} |\gamma(\omega)|^2. \quad (6.3)$$

$F(x)$ is the spatially-dependent pump profile, $D_0$ the pump parameter (related to the relaxation value of the two-level inversion), $\gamma(\omega) \overset{\text{def}}{=} \gamma_{\perp}/(\omega - \omega_a + i\gamma_{\perp})$ and $\Gamma(\omega) \overset{\text{def}}{=} |\gamma(\omega)|^2$ describe the gain curve, and $\varphi(x, \omega)$ is the electric field profile.

A steady-state incident wavefront is specified asymptotically far from the cavity, which, in the absence of the scatterer, defines a field $\varphi_{in}(x, \omega)$. This can be represented as an equivalent current $j(x, \omega)$ which is localized at some bounding surface $\partial \Omega$ enclosing the scatterer, as described in Chapter 2. The steady-state scattering solutions must satisfy the nonlinear Helmholtz equation:

$$\left\{\nabla^2 + [\varepsilon_c(x) + \chi_{nl}(x, \omega, \varphi)] \omega^2\right\} \varphi(x, \omega) = j(x, \omega), \quad (6.4)$$

subject to radiating boundary conditions. To be definite we assume the boundary conditions are implemented as perfectly matched layers (PML’s), as described in Section 2.3.2. Within the volume bounded by $\partial \Omega$, $\varphi(x, \omega)$ is the total field, which is a superposition of the incident and scattered fields, while outside it is only the outgoing scattered portion.

Equation (6.4) is formally similar to SALT, but it differs importantly in having a non-zero RHS and a fixed frequency $\omega$. In principle, the various numerical solution methods for SALT will also solve this problem: projection onto a CF basis \cite{42, 72, 194}, and a nonlinear root-finding applied to the discretized wave equation \cite{53}. Each
of these has drawbacks in the context of scattering. The CF method is plagued by an ambiguity in the representation of the incoming field in the CF bases, which makes the solution difficult to truncate in CF-space \cite{42}. The root-finding method works well, but relies heavily on the proper construction of the Jacobian, which can be costly, both computationally and in hours spent programming.

For scattering, $\omega$ is a fixed external parameter, unlike in SALT. This independence of Eq. (6.4) on $\omega$ opens a new class of solutions that were not available before: fixed point methods. These have the advantage of being derivative-free, and do not require special care in choosing the CF representation of the incident wave.

We now describe the proposed iterative solution to Eq. (6.4). Define the discrete nonlinear map $M$ by

$$M(f(x, \omega)) \overset{\text{def}}{=} \int d^d x' G_f(x, x'; \omega) j(x', \omega). \quad (6.5)$$

$G_f(x, x'; \omega)$ is the Green function of $\hat{L}_f$, the linear Helmholtz operator saturated by the field $f(x, \omega)$,

$$\hat{L}_f \overset{\text{def}}{=} \nabla^2 + [\varepsilon_c(x) + \chi_{nl}(x, \omega, f)] \omega^2, \quad (6.6)$$

so that $G_f$ by definition satisfies

$$\hat{L}_f G_f(x, x'; \omega) = \delta^d(x - x'). \quad (6.7)$$

$\chi_{nl}$ is the saturating susceptibility given earlier in Eq. (6.2). A solution to the saturable scattering problem is a fixed point $\varphi_*(x, \omega)$ of the map $M$:

$$M(\varphi_*(x, \omega)) = \varphi_*(x, \omega), \quad (6.8)$$

since $\hat{L}_\varphi M(\varphi(x, \omega)) = j(x, \omega)$ by construction.
The solution method is to iterate $M$, starting with an initial field $\phi_0(x, \omega)$:

$$\phi_{n+1}(x, \omega) = M(\phi_n(x, \omega)) = M \circ M \cdots M(\phi_0(x, \omega)).$$  \hspace{1cm} (6.9)$$

If this converges, then $\lim_{n \to \infty} \phi_n = \phi^*$, and some finite number of iterations will suffice to yield a solution to Eq. (6.4) to within some tolerance. More sophisticated fixed-point schemes with better convergence properties, such as Anderson acceleration \[201\], can be straightforwardly applied.

Each step of the algorithm can be summarized as follows: saturate the Green function with a trial guess and use it to compute a new field due to the equivalent source $j$. In each step, the new field from the current iteration becomes the trial guess for the next iteration. The reason this can be done for saturable scattering, but not lasing or CPA, is because those problems do not have a source term $j$, and, as was mentioned in Chapter 2, are over-constrained and can only be satisfied at isolated $\omega$’s. In contrast, for saturable scattering, $\omega$ is arbitrary, fixed externally, and does not change from iteration to iteration.

This method appears to be rapidly convergent and stable. In cases where it is not, we can improve convergence by starting with a solution to the linear problem, i.e., without saturation, and turn on the effect of saturation adiabatically, either by ramping up the injected amplitude from zero, or by slowly changing $D_0$ from transparency. Figure 6.1 shows the convergence histories of the iterative solution applied to the scatterer depicted in Fig. 6.2a with one-sided illumination, for 1499 different input powers. The median number of steps to reach convergence to an absolute tolerance of $10^{-11}$ was $\sim 7$.

Of course, there is no guarantee that a given choice of $\phi_0(x, \omega)$ will converge. Furthermore, it is not obvious that every fixed point of $M$, i.e., solution of Eq. (6.4), is also the limit of some iterative sequence. That depends on whether each fixed
Figure 6.1: Convergence histories of $N = 1499$ nonlinear scattering solutions with different input amplitudes. The fixed-point method Eq. (6.9) was used with Anderson acceleration parameter $m = 1$. 

(a): The decay of the relative maximum norm (log-scale), defined by $\max_x |f_n(x)| / \max_x |f_0(x)|$ as a function of iteration $n$. Here $f_n(x) \equiv \varphi_{n+1}(x) - \varphi_n(x)$ measures the size of the change under an application of $M$. The linear decay on the log plot indicates exponential convergence. 

(b): Histogram of the number of iterations until convergence for each of the histories of panel (a). The convergence criterion was $\max_x |f_n(x)| < 10^{-11}$, and the median number of iterations until convergence was 7.14. All 1499 different solutions converged in under 25 iterations. In both panels, the scatterer is the compound structure shown in Fig. 6.2a.

point is stable under the discrete map $M$; if there exist unstable fixed points then the proposed algorithm would fail even in principle to find those solutions. Whether this happens is at present an open question. The numerical evidence presented throughout the rest of this chapter suggests that the algorithm has robust convergence properties, and there is no suggestion of “missed” unstable solutions.

There are two important things to note in implementing this algorithm. First, the full saturated Green function $G_{\varphi}(x, x'; \omega)$ need not be found, obviating the computationally expensive task of inverting $\hat{L}_{\varphi}$. Instead, only the solution to $\hat{L}_{\varphi_n} \varphi_{n+1}(x, \omega) = j(x, \omega)$ is needed, where $\hat{L}_{\varphi_n}$ and $j(x, \omega)$ are known $a$ priori. This is a far less costly operation, with known accelerations due to the sparsity of the discretized $\hat{L}_{\varphi}$'s [9, 10]. Second, the formulation of the scattering problem in terms of an equivalent source, PML's, and Green functions is only one prescription, and is not unique. The iterative
Figure 6.2: Saturable scattering from one-dimensional compound structure. (a): Schematic of structure: a symmetric configuration of three coupled-cavities (refractive index $n = 3$) in air ($n = 1$). The central cavity, of length $L$, hosts a dissipative two-level medium with $D_0 = -0.1$, $\gamma_{\perp} = 5$, $\omega_a/c = 40.18/L$. The outer cavities have length $0.4L$, and are separated from the central cavity by a gap of $0.3L$. (b): Scattering with a two-sided incoming wave at frequency $\omega = 100.416$. The incident field was constructed to be the same as the saturable CPA field, and therefore none of the flux is scattered. (c): Similar to panel (b), but with only left-incident flux, which is equal to the sum of fluxes from both side in (b).

method described above can be generalized as follows: given a program $P$ that takes as inputs a specified incoming field $\varphi_{\text{in}}(x,\omega)$ and a differential operator $\hat{L}$ and returns the total field $\varphi(x,\omega)$ within the scattering region $[P\{\hat{L},\varphi_{\text{in}}(x,\omega)\} \mapsto \varphi(x,\omega)]$, then the map $M(\varphi(x,\omega)) = P\{\hat{L}_\varphi,\varphi_{\text{in}}(x,\omega)\}$, which first constructs the saturated Helmholtz operator $\hat{L}_\varphi$ and then runs $P$ on it, is equivalent to the map defined in Eq. (6.5). This means that the iterative saturable scattering solution can be implemented with whatever methods are most efficient and best suited for the problem at hand. For example, instead of the specific prescription described here, one could use purely outgoing boundary-matching conditions \[195\] (Section 2.3.1), or the Recursive Green Function method \[113, 125, 192\].

The solutions found by this method are constrained only by the assumptions of
single-mode SALT, namely, that the inversion field $D(x)$ is static, though not known \textit{a priori}. It is valid for arbitrary geometries in any dimension, for any far-field exciting wavefront, and for both amplifying and absorbing two-level media. The example in Fig. 6.2 on the previous page demonstrates this for a compound one-dimensional scatterer made of three cavities: two lossless cavities on either side and a passive, absorbing central cavity. The parameters $D_0$ and the total input power are the values consistent with saturable CPA, which require two-sided input. Figure 6.2b reconstructs this two-sided saturable CPA solution, but from the scattering perspective, and not as a purely incident eigenproblem; both incident and outgoing waves are allowed, though in this case the outgoing amplitude is zero. Figure 6.2c is the scattering solution with the same $D_0$ and total input power as saturable CPA, but with one-sided illumination.

Another example demonstrating the broad applicability of this method is shown in Fig. 6.3: diffusive transport through a two-dimensional disordered waveguide with saturable two-level amplification. To our knowledge, this kind of calculation has never been done before. To illustrate the influence that saturation has on both the overall transport and on the intensity distribution within the disordered region, we have computed the scattering solution for three configurations. The first has neither gain nor saturation (Fig. 6.3b), and shows the expected decay of the intensity across the sample (approximately linear in the diffusive regime [5]). The second has gain but no saturation (Fig. 6.3c). The intensity no longer decays as it traverses the sample, since the loss in transmission due to scattering is approximately balanced by amplification. The final calculation accounts for both gain and saturation (Fig. 6.3d), with the intensity profile being something of a hybrid between the two linear cases, which is somewhat expected: where the intensity is low, it should behave more like the case with gain but no saturation, and where high, like the case with neither. The dependence of the intensity distribution on input power is consequential for wavefront shaping in amplifying nonlinear disordered media.
Figure 6.3: Rightward propagation through a disordered 20-mode waveguide, about 4 mean-free paths deep, depicted schematically in (a), in three scenarios: (b): a waveguide with neither gain nor saturating nonlinearity. The transport is diffusive, with the field intensity decaying approximately linearly from left to right within the sample, with $\sim 21\%$ transmitted flux. (c): a waveguide with gain, but no nonlinearity. The gain competes with diffusive decay, giving rise to a spatial intensity distribution which is more uniform than in (b). The transmitted flux is $\sim 190\%$ the injected flux. The overall intensity is significantly higher than in (b), but the plot has been scaled by the average intensity for the sake of visual comparison. (d): a waveguide with both gain and saturation. Not only is the transmitted flux reduced from (c) to $\sim 67\%$, but the spatial distribution is something of a hybrid between (b) and (c): similar to (c) in the center of the sample, but more like (b) at the end.
6.2 Bistability

In the previous section we constructed a solution $\varphi(\mathbf{x}, \omega)$ to the nonlinear scattering problem Eq. (6.4), but at the moment we have no indication whether this is the unique solution, or whether there could be others consistent with the same input. For a two-level saturable medium, it is known that there can exist two stable, steady-state solution branches for the same input field, accompanied by a third steady-state solution which is unstable [1]; this is optical bistability for saturable absorbers. The iterative solution method described above can be used to find all of the solutions, if it could be applied to an appropriate set of initial guesses. In fact, Fig. 6.4 shows all solution branches computed using the iterative method for a two-sided input with variable power for the cavity shown in Fig. 6.2 on page 157. However, the method itself does not tell us when we are in the region of bistability, and hence when we should look for other solutions. Nor does it furnish us with appropriate guesses that will converge to the remaining solutions.

In the following sections we will develop a series of approximations that can be used to indicate whether other solutions exist, and to provide trial guesses that are likely to converge to the remaining solution branches. The solutions we find solve the steady-state SALT-like scattering equation Eq. (6.4), but are not necessarily stable to small perturbations. The usual phenomenology for saturable absorbers is that there are two stable solution branches, one with high intracavity intensity, one with low, and an unstable branch with an intermediate intensity. We will assume this remains true even for spatially-complex saturable absorption and amplification, though none of the results in this chapter depend on that assumption, and the question of dynamical stability of spatially-complex saturable absorption and amplification, while important, is not addressed here.
6.2.1 Self-Consistent Single Pole Approximation (SPA)

In this section we develop the self-consistent single pole approximation (SPA), valid for high-\(Q\) resonances, which, given a saturable scattering solution \(\varphi(x)\), can be used to find an additional solution \(\varphi'(x)\) within the bistable region. If an additional solution is not found, then likely \(\varphi(x)\) is the unique, monostable solution.

Begin with a known solution to the nonlinear scattering problem \(\varphi(x)\). For the sake of brevity we suppress the explicit dependence on the frequency \(\omega\). Any other solution \(\varphi'(x)\) will deviate from this by a purely outgoing field \(\zeta(x)\):

\[
\zeta(x) \overset{\text{def}}{=} \varphi'(x) - \varphi(x). \tag{6.10}
\]
Since both $\phi(x)$ and $\phi'(x)$ are solutions to the same nonlinear scattering problem, it follows that

$$\{\nabla^2 + [\varepsilon_c(x) + \chi_{nl}(x, \phi + \zeta)]\omega^2\} (\phi(x) + \zeta(x)) = \{\nabla^2 + [\varepsilon_c(x) + \chi_{nl}(x, \phi)]\omega^2\} \phi(x).$$  \hspace{1cm} (6.11)

Equation (6.11) can be “solved” in the form of a self-consistent equation for $\zeta(x)$:

$$\zeta(x) = \int d^d x \ G_c(x, x') [\chi_{nl}(x', \phi)\phi(x') - \chi_{nl}(x', \phi + \zeta)(\phi(x') + \zeta(x'))],$$  \hspace{1cm} (6.12)

where the cavity Green function $G_c(x, x')$ is the inverse of the passive cavity Helmholtz operator, i.e., without the two-level medium:

$$\{\nabla^2 + \varepsilon_c(x)\omega^2\} G_c(x, x') = \delta(x - x').$$  \hspace{1cm} (6.13)

Using the definition of $\chi_{nl}$ [Eq. (6.2) on page 153] in Eq. (6.12), putting the resulting terms under a common denominator, and simplifying the numerator through some cancellation, gives

$$\zeta(x) = D_0 \gamma \int d^d x \ G_c(x, x') F(x') \frac{\Gamma \phi(x')|\zeta(x')|^2 + \Gamma \phi^2(x')\zeta^*(x') - \zeta(x')}{(1 + \Gamma|\phi(x')|^2)(1 + \Gamma|\phi(x') + \zeta(x')|^2)},$$  \hspace{1cm} (6.14)

which obviously has the solution $\zeta(x) \equiv 0$, since $\phi(x)$ itself was assumed to be a solution.

The field $\zeta(x)$ must itself be purely outgoing in the asymptotic regions, since $\phi'(x)$ is supposed to be a distinct solution when illuminated by the same asymptotic input. Therefore $\zeta(x)$ can be expanded in the constant flux (CF) basis described in [72]:

$$\zeta(x) = \sum_n a_n u_n(x) \quad a_n = \int d^d x \ u_n(x) F(x) \zeta(x).$$  \hspace{1cm} (6.15)
The CF basis functions satisfy

\[ \left\{ \nabla^2 + \left[ \varepsilon_c(x) + \eta_n F_s(x) \right] \omega^2 \right\} u_n(x) = 0, \quad (6.16) \]

subject to purely outgoing boundary conditions. We assume that they are normalized according to

\[ \int d^d x u_\mu(x) F_s(x) u_\mu(x) = 1. \quad (6.17) \]

Typically, \( F_s(x) \) is the spatial profile of the unsaturated pump \[72\], i.e., \( F(x) \). However, for the purposes of a CF expansion, it does not have to be the same as \( F \), so long as \( F_s \) does not vanish anywhere inside the actively pumped region; it can instead be chosen for convenience. In this case, the most convenient choice will be that \( F_s \) is the saturated pump, as we will see below. In the CF basis, the Green function has the spectral representation

\[ G_c(x, x') = -\sum_\mu u_\mu(x) u_\mu(x') \frac{\eta_\mu}{\eta}. \quad (6.18) \]

This equation obviously has the most significant contributions from the terms with the smallest CF eigenvalues \( \eta \).

In the self-consistent SPA, we assume that the largest contribution to the Green function, which we here denote with index zero, dominates the rest:

\[ G_c(x, x') \sim G_{\text{SPA}}(x, x') \overset{\text{def}}{=} -\frac{u_0(x) u_0(x')}{\eta_0}. \quad (6.19) \]

In other words, we approximate the Green function as having a single CF pole, hence the name of the approximation. The validity of this approximation is determined by the condition \( |\eta_0| \ll \eta_i, \forall i \neq 0 \), and is generally equivalent to the condition that the frequency \( \omega \) is close to one isolated resonance. Using the SPA, the CF expansion of
\( \zeta(x) \) [Eq. (6.15)] gives
\[
\zeta(x) = a_0 u_0(x). \tag{6.20}
\]

Using a polar representation of the complex scalar \( a_0 = e^{i\theta} \), Eq. (6.14) can be rewritten as
\[
\rho = C_0(\rho, \theta) e^{i\theta} - C_1(\rho, \theta) e^{-i\theta}, \tag{6.21}
\]
where
\[
a_0 \overset{\text{def}}{=} \rho e^{i\theta}, \quad C_0(\rho, \theta) \overset{\text{def}}{=} \frac{I_0(\rho, \theta) - \eta_0/D_0 \gamma}{I_1(\rho, \theta)}, \quad C_1(\rho, \theta) \overset{\text{def}}{=} \frac{I_2(\rho, \theta)}{I_1(\rho, \theta)} \tag{6.22}
\]
and
\[
I_0(\rho, \theta) \overset{\text{def}}{=} \int d^d x \frac{F(x)}{(1 + \Gamma|\varphi(x)|^2) (1 + \Gamma|\varphi(x) + \rho e^{i\theta} u(x)|^2)} u_0^2(x), \tag{6.23}
\]
\[
I_1(\rho, \theta) \overset{\text{def}}{=} \int d^d x \frac{F(x)}{(1 + \Gamma|\varphi(x)|^2) (1 + \Gamma|\varphi(x) + \rho e^{i\theta} u(x)|^2)} |u_0(x)|^2 |\varphi(x)\varphi(x)|, \tag{6.24}
\]
\[
I_2(\rho, \theta) \overset{\text{def}}{=} \int d^d x \frac{F(x)}{(1 + \Gamma|\varphi(x)|^2) (1 + \Gamma|\varphi(x) + \rho e^{i\theta} u(x)|^2)} |u_0(x)|^2 \varphi^2(x). \tag{6.25}
\]

In writing this, we have assumed that \( a_0 \neq 0 \), which is appropriate if we want to find new scattering solutions, distinct from the original \( \varphi(x) \), so that we were able to divide both sides of Eq. (6.14) by \( |a_0| = \rho \). In terms of the functions \( C_{0,1}(\rho, \theta) \), the real and imaginary parts of Eq. (6.21) can be solved implicitly for \( \rho \) and \( \theta \):
\[
\theta = -\arctan \frac{\text{Im}\{C_0(\rho, \theta) - C_1(\rho, \theta)\}}{\text{Re}\{C_0(\rho, \theta) + C_1(\rho, \theta)\}} \tag{6.26}
\]
\[
\rho = \text{Re}\{C_0(\rho, \theta) - C_1(\rho, \theta)\} \cos \theta - \text{Im}\{C_0(\rho, \theta) - C_1(\rho, \theta)\} \sin \theta. \tag{6.27}
\]

The self-consistent SPA solution is
\[
\varphi'_{\text{SPA}}(x) = \varphi(x) + \rho e^{i\theta} u_0(x), \tag{6.28}
\]

164
with $\theta$ and $\rho$ satisfying Eqs. (6.26) and (6.27).

We can solve for $\theta$ and $\rho$ using a variety of standard nonlinear root-finding methods, such as Newton-Raphson or trust region. However, it is also amenable to iteration in the form

$$
\theta_{n+1} = -\arctan \frac{\text{Im}\{C_0 - C_1\}}{\text{Re}\{C_0 + C_1\}} \bigg|_{(\rho_n, \theta_n)}
$$

and

$$
\rho_{n+1} = (\text{Re}\{C_0 - C_1\} \cos \theta - \text{Im}\{C_0 - C_1\} \sin \theta) \bigg|_{(\rho_n, \theta_n)}.
$$

Convergence is predicated on the existence of solutions with $\rho \neq 0$, therefore a failure to converge can be taken as evidence that the given solution $\varphi(x)$ is the unique solution to the nonlinear scattering problem, up to a global phase.

Figure 6.5 summarizes all branches of the nonlinear scattering solutions from the same structure as in Fig. 6.2a, subject to one-sided illumination with variable input power. As a reminder, that compound structure was made from three cavities in a symmetric configuration, with the middle cavity containing a lossy, two-level medium. For comparison, the self-consistent SPA prediction is also shown. The initial solution branch $\varphi(x)$ was taken to be the solution with the lowest intracavity intensity. Over the entire range of bistability, the agreement between the self-consistent SPA prediction for $a_0$ and the equivalent CF coefficient of the exact solutions on the remaining two branches was better than 1%, an excellent agreement given that no assumptions were made beyond stationary inversion and isolated resonance.

Figure 6.5 show that there is a rapid change in the solutions over some range of input powers near the power required for saturable CPA. The input-output characteristic curve and the intracavity power (Figs. 6.5c–d) have kinks that have been understood for systems without spatial complexity, such as ring-cavities [1]. A novel observation, enabled by the solution methods presented here, is that the reflection goes from a high value to nearly zero as it passes through the multistable regime, while the transmission...
Figure 6.5: Bistable nonlinear scattering, similar to Fig. 6.4 on page 161 but for one-sided input. The scatterer is the lossy symmetric compound structure described in Fig. 6.2a on 157, and is illuminated from the left with variable input power (x-axis). CPA is not achieved here since the illumination is one-sided. In all four panels, blue is result of self-consistent SPA [Section 6.2.1], which agrees very well with the exact solution from the iterative method (orange) computed from Eq. (6.8), and gray square denotes the specific input and output powers associated with Fig. 6.2c. (a): The reflection coefficient goes from high to low in a narrow region around the saturable CPA power, exhibiting bistability. An explanation for this is provided in the main text. (b): Similar to (a), but for transmission. In this case the transmission jumps by 18 dB in going from the lower to the upper branch as the input power is varied through the bistable-monostable transition. (c) & (d): The total output power and the integrated intensity inside the saturating region. Note that because of absorption in the cavity, $|t|^2 + |r|^2 \neq 1$.

exhibits the complementary behavior of going from nearly zero to a high value. The asymptotic behavior of the transmission is generic for this system: at low input powers, where saturation is negligible, the very lossy central cavity absorbs nearly all flux traversing it, so none of it is transmitted. For high input powers, for which the cavity is so saturated that the effective pump profile becomes negligibly small everywhere, the solution is well-described by scattering from a linear, lossless symmetric structure, with
perfectly transmitting resonances. This latter model also explains the disappearance of the reflection at high input powers. However, the sharp boundary between the two behaviors cannot be understood from comparison to simplified linear models.

**The Self-Consistent Single Pole Approximation in the high-\(Q\) limit**

The self-consistent SPA does not have even a semi-analytic solution in general, which is its shortcoming. However, in the high-\(Q\) limit we can simplify the self-consistent SPA equation for \(\theta\) [Eq. (6.26)], and show that \(\zeta(x)\) is either in- or out-of phase with \(\varphi(x)\).

In the high-\(Q\) limit, the relevant CF states are nearly standing waves, and the solution \(\varphi(x)\) has a much larger standing wave than traveling wave component inside the cavity. We can formalize this by saying

\[
\varphi(x) = e^{i\alpha} \sigma(x) + \tau(x), \quad u(x) = \text{Re}\{u(x)\}(1 + iv(x)),
\]

(Eq. 6.31)

where \(\sigma(x), v(x)\) are real functions, \(|v(x)| << 1\), and contributions to the integrals \(I_{1,2,3}\) [Eqs. (6.23) to (6.25)] from \(\tau(x)\) are negligible in comparison to the contributions from \(\sigma(x)\). The phase factor \(e^{i\alpha}\) is unconstrained except for \(\alpha \in \mathbb{R}\) — a manifestation of the global \(U(1)\) gauge invariance of Eq. (6.4), and will depend on the specific phase of \(\varphi(x)\). For a given solution \(\varphi(x)\), the phase \(\alpha\) can be estimated by

\[
\alpha \approx \frac{1}{2} \arg \int d^d x \varphi^2(x) F(x),
\]

(Eq. 6.32)

since the traveling wave component inside the cavity self-averages to a negligibly small value upon integration ("self-cancels").

Additionally, if we assume that the resonance in question is near the center of the gain band of the two-level medium, then the phase of \(\eta_0\) and \(\gamma\) are nearly identical, so that \((\eta_0/D_0\gamma) \in \mathbb{R}\). These assumptions imply that \(C_0 = e^{-i\alpha}\text{Re}\{C_0\}\) and
\( C_1 = e^{i\alpha} \text{Re}\{C_1\} \). Plugging this into Eq. (6.26) implies that

\[
(\theta - \alpha) \in \{0, \pi\},
\]

(6.33)

so that the other solution branches are either in-phase or out-of-phase with the given solution, \( \varphi \). The magnitude of the SPA CF coefficient \( a_0 \) [Eq. (6.27)] must still be solved for self-consistently even in this high-\( Q \) limit.

### 6.2.2 Inverse Single Pole Approximation and Bistability Criterion

The shortcoming of the self-consistent SPA is that it cannot be solved explicitly: even if \( \zeta(\mathbf{x}) \) is assumed to be in- or out-of-phase with the solution \( \varphi(\mathbf{x}) \), so that \( \theta \) is fixed, the amplitude \( \rho \) still appears in the denominators of the integrals \( I_{0,1,2} \) in Eqs. (6.23) to (6.25). Because of this, it does not provide an appropriate initial estimate for its own solution, and sheds little light onto the limits of bistability, or even how many solutions can be expected.

In this section we present the inverse SPA, which is the single pole approximation applied to the inverse Green function, i.e., applied directly to Eq. (6.11) on page 162. It results in a complex cubic polynomial in the CF coefficient \( a_0 \) and its complex conjugate, which can be semi-analytically solved in the high-\( Q \) limit in terms of overlap integrals between the CF state \( u_0(\mathbf{x}) \) and the original solution \( \varphi(\mathbf{x}) \). We will see that according to the inverse SPA, the onset of bistability is a saddle-node bifurcation, that is, two solution branches are created or annihilated pairwise as the input power is increased. This extends the known results of conventional bistability theory to cases with arbitrary space-dependence.

This approximation has the advantage that it provides a rough estimate for the location of the bistability region and for the other solution branches. Its estimates
are useful for initializing the self-consistent SPA, which is in fact what was done in Figs. 6.2, 6.4 and 6.5. However, it is not a well-controlled approximation, as we will see in Section 6.2.3, and can have poor predictive power, even for isolated resonances. The inverse SPA has been used widely for lasing, and the considerations here suggest that we need to reexamine its accuracy in that context.

The inverse SPA follows from first multiplying Eq. (6.11) by the denominator
\[ 1 + \Gamma |\varphi(x) + \zeta(x)|^2, \]
and then projecting onto the CF state \( u_q(x) \). The result is an infinite collection of infinite polynomial equations in the unknown CF coefficients and their conjugates:

\[ A_{nm,p} a_n a_m a_p^* + B_{q}^{n,m} a_n a_m^* + C_{q}^{nm} a_n a_m + E_{q}^{n} a_n^* + G_{q}^{n} a_n = 0, \] (6.34)

which holds \( \forall q \), with implicit summation over repeated indices. We use the notation that upstairs indices preceding the comma pair with CF amplitudes, while those following pair with conjugate amplitudes. The downstairs index \( q \) refers to the CF state that the equation is projected onto. The coefficient matrices are

\[ A_{q}^{nm,p} = \Gamma \eta_n \int d^d x \ u_n(x) u_m(x) u_p(x) u_q(x) F_s(x) \] (6.35)

\[ B_{q}^{n,m} = \Gamma (\eta_n + \gamma D_0) \int d^d x \ u_n(x) u_m(x) u_q(x) \varphi(x) F_s(x) \] (6.36)

\[ C_{q}^{nm} = \Gamma \eta_n \int d^d x \ u_n(x) u_m(x) u_q(x) \varphi^*(x) F_s(x) \] (6.37)

\[ E_{q}^{n} = \gamma D_0 \Gamma \int d^d x \ u_n^*(x) u_q(x) \varphi^2(x) F_s(x) \] (6.38)

\[ G_{q}^{n} = (\eta_n - \gamma D_0) \delta_{qn} + \eta_n \Gamma \int d^d x \ u_n(x) u_q(x) |\varphi(x)|^2 F_s(x) \] (6.39)

These have been substantially simplified by a specific choice for the CF pump function \( F_s(x) \): the physical pump profile \( F(x) \) saturated by the given solution \( \varphi(x) \),

\[ F_s(x) \overset{\text{def}}{=} \frac{F(x)}{1 + \Gamma |\varphi(x)|^2}. \] (6.40)
The absence of a constant term (independent of the $a$’s) in Eq. (6.34) means that $a_n \equiv 0 \ \forall n$ is always a solution, which we also saw in the self-consistent SPA.

As a sanity check, let us compare this to the previously known case of lasing, as described within SALT: a non-vanishing outgoing field even when the incident field is absent. To make this comparison, we take $\varphi(x) \rightarrow 0$, in which case $F_s(x) \rightarrow F(x)$ and Eq. (6.34) reduces to

$$D_0 a_n = \sum_{n'} \tau_{nn'}(a) a_{n'}$$

(6.41)

where the nonlinear map $\tau_{nn'}(a)$ is the inverse of the “lasing map” of the SALT-algorithm, namely,

$$\tau_{nn'}(a) = \frac{\eta_n}{\gamma} \left[ \delta_{nn'} + \Gamma \int d^d x \ |\zeta(x)|^2 u_n(x) F(x) u_{n'}(x) \right].$$

(6.42)

Therefore the inverse SPA reduces to SPA-SALT [72] in the limit of a vanishing incident field, as expected.

As with the self-consistent SPA in the high-$Q$ limit, $\zeta(x)$ is expected to be well-approximated by a single CF state, $u_0(x)$, with the other CF coefficients being negligibly small: $|a_{i \neq 0}/a_0| \ll 1$. For now, let us assume that they are zero (we will return to this assumption in Section 6.2.3), and also that all integrals involving products of odd numbers of a given CF function self-cancel upon integration (for example, $\int d^d x u_0 u_1 u_2 u_3 \sim \int d^d x |u_0|^2 u_0 u_1 \sim 0$, but $\int d^d x u_0^2 u_1^2 \neq 0$). Then the array of polynomial equations Eq. (6.34) reduces to a single equation for $a_0 = \rho e^{i\theta}$:

$$\tilde{A}\rho^3 + \tilde{B} e^{-i(\theta-\alpha)} \rho^2 + \tilde{C} e^{i(\theta-\alpha)} \rho^2 + \tilde{E} e^{-2i(\theta-\alpha)} \rho + \tilde{G} \rho = 0,$$

(6.43)
where

\[ \tilde{A} = \eta_0 \Gamma \int d^d x \left| u_0(x) \right|^2 u_0^2(x) F_s(x) \] (6.44)

\[ \tilde{B} = (\eta_0 + \gamma D_0) \Gamma \int d^d x \left| u_0(x) \right|^2 u_0(x) \sigma(x) F_s(x) \] (6.45)

\[ \tilde{C} = \eta_0 \Gamma \int d^d x u_0^3(x) \sigma(x) F_s(x) \] (6.46)

\[ \tilde{E} = \gamma D_0 \Gamma \int d^d x \left| u_0(x) \right|^2 \sigma^2(x) F_s(x) \] (6.47)

\[ \tilde{G} = (\eta_0 - \gamma D_0) + \eta_0 \Gamma \int d^d x u_0^2(x) \sigma^2(x) F_s(x). \] (6.48)

We are adopting the notation and high-Q assumptions made earlier in Eq. (6.31) when developing the self-consistent SPA, namely, \( \alpha = \frac{1}{2} \int d^d x \varphi^2(x) F(x) \) and \( \sigma(x) = e^{-i\alpha \varphi(x)} \). We have introduced the variables with tildes, which are independent of the global phase \( \alpha \), for later convenience. All the integrals in Eqs. (6.44) to (6.48) are approximately real in the inverse SPA, as is \( \eta_0 / \gamma \). As stated earlier, \( a_n \equiv 0 \) solves Eq. (6.34), since \( \varphi(x) \) is a solution of the nonlinear scattering problem, and therefore \( \rho = 0 \) is a solution to the inverse SPA Eq. (6.43). Any additional solutions must satisfy the complex quadratic

\[ \rho^2 + \left( \frac{\tilde{B} e^{-i(\theta - \alpha)} + \tilde{C} e^{i(\theta - \alpha)}}{\tilde{A}} \right) \rho + \left( \frac{\tilde{E} e^{-2i(\theta - \alpha)} + \tilde{G}}{\tilde{A}} \right) = 0, \] (6.49)

where \( \rho, \theta \) are constrained to be real. Note that under our assumptions \( \tilde{A}, \tilde{B}, \tilde{C}, \tilde{E}, \) and \( \tilde{G} \) all have the same phase, so that Eq. (6.49) implies the two real conditions

\[ \rho^2 + \left( \frac{\tilde{B} + \tilde{C}}{\tilde{A}} \right) \cos(\theta - \alpha) \rho + \left( \frac{\tilde{E} \cos(2[\theta - \alpha]) + \tilde{G}}{\tilde{A}} \right) = 0 \] (6.50)

\[ \rho \left( \frac{\tilde{B} - \tilde{C}}{\tilde{A}} \sin(\theta - \alpha) + \tilde{E} \sin(2[\theta - \alpha]) \right) = 0. \] (6.51)

1. Strictly this is not \( \sigma \), but since \( \sigma \) only appears as part of an integrand, we can neglect the traveling wave component \( \tau \).
There are two kinds of solutions to Eqs. (6.50) and (6.51). The first has \( \sin(\alpha - \theta) = 0 \), which satisfies Eq. (6.51) for all \( \rho \) and all coefficients, so that \( (\theta - \alpha) \in \{0, \pi\} \).

This is the same condition we encountered before with the self-consistent SPA in the high-\( Q \) limit: the outgoing CF amplitude is either in-phase or out-of-phase with the exciting field. The second class satisfies a different phase relationship, which was not found to be relevant in any of the examples presented in this chapter. We will discuss it briefly at the end of this section.

Using \( (\theta - \alpha) \in \{0, \pi\} \) in Eq. (6.50) gives

\[
\rho^2 \pm \left( \frac{\tilde{B} + \tilde{C}}{\tilde{A}} \right) \rho + \left( \frac{\tilde{E} + \tilde{G}}{\tilde{A}} \right) = 0.
\]  

(6.52)

The solutions for \( \theta \) and \( \rho \) can be consolidated into a solution for the one CF coefficient:

\[
a_{0, \pm}^{\text{inv SPA}} = e^{i\alpha} (\Sigma \pm \sqrt{\Delta})/2,
\]

(6.53)

where \( \Sigma \) is the sum of the roots, \( \Pi \) the product, \( \Delta \) the discriminant, and all are real functionals of \( \varphi(x) \):

\[
\Sigma \overset{\text{def}}{=} (\tilde{B} + \tilde{C})/\tilde{A} \quad \text{(6.54)}
\]

\[
\Pi \overset{\text{def}}{=} (\tilde{E} + \tilde{G})/\tilde{A} \quad \text{(6.55)}
\]

\[
\Delta \overset{\text{def}}{=} \Sigma^2 - 4\Pi. \quad \text{(6.56)}
\]

It follows that in the inverse SPA, there are at most three solutions, and that the original solution \( \varphi(x) \) is unique unless \( \Delta[\varphi(x)] > 0 \). Whenever \( \Delta[\varphi(x)] \) passes through zero, a pair of solutions to Eq. (6.4) is created or annihilated in a saddle-node bifurcation \[184\], which extends the result from conventional, space-independent saturable bistability theory. In the high-\( Q \) limit, using the approximations in Eq. (6.31)
gives

\[
\Delta[\phi(x)] = \left(2 + \frac{\gamma D_0}{\eta_0}\right)^2 \left(\frac{\int d^4 x u_0^3(x) \sigma(x) F_s(x)}{\int d^4 x u_0^3(x) F_s(x)}\right)^2 + 4 \left(1 + \gamma D_0/\eta_0\right) \frac{\int d^4 x u_0^2(x) \sigma^2(x) F_s(x)}{\int d^4 x u_0^3(x) F_s(x)}.
\] (6.57)

There are several implicit dependencies hidden in this equation:

1. The integrals contain \(\sigma\), not \(\phi\). The two are related by a global phase.

2. \(F_s(x)\) has implicit \(\phi\)-dependence \([\text{Eq. (6.40)}]\), scaling like the inverse of the input power for large power. Therefore, by CF normalization, \(u_0^2\) scales proportionally with the power for large powers. In fact, we might expect the proportionality constant to be a little larger than one, since the denominator in the normalization integral for \(u_0\) is not \(|\sigma(x)|^2\), but \(|1 + \sigma(x)|^2\).

3. \(\eta_0\) is the smallest CF eigenvalue of the saturated problem, i.e. using \(F_s(x)\) instead of \(F(x)\). It, too, implicitly depends on \(\phi\), scaling as the square of the input power.

With these hidden dependencies in mind, we can analyze Eq. (6.57) for asymptotically low and high input powers. The low power limit for bistability acts as a sanity check, since we already know that bistability in the absence of any input is actually laser oscillation. At low powers, \(F_s(x) \to F(x), \sigma(x) \to 0\), and the condition for bistability is

\[
\Delta[\phi(x) \to 0] > 0 \implies \frac{\gamma D_0}{\eta_0} > 1,
\] (6.58)

which is just the threshold lasing condition from SALT expressed in terms of the CF eigenvalue, as expected \([72]\), and which we know requires gain. The reason that a two-level amplifier shows bistability in this limit, but not a two-level absorber, is because the nonlinearity that supports bistability is not significant unless the intracavity
intensity is high, which does not happen for absorbers with small injected intensities, but can happen in lasing above threshold.

In the other limit, with large input powers, the \(1 - \gamma D_0/\eta_0\) term in Eq. (6.57) becomes negligible compared to the rest, while the ratios of each of the integrals approach some positive constant \(c\). In that case, the bistability condition becomes

\[
\Delta[\phi(x) \rightarrow \infty] > 0 \implies 4c(c - 1) > 0. \tag{6.59}
\]

Since the \(u_0\)’s are slightly larger than the \(\sigma\)’s for large input power, as mentioned above, \(c\) should be less than unity, and \(\Delta[\phi(x) \rightarrow \infty] < 0\), thus ensuring monostability for very large input intensities.

In summary, we expect the saturating nonlinearity to induce bistability over at most a finite range of input powers, which is consistent with what is found in Figs. 6.4 and 6.5, and with what is known in the literature for conventional cases without spatial complexity [1].

Recall that the above solutions, which are either in- or out-of-phase with the incident wave, belong to one of two solution classes. The other class satisfies Eq. (6.51) with a different phase relation:

\[
\theta = \alpha + \arccos \left( \frac{\rho}{2} \left( \frac{\hat{C} - \hat{B}}{E} \right) \right), \tag{6.60}
\]

in which case Eq. (6.50) implies

\[
\rho^2 = \frac{\hat{E} - \hat{G}}{A + \hat{C}(\hat{C} - \hat{B})/\hat{E}}. \tag{6.61}
\]

This solution is subject to the condition \(|\cos(\theta - \alpha)|^2 = \frac{1}{4} \frac{(\hat{E} - \hat{G})(\hat{C} - \hat{B})^2}{AE^2 + CE(C - B)} \leq 1\). In every case analyzed in this chapter, this inequality was grossly violated, and so we ignore this class of solution. It is an open question whether this is always the case, or whether
sometimes the onset of bistability is described by Eq. (6.61) instead of Eq. (6.53), that is, by a pitchfork bifurcation \[184\], instead of the usual saddle-node bifurcation associated with optical bistability.

### 6.2.3 Failure of the Inverse Single Pole Approximation

The inverse SPA successfully shows that the saturable scattering problem supports a single solution for asymptotically small and large input powers (excepting lasing), and can support up to three solutions over some finite range of input powers. It also successfully shows that the boundaries of the bistable regime are described by saddle-node bifucations, controlled by the zero-crossings of the discriminant functional $\Delta[\varphi(x)]$.

Despite these successes, the inverse SPA gives rather poor estimates, which is surprising given that the self-consistent SPA works well, and both are built on the same assumptions. Figure 6.6 compares the inverse SPA prediction for the bistable region of the input-output curve with the exact solution for the same compound cavity used in the previous figures. The inverse SPA has a relative error in the CF coefficient $a_0$ of $\sim 32\%$, while the self-consistent SPA estimate for the same coefficient has a relative error of $\leq 1\%$. In both cases, the error is measured relative to the relevant CF coefficient of the exact solution.

The reason for this failure is that, in truncating the infinite array of infinite polynomials [Eqs. (6.34) to (6.39)], we have not only assumed that the non-dominant CF coefficients are negligibly small, but that the sum over such coefficients is small, which is evidently invalid. A more accurate development of the inverse SPA would have included an additional contribution from the non-dominant CF coefficients for
Figure 6.6: Input-output curve for bistable nonlinear scattering. The scatterer is the lossy symmetric compound structure described in Fig. 6.2 on page 157, and is illuminated from the left with varying input power (x-axis). CPA is not achieved here since the illumination is one-sided. Orange is exact solution of Eq. (6.4) using the iterative method. Blue is result from inverse SPA, using upper branch as given solution $\varphi(x)$. The inverse SPA does not agree well with exact solution, and significantly overestimates the size of the bistability region.

Each CF projection $q$:

$$A_q^{00,0} |a_0|^2 a_0 + B_q^{0,0} |a_0|^2 + C_q^{00,*} a_0^2 + E_q^0 a_0^* + F_q^0 a_0 +$$

$$\left\{ \sum_{n \neq 0} [A_q^{00,n} a_0^2 a_n^* + (A_q^{0n,0} + A_q^{n0,0}) |a_0|^2 a_n] + \right.$$

$$\sum_{n,m \neq 0} [(A_q^{0n,p} + A_q^{n0,p}) a_0 a_n a_p^* + A_q^{nm,0} a_0 a_n a_m^*] +$$

$$\sum_{n,m,p \neq 0} A_q^{nm,p} a_n a_m a_p^* +$$

$$\sum_{n \neq 0} [B_q^{0,n} a_n a_0^* + B_q^{n,0} a_0^* a_n] + \sum_{n,m \neq 0} B_q^{nm} a_n a_m^* + \ldots \right\} = 0, \quad (6.62)$$

where we are explicitly writing out the terms containing factors of $a_0$. In the naive
inverse SPA, \( B_{q}^{0,0} \) and \( C_{q}^{00} \), are the quadratic coefficients, but upon examining the terms in curly brackets, we see that the first \( A \)-sum also contains terms quadratic in \( a_{0}, a_{0}^{*} \). An improved inverse SPA uses the coefficients \( \bar{B} \) and \( \bar{C} \) which are renormalized from their original values of \( B \) and \( C \):

\[
\bar{B}_{q}^{0,0} = B_{q}^{0,0} + \sum_{n \neq 0} (A_{q}^{0n,0} + A_{q}^{n0,0})a_{n} \quad (6.63)
\]

\[
\bar{C}_{q}^{00} = C_{q}^{00} + \sum_{n \neq 0} A_{q}^{00,n}a_{n}^{*}. \quad (6.64)
\]

Similarly, the coefficients \( A_{q}^{nm,0} \) renormalize \( E_{q}^{0} \), while \( A_{q}^{0n,p} + A_{q}^{n0,p} \) renormalize \( G_{q}^{0} \). Terms arising from the \( B \) and \( C \) sums further renormalize \( G, E \). In each case, the correction will be finite: from self-consistent SPA we know that the \( |a_{m}| \) scale approximately with \( \eta_{m}^{-1} \) for large \( m \), and we also know that generically \( |\sqrt{\eta_{m}}| \sim |\omega_{m} - \omega_{0}| \) for large \( m \) \( [70] \), so that \( |a_{m}| \sim 1/s^{2}m^{2} \), and the sum over all such coefficients (weighted by overlap integrals) will be convergent. The frequency \( \omega_{0} \) is the closest resonance, associated with CF eigenvalue \( \eta_{0} \), \( \omega_{m} \) is the resonance associated with \( \eta_{m} \), and \( s \) is average level spacing.

The non-negligible corrections to the inverse SPA coefficients cannot be determined without prior knowledge of all the \( a_{i \neq 0} \), even though each of them can be individually discarded. The aggregate effect of the non-dominant CF states is not well-controlled in the sense that it cannot be made arbitrarily small, even as the high-\( Q \) assumption is better and better satisfied. It seems unlikely that the inverse SPA can be systematically modified to account for this.

Faced with these shortcomings, we must reexamine the validity of the inverse SPA in extending the results of conventional optical bistability to the case with arbitrary space-dependence. The form of the predicted bistability curve depended on the quadratic nature of Eq. (6.52) for \( |a_{0}| \), which itself required that the cubic Eq. (6.34) had a vanishing constant term. Therefore, if the renormalization of the polynomial
coefficients $A$, $B$, etc. either does not generate a new constant term at all, or if that
term can be neglected because it is much smaller than all the other renormalized
inverse SPA coefficients, then the qualitative predictions of inverse SPA remain valid.
This is in fact the case, since in the isolated resonance limit $A_{q}^{nm,p}$ is negligibly small
due to self-cancellation unless all of the indices appear an even number of times: $A_{0}^{10,1}$
cannot be neglected, but $A_{0}^{10,0}$ can, in comparison to the others. When we take this
effect into account, the $A$, $B$, and $C$ coefficients for $q = 0$ remain unchanged to leading
order, while the others become

$$ E_0^0 = E_0^0 + \sum_{n \neq 0} A_{0}^{nn,0} a_n^2 $$  \hspace{1cm} (6.65) \\
$$ G_0^0 = G_0^0 + \sum_{n \neq 0} (A_{0}^{0m,n} + A_{0}^{0n,m}) |a_n|^2. $$  \hspace{1cm} (6.66) \\

No new constant term independent of $a_0$ is generated. It follows that the sum-of-roots
functional $\Sigma[\varphi(x)]$, which depends only on $A$, $B$, and $C$, can be expected to be much
more accurate than the product-of-roots $\Pi[\varphi(x)]$ and the discriminant $\Delta[\varphi(x)]$, which
both depend on $E$ and $G$, as demonstrated in Fig. 6.7 on the next page.

The inverse SPA fails because it cannot effectively capture the combined effect
of the many small $a_{i \neq 0}$’s. A possible remedy is to consider a multitude of CF states,
say $n_{\text{CF}} > 1$ of them, which defines an inverse “few mode” approximation. The
infinite array of polynomial equations Eqs. (6.34) to (6.39) will now be truncated
to $n_{\text{CF}}$ polynomials in the $n_{\text{CF}}$ coefficients and their conjugates. The truncation
error will presumably be reduced as $n_{\text{CF}}$ is made larger, and the approximation will
therefore be more accurate. One might hope that by including $O(N)$ states, where
$N$ is some computationally feasible number, the inverse few mode approximation
could be made substantially more accurate than the poorly performing inverse SPA.
Unfortunately, as shown in Table 6.1 on page 180, there is no significant improvement
in the accuracy of the approximation until $n_{\text{CF}} > 250$. To achieve an accuracy better
than 1%, comparable to the self-consistent SPA, requires $n_{CF} > 1000$. The complexity of constructing and solving these equations for so many complex CF coefficients is prohibitive.

In summary, the implicit assumption built into the inverse SPA, that sums over the non-dominant CF amplitudes can be neglected, is false, and dooms its accuracy. The renormalized equation for the single CF amplitude cannot be constructed without detailed prior knowledge of the non-dominant amplitudes. Nevertheless, the inverse SPA shares the same functional form with the correct renormalized equation, and for this reason correctly predicts the number of solutions and the nature of their onset.

### 6.3 Summary of Algorithm

Given a cavity dielectric function $\varepsilon_c(x)$ and an incident wavefront at frequency $\omega$, represented by the equivalent source $j(x)$, we seek all the solutions to the Helmholtz
Table 6.1: Relative error in the estimate of the dominant CF coefficient $a_0$, as computed by truncating Eq. (6.34) to the $n_{\text{CF}}$ states with the smallest CF eigenvalue (inverse SPA has $n_{\text{CF}} = 1$). The saturable scattering problem solved for each $n_{\text{CF}}$ is the same as in Fig. (6.2) for fixed input power equal to the saturable CPA power. The inverse “many-pole” approximation does not perform any better than the inverse single-pole case until $n_{\text{CF}} > 250$, and is not comparable to the self-consistent SPA until $n_{\text{CF}} > 1000$.

The end-to-end proposed algorithm for this is as follows:

1. Choose an initial guess $\varphi_0(x, \omega)$. The results shown in this chapter’s figures mostly used $\varphi_0(x, \omega) \equiv 0$. With this choice, the result of the first iteration, $\varphi_1(x)$, is the solution to the problem with amplification or absorption but no saturation. If a better guess is at hand, for example if a solution is known for a slightly different input power or with slightly perturbed parameters, then initializing with that solution will reduce the convergence time, and can be used to influence which solution branch is converged to, if more than one exists.

2. Generate the sequence $\{\varphi_n(x, \omega)\}$ using Eq. (6.9), until $\varphi_{n+1}(x, \omega) - \varphi_n(x, \omega)$ is by some measure sufficiently small. For example, in this chapter the convergence
criterion was

$$\max_x (|\varphi_{n+1}(x, \omega) - \varphi_n(x, \omega)|) < 10^{-11}. \quad (6.68)$$

Any $\varphi_n(x, \omega)$ satisfying this condition is a solution.

3. Extract the solution phase $\alpha$ using Eq. (6.32) and construct the overlap integrals in Eqs. (6.44) to (6.48). This requires solving the CF eigenproblem for the smallest CF eigenvalue $\eta_0$ and its eigenfunction $u_0$, using the saturated $F_s(x)$ from Eq. (6.40). Construct the inverse SPA solutions $a_{0, \pm}^{\text{inv SPA}}$ from Eqs. (6.53) to (6.56).

4. The previous step provides poor estimates $a_{0, \pm}^{\text{inv SPA}}$ for candidate extra solutions. However, these can be refined by using them as initial guesses for the self-consistent SPA [Eqs. (6.26) and (6.27)] which gives much better estimates, $a_{0, \pm}$.

5. If the self-consistent SPA fails to converge, it is a sign that likely there are no additional solutions beside what was found in Step [1] so that the system is in the monostable regime. On the other hand, if it does converge, then the new solutions $\varphi'_\pm(x, \omega) = \varphi(x, \omega) + a_{0, \pm} u_0(x, \omega)$ are used as initial guesses for the iteration of Step [1]. The results of this final iteration, together with the original solution $\varphi_n(x, \omega)$ from Step [1] are what we sought: the complete set of solutions to Eq. (6.4).
Chapter 7

Summary and Outlook

In this thesis we have demonstrated a number of important results for electromagnetic scattering from non-hermitian systems, with a special focus on treating structures with arbitrary spatial complexity and quality factor.

We have presented a new class of electromagnetic eigenvalue problems: the $R$-zero and reflectionless scattering mode (RSM) problems. This novel concept is a broad generalization of impedance matching to systems with arbitrary geometry and numbers of channels. Unlike the previously studied resonance and $S$-matrix zero problems, RSMs do not necessarily require intrinsic gain or loss to realize, which means that they are relevant even for passive systems. We analyzed the symmetry properties of the RSMs, and found that they supported a new kind of exceptional point (EP), which can be engineered in both active and passive systems, unlike resonant or scattering EPs. One robust way to engineer these is in structures with $\mathcal{PT}$ symmetry, in which case the EP represents the critical point separating the broken and unbroken symmetry phases. A case of special interest has both $\mathcal{P}$ and $\mathcal{T}$ symmetries, which also robustly supports EPs, but is accompanied by a flattening of the transmission lineshape.

We showed that through non-hermitian engineering of a cavity, two perfectly absorbed states (CPA modes) can be brought together at an EP, which is a specific
example of the RSM EP mentioned above, at which the absorption lineshape can be flattened from quadratic to quartic. These new CPA EPs share many properties with the conventionally studied resonant EPs, including the chiral nature of the degenerate eigenmode in disk resonators. We proposed a patterned ring resonator that exploited this chiral behavior to be a nearly perfect absorber for one sense of chirality only, while being a strongly scattering in the other.

In addition to the novel linear problems listed above, we also treated nonlinear two-level media, which exhibit saturation. First we extended CPA from cavities with a linear dielectric response to include the saturating nonlinearity and dispersion of a two-level absorbing medium. We augmented the CPA theorem, which relates linear CPA in a lossy cavity to threshold lasing in an amplifying cavity, to account for both saturation and dispersion. We then used it to show that the SALT algorithm in the single-mode regime can also be used to find the saturable CPA modes through a simple mapping. We demonstrated that between a lower and upper threshold for loss one can maintain CPA by continuously adjusting the pump strength. We also clarified the behavior of the $S$-matrix zeros in the bad-cavity limit of dispersive, but linear, CPA, identifying new modes that are hybrids of the cavity and atomic degrees of freedom, with a strongly dispersive response to changes in the pump.

Finally, we proposed a solution algorithm for the general problem of scattering from a saturable amplifying or absorbing two-level medium. We found, using the inverse single pole approximation (SPA), that the conventional phenomenology of bistability that has mainly been studied in structures with little to no spatial complexity generalizes to arbitrary geometry in the high-$Q$ limit. We carefully analyzed the validity of the inverse SPA, and found that it is not a well-controlled approximation, even in the high-$Q$ limit, though it makes correct qualitative predictions about bistability.

There are many open questions and directions in which to take this research. First, the $R$-zero/RSM concept is especially ripe for potential application as a tool in optical
design. That impedance-matched solutions are always accessible with single-parameter tuning has not been appreciated prior to this work, and, in conjunction with hermitian and non-hermitian engineering, could be used to design impedance-matched states with targeted outputs under rather general conditions. One intriguing possibility is already evident in the RSM chaotic cavity waveguide junction shown in Fig. 3.3 on page 82: the radiative gain/loss of many of the waveguides is evidently small, causing relatively little vertical motion of the $R$-zeros in the high-$Q$ case. This is likely related to the eigenmode statistics of time-reversal-invariant chaotic cavities, which are known to be peaked at zero amplitude [82, p. 57]. Generalizing from this, chaotic cavities should be amenable to the creation of impedance-matched states which go beyond the RSM boundary condition, i.e., which do not scatter into all outgoing channels, but only a subset, and different subsets at different frequencies. Such solutions are not guaranteed by the analytic properties of the $S$-matrix employed in the general theory, but still may be relatively easy to find with a conventional optimization scheme, combined with an RSM code. Another avenue to be explored is the role of $\mathcal{P}, \mathcal{T}$ symmetry for RSM EPs in lossless cavities. So much work has been done on the effects of exceptional points in cavities with gain and/or loss; the possibility of an exceptional point in a cavity without loss or gain, where the transmission lineshape is tunable is promising. The cavity polariton zeros from saturable CPA are also largely unexplored, and a hybrid resonant EP between the electromagnetic and atomic degrees of freedom is an intriguing possibility, as a change in lineshape in the frequency domain is accompanied by a change in the response function in the time-domain. Thus, a cavity polariton EP could be a potential mechanism for changing the polarization dynamics of the atomic ensemble through macroscopic cavity engineering. Finally, the work on saturable absorption and amplification in arbitrary geometries is new, and many aspects are unexplored. The question of dynamical stability in arbitrary geometries is open, though likely the answer mirrors the well-known ring-laser geometries to some extent.
A very important question with immediate potential impact for the applicability of SALT in laser design is the reassessment of the inverse single pole approximation (SPA). This approximation is known to diverge from the SALT prediction when several modes are lasing, and it has been assumed that this is due to a breakdown of the approximation that the Green function is dominated by a single pole. This new work suggests that a modification of the SPA-SALT, which is far more efficient than the full SALT algorithm, to use the self-consistent SPA instead of the inverse SPA, could possibly extend the range over which SPA-SALT is accurate deeper into the multimode regime.
Appendix A

Determinants of $S(\omega)$ and $R_{\text{in}}(\omega)$

In this appendix we derive the determinant relations Eq. (2.47) for an $N$-channel $S$-matrix, and Eq. (3.21) for an $N_{\text{in}}$-channel generalized reflection matrix $R_{\text{in}}$, from their respective wave-operator representations Eqs. (2.38) and (3.11). To that end, we first derive two identities from linear algebra that will be used for both $S$ and $R_{\text{in}}$.

Linear Algebra Identities

In this section, matrix $A \in \mathbb{C}^{N \times N}$ is invertible, and matrices $B \in \mathbb{C}^{N \times M}$ and $C \in \mathbb{C}^{M \times N}$ are arbitrary.

**First Identity** The first identity we will need is

$$(A + BC)^{-1}B = A^{-1}B(I_M + CA^{-1}B)^{-1}.$$  \hfill (A.1)

It is a generalization of the “push-through identity” \[18\]

$$(I_N + BD)^{-1}B = B(I_M + DB)^{-1}. \quad (A.2)$$
with $D \in \mathbb{C}^{M \times N}$ an arbitrary matrix. It is named for its action on $B$ relative to the inverse, and follows trivially from noting that

$$B(I_M + DB) = (I_N + BD)B.$$  \hfill (A.3)

This can be generalized for $A, B, C$ by starting with

$$(A + BC)^{-1} = A^{-1}(I_N + BCA^{-1})^{-1}. \hfill (A.4)$$

Applying Eq. (A.2), with $D = CA^{-1}$, we arrive at

$$(A + BC)^{-1}B = A^{-1}B(I_M + CA^{-1}B)^{-1}, \hfill (A.5)$$

which proves the first identity.

**Second Identity** The second identity we will need is

$$\det(I_N - BC) = \det(I_M - CB). \hfill (A.6)$$

It can be derived as a special case of Schur’s determinant formula [91]:

$$\det A \det(D - CA^{-1}B) = \det D \det(A - BD^{-1}C), \hfill (A.7)$$

where $D \in \mathbb{C}^{M \times M}$ is invertible. The judicious choice $A = I_N$, $D = I_M$ gives

$$\det(I_N - BC) = \det(I_M - CB), \hfill (A.8)$$

which is what we wanted to show.
Evaluating \( \det S(\omega) \)

This section refers to the matrices \( A'_0, \Delta, \Gamma, W_p \) that are defined in Eq. (2.39), though these definitions are not needed here to derive of the determinant relation Eq. (2.47).

We apply Eq. (A.1) to push \( W_p \) through \((A'_0 - \Delta + i\Gamma)^{-1}\), recalling that \( \Gamma = \pi W_p W_p^\dagger \), which gives

\[
(A'_0 - \Delta + i\Gamma)^{-1} W_p = G''_0 W_p (I_N + i\pi W_p^\dagger G''_0 W_p)^{-1},
\]

(A.9)

where \( G''_0 \equiv (A'_0 - \Delta)^{-1} \). Plug this into the expression for the \( S \)-matrix [Eqs. (2.38) and (2.39)], and factor out \((I_N + i\pi W_p^\dagger G''_0 W_p)^{-1}\):

\[
S = (I_N - i\pi W_p^\dagger G''_0 W_p)/(I_N + i\pi W_p^\dagger G''_0 W_p),
\]

(A.10)

which is the \( K \)-matrix representation of Eq. (2.45). Taking the determinant and applying Eq. (A.6) to the numerator and denominator, we have

\[
\det S = \frac{\det(I - i\pi G''_0 W_p W_p^\dagger)}{\det(I + i\pi G''_0 W_p W_p^\dagger)} = \frac{\det (A'_0 - \Delta - i\Gamma)}{\det (A'_0 - \Delta + i\Gamma)},
\]

(A.11)

where \( I \) is the identity on the (infinite-dimensional) closed-cavity Hilbert space. In the last step we multiplied the numerator and denominator by \( \det G''_0^{-1} \). This proves Eq. (2.47), which is what we wanted to show.

Evaluating \( \det R_{\text{in}}(\omega) \)

We proceed as we did with the \( S \)-matrix, but starting with \( R_{\text{in}} \) from Eq. (3.12): push \( W_F \) through \( G_{\text{eff}} \), factor out a common inverse, take the determinant and apply Eq. (A.6).
Writing $G_{\text{eff}}$ in Eq. (3.12) in terms of $W_F$ and $\overline{W}_F$,

$$G_{\text{eff}}^{-1} = (A'_0 - \Delta + i\Gamma_{\overline{F}}) + iW_FW_F^\dagger,$$  
(A.12)

and using the identity Eq. (A.1) yields

$$(\bar{A}_0 + i\Gamma_F)^{-1}W_F = \bar{A}_0^{-1}W_F(I_{\text{In}} + i\pi W_F^\dagger \bar{A}_0^{-1}W_F)^{-1},$$  
(A.13)

where

$$\Gamma_F \overset{\text{def}}{=} \pi W_F W_F^\dagger,$$  
(A.14)

$$\bar{A}_0 \overset{\text{def}}{=} A'_0 - \Delta + i\Gamma_F.$$  
(A.15)

Plugging this into Eq. (3.12) and factoring out $(I_{\text{In}} + i\pi W_F^\dagger \bar{A}_0^{-1}W_F)^{-1}$ gives a $K$-matrix representation for $R_{\text{In}}$:

$$R_{\text{In}} = (I_{\text{In}} - i\pi W_F^\dagger \bar{A}_0^{-1}W_F)/(I_{\text{In}} + i\pi W_F^\dagger \bar{A}_0^{-1}W_F).$$  
(A.16)

Taking the determinant, using the identity Eq. (A.6), and multiplying the numerator and denominator by $\det \bar{A}_0$ results in

$$\det R_{\text{In}} = \frac{\det(I - i\pi \bar{A}_0^{-1}W_F W_F^\dagger)}{\det(I + i\pi \bar{A}_0^{-1}W_F W_F^\dagger)}$$
$$= \frac{\det(A'_0 - \Delta + i\Gamma_{\overline{F}} - i\Gamma_F)}{\det(A'_0 - \Delta + i\Gamma_{\overline{F}} + i\Gamma_F)}$$
$$= \frac{\det(A'_0 - \Delta + i\Gamma_{\overline{F}} + i\Gamma_F)}{\det(A'_0 - \Delta + i\Gamma)}.$$  
(A.17)

In the last step we used the identities for the filters $F$ and $\overline{F}$ Eq. (3.17) to simplify the denominator. This proves Eq. (3.21).
Appendix B

Boundary Matching from $\hat{A}_{\text{eff}}(\omega)$

In this appendix we will derive the general boundary-matching condition given in Eq. (2.59) from the effective Hamiltonian formalism of Section 2.2.1.

This formalism divides space into two regions: a scattering region and an asymptotic region, with the boundary between them being the last scattering surface (LSS). The wave operator $\hat{A}$ has three components, $\hat{A}_0$ in the interior region, $\hat{A}_c$ in the asymptotic channels, and $\hat{V}$ at the LSS, with $\hat{A}(\omega) = \hat{A}_0(\omega) + \hat{A}_c(\omega) + \hat{V}(\omega)$. For simplicity, we will derive the boundary-matching condition in one-dimension for a single asymptotic region $x > 0$, with scattering region $x < 0$ and LSS $x = 0$. The result we obtain readily generalizes to a two-sided geometry and to higher dimensions.

We follow an approach similar to the Feshbach projection method used in [50, 164, 165, 172]. Divide the space by using projectors $\hat{P}$ and $\hat{Q} \equiv 1 - \hat{P}$ for the scattering and channel regions, respectively ($\hat{P}\hat{Q} = \hat{Q}\hat{P} \equiv 0$). In coordinate space, these are

$$\langle x|\hat{P}|x' \rangle = \delta(x-x')\theta(-x), \quad \langle x|\hat{Q}|x' \rangle = \delta(x-x')\theta(x),$$

where $\theta$ is the step-function: $\theta(x) = 1$ for $x > 0$, and zero otherwise. Using projectors
\( \hat{P} \) and \( \hat{Q} \) on the Helmholtz operator \( \hat{A} \equiv (\hat{P} + \hat{Q}) \hat{A} (\hat{P} + \hat{Q}) \), we have

\[
\hat{A} = \hat{A}_0 + \hat{A}_c + (\hat{V}_{QP} + \hat{V}_{PQ}),
\]

(B.2)

\[
\hat{A}_0 \overset{\text{def}}{=} \hat{P} \hat{A} \hat{P}, \quad \hat{A}_c \overset{\text{def}}{=} \hat{Q} \hat{A} \hat{Q}
\]

(B.3)

\[
\hat{V}_{PQ} \overset{\text{def}}{=} \hat{P} \hat{A} \hat{Q}, \quad \hat{V}_{QP} \overset{\text{def}}{=} \hat{Q} \hat{A} \hat{P}.
\]

(B.4)

The Helmholtz equation is satisfied both inside and outside scattering region:

\[
\hat{P} \hat{A} |\psi\rangle = 0 \implies \hat{A}_0 |\psi\rangle = -\hat{V}_{PQ} |\psi\rangle,
\]

(B.5)

\[
\hat{Q} \hat{A} |\psi\rangle = 0 \implies \hat{A}_c |\psi\rangle = -\hat{V}_{QP} |\psi\rangle.
\]

(B.6)

These equations contain terms like \( \theta(-x)\delta(x)\psi'(x) \). It is tempting to evaluate these as \( \theta(0)\delta(0)\psi'(0) \), but this incorrect, since the specific value of \( \theta(0) \) is arbitrarily defined and immaterial. Instead, we evaluate them in a limiting sense:

\[
\theta(\pm x)\delta(x)\psi'(x) = \lim_{dx \to 0^+} \delta(x \mp dx)\psi'(0 \mp dx).
\]

(B.7)

The matrix elements of the operators \( \hat{A}_0, \hat{A}_c, \hat{V}_{PQ}, \) and \( \hat{V}_{QP} \) are therefore

\[
\langle x'|\hat{A}_0|x \rangle = \delta(x - x') \lim_{dx \to 0^+} \{\theta(-x)[\nabla^2 + \varepsilon(x)\omega^2] + \delta'(x + dx)\},
\]

(B.8)

\[
\langle x'|\hat{A}_c|x \rangle = \delta(x - x') \lim_{dx \to 0^+} \{\theta(x)[\nabla^2 + \varepsilon(x)\omega^2] - \delta'(x - dx)\},
\]

(B.9)

\[
\langle x'|\hat{V}_{PQ}|x \rangle = - \lim_{dx \to 0^+} \delta'(x + dx), \quad \langle x'|\hat{V}_{QP}|x \rangle = + \lim_{dx \to 0^+} \delta'(x - dx).
\]

(B.10)

Plugging these into Eq. (B.6), and using \( \delta'(x)\psi(x) = -\delta(x)\psi'(0) \), we have

\[
\psi(x) = \lim_{dx \to 0^+} G^R_c(x, dx)\psi'(dx),
\]

(B.11)

where \( G^R_c \) is the retarded inverse of \( \hat{A}_c \), consistent with purely outgoing radiation
in the asymptotic regions. The solution to the original, unpartitioned Helmholtz equation is continuously differentiable at the LSS, so that \( \lim_{dx \to 0} \psi'(dx) = \psi'(0) \), and Eq. \((B.11)\), evaluated at \( x = 0 \), becomes

\[
\psi(0) - G_{c}^{R}(0, 0)\psi'(0) = 0. \tag{B.12}
\]

We have not yet specified the boundary condition on \( \hat{G}_{c}^{R} \) at the LSS. In the asymptotic domain, i.e., for \( x, x' > 0 \), \( G_{c}^{R}(x, x') \), with \( x < x' \), must satisfy

\[
0 = \lim_{dx \to 0^+} \{ [\nabla^2 + \varepsilon(x) \omega^2] - \delta'(x + dx) \} G_{c}^{R}(x, x'), \tag{B.13}
\]

Upon integrating from 0 to \( 2dx \),

\[
0 = \lim_{dx \to 0^+} \{ \partial_{x} G_{c}^{R}(2dx, x') - \partial_{x} G_{c}^{R}(0, x') + \partial_{x} G_{c}^{R}(dx, x') \} = \partial_{x} G_{c}^{R}(0, x'), \tag{B.14}
\]

where \( \partial_{x} \) indicates the derivative with respect to the first argument of \( G_{c}^{R} \). Equation \((B.14)\) implies a Neumann boundary condition at the LSS for \( \hat{G}_{c}^{R} \). The boundary-matching condition that \( \psi \) satisfies is therefore

\[
\psi(0) - G_{c}^{R,N}(0, 0)\psi'(0) = 0. \tag{B.15}
\]

For a scattering region \( \Omega \) and LSS \( \partial \Omega \) in any dimension, this generalizes to

\[
\left[ \psi(x) - \oint_{\partial \Omega} G_{c}^{R,N}(x, x') \nabla \psi(x') \cdot dS' \right]_{x \in \partial \Omega} = 0, \tag{B.16}
\]

where \( dS \) is the outwardly-directed area element, which is Eq. \((2.59)\).
Appendix C

On the Free-Space Outgoing Boundary Conditions in Two-Dimensions

In Appendix B we derived Eq. (2.59):

\[
\psi(x) - \oint_{\partial \Omega} G_{R,N}(x, x') \nabla \psi(x') \cdot dS' = 0.
\]

In the main text it was noted that the outgoing boundary condition for two-dimensional free-space Eq. (2.58),

\[
\psi(r, \theta) - \int \left( \frac{1}{2\pi kR} \sum_m e^{im(\theta - \theta')} \frac{H^+_m(kR)}{H^+_m(kR)} \right) \partial_r \psi(r, \theta) \, R \, d\theta' \bigg|_{r=R} = 0,
\]

is not manifestly of this form. In this appendix we will show that Eq. (2.58) does indeed follow from Eq. (2.59).

We will first construct \( G_{R,N} \), the retarded Green function in free space satisfying Neumann boundary conditions at the LSS defined by \( r = R \). We will do this by decomposing \( G_{R,N} \) into the sum of two terms: the fundamental solution, which
satisfies $\hat{A}\hat{G}^R = \hat{1}$ with purely outgoing boundary conditions at $|x| \to \infty$, and an operator $\hat{F}$ satisfying $\hat{A}\hat{F} = \hat{0}$, also with purely outgoing conditions, chosen so that $G^R(x, x') + F(x, x')$ satisfies the Neumann boundary condition at $r = R$.

The fundamental solution for the Helmholtz operator in two-dimensions is [138, p. 811]

$$G^R(x, x') = -\frac{i}{4} H_0^+(k|x - x'|), \quad (C.3)$$

where $k = \omega/c$. By Graf’s addition theorem [2, p. 363],

$$H_0^+(k|x - x'|) = \sum_{m=-\infty}^{\infty} H_m^+(k|x'|)J_m(k|x|)e^{im(\theta - \theta')}, \quad (C.4)$$

which is valid for $|x| \leq |x'|$ (we will ultimately we will take both to $R$).

$F(x, x')$ can be expanded in outgoing Hankel functions:

$$F'(x, x') = \sum a_m(x')H^+(k|x|)e^{im(\theta - \theta')}. \quad (C.5)$$

The coefficients $a_m(x')$ are fixed by requiring that $\partial_r [G^R(x, x') + F(x, x')]|_{|x| = R} = 0$,

which gives

$$F(x, x') = \frac{i}{4} \sum_{m=-\infty}^{\infty} \frac{J_m'(kR)}{H_m'(kR)} H_m^+(k|x'|)H^+(k|x|)e^{im(\theta - \theta')}. \quad (C.6)$$

Adding $F$ and $G^R$ and evaluating on the LSS, i.e., $|x| = |x'| = R$, gives

$$G^{R,N}(x, x')\Big|_{LSS} = -\frac{i}{4} \sum_{m=-\infty}^{\infty} \left[ J_m(kR)H_m^{*'}(kR) - J_m'(kR)H_m^*(kR) \right] \frac{H_m^+(kR)}{H_m'(kR)} e^{im(\theta - \theta')}.$$  

(1. The convention used in [138] is $\hat{A}\hat{G}^R = -4\pi\hat{1}$, so that our expression is is different by a factor of $-1/4\pi$.)
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The term in brackets is the Wronskian of $J_m$ and $H_m^+$, which is \[2\ p.\ 360\]

$$W\{J_m, H_m^+\}(z) = iW\{J_m, Y_m\}(z) = \frac{2i}{\pi z}. \quad (C.8)$$

Plugging this into Eq. \((C.7)\) yields

$$G^{R,N}(x, x')\bigg|_{LSS} = \frac{1}{2\pi kR} \sum_{m=-\infty}^{\infty} \frac{H_m^+(kR)}{H_m^{+\prime}(kR)} e^{im(\theta - \theta')}.$$ \( (C.9) \)

When used in Eq. \((2.59)\), this yields the same Eq. \((2.58)\) that we derived in the main text from using continuity of the interior solution with the channel states.
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