Medical conditions associated with coffee consumption: Disease-trajectory and comorbidity network analyses of a prospective cohort study in UK Biobank
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ABSTRACT

Background: Habitual coffee consumption has been associated with multiple health benefits. A comprehensive analysis of disease trajectory and comorbidity networks in relation to coffee consumption is, however, currently lacking.

Objectives: We aimed to comprehensively examine the health outcomes associated with habitual coffee consumption, through clarifying its disease trajectory and comorbidity networks.

Methods: Based on the UK Biobank cohort, we included 395,539 individuals with available information on coffee intake collected at recruitment between 2006 and 2010. These individuals were categorized as having low (<1 cup per day), moderate (1–3 cups), and high (≥4 cups) levels of coffee intake, and were followed through 2020 to ascertain 496 medical conditions. Cox regression was used to assess the associations between high-level coffee intake and the risk of medical conditions with a prevalence ≥0.5% in the study population, after adjusting for multiple confounders, using low-level coffee intake as the reference. Disease-trajectory and comorbidity network analyses were then applied to visualize the temporal and nontemporal relationships between the medical conditions that had an inverse association with high-level coffee intake.

Results: During a median follow-up of 11.8 years, 31 medical conditions were found to be associated with high-level coffee intake, among which 30 showed an inverse association (HRs ranged from 0.61 to 0.94). The inverse associations were more pronounced for women, compared with men. Disease-trajectory and comorbidity network analyses of these 30 conditions identified 4 major clusters of medical conditions, mainly in the cardiometabolic and gastrointestinal systems, among both men and women; 1 cluster of medical conditions following alcohol-related disorders, primarily among men; as well as a cluster of estrogen-related conditions among women.

Conclusions: Habitual coffee consumption was associated with lower risks of many medical conditions, especially those in the cardiometabolic and gastrointestinal systems and those related to alcohol use and estrogen regulation. Am J Clin Nutr 2022;116:730–740.
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Introduction

Coffee is among the world’s most popular beverages, and it is estimated that over 2.25 billion cups of coffee are consumed...
daily worldwide (1). Given the high consumption level of coffee, the health consequences of coffee intake have attracted much research attention. Previous studies generally support the notion that long-term coffee consumption is associated with more health benefits than harm; meta-analyses of observational studies have consistently shown an association between coffee consumption and reduced all-cause mortality (2). Other studies have also shown that coffee consumption is associated with lower risks of diabetes mellitus (3), cardiovascular disease (4), dementia (5), Parkinson’s diseases (6), and specific types of cancer (7).

Although the existing literature indicates that the health benefits of coffee consumption could extend to a wide range of medical conditions, a comprehensive analysis of disease trajectories and comorbidity networks in relation to coffee consumption is still lacking. Given the complexity of human disease networks, a comprehensive analysis of health outcomes following habitual coffee consumption could be important. The recently proposed disease-trajectory analysis is an ideal approach to achieve this purpose (8). Despite being designed as a method to visualize the networks of disease progression over time (9), a disease-trajectory analysis can also be used to investigate the temporal order of a set of diseases in relation to a predetermined phenotype. However, as the majority of diseases do not demonstrate clear temporal orders, they are discarded automatically in a disease-trajectory analysis. One way to address this limitation is to use a comorbidity network analysis, which investigates the diversity of disease clusters associated with a predetermined phenotype, with an emphasis on the strength of correlations rather than the temporal orders (10), as a complement.

To this end, leveraging the rich information on demographics, lifestyle factors, and health records of the UK Biobank, we comprehensively examined the health benefits associated with habitual coffee consumption, through clarifying the disease trajectories and comorbidity networks among individuals with different levels of coffee intake. The findings of the present study could help to improve our understanding of the associations between coffee consumption and different medical conditions and provide novel insights on the potential underlying mechanisms for such associations.

Methods

Study design

The UK Biobank was a population-based, prospective study conducted across the United Kingdom between 2006 and 2010 (11). In brief, the UK Biobank recruited a total of approximately 500,000 participants aged 40–69 years and, at recruitment, collected information on sociodemographic factors, lifestyle factors, and body measurements. Participants were followed individually from recruitment to ascertain a broad range of medical conditions, as well as mortality, through periodic linkages to several national databases. For participants registered in England, Wales, and Scotland, inpatient hospital data were derived from the Hospital Episode Statistics database, the Patient Episode Database for Wales, and the Scottish Morbidity Record, respectively, which were deemed to cover all UK Biobank participants for the period of January 1997 to November 2020. Primary care data were obtained from multiple general practice data system suppliers, covering approximately 45% of the UK Biobank participants (12). The diagnoses of medical conditions in inpatient hospital data and primary care data have been validated, showing an overall high level of accuracy (13, 14). Nationwide mortality data were updated from the National Health Service (NHS) Digital (England and Wales) and NHS Central Register (Scotland). The UK Biobank was approved by the NHS National Research Ethics Service (reference number: 16/NW/0274). The present study was approved by the biomedical research ethics committee of West China Hospital (reference number: 2019-1171).

In the present study, among the 502,507 UK Biobank participants, we excluded 48 individuals who withdrew their informed consent forms, as well as 52,337 individuals with a history of a severe disease and 52,915 individuals with a preexisting medical condition at recruitment that might have prohibited a high level of coffee intake, including gastroduodenal ulcers, gastroesophageal reflux disease, inflammatory bowel disease (IBD), irritable bowel syndrome (IBS), and glaucoma (15–19), according to both the inpatient hospital care and primary care data. These diseases and their diagnostic codes are listed in Supplemental Table 1. Among the remaining 397,207 individuals, 395,539 provided information on coffee intake (cups per day and type of coffee they usually consumed: i.e., regular or decaffeinated coffee) through a dietary touchscreen questionnaire at recruitment, and were included in the final analysis cohort. These individuals were categorized into groups with low (<1 cup per day; 113,995 individuals), moderate (1–3 cups per day; 204,140 individuals), and high (≥4 cups per day; 77,404 individuals) levels of coffee intake. The coffee intake level obtained from the baseline dietary questionnaire agreed well with the measurement based on a 24-hour dietary assessment conducted between 2009 and 2010 (kappa = 0.71) among 70,692 participants with available information from both assessments. Follow-up of the cohort started from recruitment and went until death, loss to follow-up [i.e., no further linkage to health-care records due to different reasons (20)], or the end of the study (30 November 2020), whichever occurred first.

Diagnoses of medical conditions.

Diagnoses of medical conditions during the follow-up were identified based on the main and secondary diagnoses in the UK Biobank inpatient hospital data and underlying cause of death in the mortality data, according to the International Classification of Diseases, Tenth Edition (ICD-10), codes. We excluded the ICD-10 codes related to pregnancy and perinatal conditions (i.e., ICD-10 Chapters 15–17), symptoms or signs (Chapter 18), and factors influencing health status (Chapter 21). We then mapped the remaining ICD-10 codes to “phecodes,” a coding system considered more relevant to diseases discussed in clinical settings and widely used in the phenome-wide association analysis (PheWAS) (21). To allow sufficient statistical power in the association analysis, we restricted our analysis to the 496 top-level phecodes (Supplemental Table 2) corresponding to 3-digit ICD-10 codes. Due to the hypothesis-generating nature of the study, we made no further selection among the 496 medical conditions. For each medical condition, the date of diagnosis was defined as the date of the first hospital visit with a diagnosis of the corresponding phecode.
drinking (24, 25); we therefore ascertained the history of these 2-stepsandwich immunoassay based on blood samples collected.

The estradiol level for all participants, which was measured using a related conditions, we further investigated the influence of coffee between coffee consumption and low-risk sofseveral estrogen-sphygmomanometer at rest. In addition, as we found associations between coffee consumption and lower risks of several estrogen-related conditions, we further investigated the influence of coffee intake on estrogen levels. We retrieved data on the circulating estradiol level for all participants, which was measured using a 2-step sandwich immunoassay based on blood samples collected at recruitment.

The existence of gastrointestinal or cardiovascular diseases and their related symptoms might modify the habit of coffee drinking (24, 25); we therefore ascertained the history of these conditions (Supplemental Table 1) at baseline for all study participants, according to the inpatient hospital care and primary care data.

Statistical analysis

PheWAS.

Cox models were used to assess the HR of each medical condition in relation to high-level coffee consumption, compared to low-level coffee consumption, adjusting for age, sex, Townsend deprivation index, household income, BMI, tea intake, smoking status, alcohol drinking status, physical activity, and fruit and vegetable consumption. To ensure statistical power, only medical conditions with a prevalence ≥0.5% were included in the corresponding PheWAS. In the analysis of each medical condition, we excluded from the analysis individuals with a history of all medical conditions related to the analyzed condition (Supplemental Table 2), to reduce the possibility that the studied medical condition was more related to these preexisting medical conditions rather than the exposure to high-level coffee intake. To adjust for multiple testing in the PheWAS, we calculated the false discovery rate–adjusted $P$ value (hereafter referred to as the $q$-value) for each test (26), where a $q$-value < 0.05 was considered to be statistically significant. The proportional hazard assumption was checked by conducting statistical tests and visualizing the scaled Schoenfeld residuals plots (27), and no violation was detected for any of the medical conditions with a $q$-value < 0.05 in the main PheWAS.

Disease-trajectory and comorbidity network analyses.

As we were interested in the potential health benefits of coffee intake, we included only medical conditions with an HR < 1.0 and $q$-value < 0.05 according to the PheWAS in the disease-trajectory and comorbidity network analyses. A detailed description of the analysis steps is available in the Supplemental Methods. As both disease-trajectory and comorbidity network analyses need to be performed in a population with an enhanced disease risk, we restricted the following analyses among individuals with low-level coffee intake. In step 1, we identified all possible disease 1 (D1) and disease 2 (D2) pairs if the cooccurrence of the 2 diseases was experienced by at least 0.1% of these individuals. RRs of observing a disease pair in the same individual and Pearson’s correlations of these 2 diseases (i.e., $\Phi$-correlation) were calculated, according to formulas provided in the Supplemental Methods, as the measures of comorbidity strength. Disease pairs with considerable comorbidity strength—that is, an RR > 1.0 and $\Phi$-correlation > 0—were eligible in the analysis of step 2, where disease-trajectory and comorbidity network analyses were conducted in parallel. Specifically, in the disease-trajectory analysis, we applied a binomial test to identify the disease pairs with a clear temporal order (i.e., significantly more individuals had D2 diagnosed after D1 than vice versa). We then used conditional logistic regression to confirm the directionality after adjusting for confounders. The D1 $\rightarrow$ D2 pairs identified in this analysis (i.e., OR > 1.0 and $q$-value < 0.05) were used to construct a disease-trajectory network. In the comorbidity network analysis, without the consideration of directionality, we selected disease pairs using unconditional logistic regression, after adjusting for confounders. Disease pairs (i.e., $D1 \leftrightarrow D2$) with confirmed comorbidity (i.e., OR > 1.0 and $q$-value < 0.05) in this analysis were then used for comorbidity network construction to investigate comorbidity patterns (i.e., modules with high intrinsic connectivity) by community detection algorithm Louvain (28).

Subgroup and sensitivity analyses.

To investigate whether the effects of high-level coffee consumption could be modified by sex, for medical conditions with statistically significant results in the main PheWAS, we tested the differences between sex-specific HRs by introducing an interaction term in the models. The subsequent disease-trajectory and comorbidity network analyses were performed separately for men and women. Further, instead of focusing on the high-coffee-consumption group alone, we tested the association between the level of coffee consumption (cups per day) and risks of these diseases. Both linear and categorical, nonlinear models were fitted, and a likelihood ratio test was used to determine whether the dose-response relationship was linear. In addition, we performed the PheWAS separately for a high-level intake of regular coffee ($N = 61,784$) and a high-level intake of decaffeinated coffee ($N = 14,722$).
To further reduce the possibility that preexisting health conditions might affect one’s choice of coffee consumption, in addition to the exclusion of individuals with gastroduodenal ulcers, gastroesophageal reflux disease, IBS, IBD, or glaucoma at baseline, we performed 2 sensitivity analyses by repeating the PheWAS after: 1) excluding 90,509 individuals with a diagnosis or symptoms of cardiovascular or gastrointestinal diseases at baseline (Supplemental Table 1) and 137,835 individuals with elevated blood pressure (≥140/90 mm Hg) or heart rate (≥120) at baseline; and 2) excluding noncoffee drinkers (i.e., individuals with 0 cups of coffee per day) from the low-level consumption group (n = 85,308), assuming an extreme scenario that stringent noncoffee drinkers were intolerant to coffee. In an additional sensitivity analysis, we used a 2-year lag time since the recruitment date to assess the impact of the temporal order between exposure to coffee intake and subsequent incidences of medical conditions on the results.

All the statistical analyses were conducted using SciPy (version 1.4.1)(29), Statsmodels (version 0.11.1)(30) and Lifelines (version 0.25.2)(31) in Python 3.8.

**Results**

The final study cohort consisted of 395,539 individuals, among whom 113,995 and 77,404 had low and high levels of coffee consumption, respectively (Figure 1). The median ages at cohort entry were 56.0 and 57.0 years for individuals with low and high levels of coffee consumption, respectively, and the median follow-up time was 11.8 years for both (Table 1). Compared with individuals with low-level coffee consumption, those with high-level coffee consumption were more likely to be male (51.57% compared with 42.02%, respectively), to be obese (BMI ≥ 29.9 kg/m², 27.32% compared with 23.38%, respectively), to be a current smoker (17.03% compared with 8.85%, respectively), to be a current heavy alcohol drinker (hazardous or harmful drinking, 42.29% compared with 31.17%, respectively), and to have a better household income (≥52,000£, 25.27% compared with 21.36%, respectively), but were less likely to have high-level tea intake (≥4 cups per day, 13.31% compared with 46.27%, respectively) or enough fruit and vegetable consumption (28.38% compared with 31.45%, respectively). A lower level of total estradiol was observed among individuals with high-level coffee intake, compared to individuals with low-level coffee intake; this was, however, only noted among women, regardless of menopause status or HRT use (Supplemental Table 3). Similar results were also observed when comparing individuals with moderate-level coffee consumption to those with low-level coffee consumption, with the exception of BMI and smoking status.

**PheWAS**

Among the 174 medical conditions with a prevalence ≥ 0.5%, 31 showed statistically significant associations with high-level coffee consumption, using low-level coffee consumption as a reference (Figure 2; Supplemental Table 4). The majority
| Characteristics                          | Low-level coffee consumption | Moderate-level coffee consumption | High-level coffee consumption |
|----------------------------------------|------------------------------|----------------------------------|-------------------------------|
|                                        | \((n = 113,995)\)           | \((n = 204,140)\)                | \((n = 77,404)\)              |
| Age at recruitment, y                  | 56.0 (48.7–62.3)            | 58.5 (50.7–63.7)                | 57.0 (49.7–62.8)             |
| Follow-up time, y                      | 11.8 (11.1–12.5)            | 11.8 (11.1–12.5)                | 11.8 (11.1–12.5)             |
| Sex                                    |                              |                                  |                              |
| Female                                 | 66,094 (57.98%)             | 112,445 (55.08%)                | 37,486 (48.43%)              |
| Male                                   | 47,901 (42.02%)             | 91,695 (44.92%)                 | 39,918 (51.57%)              |
| Townsend deprivation index             |                              |                                  |                              |
| \(<−3.64\)                            | 26,217 (23.00%)             | 55,060 (26.97%)                 | 20,012 (25.85%)              |
| \(−3.64\) to \(−2.14\)               | 27,304 (23.95%)             | 52,885 (25.91%)                 | 19,980 (25.81%)              |
| \(−2.14\) to \(0.55\)                | 28,990 (25.43%)             | 51,060 (25.01%)                 | 19,332 (24.98%)              |
| \(≥0.55\)                             | 31,341 (27.49%)             | 44,874 (21.98%)                 | 17,993 (23.25%)              |
| Unknown                                | 143 (0.13%)                 | 261 (0.13%)                     | 87 (0.11%)                   |
| Household income, £                    |                              |                                  |                              |
| \(<18,000\)                           | 21,872 (19.19%)             | 33,752 (16.53%)                 | 12,838 (16.59%)              |
| 18,000 to 52,000                      | 49,673 (43.57%)             | 90,967 (44.56%)                 | 34,747 (44.89%)              |
| \(≥52,000\)                           | 24,353 (21.36%)             | 50,631 (24.80%)                 | 19,557 (25.27%)              |
| Unknown                                | 18,097 (15.88%)             | 28,790 (14.10%)                 | 10,262 (13.26%)              |
| BMI, kg/m²                             |                              |                                  |                              |
| \(<24.1\)                             | 30,842 (27.06%)             | 55,227 (27.05%)                 | 16,081 (20.78%)              |
| 24.1 to 29.9                           | 55,818 (48.97%)             | 104,665 (51.27%)                | 39,884 (51.53%)              |
| \(≥29.9\)                             | 26,648 (23.38%)             | 43,453 (21.29%)                 | 21,146 (27.32%)              |
| Unknown                                | 687 (0.60%)                 | 795 (0.39%)                     | 293 (0.38%)                  |
| Smoking status                         |                              |                                  |                              |
| \(<5\) cigarettes/d                   | 3434 (3.01%)                | 7585 (3.72%)                    | 3950 (4.64%)                 |
| 5 to 14 cigarettes/d                   | 2657 (2.33%)                | 4358 (2.13%)                    | 3190 (4.12%)                 |
| \(≥15\) cigarettes/d                  | 4006 (3.51%)                | 5055 (2.48%)                    | 6399 (8.27%)                 |
| Former smoker                          | 34,361 (30.14%)             | 69,657 (34.12%)                 | 27,133 (35.05%)              |
| Never smoker                           | 69,052 (60.57%)             | 116,760 (57.20%)                | 36,738 (47.46%)              |
| Unknown                                | 485 (0.43%)                 | 725 (0.36%)                     | 354 (0.46%)                  |
| Alcohol drinking status2               |                              |                                  |                              |
| Low-risk drinking                      | 63,249 (55.48%)             | 110,126 (53.95%)                | 38,816 (50.15%)              |
| Hazardous drinking                     | 29,113 (25.54%)             | 68,932 (33.77%)                 | 27,521 (35.56%)              |
| Harmful drinking                       | 4908 (4.31%)                | 11,344 (5.56%)                  | 5212 (6.73%)                 |
| Former smoker                          | 8296 (7.28%)                | 6036 (2.96%)                    | 2005 (2.59%)                 |
| Never drinker                          | 2008 (1.76%)                | 3293 (1.61%)                    | 1280 (1.65%)                 |
| Coffee type3                           |                              |                                  |                              |
| Regular                                | 22,400 (19.65%)             | 164,586 (80.62%)                | 61,784 (79.82%)              |
| Decaffeinated                          | 5412 (4.75%)                | 37,531 (18.38%)                 | 14,722 (19.02%)              |
| Unknown                                | 875 (0.77%)                 | 2023 (0.99%)                    | 898 (1.16%)                  |
| Not available                          | 85,308 (74.83%)             | 0 (0.00%)                       | 0 (0.00%)                    |
| Total physical activity4               |                              |                                  |                              |
| Low                                    | 22,655 (19.87%)             | 164,586 (80.62%)                | 61,784 (79.82%)              |
| Moderate                               | 44,380 (38.93%)             | 87,827 (43.02%)                 | 30,535 (39.45%)              |
| High                                   | 23,637 (20.74%)             | 41,639 (20.40%)                 | 15,729 (20.32%)              |
| Unknown                                | 23,323 (20.46%)             | 36,692 (17.97%)                 | 14,832 (19.16%)              |
| Fruit and vegetable consumption5       |                              |                                  |                              |
| Inadequate                             | 77,963 (68.39%)             | 135,825 (66.54%)                | 55,339 (71.49%)              |
| Adequate                               | 35,855 (31.45%)             | 68,153 (33.39%)                 | 21,969 (28.38%)              |
| Unknown                                | 177 (0.16%)                 | 162 (0.08%)                     | 96 (0.12%)                   |
| Tea intake6                            |                              |                                  |                              |
| Low                                    | 11,713 (10.28%)             | 26,613 (13.04%)                 | 31,774 (41.05%)              |
| Moderate                               | 49,267 (43.22%)             | 123,843 (60.67%)                | 35,226 (45.51%)              |
| High                                   | 52,751 (46.27%)             | 53,515 (26.21%)                 | 10,301 (13.31%)              |
| Unknown                                | 264 (0.23%)                 | 169 (0.08%)                     | 103 (0.13%)                  |

1The values are reported as the median (lower quantile–upper quantile) for continuous variables and \(n\) (%) for categorical variables. Low-, moderate-, and high-level coffee consumption were defined as drinking \(<1\), \(1–3\), or \(≥4\) cups of coffee per day. MET, metabolic equivalent task.

2For a current drinker, the alcohol consumption level was calculated by converting the reported number of glasses to the UK standard unit for each type of alcohol and summing up different types of alcohol intakes. Low-risk drinking was defined as an alcohol consumption level \(≤14\) units/week, hazardous drinking was defined as 14–35 units/week (for women) or 14–50 units/week (for men), and harmful drinking was defined as \(≥35\) units/week (for women) or \(≥50\) units/week (for men).

3Coffee drinkers were asked to select the type of coffee they usually consumed from the following mutually exclusive responses: decaffeinated coffee (any type), instant coffee, ground coffee, other type of coffee, or “do not know or prefer not to answer.” The categories of instant coffee, ground coffee, and other type of coffee are combined as regular coffee.

4The total physical activity amount was calculated by summing the MET weighted time spent in vigorous, moderate, and walking activities. Low, moderate, and high physical activities were defined as total physical activity amounts \(<798\), 798–3,552, or \(≥3,552\) MET min/wk.

5Inadequate fruit or vegetable consumption were defined as eating less than 5 portions of fruit and vegetables per day. MET, metabolic equivalent task.
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FIGURE 2  RRs of subsequent medical conditions for high-level coffee consumption compared to low-level coffee consumption (n = 191,399). The outer ring shows the point estimates of HRs of identified medical conditions that were statistically significantly associated with high-level coffee consumption after correction for multiple testing (i.e., false discovery rate–adjusted P value < 0.05). HRs were derived from a Cox model, adjusted for age, sex, Townsend deprivation index, household income, BMI, tea intake, smoking status, alcohol drinking status, physical activity, and fruit and vegetable consumption. The red color indicates a higher risk (i.e., HR > 1) and the green color shows a lower risk (i.e., HR < 1). The degree of color represents the magnitude of the corresponding association. Detailed results are shown in Supplemental Table 4.

Diseases networks in relation to high-level coffee consumption: disease-trajectory and comorbidity network analyses

Among a total of 435 possible disease pairs constructed among the 30 medical conditions with an inverse association with high-level coffee intake, 305 were retained after the selection based on prevalence and comorbidity strength measures (Supplemental...
Figure 1). We identified 68 D1→D2 pairs with clear temporal orders in the disease-trajectory analysis and 297 D1↔D2 pairs with confirmed comorbidity associations in the comorbidity network analysis.

Figure 3 shows an overview of the disease trajectories of medical conditions with an inverse association with high-level coffee consumption. Briefly, according to medical conditions placed in the first layer of the network, 4 major clusters were observed based on the similarities in the affected systems or etiologies. Cluster 1 consisted of medical conditions affecting the cardiometabolic system, where the disease tree thrived after the diagnoses of diabetes mellitus, hypertension, gout, and ischemic heart disease. Cluster 2 started with a group of gastrointestinal system–related diseases, including gastrointestinal hemorrhage, hemorrhoids, noninfectious gastroenteritis, and benign neoplasm of colon. Cluster 3 originated from alcohol-related disorders, which then linked to several downstream medical conditions, such as chronic liver disease and cirrhosis and renal failure. The last cluster consisted of a group of estrogen-related conditions that were specific for women, including noninflammatory female genital disorders, breast cancer, and menopausal and postmenopausal disorders.

Figure 4 shows the comorbidity network of medical conditions with an inverse association with high-level coffee consumption. The main modules identified from the network were largely comparable to the clusters observed in the disease-trajectory analysis, including modules predominated by conditions related to the upper (the module in the right upper corner, with mainly brown nodes) and lower (the module in the right lower corner, with mainly brown nodes) gastrointestinal tract and cardiometabolic diseases (orange and blue nodes), as well as modules centered around estrogen-related conditions (light brown nodes).

Subgroup and sensitivity analyses

The subgroup analyses by sex identified 19 and 29 medical conditions with statistically significant inverse associations with high-level coffee consumption in men and women, respectively (Supplemental Figure 2; Supplemental Table 5). In general, the lower risk in relation to high-level coffee intake was more pronounced for women, compared with men, with the largest difference noted for functional digestive disorders (1.00 for men compared with 0.73 for women; \( P\)-interaction = 0.01), followed by diabetes mellitus (0.92 compared with 0.74, respectively; \( P\)-interaction < 0.001) and gout (0.59 compared with 0.71, respectively; \( P\)-interaction = 0.03). Except for estrogen-related conditions, all 3 clusters observed in the main trajectory analysis were observed among men (Supplemental Figure 3). Among women, the cluster originating from alcohol-related disorders was not present, while an additional cluster starting from other urinary system symptoms or disorders was observed. In the comorbidity network analysis, we obtained largely similar comorbidity patterns for women as in the main analysis, but a simpler network, with fewer connections, was noted for men (Supplemental Figure 4).

We found a linear, dose-response association (monotonically decreasing) between the level of coffee consumption (cups per day) and 11 medical conditions, whereas a U-shaped, nonlinear association was noted for the other 19 conditions (Supplemental Figure 5). Further, in the analyses by type of coffee, we obtained largely attenuated estimates for high-level intake of decaffeinated coffee, with 5 medical conditions showing inverse associations (Supplemental Figure 6). For high-level intake of regular coffee, however, inverse associations were noted for 43 conditions, including all 30 conditions found to be statistically significant in the main analysis.

Largely similar result patterns were observed in the sensitivity analysis, where individuals with prevalent cardiovascular or gastrointestinal problems were excluded (Supplemental Figure 7). Likewise, we obtained identical results after adding 2 years of lag time in the analysis (Supplemental Figure 8). We observed attenuated estimates in the PheWAS analysis after excluding non–coffee drinkers from the group with low-level coffee intake—that is, comparing coffee drinkers with >4 cups per day to those with <1 but >0 cups per day—although a majority of the risk patterns remained (Supplemental Figure 9).

Discussion

In this large, prospective study based on the UK Biobank, we found that individuals with high-level coffee consumption (i.e., >4 cups per day) were at lower risk of 30 medical conditions, compared with individuals with low-level coffee consumption (i.e., <1 cup per day). Further disease-trajectory and comorbidity network analyses revealed 2 distinct clusters of medical conditions, affecting mainly the cardiometabolic and gastrointestinal systems. A subgroup analysis by sex suggested stronger results among women than men. We also found a cluster of estrogen-related medical conditions among women, as well as a cluster of alcohol-related disorders among men, in relation to high-level coffee consumption. Taken together, these results further suggest that habitual coffee consumption is likely beneficial for health for both men and women, possibly due to its associations with cardiometabolic and gastrointestinal diseases and diseases related to alcohol use and estrogen regulation.

Although few studies have explored disease networks subsequent to high-level coffee consumption, our finding of a lower risk for medical conditions, including diabetes mellitus, gout, hypertension, liver cirrhosis, and cholelithiasis, corroborates the results of earlier studies (3, 4, 32–34). Evidence on the role of coffee consumption on nonneoplastic gastrointestinal outcomes was, however, scarce (35). Further, as the disease-trajectory and comorbidity network analyses required a large study sample size with a large number of affected cases, we failed to confirm the previously suggested inverse associations of coffee consumption with some relatively rare cancer types (7). We also failed to confirm the previously reported inverse associations between coffee consumption and neurodegenerative diseases (e.g., dementia and Parkinson’s disease) (5, 6). Nevertheless, our null result regarding the latter is in line with 2 recent studies based on data from the UK Biobank, where little evidence was found that habitual coffee consumption could improve cognitive function (36, 37).

Our findings support the notion that the potential health benefits of habitual coffee consumption may be mainly attributable to coffee’s impact on the cardiometabolic and gastrointestinal systems. Given that multiple coffee components (e.g., caffeine) have antioxidant, anti-inflammatory, and anti-proliferative effects,
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FIGURE 3 Disease-trajectory network of medical conditions with a lower risk in relation to high-level coffee consumption ($n = 191,399$). Each node represents a medical condition, with the color of the node representing the HR of the corresponding medical condition when comparing individuals with high-level coffee consumption to those with low-level coffee consumption, according to an adjusted Cox model. The width of the lines connecting 2 nodes represents the number of individuals with the corresponding disease trajectory.

it is biologically plausible that coffee intake might modulate the risks of diseases in these systems. Previous studies have shown, for instance, the antioxidant effects of coffee components—namely, flavonoids, melanoidines, and chlorogenic acids (38)—although coffee is not the main dietary source for flavonoids. Similarly, evidence has suggested that the associations between coffee and metabolic diseases are likely due to the role of caffeine in increasing metabolic rates (39) and the antagonistic effects of phenolic compounds in coffee (40). Our finding of weaker associations for high-level intake of decaffeinated coffee, compared with high-level intake of regular coffee, also suggests the importance of caffeine.

The sex-specific disease-trajectory analysis showed a stronger result pattern among women, compared with men. This might be partially explained by the higher activity of CYP1A2, which is a main enzyme involved in caffeine degradation, in men than women (41). Although it remains unknown whether such a sex difference in catabolism is appliable to other components of coffee, the finding of an inverse association between high-level coffee intake and estrogen-related conditions is supported by the fact that women with high-level coffee intake had lower levels of circulating estradiol, consistent with previous reports (42). The association between high-level coffee intake and lower risks of chronic liver diseases is also supported by the previous literature (33, 43, 44). Although the underlying mechanisms for such association are currently unknown, our network analyses suggest that this association might be partly attributable to the lower risk of alcohol addiction among regular coffee drinkers, and primarily among men. However, as a positive correlation has also been suggested between alcohol and caffeine use (45), further investigations are warranted to better understand the correlations between coffee and alcohol intakes, as well as how coffee and alcohol intakes could jointly affect downstream diseases (e.g., chronic liver diseases).
FIGURE 4  Comorbidity network of medical conditions with a lower risk in relation to high-level coffee consumption ($n = 191,399$). Each node represents a medical condition and is labeled with its name and "phecode." The size and color of each node indicate the prevalence and the category of the corresponding medical condition, respectively (see legend). The width of the link represents the strength of the comorbidity association, measured by ORs obtained from an adjusted logistic regression. The network is partitioned into 4 modules using a Louvain algorithm, and nodes belonging to the same module are grouped together and separated from other nodes using dashed lines.

The major strengths of the study include the large sample size and long follow-up based on the UK Biobank. Additionally, the detailed information on sociodemographic and lifestyle factors collected at baseline for all participants enabled us to adjust for many important confounders in the analyses. Finally, by applying PheWAS, along with disease-trajectory and comorbidity network analyses, we for the first time visualized comprehensively the entire picture of subsequent health outcomes of habitual coffee consumption.

Our study also has limitations. First, habitual coffee intake might be affected by health conditions. For instance, as caffeine intake might increase blood pressure (46), individuals with preexisting cardiovascular (24, 47, 48) or gastrointestinal (25) conditions might avoid high-level coffee consumption. We can therefore not rule out the possibility that reverse causality has contributed to the observed associations to some extent. Also, as symptom onset is often earlier than the clinical diagnosis for many chronic diseases (49, 50), the temporal order from exposure...
to coffee intake to the studied medical conditions is not always clear. However, as similar results were obtained in the sensitivity analyses after excluding individuals with any diagnosis or symptoms of cardiovascular or gastrointestinal conditions at baseline, when restricting the analysis to coffee drinkers (i.e., comparisons amongst individuals with some level of coffee intake), and when starting the follow-up from 2 years after baseline (i.e., 2-year lag time), it is unlikely that our findings can be fully explained by reverse causation. Second, although multiple confounders, such as sociodemographic factors, smoking, alcohol drinking, and BMI, have been considered in the analysis, residual confounding may still be present to some extent due to unmeasured factors, such as overall diet quality and total energy intake. Regardless, due to the observational nature of the present study, it is likely premature to claim the noted associations as causal. Existing Mendelian randomization analyses have failed to demonstrate causal links between coffee intake and different health outcomes (51, 52). These studies have, however, relatively limited the statistical power and suboptimal instrumental variables due to the potential pleiotropy and heterogeneity of the genetic variants used.

We did not study other sources of caffeine intake, such as tea, in the analysis. Future studies with direct measurements of caffeine levels—for instance, through biospecimens or detailed dietary recalls—is therefore warranted to test the hypothesis that the noted associations of high-level coffee intake with different health outcomes are attributed to caffeine. The lack of full primary care data of the UK Biobank population prevented us from analyzing less severe medical conditions not treated by specialist care, and might have led to a delay in the ascertainment of medical conditions first treated in primary care. Finally, the present study is limited to participants of the UK Biobank, who are not directly representative of the entire UK population (53), making it difficult to generalize our findings to the whole United Kingdom or other populations.

In conclusion, this large, prospective study based on the UK Biobank revealed that habitual coffee consumption was associated with lower risks of many medical conditions, especially those in the cardiometabolic and gastrointestinal systems and those related to alcohol use and estrogen regulation.
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