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Abstract. For \( \alpha > 0 \), let
\[
A = \{ a_1 < a_2 < a_3 < \cdots \}
\]
and
\[
\mathcal{L} = \{ \ell_1, \ell_2, \ell_3, \cdots \} \quad (\text{not necessarily different})
\]
be two sequences of positive integers with \( A(m) > (\log \log m)^{\alpha} \) for infinitely many positive integers \( m \) and \( \ell_m < 0.9 \log \log m \) for sufficiently large integers \( m \). Suppose further that \( (\ell_i, a_i) = 1 \) for all \( i \). For any \( n \), let \( f_{A, \mathcal{L}}(n) \) be the number of the available representations listed below
\[
\ell_i n = p + a_i \quad (1 \leq i \leq A(n)),
\]
where \( p \) is a prime number. It is proved that
\[
\limsup_{n \to \infty} \frac{f_{A, \mathcal{L}}(n)}{\log \log n} > 0,
\]
which covers an old result of Erdős in 1950 by taking \( a_i = 2^i \) and \( \ell_i = 1 \). One key ingredient in the argument is a technical lemma established here which illustrates how to pick out the admissible parts of an arbitrarily given set of distinct linear functions. The proof then reduces to the verifications of a hypothesis involving well-distributed sets introduced by Maynard, which of course would be the other key ingredient in the argument.

1. Introduction

In 1849, de Polignac [25] conjectured that every odd number greater than 3 is the sum of a prime and a power of 2. However, he [27] found that 127 and 959 are two counterexamples soon. In 1934, Romanov [30] proved that there is a positive proportion of the odd numbers which can be represented by the form \( p + 2^k \) \( (p \in \mathbb{P}, \ k \in \mathbb{N}) \), where \( \mathbb{P} \) and \( \mathbb{N} \) stand for the set of primes and natural numbers, respectively. Later, the opposite direction was achieved by van der Corput [6], who illustrated that the odd numbers which can not be written as the form \( p + 2^k \) \( (p \in \mathbb{P}, \ k \in \mathbb{N}) \) still possess a positive lower density. In the same year, Erdős [13] constructed an arithmetic progression of odd numbers none of whose elements can be represented by the sum of a prime and a power of 2. It is easy to find that van der Corput’s result follows from the one of Erdős.
In 2004, the first author and Sun [5] consider the quantitative version of the Romanov theorem. They showed that the lower asymptotic density of the odd numbers represented by the form \( p + 2^k \) (\( p \in \mathbb{P} \), \( k \in \mathbb{N} \)) is larger than 0.0868. In their paper, they pointed out that Erdős’ construction leads to the fact that the upper asymptotic density of the odd numbers with those forms is less than 0.4999991. There are a few improvements of the lower asymptotic density, such as [12, 15, 16, 20, 26]. As far as we know, the best numerical values of upper asymptotic density at present is 0.49095 due to Habsieger and Roblot [15]. In literatures, the best numerical value of the lower asymptotic density is 0.107648 obtained by Elsholtz and Schlage–Puchta [12]. However, by a review of Alessandro regarding the paper of Elsholtz and Schlage–Puchta [12] on MathSciNet, the lower asymptotic density is at least 0.110114.

Recently, Del Corso et al. [8] thought that if there is some absolute constant \( c_0 \) such that
\[
\lim_{x \to \infty} \frac{\# \{ n : n \leq x, n = p + 2^m, m \in \mathbb{N}, p \in \mathbb{P} \}}{x} = c_0,
\]
then 0.437... is probably a candidate of it. Their calculations follow the heuristic argument of Bombieri as well as a large amount of numeric operations.

Define the representation function \( f(n) \) to be
\[
f(n) = \# \{ (p, k) : n = p + 2^k, p \in \mathbb{P}, k \in \mathbb{N} \}.
\]
Noting that (in the proof of the Romanov theorem)
\[
\sum_{n \leq x} f^2(n) \ll x,
\]
Turán asked Erdős (written communication) whether the function \( f(n) \) is the unbounded one. Erdős [13] gave an affirmative answer to the question of Turán by showing the following stronger result:
\[
\limsup_{n \to \infty} \frac{f(n)}{\log \log n} > 0. \tag{1.1}
\]
The unboundedness of the function \( f(n) \) for integers \( n \) having at most two prime factors was then established by Lu [19], following a remark of Friedlander and Iwaniec [14] which claimed that \( f(n) \) is greater than 2 for infinitely many integers \( n \) with at most two prime factors. Further, for any subset \( \mathcal{A} \) of \( \mathbb{N} \), let
\[
f_{2^\mathcal{A}}(n) = \# \{ (p, a) : n = p + 2^a, p \in \mathbb{P}, a \in \mathcal{A} \}.
\]
With this notation, we shall have \( f(n) = f_{2^\mathcal{A}}(n) \). Erdős’ proof can be extended to the result
\[
\limsup_{n \to \infty} \frac{f_{2^\mathcal{A}}(n) \log n}{\mathcal{A} \left( \frac{\log n}{\log 2} \right) \log \log n} > 0,
\]
where $\mathcal{A}(x) = |\mathcal{A} \cap [1, x]|$. So if one takes the subset $\mathcal{A}$ to be the prime set $\mathbb{P}$, we just miss unboundedness fact of the representation function $f_{2^P}(n)$. Based on this observation, the first author of the present paper [3] posed the following conjecture:

$$\limsup_{n \to \infty} f_{2^P}(n) = \infty.$$ 

This conjecture was solved by the second author and Zhou [10] earlier.

It turns out that the magnitude of the function $f_{2^A}(n)$ is quite difficult to decide. For example, Erdős [13] conjectured $f(n) = o(\log n)$. However, as Erdős [13] said, he can even not prove that not all the integers

$$n - 2^k \left(1 \leq k < \frac{\log n}{\log 2}\right)$$

are primes for sufficiently large numbers $n$. A careful checking of the prime table (up to 203775) by Erdős indicated that the largest exceptional integer should be 105. For integers $n \leq x$, Vaughan [31] proved that the number of the exceptional integers is $O(x \exp(-c_1 \log x \log \log x / \log \log x))$ for some constant $c_1 > 0$ by the Montgomery sieve [23] (i.e., the arithmetic large sieve). Under the assumption of the extended Riemann Hypothesis, Hooley [18] proved that the exceptional numbers are less than $O(x^{1-\lambda/\log 2})$ for any sufficiently small positive number $\varepsilon$, where

$$\lambda = \prod_p \left(1 - \frac{1}{p(p-1)}\right).$$

Narkiewicz [24] improved this to $O(x^{1-\lambda/\log 2+\varepsilon})$ under the same assumption. Elsholtz [11] considered a related problem.

In the same paper, Erdős made the following anecdotal conjecture.

**Conjecture (Erdős 1950).** Let $c$ be any constant and $x$ sufficiently large,

$$a_1 < a_2 < \cdots < a_t \leq x, \quad t > \log x.$$ 

Then there exists an integer $n$ so that the number of solutions of $n = p + a_i$ ($p \in \mathbb{P}, 1 \leq i \leq t$) is greater than $c$.

The case $a_i = 2^i$ of the conjecture was proved by Erdős himself as we mentioned above (Turán’s question). In a former note [9], the second author gave a slight generalization of Erdős’ theorem. To be precise, suppose that $\mathcal{A} = \{a_1 < a_2 < a_3 < \cdots\}$ is a set satisfying $\mathcal{A}(x) > \log x$ and $a_i | a_{i+1}$ for all sufficiently large $x$ and $i$, then

$$\limsup_{n \to \infty} \frac{f_{\mathcal{A}}(n)}{\sqrt{\log \log n}} > 0, \quad (1.2)$$

where

$$f_{\mathcal{A}}(n) = \# \{ (p, a) : n = p + a, \ p \in \mathbb{P}, \ a \in \mathcal{A} \}.$$ 

After the second author and Zhou [10] proved the conjecture for the case $a_i = 2^{p_i}$, where $p_i$ is the $i$-th prime. The authors of the present paper [4] recognized that the complete proof of Erdős’ conjecture actually follows directly from a new achievement of
the distributions of the primes established by Maynard–Tao [21, 28]. In fact, we proved the following more stronger result.

**Theorem A.** (Chen–Ding) Let \( x \geq 2 \) and the positive integers \( a_i \) satisfy

\[
a_1 < a_2 < \cdots < a_t \leq x, \quad t > \log x.
\]

Then there exists infinitely many integers \( n \) so that the number of solutions of \( n = p + a_i \) (\( p \in \mathbb{P}, 1 \leq i \leq t \)) is greater than \( \frac{1}{9} \log \log x - 1.6 \).

In Theorem A, we do not know the magnitude of the least \( n \). In this paper, we give a quantitative result of the Erdős conjecture.

Now, let us state the following theorem which is the main purpose of our paper.

**Theorem 1.1.** For \( 0 < \alpha < \frac{1}{4} \), there are two positive constants \( c \) and \( c' \) depending on \( \alpha \) such that if \( x \) is a sufficiently large number, \( t > (\log x)^{\alpha} \), \( t \) pairs of positive integers \( a_i, \ell_i \) satisfy

\[
a_1 < a_2 < \cdots < a_t \leq x,
\]

and

\[
0 < \ell_i < 0.9 \log \log x, \quad (\ell_i, a_i) = 1 \quad (1 \leq i \leq t),
\]

then there are at least \( x^{1/\alpha} \exp(-c(\log x)^{\alpha}) \) integers \( n \in [(\log x)^{1/\alpha}, 2(\log \log x)^{1/\alpha}] \) so that at least \( c' \log \log n \) of the representations

\[
\ell_i n = p + a_i \quad (p \in \mathbb{P}, 1 \leq i \leq t)
\]

are available.

The quantitative result of the Erdős conjecture mentioned above is a special case of Theorem 1.1 by taking \( \ell_i = 1 \) for all \( i \).

For two sequences \( \mathcal{A} = \{a_1 < a_2 < a_3 < \cdots \} \) and \( \mathcal{L} = \{\ell_1, \ell_2, \ell_3, \cdots \} \) (\( \ell_i \) not necessarily different) with \( (\ell_i, a_i) = 1 \), let \( f_{\mathcal{A}, \mathcal{L}}(n) \) be the extended representation function defined as

\[
f_{\mathcal{A}, \mathcal{L}}(n) = \# \{i : \ell_i n = p + a_i, \ a_i \in \mathcal{A}, \ \ell_i \in \mathcal{L}, \ p \in \mathbb{P}, \ 1 \leq i \leq \mathcal{A}(n) \}.
\]

With this definition we shall have \( f_{\mathcal{A}, \mathcal{L}}(n) = f_{\mathcal{A}}(n) \) for \( \ell_i = 1 \). From Theorem 1.1, we have the following corollaries.

**Corollary 1.2.** For \( \alpha > 0 \), let

\[
\mathcal{A} = \{a_1 < a_2 < a_3 < \cdots \}
\]

and

\[
\mathcal{L} = \{\ell_1, \ell_2, \ell_3, \cdots \} \quad (\text{not necessarily different})
\]
be two sequences of positive integers with $\mathcal{A}(m) > (\log m)^{\alpha}$ for infinitely many positive integers $m$ and $\ell_m < 0.9 \log \log m$ for sufficiently large integers $m$. We have

$$\limsup_{n \to \infty} \frac{f_{\mathcal{A}}(n)}{\log \log n} > 0.$$ 

**Remark 1.1.** Taking $\mathcal{A} = \{2^i : i \in \mathbb{N}\}$ and $\ell_i = 1$, then Corollary 1.2 reduces to

$$\limsup_{n \to \infty} \frac{f(n)}{\log \log n} > 0,$$

which is the old result obtained by Erdős in 1950. Taking $\mathcal{A} = \{2^p : p \in \mathbb{P}\}$ and $\ell_i = 1$, then Corollary 1.2 reduces to

$$\limsup_{n \to \infty} \frac{f_{\mathcal{A}}(n)}{\log \log n} > 0,$$

which offers a much more stronger result obtained by the second author and Zhou formerly.

**Corollary 1.3.** Let $\alpha > 0$ and $\mathcal{A} = \{a_1, a_2, \ldots\}$ be a strictly increasing sequence of positive integers with $\mathcal{A}(x) > (\log x)^{\alpha}$ for all sufficiently large $x$. Then there are two positive constants $c$ and $c'$ depending only on $\alpha$ such that for each sufficiently large $x$, there are at least $x \exp(-c(\log x)^\alpha)$ integers $n \leq x$ with

$$f_{\mathcal{A}}(n) \geq c' \log \log x.$$

**Corollary 1.4.** Given an integer $\ell \geq 1$. Let $f_\ell(n)$ be the number of solutions of $n = p + 2^m \ell$ with $p \in \mathbb{P}$ and $m \in \mathbb{N}$. Then there are two positive constants $c$ and $c'$ depending only on $\ell$ such that for each sufficiently large $x$, there are at least $x \exp(-c(\log x)^{1/\ell})$ integers $n \leq x$ with

$$f_\ell(n) \geq c' \log \log x.$$

**Remark 1.2.** If $\ell \geq 2$, then

$$\left| \{n \leq x : f_\ell(n) \geq 1\} \right| \ll \frac{x}{\log x} \cdot (\log x)^{1/\ell} = \frac{x}{(\log x)^{1-1/\ell}}.$$

It follows that the set of integers $n$ that can be represented as the form $n = p + 2^m \ell$ with $p \in \mathbb{P}$ and $m \in \mathbb{N}$ has asymptotic density zero. But Corollary 1.4 shows that

$$\limsup_{n \to \infty} \frac{f_\ell(n)}{\log \log n} > 0.$$

By employing a deep result of Maynard [22, Theorem 3.1], we prove the following result which is used to prove Theorem 1.1. This is of interest itself.

**Theorem 1.5.** Let $0 < \alpha < \frac{1}{4}$. Then there exist a positive constant $C_0$ depending only on $\alpha$ such that for sufficiently large number $x$ and $C_0 \leq k \leq (\log x)^\alpha$, if $\{u_1 n +
\(v_1, \cdots, u_k n + v_k\) is a set of \(k\) distinct linear functions with \((u_i, v_i) = 1, 0 < u_i < 0.9 \log \log x\) and \(0 \leq v_i \leq x^\alpha\) for all \(1 \leq i \leq k\), then
\[
\# \{x \leq n < 2x : |\{u_1 n + v_1, \ldots, u_k n + v_k\} \cap \mathbb{P}| \geq C_0^{-1} \log k\} \gg x \exp(-C_0(\log x)^\alpha).
\]

**Remark 1.3.** The constraint \(0 < u_i < 0.9 \log \log x\) in Theorem 1.5 could be relaxed to \(u_i < (\log x)^\beta\) and \(P(u_i) < 0.9 \log \log x\) due to Proposition 2.1, where \(\beta\) is any positive number and \(P(u_i)\) represents the largest prime factor of \(u_i\).

It should be mentioned that we do not require \(\{u_1 n + v_1, \ldots, u_k n + v_k\}\) to be an admissible set of linear functions in Theorem 1.5 (for the definition of the admissible set of linear functions, see the first paragraph of Section 2 below). This will bring convenience in future applications. Below, we give an application of it as an illustration of the convenience. Let \(\pi(X; q, a)\) be the number of primes in the arithmetic progression \((qk + a)\)\(\infty_{k=0}\) up to \(X\) and \(\phi(n)\) be the Euler totient function.

**Corollary 1.6.** Let \(\varepsilon\) be an arbitrarily small positive number, \(a\) a positive integer and let \(x > e^\varepsilon, y > 1\) be numbers satisfying that at least one of \(x\) and \(y\) is sufficiently large. Suppose that \(1 \leq a \leq q < \min\{y^{1-\varepsilon}, 0.9 \log \log x\}\) with \((a, q) = 1\), then there are \(\gg x \exp(-\sqrt{\log x})\) integers \(n \in [x, 2x]\) such that
\[
\pi(qn + y; q, a) - \pi(qn; q, a) \gg \log y,
\]
where the implied constant depends only on \(\varepsilon\).

**Remark 1.4.** Corollary 1.6 is an expansion of Maynard’s result [22, Theorem 3.2] provided that at least one of \(x\) and \(y\) is sufficiently large. More precisely, if we take \(q = a = 1\) in Corollary 1.6, it reduces to the result
\[
\pi(n + y) - \pi(n) \gg \log y
\]
for at least \(\gg x \exp(-\sqrt{\log x})\) integers \(n \in [x, 2x]\) obtained by Maynard, provided that at least one of \(x\) and \(y\) is sufficiently large.

Our paper will be organized as follows. In Section 2, we will give a lemma (Lemma 2.7) which illustrates how to pick out the admissible sets from an arbitrarily given set of linear functions. The lemma itself is elementary but removed the restriction of the admissible condition of distinct linear functions. Then we focus on verifying the conditions of Hypothesis 1 in the Maynard theorem. This section would be the key ingredient of our article. In Section 3, we give the proof of Theorem 1.5 via Proposition 2.1. In Section 4, we will use Theorem 1.5 to prove Theorem 1.1 and give proofs to its corollaries. In Section 5, we explain that our results can be refined in some sparse sets rather than the whole natural numbers. In the last section, some heuristic assumptions towards our research object are discussed.
2. CLUSTERS OF PRIMES IN SUBSETS

The proof of Theorem 1.5 follows from a quantitative result of the admissible sets involving the distributions of primes established by Maynard [22]. Firstly, we introduce the notion of the admissible sets of linear functions. Let $\mathcal{L} = \{u_in + v_i : 1 \leq i \leq k\}$ be a set of linear functions with $u_i \geq 1$ ($1 \leq i \leq k$). We call $\mathcal{L}$ an admissible set of linear functions, if for each prime $p$ there is some $m_p \in \mathbb{Z}$ such that

$$p \nmid \prod_{i=1}^{k} (u_im_p + v_i).$$

Below, we give a lemma which illustrates how to pick out the admissible sets from an arbitrarily given set of linear functions.

**Lemma 2.7.** If $u_1n + v_1, \ldots, u_sn + v_s$ are arbitrarily different $s(\geq 5)$ linear functions with $(u_i, v_i) = 1$ and $u_i \geq 1$ ($1 \leq i \leq s$), then there are at least $\gg \frac{s}{\log s}$ of them constituting an admissible set of linear functions, where the implied constant is absolute.

**Proof.** Let $p_i$ be the $i$-th prime. If $p_i \mid u_j$, then let $\ell_{i,j} = v_j$. If $p_i \nmid u_j$, then let $\ell_{i,j} = u_{i,j}v_j$, where $u_ju_{i,j} \equiv 1 \pmod{p_i}$. For $p_1$, there is a residue class modulo $p_1$ containing at most $\lfloor s/p_1 \rfloor$ of $\ell_{1,1}, \ell_{1,2}, \ldots, \ell_{1,s}$. So at least $s - \lfloor s/p_1 \rfloor$ of

$$\ell_{1,1}, \ell_{1,2}, \ldots, \ell_{1,s}$$

occupy at most $p_1 - 1$ residue classes modulo $p_1$. Denoting by $s_1 = s - \lfloor s/p_1 \rfloor$, without loss of generality, we may assume that

$$\ell_{1,1}, \ell_{1,2}, \ldots, \ell_{1,s_1}$$

occupy at most $p_1 - 1$ of the residue classes modulo $p_1$. Similarly, at least $s_2 = s_1 - \lfloor s_1/p_2 \rfloor$ elements of

$$\ell_{2,1}, \ell_{2,2}, \ldots, \ell_{2,s_1}$$

occupy at most $p_2 - 1$ residue classes modulo $p_2$. Without loss of generality, we may assume

$$\ell_{2,1}, \ell_{2,2}, \ldots, \ell_{2,s_2}$$

occupy at most $p_2 - 1$ of the residue classes modulo $p_2$. Continuing this process, let $t$ be the least integer with $s_t < p_{t+1}$, where $s_0 = s$. We have

$$s_j = s_{j-1} - \lfloor s_{j-1}/p_j \rfloor \quad (1 \leq j \leq t).$$

Now we have

$$s_t \gg s_{t-1} \left(1 - \frac{1}{p_t}\right) \gg \cdots \gg s \left(1 - \frac{1}{p_1}\right) \cdots \left(1 - \frac{1}{p_t}\right) \gg \frac{s}{\log p_t} \quad (2.1)$$
by the Mertens estimate. By the definition of $t$ we have $s_{t-1} \geq p_t$, thus
\[ s_t \geq s_{t-1} \left(1 - \frac{1}{p_t}\right) \geq p_t \left(1 - \frac{1}{p_t}\right) = p_t - 1. \tag{2.2} \]
From equations (2.1) and (2.2), it can be concluded that
\[ s_t \gg s \log p_t \geq s \log(s_t + 1) \geq s \log s. \]
Finally, we show that
\[ \{u_1n + v_1, \ldots, u_{s_t}n + v_{s_t}\} \]
is an admissible set of linear functions. For any positive integer $i \leq t$, since
\[ \{\ell_{i,1}, \ell_{i,2}, \ldots, \ell_{i,s_t}\} \subset \{\ell_{i,1}, \ell_{i,2}, \ldots, \ell_{i,s_t}\}, \]
it follows that
\[ \ell_{i,1}, \ell_{i,2}, \ldots, \ell_{i,s_t} \]
occupy at most $p_i - 1$ of the residue classes modulo $p_i$. For $i > t$, we have $p_i \geq p_{t+1} > s_t$ and
\[ \ell_{i,1}, \ell_{i,2}, \ldots, \ell_{i,s_t} \]
occupy at most $p_i - 1$ of the residue classes modulo $p_i$. In all cases, there exists an integer $m_i$ such that
\[ m_i + \ell_{i,j} \not\equiv 0 \pmod{p_i}, \quad 1 \leq j \leq s_t. \]
If $p_i \mid u_j$, then by $(u_j, v_j) = 1$, we have $p_i \nmid v_j$. Thus, $p_i \nmid u_jm_i + v_j$. If $p_i \nmid u_j$, then
\[ u_jm_i + v_j \equiv u_jm_i + u_{i,j}u_jv_j \equiv u_j(m_i + \ell_{i,j}) \not\equiv 0 \pmod{p_i}. \]
In all cases, we have
\[ u_jm_i + v_j \not\equiv 0 \pmod{p_i}, \quad 1 \leq j \leq s_t. \]
That is,
\[ p_i \nmid (u_1m_i + v_1) \cdots (u_{s_t}m_i + v_{s_t}). \]
Therefore,
\[ \{u_1n + v_1, \ldots, u_{s_t}n + v_{s_t}\} \]
is an admissible set of linear functions.

This completes the proof of Lemma 2.7. \qed

In order to prove Theorem 1.5, we will employ a deep result of Maynard [22]. For convenience of the readers, we use the same symbols used by Maynard as far as possible (but there are some minor adjustments of them). Let $\mathcal{A}$ be a subset of integers and $\mathcal{P}$ a subset of primes. Let $\mathcal{L} = \{u_in + v_i : 1 \leq i \leq k\}$ and $L_i(n) = u_in + v_i$ ($1 \leq i \leq k$) and let $\varphi(n)$ be the Euler totient function. Write
\[ \mathcal{A}[x] = \#\{n \in \mathcal{A} : x \leq n < 2x\}, \]
A[x; q, a] = \#\{n \in A : x \leq n < 2x, n \equiv a \pmod{q}\},  \\
L_i(A) = \{L_i(n) : n \in A\}, \varphi_{L_i}(q) = \varphi(qu_i)/\varphi(u_i),  \\
\mathcal{P}_{L_i,A}[x] = \#\{u_in+v_i \in \mathcal{P} : x \leq n < 2x, n \in A\},  \\
\mathcal{P}_{L_i,A}[x; q, a] = \#\{u_in+v_i \in \mathcal{P} : x \leq n < 2x, n \equiv a \pmod{q}, n \in A\}.

Maynard [22] introduced the following Hypothesis 1 for well-distributed sets.

**Hypothesis 1** ($A, \mathcal{P}, \mathcal{L}, B, x, \theta$). Let $k = \#\mathcal{L}$.

1. $A$ is well-distributed in arithmetic progressions: we have
   \[
   \sum_{q \leq x^\alpha} \max_a \left| A[x; q, a] - \frac{A[x]}{q} \right| \ll \frac{A[x]}{(\log x)^{100k \varepsilon}}.
   \]

2. Primes in $L_i(A) \cap \mathcal{P}$ are well distributed in most arithmetic progressions: for any $L_i(n) \in \mathcal{L}$ we have
   \[
   \sum_{q \leq x^\alpha, (q,B)=1} \max_{(L_i(n),q)=1} \left| \mathcal{P}_{L_i,A}[x; q, a] - \frac{\mathcal{P}_{L_i,A}[x]}{\varphi_{L_i}(q)} \right| \ll \frac{\mathcal{P}_{L_i,A}[x]}{(\log x)^{100k \varepsilon}}.
   \]

3. $A$ is not too concentrated in any arithmetic progression: for any $q < x^\theta$ we have
   \[
   A[x; q, a] \ll \frac{A[x]}{q}.
   \]

Based on the above Hypothesis 1, Maynard [22] established the following theorem.

**Theorem 2.8** ([22], Theorem 3.1). Let $\alpha > 0$ and $0 < \theta < 1$. Let $x$, $B$ be integers and let $\mathcal{L} = \{u_1n+v_1, \ldots, u_kn+v_k\}$ be an admissible set of linear functions. Suppose that $k \leq (\log x)^\alpha$, $0 \leq u_i, v_i \leq x^\alpha$ for all $1 \leq i \leq k$ and $1 \leq B \leq x^\alpha$. Then there is a constant $C$ depending only on $\alpha$ and $\theta$ such that the following holds: If $k \geq C$ and $(A, \mathcal{P}, \mathcal{L}, B, x, \theta)$ satisfies Hypothesis 1, and if $\delta > (\log k)^{-1}$ is such that
   \[
   \frac{1}{k} \sum_{i=1}^{k} \varphi_{L_i,A}[x] \geq \frac{A[x]}{\log x},
   \]
   then
   \[
   \#\{n \in A : x \leq n < 2x, \{L_1(n), L_2(n), \ldots, L_k(n)\} \cap \mathcal{P} \geq C^{-1} \delta \log k \} \gg \frac{A[x]}{(\log x)^{k \varepsilon C^2 \varepsilon}}.
   \]

By employing Lemma 2.7, we can remove the condition that $\mathcal{L} = \{u_1n+v_1, \ldots, u_kn+v_k\}$ is an admissible set of linear functions in Theorem 2.8. That is,

**Theorem 2.9.** Let $\alpha > 0$ and $0 < \theta < 1$. Let $x$, $B$ be integers and let $\mathcal{L} = \{u_1n+v_1, \ldots, u_kn+v_k\}$ be a set of linear functions with $(u_i, v_i) = 1$ for all $i$. Suppose that $k \leq (\log x)^\alpha$, $0 \leq u_i, v_i \leq x^\alpha$ for all $1 \leq i \leq k$ and $1 \leq B \leq x^\alpha$. Then there is a positive
constants $C_1$ depending only on $\alpha$ and $\theta$ such that the following holds: If $k \geq C_1$ and $(\mathcal{A}, \mathcal{P}, \mathcal{L}, B, x, \theta)$ satisfies Hypothesis 1, and if $\delta > 2(\log k)^{-1}$ is such that
\[
\frac{\varphi(B)\varphi(u_i)}{B u_i} \mathcal{P}_{L_i, A}[x] \geq \delta \frac{A[x]}{\log x}
\]
for any $1 \leq i \leq k$, then
\[
\#\{n \in \mathcal{A} : x \leq n < 2x, |\{L_1(n), L_2(n), \ldots, L_k(n)\} \cap \mathcal{P}| \geq C_1^{-1} \delta \log k\} \gg \frac{A[x]}{(\log x)^{C_1 k}}.
\]
Actually, we have the following more explicit bound
\[
\#\{n \in \mathcal{A} : x \leq n < 2x, |\{L_1(n), L_2(n), \ldots, L_k(n)\} \cap \mathcal{P}| \geq C_1^{-1} \delta \log k\} \gg \frac{A[x]}{(\log x)^{C_1 k}}.
\]
Proof. Let $C$ be as in Theorem 2.8. By Lemma 2.7, there are at least
\[
C \frac{\rho}{\log k} \text{ of } u_1 n + v_1, \ldots, u_k n + v_k \text{ constituting an admissible set of linear functions, where } C \text{ is an absolute positive constant. Let}
\]
\[
\ell = \left\lceil \frac{C'}{\log k} \right\rceil.
\]
We take an admissible set of $\ell$ linear functions
\[
\{u_1 n + v_1, \ldots, u_k n + v_k\}
\]
from $u_1 n + v_1, \ldots, u_k n + v_k$. Since
\[
\frac{\varphi(B)\varphi(u_i)}{B u_i} \mathcal{P}_{L_i, A}[x] \geq \frac{A[x]}{\log x}
\]
for any $1 \leq i \leq k$, it follows that
\[
\frac{1}{\ell} \frac{\varphi(B)}{B} \sum_{j=1}^{\ell} \frac{\varphi(u_{ij})}{u_{ij}} \mathcal{P}_{L_i, A}[x] \geq \frac{A[x]}{\log x}.
\]
Recall that $k \leq (\log x)^{\alpha}$, we have
\[
\frac{k}{\log k} \leq \alpha^{-1} \frac{(\log x)^{\alpha}}{\log \log x}
\]
for $k \geq 3$. We take a constant $C_1 \geq \max\{5, C\}$ such that for all $k \geq C_1$, we have $\ell \geq C$, \[
\log \ell \geq \log \left( C' \frac{k}{\log k} \right) > \frac{1}{2} \log k,
\]
\[
C^{-1} \delta \log \ell \geq C^{-1} \delta \frac{1}{2} \log k \geq C_1^{-1} \delta \log k
\]
and
\[
(\log x)^{\ell} e^{C\ell} = \exp(\ell \log \log x + C\ell) \leq \exp \left( 2C' \frac{k}{\log k} \log \log x + 2C C' \frac{k}{\log k} \right) \leq \exp(C_1 (\log x)^{\alpha}).
\]
By $\ell \leq k$, we have
\[
(\log x)^{\ell} e^{C\ell} \leq (\log x)^{k} e^{Ck} \leq (\log x)^{k} e^{C_1 k}.
\]
Theorem 2.9 now follows from Theorem 2.8 by noting
\[ \delta > 2(\log k)^{-1} > (\log \ell)^{-1}. \]
\[ \square \]

As mentioned by Maynard [22], Theorem 2.8 (hence Theorem 2.9) can apply to vary sparse sets \( \mathcal{A} \) and for such sets the major obstacle is in establishing Hypothesis 1. Maynard [22] (in his proof of Theorem 3.2 therein) illustrated that \( \mathcal{A} = \mathbb{Z} \) with \( u_i = 1 \) (1 \( \leq \) \( i \) \( \leq \) \( k \)) is applicable. In next proposition, we shall follow the idea of Maynard and give an extension of his argument by choosing \( u_i \) from a larger range.

For any integer \( n > 1 \), let \( P(n) \) be the largest prime factor of \( n \).

**Proposition 2.1.** Suppose that 0 < \( \alpha < 1/4 \), \( \beta > 0 \) and \( \mathcal{L} = \{u_1 n + v_1, \ldots, u_k n + v_k\} \) is a set of linear functions with \( k \leq (\log x)^\alpha \) and \( (u_i, v_i) = 1 \) such that
\[ 1 \leq u_i \leq (\log x)^\beta, \quad \mathcal{P}(u_i) < 0.9 \log \log x, \quad 0 \leq v_i \leq x^\alpha \]
for all 1 \( \leq \) \( i \) \( \leq \) \( k \). Then for any sufficiently large \( x \), there is an integer \( B \) satisfying
\[ \frac{\varphi(B)}{B} = 1 + \mathcal{O}\left(\frac{1}{\log \log x}\right) \]
such that Hypothesis 1 is satisfied for \([\mathcal{A}, \mathcal{P}, \mathcal{L}, B, x, \theta] \) with
\[ \mathcal{A} = \mathbb{Z}, \quad \mathcal{P} = \mathbb{P}, \quad \theta = \frac{1}{3}. \]

**Proof.** I. **Verification of condition (3) in Hypothesis 1.**
It is trivial since for \( q < x^\theta \),
\[ \mathcal{A}[x; q, a] = \frac{x}{q} + \mathcal{O}(1) \ll \frac{\mathcal{A}[x]}{q}. \]

II. **Verification of condition (1) in Hypothesis 1.**
The first one is also easy to verify because
\[ \sum_{q \leq x^\theta} \max_a \left| \mathcal{A}[x; q, a] - \frac{\mathcal{A}[x]}{q} \right| \ll \sum_{q \leq x^{1/3}} 1 \ll \frac{\mathcal{A}[x]}{(\log x)^{100k^2}}. \]

III. **Verification of condition (2) in Hypothesis 1.**
For a large \( x \), there is at most one real primitive character \( \tilde{\chi} \) to a modulus \( q_0 \leq e^{c_1 \sqrt{\log x}} \) such that the corresponding \( L \)-function \( L(s, \tilde{\chi}) \) has a real zero larger than \( 1 - c_2 (\log x)^{-1/2} \) via the Landau–Page theorem (see for example [7, Page 95]), where \( c_1 \) and \( c_2 \) are two suitable absolutely positive constants which will be given later. With this fact, we take
\[ B = \begin{cases} P(q_0), & \text{if such an exceptional zero does exist,} \\ 1, & \text{otherwise.} \end{cases} \]
This exceptional zero if exists, its modulus $q_0$ should satisfy $q_0(\log q_0)^4 \gg \log x$ (see for example [7, Page 124]), which means that $q_0 \gg x/(\log \log x)^4$. Moreover, if such an exceptional zero does exist, its modulus $q_0$ is square–free apart from a possible factor of at most 4, otherwise $\chi$ would not be primitive (see for example [7, Page 40]). In view of these facts, on one aspect we have

$$B \leq q_0 \leq e^{c_1 \sqrt{\log x}}.$$ 

On the other aspect, let $q_0' = q_0/(q_0, 4)$, then $q_0'$ is a square–free number satisfying $B = P(q_0')$ and $q_0' \gg x/(\log \log x)^4$. From which we know that $B > 0.9 \log \log x$, otherwise we shall have

$$q_0' \leq \prod_{p \leq 0.9 \log \log x} p = \exp \left( \sum_{p \leq 0.9 \log \log x} \log p \right) < (\log x)^{0.99},$$

which is certainly a contradiction with $q_0' \gg x/(\log \log x)^4$ for sufficiently large $x$. Thus we can conclude that $0.9 \log \log x < B \leq e^{c_1 \sqrt{\log x}}$. It follows that

$$\frac{\varphi(B)}{B} = 1 + O \left( \frac{1}{\log \log x} \right).$$

Let $\pi(X)$ be the the number of primes below $X$ and

$$\pi(X; m, \ell) = \sum_{p \leq X, \ p \equiv \ell \ (\text{mod} \ m)} 1.$$ 

Suppose that $(L_i(a), q) = 1$. Then $(L_i(a), qu_i) = 1$. We have

$$\mathcal{P}_{L_i,A}[x; q, a] = \sum_{x \nmid n < 2x \atop n \equiv \ell \ (\text{mod} \ m)} 1 = \sum_{u_i x + v_i m < 2u_i x + v_i \atop m \in \mathbb{P}} 1$$

$$= \pi(2u_i x + v_i; qu_i, L_i(a)) - \pi(u_i x + v_i; qu_i, L_i(a)) + r_{x,i}$$

and

$$\mathcal{P}_{L_i,A}[x] = \sum_{x \nmid n < 2x \atop u_i x + v_i m < 2u_i x + v_i \atop m \in \mathbb{P}} 1$$

$$= \pi(2u_i x + v_i; u_i, v_i) - \pi(u_i x + v_i; u_i, v_i) + r'_{x,i},$$

where $|r_{x,i}| \leq 1$ and $|r'_{x,i}| \leq 1$. It follows from $\varphi_L(q) \geq 1$ that

$$\left| \mathcal{P}_{L_i,A}[x; q, a] - \mathcal{P}_{L_i,A}[x] \right| < \frac{\pi(2u_i x + v_i; qu_i, L_i(a)) - \pi(u_i x + v_i; qu_i, L_i(a))}{\varphi_L(q)} + \frac{\pi(u_i x + v_i; u_i, v_i)}{\varphi_L(q)} + 2.$$
Let \( \psi(x) = \sum_{n \leq x} \Lambda(n) \) and
\[
\psi(x; m, \ell) = \sum_{\substack{n \leq x \atop \ell \equiv t (\mod m)}} \Lambda(n),
\]
\[
\vartheta(x; m, \ell) = \sum_{p \leq x \atop \ell \equiv t (\mod m)} \log p.
\]
Here as usual, \( \Lambda(n) \) is the Mangoldt function. Hence

\[
\sum_{q \leq \sqrt{x}} \max_{(L_i(a), q) = 1} \left| \mathcal{P}_{L_i, A}[x; q, a] - \frac{\mathcal{P}_{L_i, A}[x]}{\varphi(L_i(q))} \right|
= \sum_{q \leq \sqrt{x}} \max_{(L_i(a), q) = 1} \left| \pi(2u_i x + v_i; qu_i, L_i(a)) - \frac{\pi(2u_i x + v_i; u_i, v_i)\varphi(u_i)}{\varphi(qu_i)} \right|
\]
\[
+ \sum_{q \leq \sqrt{x}} \max_{(L_i(a), q) = 1} \left| \pi(u_i x + v_i; qu_i, L_i(a)) - \frac{\pi(u_i x + v_i; u_i, v_i)\varphi(u_i)}{\varphi(qu_i)} \right| + O(x^{1/3}),
\]
\[
\ll \sum_{q \leq \sqrt{x}} \max_{(L_i(a), q) = 1} \max_{1 \leq \sqrt{x} < y \leq 2u_i x + v_i} \left| \psi(y; qu_i, L_i(a)) - \frac{\psi(y; u_i, v_i)\varphi(u_i)}{\varphi(qu_i)} \right|
\]
\[
+ \sum_{q \leq \sqrt{x}} \max_{(L_i(a), q) = 1} \max_{1 \leq \sqrt{x} < u_i x + v_i} \left| \psi(y; qu_i, L_i(a)) - \frac{\psi(y; u_i, v_i)\varphi(u_i)}{\varphi(qu_i)} \right| + x^{6/7},
\]
\[
=S_1(x) + S_2(x) + O(x^{6/7}), \quad \text{say}, \quad (2.3)
\]
where the last but one step comes from integration by parts. In fact, let \( z \) be a number greater than 2 and \( (m, t) = 1 \). Then
\[
\pi(z; m, t) = \sum_{p \leq z \atop (p, m) = 1} 1 = \frac{\vartheta(z; m, t)}{\log z} + \int_2^z \frac{\vartheta(u; m, t)}{u \log^2 u} du
= \frac{\psi(z; m, t)}{\log z} + \int_2^z \frac{\psi(u; m, t)}{u \log^2 u} du + O(\sqrt{z}). \quad (2.4)
\]
From equation (2.4), we have
\[
\left\{ \begin{array}{l}
\pi(u_i x + v_i; qu_i, L_i(a)) - \frac{\pi(u_i x + v_i; u_i, v_i)\varphi(u_i)}{\varphi(qu_i)} \\
\ll \frac{1}{\log(u_i x + v_i)} \left| \psi(u_i x + v_i; qu_i, L_i(a)) - \frac{\psi(u_i x + v_i; u_i, v_i)\varphi(u_i)}{\varphi(qu_i)} \right|
\end{array} \right.
+ \int_2^{u_i x + v_i} \left| \frac{\psi(u; qu_i, L_i(a)) - \psi(u; u_i, v_i)\varphi(u_i)/\varphi(qu_i)}{u \log^2 u} \right| du + O(\sqrt{u_i x})
\]
The same estimates can be used when $u_i x + v_i$ is replaced by $2u_i x + v_i$. By the triangle inequality, we have

$$S_1(x) = \sum_{q \leq x^{1/3}} \max_{(L_i(a), qu_i) = 1} \max_{\sqrt{x} < y < 2u_i x + v_i} \left| \psi(y; qu_i, L_i(a)) - \frac{\psi(y)}{\varphi(qu_i)} \right|$$

$$+ \sum_{q \leq x^{1/3}} \max_{(L_i(a), qu_i) = 1} \max_{\sqrt{x} < y < 2u_i x + v_i} \left| \psi(y; u_i, v_i) \frac{\varphi(u_i)}{\varphi(qu_i)} - \frac{\psi(y)}{\varphi(qu_i)} \right|$$

$$= S_{11}(x) + S_{12}(x), \text{ say}$$

and

$$S_2(x) = \sum_{q \leq x^{1/3}} \max_{(L_i(a), qu_i) = 1} \max_{\sqrt{x} < y < u_i x + v_i} \left| \psi(y; qu_i, L_i(a)) - \frac{\psi(y)}{\varphi(qu_i)} \right|$$

$$+ \sum_{q \leq x^{1/3}} \max_{(L_i(a), qu_i) = 1} \max_{\sqrt{x} < y < u_i x + v_i} \left| \psi(y; u_i, v_i) \frac{\varphi(u_i)}{\varphi(qu_i)} - \frac{\psi(y)}{\varphi(qu_i)} \right|$$

$$= S_{21}(x) + S_{22}(x), \text{ say}.$$
and
\[
E_2^*(z, q) = \max_{(L_i(a), q) = 1} \max_{y < z} \left| \psi(y; q, L_i(a)) - \frac{y}{\varphi(q)} \right|,
\]
then
\[
S_{21}(x) = \sum_{q \leq x^{1/3}} E_1^*(u_i x + v_i, q u_i)
\]
\[
\leq \sum_{q \leq x^{1/3}(\log x)^\beta} E_1^*(u_i x + v_i, q)
\]
\[
\leq \sum_{q \leq x^{1/3}(\log x)^\beta} E_2^*(u_i x + v_i, q),
\]
where the last but one estimate comes from the fact that \((B, u_i) = 1\) for \(P(u_i) < 0.9 \log \log x < B\) since \(B\) is a prime larger than \(0.9 \log \log x\). Using again the triangle inequality, we find that
\[
E_2^*(z, q) \leq \max_{(L_i(a), q) = 1} \max_{y < z} \left| \psi(y; q, L_i(a)) - \frac{y}{\varphi(q)} \right| + \max_{(L_i(a), q) = 1} \max_{y < z} \left| \frac{y}{\varphi(q)} - \frac{y}{\varphi(q)} \right|.
\]
The elaborate prime number theorem (see for example [7, Page 112]) shows that
\[
\max_{(L_i(a), q) = 1} \max_{y < z} \left| \psi(y; q, L_i(a)) - \frac{y}{\varphi(q)} - \frac{y}{\varphi(q)} \right| \ll \frac{1}{\varphi(q)} \frac{z}{\exp(-c^*(\log z)^{1/2})}
\]
for some constant \(c^* > 0\). Collecting equations (2.6), (2.7) and (2.8), we have
\[
S_{21}(x) \leq \sum_{q \leq x^{1/3}(\log x)^\beta} E^*(u_i x + v_i, q) + O \left( x \exp \left( -c^{**} \sqrt{\log x} \right) \right),
\]
where \(c^{**}\) is a positive constant slightly smaller than \(c^*\) and
\[
E^*(z, q) = \max_{(L_i(a), q) = 1} \max_{y < z} \left| \psi(y; q, L_i(a)) - \frac{y}{\varphi(q)} \right|.
\]
Now, let \(\chi\) be the characters with modulus \(q\). From [7, Page 163], we know that
\[
\sum_{q \leq Q} E^*(u_i x + v_i, q) \ll Q(\log Q x)^2 + \log x \sum_{q \leq Q} \frac{1}{\varphi(q)} \sum_{\chi \text{ primitive}} \max_{y \leq u_i x + v_i} |\psi'(y, \chi)|,
\]
where
\[
\psi'(y, \chi) = \begin{cases} 
\psi(y, \chi), & \text{if } \chi \neq \chi_0; \\
\psi(y, \chi_0) - y, & \text{if } \chi = \chi_0.
\end{cases}
\]
(2.11)
Here, of course, \(\chi_0\) is the trivial character modulo \(q\) and
\[
\psi(x, \chi) = \sum_{n \leq x} \Lambda(n) \chi(n).
\]
It can be proved via [7, Page 164] with \( Q = x^{1/3}(\log x)^{\beta} \) that
\[
\sum_{Q_1 < q \leq Q} \frac{1}{\varphi(q)} \sum_{\chi \text{ primitive}} \max_{y \leq u_i x + v_i} |\psi(y, \chi)| \ll (\log x)^{4} \left( \frac{x(\log x)^{\beta}}{Q_1} + x^{5/6}(\log x)^{1+5\beta/6} \right)
\]
for any number \( Q_1 \leq x^{1/3}(\log x)^{\beta} \). Thus, the right hand–side of equation (2.10) is
\[
\ll (\log x)^{5} \left( \frac{x(\log x)^{\beta}}{Q_1} + x^{5/6}(\log x)^{1+5\beta/6} \right) + \log x \sum_{Q_1 \leq q \leq \frac{Q}{(q, B) = 1}} \frac{1}{\varphi(q)} \sum_{\chi \text{ primitive}} |\psi'(u_i x + v_i, \chi)|
\]
for any number \( Q_1 \leq x^{1/3}(\log x)^{\beta} \). It is trivial that
\[
|\psi(u_i x + v_i, \chi_0) - (u_i x + v_i)| \leq |\psi(u_i x + v_i, \chi_0) - \psi(u_i x + v_i)| + |\psi(u_i x + v_i) - (u_i x + v_i)|
\]
\[
\ll \sum_{n \leq u_i x + v_i} \Lambda(n) + (u_i x + v_i)e^{-c_5 \sqrt{x \log (u_i x + v_i)}}
\]
\[
\ll (\log q) \log (u_i x + v_i) + (u_i x + v_i)e^{-c_5 \sqrt{x \log (u_i x + v_i)}}
\]
\[
\ll (u_i x + v_i)e^{-c_6 \sqrt{x \log (u_i x + v_i)}}
\]
\[
\ll x e^{-c_7 \sqrt{x \log x}}.
\]
from the prime number theorem, where \( c_6 \) and \( c_7 \) are two absolute positive constants. Now, we take \( Q_1 = \epsilon c_1 \sqrt{\log x} \) and so the constraint \((q, B) = 1 \) will guarantee that there is no Landau–Siegel zero in the domain \( q \leq Q_1 \). Therefore, for \( \chi \neq \chi_0 \) we shall have
\[
|\psi(u_i x + v_i, \chi)| \ll x e^{-c_8 \sqrt{x \log x}}
\]
within the scope \( q \leq Q_1 \) and \((q, B) = 1 \) (see for example [7, Page 132]), where \( c_8 \) is an absolute positive constant. Combing equations (2.9)–(2.14), we obtain that
\[
S_{21}(x) \ll \frac{x(\log x)^{\beta+5}}{e c_1 \sqrt{\log x}} + \log x \sum_{\epsilon \leq \epsilon_1 \sqrt{\log x}} x e^{-c_9 \sqrt{x \log x}} + x e^{-c^{**} \sqrt{x \log x}}
\]
\[
\ll \frac{x(\log x)^{\beta+5}}{e c_1 \sqrt{\log x}} + x(\log x) e^{-(c_9-c_1) \sqrt{\log x}} + x e^{-c^{**} \sqrt{x \log x}},
\]
where \( c_9 = \min\{c_7, c_8\} \). Similarly, we have
\[
S_{11}(x) \ll \frac{x(\log x)^{\beta+5}}{e c_1 \sqrt{\log x}} + x(\log x) e^{-(c_{10}-c_1) \sqrt{\log x}} + x e^{-c^{***} \sqrt{x \log x}},
\]
where \( c_{10} \) and \( c^{***} \) are two absolute positive constants. We take \( c_1 = \frac{1}{3} \min\{c_9, c_{10}\} \) and \( c_{11} = \min\{\frac{1}{3} c_1, c^{**}, c^{***}\} \). Then
\[
S_{11}(x) \ll x e^{-c_{11} \sqrt{\log x}}, \quad S_{21}(x) \ll x e^{-c_{11} \sqrt{\log x}},
\]
which is surely more to expectation than the bound of the condition (2) in Hypothesis 1. This can be seen by $k \leq (\log x)^\alpha$,
\[ P_{L_i,A}[x] = \pi(2u_i x + v_i; u_i, v_i) - \pi(u_i x + v_i; u_i, v_i) + r_{x,i} \gg \frac{x}{\log x} \]
and
\[ (\log x)^{100k^2-1} = \exp((100k^2 - 1) \log \log x) \]
\[ \leq \exp(100(\log x)^2 \alpha (\log \log x)) \]
\[ < \exp(c_1 \sqrt{\log x}). \]
This completes the proof of Proposition 2.1. \[ \square \]

3. Proof of Theorem 1.5 and Corollary 1.6

We now prove Theorem 1.5 from Theorem 2.9 and Proposition 2.1.

Proof of Theorem 1.5. Let
\[ \theta = \frac{1}{3}, \quad A = \mathbb{Z}, \quad P = \mathbb{P}, \quad L = \{u_1 n + v_1, \ldots, u_k n + v_k\}. \]
Let $C_1$ be the same one in Theorem 2.9. We take $\delta = \frac{1}{2}$ and
\[ C_0 = \max \left\{ \left\lfloor e^4 \right\rfloor + 1, 2C_1 \right\}, \]
then we shall have $k \geq C_1$ and $\delta > 2(\log k)^{-1}$ for $k \geq C_0$.

By Proposition 2.1, Hypothesis 1 is satisfied for $[A, P, L, B, x, \theta]$ chosen above, where $B$ is the positive integer given in Proposition 2.1. Recall that for sufficiently large $x$, we have
\[ P_{L_i,A}[x] = \sum_{x \leq n < 2x, u_i n + v_i \in \mathbb{P}} \sum_{u_i x + v_i \leq m < 2u_i x + v_i} \sum_{m \equiv v_i (\mod u_i)} 1 \]
\[ \geq \pi(2u_i x + v_i; u_i, v_i) - \pi(u_i x + v_i; u_i, v_i) - 2 \]
\[ = (1 + o(1)) \left\{ \frac{1}{\varphi(u_i) \log(2u_i x + v_i)} - \frac{1}{\varphi(u_i) \log(u_i x + v_i)} \right\} \]
\[ > \frac{2u_i}{3 \varphi(u_i) \log x} \]
by the Siegel–Walfisz theorem (see for example [7, Page 133]). From which we deduce
\[ \frac{\varphi(B) \varphi(u_i)}{B} P_{L_i,A}(x) \geq \left( 1 + O \left( \frac{1}{\log \log x} \right) \right) \frac{\varphi(u_i)}{u_i} \frac{2u_i}{3 \varphi(u_i) \log x} \]
\[ \geq \frac{2}{3} \left( 1 + O \left( \frac{1}{\log \log x} \right) \right) \frac{x}{\log x} \]
\[ \geq \frac{1}{2} \frac{A[x]}{\log x} = \delta \frac{A[x]}{\log x} \]
for any $1 \leq i \leq k$, provided that $x$ is sufficiently large. By Theorem 2.9,
\[
\#\{ n : x \leq n < 2x, |\{ u_1 n + v_1, \ldots, u_k n + v_k \} \cap \mathbb{P} | \geq C^{-1} \delta \log k \} \gg x \exp (-C_1 (\log x)^{\alpha}) \\
\geq x \exp (-C_0 (\log x)^{\alpha}).
\]

The proof of Theorem 1.5 is complete by the fact $C_1^{-1} \delta = \frac{1}{2} C_1^{-1} \geq C_0^{-1}$. □

As an application of Theorem 1.5, we prove Corollary 1.6.

**Proof of Corollary 1.6.** Let us first fix a sufficiently large number $m_0$ and prove the corollary via Theorem 1.5 for the case that $x$ is larger than $m_0$. Without loss of generality, we may assume that $0 < \varepsilon < 1/100$.

We divide into the following fours cases:

**Case I.** $x \geq m_0$ and $(C_0 + 1)^{2/\varepsilon} \leq y \leq (\log x)^{3}$. We take $\alpha = \frac{1}{3}$, $k = [y^{\varepsilon/2}]$ and $u_i = q$, $v_i = (i - 1)q + a$ $(1 \leq i \leq k)$ in Theorem 1.5. Then we have
\[
C_0 \leq k \leq y^{\varepsilon/2} \leq (\log x)^{3\varepsilon/2} < (\log x)^{1/5}
\]
and
\[
v_i \leq kq \leq (\log x)^{3\varepsilon/2} \cdot 0.9 \log \log x < (\log x)^{1/5}.
\]
Thus
\[
\#\{ x \leq n < 2x : |\{ q n + a, \ldots, q n + (k - 1)q + a \} \cap \mathbb{P} | > C_0^{-1} \log k \} \\
\gg x \exp (-C_0 (\log x)^{1/5}) > x \exp \left( -\sqrt{\log x} \right)
\]
by Theorem 1.5. It follows that there are at least $x \exp (-\sqrt{\log x})$ integers $n \in [x, 2x)$ such that
\[
\pi(qn + y; q, a) - \pi(qn; q, a) > C_0^{-1} \log k \gg \varepsilon \log y.
\]

**Case II.** $x \geq m_0$ and $y < (C_0 + 1)^{2/\varepsilon}$. By the Siegel–Walfisz theorem, there are at least $\frac{1}{2} \frac{x}{\varphi(q) \log x}$ integers $n \in [x, 2x)$ such that $qn + a$ is a prime. In other words, for at least $\frac{1}{2} \frac{x}{\varphi(q) \log x} (> \frac{1}{2} \frac{x}{\log x})$ integers $n$ we have
\[
\pi(qn + y; q, a) - \pi(qn; q, a) \geq 1 \gg \varepsilon \log y
\]
since $a < q \leq y^{1-\varepsilon} < y < (C_0 + 1)^{2/\varepsilon}$.

**Case III.** $x \geq m_0$ and $\log^3 x < y \leq qx/2$. Since
\[
\sum_{x \leq n < 2x} (\pi(qn + y; q, a) - \pi(qn; q, a)) = \sum_{x \leq n < 2x} \sum_{\substack{q n < p \leq q n + y \\ p \equiv a \pmod{q}}} 1
\]
\[
= \sum_{\substack{q x < p \leq 2q x + y \\ p \equiv a \pmod{q}}} \sum_{\substack{x \leq n < 2x \\ \frac{q}{q} \leq n < \frac{q}{q}}} 1
\]
\[
> \sum_{\frac{3}{2} qx < p \leq 2qx, \frac{p-a}{q} \equiv 0 \pmod{q}} \sum_{\frac{\ell}{q} \leq n < \frac{p}{q}} 1
\]

\[
> \frac{y}{2q} \sum_{\frac{3}{2} qx < p \leq 2qx, \frac{p-a}{q} \equiv 0 \pmod{q}} 1,
\]

we know by the Siegel–Walfisz theorem and \( q < 0.9 \log \log x \) that

\[
\sum_{x \leq n < 2x} \left( \pi(qn + y; q, a) - \pi(qn; q, a) \right) > \frac{xy}{6 \varphi(q) \log x} > \frac{xy}{6 \log \log x \log x},
\]

from which we deduce that at least \( x \exp(-\sqrt{\log x}) \) integers \( n \in [x, 2x] \) satisfy our requirement.

**Case IV.** \( x \geq m_0 \) and \( y > qx/2 \). It follows from the Siegel–Walfisz theorem and \( q < 0.9 \log \log x \) that every integer \( n \in [x, 2x] \) would satisfy our requirement.

We are left over to treat \( x < m_0 \). In this case, \( y \) is sufficiently large by the assumption of our corollary, and the corollary follows trivially from the prime number theorem in arithmetic progressions. \( \square \)

**Remark 3.5.** From the proof of Corollary 1.6 we know that it is nontrivial only for \( x \) sufficiently large and \( y \) equally to a relatively small power of \( \log x \), otherwise the corollary shall be an exercise of the prime number theorem and the Siegel–Walfisz theorem.

### 4. Proofs of Theorem 1.1 and its corollaries

**Proof of Theorem 1.1.** Let \( x \) be a sufficiently large number and \( X = (x \log \log x)^{1/\alpha} \). Then \( x = \frac{X^{\alpha}}{\log \log x} \), \( a_1 < \cdots < a_t \leq \frac{X^{\alpha}}{\log \log x} \),

\[
1 \leq \ell_i < 0.9 \log \log x < 0.9 \log \log X
\]

and

\[
t > \left( \log \frac{X^{\alpha}}{\log \log x} \right)^{\alpha} > 0.9 \alpha^{\alpha}(\log X)^{\alpha}.
\]

Let \( k \) be the integer with

\[
k \leq 0.9 \alpha^{\alpha}(\log X)^{\alpha} < k + 1. \tag{4.1}
\]

Then \( k < (\log X)^{\alpha} \) and \( k < t \). Let \( v_i = \ell_i a_t - a_i \) \((1 \leq i \leq k)\). Then \( 1 \leq v_i \leq \ell_i a_t \leq X^{\alpha} \).

By Theorem 1.5, there is a positive constant \( C_0 \) depending only on \( \alpha \) such that

\[
\# \{ X \leq n < 2X : |\{\ell_1 n + v_1, \ldots, \ell_k n + v_k\} \cap \mathbb{P}| \geq C_0^{-1} \log k \} \gg X \exp(-C_0(\log X)^{\alpha}).
\]

That is,

\[
\# \{ X \leq n < 2X : |\{\ell_1 (n + a_t) - a_1, \ldots, \ell_k (n + a_t) - a_k\} \cap \mathbb{P}| \geq C_0^{-1} \log k \}
\]

\[
\gg X \exp(-C_0(\log X)^{\alpha}).
\]

It follows that there are at least $X \exp(-C_0 (\log X)^\alpha)$ of integers $n \in [X, 2X)$ such that at least $C_0^{-1} \log k$ of the representations

$$\ell_i(n + a_i) = p + a_i \quad (p \in \mathbb{P}, 1 \leq i \leq t)$$

are available. By (4.1), for $n \in [X, 2X)$, we have

$$\log k > \log (0.8 \alpha^\alpha (\log X)^\alpha) \geq \frac{1}{2} \alpha \log \log 3X \geq \frac{1}{2} \alpha \log \log n.$$ 

Noting that

$$X \exp(-C_0 (\log X)^\alpha) = (x \log \log x)^{1/\alpha} \exp(-C_0 \alpha^{-\alpha} (\log x + \log \log \log x)^\alpha) > x^{1/\alpha} \exp\left(-C_0 2^\alpha \alpha^{-\alpha} (\log x)^\alpha\right),$$

thus there are at least $x^{1/\alpha} \exp(-C_0 2^\alpha \alpha^{-\alpha} (\log x)^\alpha)$ of integers

$$n \in [(x \log \log x)^{1/\alpha}, 2(x \log \log x)^{1/\alpha})$$

such that at least $\frac{1}{2} C_0^{-1} \alpha \log \log n$ of the representations

$$\ell_i(n + a_i) = p + a_i \quad (p \in \mathbb{P}, 1 \leq i \leq t)$$

are available. Taking $\tilde{n} = n + a_t$, then there are at least $x^{1/\alpha} \exp\left(-\tilde{C}_0 2^\alpha \alpha^{-\alpha} (\log x)^\alpha\right)$

of integers

$$\tilde{n} \in [(x \log \log x)^{1/\alpha}, 2(x \log \log x)^{1/\alpha})$$

such that at least $\frac{1}{2} C_0^{-1} \alpha \log \log n$ of the representations

$$\ell_i \tilde{n} = p + a_i \quad (p \in \mathbb{P}, 1 \leq i \leq t)$$

hold, where $\tilde{C}_0$ is a constant slightly larger than $C_0$.

This completes the proof of Theorem 1.1. \qed

Proof of Corollary 1.2. For a sufficiently large $m$ with $\mathcal{A}(m) > (\log m)^\alpha$ and $\ell_i < 0.9 \log \log m$. We take $\alpha_1 = \min\{\alpha, \frac{1}{2}\}$. Then $\mathcal{A}(m) > (\log m)^{\alpha_1}$. By Theorem 1.1, there is an integer $n \in [(m \log \log m)^{1/\alpha_1}, 2(m \log \log m)^{1/\alpha_1})$ such that

$$f_{\mathcal{A}, \mathcal{L}}(n) \geq c' \log \log n. \quad (4.2)$$

Since there are infinitely many positive integers $m$ such that $\mathcal{A}(m) > (\log m)^\alpha$, it follows that

$$\limsup_{n \to \infty} \frac{f_{\mathcal{A}, \mathcal{L}}(n)}{\log \log n} \geq c' > 0.$$ 

This completes the proof of Corollary 1.2. \qed
Proof of Corollary 1.3. Take $\ell_i = 1$ for all $i$. Let
\[ \alpha_1 = \min \left\{ \alpha, \frac{1}{5} \right\}. \]

For a sufficiently large $x$, let $X \log \log X = (x/2)^{\alpha_1}$. Then $\mathcal{A}(X) > (\log X)^{\alpha_1} \geq (\log X)^{\alpha_1}$. By Theorem 1.1, there are at least $X^{1/\alpha_1} \exp(-c(\log X)^{\alpha_1})$ integers
\[ n \in [(X \log \log X)^{1/\alpha_1}, 2(X \log \log X)^{1/\alpha_1}] \]
with
\[ f_\mathcal{A}(n) \geq 2c' \log \log n, \]
where $c$ and $c'$ are two positive constant depending only on $\alpha_1$. Noting that
\[ (X \log \log X)^{1/\alpha_1} = \frac{1}{2}x \]
and
\[ X^{1/\alpha_1} \exp(-c(\log X)^{\alpha_1}) \geq \frac{x}{2}(\log \log X)^{-1/\alpha_1} \exp(-c\alpha_1^\alpha_1(\log x - \log 2)^{\alpha_1}) \]
\[ \geq x \exp(-c(\log x)^{\alpha_1}) \]
\[ \geq x \exp(-c(\log x)^{\alpha}) \]
for all sufficiently large $x$. So there are at least $x \exp(-c(\log x)^{\alpha})$ integers $n \in [x/2, x)$ with
\[ f_\mathcal{A}(n) \geq 2c' \log \log n \geq 2c' \log \log \frac{x}{2} > c' \log \log x. \]

This completes the proof of Corollary 1.3. \( \square \)

Proof of Corollary 1.4. Let $a_i = 2^{\ell_i}$. Then
\[ \mathcal{A}(x) \geq (\log x / \log 2)^{1/\ell} > (\log x)^{1/\ell}. \]

Now Corollary 1.4 follows from Corollary 1.3. \( \square \)

5. Further refinements

Maybe we should mention that the results obtained previously in this article can be strengthen slightly by requiring the integers $n$ chosen from a relatively sparse set. In the following, we sketch some adjustments of the previous proofs to make integers $n$ restricted in the Beatty sequence $\{\lfloor \beta k + \gamma \rfloor \}_{k=1}^\infty$, where $\beta > 1$ is an irrational real number and $\gamma$ a real number. Certainly, the adjustments are focused on the verifications of Hypothesis 1 and these can be pushed parallel with the domain $0 < \theta < 1/2$. In another word, Proposition 2.1 can be established for
\[ \mathcal{A} = \{ \lfloor \beta k + \gamma \rfloor \}_{k=1}^\infty. \]

The type $\tau$ of $\beta$ is defined by
\[ \tau = \sup \left\{ \theta \in \mathbb{R} : \liminf_{n \to \infty} n^{\theta} \| \beta n \| = 0 \right\}, \]
where \( \|y\| \) denotes the distance from the real number \( y \) to the nearest integer, i.e.,

\[
\|y\| = \min_{n \in \mathbb{Z}} |y - n|.
\]

Let the continued fraction expansion of \( \beta \) be \([a_0, a_1, \ldots]\) and let \([a_0, a_1, \ldots, a_n] = p_n/q_n\) with \( q_n \geq 1 \) and \((p_n, q_n) = 1\). The number \( \beta \) is said to have bounded partial quotients if there is an absolute constant \( K \) such that \( a_i \leq K \) for any \( a_i \) in its continued fraction.

**Lemma 5.10.** [17, Theorem 182] For any integer \( q \) with \( 1 \leq q \leq q_n \), we have \( \|q_n \beta\| \leq \|q \beta\| \).

**Lemma 5.11.** If \( \beta \) has bounded partial quotients, then the type of \( \beta \) is 1.

**Proof.** Since \( \beta \) has bounded partial quotients, there is an absolute constant \( K \) such that \( a_i \leq K \) for all \( i \geq 0 \). Let \( \beta = [a_0, a_1, \ldots, a_n, \beta_n] \). Then \( \beta_n < K + 1 \) and

\[
\beta - \frac{p_n}{q_n} = \frac{\beta_n p_n + p_{n-1}}{\beta_n q_n + q_{n-1}} - \frac{p_n}{q_n} = \frac{(-1)^n}{q_n(\beta_n q_n + q_{n-1})}.
\]

Thus,

\[
q_n \|\beta q_n\| = q_n |\beta q_n - p_n| = \frac{q_n}{\beta_n q_n + q_{n-1}} > \frac{q_n}{(K + 1)q_n + q_{n-1}} \geq \frac{1}{K + 2}.
\]

Clearly, \( q_n = a_n q_{n-1} + q_{n-2} \leq (K + 1)q_{n-1} \). It follows from Lemma 5.10 that for \( q_{n-1} < q \leq q_n \),

\[
q \|\beta q\| > q_{n-1} \|\beta q_n\| \geq \frac{1}{(K + 1)(K + 2)}.
\]

Hence

\[
\liminf_{q \to +\infty} q \|\beta q\| \geq \frac{1}{(K + 1)(K + 2)}.
\]

For any \( \varepsilon > 0 \), by

\[
q_n \|\beta q_n\| = |\beta q_n - p_n| = \frac{q_n}{\beta_n q_n + q_{n-1}} < 1,
\]

we have

\[
\liminf_{q \to +\infty} q^{1-\varepsilon} \|\beta q\| \leq \liminf_{q \to +\infty} q_n^{1-\varepsilon} \|\beta q_n\| = 0.
\]

Therefore, the type of \( \beta \) is 1. \( \square \)

The following standard results illustrated that the elements are well-distributed in \( \{\lfloor \beta k + \gamma \rfloor\}_{k=1}^{\infty} \).

**Lemma 5.12** ([2], Theorem). Let \( \beta > 1 \) be irrational with bounded partial quotients and \( 0 \leq \gamma < \beta \). Then for integers \( a, d \) with \( d \geq 2 \) and \( 0 \leq a < d \), we have

\[
\sum_{n \leq x \atop \lfloor \beta n + \gamma \rfloor \equiv a \pmod{d}} 1 = \frac{x}{d} + O(d \log^3 x),
\]

where the implied constant depends at most on \( \beta \) and \( \gamma \).
Lemma 5.13 ([1], Theorem 5.1). Let \( \beta \) and \( \gamma \) be fixed real numbers with \( \beta \) irrational, positive and of finite type. Then there is a constant \( \kappa \) (depending on \( \beta \)) such that for all integers \( 0 \leq a \leq q \leq N^\kappa \) with \( (a, q) = 1 \), we have
\[
\sum_{n \leq N} \Lambda \left( q \lfloor \beta n + \gamma \rfloor + a \right) = \beta^{-1} \sum_{m \leq \lfloor \beta N + \gamma \rfloor} \Lambda (qm + a) + O \left( N^{1-\kappa} \right),
\]
where the implied constant depends only on \( \beta \) and \( \gamma \).

Lemma 5.14 ([1], Theorem 5.4). Let \( \beta \) and \( \gamma \) be fixed real numbers with \( \beta \) irrational, positive and of finite type. Then there is a constant \( \kappa \) (depending on \( \beta \)) such that for all integers \( 0 \leq a \leq q \leq N^\kappa \) with \( (a, q) = 1 \), we have
\[
\sum_{n \leq N} \Lambda \left( \lfloor \beta n + \gamma \rfloor + a \right) = \beta^{-1} \sum_{m \leq \lfloor \beta N + \gamma \rfloor} \Lambda (m) + O \left( N^{1-\kappa} \right),
\]
where the implied constant depends only on \( \beta \) and \( \gamma \).

Conditions (1) and (3) in Hypothesis 1 can be verified by Lemma 5.12. Unluckily, when we need to verify condition (2) of Hypothesis 1, both Lemma 5.13 and Lemma 5.14 can not be applicable. However, we can establish a variant of Lemma 5.13 and Lemma 5.14 to break this barrier.

Theorem 5.15. Let \( \beta > 1 \) and \( \gamma \) be fixed real numbers with \( \beta \) irrational, positive and of finite type. Then there is a constant \( \kappa_1 \) (depending on \( \beta \)) such that for all integers \( 0 \leq a_j \leq q_j \leq N^{\kappa_1} \) (\( j = 1, 2 \)) with \( (a_2, q_2) = 1 \) and \( (q_2a_1 + a_2, q_1) = 1 \), we have
\[
\sum_{n \leq N \atop \lfloor \beta n + \gamma \rfloor \equiv a_1 \pmod{q_1}} \Lambda (q_2 \lfloor \beta n + \gamma \rfloor + a_2) = \beta^{-1} \sum_{m \leq \lfloor \beta N + \gamma \rfloor \atop m \equiv a_1 \pmod{q_1}} \Lambda (q_2m + a_2) + O \left( N^{1-\kappa_1} \right),
\]
where the implied constant depends only on \( \beta \) and \( \gamma \).

The proof of Theorem 5.15 is actually a trivial adjustment of the proof of [1, Theorem 5.1] (i.e., Lemma 5.13) by making the following replacement in it.
\[
\sum_{n \leq M \atop m \equiv a_1 \pmod{q_1}} \Lambda (q_2m + a_2)e(\beta km) \equiv_{q_2M + a_2} e \left( -\frac{\beta ka_2}{q_2} \right) \sum_{n \leq q_2a_1 + a_2 \pmod{q_1q_2}} \Lambda (n)e \left( \frac{\beta kn}{q_2} \right).
\]
We remark that in this equality the additional condition \( (q_2a_1 + a_2, q_1) = 1 \) appeared in Theorem 5.15 is necessary, which shall arise naturally in the verification of condition (2) in Hypothesis 1. Summarizing the above analysis and statements, it can be concluded as the following theorem.

Theorem 5.16. Let \( \beta > 1 \) and \( 0 \leq \gamma < \beta \) be fixed real numbers such that \( \beta \) is irrational with bounded partial quotients. For \( \alpha > 0 \), let
\[\mathcal{A} = \{a_1 < a_2 < a_3 < \cdots \}\]
and
\[ L = \{\ell_1, \ell_2, \ell_3, \ldots\} \quad (\text{not necessarily different}) \]
be two sequences of positive integers with \( A(m) > (\log m)^\alpha \) for infinitely many positive integers \( m \) and \( \ell_m < 0.9 \log \log m \) for sufficiently large integers \( m \). Then we have
\[ \limsup_{n \to \infty} \frac{f_{A,L}(n)}{\log \log n} > 0 \]
where \( A = \{\lfloor \beta k + \gamma \rfloor\}_{k=1}^\infty \) is the Beatty sequence.

Perhaps, some further refinements of our previous results can be taken in the scene of the Piatetski–Shapiro sequences \([29] [n^c]\) for some \( c \) slightly larger than 1 due to the well–distributed property of its elements. We shall admit that we do not proceed this work. We believe that an elaborate treatment of the exponential sums involving the Piatetski–Shapiro sequences \([n^c]\) to make the constant \( c \) as large as possible would be of some interest.

6. Final remarks

There is an outstanding conjecture named \textit{Prime k-tuples conjecture} of Dickson which states as following.

Conjecture 6.1 (weak form). Let \( a_1, a_2, \ldots, a_k \) be an admissible set, then there are infinitely many integers \( n \) such that all of \( n + a_1, n + a_2, \ldots, n + a_k \) are primes.

Based on the conjecture of Dickson and recent progress towards this direction, especially the result of Maynard \([22, \text{Theorem 3.1}]\), we can make the following reasonable conjecture. It can be viewed as an extension of the Dickson conjecture.

Conjecture 6.2. For any arbitrarily small constant \( \delta > 0 \), there exists an integer \( x_0 = x_0(\delta) \) such that for every \( x \geq x_0 \), if \( a_1, a_2, \ldots, a_k \) is an admissible set with \( k \leq (\log x)^{1-\delta} \) and \( a_i \leq x^{1-\delta} \), then there is a positive integer \( n \leq x \) such that all of the \( k \) shifts \( n + a_1, n + a_2, \ldots, n + a_k \) are primes.

Replacing Theorem 1.5 by Conjecture 6.2, we shall have
\[ \limsup_{n \to \infty} \frac{f_{A,L}(n)}{(\log n)^{1-\delta}} > 0. \]
Certainly, it covers the result
\[ \limsup_{n \to \infty} \frac{f(n)}{(\log n)^{1-\delta}} > 0. \]
However, the decision of whether \( f(n) = o(\log n) \) seems to be far beyond the present mathematics, even under the strong assumptions. We end this article by quoting the original words of Erdős. ‘\textit{The conjecture } f(n) = o(\log n) \textit{ if true is probably rather deep}.’
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