Using Connectome Features to Constrain Echo State Networks
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Abstract—We report an improvement to the conventional Echo State Network (ESN) across three benchmark chaotic time-series prediction tasks using fruit fly connectome data alone. We also investigate the impact of key connectome-derived structural features on prediction performance – uniquely bridging neurobiological structure and machine learning function; and find that both increasing the global average clustering coefficient and modifying the position of weights – by permuting their synapse-synapse partners – can lead to increased model variance and (in some cases) degraded performance. In all we consider four topological point modifications to a connectome-derived ESN reservoir (null model); namely, we alter the network sparsity, re-draw nonzero weights from a uniform distribution, permute nonzero weight positions, and increase the network global average clustering coefficient. We compare the four resulting ESN model classes – and the null model – with a conventional ESN by conducting time-series prediction experiments on size-variants of the Mackey-Glass 17 (MG-17), Lorenz, and Rossler chaotic time series; denoting each model’s performance and variance across train-validate trials.
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I. INTRODUCTION

Reservoir Computers (RCs) have grown to occupy a particular niche as a class of machine learning models which are best-in-class in time series prediction of dynamical and chaotic systems [1], whilst also being efficient and easy to train compared to many other Recurrent Neural Network paradigms. The trick to the RC’s efficiency is in its randomly-generated reservoir layer. Instead of optimizing the weights in this layer, the RC relies on a sufficiently-large population of neurons which are sparsely and randomly connected; this provides the network with a capacity to generate rich transformations of the input into activation states [2] – the network is then able to generate a particular output realization by taking a linear combination of these.

What makes the RC shine is also a hindrance, however. Randomness, as mentioned, is non-optimal by definition. Random weight generation in particular also contributes to large model variance – for which RCs are notorious [3]. While, intuitively, one might consider moving to a larger reservoir size to help compensate for “bad” random weights, this approach has actually been shown to decrease the likelihood that an effective network will be found [4].

Many recent works have sought to counteract the shortcomings of the random RC reservoir. [1], for example, introduces the Next-Generation Reservoir Computer (NGRC), which replaces the reservoir layer altogether with a time-delayed input sequence, paired with nonlinear functional mappings of the sequence components – culminating in an output layer which concatenates the linear and nonlinear components; [1] reports comparable performance to the conventional RC; however, this is accompanied by a 33 to 162 times decrease in computational complexity. Another recent trend – coined formally in [5] – is “Structured Reservoir Computing”, which asserts topological elements or rules onto the reservoir. In [5], for example, authors enforce an exponential distance rule in their reservoir – inspired by white matter connectivity in posterior-anterior cortical hierarchy – and find that long-distance connections in particular cause a “speed-up” in temporal processing on a narrative alignment task.

Within the “Structured RC” umbrella, numerous other brain-inspired approaches have been proposed. In [6], for...
example, the authors construct their reservoirs by “scaling up” small (approximately 30-neuron) cross-sections of macaque, marmoset, and human brain tissue, respectively; with their RC models they are able to achieve similar performance on memory capacity and sequence memory tasks compared to a vanilla RC. In [7], patterns of human brain activity from diffusion-weighted imaging are used to create functional 1015-node consensus RCs; the authors report that their brain-inspired models have a lower “wiring cost” compared to their rewired counterparts, and that these achieve improved memory capacity at the edge of chaos — i.e. a spectral radius (ρ) of 1.

In line with these works, herein we adopt a two-part strategy for imposing explicit brain structure onto the rate-based flavour of RCs, the Echo State Network (see Fig. 1). By “explicit”, we refer to a one-to-one mapping of neurons onto an RC reservoir; this is distinct from, for example, the scaled up mapping in [6]. In the first part of our approach, we draw from a completely-mapped brain region of interest (ROI) to create our derived reservoir. In the second part, we extract topological features from the reservoir in order to determine their — and the original reservoir’s — impact on (predictive) performance. We use an early principles, mesoscale brain structure: from the smallest animal which is behaviourally most-capable (i.e. in learning from and responding to external stimuli) and which also has a near-fully-mapped connectome — where “neurons” are simple point neurons, and “weights” are synapse affinities (i.e. the number of synaptic connections); here we refer to the olfactory region of the fruit fly connectome.

The fruit fly is an excellent olfactory learner: it (males specifically) can deduce the suitability of other flies for mating (i.e. their fertility) based on odor cues alone [8]; the fly can also be trained to increase or decrease its neurally-traceable output response to an odor gradient when the odor is followed with pleasure (i.e. food) or pain (i.e. electric shock), respectively [9] — impressively, it often learns to master these tasks in “one-shot” or “few-shots” [9]–[11].

Fruit fly olfactory-inspired algorithms, also, have successfully transferred many of these efficiencies to machine learning applications: [11] for example, use the architecture of the ORN-to-MB (olfactory receptor neurons to mushroom body) portion of the olfactory system to create a locality-sensitive hashing algorithm — here the authors report numerous improvements to various similarity search benchmarks. There is further motivation from the hypothesis that biological brains have been “sharpened” over time by natural selection to accurately and efficiently predict specific output responses from sensory inputs, which increase pleasurable outcomes and avoid painful ones — in the fly brain, these have been shown to follow a gradient of prediction errors [9], [12]. Whilst such ideas are beyond the scope of this work, they have served as a driving factor in our overall approach.

A. Hypothesis

We will investigate the contribution of explicit connectome-derived topology and also four connectome-derived structural features — each imposed onto a reservoir — on the performance and variance of an Echo State Network (ESN) for size-variants of the Mackey-Glass, Lorenz, and Rossler time series. For structural features we will consider sparsity (or density) of edges, the distribution of weights, weight positions (i.e. the set of all synaptic partners), and global clustering. We will measure performance as the Mean-Squared Error (MSE) — see Eq. 1 — between model predictions and output labels on a particular validation set; we will measure variance by computing the squared standard deviation of MSE over all validation sets for a particular training input size.

$$E\left( \hat{y}(n), y(n) \right) = \frac{1}{T} \sum_{n=1}^{T} \left( \hat{y}(n) - y(n) \right)^2$$  \hspace{1cm} (1)

Here $\hat{y}(n)$ is an output prediction at discrete time step $n$, $y(n)$ is a provided target label at step $n$, and $T$ is the total number of discrete time steps considered.

Mean-Squared Error is commonly used for ESN benchmarking — i.e. in [13]–[15]; although, Root-Mean-Squared Error (RMSE) and Normalized Root-Mean-Squared Error (NRMSE) are also valid metrics [16], [17]. We select MSE in particular since this is the particular objective function used for ridge regression; thus, the model which achieves the minimum MSE is, by design, best oriented towards the objective function.

B. Objectives

From our hypothesis we derive five objectives. Each objective is concerned with determining the impact of a particular connectome-derived feature (or all features) on ESN performance and variance — by ESN, here we refer to a conventional baseline (see Sec. III-D).

For our first objective, we impose the full connectome ROI onto an ESN reservoir and measure the resulting time series prediction performance and variance.

Our second objective explores the influence of connectome-derived sparsity (or equivalently, density). We define “density” as the proportion of all nonzero edges; for example, a 35%-dense network of 10 neurons has 35 nonzero weights.

Our third objective is to identify the effect of altering the parent distribution of reservoir edge weights.

For our fourth objective, we permute the set of all node pairs — i.e. the “position” of edge weights.

Finally, we measure the changes in model performance and variance as a result of adjusting the global clustering coefficient (see Eq. 2) of the network, $C$; this is a descriptive term for small-world networks — e.g. the fly brain [18]–[20].

$$C = 3 \times \frac{\# \text{of triangles}}{\# \text{of connected triples}}$$  \hspace{1cm} (2)

Here a “connected triple” is any three nodes $\{D, E, F\}$ where $\{D, E\}$ and $\{E, F\}$ are connected by two edges. For a triple to be closed it requires the nodes to be connected by three edges. A triangle graph holds three closed triples.

To address our hypothesis and implement our objectives, we propose a subtractive model-driven framework (Fig. 2). We
start with a (biological) null model: an ESN with its reservoir entirely replaced by a fruit fly connectome (i.e. its connectivity matrix). We then “remove” connectome topological features, replace these with conventional ESN analogues, and determine the resulting impact on performance and variance for time series predictions on subsets of the Mackey-Glass, Lorenz, and Rossler time series. We construct four models: For Model S (“Sparsity”), we increase the density of the null model (from 1.3%) to 20% – as in [2], [21], [22]. To fill zero-weight positions (selected randomly) with reservoir weights, we sample from a bootstrapped population distribution of nonzero connectome weights. For Model D (“Distribution”), we switch each nonzero null model weight with one sampled from a uniform distribution on \([-1, 1]\) – as in [3], [21]. For Model P (“Position”), we permute all nonzero null model weights from the connectivity matrix row-wise and column-wise, whilst retaining zero-valued positions. For Model C (“Clustering”), we add bootstrapped connectome weights to the null model to increase \(C\) from 0.27 (for our connectome) to 0.5 – i.e. greater than that of a random ESN reservoir.

II. RELATED WORK

A. Structural features of Echo State Networks

Sparsity: In [22] and [2], a sparsely-connected reservoir – of 20% density – is recommended for optimal performance; this enables sufficient short-term memory capacity of the network. [21] considers a 20%-density ESN by default. [23] recommends 10 edges per node on average as a “rule of thumb”. Conversely, [24] finds that varying density from 7% to 20% has a negligible effect on average state entropy – i.e. the richness of the space of input representations.

Weights: ESN reservoir weights are fixed, random values from a uniform distribution on \([-1, 1]\), by convention [2], [22]. Some works have sought to incorporate dynamic weights: [25], for example, found that a dynamic graph ESN could perform twelve classification tasks with similar accuracy to non-dynamic graph ESNs using less memory. The authors of [3] sample reservoir weights from uniform, arc sine, and gaussian distributions: they find that an arc sine distribution can improve time series prediction performance, but speculate that it is the sparsity resulting from the distribution (and not the sampled values themselves) that is responsible. [2], in particular, recommends an investigation into the behaviour of reservoir topologies with structured (i.e. non-random) weights.

Small-worldness: A small-world network exhibits sufficiently slow increase in mean shortest path length (MSPL) with the addition of new nodes [19]. Alternatively, a network is small-world in comparison to an Erdös-Renyi random graph if it has lower MSPL and higher clustering coefficient \(C\) [26]; \(C\) and MSPL are both important features to determine small-worldness [18], [19]. [27] observe similar time series prediction performance with fewer reservoir neurons when the reservoir – after node removal – is small-world (in addition to other constraints).

B. Fly-inspired machine learning approaches

[28] applies a connectome-derived approach to motion detection. In their work, the authors create a Recurrent Convolutional Neural Network (RCNN) from the early anatomical stages of fruit fly vision – the Elementary Motion Detection (EMD) circuit, from retinal mapping of inputs to the T4 and T5 neurons at the lobula plate (ON/OFF pathway); [28] imparts this topology explicitly and also includes all known excitatory and inhibitory synapses. Their RCNN convolutional layers form a hexagonal lattice structure; cells in each lattice correspond to biological neurons, and each layer represents an appropriate anatomical layer (i.e. multiple parallel layers represent the retinal cells). [28] initially trains their network on a subset of DAVIS 2016 – on video clips where objects move across a fixed lens. They compare validation performance versus an equivalent network with randomly-generated weights on an object detection task; specifically they move light and dark bars in 180 directions across the “visual field” of each network. Surprisingly, their RCNN is able to capture the same directional and orientation selectivity which is observed in the fly brain, whereas the randomly-weighted network is not. This suggests that fly-like functionalities can be recovered from a connectome alone.

In contrast to [28]’s explicit approach, [29] takes “loose inspiration” from the principles of sparse coding observed in the mushroom body Kenyon cells and constructs a corresponding network to learn semantic representations of words and to generate word embeddings from an unstructured text corpus; they report comparable performance to conventional techniques (BERT, GloVe) whilst using less memory and training time.

In our own previous work, we imposed fruit fly connectome-derived weights onto an ESN reservoir for Mackey-Glass time series prediction on 300 and 900 training inputs [30]. We observed a significant reduction in model variance and an improvement in predictive performance; however, it was unclear from our results whether the entire topology was responsible for our results, or if particular structural features could be isolated to provide equivalent (or greater) performance or variance benefits. Furthermore, we were not aware of whether our results would generalize across multiple datasets. These aspects have motivated our current set of experiments.

III. METHODOLOGY

A. Building a connectivity matrix

We derive all null model weights – as previously in [30], [31] – from the hemibrain: a connectome of an adult (female) fruit fly, comprising 21,734 uncropped and 4,456 cropped neurons, and over 20 million traced synapses [32]. We query the hemibrain through its publicly-available API [32]; in particular, selecting all neurons in the olfactory system major ROIs (regions of interest) – the antennal lobe, mushroom body, and lateral horn – and all of their presynaptic and postsynaptic partners; we then store all neuron-neuron pairs by body ID in addition to their edge weights – equivalent to
the number of synaptic connections [32]; finally, we construct an adjacency (connectivity) matrix from these pairs using the NetworkX package [33], where row and column labels correspond to particular neuron body IDs, and where each cell value represents the “weight” from a particular row body ID to a particular column body ID [34]. From here we enact one assumption and a simplification: First, as in [35], [36] we assume that each neuron is self-connected by filling the diagonal of the connectivity (reservoir) matrix with ones. Second, we truncate our connectome selection to include only the right lateral horn; this holds the reservoir to a size of 4,286 neurons, which reduces training times and model complexities.

B. The Echo State Network

We describe the network dynamics of the ESN from [23]. For some discrete time series input \( u(n) \in \mathbb{R}^{N_u} \) and known output \( y(n) \in \mathbb{R}^{N_y} \), the ESN learns a prediction signal \( \hat{y}(n) \in \mathbb{R}^{N_y} \) which minimizes \( E(\hat{y}(n), y(n)) \). The recurrent reservoir layer of the ESN transforms the input time series \( u(n) \) as illustrated in Eq. 3. The update equation for the reservoir is provided in Eq. 4; and depends on the leaking rate \( \alpha \). \( \alpha \in (0, 1) \) controls the reservoir update speed.

\[
\dot{x}(n) = \tanh\left( W^{in}[1; u(n)] + Wx(n-1) \right) \tag{3}
\]

\[
x(n) = (1 - \alpha)x(n - 1) + \alpha\dot{x}(n) \tag{4}
\]

From Eq. 3, \( \dot{x}(n) \) is the reservoir activation for time step \( n \), \( \tanh \) is the network activation function, \( W^{in} \in \mathbb{R}^{N_y \times (1+N_u+N_y)} \) is the input-to-reservoir weight vector, \( [\cdot; \cdot] \) represents a column vector, \( W \in \mathbb{R}^{N_y \times N_y} \) is the reservoir-to-reservoir weight vector, and \( x(n-1) \) is the previous reservoir activation.

The computation of the ESN’s predicted output time series \( \hat{y}(n) \) is described in Eq. 5; and equivalently in Eq. 6 (matrix notation). In Eq. 5, \( W^{out} \in \mathbb{R}^{N_y \times (1+N_u+N_y)} \) is the reservoir-to-output weight vector. In Eq. 6, \( \hat{Y} \in \mathbb{R}^{N_y \times T} \) – where \( T \) is the length of the input time series (not to be confused with the transpose in Eq. 8) – includes all predictions \( \hat{y}(n) \), and \( X \in \mathbb{R}^{(1+N_u+N_y) \times T} \) is the design matrix which includes all column vectors \( [1; U; X] \) from \( [1; u(n); x(n)] \).

\[
\hat{y}(n) = W^{out}[1; u(n); x(n)] \tag{5}
\]

\[
\hat{Y} = W^{out}X \tag{6}
\]

C. Time series prediction

We consider the Mackey-Glass 17 (MG-17), Lorenz, and Rossler time series, which are used conventionally for benchmarking ESNs. We observe that MG-17 is, in particular, widely-used [2], [3], [37]–[40]; it is described by the following differential equation.

\[
\frac{dx}{dt} = \beta x(t) + \frac{\gamma x(t - \tau)}{1 + x(t - \tau)^10} \tag{9}
\]

Here [\( \beta, \gamma, \tau \)] are some fixed, real-valued parameters. \( x(t) \) is the value of the time series at time \( t \), delayed by time \( \tau - \tau = 17 \) produces chaotic behaviour [37]. The differential equations for the Lorenz and Rossler time series, respectively, are described below [41]:

---

Fig. 2. Model selection based on modifications to a null model; “Distn.” is short for “Distribution.”
\[
\frac{dx}{dt} = \sigma(y-x), \quad \frac{dy}{dt} = rx - y - xz, \quad \frac{dx}{dt} = xy - bz. \tag{10}
\]

Here \( \sigma = 10, r = 28, \) and \( b = 8/3 \) are used.

\[
\frac{dx}{dt} = -z - y, \quad \frac{dy}{dt} = x + ay, \quad \frac{dx}{dt} = b + z(x - c). \tag{11}
\]

Here \( a = 0.15, b = 0.2, \) and \( c = 10 \) are used.

We task all models to perform multi-step prediction on each time series. Specifically, for a time series segment of length \( M \in \{2m : m \in \mathbb{Z}^+ \} \) and given an input time series \( u(n) \) for \( n \in [0, \ldots, \frac{M}{2}] \), each model must predict an output time series \( \hat{y}(n) \) for \( n \in [\frac{M}{2} + 1, \ldots, M] \). We consider subsets of the time series of length 600, 1200, 1800, and 2400 for MG-17 – starting at time \( n = 0 \) from [42] – and 600 and 1800 for Lorenz and Rossler. These sequence lengths are comparable with other benchmarks [21], [24], [37], [43]. We use an 83:17 train-validate split and denote the training input size \((T_{R1N})\) for all experiments. We use EasyESN [21] to train and validate our models. Data for all analysis are found at [42] and [41].

D. Model preparation and comparison

Model creation: Please see Sec. I-B for details on the construction of the Null (N), S (“Sparsity”), D (“Distribution”), P (“Position”), and C (“Clustering”) models. The conventional ESN model – which, from here on we refer to as “E” – has a reservoir comprised of \((seeded)\) random values from a uniform distribution on \([-1,1] \) [2], [22]; this is in addition to all standard ESN trappings: for example, we use a spectral radius \( (\rho) \) of 1, which is advised to retain the Echo State Property (ESP) [21], [44], [45]. The spectral radius, \( \rho \), is the maximum eigenvalue of the reservoir weight vector, and acts to alter the distribution of weights. The only difference between each model – aside from randomly-initialized scaling (i.e. from \( W^{\text{init}} \)) – is the particular reservoir matrix. We provide additional experiments with \( \rho = 0.3 \) and \( \rho = 0.7 \) – these models are called “E3” and “E7”, respectively. A final parameter of consideration is the transient time \( \tau \). As a result of setting \( x(0) = 0 \) arbitrarily, the reservoir activation is in an “unnatural starting state”, and so the first \( \tau \) time steps need to be discarded [23]; we use \( \tau = 100 \). In addition to the conventional and varying spectral radius models, we consider an additional conventional ESN with a new random seed – we call this model “ES” (ESN seeded). Finally, we consider a “distribution-matched” ESN, where we map weights from \([-1,1] \) to \([0, \max(W)]\), where \( W \) is the set of all connectome reservoir weights; namely, we apply a scaling factor after taking the magnitude of all weights – we call this model “ED”.

Model selection: We select optimal hyperparameters \((\alpha, \lambda)\) for each model class using a grid search: we train and validate models on size-variants of the Mackey-Glass, Lorenz, and Rossler time series and report those hyperparameters which yield the best performance (MSE) on the validation set. The relevance of Mean-Squared Error (MSE) as an evaluation metric is that the “best” model is, by minimizing MSE, oriented most closely to the objective function. We acknowledge, however, that MSE punishes outlier predictions more than, for example, Mean Absolute Error – thus, a small number of poor predictions on an otherwise well-fit curve could lead to a high MSE evaluation score. For the grid search we consider a small subset of possible values within the specified parameter ranges (35 total). For \( \alpha \) we consider a range of \([0, 1][23]\). For \( \lambda \) we select in \([0, 1E + 03]\).

Model evaluation: We create the best instances from each model class with hyperparameters as discovered in the model selection step. We then train and validate each instance 30 times on the Mackey-Glass, Lorenz, and Rossler time series for training input \((T_{R1N})\) sizes of \([250, 500, 750, 1000]\) and \([250, 750]\), respectively. We also conduct 30 trials of training and validation following hyperparameter optimization for experiments with additional models (ED, ES, E3 and E7). Where applicable, significant differences are computed using a Wilcoxon rank-sum test \( (p < 0.05) \). All model selection and evaluation is conducted on an “e2-highcpu-8” Google Cloud instance with 8 vCPUs (1 GB memory per CPU) and 8 GB system RAM on an x86 platform – Debian 11 (Bullseye).

IV. EXPERIMENTS

A. Mackey-Glass 17 chaotic time series

Fig. 3B provides a comprehensive illustration of all MG-17 prediction results for \( T_{R1N} \) values of 250, 500, 750, and 1000; Fig. 3A provides a particular “snapshot” at each \( T_{R1N} \) value in ascending order. From these plots we observe a fairly consistent improvement in predictive performance from the conventional model (E) to the null model (N). For \( T_{R1N} = 750 \) the difference is prominent: here we observe a \( \approx 30\% \) reduction in error.

Regarding models S, D, P and C, we observe high variance for models P and C through all training input sizes; at \( T_{R1N} = 750 \), for example, Model P yields an approximately 2-fold increase in variance over the null model, whereas Model C exhibits a 10-fold increase. Model S and Model D show a dramatic reduction in variance compared to the null model for all training input sizes considered – however, we note that their overall performance in relation to other models across training input sizes varies; they both, for example, yield the highest MSE values at \( T_{R1N} = 500 \) and the lowest for \( T_{R1N} = 250 \). Model results are summarized in Table I; which also highlights differences between the null and conventional models. Bold values – for this table, and all others – indicate the significant winner for a particular \( T_{R1N} \) value.

B. Lorenz chaotic time series

In Fig. 4 we observe that the conventional ESN outperforms the null model – and all other models – for 250 training input steps. We also observe that the null model outperforms the conventional ESN and all other models as the dataset size increases to \( T_{R1N} = 750 \).

For Model C, in particular, we observe an error margin which extends beyond the range of reported MSE values for
Fig. 3. Validation scores across sets of 30 trials on MG-17 subsets. A) From left to right, box plots are for MG-17 on \( TR_{IN} = 250, 500, 750, \) and 1000 time steps. B) A line plot with error margins summarizing model results across \( TR_{IN} \) sizes.

### TABLE I

| Model | \( MSE \) | \( \sigma^2 \) | Model | \( MSE \) | \( \sigma^2 \) | Model | \( MSE \) | \( \sigma^2 \) | Model | \( MSE \) | \( \sigma^2 \) |
|-------|-----------|--------------|-------|-----------|--------------|-------|-----------|--------------|-------|-----------|--------------|
| N     | 1.6E-02   | \( \pm 4.3E-03 \) | E     | 1.8E-02   | \( \pm 1.2E-03 \) | S     | 1.1E-02   | \( \pm 1.7E-18 \) | D     | 1.1E-02   | \( \pm 8.8E-07 \) |
|       | 1.3E-04   |              |       | 9.9E-06   |              |       | 2.7E-35   |              |       | 5.3E-12   |              |
|       | 2.2E-02   | \( \pm 3.2E-04 \) |       | 2.4E-02   | \( \pm 2.8E-05 \) |       | 2.6E-02   | \( \pm 5.8E-11 \) |       | 2.6E-02   | \( \pm 1.7E-06 \) |
|       | 7.2E-07   |              |       | 5.4E-09   |              |       | 2.4E-20   |              |       | 2.0E-11   |              |
|       | 3.3E-02   | \( \pm 5.7E-04 \) |       | 4.7E-02   | \( \pm 4.4E-04 \) |       | 3.7E-02   | \( \pm 3.8E-15 \) |       | 3.8E-02   | \( \pm 3.2E-06 \) |
|       | 2.3E-06   |              |       | 1.4E-06   |              |       | 1.0E-28   |              |       | 7.0E-11   |              |
|       | 2.91E-02  | \( \pm 9.3E-05 \) |       | 2.95E-02  | \( \pm 4.9E-05 \) |       | 3.1E-02   | \( \pm 5.2E-13 \) |       | 3.0E-02   | \( \pm 5.9E-06 \) |
|       | 6.1E-08   |              |       | 1.7E-08   |              |       | 1.9E-24   |              |       | 2.4E-10   |              |
|       |           |              |       |           |              |       |           |              |       |           |              |

### TABLE II

| Model | \( L_{TR_{IN}=250} \) | \( MSE \) | \( \sigma^2 \) | Model | \( L_{TR_{IN}=750} \) | \( MSE \) | \( \sigma^2 \) | Model | \( R_{TR_{IN}=250} \) | \( MSE \) | \( \sigma^2 \) | Model | \( R_{TR_{IN}=750} \) | \( MSE \) | \( \sigma^2 \) |
|-------|------------------------|-----------|--------------|-------|------------------------|-----------|--------------|-------|------------------------|-----------|--------------|-------|------------------------|-----------|--------------|
| N     | 8.5E+01                | \( \pm 2.3E+00 \) | 3.7E+01 |       | 3.4E+01                | \( \pm 2.1E+00 \) | 3.0E+01 |       | 7.3E+01                | \( \pm 3.6E+01 \) | 9.0E-01 |       | 2.1E+01                | \( \pm 1.7E+01 \) | 2.0E-01 |       |
| E     | 2.1E+01                | \( \pm 2.5E+00 \) | 2.8E+01 |       | 4.6E+01                | \( \pm 2.9E+01 \) | 5.9E-01 |       | 9.6E+01                | \( \pm 1.1E+01 \) | 9.1E-02 |       | 2.3E+01                | \( \pm 1.0E+01 \) | 7.1E-02 |       |
| S     | 2.0E+02                | \( \pm 6.8E+11 \) | 3.2E+01 |       | 6.9E+01                | \( \pm 0.8E+00 \) | 0.0E+00 |       | 6.5E+01                | \( \pm 4.5E+07 \) | 1.4E-12 |       | 2.6E+01                | \( \pm 5.1E+07 \) | 1.8E-12 |       |
| D     | 3.0E+01                | \( \pm 1.4E+01 \) | 1.3E+01 |       | 5.5E+01                | \( \pm 1.1E+01 \) | 8.4E-02 |       | 6.2E+01                | \( \pm 5.6E-03 \) | 2.2E-04 |       | 2.2E+01                | \( \pm 8.3E-03 \) | 4.8E-04 |       |
| P     | 4.4E+01                | \( \pm 4.7E+00 \) | 1.5E+02 |       | 5.9E+01                | \( \pm 1.3E+01 \) | 1.1E+03 |       | 7.6E+01                | \( \pm 4.9E+00 \) | 1.6E+02 |       | 2.3E+01                | \( \pm 1.4E+01 \) | 1.5E-01 |       |
| C     | 7.4E+01                | \( \pm 1.3E+02 \) | 1.1E+05 |       | 1.0E+02                | \( \pm 6.2E+01 \) | 2.7E+04 |       | 8.5E+01                | \( \pm 5.9E+00 \) | 2.4E+02 |       | 1.9E+01                | \( \pm 4.0E+00 \) | 1.1E+00 |       |

### TABLE III

| N     | ED     | ES     | E3     | E7     |
|-------|--------|--------|--------|--------|
| \( MG(\bar{TR_{IN}}=250) \) | MSE    | \( \sigma^2 \) | MSE    | \( \sigma^2 \) | MSE    | \( \sigma^2 \) | MSE    | \( \sigma^2 \) |
| N     | 1.6E-02 | \( \pm 4.3E-03 \) | 1.1E-02 | \( \pm 1.7E-18 \) | 2.1E-02 | \( \pm 1.6E-03 \) | 1.2E-02 | \( \pm 3.5E-06 \) | 1.6E-02 | \( \pm 9.9E-05 \) |
|       | 1.3E-04 |          | 1.2E-35 |          | 1.7E-05 |          | 8.7E-11 |          | 6.8E-08 |          |
| \( MG(\bar{TR_{IN}}=750) \) | MSE    | \( \sigma^2 \) | MSE    | \( \sigma^2 \) | MSE    | \( \sigma^2 \) | MSE    | \( \sigma^2 \) |
| N     | 3.3E-02 | \( \pm 5.7E-04 \) | 3.7E-02 | \( \pm 0.0E+00 \) | 4.7E-02 | \( \pm 2.0E-04 \) | 3.8E-02 | \( \pm 1.5E-05 \) | 4.3E-02 | \( \pm 8.8E-05 \) |
|       | 2.3E-06 |          | 4.8E-35 |          | 2.8E-07 |          | 1.6E-09 |          | 5.4E-08 |          |
TABLE IV
ADDITIONAL PERFORMANCE AND VARIANCE COMPARISONS BETWEEN N AND ED

|                      | N      | ED      |
|----------------------|--------|---------|
| MG(T\(_{RIN}=500\)) | 2.2E-02 | 2.6E-02 |
| MSE                  | ±3.2E-04 | ±5.5E-11 |
| \(\sigma^2\)        | 7.2E-07 | 2.1E-20 |
| MG(T\(_{RIN}=1000\))| 2.9E-02 | 3.1E-02 |
| MSE                  | ±9.3E-05 | ±5.5E-13 |
| \(\sigma^2\)        | 6.1E-08 | 2.1E-24 |

Table 4 shows the performance and variance comparisons between models N and ED for MG and MG with \(T\(_{RIN}\)\) values of 500 and 1000.

Fig. 4. Lorenz validation scores for \(T\(_{RIN}\)\) = 250 and 750 discrete time steps for models N, S, D, P, C, and E.

Fig. 5. Validation scores for models N, S, D, P, C, and E on the Rossler chaotic time series for \(T\(_{RIN}\)\) = 250 and 750.

all other models; and looking at Table II, we see for \(T\(_{RIN}\)\) = 250 that the variance for Model C is an approximately 1000-fold increase over the model which yields the next-largest variance (P). Model P, in turn, has a four times variance increase compared to the null model.

C. Rossler chaotic time series

In Fig. 5 we observe that the null model outperforms the conventional ESN in both trials considered (\(T\(_{RIN}\) = 250 and \(T\(_{RIN}\) = 750). We also note that Models S and D outperform all others for \(T\(_{RIN}\) = 250 while concurrently yielding the lowest variances by multiplicative factors of 6\(E+12\) and 4\(E+03\) over the null model, respectively.

Conversely, Models P and C exhibit the highest variance of all models; C, in particular, yields an error margin which extends beyond the range of errors across all other models. Interestingly, the Rossler time series task is the only one on which all models achieve performance improvements with increasing \(T\(_{RIN}\).

D. Alternative Random Models

Comparing the null model (N) to a newly-seeded conventional ESN (ES), we observe in Table III that performance on MG-17 improves from ES to N with increasing \(T\(_{RIN}\). Looking at all other null and alternative model results, we see for \(T\(_{RIN}\) = 750 that the null model achieves the best performance; however, at \(T\(_{RIN}\) = 250, Model ED outperforms the null model. Additional experiments for models ED and N (Table IV) show that N maintains a performance lead over ED for \(T\(_{RIN}\) values of 500 and 1000.

V. CONCLUSION

We present two major findings: First, that explicit connectome topology informs significant improvements in chaotic time series prediction performance across multiple benchmark datasets when compared to a conventional Echo State Network model of the same reservoir size; Second, that imposing small-worldness onto an ESN reservoir can dramatically increase model variance – and that this holds true, albeit to a lesser extent, with non-connectome-derived weight positioning.

VI. BROADER IMPACT

A. Contribution

This work suggests that biologically-imposed structural connectivity is well-suited for learning input-output representations; in particular, with respect to time-varying, chaotic signals, and through the lens of a reservoir computer. Most surprising is that this suitability is captured with structure alone, independent from any application of biologically-motivated function; we, for example, did not consider excitatory or inhibitory synapses.

B. Limitations

Although we used a near-complete connectome ROI for our null model and structural variants, here we opted out of using a full-circuit mapping from olfactory input to output. While it is suggested from our model comparisons that brain connectivity,
broadly, is preferable to a random graph structure for chaotic time series prediction, it is still unclear whether some aspect of the fly is actually being recreated in silico; to develop a better understanding of our model’s context within this larger question, next steps will involve implementing an end-to-end ofactory connectome via a Reservoir Computer.
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