Geoengineering as an optimization problem
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Abstract
There is increasing evidence that Earth’s climate is currently warming, primarily due to emissions of greenhouse gases from human activities, and Earth has been projected to continue warming throughout this century. Scientists have begun to investigate the potential for geoengineering options for reducing surface temperatures and whether such options could possibly contribute to environmental risk reduction. One proposed method involves deliberately increasing aerosol loading in the stratosphere to scatter additional sunlight to space. Previous modeling studies have attempted to predict the climate consequences of hypothetical aerosol additions to the stratosphere. These studies have shown that this method could potentially reduce surface temperatures, but could not recreate a low-CO$_2$ climate in a high-CO$_2$ world. In this study, we attempt to determine the latitudinal distribution of stratospheric aerosols that would most closely achieve a low-CO$_2$ climate despite high CO$_2$ levels. Using the NCAR CAM3.1 general circulation model, we find that having a stratospheric aerosol loading in polar regions higher than that in tropical regions leads to a temperature distribution that is more similar to the low-CO$_2$ climate than that yielded by a globally uniform loading. However, such polar weighting of stratospheric sulfate tends to degrade the degree to which the hydrological cycle is restored, and thus does not markedly contribute to improved recovery of a low-CO$_2$ climate. In the model, the optimal latitudinally varying aerosol distributions diminished the rms zonal mean land temperature change from a doubling of CO$_2$ by 94% and the rms zonal mean land precipitation minus evaporation change by 74%. It is important to note that this idealized study represents a first attempt at optimizing the engineering of climate using a general circulation model; uncertainties are high and not all processes that are important in reality are modeled.
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1. Introduction
Past studies of geoengineering using climate model simulations have taken the approach of imposing a change that affects radiative forcing (e.g., in solar flux, aerosol loading, or aerosol emissions) and then predicting how that imposed change might affect Earth’s climate or chemistry. Computations proceed from cause to effect. But, decisions often proceed from desired outcomes to actions that might produce those outcomes. One approach to thinking about geoengineering is to ask ‘What kind of climate do we want?’ and then ask ‘What pattern of radiative forcing from stratospheric aerosols would come closest to achieving that desired climate state?’ This involves treating geoengineering as an optimization problem by defining ‘climate goals’ and an ‘objective function’ that measures how closely those goals are attained. An example of a climate goal could be to recreate current surface temperatures in a future high-CO$_2$ world. An example of an associated
objective function for this climate goal would be to minimize rmS differences in the surface temperatures of two simulations. This general approach is developed in the current study.

Global average surface temperatures are estimated to have increased [1] by 0.76 ± 0.19 °C from the period 1850–1899 to 2001–2005. Given the high inertia and long time constants involved in the physical climate system, decreases in emissions of greenhouse gases may be needed soon to avoid future dangerous increases in global temperatures. Despite this serious environmental challenge, emissions have been projected to increase in the future [1]. This has led some to consider whether ‘geoengineering’, defined as ‘the deliberate change of the Earth’s climate by mankind’ [2], might be able to reduce environmental risk. One method of geoengineering that has been discussed is reducing the incident solar radiation to Earth by increasing, for example, sulfate aerosol loading in the stratosphere [3]. Past volcanic eruptions have shown that increased stratospheric aerosol loading can indeed reduce surface temperatures, as illustrated by the 1991 eruption of Mt Pinatubo [4], which injected ~10 Mt of sulfur into the stratosphere [5]. However, volcanic eruptions are an ‘imperfect analogy’ to geoengineering because eruptions occur only occasionally, and the radiative forcing from an eruption lasts at most a few years [2].

Many previous studies of the effects on climate of intentionally reducing solar radiation have used global climate models to simply reduce solar insolation [6–11]. These studies investigated climate effects of a globally uniform ‘sunshade’, rather than increasing aerosol loading in the stratosphere. A limited number of studies have investigated the effects of injecting aerosol precursors into the stratosphere at different locations assuming a fixed particle size distribution [12, 13], while another study tracked the evolution of aerosol microphysics in the stratosphere [14]. These studies have concluded that globally reducing incident solar radiation could decrease global mean temperatures, but that, for changes that produce the same global mean temperature decrease, reductions in shortwave radiation produce larger decreases in the hydrological cycle than do reductions in greenhouse gas concentrations [15]. In addition, the spatial climate patterns (e.g. in surface temperature and precipitation) produced by diminished shortwave radiation do not perfectly counter the climate effects of increased CO₂ concentration [11]. Thus, even if it proves possible to cool Earth to the globally averaged surface temperature of some prior climate state, the climate system will not return to that prior climate state [2]. Furthermore, these solar radiation approaches do not reverse ocean acidification, CO₂-fertilization of land plans, and other biogeochemical changes.

In this letter, we: (1) present the results of five simulations using a global climate model where each simulation uses a different zonal average stratospheric sulfate distribution. These aerosol distributions are described by Legendre polynomials in the sine of latitude (see section 2.2 for more details) and will henceforth be referred to as the ‘basis function’ distributions; (2) investigate the linearity of climate response to different zonal average stratospheric sulfate distributions by performing two additional simulations that use linear combinations of the basis function distributions; (3) use the results of the previous two steps in an optimization model to predict the zonal average sulfate distributions that would minimize various measures of climate change; (4) perform another set of simulations using these predicted sulfate distributions to see how well our climate goals were achieved. This set of simulations will henceforth be referred to as the ‘forward simulations’.

2. Methods

2.1. Model details

The global climate model used in this study was the NCAR Community Atmosphere Model (CAM3.1) [16] coupled to the Community Land Model (CLM3.0) [17] and a slab ocean model. We used a configuration of CAM3.1 with 2° × 2.5° (longitude × latitude) resolution and a finite-volume dynamical core. The model approaches a stationary state within 30 years. Results for the last 70 years of each 100-year simulation are presented relative to results from a control simulation with either CO₂ = 390 ppm (1 × CO₂) or 780 ppm (2 × CO₂). In this letter we also refer to 1 × CO₂ and 2 × CO₂ as ‘low-CO₂ world’ and ‘high-CO₂ world’, respectively. Concentrations of other greenhouse gases are the same in all simulations.

The CAM3.1 model has 26 layers in the vertical. Each of the basis function simulations increases sulfate aerosol mass by 10 Mt SO₄ (3.3 Mt S) in the top layer of the model (in the stratosphere at ~3 mbar ~40 km) and thus zonal average distributions vary but the total mass of added sulfate aerosol remains the same for each simulation; additional sulfate is prescribed and constant (i.e. not advected or time variant). Particle size is assumed to be log-normally distributed with a dry median radius of 0.05 μm and geometric standard deviation of 2.0, as was used in a geoengineering scenario in a previous study [12]. The sulfate aerosol does not absorb solar radiation and thus changes in stratospheric circulation are not expected. Aerosol indirect effects are not modeled in this study. Aerosol loadings for species other than sulfates are the same for all simulations. The simulations with additional stratospheric sulfate were carried out with a CO₂ concentration of 780 ppm. All values shown in the figures are zonal averages over land. The simulations carried out in this study, along with their naming conventions and the per cent reductions in net shortwave radiation at the top of atmosphere caused by the aerosol distributions, are summarized in supplementary table S1 (available at stacks.iop.org/ERL/5/034009/mmedia).

2.2. Aerosol distributions

For the basis function simulations, zonal average stratospheric sulfate distributions are represented using Legendre polynomials in the sine of latitude (figure 1). The globally uniform aerosol distribution function is represented by a constant (i.e., a constant times the order zero Legendre polynomial, L0). The aerosol distribution that linearly increases from the South Pole to North Pole is represented by the sum of a zero and first order (L1) Legendre polynomial, which is linear in the sine of latitude. The parabolic distribution with a minimum at
the equator was represented by the sum of a zero and second order ($L_2$) Legendre polynomial. Each of our basis function distributions adds 10 Mt sulfate aerosol, but is distributed latitudinally in different ways. These are idealized distributions used for our theoretical study; we do not address the difficulties involved in creating such distributions in practice.

2.3. Optimization model

Zonal average results over land from the basis function simulations were used in an optimization model to predict the zonal average stratospheric sulfate aerosol distributions most likely to minimize climate change, according to climate goals that we defined. The two climate goals used in this study are: (1) minimize the rms difference in zonal average temperature over land (relative to the $1 \times CO_2$ climate) in a $2 \times CO_2$ world; (2) similar to (1) but minimize the rms difference in zonal average precipitation minus evaporation ($P_{\text{minus}E}$). In steady state over land, precipitation in excess of evaporation runs off. These goals were chosen for illustrative purposes only.

The optimization model uses rms difference as the objective function; a linear combination of the basis function distributions were scaled to minimize the rms difference between the $2 \times CO_2$ climate (with stratospheric aerosols) and the $1 \times CO_2$ climate. For each climate goal, two distributions were calculated—the first constrained to be a uniform aerosol distribution (i.e., Legendre polynomial of order zero), and the second constrained to be a parabolic distribution in the sine of latitude (i.e., a linear combination of Legendre polynomials up to order two).

3. Results

3.1. Basis function simulations

The simulated responses of surface air temperature and $P_{\text{minus}E}$ to the basis function distributions of sulfate aerosol are shown in figure 1. Results are shown relative to a control simulation with $2 \times CO_2$.

In the case with globally uniform aerosol loading ($L_0$), high latitudes cool more than the rest of the globe. This polar amplification has been observed in other climate simulations [1] with different forcing mechanisms such as increased atmospheric CO$_2$ and has been associated with snow and sea-ice feedbacks. The magnitude of predicted climate system feedbacks would vary with different baseline climates and models. $P_{\text{minus}E}$ decreases at most latitudes; the dipole in $P_{\text{minus}E}$ change near the equator indicates a northward shift in the intertropical convergence zone (ITCZ).

In the case of aerosol loading increasing linearly from one pole to the other (i.e., $L_0 + L_1$, $L_0 - L_1$), latitudes with higher aerosol loading show greater cooling, and latitudes with lower aerosol loading show less cooling; the largest temperature decreases are at the north pole for $L_0 + L_1$ and the south pole for $L_0 - L_1$. $P_{\text{minus}E}$ decreases at most latitudes; the dipole shift near the equator for $L_0 + L_1$ suggests a southern shift in the ITCZ, whereas $L_0 - L_1$ creates a northward shift that is larger in magnitude than that from the $L_0$ simulation.

In the case of parabolic aerosol loading with a minimum (i.e., $L_0 + L_2$) or maximum (i.e., $L_0 - L_2$) near the equator,
changes in surface air temperature are similar to those of the L0 simulation near the equator, but differ at the poles; cooling is enhanced at the poles for the L0 + L2 simulation, whereas less cooling is observed at the poles for the L0 − L2 simulation. Note that despite the fact that the L0 − L2 distribution has no stratospheric sulfate at the poles, a cooling of ∼2 K is observed at high latitudes, a consequence of atmospheric transport redistributing the effects of the sulfate aerosol. Also note that shifts in ocean circulation might also be expected but we use a slab ocean and thus ocean circulation changes are not modeled.

For the L0 + L2 and L0 − L2 simulations, PminusE is similar to that with a uniform aerosol distribution at most latitudes. The exception is at the equator, where the lower aerosol loading in the L0 + L2 simulation relative to the L0 simulation (and therefore greater solar energy input) leads to higher values for PminusE. Likewise, the higher equatorial aerosol loading in the L0 − L2 simulation (and therefore reduced solar energy input) leads to less PminusE near the equator.

### 3.2. Assessing the linearity of climate response

In this study we find that the climate response to a linear combination of radiative forcing pattern changes (caused by different stratospheric aerosol distributions) is very similar to the linear combination of the climate responses to radiative forcing pattern changes. Figures 2(a) and (b) each show three different forcing patterns: two distributions used in the basis function simulations, and a linear combination of these two distributions. Figure 2(c) and (d) show the temperature response results from the basis function simulations, the average of these two temperature responses (dashed black line), and temperature response results attained by running additional simulations using the average of the basis function distributions (i.e. the red lines in figures 2(a) and (b)). The fact that the red lines and the dashed black lines in figures 2(c) and (d) are similar shows that the temperature response of the linear combination of the radiative forcing pattern changes, \( C_1 \times (L0 + L1) + 0.5 \times (L0 + L2) \) and \( C_2 \times (L0 - L1) + 0.5 \times (L0 - L2) \), can be closely approximated by the linear combination of the temperature response to the individual radiative forcing pattern changes, \( 0.5 \times \{C[L0 + L1] + 0.5 \times C[L0 + L2]\} \) and \( 0.5 \times \{C[L0 - L1] + 0.5 \times C[L0 - L2]\} \), where for example \( C[L0 + L1] \) represents the climate of the ‘L0 + L1’ distribution. Such similarity is also observed for changes in PminusE (figures 2(e) and (f)), though to a lesser extent than temperature. The approximate linearity of climate response to this set of radiative forcing changes provides a means for approximating the pattern of radiative forcing that is likely to most closely produce a specified climate state (section 3.3). In these examples, predicting the climate produced by the mean of two of our basis function distributions based on the mean of the climate response to each distribution taken separately would produce an rms error of 0.08 K (4.0%) in the temperature prediction and 0.007 m yr\(^{-1}\) (15.8%) in the PminusE prediction; graphically this is the rms difference between the red and dashed black lines in figures 2(c)–(f), respectively (or this rms difference expressed as the percentage of the rms of the red curve).

### 3.3. Determination of optimal sulfate distributions for achieving climate goals

Results from the basis function simulations were used in an optimization model (see section 2.3) to predict stratospheric aerosol distributions most likely to achieve two different climate goals. The climate goals we chose are to minimize the change (relative to the \( 1 \times CO_2 \) climate) in zonal average (1) temperature and (2) PminusE over land in a \( 2 \times CO_2 \) world. That is, the objectives we chose are to modify climate using stratospheric sulfate aerosol to achieve \( 1 \times CO_2 \) zonal average land temperatures or PminusE in a \( 2 \times CO_2 \) world. This choice of objectives is somewhat arbitrary; we chose these objectives as illustrative examples. The resulting idealized zonal distributions of sulfate aerosol were then used in the global climate model with \( 2 \times CO_2 \) to observe if the predicted latitudinal aerosol distributions would indeed produce the predicted climate, which was intended to be similar to that with \( 1 \times CO_2 \). In other words, in a \( 2 \times CO_2 \) world, do our determined sulfate distributions bring climate back to that of a \( 1 \times CO_2 \) climate, at least in terms of zonal averages? Results for these simulations are shown in figures 3 and 4, which are shown relative to the \( 1 \times CO_2 \) control simulation.

### 3.4. Forward simulations—minimizing changes in zonal land mean temperature

The left column of panels in figure 3 shows quantities relevant to the goal of minimizing changes in temperature. Figure 3(a) shows aerosol distributions that are predicted to minimize rms zonal mean temperature change over land (relative to \( 1 \times CO_2 \)) under the constraints of (1) a uniform aerosol distribution and (2) a zonally uniform distribution that can be described by a parabola in the sine of latitude.

When attempting to minimize temperature change, the uniform aerosol distribution \( (2 \times CO_2 + \text{uniform}) \) overcools the tropics and under-cools the poles relative to the \( 1 \times CO_2 \) control simulation (figure 3(c)): the rms difference in zonal mean surface air temperature between \( 2 \times CO_2 + \text{uniform} \) and \( 1 \times CO_2 \) is 90% lower than the rms difference between \( 2 \times CO_2 \) and \( 1 \times CO_2 \) (figure 4(a), supplementary table S2 available at stacks.iop.org/ERL/5/034009/mmedia). The parabolic aerosol distribution \( (2 \times CO_2 + \text{parabolic}) \) allows more similarity to the \( 1 \times CO_2 \) climate with respect to temperature change, as shown in figure 3(c), and reduces the aforementioned rms difference in temperature by 94% (figure 4(a), supplementary table S2 available at stacks.iop.org/ERL/5/034009/mmedia).

In the \( 2 \times CO_2 \) simulation, PminusE increases in some latitudes and decreases in others (figure 3(e)). The addition of a uniform distribution of sulfate aerosols to the \( 2 \times CO_2 \) world reduces the rms difference in zonal average PminusE (over land) between the \( 2 \times CO_2 \) and \( 1 \times CO_2 \) worlds by 67% (figure 4(b), supplementary table S2 available at stacks.iop.org/ERL/5/034009/mmedia). However, some latitude bands show increases in PminusE, and some show decreases (figure 3(e)). The predicted optimal parabolic distribution leads to a 51% reduction in the rms difference in PminusE (figure 4(b)). Thus, when aerosol loading is increased at high latitudes to decrease the change in zonal mean temperatures (relative to the \( 1 \times CO_2 \))
Figure 2. Linearity of climate response to different zonal average stratospheric sulfate aerosol distributions. Panels (a) and (b) show the different zonal average aerosol distributions used in each simulation; note that 'L0 + L1', 'L0 + L2', 'L0 − L1', and 'L0 − L2' were shown previously in figure 1. The red lines shown in (a) and (b) are linear combinations of the blue and gray lines in each panel, respectively. The resulting zonal average climate response over land for each simulation is shown in (c) and (d) for surface air temperature and (e) and (f) for PminusE. The red lines in (c)–(f) show the climate response of a linear combination of latitudinal aerosol distributions, i.e. red lines in (a) and (b). The dashed black lines in (c)–(f) show the linear combinations of the climate responses, i.e. the gray and blue lines in (c)–(f). The fact that the red and dashed black lines are nearly identical in (c)–(f) shows that the climate response to a linear combination of different latitudinal aerosol distributions is similar to the linear combination of the climate responses of the different zonal aerosol distributions. This suggests that climate response is approximately linear over the range of different latitudinal forcing patterns investigated in this study. Like figure 1, (c)–(f) is background subtracted using a control simulation with CO2 = 780 ppm. Results shown are averages of the last 70 years of 100-year simulations.

climate), there is a reduction in the extent to which PminusE changes are diminished.

3.5. Forward simulations—minimizing changes in zonal land mean PminusE

Figure 3(b) shows the aerosol distributions predicted to minimize changes in PminusE relative to the 1 × CO2 climate. Note that aerosol loadings are less in this case relative to that of our first climate goal. The ratio of hydrological cycle changes to temperature changes is higher with variations in shortwave radiation than with variations in greenhouse gas concentrations [15], and thus it is expected that optimization on hydrologic variables would yield lower aerosol loadings than would optimization on temperature. Note also that the optimal parabolic aerosol distribution is similar to the uniform distribution. This indicates that, with the constraint of a
Figure 3. Results of the ‘forward simulations’ using our idealized zonal average stratospheric aerosol distributions that we predicted to be most likely to achieve two different climate goals. The first column shows results for our first goal of regaining the zonal average surface air temperatures over land of the $1\times\text{CO}_2$ climate in a $2\times\text{CO}_2$ world. The second column shows results for our second climate goal of regaining the zonal average land PminusE of the $1\times\text{CO}_2$ climate in a $2\times\text{CO}_2$ world. We attempt to achieve each climate goal under the constraints of (1) a globally uniform stratospheric aerosol distribution (black lines), and (2) a parabolic distribution in the sine of latitude (gray lines). All simulations use a CO2 concentration of 780 ppm ($2\times\text{CO}_2$), and are shown relative to a control simulation with CO2 = 390 ppm ($1\times\text{CO}_2$). Results shown are averages over land for surface air temperature ((c), (d)) and PminusE ((e), (f)), and are averages of the last 70 years of 100-year simulations.

Indeed, both the uniform and parabolic aerosol distribution predicted to optimally reduce rms in PminusE in the $2\times\text{CO}_2$ world relative to the $1\times\text{CO}_2$ world reduced this rms difference by 74% (figure 4(b), supplementary table S2 available at stacks.iop.org/ERL/5/034009/mmedia). For the reasons stated above, optimizing on hydrological cycle variables yields lower predicted optimal aerosol loadings and thus larger temperature changes relative to the $1\times\text{CO}_2$ world (figure 3(d)). The uniform aerosol distribution predicted to optimally reduce rms in PminusE in the $2\times\text{CO}_2$ world relative to the $1\times\text{CO}_2$ world reduced the rms difference in temperature by 85%, whereas the parabolic distribution reduced this rms difference in temperature by 87%.

It should be noted that even when the climate goal is to minimize zonal mean changes in PminusE relative to the $1\times\text{CO}_2$ world, there are zonal bands where changes in
Figure 4. RMS differences of zonal mean land temperature (a) and $P_{\text{min}} - E$ (b) between the ‘forward simulations’ with stratospheric aerosols in a $2 \times CO_2$ world, and a $1 \times CO_2$ control simulation. The rms differences between the $2 \times CO_2$ and $1 \times CO_2$ control simulations are also shown for reference. Lower values for rms difference indicate greater similarity between the $1 \times CO_2$ climate and the $2 \times CO_2$ climate with stratospheric aerosols. Numerical values used in this figure are presented in supplementary table S2 (available at stacks.iop.org/ERL/5/034009/mmedia).

3.6. Forward simulations—rms differences computed on each land grid cell

In the previous sections we have analyzed rms differences between the forward simulations and the $1 \times CO_2$ climate using zonal mean values over land; we presented per cent reductions in the rms differences relative to rms differences between $2 \times CO_2$ and $1 \times CO_2$. Since this metric does not take longitudinal changes into account, we also calculated rms differences using all grid cells over land (supplementary table S2 available at stacks.iop.org/ERL/5/034009/mmedia). Reductions in rms difference using zonal land means of surface air temperature are very similar to that using each grid cell over land. This is less true for $P_{\text{min}} - E$ because longitudinal shifts occur that do not affect the zonal mean.

For example, for the uniform distribution aimed at minimizing zonal land mean $P_{\text{min}} - E$ change, there was an 85.0% and 74.4% reduction in zonal land mean temperature and $P_{\text{min}} - E$ change, respectively; for this simulation, there was an 84.0% and 63.9% reduction in temperature and $P_{\text{min}} - E$ change, calculated on land-area-weighted grid point by grid point basis (supplementary table S2 available at stacks.iop.org/ERL/5/034009/mmedia).

3.7. Further assessing the linearity of climate response

An additional check of the linearity of climate response to various forcing patterns was performed by comparing the expected climate responses predicted by our optimization model to the actual model responses of the forward simulations. The rms difference between the expected climate response (by taking a linear combination of our basis function distributions) and actual modeled climate response was 0.10 K (3.9%) for surface air temperature and 0.008 m yr$^{-1}$ (18.7%) for $P_{\text{min}} - E$. This is similar to the linearity results previously discussed (section 3.2, figure 2) of 4.0% for temperature response and 15.8% for $P_{\text{min}} - E$.

4. Discussion and conclusions

This letter presents the first attempt to define a climate objective and then predict the stratospheric sulfate aerosol distribution that would best achieve those climate objectives. We first performed five basis function simulations using a global climate model, each of which forced climate with a different latitudinal pattern of stratospheric sulfate aerosol. We then assessed the linearity of surface air temperature and $P_{\text{min}} - E$ response to the varying latitudinal forcing patterns. The near-linearity of these results provided a means of creating an optimization model to approximate the pattern of radiative forcing likely to most closely produce a specified climate state. We then defined two (somewhat arbitrary) climate goals and used the optimization model with results of the basis function simulations to predict the latitudinal pattern of stratospheric sulfate aerosol most likely to achieve the climate goals. The predicted stratospheric sulfate aerosol loadings were then used in simulations using the global climate model. Results from these simulations were compared to the climate goals to assess whether they were achieved.

Our model results indicate that optimization approaches can predict distributions of stratospheric aerosols that, in a high-$CO_2$ world, would make the zonal annual mean climate markedly more similar to that of a low-$CO_2$ world. With a uniform stratospheric aerosol distribution that restores global mean temperature, there is a tendency to overcool equatorial regions and undercool polar regions. However, if the aerosol is distributed with increased loading closer to the poles so that there is a more nearly uniform offsetting of $CO_2$-induced warming, the result is degradation in the offsetting of changes in $P_{\text{min}} - E$. Under the constraints imposed in this study, it does not appear that a latitudinal weighting of aerosol distribution markedly improves the ability to recover the hydrological cycle of a low-$CO_2$ world in a high-$CO_2$ world.
Stratospheric aerosol distributions can be optimized to attain similarity to the current climate for surface temperatures, or \( P_{\text{minus}E} \) (or other measures of the hydrological cycle), but the optimal distributions differ for temperature and \( P_{\text{minus}E} \). This is, in part, a consequence of the fact that the hydrological cycle is more sensitive to changes in solar radiation than are surface air temperatures, as reported elsewhere [15]. Furthermore, CO\(_2\) heats up the entire planetary surface and stratospheric aerosols cool the entire planetary surface. In contrast, CO\(_2\) increases \( P_{\text{minus}E} \) in some places and decreases it in other places. Similarly, stratospheric aerosols have spatially heterogeneous effects on \( P_{\text{minus}E} \), but these effects do not closely mirror effects of CO\(_2\) (figure 3). Thus, the ability of sulfate aerosol distributions to offset changes in the hydrological cycle is inherently limited. In the model, the optimal latitudinally varying aerosol distributions diminished the rms zonal mean land temperature change from a doubling of CO\(_2\) by 94% and the rms zonal mean land precipitation minus evaporation change by 74%.

In our study, we prescribe linear and parabolic distributions of aerosol loadings in the stratosphere. We do not consider here whether or how such distributions could be produced. We limit our consideration to aerosol distributions that can be described by a parabola in the sine of latitude (see section 2). Thus we do not consider variation in time or in the longitudinal dimension, nor do we consider distributions in the latitudinal dimension that could be described by higher order polynomials. In this study, we focus on annual-average latitudinal distributions of aerosol, though in general this approach could be extended to include different distributions in both space and time. In addition, we prescribe a fixed particle size distribution. Particle size has been shown to be important in accurately determining climate effects of stratospheric aerosols, but most climate models are not yet able to model the evolution of particle size distribution [12]; the study by Heckendorn et al [14] is an exception since they model the evolution of aerosol microphysics. Amounts of sulfate aerosol needed to produce a specific cooling effect are sensitive to particle size.

The climate goals used in this letter were chosen somewhat arbitrarily and were intended to be illustrative. A wide range of possible goals could be explored in future modeling studies. For example, one could attempt to minimize changes in the Asian monsoon, arctic sea ice, extreme weather events, or atmospheric chemistry. It is unknown to what extent such climate goals could be achieved. Though our analysis uses idealized model simulations, in the real world there are serious questions about how such climate goals would be chosen, and what process should be used to make this choice. Future modeling studies could also explore other interventions, including injecting aerosols in different ways, both spatially and temporally (e.g. in different regions and/or seasons) or using aerosols with different optical properties. It is not known to what extent such aerosol injections could be achieved in practice. Future modeling studies could also explore other objective functions such as extending our zonal mean analysis to minimize changes in climate on a grid cell basis. This would account for variability in the longitudinal dimension.

Changes in seasonal or monthly means could be minimized rather than annual means as presented in our study. Further, the optimizations in this study are performed on equilibrium climate simulations, whereas the real world is dynamically changing. Optimizing on transient climate simulations could employ dynamic closed-loop control algorithms.

This study treats geoengineering as an optimization problem. We present idealized results from a global climate model. We focus on scientific results and make no prescriptive statements. However, attempts to intervene in the climate system present a wide range of serious environmental and socio-political risks [2, 18–22], a thorough discussion of which is beyond the scope of this study. Further, the model used here does not include many factors that are important in reality (e.g., socio-political consequences, chemical consequences such as changes in stratospheric ozone, ocean circulation changes, aerosol transport and microphysics). For example, failure to reduce CO\(_2\) emissions will cause oceans to further acidify with potentially catastrophic consequences for ecosystems such as coral reefs [23]. Furthermore, the perception of a technical fix to the climate problem could result in increased emissions with greater long-term environmental damage. Decisions over testing or deployment of climate intervention systems could result in political or military conflict.

The main goal of this letter is to outline a new methodological approach. Previously, researchers have simulated interventions in the climate system and investigated what climate changes would result. Here, we specify climate objectives and investigate what climate interventions would meet those objectives most closely. It is important to note that the climate model used is much simpler than reality and predictions from individual models certainly do not provide a sound basis for action.
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