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Abstract—UK Biobank (UKB) conducts large-scale examinations of more than half a million volunteers, collecting health-related information on genetics, lifestyle, blood biochemistry, and more. Medical imaging of 100,000 subjects, with 70,000 follow-up sessions, enables measurements of organs, muscle, and body composition. With up to 170,000 mounting MR images, various methodologies are accordingly engaged in large-scale image analysis. This work presents an experimental inference engine that can automatically predict a comprehensive profile of subject metadata from UKB neck-to-knee body MRI. It was evaluated in cross-validation for baseline characteristics such as age, height, weight, and sex, but also measurements of body composition, organ volumes, and abstract properties like grip strength, pulse rate, and type 2 diabetic status. It predicted subsequently released test data covering twelve body composition metrics with a 3% median error. The proposed system can automatically analyze one thousand subjects within ten minutes, providing individual confidence intervals. The underlying methodology utilizes convolutional neural networks for image-based mean-variance regression on two-dimensional representations of the MRI data. This work aims to make the proposed system available for free to researchers, who can use it to obtain fast and fully-automated estimates of 72 different measurements immediately upon release of new UKB image data.

I. INTRODUCTION

UK Biobank (UKB) has shared an extensive record of health-related data for more than half a million volunteers with over 2,000 research projects. Starting in 2014, medical imaging was initiated for 100,000 participants with several modalities such as DXA, ultrasound, and MRI [1]. Beyond collecting data on genetics, lifestyle, and biochemistry of blood and urine, ongoing research is accordingly engaged in large-scale analysis of the extensive acquired imaging data.

Information on body composition [2] and liver fat content [3] can be extracted from these images, with important implications for metabolic and cardiovascular disease [4]. Although the required image analysis can involve human labor, fully-automated approaches more recently introduced neural networks for segmentation of the liver [5], pancreas [6], [7], kidneys [8], and various other organs, muscles, and tissues within this study [9], [10]. Many of these techniques target the UKB neck-to-knee body MRI, which can represent almost all of human anatomy in one comprehensive image. Lean and adipose tissue can be clearly distinguished in these images, based on a two-point Dixon technique that acquires separate, volumetric water and fat signal images [2].

Many relevant measurements nonetheless cover only a small fraction of the 40,000 images that have been available for more than a year. The evaluation of the image data, quality control, and sharing of measurements is accordingly lagging far behind the image acquisition. Researchers with access to the data, who are conducting correlation analyses to genetics, lifestyle, and blood biochemistry, but also longitudinal developments related to aging, are accordingly confined to comparably small sample sizes. Months or years can pass until measurements for newly released images become available, and this backlog can only be expected to grow over time as more images accumulate [1].

This work presents Medical Inference on Magnetic resonance images with Image-based Regression (MIMIR), an experimental software that can infer a wide range of these measurements automatically [1] It can process UKB neck-to-knee body MRI, or image data from other studies that reproduce the protocol on similar demographics, and predict 72 measurements together with individual confidence intervals. In this work, the prediction model was created, retrospectively validated, and tested against subsequently released data. The value of this system consists in making automated measurements conveniently available to researchers, months or years ahead of time, almost immediately whenever new UKB images are released.

II. METHODS

Based on convolutional neural networks, MIMIR performs an image-based, deep regression [11]. A similar methodology was independently proposed for UKB brain MRI to estimate human age and study correlations to genetics data [12].

The neural networks process UKB neck-to-knee body MRI, compressed into a two-dimensional format with projected signals, as seen in Fig. [1] and predict the mean and variance of a Gaussian probability distribution over each given target measurement [13]. This provides both a point estimate \( \mu \) for the measurement itself and a heteroscedastic variance \( \sigma^2 \), which can express aleatoric uncertainty and describe confidence- or prediction intervals [14]. This methodology was previously proposed for six measurements of body composition on the same data [15]. Here, neural network instances were not formed into ensembles, however, in favor of speed and convenience. The targets were furthermore expanded to 72 different measurements, ranging from age, height, weight, and sex over body composition and organ volumes to experimental properties like grip strength, pulse rate, and type 2 diabetic status [16].
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Fig. 1. MIMIR is an experimental inference engine for prediction of measurements and metadata from UKB neck-to-knee body MRI with image-based deep regression. Here, image data for one subject (left) was compressed and processed as part of the validation set. The listed measurements were inferred, together with 95% confidence intervals based on the mean and variance predicted by a ResNet50 convolutional neural network (bottom part).

UKB shared 1.5T neck-to-knee body MRI from three imaging centers for about 40,000 men and women aged 44-82 (mean 64) years, BMI 14-62 (mean 27) kg/m² and 95% self-reported white British ethnicity (see also [1], [2]). This work was approved by UKB and the responsible Swedish ethics committee. Visual inspection yielded 38,916 subjects without water-fat swaps, corrupted data, implants, severe pathologies such as large tumors, or non-standard positioning [15].

From the UKB metadata, 72 fields were selected as regression targets. They were grouped into four modules, for each of which one network instance with one or more outputs was trained: Body composition, abdominal organs, anthropometric/experimental estimates, and age. The available reference values for these regression targets originate from previously shared atlas-based segmentation results [2], manual analyses [3], DXA imaging [1], and prior neural network segmentations of the liver and kidneys [8]. Across all subjects, 73% of target values were not available through UKB. Estimating these missing measurements and providing them automatically for future UKB images was the main motivation for this work.

The method was evaluated in cross-validation on a stratified, 10-fold split by grouping all subjects into ten even subsets, each of which in turn served for validation of a neural network trained on the data of all remaining sets. This pretrained ResNet50 [17] with a specialized mean-variance loss [14] is visualized in Fig. 1. All samples with at least one ground truth value were used by setting the loss for missing values to zero. The network was trained in PyTorch with the Adam optimizer, batch size 32, and augmentation by random translations. After training for 8,000 iterations, the learning rate was reduced from $5 \times 10^{-5}$ to $5 \times 10^{-6}$ for another 2,000 iterations.

Each module was then trained on all samples to make predictions for the entire imaged cohort. These were tested against a subsequent release of UKB reference values, covering twelve body composition targets for 15,000 subjects [2].

The predictions were evaluated with the intraclass correlation coefficient (ICC) using a two-way random, single measures, absolute agreement definition. For this metric, the reliability can be considered good for values above 0.75 and excellent for those above 0.90, with a maximum of 1.0 [18]. Additionally, the coefficient of determination ($R^2$), mean absolute error (MAE), mean absolute percentage error (MAPE) and the area under curve of the receiver operating characteristic curve (AUC-ROC) are provided. The uncertainty estimates were calibrated with post-hoc scaling factors [15].

III. RESULTS AND DISCUSSION

Results for the test set and cross-validation are shown in Fig. 2 and 3. Extensive supplementary documentation for all 72 targets is available online [2]. The validation yielded mean absolute errors (MAE) of 2.6 years for chronological age, 1.8 cm for height, 0.9 kg for bodyweight, and correct identification of sex in all but 14 of 38,874 subjects (of whom five differed in registered vs genetic sex). The relative error (MAPE) was below 7% for combined parenchymal kidney volume, 3% for liver volume, and median 3% for twelve body composition measurements. Liver fat was predicted with $R^2 = 0.955$. The test results closely matched the cross-validation metrics, indicating robust generalization to future UKB releases. The uncertainty estimates were likewise mostly well-calibrated in testing, so that the confidence intervals provided along with each measurement reliably represent the prediction error. The inference engine processed one thousand subjects within ten minutes on an Nvidia RTX 2080 Ti with 11GB.

Several limitations apply. The trained networks should not be expected to correctly process arbitrary MRI data. Generalization is likely restricted to the given UKB imaging protocol, device type, and demographics, whereas out-of-domain tasks may require hundreds of subjects for renewed training [11].
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Fig. 2. The predictive performance in cross-validation closely matched the results on available test data for 12 body composition targets [2] of 15,000 subjects.

Fig. 3. Agreement between predictions and reference in cross-validation, expressed as intraclass correlation coefficient (ICC). Note that not all targets fall within the bounds of this plot.

Whereas prior work trained separate network instances for each target [20], the proposed method can predict more information with only four multi-output networks. It also automatically indicates potential outliers and failure cases by providing confidence intervals for each predicted value, based on uncertainties that are well-calibrated even without the complexity and runtime costs of ensembling [15].

Future work may explore fully volumetric processing and other imaging protocols, which could leverage more, potentially critical information. However, several metrics can already be accurately inferred in the proposed way, such as liver volume and body composition metrics. With additional metadata becoming available, such as hormone levels, disease outcomes, and mortality statistics, more modules could be added in the future. The networks trained in this work may provide benefit for independent studies that replicate the used imaging protocol and hold potential for transfer learning.

This work proposes an implementation that can conveniently provide image-derived phenotypes at large scale for prototyping in correlation studies, months or years before the reference measurements will be available. Over the coming years, it will stand ready for fully-automated analysis of more than 100,000 upcoming UKB images that are yet to be released.
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