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Abstract
Temporal analysis of history text has always held special significance to students, historians and the Social Sciences community in general. We observe from experimental data that existing deep learning (DL) models of ProphetNet and UniLM for question generation (QG) task do not perform satisfactorily when used directly for temporal QG from history text. We propose linguistically motivated templates for generating temporal questions that probe different aspects of history text and show that finetuning the DL models using the temporal questions significantly improves their performance on temporal QG task. Using automated metrics as well as human expert evaluation, we show that performance of the DL models finetuned with the template-based questions is better than finetuning done with temporal questions from SQuAD.

1 Introduction
Major events in history have always held significance for the Social Sciences community. Understanding the history of a nation, a society, an era or historic personalities involves analysing the timelines of major events that happened, their locations, the actors, and the consequences that followed. Given a set of history documents (Wikipedia pages, books, papers), it is a challenging problem to automatically extract timelines from them and to use these timelines for downstream applications such as Q&A (Bauer and Teufel, 2016; Bedi et al., 2017; Palshikar et al., 2019a,b; Gottschalk and Demidova, 2019; Hingmire et al., 2020). Another important application is to generate temporal questions from historical narrative text, which can be used for testing and improving the students’ understanding of the temporal aspects of history. While much research has focused on generation of general questions from text, generation of temporal questions has received less attention (Heilman and Smith, 2010; Du et al., 2017; Pan et al., 2020; Peng et al., 2020).

We experimented with two deep learning (DL) based language models, UniLM (Dong et al., 2019) and ProphetNet (Qi et al., 2020) finetuned on SQuAD (Rajpurkar et al., 2016) for QG from history documents. The percentage of temporal questions generated and the acceptability of the questions was quite low (details in Section 4). To improve the quality and quantity of temporal questions generated, we propose linguistic knowledge based methods (templates). Each template analyzes the given sentence to generate a temporal question having a specific structure, by looking at the relationships among nominal and verbal events, time expressions (timex), verbs and its arguments in the dependency parse tree. Our manual evaluations show that the templates generate temporal questions with high acceptability. Then we leveraged the generated temporal questions to finetune ProphetNet and UniLM for the temporal question generation task. We evaluated the performance of the finetuned models using both domain-expert evaluation and automated metrics of BLEU-4, METEOR, and ROUGE-L. The results show that temporal questions created through our templates significantly improve the performance of DL models on the task of temporal QG.

2 Related Work
Compared to general purpose question generation (QG) and question answering (QA), the temporal aspect of QG has been relatively less explored in the literature. TEQUILA (Jia et al., 2018) is a system for temporal QA over knowledge bases (KB). It identifies temporal questions, converts them into non-temporal sub-questions and temporal constraints and then uses the underlying KB-QA.
engine to extract the answers to the sub-questions. Sun et al. (2018) generate and rank answers to complex questions by creating Event Graphs from text using dependency parser mainly focusing on temporal and causal relations. Both of these methods focus on temporal QA whereas our work is focused on temporal QG.

Recent trends in deep learning (DL) based methods for QG are mainly driven by neural sequence-to-sequence modeling (Qi et al., 2020; Dong et al., 2019). However, acceptability of temporal questions generated using these methods is low. Compared to other literature, the work by Peng et al. (2020) is closer to the scope of this paper. They have used triples \(<\text{subject}, \text{predicate}, \text{object}>\) from WikiData, a structured knowledge-base and a rule-based method to generate temporal questions. However, our approach uses raw input text and does not need any external KB for generating temporal questions. Further, we use the template-based questions to finetune and improve the DL methods for temporal QG.

3 Our Approach

Our method for temporal QG has two stages. In the first stage, we process the input text to extract and analyze the temporal as well as linguistic information. This information is then transformed syntactically as well as semantically using carefully designed templates to generate temporal questions. In the second stage, the generated temporal questions are used to finetune DL based models, ProphetNet and UniLM to improve their ability to generate acceptable temporal questions.

Extraction of TIMEX and Events: As shown in Figure 1, the processing pipeline of stage 1 starts with identification of tokens that indicate temporal expressions (i.e., TIMEX). We use HeidelTime (Strötgen and Gertz, 2015) to identify and normalize timex entities in the input sentence. To capture the verbal events in the input text, we make use of the past-tense propagation technique proposed by Palshikar et al. (2019a). To identify the nominal events, we make use the approach proposed by (Ramrakhiyani et al., 2021). They make use of NomBank (Meyers et al., 2004) and deverbal nouns (Gurevich et al., 2008) to identify the nominal events. Since, we specifically focus on history text in this paper, we also use a curated gazette of headwords indicating verbal and nominal events in history domain to augment the event extraction process.

Temporal Question Generation Templates: The templates are designed to probe different aspects of history text such as spatio-temporal details of an event, key players involved in it, relative temporal order among events, consequences of an event etc. We note that the set of templates is open to further extension based on the interest of historians and analysts. The proposed approach is flexible such that the questions generated by the DL based methods can be adapted to the additional templates.

Table 1 provides an overview of the templates along with examples of generated temporal questions. Due to the space constraints and ease of exposition, we focus on the template #2 \(<\text{Subject}> \text{<Verb}> \text{<NominalEvents>}?>\); but the overall approach is similar in case of other tem-

Algorithm 1: Algorithm for template:
```
"When did SUB V N?"
```

Input: S = Sentence; 
PT = Parse Tree of S; 
TEs = Timex Entities in S; 
Nes = Nominal Events in S; 
Output: Temporal question of the form: 
"When did SUB V N?"

Let w be a verb in past tense in S which is not modal OR auxiliary verb; 
if there is no such w then return; 
Let V be the present tense form of w; 
Let SUB be the complete text connected to w using DR “nsubj” in PT; 
if there is no such T then return; 
Let T be a timex in TEs connected to P1 using DR “pobj” in PT; 
if there is no T in NEs such that T is connected to a preposition P2 using DR “pobj” in PT 
| print “When did SUB V N?”
else if there is N in NEs such that N is connected to w using DR “dobj” in PT 
| print “When did SUB V N?”
else if there is verb U in present tense in S connected to w using DR “xcomp” in PT AND there is N in NEs such that N is connected to U using DR “dobj” in PT 
| print “When did SUB U N?”
else if there is verb U in present tense in S connected to w using DR “xcomp” in PT AND there is N in NEs such that N is connected to U using DR “dobj” in PT 
| print “When did SUB U N?”
```
What happened to During the Jassy-Kishinev Offensive of August 1944, Romania switched sides on August 23, 1944. When did the Jassy-Kishinev Offensive happen?

When did Hitler order an invasion of the Soviet Union? During the Jassy-Kishinev Offensive of August 1944, Romania switched sides on August 23, 1944.

During the Jassy-Kishinev Offensive of August 1944, Romania switched sides on August 23, 1944.

Table 1: Overview of templates; SUB=subject, N=Nominal Event, V=Verb, P=preposition, T=Timex, N1=Nominal Event 1, N2=Nominal Event 2, TM=Temporal marker, VE=Verbal Event, O=Object

| Sr | Template | Sentence | Question |
|----|----------|----------|----------|
| 1  | When did <N> happen? | During the Jassy-Kishinev Offensive of August 1944, Romania switched sides on August 23, 1944. | When did the Jassy-Kishinev Offensive happen? |
| 2  | When did <SUB> <V> <N>? | In June 1941, Hitler ordered an invasion of the Soviet Union. | When did Hitler order an invasion of the Soviet Union? |
| 3  | What happened to <SUB> after <PR> <V> <N> <P> > <T>? | Gandhi launched the Quit India Movement in August 1942, after which he was arrested with other Congress lieutenants like Nehru and Patel. | What happened to Gandhi after he launched the Quit India Movement in August 1942? |
| 4  | What happened to <SUB> during <T>? | During the 1980s, Cromwell’s statue was relocated outside Wythenshawe Hall, which had been occupied by Cromwell’s troops. | What happened to Cromwell’s statue during the 1980s? |
| 5  | Which event happened first: <N1> or <N2>? | Russia was promised Constantinople in the Constantinople Agreement of 1915. The Jews were promised a homeland in Palestine in the Balfour Declaration of 1917, but the Arabs had already been promised a sovereign state in Turkish-controlled regions. | Which event happened first: the Constantinople Agreement or the Balfour Declaration? |
| 6  | What happened to <SUB> <TM> <N> <P> <T>? | India’s Prime Minister, Shastri, suffered a fatal heart attack soon after the Tashkent Agreement on January 11, 1966. | What happened to India’s Prime Minister after the Tashkent Agreement on January 11, 1966? |
| 7  | When did <VE> <O>? | By the end of 1941, German forces and the European Axis powers occupied most of Europe and North Africa. | When did the European Axis powers occupy most of Europe and North Africa? |

Table 1: Overview of templates; SUB=subject, N=Nominal Event, V=Verb, P=preposition, T=Timex, N1=Nominal Event 1, N2=Nominal Event 2, TM=Temporal marker, VE=Verbal Event, O=Object

Fine-tuning DL Models for Temporal QG: The second stage of our approach overcomes the limitations of existing deep learning (DL) models for temporal QG. We use two different DL models to emphasize the flexibility and robustness of this approach. ProphetNet uses future n-gram prediction and n-stream self attention mechanism to achieve state-of-the-art performance on many NLP tasks. Unified pre-trained Language Model (UniLM) employs a shared Transformer network and specific self-attention masks. Both ProphetNet and UniLM have shown superior performance on general purpose QA task for SQuAD dataset (Qi et al., 2020; Dong et al., 2019). We observe that off-the-shelf QG models of ProphetNet and UniLM do not perform satisfactorily when used directly for temporal QG from history text (Table 4). Hence, we finetune both the DL models using the temporal questions generated by the templates in the first stage. The DL models tackle the temporal QG task as a sequence-to-sequence learning problem. The source text comprises of the input sentence and the candidate answer and the target text is the reference question. The candidate answers are generated by rule-based methods, details of which are beyond the scope of this paper. As discussed in Section 4, finetuning the models using the questions generated by our approach performs better than using questions from SQuAD dataset.

4 Experimental Evaluation

Datasets: We evaluate the proposed approach for temporal QG using history text intended for diverse audience and focusing on different topics such as historical accounts of famous personalities (e.g., Napoleon), important phenomenon (e.g., Fasci...
cism), battles, wars, and global conflicts. We use 3 chapters from history text books as well as 186 Wikipedia articles on historical topics. The pointers to the book chapters and Wikipedia articles are provided as a part of supplementary data.

Table 2: Template-based approach details

We use two different datasets of temporal questions for the second stage of our approach i.e. fine-tuning experiments with ProphetNet and UniLM. First dataset consists of 868 question generated by our template based approach for training and 217 for validation of the DL model finetuning. The second dataset consists of temporal questions (i.e., questions with explicit date-time expressions as well as implicit expressions such as before, after, during etc.) extracted from SQuAD dataset. The resulting subset of SQuAD dataset consists of 35794 questions as training set and 2492 questions as the validation set. The dataset used for experimentation is available for research purposes upon email request.

Finetuning Details: To evaluate the effectiveness of finetuning the DL models for temporal QG task, we use two different models, ProphetNet and UniLM.

**ProphetNet:** The input provided for finetuning ProphetNet is in the form of answer [SEP] narrative and output is the generated question. We use the hyperparameter values as suggested by the authors on their github page\(^2\) for finetuning task. We use BERT Adam optimizer (BERT version of the Adam algorithm with weight decay fix) with a learning rate of 0.00002. We train UniLM for 10 epochs.

**Evaluation methodology:** We employ both automated and human expert evaluation. For human evaluation, we asked experts (people well versed with English language and Global history) to mark the generated question as acceptable or non-acceptable following the human evaluation in Heilman and Smith (2010). A question is marked as acceptable if it is grammatically correct, readable, sensible and not too vague. More details can be found in the guidelines proposed by Heilman and Smith (2010). For human evaluation, we use a random sample of 100 generated questions for each experimental setting.

\(Q_{acc}\) metric is used for the percentage of generated temporal questions which are found acceptable by a human expert. \(Q_{temporal}\) measures the fraction of temporal questions generated with respect to total number of generated questions. For automated evaluation, we use BLEU-4 (Papineni et al., 2002), METEOR (Banerjee and Lavie, 2005) and ROUGE-L (Lin, 2004) which are standard metrics for natural language generation tasks. The questions generated by the template based approach are used as reference questions for calculating these automated metrics.

**Results and Discussion:** The evaluation details of our template based approach (i.e., the stage 1 of our approach) are given in Table 2. In the corpus of 31538 sentences, there are 12460 sentences that contain a temporal expression (timex). The template based approach (i.e., the stage 1 of our approach) generates 2480 questions with an acceptability rate of 84.07%. In this work, we have not considered the entity coreference resolution. A large number of sentences do not get considered by the templates if a slot/parameter (e.g., SUB) of a template contains a pronoun. We plan to consider entity coreference resolution (Patil et al.,

\(^{1}\)https://github.com/microsoft/ProphetNet

\(^{2}\)https://github.com/microsoft/unilm/tree/master/unilm-v1
Table 3: Template-wise acceptability scores (in %)

| Template  | \(Q_{\text{acc}}\) |
|-----------|------------------|
| template #1 | 94.71 |
| template #2 | 82.45 |
| template #3 | 78.24 |
| template #4 | 73.33 |
| template #5 | 60.76 |
| template #6 | 89.79 |
| template #7 | 80.08 |

Table 4: Experimental comparison of DL models with use SQuAD temporal questions.

| Model | B-4 | M | ROUGE-L | \(Q_{\text{temporal}}\) | \(Q_{\text{acc}}\) |
|-------|-----|---|---------|----------------|----------------|
| \(P_{\text{pre}}\) | 0.37 | 0.29 | 0.59 | 53.85 | 80.00 |
| \(P_{\text{temp}}\) | 0.84 | 0.61 | 0.90 | 97.49 | 99.00 |
| \(P_{\text{temp}}\) | 0.36 | 0.29 | 0.60 | 70.00 | 91.00 |
| \(P_{\text{temp}}\) | 0.73 | 0.50 | 0.85 | 98.50 | 99.00 |
| \(U_{\text{temp}}\) | 0.39 | 0.30 | 0.61 | 71.60 | 76.00 |
| \(U_{\text{temp}}\) | 0.85 | 0.60 | 0.93 | 99.20 | 97.00 |
| \(U_{\text{temp}}\) | 0.36 | 0.30 | 0.61 | 71.60 | 76.00 |
| \(U_{\text{temp}}\) | 0.73 | 0.50 | 0.85 | 97.50 | 94.00 |

From Table 4, we observe that ability to generate temporal questions \((Q_{\text{temporal}})\) as well as acceptability of the generated questions \((Q_{\text{acc}})\) is low for both the pre-trained DL models, \(P_{\text{pre}}\) and \(U_{\text{pre}}\). Finetuning the base models of ProphetNet as well as UniLM certainly helps to improve their performance on the temporal QG task. We note that SQuAD dataset of temporal questions is significantly larger than the set of template-based questions. Still, for both automated metrics as well as human expert evaluation, the performance of the DL models finetuned with only the template-based questions is significantly better than models that use SQuAD temporal questions.

5 Conclusion

We proposed a two-staged method for temporal QG from history text. First, we use templates motivated by linguistics and domain knowledge to carry out syntactic and semantic transformations to generate temporal questions. Then, the generated temporal questions are used to finetune DL models for QG. We experimentally validated the approach with two different DL models to demonstrate improvement due to finetuning as well as flexibility and robustness of this approach for temporal QG.
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