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To contain the spread of the COVID-19, governments have designed and implemented a large range of exceptional measures. Yet, the restrictive nature of the policy options chosen and the severity of their enforcement mechanisms considerably vary across countries. Focusing on the case of the European Union—a group of closely connected nations which develop some forms of supranational policy coordination to manage the pandemic—we first map the diversity of policy responses taken using two original indicators: the stringency and scope of freedom limitations and the depth of control used in their enforcement. Second, we elaborate three theoretical scenarios to explain cross-national variation in pandemic policy-making. Our exploratory results—based on bivariate statistical associations—reveal that structural determinants (the level of political and interpersonal trust, a country’s overall resources, democratic experience and, to a lesser extent, political check and balances) shape crisis policy-making more than crisis-related factors such as the magnitude of the crisis at stake. These results call for further research into the determinants of crisis policy-making that we propose to address with a new research project focusing on the modalities, determinants and impacts of exceptional decision making in times of COVID-19.
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INTRODUCTION

The COVID-19 pandemic has led governments all over the world to take multiple and diverse policy responses to contain the lethality of the virus. After Asia, Europe was the second continent struck with the first cases of contagion recorded in Italy on January 31, 2020 (Ritchie, 2020). On March 13th, the number of cases in Europe exceeded that in Asia, prompting the World Health Organization (WHO) to declare Europe as the epicenter of the crisis with 40% of the global cases and 68% of the deaths (WHO, 2020). With the notable exception of Italy and Spain where the number of cases respectively peaked on March 22nd and on March 27th, European countries were quasi simultaneously affected by the COVID-19 disease. France, Germany, the Netherlands and the United Kingdom reached their peak in the first 20 days of April 2020 (Dong et al., 2020). In less than two months, several European governments were overwhelmed by the expansion of the pandemic. Contrary to their Asian counterparts, European decision-makers had little recent experience of coronavirus-induced respiratory infections. The last serious influenza pandemic dated back from 1968 and affected European countries mostly unequally (Viboud et al., 2005). In addition, at the end of January 2020, little scientific evidence was available on the virus while in March 2020 expert advices were highly...
conflicting. The spread of the virus among children, its airborne nature, the mechanisms of immunity and their duration were among the most notable known unknowns.

This situation places decision-makers in government and politics in high uncertainty (Capano et al., 2020). Faced with such uncertainty, we could have expected European decision-makers to develop at least some similar protocols especially as the European Union (EU) offers coordination mechanisms in public health that go beyond the general guidelines of the WHO. In particular, the adoption in 2014 of the EU Agenda on Health Systems precisely aims at strengthening the resilience of European public health systems to crises (European Commission, 2020b). In addition, joint crisis-management mechanisms—through the EU civil protection instrument—are long established among European countries (European Commission, 2020a). Nevertheless, governments reacted to the pandemic in multiple and sometimes contrasted ways—and continued to do so well into autumn 2020. For example, whereas France implemented one of the toughest lockdowns in Europe, Sweden relied on no lockdown at all to manage the pandemic. As a result, the cross-national variation in COVID-19 policy responses in Europe is very high. Policy responses regulating individual behavior in the wake of the COVID-19 crisis vary along two dimensions: a) the types and scope of the crisis-management policy tools chosen and b) their enforcement modalities. The types of policy tools refer to the various legal codification of the strategies used by policy-makers to limit the spread of the pandemic (mask wearing, closures of workplaces, schools, restaurants, restrictions of liberties, . . . ) while enforcement strategies rely on different agents using various levels of coercion (increasing police powers, creating new verifications tools, amount of fines, prison sentences, deployment of the military. . . ).

The diversity of policy responses of closely connected nations on one continent, which have various forms of crisis-management coordination mechanisms and are facing the same crisis suggests that domestic specificities have largely led decision-makers to “do it their way.” To capture this diversity, empirical research has already been initiated on governments’ responses to the COVID-19 pandemic (Hale et al., 2020a; Cheng et al., 2020; Desvars-Larrive et al., 2020). Nevertheless we still know very little about the determinants of cross-national variation in policy-making in time of Sars—CoV-2 pandemic. So far, all existing studies are of a descriptive scope and give preference to the collecting of a few indicators—e.g., on state of emergency declarations (Bjørnskov and Voigt, 2020) or lockdown approaches (Hale et al., 2020a)—in a large number of countries over an analysis of the diversity of the policy responses.

This paper contributes to political science scholarship on crisis policy-making by unpacking the drivers of cross-national variation in crisis-management policies in European Union countries. Crises—no matter their causes—challenge ordinary policy-making processes and trigger various forms of exceptional policy-making1 Yet, existing political science scholarship on crisis management primarily focuses on how long-established democracies manage foreign policy crisis but rarely on the management of domestic disasters (Allison and Zelikow, 1971; Janis, 1989; Welch, 1989). When they do so, studies mainly focus on crisis decision-making by assessing styles of emergency leadership but rarely investigate the role structural factors play in shaping policy responses to crisis (see for example, Zhou et al., 2018). In contrast, public health scholarship puts forward models of pandemic management distinguishing between the level of decentralization and coerciveness of health crisis management (Desvars-Larrive et al. 2020: 2). The pandemic hence offers an opportunity to bridge the gap between both fields. Understanding cross-national variation in crisis policy-making in Europe is essential to increase the level of preparedness of European countries not only to future pandemic but also, more largely, to future crises such as climate-induced natural disasters or terror attacks. It is even more important as exceptional measures can durably affect democratic resilience by negatively impacting democratic legitimacy and stability (Posner and Vermeule, 2003).

We contribute to this topical debate by developing an original measure of exceptional policy-making in crisis settings focusing on the types and scope of freedom limitations and on the depth of control used to enforce such limitations. We construct this indicator for the 23 largest EU countries. Focusing on Europe allows to maximize the variance of the policy options and to connect them with a comprehensive set health, economic and political factors likely to shape crisis policy-making. At the same time, because of policy-coordination taking place at the EU level, this case study allows to primarily focus on the domestic drivers of crisis policy-making. To unpack the drivers of cross-national variation, we derive from existing theories three policy-making scenarios likely to explain cross-national variation in the severity and intrusiveness of pandemic policy responses.

Our first scenario conceptualizes crisis policy-making as a trade-off between the magnitude of the sanitary crisis, the pandemic management capacities of a country and the expected degree of people’s compliance with the adopted measures. The second scenario argues that policy responses are shaped by the room for (political) manoeuvre of policy-makers. Implementing stringent policies is difficult in democratic systems as the counter-powers and political opponents can contest the chosen policy option. Finally, the last scenario focuses on policy-makers-makers’ preferences. These preferences may vary across countries due to different degrees of tolerance with restrictions in the rule of law and civil liberties. Within country variation is shaped by the preferences of the ruling party during the crisis.

Our preliminary assessment of the rationale behind pandemic policy-making reveals that structural factors—the level of political and interpersonal trust, a country’s overall resources, and democratic experience and, to a lesser extent, political check and balances—shape crisis policy responses more than situational drivers linked to the magnitude of a crisis or to specific crisis-management capacities. Compared with these long-term, structural factors, political leaders’ ideology hardly influences policy choices. Our exploration of crisis-management
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1We define exceptional policy-making as departing from the legal foundations of governance, both the separation of powers and the limitations of freedoms defined in national constitutions.
determinants also allow to identify research and data gaps we intend to fill with the development of a new research project.

"Introduction" section of the paper presents the analytical framework of the research. “The Determinants of Variation in Pandemic Policy-Making” section of the paper presents the analytical framework of the paper. The "Data and Methods" section presents the research design and data used. “European Pandemic Policy-Making Compared” presents the results while the conclusion discusses their contribution to broader debates on crisis politics and identifies further avenues for research.

THE DETERMINANTS OF VARIATION IN PANDEMIC POLICY-MAKING

Our analytical model puts forward four key sets of drivers to explain cross-national variation in pandemic policy-making. First, the level of scientific evidence on the pandemic, framing the nature of the policy problem at stake. When the virus struck Europe, the few evidence available confirmed the magnitude of the health threat as the virus was known to spread at an exponential level, with most of the patients showing little to no symptoms (while being contagious) and a unknown rate of elder patients or patients with comorbidities affected with life-threatening symptoms. Yet, before the launch of national research programs on the COVID-19, this limited scientific evidence was made available to all European countries at the same time and hence should not explain variation in policy-making across countries. Second, the magnitude of the health crisis shapes the level of governmental response as a very acute crisis is likely to trigger more stringent types of policy. Third, crisis policy-making options are influenced by the capacities and resources a government has at its disposal to take action. Fourth, political institutions and culture matter in crisis settings. Institutions operate as a framework making specific set of policies more likely and acceptable than others while the political culture shapes the assumptions policy-makers make on the strategies needed to ensure people’s compliance. Figure 1 below displays the key determinants of our analytical framework. In what follows, we expose the mechanism linking each driver to a specific policy response and break them down into testable hypotheses.

The declared objective of crisis policy-making is to protect a state’s population and its institutions against the disruptive impacts of crises. In the case of a pandemic, policy responses aim to limit the spread of the virus to avoid a collapse of health systems, which are not equipped to cope with extraordinary public health crises, a situation which would lead to an aggravated death toll. The most certain way of reaching this objective consists in exercising a stringent and multi-faceted control over a population’s movement and activities. The likelihood and attractiveness of such extreme policy option depend on the combined influence of the above-mentioned factors. Our conceptual framework argues that policy-makers need to arbitrate between these factors in three types of decision-making scenarios: the trade-off, checks and balances and ideological scenarios.

First, the tradeoff scenario assumes that increasing control through multifaceted and stringent crisis-management measures is both politically and morally costly for decision makers. Voters care about their rights and policy-makers do so too. A tradeoff thus exists between protecting people from the pandemic and guaranteeing civil liberties and fundamental rights. On the one hand, too stringent policy responses could trigger protest and jeopardize the election prospects of political leaders in democratic regimes. On the other hand, a failure to act can equally have detrimental consequences on the stability and legitimacy of a political system as well as on the credibility and popularity of decision-makers. According to this scenario, we expect policy-makers to opt for stringent policies when the situation they face does not offer any plausible alternative.

Second, the checks and balances scenario assumes that limiting the impact of the pandemic is the most preeminent political issue decision-makers are interested in. Yet, the crisis offers an opportunity to increase their power, which is, in itself, attractive for all European decision-makers. The key difference lies in their unequal capacity to do so. Some European democracies are better designed than others to prevent the incumbents from unduly increasing their control over society. According to this scenario, the existence and nature of institutional counter-powers are expected to reduce the level of stringency and diversity of the measures.

Last, the ideological scenario assumes that decision-makers do not have similar preferences in terms of crisis management styles. Some favor more stringent options while others prefer to guarantee human rights. The policy responses opted for hence depend either on the political culture of each country or on the political ideology of each government.

These three scenarios lead to the formulation of eight preliminary hypotheses seeking to account for cross-national variation in European policy responses to the Sars-Cov-2 pandemic.

Pandemic Policy Making as a Trade-Off

The key objective of crisis policy making is to address the disruptive consequences crises have on people, institutions and societies. This impact can be of limited scope or of a high magnitude, posing life threat to a large range of people or endangering the stability of a political regime. In assessing policy options, we argue that policy-makers strive to design policies commensurate to the threat they face. An over-reaction or an under-reaction to a crisis can be damaging, not only for re-election prospects but also for the stability or legitimacy of the political system. The cognitive ability of policy-makers to process data on the nature and evolution of crises however remains an open question in existing literature on crisis management (Wilensky, 1967; Turner, 1978; Kam, 1988). In particular, some authors argue that this ability is particularly low in the case of rapidly-evolving crises—such as a pandemic—(Kehinde, 2014; Staupe-Delgado, 2019). Recent research focusing on the declaration of the state of emergency during the COVID-19 pandemic nuances such statement by showing that the level contamination in a country influences the
likelihood of a government declaring the state of emergency (Bjørnskov and Voigt, 2020).

As a result:

**Hypothesis 1.a:** The severity of the pandemic determines the stringency of the policy response.

Faced with a crisis of the same magnitude, policy-makers face different constraints. An extensive literature, both on the current pandemic and other types of crises, stresses the importance of policy capacities in explaining cross-national variation in policy responses (Keman, 2002; Capano et al., 2015; Capano et al., 2020). We argue that such capacities play at two different but interconnected levels. The first refers to the resources allocated to specific crisis-management instruments. In the pandemic case, the magnitude of the crisis mainly derives from the exponential spread of cases, which can rapidly overwhelm the capacities of healthcare systems. As a result, better-equipped health systems are also more able to manage the sanitary crisis without relying on extraordinary measures. For example, the fact that Germany has the highest number of beds in intensive care units per inhabitant has frequently been invoked as an explanation for its resilience to the current pandemic (Schneider et al., 2020). A well-resourced healthcare system allows to identify cases rapidly and to treat the complications in an efficient way. In contrast, weak healthcare systems are more quickly overwhelmed. A high investment in healthcare resources should hence reduce the magnitude of the crisis and the need for stringent policy responses.

Hence:

**Hypothesis 1.b:** The higher the healthcare resources of a state, the less stringent the policy response chosen.

The second level lies in the overall capacity of a government that allows it to design responses in various range of policy fields but also to allocate new resources to crisis management. This capacity includes the level of resources a country currently has but also its capacity to raise more resources on financial markets through the issuing of national debt. The fact that countries with a low-level indebtedness resist better to crises has already found some support in existing literature (Marto et al., 2018). When the public debt is high, governments lack liquidity to invest in crisis response and provide financial or technological incentives to ensure citizens comply with the measures. An information-based policy style implies that governments are able to invest resources in research but also on public awareness campaigns to make their policies known and understood. In contrast, states lacking capacities can do little but opt for a more authoritarian approach, redirecting their enforcement resources to the management of the crisis.

We hence argue that:

**Hypothesis 1.c:** The higher the financial capacity of a state, the less stringent the policy response chosen.

Beside capacities, policy-makers also have expectations on how people will respond to the measures they take. Policymakers make assumptions all the time about whether and to which extent people will comply (Schneider and Ingram, 1990). The higher the expected compliance with government policies, the less coercion is needed to bring about the desired behavior. And policy-makers will avoid coercive mechanisms, which include fines, police force and even imprisonment, whenever they can (De Groot and Schuitema, 2012; Landa and Tyson, 2017). The reason for this is that a widely shared belief in the justness, or legitimacy of these measures is a much stronger driver of political support—not only for the measures in question but also, through spillover processes, for those who designed them (the political authorities) and for the regime (Gibson, 1989; Rothstein, 2012). Compared with a reliance on legitimacy beliefs, relying on coercion to obtain compliance is always at most a second-best option. This current pandemic provides us with an excellent chance to observe these theoretical expectations at work in a real-life setting. It is well established that countries differ with regard to the extent to which their citizens believe in the legitimacy of social institutions, government or democracy. Several southern-European nations such as Spain and Italy show significantly lower levels of trust in the governmental institutions than other countries (van Ham et al., 2017). The reason for these differences are also reflected in the extent to which people are satisfied with the way democracy works in their country: the patterns are similar. Finally, countries also differ in the extent to which citizens trust each other. According to several surveys (World and European Values, European Social Survey), notably the Nordic countries can be characterized as “high-trust” whereas in Europe countries like Spain and France show much lower levels of interpersonal trust.

As a result:

**Hypothesis 1.d:** The higher political legitimacy and interpersonal trust, the less coercive, and stringent the selected policy options can be, since citizens and politicians alike can expect compliance without coercion.
Pandemic Policy-Making as an Outcome of Domestic Institutional Constraints

In democratic systems, departing from ordinary policy-making requires the consent of domestic political stakeholders. The nature of the political institutions and the extent of counter powers’ controls vary across countries. In particular, a process of policy change—especially of the magnitude required by the management of crises—is more complicated when many veto players are involved. The dispersion of veto players has already been found to generate policy rigidity and a lack of resilience in the case of financial crises (MacIntyre, 2001; Burns et al., 2018). Yet, neither the role of veto players in the management of other types of crises, nor their impact on the types (and not on the mere presence or absence) of policy responses have been researched so far. This neglect is surprising as crises induce risks of power concentration by the executive, leading policy-makers to be appealed by the implementation of more stringent and coercive policies than in non-crisis times. Check and balances should play a central role in making such option more costly for policy-makers.

As a result:

**Hypothesis 2.a:** The more the check and balances, the less stringent the policies.

In some instances, the control of veto players is not stable throughout the crisis period. Countries that have provisions for forms of emergency decision-making grant veto players a strong role at the beginning of the crisis when authorizing exceptional decision-making. This control then lapses for the limited period of time when emergency provisions are activated. We may then expect the freedom limitations and depth of control of crisis policy responses to be influenced by the existence of emergency decision-making provisions in a country. Such provisions are not uncommon. Today, 90 countries in the world have policy-making mechanisms for emergency situations designed in their national constitution (Bjørnskov and Voigt, 2018a). Such “emergency constitutions” (Idem) allow restrictions in human rights and democratic processes to fight against a crisis. The very existence of such provisions explains why some countries declare state of emergency in the event of crises more often than others (Bjørnskov and Voigt, 2018b). Because emergency constitutions emancipate governments from democratic control, we expect that countries declaring a state of emergency adopt more restrictive and intrusive measures than countries that did not activate such mechanism.

Hence:

**Hypothesis 2.b:** When a state of emergency is declared, policies are more stringent.

Pandemic Policy-Making as Political Ideology

Beyond political institutions, the political culture of a country determines which types of political practices are deemed tolerable and influence the preferences of political elites. According to the recent history of a country, authoritarian decisions are considered more or less exceptional or acceptable. In countries where political attitudes are more authoritarian, leaders have more leeway in choosing harsher policies. A number of EU countries have experienced a recent transition from authoritarianism to democracy, mainly in the Eastern and Southern part of Europe. Therefore, we can assess whether authoritarian past experiences may lead policy-makers to opt for stringent and coercive decisions since they themselves were socialized in less democratic settings, and since they assume that they would be tolerated by the public. The existence of such a mechanism has already been attested in the case of Southern Europe (Morlino, 2010).

As a result:

**Hypothesis 3.a** An authoritarian political culture increases the likelihood of stringent and coercive policy responses.

Policy-makers preferences also differ according to the party they belong to. This, in turn, leads political choices to vary according to the political ideology and agenda of the ruling party. When it comes to the rule of law and to fundamental liberties, ideological differences between rulers are rather strong in Europe. The Prime Minister of Hungary Viktor Orban, for example, leads his country in an “illiberal constitutionalism” which could exacerbate freedom limitations in a crisis context. He was, indeed, the only leader in Europe who declared the state of emergency without any time limit (Drinóczi and Bien-Kacala, 2020). In contrast, the prime minister of Sweden Stefan Löfven argued that the government could not ban everything and that individuals will take responsibility for their own health and the health of the community (Bolsøver, 2020). Actually, the way governments solve the dilemma between protecting civil liberties and reducing contagion can be influenced by their ideological approach. This is particularly true in situations where there is high uncertainty and no established protocol are in place. Therefore, we expect that the preferences of the ruling party influence the stringency of its policies:

**Hypothesis 3.b:** Authoritarian parties’ ideology increases the likelihood of an aggressive policy response.

Note that the proposed scenarios are not necessarily conflicting with each other. In designing crisis-management policies, policy-makers can assess the level of risks they are able or ready to take (trade off scenario) while selecting among possible options based on their political constraints or ideological preferences. Yet, the proposed scenarios have the merit to comprehensively map the drivers of crisis policy-making.

**DATA AND METHODS**

Our research design engages in the preliminary assessment of each scenario. To understand how each of the above-identified factors shapes policy-makers’ decisions, we opt for focusing on the initial stage of the pandemic when the first cases were recorded and exponentially grew in Europe. This allows us to consider the highest period of uncertainty and, arguably, the most acute phase of the crisis. Subsequent policy-making does not only build on these initial experiences but also on an expanded evidence base. Our empirical analysis focuses on the types of
policy responses implemented in 23 European Union countries\(^2\) that have been quasi simultaneously struck by the COVID-19. The analysis covers the first four months of the spread of the virus on the European continent, from February 1st to May 30th.

Overall, 17 countries in our sample have experienced a peak of contagion between March 27 and April 12, hence over a period of only 17 days. The analysis of a limited set of highly interdependent countries allows us to collect detailed data on the measures taken and to control for variation in the geopolitical context and international factors. Compared to other pandemic-affected countries, EU countries engaged in intensive coordination mechanisms at the supranational level. In particular, the European Center for Disease Control issued guidelines and risk assessment reports at the very start of the pandemic and updated them regularly. In addition, the European Council activated the EU integrated political crisis response (IPCR) holding weekly meetings gathering EU institutions, EU agencies experts and representatives of affected member states. At the implementation level, the Union joint civil-protection instrument coordinated the deployment of medical teams and established a common European reserve of emergency medical equipment (European Council, 2020). Despite these early coordination efforts, resources in public health crisis management at the EU level are scarce and mechanisms of a soft nature: EU member states retain primary decision-making powers and capacities in public health matters (Jordana and Triviño-Salazar, 2020). In many ways, the situation of EU countries bear similarity with the one of federal states—such as the United States and Canada—where the federal government mainly holds coordination and information powers while states, at the subnational level, are in charge of designing the policy response they see fit for their context. Lessons learned from the EU context can, to some extent, be applied to other decentralized political contexts.

The observed variation in crisis policy-making in Europe shows that, confronted with an external shock, national public authorities have great latitude in framing the nature of the policy problem at stake and the adequate policy responses. This leads policy-makers to sometimes present the crisis as extreme as when the response to COVID-19 was coined “warfare” by some leaders (Hungary, France) or explicitly rebuffed this expression (the Netherlands, Germany) (Roché et al., 2020). This definition of a situation as an exception does not only occur at the symbolic level when a leader addresses the people, but also on a legal and practical basis. As a result, our dependent variables seek to capture this different level of exceptionalism by especially focusing on two dimensions through which crisis policies are imposed on the public: “freedom limitations” and “depth of control.”

Freedom limitations may take different meanings, covering civil rights (equality before the law), political liberties (freedom of speech, of assembly, of conscience), basic rights (such as freedom of movement, to privacy) as well as social rights (right to education) and economic rights (to do business). In tackling the threat caused by the COVID-19 crisis, the most radical governments aimed to exercise control over any unapproved interpersonal contact outside households, even preventing family gatherings. For example, some governments such as the French one went as far as prohibiting any family member to attend to funeral while others such as Spain totally confined people in their homes. When, in times of COVID-19, a government decides that being outside one’s home is illegal, all types of freedom limitations are at stake although with some forms of national variations: freedom of assembly (no gathering), of movement (limited in several ways), of privacy (with surveillance of allowed movements, use of dedicated applications, searching bags when exiting a department store or on the streets), of social and economic nature (with a shutdown of selected businesses or compulsory work of others). Some limitations such as school closures are means to an end, and not an end in themselves. Yet, in more intrusive forms of policy responses, being on the street becomes a public order issue requiring police action, as if it were a special kind of (one person) illegal protest.

Given the variation in national situations, our first construct “freedoms limitations” needs to incorporate as many dimensions as possible, as well as the geographic scope of the lockdown, which are not available in other constructs such as the Oxford tracker (Hale et al., 2020b). We use for that purpose a combination of two sources of information: the communication on March 26, 2020 by Frontex, the EU agency in charge of external borders security detailing the measures taken in Europe, and press information gathered at EU level. Frontex provides information on restrictions in four aspects of social life: public gathering, school closure, road transportation within the country, and lockdown. Each of these restrictions are coded 0 for open/allowed, 1 for restricted and 2 for closed/banned). In order to account for the geographical scope of the limitations, we decided to integrate into the construct an additional, media-based score which increase the range of the freedom limitations construct: the score increases when a lockdown is implemented “nationally” compared to “locally.” We hence multiply the lockdown score by a coefficient of 2 when a government imposes a national lockdown. Raw lockdown score ranges from 0 to 2 before the integration of the geographical score, and from 0 to 4 after, which represents a maximum of 2 additional points in the freedom limitations construct for countries imposing a national lockdown. Theoretically, the freedom limitations score ranges from 0 (no limitation according to Frontex) to 10 (maximum Frontex scores for public gathering, school closure, road transportation (6) and maximum Frontex score on lockdown (2) multiplied by 2 if implemented nationally (4)). A lack of reliable cross-national data prevented us from incorporating limitations imposed on the mobilization of critical citizens and opposition parties.

**Figure 2** shows the differences in freedom limitations across EU countries. It reveals that all the countries of our sample implemented some forms of freedom limitations to tackle the pandemic. Yet, the scope of limitations varies from single to double. Sweden and the United Kingdom opted for the less stringent measures—even their leaders refuse the speak of a strategy of an “herd immunity” strategy while Greece scores
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\( ^2\)We added the United Kingdom which is still in transition period after the Brexit referendum and excluded EU countries for which data on independent variables were partial.
the highest on our index. Surprisingly, France and Belgium score higher (9) than all the Eastern European countries (score 8). Nordic countries—including Germany, the Netherlands but to the exception of Sweden—are situated in a middle ground between the less stringent and the most stringent policy responses.

Relying on the measures decided upon is not enough to fully grasp cross-national variation in crisis policy-making. Each measure—be it a legal or administrative act—allowing to limit freedoms may be enforced more or less coercively. An in-depth control of citizens’ behavior will be achieved through two main strategies: creating more legal obligations, and involving more agents with extended powers to ensure citizens compliance. Our second output variable seeks to assess variation in enforcement strategies, adding value to existing data initiatives which only collect information on the decisions taken. Our indicator captures three original dimensions in an additive construct. First, some governments compel citizens to record any movement outside of their home (electronically or with paper and pencil) with a self-established declaration. This tool is potentially associated with more fines being distributed as compliance with the regulation can be assessed and sanctioned by the police or any other mandated authority. Such an enforcement authority may go as far as encompassing the police’s ability to enter someone’s home for check on her presence without any mandate of a judge. Three indicators are used to code such practices. 0 for the absence of such tool, 1 for authorizing police to check the self-declaration for a movement and 2 for police’s ability to enter home. Second, the mobilization of enforcement agents may vary across countries. In some cases, the army may be mobilized for non-health-related actions, for example to back up regular police (protecting selected areas) or to serve as a policing force for checking and fining citizens. Here again, three indicators are used coded 0 for no such involvement, 0.5 for military acting as a policing force and 1 for military back up of the police. In other instances, the power to arrest people and sanction them was extended to additional types of non-military and non-police agents which did not have such power prior to the COVID-19, for ex. local or transportation police. We coded this extension 0.5 for the involvement of other forces and 0 in other cases. The depth of control construct does not include the maximum penalty incurred, or the number of fines distributed over the studied period since we could not access this information systematically.

Figure 3 presents variation in enforcement modalities over our sample of countries. It shows that variation at the enforcement level is much higher than at the decision level. In 12 countries, no exceptional tools were used to enforce the policies. However, when exceptional controls are exercised, the level of control considerably varies. Germany used very limited means (0.5) while Bulgaria relied on a large range of strict enforcement mechanisms (4).

Both indicators (freedom limitations, FL and depth of control, DC) are strongly correlated, the Pearson coefficient being 0.60 and significant at conventional standards ($p < 0.01$). However, the correlation can be explained by the fact that, when decisions are the less stringent (low FL score), their enforcement does not rest on highly coercive means (DC null or almost null). In contrast, countries taking more stringent measures (high FL) considerably vary in the enforcement mechanism they use. For example, Belgium and Portugal decided of very stringent restrictions (FL = 9/8), yet without relying on exceptionally coercive enforcement means (DC = 0). In contrast, Poland or France opted for restrictions of a similar stringency and relied on exceptional means to enforce them (DC = 3).

We use these indicators to explore the determinants of restrictive policies in European Union countries. Due to the cross-sectionalism of our data and to our limited number of cases, we are not able to perform any sophisticated statistical analyses. We instead rely on preliminary, bootstrapped bivariate analysis—a method also employed in public health research (Pickett and Wilkinson, 2010)—to assess the association of our output variables with the factors identified in our three policy-making scenarios. The results have to be understood as a general discussion to assess the
plausibility of each explanation. They also lay the foundation for further research on the modalities and determinants of political exceptionalism in times of crises.

EUROPEAN PANDEMIC POLICY-MAKING COMPARED

This section highlights the overall congruence of each hypothesis with our data. Before presenting the results of each bivariate analysis, we discuss the operationalization strategy used for each independent variable. Overall, the selection of our indicators builds on past research on crisis and pandemic management but also aims to maximize the relevance and validity of each indicator by comparing how our dependent variable is associated with different measures. Table A1 in Appendix presents the descriptive statistics for all of our variables. We check the robustness of our results by relying on bootstrapping techniques, applied to correlation analysis (Alemayehu and Doksum, 1990).

The Trade off Scenario

Our first scenario holds that crisis policy responses depend on the severity of the crisis, the crisis-management capacities of a country and the level of compliance policy-makers expect from people. As current research on COVID-19 cases suggests that the reporting of cases highly depends on the quality of the monitoring systems in place at the national level (Lau et al., 2020), we rely on several indicators to analyze the relationship between the magnitude of the public health crisis and the types of policy responses implemented. We use three direct and two indirect indicators. First, building on past research on the determinants of the declaration of state of emergency during the COVID-19 crisis (Bjørnskov and Voigt, 2020), we use the number of positive cases in a country, relying on the dataset published by Our World in Data based on the curated estimates from the European CDC (Ritchie, 2020). As the responsiveness of crisis-management policies varies across EU countries, we first opt for recording the total number of positive cases in each country of our sample over a 30 days period following the first 10 declared cases (contagion). This estimate allows capturing the initial pace of the spread of the pandemic in each country, an indicator likely to reflect the sense of urgency felt by policy-makers as well as the magnitude of the public health threat. Second, we estimate the same indicator but for the number of COVID-19 related deaths, namely the total number of deaths over a 30 days period following the first 10 recorded deaths. It should be noted that the impact of both measures highly depends on the overall population of a country. Our third indicator captures the stress caused by the pandemic on a country health resources; we use the COVID-19-related occupancy of intensive care units (ICU) during the week preceding the adoption of the first restrictions. Although this indicator allows capturing the severity of the pandemic in a reliable manner—as hospitals have specific protocols and testing capacities for COVID-19 patients -, data is missing for half of the countries of our sample.

To indirectly assess the threat posed by the pandemic, we rely on two indicators. The first pertains to the density of the population (Ritchie, 2020) as complying with social distancing measures is easier in countries that exhibit a low population density. In contrast, the virus spreads more quickly and easily in densely populated areas. We also take into account that the share of persons at risk of life-threatening complications also varies across countries. To do so, we use the share of people aged 70 (aged_70) as elderly people are among the most vulnerable patients.

To the exception of the obvious correlation between the number of deaths and the pace of the contagion, no correlation is observed between our indicators of the severity of the pandemic. Figure 4 exemplifies the results and highlights the relationship between the depth of control and the variable contagion and between Freedom limitations and aged_70. We decided to isolate one commonly used direct indicator and one reflecting the size of the most vulnerable group. Our bivariate analyses also reveal that none of our indicators pertaining to the severity of the pandemic is statistically associated with our dependent variables, the scope of freedom limitations and the depth of control used in enforcing the measures. The absence of statistical relationship stays when each of the bivariate correlation is bootstrapped. This result is surprising as, taken together, our variables capture several dimensions of the severity of the pandemic.

As shown in the Figure 3, the absence of statistical association is not due to specific groups of outliers such as the Scandinavian, Eastern European and Southern European countries.

Our theoretical framework also argues that the type of national policy responses is influenced by the capacity of the healthcare systems. Several indicators are available to assess it, ranging from the level of expenditures in the health sector to the availability of health professionals. Yet, not all of these indicators are relevant to assess the nature of the stress the COVID-19 pandemic poses on health systems.

We select two key indicators likely to capture the specificity of the COVID-19 public health crisis. The first relates to the level of investment in the national health infrastructure. To avoid a spurious correlation with the GDP per capita—richer countries mathematically have higher health budgets than countries with more limited means—we rely on the health expenditure as a
share of GDP for 2019 (OECD, 2020). Despite this choice, the variable is still strongly correlated with the GDP per capita ($R = 0.57, p < 0.01$). As it assesses the overall health budget, this broad indicator also includes resources spent in sectors that are not central to the management of the COVID-19 pandemic. To compensate for these limitations, we also use a more specific indicator, namely the number of hospital beds per 1,000 inhabitants (beds) (Ritchie, 2020). This enables to capture the specificity of the health crisis triggered by the COVID-19, namely the lack of resources to save the share of people who can become critically ill because of the virus.

Our results only display a correlation between the health expenditure as a share of GDP and the depth of control used in the implementation of the measure (and $r = -0.44$ for DC, $p < 0.05$) which resists in bootstrapped estimates. Countries with larger health budgets adopt less intrusive policy responses but not necessarily less severe ones. Limited health resources hence lead governments to rely more on coercion to limit the stress on their health capacities. More surprisingly, the relationship between the number of beds is statistically associated with DC but goes in the opposite direction ($0.54, p > 0.01$ for DC). Figure 5 displays the observed patterns and also sheds light on the distribution of hospital beds in our sample that informs the validity of the relationship observed. Hospital beds are largely available in Eastern countries—which also implemented some of the most stringent policies—but are scarcer in Scandinavian countries, which adopted less restrictive policy responses. This distribution leads to an unexpected correlation and suggests that the availability of the hospital beds is not a relevant indicator to explain cross-national variation in the stringency of crisis-management policy responses. In addition and albeit at the aggregated level, healthcare expenditures are correlated with the measures in the expected direction, many exceptions can be identified. For example, France is characterized by a generous healthcare budget but adopted stringent policies while Ireland implemented less stringent policies despite its limited investment in healthcare.

The overall capacity of crisis-affected states also shapes their policy responses. States with higher resources enjoy an higher room of manoeuver in the design of their policy responses than states with more limited financial means. Following other research on the governmental response to COVID-19 (Bjørnskov and Voigt, 2020), we use the GDP per capita in 2019 (World Bank, 2020), which roughly captures the capacity of the state. Yet, this indicator also captures many other aspects that go well beyond state capacity. High GDP per capita countries are also characterized with higher institutional quality and stronger inter-personal and social trust (Dollar and Kraay, 2003; Butkiewicz and Yanikkaya, 2006). To mitigate such bias, we also assess the relationship between the level of indebtedness of a country (debt % GDP, Eurostat, 2020, last quarter 2019) and the type of policy responses implemented. Commentaries of the policy responses to COVID-19 in the EU largely reveal how highly indebted countries in the EU were limited in the design of their policy responses due to an incapacity to raise liquidity on financial markets (McMenamin et al., 2020). Although this indicator is more reliable, it also assumes that the management of the pandemic implies a rise of the national debt. This may however not be the case for all countries.

Our preliminary results are ambiguous. The GDP per capita is highly correlated in the expected direction with both FL and DC (respectively, $r = -0.50$ and $-0.65$, $p < 0.01$) even when bootstrapped. A positive correlation is only found between FL and the level of indebtedness ($r = 0.47$, $p < 0.05$) which resists bootstrapping. Figure 6 shows that a low GDP per capita is characterized by more depth of control. However, some countries tend to be too (especially France) or not enough coercive (Croatia, Portugal and Estonia) when their level of wealth is considered. Regarding the relationship between GDP per capita and freedom limitations (not displayed), outliers also exist, such as France, Belgium and Ireland.

Figure 6 also displays the significant association between the level of indebtedness and freedom limitations. However, it shows that Eastern countries tend to increase limitations despite of their relatively low debt. This group of countries further shapes the lack of relationship between the public debt as a share of GDP and the
depth of control as many it shows that Eastern countries are highly intrusive in the management of the pandemic.

Lastly, we rely on the last wave of the European Values Survey (conducted in 2017 and 2018) to assess the relationship between the level of stringency and coerciveness of policy responses and political and interpersonal trust. Regarding the former, we take into account the fact that most crisis policy-making gives a predominant role to the executive and first use the level of confidence in the government. Second, as the implementation of the measures is mainly left to the police, we also include an assessment of the level of trust in the police. Both indicators vary from 1 (equals agree totally to confidence) to 4 (equals none at all). As the management of the COVID-19 pandemic implies a high degree of compliance by the population, we also include estimates of the level of interpersonal trust, using a question focusing on the degree of confidence respondents have in other people (1. most people can be trusted, 2. you can’t be too careful in dealing with people). Finally, the level of satisfaction with the political system (1 equals not satisfied at all, 10 completely satisfied) is usually associated with trust and compliance (Zmerli et al., 2007).

While these data are not collected just before the sanitary crisis, they have the advantage to be comparative, complete and based on large samples. Data from the last Eurobarometer survey before the pandemic, in November 2019 does not reveal fundamental differences in the trust in government and satisfaction in democracy. However, these more recent data do not include estimates of the level of interpersonal trust, using a question focusing on the degree of confidence respondents have in other people (1. most people can be trusted, 2. you can’t be too careful in dealing with people). Finally, the level of satisfaction with the political system (1 = not satisfied at all, 10 completely satisfied) is usually associated with trust and compliance (Zmerli et al., 2007).

All the trust-related indicators are significantly correlated in the expected direction with both freedom limitations and depth of control. The highest coefficient is found for interpersonal trust (FL r = 0.70, DC r = 0.71, p < 0.01), followed by regime satisfaction (respectively −0.63 and −0.58, p < 0.01), then trust in police (0.58 and 0.61, p < 0.01) and finally trust in government (0.66 and 0.52, p < 0.05). Note that all these coefficients stay significant when correlations are bootstrapped.

Figure 7 shows the relationship between interpersonal (dis) trust and the output variables. On the one hand, distrust characterizes all the countries that score 7 or higher in freedom limitations while, on the contrary, trust is high in all the countries that score 6 or less. A similar pattern is observed for the depth of control. Only Croatia stands out as combining low levels of interpersonal trust with low levels of controls.

**Political Constraints and Pandemic Policy-Making**

Our second scenario argues that policy-makers are constrained by counter-powers when designing crisis policy responses. Yet, the extent of this constraint depends on the institutional set up of each country. In all democratic systems, crisis policy-making gives a central role to the executive. Yet this role is conditioned by the approval of the national parliament. Getting such approval may be more or less easy for governments. To capture the checks and balances exerted by legislative powers in a country, we rely on the level of power-sharing between the executive and the legislative branch. However, these more recent data do not include estimates of the level of interpersonal trust, using a question focusing on the degree of confidence respondents have in other people (1. most people can be trusted, 2. you can’t be too careful in dealing with people). Finally, the level of satisfaction with the political system (1 = not satisfied at all, 10 completely satisfied) is usually associated with trust and compliance (Zmerli et al., 2007).

Even when aggregates are taken into account, these variables are strongly correlated with each other (the Pearson coefficient is between 0.72 and 0.91). Yet, each of them captures slightly different dimensions of the propensity to comply with governmental directives. Some capture whether people trust that institutions take right decisions while others capture the importance of pro-social behavior in a community. As we keep the original coding, we expect a negative correlation between the variable of (dis)trust and the measure to limit freedom or the depth of control. In addition, we expect a positive relationship between satisfaction and the output variables. All the trust-related indicators are significantly correlated in the expected direction with both freedom limitations and depth of control. The highest coefficient is found for interpersonal trust (FL r = 0.70, DC r = 0.71, p < 0.01), followed by regime satisfaction (respectively −0.63 and −0.58, p < 0.01), then trust in police (0.58 and 0.61, p < 0.01) and finally trust in government (0.66 and 0.52, p < 0.05). Note that all these coefficients stay significant when correlations are bootstrapped.
therefore either part of the ruling coalition, or outside of it. We argue that when the main ruling party has a low number of seats in the parliament, it has to seek approval for its exceptional measures from a potentially large set of other represented parties. Power-sharing is also taking place outside of the parliament and concerns various political institutions such as the judiciary which controls the legality of the measures taken, and subnational entities which have a strong role in health policy-making in decentralized political systems. To capture the role of these diverse political stakeholders, we use a more comprehensive indicator of political constraints (polcon5) the executive has to face in policy-making. It accounts for the veto players of the executive and is structured in an index ranging from 0 to 1, where 1 is the strongest level of constraints (Henisz and Mansfield, 2006). We use the last release of this commonly used index in comparative political research (see, among others, Freitag and Bühlmann, 2009; Weymouth, 2011) dating from 2017. As with trust indicators, the stability of political institutions over time minimizes the impact of the absence of data for 2019. We expect the percentage of seats held in the parliament by the ruling party to be positively associated with the severity of freedom restrictions and the depth of control while the influence political constraints would be negative.

Both indicators are significantly correlated in the expected direction with the DC (%seats, $r = 0.51$, Polcon5, $r = -0.45$, $p < 0.05$), but not with FL, even after bootstrapping. This is surprising when we take into account that, on the one hand, %seats and Polcon5 are not correlated with each other ($r = 0.07$, $p > 0.7$) and, on the other hand, DC and FL are highly correlated.

Figure 8 sheds further light on results related to DC. Among the five countries with the highest number of seats for the ruling party (>50%), four exert a particularly strong control particularly on their population (scores 3 or 4). Only the United Kingdom did not implement exceptional control, even if the ruling government was widely supported in the
parliament. On the other hand, among the nine countries where the leading party in the government holds few seats (<30%), only Romania controls citizens more intensively than before the pandemic. When using polcon5, the relationship is less obvious and strongly shaped by two outliers: Bulgaria and Romania that have particularly low counter powers and rely on very intrusive enforcement mechanisms.

While similar patterns hold for the association between these variables and freedom limitations, some slight differences explain changes in the coefficients and their significance. Regarding the perseat variable, Belgium is the country that weighs the most on the overall results, as it has the weakest government, no exceptional control over residents’ behavior, but high levels of freedom limitation. Belgium also influences the relationship between polcon5 and freedom limitations, though to a lesser extent.

We also record all the governments which declare a state of emergency based on media sources and computed a dummy variable state of emergency that identifies the 13 countries that have called a state of emergency. Although the procedure for such a declaration varies across countries, once approved, a state of emergency grants additional discretionary powers to the executive allowing the curtailing of freedom to manage an extraordinary crisis. Unlike the other indicators of check and balances, having declared a state of emergency is correlated with FL (r = 0.37, p < 0.1), but not with DC. The bootstrapping of the correlation confirms the positive, significant relationship with FL and leads the correlation between DC and state of emergency to reach the 10% significance level.

The correlation with FL is not surprising since in many systems, declaring a state of emergency is a necessary
condition to restrict individual rights. However, this does not necessarily mean that enforcement powers are made more intrusive. Note that this result is likely to be due to the fact that five countries (Belgium, Denmark, Estonia, Finland, and Portugal) did not exercise a stronger control on their citizens after declaring a state of emergency while Greece and Poland did so but without relying on a state of emergency. This explains the relative instability of the relationship between the declaration of a state of emergency and the depth of control.

The Ideological Scenario

Political culture encompasses a large set of different attitudes, beliefs and preferences related to a political process that gives to this concept a rather fuzzy nature (Welch, 2016). Our analytical framework is especially concerned with a specific set of attitudes, namely the tolerance for authoritarian rule that varies across countries. We proxy these attitudes by collecting data on the political past of a country. Our argument claims that countries that have experienced authoritarian rule in their recent past are more prone to relapse into it when faced with a crisis.

We hence count the consecutive years of current regime type (based on Boix et al., 2012) to capture the consecutive years spent under the current regime (CYCR, ranging from Croatia = 21 years to the United Kingdom = 136 years). We also updated, in the same database, the past democratic breakdowns (PDB) variable. This variable takes into account all the democratic history and shows little variation across our sample, since only eight countries have experienced a democratic breakdown and only two have done so more than once (France and Greece). The variables are not correlated with each other ($r = -0.3$, $p > 0.1$).

Both variables are correlated with FL in the expected direction (CYCR $r = -0.43$, $p < 0.05$, PDB $r = 0.63$, $p > 0.01$). Only CYCR is significantly correlated with DC ($r = -0.56$, $p < 0.01$), while PDB slightly exceeds the conventional 10% level ($r = 0.36$, $p = 0.11$). These results hold when bootstrapping techniques are applied.

Figure 9 shows that the CYCR is associated with depth of control because it isolates the Northern European countries that both are long-established, stable democracies and did not increase the depth of control during the pandemic. However, when these countries are left aside, no correlation is observed. Regarding freedom limitations, Northern countries are also gathered at the bottom right of the graph (a group also including Belgium) and the Eastern countries are together at the top left. As expected, the number of past democratic breakdowns is correlated with both dependent variables essentially because France and Greece have known more than one breakdown in their history and practiced highly restrictive policies.

Last, we focus on the ideological drivers of policy responses. Yet, to capture the ideology of the main party in power, ideological families are not very helpful. For instance, being labeled as communist does not refer to the same tradition and attitudes in Western than in Eastern Europe. The same applies for nationalists or conservatives. To avoid this problem we use the data from the Manifesto Project that provides parties’ policy positions derived from a content analysis of parties’ electoral manifests (Krause et al., 2020) in the last national election. We select six topics: 1. Freedom (Favorable mentions of importance of personal freedom), 2. Human Rights (Favorable mentions of importance of human and civil rights), 3. Democracy (Favorable mentions of democracy minus the statements against the idea of democracy), 4. Authority (Favorable mentions of the desirability of a strong and/or stable government), 5. Order (Favorable mentions of strict law enforcement minus rejections of plans for stronger law enforcement), and 6. Military (sentences promoting military minus sentences criticizing military). The three first scores are expected to decrease restrictions and control, the last three to increase them. Pearson coefficients do not display significant coefficients, except for the association between democracy and FL. However, the relationship goes in the opposite direction: when the incumbent party has promoted democracy in the latter election, it also implements more stringent restrictions to face the COVID-19 pandemic (FL $r = 0.52$, $p > 0.01$).

When bootstrapping techniques are used, results are more congruent with expectations. Freedom becomes negatively associated with FL ($r = -0.31$, $p < 0.05$) and human rights negatively associated with DC ($r = -0.30$, $p < 0.05$). This suggests that our results are highly influenced by the presence of outliers in our sample, that Figure 10 below also reveals. First of all, a greater emphasis on human rights appears to lessen the depth of control over individuals. However, one notable outlier also stands out: the Spanish Socialist Party exerted a relatively low control (1 out of 4) after having strongly campaigned for human rights. Without Spain, however, the correlation stay significant and negative, as expected by our theoretical framework. In particular, when human rights are salient in manifestos (>1) the depth of control is low, while in the five countries that exerted more control over residents, no one is ruled by a party which made this issue salient during its electoral campaign.

Regarding the relationship between the defense of freedom in manifestos and the stringency of freedom limitations, Figure 10 shows that the Austrian government led by the Austrian People’s Party (ÖVP) disproportionately campaigned in favor of individual freedom and, coherently, implemented few limitations. Many countries follow a similar yet less extreme pattern (Norway, the Netherlands, United Kingdom, and Germany). In contrast, the Greek New Democracy’s manifesto does not consider freedom as a salient political issue indeed considerably restricted them in pandemic times. This relationship however remains unstable due to many counterexamples such as the French majority party, En Marche! which promoted freedom and greatly limited it faced with the crisis or the Danish Social Democrats, which did not predominantly campaign on freedom, but nonetheless protected them.

DISCUSSION AND CONCLUSION

Although preliminary—and limited by our sample size—our results shed new light on crisis policy-making and open further avenues for research. As Table 1—summarizing the results of our analysis—shows, none of the three identified scenarios are clearly supported.
First, the idea that policy-makers face a trade-off in crisis settings receives mixed support. In our conceptual framework, a trade off leads policy-makers to arbitrate between three key elements: a) the magnitude of the threat posed by the pandemic, b) the capacities they have to design various policies and c) the assumed level of compliance of the population with the measures taken. Whatever the indicator used, the characteristics of the pandemic are not associated with the level of stringency of crisis-management policies. The pace of the contagion, number of deaths, size of the vulnerable population or population density are not correlated with the measures taken. This suggests that policymakers do not fully consider the available epidemiological data in the design of their policies. However, this result does not mean that the severity of the pandemic is an irrelevant driver of policy responses. First, risk perception matters and can be differently assessed by governments based on, for example, the historical experience of a country. Second, the adoption of a time series design—that our data do not allow—would have likely revealed that stringent measures are implemented when deaths dramatically increase or when the hospitals are full. What our results simply suggest is that the initial levels of stringency and intrusiveness of policy responses are not associated with the absolute level magnitude of the pandemic. Similarly, regarding the capacity of treating patients, only the healthcare expenditures as a share of the GDP are negatively associated with restrictions, but more accurate measures—such as the share of hospital beds—do not confirm this finding. Regarding the overall state capacity, results are mixed. Many debates revolve around the impact of state’s indebtedness on their capacity to face crisis, but we only find a relationship between the debt as a share of GDP and the level of freedom limitations. On the other hand, GDP per capita is strongly and negatively associated with all the restrictions. Finally, trust, whatever the indicator used, is also clearly correlated with the GDP per capita and with the level of healthcare expenditures. At this stage, our data do not fully support the trade-off scenario. However, we can conclude that long-term structural variables, such as wealth or trust, are more relevant to explain cross national variation in pandemic policy-making than conjectural factors, like the evolution of the pandemic or the capacities of the hospitals to treat respiratory emergencies. Moreover, this result is confirmed for both indicators of restrictions, freedom limitations but also the depth of control relied upon to enforce the measures.

### TABLE 1 | Summary of the results.

| Statistical significance level | Freedom limitations | Depth of control |
|-------------------------------|--------------------|-----------------|
| 5% level                      |                    |                 |
| Trade-off scenario            | 6/13               | 6/13            |
| Positive cases                | No                 | No              |
| Deaths                        | No                 | No              |
| ICU occupancy                 | No                 | No              |
| Density of the population     | No                 | No              |
| Share of people aged 70       | No                 | No              |
| Health expenditure (% GDP)    | No                 | Yes             |
| N hospital beds (1,000 inh.)  | No                 | Yes (unexpected) |
| GDP per capita                | Yes                | Yes             |
| Levels of indebtedness        | Yes                | No              |
| Trust in Gouvernment          | Yes                | Yes             |
| Trust in police               | Yes                | Yes             |
| Trust in other people         | Yes                | Yes             |
| Satisfaction with democracy   | Yes                | Yes             |
| Checks and balances scenario  | 1/3                | 2/3             |
| % Seats in parliament         | No                 | Yes             |
| Political contraints (polcon 5) | No             | Yes             |
| State of emergency            | Yes                | No              |
| Ideological scenario          | 3/8                | 2/8             |
| Consecutive years under democracy | Yes            | Yes             |
| Past democratic breakdowns    | Yes                | No              |
| Promoting personal freedom (manifestos) | Yes | No |
| Promoting human and civil rights | No            | Yes             |
| Promoting democracy           | Yes (unexpected)   | No              |
| Promoting strong government   | No                 | No              |
| Promoting strict law enforcement | No             | No              |
| Promoting military            | No                 | No              |
The second scenario put forward by our analytical model claims that policy-makers are constrained in the policy options they can select, because of the control of counter-powers. Our results do not confirm that counter-powers are particularly suspicious of the action of the executive in crisis times. Interestingly, however, while our different measures of check and balances do not predict freedom limitations, they all predict the depth of control used. As noted, this difference is particularly due to a specific case, Belgium, in which the executive power is the weakest in the European Union. It is also one of the two countries—with Portugal—where the limitations are stringent, but the control not stronger. This specific case suggests that an alternative mechanism may be at stake. Check and balances protect citizens against abuses in the enforcement of the measures, but not against the decision of implementing very stringent ones. Pandemics, as other crises, seem to trigger a rally around the flag effect leadings all political stakeholders to support the action of the executive, at least in the early stages of a crisis. The likelihood of declaring a state of emergency is not higher when the counter-powers are weak. However, the powers of the police or of the army increase less when counter powers are strong, even under state of emergency. At this stage, however, we cannot confirm this result that could be a simple statistical artefact. Moreover, it must be noted that our indicators of checks and balances, while not correlated with each other, are both associated with GDP per capita and, therefore, spurious causality is highly probable.

Lastly, our results suggest that the political preferences of the rulers play an ambiguous role in crisis response. On the one hand, countries having a long democratic experience are less likely to implement stricter restrictions in freedoms than the others are. This could be associated with a lower appeal for authoritarian rule, especially among the politicians. On the other hand, the differences in political manifestos among the rulers of different countries are not clearly associated with the level of restrictions adopted. Whether they explicitly support freedom, democracy and human rights or rather privilege order, authorities or the army, ruling parties’ ideologies do not strongly shape crisis management policies, even though some significant relationships can be found with a party’s emphasis on freedom and human rights. Again, as in the previous scenarios, structural drivers seem to better explain the restrictions than the specific situation in which the country faces the pandemic.

All in all, none of our scenarios are clearly supported, but our results draw some directions for further research. First, our initial findings systematically contradict the idea that pandemic-management policies are associated with the situational sanitary situation of a country. The severity of pandemic, the number of beds, the number of vulnerable people, the level of indebtedness and the ideology of the party in charge are weakly or not associated with the severity of the measures taken. In contrast, long-term structural factors are much more predictive: the level of interpersonal and political trust, the GDP per capita, the democratic experience and, partly, the existence of counter-powers are all associated with restrictive policies. While our results do not allow identifying which of these causes are the most explanatory ones, answers have to be found among these inheritances of the past, be they political culture, institutions or the state of the economy. Our limited sample size and the use of cross-sectional data do not allow to draw any meaningful generalization from our results. Yet, these preliminary analyses nonetheless inform the analysis of crisis policy-making. First, our results call for collecting more fine grained data not only on the types of exceptional measures adopted in the wake of a crisis but also on the range and coerciveness of the modalities used to enforce them. Second, they shed new light on the nature and challenges of supranational coordination in crisis management at the EU level. The fact that the timely activation of coordinated crisis-management mechanisms did not prevent member states from opting for their own course of action does not mean that EU governments did not cooperate or emulate each other. Our data for example reveal that close countries characterized by shared political experiences and history—such as the Nordic countries or the Eastern European ones—followed a very close course of action. When compared with the United States or Canada, crisis-management capacities at the EU level are far more restricted. The interconnectedness of EU members states is also likely to trigger policy coordination among EU subnational regions and cities, a pattern our data do not allow to grasp so far. Given the importance our results give to such capacities in shaping policy responses, our analysis calls for further strengthening fiscal and budgetary solidarity among member states if more coordination is to be achieved at the EU level for future crises. To answer these questions in a more fine grained manner and further develop the potential of our data we have started a project mapping the modalities of exceptional decision-making in all the subnational regions of the European Economic Area. We especially intend to collect data on seven dimensions of political exceptionalism—covering both the decision taken and their enforcement mechanisms based on a combination of automated and manual coding of policy decisions. We expect these data to further allow unpacking how governments respond to crises and how each of the factors of our theoretical framework influences different types of measures. For each event, the emergency instrument used [both at the national and subnational (regional) level], its coverage, target groups as well as its degree of implementation (degree of constraints, enforcement mechanisms such as fines, jail sentences…) are identified. We expect such data to allow to better understand the impacts and determinants of political exceptionalism in a context where societies are increasingly exposed to various types of crises.

3The identified dimensions are 1. State of emergency (SE): democratic governance and check and balances under crisis contexts (e.g., suspension of parliamentary sessions, or local powers); 2. Restrictions of fundamental rights and civil liberties (e.g., freedom of movement, speech or press); 3. Legal restrictions of daily liberties (e.g., wearing masks, COVID10 tracking app or quarantines); 4. Closures/lockdown (e.g., closing schools or ban public events); 5. Suspension of international cooperation and commitments (e.g., including suspensions of visa delivery or closing embassies); 6. Police mobilization (e.g., transportation, federal, local police and their size); 7. Army mobilization (e.g., deployment in the street or in border or public and private buildings).

4For more information on the project, please visit https://exceptius.com/
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APPENDIX 1 | Descriptive statistics.

| Variables                        | Obs | Mean   | Std.Dev. | Min   | Max   | p1   | p99  | Skew. | Kurt. |
|----------------------------------|-----|--------|----------|-------|-------|------|------|-------|-------|
| ICU occupancy                    | 11  | 1.965  | 2.493    | 0     | 6.708 | 0    | 6.708| 1.128 | 2.767 |
| Health expenditure (per GDP)     | 23  | 8.613  | 1.755    | 5.71  | 11.654| 5.71 | 11.654| 0.044 | 1.782 |
| Trust in government              | 19  | 2.85   | 0.265    | 2.36  | 3.39  | 2.36 | 3.39 | 0.105 | 2.392 |
| Trust in police                  | 19  | 2.137  | 0.309    | 1.59  | 2.73  | 1.59 | 2.73 | 0.241 | 2.246 |
| Political satisfaction           | 19  | 5.219  | 1.097    | 2.87  | 7.3   | 2.87 | 7.3  | 0.037 | 2.753 |
| Trust in others                  | 19  | 1.598  | 0.21     | 1.23  | 1.87  | 1.23 | 1.87 | 0.557 | 1.932 |
| %seat                            | 23  | 0.356  | 0.14     | 0.08  | 0.668 | 0.08 | 0.668| 0.329 | 2.708 |
| Military                         | 23  | 2.429  | 2.266    | -0.737| 6.891 | -0.737| 6.891| 0.641 | 2.147 |
| Freedom                          | 23  | 0.49   | 0.656    | 0     | 3.077 | 0    | 3.077| 2.829 | 11.713|
| Humanrights                      | 23  | 0.923  | 1.12     | 0     | 4.915 | 0    | 4.915| 2.158 | 8.177 |
| Democracy                        | 23  | 1.924  | 2.667    | -0.036| 12.424| -0.036| 12.424| 2.899 | 11.714|
| Authority                        | 23  | 0.304  | 1.173    | 0     | 5.666 | 0    | 5.666| 4.433 | 20.789|
| Order                            | 23  | 4.893  | 3.164    | 0.283 | 14.516| 0.283 | 14.516| 1.043 | 4.632 |
| PDM                              | 21  | 0.524  | 0.814    | 0     | 3     | 0    | 3    | 1.634 | 5.228 |
| CYCR                             | 22  | 59.818 | 40.529   | 11    | 126   | 11   | 126  | 0.32  | 1.481 |
| Polcon5                          | 22  | 0.747  | 0.134    | 0.226 | 0.893 | 0.226 | 0.893| 2.91  | 11.888|
| State of emergency               | 23  | 0.565  | 0.507    | 0     | 1     | 0    | 1    | 0.263 | 1.069 |
| Freedom limitations              | 23  | 7.043  | 1.107    | 5     | 9     | 5    | 9    | 0.292 | 2.031 |
| Depth of control                 | 23  | 1.152  | 1.41     | 0     | 4     | 0    | 4    | 0.628 | 1.768 |
| GDP per capita                   | 23  | 36,230.28| 19,810.22| 9,737.601| 78,660.96| 9,737.601| 78,660.96| 0.543 | 2.374 |
| Debt per gdp                     | 23  | 0      | 0        | 0     | 0     | 0    | 0    | 0.618 | 2.843 |
| Contagion                        | 23  | 9,806.304| 18,224.23| 196   | 75,841| 196  | 75,841| 2.781 | 9.705 |
| Deaths                           | 23  | 2,798.435| 4,462.216| 28    | 15,238| 28   | 15,238| 1.73  | 4.706 |
| Population density               | 23  | 135.622| 117.853  | 14.482| 508.544| 14.482| 508.544| 1.773 | 5.886 |
| Aged_70                          | 23  | 12.716 | 1.882    | 8.678 | 16.24 | 8.678 | 16.24| -0.271| 2.969 |
| Hospital beds                    | 23  | 4.862  | 1.885    | 2.22  | 8     | 2.22 | 8    | 0.145 | 1.524 |