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Abstract

We consider the topic of data imputation, a foundational task in machine learning that addresses issues with missing data. To that end, we propose MCFlow, a deep framework for imputation that leverages normalizing flow generative models and Monte Carlo sampling. We address the causality dilemma that arises when training models with incomplete data by introducing an iterative learning scheme which alternately updates the density estimate and the values of the missing entries in the training data. We provide extensive empirical validation of the effectiveness of the proposed method on standard multivariate and image datasets, and benchmark its performance against state-of-the-art alternatives. We demonstrate that MCFlow is superior to competing methods in terms of the quality of the imputed data, as well as with regards to its ability to preserve the semantic structure of the data.

1. Introduction

Missing data is a widespread problem in real-life machine learning problems. Because most of the existing data analysis frameworks require complete datasets, imputation methods are indispensable to practitioners in the field. As a consequence, data imputation has been the focus of extensive research in recent decades [30, 45]. Moreover, much of the recent research in data imputation has leveraged advanced machine learning techniques. This has resulted in the development of numerous shallow [44, 46, 42] and deep learning frameworks [40, 49, 29, 33] which have continuously pushed the state-of-the-art envelope. A pervasive shortcoming of traditional learning-based imputation methods is that their training relies on fully observed data [15, 40]. A more reasonable assumption, however, is that the training data itself may have missing entries, a limitation addressed by recently proposed methods [49, 29, 33]. In this paper, we propose a data imputation framework that leverages deep generative models and incorporates mechanisms that provide more accurate estimates of the missing data as compared to existing frameworks. In contrast to competing methods that are based on Generative Adversarial Networks (GANs) [49, 29] and on Deep Latent Variable Models (DLVM) [33], our framework leverages normalizing flow models [10, 11, 23]. In particular, we take advantage of the exact log-likelihood evaluation, latent variable inference, and data sample reconstruction afforded by normalizing flow models in order to explicitly learn complex, high-dimensional data distributions.

We address the causality dilemma that arises when attempting to construct probabilistic models of incomplete data by adopting an alternating learning strategy inspired by model-based multiple imputation approaches [31] such as those based on Expectation Maximization [8] and Monte Carlo Markov Chain [43] techniques. Recent examples of related alternating techniques include applications to training generator networks [19, 14]. The overarching idea behind the proposed framework is to alternately sample the data and update the density estimate until a good approximation of the true empirical distribution is attained. This iterative process is enabled by the exact sampling and density evaluation aspects afforded by the normalizing flow model framework referenced above. We note that although accurate density estimation is central to our framework, and autoregressive models achieve state-of-the-art performance in that field [47, 5, 38], their slow sampling time would be a significant hindrance to our algorithm. In order to address the problem of missing data, we introduce a new imputation algorithm called MCFlow. The proposed iterative learning scheme calls for alternately optimizing two different objective functions: (i) the traditional log-likelihood loss involved in training flow models, required to update the density estimate based on the complete data including imputed values; and, (ii) a maximum-likelihood criterion involved in sampling the latent flow space in order to find the optimal values of the missing data given the current estimate of the data distribution. While the former can be achieved by implementing known backpropagation techniques, we introduce a novel non-iterative approach to address the latter, which relies on a neural network trained to identify points in the latent space that maximize a density value while min-
imizing the reconstruction error as computed on the observed entries of the data. This approach can be viewed as an instance of an algorithm that learns to optimize [28, 1] and, although not as effective as iterative [22] or sampling-based methods [43, 20], it is significantly more computationally efficient.

The primary contributions of this work can be summarized as follows:
- a framework for data imputation based on deep generative normalizing flow models;
- an alternating learning algorithm that enables accurate density estimation of incomplete, complex and high-dimensional data by leveraging the efficient sampling and density evaluation attributes of flow models;
- a neural network that learns to optimize in the embedding flow space; and,
- extensive empirical validation of the proposed framework on standard multivariate and image datasets, including benchmarking against state-of-the-art imputation methods.

2. Related Work

An imputation method is classified as a single or multiple imputation method depending upon whether it estimates one or more than one value for each missing entry, respectively [30]. Even though a multitude of single imputation methods have been proposed in the literature [44, 42, 50], multiple imputation methods are often preferred as they provide an assessment of uncertainty [30, 45, 35]. Multiple imputation frameworks often rely on building statistical models for the data, and then drawing samples from them in order to perform the imputation. Early attempts at building multiple imputation frameworks relied on simple parametric models such as Bayesian models [3, 41] as well as mixtures of Gaussians [30, 9]. More recently, with the advent of sophisticated deep generative models, the focus has shifted to investigating more effective ways to leverage the expressivity of the models to address data imputation scenarios.

Initial efforts exploiting deep models for imputation relied on the availability of fully observable training data [40]. More recent work has overcome this shortcoming. Two such publications rely on modifications to the Generative Adversarial Network (GAN) architecture [17]. The Generative Adversarial Imputation Network (GAIN) framework [49] employs an adversarially trained imputer optimized at discriminating between fake and real imputations. While the GAN for Missing Data (MisGAN) approach [29] also implements an adversarially trained imputer, it additionally includes an explicit model for the missing data. Unfortunately, being close GAN relatives, these models can be difficult to train [39, 2]. Furthermore, we believe there is an advantage to explicitly learning a probability density model of the data in imputation tasks, a feature that GAN-based frameworks generally don’t afford.

Models that enable approximate density learning rely on estimating the variational bound [25, 40, 4]. While building such models requires observations of complete data, the Missing Data Importance-Weighted Autoencoder (MIWAE) framework [33] extends the variational lower bound principle to scenarios where only partial observations are available. Unfortunately, such a family of methods is still intrinsically limited to learning an approximation of the density of the data and can therefore be challenging to optimize [24].

In general, models that enable tractable density learning can be classified into frameworks based on fully visible belief networks (FVBNs) and those leveraging nonlinear independent components analysis (ICA). FVBNs rely on the general product rule of probability which enables calculation of the joint distribution of a set of random variables using the product of conditional probabilities [13, 37]. However, given the sequential nature of the operations involved, sampling the density estimate is not efficient. Nonlinear ICA methods define a set of continuous and invertible nonlinear mappings between two spaces [7, 6, 10, 11, 23]. Their main limitation stems from the fact that the mappings need to be invertible, which may limit their expressivity.

3. Framework

Throughout the paper, we consider the scenario in which data is Missing Completely at Random (MCAR) [31]. Formally speaking, assume that fully observable data points $x \in \mathcal{X} \subseteq \mathbb{R}^n$ are distributed according to $p_X(x)$, the set of binary masks $m \in \{0, 1\}^n$ indicates the location of the missing data entries, and the mask entries are distributed according to $p_M(m|x)$. Data is MCAR when the missingness is independent of the data, that is, when $p_M(m|x) = p_M(m)$. Suppose that we observe data point $\tilde{x}^{(i)}$ with corresponding mask $m^{(i)}$, which means that the $k$-th entry in $\tilde{x}^{(i)}$, denoted $\tilde{x}^{(i)}_k$, is observed if $m^{(i)}_k = 0$ and missing if $m^{(i)}_k = 1$. Often, it will be convenient to work with the complement of mask $\overline{m}^{(i)}$, which we denote $\overline{m}^{(i)}$. We use the notation $\tilde{x}^{(i)}_m$ and $\tilde{x}^{(i)}_{\overline{m}}$, respectively, to denote the set of observed and unobserved entries in $\tilde{x}^{(i)}$ given mask $m^{(i)}$.

Note that it is always possible to determine which entries of $\tilde{x}^{(i)}$ are missing and which are present, which means that $m^{(i)}$ can be uniquely determined from $\tilde{x}^{(i)}$. Assuming $\tilde{x}^{(i)}$ is a partial observation of unknown data point $x^{(i)}$ with entries observed according to mask $m^{(i)}$, we formulate the data imputation task of recovering $x^{(i)}$ as a maximum likelihood problem, namely:

$$x^{(i)*} = \arg \max_{\hat{x}^{(i)}} \left\{ p_X(x^{(i)}) \right\} \text{ s.t. } x^{(i)}_{\overline{m}} = \tilde{x}^{(i)}_{\overline{m}}$$

(1)

Because log is a monotonic function, Eq. 1 is equivalent to


\[ x^{(i)*} = \arg \max_{x^{(i)}_m} \left\{ \log \left( p_X(x^{(i)}) \right) \right\} \text{ s.t. } x^{(i)}_m = \tilde{x}^{(i)}_m \]  

(2)

Note that, in general, \( p_X(\cdot) \) is unknown, but even if that were not the case, solving the optimization task from Eqs. 1 and 2 would be challenging given that the distribution of any data of interest is likely to be highly non-convex and high-dimensional. One of the goals of this work is to make this optimization task feasible. To that end, and for the sake of argument, assume a tractable, explicit density model for \( p_X(x) \) exists. Let this model be in the form of a generative network \( G \) mapping a sample of interest \( x \sim p_X(x) \) lying in space \( \mathcal{X} \) to an embedding representation \( z \sim p_Z(z) \) in space \( \mathcal{Z} \subseteq \mathbb{R}^n \). Further, assume that network \( G \) effects a continuous, differentiable and invertible mapping \( g : \mathcal{X} \to \mathcal{Z} \) such that \( z = g(x) \) and

\[ p_X(x) = p_Z(g(x)) \left| \det \left( \frac{\partial g(x)}{\partial x^T} \right) \right| \]  

(3)

This model is tractable if \( p_Z(z) \) is tractable and if the determinant of the Jacobian of \( g(\cdot) \) is tractable \([18]\). Because \( g(\cdot) \) is invertible, exact sample generation from density \( p_X(x) \) is possible by drawing a sample \( z \sim p_Z(z) \) and computing \( x = g^{-1}(z) \). Additionally, computing the density on \( x \) involves computing the density of its embedding vectors, and then scaling the result by the Jacobian determinant as in Eq. 3 \([11]\). Transformations that take the form of Eq. 3 fall under the category of nonlinear independent component analysis. A variety of methods of this type have been proposed in the literature \([10, 11, 23]\). In this paper, we implement network \( G \) in the form of a normalizing flow model, and modify existing architectures to support learning from data with missing entries. It is often computationally convenient to work with the log-likelihood function. Taking the log of both sides of Eq. 3 results in

\[ \log(p_X(x)) = \log(p_Z(g(x))) + \log \left( \left| \det \left( \frac{\partial g(x)}{\partial x^T} \right) \right| \right) \]  

(4)

Given a complete set of training data (that is, data without missing entries), and assuming \( g(\cdot) \) is parameterized by a set of parameters \( \theta \), learning network \( G \) corresponds to finding an optimal set of parameters \( \theta^* \) such that

\[ \theta^* = \arg \max_{\theta} \left\{ \log(p_Z(g_\theta(x))) + \log \left( \left| \det \left( \frac{\partial g_\theta(x)}{\partial x^T} \right) \right| \right) \right\} \]  

(5)

If network \( G \) were available, then the task of data imputation as formulated in Eq. 2 would become feasible. For instance, standard gradient-based optimization techniques could be applied. Because missing data affects the training set in the scenarios under consideration, however, direct estimation of the distribution of the data according to Eqs. 3 or 4 is not possible.

This scenario constitutes a causality dilemma. Drawing inspiration from alternating algorithms such as Expectation Maximization (EM) \([8]\), MCFlow iteratively fills in the missing data according to Eq. 2 (i.e., based on the current estimate of the density), and updates the generative network parameters according to Eq. 5 (i.e., based on the generated samples). The intuition behind this approach is that finding the values of the missing entries in the data according to the maximum likelihood condition requires knowledge of the data distribution, and learning a model for the data distribution requires complete knowledge of the data. As will become evident later, filling in for missing values in this iterative process involves drawing samples from the current model for the data distribution. In this sense, the MCFlow framework is more closely related to Monte Carlo versions of the EM algorithm \([48, 36]\) than to its vanilla version. In MCEM implementations, the E step consists in generating samples of the latent variables based on the current estimate of the predictive conditional distribution, and the M step estimates the parameters that maximize the observed posterior. This similarity becomes more apparent if we interpret the imputation tasks from Eqs. 1 and 2 as generating samples from the current approximation of the conditional predictive distribution of the missing data given the observed data and the current model parameters, \( p_X(x|\theta, \tilde{x}) \) (E step). Furthermore, the optimization task from Eq. 5 can be interpreted as updating the current approximation of the posterior of the model parameters given the observed and imputed values, \( p(\theta|x, \tilde{x}) \) (M step).

4. Model Architecture

The MCFlow architecture utilizes a hybrid framework comprised of a normalizing flow network \( G \) (referred to herein as flow network or model) that is trained in an unsupervised manner, and a feedforward neural network that is trained in a supervised manner. The flow network provides an invertible mapping \( g_\theta(\cdot) \), where \( \theta \) are the tunable parameters of the network, between data space \( \mathcal{X} \) and embedding space \( \mathcal{Z} \) and vice versa. The feedforward network \( H \) operates in the embedding space by mapping input embedding vectors to output embedding vectors via function \( h_\phi(\cdot) \), where \( \phi \) are the tunable parameters of the network. In general, the role of the flow model is to learn the distribution of the data. The role of the feedforward network is to find the embedding vector with the largest possible density estimate (i.e., the likeliest embedding vector) that maps to a data vector whose entries match the observed values (i.e., values at locations indexed by the complement of the mask). A high-level overview of the model is illustrated in Fig. 1.

As with traditional flow implementations, training the
The training stage of the generative portion of the framework involves finding the set of parameters $\theta^*$ that optimizes the mapping $g_\theta(\cdot)$ pursuant to Eq. 5. Because the optimization task from Eq. 5 does not natively support incomplete data, a specific imputation scheme is implemented at initialization. This scheme involves sampling the marginal observed density of the variable that contains the missing data in the case of multivariate, tabular data, and nearest-neighbor sampling in the case of image data. After preprocessing the data as described above, an initial density estimate exists, and the model is now capable of performing data imputation. The estimates for missing values in $\hat{x}$ are updated during defined subsequent iterations of training with the output of the model, $\hat{x}$. This is illustrated by the dotted arrow in Fig. 1. The alternating nature of the training process is more clearly illustrated in Fig. 2, which shows how the trained model from the previous epoch is used to update the missing value estimates for use in the current epoch.

The training stage of the generative portion of the framework can be formalized as follows: assume $N$ training samples, $\hat{x}^{(i)}, i = 0, 1, \ldots, N - 1$ with corresponding masks $m^{(i)}$ are available. For every incomplete sample $\hat{x}^{(i)}$, a full training data sample $\hat{x}^{(i)}$ is computed by combining the observed values with imputed values from imputed sample $\hat{x}^{(i)}$ according to $\hat{x}^{(i)} = \hat{x}^{(i)} \odot m^{(i)} + \hat{x}^{(i)} \odot m^{(i)}$. Here, $\odot$ denotes the Hadamard, or element-wise product between two vectors. With a full training set constructed, learning the optimal set of parameters $\theta^*$ in $g_\theta(\cdot)$ is accomplished by minimizing the following cost function:

$$- \frac{1}{N} \sum_{i=0}^{N-1} \log(p_X(\hat{x}^{(i)}))$$  \hspace{1cm} (6)$$

or equivalently, using Eq. 4

$$- \frac{1}{N} \sum_{i=0}^{N-1} \log(p_Z(g_\theta(\hat{x}^{(i)}))) + \log \left( |\det \left( \frac{\partial g_\theta(\hat{x}^{(i)})}{\partial \hat{x}^{(i)}} \right) | \right)$$  \hspace{1cm} (7)$$

which is the batch version of Eq. 5. In other words, the optimal parameters of network $G$ are the ones that maximize the log-likelihood of the imputed data, with the imputation mechanism being iteratively updated. The black arrow in Fig. 2 illustrates the direction in which the gradients are backpropagated when training the generative model.

Once an initial density estimate is available, learning the optimal mapping function $h_\phi(\cdot)$ in the embedding space is performed by training feedforward network $H$. The input to $H$ is the embedding of the imputed training set, namely $\hat{z}^{(i)}, i = 0, 1, \ldots, N - 1$, where $\hat{z}^{(i)} = g_\theta(\hat{x}^{(i)})$. Feedforward network $H$, which maps inputs $\hat{z}^{(i)}$ to outputs $\hat{z}^{(i)}$, is trained by finding the set of parameters $\phi$ in $h_\phi(\cdot)$ that minimizes the following objective function:

$$\frac{1}{N} \sum_{i=0}^{N-1} \left[ \text{MSE}(\hat{z}^{(i)}, \hat{z}^{(i)}) - \lambda \log(p_X(\hat{z}^{(i)})) \right]$$  \hspace{1cm} (8)$$

where $\hat{z}^{(i)} = g_\theta^{-1}(\hat{z}^{(i)}), \hat{z}^{(i)} = g_\theta(\hat{z}^{(i)}), \hat{z}^{(i)} = h_\phi(\hat{z}^{(i)}),$ and $\text{MSE}(x, y)$ denotes the mean-squared error operator between vectors $x$ and $y$. The first cost term in Eq. 8 encourages network $H$ to output an embedding whose reconstruction $g_\theta^{-1}(\hat{z}^{(i)})$ matches the training sample $\hat{x}^{(i)}$ at the observed entries. The second cost term discourages network $H$ to output the vector with the highest density value according to the current density estimate. Both terms combined yield estimates in the form of the likeliest embedding vector that matches the observed values, effectively solving the maximum likelihood objective from Eqs. 1 and 2. The red arrows in Fig. 2 illustrate the computation of the different terms in Eq. 8. The solid segments of the arrows indicate the sections of the framework that contain weights affected by the computations, while the dotted segments indicate where the computations take place and how they are propagated through the framework without affecting any parameters. More specifically, the MSE term is computed in the data space but it only affects weights in neural network $H$ as it is backpropagated. On the other hand, the log-likelihood term is computed in the embedding space of the flow model $G$ and is used to update the weights in $H$.

We note that optimizing the cost function from Eq. 8 requires repeated log-likelihood evaluation (e.g., in the computation of $\log(p_X(\hat{x})))$, latent variable inference (e.g., in the computation of $\hat{z}$ from $\hat{x}$), and data sample reconstruction (e.g., in the computation of $\hat{x}$ from $\hat{z}$), all of which can be effectively computed with flow network $G$. While other generative models may outperform flow approaches at one task or another, we found flow models to constitute the best compromise for the needs of our framework. Pseudocode...
for the training procedure is provided in Algorithm 1. Note that we concurrently update the parameters of $G$ and $H$ in order to achieve some computational savings: updating $G$ first and then $H$ would require two separate forward passes through $G$ (one to update $G$ itself and one to compute the mappings involved in updating $H$).

Algorithm 1 Training Procedure

**Data:** $N$ data points $\tilde{x}(i), i = 0, 1, \ldots, N-1$ with corresponding masks $m(i)$ indicating location of observed and missing entries

Naively impute missing data in $\tilde{x}$ to produce $\hat{x}$:

$\hat{x} \leftarrow \tilde{x} \odot \overline{m} + \hat{x} \odot m$

for $n = 1$ to $n$Epochs do

Forward Pass:

$\hat{z} \leftarrow g_\theta(\hat{x})$

$\hat{z} \leftarrow h_\phi(\hat{z})$

$\hat{x} \leftarrow g_\theta^{-1}(\hat{z})$

$\hat{x} \leftarrow g_\theta(\hat{x})$

Backpropagation:

Compute loss according to Eq. 5

Update $\theta$ and $\phi$ by backpropagating loss

$\hat{x} \leftarrow \hat{x} \odot m + \hat{x} \odot m$

Once the model is trained, MCFlow imputes missing values according to Algorithm 2. The procedure involves encoding the naively imputed data sample $\hat{x}$ into $\hat{z}$, forward propagating $\hat{z}$ through the feedforward neural network to obtain $\hat{z}$, and reconstructing data sample $\hat{x}$ by decoding $\hat{z}$. The final imputed sample $\hat{x}$ is obtained by filling in the missing entries with corresponding entries in $\hat{x}$

Algorithm 2 Imputation Procedure

**Data:** Test data point $\tilde{x}$ with corresponding mask $m$

Naively impute missing data in $\tilde{x}$ to produce $\hat{x}$:

$\hat{x} \leftarrow \tilde{x} \circ \overline{m} + \hat{x} \odot m$

$\hat{z} \leftarrow g_\theta(\hat{x})$

$\hat{z} \leftarrow h(\hat{z})$

$\hat{x} \leftarrow g_\theta^{-1}(\hat{z})$

$\hat{x} \leftarrow \tilde{x} \odot \overline{m} + \hat{x} \odot m$

4.1. Implementation Details

The MCFlow architecture, comprised of various neural network layers, multiple optimizers and competing loss functions, can be implemented in the manner described in this section. A Pytorch implementation of the MCFlow algorithm is available online.\(^1\) Preprocessing each dataset was done in two steps: 1) initializing $\tilde{x}^{(i)}_{m(i)}$, and 2) scaling the data for training. Each data point $\tilde{x}^{(i)}$ requires the construction of initial estimates for $\tilde{x}^{(i)}_{m(i)}$. This initial step can be performed easily using naive strategies such as zero imputation. We, however, employed two different initialization strategies, both of which estimate initial val-

\(^1\)https://github.com/trevor-richardson/MCFlow
values for $\tilde{x}_{m(i)}^{(i)}$ based on observable values in the dataset. For numerical multivariate datasets, each missing element in $\tilde{x}^{(i)}$ is replaced by sampling the marginal observed density of the variable containing the missing data. For the image datasets, each missing pixel was selected by randomly choosing one entry from the set of nearest observable neighbors of the missing pixel. After completing the selection of values for the missing data points, data was scaled to be in the interval $[0, 1]$ via min-max normalization. For multivariate datasets, only observed values for each variable were used to determine the maximum and minimum values for that variable. For image datasets, the possible maximum of 255 and minimum of 0 were used for each pixel. These steps are required to construct the initial instantiation of $\hat{x}$.

For all datasets and experiments, the Adam optimizer was used. For multivariate datasets, we used a learning rate of $1 \times 10^{-4}$ and a batch size of 128. Normalizing flow network $G$ was built using affine coupling layers as introduced by the Real NVP framework [11]. Our implementation of $G$ uses six affine coupling layers and a random masking strategy in contrast to the deterministic masking strategy used in Real NVP. The operations involved in the forward pass of each affine coupling transformation are depicted in Eq. 9:

$$
\begin{align*}
    y_D &= x_D, \\
    y_{\neg D} &= x_{\neg D} \odot \exp(s(x_D)) + t(x_D)
\end{align*}
$$

In Eq. 9, $D$ ($\neg D$) represents the set of randomly selected indices which will not (will) be scaled or translated in the current affine transformation. Indices in $D$ were initialized using a binomial distribution with a 50% success rate. These indices remain constant after initialization. In our implementation of $G$, the $s$ and $t$ functions of every coupling layer are defined by 4-layer fully connected neural networks. Both $s$ and $t$ networks use Leaky ReLu as the activation function in the hidden layers. The final output layer for $s$ and $t$ utilizes the activation functions tanh and linear, respectively.

Network $H$ has five linear layers with the same number of neurons in each layer as the dimensionality of the data. Leaky ReLu was chosen as the activation function between layers. For the image datasets, the following changes were made as a result of resource constraints: First, the batch sizes used for MNIST, CIFAR-10 and CelebA were 128, 128 and 512 respectively; second, for missing data rates above 60%, a learning rate of $1 \times 10^{-3}$ was employed. A detailed description of the training procedure for MCFlow can be seen in Algorithm 1.

MCFlow periodically updates the missing entries in the training data and resets the $\theta$ parameters in the flow model function, $g_\theta(\cdot)$. To that end, we use an exponential scheduling mechanism, where the data update and parameter reset occurs at every epoch that is a power of 2. This implies that in order to perform inference on arbitrary data points, it is necessary to save the model parameters for both $h_\phi(\cdot)$ and $g_\theta(\cdot)$ after updating $\hat{x}$ according to Eq. 10 but before resetting the model parameters in $g_\theta(\cdot)$:

$$
\hat{x} = \hat{x} \odot m + \hat{x} \odot \bar{m}
$$

Based on this exponential scheduling scheme, inference in the MCFlow architecture, as described in Algorithm 2, requires all of the models saved during training. The number of saved models and passes through the architecture is a function of the number of epochs trained, $M$. More specifically, training MCFlow involves saving the parameters for $h_\phi(\cdot)$ and $g_\theta(\cdot)$ at every epoch that is a power of 2, ultimately requiring $\lceil\log_2(M)\rceil$ saved models in order to properly impute missing data for new samples. The longest the model took to converge was 500 epochs, which required nine saved models to properly inference testing datapoints. Imputing missing data in the test dataset involves performing initial naive imputation followed by full passes through each saved architecture. At the end of this process, the final prediction from MCFlow of $x$ in $\hat{x}$ is returned and performance metrics are recorded.

5. Experimental Results

5.1. Datasets

We evaluate the performance of MCFlow as well as competing methods on three standard, multivariate datasets from the UCI repository [12] and three image datasets. The UCI datasets considered are Default of Credit Card Clients, Letter Recognition and Online News Popularity. The image datasets used in this research are MNIST[27], CIFAR-10 [32] and CelebA [26]. The MNIST dataset contains 28 \times 28-pixel grayscale images of handwritten digits; we used the standard 60,000/10,000 training/test set partition. CIFAR-10 contains 32 \times 32-pixel RGB images from ten classes; we used the standard 50,000/10,000 training/test set partition. CelebA contains 178 \times 218-pixel RGB images of celebrity faces. It was split using the first 162,770 images as the training set and the last 19,962 images for testing. The CelebA images were center cropped and resized to 32 \times 32 pixels using bicubic interpolation.

5.2. Experimental Setup

Imputation performance on multivariate and image data was measured using using root mean squared error (RMSE). We report performance numbers on each test set from models obtained upon convergence of the training process, where convergence is determined based on stabilization of the training losses for both $G$ (Eq. 7) and $H$ (Eq. 8). We emphasize that the training set itself has missing data and that the training loss is computed only on observed data points in order to mimic real-world scenarios as faithfully as possible. Imputation performance on the UCI datasets
was evaluated with a data missingness rate of 20% using five-fold cross validation. We report the mean and standard deviation of the imputation accuracy across all folds for six competing methods: MICE [46], MissForest [42], Matrix Completion (Matrix) [34], Auto-Encoder [16], Expectation-Maximization (EM) [15] and GAIN [49]. For MNIST, CIFAR-10 and CelebA, the testing imputation accuracies are reported across missing rates ranging from 10% to 90% in steps of 10%. Competing methods considered include GAIN [49] and MisGAN [29]. All reported numbers are measured with respect to imputation accuracy over the missing data, namely \( \tilde{x}_{(i)}^{(m)} \). Despite considerable efforts to make MisGAN achieve reasonable performance numbers on CelebA, we weren’t able to manage it based on the currently published code. No other versions of the code were available directly from the authors. We also measured the quality of the imputed MNIST images with the Frchet Inception Distance (FID) [21], which has been shown to correlate well with human perception. Lastly, we measured the ability of the algorithms to preserve semantic content by performing a classification task on imputed imagery with networks pretrained on fully observed data.

### 5.3. Quantitative Results

Tables 1 and 2 depict MCFlow’s performance at MCAR imputation against competing methods. For all datasets and missing rates, the MCFlow framework outperforms all other methods at imputation accuracy from the perspective of the RMSE between the predictions of the model in question and the ground truth values. For the UCI datasets, MCFlow
produces an average reduction in square error of 11% as compared to the existing state of the art, GAIN. In addition, MCFlow produces an average reduction in RMSE of 19%, 38% and 27% as compared to the next best performing method on MNIST, CIFAR-10 and CelebA respectively. Sec. 1 in the Supplementary Material contains imputation results on the training dataset and in terms of PSNR. The results in Table 2 illustrate the pixel-level quality of the imputed imagery; in contrast, Table 3 includes FID performance which is meant to be indicative of quality as perceived by humans. It can be seen that MisGAN outperforms competing methods across most of the missingness range. As will be illustrated in Sec. 5.4, while this means that imputed images more closely resemble attributes of the target image population, they do not necessarily preserve the original semantic content of the partially observed inputs.

In order to illustrate the performance of the methods beyond image quality metrics, we tested their imputation abilities within the context of a larger data processing pipeline where incomplete data is imputed before being processed through a classifier trained on complete data. To that end, we measured the classification performance of a LeNET-based handwritten digit classifier on imputed MNIST data with various degrees of missingness. The LeNET network was pre-trained on MNIST data without missing values. Table 4 contains these results. It can be seen that the imputation results produced by MCFlow have the smallest impact on the semantic content of the imagery, as classification results are consistently higher for images imputed with our method. This phenomenon becomes more evident as the missing data rate increases: the classifier operating on MCFlow-imputed imagery is able to achieve good classification accuracy up to the highest rate of missingness tested, and performs acceptably even in this extreme scenario.

5.4. Qualitative Results

Fig. 3 illustrates the imputation performance of competing methods for the 90% missing data rate on the MNIST dataset. Images along columns (a) and (b) contain the original and observed images, respectively. Pixels that are not observed are assigned a value of 0 for visualization purposes. The imputation models only see the observed images; complete images are included for reference only. Images along columns (c), (d) and (e) include the imputed results after using GAIN, MisGAN and MCFlow, respectively. It can be seen that MCFlow does the best job among the competing methods at preserving and recovering the semantic content of the intended image, which further supports the results from Table 4. Numbers in GAIN-imputed images are, for the most part, illegible. In contrast, MisGAN-imputed images are visually impressive, which is in line with the results from Table 3. One shortcoming of MisGAN, however, is that the imputations produced often fail to represent the digit contained in the original image.

Sec. 2 in the Supplementary Material contains additional qualitative results on MNIST and CIFAR-10.

6. Conclusions

We proposed MCFlow, a method for data imputation that leverages a normalizing flow model as the underlying density estimator. We augmented the traditional generative framework with an alternating learning scheme that enables it to accurately learn distributions from incomplete data sets with various degrees of missingness. We empirically demonstrated the superiority of the proposed method relative to state-of-the-art alternatives in terms of RMSE between the imputed and the original data. Experimental results further show that MCFlow outperforms competing methods with regards to preservation of the semantic structure of the data. This is evidenced by the superior classification performance on imputed data achieved by a classifier trained on complete data, which holds across the full range of missing data ratios evaluated. The ability of the method to make sense of and recover the semantic content of the data at every tested missing rate indicates that it is effectively learning the underlying statistical properties of the data, even in extreme paucity scenarios.
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