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Abstract
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Background: Structured feedback is an important component of learning and assessment and is highly valued by candidates. Unfortunately, item specific feedback is generally not feasible for high stakes professional assessments due to the high cost of item development and the need to maintain stable assessment performance characteristics. In a high stakes assessment of fetal surveillance knowledge, we sought to use graphical item mapping to allow informative candidate feedback without compromising the item bank.

Methods: We developed Graphical Item Maps (GIMs) to display individual candidate performance in the Royal Australian and New Zealand College of Obstetricians and Gynaecologists (RANZCOG) Fetal Surveillance Education Program (FSEP) multiple-choice question assessment. GIMs use item and person parameter estimates from Item Response Theory (IRT) models to map the interaction between a test taker and assessment tasks of varying difficulty.

Results: It is both feasible and relatively simple to provide GIMs for individual candidate feedback. Operational examples are presented from the RANZCOG FSEP assessment. This paper demonstrates how test takers and educators might use GIMs as a form of assessment feedback.

Conclusions: Graphical Item Maps are a useful and insightful assessment feedback tool for clinical practitioners partaking in a high...
stakes professional education and assessment program. They might be usefully employed in similar healthcare professional assessments to inform directed learning.
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**Introduction**

Assessment programs in undergraduate and postgraduate medical education have been developed to meet a variety of purposes, including the maintenance of professional standards, selection of trainees or students, data collection for program evaluation, and informing supplementary instruction. Each of these objectives has important roles in ensuring that clinicians possess the appropriate knowledge and skills for safe clinical practice. In particular, feedback about an individual’s assessment performance is valuable, providing personalised guidance for further learning, particularly, but not exclusively, for candidates not meeting minimum standards.

As emphasised by Brown, Race and Smith, “All assessment should allow students to receive feedback on their learning and their performance. Assessment should be a developmental activity.” In essence, informative feedback is not only valued by the examinee, it enriches the assessment itself and encourages self-reflection as a component of continued professional development. Indeed, while the purpose of summative selection and professional licensure examinations are appropriately focused on yielding a pass or fail decision; whether based on minimum standards or candidate ranking; it is clear that examinees value detailed feedback. This is particularly the case when they have been unsuccessful.

Not surprisingly, seeking feedback has been shown to be positively and significantly correlated with achievement on summative medical education assessments. In the higher education setting the aspects of feedback that learners most value have been identified. To be useful feedback should be sufficiently detailed, provided sufficiently often and should be provided in a timely fashion. It should be focused on learning rather than marks or the students themselves, linked to the assessment purpose and to criteria, understandable to the recipient, and acted upon to improve work quality or learning.

Additionally, feedback is unlikely to be well received, nor acted upon if it is not from a credible source. Worse still, it may negatively impact performance if delivered inappropriately. Given the formative nature of these principles it is not surprising that many summative assessment programs in medical education do not meet these ideals. That said, increasing numbers of professional medical authorities, such as RANZCOG, are recognising the important role of assessment feedback and are looking to implement more effective reporting strategies as an embedded component of their assessment programs.

When reporting performance in a non-clinical summative assessment setting, feedback has generally been limited to one or more of the following: an overall score or grade, an overall rank relative to peer performance, scores or grades for sub-topics or component assessments, and statements of whether the assessment performance represents a pass or fail. Such feedback does not meet the standards suggested by Gibbs and others and is unlikely to assist the individual with their own directed learning. It is possible to do much more, even in the high stakes summative setting.

Item Response Theory (IRT) offers one way of providing enhanced feedback. IRT models are often used by assessment developers to estimate difficulty parameter values for assessment tasks, referred to as items. These parameters are assumed to be invariant across assessment situations. A benefit of considering item difficulty in assessment feedback reports is that it can help to identify the sophistication of the knowledge and skills that a given candidate has acquired, or is lacking, in an assessed topic.

Even without IRT, a report that presents a number of scores by specific sub-topics can provide more useful feedback than a single overall score. The common practice of providing only one raw score across assessment components has been criticised in medical education research. In terms of identifying strengths and weaknesses however, even sub-topic raw scores are fallible.

Consider for example, a candidate receiving a raw score of 12 out of 19 for a particular sub-topic in a multiple choice examination. If the assessment demanded higher scores in order to be in line with the overall pass standard, this score might be interpreted as pointing to an area of the overall discipline requiring further learning. However, if there is no indication of whether the seven items answered incorrectly were relatively difficult or easy, the information provided may be misleading. The potential cost is that the candidate devotes disproportionate time trying to improve their knowledge in topics in which they are already sufficiently competent, ignoring areas of deficiency. There is scope for more detailed information about each candidate’s performance.

This can be achieved using Graphical Item Maps (GIMs). GIMs are an adaptation of two earlier diagnostic reports: the kidmap, described by Wright and colleagues and the diagnostic map (DIAMAP) reported by Doig. The kidmap can be produced as standard output using the Quest IRM software package. The distinction between these earlier maps and...
GIMs is that in a GIM the numerical codes representing items are replaced with the given topic or skill label and are aligned by topic or skill.

Here we report the use of GIMs as a method of candidate feedback in the context of the high-stakes multiple-choice assessment of the RANZCOG FSEP. This is a summative assessment taken by specialist obstetricians, midwives and trainees as one aspect of their knowledge and competency assessment16, 23.

Methods
This work was undertaken with the approval of the FSEP Steering Committee of RANZCOG. In this section we explain how the structure of a GIM is compiled and interpreted to provide examinees with individualised assessment feedback suitable for informing their future learning.

Test takers’ item response data were analysed with the Rasch model24 to yield item (difficulty) and person (ability) parameter estimates on a common latent trait scale. The unit of measurement for the Rasch scale is logits. The co-location of persons and items on the same scale provides a framework that is well suited to the graphical depiction of relative strengths and weaknesses for test takers of varying abilities. This is particularly the case across content that may span a range of topics and complexity. The estimation of item and person measures is undertaken using the TAM25 package in the R26 statistical programming language. The measures (logits) derived from the Rasch scale analyses are classified using a number of variables that describe the candidates and assessment items.

To construct a GIM, four variables are used to create the map: items (individual questions), subject cluster, relative difficulty and answer key (correct/incorrect) (figure 1). There are 60 items (questions) in each assessment. The item bank is developed by the FSEP Assessment subcommittee and the statistical performance of every item in use is reviewed annually. The subject cluster groups individual items into knowledge domains, with each item assigned to one of various topic/skill categories to signify distinct content domain or item typology. The subject clusters and their respective abbreviations are:

- the physiology of fetal heart rate control (PHYS)
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- utero-placental function, including hyperstimulation (UPFH)
- the “normal” CTG as per the RANZCOG IFS Clinical Guideline 2014\textsuperscript{27} (NORM)
- the baseline fetal heart rate and baseline variability (BFHR)
- decelerations, including definitions, physiology and management (DECEL)
- maternal heart rate recording (MHR)
- uncommon CTG patterns (i.e. arrhythmias, sinusoidal patterns) (UNCOM) and
- the RANZCOG IFS Clinical Guideline 2014\textsuperscript{27} (RANZ).

As described, the estimate of relative difficulty for each item is measured in logits from Rasch scaling and graphed vertically. The higher the logit value the more difficult the item. The Answer key contains the numbered code corresponding to the correct answer for each item. Candidate ability estimates and assessment pass standards (both measured in logits) can also be recorded for the production of GIMs.

Construction of the GIM then proceeds as follows. For each candidate’s assessment, the individual item (question) is positioned either to the left of the vertical axis if correctly answered, or to the right if incorrectly answered (figure 1). The items are then mapped into columns with each column representing a subject. The vertical position of any given item in the column represents their relative difficulty. Within the subject column items with similar difficulty estimates are co-located as a cluster. The number of items within any such cluster is placed in parentheses after the item description.

It is also possible to include the candidate’s IRT score, represented by a horizontal line across the vertical latent scale axis on the map, and the overall pass standard with a similar horizontal line (not shown). Such additions could be used to effectively divide the GIM into four quadrants representing the pass/fail dichotomy intersecting with the item correct/item incorrect dichotomy.

**Results**

Example GIMs from the RANZCOG FSEP multiple-choice assessment, administered as part of the education program\textsuperscript{16}, \textsuperscript{23} are shown in the figures 1-3. A GIM is provided to each candidate within two weeks of completion of the assessment, in accordance with recommendations that feedback be detailed and timely\textsuperscript{11}. Candidates are also provided with an explanation of how to interpret and make use of the information embedded in their individualised GIM (Appendix 1). Additional detailed explanation is is made available on the FSEP website at www.fsep.edu.au\textsuperscript{28}

**Figure 1** shows a GIM for a candidate for whom a profile of potential strengths and weaknesses are identified and marked with ellipses. The ellipses; green for potential strengths and red for areas which may require revision, are designed to assist the candidate in targeting their future learning and are explicitly linked to topic headings in the FSEP online course and supporting reference materials\textsuperscript{27-29}. While strengths are clear for the baseline fetal heart rate/baseline variability (BFHR), the RANZCOG Guideline (RANZ) and the uncommon CTGs (UNCOM), there are potential areas of weakness in decelerations (DECEL) and physiology (PHYS).

In **figure 2**, a different profile of strengths and weaknesses for another candidate is evident. In this case the topics requiring most urgent attention are baseline fetal heart rate/baseline variability (BFHR) and fetal heart rate decelerations (DECEL). Also apparent is a cluster of relatively simple items which are incorrect. This is a fairly common feature, particularly where candidates are performing below expectations and in our experience, where test anxiety\textsuperscript{30} may be impacting on candidate performance.

**Figure 3** shows a GIM from a candidate who performed well and consequently, there are only eight items on the right (incorrect) side of the map. Further, each of the incorrect items has relatively high logit values and are therefore more difficult items. Additionally they are spread across the map suggesting that this candidate has no specific subject area of weakness.

**Discussion**

In the paper we have described the development and application of graphical item maps (GIMs) as a feedback tool to healthcare practitioners sitting the College’s FSEP assessment. We show that a graphical display of a candidate’s
performance in a manner that can direct future learning is possible without compromising the security of the assessment itself. Specifically, directed feedback highlighting a candidate’s subject weakness and overall performance is possible without revealing the answers to individual questions. We believe that in this high stakes professional assessment, GIMs will become a very useful part of candidate feedback and support, particularly to the weaker candidate.

We believe that the interpretation of the GIMs follows intuitively from the way the items are distributed. Items towards the top of the map are relatively more difficult than those placed near the bottom of the GIM. It also ensures that the information is readily accessible by candidates to direct their future learning. For candidates who have not achieved a given pass standard, the most prudent course of action would be to focus on topics for which there are a number of incorrect items below the pass standard or towards the bottom of the map. These items require knowledge and skills that could be easier to grasp, which corresponds with Gibbs’ point that feedback should focus on learning, not marks or the students11. Focusing on these items can make the learning and examination preparation process more efficient and increases the likelihood of passing the examination on a subsequent attempt31. By identifying topic areas that contain lower-right quadrant items, candidates are provided with a clear starting point for self-directed learning.

Such directed learning support is not only useful for candidates who fail to achieve a required score on the assessment. As a component of enhanced risk management, many hospitals in Australia and New Zealand now require individual practitioners to achieve a particular score or RANZCOG FSEP ‘practitioner level’16 appropriate for their clinical role. For example, in some hospitals the senior midwives and the consultant obstetricians on birth suite are required to attain a level 3 practitioner score (>75%) on their FSEP assessment, whereas a student midwife or new resident might initially be expected to attain level 1 (55-65%).

As such, it is possible for an individual to score reasonably well on the assessment but not necessarily achieve the practitioner level required of them. Generally they are then directed to re-sit the FSEP assessment, hopefully with support and after targeted education, as guided by their individual GIM. In this regard the GIM offers the individual guidance on the topic(s) that most merit their attention. As such the FSEP meets the widely accepted requirements of a high quality education program in the provision of timely and structured assessment feedback.
GIMs are also able to provide educators and managers with insights into the overall performance of candidate cohorts and so direct teaching to common areas of weakness. In our experience, selected hospital leadership personnel are increasingly being asked to undertake face-to-face consultations with some of their candidates to discuss potential areas of weakness and appropriate courses of action, based on their assessment score and GIM.

While the GIM and GIM explanation resources are provided by RANZCOG within 2 weeks of attending a program; a limitation not considered in this paper is the additional resources potentially required by a hospital to provide additional feedback and guidance to their clinicians not achieving a required level or score. In our experience the information provided by the GIM appears particularly useful to candidates whose performance is near the pass standard or required practitioner level, with only one or two areas needing improvement. The graphical report on their performance provides them with an efficient path to overcome specific knowledge or skill deficiencies and enhance their chances of meeting their required pass standards.

Of course, it is possible that GIM feedback may impair future learning. Indeed it has been shown by others that feedback per se, whether positive or negative, may be detrimental to subsequent performance. In that regard, in the setting of providing feedback on an individual’s performance in an assessment, particularly on underperformance in a high stakes assessment, it is important to avoid detrimental effects.

Regulatory focus theory attempts to describe why feedback, even positive feedback, may be detrimental to future learning. However, according to that theory we believe that the visualisation afforded by GIM feedback would enhance future learning of the poor scoring candidate by being motivational under prevention focus - essentially showing the candidate what he/she must do to pass. Assessing whether regulatory focus theory applies to the feedback afforded by the GIM, and therefore the effectiveness of GIMs in supporting poorly performing candidates, would certainly be worthwhile.

Another limitation of the GIMs presented in this paper is that they do not provide item-specific content feedback to candidates. It has been suggested that candidates sitting multiple-choice assessments benefit when the correct answers and a discussion of the answers are provided to them immediately after the examination. However, the cost of
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GIMs are also able to provide educators and managers with insights into the overall performance of candidate cohorts and so direct teaching to common areas of weakness. In our experience, selected hospital leadership personnel are increasingly being asked to undertake face-to-face consultations with some of their candidates to discuss potential areas of weakness and appropriate courses of action, based on their assessment score and GIM.

While the GIM and GIM explanation resources are provided by RANZCOG within 2 weeks of attending a program; a limitation not considered in this paper is the additional resources potentially required by a hospital to provide additional feedback and guidance to their clinicians not achieving a required level or score. In our experience the information provided by the GIM appears particularly useful to candidates whose performance is near the pass standard or required practitioner level, with only one or two areas needing improvement. The graphical report on their performance provides them with an efficient path to overcome specific knowledge or skill deficiencies and enhance their chances of meeting their required pass standards.

Of course, it is possible that GIM feedback may impair future learning. Indeed it has been shown by others that feedback per se, whether positive or negative, may be detrimental to subsequent performance. In that regard, in the setting of providing feedback on an individual’s performance in an assessment, particularly on underperformance in a high stakes assessment, it is important to avoid detrimental effects.

Regulatory focus theory attempts to describe why feedback, even positive feedback, may be detrimental to future learning. However, according to that theory we believe that the visualisation afforded by GIM feedback would enhance future learning of the poor scoring candidate by being motivational under prevention focus - essentially showing the candidate what he/she must do to pass. Assessing whether regulatory focus theory applies to the feedback afforded by the GIM, and therefore the effectiveness of GIMs in supporting poorly performing candidates, would certainly be worthwhile.

Another limitation of the GIMs presented in this paper is that they do not provide item-specific content feedback to candidates. It has been suggested that candidates sitting multiple-choice assessments benefit when the correct answers and a discussion of the answers are provided to them immediately after the examination. However, the cost of
developing and maintaining banks of items that perform with the validity and reliability required of high stakes assessments is considerable. Therefore, providing details of items in the public domain is unlikely to be a feasible option for most medical education providers. This is especially the case where the assessment is geared towards high-stakes decisions directly related to an individual’s employment status, like the RANZCOG FSEP assessment. This might also be the case where the stability of item properties, like relative difficulty, is being relied upon to maintain pass standards over time. Nonetheless, even under the constraint of needing to keep the test items secure, GIMs convey significantly more information than simply an individual’s score. Importantly, by focusing on skill and content areas rather than specific items, GIM feedback does not explicitly encourage ‘teaching to the test’ but rather supports directed content learning.

Further enhancement of the GIMs could include described proficiency levels. These define the generalised levels of knowledge represented by the test items. This would usefully add to the current report by describing in detail the nature of the developmental skills and knowledge embedded in clusters of items. This might in turn assist the candidate in identifying the domain of knowledge as well as the level of sophistication to aim for in future revision.

Another GIM enhancement might include depiction of performances on complex assessment tasks that apply partial credit scoring. In such a case each score category within a partial credit item could be mapped according to its relative difficulty and whether or not it was attained. For example, if a candidate scored two out of a possible three score points for an assessment task the map would display the relative difficulties of score categories one and two on the left and the relative difficulty of score category three on the right.

This extension would be feasible for assessments analysed with a Rasch Partial Credit Model. While this would be an extension of current graphical item mapping, it is also possible to simplify it using Classical Test Theory (CTT) instead of Rasch modelling, because GIMs do not require Rasch measurement for the scaling of assessment data. Instead, a GIM could be produced using indices such as facility (the percentage of correct respondents for an item). Items could simply be positioned along the vertical facility axis that would be expressed as a percentage from 0 to 100. This would likely make GIM-like reporting feasible for more assessment programs.

One important caution regarding the use of GIMs for candidate feedback is the reliability and validity of the assessment being reported on. The accuracy and reproducibility of the interpretation made from a GIM would be questionable if the assessment was unreliable or contained poorly constructed test items. Guidelines for omitting test items on statistical grounds therefore might be a useful component of GIM production policy. In this regard the reliability and validity of RANZCOG FSEP items are formally reported externally and critically assessed annually by the assessment subcommittee of the program, allowing under performing items to be amended or replaced.

In conclusion, GIMs are presented as an assessment feedback tool that is useful to candidates in ways that a combination of scores, grades or ranks is not. Providing candidates with GIM reports upholds the ideal that assessment should support learning and professional development and thereby enhance the performance of the workforce more generally.

**Take Home Messages**
- All assessment should allow students to receive feedback on their learning and their performance.
- Structured feedback is an important component of learning and assessment and is highly valued by candidates.
- Informative feedback is valued by the examinee and enriches the assessment itself.
- GIMs are an assessment feedback tool which may be useful to candidates in ways that a combination of scores, grades or ranks is not.
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Appendices
Appendix 1. FSEP Graphical Item Map explanation, legend and map, as received by all test takers

GRAPHICAL ITEM MAP EXPLANATION AND LEGEND

The individual Graphical Item Map you have received is designed to help you identify your strengths and potential weaknesses in fetal surveillance, as determined from the FSEP test you recently undertook. Questions (items) in our test are ranked from easiest at the bottom of the map, to hardest at the top. This information is derived from our previous extensive and ongoing testing and assessment of these individual items. Items answered correctly are to the left of the map and those answered incorrectly are to the right of the map. The presence of brackets following an item i.e. Phys (2), indicates multiple items at that position, with the same degree of difficulty.

The items are grouped into broad subject headings. They are labelled in this way to guide you to the educational resource that will provide you with the information necessary to answer questions within that subject heading correctly. This could include the face to face FSEP sessions, our book Assessing fetal wellbeing: a practical guide (2016), one of the Online Fetal Surveillance Education Programs (OFSEP or OFSEPPlus) or the RANZCOG Intrapartum Fetal Surveillance Guideline (2014).

| Subject | Description |
|---------|-------------|
| PHYS    | The physiology of fetal heart rate control |
| UPFH    | Utero placental function, including hyperstimulation |
| NORM    | Features and definitions of the “normal” CTG per the RANZCOG Guidelines |
| BFHR    | Baseline fetal heart rate and baseline variability (normal and abnormal) |
| DECEL   | Decelerations, including the physiology, definitions and management |
| MHR     | Maternal heart rate recording |
| UNCOM   | Uncommon CTG patterns i.e. arrhythmias, sinusoidal patterns |
| RANZ    | The RANZCOG Guidelines i.e. indications for EFM, definitions |

The subject headings are:

If the majority of items in a given subject are grouped to the left of the map (answered correctly) this is an area you have covered well in your study. If items are clustered to the right of the map (answered incorrectly) this is an area you may wish to focus on in future study. This is especially true if these items are also close to the bottom of the map.

Being able to identify your strengths and weaknesses this way will allow targeted education to improve your knowledge, clinical skills and test performance.

In the sample Graphical Item Map below, the areas which have been well covered and answered correctly are the normal CTG, the physiology of fetal heart rate control and the RANZCOG Guidelines. Areas covered less well are the baseline fetal heart rate and fetal heart rate decelerations. In the sample case below, the inability of the candidate to correctly identify the baseline fetal heart rate on a CTG also reduces their chances of correctly identifying any given deceleration.
Concentrated effort on properly identifying the baseline fetal heart rate should improve the practitioner’s knowledge, clinical skills and test performance.
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