Spin Models, Dynamics, and Criticality with Atoms in Tilted Optical Superlattices
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We show that atoms in tilted optical superlattices provide a platform for exploring coupled spin chains of forms that are not present in other systems. In particular, using a period-2 superlattice in one dimension, we show that coupled Ising spin chains with XZ and ZZ spin coupling terms can be engineered. We use optimized tensor network techniques to explore the criticality and nonequilibrium dynamics in these models, finding a tricritical Ising point in regimes that are accessible in current experiments. These setups are ideal for studying low-entropy physics, as initial entropy is “frozen-out” in realizing the spin models, and provide an example of the complex critical behavior that can arise from interaction-projected models.
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Systems of ultracold atoms are regularly discussed and utilized as quantum simulators to engineer models of interest from other many-body physical systems that are computationally complex [1–4]. However, the unique properties of these systems can also motivate the study of genuinely novel many-body physics—especially including a wide variety of phenomena in out-of-equilibrium dynamics [5–7]. Here, we explore spin models that arise naturally for ultracold atoms loaded in an optical superlattice potential together with a gradient potential. The large energy scales provided by the gradient produce a dynamical constraint, similar to projected models arising from large-scale interactions, which have recently been discussed in arrays of Rydberg atoms [8–11] and topological wires [12]. We show how these models, which can be rewritten as coupled spin chains with unusual couplings, exhibit complex critical behavior that can be explored both in and out of equilibrium.

Previous experiments have shown long-lived coherent dynamics of strongly interacting atoms confined to move along one dimension of a tilted optical lattice [13–16]. The origin of these coherences was investigated in Ref. [17], which considered all states resonantly coupled to that with a single atom in every lattice site, then when the energy difference along the potential gradient between neighboring lattice sites $E$ is equal to the on-site interaction energy shift $U$, the system was mapped onto an effective skew-field Ising model. Our work is strongly motivated by experiments observing resonant dynamics for $E = U/n$ with $n = 1, 2, 3, \ldots, 6$ [16]. Here we show that by adding a superlattice potential, it is possible to make use of these resonant dynamics to represent an unusual form of coupled Ising spin chains. Using symmetry arguments and computational techniques with matrix product operators we identify critical behavior, which we characterize as a tricritical point in the phase diagram, and analyze characteristic quench dynamics that would be directly observable in ongoing experiments.

Model.—Atoms confined to the lowest band of a sufficiently deep 1D optical lattice are quantitatively described by the modified Bose-Hubbard model ($\hbar \equiv 1$)

$$H = -J \sum_{\langle i,j \rangle} b_i^\dagger b_j + \frac{U}{2} \sum_i n_i(n_i - 1) - \sum_i V_i n_i,$$  

where $J$ is the tunneling amplitude, $\langle \cdot, \cdot \rangle$ implies summation over nearest neighbors, and $V_i = E_i + (-1)^n \mu/2$ is the linear energy shift with the superlattice energy offset $\mu$, crucial for the $n = 2$ spin model derivation. Further details of the following derivations are presented in Ref. [18].

By loading atoms into a deep lattice with $U \gg J$, we begin from a unit filled Mott insulator (MI) state with atoms localized at individual lattice sites. When the tilt is tuned to the vicinity of a resonance $E = U/n$, $n = 1, 2, 3, \ldots$ long-range resonantly enhanced tunnelings of $n$th order become possible on the experimental timescales [14–16]. The original study for $n = 1$ [17] proposed a mapping between bosonic spatial degrees of freedom and effective spins. Each boson that stays on its initial site of the MI state is mapped with $| \downarrow \rangle$ and each boson that resonantly hops to the first neighboring site as $| \uparrow \rangle$. 
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In the regime $|U - E|, J ≪ E, U$ and $μ = 0$ the behavior at relevant timescales is mapped to the effective model

$$H_U = \sum_i [-\sqrt{2}\sigma_i^x + \lambda \sigma_i^z + W \sigma_i^z \sigma_{i+1}^z], \quad (2)$$

where $\lambda = (U - E)/J$ denotes the deviation from the resonance, $\sigma_i^z = (\sigma_i^+ + 1)/2$ is a projector on the spin-up state, and $W \rightarrow +\infty$ is the constraint preventing two consecutive spin-up states, as this configuration would not be resonantly coupled and has occupation suppressed $\propto (J/U)^2$. In later works nonequilibrium dynamical properties [19] and high order corrections [20] were investigated within this model. The model (2) is referred to as the antiferromagnetic Ising chain in a skew field (AFISF), which exhibits two phases: an ordered antiferromagnetic (AFM) phase and paramagnetic (PM) phase with spins aligned with the skew field [21]. These two phases are separated by a second order phase transition line on the plane of transverse and parallel fields, reflecting breaking of $Z_2$ symmetry.

Spin model for $n = 2$.—For $n > 1$ we naturally consider higher-order tunneling processes in the small parameter $J/E \sim J/(U/n)$, which have been experimentally observed in Ref. [16]. It is necessary to introduce the superlattice potential for $n = 2$ to obtain an effective spin model, as otherwise second order tunneling processes give rise to atom configurations that are not describable by any spin-half model.

Using this mapping in the regime $|U - E|, J ≪ μ ≪ E, U$ we obtain an effective Hamiltonian of the following form, as depicted in Fig. 1(c):

$$H_{U/2} = \sum_i \left(-\sqrt{2}\sigma_i^x + \lambda \sigma_i^z + W \sigma_i^z \sigma_{i+2}^z + \frac{8 - 56\sigma_i^z}{15} \right.$$

$$- 2\sqrt{2}(\sigma_i^z \sigma_{i+1}^z + \sigma_i^z \sigma_{i+1}^z) - \frac{8}{5} (\sigma_i^z \sigma_{i+1}^z + \sigma_i^z \sigma_{i+3}^z) \right). \quad (3)$$

Here, $\lambda = \{(U - E)/(J^2/(U/2))\}$ denotes the deviation from the resonance. For the spin model, this has the same form as $\lambda$ for the $n = 1$ case, but involves the second order tunneling amplitude and detuning from resonance of the current case. The constraint $W \rightarrow +\infty$ forbids states with $|\uparrow\rangle |\uparrow\rangle_{i+2}$; i.e., two neighboring atoms within a sublattice cannot both tunnel, analogously to the $n = 1$ case [with maximum occupation of the states we project out scaling as $\propto (J/U)^4$]. The first three terms alone are identical to Eq. (2) for each sublattice, providing two Ising subchains. The fourth term just shifts the entire energy spectrum along the energy and detuning $\lambda$ axes due to interactions between even and odd spins.

The remaining terms result from coupling between these subchains in second order perturbation theory, and can be understood intuitively as follows. First, the terms proportional to $\sigma^x \sigma^z$ arise because as atoms tunnel within each sublattice (represented by $\sigma^x$) the denominator of the resulting amplitude in second order perturbation theory will change sign depending on whether an atom is present on the intermediate site from the other sublattice (giving a $\sigma^z$ on the neighboring site). The $\sigma^x \sigma^z$ terms arise due to virtual energy shifts in second order perturbation theory that are dependent on the occupation number in given sites. These can be separated by up to three sites in the spin model, because an atom can tunnel over two sites and encounter a shift depending on whether an atom is present on the neighboring (third) site.

Despite the relatively simple couplings, we are not aware of any other physical realization of this type of spin model. We analyzed its properties through analytical arguments and numerical calculations based on matrix product state and operators (MPS/MPO) techniques [22], with all states converged in a matrix product bond dimension $D$. Throughout our calculations we implement the constraint in Eqs. (2) and (3) exactly with matrix product projection operators, as detailed in Ref. [18].

Finite temperature and out-of-equilibrium calculations were performed using a combination of time-dependent variational principle (TDVP) methods [23–26] and purification techniques [27,28].

Phase diagram and critical behavior.—The essential points of the phase diagram become clear if we first discuss the extreme cases. As in the $n = 1$ case, for $\lambda \rightarrow +\infty$ the ground state of the system is the nondegenerate PM state $|\uparrow\rangle |\downarrow\rangle_j$, where spins are aligned with the strong external field $\lambda$; in the bosonic language the energy is minimized if
all bosons stay on their initial sites of the parent MI state. In the case of \( \lambda \to -\infty \) spins in the ground state are ordered in the AFM fashion \( |(\downarrow \uparrow \downarrow \uparrow)\rangle \), where odd and even spins are Néel ordered due to the constraint.

The lowest elementary excitations are single spin flips \( |j\rangle = |\uparrow\rangle \prod_{\ell \neq j} |\downarrow\rangle \) for the PM and domain walls for the AFM, with the energy gap over the ground state scaling as \( \sim \lambda \); see Ref. [18] for the microscopic picture details. Coupling between the chains, however, leads to bound excitations on the two subchains, and this is enough to suppress the original phase transition of elementary excitations at \( \tilde{\lambda} = -1.853 \) and create a new phase transition point, which can be seen in Fig. 2(a).

We have found that the low-energy physics of Eq. (3) is strongly influenced by interactions between the bound excitations. It is very sensitive to the precise location of the critical point \( \tilde{\lambda}_{\text{crit}} \), rendering the identification of the universality class of the transition very challenging [18].

We thus use a technique that, similarly to Binder cumulants [30], makes it possible to locate the critical point without any previous knowledge of the critical exponents besides assuming that the theory becomes conformally invariant. In this way we can use a prediction from conformal field theory (CFT) regarding the scaling of the entanglement entropy. For blocks of contiguous \( M \) spins embedded in a chain with periodic boundary conditions, we expect [31–34]

\[
S_{\nu N}(M) = \frac{c}{3} \log_2 M + A + \cdots, \tag{4}
\]

where \( c \) is the central charge of the corresponding CFT [35–37], \( A \) is a nonuniversal constant, and the dots suggest the possible presence of further subleading corrections [38–42].

We can then extract the central charge at the critical point by plotting

\[
c_M = 3 \frac{S_{\nu N}(M) - S_{\nu N}(M_{\text{max}})}{\log_2(M/M_{\text{max}})} \tag{5}
\]

for system sizes \( M \leq 60 \) vs \( \lambda \), Fig. 2(b) [43]. All system sizes \( M \) considered here are chosen to be divisible by 4, the periodicity of the AFM phase. This ensures that the ground states have the same degeneracy and hence corrections related to different degeneracies can be neglected.

At the quantum critical point (QCP) the sequence \( c_M \) (i) becomes independent of \( M \) and (ii) matches the value of the central charge \( c \). In order to locate the critical point \( \tilde{\lambda}_{\text{crit}} \), we perform the following analysis. For each pair of lines \( c_M \) and \( c_{M+4} \) we find the intersection point \( (M_x, \lambda_x) \), where \( M_x = M + 2 \). This sequence \( \lambda_x(M_x) \) approaches a stationary value that gives the best estimate for the critical point \( \tilde{\lambda}_{\text{crit}} \approx -6.6676(1) \) [Fig. 2(b)]. The maximal discrepancy in \( \lambda_x \) between MPS bond dimensions \( D = 384 \) and 512 is \( 2 \times 10^{-5} \), which does not significantly contribute to this error estimate. From Fig. 2(b) we estimate the central charge \( c \approx 0.75 \); however the presence of a subleading correction in \( S_{\nu N} \) smears out the crossing points.

Since the value of the central charge is below unity, its value should match at least one tabulated value of a unitary representation of the Virasoro algebra [44–47]. The two closest values of the central charge that correspond to a minimal model are \( c = 7/10 \) (tricritical Ising point) and \( c = 4/5 \) (three-state Potts model). We observe an extreme sensitivity of the central charge value to the critical point location. From Fig. 2(b) we see that the dependence of \( c_M \) on \( \lambda \) becomes extremely steep at the critical point as \( M \) increases. For instance, the estimated error of the
critical point is $10^{-4}$, which leads to the central charge uncertainty $c_M \approx 0.7–0.8$. This phenomenon of high sensitivity is absent at a standard critical point (such as in the three-state Potts model), and has already been observed in the context of the tricritical Ising point [42]. Furthermore, at a tricritical point three distinct phases merge and there are two relevant symmetry breaking fields. We thus expect that if the system is tricritical our $\lambda$ is actually tuning two relevant parameters.

In order to understand the existence of a tricritical point in this model, we investigated the energy gap while adjusting the $XZ$ parameter [Figs. 2(c), 2(d)] representing the relative strength of $\sigma^x\sigma^z$ interactions; i.e., the regime with $XZ = 1$ is identical to the Hamiltonian (3). There we see a region appears where for a range of the Hamiltonian (3) there are two relevant symmetry breaking fields. We thus expect that if the system is tricritical our $\lambda$ is actually tuning two relevant parameters.

Specific heat.—To connect more closely with how this might be observed in experiments, using MPO techniques to compute the finite-temperature behavior of the system, we determine the specific heat capacity per spin

$$c(T, \lambda) = \langle \Delta H_{U/2}^2(\lambda) \rangle_T / T^2 M.$$  

Here $\langle \Delta H_{U/2}^2(\lambda) \rangle_T$ is the total energy variance of the Hamiltonian (3) at temperature $T$, and shows spectral lines accessible experimentally, e.g., in spectroscopy via modulation of external fields. As shown in Fig. 3, this is significantly more complicated than we would expect for an Ising critical point. The dependence of the specific heat can be understood with a help of the energy gap in Fig. 2(a), where we see two transition points: the quantum phase transition of bounded excitations, and avoided transition due to elementary excitations [used to be the phase transition of Eq. (2)]. Each transition has two branches of specific heat maxima diverging from it due to thermal fluctuations. We expect that Fig. 3 actually contains four branches, but for positive $\lambda$, two partly overlap and cannot be distinguished.

Quench dynamics.—In experiments, the most straightforward way to probe the transition will be via quench dynamics, including finite-speed analysis of quenches [19,50], and generation of excitations (which could also be probed in quantum gas microscopes). In Fig. 4 we present the dynamics of Eq. (3) after sudden quenches, which is mapped to a quench from a unit filled MI with $E = 0$ to a point near the $E = U/2$ resonance. After a sudden quench we observe resonant behavior in the number of up spins, in analogy with dynamics at the $E = U$ resonance [15,51]. We also see clear overdamping of density oscillations, in contrast to the $E = U$ resonance [16]. This occurs primarily because the $\sigma^x\sigma^z$ coupling between subchains results in a large number of frequency components in the dynamics, separated by small values of the order of the $\sigma^x$ terms in the individual chains. The quench dynamics results in the spin system in saturation timescale and mean saturation number of doublons closely resemble the experimental results in the regime $E = U/2$ without a superlattice [16]. This indicates that the underlying physics may be related, even though the models are different, and these connections could be more closely explored in future experiments.
Summary and outlook.—We have shown that atoms in tilted superlattices provide a new opportunity to realize coupled spin models based on the atom number. This work opens avenues for broader investigations of projected models, both for itinerant atoms, with extensions to more coupled chains with longer period superlattices, 2D [52,53], or tunneling of spinful fermions and bosons, and also for arrays of Rydberg atoms and polar molecules, allowing the engineering of distance-dependent spin-spin interactions. Our work provides an example of the complex critical behavior that can emerge from projected models, and specifically provides a physical realization of tricritical Ising behavior that has been of significant recent interest in conformal field theory [54–57] and for interacting Majorana fermions [58]. Another aspect of this work is in connection with commensurate-incommensurate transitions caused by the presence of chirality due to domain walls of different types [59] between four different vacuum states in the symmetry broken phase. Its experimental realization will provide new insight into the physics of such domain walls, and within quantum gas microscopes these could be observed directly. The optimized tensor network techniques used here, which are further detailed in Ref. [18] are also applicable to a wide range of systems, including the simulation of lattice gauge theories [60–62].

The data for this manuscript is available in open access at [63].
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