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Cell-Free Massive MIMO for Wireless Federated Learning

Tung T. Vu, Duy T. Ngo, Nguyen H. Tran, Hien Quoc Ngo, Minh N. Dao, and Richard H. Middleton

Abstract—This paper proposes a novel scheme for cell-free massive multiple-input-multiple-output (CfMIMO) networks to support any federated learning (FL) framework. This scheme allows each instead of all the iterations of the FL framework to happen in a large-scale coherence time to guarantee a stable operation of an FL process. To show how to optimize the FL performance using this proposed scheme, we consider an existing FL framework as an example and target FL training time minimization for this framework. An optimization problem is then formulated to jointly optimize the local accuracy, transmit power, data rate, and users’ processing frequency. This mixed-timescale stochastic nonconvex problem captures the complex interactions among the training time, and transmission and computation of training updates of one FL process. By employing the online successive convex approximation approach, we develop a new algorithm to solve the formulated problem with proven convergence to the neighbourhood of its stationary points. Our numerical results confirm that the presented joint design reduces the training time by up to 55% over baseline approaches. They also show that CfMIMO here requires the lowest training time for FL processes compared with cell-free time-division multiple access massive MIMO and collocated massive MIMO.

Index Terms—Cell-free massive MIMO, federated learning.

I. INTRODUCTION

The use of machine learning (ML) techniques in telecommunications industry has been growing dramatically in recent years [1], [2]. One reason for this trend is the fast growing number of mobile devices, wearable devices and autonomous vehicles. They are generating a vast amount of data by using in-built sensors, e.g., microphones, GPS and camera, for critical applications such as traffic navigation, indoor localization, image recognition, natural language processing, and augmented reality [3]. In addition, the computational capabilities of these devices also grow significantly with dedicated hardware architecture and computing engines, e.g., the energy-efficient Qualcomm Hexagon Vector eXtensions on Snapdragon 835 [4]. On-device artificial intelligence (AI) capabilities are predicted to be available on 80% of all smartphones by 2022 [5]. It is therefore critical for telecommunications operators to start investigating into a future communications system that efficiently utilizes the empowered computation resources from mobile devices to solve ML problems.

The typical ML framework used in the current telecommunications systems requires a cloud center to store and process raw data collected by the user equipment (UEs). However, such a centralized structure fails to support real-time applications because of its high latency [6]. The concept of mobile edge computing is introduced to process data at the edge nodes instead of the cloud center [7], [8]. Since the computational capability of mobile devices is growing noticeably, it is possible to even push the network computation further to the mobile device level [9], [10]. On the other hand, serious concerns about data privacy have recently been raised due to data being processed by third-party companies, e.g., Facebook, Apple. This urgently calls for a new class of ML frameworks that not only exploit the computational resources of the UEs for ML applications but also ensure data privacy.

A promising candidate for such ML frameworks is the recently developed Federated Learning (FL) [9], [11]. As shown in Fig. 1, an FL process is an iterative process in which the UEs use their local training data to compute local model training updates, followed by sending the updates to a central server. The central server then aggregates these updates to compute the global training update, which is then sent back to the UEs to further assist their local update computation. This iterative process terminates when a certain learning accuracy level is attained. Data privacy is protected by not sharing the local training data, but only the local training updates computed at the UEs using local computational resources. Uploading only the local training updates to the central server incurs a significantly lower delay, compared to uploading a large amount of raw data. This distributed approach facilitates a large-scale model training and more flexible data collection, albeit at the expense of UEs’ computational resources [10].

With all the promising advantages listed above, FL has attracted much attention from both developer and researcher communities [10], [12]–[17]. In [12], an FL algorithm for keyboard prediction on smartphones is developed by Google. [13] target improving the performance of the general FL algorithms, while [10], [14]–[17] concentrate on optimizing the performance of FL algorithms used in wireless networks. In particular, [13] proposes a new compression framework for a communication-efficient FL system. [10] aims to obtain the best trade-off between FL training time and UE energy.
As such, the channels are reasonably stable during one close to its expected value—a known deterministic constant. An important characteristic of massive MIMO is channel simultaneously serve UEs via wireless links using the same frequency access point (APs) via backhaul links. These APs then simulta-

This paper investigates how to implement FL in a wireless network. It is worth noting that the existing works [10], [16] rely on an impractical assumption that the channel state information (CSI) remains unchanged during the whole FL process. In practice however, the channel changes in the order of milliseconds; and as such, certain system parameters for FL performance optimization, e.g., data rates and power control, would have become obsolete even before the FL process terminates. In addition, it might not be most efficient to use orthogonal multiplexing approaches, e.g., orthogonal frequency-division multiple access (OFDMA) [17] and time-division multiple access (TDMA) [10], for UEs to transmit their local updates. With a large number of UEs, the total training time could be significantly prolonged. To both deal with the wireless channel dynamics and to serve UEs at the same time and in the same frequency bands, a new wireless network structure that supports FL is called for.

In this work, we propose using cell-free massive multiple-input multiple-output (CFmMIMO) [18], [19] for FL in a wireless environment. Here, a central processing unit (CPU) (i.e., the central server) is connected to a large number of access point (APs) via backhaul links. These APs then simultaneously serve UEs via wireless links using the same frequency bands with the CSI acquired via uplink (UL) training pilots. An important characteristic of massive MIMO is channel hardening [20], i.e., the effective channel gain at the UEs is close to its expected value—a known deterministic constant [19]. As such, the channels are reasonably stable during one large-scale coherence time $\tilde{T}_c$. The channel dynamics due to small-scale fading thus have negligible effects on the FL processes. In addition, a CFmMIMO network also provides a high probability of coverage, making the FL processes less prone to the unfavorable UE links.

Our research contributions are summarized as follows.

- We propose, for the first time, a scheme for CFmMIMO networks to support any FL framework. In this scheme, any iterative algorithm can be developed to optimize the FL performance before the FL process is executed. Each instead of all iterations of this FL optimization algorithm or the FL process happens within one $\tilde{T}_c$ in order to guarantee channel stability during its operation. In each iteration of the FL process, we propose using the APs as relays to transmit the training updates between the CPU and UEs. Doing so allows any beamforming/filtering design to be applied to the APs in order to enhance the performance of training update transmission.

- To show how to optimize the FL performance using the proposed scheme, we consider an existing FL framework [21] as an example and target the key performance metric of “training time minimization”. We formulate a mixed-timescale stochastic nonconvex optimization problem that minimizes the time of one FL process. The formulated problem captures the complex interactions among the FL training time, and transmission and computation of FL training updates in a CFmMIMO network. Here, a conjugate beamforming/matched filtering scheme is applied to the APs for ease of implementation. The local accuracy, power control, data rate and UE’s processing frequency are jointly designed, subject to the practical constraints on UEs’ energy consumption and imperfect channel estimation.

- Utilizing the general framework in [22], we propose a new algorithm that is proven to converge to at least the neighborhood of the stationary points of the formulated problem. Here, the coupling among the variables makes it challenging to develop a specific algorithm that satisfies all the strict conditions stated in the general framework of [22]. It is also noted that our algorithm only requires channel stability in each but not all iterations. This important feature ensures the problem and its solution remain up-to-date and valid during the running time of the algorithm, despite the channel variations.

- Simulation results verify the convergence of the proposed algorithm, and show that our solution reduces the training time by up to 55% compared with the baseline schemes. They further confirm that CFmMIMO offers the lowest training time compared to cell-free TDMA massive MIMO and collocated massive MIMO.

Paper Organization and Notation: The rest of this paper is organized as follows. Section II proposes a novel scheme for a CFmMIMO network to support a general FL framework.

During one large-scale coherence time $\tilde{T}_c$, the large-scale fading coefficients are reasonably invariant. The value of $\tilde{T}_c$ can be empirically measured, in the same way for small-scale fading measurement. For indoor communications, the large-scale coherence time can be at least 40 small-scale fading coherence time [19], and it has a time order of seconds.
Section III introduces a specific example of the general FL framework considered in this paper. Section IV presents the system model and assumptions. Section V formulates the FL training time minimization problem, whereas Section VI proposes a new algorithm to solve the formulated problem. For comparison, Section VII introduces cell-free TDMA and collocated massive MIMO systems to also support the considered FL framework. Section VIII verifies the performance of the developed algorithm through comprehensive numerical examples. Finally, Section IX concludes the paper.

In this paper, boldfaced symbols are used for vectors and capitalized boldfaced symbols for matrices. $X^*$ and $X^H$ are the conjugate and conjugate transposition of a matrix $X$, respectively. $\mathbb{R}^d$ is a space where its elements are real vectors with length $d$. $\langle x, y \rangle$ means the inner product of vectors $x$ and $y$. $||x||$ denotes the $\ell_2$-norm function. $\mathcal{CN}(\mu, Q)$ denotes the circularly symmetric complex Gaussian distribution with mean $\mu$ and covariance $Q$. $\nabla g$ is the gradient of a function $g$. $\mathbb{E}\{x\}$ denotes the expected value of a random variable $x$.

II. PROPOSED SCHEME FOR CFMIMO NETWORKS TO SUPPORT FL

A. The General FL Framework

A global ML problem is solved at a central server with a training data set partitioned over a number of participating clients. Each client trains their local model by an arbitrary learning algorithm. Let $K = \{1, \ldots, K\}$ be the set of clients and $D_k$ the size of the local data stored at client $k$. Then $\tilde{D} = \sum_{k \in K} D_k$ is the size of the global training data. Denote by $D = \{1, \ldots, D\}$ and $D_k = \{1, \ldots, D_k\}$ the index sets of the global data samples and the local data samples at a client $k$, respectively. In a typical supervised learning, a data sample $i \in D$ is defined as an input-output pair $\{x_i, y_i\}$. For $\lambda > 0$, the general global ML problem can be posed as the following minimization [11], [21]

$$\min_{w \in \mathbb{R}^d} J(w) \triangleq \frac{1}{D} \sum_{i \in D} f_i(w) + \lambda g(w),$$

where $f_i(w)$ is the loss function at data sample $i$ and $g(w)$ is a regularization term with a model parameter $w$. Some popular examples are $f_i(w) = \frac{1}{2}(x_i^T w - y_i)^2$ for a linear regression problem and $f_i(w) = \{0, \mathbf{1} - y_i, x_i^T w\}, y_i \in \{-1, 1\}$ for a support vector machine. Here, the learning problem is to find $w$ that characterizes the output $y_i$ with the loss function $f_i(w)$ for a given input $x_i$. Note that $f_i(w)$ is not necessarily convex.

In a general FL framework to solve the general ML problem (1), this problem is decomposed into $K$ separate local ML problems that are solved at $K$ clients in parallel. For ease of presentation, we make the following definitions.

Definition 1. “Global DL training update” is the information sent from the central server to the clients. Similarly, “global UL training updates” are those from the clients to the central server.

The general FL framework is described in Algorithm 1. Each iteration of Algorithm 1 consists the four key steps (S1)-(S4).

Definition 2. “An FL process” is defined as a full execution of Algorithm 1.

Algorithm 1 A general FL framework

1: Input: $n = 1$, an initial global DL training update
2: repeat
3: (S1) The central server sends the global DL training update to the UEs,
4: for $k \in K$ in parallel do
5: (S2) Client $k$ updates and solves its local ML problem on its local data set and then computes the global UL training update
6: (S3) Client $k$ sends its computed global UL training update to the central server
7: end for
8: (S4) The central server computes the global DL training update by aggregating the received UL training updates.
9: Update $n = n + 1$
10: until convergence with the global accuracy $\epsilon$

Remark 1. The designs of local ML problems at the clients, the global DL/UL training updates, and the types of aggregation of training updates at the central server are different according to the different designs of FL frameworks for different types of objective functions due to different ML applications [21], [23]–[27].

B. Proposed Cell-Free Massive MIMO Network Structure to Support the General FL Framework

Here, we propose using the CFMIMO network structure [19] illustrated in Fig. 1 to support the general FL framework discussed above. In this structure, a central processing unit (CPU) is connected to a set of access points (APs) $\mathcal{M} = \{1, \ldots, M\}$ via backhaul links with sufficient capacities. These APs serve a given set $K$ of participating UEs via wireless access links at the same time and in the same frequency bands. The APs and UEs are each equipped with a single antenna. The CPU and UEs act as the central server and the clients in the general FL framework, respectively. The APs are used to relay the training updates between the CPU and the UEs.

Remark 2. Both the AP and UEs can be considered as the clients in the general FL framework. In this paper, we choose the UEs to be the clients instead of the APs [10]. By doing so, data privacy is more protected since raw data does not have to be shared over wireless networks. Moreover, the computational resource of the UEs can be empowered with new computing engines such as Snapdragon 835 [4]. It is possible to push the ML tasks further to the UEs [9], [10].

C. Proposed Scheme for a CFMIMO to Support the General FL framework

Now, to realize an FL process in the considered CFMIMO network structure, we propose a general scheme shown in Fig. 2. As seen from the figure, we divide the time period...
during which the statistics of large-scale fading is stable into multiple time intervals. The first interval of “FL performance optimization” is used for optimizing the performance of FL. The remaining intervals are reserved for the FL process; hence, termed as “FL process” intervals.

1) Optimizing the performance of FL: In the “FL performance optimization” interval, any algorithms can be developed to optimize the performance of FL before the FL processes are executed. Here, we denote by “system parameters” the parameters that are designed by the FL optimization algorithm. These parameters are grouped into short-term and long-term parameters. The short-term parameters change in the timescale of large-scale coherence times, whereas the long-term parameters the statistics of large-scale fading. In each iteration of the optimization algorithm, the short-term parameters are designed in the short-term optimization (STO) time blocks, whereas the long-term parameters in the long-term optimization (LTO) time blocks. As a result of the channel hardening effect in massive MIMO, the wireless channel remains unchanged during one large-scale coherence time $T_c$. In practice, the completion time of the optimization algorithm can be larger than $T_c$. Therefore, we insist that only one iteration of the algorithm is to happen within $T_c$.

2) Implementing the FL process: In the “FL process” intervals, the FL process is executed with the long-term parameters obtained from the “FL performance optimization” interval. The short-term parameters are optimized in the STO time block to enhance the performance of training update transmission before each iteration of the FL process. Since the completion time of the FL process can be larger than $T_c$, we insist that both STO and “one iteration of the FL process” time blocks are to happen in one $T_c$. Here, we note that the results of the LTO time blocks remain unchanged for several FL process, while the results of the STO time blocks are invariant only in one iteration of an FL process. Therefore, after the “FL performance optimization” step is executed, only the results of the LTO time block are used in FL processes. In each iteration of an FL process, the results of the STO time block are not the results of the STO time block in the “FL performance optimization” step, but rather are computed by the same method used for the STO time block in the “FL performance optimization” step.

3) Implementing each iteration of the FL process: Fig. 3 shows the time block of “one iteration of the FL process”, in which the intervals of the four key steps (S1)-(S4) to implement each iteration of the FL process by the CFmMIMO network model are illustrated. Here, the interval of Step (S1) in Algorithm 1 consists one interval of “DL training update transmission (DLTUT) via backhaul links” from the CPU to the APs, and one interval of “DLTUT via wireless links” from the APs to the UEs. The interval of Step (S3) includes one interval of “UL training update transmission (ULTUT) via wireless links” from the UEs to the APs, and one interval of “ULTUT via backhaul links” from the APs to the CPU.

As also seen from Fig. 3, we split each time block of “DLTUT via wireless links” or “ULTUT via wireless links” into multiple intervals. The intervals of “UL training” is used for channel estimation. The remaining intervals are used for DL/UL training update transmission. In these “DLTUT” or “ULTUT” intervals, any beamforming/filtering design can be applied to optimize the performance of training update transmission. Here, we insist that the pair of “UL training” and “DLTUT”/“ULTUT” intervals happen in one small-scale coherence time $T_s$ in order to adapt to the variation of small-scale fading. In addition, the data size of training updates may be larger than the amount of data that can be transmitted in $T_c$. As such, there may be one or several “DLTUT” or “ULTUT” intervals in each “DLTUT via wireless links” or “ULTUT via wireless links” time block in order to complete the transmission of one global DL/UL training update.

Remark 3. The proposed CFmMIMO network model in Section II-B and the proposed scheme in Section II-C can be used to support any version of the general FL framework to solve any global ML problem. This scheme only requires developing specific algorithms to optimize the performance of specific FL frameworks. In the following, we consider a specific example of the general FL framework and investigate an algorithm to optimize the FL performance of this framework.

III. A SPECIFIC EXAMPLE OF THE GENERAL FL FRAMEWORK

Given the proposed framework in Section II, this section considers a specific example of the general FL framework to show how the performance of an FL process can be optimized in the latter sections. In particular, the FL optimization problem for this example is introduced in Section V, and the algorithms to solve this problem are proposed in Section VI.

Because of all the potential advantages offered by FL, many versions [21], [23]–[27] of the general FL framework have so far been studied despite research on FL is still in its infancy. Here, we consider an existing FL framework of [21] which is briefly introduced as follows. In this FL framework, the considered loss function $f_i$ is convex and the dual problem of (1) is written as

$$\max_{\alpha \in \mathbb{R}^D} J_D(\alpha) = \frac{1}{D} \sum_{i \in D} -f_i^*(-\alpha) - \lambda g^*(\chi(\alpha)), \tag{2}$$

which is a special case of the Fenchel duality [21], where $f_i^*$ and $g^*$ are the convex conjugate functions of $f_i$ and $g$, respectively; $\alpha$ is a dual variable; $\chi(\alpha) = \frac{1}{\lambda D} X^\alpha$; $X = [x_1, ..., x_D] \in \mathbb{R}^{d \times D}$. It can be shown that if $\alpha^*$ is an optimal solution of (2), then $w(\alpha^*) = \nabla g^*(\frac{1}{\lambda D} X^{\alpha^*})$ is the optimal solution of (1). This property allows handling the dual variable $\alpha^* \in \mathbb{R}^D$ instead of $w \in \mathbb{R}^d$. Since each $\alpha_i$ corresponds to each data sample $i$, $\alpha$ can be distributed in the same way that data are partitioned for the $K$ clients.

3The proposed scheme above focuses only on support FL. Therefore, in each small-scale coherence time, all the times not used to estimate the channel are used for transmitting training updates. The scheme that supports FL and data transmission at the same time is left for future works.

4In this work, we consider time-division duplexing (TDD) where channels are first estimated at the APs via uplink channel estimation. Owing to the channel reciprocity property in massive MIMO, these channel estimates will then be used for: (i) precoding the data symbols in the downlink data transmission, and (ii) used for combining the received signals in the uplink data transmission. Moreover, there is no need for downlink channel estimation because of the channel hardening property in massive MIMO systems. This transmission protocol is widely used in the massive MIMO literature (see, e.g., [28]).
Let \( (\phi_i) \) be the \( i \)-th element of vector \( \phi \) and \( (X_i) \) be the \( i \)-th column vector of matrix \( X \). For any \( \phi \in \mathbb{R}^D \), denote by \( \phi[k] \in \mathbb{R}^D \) the vector for device \( k \), i.e., \( (\phi[k])[i] = \phi[i] \) if \( i \in \mathcal{D}_k \) and 0 otherwise. Similarly, for any \( X \in \mathbb{R}^{d \times D} \), denote by \( X[k] \in \mathbb{R}^{d \times D} \) the matrix for device \( k \), i.e., \( (X[k])[i] = X[i] \) if \( i \in \mathcal{D}_k \) if \( i \in \mathcal{D}_k \) and 0 otherwise. The local problem at each client \( k \) is then assigned to find the optimal change \( \phi[k] \) in the local dual variable \( \alpha[k] \), for a given previous \( \alpha \) as

\[
\max_{\phi[k] \in \mathbb{R}^D} J_k(\phi[k], \chi(\alpha), \alpha[k]), \tag{3}
\]

where

\[
J_k(\phi[k], \chi(\alpha), \alpha[k]) = -\frac{1}{\lambda D} g^*(\chi(\alpha)) - \left\langle \frac{1}{\lambda D} X[k] \nabla g^*(\chi(\alpha)), \phi[k] \right\rangle - \frac{1}{2} \left\| \frac{1}{\lambda^2 D} X[k] \phi[k] \right\|^2 - \frac{1}{\lambda D} \sum_{i \in \mathcal{D}_k} f^*_i(-\alpha[i] - (\phi[k])[i]) \tag{4}
\]

is the quadratic approximation of \( J_{\phi[k]} \) at the dual variable \( (\alpha[k] + \phi[k]) \). Here, the only information shared between the clients and the central server is the change in \( \chi \).

At iteration \( n \), each client \( k \in \mathcal{K} \) solves (3) by an arbitrary iterative algorithm with a local accuracy level of \( \theta \) in order to obtain its optimal solution \( \phi[k] \). The local dual variable is updated as

\[
\alpha[k][n+1] = \alpha[k][n] + \phi[k][n]. \tag{5}
\]

Each client \( k \in \mathcal{K} \) then shares its local change in \( \chi[n] \), i.e.,

\[
\Delta \chi_k[n] = \frac{1}{\lambda D} X[k] \phi[k][n], \tag{6}
\]

to the central server. The central server aggregates the local information \( \Delta \chi_k[n] \) received from all the clients and updates \( \chi \) as

\[
\chi[n+1] = \chi[n] + \frac{1}{\lambda} \Delta \chi_k[n]. \tag{7}
\]

\( \chi[n+1] \) is finally sent back to the clients to solve (3). This process will terminate when a global accuracy level of \( \epsilon \) is reached. The FL framework described above is summarized in Algorithm 2. Each iteration of Algorithm 2 also consists of four key steps (S1)-(S4) as that of Algorithm 1.

We assume that each client \( k \in \mathcal{K} \) uses optimization algorithms such as stochastic average gradient (SAG) and stochastic variance reduced gradient (SVRG) to solve (3) with a local accuracy level of \( \theta \). The number of local iterations is then [26]

\[
L(\theta) = \nu \log\left(\frac{1}{\theta}\right), \tag{8}
\]

where \( \nu > 0 \) depends on the data size and structure of the local problem [26]. On the other hand, for strongly convex objective functions and the global accuracy level of \( \epsilon \), the number of global iterations are given by [21]

\[
G(\theta) = \frac{\nu \log\left(\frac{1}{\theta}\right)}{1 - \theta}, \tag{9}
\]

where \( \theta > 0 \) is a factor that depends on the characteristic and size of the whole data set [21, Theorem 4.2]. Here, we assume that the characteristic and size of the whole data set does not
change over the FL processes. Therefore, $\vartheta$ is constant and known [10].

Remark 4. In more complex ML models such as deep neural networks, the loss function $f_i$ is usually non-convex. Therefore, instead of the framework in [21], more advanced FL frameworks are needed. In this paper, we choose to consider the FL framework in [21] for simpler ML models because it provides a clear relationship (9) between the number of global training updates and the local accuracy for ease of optimizing FL performance (see the next sections). Such a clear relationship is hard to find in the advanced FL frameworks with non-convex loss functions.

IV. DETAILED SYSTEM MODEL TO SUPPORT FL

This section details the CfMIMI system model used to support the transmission and computation of the training updates in each iteration of the FL process (see Fig. 3).

A. Steps (S1) and (S3) in Each Iteration of the FL Process: Model of Training Update Transmission

1) UL channel estimation: Denote by $T_c B_c$ the number of samples of each coherence block, where $B_c$ is the coherence bandwidth. UL pilot sequences are sent by all the APs simultaneously. The received signal at the AP $m$ is given as $\hat{g}_{mk} = (\beta_m)1/2\tilde{g}_{mk}$, where $\beta_m \in \mathbb{C}$ represent the large-scale fading and small-scale fading channel coefficients, respectively. Assume that $\tilde{g}_{mk}$ is an independent and identically distributed (i.i.d.) $\mathcal{CN}(0, 1)$ random variable.

The AP $m$ receives the pilot vector $y_m = \sqrt{\tau_m^p} \sum_{k \in K} g_{mk} \varphi_k + \omega_m$, where $\rho_t$ is the normalized signal-to-noise ratio (SNR) of each pilot symbol, and $\omega_m \in \mathcal{CN}(0, I)$ is the additive noise at the AP $m$. The projection of $y_m$ onto $\varphi_k$ is given as $\hat{g}_{mk} = \varphi_k^H y_m = \sqrt{\tau_m^p} \sum_{k \in K} g_{mk} \varphi_k^H \varphi_k + \varphi_k^H \omega_m$. After receiving $\hat{g}_{mk}$, the AP $m$ estimates $g_{mk}$ by using the minimum mean-square error (MMSE) estimation. Let $\hat{g}_{mk}$ be the MMSE estimate $\hat{g}_{mk}$ of $g_{mk}$ is obtained as [29]:

$$g_{mk} = \mathbb{E}\{\hat{g}_{mk}\} \mathbb{E}\{|\hat{g}_{mk}|^2\}^{-1} \hat{g}_{mk} = c_{mk} \tilde{g}_{mk},$$

where

$$c_{mk} \triangleq \sum_{k \in K} \tau_m^p \beta_m |\varphi_k^H \varphi_k|^{-1}.$$ 

From the property of MMSE channel estimation, $g_{mk}$ is distributed according to $\mathcal{CN}(0, \sigma_{g_{mk}}^2)$, where

$$\sigma_{g_{mk}}^2 = \sum_{k \in K} \tau_m^p \beta_m |\varphi_k^H \varphi_k|^{-1}$$

[29].

Remark 5. In indoor communications, the time for UL training can be much smaller than the small-scale coherence time $T_c$. For example, a system supporting users’ mobility of $v = 0.75$ m/s = 2.7 km/h, delay spread of $T_d = 0.5$ µs and carrier frequency $f_c = 2$ GHz has a small-scale coherence time $T_{c} = \frac{v}{f_c} = 50$ ms, and coherence bandwidth $B_c = 1$ MHz [28]. Suppose $\tau_0 = 20$, the time for UL channel estimation is $t_{ce} = \frac{1}{\tau_0} = 0.02$ ms $\ll T_c$. Therefore, the time for UL channel estimation can be ignored in one small-scale coherence time and one FL process interval.

2) Step (S1) in each iteration of the FL process: At the CPU, the global DL training update intended for a UE $k$ is encoded into a symbol $s_{d,k}$ $\sim \mathcal{CN}(0, 1)$. Here, each DL/UL training update is considered as a data message that is widely used in the literature of wireless communications [20]. The CPU then sends $s_{d,k}$, $\forall k \in K$, to all the APs over backhaul links. Let $S_d$ (bits) and $R_{d,k}$ (bps) be the data size and the data rate of the global DL training update for the UE $k$, respectively. The download latency from the CPU to all the APs is given by

$$t_{d,B}(R_d) = \frac{KS_d}{\sum_{k \in K} R_{d,k}},$$

where $R_d = \{R_{d,k}\}_{k \in K}$.

For ease of implementation, we apply a conjugate beamforming scheme to the APs to precode the message signals before wirelessly transmitting them to the UEs (using the channel estimates from the UL channel estimation). The transmitted signal at an AP $m$ is expressed as $x_{d,m} = \sqrt{\rho_d} \sum_{k \in K} \sqrt{\eta_m} (\hat{g}_{mk})^* s_{d,k}$, where $\rho_d$ is the maximum normalized transmit power (normalized by the noise power $N_0$) at each AP and $\eta_m, \forall m \in M, k \in K$, is a power control coefficient. The AP $m$ is required to meet the average normalized power constraint, i.e., $\mathbb{E}\{|x_{d,m}|^2\} \leq \rho_a$, which can also be expressed as the following per-AP power constraint:

$$\sum_{k \in K} \sigma_{g_{mk}}^2 \eta_m \leq 1, \forall m,$$

(11)

The received signal at the UE $k$ is given by $r_{d,k} = \sum_{m \in M} g_{mk} x_{d,m} + w_k$, where $w_k$ is the additive noise $\mathcal{CN}(0, 1)$ at the UE $k$. The achievable DL rate at the UE $k$ is

$$R_{d,k} \leq h_{d,k}(\eta),$$

(12)

where $\eta \triangleq \{\eta_m\}_{m \in M, k \in K}$ and $h_{d,k}(\eta)$ is given in (13) shown at the top of the page [19]. Note that in (13), $B$ is the bandwidth. The download latency from the APs to the UE $k$ is given by

$$t_{d,k}(R_{d,k}) = \frac{S_d}{R_{d,k}},$$

(14)

3) Step (S3) in each iteration of the FL process: After updating the local model, the UE $k$ encodes the global UL training update into a symbol $s_{u,k} \sim \mathcal{CN}(0, 1)$. The symbol $s_{u,k}$ is then allocated a transmit amplitude value $\sqrt{\rho_u} \zeta_k$ to generate a baseband signal $x_{u,k}$ for wireless transmissions, i.e., $x_{u,k} = \sqrt{\rho_u} \zeta_k s_{u,k}$. The UE $k$ is adhered to the average transmit power constraint, i.e., $\mathbb{E}\{|x_{u,k}|^2\} \leq \rho_u$, which can also be expressed in a per-UE constraint as

$$0 \leq \zeta_k \leq 1, \forall k \in K.$$ 

(15)

The upload latency from the UE $k$ to the AP $m$ is given by

$$t_{u,k}(R_{u,k}) = \frac{S_u}{R_{u,k}},$$

(16)

where $S_u$ (bits) and $R_{u,k}$ (bps) are the data size and the data rate of the global UL training update, respectively.

The received signal at the AP $m$ is expressed as $y_{u,m} = \sum_{k \in K} g_{mk} x_{u,k} + w_{u,m}$

$$= \sqrt{\rho_u} \sum_{k \in K} g_{mk} \sqrt{\zeta_k} s_{u,k} + w_{u,m},$$

(17)

where $w_{u,m} \sim \mathcal{CN}(0, 1)$ is the additive noise. To detect the message symbol transmitted from the UE $k$, the AP $m$ computes and sends $(\hat{g}_{mk})^* y_{u,m}$ to the CPU. The upload latency from the APs to the CPU is expressed as

$$t_{u,B}(R_u) = \frac{KS_u}{\sum_{k \in K} R_{u,k}}$$

(18)
\[ h_{d,k}(\eta) = \frac{\tau_e - \tau_i}{\tau_e} B \log_2 \left( 1 + \frac{\rho_d \sum_{m \in \mathcal{M}} \eta_{mk} \alpha_m^2 \beta_{mk} + 1}{\rho_d \sum_{m \in \mathcal{M}} \eta_{mk} \alpha_m^2 \beta_{mk} + 1} \right) \]  

(13)

where \( \mathbf{R}_u \triangleq \{ R_{u,k} \}_{k \in \mathcal{K}} \).

At the CPU, the symbol \( s_{u,k} \) is detected from the received signal \( r_{u,k} \):

\[
\begin{align*}
    r_{u,k} &= \sqrt{P_u} \sum_{m \in \mathcal{M}} \sqrt{\gamma_{mk}} g_{mk} s_{u,k} \\
    &+ \sqrt{P_u} \sum_{m \in \mathcal{M}} \sum_{\ell \in \mathcal{K} \setminus k} \gamma_{mk} g_{mk} \ell_{u,\ell} \\
    &+ \sum_{m \in \mathcal{M}} (\gamma_{mk})^* w_{u,m},
\end{align*}
\]

(19)

The achievable UL rate for the UE \( u \) is given by

\[
R_{u,k} \leq h_{u,k}(\zeta),
\]

(20)

where \( \zeta \triangleq \{ \zeta_k \}_{k \in \mathcal{K}} \) and \( h_{u,k}(\zeta) \) is defined in (21) shown at the top of the next page [19].

B. Step (S2) in Each Iteration of the FL Process: Model of Local Training Update Computation at UEs

Denote by \( c_k \) (cycles/sample) the number of processing cycles for a UE \( k \) to process one data sample. \( c_k \) is known \textit{a priori} by an offline measurement [30]. Let \( D_k \) (samples) and \( f_k \) (cycles/s) be the size of the local data set and the processing frequency of the UE \( k \), respectively. The latency of computing the local training update at the UE \( k \) is by

\[
t_{C,k}(\theta, f_k) = L(\theta) \frac{D_k c_k}{f_k},
\]

(22)

where \( L(\theta) \) is the number of local training iterations (see (8)) and \( \frac{D_k c_k}{f_k} \) is the time taken to compute the local update over its local training data set in each iteration. Given the limited computational resource at the UEs, we only focus on the delay of computing the local updates at the UEs. Since the computational resource of the CPU is much more abundant than that of the UEs, the latency of aggregating the global UL training updates at the CPU is negligible, and hence ignored.

C. The Model of UE’s Energy Consumption

Because the time for UL channel estimation is negligible compared with one FL training interval, the energy consumed in the time block of UL channel estimation is ignored. The energy consumption in the time block of ULTUT at a UE \( k \) is given by

\[
E_{T,k}(\zeta_k, R_{u,k}) = \rho_u N_0 \zeta_k \frac{S_u}{R_{u,k}},
\]

(23)

where \( \zeta_k \) is the transmitted UL power and \( \frac{S_u}{R_{u,k}} \) is the delay incurred by transmitting the global UL training update \( \Delta \chi_k \).

The energy required for computing local training updates at the UE \( k \) is expressed as [10]

\[
E_{C,k}(\theta, f_k) = L(\theta) \frac{\alpha_k}{2} c_k D_k f_k^2,
\]

(24)

where \( \alpha_k \) is the effective capacitance coefficient of the UEs’ computing chipset.

V. FL Training Time Minimization: Problem Formulation

To optimize the performance of the FL process using the considered FL framework [21] in the CfmMIMO network model discussed in Sections IV, this paper targets the key performance metric of \textit{training time minimization}.

In each iteration of the FL process, the time of Step (S1) for a UE \( k \) involves the transmission delay of sending the global DL training update from the CPU to the APs via backhaul links and that from the APs to UE \( k \) via wireless links, i.e.,

\[
t_{T,k}^u(R_d) = t_{d,B}(R_d) + t_{d,k}(R_{d,k}) = \frac{KS_d}{\sum_{k \in \mathcal{K}} R_{d,k}} + \frac{S_d}{R_{d,k}}.
\]

(25)

Similarly, the time of Step (S2) for the UE \( k \) consists of the delay of transmitting the global UL training update from it to the APs and from the APs to the CPU, i.e.,

\[
t_{T,k}^u(R_u) = t_{u,k}(R_{u,k}) + t_{u,B}(R_u) = \frac{S_u}{R_{u,k}} + \frac{KS_u}{\sum_{k \in \mathcal{K}} R_{u,k}}.
\]

(26)

In the proposed scheme in Section II-C, each of the steps (S1)-(S4) of one iteration of the FL process must be completed for all the UEs before the latter step is executed. Therefore, the time of one iteration of the FL process is

\[
T_G(\theta, f, R_d, R_u) = \max_{k \in \mathcal{K}} t_{T,k}^u(R_d) + \max_{k \in \mathcal{K}} t_{C,k}(\theta, f_k) + \max_{k \in \mathcal{K}} t_{T,k}^u(R_u)
\]

\[
= \max_{k \in \mathcal{K}} t_{d,B}(R_d) + \max_{k \in \mathcal{K}} t_{d,k}(R_{d,k}) + \max_{k \in \mathcal{K}} t_{C,k}(\theta, f_k)
\]

\[
+ \max_{k \in \mathcal{K}} t_{u,k}(R_{u,k}) + t_{u,B}(R_u)
\]

\[
= t_{d,B} + \max_{k \in \mathcal{K}} t_{d,W} + t_{C} + t_{u,W} + t_{u,B},
\]

(27)

where \( f \triangleq \{ f_k \}_{k \in \mathcal{K}} \); \( t_{d,W} \) or \( t_{u,W} \) is the maximum delay for a complete DLTUT or ULTUT via wireless links; \( t_C \) is the maximum delay for all the UEs to complete their local training update computation. Note again that the time of the global training update at the CPU is ignored as discussed in Section IV-B.

As can be seen from (27), \( T_G(\theta, f, R_d, R_u) \) relies on both \( f, R_d, R_u \) and \( \theta \). However, only \( f, R_d, R_u \) is optimized to reduce the time \( T_G(\theta, f, R_d, R_u) \) of one iteration of the FL process in each large-scale coherence time. This is because any change of \( \theta \) leads to the change in the number of iterations \( G(\theta) \) of the FL process as shown in (9). Therefore, \( f, R_d, R_u \) and \( \theta \) must be optimized independently in different timescales.

To measure how efficient the time of each iteration of the FL process is optimized over different large-scale coherence times, we introduce a new metric termed “ergodic time of one iteration of the FL process”, i.e., \( \mathbb{E}\{T_C(\theta, f, R_d, R_u)\} \). Here, \( \mathbb{E}\{T_C(\theta, f, R_d, R_u)\} \) is the average of \( T_C(\theta, f, R_d, R_u) \) over the large-scale fading realizations. The effective time of one FL process is then defined as
Remark 6. A solution approach that is suitable for practical implementation. This paper instead aims to propose a coupling among the variables. Finding its globally optimal solution is challenging. Here, problem (29) takes into account the issues related to device performance and user experience, i.e., limiting a maximum energy in (29b) and a maximum frequency processing (29c) in order to ensure that performing FL does not affect much on the UEs’ other functions such as data transmission and computation. Problem (29) has a nonconvex stochastic, mixed-timescale structure, along with the tight coupling among the variables. Finding its globally optimal solution is challenging. This paper instead aims to propose a solution approach that is suitable for practical implementation.

Definition 3. An effective training time of FL is the effective time of one FL process and is computed as (28).

The problem of FL training time minimization for the FL framework [21] in the considered CFmMIMO system model is thus formulated as:

\[
\begin{align*}
\min_{\eta, \zeta, \theta, f, R_d, R_u} & \quad g(\theta, f, R_d, R_u) \triangleq \mathbb{E}\{T(\theta, f, R_d, R_u)\} \\
\text{s.t.} & \quad (11), (12), (15), (20) \\
& \quad E_{T,k}(\zeta_k, R_{u,k}) + E_{C,k}(\theta, f_k) \leq E_{k,max}, \forall k \\
& \quad f_{k,min} \leq f_k \leq f_{k,max}, \forall k \\
& \quad 0 \leq \eta_{mk}, \forall m, k \\
& \quad 0 \leq \zeta_k, \forall k \\
& \quad 0 \leq R_{d,k}, \forall k \\
& \quad 0 \leq R_{u,k}, \forall k \\
& \quad \theta_{min} \leq \theta \leq \theta_{max}.
\end{align*}
\]  

Here, problem (29) takes into account the issues related to device performance and user experience, i.e., limiting a maximum energy in (29b) and a maximum frequency processing (29c) in order to ensure that performing FL does not affect much on the UEs’ other functions such as data transmission and computation. Problem (29) has a nonconvex stochastic, mixed-timescale structure, along with the tight coupling among the variables. Finding its globally optimal solution is challenging. This paper instead aims to propose a solution approach that is suitable for practical implementation.

VI. FL TRAINING TIME MINIMIZATION: PROPOSED ALGORITHM

To resolve problem (29), we utilize the online successive convex approximation approach for solving two-stage stochastic nonconvex optimization problems in [22]. Note that while [22] only provides a general description of the solution method, we specifically tailor it to devise a new algorithm for (29).

According to [31], problem (29) can be decomposed into a family of short-term subproblems and a long-term master problem as follows. For a given \( \theta \) and large-scale fading coefficients \( \beta \triangleq \{\beta_{mk}\}_{m,M,k,K} \) in each large-scale coherence time, the short-term subproblem is expressed as:

\[
\begin{align*}
\min_{\eta, \zeta, \theta, f, R_d, R_u} & \quad T(\theta, f, R_d, R_u) \\
\text{s.t.} & \quad (11), (12), (15), (20), (29b) - (29g).
\end{align*}
\]

For given optimal solutions \( \{\eta^*, \zeta^*, f^*, R_d^*, R_u^*\} \) to problems (30) at all large-scale coherence times, the long-term master problem is expressed as:

\[
\min_{\theta} g(\theta) \triangleq \mathbb{E}\{T(\theta)\} \\
\text{s.t.} \quad (29h).
\]

A. Solving the Short-term Subproblem (30)

Problem (30) can be rewritten in an epigraph form as follows.

\[
\begin{align*}
\min_{x} & \quad \omega \frac{1}{1-\theta} \\
\text{s.t.} & \quad \omega \geq t_{d,B}(R_d) + \max_{k \in K} t_{d,k}(R_{d,k}) + \max_{k \in K} t_{C,k}(\theta, f_k) \\
& \quad + \max_{k \in K} t_{u,k}(R_{u,k}) + t_{u,B}(R_u) \\
& \quad \rho_u N_0 g_k S_u + \nu \log \left( \frac{1}{\theta} \right) \frac{\alpha}{2} \sigma_k^2 D_k f_k^2 \leq E_{k,max}, \forall k \\
& \quad \zeta_k \leq g_k R_{u,k}, \forall k \\
& \quad (11), (12), (15), (20), (29c) - (29g),
\end{align*}
\]

where \( x \triangleq \{\eta, \zeta, f, R_d, R_u, \omega, \varphi\} \), \( \omega \) and \( \varphi \triangleq \{g_k\}_{k \in K} \) are additional variables. If we let \( u \triangleq \{v_{mk}\}_{m,M,k,K} \) and \( v \triangleq \{u_{mk}\}_{k \in K} \) with

\[
\begin{align*}
v_{mk} & \triangleq \eta^*_{mk}, \forall m, k \\
u_{mk} & \triangleq \zeta^*_{mk}, \forall m, k
\end{align*}
\]

then (32) can be rewritten as:

\[
\begin{align*}
\min_{x} & \quad \omega \frac{1}{1-\theta} \\
\text{s.t.} & \quad \omega \geq \sum_{k \in K} K S_d R_{d,k} + t_d + t_C + t_u + \sum_{k \in K} K S_u R_{u,k} \\
t_d & \geq S_d R_{d,k}, \forall k
\end{align*}
\]
To deal with (35g) and (35h), we note that a function
\[ \tilde{\alpha} \circ \{\mathbf{x}, \mathbf{v}, \mathbf{u}, t_d, t_C, t_u\} \ \{\mathbf{\eta}, \mathbf{\zeta}\}, t_d, t_C \text{ and } t_u \text{ are additional variables. Note that (35) is still challenging due to the nonconvex constraints (35f), (35g), and (35h).}

To solve (35), we first rewrite (35f) as
\[ z_k(u_k, \eta_k, R_{u,k}) \leq 0, \forall k, \tag{36} \]
where \( z_k(u_k, \eta_k, R_{u,k}) \triangleq 4u_k^2 - (\eta_k + R_{u,k})^2 + (\eta_k - R_{u,k})^2. \) Note that, for a given point \((x^{(n)}, y^{(n)})\), a function \( f(x, y) = -(x + y)^2 \) has an upper bound \( \tilde{f}(x, y) \geq f(x, y) \) as \( \tilde{f}(x, y) \triangleq -2(x^{(n)} + y^{(n)})(x + y) + (x^{(n)} + y^{(n)})^2 + \delta ((x - x^{(n)})^2 + (y - y^{(n)})^2) \), where \( \delta > 0 \) can be any constant. Different from the upper bound used in [32], \( \tilde{f}(x, y) \) is introduced here with the term of \( \delta ((x - x^{(n)})^2 + (y - y^{(n)})^2) \) to ensure its strong convexity. Now, (35f) can be approximated at iteration \( n + 1 \) by the following convex constraint
\[ \tilde{z}_k(u_k, \eta_k, R_{u,k}) \leq 0, \forall k, \tag{38} \]
where
\[ \tilde{z}_k(u_k, \eta_k, R_{u,k}) \triangleq 4u_k^2 - (\eta_k + R_{u,k})^2 + (\eta_k - R_{u,k})^2 + \delta ((\eta_k - \eta_k^{(n)})^2 + (R_{u,k} - R_{u,k}^{(n)})^2). \]
(39)

To deal with (35g) and (35h), note that there is a function
\[ f(x, y) = \log \left(1 + \frac{|x|}{y}\right) \]
has the following lower bound [33]:
\[ f(x, y) \geq \log \left(1 + \frac{|x^{(n)}|}{y^{(n)}}\right) - \frac{|x^{(n)}|^2}{y^{(n)}} + 2 \frac{x^{(n)}x}{y^{(n)}} - \frac{|x^{(n)}|^2}{y^{(n)}}|x^2 + y| y - (x^{(n)}|^2 + y^{(n)}), \tag{40} \]
where \( x \in \mathbb{R}, y > 0, y^{(n)} > 0 \). Therefore, the concave lower bound \( h_{d,k}(v) \) of \( h_{d,k}(v) \) in (35g) is given by
\[ \tilde{h}_{d,k}(v) \triangleq \log \left(1 + \frac{\mathbf{\Upsilon}^{(n)}_k}{\mathbf{\Pi}^{(n)}_k}\right) - \frac{\mathbf{\Upsilon}^{(n)}_k}{\mathbf{\Pi}^{(n)}_k} + 2 \frac{\mathbf{T}^{(n)}_k \mathbf{Y}_k}{\mathbf{\Pi}^{(n)}_k} - \frac{\mathbf{T}^{(n)}_k (2 \mathbf{T}^{(n)}_k + \mathbf{\Sigma}^{(n)}_k)}{\mathbf{\Pi}^{(n)}_k} \leq h_{d,k}(v), \tag{41} \]
where
\[ \mathbf{Y}_k(v_{mk})_{m \in M} = \sqrt{\rho_d} \sum_{m \in M} v_{mk} \sigma_{mk}, \tag{42} \]
\[ \mathbf{\Pi}_k(v) = \rho_d \sum_{l \in K \setminus k} \left( \sum_{m \in M} v_{mk} \sigma_{mk} \frac{\beta_{mk}}{\beta_{ml}} \right)^2 |\varphi_l^H \varphi_k^I|^2 \]

Algorithm 3 Solving the short-term subproblem (30)
1: Initialization: Set \( n = 1 \) and choose a random point \( \tilde{\mathbf{x}}^{(0)} \in \mathcal{F} \).
2: repeat
3: Update \( n = n + 1 \)
4: Solving (49) to get its optimal solution \( \tilde{\mathbf{x}}^{*} \)
5: Update \( \tilde{\mathbf{x}}^{(n)} \) = \( \tilde{\mathbf{x}}^{*} \)
6: until convergence

Output: \( (\eta^*, \zeta^*, \mathbf{f}^*, \mathbf{R}^*_u, \mathbf{R}^*_u) \)

Similarly, the concave lower bound \( \tilde{h}_{u,k}(v) \) of \( h_{u,k}(v) \) in (35h) is given by
\[ \tilde{h}_{u,k}(v) \triangleq \log \left(1 + \frac{1}{\mathbf{\Xi}^{(n)}_{k,u}}\right) - \frac{1}{\mathbf{\Xi}^{(n)}_{k,u}} + \frac{2 \mathbf{T}^{(n)}_k \mathbf{Y}_k}{\mathbf{\Xi}^{(n)}_{k,u}} - \frac{2 \mathbf{T}^{(n)}_k (2 \mathbf{T}^{(n)}_k + \mathbf{\Sigma}^{(n)}_{k,u})}{\mathbf{\Xi}^{(n)}_{k,u}} \leq h_{u,k}(v), \tag{44} \]
where
\[ \mathbf{T}^{(n)}_k(v_{mk})_{m \in M} = \sqrt{\rho_d} \sum_{m \in M} v_{mk} \sigma_{mk}, \tag{45} \]
\[ \mathbf{\Xi}^{(n)}_{k,u}(v) = \rho_d \sum_{l \in K \setminus k} \left( \sum_{m \in M} v_{mk} \sigma_{mk} \frac{\beta_{mk}}{\beta_{ml}} \right)^2 |\varphi_l^H \varphi_k^I|^2 \]

As such, (35g) and (35h) can be approximated by
\[ R_{d,k} \leq \tilde{h}_{d,k}(v), \forall k \in K, \tag{46} \]
\[ R_{u,k} \leq \tilde{h}_{u,k}(v), \forall k \in K. \tag{48} \]

At the iteration \( n + 1 \), for a given point \( \tilde{x}^{(n)} \), problem (35) (hence (30)) can finally be approximated by the following convex problem:
\[ \min_{\tilde{\mathbf{x}} \in \tilde{\mathcal{F}}} \omega \]

where \( \tilde{\mathcal{F}} \triangleq \{29c), (29f)\}, (29g), (32c), (35b) - (35e), (35i) - (35k), (38), (47), (48)\} \) be the feasible set of (35). Starting from a random point \( \tilde{x}^{(0)} \in \mathcal{F} \), we solve (49) to obtain its optimal solution \( \tilde{x}^* \). This solution is then used as an initial point in the next iteration. The algorithm terminates when an accuracy level of \( \varepsilon \) is reached. It can be confirmed that \( \tilde{h}_{d,k}(v) \) and \( \tilde{h}_{u,k}(v) \) satisfy the key properties of general inner approximation functions [34, Properties (i), (ii), and (iii)]. In the case when the feasible set of problem (49) satisfies Slater's constraint qualification condition, Algorithm 3 converges to a Karush-Kuhn-Tucker (KKT) solution of (35) when starting from a point \( \tilde{x}^{(0)} \in \mathcal{F} \) [34, Theorem 1]. In the worse case when the feasible set of problem (49) does not satisfy Slater's constraint qualification condition, Algorithm 3 converges to a Fritz John (FJ) solution of (35) [32, Proposition 2]. By using the variable transformations (33) and (34), it can be seen that the KKT (respectively, FJ) solutions of (35) satisfy the KKT (respectively, FJ) conditions of (32) as well as (30).
B. Solving the Long-term Master Problem (31)

At the large-scale coherence time $n+1$, we replace the cost function of the stochastic nonconvex problem (31) by a sample surrogate function as [22]

$$g^{(n+1)}(\theta) = (1 - \phi^{(n+1)})g^{(n)}(\theta) + \phi^{(n+1)}T(\theta),$$  

(50)

where $\phi^{(n+1)}$ is a weighting parameter. $g^{(n+1)}(\theta)$ depends on the surrogate function $g^{(n)}(\theta)$ of the previous large-scale coherence time $(n)$ and the approximate function $T(\theta)$ of $T(\theta)$. Here, $g^{(n)}(\theta)$ is approximately updated as

$$g^{(n)}(\theta) = g^{(n)} + (\nabla g)^{(n)}(\theta - \theta^{(n+1)}),$$  

(51)

and $T(\theta)$ is expressed as

$$T(\theta) = T^{(n+1)} + (\nabla T)^{(n+1)}(\theta - \theta^{(n+1)}) + \tau(\theta - \theta^{(n+1)})^2,$$  

(52)

where $\tau > 0$ can be any constant.

With (51) and (52), (50) can be rewritten as:

$$g^{(n+1)}(\theta) = g^{(n+1)} + (\nabla g)^{(n+1)}(\theta - \theta^{(n+1)}) + \tau(\theta - \theta^{(n+1)})^2,$$  

(53)

where $g^{(n+1)}$ and $(\nabla g)^{(n+1)}$ are updated as

$$g^{(n+1)} = (1 - \phi^{(n+1)})g^{(n)} + \phi^{(n+1)}T^{(n+1)},$$  

(54)

$$(\nabla g)^{(n+1)} = (1 - \phi^{(n+1)})(\nabla g)^{(n)} + \phi^{(n+1)}(\nabla T)^{(n+1)},$$  

(55)

with $g^{(0)} = 0$ and $(\nabla g)^{(0)} = 0$. Here,

$$(\nabla T)^{(n+1)} = \frac{a b \log(1 / \theta^{(n+1)}) - b(1 / \theta^{(n+1)} - 1)}{1 - \theta^{(n+1)}} + b(1 / \theta^{(n+1)} - 1),$$  

(56)

where $a = \ell^{(n+1)}_{d,DD} + \ell^{(n+1)}_{d,WW} + \ell^{(n+1)}_{u,WW} + \ell^{(n+1)}_{u,DD}$ and $b = \nu \max \left(\frac{D}{2\epsilon} \right)$. Since $g^{(n+1)}(\theta)$ in (53) approximates $g(\theta)$ in (31), problem (31) is finally approximated by the following convex problem:

$$\min_{\theta} \left\{ g^{(n+1)} + (\nabla g)^{(n+1)}(\theta - \theta^{(n+1)}) + \tau(\theta - \theta^{(n+1)})^2 \right\}$$  

s.t. (29h).

C. Solving the Overall Problem (29)

Algorithm 4 outlines the main steps to solve the overall problem (29). In the large-scale coherence time $n$, a random large-scale fading coefficient $\beta$ is realized. For a given random value of $\theta^{(n+1)} \in (0,1)$, one short-term subproblem (30) is solved by Algorithm 3 after $I^{(n)}$ iterations to obtain a KKT solution. This solution is then used to construct the approximate long-term master problem (57). After solving (57) to obtain an optimal solution $\theta^*$, we update $\theta^{(n+2)}$ as

$$\theta^{(n+2)} = (1 - \pi^{(n+1)})\theta^{(n+1)} + \pi^{(n+1)}\theta^*,$$  

(58)

where $\pi^{(n+1)}$ is a weighting parameter. Here, $\left\{ \phi^{(n)}, \pi^{(n)} \right\}$ is chosen to satisfy the following conditions [22, Assumption 5].

C1): $\phi^{(n)} \rightarrow 0, \frac{1}{\sqrt{n+1}} \leq O(n)$ for $\zeta \in (0,1)$, and

$$\sum_{\pi^{(n)}} \phi^{(n)}(\pi^{(n)})^2 < \infty;$$

(C2): $\pi^{(n)} \rightarrow 0, \sum_{\pi^{(n)}} \pi^{(n)} = \infty, \sum_{\pi^{(n)}} (\pi^{(n)})^2 < \infty$, and

$$\lim_{n \rightarrow \infty} \pi^{(n)} = 0.$$

D. The Proposed Algorithm: Implementation and Convergence Analysis

Referring to Fig. 2, Algorithm 4 is executed in the “FL performance optimization” interval. Specifically, Steps 3 and 4 takes place in the time block of STO, while steps 5–8 in the time block of LTO. Once Algorithm 4 converges, the FL process is then executed using the value of $\theta$ given by Algorithm 4. Here, the performance of training update transmission in each iteration of the FL process is enhanced by updating $\left\{ \eta_k, f_k, R_k, \eta_k \right\}$ using Algorithm 3 in the STO time block. Whenever the statistics of large-scale fading changes, Algorithm 4 is executed again to make sure the FL performance is optimized with the updated statistics.

The convergence of Algorithm 4 is proved as follows. From the definitions of $z_k(\theta_k)$, $\tilde{h}_{d,k}(u)$, and $\tilde{h}_{u,k}(u)$ in (39), (41) and (44), it can be verified that $z_k(\theta_k)$, $\tilde{h}_{d,k}(u)$ and $\tilde{h}_{u,k}(u)$ have the following properties:

- $z_k(\theta_k)$, $\tilde{h}_{d,k}(u)$, $\tilde{h}_{u,k}(u)$ are strongly convex;
- $z_k(\theta_k)$, $\tilde{h}_{d,k}(u)$, $\tilde{h}_{u,k}(u)$ are Lipschitz continuous in all $\theta_k$, $\tilde{h}_{d,k}(u)$, $\tilde{h}_{u,k}(u)$.

Algorithm 4 thus satisfies all the conditions for the short-term algorithm to work, as specified in the general framework [22, Assumption 2]. As such, the convergence of Algorithm 4 to a stationary point of problem (29) is guaranteed if $I^{(n)} \rightarrow \infty$ and $N \rightarrow \infty$ [22, Theorem 2], where the FJ condition may replace the KKT condition in the definition of the stationary point [22, Definition 1]. In practice, since there are always numerical errors in computation, it is acceptable to choose finite $I^{(n)}$ and $N$, where $N \triangleq \{1, \ldots, N\}$. Therefore, Algorithm 4 is then guaranteed to converge to the neighborhood of the stationary solutions of problem (29) [22, Theorem 3].

The REPEAT-UNTIL loop runs for $N$ iterations before Algorithm 4 converges.

VII. CELL-FREE TDMA MASSIVE MIMO AND COLLOCATED MASSIVE MIMO FOR WIRELESS FEDERATED LEARNING

For comparison, this section introduces cell-free TDMA massive MIMO and colocated massive MIMO approaches that support wireless FL. Their associated problem formulations and solution algorithms are discussed in the following.

A. Cell-Free TDMA Massive MIMO

The channel estimation of cell-free TDMA massive MIMO networks is equivalent to that of the CfmMIMO networks where all the pilot are pairwise orthogonal, i.e., $\varphi_k$ for all $k \in K$ are orthogonal with $K$ being the number of UEs.

In-cell free TDMA massive MIMO networks, the training update transmissions between the APs and K UEs happen in $K$ equal orthogonal time slots. Therefore, a factor of $(1/K)$ is imposed on the achievable DL and UL rates. Specifically, the achievable DL rate for a UE $k$ is
Therefore, B. Collocated Massive MIMO

Since problem (62) has the same mathematical structure as problem (30) by using Algorithm 3.

From (12) and (20), the achievable DL and UL rates for UE $d$ in a TDMA massive MIMO network is expressed as

$$R_{d,u} \leq \frac{\tau_c - \tau_t}{K \tau_c} B \log_2 \left( 1 + \frac{\rho_p \left( \sum_{m \in M} \eta_{mk}^\sigma^2_{mk} + 1 \right) }{\sum_{m \in M} \eta_{mk}^\sigma^2_{mk} + 1} \right)$$

Output: $\theta^* = g(n+1)$

$$\min_{\eta, \zeta, \theta, \delta, f, R_{d}, R_{u}} \mathbb{E}\{T_\text{TDMA}(\theta, f, R_{d}, R_{u})\}$$

s.t. (15), (29b) - (29h), (59) - (60).

Similar to (62), problem (66) can be solved by a slightly modified version of Algorithm 4 in Section VI.

VIII. NUMERICAL EXAMPLES

A. Parameters and Setup

We consider a CFmMIMO network with $\tau_c = 200$ samples. The APs and UEs are located in a square of $D \times D$ km$^2$ where their edges are wrapped around to avoid the boundary effects. The large-scale fading coefficients, e.g., $\beta_{mk}$, are assumed to be random variables with the same distribution as in [35]:

$$\beta_{mk} = 10^{-20 log_{10}(\sigma_{sh}d^2_{mk})}$$

where $\sigma_{sh}$ represents the log-normal shadowing with a standard deviation of $\sigma_{sh}$ in (dB); and $10^{-20 log_{10}(\sigma_{sh}d^2_{mk})}$ represents the three-slope path loss. $\mathbb{P}_{l_{mk}}$ in (dB) is given by

$$\mathbb{P}_{l_{mk}} = \left\{ \begin{array}{ll} 0 & \text{if } d_{mk} > d_1, \\
-20 \rho_{\max} \nu & \text{if } d_0 < d_{mk} \leq d_1, \\
-10 \rho_{\max} \nu & \text{if } d_{mk} \leq d_0. \end{array} \right. \quad (67)$$

where $L$ is a constant depending on the carrier frequency, the UE and AP heights. To estimate channels, a scheme of random pilot is used in the time block of UL channel estimation. Specifically, the pilot of each user is randomly chosen from a predefined set of $\tau_t$ orthogonal pilot sequences of length $\tau_t$ samples.

Here, we choose $\sigma_{sh} = 8$ dB, $\alpha = 10$ m, $d_0 = 50$ m, $L = 140.7$ dB, bandwidth $B = 20$ MHz, noise figure $F = 9$ dB [19]. $f_{k,\text{max}} = f_{\text{max}} = 3 \times 10^9$ cycles/s, $f_{k,\text{min}} = f_{\text{min}} = 1 \times 10^9$ cycles/s, $D_k = D = 10$ MB, $c_k = c = 20$ cycles/sample, $\forall k$, $\nu = \vartheta = 1$, $S_d = S_u = 5$ MB, $\alpha = 2 \times 10^{-28}$ [10], $E_{k,\text{max}} = E_{\text{max}} = 15$ J, $\theta_{\text{max}} = -10$ dB, $\theta_{\min} = -60$ dB, and $\epsilon = \varepsilon = 10^{-2}$. Noise power $N_0 = k_B T_0 B F = -92$ dBm, where $k_B = 1.381 \times 10^{-23}$ Joules/K is the Boltzmann constant and $T_0 = 290$ K is the noise temperature. Let $\rho_b = 1$ W, $\rho_{\alpha} = 0.2$ W and $\rho_{\beta} = 0.2$ W be the maximum transmit power of the APs, UEs and UL pilot sequences, respectively. The maximum transmit powers $\rho_b$, $\rho_{\alpha}$ and $\rho_{\beta}$ are normalized by the noise power. We set $\sigma^{(n)} = \frac{1}{n}$ and $g^{(n)} = \frac{1}{n^{1/2}}$ which satisfy conditions (C1) and (C2) in Section VI-C.

Remark 7. Our paper does not propose a new FL framework but rather a scheme for a CFmMIMO network to support any FL framework. Here, we consider an existing FL framework [21] as an example to show how to improve the FL performance in terms of training time minimization. Therefore, the simulations on real datasets to see the effectiveness of the considered FL framework has already been performed in [21, Section 6], and hence, they are not considered in this paper. Instead, in what follows, we focus on the numerical results to analyze the effectiveness of the proposed Algorithm 4 to solve the problem (29) of FL training time minimization for the FL framework [21].

B. Results and Discussions

1) Effectiveness of the proposed algorithm: First, we evaluate the convergence behavior of the proposed Algorithm 4. Fig. 4 shows the effective training time $T_e$ versus the number of iterations with $D = 0.5$ km, $K = 4$, $\tau_t = 10$ and

Algorithm 4 Training time minimization for FL on CFmMIMO networks

1: **Initialization:** Set $n = 0$ and choose a random point $\theta(n+1) \in (0, 1)$.

2: **repeat**

3: A random $\beta$ is realized for one large-scale coherence time

4: Find the optimal solution $(\eta^*, \zeta^*, f^*, R^d, R^u)$ of the short-term subproblem (30) by using Algorithm 3.

5: Update $(\eta^{(n+1)}, \zeta^{(n+1)}, f^{(n+1)}, R^{d(n+1)}_d, R^{u(n+1)}_u) = (\eta^*, \zeta^*, f^*, R^d, R^u)$

6: Solve the approximate long-term master problem (57) to obtain its optimal solution $\theta^*$

7: Update $g(n+1)$ by (58).

8: Update $n = n + 1$

9: **until** convergence

Output: $\theta^* = g(n+1)$
\[
R_{d,k} \leq \frac{\tau_e - \tau_k}{\tau_e} B \log_2 \left( 1 + \frac{\rho_p \sum_{\ell \in K \setminus k} M \eta_{\ell} \rho_k \frac{\sigma_k^2}{\rho_k}}{\rho_p \sum_{\ell \in K} \eta_{\ell} \sigma_k^2 + \rho_p \sum_{\ell \in K} \eta_{\ell} \sigma_{\ell}^2 + 1} \right)
\]

\[
R_{u,k} \leq \frac{\tau_e - \tau_k}{\tau_e} B \log_2 \left( 1 + \frac{\rho_u M \zeta_k \sigma_k^2}{\rho_u \sum_{\ell \in K \setminus k} \zeta_{\ell} M \sigma_{\ell}^2 \left( \frac{\phi_{\ell}^H \phi_{\ell}}{\delta_{\ell}^2} \right)^2 + \rho_u \sum_{\ell \in K} \zeta_{\ell} \beta_{\ell} + 1} \right).
\]

It can be seen from Fig. 4 that Algorithm 4 converges in fewer than 100 iterations. It is also worth noting that each iteration of Algorithm 4 corresponds to solving simple convex programs (49) and (57). It is therefore expected that Algorithm 4 has a low computational complexity.

To further evaluate the effectiveness of Algorithm 4, we consider the following baseline schemes:

- **Baseline 1 (BL1):** The DL powers allocated to all UEs are the same, i.e., \( \eta_{mk} \sigma_{mk}^2 = 1/K, \forall m, k \). The transmitted UL power of each UE is maximum, i.e., \( \zeta_k = 1, \forall k \). The local accuracy is fixed, i.e., \( \theta = \frac{\theta_{\text{max}} + \theta_{\text{min}}}{2} \) dB. The data rates and processing frequencies of UEs are then optimized.

- **Baseline 2 (BL2):** This baseline is similar to BL1 except that \( \theta \) is optimized by a slightly modified version of Algorithm 4 (without using Algorithm 3).

- **Baseline 3 (BL3):** This baseline is similar to BL1 except that the transmitted DL and UL powers are optimized by Algorithm 3. Here, the effective training time of FL is the averaged time of one FL process taken over the large-scale fading realizations.

Figs. 5 and 6 compare the effective training time \( T_e \) by the considered schemes. As seen, Algorithm 4 gives the best performance. In particular, compared to BL1, the time reduction by Algorithm 4 is up to 55% with \( M = 50, K = 8 \). Note that BL2 and BL3 also perform much better than BL1, e.g., up to 29% in term of time reduction with \( M = 50, K = 2 \) and 38% with \( M = 50, K = 8 \). Even so, Algorithm 4 still provides substantial time reductions over BL2 and BL3, e.g., up to 49% with \( M = 50, K = 8 \) and 43% with \( M = 90, K = 4 \), respectively.

The figures not only show the importance of optimizing transmit power or local accuracy, but also demonstrate the noticeable advantage of joint optimization design. Moreover, thanks to the array gain, the data rates of UEs increase when the number of APs increases. This leads to the decrease in the effective training time as shown in Fig. 5. It can also be observed from Fig. 6 that a dramatic increase in the training time when the number of UEs increases. This is because the mutual interference and pilot contamination become stronger for a larger number of UEs.

2) Impact of key system parameters on the effective training time: The impact of the local accuracy on the effective training time is shown in Fig. 7. Decreasing the threshold \( \theta_{\text{max}} \) leads to a dramatic increase in the effective training time, e.g., by up to 33% with \( \theta_{\text{max}} = -40 \) dB in comparison to that with \( \theta_{\text{max}} = -10 \). This is reasonable because at a lower value of \( \theta \), more iterations are required for local training. To keep the energy consumption of UEs below \( E_{\text{max}} \), the UEs’ processing frequencies become smaller. This leads to an increase in the time required to compute the local training updates.

Fig. 8 shows the impact of UE’s processing frequency on the effective training time. As seen, the effective training time increases when the threshold \( f_{\text{max}} \) decreases. In particular, the increase is by up to 19% with \( f_{\text{max}} = 1.5 \times 10^9 \) cycles/s.
in comparison to that with \( f_{\text{max}} = 3 \times 10^9 \) cycles/s. This is because at a lower value of UEs’ processing frequency, it requires more time to compute the local training updates.

In Fig. 9, the impact of UE’s energy consumption limit \( E_{\text{max}} \) on the effective training time is revealed. Here, decreasing \( E_{\text{max}} \) leads to an increase in the effective time. Specifically, the increase is by up to 9.4% with \( E_{\text{max}} = 2 \) J, \( D = 1 \) km in comparison to that with \( E_{\text{max}} = 15 \) J, \( D = 1 \) km. This is reasonable because at a low value of \( E_{\text{max}} \), the effective time may not approach the optimal value due to a smaller feasible region of the optimization problem (29). We note that in the case of deep fading, the achievable rates of UEs could be small. This may lead to an infeasible problem because the constraint (29b) on the energy consumed at each UE may be violated. However, it should be also emphasized that a cell-free massive MIMO network has many antennas distributed over a potentially large coverage area. As very high small-scale and macro diversity gains can be achieved, the probability of simultaneously experiencing deep fading for all links would be very small. The problem is therefore likely feasible and our proposed solution would apply.

Fig. 10 focuses on the impact of the length of UL pilots on the effective training time. It is clear that too small and too large values of \( \tau_t \) both increase the effective time. Specially, the effective time increases up to 10% and 1% with \( \tau_t = 1 \) and \( \tau_t = 13 \) in comparison to that with \( \tau_t = 7 \), respectively. This is reasonable because at a large value of \( \tau_t \), the factor of \( \frac{T_{\text{pilot}}}{T_{\text{pilot}}} \) makes the data rate decrease and the transmission time grows. In contrast, at a small value of \( \tau_t \), the network suffers more from the pilot contamination, the data rates drop and the training update transmission time increases.

3) Cell-free massive MIMO vs. Cell-free TDMA massive MIMO: Fig. 11 compares the cell-free massive MIMO system with the cell-free TDMA massive MIMO system. Since the pilot sequences of UEs in the latter are pairwise orthogonal in the time domain, we choose orthogonal pilot sequences for the former, i.e., \( \varphi_{\ell}^H \varphi_{k} = 0, \forall \ell \in K \setminus k \), for a fair comparison. The training durations are then the same for both systems. We also choose \( \rho_t = K \rho_t \) for the amount of energy consumed at the “UL channel estimation” time blocks of the two networks to be the same, and \( \tau_t = K \) so that the powers of channel estimate, i.e., \( \sigma_{m,k}^2, \forall m, k \), are the same in the two networks. From Fig. 11, a significant time reduction (e.g., of up to 94% with \( K = 8 \)) is achieved by the CFmMIMO compared with the cell-free TDMA massive MIMO. This result is expected because in the former, the factor of \( 1/K \) is imposed on the data rates and the training updates are transmitted sequentially. For a large number of UEs, the data rate is significantly small, and as a result, the training update transmission requires a substantially long time.

4) Cell-free massive MIMO vs. Collocated massive MIMO: Finally, we compare the effective training time in CFmMIMO with that in collocated massive MIMO. Fig. 12 shows that the former significantly outperform the latter, e.g., the time reduction is by up to 57% with \( M = 30 \) and \( D = 1 \) km. This observation is as expected because CFmMIMO
distributes antennas over their coverage area; and as such, their performance suffers less from the UEs with unfavorable links than that of collocated massive MIMO. Higher data rates and a lower training time then follow.

IX. CONCLUSION

In this paper, we have proposed using CFmMIMO networks to support FL in a wireless environment. We designed a general scheme in which any algorithm and beamforming/filtering approach can be further developed to optimize the performance of any FL framework. Specially here, each iteration of the FL optimization algorithms or the FL process happens in one large-scale coherence time. Targeting training time minimization for the FL framework [21] as example, we jointly design local accuracy, transmit power, data rate, and UE’s processing frequency under the practical requirements on the UE’s energy consumption limit and maximum transmit powers at the APs and UEs. A mixed timescale stochastic nonconvex optimization problem has been formulated with the objective of minimizing the training time of one FL process. Based on the general online successive convex approximation framework, we have developed a new algorithm to successfully solve the formulated problem. We have proved that the proposed algorithm converges to the neighborhood of stationary points of the optimization problem. For given parameter settings, numerical results show that our joint optimization design significantly reduces the training time of FL over the baselines under comparison. They have also confirmed that CFmMIMO offers the lowest training time when compared with cell-free TDMA massive MIMO and collocated massive MIMO.
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