Abstract. In this paper, we are concerned with the validity of Prandtl boundary layer expansion for the solutions to two dimensional (2D) steady viscous incompressible magnetohydrodynamics (MHD) equations in a domain \( \{ (X, Y) \in [0, L] \times \mathbb{R}_+ \} \) with a moving flat boundary \( \{ Y = 0 \} \). As a direct consequence, even though there exist strong boundary layers, the inviscid type limit is still established for the solutions of 2D steady viscous incompressible MHD equations in Sobolev spaces provided that the following three assumptions hold: the hydrodynamics and magnetic Reynolds numbers take the same order in term of the reciprocal of a small parameter \( \epsilon \), the tangential component of the magnetic field does not degenerate near the boundary and the ratio of the strength of tangential component of magnetic field and tangential component of velocity is suitably small. And the error terms are estimated in \( L^\infty \) sense.

1. Introduction

In this paper, we consider the Prandtl boundary layer expansion for 2D incompressible viscous electrically conducting fluid with high Reynolds numbers in a domain with a moving flat boundary, which is described by the following 2D steady incompressible viscous MHD equations in the domain \( (X, Y) \in \Omega := [0, L] \times \mathbb{R}_+ \):

\[
\begin{align*}
(U \partial_X + V \partial_Y)U - (H \partial_X + G \partial_Y)H + \partial_X P &= \nu(\partial_{XX} + \partial_{YY})U, \\
(U \partial_X + V \partial_Y)V - (H \partial_X + G \partial_Y)G + \partial_Y P &= \nu(\partial_{XX} + \partial_{YY})V, \\
(U \partial_X + V \partial_Y)H - (H \partial_X + G \partial_Y)U &= \kappa(\partial_{XX} + \partial_{YY})H, \\
(U \partial_X + V \partial_Y)G - (H \partial_X + G \partial_Y)V &= \kappa(\partial_{XX} + \partial_{YY})G, \\
\partial_X U + \partial_Y V &= 0, \\
\partial_X H + \partial_Y G &= 0,
\end{align*}
\]

where \((U, V)\) and \((H, G)\) are velocity and magnetic field respectively. The viscosity and resistivity coefficients take the same order of a small parameter \( \epsilon \). \( \nu \) and \( \kappa \) are two positive constants. The boundary condition of velocity is imposed as follows:

\[
(U, V)|_{Y=0} = (u_b, 0),
\]

with \( u_b > 0 \). It shows that the physical boundary is non-penetration and moves with a speed of \( u_b \). The magnetic field satisfies the perfect conducting boundary condition on the boundary:

\[
(\partial_Y H, G)|_{Y=0} = (0, 0).
\]

We are interested in the inviscid type limit problem of (1.1). Precisely, when the small parameter \( \epsilon \) in (1.1) goes to zero, what is the exact limit state of solutions
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to (1.1)-(1.3). Such a kind of limit process is one of central problems in magnetic hydrodynamics. Moreover, the mathematical analysis of this singular limit process is extremely challenging due to the appearance of strong boundary layers.

Formally, let \( \epsilon = 0 \), the system (1.1) is reduced into the ideal MHD equations:

\[
\begin{align*}
(U_0 \partial_X + V_0 \partial_Y)U_0 - (H_0 \partial_X + G_0 \partial_Y)H_0 + \partial_X P_0 &= 0, \\
(U_0 \partial_X + V_0 \partial_Y)V_0 - (H_0 \partial_X + G_0 \partial_Y)G_0 + \partial_Y P_0 &= 0, \\
(U_0 \partial_X + V_0 \partial_Y)H_0 - (H_0 \partial_X + G_0 \partial_Y)U_0 &= 0, \\
(U_0 \partial_X + V_0 \partial_Y)G_0 - (H_0 \partial_X + G_0 \partial_Y)V_0 &= 0, \\
\partial_X U_0 + \partial_Y V_0 &= 0, \\
\partial_X H_0 + \partial_Y G_0 &= 0.
\end{align*}
\] (1.4)

For the well-posedness of solutions to this ideal MHD equations (1.4), it suffices to impose non-penetration conditions for both velocity and magnetic field on the boundary \( \{Y = 0\} \). That is,

\[
V_0|_{Y=0} = 0, \quad G_0|_{Y=0} = 0.
\]

In general, there exists an obvious mismatch between the tangential components \((U, H)\) and \((U_0, H_0)\) in the study of inviscid limit process from (1.1) to (1.4). According to the Prandtl boundary layer ansatz [25], it is necessary to introduce the boundary layer corrector functions. These boundary layer functions change from (1.1)-(1.3) to the trace of (1.2) to the boundary \( \{Y = 0\} \) in a thin layer near the physical boundary with width of \( \sqrt{\epsilon} \). Moreover, the boundary layer functions decay to zero rapidly outside this thin layer. It is obvious that the vorticity of these boundary layer functions becomes uncontrollable when \( \epsilon \) goes to zero. This is indeed one of the essential difficulties to achieve the vanishing viscosity limit problem with strong boundary layers. The main goal of this paper is to study the inviscid type limit problem of (1.1)-(1.3). To this end, we introduce the Prandtl fast variables:

\[
x = X, \quad y = \frac{Y}{\sqrt{\epsilon}},
\]

and the new unknowns:

\[
\begin{align*}
U^*(x, y) &= U(X, Y), \quad V^*(x, y) = \frac{1}{\sqrt{\epsilon}}V(X, Y), \\
H^*(x, y) &= H(X, Y), \quad G^*(x, y) = \frac{1}{\sqrt{\epsilon}}G(X, Y), \\
P^*(x, y) &= P(X, Y).
\end{align*}
\] (1.5)

Rewrite the viscous MHD equations (1.1) in the Prandtl fast variables as follows:

\[
\begin{align*}
(U^* \partial_x + V^* \partial_y)U^* - (H^* \partial_x + G^* \partial_y)H^* + \partial_x P^* &= \nu \epsilon \partial_{xx} U^* + \nu \partial_{yy} U^*, \\
(U^* \partial_x + V^* \partial_y)V^* - (H^* \partial_x + G^* \partial_y)G^* + \frac{\partial_x P^*}{\epsilon} &= \nu \epsilon \partial_{xx} V^* + \nu \partial_{yy} V^*, \\
(H^* \partial_x + V^* \partial_y)H^* - (H^* \partial_x + G^* \partial_y)U^* &= \kappa \epsilon \partial_{xx} H^* + \kappa \partial_{yy} H^*, \\
(H^* \partial_x + V^* \partial_y)G^* - (H^* \partial_x + G^* \partial_y)V^* &= \kappa \epsilon \partial_{xx} G^* + \kappa \partial_{yy} G^*, \\
\partial_x U^* + \partial_y V^* &= 0, \quad \partial_x H^* + \partial_y G^* = 0.
\end{align*}
\] (1.6)

In this paper, we only focus on the case that the inner ideal MHD flow is a special but important shear flow. Precisely, the solutions to (1.4) take the following form:

\[
\begin{align*}
(U_0(Y), 0, H_0(Y), 0), \quad (\partial_X P_0, \partial_Y P_0) &= (0, 0).
\end{align*}
\] (1.7)
According to the classical Prandtl boundary layer ansatz, the solutions to (1.6) should be decomposed into the following three parts:

\[(U^ε, V^ε, H^ε, G^ε) = (U^0(\sqrt{\epsilon}y), 0, H^0(\sqrt{\epsilon}y), 0)\]

\[+ \left( u(x, y), v(x, y), h(x, y), g(x, y) \right) + o(1), \]

where \((u, v, h, g)(x, y)\) are the leading order boundary layer corrector functions. And the error terms \(o(1)\) tend to zero, as \(\epsilon\) goes to zero.

To justify the validity of above Prandtl boundary layer ansatz, it is usual to construct a higher order approximation solution to (1.6). Precisely, we search for the following form:

\[(U^ε, V^ε, H^ε, G^ε, P^ε) = (u_{app}, v_{app}, h_{app}, g_{app}, p_{app}) + \epsilon^{1+\gamma}(u^ε, v^ε, h^ε, g^ε, p^ε)\]  \hspace{1cm} (1.8)

for some \(\gamma > 0\), where

\[
\begin{align*}
\begin{cases}
    u_{app} = u^0_{app}(\sqrt{\epsilon}y) + u^0_p(x, y) + \sqrt{\epsilon} \left( u^1_p(x, \sqrt{\epsilon}y) + u^1_p(x, y) \right), \\
    v_{app} = v^0_{app}(x, y) + v^1_p(x, \sqrt{\epsilon}y) + \sqrt{\epsilon} v^1_p(x, y), \\
    h_{app} = h^0_{app}(\sqrt{\epsilon}y) + h^0_p(x, y) + \sqrt{\epsilon} \left( h^1_p(x, \sqrt{\epsilon}y) + h^1_p(x, y) \right), \\
    g_{app} = g^0_{app}(x, y) + g^1_p(x, \sqrt{\epsilon}y) + \sqrt{\epsilon} g^1_p(x, y), \\
    p_{app} = \sqrt{\epsilon} \left( p^1_p(x, \sqrt{\epsilon}y) + p^1_p(x, y) \right) + \epsilon p^2_p(x, y),
\end{cases}
\end{align*}
\]

in which \((u^0_p, v^0_p, h^0_p, g^0_p, p^0_p)\) and \((u^1_p, v^1_p, h^1_p, g^1_p, p^1_p)\) with \(j = 0, 1\) denote the inner flows and boundary layer profiles respectively. It should be emphasized that the leading order inner flow \((u^0_c, v^0_c, h^0_c, g^0_c, p^0_c) = (U_0(Y), 0, H_0(Y), 0, 0)\) and the inner flows are always evaluated at \((x, Y) = (x, \sqrt{\epsilon}y)\), while the boundary layer profiles are at \((x, y)\). And \((u^ε, v^ε, h^ε, g^ε, p^ε)\) stand for the error terms.

1.1. Boundary conditions. To construct the approximate solutions in (1.9), it is necessary to determine the boundary conditions for the profiles \((u^0_p, v^0_p, h^0_p, g^0_p, p^0_p)\) and \((u^1_p, v^1_p, h^1_p, g^1_p, p^1_p)\) in term of the order of \(\sqrt{\epsilon}\).

(1) Since the zeroth-order inner ideal MHD flows \((u^0_c, 0, h^0_c, 0, 0)\) are given, the boundary values for the zeroth-order inner flow are \(u_e = u^0_p(0), h_e = h^0_p(0)\), which are different from the “slip” boundary condition of velocity \(U^ε(x, 0) = u_b\) in (1.2) and the perfectly conducting boundary condition \(\partial_y H^ε(x, 0) = 0\) in (1.3). By the first equality in (1.9), we impose the boundary conditions for the zeroth-order boundary layer profile \(u^0_p(x, y)\) as follows:

\[u_e + u^0_p(x, 0) = u_b, \hspace{1cm} \lim_{y \to \infty} u^0_p = 0.\]

And the boundary conditions of the zeroth-order boundary layer profile \(h^0_p(x, y)\) are given by

\[\partial_y h^0_p(x, 0) = 0, \hspace{1cm} \lim_{y \to \infty} h^0_p = 0.\]

For the vertical components of velocity and magnetic fields, the boundary conditions satisfy that

\[v^1_p(x, 0) + v^0_p(x, 0) = g^1_p(x, 0) + g^0_p(x, 0) = 0.\]

Since \(u_b > 0\), the \(x\) variable direction can be regarded as a “time” variable. So, the zeroth-order boundary layer profiles satisfy a parabolic-type system of equations. To solve this system, the “initial data” (in fact, the value on the boundary \(\{x = 0\}\)) are also needed:

\[(u^0_p, h^0_p)(0, y) = (\pi_0(y), \eta_0(y)).\]
Moreover, suppose that $|\langle u_0^e, h_0^e \rangle| \leq L$ for some small $L > 0$, $\|\langle (V_{i0} - V_{i0}, G_{i0} - G_{i0}) \rangle \|_{L^\infty} < \delta_0$ for some suitably small $\delta_0 > 0$, and $u_0^e(Y) \gg h_0^e(Y)$ uniformly in $Y$, and $u_e + \overline{V}_0(y) > h_e + \overline{V}_0(y) \geq \vartheta_0 > 0$

\begin{align}
    (II) & \text{ For the first-order inner ideal MHD flows, the profiles obey an elliptic system, see Subsection 2.3. For this, we impose the following boundary conditions:} \\
    & \begin{cases}
    (u_e^1, h_e^1)(0, Y) = (u_b^1, h_b^1)(Y), \\
    (v_e^1, g_e^1)(x, 0) = -(v_b^0, g_b^0)(x, 0), \\
    (v_e^1, g_e^1)(0, Y) = (V_{b0}, G_{b0})(Y), \\
    (v_e^1, g_e^1)(L, Y) = (V_{bL}, G_{bL})(Y), \\
    (v_e^1, g_e^1) \to (0, 0) \text{ as } Y \to \infty,
    \end{cases}

    \text{with compatibility conditions at corners}
    \begin{cases}
    (V_{b0}, G_{b0})(0) = -(v_b^0, g_b^0)(0, 0), \\
    (V_{bL}, G_{bL})(0) = -(v_b^0, g_b^0)(L, 0).
    \end{cases}

(III) The first-order boundary profiles satisfy a linearized MHD boundary layer system of equations, which is also parabolic type system. The boundary conditions on $\{y = 0\}$ and the “initial data” on $\{x = 0\}$ we impose are listed as follows:

\begin{align}
    & \begin{cases}
    (u_b^1, h_b^1)(0, y) = (\overline{V}_1, \overline{T}_1)(y), \\
    (u_b^1, \partial_y h_b^1)(x, 0) = -(u_e^1, \partial_y h_e^1)(x, 0), \\
    (u_b^1, \partial_y h_b^1)(x, 0) = (0, 0), \\
    (u_b^1, h_b^1) \to (0, 0) \text{ as } y \to \infty.
    \end{cases}

(IV) As a consequence of the construction above and the Prandtl boundary layer expansion (1.8)-(1.9), the boundary conditions for the remainder $(u^e, v^e, h^e, g^e)$ are thus given as

\begin{align}
    & (u^e, v^e, \partial_y h^e, g^e)|_{y=0} = (0, 0, 0, 0), \quad (u^e, v^e, h^e, g^e)|_{x=0} = (0, 0, 0, 0), \\
    & p^e - 2\nu \partial_x u^e = 0, \quad \partial_y u^e + \nu c \partial_x v^e = h^e = \partial_x g^e = 0 \text{ on } \{x = L\}.
\end{align}

It should be emphasized that the boundary condition of the magnetic field is still the perfectly conducting boundary condition due to the construction of $h^e$ in Subsection 2.4.

1.2. Main result and comments.

The main results in this paper are stated as follows.

**Theorem 1.1.** Let $u_b > 0$ be a constant tangential velocity of the viscous MHD flow on the boundary $\{Y = 0\}$ and $u_0^e(Y), h_0^e(Y)$ be the given smooth positive inner ideal MHD flows such that $\partial_Y u_0^e, \partial_Y h_0^e$ and their derivatives decay exponentially fast to zero at infinity. Assume that the data $u_b^1, h_b^1, V_{b0}, V_{bL}, G_{b0}, G_{bL}$ and $\overline{V}_0, \overline{T}_0, \overline{V}_1, \overline{T}_1$ are smooth and decay exponentially fast at infinity in their arguments. Moreover, suppose that $|(V_{i0} - V_{i0}, G_{i0} - G_{i0})(Y)| \leq L$ for some small $L > 0$, $\|\langle Y \partial_Y (u_0^e, h_0^e) \|_{L^\infty} < \delta_0$ for some suitably small $\delta_0 > 0$, and $u_0^e(Y) \gg h_0^e(Y)$ uniformly in $Y$, and $u_e + \overline{V}_0(y) > h_e + \overline{V}_0(y) \geq \vartheta_0 > 0$
uniform in $y$ for some $\nu_0 > 0$, also, if
\[
|u_0^1(\sqrt{\epsilon}y) + \overline{u}_0(y)| \gg |h_0^0(\sqrt{\epsilon}y) + \overline{h}_0(y)|,
\]
\[
|\langle y \rangle^{1+\delta} \partial_y (u_0 + \overline{u}_0, h_0 + \overline{h}_0)(y)| \leq \frac{1}{2} \sigma_0,
\]
\[
|\langle y \rangle^{1+\delta} \partial_y^2 (u_0 + \overline{u}_0, h_0 + \overline{h}_0)(y)| \leq \frac{1}{2} \sigma_0^{-1},
\]
(1.11)
uniform in $y$, here $\sigma_0 > 0$ is another suitably small constant. Then, there exists a constant $L_0 > 0$ that depends only on the given data such that the boundary layer expansion (1.3) holds on $[0, L] \times [0, +\infty)$ for $\gamma \in (0, \frac{1}{4})$ and $0 < L \leq L_0$. Furthermore, the following estimate holds:
\[
\begin{align*}
\|\nabla_e u^\epsilon\|_{L^2} + \|\nabla_e v^\epsilon\|_{L^2} + \|\nabla_e h^\epsilon\|_{L^2} + \|\nabla_e g^\epsilon\|_{L^2} \\
+ \epsilon^{\gamma} \|u^\epsilon\|_{L^\infty} + \epsilon^{\gamma + \frac{1}{4}} \|v^\epsilon\|_{L^\infty} + \epsilon^{\gamma + \frac{1}{4}} \|h^\epsilon\|_{L^\infty} + \epsilon^{\gamma + \frac{1}{4}} \|g^\epsilon\|_{L^\infty} & \leq C_0,
\end{align*}
\]
where the constant $C_0 > 0$ depends only on the given data. Here, $\nabla_e = (\sqrt{\epsilon} \partial_x, \partial_y)$ and $\| \cdot \|_{L^p}$ denotes the usual $L^p$ norm over $[0, L] \times [0, +\infty)$.

With the above theorem in hand, we have the following corollary.

**Corollary 1.1.** Under the assumptions in Theorem 1.1 there exists a solution $(u, v, h, g)$ to the original viscous MHD equations (1.7) in $\Omega = [0, L] \times [0, +\infty)$ with $L > 0$ being as what is described in Theorem 1.1 so that
\[
\begin{align*}
\sup_{(X,Y) \in \Omega} \left| U(X,Y) - u_0^0(Y) - u^0_p \left( X, \frac{Y}{\sqrt{\epsilon}} \right) \right| & \lesssim \sqrt{\epsilon}, \\
\sup_{(X,Y) \in \Omega} \left| V(X,Y) - \sqrt{\epsilon} v^0_p \left( X, \frac{Y}{\sqrt{\epsilon}} \right) - \sqrt{\epsilon} v^0_e(X,Y) \right| & \lesssim \epsilon^{\gamma + \frac{1}{4}}, \\
\sup_{(X,Y) \in \Omega} \left| H(X,Y) - h_0^0(Y) - h^0_p \left( X, \frac{Y}{\sqrt{\epsilon}} \right) \right| & \lesssim \sqrt{\epsilon}, \\
\sup_{(X,Y) \in \Omega} \left| G(X,Y) - \sqrt{\epsilon} g^0_p \left( X, \frac{Y}{\sqrt{\epsilon}} \right) - \sqrt{\epsilon} g^0_e(X,Y) \right| & \lesssim \epsilon^{\gamma + \frac{1}{4}},
\end{align*}
\]
(1.13)
for $\epsilon \in (0, \epsilon_0)$ with $\epsilon_0$ being suitably small, where $(u_0^0, 0, h_0^0, 0)$ is the given inner ideal MHD flows, $(v_0^0, g_0^0)$ and $(u^0_p, \sqrt{\epsilon} v^0_p, h^0_p, \sqrt{\epsilon} g^0_p)$ are the the ideal MHD flows and boundary layer profiles constructed in approximate solution (1.9).

**Remark 1.1.** The condition that $u_0^0(Y) \gg h_0^0(Y)$ uniform in $Y$ implies that
\[
\sup_Y \left| \frac{h_0^0}{u_0^0} \right| \ll 1.
\]
This is an important condition in the analysis. First, it ensures the elliptic system of the first-order ideal MHD correctors is non-degenerate, see Subsection 2.3 for details. Second, it play a key role to achieve the uniform estimates of the first-order ideal MHD correctors $(u_1^0, v_1^0, h_1^0, g_1^0, p_1^0)$, see Subsection 2.3 for details.

**Remark 1.2.** The condition (1.10), $u_0 + \overline{u}_0(y) > h_0 + \overline{h}_0(y)$ uniform in $y$, is needed to guarantee that the systems, such as the MHD boundary layer equations, are forward “parabolic” system. Without magnetic diffusion, Wang and Ma [27] showed the steady MHD boundary layer equations have no global-in-$x$ variable solution when the strength of magnetic field is larger than the the strength of velocity. At this
moment, we have no idea that this condition is needed only for technical reason, or it is an essential one.

In addition, the condition that \(|u_0(\sqrt{\epsilon}y) + \tau_0(y)| >> |h_0(\sqrt{\epsilon}y) + \tau_0(y)|\) uniform in \(y\) will imply the following conclusion:

\[
\frac{\|h_s\|_{L^\infty}}{\|u_s\|_{L^\infty}} << 1, \quad (1.14)
\]

provided that \(0 < L << 1\). Here \(u_s, h_s\) are approximate solutions defined in Section 3. And the condition \((1.14)\) is needed in the proof of the validity of the Prandtl layer ansatz. It is noted that the first condition in \((1.11)\) is satisfied by two different cases: (1) the strength of tangential magnetic field is small enough; (2) the strength of tangential velocity is much larger than the strength of tangential magnetic field.

Before proceeding, we first review some related works on the Prandtl boundary layer theories and high Reynolds number limit problem in fluid dynamics. In fact, without the magnetic field \((H, G)\) in \((1.1)\), the system is reduced into the two dimensional steady incompressible Navier-Stokes equations. As is well-known that the rigorous justification of the Prandtl boundary layer expansion for unsteady Navier-Stokes equations has a long history. The key issue is to verify the solution to the Navier-Stokes equations can be written as the superposition of solutions to Euler and Prandtl systems with small error term in the study of vanishing viscosity limit. To our knowledge, the rigorous mathematical results were achieved only in some infinite regularity function spaces, for example, in the analytic framework \([24, 20, 19]\) and in Gevrey class \([5]\) recently. However, for the steady incompressible Navier-Stokes equations, there are some satisfactory and interesting results about the validity of Prandtl boundary layer ansatz in Sobolev spaces. This kind of result was initiated by Guo and Nguyen in \([9]\). Under the assumption that the physical boundary is moving with a speed of \(u_0 > 0\), then error terms can be estimated in Sobolev spaces by finding some positive estimates for the linearized Navier-Stokes operator. And this result was extended to the rotating disk case in \([10]\). Very recently, the moving boundary condition was removed by Guo and Iyer in \([8]\) by using the classical Blasius profile as the leading order boundary layer corrector function. At the same time, Gerárd and Maekawa also established the convergence result for steady Navier-Stokes equations with some additional force term for no-slip boundary boundary case in \([4]\). Li and the first author in \([14]\) studied the Prandtl boundary layer expansions of steady Navier-Stokes equations on bounded domain. In addition, Iyer established a \(x\)-global steady Prandtl expansion with a moving boundary under the assumption that the Euler flow is \((1, 0)\) in a series of works \([11, 12, 13]\).

Motivated by the fifteenth open problem in Oleinik-Samokhin’s classical book \([22]\) (page 500-503), “15. For the equations of the magnetohydrodynamic boundary layer, all problems of the above type are still open,” efforts have been made to study the well-posedness of solutions to the unsteady MHD boundary layer equations and to justify the MHD boundary layer expansion for the two dimensional unsteady MHD equations in \([17, 18]\). Precisely, when the hydrodynamic and magnetic Reynolds numbers have the same order, the well-posedness of solutions to the unsteady MHD boundary layer equations and the validity of the Prandtl ansatz were established without any monotone condition imposed on the velocity
The inviscid type limit problem of the steady MHD equations (1.1)-(1.3) is considered in this paper, it is necessary to compare the assumptions and main results in this paper with the case of steady incompressible Navier-Stokes equations in [9] and the case of unsteady MHD equations in [17, 18], which include the following four main aspects:

(a) For the well-posedness of solutions to the zeroth-order boundary layer profiles $\left( u^0_p, v^0_p, h^0_p, g^0_p \right)$, which satisfy a nonlinear parabolic system with nonlocal terms. The main difficulty in analysis in Sobolev spaces lies in the terms of loss of $x$-derivatives. This feature is similar as that of the unsteady Prandtl equations. Unlike the idea in [9], whose authors used the classical von Mises transformation for the steady Prandtl equations, here, we apply a modified energy method to deal with steady MHD boundary layer equations directly, instead of searching for a nonlinear coordinate transformation to reduce the MHD boundary layer equations. This method is inspired by the work due to Liu, Yang and the third author in [17]. We can also find a function transformation to cancel the terms including the loss of $x$-derivatives by introducing the equation of stream function for the magnetic fields. And the condition that the tangential component of magnetic field has a lower positive bound is essentially used to ensure the cancellation functions are well-defined. See Subsection 2.1 and Appendix A for more details.

(b) As we will see in the Subsection 2.3, the first-order inner ideal MHD flows $\left( u^1_e, v^1_e, h^1_e, g^1_e \right)$ obey a coupled elliptic system and the condition in Theorem 1.1 that $u^0_p(Y) >\! > h^0_p(Y)$ uniform in $Y$ guarantees that the system is non-degenerate. It is remarked that the positive type estimate in [9] can not be obtained directly here by applying the vorticity formulations for both velocity and magnetic fields as in [9]. The reason is due to the coupling effects of velocity and magnetic fields. To overcome the difficulties, one key observation is that the third equation in (2.29) for the tangential magnetic field can be rewritten as

$$\partial_Y (u^0_e g^1_e - h^0_e v^1_e) = 0,$$

which gives that

$$g^1_e = \frac{h^0_e}{u^0_e} v^1_e + \frac{1}{u^0_e} (h_e v^0_p - u_e g^0_p),$$

where the notation of $\tilde{\mathcal{F}} := f(x,0)$ denotes the trace of a function $f(x,y)$ on the boundary $\{y = 0\}$.

This yields a direct algebraic relation between $v^1_e$ and $g^1_e$. Consequently, the following intrinsic structure can be used:

$$\begin{cases} - u^0_e \Delta v^1_e + \partial_Y^2 u^0_e \cdot v^1_e + (h^0_e \Delta g^1_e - \partial_Y^2 h^0_e \cdot g^1_e) = \cdots, \\ g^1_e = \frac{h^0_e}{u^0_e} v^1_e + \frac{1}{u^0_e} (h_e v^0_p - u_e g^0_p). \end{cases}$$

In this way, the key part of the above formulation still has following positive operator part:

$$-u^0_e \Delta + \partial_Y^2 u^0_e,$$

provided that $\left| \frac{h^0_e}{u^0_e} \right|$ is sufficiently small. This is exact the reason why we can obtain the positivity estimates for MHD case. Moreover, for the higher order weighted
estimates, one can modify the arguments slightly to establish the desired estimates. It should be pointed out that the key structure and positive part is preserved in the formulation for higher order weighted estimates. Refer to Subsection 2.3 for details.

(c) For the equations of first-order boundary layer profiles \((u^1_p, v^1_p, h^1_p, g^1_p)\), it is also difficult to apply the formulation proposed in [9] due to the fact that the equation of magnetic fields will destroy the structure (the fourth order equation) introduced in [9]. Therefore, with the help of the stream function of the magnetic field similar as in (a) above, we avoid using the fourth PDE formulation of [9]. See Subsection 2.5 for more details.

(d) The key estimates for equations of the remainder terms rest with the positive estimates for \(\nabla \epsilon v\epsilon, \nabla \epsilon g\epsilon\). Under the small assumptions imposed on the ratio of magnetic field and velocity, the positive estimates as in [9] also can be achieved for the MHD equations. See Section 3 for more details (also refer to Remark 1.2).

The rest of this paper is organized as follows: In Section 2, we will construct a suitable approximation solution and derive some key estimates. In Section 3, the error terms are estimated in \(L^\infty\)-norm for the proof of Theorem 1.1. Finally, to make the paper self-contained, we will provide several key proofs and computations in the Appendix A–C.

2. Construction of approximate solution

The strategy to prove Theorem 1.1 usually includes the following two steps: (1) Construct a suitable approximate solution in the form of (1.9), which satisfies the equations (1.6) with high order error terms of \(\epsilon\); (2) Suppose the viscous solutions to (1.6) can be written as a superposition of approximate solution and remainder terms, it suffices to estimate the remainder terms in \(L^\infty\)-norm.

In this section, the approximate solution will be constructed step by step: (a) Plug the form of (1.9) into the system of equations (1.6); (b) Compare the order of \(\sqrt{\epsilon}\), we obtain the systems of ideal inner flows and the systems of boundary layer functions for each order of \(\sqrt{\epsilon}\); (c) Prove the well-posedness of solution to each system of ideal inner flows and system of boundary layer functions, and derive the key estimates of solutions. Based on the estimates achieved in (c), the error terms can be estimated in \(L^\infty\) sense.

Plugging the ansatz (1.8) with (1.9) into the scaled viscous MHD equations (1.6), and match the order of \(\epsilon\) to determine the equations of the corresponding profiles. With the definition given in (1.9), one can calculate the error caused by the approximation solutions as follows.

\[
\begin{align*}
R^1_{app} &= [u_{app} \partial_x + v_{app} \partial_y]u_{app} + \partial_x p_{app} \\
&\quad - [h_{app} \partial_x + g_{app} \partial_y]h_{app} - \nu \Delta_\epsilon u_{app},
R^2_{app} &= [u_{app} \partial_x + v_{app} \partial_y]v_{app} + \frac{1}{\epsilon} \partial_y p_{app} \\
&\quad - [h_{app} \partial_x + g_{app} \partial_y]g_{app} - \nu \Delta_\epsilon v_{app},
R^3_{app} &= [h_{app} \partial_x + g_{app} \partial_y]h_{app} - [h_{app} \partial_x + g_{app} \partial_y]u_{app} - \kappa \Delta_\epsilon h_{app},
R^4_{app} &= [h_{app} \partial_x + g_{app} \partial_y]g_{app} - [h_{app} \partial_x + g_{app} \partial_y]v_{app} - \kappa \Delta_\epsilon g_{app},
\end{align*}
\]

in which \(\Delta_\epsilon = \epsilon \partial_x^2 + \partial_y^2\).
2.1. Zeroth-order boundary layer. In this subsection, we will construct the zeroth-order boundary layer profiles \((u_0, v_0, h_0^0, g_0^0, 0)\). Keep in mind that the trace of a function \(f\) on \(\{y = 0\}\) is denoted as \(\bar{f} := f(x, 0)\). The leading order terms in the first, third and fourth equations in (2.1) can be written as follows:

\[
\begin{align*}
R^1 &= [(u_0^0 + u_p^0)\partial_x + (v_0^0 + v_p^0)\partial_y] (u_0^0 + u_p^0), \\
R^2 &= [(u_0^0 + u_p^0)\partial_x + (v_0^0 + v_p^0)\partial_y] (h_0^0 + h_p^0) - \nu\partial_y^2 (u_0^0 + u_p^0), \\
R^3 &= [(u_0^0 + u_p^0)\partial_x + (v_0^0 + v_p^0)\partial_y] (h_0^0 + h_p^0), \\
R^4 &= [(u_0^0 + u_p^0)\partial_x + (v_0^0 + v_p^0)\partial_y] (g_0^0 + g_p^0), \\
\end{align*}
\]

Recall that \(\partial_x u_0^0 = \partial_x h_0^0 = 0\) and the ideal MHD flows \((u_0^0, h_0^0)\) are evaluated at \((0, Y) = (0, \sqrt{\epsilon}y)\), direct calculations lead to

\[
\begin{align*}
(u_0^0 + v_p^0)\partial_x u_0^0 &= \sqrt{\epsilon} (u_0^0 + v_p^0) \partial_Y u_0^0, \\
(u_0^0 + v_p^0)\partial_y h_0^0 &= \sqrt{\epsilon} (g_0^0 + g_p^0) \partial_Y h_0^0, \\
(u_0^0 + v_p^0)\partial_y g_0^0 &= \sqrt{\epsilon} (g_0^0 + g_p^0) \partial_Y g_0^0, \\
(u_0^0 + v_p^0)\partial_y v_0^0 &= \sqrt{\epsilon} (g_0^0 + g_p^0) \partial_Y v_0^0.
\end{align*}
\]

Consequently,

\[
\begin{align*}
u_0^0 \partial_x u_0^0 + v_p^0 \partial_y u_0^0 &- h_0^0 \partial_x h_0^0 - g_p^0 \partial_y h_0^0 \\
= u_c \partial_x u_0^0 + v_c \partial_y u_0^0 + \sqrt{\epsilon} \gamma (u_c Y (\sqrt{\epsilon}y) \partial_x u_0^0 + v_c Y (x, \sqrt{\epsilon}y) \partial_y u_0^0) \\
&- h_c \partial_x h_0^0 - g_c \partial_y h_0^0 + \sqrt{\epsilon} \gamma (h_c Y (\sqrt{\epsilon}y) \partial_x h_0^0 + g_c Y (x, \sqrt{\epsilon}y) \partial_y h_0^0) + E_1,
\end{align*}
\]

and

\[
\begin{align*}
u_0^0 \partial_x h_0^0 + v_p^0 \partial_y h_0^0 &- h_0^0 \partial_x v_0^0 - g_p^0 \partial_y v_0^0 \\
= u_c \partial_x h_0^0 + v_c \partial_y h_0^0 + \sqrt{\epsilon} \gamma (u_c Y (\sqrt{\epsilon}y) \partial_x h_0^0 + v_c Y (x, \sqrt{\epsilon}y) \partial_y h_0^0) \\
&- h_c \partial_x u_0^0 - g_c \partial_y u_0^0 + \sqrt{\epsilon} \gamma (h_c Y (\sqrt{\epsilon}y) \partial_x u_0^0 + g_c Y (x, \sqrt{\epsilon}y) \partial_y u_0^0) + E_3,
\end{align*}
\]

and

\[
\begin{align*}
u_0^0 \partial_x g_0^0 + v_p^0 \partial_y g_0^0 &- h_0^0 \partial_x g_0^0 - g_p^0 \partial_y g_0^0 \\
= u_c \partial_x g_0^0 + v_c \partial_y g_0^0 + \sqrt{\epsilon} \gamma (u_c Y (\sqrt{\epsilon}y) \partial_x g_0^0 + v_c Y (x, \sqrt{\epsilon}y) \partial_y g_0^0) \\
&- h_c \partial_x v_0^0 - g_c \partial_y v_0^0 + \sqrt{\epsilon} \gamma (h_c Y (\sqrt{\epsilon}y) \partial_x v_0^0 + g_c Y (x, \sqrt{\epsilon}y) \partial_y v_0^0) + E_4,
\end{align*}
\]
where \((u_c, h_c) := (u^0_c, h^0_c)(0)\), and

\[
\begin{align*}
E_1 &= \epsilon \partial_x u^0_p \int_0^y \int_0^y \partial^2_x u^0_c(\sqrt{\tau})d\tau d\theta + \epsilon \partial_y u^0_p \int_0^y \int_0^y \partial^2_y v^1_c(x, \sqrt{\tau})d\tau d\theta \\
&- \epsilon \partial_x h^0_p \int_0^y \int_0^y \partial^2_x h^0_c(\sqrt{\tau})d\tau d\theta - \epsilon \partial_y h^0_p \int_0^y \int_0^y \partial^2_y g^1_c(x, \sqrt{\tau})d\tau d\theta, \\
E_3 &= \epsilon \partial_x h^0_p \int_0^y \int_0^y \partial^2_x h^0_c(\sqrt{\tau})d\tau d\theta + \epsilon \partial_y h^0_p \int_0^y \int_0^y \partial^2_y g^1_c(x, \sqrt{\tau})d\tau d\theta \\
&- \epsilon \partial_x u^0_p \int_0^y \int_0^y \partial^2_x h^0_c(\sqrt{\tau})d\tau d\theta - \epsilon \partial_y u^0_p \int_0^y \int_0^y \partial^2_y v^1_c(x, \sqrt{\tau})d\tau d\theta \\
E_4 &= \epsilon \partial_x g^p (x, \sqrt{\tau})d\tau - \sqrt{\epsilon} \partial^0_{y} \int_{0}^{y} \partial_{Y} g^{1}_{c}(x, \sqrt{\tau})d\tau.
\end{align*}
\]

Collecting the leading order terms, we obtain the nonlinear MHD boundary layer equations as follows.

\[
\begin{align*}
(u_c + u^0_c) \partial_x u^0_p + (v^0_c + v^1_c(x, 0)) \partial_y u^0_p - (h_c + h^0_c) \partial_x h^0_p \\
- (g^0_p + g^1_c(x, 0)) \partial_y h^0_p = \nu \partial^2_x u^0_p, \\
(u_c + u^0_c) \partial_x h^0_p + (v^0_c + v^1_c(x, 0)) \partial_y h^0_p - (h_c + h^0_c) \partial_x u^0_p \\
- (g^0_p + g^1_c(x, 0)) \partial_y u^0_p = \kappa \partial^2_y h^0_p, \\
(u_c + u^0_c) \partial_x g^0_p(x, 0) + (v^0_c + v^1_c(x, 0)) \partial_y (g^0_p + g^1_c) \\
- (h_c + h^0_c) \partial_x (v^0_c + v^1_c) - (g^0_p + g^1_c(x, 0)) \partial_y (v^0_c + v^1_c) = \kappa \partial^2_y g^0_p, \\
(v^0_c, g^0_p)(x, y) = \int_{0}^{\infty} \partial_x (u^0_p, h^0_p)(x, z)dz, \\
(v^1_c, g^1_c)(x, 0) = - \int_{0}^{\infty} \partial_x (u^0_p, h^0_p)(x, z)dz, \\
(u^0_p, \partial_y h^0_p)(x, 0) = (u_b - u_c, 0), \\
(v^0_p, \partial_y h^0_p)(x, 0) = -(v^1_c, g^1_c)(x, 0), \quad (u^0_p, h^0_p)(0, y) = (\bar{u}_0(y), \bar{h}_0(y)).
\end{align*}
\]

Since the third equation in (2.3) is a direct consequence of the second equation in (2.3), the divergence-free conditions and the boundary conditions, in this way, it
suffices to consider the following initial-boundary value problem:

\[
\begin{align*}
(u_e + v_p^0)\partial_x u_p^0 + (v_e^0 + v_p^1(x,0))\partial_y u_p^0 - (h_e + h_p^0)\partial_z h_p^0 &= 0, \\
- (g_p^0 + g_e(x,0))\partial_y h_p^0 &= \nu \partial_y^2 u_p^0, \\
(u_e + v_p^0)\partial_x h_p^0 + (v_e^0 + v_p^1(x,0))\partial_y h_p^0 - (h_e + h_p^0)\partial_z u_p^0 &= 0, \\
- (g_p^0 + g_e(x,0))\partial_y u_p^0 &= \kappa \partial_y^2 h_p^0,
\end{align*}
\]

\[
(v_p^0, g_p^0)(x, y) = \int_y^\infty \partial_x (u_p^0, h_p^0)(x, z) dz, \\
(v_e^1, g_e^1)(x, 0) &= - \int_0^\infty \partial_z (u_p^0, h_p^0)(x, z) dz, \\
(u_p^0, \partial_y h_p^0)(x, 0) &= (u_b - u_e, 0), \\
(v_p^0, g_p^0)(x, 0) &= -(v_e^1, g_e^1)(x, 0), \\
(u_p^0, h_p^0)(0, y) &= (\overline{w}_0(y), \overline{h}_0(y)).
\]

(2.4)

After extracting the equations (2.4) satisfied by the leading order boundary layer profiles, the accuracy of the error terms of \(R^{1,0}, R^{3,0}\) and \(R^{4,0}\) can be improved as the following forms:

\[
\begin{align*}
R^{1,0} &= \sqrt{\epsilon} (v_e^0 + v_p^1) \partial_y u_e^0 + \sqrt{\epsilon} y (\partial_y u_e^0(\sqrt{\epsilon} y)\partial_x u_p^0 + \partial_y v_e^1 \partial_y u_p^0) - \nu \epsilon \partial_y^2 u_e^0 \\
&- \sqrt{\epsilon} (g_p^0 + g_e^1) \partial_y h_e^0 - \sqrt{\epsilon} y (\partial_y h_e^0(\sqrt{\epsilon} y)\partial_x h_p^0 + \partial_y g_e^1 \partial_y h_p^0) + E_1, \\
R^{3,0} &= \sqrt{\epsilon} (v_e^0 + v_p^1) \partial_y h_e^0 + \sqrt{\epsilon} y (\partial_y u_e^0(\sqrt{\epsilon} y)\partial_x h_p^0 + \partial_y v_e^1 \partial_y h_p^0) - \kappa \epsilon \partial_y^2 h_e^0 \\
&- \sqrt{\epsilon} (g_p^0 + g_e^1) \partial_y u_e^0 - \sqrt{\epsilon} y (\partial_y h_e^0(\sqrt{\epsilon} y)\partial_x u_p^0 + \partial_y g_e^1 \partial_y u_p^0) + E_3, \\
R^{4,0} &= E_4.
\end{align*}
\]

Further improvement of accuracy of \(R^{1,0}, R^{3,0}\) in term of \(\epsilon\) will be left to the next subsection by solving the equations of next order inner flows and boundary layer profiles in the first and third equalities in (2.4) with the source terms coming from \(R^{1,0}\) and \(R^{3,0}\) in (2.5).

To solve the problem (2.4), it is convenient to homogenize the boundary conditions at \(\{y = 0\}\) and at infinity. To this end, let us introduce the cut-off function

\[
\phi(y) = \begin{cases} 
1, & y \geq 2R_0, \\
0, & 0 \leq y \leq R_0
\end{cases}
\]

(2.6)

for some constant \(R_0 > 0\). It is reasonable to assume that the derivatives of \(\phi(y)\) are bounded. Define the new unknowns as follows.

\[
\begin{align*}
u = u_p^0 + u_e - u_e \phi(y) - u_b(1 - \phi(y)), \\
v = v_e^1(x,0) + v_p^0, \\
h = h_p^0 + h_e - h_e \phi(y), \\
g = g_e^1(x,0) + g_p^0.
\end{align*}
\]

(2.7)

Consequently, we have

\[
\begin{align*}
\begin{cases}
(u, v, \partial_y h, g)|_{y=0} = (0, 0, 0, 0), \\
(u, h) \to (0, 0) \text{ as } y \to \infty, \\
\partial_x u + \partial_y v = \partial_z h + \partial_y g = 0,
\end{cases}
\end{align*}
\]

(2.8)
and the new unknowns satisfy the following initial-boundary value problem:

\[
\begin{cases}
(u + u_c \phi(y) + u_h(1 - \phi(y))) \partial_x + v \partial_y \|u - [(h + h_c \phi(y)) \partial_x + g \partial_y] \| \\
- \nu \partial_y^2 u - g h_c \phi'(y) + v(u_c - u_b) \partial_y' = r_1, \\
((u + u_c \phi(y) + u_h(1 - \phi(y))) \partial_x + v \partial_y) \|h - [(h + h_c \phi(y)) \partial_x + g \partial_y] \| \\
- \kappa \partial_y^2 h - g(u_c - u_b) \phi'(y) + v h_c \phi'(y) = r_2,
\end{cases}
\]

\[
\begin{aligned}
\partial_x u + \partial_y v = \partial_x h + \partial_y g &= 0, \\
(u, v, \partial_y h, g)|_{y=0} &= (0, 0, 0, 0), \\
(u, h)|_{x=0} &= (\bar{u}_0(y) + (u_c - u_b)(1 - \phi(y)), \bar{h}_0(y) + h_c(1 - \phi(y)) = (u_0, h_0)(y),
\end{aligned}
\]

with

\[
r_1 = \nu (u_b - u_c) \phi''(y), \quad r_2 = \kappa h_c \phi''(y).
\]

Let us define the weighted Sobolev spaces used in this subsection. For \( l \in \mathbb{R} \), denote

\[
L_l^2 := \left\{ f(x, y) : [0, L] \times [0, \infty) \to \mathbb{R}, \|f\|_{L_l^2}^2 = \int_0^\infty \langle y \rangle^{2l} |f(y)|^2 dy < \infty \right\},
\]

where \( \langle y \rangle = \sqrt{1 + y^2} \). For \( \alpha = (\beta, k) \in \mathbb{N}^2 \), \( D^\alpha = \partial_x^\beta \partial_y^k \); we define

\[
H^m_l := \left\{ f(x, y) : [0, L] \times [0, \infty) \to \mathbb{R}, \|f\|_{H^m_l}^2 < \infty \right\}
\]

with the norm

\[
\|f\|_{H^m_l}^2 = \sum_{|\alpha| \leq m} \| \langle y \rangle^{l+k} D^\alpha f \|_{L_2(0, \infty)}^2.
\]

First, one deduces from the definition of \( \phi(y) \) and (2.7) that

\[
\|(u, h)\|_{H^m_l} - C(u_c, u_b, h_c) \leq \|(u^0_p, h^0_p)\|_{H^m_l} \leq \|(u, h)\|_{H^m_l} + C(u_c, u_b, h_c). \tag{2.10}
\]

Moreover, for any \( x \in [0, L], \lambda \geq 0 \) and \(|\alpha| \leq m\), it holds that

\[
\|(\langle y \rangle^\lambda D^\alpha (r_1, r_2))\|_{L^2} \leq C(u_c, h_c, u_b). \tag{2.11}
\]

Similarly,

\[
\|(u_0, h_0)\|_{H^m_l} - C(u_c, u_b, h_c) \leq \|(u^0_p, h^0_p)(0, y)\|_{H^m_l} \leq \|(u_0, h_0)\|_{H^m_l} + C(u_c, u_b, h_c). \tag{2.12}
\]

The well-posedness of solutions to the system of equations for the leading order boundary layers [21] is stated as follows.

**Proposition 2.1.** Let \( m \geq 5 \) and \( l \geq 0 \). Suppose that \( u^0_c, h^0_c \) are the smooth ideal MHD flows so that \( \partial_Y u^0_c, \partial_Y h^0_c \) and their derivatives decay exponentially fast to zero at infinity. Moreover, suppose that

\[
u_c + u^0_p(0, y) > h_c + h^0_p(0, y) \geq \varphi_0 > 0 \tag{2.13}
\]

uniform in \( y \) for some \( \varphi_0 > 0 \), also if

\[
|u^0_c(\sqrt{\epsilon}y) + u^0_p(0, y)| >> |h^0_c(\sqrt{\epsilon}y) + h^0_p(0, y)|, \tag{2.14}
\]

\[
|\langle y \rangle^{l+1} \partial_y (u_c + u^0_p, h_c + h^0_p)(0, y)| \leq \frac{1}{2} \varphi_0, \tag{2.14}
\]

\[
|\langle y \rangle^{l+1} \partial_y^2 (u_c + u^0_p, h_c + h^0_p)(0, y)| \leq \frac{1}{2} \varphi_0^{-1}, \tag{2.14}
\]
uniform in y, here σ₀ > 0 is also another suitably small constant. Then there exists \( L₁ > 0 \), such that the problem (2.7) admits local-in-x smooth solutions \( u, v, h, g \) in \([0, L₁] \times [0, ∞)\) with

\[
\sup_{0 ≤ x ≤ L₁} \| (u, h) \|_{H^m(0, ∞)} + \| \partial_y (u, h) \|_{L²(0; L; H^m(0, ∞))} ≤ C(l, m, u₀, h₀),
\]

and for any \( x \in [0, L₁] \). Moreover, for \((x, y) \in [0, L₁] \times [0, ∞),

\[
h_e + h_p^0(x, y) ≥ \frac{θ₀}{2} > 0,
\]

\[
|u_e^0(\sqrt{ε}y) + u_p^0(x, y)| >> |h_e^0(\sqrt{ε}y) + h_p^0(x, y)|;
\]

\[
|⟨y⟩^{i+1} \partial_y (u_e + u_p, h_e + h_p^0)(x, y)| ≤ σ₀,
\]

\[
|⟨y⟩^{i+1} \partial_y^2 (u_e + u_p, h_e + h_p^0)(x, y)| ≤ \sigma_0^1.
\]

Based on Proposition 2.1, we have the following corollary.

**Corollary 2.1.** Under the assumptions in Proposition 2.1 then \( u_e^0, v_e^0, h_p^0, g_p^0 \) enjoy that

\[
\sup_{0 ≤ x ≤ L₁} \| ⟨y⟩^{l} D^γ (u_e^0, v_e^0, h_p^0, g_p^0) \|_{L²(0, ∞)} ≤ C,
\]

\[
|⟨y⟩^{l+1} \partial_y (u_p^0, h_p^0)(x, y)| ≤ σ₀, \quad (x, y) \in [0, L₁] \times [0, ∞),
\]

\[
|u_e^0(\sqrt{ε}y) + u_p^0(x, y)| >> |h_e^0(\sqrt{ε}y) + h_p^0(x, y)|, \quad (x, y) \in [0, L₁] \times [0, ∞),
\]

for any \( α, m, l \) with \( |α| ≤ m \).

The proof of the Proposition 2.1 is relatively tricky and long, and it is left to be handled in the Appendix A.

### 2.2. First-order correctors.

Next, by collecting all terms with a factor of \( \sqrt{ε} \) from \( R_{app}^1 \) and \( R_{app}^3 \), together with the \( \sqrt{ε} \)-order terms from \( R_{app}^{1,0} \) and \( R_{app}^{3,0} \), we have

\[
R^{u,1} = \left[ (u_e^1 + u_p^1) \partial_x + v_p^1 \partial_y \right] (u_e^0 + u_p^0) + \left[ (u_e^1 + u_p^1) \partial_x + (u_e^0 + v_e^1) \partial_y \right] (u_e^0 + u_p^0) + \partial_x (p_e^1 + h_e^1) - ν \partial_y^2 (u_e^0 + u_p^0) + (y \partial_x u_e^0 + v_e^0 + v_e^1) \partial_y u_e^0 + y \partial_y v_e^0 \partial_y u_e^0 - \left[ (h_e^1 + h_p^1) \partial_x + g_p^1 \partial_y \right] (h_e^0 + h_p^0) - \left[ (h_e^0 + h_p^0) \partial_x + (g_p^0 + g_e^1) \partial_y \right] (h_e^1 + h_p^1) - (\partial_x h_p^0 + g_p^1) \partial_y h_p^0 - y \partial_y g_p^1 \partial_y h_p^0,
\]

\[
R^{h,1} = \left[ (u_e^1 + u_p^1) \partial_x + v_p^1 \partial_y \right] (h_e^0 + h_p^0) + \left[ (u_e^1 + u_p^1) \partial_x + (u_p^0 + v_e^1) \partial_y \right] (h_e^1 + h_p^1) - \kappa \partial_y^2 (h_e^1 + h_p^1) + (v_p^0 + v_e^1) \partial_y h_e^0 + y \partial_y u_e^0 \partial_x h_p^0 + y \partial_y v_e^1 \partial_x h_p^0 - \left[ (h_e^1 + h_p^1) \partial_x + g_p^1 \partial_y \right] (u_e^0 + u_p^0) - \left[ (h_e^0 + h_p^0) \partial_x + (g_p^0 + g_e^1) \partial_y \right] (u_e^1 + u_p^1) - (g_p^0 + g_e^1) \partial_y u_p^0 - y \partial_y h_p^0 \partial_x u_p^0 - y \partial_y g_e^1 \partial_y u_p^0.
\]

Note that when the operator \( \partial_y \) acts on the inner flow terms which are evaluated at \( Y = \sqrt{ε}y \), there will produce a factor of \( \sqrt{ε} \). In this way, these terms should be moved into the next order of \( \sqrt{ε} \). For example,

\[
[v_p^0 + v_e^1] \partial_y u_e^1 = \sqrt{ε} [v_p^0 + v_e^1] \partial_y u_e^1, \quad \partial_y^2 u_e^1 = c \partial_y^2 u_e^1.
\]
Consequently, the terms of related $\epsilon^{\tau}$-order MHD inner flow satisfy
\[
\begin{aligned}
&\begin{aligned}
&u_e^0 \partial_z u_e^1 + v_e^0 \partial_y u_e^0 - h_e^0 \partial_z h_e^1 - g_e^0 \partial_y h_e^0 + \partial_z p_e^1 = 0,
&v_e^0 \partial_z h_e^0 + v_e^1 \partial_y h_e^0 - h_e^0 \partial_z u_e^1 - g_e^0 \partial_y u_e^0 = 0,
\end{aligned}
\end{aligned}
\tag{2.19}
\]
and the $\epsilon^{\tau}$-order boundary layer terms are governed by the following system of equations:
\[
\begin{aligned}
&\begin{aligned}
&(u_e^1 + u_p^1) \partial_z u_e^0 + u_e^0 \partial_z u_e^1 + (u_e^0 + u_p^0) \partial_z u_e^1 + v_p^1 (\partial_y u_p^0 + \sqrt{\epsilon} \partial_y u_e^0) \\
&+ (v_p^0 + v_e^1) \partial_y u_p^0 + \partial_z u_p^0 - \nu \partial_x^2 u_p^1 + (y \partial_x u_p^0 + v_p^0) \partial_y u_p^0 + y \partial_y v_p^1 \partial_y u_p^0 \\
&- (h_e^1 + h_p^1) \partial_z h_e^0 - h_p^0 \partial_x h_e^1 - (h_e^0 + h_p^0) \partial_z h_p^1 - g_p^1 (\partial_y h_p^0 + \sqrt{\epsilon} \partial_y h_e^0) \\
&- (g_p^0 + g_e^1) \partial_y h_p^1 - (y \partial_z h_p^0 + g_p^0) \partial_y h_e^0 - y \partial_y g_p^1 \partial_y h_p^0 = 0,
\end{aligned}
\end{aligned}
\tag{2.20}
\]
\[
\begin{aligned}
&\begin{aligned}
&(u_e^1 + u_p^1) \partial_z h_p^0 + u_e^0 \partial_z h_p^1 + (u_e^0 + u_p^0) \partial_z h_p^1 + v_p^1 (\partial_y h_p^0 + y \partial_y v_p^1 \partial_y h_p^0) \\
&+ (v_p^0 + v_e^1) \partial_y h_p^0 - \kappa \partial_x^2 h_p^1 + y \partial_y h_p^0 \partial_y h_p^0 + y \partial_y v_p^1 \partial_y h_p^0 \\
&- (h_e^1 + h_p^1) \partial_z u_p^0 - h_p^0 \partial_x u_p^1 - (h_e^0 + h_p^0) \partial_z u_p^1 - g_p^1 (\partial_y u_p^0 + \sqrt{\epsilon} \partial_y u_e^0) \\
&- (g_p^0 + g_e^1) \partial_y u_p^1 - g_p^0 \partial_y h_p^0 - y \partial_y g_p^1 \partial_y u_p^0 = 0.
\end{aligned}
\end{aligned}
\]
After constructing the above profiles, the errors of $R^{n,1}$ and $R^{h,1}$ in (2.18) are further reduced to
\[
\sqrt{\epsilon} [(v_p^0 + v_e^1) \partial_y u_e^0 - (g_p^0 + g_e^1) \partial_y h_e^0] - \nu \epsilon \partial_x^2 u_e^1
\tag{2.21}
\]
and
\[
\sqrt{\epsilon} [(v_p^0 + v_e^1) \partial_y h_e^0 - (g_p^0 + g_e^1) \partial_y u_e^0] - \kappa \epsilon \partial_x^2 h_e^1.
\tag{2.22}
\]
Next, we consider the approximation of normal components, which correspond to the second and fourth equalities in (2.1). Clearly, the leading order term in the second equality in (2.1) yields $\frac{1}{\sqrt{\epsilon}} \partial_y p_p^1 = 0$. Therefore, it holds that
\[
p_p^1(x, y) = p_p^1(x).
\tag{2.23}
\]
Furthermore, the next order terms in the second and fourth equalities in (2.1) consists of
\[
R^{n,0} = [(u_e^1 + u_p^1) \partial_z u_e^0 + (v_p^0 + v_e^1) \partial_y u_p^0] (u_e^0 + v_e^1) \partial_y u_e^0 + \partial_y p_e^1 + \partial_y p_p^1 - \nu \partial_x^2 (v_p^0 + v_e^1) - [(h_e^0 + h_p^0) \partial_z h_p^0 + (g_p^0 + g_e^1) \partial_y h_e^0] (u_e^0 + v_e^1),
\tag{2.24}
\]
\[
R^{h,0} = [(u_e^1 + u_p^1) \partial_z u_e^0 + (v_p^0 + v_e^1) \partial_y u_p^0] (g_p^0 + g_e^1) - \kappa \partial_x^2 (g_p^0 + g_e^1)
\tag{2.24}
\]
- $[(h_e^0 + h_p^0) \partial_z h_p^0 + (g_p^0 + g_e^1) \partial_y h_e^0] (u_e^0 + v_e^1)$.

As above, we enforce $R^{n,0} = R^{h,0} = 0$. It should be noted that some terms in $R^{n,0}$ have been determined in the leading order boundary layer equations in Subsection 2.1, see (2.23) for details. The rest terms in $R^{n,0}$ read as
\[
R^{n,0} = u_e^0 \partial_z g_e^0 - h_e^0 \partial_z v_e^1 + \sqrt{\epsilon} [(v_p^0 + v_e^1) \partial_y g_e^0 - (g_p^0 + g_e^1) \partial_y v_e^1] - \kappa \partial_x^2 g_e^1.
\tag{2.25}
\]
And $(v_p^0, g_p^1)$ is determined by the divergence-free conditions and $(u_e^1, h_e^0)$. Consequently, the first order inner flow profiles $(u_e^1, v_e^1, h_e^0, g_e^1, p_p^1)$ enjoy
\[
\begin{aligned}
&\begin{aligned}
&u_e^0 \partial_z u_e^1 + h_e^0 \partial_z g_e^1 + \partial_y p_e^1 = 0, \\
&u_e^0 \partial_z h_e^0 + h_e^0 \partial_z u_e^1 + g_e^0 \partial_y u_e^0 = 0,
\end{aligned}
\end{aligned}
\tag{2.26}
\]
Whereas, the next order boundary layer of pressure \( p_p^2 \) is taken as

\[
p_p^2(x, y) = \int_y^\infty \left[ (u_e^0 + u_p^0) \partial_x v_e^0 + u_p^0 \partial_x v_e^1 + (v_e^0 + v_e^1) \partial_y v_e^0 \\
- (h_e^0 + h_p^0) \partial_x g_p^0 - h_p^0 \partial_x g_e^1 - (g_p^0 + g_e^1) \partial_y g_p^0 - \nu \partial_y^2 v_e^0 \right] (x, \theta)d\theta.
\]

(2.27)

As a consequence, the error terms \( R_\epsilon, 0, R_\nu, 0 \) can be reduced into the following forms:

\[
\begin{align*}
R_\epsilon, 0 &= \sqrt{\epsilon} \left[ (v_e^0 + v_e^1) \partial_y v_e^0 - (g_p^0 + g_e^1) \partial_y g_p^0 \right], \\
R_\nu, 0 &= \sqrt{\epsilon} \left[ (v_e^0 + v_e^1) \partial_y g_e^1 - (g_p^0 + g_e^1) \partial_y v_e^1 \right].
\end{align*}
\]

(2.28)

2.3. The ideal MHD correctors. Based on the above deduction, we solve the following system of equations with some suitable boundary conditions to obtain the \( \sqrt{\epsilon} \) order ideal inner MHD correctors \((u_e^0, v_e^1, h_e^0, g_e^1, p_e^1)\):

\[
\begin{align*}
u_e^0 \partial_x u_e^1 + v_e^1 \partial_y u_e^0 - h_e^0 \partial_x h_e^1 - g_e^1 \partial_y h_e^0 + \partial_x p_e^1 &= 0, \\
u_e^0 \partial_x v_e^1 - h_e^0 \partial_x g_e^1 + \partial_y p_e^1 &= 0, \\
u_e^0 \partial_x h_e^1 + v_e^1 \partial_y h_e^0 - h_e^0 \partial_x u_e^1 - g_e^1 \partial_y u_e^0 &= 0, \\
u_e^0 \partial_x g_e^1 - h_e^0 \partial_x v_e^1 &= 0, \\
\partial_x u_e^1 + \partial_y v_e^1 &= \partial_x h_e^1 + \partial_y g_e^1 = 0,
\end{align*}
\]

(2.29)

with the boundary conditions

\[
\begin{align*}
(v_e^1, g_e^1)(x, 0) &= -(v_p^0, g_p^0)(x, 0), \\
(v_e^1, g_e^0)(0, Y) &= (V_{60}, G_{60})(Y), \\
(v_e^1, g_e^1)(L, Y) &= (V_{6L}, G_{6L})(Y), \\
(v_e^1, g_e^0) &\rightarrow (0, 0) \quad \text{as } Y \rightarrow \infty.
\end{align*}
\]

(2.30)

And the compatibility conditions hold at corners:

\[
\begin{align*}
(V_{60}, G_{60})(0) &= -(v_p^0, g_p^0)(0, 0), \\
(V_{6L}, G_{6L})(0) &= -(v_p^0, g_p^0)(L, 0).
\end{align*}
\]

(2.31)

To solve the problem \((2.29), (2.31)\), by the divergence-free conditions for velocity and magnetic fields, the third equation in \((2.24)\) can be rewritten as

\[
\partial_y (u_e^0 g_e^1 - h_e^0 v_e^1) = 0,
\]

which gives that

\[
g_e^1 = \frac{h_e^0}{u_e^0} v_e^1 + \frac{1}{u_e^0} (h_e v_p - u_e^0 g_p^0) := \frac{h_e^0}{u_e^0} v_e^1 + \frac{b(x)}{u_e^0}
\]

(2.32)

with

\[
b(x) = (h_e v_p - u_e^0 g_p^0).
\]

Moreover, we deduce from the first, second and fifth equations in \((2.24)\) that

\[
-u_e^0 \Delta u_e^1 + \partial_x^2 u_e^0 \cdot v_e^1 + (h_e^0 \Delta g_e^1 - \partial_x^2 h_e^0 \cdot g_e^1) = 0.
\]

(2.33)

To avoid the singularity resulted from the presence of corners, we consider the following modified elliptic problem instead of \((2.33)\):

\[
-u_e^0 \Delta u_e^1 + \partial_x^2 u_e^0 \cdot v_e^1 + (h_e^0 \Delta g_e^1 - \partial_x^2 h_e^0 \cdot g_e^1) = E_0,
\]

(2.34)
with the boundary conditions (2.30). Here $E_b$ will be defined later.

To define $E_b$, we introduce

$$
\begin{align*}
B_v(x, Y) := (1 - \frac{x}{L}) \frac{V_0(Y)}{v_p^0(0,0)} v_p^0(x,0) + \frac{x}{L} \frac{V_{bL}(Y)}{v_p^0(L,0)} v_p^0(x,0), \\
B_g(x, Y) := (1 - \frac{x}{L}) \frac{G_0(Y)}{g_p^0(0,0)} g_p^0(x,0) + \frac{x}{L} \frac{G_{bL}(Y)}{g_p^0(L,0)} g_p^0(x,0)
\end{align*}
$$

(2.35)

for the case that all of $v_p^0(0,0), v_p^0(L,0), g_p^0(0,0), g_p^0(L,0)$ are nonzero. If this is not the case, for example, if $v_p^0(0,0) = 0$, we would replace $\frac{V_{b0}(Y)}{v_p^0(0,0)} v_p^0(x,0)$ by $V_0(Y) - v_p^0(x,0)$. Then the definition of $B_v$ is changed into the following form:

$$
B_v(x, Y) = (1 - \frac{x}{L}) \left[ V_0(Y) - v_p^0(x,0) \right] + \frac{x}{L} \frac{V_{bL}(Y)}{v_p^0(L,0)} v_p^0(x,0).
$$

Similar modifications can be done for the case that some of $v_p^0(L,0), g_p^0(0,0)$ and $g_p^0(L,0)$ are zero.

According to the compatibility assumptions (2.31) at corners, it is easy to check that the $B_v, B_g$ satisfy the boundary conditions (2.30). Additionally, it follows that $B_v, B_g \in W^{k,p}$ for arbitrary $k, p$, provided that $|\partial^k Y (V_{bL} - V_{b0}, G_{bL} - G_{b0})(Y)| \leq CL$.

Then, we introduce the function $F_e$ with the definition being given as follows:

$$
-u_0^0 \Delta B_v + \partial^2 u_e^0 \cdot B_v + (h_e^0 \Delta B_g - \partial^2 h_e^0 \cdot B_g) = F_e,
$$

(2.36)

and $F_e$ is arbitrarily smooth and it holds that

$$
\| \langle Y \rangle^n F_e \|_{W^{k,q}} \leq C
$$

(2.37)

for any $n, k \geq 0$ with $q \in [1, \infty]$, where the constant $C > 0$ is independent of small $L$. Set

$$
v_e^1 = B_v + w_1, \quad g_e^1 = B_g + w_2,
$$

then it follows that

$$
\begin{align*}
-v_e^0 \Delta w_1 + \partial^2 u_e^0 \cdot w_1 + (h_e^0 \Delta w_2 - \partial^2 h_e^0 \cdot w_2) &= E_b - F_e, \\
w_2 &= \frac{h_e^0}{u_e^0} (w_1 + B_v) + \frac{b}{u_e^0} - B_g, \\
w_{1|\partial} = 0, \quad i = 1, 2.
\end{align*}
$$

(2.38)

Therefore, it suffices to establish the estimates for $w_1$. It is convenient to introduce the boundary layer corrector $E_b$ as follows to obtain the high regularity

$$
E_b := \chi \left( \frac{Y}{c} \right) F_e(x,0),
$$

(2.39)

where $\chi(\cdot)$ is a smooth cut-off function with support in $[0, 1]$ with $\chi(0) = 1$. Then we have

$$
\| \langle Y \rangle^n \partial^k Y E_b \|_{L^q} \leq C \epsilon^{-k+\frac{n}{q}}, \quad q \geq 1, \quad n, k \geq 0.
$$

(2.40)

**Lemma 2.1.** Suppose that $V_{b0}, V_{bL}, G_{b0}$ and $G_{bL}$ are sufficiently smooth, decay rapidly as $Y \to \infty$, and satisfy $|\partial^k Y (V_{bL} - V_{b0}, G_{bL} - G_{b0})(Y)| \leq CL$ for any $k \geq 0$,
uniformly in \( Y \). Then, there exist unique smooth solutions \( v^1_e, g^1_e \) to the elliptic problem (2.30), (2.32), (2.34), and (2.36), and it holds that
\[
\| (v^1_e, g^1_e) \|_{L^\infty} + \| (Y)^n (v^1_e, g^1_e) \|_{H^2} \leq C_0,
\|
(Y)^n (v^1_e, g^1_e) \|_{H^3} \leq C_0 \varepsilon^{-1/2},
\|
(Y)^n (v^1_e, g^1_e) \|_{H^4} \leq C_0 \varepsilon^{-3/2},
\]
for any \( n \geq 0 \) and some constant \( C_0 > 0 \) independent of small \( L > 0 \). Moreover,
\[
\| (Y)^n (v^1_e, g^1_e) \|_{W^{2,q}} \leq C(L),
\|
(Y)^n (v^1_e, g^1_e) \|_{W^{3,q}} \leq C(L) \varepsilon^{-1+1/q},
\|
(Y)^n (v^1_e, g^1_e) \|_{W^{4,q}} \leq C(L) \varepsilon^{-2+1/q},
\]
for \( n \geq 0 \) and \( q \in (1, \infty) \), and for some \( C(L) > 0 \), which depends only on \( L > 0 \).

Proof. The condition that \( u^0_e(Y) \gg h^0_e(Y) \) uniform in \( Y \) yields that the system is non-degenerate. The existence of \( w_1 \) and \( w_2 \) can be obtained by the classical elliptic theory and we only focus on the derivation of estimates of solutions that will be used later.

Multiplying the first equation in (2.38) by \( \frac{w_1}{u^0_e} \) and integrating by parts, we get that
\[
\int \int |\nabla w_1|^2 + \int \int \frac{\partial^2}{\partial Y} \frac{u^0_e}{w^0} |w_1|^2
= \int \int \frac{h^0_e}{w^0_e} \nabla w_2 \cdot \nabla w_1 + \int \int \partial_Y \left( \frac{h^0_e}{w^0_e} \right) \partial_Y w_2 \cdot w_1
+ \int \int \frac{\partial^2}{\partial Y} \frac{h^0_e}{w^0_e} w_1 \cdot w_2 + \int \int \frac{(E_b - F_e)}{u^0_e} w_1 = \sum_{i=1}^4 s_i.
\]
Each of \( s_i \) \((i = 1, 2, 3, 4)\) can be estimated as follows:
\[
s_1 = \int \int \frac{h^0_e}{w^0_e} \nabla w_2 \cdot \nabla w_1 \leq \frac{h^0_e}{w^0_e} \| \nabla w_1 \|_{L^2} \| \nabla w_2 \|_{L^2},
\]
\[
s_2 = \int \int \partial_Y \left( \frac{h^0_e}{w^0_e} \right) \partial_Y w_2 \cdot w_1
\leq \left( \frac{h^0_e}{w^0_e} \left| \frac{\partial_Y u^0_e}{u^0_e} \right| + \left| \frac{\partial_Y h^0_e}{w^0_e} \right| \right) \| w_1 \|_{L^2} \| \partial_Y w_2 \|_{L^2},
\]
\[
\leq L \left( \frac{h^0_e}{w^0_e} \| \partial_x w_1 \|_{L^2} \right) \| \partial_Y w_2 \|_{L^2},
\]
and
\[
s_3 = \int \int \frac{\partial^2}{\partial Y} \frac{h^0_e}{w^0_e} w_1 \cdot w_2
\leq \| w_1 \|_{L^2} \| w_2 \|_{L^2},
\]
\[
\leq L^2 \| \partial_x w_1 \|_{L^2} \| \partial_x w_2 \|_{L^2}.
\]
In addition,
\[
s_4 = \int \int \frac{E_b - F_e}{u^0_e} w_1 \leq L \| \partial_x w_1 \|_{L^2} \| E_b - F_e \|_{L^2}.
\]
Applying the crucial positivity estimate (see [9] for details), it follows that
\[
\iint \left( |\partial_Y w_1|^2 + \frac{\partial_Y^2 u_e^0}{u_e^0} |w_1|^2 \right) = \iint |u_e^0|^2 \left| \partial_Y \left( \frac{w_1}{u_e^0} \right) \right|^2 \geq \theta_0 \iint |\partial_Y w_1|^2
\]
for some constant $\theta_0$ independent of $\epsilon, L$.

On the other hand, according to the second equation in (2.38), one has
\[
\nabla w_2 = \left( \frac{h_0^0}{u_e^0} \partial_Y w_1 + \partial_Y \left( \frac{h_0^0}{u_e^0} \right) w_1 \right) + \nabla \left( \frac{h_0^0}{u_e^0} B_v + \frac{b}{u_e^0} - B_g \right).
\]

Therefore, we have
\[
\|\nabla w_2\|_{L^2} \lesssim 1 + \sup_Y \left| \frac{h_0^0}{u_e^0} \right| \|\nabla w_1\|_{L^2} + L \left( \sup_Y \left| \frac{h_0^0}{u_e^0} \right| + \|\partial_Y h_0^0\|_{L^\infty} \right) \|\partial_Y w_1\|_{L^2}.
\]

Combining the above estimates and using the smallness of $\sup_Y \left| \frac{h_0^0}{u_e^0} \right|$ and $|\partial_Y h_0^0|$, one gets that
\[
\|w_1\|_{H^1} \leq C, \quad (2.41)
\]
in which we have used the Poincare’s inequality and Young’s inequality. Moreover, we have
\[
\|w_2\|_{H^1} \leq C. \quad (2.42)
\]

Now we establish the higher order energy estimates. To this end, we rewrite the equation as follows.
\[
- \Delta w_1 + \frac{h_0^0}{u_e^0} \Delta w_2 = G_e, \quad (2.43)
\]
where
\[
G_e := \frac{1}{u_e^0} \left( E_b - F_e - \partial_Y^2 u_e^0 \cdot w_1 + \partial_Y^2 h_0^0 \cdot w_2 \right).
\]

It is direct to calculate that $\|G_e\|_{L^2} \leq C$.

Since $E_b(x, 0) - F_e(x, 0) = 0$, therefore $G_e = 0$ on $\{Y = 0\}$, and it follows from the first equation in (2.38) that
\[
- \partial_Y^2 w_1 + \frac{h_e}{u_e} \partial_Y^2 w_2 = 0, \quad \text{on} \quad \{Y = 0\}. \quad (2.44)
\]

Applying the operator $\partial_Y$ on (2.43) to get that
\[
- \Delta \partial_Y w_1 + \frac{h_0^0}{u_e^0} \Delta \partial_Y w_2 + \partial_Y \left( \frac{h_0^0}{u_e^0} \right) \Delta w_2 = \partial_Y G_e. \quad (2.45)
\]
Multiplying \((2.43)\) by \(\partial_Y w_1\), one has
\[
\iint |\nabla \partial_Y w_1|^2 + \int_0^L \left( -\partial_Y^2 w_1 + \frac{h_0}{u_c} \partial_Y^2 w_2 \right) \partial_Y w_1(x, 0) \\
- \int_0^\infty \partial_x Y w_1 \cdot \partial_Y w_1 |_{x=0} + \int_0^\infty \frac{h_0}{u_c} \partial_x Y w_2 \cdot \partial_Y w_1 |_{x=0}
\]
\[
= \iint \frac{h_0}{u_c} \nabla \partial_Y w_1 \cdot \nabla \partial_Y w_2 + \iint \partial_Y \left( \frac{h_0}{u_c} \right) \partial_Y Y w_2 \cdot \partial_Y w_1
\]
\[
- \int_0^L \partial_Y \left( \frac{h_0}{u_c} \right) \partial_Y w_1 \cdot \partial_Y w_2 |_{Y=0} + \iint \partial_Y \left( \frac{h_0}{u_c} \right) \nabla w_2 \cdot \nabla \partial_Y w_1
\]
\[
+ \iint \partial_Y^2 \left( \frac{h_0}{u_c} \right) \partial_Y w_1 \cdot \partial_Y w_2 - \iint G_c \partial_Y Y w_1.
\]
All of boundary integrals on the left-hand side of above equality disappear due to the zero boundary conditions in \((2.38)\) and \((2.41)\). Hence, it follows that
\[
\iint |\nabla \partial_Y w_1|^2 = \iint \frac{h_0}{u_c} \nabla \partial_Y w_1 \cdot \nabla \partial_Y w_2 + \iint \partial_Y \left( \frac{h_0}{u_c} \right) \partial_Y Y w_2 \cdot \partial_Y w_1
\]
\[
- \int_0^L \partial_Y \left( \frac{h_0}{u_c} \right) \partial_Y w_1 \cdot \partial_Y w_2 |_{Y=0} + \iint \partial_Y \left( \frac{h_0}{u_c} \right) \nabla w_2 \cdot \nabla \partial_Y w_1
\]
\[
+ \iint \partial_Y^2 \left( \frac{h_0}{u_c} \right) \partial_Y w_1 \cdot \partial_Y w_2 - \iint G_c \partial_Y Y w_1 \leq \sum_{i=1}^6 I_i.
\]
Each term in the right-hand side is estimated as follows. First
\[
I_1 = \iint \frac{h_0}{u_c} \nabla \partial_Y w_1 \cdot \nabla \partial_Y w_2 \leq \sup_Y \left| \frac{h_0}{u_c} \right| \|\nabla \partial_Y Y w_1\|_{L^2} \|\nabla \partial_Y Y w_2\|_{L^2},
\]
and
\[
I_2 = \iint \partial_Y \left( \frac{h_0}{u_c} \right) \partial_Y Y w_2 \cdot \partial_Y w_1 \leq \left\| \partial_Y \left( \frac{h_0}{u_c} \right) \right\|_{L^\infty} \|\nabla \partial_Y Y w_2\|_{L^2} \|\partial_Y w_1\|_{L^2}
\]
\[
\leq \|\nabla \partial_Y Y w_2\|_{L^2} \|w_1\|_{H^1},
\]
By trace theorem, we have
\[
I_3 = \left| \int_0^L \partial_Y \left( \frac{h_0}{u_c} \right) \partial_Y w_1 \cdot \partial_Y w_2 |_{Y=0} \right|
\]
\[
\leq \left| \partial_Y \left( \frac{h_0}{u_c} \right) \partial_Y w_1 \right|_{L^2} \|\partial_Y w_2\|_{L^2}
\]
\[
+ \left| \partial_Y \left( \frac{h_0}{u_c} \right) \partial_Y w_1 \right|_{L^2} \|\partial_Y^2 w_2\|_{L^2}
\]
\[
\leq \|\nabla \partial_Y w_1\|_{L^2} \|\partial_Y w_2\|_{L^2} + \|\partial_Y w_1\|_{L^2} \|\nabla \partial_Y w_2\|_{L^2}
\]
\[
\leq \|\nabla \partial_Y w_1\|_{L^2} \|w_2\|_{H^1} + \|w_1\|_{H^1} \|\nabla \partial_Y w_2\|_{L^2}.
\]
The Cauchy-Schwartz inequality gives that
\[
I_4 = \iint \partial_Y \left( \frac{h_0}{u_c} \right) \nabla w_2 \cdot \nabla \partial_Y w_1 \leq \|\nabla \partial_Y w_1\|_{L^2} \|w_2\|_{H^1},
\]
\[
I_5 = \iint \partial_Y^2 \left( \frac{h_0}{u_c} \right) \partial_Y w_1 \cdot \partial_Y w_2 \leq \|w_1\|_{H^1} \|w_2\|_{H^1},
\]
and
\[ I_6 = - \iint G_e \partial_Y w_1 \lesssim \| G_e \|_{L^2} \| \partial_Y^2 w_1 \|_{L^2}. \]

Therefore, we deduce that
\[
\| \nabla \partial_Y w_1 \|_{L^2}^2 \leq \sup_Y \left\| \frac{h_0^e}{u_e^0} \right\| \| \nabla \partial_Y w_1 \|_{L^2} \| \nabla \partial_Y w_2 \|_{L^2} \\
+ \| \nabla \partial_Y w_1 \|_{L^2} \| w_2 \|_{H^1} + \| w_1 \|_{H^1} \| \nabla \partial_Y w_2 \|_{L^2} \\
+ \| w_1 \|_{H^1} \| w_2 \|_{H^1} + \| G_e \|_{L^2} \| \partial_Y^2 w_1 \|_{L^2}. \tag{2.46}
\]

On the other hand, we find that
\[
\nabla \partial_Y w_2 = \left( \frac{\partial_Y (\frac{h_0^e}{u_e^0})}{\partial_x} \partial_x w_1 + \frac{h_0^e}{u_e^0} \partial_x \partial_Y w_1 \\
2 \partial_Y \left( \frac{\partial_Y (\frac{h_0^e}{u_e^0})}{\partial_x} \right) \partial_Y w_1 + \partial_x^2 \left( \frac{\partial_Y (\frac{h_0^e}{u_e^0})}{\partial_x} \right) w_1 + \frac{h_0^e}{u_e^0} \partial_Y^2 w_1 \right) \\
+ \nabla \partial_Y \left( \frac{h_0^e}{u_e^0} B_0 + \frac{b}{u_e^0} - B_0 \right). \tag{2.47}
\]

Thus we have
\[
\| \nabla \partial_Y w_2 \|_{L^2} \leq 1 + \| w_1 \|_{H^1} + \sup_Y \left\| \frac{h_0^e}{u_e^0} \right\| \| \nabla \partial_Y w_1 \|_{L^2}. \tag{2.48}
\]

Combining (2.46) and (2.48), using the Young’s inequality and the smallness of \( \sup_Y \left\| \frac{h_0^e}{u_e^0} \right\| \), we have
\[
\| \nabla \partial_Y w_i \|_{L^2} \leq C, \quad i = 1, 2. \tag{2.49}
\]

Similar arguments yield the estimates for \( \partial_x w_i \) (\( i = 1, 2 \)) by using the equations (2.50). Thus, the estimates of \( w_i \) (\( i = 1, 2 \)) in \( H^2 \)-norms are obtained, and hence of \( v_i^e, g_i^e \) uniformly in small \( L > 0 \).

For the \( L^\infty \) norms, since \( w_i = 0 \) on boundaries, then for \( i = 1, 2 \), one gets that
\[
|w_i(x, z)| \leq \int_0^x |\partial_x w_i(s, z)| \, ds \\
\lesssim \int_0^x \left( \int_0^z |\partial_x w_i \partial_x Y w_i| (s, \eta) \, d\eta \right)^{1/2} \, ds \tag{2.50}
\]
\[
\lesssim \sqrt{L} \| \partial_x w_i \|_{L^2}^{1/2} \| \partial_x Y w_i \|_{L^2}^{1/2} \lesssim \sqrt{L},
\]
where the uniform \( H^2 \) bounds of \( w_i \) (\( i = 1, 2 \)) are used in the last inequality.

For \( n \geq 1 \), to derive the weighted estimates, we consider the following elliptic problem for \( \langle Y \rangle^n w_i \) (\( i = 1, 2 \)), which satisfies
\[
\begin{cases}
- \Delta (\langle Y \rangle^n w_1) + \frac{h_0^e}{u_e^0} \Delta (\langle Y \rangle^n w_2) = \langle Y \rangle^n (E_b - E_e - \partial_Y^2 w_2 - w_2 \partial_Y \langle Y \rangle^n - 2 \partial_Y w_1 \cdot \partial_Y \langle Y \rangle^n) \\
+ \frac{h_0^e}{u_e^0} (w_2 \partial_Y^2 \langle Y \rangle^n + 2 \partial_Y w_2 \cdot \partial_Y \langle Y \rangle^n), \\
\langle Y \rangle^n w_2 = \frac{h_0^e}{u_e^0} (\langle Y \rangle^n (w_1 + B_0) + \frac{b}{u_e^0} \langle Y \rangle^n - \langle Y \rangle^n B_0),
\end{cases} \tag{2.51}
\]

with the homogenous boundary conditions.
By the induction, suppose \( \langle Y \rangle^{n-1} w_1, \langle Y \rangle^{n-1} w_2 \) are uniformly bounded in \( H^2 \)-norm and then the right-hand side of the two equations in (2.52) are uniformly bounded in \( H^3 \). Following the same arguments as above for the unweighed estimates yield that
\[
\| \langle Y \rangle^{n}(w_1, w_2) \|_{H^2} \leq C \quad \text{for any} \quad n \geq 1.
\]
Next, we turn to derive higher regularity estimates for \( w_i \) \( (i = 1, 2) \). It is direct to see that
\[
\| \langle Y \rangle^n \partial_Y^k (E_0 - E_c) \|_{L^q} \leq C(1 + \epsilon^{-k+h}), \quad q \geq 1, \quad n, k \geq 0.
\]
Consider the following problems for \( \partial_Y w_i \) and \( \partial_Y^2 w_i \) \( (i = 1, 2) \) respectively:
\[
\begin{align*}
- \Delta \partial_Y w_1 + \frac{h_0}{u_c} \Delta \partial_Y w_2 + \partial_Y \left( \frac{h_0}{u_c} \right) \Delta w_2 &= \partial_Y G_c, \\
w_2 &= \frac{h_0}{u_c}(w_1 + B_v) + \frac{b}{u_c} - B_g,
\end{align*}
\]
\[
\partial_Y w_i |_{y=0} = 0 \quad \text{at} \quad y=0.
\]  
and
\[
\begin{align*}
- \Delta \partial_Y^2 w_1 + \frac{h_0}{u_c} \Delta \partial_Y^2 w_2 \\
&= \partial_Y^2 G_c - 2 \partial_Y \left( \frac{h_0}{u_c} \right) \Delta \partial_Y w_2 - \Delta w_2 \cdot \partial_Y^2 \left( \frac{h_0}{u_c} \right), \\
\partial_Y w_i |_{y=0} &= 0 \quad \text{at} \quad y=0.
\end{align*}
\]
Notice that the right-hand side terms in the first equations in both (2.52) and (2.53) are bounded by \( C\epsilon^{-1/2} \) and \( C\epsilon^{-3/2} \) in \( L^2 \)-norm, respectively. Therefore, one can deduce that
\[
\| \langle Y \rangle^n \partial_Y^k w_i \|_{H^2} \leq C\epsilon^{-k+1/2}, \quad k = 1, 2, \quad i = 1, 2, \quad n \geq 0.
\]  
It is noted that the above estimates (2.53) can be achieved by the above standard arguments. For example, testing the first equation in (2.52) by \( \langle Y \rangle^{2n} \partial_Y w_1 \) and combining the second equation in (2.52), using the smallness of \( \sup_y |\frac{h_0}{u_c}| \), one can obtain the desired estimates for \( \| \langle Y \rangle^n \partial_Y w_i \|_{H^2} \) in (2.54). For the case that \( k = 2 \), the arguments are similar.
To obtain the desired \( H^3, H^4 \) norms of \( w_i \) \( (i = 1, 2) \), it remains to estimate \( \partial_Y^3 w_i \) in \( L^2 \) and \( H^1 \), respectively. Recall that
\[
- \partial_Y^3 w_1 + \frac{h_0}{u_c} \partial_Y^3 w_2 = \partial_Y \partial_Y Y w_1 - \frac{h_0}{u_c} \partial_Y \partial_Y Y w_2 + (-\Delta \partial_Y w_1 + \frac{h_0}{u_c} \Delta \partial_Y w_2)
\]
\eqalign{2.55\text{ (55)}
\]
Applying \( \partial_Y^3 \) on the second equation in (2.52) and combining (2.55), one can obtain the weighted \( L^2 \) and \( H^1 \) norms on \( \partial_Y^3 w_i \) \( (i = 1, 2) \) by using the similar arguments as above, and hence the full weighted \( H^3 \) and \( H^4 \) estimates on \( w_i \) \( (i = 1, 2) \).
To derive the \( W^{k,q} \) estimates, after making the odd extension to \( Y < 0 \) for (2.48), the estimates are derived by the standard elliptic theory in \([0, L] \times \mathbb{R} \). It should be pointed out that the construction of boundary layer corrector guarantees
that odd extension of $G_e \in W^{2,q}$ is possible. Other arguments are similar to those in [9], which are standard in the elliptic theory, see [9] and the references therein for details.

2.4. Ideal MHD profiles. After constructing $(v^1_e, g^1_e)$, we define the ideal MHD profiles $(u^1_e, v^1_e, h^1_e, g^1_e, p^1_e)$ as follows. Let $(v^1_e, g^1_e)$ be determined in the Lemma 2.1 thanks to (2.29) and the divergence-free conditions, we take

$$
\begin{cases}
  u^1_e := u^1_e(Y) - \int_0^x \partial_Y v^1_e(s, Y)ds, \\
  h^1_e := h^1_e(Y) - \int_0^x \partial_Y g^1_e(s, Y)ds, \\
  p^1_e := \int_\gamma \left[ u^0_e \partial_x v^1_e - h^0_e \partial_x g^1_e \right](x, \theta) d\theta,
\end{cases}
$$

(2.56)

where $(u^1_e, h^1_e)(Y) := (u^1_e, h^1_e)(0, Y)$.

Let $\eta(y)$ be a smooth cut-off function satisfying

$$
\eta(y) = \begin{cases}
  1, & y \in [0, 1], \\
  0, & y \in [2, \infty).
\end{cases}
$$

To ensure that the boundary conditions of the magnetic field can be preserved in the construction of the approximate solutions, we introduce a boundary corrector $\rho(x, y)$ as follows

$$
\rho(x, y) := -\partial_Y h^1_e(x) \cdot y \eta(y).
$$

It is direct to check that

$$
\partial_y \rho(x, 0) = -\partial_Y h^1_e(x).
$$

Then, we define

$$
\begin{align*}
  \tilde{h}^1_e &= h^1_e + \sqrt{\rho}, \\
  \tilde{g}^1_e &= g^1_e - \epsilon \int_0^y \partial_x \rho(x, s)ds.
\end{align*}
$$

(2.57)

It is easy to get that

$$
\partial_y \tilde{h}^1_e + \partial_Y \tilde{g}^1_e = 0, \quad (\partial_Y \tilde{h}^1_e, \tilde{g}^1_e)(x, 0) = (0, \tilde{g}^1_e(x)).
$$

Without causing confusion, we still use $h^1_e, g^1_e$ to replace $\tilde{h}^1_e, \tilde{g}^1_e$ for the simplicity of the presentation from now on.

By the definitions of $(u^1_e, h^1_e)$ in (2.56) and (2.57) and Lemma 2.1, we have

$$
\| (u^1_e, h^1_e) \|_{L^\infty} + \| (Y)'' (u^1_e, h^1_e) \|_{H^1} \leq C_0, \quad n \geq 0.
$$

(2.58)

By a direct calculation, the ideal MHD profiles constructed above satisfy

$$
\begin{align*}
  u^0_e \partial_x u^1_e + v^1_e \partial_Y u^1_e - h^0_e \partial_x h^1_e - g^1_e \partial_Y h^1_e + \partial_x p^1_e \\
  = -\int_\gamma E_0(x, \theta) d\theta - \sqrt{\gamma} \partial_Y h^0_e \partial_x \rho - \epsilon \int_0^y \partial_x \rho(x, s)ds \cdot \partial_Y h^0_e,
\end{align*}
$$

(2.59)

where (2.33) is used. And a new error term is created, which will be merged into (2.18), that is

$$
R^{u, 1} = \sqrt{\gamma} \left[ (v^0_e + v^1_e) \partial_Y u^1_e - (g^0_e + g^1_e) \partial_Y h^1_e \right] - \nu \partial_Y^2 u^1_e \\
+ \int_\gamma E_0(x, \theta) d\theta - \sqrt{\gamma} \partial_Y h^0_e \partial_x \rho - \epsilon \int_0^y \partial_x \rho(x, s)ds \cdot \partial_Y h^0_e.
$$

(2.60)
Next, we estimate each error term in (2.60). Keep in mind that we work with the coordinates \((x, y)\), whereas the ideal MHD flows are evaluated at \((x, Y) = (x, \sqrt{\epsilon}y)\). Thanks to Lemma 2.1, we have
\[
\sqrt{\epsilon} \| [(v_0^0 + v_1^0) \partial_Y u_0^1 - (g_0^0 + g_1^0) \partial_Y h_0^1] \|_{L^2} \\
\lesssim \sqrt{\epsilon} \left( \| v_0^0 + v_1^0 \|_{L^\infty} \| \partial_Y u_0^1(x, \sqrt{\epsilon}y) \|_{L^2} \\
+ \| g_0^0 + g_1^0 \|_{L^\infty} \| \partial_Y h_0^1(x, \sqrt{\epsilon}y) \|_{L^2} \right) \\
\lesssim \epsilon^{\frac{1}{2}} \left( \| \partial_Y u_0^1(x, Y) \|_{L^2} + \| \partial_Y h_0^1(x, y) \|_{L^2} \right).
\]
Similarly,
\[
\nu \epsilon \| \partial_Y^2 u_0^1(x, \sqrt{\epsilon}y) \|_{L^2} \lesssim \epsilon^{\frac{1}{2}} \| \partial_Y^2 u_0^1(Y) \|_{L^2} + \epsilon^{\frac{3}{4}} \| \partial_Y^2 v_0^1 \|_{L^2} \lesssim \epsilon^{\frac{1}{4}},
\]
and
\[
\epsilon \left\| \int_0^y \partial_x \rho(x, s) ds \cdot \partial_Y h_0^1 \right\|_{L^2} \lesssim \epsilon^{\frac{1}{4}},
\]
in which, the trace theorem, (2.40) and Lemma 2.1 have been used in the above estimates.

Therefore, we conclude that
\[
\| R^{u,1} \|_{L^2} \leq C \epsilon^{\frac{1}{4}}. \tag{2.61}
\]

Similar arguments yield that
\[
\| (R^{h,1}, R^{u,0}, R^{g,0}) \|_{L^2} \leq C \epsilon^{\frac{1}{4}}. \tag{2.62}
\]

Finally, \(E_1, E_3\) and \(E_4\) defined in (2.20) are estimated as follows:
\[
\| (E_1, E_3) \|_{L^2} \lesssim \epsilon^{3/4}, \quad \| E_4 \|_{L^2} \lesssim \epsilon^{1/4}, \tag{2.63}
\]
which is resulted from the estimates obtained before and a similar argument as that in [9].

### 2.5. First-order MHD boundary layer correctors

In this subsection, we are devoted to constructing the MHD boundary layer correctors \((u_{p1}^1, v_{p1}^1, h_{p1}^1, g_{p1}^1)\) by solving (2.20). For convenience, we define
\[
u^0 := u_0^0(\sqrt{\epsilon}y) + v_0^0(x, y), \quad h^0 := h_0^0(\sqrt{\epsilon}y) + h_0^0(x, y).
\]
Without causing confusion, the superscript 1 is omitted here for simplification of notation, then \((u_p, v_p, h_p, g_p, p^1_p)\) enjoy that

\[
\begin{align*}
\left\{
\begin{array}{l}
\begin{aligned}
u^0 \partial_x u_p + u_p \partial_x u^0 + v_p \partial_y u^0 + (v_p^0 + v_1^1) \partial_y u_p - \nu \partial_y^2 u_p \\
- h^0 \partial_x h_p - h_p \partial_x h^0 - g_p \partial_y h^0 - (g_p^0 + g_1^1) \partial_y h_p \\
- \partial_y u^0_p [y \partial_x u^0_p + v_p^0] - y \partial_y v^1_c \partial_y u^0_p - u^1_c \partial_x u^0_p - u_p \partial_y u^0_p - \partial_x h^1_p \\
+ \partial_y h^0_c [y \partial_x h^0_p + g^0_p] + y \partial_y g^1_c \partial_y h^0_p + h^1_c \partial_x h^0_p + h^0_p \partial_x h^1_p =: F^1_p,
\end{aligned}
\end{array}
\right.
\end{align*}
\]

(2.64)

\[
\begin{align*}
u^0 \partial_x h_p + u_p \partial_x h^0 + v_p \partial_y h^0 + (v_p^0 + v_1^1) \partial_y h_p - \nu \partial_y^2 h_p \\
- h^0 \partial_x h_p - h_p \partial_x h^0 - g_p \partial_y h^0 - (g_p^0 + g_1^1) \partial_y h_p \\
- \partial_y u^0_c g_p + y \partial_y h^0_c \partial_x u^0_p + y \partial_y g^1_c \partial_y h^0_p + h^1_c \partial_x u^0_p + h^0_p \partial_x h^1_p =: F^2_p,
\end{align*}
\]

Notice that the source term \(F^1_p\) includes the unknown pressure \(p^1_p\). Since

\[p^1_p = p^1_p(x),\]

then evaluating the first equation in (2.64) at \(y = \infty\) yields that \(\partial_x p^1_p = 0\). The system of equations (2.65) should be solved with the divergence free conditions:

\[
\left\{
\begin{array}{l}
\begin{aligned}
\partial_x u_p + \partial_y v_p = 0, \\
\partial_x h_p + \partial_y g_p = 0,
\end{aligned}
\end{array}
\right.
\]

(2.65)

and the following boundary conditions:

\[
\left\{
\begin{array}{l}
\begin{aligned}
(u_p, h_p)(0, y) = (\overline{u_1}, \overline{h_1})(y), \\
(u_p, \partial_y h_p)(x, 0) = -(u^1_c, \partial_y h^1_c)(x, 0), \\
(v_p, g_p)(x, 0) = (0, 0), \\
(u_p, h_p) \to (0, 0) \quad \text{as} \quad y \to \infty.
\end{aligned}
\end{array}
\right.
\]

(2.66)

To determine \((u_p, v_p, h_p, g_p)\), we will study the following system of equations, instead of (2.64):

\[
\left\{
\begin{array}{l}
\begin{aligned}
u^0 \partial_x u_p + u_p \partial_x u^0 + v_p \partial_y u^0 + (v_p^0 + v_1^1) \partial_y u_p - \nu \partial_y^2 u_p \\
- h^0 \partial_x h_p - h_p \partial_x h^0 - g_p \partial_y h^0 - (g_p^0 + g_1^1) \partial_y h_p \\
- \partial_y u^0_p [y \partial_x u^0_p + v_p^0] - y \partial_y v^1_c \partial_y u^0_p - u^1_c \partial_x u^0_p - u_p \partial_y u^0_p - \partial_x h^1_p \\
+ \partial_y h^0_c [y \partial_x h^0_p + g^0_p] + y \partial_y g^1_c \partial_y h^0_p + h^1_c \partial_x h^0_p + h^0_p \partial_x h^1_p =: \tilde{F}^1_p,
\end{aligned}
\end{array}
\right.
\]

(2.67)

\[
\begin{align*}
u^0 \partial_x h_p + u_p \partial_x h^0 + v_p \partial_y h^0 + (v_p^0 + v_1^1) \partial_y h_p - \nu \partial_y^2 h_p \\
- h^0 \partial_x h_p - h_p \partial_x h^0 - g_p \partial_y h^0 - (g_p^0 + g_1^1) \partial_y h_p \\
- \partial_y u^0_c g_p + y \partial_y h^0_c \partial_x u^0_p + y \partial_y g^1_c \partial_y h^0_p + h^1_c \partial_x u^0_p + h^0_p \partial_x h^1_p =: \tilde{F}^2_p.
\end{align*}
\]
Consequently, there will produce some new additional error terms in the order of \(O(\sqrt{\epsilon})\), which can be summarized as follows:

\[
\begin{align*}
\mathcal{E}_1 &= \sqrt{\epsilon}\left\{ (u_e^0 - u_e)\partial_x u_p + v_p\partial_y u_e^0 + (v_e^1 - v_e^1)\partial_y u_p - (h_e^0 - h_e)\partial_x h_p \\
&\quad - g_p\partial_y h_e^0 - (g_e^1 - g_e^1)\partial_y u_p + (\partial_y u_e^0 - \partial_y v_e^0) (y\partial_x u_p^0 + v_p^0) \\
&\quad + y(\partial_y v_e^1 - \partial_y v_e^1)\partial_y u_p^0 + (u_e^1 - u_e^1)\partial_x u_p^0 + (\partial_x u_e^0 - \partial_x u_e^0) u_p^0 \\
&\quad - (\partial_y h_e^0 - \partial_y h_e^0) (y\partial_x h_p^0 + g_p^0) - y(\partial_y g_e^1 - \partial_y g_e^1)\partial_y h_p^0 \\
&\quad - (h_e^1 - h_e^1)\partial_x u_p^0 - (\partial_x h_e^1 - \partial_x h_e^1) h_p^0 \right\}, \\
\mathcal{E}_2 &= \sqrt{\epsilon}\left\{ (u_e^0 - u_e)\partial_x h_p + v_p\partial_y h_e^0 + (v_e^1 - v_e^1)\partial_y h_p \\
&\quad - (h_e^0 - h_e)\partial_x u_p - g_p\partial_y u_e^0 - (g_e^1 - g_e^1)\partial_y u_p \\
&\quad + (\partial_y h_e^0 - \partial_y h_e^0) u_p^0 + y\partial_x h_p^0 (\partial_y u_e^0 - \partial_y u_e^0) \\
&\quad + y(\partial_y v_e^1 - \partial_y v_e^1) (\partial_x h_e^1 - \partial_x h_e^1) u_p^0 + (u_e^1 - u_e^1)\partial_x h_p^0 \\
&\quad - (\partial_y u_e^0 - \partial_y v_e^0) g_p^0 - y(\partial_y g_e^1 - \partial_y g_e^1)\partial_x u_p^0 \\
&\quad - y(\partial_y g_e^1 - \partial_y g_e^1)\partial_y u_p^0 - (h_e^1 - h_e^1)\partial_x u_p^0 - (\partial_x h_e^1 - \partial_x h_e^1) h_p^0 \right\}.
\end{align*}
\]

We will establish the well-posedness of the solution \((u_p, v_p, h_p, g_p)\) to the problem \((2.67)\) and \((2.63) - (2.66)\). To this end, the similar ideas used to achieve the well-posedness of \((u_p^0, v_p^0, h_p^0, g_p^0)\) in Subsection 2.1 are needed again.

More precisely, from the divergence free conditions, we rewrite the second equation in \((2.67)\) as

\[
\partial_y \left[ -(u_e + u_e^0) g_p - (g_e^0 + g_e^1) u_p + (v_e^0 + v_e^1) h_p + (h_e + h_e^0) v_p \right] - \kappa \partial_y^2 h_p = \partial_y \left[ -\frac{y\partial_y h_e^0 v_e^0 + y\partial_y v_e^0 g_e^0 - y\partial_y u_e^0 h_p^0 + y\partial_y g_e^1 u_p^0 + u_e^1 g_p^0 - h_e^1 v_e^1}{\epsilon} \right].
\]

Introduce the stream function \(\tilde{\psi}\), such that

\[
\tilde{\psi} = \int_0^y h_p(x, s)ds,
\]

then from \(\partial_x h_p + \partial_y g_p = 0\) and \(g_p(x, 0) = 0\), we have

\[
\partial_x \tilde{\psi} = -g_p.
\]

Integrating the equation \((2.69)\) over \([0, y]\), one has

\[
(u_e + u_e^0) \partial_x \tilde{\psi} + (v_e^0 + v_e^1) \partial_y \tilde{\psi} - (g_e^0 + g_e^1) u_p + (h_e + h_e^0) v_p - \kappa \partial_y^2 \tilde{\psi} = -(\partial_y h_e^0 v_e^0 + y\partial_y u_e^0 h_p^0 - y\partial_y g_e^1 u_p^0 + u_e^1 g_p^0 - h_e^1 v_e^1)
\]

where the following boundary conditions are used:

\[
(v_p^0, g_p^0, v_p, g_p, \partial_y h_p)(x, 0) = (-v_e^1, -g_e^1, 0, 0, -\partial_y h_e^0).
\]

Recall from Subsection 2.1 that for small \(L > 0\), we have

\[
u_e + u_e^0 - (h_e + h_e^0) \geq c_0 > 0,
\]
then the system (2.67) is non-degenerate. For simplicity, here we only give the outline about the application of the energy estimates method used in Subsection 2.4 also see [17, 18].

First, the weighted $L^2$-estimates of solution to (2.67)

$$D^\alpha(u_\rho, h_\rho), \quad D^\alpha = \partial_x^\alpha \partial_y^\alpha, \quad \alpha = (\beta, k) \in \mathbb{N}^2, \quad |\alpha| \leq m, \quad \beta \leq m - 1$$

can be done by the standard energy methods.

Next, to derive the weighted $L^2$-estimates of highest order tangential derivatives

$$\partial_x^\alpha (u_\rho, h_\rho), \quad |\alpha| = m,$$

from Proposition 2.1, it holds, for small $L > 0$, that

$$h_\rho + h_\rho^0 \geq \frac{\delta_0}{2} > 0.$$

Introduce the new unknowns as follows.

$$u_\rho^\alpha := \partial_x^\alpha u_\rho - \frac{\partial_y u_\rho^0}{h_\rho + h_\rho^0} \partial_x^\alpha \psi, \quad h_\rho^\alpha := \partial_x^\alpha h_\rho - \frac{\partial_y h_\rho^0}{h_\rho + h_\rho^0} \partial_x^\alpha \psi,$$

combining (2.67) and (2.70), one can derive the equations of $u_\rho^\alpha, h_\rho^\alpha$, in which the terms involving $\partial_x^\alpha (v_\rho, g_\rho)$ vanish. Therefore, it is possible to obtain the weighted $L^2$-estimates of $u_\rho^\alpha, h_\rho^\alpha$.

Finally, similar as that in the Appendix A one need to prove the equivalence of $L^2$-norms between $\partial_x^\alpha (u_\rho, h_\rho)$ and $u_\rho^\alpha, h_\rho^\alpha$ for $|\alpha| = m$. With this, we will obtain the desired estimates of $\partial_x^\alpha (u_\rho, h_\rho)$ and close the whole energy estimates. Therefore, the well-posedness and weighted estimates of the solutions $(u_\rho, v_\rho, h_\rho, g_\rho)$ can be concluded as follows.

**Proposition 2.2.** Let $(u_\rho^0, v_\rho^0, h_\rho^0, g_\rho^0)$ and $(u_\rho^1, v_\rho^1, h_\rho^1, g_\rho^1)$ be the solutions constructed in Proposition 2.1 and Subsection 2.5, respectively. Then there exists $0 < L_2 \leq L_1$, such that the problem (2.67) and (2.65)-(2.66) admits a local-in-$x$ smooth solution $(u_\rho, v_\rho, h_\rho, g_\rho)$ in $[0, L_2] \times [0, \infty)$ with

$$\|(u_\rho, v_\rho, h_\rho, g_\rho)\|_{L^\infty} + \sup_{0 \leq x \leq L_2} \|(y)^d \partial_y (v_\rho, g_\rho)\|_{L^2(0, \infty)} \leq C(L, \zeta) \epsilon^{-\zeta},$$

$$\|(y)^d \partial_{xy} (v_\rho, g_\rho)\|_{L^2(0, \infty)} \leq \epsilon^{-\zeta},$$

(2.71)

$$\|(y)^d \partial_{y} (v_\rho, g_\rho)\|_{L^2(0, \infty)} \leq \epsilon^{-\zeta},$$

here $\zeta = 1 - \frac{1}{4} > 0$ is arbitrary small constant provided that $q$ is close to 1 enough.

Moreover, by performing the similar arguments as those in the Subsection 2.4 we derived the estimates for the error terms $E_{r_i}(i = 1, 2)$ as follows:

$$\|(E_{r_1}, E_{r_2})\|_{L^2} \leq C(L, \kappa) \epsilon^{3/4 - \zeta},$$

(2.72)

### 2.6. Cut-off boundary layers.

Next, we will introduce the modified boundary layer functions which will be used in the subsequent analysis. Let $(u_\rho, v_\rho, h_\rho, g_\rho)$ be constructed as in the Subsection 2.5. Define a cut-off function $\chi(\cdot)$ with its support being contained in $[0, 1]$ and introduce

$$\left\{\begin{array}{l}
(u_\rho^1, h_\rho^1) := \chi(\sqrt{\epsilon y})(u_\rho, h_\rho) + \sqrt{\epsilon} \chi'(\sqrt{\epsilon y}) \int_0^y (u_\rho, h_\rho)(x, s)ds, \\
(v_\rho^1, g_\rho^1) := \chi(\sqrt{\epsilon y})(v_\rho, g_\rho).
\end{array}\right.$$
It is direct to check that
\[ \partial_x u_p^1 + \partial_y v_p^1 = \partial_x h_p^1 + \partial_y g_p^1 = 0. \]

Based on the estimates for \( u_p, h_p \) in Proposition 2.2 we have
\[ \left| \sqrt{\epsilon} \chi'(\sqrt{\epsilon} y) \int_0^y u_p(x,s) ds \right| \leq \sqrt{\epsilon} y |\chi'| \| u_p \|_{L^\infty} \leq C(L, \zeta) \epsilon^{-\zeta} \]
and
\[ \left| \sqrt{\epsilon} \chi'(\sqrt{\epsilon} y) \int_0^y h_p(x,s) ds \right| \leq \sqrt{\epsilon} y |\chi'| \| h_p \|_{L^\infty} \leq C(L, \zeta) \epsilon^{-\zeta}. \]

Therefore,
\[ \| (u_p^1, v_p^1, h_p^1, g_p^1) \|_{L^\infty} + \sup_{0 \leq x \leq L_2} \| \langle y \rangle^\zeta \partial_y (v_p^1, g_p^1) \|_{L^2(0, \infty)} \]
\[ + \| \langle y \rangle^\zeta \partial_y (v_p^1, g_p^1) \|_{L^2} \leq C(L, \zeta) \epsilon^{-\zeta}, \]
\[ \sup_{0 \leq x \leq L_2} \| \langle y \rangle^\zeta \partial_{xy} (v_p^1, g_p^1) \|_{L^2(0, \infty)} + \| \langle y \rangle^\zeta \partial_{xxx} (v_p^1, g_p^1) \|_{L^2} \leq C(L) \epsilon^{-1}. \]

Thanks to the compact support of the cut-off function \( \chi(\cdot) \), it holds that
\[ \| \partial_x v_p^1 \|_{L^2}^2 \leq \int_{\{ \sqrt{\epsilon} y \leq 1 \}} |\partial_x v_p^1|^2 dx dy \]
\[ \leq \epsilon^{-1/2} \int \langle y \rangle^\zeta |\partial_{xy} v_p^1|^2 dx dy \leq C(L, \zeta) \epsilon^{-1/2 - 2\zeta} \tag{2.75} \]
due to the weighted estimates (2.74). Similarly,
\[ \| \partial_x (v_p^1, g_p^1) \|_{L^2}^2 \leq C(L, \zeta) \epsilon^{-1/2 - 2\zeta}, \]
\[ \| \partial_y (v_p^1, g_p^1) \|_{L^2}^2 \leq C(L, \zeta) \epsilon^{-1/2 - 2\zeta}, \]
\[ \| \partial_{xx} (v_p^1, g_p^1) \|_{L^2}^2 \leq C(L) \epsilon^{-5/2}. \tag{2.76} \]
Putting \((u_p^1, v_p^1, h_p^1, g_p^1)\) into (2.64), or equivalently into (2.20), it will produce other new error terms due to the cut-off function \(\chi(\cdot)\). Denoted by \(R_p^{u,1}\) and \(R_p^{h,1}\)

\[
\begin{align*}
R_p^{u,1} := & \left( u^0 \partial_x + \partial_x u^0 + (v_p^0 + v_c^1) \partial_y - \nu \partial_y^2 \right) \left( \sqrt{\epsilon} \chi(\sqrt{\epsilon}y) \int_0^\infty u_p ds \right) \\
& - 2\nu \sqrt{\epsilon} \chi(\sqrt{\epsilon}y) \partial_y u_p + u_p[(v_p^0 + v_c^1) \sqrt{\epsilon} \chi(\sqrt{\epsilon}y) - \nu \epsilon \chi'' \sqrt{\epsilon}y] \\
& + (1 - \chi(\sqrt{\epsilon}y))(w_{x,Y}^0(yu_{pX}^0 + v_p^0) + yw_{x,Y}^0u_{pY}^0 + u_{cX}^0u_{pX}^0 + u_{pX}^0u_{ex}^0) \\
& - (h^0 \partial_x + \partial_x h^0 + (g_p^0 + g_c^1) \partial_y) \left( \sqrt{\epsilon} \chi(\sqrt{\epsilon}y) \int_0^\infty h_p ds \right) \\
& + \partial_x h^0 \left( \sqrt{\epsilon} \chi(\sqrt{\epsilon}y) \int_0^\infty u_p ds \right) + h_p[(v_p^0 + v_c^1) \sqrt{\epsilon} \chi' - \kappa \epsilon \chi''] \\
& - 2\kappa \sqrt{\epsilon} \chi' \partial_y h_p \\
& + (1 - \chi)(h_{cX}^0 v_p^0 + yh_{pX}^0 u_{cY}^0 + yv_{cY}^0 h_{pY}^0 + u_{pX}^0 h_{cX}^0 + u_{pX}^0 h_{pX}^0) \\
& - (h^0 \partial_x + (g_p^0 + g_c^1) \partial_y) \left( \sqrt{\epsilon} \chi(\sqrt{\epsilon}y) \int_0^\infty u_p ds \right) \\
& + C \epsilon \sqrt{\epsilon} \| \chi(\sqrt{\epsilon}y) \|_{L^2} \leq C \epsilon^{1/4 - \zeta}.
\end{align*}
\]

Now we estimate the rest terms of the form \((1 - \chi)(\cdots)\) in \(R_p^{u,1}, R_p^{h,1}\). Recall that the boundary layers \(u_p^0, v_p^0, h_p^0, g_p^0\) decay rapidly as \(y \to \infty\), which are of order \(\epsilon^l\) when \(\sqrt{\epsilon}y \geq 1\), for large enough \(l \geq 0\). Therefore we obtain

\[
\|(R_p^{u,1}, R_p^{h,1})\|_{L^2} \leq C(L, \zeta)\epsilon^{1/4 - \zeta}.
\]
For \( p^2_p \), it is defined as follows:

\[
\partial_x p^2_p(x, y) = \int_y^\infty \partial_x \left[ \left( u^0_e + u^0_p \right) \partial_x v^0_p + u^0_p \partial_x v^1_p \right] (x, \theta) d\theta
\]

Then

\[
= \int_y^\infty \left[ \left( u^0_e + u^0_p \right) \partial_x v^0_p + u^0_p \partial_x v^1_p \right] (x, \theta) d\theta,
\]

(2.80)

where we used the divergence-free conditions for \((u^0_p, v^0_p)\) and \((h^0_p, g^0_p)\) in the second equality.

Each term in the right hand side of (2.80) can be estimated as follows:

\[
\int_y^\infty (u^0_e + u^0_p) \partial_x v^0_p \leq C(y)^{(n-1)} \| u^0 \|_{L^\infty} \| \mathcal{G} \|_{L^2(0, \infty)},
\]

\[
\int_y^\infty u^0_p \partial_x v^1_p \leq C(y)^{(n-1)} \| \mathcal{G} \|_{L^2(0, \infty)} \| \partial_x^2 v^1_p \|_{L^2(0, \infty)},
\]

\[
\int_y^\infty (v^0 + v^1_p) \partial_x v^0_p \leq C(y)^{(n-1)} \| v^0 + v^1_p \|_{L^\infty} \| \mathcal{G} \|_{L^2(0, \infty)},
\]

and

\[
\int_y^\infty \nu \partial_{xy} v^0_p \leq C(y)^{(n-1)} \| \mathcal{G} \|_{L^2(0, \infty)},
\]

with \( n \geq 2 \). The similar arguments can be applied on the estimates for the other terms involving \( h^0_p, g^0_p \) in (2.80). Recall that the ideal MHD flows are evaluated at \((x, Y)\), we have

\[
\| \partial_x p^2_p \|_{L^2} \lesssim \epsilon^{-1/4}.
\]

(2.81)

Base on the above constructions and energy estimates, the main results of this section can be concluded into the following proposition.

**Proposition 2.3.** Under the assumptions in the Theorem [17], it holds that

\[
\| R^1_{app} \|_{L^2} + \| R^3_{app} \|_{L^2} + \sqrt{\epsilon} \left( \| R^2_{app} \|_{L^2} + \| R^4_{app} \|_{L^2} \right) \leq C(L, \zeta) \epsilon^{3/4 - \zeta},
\]

for arbitrarily small \( \zeta > 0 \).

**Proof.** Collecting all error terms from the constructions of the approximate ideal MHD flows and approximate boundary layer profiles in Subsections 2.1-2.6, we get that

\[
\begin{align*}
R^1_{app} &= E_1 - \nu \epsilon \partial_x y u^0_e + \sqrt{\epsilon} (R^{u1} + R^{u1}_p) + \epsilon \left( (u^1_e + u^1_p) \partial_x + v^1_p \partial_y \right) (u^1_e + u^1_p) \\
&+ \epsilon \left( (h^1_l + h^1_p) \partial_x + g^1_p \partial_y \right) (h^1_l + h^1_p) \\
&+ \epsilon \partial_x p^2 - \nu \epsilon \partial^2_x (u^0_e + \sqrt{\epsilon} (u^1_e + u^1_p)) + E r_1, \\
R^3_{app} &= E_3 - \kappa \epsilon \partial_x y h^0_e + \sqrt{\epsilon} (R^{h1} + R^{h1}_p) + \epsilon \left( (u^1_e + u^1_p) \partial_x + v^1_p \partial_y \right) (h^1_l + h^1_p) \\
&+ \epsilon \left( (h^1_l + h^1_p) \partial_x + g^1_p \partial_y \right) (h^1_l + h^1_p) \\
&- \kappa \epsilon \partial^2_x (h^1_p + \sqrt{\epsilon} (h^1_e + h^1_p)) + E r_2.
\end{align*}
\]

(2.82)
Based on the estimates of $E_1, E_3, R^{u,1}, R^{u,1}_p, R^{h,1}_p, E_{r_1}, E_{r_2}$ above, we have
\[
\|E_1 - \nu \epsilon \partial_Y h^0 + \sqrt{\epsilon}(R^{u,1}_p + R^{u,1}) + \epsilon \partial_Y p^2 + E_{r_1}\|_{L^2} \leq C(L, \zeta)\epsilon^{3/4 - \zeta},
\]
\[
\|E_3 - \kappa \epsilon \partial_Y h^0 + \sqrt{\epsilon}(R^{h,1} + R^{h,1}_p) + E_{r_2}\|_{L^2} \leq C(L, \zeta)\epsilon^{3/4 - \zeta}.
\]
(2.83)

From the estimates of the inner ideal MHD flows and boundary layer profiles, it follows that
\[
\epsilon\|u^1_e + u^1_p\|\partial_x(u^1_e + u^1_p)\|L^2 \leq \|u^1_e\|_{L^\infty} + \|u^1_p\|_{L^\infty}) \times (\|\partial_x u^1_e\|_{L^2} + \|\partial_x u^1_p\|_{L^2}) \leq C(L, \zeta)\epsilon^{3/4 - \zeta},
\]
\[
\epsilon\|v^1_p\partial_y(u^1_e + u^1_p)\|L^2 \leq \epsilon\|v^1_p\|_{L^\infty} (\sqrt{\epsilon}\|\partial_Y u^1_e\|_{L^2} + \|\partial_y u^1_p\|_{L^2}) \leq C(L, \zeta)\epsilon^{1 - \zeta},
\]
\[
\epsilon\|(h^1_e + h^1_p)\partial_x(h^1_e + h^1_p)\|L^2 \leq \|h^1_e\|_{L^\infty} + \|h^1_p\|_{L^\infty}) \times (\|\partial_x h^1_e\|_{L^2} + \|\partial_x h^1_p\|_{L^2}) \leq C(L, \zeta)\epsilon^{3/4 - \zeta},
\]
\[
\epsilon\|g^1_p\partial_y(h^1_e + h^1_p)\|L^2 \leq \epsilon\|g^1_p\|_{L^\infty} (\sqrt{\epsilon}\|\partial_Y h^1_e\|_{L^2} + \|\partial_y h^1_p\|_{L^2}) \leq C(L, \zeta)\epsilon^{1 - \zeta},
\]
\[
\epsilon\|\nu\partial^2_x(u^0_p + \sqrt{\epsilon}(u^1_e + u^1_p))\|L^2 \leq \epsilon\|\partial^2_x u^0_p\|_{L^2} + \epsilon^{3/2}(\|\partial^2_x u^1_e\|_{L^2} + \|\partial^2_x u^1_p\|_{L^2}) \leq C(L)\epsilon,
\]
(2.84)

Here $\zeta > 0$ is arbitrarily small constant. Therefore, we deduce that
\[
\|R^1_{app}\|_{L^2} \leq C(L, \zeta)\epsilon^{3/4 - \zeta}.
\]

Similar arguments yield that
\[
\|R^3_{app}\|_{L^2} \leq C(L, \zeta)\epsilon^{3/4 - \zeta}.
\]

We turn to estimate $R^2_{app}$ and $R^4_{app}$. Collecting all error terms together give that
\[
R^2_{app} := R^{0,0} + \sqrt{\epsilon}[(u^0_e + u^0_p + \sqrt{\epsilon}(u^1_e + u^1_p))\partial_x + (v^0_p + v^1_e + \sqrt{\epsilon}v^1_p)\partial_y]u^1_p
\]
\[- \sqrt{\epsilon}[(h^0_e + h^0_p + \sqrt{\epsilon}(h^1_e + h^1_p))\partial_x + (g^0_p + g^1_e + \sqrt{\epsilon}g^1_p)\partial_y]g^1_p
\]
\[+ \sqrt{\epsilon}[(u^1_e + u^1_p)\partial_x + v^1_p\partial_y](v^0_p + v^1_e) - \nu\sqrt{\epsilon}\partial_y v^1_p
\[- \sqrt{\epsilon}[(h^1_e + h^1_p)\partial_x + g^1_p\partial_y](g^0_p + g^1_e) - \kappa \sqrt{\epsilon}\partial_y g^1_p,
\]
(2.85)

\[
R^4_{app} := R^{g,0} + \sqrt{\epsilon}[(u^0_e + u^0_p + \sqrt{\epsilon}(u^1_e + u^1_p))\partial_x + (v^0_p + v^1_e + \sqrt{\epsilon}v^1_p)\partial_y]g^1_p
\]
\[- \sqrt{\epsilon}[(h^0_e + h^0_p + \sqrt{\epsilon}(h^1_e + h^1_p))\partial_x + (g^0_p + g^1_e + \sqrt{\epsilon}g^1_p)\partial_y]v^1_p
\[+ \sqrt{\epsilon}[(u^1_e + u^1_p)\partial_x + v^1_p\partial_y](g^0_p + g^1_e) - \kappa \sqrt{\epsilon}\partial_y g^1_p
\[- \sqrt{\epsilon}[(h^1_e + h^1_p)\partial_x + g^1_p\partial_y](v^0_p + v^1_e)
\[- \kappa \sqrt{\epsilon}\partial^2_x (g^0_p + g^1_e + \sqrt{\epsilon}g^1_p) + E_4.
\]

Recall the estimates of $R^{0,0}, R^{g,0}, E_4$ in (2.62), (2.63), one has
\[
\|(R^{0,0}, R^{g,0}, E_4)\|_{L^2} \leq \epsilon^{1/4}.
\]
And other terms can be estimated as follows:

\[
\sqrt{c} \left\| \left( u^0_e + v^0_p + \sqrt{c} (u^1_e + u^1_p) \right) \frac{\partial}{\partial x} + \left( v^0_p + v^1_e + \sqrt{c} v^1_p \right) \frac{\partial}{\partial y} \right\|_{L^2} \\
\lesssim \sqrt{c} \left\| u^0_e, u^0_p, u^1_e, v^0_p, v^1_e \right\|_{L^\infty} \left\| \nabla v^1_p \right\|_{L^2} \\
\leq C(L, \zeta) \epsilon^{1/4 - \zeta}, \tag{2.86}
\]

\[
\sqrt{c} \left\| \left( h^0_e + h^0_p + \sqrt{c} (h^1_e + h^1_p) \right) \frac{\partial}{\partial x} + \left( g^0_p + g^1_e + \sqrt{c} g^1_p \right) \frac{\partial}{\partial y} \right\|_{L^2} \\
\lesssim \sqrt{c} \left\| h^0_e, h^0_p, h^1_e, g^0_p, g^1_e \right\|_{L^\infty} \left\| \nabla g^1_p \right\|_{L^2} \\
\leq C(L, \zeta) \epsilon^{1/4 - \zeta}, \tag{2.87}
\]

where we have used the facts that

\[
\left\| \partial_x (v^1_p, g^1_p) \right\|_{L^2} \leq C(L, \zeta) \epsilon^{-1/4 - \zeta}
\]

and

\[
\left\| \partial_x (v^1_e, g^1_e) \right\|_{L^2} \lesssim \epsilon^{-1/4}.
\]

It is direct to calculate that

\[
\left\| \nu \sqrt{c} \partial_y x^1_p + \nu c \partial_x x^2_e (v^0_p + v^1_e + \sqrt{c} v^1_p) \right\|_{L^2} \lesssim C(L) \epsilon^{1/4 - \zeta},
\]

where the estimates for \( v^1_p, v^0_p, v^1_e \) are also used. Therefore,

\[
\left\| R^2_{\text{app}} \right\|_{L^2} \leq C(L, \zeta) \epsilon^{1/4 - \zeta}.
\]

Similar arguments imply that

\[
\left\| R^4_{\text{app}} \right\|_{L^2} \leq C(L, \zeta) \epsilon^{1/4 - \zeta}.
\]

The proof is completed. \( \square \)

3. \textbf{Convergence estimates: proof of the main theorem}

After the construction of approximate solutions in Section 2, we will turn to prove the main theorem in this section.
3.1. **Linear stability estimates.** First, we focus on the energy estimates for the linearized problem. To state the linearized problem, we denote
\[
\begin{aligned}
  u_s(x, y) &= u^0_y(x, y) + \sqrt{\epsilon} u^1_y(x, y), \\
v_s(x, y) &= v^0_y(x, y) + v^1_y(x, y), \\
h_s(x, y) &= h^0_y(x, y) + \sqrt{\epsilon} h^1_y(x, y), \\
g_s(x, y) &= g^0_y(x, y) + g^1_y(x, y),
\end{aligned}
\tag{3.1}
\]
then we linearize the scaled viscous MHD equations (1.6) around the approximate solution \((u_s, v_s, h_s, g_s)\) to obtain that
\[
\begin{aligned}
  u_s \partial_x u^\epsilon + u^\epsilon \partial_x u_s + v_s \partial_y u^\epsilon + v^\epsilon \partial_y v_s + \partial_x g^\epsilon - \nu \Delta_x u^\epsilon \\
  - (h_s \partial_x h^\epsilon + h^\epsilon \partial_x h_s + g_s \partial_y h^\epsilon + g^\epsilon \partial_y g_s) &= f_1, \\
u_s \partial_x v^\epsilon + u^\epsilon \partial_x v_s + v_s \partial_y v^\epsilon + v^\epsilon \partial_y v_s + \frac{\partial_y p^\epsilon}{\epsilon} - \nu \Delta_x v^\epsilon \\
  - (h_s \partial_x g^\epsilon + h^\epsilon \partial_x g_s + g_s \partial_y g^\epsilon + g^\epsilon \partial_y g_s) &= f_2, \\
u_s \partial_x h^\epsilon + u^\epsilon \partial_x h_s + v_s \partial_y h^\epsilon + v^\epsilon \partial_y h_s - \kappa \Delta h^\epsilon \\
  - (h_s \partial_x u^\epsilon + h^\epsilon \partial_x u_s + g_s \partial_y u^\epsilon + g^\epsilon \partial_y u_s) &= f_3, \\
u_s \partial_x g^\epsilon + u^\epsilon \partial_x g_s + v_s \partial_y g^\epsilon + v^\epsilon \partial_y g_s - \kappa \Delta g^\epsilon \\
  - (h_s \partial_x v^\epsilon + h^\epsilon \partial_x v_s + g_s \partial_y v^\epsilon + g^\epsilon \partial_y v_s) &= f_4, \\
\end{aligned}
\tag{3.2}
\]
According to the arguments stated in the previous sections, we have
\[
\|g\partial_y(u_s, h_s)\|_{L^\infty} < C\sigma_0
\]
for some suitably small constant \(\sigma_0\) and for some small \(0 < L \ll 1\).

The linear stability of (3.2) can be stated as the following Proposition 3.1.

**Proposition 3.1.** For any given \(f_i \in L^2 (i = 1, 2, 3, 4)\), there exists \(L > 0\) such that the linearized problem (3.2) has a unique solution \((u^\epsilon, v^\epsilon, h^\epsilon, g^\epsilon, p^\epsilon)\) on \([0, L] \times [0, \infty)\), satisfying the following estimate
\[
\|\nabla_x u^\epsilon\|_{L^2} + \|\nabla_x v^\epsilon\|_{L^2} + \|\nabla_x h^\epsilon\|_{L^2} + \|\nabla_x g^\epsilon\|_{L^2} \\
\lesssim \|f_1\|_{L^2} + \|f_2\|_{L^2} + \sqrt{\epsilon}(\|f_3\|_{L^2} + \|f_4\|_{L^2}).
\tag{3.3}
\]

The existence of the solution can be obtained via the standard fixed point arguments and the estimates of classical elliptic system, we refer to [2] for details. Here we only focus on the derivation of uniform prior energy estimates.

**Lemma 3.1.** Let \((u^\epsilon, v^\epsilon, h^\epsilon, g^\epsilon)\) be the solutions to the problem (3.2), and suppose that \(\epsilon \ll L\), then there holds that
\[
\nu \|\nabla_x u^\epsilon\|_{L^2}^2 + \kappa \|\nabla_x h^\epsilon\|_{L^2}^2 + \int_{x=L} u_s(|u^\epsilon|^2 + \epsilon|v^\epsilon|^2 + \epsilon|g^\epsilon|^2) \\
\lesssim L(\|\nabla_x v^\epsilon\|_{L^2}^2 + \|\nabla_x g^\epsilon\|_{L^2}^2) + \|(f_1, f_2, f_3)\|_{L^2}^2 + \epsilon \|(f_4)\|_{L^2}^2.
\tag{3.4}
\]
The proof of this lemma will be left to Appendix [3].
Before giving the following positivity estimates, by the definitions of \(u_s, h_s\), using the facts that \(u^0_s \gg h^0_s\) and \(|u^1_s + u^2_s| \gg |h^0_s + h^0_p|\) uniform in \(y\) and the estimates for \(u^0_p, u^1_p, h^0_p, h^1_p\) and the smallness of \(\epsilon\), we have

\[
\left\| \frac{h_s}{u_s} \right\|_{L^\infty} < < 1
\]

uniform in \(x \in [0, L]\) for \(0 < L < < 1\).

**Lemma 3.2** (Positivity estimates). If \(\left\| \frac{h_s}{u_s} \right\|_{L^\infty} < < 1\) and \(\|y\partial_y(u_s, h_s)\|_{L^\infty} < C\sigma_0\) uniform in \(0 < L < < 1\) for suitably small \(\sigma_0\), then there holds that

\[
\|\nabla v^s\|_{L^2}^2 + \|\nabla g^s\|_{L^2}^2 + \int_{x=0}^L \frac{\epsilon^2 (v|v_x|^2 + \kappa |g_x|^2)}{u_s} + \epsilon \int_{x=L}^L \frac{|v^s|^2}{u_s}
\]

\[
\leq C \left[ (\|f_1, f_3\|_{L^2}^2 + \epsilon) (\|f_2, f_4\|_{L^2}^2 + \|\nabla, h^s\|_{L^2}^2 + \|\nabla, g^s\|_{L^2}^2) + (L + \left\| \frac{h_s}{u_s} \right\|_{L^\infty} + \|y\partial_y(u_s, h_s)\|_{L^\infty}) (\|\nabla v^s\|_{L^2}^2 + \|\nabla g^s\|_{L^2}^2) \right]
\]

for some constant \(C\) which is independent of \(\epsilon\) and \(L\).

The proof of this lemma will be shown in Appendix C.

In order to study the nonlinear problem, the \(L^\infty\) estimates of the solutions to the nonlinear problem are needed.

**Lemma 3.3.** Suppose that \(u^s, v^s, h^s, g^s, p^s\) are the solutions to the system

\[
\begin{align*}
- \nu \Delta u^s + \partial_x p^s &= F_1, \\
- \nu \Delta v^s + \frac{\partial_y p^s}{\epsilon} &= F_2, \\
- \kappa \Delta h^s &= F_3, \\
- \kappa \Delta g^s &= F_4, \\
\partial_x u^s + \partial_y v^s &= 0, \\
\partial_y u^s + \nu \partial_x v^s &= \partial_x h^s + \partial_y g^s = 0,
\end{align*}
\]

with the following boundary conditions

\[
\begin{align*}
(u^s, v^s, h^s, g^s)|_{y=0} &= (0, 0, 0, 0), \\
(u^s, v^s, h^s, g^s)|_{x=0} &= (0, 0, 0, 0), \\
p^s - 2\nu\epsilon \partial_x u^s &= 0, \quad \partial_y u^s + \nu \partial_x v^s = \partial_x h^s = \partial_y g^s = 0 \quad \text{on} \quad \{x = L\}.
\end{align*}
\]

Then it holds that

\[
\epsilon^{\frac{5}{4}} (\|u^s\|_{L^\infty} + \|h^s\|_{L^\infty}) + \epsilon^{\frac{5}{4} + \frac{1}{2}} (\|v^s\|_{L^\infty} + \|g^s\|_{L^\infty})
\]

\[
\leq C \gamma L \left[ \|\nabla v^s\|_{L^2}^2 + \|\nabla h^s\|_{L^2}^2 + \|\nabla v^s\|_{L^2}^2 + \|\nabla g^s\|_{L^2}^2 + (\|F_1\|_{L^2} + \|F_3\|_{L^2}) + \sqrt{\epsilon} (\|F_2\|_{L^2} + \|F_4\|_{L^2}) \right].
\]

**Proof.** Note that each of \(u^s, v^s\) satisfies a Stokes equation, then the estimates for the \(u^s, v^s\) can be obtained by modifying the proof in [9]. For the estimates of \(h^s, g^s\), they obey the Possion equations, therefore the desired estimates can be obtained by the standard arguments for the elliptic system [6]. \(\square\)
3.2. Proof of the Theorem 1.1. With the above preparation, it is ready to prove the Theorem 1.1.

**Proof of the Theorem 1.1** Consider the nonlinear scaled viscous MHD system (1.6), and suppose the solutions to the viscous MHD can be decomposed as
\[
(U^*, V^*, H^*, G^*, P^*) = (u_{app}, v_{app}, h_{app}, g_{app}, p_{app})(x, y) + \varepsilon^{\frac{1}{2}+\gamma}(u^*, v^*, h^*, g^*, p^*)(x, y),
\]
where the approximate solutions are constructed as in the previous section. Recall that
\[
\begin{align*}
    u_s(x, y) &= u^0_s(\sqrt{\varepsilon}y) + u^1_p(x, y) + \sqrt{\varepsilon}u^1_e(x, \sqrt{\varepsilon}y), \\
    v_s(x, y) &= v^0_p(x, y) + v^1_p(x, \sqrt{\varepsilon}y), \\
    h_s(x, y) &= h^0_p(\sqrt{\varepsilon}y) + h^1_p(x, y) + \sqrt{\varepsilon}h^1_e(x, \sqrt{\varepsilon}y), \\
    g_s(x, y) &= g^0_p(x, y) + g^1_p(x, \sqrt{\varepsilon}y),
\end{align*}
\]
then the remainder terms of \((u^*, v^*, h^*, g^*, p^*)\) satisfy
\[
\begin{aligned}
    u_s\partial_x u^* + u^* \partial_x u_s + v_s \partial_y u^* + v^* \partial_y u_s + \partial_x p^* - \nu \Delta_x u^* \\
    - (h_s \partial_x h^* + h^* \partial_x h_s + g_s \partial_y h^* + g^* \partial_y h_s) = R_1(u^*, v^*, h^*, g^*), \\
    u_s\partial_x v^* + u^* \partial_x v_s + v_s \partial_y v^* + v^* \partial_y v_s + \frac{\partial_p p^*}{\varepsilon} - \nu \Delta_x v^* \\
    - (h_s \partial_x g^* + h^* \partial_x g_s + g_s \partial_y g^* + g^* \partial_y g_s) = R_2(u^*, v^*, h^*, g^*), \\
    u_s\partial_x h^* + u^* \partial_x h_s + v_s \partial_y h^* + v^* \partial_y h_s - \kappa \Delta_x h^* \\
    - (h_s \partial_x g^* + h^* \partial_x g_s + g_s \partial_y g^* + g^* \partial_y g_s) = R_3(u^*, v^*, h^*, g^*), \\
    u_s\partial_x g^* + u^* \partial_x g_s + v_s \partial_y g^* + v^* \partial_y g_s - \kappa \Delta_x g^* \\
    - (h_s \partial_x v^* + h^* \partial_x v_s + g_s \partial_y v^* + g^* \partial_y v_s) = R_4(u^*, v^*, h^*, g^*), \\
    \partial_x u^* + \partial_y v^* = \partial_x h^* + \partial_y g^* = 0,
\end{aligned}
\]
in which the source terms \(R_i\) (\(i = 1, 2, 3, 4\)) are given by
\[
\begin{aligned}
    R_1 &= = \varepsilon^{\frac{1}{2}+\gamma} R^1_{app} - \sqrt{\varepsilon}[(u^1_p + \varepsilon^\gamma u^1_s)\partial_x u^* + u^* \partial_x u^1_p + (v^1_p + \varepsilon^\gamma v^1_s)\partial_y u^* \\
    + v^* \partial_y u^1_p - (h^1_p + \varepsilon^\gamma h^1_s)\partial_x h^* - h^* \partial_x h^1_p - (g^1_p + \varepsilon^\gamma g^1_s)\partial_y h^* - g^* \partial_y h^1_p], \\
    R_2 &= = \varepsilon^{\frac{1}{2}+\gamma} R^2_{app} - \sqrt{\varepsilon}[(u^1_p + \varepsilon^\gamma u^1_s)\partial_x v^* + u^* \partial_x v^1_p + (v^1_p + \varepsilon^\gamma v^1_s)\partial_y v^* \\
    + v^* \partial_y v^1_p - (h^1_p + \varepsilon^\gamma h^1_s)\partial_x g^* - h^* \partial_x g^1_p - (g^1_p + \varepsilon^\gamma g^1_s)\partial_y g^* - g^* \partial_y g^1_p], \\
    R_3 &= = \varepsilon^{\frac{1}{2}+\gamma} R^3_{app} - \sqrt{\varepsilon}[(u^1_p + \varepsilon^\gamma u^1_s)\partial_x h^* + u^* \partial_x h^1_p + (v^1_p + \varepsilon^\gamma v^1_s)\partial_y h^* \\
    + v^* \partial_y h^1_p - (h^1_p + \varepsilon^\gamma h^1_s)\partial_x g^* - h^* \partial_x g^1_p - (g^1_p + \varepsilon^\gamma g^1_s)\partial_y g^* - g^* \partial_y g^1_p], \\
    R_4 &= = \varepsilon^{\frac{1}{2}+\gamma} R^4_{app} - \sqrt{\varepsilon}[(u^1_p + \varepsilon^\gamma u^1_s)\partial_x g^* + u^* \partial_x g^1_p + (v^1_p + \varepsilon^\gamma v^1_s)\partial_y g^* \\
    + v^* \partial_y g^1_p - (h^1_p + \varepsilon^\gamma h^1_s)\partial_x v^* - h^* \partial_x v^1_p - (g^1_p + \varepsilon^\gamma g^1_s)\partial_y v^* - g^* \partial_y v^1_p],
\end{aligned}
\]
here \(R^i_{app}\) (\(i = 1, 2, 3, 4\)) are the error terms caused by approximation solutions, which are estimated in Proposition 2.3.
To perform the standard contraction mapping argument, we define the function space $\mathcal{S}$ with the norm
\begin{equation}
\|(u', v', h', g')\|_{\mathcal{S}} := \|\nabla_x u'\|_{L^2} + \|\nabla_x v'\|_{L^2} + \|\nabla_x h'\|_{L^2} + \|\nabla_x g'\|_{L^2} + \varepsilon^2 \|u'\|_{L^\infty} + \varepsilon^2 \|v'\|_{L^\infty} + \varepsilon^2 \|h'\|_{L^\infty} + \varepsilon^2 \|g'\|_{L^\infty}.
\end{equation}
(3.13)

For each $((\overline{w}, \overline{v}, \overline{h}, \overline{g})) \in \mathcal{S}$, we will solve the following linear problem for $(u', v', h', g')$:
\begin{equation}
\begin{cases}
u \frac{\partial_x u'}{2} + u' \frac{\partial_x u_s}{} + v_r \frac{\partial_y u'}{} + v' \frac{\partial_y u_s}{} + \partial_y p' - \nu \Delta_x u' \\
- (h_s \frac{\partial_x h'}{2} + h' \frac{\partial_x h_s}{} + g_s \frac{\partial_y h'}{} + g' \frac{\partial_y h_s}{} = R_1(\overline{w}, \overline{v}, \overline{h}, \overline{g}),
\end{cases}
\end{equation}
(3.14)

Applying the Proposition 3.1 to the linear system (3.14), one gets that
\begin{equation}
\|\nabla_x u'\|_{L^2} + \|\nabla_x v'\|_{L^2} + \|\nabla_x h'\|_{L^2} + \|\nabla_x g'\|_{L^2} \\
\leq \|R_1(\overline{w}, \overline{v}, \overline{h}, \overline{g})\|_{L^2} + \|R_2(\overline{w}, \overline{v}, \overline{h}, \overline{g})\|_{L^2} + \|R_3(\overline{w}, \overline{v}, \overline{h}, \overline{g})\|_{L^2} + \|R_4(\overline{w}, \overline{v}, \overline{h}, \overline{g})\|_{L^2}.
\end{equation}
(3.15)

It remains to estimate every remainder $R_i$ ($i = 1, 2, 3, 4$).

First, from the Proposition 2.3, it is direct to derive that
\begin{equation}
\varepsilon^{\gamma - \frac{1}{4}} \left[ \|R_{app}^1\|_{L^2} + \|R_{app}^3\|_{L^2} + \sqrt{\varepsilon} (\|R_{app}^1\|_{L^2} + \|R_{app}^3\|_{L^2}) \right] \leq C(L) \varepsilon^{\gamma - \xi + \frac{1}{4}},
\end{equation}
where $\xi > 0$ is an arbitrary small constant. In what follows, we take any $\gamma < \frac{1}{4}$ and $\xi$ such that $\gamma + \xi < \frac{1}{4}$.

For $R_1$, we have
\begin{equation}
\varepsilon^{\frac{1}{4} - \frac{1}{2}} (u'_p + \varepsilon^2 \overline{w}) \frac{\partial_x \overline{w}}{} \leq \varepsilon^{\frac{1}{4} - \frac{1}{2}} (u'_p \|_{L^\infty} + \varepsilon^2 \|\overline{w}\|_{L^\infty}) \|\partial_x \overline{w}\|_{L^2} \leq \varepsilon^{\frac{1}{4} - \frac{1}{2} - \delta} C(u'_p) + \varepsilon^2 \|\overline{w}\|_{\mathcal{S}}^2
\end{equation}
and
\begin{equation}
\varepsilon^{\frac{1}{4} - \frac{1}{2}} (v'_p + \varepsilon^2 \overline{v}) \frac{\partial_y \overline{w}}{} \leq \varepsilon^{\frac{1}{4} - \frac{1}{2} - \delta} C(v'_p) + \varepsilon^2 \|\overline{v}\|_{\mathcal{S}}^2.
\end{equation}
Similarly,
\[ ||(h^1_p + \epsilon^\gamma \overline{h}) \partial_x \overline{h}||_{L^2} \]
\[ \leq \sqrt{\epsilon} (||h^1_p||_{L^\infty} + \epsilon^\gamma ||\overline{h}||_{L^\infty}) ||\partial_x \overline{h}||_{L^2} \]
\[ \leq \left( \epsilon^{-\frac{1}{2}} C(h^1_p) + \epsilon^\frac{1}{2} ||(\overline{\psi}, \overline{\sigma}, \overline{\mu}, \overline{\gamma})||_S \right) ||(\overline{\psi}, \overline{\sigma}, \overline{\mu}, \overline{\gamma})||_S \]
and
\[ \sqrt{\epsilon} ||(g^1_p + \epsilon^\gamma \overline{g}) \partial_y \overline{g}||_{L^2} \]
\[ \leq \sqrt{\epsilon} (||g^1_p||_{L^\infty} + \epsilon^\gamma ||\overline{g}||_{L^\infty}) ||\partial_y \overline{g}||_{L^2} \]
\[ \leq \left( \epsilon^{-\frac{1}{2}} C(g^1_p) + \epsilon^\frac{1}{2} ||(\overline{\psi}, \overline{\sigma}, \overline{\mu}, \overline{\gamma})||_S \right) ||(\overline{\psi}, \overline{\sigma}, \overline{\mu}, \overline{\gamma})||_S. \]

Also, notice that \( ||(\overline{\psi}, \overline{\sigma}, \overline{\mu}, \overline{\gamma})||_{L^2(0, \infty)} \) and the weighted \( H^1 \) bounds on \( u^1_p \) and \( h^1_p \) in \( (2.74)-(2.76) \), we deduce that
\[ \sqrt{\epsilon} \sup_x (||y^n \partial_x u^1_p||_{L^2(0, \infty)} + ||y^n \partial_y u^1_p||_{L^2(0, \infty)}) ||\partial_y (\overline{\psi}, \overline{\sigma})||_{L^2} \]
\[ \leq C(u^1_p) \epsilon^{-\frac{1}{2}} ||(\overline{\psi}, \overline{\sigma}, \overline{\mu}, \overline{\gamma})||_S \]
and
\[ \sqrt{\epsilon} \sup_x (||y^n \partial_x h^1_p||_{L^2(0, \infty)} + ||y^n \partial_y h^1_p||_{L^2(0, \infty)}) ||\partial_y (\overline{\mu}, \overline{\gamma})||_{L^2} \]
\[ \leq C(h^1_p) \epsilon^{-\frac{1}{2}} ||(\overline{\mu}, \overline{\gamma}, \overline{\psi}, \overline{\sigma})||_S. \]

For \( R_2 \), we get that
\[ \sqrt{\epsilon} ||(v^1_p + \epsilon^\gamma \overline{v}) \partial_y \overline{v}||_{L^2} \]
\[ \leq \sqrt{\epsilon} (||v^1_p||_{L^\infty} + \epsilon^\gamma ||\overline{v}||_{L^\infty}) ||\partial_y \overline{v}||_{L^2} \]
\[ \leq \left( \epsilon^{-\frac{1}{2}} C(v^1_p) + \epsilon^\frac{1}{2} ||(\overline{\psi}, \overline{\sigma}, \overline{\mu}, \overline{\gamma})||_S \right) ||(\overline{\psi}, \overline{\sigma}, \overline{\mu}, \overline{\gamma})||_S, \]
and
\[ \sqrt{\epsilon} ||(g^1_p + \epsilon^\gamma \overline{g}) \partial_y \overline{g}||_{L^2} \]
\[ \leq \sqrt{\epsilon} (||g^1_p||_{L^\infty} + \epsilon^\gamma ||\overline{g}||_{L^\infty}) ||\partial_y \overline{g}||_{L^2} \]
\[ \leq \left( \epsilon^{-\frac{1}{2}} C(g^1_p) + \epsilon^\frac{1}{2} ||(\overline{\psi}, \overline{\sigma}, \overline{\mu}, \overline{\gamma})||_S \right) ||(\overline{\psi}, \overline{\sigma}, \overline{\mu}, \overline{\gamma})||_S. \]
For the other terms in $R_2$, we have
\[
\sqrt{c} \| (\mathbf{\nabla} \cdot \mathbf{v})_p \|_{L^2} + \| \mathbf{\nabla} \cdot g_p \|_{L^2} \\
\leq \sqrt{c} \left( \| (\mathbf{\nabla} \cdot \mathbf{v})_p \|_{L^2} + \sup_x \| (\mathbf{\nabla} \cdot v)^n \|_{L^2(0,\infty)} \| \mathbf{\nabla} \mathbf{\nabla} \|_{L^2} \right) \\
\leq C(v_p) \epsilon^{\frac{1}{4} - \frac{2}{3} - \zeta} \| (\mathbf{\nabla} \cdot \mathbf{\nabla}, \mathbf{\mathbf{\nabla}}_p, \mathbf{\mathbf{\nabla}}_f) \|_s
\]
and
\[
\sqrt{c} \| h_p \mathbf{\nabla} \cdot g_p + \mathbf{\nabla} \cdot g_p \|_{L^2} \\
\leq \sqrt{c} \left( \| h_p \mathbf{\nabla} \cdot g_p \|_{L^2} + \sup_x \| (\mathbf{\nabla} \cdot v)^n \|_{L^2(0,\infty)} \| \mathbf{\nabla} \mathbf{\nabla} \|_{L^2} \right) \\
\leq C(v_p) \epsilon^{\frac{1}{4} - \frac{2}{3} - \zeta} \| (\mathbf{\nabla} \cdot \mathbf{\nabla}, \mathbf{\mathbf{\nabla}}_p, \mathbf{\mathbf{\nabla}}_f) \|_s.
\]
Therefore, we conclude that
\[
\| R_1(\mathbf{\nabla} \cdot \mathbf{\nabla}, \mathbf{\mathbf{\nabla}}_p, \mathbf{\mathbf{\nabla}}_f) \|_{L^2} + \sqrt{c} \| R_2(\mathbf{\nabla} \cdot \mathbf{\nabla}, \mathbf{\mathbf{\nabla}}_p, \mathbf{\mathbf{\nabla}}_f) \|_{L^2} \\
\leq C(u_s, v_s, h_s, g_s) \epsilon^{\gamma - \zeta + \frac{1}{4}} \\
+ C(u_p, v_p, h_p, g_p) \epsilon^{\frac{1}{2} + \frac{1}{2}} \left( \| (\mathbf{\nabla} \cdot \mathbf{\nabla}, \mathbf{\mathbf{\nabla}}_p, \mathbf{\mathbf{\nabla}}_f) \|_s + \| (\mathbf{\nabla} \cdot \mathbf{\nabla}, \mathbf{\mathbf{\nabla}}_p, \mathbf{\mathbf{\nabla}}_f) \|_s \right).
\]
(3.16)

Similar arguments yield that
\[
\| R_3(\mathbf{\nabla} \cdot \mathbf{\nabla}, \mathbf{\mathbf{\nabla}}_p, \mathbf{\mathbf{\nabla}}_f) \|_{L^2} + \sqrt{c} \| R_4(\mathbf{\nabla} \cdot \mathbf{\nabla}, \mathbf{\mathbf{\nabla}}_p, \mathbf{\mathbf{\nabla}}_f) \|_{L^2} \\
\leq C(u_s, v_s, h_s, g_s) \epsilon^{\gamma - \zeta + \frac{1}{4}} \\
+ C(u_p, v_p, h_p, g_p) \epsilon^{\frac{1}{2} + \frac{1}{2}} \left( \| (\mathbf{\nabla} \cdot \mathbf{\nabla}, \mathbf{\mathbf{\nabla}}_p, \mathbf{\mathbf{\nabla}}_f) \|_s + \| (\mathbf{\nabla} \cdot \mathbf{\nabla}, \mathbf{\mathbf{\nabla}}_p, \mathbf{\mathbf{\nabla}}_f) \|_s \right).
\]
(3.17)

It remains to estimate the $L^\infty$ norm. By the Lemma 3.3 we take
\[
\begin{cases}
F_1 := - (u_s \mathbf{\nabla} \cdot u^e + u^e \mathbf{\nabla} \cdot u_s + \mathbf{\nabla} \cdot g_p u^e + v^e \mathbf{\nabla} \cdot u_s) \\
+ (h_s \mathbf{\nabla} \cdot h^e + h^e \mathbf{\nabla} \cdot h_s + g_s \mathbf{\nabla} \cdot g^e + g^e \mathbf{\nabla} \cdot h_s) + R_1, \\
F_2 := - (u_s \mathbf{\nabla} \cdot u^e + u^e \mathbf{\nabla} \cdot u_s + v^e \mathbf{\nabla} \cdot g_p + v^e \mathbf{\nabla} \cdot u_s) \\
+ (h_s \mathbf{\nabla} \cdot h^e + h^e \mathbf{\nabla} \cdot h_s + g_s \mathbf{\nabla} \cdot g^e + g^e \mathbf{\nabla} \cdot g_s) + R_2, \\
F_3 := - (u_s \mathbf{\nabla} \cdot g^e + v^e \mathbf{\nabla} \cdot h_s + v^e \mathbf{\nabla} \cdot g^e + v^e \mathbf{\nabla} \cdot h_s) \\
+ (h_s \mathbf{\nabla} \cdot u^e + h^e \mathbf{\nabla} \cdot u_s + g_s \mathbf{\nabla} \cdot u^e + g^e \mathbf{\nabla} \cdot u_s) + R_3, \\
F_4 := - (u_s \mathbf{\nabla} \cdot g^e + v^e \mathbf{\nabla} \cdot h_s + g^e \mathbf{\nabla} \cdot g^e + v^e \mathbf{\nabla} \cdot g_s) \\
+ (h_s \mathbf{\nabla} \cdot u^e + h^e \mathbf{\nabla} \cdot u_s + g_s \mathbf{\nabla} \cdot u^e + g^e \mathbf{\nabla} \cdot u_s) + R_4,
\end{cases}
\]

then we have
\[
\epsilon^{\frac{1}{2}} \left( \| u^e \|_{L^\infty} + \| h^e \|_{L^\infty} \right) + \epsilon^{\frac{1}{2} + \frac{1}{2}} \left( \| v^e \|_{L^\infty} + \| g^e \|_{L^\infty} \right) \\
\lesssim \epsilon^{\frac{1}{2}} \left( \| \nabla u^e \|_{L^2} + \| \nabla v^e \|_{L^2} + \| \nabla h^e \|_{L^2} + \| \nabla g^e \|_{L^2} \right) \\
+ \epsilon^{\frac{1}{2} + \frac{1}{2}} \left( \| F_1 \|_{L^2} + \| F_3 \|_{L^2} \right) + \epsilon^{\frac{1}{2} + \frac{1}{2}} \left( \| F_2 \|_{L^2} + \| F_4 \|_{L^2} \right).
\]
(3.18)

Note that the estimates for $\nabla u^e, v^e, h^e, g^e$ and $R_i$ ($i = 1, 2, 3, 4$) have been done, and it remains to estimate the other terms involving $u_s, v_s, h_s, g_s$ in $F_i$ ($i = 1, 2, 3, 4$).
For these terms, we have
\[
\epsilon^2 \| u_s \partial_x u^s + v_s \partial_y u^s \|_{L^2} \leq \epsilon^2 \zeta C(L, u_s, v_s)(\| \partial_x u^s \|_{L^2} + \| \partial_y u^s \|_{L^2}) \\
\leq \epsilon^2 \zeta C(L, u_s, v_s)(u^s, v^s, h^s, g^s)\|S, \\
\epsilon^2 \| u^s \partial_x u_s + v^s \partial_y u_s \|_{L^2} \leq \epsilon^2 \left(\| \partial_y u^s \|_{L^2} \sup_x \sqrt{g} \partial_x u_s \|_{L^2(0, \infty)} \right) \\
\left(\| \partial_y u^s \|_{L^2} \sup_x \sqrt{g} \partial_y u_s \|_{L^2(0, \infty)} \right) \leq C \epsilon^2 \zeta (u^s, v^s, h^s, g^s)\|S, \\
\epsilon^2 \| h_s \partial_x h^s + g_s \partial_y h^s \|_{L^2} \leq \epsilon^2 \zeta C(L, h_s, g_s)\|\partial_x h^s \|_{L^2} + \| \partial_y h^s \|_{L^2}) \\
\leq \epsilon^2 \zeta C(L, h_s, g_s)(u^s, v^s, h^s, g^s)\|S,
\]

and
\[
\epsilon^2 \| h^s \partial_x h_s + g^s \partial_y h_s \|_{L^2} \leq \epsilon^2 \left(\| \partial_y h^s \|_{L^2} \sup_x \sqrt{g} \partial_x h_s \|_{L^2(0, \infty)} \right) \\
\left(\| \partial_y h^s \|_{L^2} \sup_x \sqrt{g} \partial_y h_s \|_{L^2(0, \infty)} \right) \leq C \epsilon^2 \zeta (u^s, v^s, h^s, g^s)\|S.
\]

Similarly, one has
\[
\epsilon^{\frac{1}{2}} \| u_s \partial_x v^s + v_s \partial_y v^s \|_{L^2} \leq \epsilon^{\frac{1}{2}} \zeta C(L, u_s, v_s)(\| \partial_x v^s \|_{L^2} + \| \partial_y v^s \|_{L^2}) \\
\leq \epsilon^{\frac{1}{2}} C(L, u_s, v_s)(u^s, v^s, h^s, g^s)\|S, \\
\epsilon^{\frac{1}{2}} \left(\| \partial_x v^s \|_{L^2} \sup_x \sqrt{g} \partial_x v_s \|_{L^2(0, \infty)} \right) \leq C \epsilon^{\frac{1}{2}} \zeta (u^s, v^s, h^s, g^s)\|S, \\
\epsilon^{\frac{1}{2}} \| h_s \partial_x g^s + g_s \partial_y g^s \|_{L^2} \leq \epsilon^{\frac{1}{2}} \zeta C(L, g_s, h_s)(\| \partial_x g^s \|_{L^2} + \| \partial_y g^s \|_{L^2}) \\
\leq \epsilon^{\frac{1}{2}} \zeta C(L, h_s, g_s)(u^s, v^s, h^s, g^s)\|S,
\]

and
\[
\epsilon^{\frac{1}{2}} \left(\| \partial_x g^s \|_{L^2} \sup_x \sqrt{g} \partial_x g_s \|_{L^2(0, \infty)} \right) \leq C \epsilon^{\frac{1}{2}} \zeta (u^s, v^s, h^s, g^s)\|S.
\]

Moreover, similar arguments can be applied to estimate the terms in \( F_3, F_4 \). Consequently, we conclude that
\[
\epsilon^2 \left(\| u^s \|_{L^\infty} + \| h^s \|_{L^\infty} \right) + \epsilon^{\frac{1}{2}} \left(\| v^s \|_{L^\infty} + \| g^s \|_{L^\infty} \right) \\
\leq C(u_s, v_s, h_s, g_s)\epsilon^{-\frac{1}{2}} + \epsilon^{\frac{1}{2}} (u^s, v^s, h^s, g^s)\|S + (u^s, v^s, h^s, g^s)\|S^2 \tag{3.19},
\]
Taking $\gamma + \zeta \leq \frac{1}{4}$ and $\zeta < \frac{1}{4}$, we have
\[
\| (u^*, v^*, h^*, g^*) \|_S \lesssim 1 + e^{\frac{1}{2}^{\frac{1}{2}}} \|(u^*, v^*, h^*, g^*)\|_S + e^{\frac{1}{2}} \|(u^*, v^*, h^*, g^*)\|_S^2.
\] (3.20)
This estimate shows that the operator $(\pi, \sigma, \eta, \gamma) \mapsto (u^*, v^*, h^*, g^*)$ via solving the problem (3.14) maps the closed ball $B = \{(u^*, v^*, h^*, g^*)\} \leq 4C(u_0, v_0, h_0, g_0) =: K$ in $S$ into itself for small enough $\epsilon$. Furthermore, we have
\[
\|(u_1^* - u_2^*, v_1^* - v_2^*, h_1^* - h_2^*, g_1^* - g_2^*)\|_S 
\leq 2KC(L, u_0, v_0, h_0, g_0) e^{\frac{1}{2}^{\frac{1}{2}}} \|(u_1 - u_2, v_1 - v_2, h_1 - h_2, g_1 - g_2)\|_S.
\] (3.21)
Then the existence of the solutions to (3.14) follows via the standard contraction mapping theorem for small enough $\epsilon$. This completes the proof. \(\square\)

**Appendix A. Well-posedness of Solutions to the MHD Boundary Layer System (2.9)**

To prove the Proposition 2.1, we shall focus on *a priori estimates* of solutions to the system of equations (2.9) in Sobolev spaces. Below, we derive the weighted estimates for $D^au$ and $D^ah$, $|a| \leq m$.

**Proposition A.1.** Let $m \geq 5$ be an integer and $l \in \mathbb{R}$ with $l \geq 0$, and suppose that $(u^0, h^0)$ satisfy the hypotheses in Proposition 2.1. Assume that

\[
u_c + u_0^0(0, y) > h_c + h_0^0(0, y) \geq \varrho_0 > 0
\] (A.1)

uniform in $y$ for some $\varrho_0 > 0$, also if

\[
|\langle y \rangle^{l+1} \partial_y^i(u + u_0^0, h + h_0^0)(0, y)| \leq \frac{1}{2} \sigma_0,
\] (A.2)

uniform in $y$, here $\sigma_0 > 0$ is a suitably small constant. Then there exists a small $L > 0$, such that the problem (2.9) admits a classical solution $(u, v, h, g)$ in $[0, L] \times [0, +\infty)$, which satisfies

\[
(u, h) \in L^\infty(0, L; H^m_0(0, \infty)), \quad \partial_y(u, h) \in L^2(0, L; H^m(0, \infty)),
\]

and the following estimates hold for small $L > 0$,

(i) $\sup_{x \in [0, L]} \|(u, h)\|_{H^m}$

\[
\leq C\sigma_0^{-4} \left( P(C(u_c, u_0, h_c) + \|(u_0, h_0)\|_{H^m}) + Cx \right)^{1/2} \quad (A.3)
\]

\[
\cdot \left\{ 1 - C\sigma_0^{-24} \left( P(C(u_c, u_0, h_c) + \|(u_0, h_0)\|_{H^m}) + Cx \right)^2 x \right\}^{-1/4},
\]

(ii) $\|\langle y \rangle^{l+1} \partial^i_y (u, h)\|_{L^\infty} \leq \|\langle y \rangle^{l+1} \partial^i_y (u_0, h_0)\|_{L^\infty}$

\[
+ Cx\sigma_0^{-4} \left( P(C(u_c, u_0, h_c) + \|(u_0, h_0)\|_{H^m}) + Cx \right)^{1/2} \quad (A.4)
\]

\[
\cdot \left\{ 1 - C\sigma_0^{-24} \left( P(C(u_c, u_0, h_c) + \|(u_0, h_0)\|_{H^m}) + Cx \right)^2 x \right\}^{-1/4}, \quad i = 1, 2,
\]

(iii) $h(x, y) \geq h_0 - Cx\sigma_0^{-4} \left( P(C(u_c, u_0, h_c) + \|(u_0, h_0)\|_{H^m}) + Cx \right)^{1/2}$

\[
\cdot \left\{ 1 - C\sigma_0^{-24} \left( P(C(u_c, u_0, h_c) + \|(u_0, h_0)\|_{H^m}) + Cx \right)^2 x \right\}^{-1/4},
\] (A.5)
and

\[(iv) \quad u - h \geq (u_0 - h_0)\]

\[- C \varphi_0^{-4} \left( P(C(u, u_h, h) + \| (u_0, h_0) \| H^m) + C x \right)^{1/2}

\cdot \left\{ 1 - C \varphi_0^{-24} \left( P(C(u, u_h, h) + \| (u_0, h_0) \| H^m) + C x \right)^2 x \right\}^{-1/4}.

Moreover, for \((x, y) \in [0, L] \times [0, \infty),\) it holds that

\[v) \quad h(x, y) + h_c \phi(y) \geq \frac{\varphi_0}{2} > 0,\]

\[u(x, y) + u_c \phi(y) + u_b(1 - \phi(y)) > h(x, y) + h_c \phi(y),\]

\[\| (y)^{\alpha+1} \partial_y (u, h) \|_{L^\infty} \leq \sigma_0,\]

\[\| (y)^{\alpha+1} \partial_y^2 (u, h) \|_{L^\infty} \leq \varphi_0^{-1}.

In what follows, we will establish the \textit{a priori estimates} in Proposition \(\text{A.1}\) by two steps. It is noted that all of the energy estimates will be derived based on the \textit{a priori assumptions} \(\text{A.7}\). And the \textit{a priori assumptions} \(\text{A.7}\) can be verified by the energy estimates established and the fact that \(L\) is suitably small.

\textbf{Step 1: Estimates for} \(D^\alpha(u, h), |\alpha| \leq m, D^\beta = \partial^2_y \partial^k_y, \beta \leq m - 1.\)

\textbf{Lemma A.1} (Weighted estimates for \(D^\alpha(u, h)\) with \(|\alpha| \leq m, \beta \leq m - 1\). Let \(m \geq 5\) be an integer and \(l \in \mathbb{R}\) with \(l \geq 0,\) and suppose that \((u_0^l, h_0^l)\) satisfy the hypotheses in Proposition \(\text{A.7}\). Assume that \((u, v, h, g)\) is a classical solution to the problem \(\text{A.7}\) in \([0, L]\) and satisfies

\[\left(u, h\right) \in L^\infty(0, L; H^m, (0, \infty)), \quad \partial_y (u,h) \in L^2(0, L; H^m, (0, \infty)).\]

Then, there exists a constant \(C > 0,\) depending on \(m, l, \phi,\) such that for any small \(0 < \delta_1 < 1,\) it holds that

\[
\sum_{\alpha \in \{\alpha = (\beta, k); |\alpha| \leq m, \beta \leq m - 1\}} \left( \int_0^x \| \partial_y D^\alpha u \|_{L^2_h}^2 + \kappa \int_0^x \| \partial_y D^\alpha h \|_{L^2_h}^2 \right)
\leq C \delta_1 \int_0^x \| \partial_y (u, h) \|_{H^m}^2 + C \delta_1^{-1} \int_0^x E_{u,h}^2 (1 + E_{u,h}^2) + \int_0^x C(u_b, u_c, h_c) + s(0),
\]

where

\[s(x) = \| (u + u_c \phi(y) + u_b(1 - \phi(y)))^{\frac{1}{2}} (y)^{\alpha+k} D^\alpha (u, h) \|_{L^2_h}^2 \]

and

\[E_{u,h}^2 = \sum_{|\alpha| \leq m} \| (u + u_c \phi(y) + u_b(1 - \phi(y)))^{\frac{1}{2}} (y)^{\alpha+k} D^\alpha (u, h) \|_{L^2_h}^2.\]
Proof: Applying the operator $D^\alpha$, $\alpha = (\beta, k)$ with $\beta \leq m - 1$ on the equations in \eqref{A.9}, then we have

$$
\begin{align*}
&\left\{ 
\begin{array}{l}
[(u + u_e \phi(y) + u_b(1 - \phi(y)))\partial_x + v\partial_y]D^\alpha u - [(h + h_e \phi(y))\partial_x + g\partial_y]D^\alpha h \\
- \nu \partial^2_y D^\alpha u = -[D^\alpha, (u + u_e \phi(y) + u_b(1 - \phi(y)))\partial_x + v\partial_y]u + D^\alpha (h_e \phi'(y)) \\
+ [D^\alpha, (h + h_e \phi(y))\partial_x + g\partial_y]h - D^\alpha (v(u_e - u_b)\phi'(y)) + D^\alpha r_1, \\
[(u + u_e \phi(y) + u_b(1 - \phi(y)))\partial_x + v\partial_y]D^\alpha h - [(h + h_e \phi(y))\partial_x + g\partial_y]D^\alpha u \\
- \kappa \partial^2_y D^\alpha h = -[D^\alpha, (u + u_e \phi(y) + u_b(1 - \phi(y)))\partial_x + v\partial_y]h \\
+ D^\alpha (g(u_e - u_b)\phi'(y)) + [D^\alpha, (h + h_e \phi(y))\partial_x + g\partial_y]u \\
- D^\alpha (v h_e \phi'(y)) + D^\alpha r_2.
\end{array}
\right.
\end{align*}
$$

(A.9)

Multiplying the first and second equations in \eqref{A.9} by $\langle y \rangle^{2(l+k)} D^\alpha u$, $\langle y \rangle^{2(l+k)} D^\alpha h$, respectively, integrating them over $[0, \infty)$ with respect to the variable $y$, and adding them together, we obtain that

$$
\begin{align*}
\frac{1}{2} \frac{d}{dx} &\|u + u_e \phi(y) + u_b(1 - \phi(y))\|_{L^2_y}^2 + \frac{\nu}{2} \int_0^\infty \partial^2_y D^\alpha u \cdot \langle y \rangle^{2(l+k)} D^\alpha h dy + \kappa \int_0^\infty \partial^2_y D^\alpha h \cdot \langle y \rangle^{2(l+k)} D^\alpha h dy \\
&\quad + \int_0^\infty \langle y \rangle^{2(l+k) - 2} \nu \left( |D^\alpha u|^2 + |D^\alpha h|^2 \right) dy \\
&\quad - \int_0^\infty \left( I_1 \cdot \langle y \rangle^{2(l+k)} D^\alpha u + I_2 \cdot \langle y \rangle^{2(l+k)} D^\alpha h \right) dy,
\end{align*}
$$

where

$$
\begin{align*}
I_1 &= [D^\alpha, (u + u_e \phi(y) + u_b(1 - \phi(y)))\partial_x + v\partial_y]u \\
&\quad - [(h + h_e \phi(y))\partial_x + g\partial_y]D^\alpha h - [D^\alpha, (h + h_e \phi(y))\partial_x + g\partial_y]h \\
&\quad + D^\alpha (v(u_e - u_b)\phi'(y)), \\
I_2 &= [D^\alpha, (u + u_e \phi(y) + u_b(1 - \phi(y)))\partial_x + v\partial_y]h \\
&\quad - [(h + h_e \phi(y))\partial_x + g\partial_y]D^\alpha u - [D^\alpha, (h + h_e \phi(y))\partial_x + g\partial_y]u \\
&\quad + D^\alpha (v h_e \phi'(y) - g(u_e - u_b)\phi'),
\end{align*}
$$

(A.11)

First, based on the following a priori assumption,

$$
u + u_e \phi(y) + u_b(1 - \phi(y)) \geq \tilde{c} > 0
$$

(A.12)

for some $\tilde{c} > 0$, we have

$$
\begin{align*}
\int_0^\infty \left( D^\alpha r_1 \cdot \langle y \rangle^{2(l+k)} D^\alpha u + D^\alpha r_2 \cdot \langle y \rangle^{2(l+k)} D^\alpha h \right) dy \\
\leq &\frac{1}{2} \|u + u_e \phi(y) + u_b(1 - \phi(y))\|_{L^2_y}^2 + \frac{\nu}{4} \| \langle y \rangle^{l+k} D^\alpha (u, h) \|_{L^2_y}^2 \\
&\quad + \frac{1}{2} C(\tilde{c}, \tilde{c}) \| \langle y \rangle^{l+k} D^\alpha (r_1, r_2) \|_{L^2_y}^2.
\end{align*}
$$

(A.13)
Next, we will estimate the other terms in \( A.10 \). Since the term \( \nu \int_0^\infty \partial_y^2 D^\alpha u \cdot (y)_2^{2(l+k)} D^\alpha u \, dy \) and the term \( \kappa \int_0^\infty \partial_y^{2(k)} h \cdot (y)_2^{2(l+k)} D^\alpha h \, dy \) can be estimated similarly, we only handle the first one.

\[
\nu \int_0^\infty \partial_y^2 D^\alpha u \cdot (y)_2^{2(l+k)} D^\alpha u \, dy = -\nu \| (y)_2^{l+k} \partial_y D^\alpha u \|^2_{L^2_y} + \nu(\partial_y D^\alpha u \cdot D^\alpha u)|_{y=0} + 2\nu(l+k) \int_0^\infty (y)_2^{2(l+k)-2} y \partial_y D^\alpha u \cdot D^\alpha u \, dy.
\]

(A.14)

The last term in \( A.14 \) can be estimated as

\[
2\nu(l+k) \int_0^\infty (y)_2^{2(l+k)-2} y \partial_y D^\alpha u \cdot D^\alpha u \, dy \leq \frac{\nu^2}{14} \| (y)_2^{l+k} \partial_y D^\alpha u \|^2_{L^2_y} + 14\nu(l+k)^2 \| (y)_2^{l+k} D^\alpha u \|^2_{L^2_y},
\]

it suffices to control the boundary integral term, and it will be treated by the following two cases.

**Case 1:** \( |\alpha| \leq m - 1 \).

In this case, it is easy to deduce that for any small \( 0 < \delta_1 < 1 \),

\[
\nu(\partial_y D^\alpha u \cdot D^\alpha u)|_{y=0} \leq \nu \| \partial_y^2 D^\alpha u \|_{L^2_y} \| D^\alpha u \|_{L^2_y} + \nu \| \partial_y D^\alpha u \|_{L^2_y}^2 \leq \delta_1 \| \partial_y^2 D^\alpha u \|_{L^2_y}^2 + \nu \| \partial_y D^\alpha u \|_{L^2_y}^2 \]

\[
+ \frac{\nu^2}{4\delta_1 c} \| (u + u_c \phi(y) + u_b(1 - \phi(y))) \|^2_{L^2_y} + \frac{\nu}{\delta_1} E_u^2
\]

(A.16)

where

\[
E_u^2 = \sum_{|\alpha| \leq m} \| (u + u_c \phi(y) + u_b(1 - \phi(y))) \|^2_{L^2_y}.
\]

**Case 2:** \( |\alpha| = \beta + k = m \).

In this case, one has \( k \geq 1 \) from \( \beta \leq m - 1 \). Denote \( \gamma = (\beta, k-1) \), then \( |\gamma| = m-1 \) and \( \partial_y D^\alpha = D^\gamma \partial_y^2 \). Therefore,

\[
\nu \partial_y D^\alpha u = \nu D^\gamma \partial_y^2 u = D^\gamma \left\{ \left[ (u + u_c \phi(y) + u_b(1 - \phi(y))) \partial_x + v \partial_y \right] u \right.
\]

\[
- \left[ (h + h_e \phi(y)) \partial_x + g \partial_y \right] h
\]

\[
- gh_e \phi'(y) + v(u_e - u_b) \phi'(y) - r_1 \right\}.
\]

Note that \( \phi \equiv 0 \) near \( \{ y = 0 \} \), then on \( y = 0 \), one gets that

\[
\nu \partial_y D^\alpha u|_{y=0} = D^\gamma \left\{ \left[ (u + u_b) \partial_x + v \partial_y \right] u - (h \partial_x + g \partial_y) h \right|_{y=0}
\]

\[
= \left[ D^\gamma (u + u_b) \partial_x u - h \partial_x h \right] + D^\gamma (v \partial_y u - g \partial_y h) \right|_{y=0}.
\]

(A.17)

By Leibnitz formula, it is direct to calculate that

\[
D^\gamma (u + u_b) \partial_x u = \sum_{\tilde{\gamma} \leq \gamma} \binom{\gamma}{\tilde{\gamma}} (D^\tilde{\gamma}(u + u_b) \cdot D^{\gamma - \tilde{\gamma}+(1,0)} u),
\]
then

\[ \left| (D^\gamma ((u + u_b)\partial_x u) \cdot D^\alpha u) \right|_{y=0} \leq C \sum_{\gamma \leq \gamma} \left( \left\| \partial_y (D^\gamma (u + u_b) \cdot D^{\bar{\gamma}+1} u) \right\|_{L_2^y} \left\| D^\alpha u \right\|_{L_2^y} \right) + \left\| D^\gamma (u + u_b) \cdot D^{\bar{\gamma}+1} u \right\|_{L_2^y} \left\| \partial_y D^\alpha u \right\|_{L_2^y} \right) \quad (A.18) \]

Note that \(|\gamma| = m - 1 \geq 3\), then we have

\[ \left\| \partial_y (D^\gamma (u + u_b) \cdot D^{\bar{\gamma}+1} u) \right\|_{L_2^y} \leq \left\| \partial_y D^\gamma (u + u_b) \cdot D^{\bar{\gamma}+1} u \right\|_{L_2^y} + \left\| D^\gamma (u + u_b) \cdot D^{\bar{\gamma}+1} \partial_y u \right\|_{L_2^y} \leq C \sum_{|\alpha| \leq m} \left\| (u + u_c \phi(y) + u_b(1 - \phi(y))) \right\|_{L_2^y} + |u_b| \left\| \partial_y u \right\|_{H_0^m} \quad (A.19) \]

and

\[ \left\| D^\gamma (u + u_b) \cdot D^{\bar{\gamma}+1} u \right\|_{L_2^y} \leq C \sum_{|\alpha| \leq m} \left\| (u + u_c \phi(y) + u_b(1 - \phi(y))) \right\|_{L_2^y} + |u_b| \left\| \partial_y u \right\|_{H_0^m} \quad (A.20) \]

Therefore we get that

\[ \left| (D^\gamma ((u + u_b)\partial_x u) \cdot D^\alpha u) \right|_{y=0} \]

\[ \leq C \sum_{\gamma \leq \gamma} \left\{ \left( \sum_{|\alpha| \leq m} \left\| (u + u_c \phi(y) + u_b(1 - \phi(y))) \right\|_{L_2^y} + |u_b| \left\| \partial_y u \right\|_{H_0^m} \right) \right\} \left\| D^\alpha u \right\|_{L_2^y} \]

\[ + \sum_{|\alpha| \leq m} \left\| (u + u_c \phi(y) + u_b(1 - \phi(y))) \right\|_{L_2^y} + \left\| \partial_y D^\alpha u \right\|_{L_2^y} \right) \]

\[ \leq \frac{\delta_1}{3} \left\| \partial_y u \right\|_{H_0^m}^2 + \frac{\nu}{14} \left\| \partial_y D^\alpha u \right\|_{L_2^y}^2 + C \delta_1 \left( E_u^2 + C E_u^2 + C \right) \]

where

\[ E_u^2 = \sum_{|\alpha| \leq m} \left\| (u + u_c \phi(y) + u_b(1 - \phi(y))) \right\|_{L_2^y} + \left\| \partial_y D^\alpha u \right\|_{L_2^y}^2. \]

Similarly, we have

\[ \left| (D^\gamma (h\partial_x h) \cdot D^\alpha u) \right|_{y=0} \]

\[ \leq \frac{\delta_1}{3} \left\| \partial_y (u, h) \right\|_{H_0^m}^2 + \frac{\nu}{14} \left\| \partial_y D^\alpha u \right\|_{L_2^y}^2 + C \delta_1 \left( E_{u,h}^4 + C E_{u,h}^2 \right). \]

(A.22)
Since $0 \leq k$ disappear, we only need to consider the case $k = 0$. Note that $E = \|u_u\|_{L^2}^2$. Now we turn to control the term

$$\left| \left( D^\gamma (v \partial_y u) \cdot D^\alpha u \right) \right|_{y = 0}.$$

Note that $D^\gamma = \partial_x^\beta \partial_y^{k-1}$ and $v|_{y = 0} = 0$, then we have

$$D^\gamma (v \partial_y u) = \partial_x^\beta \left( v \partial_y^k u + \sum_{i=1}^{k-1} \left( \frac{k-1}{i} \right) \partial_y^i \cdot \partial_y^{k-i} u \right)$$

$$= - \sum_{0 \leq j \leq k-2} \left( \begin{array}{c} j \\ j \end{array} \right) \left( \begin{array}{c} \beta \\ j+1 \end{array} \right) \left( \partial_x^{\beta+1} \partial_y^j u \cdot \partial_x^{k-j} \partial_y u \right),$$

where we have denoted $\left( \begin{array}{c} j \\ j \end{array} \right) = 0$ for $i > j$. When $k = 1$ the right hand side will disappear, we only need to consider the case $k \geq 2$. By the formula (A.23), we have

$$\left| \left( D^\gamma (v \partial_y u) \cdot D^\alpha u \right) \right|_{y = 0} \leq C \sum_{\beta \leq \beta, 0 \leq j \leq k-2} \left( \| \partial_y (\partial_x^{\beta+1} \partial_y^j u \cdot \partial_x^{k-j-1} u) \|_{L^2_y} \| D^\gamma u \|_{L^2_y} \right)$$

$$+ \left( \| \partial_x^{\beta+1} \partial_y^j u \cdot \partial_x^{k-j-1} u \|_{L^2_y} \| \partial_y D^\alpha u \|_{L^2_y} \right).$$

Since $0 \leq j \leq k - 2$, we have

$$\| \partial_y (\partial_x^{\beta+1} \partial_y^j u \cdot \partial_x^{k-j-1} u) \|_{L^2_y} \leq \| \partial_x^{\beta+1} \partial_y^j u \cdot \partial_x^{k-j-1} u \|_{L^2_y} + \| \partial_x^{\beta+1} \partial_y^j u \cdot \partial_x^{k-j} u \|_{L^2_y} \leq C \| \partial_y u \|_{H^{m-1}} + C \| \partial_x u \|_{H^{m-1}} \| \partial_y u \|_{H^{m-1}}$$

$$\leq C \| u + u_c \phi(y) + u_b (1 - \phi(y)) \|_{L^2_y}$$

and

$$\| \partial_x^{\beta+1} \partial_y^j u \cdot \partial_x^{k-j-1} u \|_{L^2_y} \leq C \| (u + u_c \phi(y) + u_b (1 - \phi(y))) \|_{L^2_y}$$

provided that $\beta + k = |\alpha| = m$. Therefore, we get that

$$\left| \left( D^\gamma (v \partial_y u) \cdot D^\alpha u \right) \right|_{y = 0} \leq C \sum_{\beta \leq \beta, 0 \leq j \leq k-2} \left( E^2_u \| D^\alpha u \|_{L^2_y} + E^2_u \| \partial_y D^\alpha u \|_{L^2_y} \right)$$

$$\leq \frac{\nu}{14} \| \partial_y D^\alpha u \|_{L^2_y}^2 + CE_u^4 + CE_u^2,$$

where $E_u$ is defined as before.
Applying the similar arguments to yield that
\[ |(D^\alpha (g \partial_y h) \cdot D^\alpha u)|_{y=0} \leq \frac{\nu}{14} \| \partial_y D^\alpha u \|^2_{L^2_y} + CE_{u,h}^1 + CE_{u,h}^2. \] (A.28)

Consequently, for \(|\alpha| = \beta + k \leq m\) with \(\beta \leq m - 1\), we obtain
\[ |(\nu \partial_y D^\alpha u \cdot D^\alpha u)|_{y=0} \leq \delta_1 \| \partial_y (u, h) \|^2_{H^m_0} + \frac{3 \nu}{4} \| \partial_y D^\alpha u \|^2_{L^2_y} + C \delta^{-1}_1 E_{u,h}^2 (1 + E_{u,h}^2) + C(u_b). \] (A.29)

Putting the above estimates into (A.14), we arrive at
\[ \nu \int_0^\infty \partial_y^2 D^\alpha u \cdot (y)^{2(l+k)} D^\alpha u \, dy \leq -\frac{\nu}{2} \| (y)^{l+k} \partial_y D^\alpha u \|_{L^2_y}^2 + \delta_1 \| \partial_y (u, h) \|^2_{H^m_0} + C \delta^{-1}_1 E_{u,h}^2 (1 + E_{u,h}^2) + C(u_b). \] (A.30)

By similar arguments, one achieves that
\[ \kappa \int_0^\infty \partial_y^2 D^\alpha h \cdot (y)^{2(l+k)} D^\alpha h \, dy \leq -\frac{\kappa}{2} \| (y)^{l+k} \partial_y D^\alpha h \|^2_{L^2_y} + \delta_1 \| \partial_y (u, h) \|^2_{H^m_0} + C \delta^{-1}_1 E_{u,h}^2 (1 + E_{u,h}^2). \] (A.31)

It remains to control the following terms
\[ -\int_0^\infty (I_1 \cdot (y)^{l+k} D^\alpha u + I_2 \cdot (y)^{l+k} D^\alpha h) \, dy \]
and
\[ \int_0^\infty (l + k)y(y)^{2(l+k)-2} \cdot v (|D^\alpha u|^2 + |D^\alpha h|^2) \, dy. \]

First of all, it is easy to see that
\[ \int_0^\infty (l + k)y(y)^{2(l+k)-2} \cdot v (|D^\alpha u|^2 + |D^\alpha h|^2) \, dy \]
\[ \leq C \left\| \frac{v}{y} \right\|_{L^\infty_y} \left\| (u + u_e \phi(y) + u_b (1 - \phi(y))) \frac{1}{2} (y)^{l+k} D^\alpha (u, h) \right\|^2_{L^2_y} \]
\[ \leq C \left\| u_x \right\|_{L^\infty_y} \left\| (u + u_e \phi(y) + u_b (1 - \phi(y))) \frac{1}{2} (y)^{l+k} D^\alpha (u, h) \right\|^2_{L^2_y} \]
\[ \leq C \left\| u \right\|_{H^m_0} \left\| (u + u_e \phi(y) + u_b (1 - \phi(y))) \frac{1}{2} (y)^{l+k} D^\alpha (u, h) \right\|^2_{L^2_y}. \] (A.32)

For \(I_1\) and \(I_2\), we have
\[ I_1 = -[(h + h_e \phi(y)) \partial_x + g \partial_y] D^\alpha h \]
\[ + [D^\alpha, [u + u_e \phi(y) + u_b (1 - \phi(y))] \partial_x + v \partial_y] - [D^\alpha, (h + h_e \phi) \partial_x + g \partial_y] h \]
\[ + D^\alpha (-gh_e \phi'(y) + v(u_e - u_b) \phi'(y)) \]
\[ = I_1^1 + I_1^2 + I_1^3, \]
and
\[ I_2 = - [(h + h_v \phi(y)) \partial_x + g \partial_y]D^\alpha u + [D^\alpha, [(u + u_v \phi(y) + u_b(1 - \phi(y))) \partial_x + v \partial_y]h - [D^\alpha, (h + h_v \phi(x) + g \partial_y)u + D^\alpha(-g(u_v - u_b)\phi'(y) + vh\epsilon \phi'(y))
\]
\[ =: I_2^1 + I_2^2 + I_2^3. \]

Therefore, we only need to control the following three parts
\[ - \int_0^\infty (I_1 \cdot (y)^{2(l+k)} D^\alpha u + I_2 \cdot (y)^{2(l+k)} D^\alpha h) dy \]
\[ = - \sum_{i=1}^3 \int_0^\infty (I_1^i \cdot (y)^{2(l+k)} D^\alpha u + I_2^i \cdot (y)^{2(l+k)} D^\alpha h) dy \]
\[ =: J_1 + J_2 + J_3. \]

By the definition of \( \phi(y) \) in (2.6), then we have
\[ \| (y)^{i-1} \phi^{(i)}(y) \|_{\mathcal{L}_\infty^\alpha}, \| (y)^{j+l} \phi^{(j)}(y) \|_{\mathcal{L}_\infty^\alpha} \leq C \]
for \( i = 0, 1, j \geq 2, \lambda \in \mathbb{R} \).

**Estimate of \( J_1 \).**
\[ J_1 = \int_0^\infty [(h + h_v \phi(y)) \partial_x + g \partial_y]D^\alpha h \cdot (y)^{2(l+k)} D^\alpha u dy + \int_0^\infty [(h + h_v \phi(y)) \partial_x + g \partial_y]D^\alpha u \cdot (y)^{2(l+k)} D^\alpha h dy. \]

By integrating by parts, we have
\[ J_1 = \frac{d}{dy} \int_0^\infty (h + h_v \phi(y))D^\alpha h \cdot (y)^{2(l+k)} D^\alpha u dy - \int_0^\infty (l + k)gD^\alpha h \cdot (y)^{2(l+k)} - 2yD^\alpha u dy. \]

The second term can be estimated as
\[ - \int_0^\infty gD^\alpha h \cdot (y)^{2(l+k)} - 2yD^\alpha u dy \]
\[ \leq C \left\| \frac{g}{(y)} \right\|_{\mathcal{L}_\infty^\alpha} \| (u + u_v \phi(y) + u_b(1 - \phi(y))) \|_{\mathcal{L}_\infty^\alpha}^{1+k} \| (y)^{l+k} D^\alpha (u, h) \|_{\mathcal{L}_\infty^\alpha}^2 \]
\[ \leq C \| h_x \|_{\mathcal{L}_\infty^\alpha} \| (u + u_v \phi(y) + u_b(1 - \phi(y))) \|_{\mathcal{L}_\infty^\alpha}^{1+k} \| (y)^{l+k} D^\alpha (u, h) \|_{\mathcal{L}_\infty^\alpha}^2 \]
\[ \leq C \| h \|_{H_0^0} \| (u + u_v \phi(y) + u_b(1 - \phi(y))) \|_{\mathcal{L}_\infty^\alpha}^{1+k} \| (y)^{l+k} D^\alpha (u, h) \|_{\mathcal{L}_\infty^\alpha}^2. \]

**Estimate of \( J_2 \).**
It is easy to find that
\[ J_2 \leq C \| (y)^{l+k} I_1^1 \|_{\mathcal{L}_\infty^\alpha} \| (u + u_v \phi(y) + u_b(1 - \phi(y))) \|_{\mathcal{L}_\infty^\alpha}^{1+k} \| (y)^{l+k} D^\alpha u \|_{\mathcal{L}_\infty^\alpha} \]
\[ + C \| (y)^{l+k} I_2^2 \|_{\mathcal{L}_\infty^\alpha} \| (u + u_v \phi(y) + u_b(1 - \phi(y))) \|_{\mathcal{L}_\infty^\alpha}^{1+k} \| (y)^{l+k} D^\alpha h \|_{\mathcal{L}_\infty^\alpha}, \]
thus it remains to estimate \( \| (y)^{l+k} I_1^2 \|_{\mathcal{L}_\infty^\alpha} (i = 1, 2) \). Keep this goal in mind, we will only handle the term \( \| (y)^{l+k} I_1^2 \|_{\mathcal{L}_\infty^\alpha} \), and the term of \( \| (y)^{l+k} I_2^2 \|_{\mathcal{L}_\infty^\alpha} \) can be done by the similar arguments.
Recall that
\[ I_1^2 = |D^\alpha, u \partial_x + v \partial_y|u - |D^\alpha, h \partial_x + g \partial_y|h \]
\[ + |D^\alpha, (u_c \phi + u_b(1 - \phi)) \partial_x|u - |D^\alpha, h_c \phi \partial_x|h \]
\[ = I_{1,1}^2 + I_{1,2}^2. \]
So, we will estimate \( \| \langle y \rangle^{l+k} I_{1,i}^2 \|_{L_y^2} \) (i = 1, 2) respectively in the subsequent parts.
For \( I_{1,1}^2 \),
\[ I_{1,1}^2 = \sum_{0 < \alpha \leq \alpha_0} \left( \alpha \right) \left\{ (D^\alpha u \partial_x + D^\alpha v \partial_y)D^{\alpha - \tilde{\alpha}}u \right. \]
\[ - (D^\alpha h \partial_x + D^\alpha g \partial_y)D^{\alpha - \tilde{\alpha}}h \}. \]
(A.34)
Denote \( \tilde{\alpha} = (\tilde{\alpha}, \tilde{\beta}) \), the above terms in (A.34) will be classified into two cases.
Case A: \( \tilde{k} = 0 \).
In this case, \( D^\alpha = \partial_x^{\tilde{\alpha}}, \tilde{\beta} \geq 1 \). Then, we have
\[ \| \langle y \rangle^{l+k} D^\alpha h \cdot D^{\alpha - \tilde{\alpha}} \partial_x h \|_{L_y^2} = \| \langle y \rangle^{l+k} \tilde{\partial}_x^{\tilde{\alpha}}(\partial_x u) \cdot D^{\alpha - \tilde{\alpha}}(\partial_x u) \|_{L_y^2} \]
\[ \leq C \| u \|_{H^m_y}^2 \]
\[ \lesssim E_h^2, \]
provided that \( m - 1 \geq 3 \).
Similar arguments yield that
\[ \| \langle y \rangle^{l+k} D^\alpha h \cdot D^{\alpha - \tilde{\alpha}} \partial_y h \|_{L_y^2} \lesssim E_h^2, \]
where
\[ E_h^2 = \sum_{|\alpha| \leq m} \| (u + u_c \phi(y) + u_b(1 - \phi(y))) \frac{1}{2} \langle y \rangle^{l+k} D^\alpha h \|_{L_y^2}^2. \]
On the other hand, since \( v = -\partial_y^{-1} \partial_x u \), one has
\[ D^\alpha v \cdot \partial_y D^{\alpha - \tilde{\alpha}} u = -\partial_y^{\tilde{\beta}} \partial_y^{-1} \partial_x u \cdot \partial_x^{\tilde{\beta}} \partial_y^{k+1} u. \]
Thus, for \( |\alpha| = \beta + k \leq m - 1 \) with \( m - 1 \geq 3 \), we get
\[ \| \langle y \rangle^{l+k} D^\alpha v \cdot D^{\alpha - \tilde{\alpha}} \partial_y u \|_{L_y^2} = \| \langle y \rangle^{l+k} \tilde{\partial}_x^{\tilde{\alpha}} \partial_y^{-1} (\partial_x u) \cdot \partial_x^{\tilde{\beta}} \partial_y^{k+1} (\partial_y u) \|_{L_y^2} \]
\[ \leq C \| \partial_x u \|_{H^{m-1}_y} \| \partial_y u \|_{H^{m-1}_y} \]
\[ \lesssim E_u^2. \]
When \( |\alpha| = m \), it yields that \( k \geq 1 \) since \( \beta \leq m - 1 \), therefore,
\[ \| \langle y \rangle^{l+k} D^\alpha v \cdot D^{\alpha - \tilde{\alpha}} \partial_y u \|_{L_y^2} \]
\[ = \| \langle y \rangle^{l+k} \tilde{\partial}_x^{\tilde{\alpha}} \partial_y^{-1} (\partial_x^2 u) \cdot \partial_x^{\tilde{\beta}} \partial_y^{k+1} (\partial_y^2 u) \|_{L_y^2} \]
\[ \leq C \| \partial_x^2 u \|_{H^{m-2}_y} \| \partial_y^2 u \|_{H^{m-2}_y} \]
\[ \lesssim E_u^2, \]
provided that \( m - 2 \geq 3 \). Hence, for \( |\alpha| \leq m, \beta \leq m - 1 \), we have
\[ \| \langle y \rangle^{l+k} D^\alpha v \cdot D^{\alpha - \tilde{\alpha}} \partial_y u \|_{L_y^2} \lesssim E_u^2. \]
Similarly, one obtains
\[ \| \langle y \rangle^{l+k} D^\alpha g \cdot D^{\alpha-\hat{\alpha}} \partial_y h \|_{L^2_T} \lesssim E_h^2. \]

Consequently, for \( \hat{\alpha} = (\hat{\beta}, \hat{k}) \) with \( \hat{k} = 0 \), it holds that
\[ \| \langle y \rangle^{l+k} \{ (D^\alpha u \partial_x + D^\alpha v \partial_y) D^{\alpha-\hat{\alpha}} u \\
- (D^\alpha h \partial_x + D^\alpha g \partial_y) D^{\alpha-\hat{\alpha}} h \} \|_{L^2_T} \lesssim E^2_{u,h}. \] \hspace{1cm} (A.35)

**Case B: \( \hat{k} \geq 1 \).**

For this case, we have
\[ (D^\alpha u \partial_x + D^\alpha v \partial_y)(D^{\alpha-\hat{\alpha}} u) - (D^\alpha h \partial_x + D^\alpha g \partial_y)(D^{\alpha-\hat{\alpha}} h) \]
\[ = (D^\alpha u \partial_x - D^{\alpha-(0,1)} (\partial_x u) \partial_y)(D^{\alpha-\hat{\alpha}} u) \\
- (D^\alpha h \partial_x - D^{\alpha-(0,1)} (\partial_x h) \partial_y)(D^{\alpha-\hat{\alpha}} h). \]

Then, each term of the right-hand side of the above equality is estimated as follows.
\[ \| D^\alpha u \partial_x D^{\alpha-\hat{\alpha}} u \|_{L^2_{T+k}} = \| D^{\alpha-(0,1)} \partial_y u \partial_x D^{\alpha-\hat{\alpha}} u \|_{L^2_{T+k+1}} \]
\[ \leq C \| \partial_y u \|_{H^{m-1}_{T+1}} \| \partial_x u \|_{H^{0}_{T+1}} \]
\[ \lesssim E^2_u, \]
and
\[ \| D^{\alpha-(0,1)} (\partial_x u) \partial_y D^{\alpha-\hat{\alpha}} u \|_{L^2_{T+k}} = \| D^{\alpha-(0,1)} (\partial_x u) \partial_y D^{\alpha-\hat{\alpha}} u \|_{L^2_{T+k+1}} \]
\[ \leq C \| \partial_y u \|_{H^{m-1}_{T+1}} \| \partial_x u \|_{H^{0}_{T+1}} \]
\[ \lesssim E^2_u. \]

Similarly,
\[ \| (D^\alpha h \partial_x - D^{\alpha-(0,1)} (\partial_x h) \partial_y)(D^{\alpha-\hat{\alpha}} h) \|_{L^2_{T+k}} \lesssim E^2_h. \]

Collecting the above estimates leads to
\[ \| \langle y \rangle^{l+k} I^1_{1,1} \|_{L^2_T} \lesssim CE^2_{u,h}. \] \hspace{1cm} (A.36)

Next, we are in position to estimate the term \( I^2_{1,2} \). Rewrite the term \( I^2_{1,2} \) as follows:
\[ I^2_{1,2} = \sum_{0 \leq \alpha, \beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) \left\{ D^\alpha (u_e \phi + u_b (1 - \phi)) D^{\alpha-\hat{\alpha}} (\partial_x u) - D^\alpha (h_e \phi) D^{\alpha-\hat{\alpha}} (\partial_x h) \right\}. \]

Therefore, one has
\[ \| \langle y \rangle^{l+k} I^2_{1,2} \|_{L^2_T} \leq C(u_e, u_b, h_e) E_{u,h}. \] \hspace{1cm} (A.37)

Consequently, from the above estimates, we achieve that
\[ \| \langle y \rangle^{l+k} I^2_{1} \|_{L^2_T} \leq C(C(u_e, u_b, h_e) + E_{u,h}) E_{u,h}. \] \hspace{1cm} (A.38)

By similar arguments, we also obtain
\[ \| \langle y \rangle^{l+k} I^2_{2} \|_{L^2_T} \leq C(C(u_e, u_b, h_e) + E_{u,h}) E_{u,h}. \] \hspace{1cm} (A.39)

It is noted that the constant \( C(u_e, u_b, h_e) > 0 \) depends only on the given data \( u_e, u_b, h_e \) in the above estimates.
Finally, one gets that
\[
J_2 \leq C(C(u_e, u_b, h_e) + E_{a,h})E_{u,h} \\
\quad \cdot \left\| \left( u + u_e \phi(y) + u_b(1 - \phi(y)) \right)^{\frac{1}{2}} \langle \right|^2 \langle y \rangle \right|^{l+k} \right\| \|e_h \| L^2_y. \tag{A.40}
\]

**Estimate of J_3.**

For J_3, we have
\[
J_3 \leq \left\| \langle y \rangle \right|^l \| I^3 \| \| e_h \| L^2_y + \left\| \langle y \rangle \right|^l \| I^3 \| \| e_h \| L^2_y. \tag{A.41}
\]

It is left to estimate the terms \( \| I^3 \| \) (\( i = 1, 2 \)). And it suffices to give the weighted estimate on \( I^3 \), the estimate on the other term \( I^3 \) can be derived by the similar arguments.

Since
\[
D^a (g h_e \phi' - v(u_e - u_b) \phi') = \sum_{\tilde{\alpha} \leq \alpha} (h_e D^{\tilde{\alpha}} g D^{\alpha-\tilde{\alpha}} \phi' - (u_e - u_b) D^{\tilde{\alpha}} v D^{\alpha-\tilde{\alpha}} \phi'), \tag{A.42}
\]
notice that \( \alpha = (\beta, k), |\alpha| \leq m, \beta \leq m - 1 \), we have
\[
\left\| \langle y \rangle \right|^l \| D^a (g h_e \phi' - v(u_e - u_b) \phi') \| L^2_y \leq C (u_e, u_b, h_e) E_{u,h}. \tag{A.43}
\]

Furthermore, one gets that
\[
J_3 \leq E_{u,h}^2. \tag{A.44}
\]

Collecting the above estimates, integrating it with respect to \( x \) variable and summing over \( |\alpha| \leq m \), we have
\[
\sum_{\alpha = \{\alpha = (\beta, k) : |\alpha| \leq m, \beta \leq m - 1\}} \left( s(x) + \nu \int_0^x \| \partial_y D^a u \| L^2_y + \kappa \int_0^x \| \partial_y D^a h \| L^2_y \right)
\leq C \delta \int_0^x \| \partial_y (u, h) \| H^0_y + \nabla \| E_{a,h}^2 \| H^0_y + \int_0^x C (u, u, h_e) + \int_0^\infty (h + h_e \phi(y)) \right|^{2(l+k)} \right\|^2 \langle y \rangle \right|^{l+k} \right\|^2 \| D^a u \| D^a h + s(0), \tag{A.45}
\]
where
\[
s(x) = \left\| \left( u + u_e \phi(y) + u_b(1 - \phi(y)) \right)^{\frac{1}{2}} \langle \right|^2 \langle y \rangle \right|^{l+k} \right\|^2 \| D^a u \| D^a h \| L^2_y.
\]

Recall that
\[
u(x, y) + u_e \phi(y) + u_b(1 - \phi(y)) > h(x, y) + h_e \phi(y) > 0,
\]
it follows that
\[
\int_0^\infty (h + h_e \phi(y)) \right|^{2(l+k)} \right\|^2 \| D^a u \| D^a h \| L^2_y \leq \frac{1}{2} s(x),
\]
which leads to

\[
\sum_{\alpha \in \{\alpha = (\beta,k):|\alpha| \leq m, \beta \leq m-1\}} \left( s(x) + \nu \int_0^x \| \partial_y D^\alpha u \|_{L_1^2}^2 + \kappa \int_0^x \| \partial_y D^\alpha h \|_{L_1^2}^2 \right) \\
\leq C\delta_1 \int_0^x \| \partial_y (u, h) \|_{H_0^m}^2 + C\delta_1^{-1} \int_0^x E_{u,h}^2 (1 + E_{u,h}^2) + \int_0^x C(u_b, u_e, h_e) + s(0). 
\]

(A.46)

The proof is completed.

\[\square\]

**Step 2: Estimate for** \( \partial_x^\beta (u, h), \beta = m. \)

It is well-known that the essential difficulty to solve the MHD Prandtl boundary layer equations in finite regularity function spaces is to deal with the terms of loss of derivative in the tangential variable \( x. \) Precisely, the two functions \( v = -\partial_x^{-1}\partial_y h \) and \( g = -\partial_x^{-1}\partial_y u \) will cause the loss of \( x \)-derivative, which prevents us from applying the standard energy methods to reach the closure of energy estimates. Let us explain the main idea used to overcome the difficulty here.

First, by using the divergence free conditions, the equation of \( h \) (2.9) can be rewritten as

\[
\partial_y \left[ v(h + u_e \phi) - g(u + u_e \phi + u_b(1 - \phi)) \right] - \kappa \partial_y^2 h = \kappa \phi''(y) h_e,
\]

Integrating the above equation from \([0,y]\) and using the boundary conditions \( v|_{y=0} = g|_{y=0} = \partial_y h|_{y=0} = \phi'|_{y=0} = 0, \) we have

\[
v(h + u_e \phi) - g(u + u_e \phi + u_b(1 - \phi)) - \kappa \partial_y h = \kappa \phi'(y) h_e.
\]

Since \( \partial_x h + \partial_y g = 0, \) then there exists a stream function \( \psi, \) such that

\[
h = \partial_y \psi, \quad g = -\partial_x \psi, \quad \psi|_{y=0} = 0.
\]

Then, the equation of \( \psi \) reads as

\[
\left[ (u + u_e \phi(y) + u_b(1 - \phi(y))) \partial_x + v \partial_y \right] \psi + v h_e \phi - \kappa \partial_y^2 \psi = \kappa h_e \phi'(y). \quad (A.47)
\]

Applying the operator \( \partial_x^\beta, \beta = m \) on (A.47) to yield that

\[
\left[ (u + u_e \phi(y) + u_b(1 - \phi(y))) \partial_x + v \partial_y \right] \partial_x^\beta \psi + (h + u_e \phi(y)) \partial_x^\beta v - \kappa \partial_y^2 \partial_x^\beta \psi \\
= -[\partial_x^\beta, (u + u_e \phi(y) + u_b(1 - \phi(y))) \partial_x] \psi - \sum_{0 < \beta < \beta} C_{\beta}^\beta (\partial_x^\beta v \partial_x^{\beta-\beta} \partial_y \psi) =: R_{\psi}^\beta.
\]

(A.48)
And applying $\partial^2_\beta, \beta = m$ on the equations in (2.4), we have

\[
\begin{cases}
[u + u_c \phi(y) + u_b(1 - \phi(y))] \partial_x + v \partial_y \partial^3_\beta u - [(h + h_c \phi(y)) \partial_x + g \partial_y] \partial^3_\beta h \\
+ (\partial_y u + (u_c - u_b) \phi'(y)) \partial^3_\beta v - (\partial_y h + h_c \phi'(y)) \partial^3_\beta g - \nu \partial^2_\beta \partial^3_\beta u \\
- \partial^2_\beta \partial^3_\beta (u + u_c \phi(y) + u_b(1 - \phi(y))) \partial_x + [\partial^2_\beta (h + h_c \phi(y)) \partial_x + g \partial_y] \partial^3_\beta u \\
- \sum_{0 < \beta < \beta} C^3_\beta \partial^3_\beta v \partial^3_\beta - \partial^3_\beta g \partial^3_\beta - \partial^3_\beta h) =: R^3_\alpha, \\
(u, v, \partial_y h, g)|_{y=0} = (0, 0, 0, 0), \\
(u, h) \to (0, 0) \text{ as } y \to \infty, \\
(u, h)|_{x=0} = (\tau_0(y) + (u_c - u_b)(1 - \phi(y)), \tau_0(y) + h_c(1 - \phi(y)).
\end{cases}
\]

(A.49)

Recall that for $(x, y) \in [0, L] \times [0, \infty)$,

\[
h + h_c \phi \geq \frac{\partial_0}{2} > 0,
\]

then we define

\[
\eta_1 = \frac{\partial_y u + (u_c - u_b) \phi'}{h + h_c \phi}, \quad \eta_2 = \frac{\partial_y h + h_c \phi'}{h + h_c \phi},
\]

and introduce

\[
u_\beta = \partial^3_\beta u - \eta_1 \partial^3_\beta \psi, \quad h_\beta = \partial^3_\beta h - \eta_2 \partial^3_\beta \psi.
\]

Then, the equations of $(u_\beta, h_\beta)$ can be derived from (A.48) and (A.49), which are described as follows.

\[
\begin{cases}
[(u + u_c \phi(y) + u_b(1 - \phi(y))) \partial_x + v \partial_y] u_\beta - [(h + h_c \phi(y)) \partial_x + g \partial_y] h_\beta \\
- \nu \partial^2_\beta u_\beta + (\kappa - \nu) \eta_1 \partial_\beta \partial^3_\beta h = R^3_\alpha, \\
[(u + u_c \phi(y) + u_b(1 - \phi(y))) \partial_x + v \partial_y] h_\beta - [(h + h_c \phi(y)) \partial_x + g \partial_y] u_\beta \\
- \kappa \partial^3_\beta h_\beta = R^3_\beta,
\end{cases}
\]

(A.50)

where

\[
\begin{cases}
R^3_1 = R^3_\alpha - \eta_1 R^3_\psi - \partial^3_\beta \psi \zeta_1 + 2 \nu \partial_\beta \eta_1 \partial^3_\beta h \\
+ g \kappa_2 \partial^3_\beta h, \\
R^3_2 = R^3_\alpha - \eta_2 R^3_\psi - \partial^3_\beta \psi \zeta_2 + 2 \kappa_2 \eta_1 \partial^3_\beta \psi + g \kappa_1 \partial^3_\beta h,
\end{cases}
\]

(A.51)

in which

\[
\zeta_1 = [(u + u_c \phi(y) + u_b(1 - \phi(y))) \partial_x + v \partial_y] \eta_1 \\
- [(h + h_c \phi(y)) \partial_x + g \partial_y] \eta_2 - \nu \partial^2_\beta \eta_1 + (\kappa - \nu) \eta_1 \partial_\beta \eta_2,
\]

\[
\zeta_2 = [(u + u_c \phi(y) + u_b(1 - \phi(y))) \partial_x + v \partial_y] \eta_2 \\
- [(h + h_c \phi(y)) \partial_x + g \partial_y] \eta_1 - \kappa \partial^3_\beta \eta_2.
\]

(A.52)
The direct calculations yield that the boundary conditions and "initial data" (the data at \( x = 0 \)) of \((u_\beta, h_\beta)\) can be written as follows.

\[
\begin{align*}
    u_\beta|_{x=0} &= \tilde{\partial}_x^3 u(0, y) - \frac{\partial_\nu u_0(y) + (u_e - u_b)\phi'}{h_0(y) + h_e \phi} \int_0^y \partial_\nu^3 h(0, z)dz \\
    &\quad \triangleq u_{30}(y), \\
    h_\beta|_{x=0} &= \partial_\xi^2 h(0, y) - \frac{\partial_\nu h_0(y) + h_e \phi'}{h_0(y) + h_e \phi} \int_0^y \partial_\xi^3 h(0, z)dz \\
    &\quad \triangleq h_{30}(y), \\
    (u_\beta, \partial_y h_\beta)|_{y=0} &= (0, 0).
\end{align*}
\]

Therefore, we obtain the initial boundary value problem of \((u_\beta, h_\beta)\) as follows.

\[
\begin{align*}
    &\left\{ \begin{array}{l}
        (u + u_e \phi(y) + u_b (1 - \phi(y)) \partial_x + \nu \partial_y) u_\beta - [(h + h_e \phi(y)) \partial_x + g \partial_y] h_\beta \\
        - \nu \partial_y^2 u_\beta + (\kappa - \nu) \eta_1 \partial_y h_\beta = R_1^\beta, \\
        [(u + u_e \phi(y) + u_b (1 - \phi(y))) \partial_x + \nu \partial_y] h_\beta - [(h + h_e \phi(y)) \partial_x + g \partial_y] u_\beta \\
        - \kappa \partial_y^2 h_\beta = R_2^\beta.
    \end{array} \right. \\
    (u_\beta, h_\beta)|_{x=0} = (u_{30}, h_{30})(y), \\
    (u_\beta, \partial_y h_\beta)|_{y=0} = (0, 0).
\end{align*}
\]

(A.54)

Since \( \psi = \partial_y^{-1} h \), we have

\[
\| (y)^{-1} \partial_y^2 \psi \|_{L_2^\infty} \lesssim \| \partial_x^3 h \|_{L_2^\infty},
\]

(A.55)
de due to the Hardy-type inequality. From the definitions of \( \eta_i \) \((i = 1, 2)\), it follows from the Hardy-type inequality and Sobolev embedding that for \( \lambda \in \mathbb{R} \) and \( i = 1, 2 \),

\[
\begin{align*}
    &\| (y)^\lambda \eta_i \|_{L_2^\infty} \lesssim \varphi_0^{-1} \left( C(u_e, h_e, u_b) \\
    &\quad + \sum_{|\alpha| \leq 3} \| (u + u_e \phi(y) + u_b (1 - \phi(y)))^{\frac{\lambda}{2}} (y)^{\lambda-1} D^\alpha (u, h) \|_{L_2^\infty} \right), \\
    &\| (y)^\lambda \partial_y \eta_i \|_{L_2^\infty} \lesssim \varphi_0^{-2} \left( C(u_e, h_e, u_b) \\
    &\quad + \sum_{|\alpha| \leq 4} \| (u + u_e \phi(y) + u_b (1 - \phi(y)))^{\frac{\lambda}{2}} (y)^{\lambda-1} D^\alpha (u, h) \|_{L_2^\infty} \right)^2, \\
    &\| (y)^\lambda \xi_i \|_{L_2^\infty} \lesssim \varphi_0^{-3} \left( C(u_e, h_e, u_b) \\
    &\quad + \sum_{|\alpha| \leq 5} \| (u + u_e \phi(y) + u_b (1 - \phi(y)))^{\frac{\lambda}{2}} (y)^{\lambda-1} D^\alpha (u, h) \|_{L_2^\infty} \right)^3,
\end{align*}
\]

(A.56)
Therefore, for $\beta = m \geq 5, l \geq 0$, the following inequality holds true.

$$
\| R_1^\beta \|_{L^2_x} \leq \| R_1^\beta \|_{L^2_x} + \| \langle y \rangle^{l+1} \eta_1 \|_{L^\infty_y} \| \langle y \rangle^{-1} R_1^\beta \|_{L^2_x} + \| \langle y \rangle^{l+1} \zeta_1 \|_{L^\infty_y} \| \langle y \rangle^{-1} \partial_x^2 \psi \|_{L^2_x} + \left( \| 2\nu \partial_y \eta_1 + (\kappa - \nu) \eta_2 \|_{L^\infty_y} \right) + \| \langle y \rangle^{-1} g \|_{L^\infty_y} \| \langle y \rangle \eta_2 \|_{L^\infty_y} \| \langle y \rangle^l \partial_x^2 h \|_{L^2_x}
$$

(A.58)

Similarly,

$$
\| R_2^\beta \|_{L^2_x} \leq C \vartheta_0^{-3} \left( C(u_e, h_e, u_b) + E_{u,h} \right)^3 E_{u,h}.
$$

(A.59)

Now, it is ready to give the weighted estimates of $(u_\beta, h_\beta)$.

**Lemma A.2** (Weighted estimates of $(u_\beta, h_\beta)$). Under the assumptions in Proposition A.4, for any $x \in [0, L]$, there holds that

$$
s_\beta(x) + \nu \int_0^x \| \partial_y u_\beta \|_{L^2_y}^2 + \kappa \int_0^x \| \partial_y h_\beta \|_{L^2_y}^2 \\
\leq C \vartheta_0^{-2} \int_0^x \left( C(u_e, h_e, u_b) + E_{u,h} \right)^2 \cdot s_\beta(x) + C \vartheta_0^{-4} \int_0^x \left( C(u_e, h_e, u_b) + E_{u,h} \right)^4 \cdot E_{u,h}^2 + \int_0^x C(u_b, u_e, h_e) + s_\beta(0),
$$

(A.60)

where

$$
s_\beta(x) = \| (u + u_e \phi(y) + u_b (1 - \phi(y))) \right \|_{L^\infty_y} \| (y)^i (u_\beta, h_\beta) \|_{L^2_y}^{\frac{1}{2}}
$$

and

$$
E_{u,h}^2 = \sum_{|\alpha| \leq m} \| (u + u_e \phi(y) + u_b (1 - \phi(y))) \right \|_{L^\infty_y} \| (y)^i (u_\beta, h_\beta) \|_{L^\infty_y}^{\frac{1}{2}}.
$$

**Proof.** Multiplying the first and second equations in (A.54) by $(y)^{2l} u_\beta$ and $(y)^{2l} h_\beta$, respectively, and integrating by parts over $y \in [0, \infty)$, we have

$$
\frac{1}{2} \frac{d}{dx} s_\beta(x) + \nu \| \langle y \rangle^l \partial_y u_\beta \|_{L^2_y}^2 + \kappa \| \langle y \rangle^l \partial_y h_\beta \|_{L^2_y}^2 \\
= l \int_0^\infty \langle y \rangle^{2l-2} y v \cdot (|u_\beta|^2 + |h_\beta|^2) dy \\
+ \int_0^\infty \partial_x \left( \langle y \rangle^{2l} (h + h_e \phi) u_\beta h_\beta \right) dy - \int_0^\infty 2l \langle y \rangle^{2l-2} y g u_\beta h_\beta dy \\
+ (\nu - \kappa) \int_0^\infty \langle y \rangle^{2l} \eta_1 \partial_y h_\beta \cdot u_\beta dy \\
+ \int_0^\infty \langle y \rangle^{2l} (u_\beta R_1^\beta + h_\beta R_2^\beta) dy \\
- l \int_0^\infty \langle y \rangle^{2l-2} y (nu_\beta \partial_y u_\beta + \kappa h_\beta \partial_y h_\beta) dy.
$$

(A.61)
First,

\[ l \int_0^\infty (y)^{2l-2}y \cdot (|u_\beta|^2 + |h_\beta|^2) dy - 2 \int_0^\infty 2l(y)^{2l-2}y g u_\beta h_\beta dy \]

\[ \leq C \left( \left\| \frac{v}{1+y} \right\|_{L^\infty_y} + \left\| \frac{g}{1+y} \right\|_{L^\infty_y} \right) \left\| (y)^l (u_\beta, h_\beta) \right\|^2_{L^2_y} \]

\[ \leq C \left( \left\| u_x \right\|_{L^\infty_y} + \left\| h_x \right\|_{L^\infty_y} \right) s_\beta(x) \lesssim E_{u,h} s_\beta(x). \]  

(A.62)

Notice that \( u_\beta|_{y=0} = 0 \), then integrating by parts yields

\[ (\nu - \kappa) \int_0^\infty (y)^{2l} (\eta_1 \partial_y h_\beta \cdot u_\beta) dy \]

\[ = -\nu \int_0^\infty \partial_y u_\beta \left( (y)^{2l} \eta_1 u_\beta \right) dy - \kappa \int_0^\infty (y)^{2l} (\eta_1 \partial_y h_\beta \cdot u_\beta) dy \]

\[ \leq \frac{\nu}{4} \left\| \partial_y u_\beta \right\|^2_{L^2_y} + \frac{\kappa}{4} \left\| \partial_y h_\beta \right\|^2_{L^2_y} + C(1 + \left\| \eta_1 \right\|^2_{L^\infty_y} + \left\| \partial_y \eta_1 \right\|_{L^\infty_y}) s_\beta(x) \]

\[ \leq \frac{\nu}{4} \left\| \partial_y u_\beta \right\|^2_{L^2_y} + \frac{\kappa}{4} \left\| \partial_y h_\beta \right\|^2_{L^2_y} + C \partial_0^{-2} (C(u_e, h_e, u_b) + E_{u,h})^2 s_\beta. \]  

(A.63)

By Cauchy-Schwartz inequality, (A.58) and (A.59), it follows that

\[ \int_0^\infty (y)^{2l} (u_\beta R_1^\beta + h_\beta R_2^\beta) dy \leq \left\| R_1^\beta \right\|_{L^2_y} \left\| u_\beta \right\|_{L^2_y} + \left\| R_2^\beta \right\|_{L^2_y} \left\| h_\beta \right\|_{L^2_y} \]

\[ \leq C \partial_0^{-2} (C(u_e, h_e, u_b) + E_{u,h})^2 \cdot s_\beta \]

\[ + C \partial_0^{-4} (C(u_e, h_e, u_b) + E_{u,h})^4 E_{u,h}^2. \]  

(A.64)

Similarly,

\[ -l \int_0^\infty (y)^{2l-2}y (\nu u_\beta \partial_y u_\beta + \kappa h_\beta \partial_y h_\beta) dy \]

\[ \leq \frac{\nu}{4} \left\| \partial_y u_\beta \right\|^2_{L^2_y} + \frac{\kappa}{4} \left\| \partial_y h_\beta \right\|^2_{L^2_y} + C s_\beta(x). \]  

(A.65)

Plugging (A.62)-(A.65) into (A.61), we have

\[ \frac{d}{dx} s_\beta(x) + \nu \left\| \partial_y u_\beta \right\|^2_{L^2_y} + \kappa \left\| \partial_y h_\beta \right\|^2_{L^2_y} \]

\[ \leq \int_0^\infty \partial_x \left( (y)^{2l} (h + h_e \phi) u_\beta h_\beta \right) dy \]

\[ + C \partial_0^{-2} (C(u_e, h_e, u_b) + E_{u,h})^2 \cdot s_\beta \]

\[ + C \partial_0^{-4} (C(u_e, h_e, u_b) + E_{u,h})^4 E_{u,h}^2. \]  

(A.66)

From the a priori assumption, which will be verified latter,

\[ u(x,y) + u_e \phi(y) + u_b(1 - \phi(y)) \geq h(x,y) + h_e \phi(y) > 0, \]

one has

\[ \int_0^\infty (h + h_e \phi(y))(y)^{2l} u_\beta h_\beta \leq \frac{1}{2} s_\beta(x). \]
Then, integrating \(\text{(A.66)}\) with respect to \(x\) variable yields that
\[
s_\beta(x) + \nu \int_0^x \|\partial_y u_\beta\|^2_{L^2_t} + \nu \int_0^x \|\partial_y h_\beta\|^2_{L^2_t}
\leq C \vartheta_0^{-2} \int_0^x (C(u_e, h_e, u_b) + E_{u,h})^2 \cdot \sum_{\beta = m} \alpha \beta s_\beta(x) \tag{A.67}
\]
\[+ C \vartheta_0^{-4} \int_0^x (C(u_e, h_e, u_b) + E_{u,h})^4 \cdot E_{u,h}^2 + \int_0^x C(u_b, u_e, h_e) + s_\beta(0).
\]
This completes the proof. \(\square\)

Then, it is left to show the equivalence in the weighted Sobolev space \(L^2_t\) between \(\partial_x^2 (u, h)\) and \((u_\beta, h_\beta)\). Which is summarized in the following lemma.

**Lemma A.3.** Under the assumptions in Proposition A.1, we have
\[
M(x)^{-1} \| (u + u_e \phi(y) + u_b(1 - \phi(y))) \|^2 \langle y \rangle^{1+1} \partial_x^2 (u, h) \|_{L^2_t}
\leq \| (u + u_e \phi(y) + u_b(1 - \phi(y))) \|^2 \langle y \rangle^{1+1} (u_\beta, h_\beta) \|_{L^2_t}
\leq M(x) \| (u + u_e \phi(y) + u_b(1 - \phi(y))) \|^2 \langle y \rangle^{1+1} \partial_x^2 (u, h) \|_{L^2_t}, \tag{A.68}
\]
and
\[
\| \partial_y \partial_x^2 (u, h) \|_{L^2_t} \leq \| \partial_y (u_\beta, h_\beta) \|_{L^2_t} + M(x) \| h_\beta \|_{L^2_t}, \tag{A.69}
\]
where
\[
M(x) := \vartheta_0^{-1} \left( C(u_e, h_e, u_b) + \| \langle y \rangle^{1+1} \partial_y (u, h) \|_{L^\infty} + \| \langle y \rangle^{1+1} \partial_y^2 (u, h) \|_{L^\infty} \right). \tag{A.70}
\]

**Proof.** This lemma can be proved directly by the definitions of \(u_\beta, h_\beta\), the main idea to prove Lemma A.3 is similar as what was proposed in \([17]\). We omitted it here for simplicity of presentation. \(\square\)

**Step 3: Completeness of a priori estimates.** Now we will prove the Proposition A.1. First of all, based on the \textit{a priori assumption}
\[
\| \langle y \rangle^{1+1} \partial_y (u, h) \|_{L^\infty} \leq \sigma_0,
\]
\[
\| \langle y \rangle^{1+1} \partial_y^2 (u, h) \|_{L^\infty} \leq \vartheta_0^{-1},
\]
then if we choose \(\vartheta_0 > 0\) small enough, we have
\[
\| \langle y \rangle^{1+1} \eta \|_{L^\infty} \leq 2 \vartheta_0^{-1} \sigma_0 \leq 2 \vartheta_0^{-2},
\]
\[
M(x) \leq \vartheta_0^{-1} (C(u_e, h_e, u_b) + \vartheta_0^{-1} + \sigma_0) \leq 5 \vartheta_0^{-2}.
\]
Therefore, it follows that
\[
E_{u,h}^2 = \sum_{\alpha \in \{\alpha = (\beta, k) : |\alpha| \leq m, \beta \leq m-1\}} s(x)
\]
\[+ \| (u + u_e \phi(y) + u_b(1 - \phi(y))) \|^2 \langle y \rangle^{1+1} \partial_y^m (u, h) \|_{L^2_t} \]
\[\leq \sum_{\alpha \in \{\alpha = (\beta, k) : |\alpha| \leq m, \beta \leq m-1\}} s(x) + 25 \vartheta_0^{-4} s_m(x), \tag{A.71}
\]
and
\[
\| \partial_y (u, h) \|_{H^m} \leq \sum_{\alpha \in \{\alpha = (\beta, k) : |\alpha| \leq m, \beta \leq m-1\}} \| \partial_y D^\alpha (u, h) \|_{L^2_t}
\]
\[+ 2 \| \partial_y (u_m, h_m) \|_{L^2_t} + 50 \vartheta_0^{-4} \| h_m \|_{L^2_t}, \tag{A.72}
\]
With the above estimates in hand, we can derive the desired a priori estimates of \((u, h)\) for the boundary layer problem \((2.9)\). Thanks to Lemma \(A.1\) and \(A.2\) it follows from \((A.71)-(A.72)\) that for \(m \geq 5\), small enough \(\delta_1 > 0\) and any \(x \in [0, L]\),

\[
\sum_{\alpha \in \{\alpha = (\beta, k) : |\alpha| \leq m, \beta \leq m-1\}} s(x) + 25\vartheta_0^{-4} s_m(x) \\
+ \int_0^x \left( \sum_{\alpha \in \{\alpha = (\beta, k) : |\alpha| \leq m, \beta \leq m-1\}} \|\partial_y D^\alpha (u, h)\|_{L^2}^2 + 25\vartheta_0^{-4}\|\partial_y (u_m, h_m)\|_{L^2}^2 \right) \\
\leq \sum_{\alpha \in \{\alpha = (\beta, k) : |\alpha| \leq m, \beta \leq m-1\}} s(0) + 25\vartheta_0^{-4} s_m(0) + \int_0^x C(u_e, u_b, h_e, \vartheta_0, \sigma_0) \\
+ C\vartheta_0^{-8} \int_0^x \left( \sum_{\alpha \in \{\alpha = (\beta, k) : |\alpha| \leq m, \beta \leq m-1\}} s(x) + 25\vartheta_0^{-4} s_m(x) \right)^3.
\]

Denote

\[
F_0 := \sum_{\alpha \in \{\alpha = (\beta, k) : |\alpha| \leq m, \beta \leq m-1\}} s(0) + 25\vartheta_0^{-4} s_m(0)
\]

and

\[
F := C(u_e, u_b, h_e, \vartheta_0, \sigma_0),
\]

then it follows from the Gronwall inequality that

\[
\sum_{\alpha \in \{\alpha = (\beta, k) : |\alpha| \leq m, \beta \leq m-1\}} s(x) + 25\vartheta_0^{-4} s_m(x) \\
\leq \left( F_0 + \int_0^x F \right) \left\{ 1 - 2C\vartheta_0^{-8} \left( F_0 + \int_0^x F \right)^2 x \right\}^{-1/2},
\]

which gives that

\[
\sup_{x \in [0, L]} E_{u, h} \leq \left( F_0 + \int_0^x F \right)^{1/2} \left\{ 1 - 2C\vartheta_0^{-8} \left( F_0 + \int_0^x F \right)^2 x \right\}^{-1/4}.
\]

Moreover, under the assumptions in Proposition \(A.1\) we obtain

\[
\sup_{x \in [0, L]} \| (u, h) \|_{H^m} \leq C \left( F_0 + \int_0^x F \right)^{1/2} \left\{ 1 - 2C\vartheta_0^{-8} \left( F_0 + \int_0^x F \right)^2 x \right\}^{-1/4}.
\]

For \(i = 1, 2\), by Newton-Leibnitz formula, we have

\[
\langle y \rangle^{i+1} \partial_y^i (u, h) = \langle y \rangle^{i+1} \partial_y^i (u_0, h_0) + \int_0^x \langle y \rangle^{i+1} \partial_y^i \partial_y (u, h),
\]

\[
u - h = u_0 - h_0 + \int_0^x \partial_x (u - h),
\]

and

\[
\langle u, h \rangle = (u_0, h_0) + \int_0^x \partial_x (u, h).
\]
Therefore, we deduce from the Sobolev embedding and (A.76) that
\[ \| \langle y \rangle^{l+1} \partial_y^i (u, h) \|_{L^\infty} \]
\[ \leq \| \langle y \rangle^{l+1} \partial_y^i (u_0, h_0) \|_{L^\infty} + \int_0^x \| \langle y \rangle^{l+1} \partial_x \partial_y^i (u, h) \|_{L^\infty} \]
\[ \leq \| \langle y \rangle^{l+1} \partial_y^i (u_0, h_0) \|_{L^\infty} + Cx \sup_{x \in [0, L]} \| (u, h) \|_{H^5} \]
\[ \leq \| \langle y \rangle^{l+1} \partial_y^i (u_0, h_0) \|_{L^\infty} + Cx \left[ \left( F_0 + \int_0^x F \right)^{1/2} \left\{ 1 - 2C \vartheta_0^{-8} \left( F_0 + \int_0^x F \right)^2 x \right\} \right]^{-1/4}. \]

Similarly,
\[ h(x, y) \geq h_0 - Cx \cdot \sup_{x \in [0, L]} \| h \|_{H^5} \]
\[ \geq h_0 - Cx \left[ \left( F_0 + \int_0^x F \right)^{1/2} \left\{ 1 - 2C \vartheta_0^{-8} \left( F_0 + \int_0^x F \right)^2 x \right\} \right]^{-1/4}. \]

and
\[ u - h \geq (u_0 - h_0) \]
\[ - 2Cx \left[ \left( F_0 + \int_0^x F \right)^{1/2} \left\{ 1 - 2C \vartheta_0^{-8} \left( F_0 + \int_0^x F \right)^2 x \right\} \right]^{-1/4}. \]

Proof of the Proposition A.1. Notice that
\[ \int_0^x F \leq C(u_e, u_b, h_e, \vartheta_0, \sigma_0)x, \]
and $F_0$ is a polynomial of $\| (u_0, h_0) \|_{H^m}$. Precisely,
\[ F_0 \leq C \vartheta_0^{-8} P(C(u_e, u_b, h_e) + \| (u_0, h_0) \|_{H^m}). \]
Putting the above estimates into (A.76)-(A.79), the Proposition A.1 follows. □

We are in a position to prove the Proposition 2.1.

Proof of Proposition 2.1. The existence of solutions to the problem (2.9) can be achieved by the classical Picard iteration scheme and the fixed point theorem. And the uniform a priori energy estimates of solutions to the linear problem are derived similarly as those in (A.76)-(A.79) for the nonlinear problem, which also guarantee the lifespan of the solution sequences to the linear problem will not shrink to zero. We refer to [17, 20] for more details for instance. Here we omit it here for simplicity of presentation. □

Appendix B. Proof of Lemma 3.1

Now we will prove the Lemma 3.1 in this Appendix.
Proof of Lemma 7.1 Multiplying the equations in (6.2) by $u^\epsilon, v^\epsilon, h^\epsilon, g^\epsilon$ respectively, integrating by parts on $[0, L] \times [0, +\infty)$ and adding all resulting equalities together, we obtain that

$$
\int_{x=L} u_s |u^\epsilon|^2 + \epsilon |v^\epsilon|^2 + \int_{x=L} u_s |h^\epsilon|^2 + \epsilon |g^\epsilon|^2
+ \nu \int \left[ 2\epsilon |u^\epsilon_s|^2 + (u^\epsilon_y + \epsilon v^\epsilon_y)^2 + 2\epsilon |v^\epsilon_y|^2 \right]
+ \kappa \int \left[ 2\epsilon |h^\epsilon|^2 + (h^\epsilon_y + \epsilon g^\epsilon_y)^2 + 2\epsilon |g^\epsilon_y|^2 \right]

= - \left( \int \partial_x u_s |u^\epsilon|^2 + \int v^\epsilon \partial_y u_s u^\epsilon - \int h_s \partial_x h^\epsilon u^\epsilon 
- \int g_s \partial_y h^\epsilon u^\epsilon - \int u^\epsilon \partial_x v^\epsilon \epsilon v^\epsilon 
+ \epsilon \int \partial_y v_s |v^\epsilon|^2 - \int h_s \partial_x g^\epsilon \epsilon v^\epsilon 
+ \int g_s \partial_y g^\epsilon \epsilon v^\epsilon + \int v^\epsilon \partial_y h_s h^\epsilon - \int h_s \partial_x u_s h^\epsilon 
- \int \partial_x u_s |h^\epsilon|^2 - \int g_s \partial_y u_s h^\epsilon - \int g_s \partial_y u_s h^\epsilon 
+ \int u^\epsilon \partial_x g_s g^\epsilon - \int h_s \partial_x \epsilon v^\epsilon \epsilon g^\epsilon 
- \int g_s \partial_y g^\epsilon \epsilon g^\epsilon - \int (f_1 u^\epsilon + f_3 h^\epsilon) + \epsilon \int (f_2 v^\epsilon + f_4 g^\epsilon). \right) \tag{B.1}
$$

Notice that

$$
\int \int \left[ 2\epsilon |u^\epsilon_x|^2 + (u^\epsilon_y + \epsilon v^\epsilon_y)^2 + 2\epsilon |v^\epsilon_y|^2 \right] \geq \frac{1}{2} \|
\nabla x u^\epsilon \|^2_{L^2} - 2\epsilon \|
\nabla \epsilon v^\epsilon \|^2_{L^2}, \tag{B.2}
$$

and

$$
\int \int \left[ 2\epsilon |h^\epsilon|^2 + (h^\epsilon_y + \epsilon g^\epsilon_y)^2 + 2\epsilon |g^\epsilon_y|^2 \right] \geq \frac{1}{2} \|
\nabla h^\epsilon \|^2_{L^2} - 2\epsilon \|
\nabla \epsilon g^\epsilon \|^2_{L^2}. \tag{B.3}
$$

Since $(u^\epsilon, v^\epsilon, h^\epsilon, g^\epsilon)|_{x=0} = (0, 0, 0, 0)$, the following Poincaré type inequalities hold.

$$
\|u^\epsilon\|_{L^2} \leq L\|u^\epsilon_x\|_{L^2}, \quad \|h^\epsilon\|_{L^2} \leq L\|h^\epsilon_x\|_{L^2} = L\|g^\epsilon_y\|_{L^2}, \quad \|v^\epsilon\|_{L^2} \leq L\|v^\epsilon_x\|_{L^2}, \quad \|g^\epsilon\|_{L^2} \leq L\|g^\epsilon_x\|_{L^2}.
$$

By using $(v^\epsilon, g^\epsilon)|_{y=0} = (0, 0)$ again, one has

$$
v^\epsilon = \int_0^y v^\epsilon_y \leq \sqrt{y} \left( \int_0^y |v^\epsilon_y|^2 \right)^{1/2}, \quad g^\epsilon = \int_0^y g^\epsilon_y \leq \sqrt{y} \left( \int_0^y |g^\epsilon_y|^2 \right)^{1/2}.
$$
Therefore, we obtain that
\[
\int \int (f_1 u^r + f_3 h^r) + \varepsilon \int \int (f_2 v^r + f_4 g^r)
\]
\[
\leq \|u^r\|_{L^2} \|f_1\|_{L^2} + \|h^r\|_{L^2} \|f_3\|_{L^2} + \varepsilon (\|v^r\|_{L^2} \|f_2\|_{L^2} + \|g^r\|_{L^2} \|f_4\|_{L^2})
\]
\[
\leq L^2 \|\nabla_r (v^r, g^r)\|_{L^2}^2 + \|(f_1, f_3)\|_{L^2}^2 + \varepsilon \|(f_2, f_4)\|_{L^2}^2.
\]
Moreover, one has the following estimates.
\[
\int \int \partial_x u_s |u^r|^2 \leq \|\partial_x u_s\|_{L^2} \|u^r\|_{L^2}^2
\]
\[
\leq L^2 \|\partial_x u_s\|_{L^2} \|u^r\|_{L^2}^2 = L^2 \|\partial_x u_s\|_{L^2} \|v^r\|_{L^2}^2,
\]
and
\[
\int \int v^r \partial_y u_s u^r \leq L \|v^r\|_{L^2} \|y \partial_y u_s\|_{L^2} \|u^r\|_{L^2}
\]
\[
= L \|y \partial_y u_s\|_{L^2} \|v^r\|_{L^2}^2,
\]
where \(u^r_s + v^r_y = 0\) is used in the last equality. Similarly,
\[
- \int \int h_s \partial_x h^r u^r \leq \|h_s\|_{L^2} \|u^r\|_{L^2} \|\partial_x h^r\|_{L^2}
\]
\[
\leq L \|h_s\|_{L^2} \|u^r\|_{L^2} \|h^r\|_{L^2} = L \|h_s\|_{L^2} \|v^r\|_{L^2} \|g^r\|_{L^2},
\]
\[
- \int \int g_s \partial_y h^r u^r \leq \|g_s\|_{L^2} \|u^r\|_{L^2} \|\partial_y h^r\|_{L^2}
\]
\[
\leq L \|g_s\|_{L^2} \|v^r\|_{L^2} \|h^r\|_{L^2},
\]
\[
- \int \int g^r \partial_y h_s u^r \leq L \|y \partial_y h_s\|_{L^2} \|u^r\|_{L^2} \|g^r\|_{L^2}
\]
\[
= L \|y \partial_y h_s\|_{L^2} \|v^r\|_{L^2} \|g^r\|_{L^2},
\]
\[
\int \int u^r \partial_x v_s e^r \leq L \|v_x\|_{L^2} \|v^r\|_{L^2} \|v^r\|_{L^2}
\]
\[
\leq L \|g_s\|_{L^2} \|g^r\|_{L^2} \|v^r\|_{L^2},
\]
\[
\int \int g_s \partial_y g^r e^r \leq \|g_s\|_{L^2} \|g^r\|_{L^2} \|v^r\|_{L^2} \|e^r\|_{L^2}
\]
\[
\leq \|g_s\|_{L^2} \|g^r\|_{L^2} \|v^r\|_{L^2} \|v^r\|_{L^2},
\]
\[
\int \int v^r \partial_y h_s h^r \leq L \|y \partial_y h_s\|_{L^2} \|g^r\|_{L^2} \|v^r\|_{L^2},
\]
\[
- \int \int h_s \partial_x u^r h^r \leq \|h_s\|_{L^2} \|u^r\|_{L^2} \|h^r\|_{L^2}
\]
\[
\leq L \|h_s\|_{L^2} \|u^r\|_{L^2} \|h^r\|_{L^2} = L \|h_s\|_{L^2} \|v^r\|_{L^2} \|g^r\|_{L^2},
\]
\[
- \int \int \partial_x u_s |h^r|^2 \leq \|u_{sx}\|_{L^2} \|h^r\|_{L^2}^2
\]
\[
\leq L^2 \|u_{sx}\|_{L^2} \|h^r\|_{L^2}^2 = L^2 \|u_{sx}\|_{L^2} \|v^r\|_{L^2} \|g^r\|_{L^2},
\]
\[
- \int \int g_s \partial_y u^r h^r \leq L \|g_s\|_{L^2} \|h^r\|_{L^2} \|u^r\|_{L^2}
\]
\[
= L \|g_s\|_{L^2} \|g^r\|_{L^2} \|h^r\|_{L^2},
\]
\[
- \int \int g^r \partial_y u_s h^r \leq L \|g_s\|_{L^2} \|y \partial_y u_s\|_{L^2} \|h^r\|_{L^2}
\]
\[
\leq L \|y u_{sy}\|_{L^2} \|h^r\|_{L^2} \|g^r\|_{L^2}.
\]
\[ \int \int u' \partial_x g \leq \|g_x\|_{L^\infty} \|u\|_{L^2} \|g\|_{L^2} \quad \text{(B.17)} \]

\[ \int \int h_x \partial_x v \leq \|h_x\|_{L^\infty} \|v\|_{L^2} \leq \epsilon L \|h_x\|_{L^\infty} \|v\|_{L^2} \|g\|_{L^2}, \quad \text{(B.18)} \]

\[ \int \int h' \partial_x v \leq L^2 \|v\|_{L^\infty} \|h\|_{L^2} \|g\|_{L^2}, \quad \text{(B.19)} \]

Collecting all estimates above together, using the estimates of \(u, v, h, g\) and the facts that \(L << 1\) and choosing \(\epsilon << L\), the desired conclusion \((3.3)\) is obtained.

\[ \square \]

**Appendix C. Proof of Lemma 3.2**

It is left to give the proof of Lemma 3.2.

**Proof of Lemma 3.2** Recall that \(u_s\) has a strictly positivity lower bound. We begin with \(\mathcal{L} \times \partial_y \left( \frac{v^s}{u_s} \right) - \epsilon \mathcal{L} \dot{u} \partial_x \left( \frac{v^s}{u_s} \right) + \mathcal{L} \partial_y \left( \frac{g^s}{u_s} \right) - \epsilon \mathcal{L} \partial_x \left( \frac{g^s}{u_s} \right)\) to get

\[ \int \partial_y \left( \frac{v^s}{u_s} \right) \left( u_s \partial_x u^s + u^s \partial_x u_s + v_s \partial_y u^s + v^s \partial_y u_s + \partial_x p^s - \nu \Delta_x u^s \right) \]

\[ - \int \partial_y \left( \frac{v^s}{u_s} \right) \left( h_s \partial_x h^s + h^s \partial_x h_s + g_s \partial_y h^s + g^s \partial_y h_s \right) \]

\[ - \int \epsilon \partial_x \left( \frac{v^s}{u_s} \right) \left( u_s \partial_x v^s + u^s \partial_x v_s + v_s \partial_y v^s + v^s \partial_y v_s + \frac{\partial_y p^s}{\epsilon} - \nu \Delta_x v^s \right) \]

\[ + \int \epsilon \partial_x \left( \frac{v^s}{u_s} \right) \left( h_s \partial_x g^s + h^s \partial_x g_s + g_s \partial_y g^s + g^s \partial_y g_s \right) \]

\[ + \int \partial_y \left( \frac{g^s}{u_s} \right) \left( u_s \partial_x h^s + u^s \partial_x h_s + v_s \partial_y h^s + v^s \partial_y h_s - \kappa \Delta_x h^s \right) \]

\[ - \int \partial_y \left( \frac{g^s}{u_s} \right) \left( h_s \partial_x u^s + h^s \partial_x u_s + g_s \partial_y u^s + g^s \partial_y u_s \right) \]

\[ - \epsilon \int \partial_x \left( \frac{g^s}{u_s} \right) \left( u_s \partial_x g^s + u^s \partial_x g_s + v_s \partial_y g^s + v^s \partial_y g_s - \kappa \Delta_x g^s \right) \]

\[ + \epsilon \int \partial_x \left( \frac{g^s}{u_s} \right) \left( h_s \partial_x v^s + h^s \partial_x v_s + g_s \partial_y v^s + g^s \partial_y v_s \right) \]

\[ = \int \partial_y \left( \frac{v^s}{u_s} \right) f_1 - \epsilon \int \partial_x \left( \frac{v^s}{u_s} \right) f_2 \]

\[ + \int \partial_y \left( \frac{g^s}{u_s} \right) f_3 - \epsilon \int \partial_x \left( \frac{g^s}{u_s} \right) f_4 =: F. \]

Following the similar arguments as in [9], we derive that

\[ F \lesssim (\|f_1\|_{L^2} + \sqrt{\epsilon} \|f_2\|_{L^2}) \|v\|_2 \|v^s\|_{L^2} + (\|f_3\|_{L^2} + \sqrt{\epsilon} \|f_4\|_{L^2}) \|\nabla x v^s\|_{L^2} \]
It remains to estimate the other terms in LHS of (C.1).

Here we only give the estimates of the terms which are new and different from those in [9], and other terms can be estimated by the similar arguments, see also [9]. Note that \(u_s\) has a strictly positivity lower bound, then the new and different terms are estimated as follows:

\[
\int \int \partial_y \left( \frac{v^c}{u_s} \right) (u_s \partial_x u^c + u^c \partial_x u_s + v_s \partial_y u^c + v^c \partial_y u_s + \partial_x p^c - \nu \Delta_x u^c) - \int \int \nu \partial_x \left( \frac{v^c}{u_s} \right) (u_s \partial_x v^c + u^c \partial_x u_s + v_s \partial_y v^c + v^c \partial_y u_s + \frac{\partial_y p^c}{\epsilon} - \nu \Delta_x v^c) + \int \int \partial_y \left( \frac{g^c}{u_s} \right) (u_s \partial_x h^c - h^c \partial_x u_s + v_s \partial_y h^c - g^c \partial_y u_s - \kappa \Delta_x h^c) - \epsilon \int \int \partial_x \left( \frac{g^c}{u_s} \right) (u_s \partial_x g^c - h^c \partial_x v_s + v_s \partial_y g^c - g^c \partial_y v_s - \kappa \Delta_x g^c) \\
\lesssim - \int \int |\nabla v^c|^2 - \int \int |\nabla u^c|^2 + \|\nabla \epsilon(u^c, h^c)\|^2_{L^2} + L \|\nabla \epsilon(v^c, g^c)\|^2_{L^2} - \frac{\epsilon^2}{2u_s} \int x = L \frac{|v^c|^2}{4u_s^2} + \int \int \frac{|g^c|^2 |\partial_y u_s|^2}{u_s^2} + \|\nabla \epsilon(u^c, h^c)\|_{L^2} \|\nabla \epsilon(v^c, g^c)\|_{L^2}.
\]

It remains to estimate the other terms in LHS of (C.1).
Combining the above estimates together, using the smallness of the

\[ \int \int \partial_y \left( \frac{g^\varepsilon}{u_s} \right) h_s \partial_x u^\varepsilon = \int \int \frac{\partial_y g^\varepsilon}{u_s} h_s \partial_x u^\varepsilon - \int \int \frac{\partial_y u_s g^\varepsilon}{u_s^2} h_s \partial_x u^\varepsilon \]

\[ \leq \left\| \frac{h_s}{u_s} \right\|_{L^\infty} \left\| \partial_y g^\varepsilon \right\|_{L^2} \left\| \partial_x u^\varepsilon \right\|_{L^2} + C \left\| h_s \right\|_{L^\infty} \left\| \partial_y u_s \right\|_{L^\infty} \left\| \partial_y g^\varepsilon \right\|_{L^2} \left\| \partial_x u^\varepsilon \right\|_{L^2} \]

\[ \leq \left\| \frac{h_s}{u_s} \right\|_{L^\infty} \left\| \partial_y g^\varepsilon \right\|_{L^2} \left\| \partial_y v^\varepsilon \right\|_{L^2} \]

\[ \leq \epsilon \int \int \partial_x \left( \frac{g^\varepsilon}{u_s} \right) h_s \partial_x v^\varepsilon = \epsilon \int \int \frac{\partial_x g^\varepsilon}{u_s} h_s \partial_x v^\varepsilon - \epsilon \int \int \frac{\partial_x u_s g^\varepsilon}{u_s^2} h_s \partial_x v^\varepsilon \]

\[ \leq C \epsilon \left\| \frac{h_s}{u_s} \right\|_{L^\infty} \left\| \partial_x v^\varepsilon \right\|_{L^2} \left\| \partial_x g^\varepsilon \right\|_{L^2} + C \epsilon L \left\| h_s \right\|_{L^\infty} \left\| \partial_x u_s \right\|_{L^\infty} \left\| \partial_x g^\varepsilon \right\|_{L^2} \left\| \partial_x v^\varepsilon \right\|_{L^2} \]

\[ \int \int \partial_y \left( \frac{g^\varepsilon}{u_s} \right) v^\varepsilon \partial_y h_s = \int \int u_s \partial_y g^\varepsilon - \frac{g^\varepsilon}{u_s^2} \partial_y u_s v^\varepsilon \partial_y h_s \]

\[ \leq C \left( \left\| u_s \right\|_{L^\infty} + \left\| y \partial_y u_s \right\|_{L^\infty} \right) \left\| y \partial_y h_s \right\|_{L^\infty} \left\| \partial_y g^\varepsilon \right\|_{L^2} \left\| \partial_y v^\varepsilon \right\|_{L^2} \]

\[ \int \int g^\varepsilon \left| \partial_y h_s \right|^2 \leq C \left\| y \partial_y u_s \right\|_{L^\infty} \left\| \partial_y g^\varepsilon \right\|_{L^2} \left\| \partial_y v^\varepsilon \right\|_{L^2} \]

Combining the above estimates together, using the smallness of the \( \left\| \frac{h_s}{u_s} \right\|_{L^\infty} \) and \( \left\| y \partial_y (u_s, h_s) \right\|_{L^\infty} \), then the desired estimate (3.5) follows. □
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