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Abstract

The purchase decisions of customers are influenced by the relevant reviews made by customers. Deceptive reviews are confusing and hard to detect. The existing identification method of deceptive reviews is based on the traditional algorithm of machine learning. However, the methods used to identify deceptive reviews must be improved. In order to improve the accuracy of the identification of deceptive reviews, a novel method integrating sentimental analysis and the characteristics of reviewers was proposed in this study. On the basis of the analysis of the emotional characteristics of the review texts and the behavioural characteristics of the reviewers, a method of deceptive review identification was established. The proposed method analyzed the intensity of emotions, the text similarity, the largest daily publishing comment index, and the extreme rating index on the basis of the feature-weighted model. This model verified the effectiveness of the proposed method. Results show that a direct correlation exists between the unreliability score of users and deceptive review identification. If the score exceeds 0.78, then the reviewer is deemed to be a deceptive reviewer, and the reviews made are deceptive reviews. The proposed method provides a good prospect to identify deceptive reviews.

Keywords: Complex network, Network clustering, Community structure, Particle swarm optimization

1. Introduction

Most customers read online reviews when shopping on e-commerce sites. On the one hand, favorable reviews of a product give customers a good impression of it. On the other hand, bad reviews give a negative impression. In the e-competitive platform, gaining favorable reviews is critical to the large-scale sales of goods. Therefore, many businesses are willing to pay a considerable amount of money to hire posters that will write favorable reviews for their products or negative reviews for their competitors.

Deceptive reviews do not necessarily mean that the quality of products is inferior. However, the appearance of deceptive reviews disturbs the environment of online shopping and increases the shopping risk of customers. Distinguishing deceptive reviews is difficult for customers without professional knowledge [1]. Generally, deceptive reviews are fraudulent, with a low rate of artificial perception. The number of deceptive reviews increases every day [2]. Moreover, deceptive reviews not only will bring unpleasant shopping experience to customers, but also do harm to the positive development of the entire e-commerce environment [3]. In addition, deceptive reviews will have a negative influence on academic research because academic studies are based on information such as product reviews. The adulteration caused by deceptive reviews makes the results of these academic studies less reliable.

On the basis of the above analysis, scholars have conducted extensive research on the identification of deceptive reviews [4-6]. However, obtaining a genuine sample corpus of deceptive reviews is difficult. Most of the studies are in English, which do not conform to the Chinese grammatical features and structures. Moreover, the studies are based on spam reviews and the lack of pertinence. Therefore, how to enhance the accuracy and completeness of identifying deceptive reviews is an urgent problem.

Therefore, we propose a method of deceptive review identification that integrates sentiment analysis and the characteristics of reviewers. This proposed method utilizes a feature-weighted model to describe the emotional intensity of reviews and the importance of the characteristics of reviewers. In the process of deceptive review identification, the proposed method evaluates the reliability of each review to accurately identify deceptive reviews and improve the method based on traditional machine-learning algorithm.

2. State of the art

Currently, scholars have been doing notable research work on the identification of deceptive reviews. Kim et al. [7] proposed a framework approach based on deep semantics. In turn, this deep semantics is based on the gold standard data set of deceptive reviews published by Myle Ott et al. [8]. Their method is inefficient since it is based on third-party platforms. Their method is also hard to migrate to other platforms. Chen et al. [9] put forward a model for assessing emotional inclination based on the product attributes of reviews. This model was employed to identify the deceptive reviews of online products. The accuracy of the model
depends on two important lexicons, namely, attribute and sentiment lexicons. The operation efficiency of the model is low, and the consumption time is long. Akoglu et al. [10] formed a network of reviewers and content of reviews. They used network effect to rate reviewers and the content of reviews. Content with low scores were marked as spam reviews. Some influence on the experimental results emerges because of the strong subjectivity of hand-annotated; Shao et al. [11] created a model of multilateral graph and proposed a method to identify deceptive reviewers. However, their method is not comprehensive in the analysis of the emotional characteristics of reviewers. A certain deviation in the manual annotation affected the evaluation of experimental results. Wang et al. [12] came up with an algorithm for mining suspected fraud. This algorithm was based on the similarity clustering of user information-searching behavior. The behavior, in turn, comes from the online customer information searching behavior. The shortcomings of this algorithm lied on the discriminant threshold of “Click farm fraud cannot be automatically adjusted to identify suspected fraud.” Fang et al. [13] brought forward a method for identifying deceptive reviews that integrates scoring evaluation consistency and multi-dimensional time series. Moreover, they constructed a model of deceptive review detection based on multi-dimensional time series. Multiple extracted deceptive review features were fused to construct a classifier of deceptive review detection without considering the dynamic comment situations. Zhao [14] proposed a systematic and low-cost “text-theme” double-level network method of deceptive review detection. The deceptive review identification method designed by the institute could not identify the reviews whose polarity was opposite to the genuine content of reviews.

The behavior of deceptive reviewers was considered by scholars all over the world to detect deceptive reviews. Dellarocas [15] first carried out cluster analysis on the comment behavior of reviewers. Further, Dellarocas classified deceptive reviews into two grades: overevaluation and undervaluation. The reviews published by low-credit reviewers were regarded as having no reference value, but it was too absolute to divide the reviews into two grades, which were not accurate most of the time. Kumar et al. [16], who conducted the study on the reviewers, analyzed the collective cheating behavior of several reviewers in accordance with their communication and interaction with the platform. They put forward the author fraud model, which inspired the research in this respect; however, its accuracy was not high enough. In their study, Liu et al. [17] categorized the deceptive reviews. A logistic regression model is proposed to identify deceptive reviews. Their method is only based on the assumption of reasonable classification; hence, it has some limitations. Lim et al. [18] started from the customer rating behavior. In addition, they built the model manually according to experience, set the weight of the various behavioral characteristics of reviewers, and found the source through the weight. This method is only applicable to those websites with the customer rating function. Qiu et al. [19] selected reviewers according to a single index. The method of the integrated selection of five indicators determines the number of reviewers who are most and least likely to become spam reviewers and marks them manually. A supervised linear regression model was designed on the basis of the results of markers. Given the strong subjectivity of artificial markers, the results may be affected. Xie et al. [20] applied the detection method of multiple time scale, taking advantage of characteristics such as the release time of reviews and the historical release records of reviewers. By analyzing the time window of the centralized release of deceptive reviews in time sequence, a single review in the window is regarded as a deceptive review. However, treating a single review as a deceptive review is just a probability event, which is also unstable. Xing et al. [21] presented a method of deceptive review identification based on a Markov logic network, which can extract the characteristics of behavior and text of reviewers and form a first-order formula. The limitation of this method is that with the increase of data, the formation of the Markov network becomes more time-consuming and complex, which is not suitable for large-scale data sets. Yu et al. [22] proposed a model in 2016, which can identify deceptive review customers and sellers who have swapped points. The disadvantage of this model is that it does not consider the structural, grammatical, and semantic problems of the text itself, and many algorithms lack theoretical support. Hernandez Fusilier et al. [23] analyzed the role of opinion polarity in the detection. Moreover, they corroborated that negative deceptive reviews were more difficult to detect than positive deceptive reviews. This finding was also related to the reviewers. Specific conclusions were not given and must still be studied.

The above methods of deceptive review identification are mainly based on the content of reviews or the behavior of the reviewers. Given the increasing number of deceptive reviews, performing only one method of identification is not ideal. When analyzing from the perspective of the review content or the behavior of the reviewers, taking the other side to supplement the identification should provide more accuracy. Therefore, the present study considered the characteristics of the review content and the reviewers’ behavior and proposed a method of deceptive review identification by integrating sentiment analysis and the characteristics of reviewers. This proposed method used the feature-weighted model to evaluate the reliability of the reviews to identify deceptive reviews accurately.

The rest of this study is organized as follows. Section 3 establishes the method integrating sentiment analysis and the characteristics of reviewers. Deceptive reviewers can be identified by calculating the unreliable fraction of reviewers; therefore, deceptive reviews can be identified. Section 4 constructs the data set by means of crowd-sourcing, and the accuracy and performance of the deceptive review identification method created are verified by the comparison experiment. Section 5 concludes the study.

3. Methodology

3.1 Deceptive review identification based on sentimental analysis

We analyze the sentiment of the text through text pre-processing, emotion level annotation, and weight analysis. The authenticity of the reviews is tested by the emotion intensity of the reviews.

3.1.1 Text preprocessing

The text is pre-processed first to facilitate subsequent experiments, mainly including the following contents:

(1) Invalid values must be removed. For example, in the raw data, the system provides the default value as “positive
opinion.” These values are not helpful for evaluation; hence, they are filtered out.

(2) Non-text characters must be removed. These are special characters, punctuation marks, and numbers. These non-text characters are meaningless for text mining; hence, they must be removed.

(3) Stop words must be removed. Some meaningless words frequently appear in the text documents. For instance, in the text documents, many words emerge, such as “and,” “with,” and “proviso,” which are defined as stop words. They do not contribute to the content of the text and hinder the understanding of the content of the text; hence, they must be removed from text analysis. The present study adopts the stop-word list of the Harbin Institute of Technology to remove the stop-words in the text.

3.1.2 Sentimental analysis
The sentiments of customers are usually expressed through the emotional words in the reviews. For the same evaluated object, the emotional inclination and degree of expression vary from person to person. For instance, commenting on the same item of clothing, ordinary customers will use positive words to express their sentiments. Meanwhile, the deceptive favorable reviews written by hired professional writers tend to use more compliments than ordinary customers, with a stronger sentiment opinion and some exaggerated languages. The use of emotional words in reviews can show and strengthen the sentiment polarity of reviews [24] (Table 1).

Table 1. Differences of Sentiment Polarity between a Genuine Review and a Deceptive Review

| Sequence | Review Instance                                                                 | Emotional Intensity | Review Type   |
|----------|--------------------------------------------------------------------------------|---------------------|---------------|
| 1        | The clothes are okay, anyway, it is worth every penny. However, the delivery is   | Weak                | Genuine Reviews |
|          | too slow. The delivery speed is very fast, the consumer service is very friendly,  |                    |               |
|          | all questions were answered, and I am very happy with this purchase. The clothes  |                    |               |
|          | were received and the thickness is unexpected. There is no color difference. It    |                    |               |
|          | feels super good when touched outside. Indeed a good choice. Very good store,     |                    |               |
|          | very good quality, and I am very satisfied.                                      |                    |               |
| 2        | Extremely Strong                                                               |                    | Deceptive Reviews |
|          | The delivery speed is very fast, the consumer service is very friendly, all       |                    |               |
|          | questions were answered, and I am very happy with this purchase. The clothes      |                    |               |
|          | were received and the thickness is unexpected. There is no color difference. It   |                    |               |
|          | feels super good when touched outside. Indeed a good choice. Very good store,    |                    |               |
|          | very good quality, and I am very satisfied.                                      |                    |               |

The pre-processed data set is put into the process of word segmentation and calculation of word frequency by matching with the HowNet and simplified Chinese emotion lexicons of Taiwan. The outputs are positive and negative word frequency lexicons. The present study must describe the sentimental orientation of the text and the level of sentimental orientation to express the degree of positivity or negativity. Therefore, all the emotion words in the lexicon are sorted by word frequency. The top 50 words with the highest frequency were rated and assigned values. Positive words were positive values, while negative words were negative values.

We crowd-source 359 deceptive and 375 genuine reviews to form the training set. The emotional terms (number) in the training set are counted as \( N_w \).

The emotion intensity of a review is reflected by the emotional term, intensity. Thus, the weight of each review \( W_t \) in the training set should be equal to the sum of the weight of positive words \( W_p \) and negative words \( W_n \) in the review:

\[
W_t = \sum W_p + \sum W_n 
\]

(1)

Table 2. Experimental Result of Genuine versus Deceptive Review Emotional Intensity

| Sequence | Review Instance | Emotional Intensity | Review Type   |
|----------|-----------------|---------------------|---------------|
|          |                 |                     |               |
|          |                 | 0.9592              | Deceptive     |
|          |                 | 0.9502              |               |
|          |                 | 0.8647              |               |
|          |                 | 0.9305              |               |
|          |                 | 0.6321              |               |
|          |                 | 0.9225              |               |
|          |                 | 0.8089              |               |
|          |                 | 0.8513              |               |
|          |                 | 0.7928              |               |
|          |                 | 0.8177              |               |
|          |                 | 0.8609              |               |
|          |                 | 0.8464              |               |
|          |                 | 0.8348              |               |
|          |                 | 0.9301              |               |
|          |                 | 0.9059              |               |
|          |                 | 0.8528              |               |
|          |                 | 0.9225              |               |
|          |                 | 0.9244              |               |
|          |                 | 0.8173              |               |

Given that the weight obtained here is the sum of the weights of all emotion terms in the review text, the present study considers the absolute value of this weight as the emotional intensity value of the reviews. In addition, to normalize the emotional intensity value of the review to [0,1] scope while preventing the influence of the overweight of the positive words or the underweight of the negative words on the emotional intensity of the review, inspired by Wang et al. [25], the present study adopts the following curve function to smooth \( W_t \) to calculate the emotional intensity of the review \( E_t \):

\[
E_t = 1 - \frac{1 - W_t}{N_w}
\]

(2)

The larger the value of \( E_t \), the stronger the emotional intensity. Through the training and tuning of the training data set, we get the following results in Table 2.

3.2 Deceptive review detection based on characteristics of reviewers
The deceptive review identification based on the characteristics of reviewers is analyzed from three aspects to improve the accuracy of deceptive review identification.

3.2.1 Content similarity
Copying is a common method used by the publishers of deceptive reviews. Compared with that of fabricating a new review, the time cost of copying the original review of a
similar product is significantly lower. Mukherjee et al. [26] analyzed the Yelp data set to show that more than 70% of deceptive review publishers posted reviews with similarities greater than 0.3, while genuine reviewers posted reviews with similarities below 0.18. For the same reviewer, a content similarity calculation helps in capturing the behavioral characteristics of reviewers.

The Chinese text classification feature and feature weighting method [27] are employed to do some basic data cleaning operations to detect duplicate reviews. First, a language model was built for all reviews. Thereafter, a similarity value \( m(p_i, p_j) \) is calculated for two reviews \( p_i \) and \( p_j \). The larger the similarity value, the more likely it is that the two reviews are duplicate reviews. Through analysis and calculation, four main types of repeated reviews emerge:

1) Different reviewers made the same reviews on the same product.
2) Different reviewers made the same reviews on different products.
3) Same reviewers made the same reviews on different products.
4) Same reviewers made the same reviews on the same product.

3.2.2 Maximum number of reviews posted on the day

Submitting several reviews in a single day is an anomalous behavior [28]. Mukherjee et al. [26] found in an analysis of Yelp data that approximately 75% of deceptive reviewers posted more than five reviews per day, whereas more than 90% of genuine reviewers had no more than three reviews per day.

The present study counts the number of reviews published by the reviewer in a certain period. The number of reviews published by the deceptive reviewer in a certain period is commonly very large; hence, the number of reviews published is used as a one-dimensional feature. If the reviewer has too many reviews in a certain period, then the reviewer is a deceptive reviewer, and the reviews published are also deceptive.

3.2.3 Extreme rating behavior

We treat the highest or the lowest score on product rating as an extreme rating with the possibility that the reviewer deliberately praises or disparages the product. Rating a product with one star and five stars in a five-star rating system is an extreme rating behavior.

3.3 Reviewer unreliability score

The present study combines sentiment analysis and the characteristics of reviewers to calculate reviewer unreliability scores.

| Symbol | Definition |
|--------|------------|
| \( r \) | Reviewer |
| \( c \) | Review Text |
| \( n_c \) | Set of Review Text |
| \( E_i \) | Emotional Intensity Value of the Review |
| \( E(r) \) | Emotional Intensity Value of the Reviewer |
| \( d_i \) | Number of Reviews Published Per Unit of Time |
| \( D_c \) | Review Number of Reviews in a Unit of Time |
| \( m(p_i, p_j) \) | Review \( p_i \) & \( p_j \)'s Text Similarity |

1) The emotional intensity for all the reviews of a reviewer must be calculated. The mean of the emotional intensity is taken as the value of the emotional intensity of the reviewer:

\[
\bar{E}(r) = \frac{\sum E_i}{n_c}, \quad i \in n_c
\]

2) All the review dates of the reviewers must be counted, and the maximum value taken as the largest daily publishing review index of a reviewer:

\[
ci(r) = \max d_i x = \frac{d_i}{n_c}, \quad d_i \in D_c
\]

3) All the review texts of a reviewer in pairs must be compared, and the maximum value taken as the text similarity of the reviewers:

\[
cm(r) = \max d_i x = m(p_i, p_j), i, j \in n_c
\]

4) All the star ratings of a reviewer must be counted, the proportion of four and five stars in all ratings calculated, and the proportion taken as a reviewer's extreme rating index.

\[
cE(r) = \frac{fr(c) + 5fr(c)}{n_c}
\]

The unreliability score of the reviewers is determined by the emotional intensity value, the largest daily publishing review index, the text similarity, and the extreme rating index which are all positively correlated. By assigning weights, a formula for unreliability scores can be obtained. Therefore, the calculation method for the unreliability score of the reviewers defined in the present study is as follows:

\[
US(r) = \alpha \bar{E}(r) + \beta ci(r) + \chi cm(r) + \varepsilon cE(r)
\]

In the present study, \( \alpha \) must be set to 0.4, \( \beta \) to 0.1, \( \chi \) to 0.3, and \( \varepsilon \) to 0.2. The formula shows that when the review text has high emotional intensity value, when several reviews per unit time emerge, when a high text similarity occurs, and when many extreme reviews are available, the unreliability score of the reviewer will increase accordingly.

Through the experiment on the training data set, we have the following experimental results as shown in Table 4.

The experimental results contend that the unreliability scores of deceptive reviewers are generally higher than 0.78, while the unreliability scores of genuine reviewers are generally lower than this value. Therefore, the reviewers with unreliability scores greater than 0.78 are included in the
candidate set of the deceptive reviewers. The reviews published are included in the collection of deceptive reviews.

3.4 Detection steps

The deceptive review identification method adopted considers the intensity of emotions of the review texts and the relationship between the reviewer and the feature of its reviews.

Specific steps are as follows:

**Input:** customer, review date, review text, review star

**Output:** deceptive reviewer candidate set

**Step 1** customer-review date lexicon, customer-review text lexicon, and customer-review star lexicon must be created.

**Step 2** The emotional intensity value of each review must be calculated according to Equations (1) and (2).

**Step 3** The emotional intensity value of the reviewers must be calculated according to Equation (3).

**Step 4** The maximum daily release index of the reviewers must be calculated according to Equation (4).

**Step 5** The text similarity of the reviewers must be calculated according to Equation (5).

**Step 6** The extreme rating index of the reviewers must be calculated according to Equation (6).

**Step 7** The final unreliability score of the reviewers must be calculated according to Equation (7).

**Step 8** A reviewer with an unreliability score greater than 0.78 must be incorporated into the deceptive reviewer candidate set and the reviews made into the deceptive review set.

### Table 4. Experimental Result of Genuine versus Deceptive Reviewers’ Unreliability Scores

| Deceptive Unreliability Scores | Genuine Unreliability Scores |
|-------------------------------|-----------------------------|
| 0.7748                        | 0.7489                      |
| 0.7928                        | 0.7027                      |
| 0.8177                        | 0.6544                      |
| 0.8609                        | 0.7744                      |
| 0.9306                        | 0.6750                      |
| 0.8090                        | 0.6780                      |
| 0.8649                        | 0.7070                      |
| 0.7873                        | 0.8297                      |
| 0.7809                        | 0.7016                      |
| 0.7602                        | 0.7728                      |
| 0.9055                        | 0.7722                      |
1) Comparison and combination of the identification of sentimental orientation features and the identification of text reviewers
2) Comparison of the experimental results of different methods.

Accuracy, recall, and F-score are considered evaluation indicators in the experiment.

4.3 Results and analysis of experiment
For the analysis of the identification effect of deceptive reviews integrating sentiment analysis and characteristics of reviewers, the experiment is divided into three categories:

1) Identification of sentiment analysis refers to the analysis of text from the perspective of emotional polarity, characterized by emotional intensity. This type is used as T1.
2) Identification of the characteristics of reviewers, which combines the content similarity of reviewers, the maximum number of the reviews published, and the extreme rating behavior. This type is used as T2.
3) Identification integrating sentiment analysis and characteristics of reviewers, that is to identify all the features by combining the characteristics of sentimental orientation and reviewers. This type acts as T3.

Table 6 exhibits the results of each type of experiment. Table 6 shows that Accuracy A and F1 values of type T3 are 0.92, 0.17 higher than T1. Accuracy A, the recall R, and F1 values of the type T3 are 0.02, 0.04, 0.04 higher than T2. Calculated from the table, M3 comprehensive performance has 23% improvement over T1 and a 5% improvement over T2. The experimental results confirm that type T3 has higher accuracy and better recall ability. The experimental results prove the effectiveness of the identification of deceptive reviews integrating sentiment analysis and characteristics of reviewers and improvement of the performance.

For the further verification of the validity of the proposed method and the effect of deceptive review identification, the method presented is compared with the methods proposed in some existing studies. (1) T1: Xing Juanjuan et al. [21] Deceptive Reviews identification Method Based on a Markov Logic Network. (2) T2: Pi Qi et al. [33] Deceptive Review Identification Based on Deep Learning. (3) T3: The present study proposes a combination of emotional sentiment feature identification and text reviewer combined identification method. Graph 1 depicts the effect of each method on the identification of deceptive reviews:

Fig. 2 shows that the identification method of integrating sentiment analysis and the characteristics of reviewers has been further improved compared with the two existing methods, with higher accuracy, better recall and better F1 value. This comparison indicates that the proposed method has higher validity and accuracy and better effect of deceptive review identification.

5. Conclusion
To improve the performance of the deceptive review identification and accurately identify deceptive reviews, the present study considered the difference in sentiment polarity between genuine and deceptive reviews based on integrating sentiment analysis and the characteristics of reviewers. The proposed method analyzed the emotional characteristics of deceptive reviews and used the feature-weighted model to analyze the importance of four aspects to evaluate the reliability of the reviewers. The deceptive reviewers were identified by their unreliability scores. Accordingly, a deceptive reviewer candidate set was obtained. The following conclusions could be drawn:

(1) The higher the emotional intensity value of the review, the higher the probability that it is a deceptive review. The emotional intensity value exceeding 0.8 is generally considered a deceptive review.

(2) The text similarity of the reviews, the largest daily publishing review index, and the extreme rating index are positively correlated with the likelihood that the review is deceptive.

(3) The higher the unreliable scores of the reviewer, the lower the authenticity of the review. Reviewers with unreliability scores of above 0.78 are commonly deceptive reviewers.

In sum, the present study combines sentiment analysis with reviewer behavior analysis and then proposes a deceptive review identification method integrating sentiment analysis and the characteristics of reviewers. The proposed method improves the accuracy of deceptive review identification and the performance of deceptive review identification. The present study plays a certain reference role in the subsequent research on deceptive review identification integrating sentiment analysis and the characteristics of reviewers. As for the certain deviation in manual marking, we propose that in future studies, a machine-learning method be adopted to mark the data set, which will be combined with the proposed method so that deceptive reviews can be recognized accurately.
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