Modelling of photovoltaic system power prediction based on environmental conditions using neural network single and multiple hidden layers
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Abstract. The solar power plant is an alternative to the provision of environmentally friendly renewable electricity, especially in the tropics, which are sufficiently exposed to the sun throughout the year. However, environmental conditions such as rainfall, solar radiation, or clouds may affect the output power of photovoltaic (PV) systems. These factors make it difficult to know whether PV can meet the needs of the existing load. This research develops a model to predict the output power of a 160 x 285W PV system located in the tropics and has certain environmental conditions. The prediction development is supported by the Python programming language with a single hidden layer and two hidden layers Neural Network, as well as the traditional Multiple Linear Regression tools. The simulation results show that the two hidden layers Neural Network method has a higher level of accuracy compared to the single hidden layer and Multiple Linear Regression as seen from the value of R², MSE, and MAE.

1. Introduction

The total world energy consumption is projected to increase by 40% from 2019 to 2050 [1]. Currently, most of the energy used is still fossil-based energy, such as petroleum and coal, which will be limited in the future. Moreover, there are also disadvantages caused by the energy produced by fossil fuels to the environment [2]. Therefore, the development of technology related to energy production has begun to shift from fossil-based energy towards new and renewable energy, such as solar energy.

The energy potential possessed by solar energy is also enormous, especially in a tropical area that is exposed to the sun throughout the year. For instance, in Indonesia, it is estimated that more than 500 GW and the largest compared to other renewables resources the country has. This case also occurs in other tropical countries, such as Malaysia and Thailand [3][4]. However, the development of the solar power plant is still growing in Southeast Asia [5]. Despite its abundant resources and environmental benefit, solar PV systems rely on atmospheric conditions, such as irradiation, temperature, cloud condition, and others. It is therefore important to be able to predict the power output from the solar power system for planning the operation of the power plant to ensure the reliability and cost-effectiveness of the system. The output parameters of a PV system usually have Standard Test Conditions (STC). However, the actual atmospheric state is rarely the same compared to STC, which results in the output of PV having a significant difference to the rated value [6].
Recently, experiments and literature have tried various methods to estimate the value of solar PV output power. Generally, the methodology to predict solar PV output power can be divided into the physical approach and the statistical approach [7]. Physical modelling estimates solar PV output by focusing on the physical construction of PV cells. Then the output will be matched with the available parameters. However, this method is very complicated and it is difficult to ensure the robustness of predictions due to the diversity of parameters [8]. Besides, this method is usually only concentrated on deterministic predictions, which sometimes fail in evaluating uncertainty from PV power data [9]. On the other hand, the statistical prediction method depends on the historical dataset to develop the model that can be modified to get maximum results.

Modelling with statistical analysis methods can be assisted with the Machine Learning algorithm by employing the weather and PV power output data, modelling can be made from various statistical methods. The statistical analysis can be divided into indirect and direct method [10]. The indirect method uses the historical data of solar radiation which is considered proportional to the PV power generation. For example, a study used support vector regression (SVR) for very short-term forecasting horizons of 5 to 60 minutes ahead in Australia use weather data and power output with data pre-processing [11], the author uses two types of experiments, experiments without weather variables and using weather variables. Another example was proposed by Shi et al, where they classified the day into four types namely (clear-sky, cloudy, foggy, and rainy) and used data at 15-minute intervals [12], it can be seen from the literature that weather is very influential in producing solar PV output power.

On the other hand, the direct method uses the records of the PV output power to develop the prediction model [13]. Artificial Neural Network (ANN) is a method that is often used to make predictions of PV output because of its ability to process variables that are not linear-shaped [12]. Alan J Thomas discussed the impact of the number hidden layer for the prediction of solar PV output, resulting that two hidden layers with fewer datasets are usually better than single hidden layer with more datasets [14]. Multiple linear regression (MLR) can also be used to make predictions of PV output [15]. However, due to its inability to analyze non-linear variables, this method is not as effective as the ANN method and usually produce a lower accuracy [9]. However, MLR can be useful to find the significance between the weather variables and the PV output power by looking at the parameters of the MLR equations.

This paper proposes a methodology by using ANN as core prediction model which is supplemented by MLR algorithm to pre-process the datasets. The MLR algorithm is employed to select weather variables and can be used to find the outliers that can significantly affect the forecasting accuracy. Nevertheless, outliers may also be required for the operation planning of the solar PV system because it represents a real application [16].

The rest of the paper is structured as follows. In section 2, we will explore the dataset, the theoretical basis of the PV itself, the methodology used to make predictions, namely Multiple Linear Regression and Artificial Neural Networks, modelling of each method will also be made in this chapter. Section 3 will discuss the results of the training and predictions of the two methods obtained and their analysis. Section 4 will summarize the main results and conclude this study.

2. Development of forecasting model
2.1. Data description & pre-processing

The PV system used for the experiment was 160 of 285 Watt PV panels with total nominal power of 45.6kW, located in the sunny tropical region throughout the year, the northern latitude of Indonesia, at longitude 100.51° and latitude 13.75° with an altitude of 13 meters above ground level. The PV has a tilted array of 13°, facing south at 0°, and no shade.

The input-output relationship of the prediction model is presented in Figure 1. The input variables consist of environmental data, while the output is the predicted power. The environmental variables are obtained from www.meteoblue.com with variable data taken at each hour [17]. These variables include temperature, humidity, pressure, rainfall, cloud cover, duration of solar radiation, wind speed, and wind direction. Another variables is incorporated to the model, that is solar altitude angle, which can be calculated as follows [18]:

\[
\sin \beta = (\cos L \times \cos \delta \times \cos H) + \sin L \times \sin \delta
\] (1)
where \( L \) is the site latitude, \( \delta \) is the solar declination, and \( H \) is the hour angle. Adjustments are required to calculated \( H \) so the model can be applied for the local time, such as longitude and local time meridian.

The process of the model development is presented in Figure 2. The data is processed by using a computer programming language, Python, to simplify and to speed up the work. The earliest stage of the model development is to preprocess the variable data by analyzing the mean, median, and quartile in accordance with the output power.

Firstly, clean up the data that is needed in making predictions. Then, analyze the data and visualize each variable against the target to show the relationship. To find multicollinearity, Variance Inflation Factor (VIF) is the quotient of the variance in the model many variables with variants from one model with only one variable. Furthermore, what needs to be done is to look for outliers, which can be solved by calculating the Z-Score. Then the data is randomized and normalized in order to differentiate the bias of the model. Data is divided into two types, namely data train and test data, where 80% of the data train is from the whole dataset, and the test data is 20% from the available dataset. Test data serves to check whether the modelling made is good enough or not.

Multiple Linear Regression (MLR) can be used as part of pre-processing data because its linear relationship between the input variables and the output. The general form of the MLR is shown in eq.2.

\[
y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_n x_n + e
\]  

where \( y \) is dependent variable such as the PV power generation, \( \beta_0 \) is intercept, \( \beta_n \) is slope coefficients for each explanatory variable, \( x \) is explanatory variables such as weather variables and altitude angle, and \( e \) is error term.

### 2.2. Artificial Neural Network (ANN) model

Artificial Neural Network (ANN) has in fact the same core general form as regression, but ANN has the capability to interpret the non-linear relationship between input and output so that it can result in a better accuracy. ANN is a network of a group of small processing units that are modeled based on
the behavior of human neural networks [19], as shown in Figure 3. Each neuron is interconnected, and the information flows from each of these neurons. Each data is processed through weighted dot operation, added up to form a weighted sum along with a certain bias. Then, it is transferred via an activation function to generate an output. Figure 4 provides a conceptual configuration of a single hidden layer ANN and a double hidden layer ANN.

The ANN model consists of one input layer, one or two hidden layers, and one output layer. In the case of two hidden layers, the first hidden layer uses Rectified Linear Unit (ReLu) and hyperbolic tangent (tanh) as its activation function, and the second hidden layer uses linear activation function. ReLu and tanh allows the model to learn non-linear correlations between the weather variables and PV output. Whereas, the linear activation function ensures that the range of output is mimicking the actual PV output characteristic.

The parameters that represent the ANN model are obtained by using Root Mean Square Propagation (RMSProp) optimization to calculate the momentum in order to avoid pitfall in gradient descent. The learning rate that is used is 0.01 to make sure the expected model even though it will prolong the computation time. The validation data is required to prevent overfitting, which uses as much as 20% of the randomly spread training data.

2.3. Evaluation of forecasting model

The accuracy of the forecasting model is evaluated by using three criteria, such as $R^2$, Mean Absolute Error (MAE), and Root Mean Squared Error (RMSE). $R^2$ is a statistical calculation that represents the proportion of variance for a dependent variable predicted using the independent variable in the regression model [20]. MAE is the average magnitude of error of a set of predictions regardless of the direction, whereas RMSE is a squared assessment that is rooted.

$$R^2 = \frac{SSR}{SST} = \frac{\sum_{i=1}^{n}(y_i - \bar{y})^2}{\sum_{i=1}^{n}(y_i - \bar{y})^2}$$

$$\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \bar{y}_i|$$

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n}(y_i - \bar{y}_i)^2}$$

3. Simulation results

MLR is used to create an equation that can show the significance of each variable entered. After making the selection, some variables that are collinear and insignificant are deleted. The results of $R^2$ and the resulting error values also will not change significantly. From the algorithm obtained, the parameter used for modelling are solar altitude angle, temperature, precipitation, total cloud cover, sunshine radiation, and speed of the wind.

The result for ANN two hidden layers, the best $R^2$ is to use the ReLu activation function on the first hidden layer, then use the Linear activation function on the second hidden layer, with 15 epochs, and 200+200 neural. For a single hidden layer, the best $R^2$ obtained using ReLu as activation function, 150 epoch, and 400 neural.

![Figure 5. Scatter plot for ANN one hidden layer (a) before & (b) after eliminating outliers 2 hidden layer (c) before & (d) after eliminating outliers](image-url)
For a comparison between the method of neural network one hidden layer and two hidden layer, it can be seen from the table below.

| Method          | ANN one hidden layer | ANN two hidden layer |
|-----------------|----------------------|----------------------|
|                 | before               | after                | Before               | After               |
| \( R^2 \)       | 0.895                | 0.934                | 0.908                | 0.941               |
| RMSE            | 3585.4               | 2667.5               | 3042.6               | 2657.6              |
| MAE             | 2045.5               | 1561.9               | 1727.9               | 1477.9              |

After seeing these results, it is time to try modelling the predicted actual output power. The prediction is made in two days from a dataset that has never been used from both the training data and the test data at the same location and the value of the power output that has also been collected every hour using neural network one hidden layer and two hidden layers. The data set contains 48 data from 48 hours. And the results obtained are as follows.

![Figure 6](image)

It appears that the two hidden layers' neural network has a higher accuracy value, also with no significant difference. Both have the same number of neurons, but on a neural network, two hidden layers are able to have more parameters. This happens because with onetime training data in two hidden layers is the same as dozens of times training in one hidden layer. Thus, one hidden layer has far more training model than two hidden layers.

4. Conclusion
An accurate and robust PV output power prediction is considered as one of the crucial factors to enable a higher penetration of PV system into the grid. This paper proposes a prediction model based on ANN algorithm, and compares the significance of using single hidden layer or two hidden layers in the ANN model. This paper also suggests a method to pre-process the datasets in order to improve the accuracy of the prediction model by looking at the relationship between variables through the MLR analysis. As a result, the double hidden layer ANN model provides a lightly better accuracy compared to the single hidden layer ANN model. Moreover, eliminating the outliers delivers even a better accuracy for both single and double hidden layer ANN model. However, it is worth to note that the elimination of outliers might not be recommended in the case of the prediction model is used for the operational planning.
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