New superintegrable models on spaces of constant curvature
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Abstract

It is known that the fairly (most?) general class of 2D superintegrable systems defined on 2D spaces of constant curvature and separating in (geodesic) polar coordinates is specified by two types of radial potentials (oscillator or (generalized) Kepler ones) and by corresponding families of angular potentials. Unlike the radial potentials the angular ones are given implicitly (up to a function) by, in general, transcendental equation.

In the present paper new two-parameter families of angular potentials are constructed in terms of elementary functions. It is shown that for an appropriate choice of parameters the family corresponding to the oscillator/Kepler type radial potential reduces to Poschl-Teller potential. This allows to consider Hamiltonian systems defined by this family as a generalization of Tremblay-Turbiner-Winternitz (TTW) or Post-Winternitz (PW) models both on plane as well as on curved spaces of constant curvature.
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1 Introduction

A Hamiltonian system defined on two-dimensional configuration space admitting three globally defined functionally independent constants of motion is called superintegrable. On classical level, for confining potentials the existence of such three integrals of motion makes all bounded trajectories closed[1]. Probably, the best known examples of such models are isotropic harmonic oscillator and Kepler-Coulomb systems.

The above rough definition of two-dimensional superintegrability extends to systems with n degrees of freedom and can be, if needed, made mathematically sound (see Refs.[2], the reviews [3], as well as references therein for relevant definitions and general setting).

Various properties and aspects of 2d-superintegrable systems both classical and quantum, in flat and curved spaces have been studied in many papers [4] - [34].

In particular, several recent articles devoted to superintegrable systems in Euclidean space $E_2$ concentrated on derivation and classification of Hamiltonians that allow separation in polar coordinates and admit an additional polynomial in momenta integral of motion [35] - [40]. The main advantage of the assumption that all constants of motion are polynomials in momenta of some finite degree $N$ is that the results are valid practically both in classical and quantum regime. However, the price to be payed is that potentially interesting superintegrable models not allowing the polynomial integral constant of motion remain beyond the scheme. Especially, as derived in Ref.[6] in the case of Euclidean plane, rederived (by using different method) and generalized to 2d spaces of constant curvature in Ref.[32] superintegrable Hamiltonians defined on such spaces and separating in polar (geodesic) coordinates (see eq.(3) below) can be described as follows. There are two types of allowed radial potentials (isotropic harmonic oscillator and generalized Kepler type, see eq.(15) and (16) below, respectively) and two corresponding families of angular potentials. The period of the angular potential in the given family is determined by the type of corresponding radial potential. Actually, all allowed angular potentials corresponding to the radial potential of a given type exhibit the same dependence $T(L)$ of the period on a separation constant $L$ (playing a role of the total ”energy” in a bounded angular motion)- they are isoperiodic. It is known [41] that given the period of motion as a function of energy allows to reconstruct (under mild assumptions) the potential up to a practically arbitrary function. Therefore, it is rather
not surprising that the polynomially superintegrable models form a subset of the superintegrable systems described above. In particular, as observed in [40] the Hamiltonian with generalized Kepler potential on Euclidean plane does not admit the third polynomial integral of motion.

The present paper is devoted to the further study of superintegrable Hamiltonians defined on 2d spaces of constant curvature and separating in polar (geodesic) coordinates. We derive (in terms of elementary functions) two-parameter families of angular potentials (corresponding to oscillator and generalized Kepler type radial potentials, respectively) generating superintegrable dynamics. This is done in the framework adopted in the Refs. [6], [32] without assuming from the very beginning any specific form of additional constant of motion. In particular, the family corresponding to the radial potentials of oscillator/Kepler type can be seen as 2-parameter generalization of Poschl-Teller potential and the resulting 2d-Hamiltonians as generalizations of TTW and PW Hamiltonians on Euclidean plane [22], [23] and 2d-spaces of constant curvature [26], [31], [33].

The paper is organized as follows. For a convenience of the reader as well as to fix the notation we start with brief recapitulation of the main ideas and results of Ref. [32]. Then, we explain how the implicit and transcendental, in general, equation on angular potentials can be solved in terms of elementary functions. We present and discuss the explicit solutions for both types of allowed radial potentials. Next we check in the independent way the superintegrability of considered systems. Finally we address the question of additional integrals of motion and we explicitly compute some of them. We conclude the paper with some remarks and open problems.

2 Models

Models we shall be interested in are defined on a two-dimensional configuration space of constant curvature $k$. A positive-defined metric of the space when written in terms of geodesic polar coordinates $(r, \varphi)$, reads

$$ds^2 = dr^2 + s_k^2(r)d\varphi^2;$$ (1)

where the functions $s_k(r)$ are defined as follows:
\[
s_k(r) = \begin{cases} \frac{1}{\sqrt{k}} \sin(\sqrt{kr}) & k > 0 \\ r & k = 0 \\ \frac{1}{\sqrt{-k}} \sinh(\sqrt{-kr}) & k < 0 \end{cases}
\]

If \( k = 0 \) \( ds^2 \) is the standard Euclidean metric of ordinary plane in the spherical coordinates. If \( k \) is nonzero \( ds^2 \) represents the metric of sphere or hyperbolic plane for \( k \) positive or negative, respectively.

The corresponding Hamiltonian separating in the \((r, \varphi)\) coordinates reads

\[
H_k(r, \varphi, p_r, p_{\varphi}) = \frac{p_r^2}{2} + \frac{1}{s_k^2(r)} \left( \frac{p_{\varphi}^2}{2} + c(\varphi) \right) + a_k(r)
\]

where \((p_r, p_\varphi)\) stand for canonical momenta conjugated to \((r, \varphi)\) variables and and \(a_k(r), c(\varphi)\) denote radial and angular potentials, respectively.

Under rather general and mild assumptions on these potentials, separability of our Hamiltonian implies its integrability.

Involutive, global and functionally independent Liouville integrals are provided by a generalized "momentum" \(l(\varphi, p_\varphi)\)

\[
l(\varphi, p_\varphi) = \frac{p_{\varphi}^2}{2} + c(\varphi)
\]

and Hamiltonian itself

\[
H(r, \varphi, p_r, p_{\varphi}) = \frac{p_r^2}{2} + \frac{1}{s_k^2(r)} l(\varphi, p_\varphi) + a_k(r)
\]

By Arnold-Liouville theorem equations:

\[
H_k(r, \varphi, p_r, p_{\varphi}) = E \\
l(\varphi, p_\varphi) = L
\]

define, for some intervals of the values of separation constants \(E\) and \(L\) a compact and sufficiently regular surface (which is isomorphic, by Arnold-Liouville theorem, to 2-d tori).
A superintegrability of the model (i.e. the existence of third globally defined and functionally independent constant of motion), unlike integrability itself, imposes strong conditions on the radial and angular potentials. These conditions can be conveniently derived and studied in terms of action-angle variables.

The relevant in our case angular $J_\varphi$ and radial $J^k_r$ actions are defined to be

$$J_\varphi(L) = \frac{1}{\pi} \int_{\varphi_{\text{min}}}^{\varphi_{\text{max}}} \sqrt{2(L - c(\varphi))} d\varphi$$

$$J^k_r(E, L) = \frac{1}{\pi} \int_{r_{\text{min}}}^{r_{\text{max}}} \sqrt{2(E - a^k(r) - \frac{L}{s^2_k(r)})} dr$$

(7)

where $\varphi_{\text{min}}, \varphi_{\text{max}}, r_{\text{min}}, r_{\text{max}}$ are the roots of the relevant integrands.

The corresponding angle variables $\psi_{\varphi}, \psi^k_r$ are defined as

$$\psi^k_r = \frac{\partial S^k}{\partial J^k_r}$$

$$\psi_\varphi = \frac{\partial S^k}{\partial J_\varphi}$$

(8)

where a generating function $S^k$ reads

$$S^k = S^k(r, \varphi, J^k_r, J_\varphi) = S^k(r, \varphi, E(\vec{J}), L(\vec{J}))$$

$$S^k(r, \varphi, E, L) = \int_{\varphi_0}^{\varphi} \sqrt{2(L - U_\sigma(\varphi))} d\varphi + \int_{r_0}^{r} \sqrt{2(E - a^k(r) - \frac{L}{s^2_k(r)})} dr$$

(9)

Now, it is known that the Hamiltonian of a maximally superintegrable system (2n-1 integrals of motion), when expressed in terms of the actions, depends on their linear combination with integer coefficients. In our case we have

$$H^k = H^k(\vec{J}) = H^k(mJ^k_r + nJ_\varphi) \quad m, n \in \mathbb{Z}$$

(10)
It means that the linear combination of the actions is a function $f^k(E)$ of energy

$$f^k(E) = mJ_r^k(E, L) + nJ_\varphi(L)$$  \hspace{1cm} (11)

This has the following important consequences. A partial derivative of (11) with respect to $L$ gives

$$m\frac{\partial J_r^k(E, L)}{\partial L} = -n\frac{\partial J_\varphi(L)}{\partial L}$$ \hspace{1cm} (12)

which, in turn implies

$$\frac{\partial}{\partial E}\left(\frac{\partial J_r^k(E, L)}{\partial L}\right) = 0$$  \hspace{1cm} (13)

The second of eqs.(7) allows one to write the partial derivative of the radial action with respect to $L$ in the form

$$\frac{\partial J_r^k}{\partial L} = -\frac{1}{\pi} \int_{r_{\min}}^{r_{\max}} \frac{dr}{s_k^2(r)\sqrt{2(E - a^k(r)) - \frac{l}{s_k^2(r)}}}$$ \hspace{1cm} (14)

Hence, eq.(13) says that the integral on the R.H.S. of eq.(14) does not depend on the energy $E$. In fact, this is a condition on the radial potential $a^k(r)$. One can show see Refs. [6], [32] that it is satisfied if $a^k(r)$ is of oscillator type (it is usual harmonic oscillator potential on the plane for $k = 0$ and its spherical or hyperbolic counterpart for $k \neq 0$)
\[
a^k(r) = \begin{cases} 
\frac{\gamma |k| \coth^2(\sqrt{-kr})}{r^2} + \frac{\omega}{|k|} \coth^2(\sqrt{-kr}) & \text{if } k < 0 \\
\frac{\gamma}{r^2} + \omega r^2 & \text{if } k = 0 \\
\frac{\gamma |k| \cot^2(\sqrt{kr})}{r^2} + \frac{\omega}{|k|} \cot^2(\sqrt{kr}) & \text{if } k > 0 
\end{cases}
\]

or if \(a^k(r)\) is of (generalized) Kepler type

\[
a^k(r) = \begin{cases} 
B |k| \coth^2(\sqrt{-kr}) - \sqrt{-k} \coth(\sqrt{-kr}) \sqrt{D+ |k| F \cot^2(\sqrt{kr})} \\
B \sqrt{r^2 + F} \arccos \left( \frac{\sqrt{2}}{\sqrt{D+ |k| F \cot^2(\sqrt{kr})}} \right) \\
B |k| \cot^2(\sqrt{kr}) - \sqrt{k} \cot(\sqrt{kr}) \sqrt{D+ |k| F \cot^2(\sqrt{kr})} 
\end{cases}
\]

In the above formula the first line corresponds to \(k < 0\), the second one to \(k = 0\) while the last one to \(k > 0\).

In order to deal with physically interesting potentials (given by real, single valued, convex functions with a single minimum) we choose \(\gamma, \omega, B, D, F \geq 0\) and \(B + L + \sqrt{D} \geq 0\) as well as \(\gamma + L \geq 0\).

For \(F = 0\) we have the ordinary Kepler potential on the plane \((k = 0)\) or its hyperbolic \((k < 0)\)/spherical \((k > 0)\) counterparts.

Now, passing to the angular potentials \(c(\varphi)\) let us note that the first of eqs.\((\ref{eq:11})\) allows to rewrite eq.\((\ref{eq:12})\) in the form of the Abel integral equation for the potential \(c(\varphi)\)

\[
-2\pi \frac{m}{n} \frac{\partial J_r^k(E, L)}{\partial L} = \sqrt{2} \int_{\varphi_{\min}}^{\varphi_{\max}} \frac{d\varphi}{\sqrt{(L - c(\varphi))}} \]

The R.H.S. of the eq.\((\ref{eq:17})\) is nothing but a formula for a period \(T(L)\) of
recurrent trajectories with an "energy" $L$ in a bounded potential $c(\varphi)$. Hence
the angular potentials generating superintegrable dynamics can be described
as isoperiodic ones i.e. the potentials with the same dependence $T(L)$ of the
period $T$ on "energy" $L$

$$T(L) \equiv -2\pi \frac{m}{n} \frac{\partial J^k_r(E, L)}{\partial L}$$

Assuming $c(\varphi)$ to be a convex function on an interval $(\varphi_1, \varphi_2) \subset (0, 2\pi)$
with a single minimum $c_0$ at $\varphi_0 \in (\varphi_1, \varphi_2)$ and two branches $c_+(\varphi)$ for $\varphi > \varphi_0$
and $c_-(\varphi)$ for $\varphi < \varphi_0$ both going to infinity as $\varphi$ approaches $\varphi_1$ or $\varphi_2$, respectively, the implicit solution to the Abel equation (17) reads \cite{41}, \cite{6}

$$\varphi(\pm c) = \pm \frac{m}{n\sqrt{2}} \int_{c_0}^c \frac{\partial J^k_r(E, L)}{\sqrt{c - L}} dL + G(c) \quad \text{(18)}$$

here, $\varphi(\pm c)$ denote the inverse maps of $c(\varphi)$, respectively and $G : \mathbb{R} \to \mathbb{R}$ is
an arbitrary single valued function which does not spoil the assumed properties (a single valuedness, a single minimum at $\varphi_0$, convex character) of the potential $c(\varphi)$.

Knowing the radial potentials $a^k(r)$ given by eqs. (15) or (16) one can find
an explicit formula on partial derivatives of the radial actions with respect
to $L$ (this can be done directly by performing integral (14) or by computing
the relevant actions first and then taking the derivatives)

$$\frac{\partial J^k_r(E, L)}{\partial L} = \begin{cases} 
\frac{-1}{2\sqrt{2}} \frac{1}{\sqrt{L + \gamma}} & \text{oscillator type} \\
\frac{-1}{2\sqrt{2}} \left( \frac{1}{\sqrt{L + B + F}} + \frac{1}{\sqrt{L + B - F}} \right) & \text{(gen.)Kepler type} 
\end{cases} \quad \text{(19)}$$

Note that in the case of central potentials i.e. for $c(\varphi) = 0$ \cite{19} implies
the eq. (17) holds identically for any $L$ provided $\gamma = 0$, $m/n = 2$ for oscillator radial potentials and $B = F$, $m/n = 1$ for generalized Kepler ones.
This is nothing but Bertrand theorem.

Now, computing the integral on the R.H.S. of eq.(18) with $\partial J^k_r(E, L)$ given
by eq. (19) we obtain a general implicit formula \( \varphi = \varphi(c) \) for angular potentials leading to superintegrable dynamics

\[
\varphi_{\pm}(c) = \pm \frac{1}{2\nu} \left( \frac{\pi}{2} - \arcsin f(c) \right) + G(c) \tag{20}
\]

where the function \( f(c) \) is given by;

\[
f(c) = \begin{cases} 
\frac{2c_0 + \gamma - c}{c + \gamma} & \text{for } a^k(r) \text{ of oscillator type} \\
\frac{c_0 + \sqrt{(c_0 + B)^2 - F} - c}{\sqrt{(c + B)^2 - F}} & \text{for } a^k(r) \text{ of (generalized)Kepler type}
\end{cases}
\tag{21}
\]

For \( F = 0 \) i.e. for Kepler potential \( a^k(r) \) the function \( f(c) \) takes the form

\[
f(c) = \frac{2c_0 + B - c}{c + B} \tag{22}
\]

The parameter \( \nu \) in eq. (21) is given by

\[
\nu = \begin{cases} 
\frac{2n}{m} & \text{for } a^k(r) \text{ of oscillator type} \\
\frac{n}{m} & \text{for } a^k(r) \text{ of (generalized)Kepler type}
\end{cases}
\tag{23}
\]

3 The explicit form of angular potentials

For an arbitrary allowed function \( G(c) \) equation (20) is, in general, the transcendental one admitting no solutions for \( c = c(\varphi) \) in terms of elementary functions, although such solutions exists for particular choices of \( G \). For
example, taking $G(c) = \text{const} = \phi_0$ results in (considered in Ref.\cite{6}) potentials $c(\varphi) = f^{-1}(\cos 2\nu(\varphi - \phi_0))$ with a function $f^{-1}$ given by eq.\cite{26} or \cite{27} below.

We aim to find another functions $G$ generating the angular potentials $C(\varphi)$ given in terms of elementary functions. A possible strategy is to write equation (20) with $f(c)$ given by eq. (21) in the form

$$\cos 2\nu(\varphi_\pm - G(c)) = f(c)$$  \hspace{1cm} (24)

and then to consider it as a system of two equations

$$\begin{cases}
  f(c) = \tilde{f} \\
  \cos 2\nu(\varphi_\pm - G(c)) = \tilde{f}
\end{cases}$$  \hspace{1cm} (25)

As $f(c) \in (-1, 1 >, f(c_0) = 1$, and $f(c) \longrightarrow -1$ for $c \longrightarrow \infty$ we have $\tilde{f} \in (-1, 1 >, \tilde{f}_0 \equiv f(c_0) = 1$, and $\tilde{f} = f(c) \longrightarrow -1$ for $c \longrightarrow \infty$.

Solving first equation of the system \cite{25} with respect to $c$ gives a function $c(\tilde{f}) = f^{-1}(\tilde{f})$

$$c(\tilde{f}) = \frac{2(\gamma + c_0)}{\tilde{f} + 1} - \gamma$$  \hspace{1cm} (26)

for the radial potentials of the oscillator type and

$$c_{\pm}(\tilde{f}) = \begin{cases}
  \frac{J + B \tilde{f}^2 \pm \tilde{f} \sqrt{(J + B)^2 + F(\tilde{f}^2 - 1)}}{1 - \tilde{f}^2} & \tilde{f} \neq -1, 1 \\
  c_0 & \tilde{f} = 1
\end{cases}$$ \hspace{1cm} (27)

where $J \equiv c_0 + \sqrt{(c_0 + B)^2 - F}$ for the radial potentials of (generalized) Kepler type.
Rewriting eq.(27) in an equivalent way as
\[ c \pm (\tilde{f}) = \frac{J^2 + (F - B^2)\tilde{f}^2}{J + B\tilde{f}^2 \mp \tilde{f} \sqrt{(J + B)^2 + F(\tilde{f}^2 - 1)}} \] (28)

shows that \( c_+ (\tilde{f}) \) have no singularity at \( \tilde{f} = 1 \).

For the Kepler radial potential \((F = 0)\) \( c(\tilde{f}) \) is given by eq.(26) with \( \gamma \) replaced by \( B \).

Note that neither \( c(\tilde{f}) \) nor \( c_+ (\tilde{f}) \) have local minimum in the interval \((-1, 1)\) and consistently with the relations below the equation (25) \( c(\tilde{f}_0 = 1) = c_0 \) and \( c(\tilde{f} \to -1) \to \infty \). Similarly, \( c_+ (\tilde{f}_0 = 1) = c_0 \) and \( c_- (\tilde{f} \to -1) \to \infty \) for \( J + B > 0 \) while \( c_+ (\tilde{f} \to -1) \to \infty \) for \( J + B < 0 \). This shows that \( c_- (\tilde{f}) \) is relevant in \( J + B > 0 \) case while \( c_+ (\tilde{f}) \) is relevant in \( J + B < 0 \) one and that \( \tilde{f} = -1, \tilde{f} = 1 \) correspond to the boundaries of domains of the potentials \( c(\tilde{f}(\varphi)), c_\pm (\tilde{f}(\varphi)) \) and their minima, respectively.

Having determined the functions \( c(\tilde{f}) = f^{-1}(\tilde{f}) \) we rewrite the second equation of the system (25) in the form
\[ \cos 2\nu(\varphi - \tilde{G}(\tilde{f})) = \tilde{f} \] (29)

where \( \tilde{G}(\tilde{f}) = G(f^{-1}(\tilde{f})) \). Then we look for solutions \( \tilde{f} = \tilde{f}(\varphi) \) to eq.(29) which can be written in terms of elementary functions and once composed with functions \( c = c(\tilde{f}) \) given by eqs. (26) or (27) provide potentials \( c(\varphi) = f^{-1}(\tilde{f}(\varphi)) \) enjoying the required properties.

To this end we use basic trigonometric identities and algebraic operations to write eq.(29) in the form
\[ \tilde{f}^2 - 2\tilde{f} \cos (2\nu \tilde{G}) \cos 2\nu \varphi + \cos^2 (2\nu \tilde{G}) - \sin^2 2\nu \varphi = 0 \] (30)

Putting now
\[ \cos 2\nu \tilde{G}(\tilde{f}) = \alpha \tilde{f} + \beta \quad \alpha, \beta \in R \] (31)

we get
\[a(\varphi)\tilde{f}^2 + b(\varphi)\tilde{f} + d(\varphi) = 0 \quad (32)\]

where
\[
\begin{align*}
 a(\varphi) &= (\cos 2\nu \varphi - \alpha)^2 + \sin^2 2\nu \varphi = 1 + \alpha^2 - 2\alpha \cos 2\nu \varphi \\
 b(\varphi) &= -2\beta(\cos 2\nu \varphi - \alpha) \\
 d(\varphi) &= \beta^2 - \sin^2 2\nu \varphi
\end{align*} \quad (33)
\]

Obviously, the ansatz (31) is consistent provided that for every \( \tilde{f} \in (<-1,1> \mid |\alpha\tilde{f} + \beta| \leq 1 \) which in turn implies

\[ |\alpha| + |\beta| \leq 1 \quad (34)\]

In other words \( \alpha, \beta \) parameters live inside and on the square \( |\alpha| + |\beta| = 1 \) displayed in the Figure.

It is remarkable that the condition (34) appears to be sufficient for solutions of eq.(32) to generate angular potentials \( c(\varphi) \) enjoying required properties and leading to a superintegrable dynamics.

In fact, the condition (34) implies that discriminant \( \Delta = 4\sin^2 2\nu \varphi(a(\varphi) - \beta^2) \) of quadratic equation (32) is not negative. Consequently, for any \( \varphi \) we have two real solutions \( \tilde{f}_\pm(\varphi) \) to the eq.(32) (which reduce to the one at points \( 2\nu \varphi = k\pi \) where \( \Delta = 0 \))

\[
\tilde{f}_\pm(\varphi) = \frac{\beta(\cos 2\nu \varphi - \alpha) \pm \sin 2\nu \varphi \sqrt{a(\varphi) - \beta^2}}{a(\varphi)} \quad (35)
\]

where \( a(\varphi) \) is defined by the first of the eqs.(33).

Both solutions \( \tilde{f}_\pm(\varphi) \) (corresponding to \( \tilde{G}(\tilde{f}) = \pm \frac{1}{2\nu} \arccos (\alpha \tilde{f} + \beta) \), respectively) are related by the transformation \( 2\nu \varphi \rightarrow 2\pi - 2\nu \varphi \). Therefore,
without loosing generality we shall use $\tilde{f}_-(\varphi)$, denoted as $\tilde{f}(\varphi)$, henceforth. The function $\tilde{f}(\varphi)$ is periodic with the period $T = \frac{\pi}{\nu}$ and has the following properties

$$
\tilde{f}(\bar{\varphi}) = -1 \quad \text{iff} \quad \cos 2\nu \bar{\varphi} = \alpha - \beta \quad \sin 2\nu \bar{\varphi} = \sqrt{1 - (\alpha - \beta)^2} \tag{36}
$$

$$
\tilde{f}(\varphi_0) = 1 \quad \text{iff} \quad \cos 2\nu \varphi_0 = \alpha + \beta \quad \sin 2\nu \varphi_0 = -\sqrt{1 - (\alpha + \beta)^2}
$$

As explained below the formula (28) the first equation (36) determines the interval

$$
\varphi \in (\bar{\varphi}, \bar{\varphi} + \frac{\pi}{\nu}) \equiv \left(\frac{1}{2\nu} \arccos (\alpha - \beta), \frac{1}{2\nu} \arccos (\alpha - \beta) + \frac{\pi}{\nu}\right) \tag{37}
$$

where the potential $c(\varphi) = f^{-1}(\tilde{f}(\varphi))$ is defined, while the second one gives a point $\varphi_0$ where the unique maximum of the $\tilde{f}(\varphi)$ in this interval i.e. the unique minimum of the potential $c(\varphi)$ is attained. Indeed, one can check that other points where the first derivative of $\tilde{f}(\varphi)$ vanishes do not belong to the interval (37) if condition (34) is satisfied.

Due to these properties composing the functions $\tilde{f} = \tilde{f}(\varphi)$ and $c(\tilde{f}) = f^{-1}(\tilde{f})$ ones given by eqs. (26), (27), results in the angular potentials $c(\varphi) = c(\tilde{f}(\varphi))$.
generating the superintegrable dynamics.
The relation between the potential \( c(\varphi) \equiv f^{-1}(\tilde{f}(\varphi)) \) and the function \( \tilde{f} = \tilde{f}(\varphi) \) illustrates a Figure [2].

It is worth emphasizing, that in spite of being described, in general, by complicated formulas the potentials behave in a very simple way. They have one single minimum and go to infinity at the ends of intervals they are defined on.

Below we present some explicit formulas for \( c(\varphi) \).

We start with angular potentials corresponding to the radial oscillator/Kepler type ones. For the parameters \( \alpha, \beta \) inside of the square \(|\alpha| + |\beta| = 1\) (i.e. for \( \alpha, \beta \) satisfying \(|\alpha| + |\beta| < 1\)) inserting eq. (35) into eq. (26) generates a potential

\[
c(\varphi) = \frac{2(\gamma + c_0)a(\varphi)}{\beta(\cos 2\nu\varphi - \alpha) - \sin 2\nu\varphi \sqrt{a(\varphi) - \beta^2 + a(\varphi)}} - \gamma
\]

(38)

here \( \varphi \) belongs to the interval (37), while \( c_0 = c(\varphi_0) \) where \( \varphi_0 = \frac{\arccos \left(\frac{\alpha + \beta}{2\nu}\right)}{2\nu} \), \( \sin 2\nu\varphi_0 = -\sqrt{1 - \left(\frac{\alpha + \beta}{2\nu}\right)^2} \) (see second equation (36)) is the single minimum of the \( c(\varphi) \) in this interval.

The above general formula (38) simplifies for parameters \( \alpha, \beta \) living on the boundary \(|\alpha| + |\beta| = 1\).

In particular, in a second quadrant of \( \beta \alpha \) plane i.e. for \( \alpha \in (0,1) \) and \( \beta = \alpha - 1 \), the function (35) reads

\[
\tilde{f}(\varphi) \equiv \tilde{f}^{II}(\varphi) = \frac{(\alpha - 1)(\cos 2\nu\varphi - \alpha) - 2\sqrt{\alpha} \sin 2\nu\varphi | \sin \nu \varphi |}{1 + \alpha^2 - 2\alpha \cos 2\nu\varphi}
\]

(39)

and generates via eq. (26) a potential

\[
c^{II}(\varphi) = (\gamma + c_0) \frac{(\cos \nu \varphi + \sqrt{\alpha})^2}{\sin^2 \nu \varphi} + c_0
\]

(40)
Figure 2: The relation between the potential $c(\phi) \equiv f^{-1}(\tilde{f}(\phi))$ and the function $\tilde{f} = \tilde{f}(\phi)$; $\tilde{f}(\phi), c(\phi)$ are given by eqs (35), (38), respectively for $\alpha = \frac{1 + \sqrt{3}}{2}, \beta = \frac{1 - \sqrt{3}}{2}, \gamma = 3, c_0 = -1, \nu = \frac{4}{3}$.
here \( \nu \varphi \in (0, \pi) \) and \( c_0 = c(\varphi_0) \) is the unique minimum of \( c \) corresponding to the angle \( \nu \varphi_0 = \arccos \sqrt{\alpha} \) (\( \cos 2\nu \varphi_0 = 2\alpha - 1 \) and \( \sin 2\nu \varphi_0 = -2\sqrt{\alpha} \sqrt{1 - \alpha} \)).

The potential \( c^{II} \) is nothing but the celebrated Poschl-Teller potential. Indeed, in terms of \( \frac{\nu \varphi}{2} \) angels \( c^{II}(\varphi) \) can be written in more familiar form as

\[
c^{II}(\varphi) = \frac{A_-}{\cos^2 \frac{\nu \varphi}{2}} + \frac{A_+}{\sin^2 \frac{\nu \varphi}{2}} - \gamma \tag{41}
\]

where

\[
A_{\pm} = \frac{\gamma + c_0}{4} (1 \pm \sqrt{\alpha})^2 \tag{42}
\]

If angular potential is given by \( c^{II}(\varphi) \) and the radial potential \( a^k(r) \) is that of oscillator type \( (\nu = 2\frac{n}{m}) \) we are dealing with TTW model or its generalization to the curved space. For the \( a^k(r) \) of Kepler type \( (\nu = \frac{n}{m}, \gamma \rightarrow B) \) we get P-W model in the plane or curved space.

Similarly, in the fourth quadrant of \( \beta \alpha \) plane i.e. for \( \alpha \in (-1, 0) \) and \( \beta = \alpha + 1 \) we obtain the function

\[
\tilde{f}(\varphi) \equiv \tilde{f}^{IV}(\varphi) = \frac{(\alpha + 1)(\cos 2\nu \varphi - \alpha) - 2\sqrt{\alpha} \sin 2\nu \varphi | \cos \nu \varphi |}{1 + \alpha^2 - 2\alpha \cos 2\nu \varphi} \tag{43}
\]

and the related potential

\[
c^{IV}(\varphi) = (\gamma + c_0) \frac{(\sin \nu \varphi - \sqrt{\alpha})^2}{\cos^2 \nu \varphi} + c_0 = \frac{A_-}{\cos^2 \left(\frac{\nu \varphi}{2} + \frac{\pi}{4}\right)} + \frac{A_+}{\sin^2 \left(\frac{\nu \varphi}{2} + \frac{\pi}{4}\right)} - \gamma \tag{44}
\]

where \( \nu \varphi \in \left(\frac{\pi}{2}, \frac{3\pi}{2}\right) \) and the single minimum \( c_0 = c^{IV}(\varphi_0) \) corresponds to the angle \( \nu \varphi_0 = \pi - \arccos \sqrt{1 + \alpha} \) (\( \cos 2\nu \varphi_0 = 2\alpha + 1 \) and \( \sin 2\nu \varphi_0 = -2\sqrt{\alpha} \sqrt{1 - \alpha} \)).
\[-2\sqrt{-\alpha}\sqrt{(1 + \alpha)}\). The constants \(A_\pm\) are given by eqs.\((\ref{eq:12})\).

On the other hand for parameters \(\alpha, \beta\) from the first or third quadrant of \(\beta\alpha\) plane we get the following functions \(\tilde{f}\) and potentials \(c(\varphi)\). In the first quadrant that is when \(\alpha \in (0, 1)\) and \(\beta = 1 - \alpha\)

\[
\tilde{f}(\varphi) \equiv \tilde{f}'(\varphi) = \frac{(1 - \alpha)(\cos 2\nu \varphi - \alpha) - 2\sqrt{\alpha} \sin 2\nu \varphi \lvert \sin \nu \varphi \rvert}{1 + \alpha^2 - 2\alpha \cos 2\nu \varphi} \tag{45}
\]

the corresponding potential reads

\[
c'\equiv c'(\varphi) = \begin{cases}
\frac{\sin^2 \nu \varphi}{(\cos \nu \varphi - \sqrt{\alpha})^2} + c_0 & \nu \varphi \in (\arccos \sqrt{\alpha}, \pi) \\
\frac{\sin^2 \nu \varphi}{(\cos \nu \varphi + \sqrt{\alpha})^2} + c_0 & \nu \varphi \in (\pi, \arccos \sqrt{\alpha} + \pi)
\end{cases} \tag{46}
\]

In these formulas \(\nu \varphi \in (\arccos \sqrt{\alpha}, \arccos \sqrt{\alpha} + \pi)\) and the unique minimum \(c_0 = c'(\varphi_0)\) is at \(\nu \varphi_0 = \pi\).

Finally, in the third quadrant of \(\beta\alpha\) plane i.e. for \(\alpha \in (-1, 0)\) and \(\beta = -(1 + \alpha)\) the function \(\tilde{f}\) is given by

\[
\tilde{f}(\varphi) \equiv \tilde{f}'''(\varphi) = \frac{-(\alpha + 1)(\cos 2\nu \varphi - \alpha) - 2\sqrt{-\alpha} \sin 2\nu \varphi \lvert \cos \nu \varphi \rvert}{1 + \alpha^2 - 2\alpha \cos 2\nu \varphi} \tag{47}
\]

and it leads to the potential
\[ c^{III}(\varphi) = \begin{cases} 
(\gamma + c_0) \frac{\cos^2 \nu \varphi}{(\sin \nu \varphi - \sqrt{\alpha})^2} + c_0 & \nu \varphi \in (\arccos \sqrt{\alpha} + 1, \frac{\pi}{2}) \\
(\gamma + c_0) \frac{\sin^2 \nu \varphi}{(\sin \nu \varphi + \sqrt{\alpha})^2} + c_0 & \nu \varphi \in \left(\frac{\pi}{2}, \arccos \sqrt{\alpha} + 1 + \pi\right) 
\end{cases} \] (48)

In this case \( \nu \varphi \in (\arccos \sqrt{\alpha} + 1, \arccos \sqrt{\alpha} + 1 + \pi) \) while the single minimum \( c_0 = c^{III}(\varphi_0) \) is attained at \( \nu \varphi_0 = \frac{\pi}{2} \).

The two branches of the potential \( c^{I}(\varphi) \) (\( c^{III}(\varphi) \)) are described by slightly different formulas. This is due to the fact that in the equation for the function \( \tilde{f}^{I}(\varphi) \) (\( \tilde{f}^{III}(\varphi) \)) there is the absolute value of \( \sin(\cos) \) function which changes a sign on the domain of \( \tilde{f}^{I}(\varphi) \) (\( \tilde{f}^{III}(\varphi) \)). Nevertheless, the \( c^{I}(\varphi) \) (\( c^{III}(\varphi) \)) potential is given by analytical smooth function. Note that here, contrary to the Poschl-Teller potential the coordinate of the minimum is fixed and independent of the parameter \( \alpha \) which controls here the ends of the domain of the potentials.

Regarding the models with radial potentials \( a^k(r) \) of generalized Kepler type given by eq.(16) we note that direct inserting of the eq.(35) into the eq.(27) would result in a very complicated general formula for the corresponding angular potential \( c(\varphi) \) not especially useful for studying its structure and properties. However, there is a choice of parameters \( \alpha, \beta \) providing relatively simple expressions on angular potentials corresponding to both type (oscillator and generalized Kepler) of radial potentials. Indeed, putting \( \beta = 0 \) in the eq.(35) we obtain

\[ \tilde{a}(\varphi) = \left(\frac{\nu \varphi}{\nu \tilde{\varphi} + \pi}\right)^2 \] (49)

\( \tilde{a}(\varphi) \) is defined in first of eq.(33). The function (49) is defined on the interval \((\nu \tilde{\varphi}, \nu \tilde{\varphi} + \pi)\), where \( \cos 2\nu \tilde{\varphi} = \alpha \) and \( \sin 2\nu \tilde{\varphi} = \sqrt{1 - \alpha^2} \). It takes a value one at a point \( \nu \varphi_0 \) where \( \cos 2\nu \varphi_0 = \alpha \) and \( \sin 2\nu \varphi_0 = -\sqrt{1 - \alpha^2} \).

The angular potential yielded by the function (49) and corresponding to the radial potential of oscillator/Kepler type reads
Figure 3: The plot of potential (51) for $\alpha = \frac{1}{2}$, $B = 1$, $J = 1$, $F = \frac{1}{2}$, $\nu = \frac{2}{3}$.

\[
c_-(\phi) = (\gamma + c_0) \sqrt{\alpha} + \sin 2\nu \phi + c_0 = 2(\gamma + c_0) \frac{\sin 2\nu \phi + \sin 2\nu \phi \sqrt{\sin^2 2\nu \phi + (\cos 2\nu \phi - \alpha)^2}}{(\cos 2\nu \phi - \alpha)^2} + \gamma + 2c_0
\]  

(50)

while the $c(\phi)$ relevant for the radial potential of general Kepler type is given by

\[
c(\phi) = (J + B) \sin^2(2\nu \phi) + \sin 2\nu \phi \sqrt{((J + B)^2 - F)(\cos 2\nu \phi - \alpha)^2 + (J + B)^2 \sin^2 2\nu \phi} + J
\]

(51)

Both potentials (50) and (51) are defined on the interval $(\nu \phi, \nu \phi + \pi)$, and attain a single minimum $c_0 = c(\nu \phi_0)$. The plot illustrating the potential (51) is shown in the Figure 3.
4 Superintegrability

Now, the superintegrability of the models defined by the Hamiltonian (cf.eqs. (15) and (16) for radial potentials and (35), (26) and (27) for angular ones) can be independently confirmed by computing explicitly the radial and angular actions and checking that the relevant Hamiltonian depends on linear combinations of these actions with integer coefficients.

The integrals defining the radial actions (7) are elementary, performing them we get

\[ J^k_r(E,L) = g^k(E) - \frac{\sqrt{2}}{2} \sqrt{L + \gamma} \]  

(52)

for the potentials \( a^k(r) \) of oscillator type given by eq.(15).

The \( g^k(E) \) denote corresponding energy functions. There is no need to write them explicitly here.

Similarly, for generalized radial potential of Kepler type given by equation (16) we have

\[ J^k_r(E,L) = h^k(E) - \frac{\sqrt{2}}{2} \left( \sqrt{L + B + \sqrt{F}} + \sqrt{L + B - \sqrt{F}} \right) \]  

(53)

where as above \( h^k(E) \) are energy functions related to the relevant \( a^k(r) \) radial potentials (16).

To compute the angular actions (given by first of equations (7)) it is convenient to calculate first their partial derivatives \( \frac{\partial J_\varphi}{\partial L} \) with respect to \( L \). Then taking into account that \( J_\varphi(L = c_0) = 0 \) one finds the relevant actions.

To perform, in general, non elementary integrals

\[ \int_{\varphi_{\text{min}}}^{\varphi_{\text{max}}} \frac{d\varphi}{\sqrt{L - c(\varphi)}} \equiv \int_{\varphi_{\text{min}}}^{\varphi_{\text{max}}} \frac{d\varphi}{\sqrt{L - c(\tilde{f}(\varphi))}} \]  

(54)

determining the derivatives \( \frac{\partial J_\varphi}{\partial L} \) we substitute

\[ \varphi = \varphi(\tilde{f}) = \begin{cases} 
\varphi_+(\tilde{f}) & \text{for } \varphi \geq \varphi_0 \\
\varphi_-(\tilde{f}) & \text{for } \varphi < \varphi_0
\end{cases} \]  

(55)
where

\[ 2\nu \varphi(\tilde{f}) = \pm \arccos \tilde{f} - \arccos (\alpha \tilde{f} + \beta) \]

and \( \nu = \frac{2n}{m} \) for \( c(\varphi) \) corresponding to the radial \( a^k(r) \) potentials of oscillator type, while \( \nu = \frac{n}{m} \) for the case of \( c(\varphi) \) related to \( a^k(r) \) of (generalized) Kepler type.

Consequently, the differential reads

\[ d\varphi = \begin{cases} 
  d\varphi_+ & \text{for } \varphi \geq \varphi_0 \\
  d\varphi_- & \text{for } \varphi < \varphi_0 
\end{cases} \quad (56) \]

where

\[ d\varphi_\pm = \frac{d\varphi_\pm}{d\tilde{f}} d\tilde{f} = \left( \mp \frac{1}{2\nu} \frac{1}{\sqrt{1 - \tilde{f}^2}} + \frac{\alpha}{2\nu} \frac{1}{\sqrt{1 - (\alpha \tilde{f} + \beta)^2}} \right) d\tilde{f} \quad (57) \]

The part of the integral (54) corresponding to the second term (on the RHS) of the differential (57) (responsible for non elementary character of the integral) vanishes on the interval \( (\varphi_{\text{min}}, \varphi_{\text{max}}) \) and one is left with elementary integral (corresponding to the first term in the differential). The angular actions computed in this way read

\[ J_{\varphi}(L) = \frac{\sqrt{2}}{2} \frac{m}{n} \left( \sqrt{L + \gamma} - \sqrt{c_0 + \gamma} \right) \quad (58) \]

for the angular potentials \( c(\varphi) \) corresponding to the radial \( a^k(r) \) ones of oscillator types and

\[ J_{\varphi}(L) = \frac{\sqrt{2}}{2} \frac{m}{n} \left( \sqrt{L + B + \sqrt{F}} + \sqrt{L + B - \sqrt{F}} - \sqrt{c_0 + B + \sqrt{F}} - \sqrt{c_0 + B - \sqrt{F}} \right) \quad (59) \]

for the \( c(\varphi) \) corresponding to the radial \( a^k(r) \) of generalized Kepler types.
It follows from eqs. (52), (58), (53) and (59) that, as it should be, the linear combinations of actions

\[ mJ_r^k(E, L) + nJ_\varphi(L) \]

are functions of energy only.

5 Superconstants of motion

Finally, we address a question of the additional (super)constant of motion. Its very existence is built into the framework we are working in. This is due to the well known fact that for any linear combination of action variables with integer coefficients entering the Hamiltonian there exists a globally defined conserved quantity. In particular, the constant of motion corresponding to the linear combination \( mJ_r^k + nJ_\varphi \) \( m, n \in \mathbb{Z} \) of radial and angular actions entering the Hamiltonian of our system can be written as a real or imaginary part of the quantity

\[ C^k = \text{h}(J_r^k, J_\varphi)e^{i(m\Psi_\varphi - n\Psi_r^k)} \]  

(60)

Here, \( \text{h} \) is an arbitrary, smooth function of actions \( J_r^k, J_\varphi \) while \( \Psi_\varphi, \Psi_r^k \) denote conjugated angle variables, respectively. It readily follows from equations of motion that \( C^k \) is conserved. Although, an explicit formula for the extra constant of motion is not necessary to prove the superintegrability, it (if available) not only completes a description but also may provide important and useful information concerning a Poisson algebra of first integrals as well as their dependence on momenta.

To obtain the relevant explicit expressions we use eqs.(8) and (9) to write the (non-single valued) conserved phase \( \phi^k \equiv m\Psi_\varphi - n\Psi_r^k \) as

\[ \phi^k = \frac{\sqrt{2}}{2} m \frac{dL}{dJ_\varphi}(Z(\varphi) - Y^k(r)) \]  

(61)
where, $Z(\varphi), Y(r)$ denote the following integrals

$$Z(\varphi) = \int_{\varphi_{\text{min}}}^{\varphi} \frac{d\varphi}{\sqrt{L - c(\varphi)}}$$

$$Y^k(r) = \int_{r_{\text{min}}}^{r} \frac{dr}{s_k(r)^2 \sqrt{E - a^k(r) - \frac{1}{s_k(r)^2}}} \quad (62)$$

while $L(J_\varphi)$ is the inverse map to $J_\varphi = J_\varphi(L)$ given by eq. (58) or (59), respectively.

It appears that the $Z(\varphi)$ integrals unlike $Y^k(r)$ ones are non-elementary, in general. However, performing substitution (55) results in elliptic integrals for the general angular potential given by eq. (38) and for the potential $c(\varphi)$ given by eq. (51). The first corresponds to the radial potential of oscillator/Kepler type while the second one to the radial potential of generalized Kepler type.

The final explicit formulas for the preserved phase $\Phi^k$ are very complicated and need further analysis concerning their structure as well as possibility of writing them in a simpler form.

For the models with the radial oscillator potential and the angular $c(\varphi)$ one given by eq. (38) the $\Phi$ constant reads

$$\Phi = m \left( \frac{1}{2} \arcsin \frac{(L + \gamma)f(\varphi) - (\gamma + c_0)}{L - c_0} \right. \right.$$  

$$+ 2\alpha \frac{c_0 + \gamma}{\sqrt{(L + \gamma)(1 + (\alpha - \beta))}} \left. \frac{\Pi(\Lambda, \Omega, \Upsilon)}{\sqrt{(1 - (\alpha - \beta))(L + \gamma) + 2\alpha(c_0 + \gamma)}} \right) \quad (63)$$

$$- n \arcsin \frac{E r^2 - 2(L + \gamma)}{\sqrt{E - 4\omega(L + \gamma)r^2}}$$
where

\[ \Lambda = \arcsin \sqrt{\frac{(1 + (\alpha - \beta))(L + \gamma) - 2\alpha(\gamma + c_0)}{(1 - (\alpha - \beta))(L + \gamma) - 2\alpha(\gamma + c_0)}} \]

\[ \Omega = \frac{(1 + (\alpha - \beta))(L + \gamma) - 2\alpha(\gamma + c_0)}{(1 - (\alpha - \beta))(L + \gamma)} \]

\[ \Upsilon = \frac{(1 + (\alpha - \beta))(L + \gamma) - 2\alpha(\gamma + c_0)}{(1 - (\alpha - \beta))(L + \gamma) - 2\alpha(\gamma + c_0)} \frac{1 - (\alpha - \beta)}{1 + (\alpha - \beta)} \]

and \( \Pi(\Lambda, \Omega, \Upsilon) \) denote the elliptic integral of third kind defined by the formula \( \text{[45]} \)

\[ \Pi(\Lambda, \Omega, \Upsilon) = \int_0^\Lambda \frac{dx}{(1 - \Omega \sin^2 x)\sqrt{(1 - \Upsilon^2 \sin^2 x)}} \]

(65)

\( f(\varphi) \) is given by eq.\([35]\).

In the case of the Kepler radial potential and the angular potential given by eq.\([51]\) a formula for the the phase \( \Phi \) is even more complicated. We present it in the Appendix.

6 Summary

We have studied the superintegrability (i.e. the existence of more constant of motion then degrees of freedom) of Hamiltonian systems defined on two-dimensional configuration space of constant curvature and separating in (geodesic) polar coordinates.

Classically, as derived in Refs.\([6]\) and \([32]\) the fairly (most?) general class of such systems is defined by two types of allowed radial potentials (oscillator and (generalized) Kepler ones, see eqs. \([15]\) and \([16]\)) and by corresponding families of isoperiodic angular potentials \( c(\varphi) \). The period of angular motion
in the given family is determined by the type of the corresponding radial potential. However, the angular potential itself is given implicitly (up to a function) by, in general, transcendental equation (20). We have been interested in deriving the explicit formulas for the angular potentials providing superintegrable dynamics.

Such depending on two $\alpha$, $\beta$ parameters potentials given in terms of elementary functions are generated by inserting eq. (35) into eqs. (26) or (27), respectively. The allowed $\alpha$, $\beta$ parameters are constrained by the condition $|\alpha| + |\beta| \leq 1$

The resulting general formulas for potentials $c(\varphi)$ (see eqs. (38) and (51)) are complicated but in the cases corresponding to the radial potentials of oscillator/Kepler type they significantly simplify for $\alpha$, $\beta$ living on the boundary $|\alpha| + |\beta| = 1$. Then one gets the famous Poschl-Teller potential (see eqs. (40), (41) and (44)) or potentials described by eqs. (46) or (48), respectively. Therefore, the general angular potentials given by eq. (38) can be considered as 2-parameters generalization of Poschl-Teller potential.

As mentioned above combining angular Poschl-Teller potential with the radial one of oscillator type (given by eq. (15)) results in the TTW model on the plane (for $k = 0$) or its curved counterparts (for $k \neq 0$). Taking instead of the radial oscillator type potential the Kepler type one (given by eq. (16) with $F = 0$) provides PW model on the plane (for $k = 0$) or curved spaces (for $k \neq 0$). In this way, the Hamiltonians with the radial potentials of oscillator or Kepler type and the general angular potential (38) can be thought as the generalization of TTW and PW Hamiltonians, respectively, on Euclidean plane (for $k = 0$) or the curved spaces of constant curvature (for $k \neq 0$).

Another relatively simple forms of angular potentials for both types of the radial ones correspond to the choice $\beta = 0$. The relevant expressions for potentials are given by eqs. (50) and (51).

The superintegrability of the considered systems was verified in the independent way by computing the relevant angular and radial action variables and checking that corresponding Hamiltonians depend on a linear combination of the actions with integer coefficients.

The description of the generalized TTW and PW models have been completed by computing explicitly the additional constant of motion (given by eq. (60), (63), (64) for $k = 0$). It still requires some analysis but it seems rather unlikely that the models are, in general, polynomially superintegrable. The explicit superconstant of motion was also computed for the model with generalized radial Kepler potential on the plane and angular potential given
We conclude with some remarks concerning the quantum mechanical counterparts of the classically superintegrable systems considered above. The classical superintegrability is not broken in the semiclassical WKB approximation $\mathcal{O}(\hbar)$ and what is more there exist several nontrivial models (for instance, various versions of Calogero-Moser systems [46], [47], [48], [49], [50], [51], TTW or PW models) which are superintegrable both classically and quantum mechanically. However, in general, higher order corrections in $\hbar$ result in "quantum anomalies" breaking symmetry and spectrum degeneracy of $\mathcal{O}(\hbar)$ superintegrable models. It might be interesting to analyze this phenomena in the spirit of Refs.[52] and [55] using WKB method valid for any analytical potential [53], [54].
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7 Appendix

The formula for the the phase $\Phi$ for the Kepler radial potential and the angular potential given by eq.(51) reads

$$\phi = 2n \frac{\sqrt{(L + B)^2 - F}}{\sqrt{L + B} - \sqrt{F} + \sqrt{L + B + \sqrt{F}}} (Z(\varphi) - Y(r)) \quad (66)$$
where

\[
Y(r) = \frac{1}{2\sqrt{L + B - \sqrt{F}}} \arcsin \left( \frac{1}{\sqrt{\Delta}} \left(1 + 2\frac{\sqrt{F}}{D}E \right) - \frac{2(L + B - \sqrt{F})}{\sqrt{D}r^2 + F - \sqrt{F}} \right) + \\
\frac{1}{2\sqrt{L + B + \sqrt{F}}} \arcsin \left( \frac{1}{\sqrt{\Delta}} \left(1 - 2\frac{\sqrt{F}}{D}E \right) - \frac{2(L + B + \sqrt{F})}{\sqrt{D}r^2 + F + \sqrt{F}} \right)
\]

(67)

with

\[
\Delta = 1 + 4 \frac{E}{D} \left(B + L + \frac{EF}{D}\right);
\]

\[
Z(\varphi) = \frac{m}{n} \left( \frac{1}{4\sqrt{L + B + \sqrt{F}}} \left( \frac{\pi}{2} - \arcsin \frac{P_+ (\rho + \sqrt{F}) + 2Q_+}{(\rho + \sqrt{F})\sqrt{\Delta}} \right) + \\
\frac{1}{4\sqrt{L + B - \sqrt{F}}} \left( \frac{\pi}{2} - \arcsin \frac{P_- (\rho - \sqrt{F}) + 2Q_-}{(\rho - \sqrt{F})\sqrt{\Delta}} \right) + \\
\frac{\alpha}{2} \sqrt{\frac{(J + B)^2 - F}{J - L}} \frac{a - b}{\sqrt{(a + b)(b - d)}} \left( \frac{1}{a - \sqrt{F}} \Pi(\mu, \frac{(b - a)(d - \sqrt{F})}{(b - d)(a - \sqrt{F})}, \zeta) + \frac{1}{a + \sqrt{F}} \Pi(\mu, \frac{(b - a)(d + \sqrt{F})}{(b - d)(a + \sqrt{F})}, \zeta) \right) \right)
\]

(68)

with

\[
a = \frac{(J + B)(L + B) - F}{L - J}
\]

\[
b = \sqrt{F + \alpha^2((J + B)^2 - F)}
\]

\[
d = -(J + B)
\]
\[ \rho(\varphi) = \frac{1}{f(\varphi)} \sqrt{(J + B)^2 - F(1 + f^2(\varphi))} \]

\[ \mu = \arcsin \sqrt{\frac{(b - d)(a - \rho(\varphi))}{(b - a)(a - \rho(\varphi))}} \]

\[ \zeta = \sqrt{\frac{(b - a)(b + d)}{(b + a)(b - d)}} \]

\[ P_\pm = (J + B)^2 - F \pm 2(J - L)\sqrt{F} \]

\[ Q_\pm = (F - (J + B)^2) \left( L + B \pm \sqrt{F} \right) \]
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