Inverse moving source problem for
time-fractional evolution equations:
Determination of profiles

Yikan Liu, Guanghui Hu, Masahiro Yamamoto

Abstract

This article is concerned with two inverse problems on determining moving source profile functions in evolution equations with a derivative order $\alpha \in (0, 2]$ in time. In the first problem, the sources are supposed to move along known straight lines, and we suitably choose partial interior observation data in finite time. Reducing the problems to the determination of initial values, we prove the unique determination of one and two moving source profiles for $0 < \alpha \leq 1$ and $1 < \alpha \leq 2$, respectively. In the second problem, the orbits of moving sources are assumed to be known, and we consider the full lateral Cauchy data. At the cost of infinite observation time, we prove the unique determination of one moving source profile by constructing test functions.
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1 Introduction

Let $0 < \alpha \leq 2$, $T > 0$ and $\Omega \subset \mathbb{R}^d$ ($d \geq 2$) be a bounded domain with a smooth boundary $\partial \Omega$. We may consider $T = \infty$ in some cases. Consider an initial-boundary
value problem for a time-fractional evolution equation

$$\begin{cases}
(\partial_0^{\alpha} \Delta) u = F & \text{in } \Omega \times (0, T), \\
u = \partial_t^{[\alpha]-1} u = 0 & \text{in } \Omega \times \{0\}, \\
u = 0 & \text{on } \partial\Omega \times (0, T),
\end{cases}$$

(1)

which may be a parabolic or a hyperbolic equation, that is, $\alpha = 1$ or $\alpha = 2$. Here $\Delta := \sum_{j=1}^d \frac{\partial^2}{\partial x_j^2}$ denotes the usual Laplacian with respect to $x$ and

$$[\alpha] = \begin{cases} n & \text{if } n - 1 < \alpha < n \text{ where } n \in \mathbb{N}, \\ \alpha & \text{if } \alpha \in \mathbb{N}. \end{cases}$$

The notation $\partial_0^{\alpha}$ stands for the forward Caputo derivative in time, which will be defined precisely in Section 2. The equation (1) is called a time-fractional diffusion equation when $\alpha \in (0, 1)$, whereas it is called a time-fractional wave equation when $\alpha \in (1, 2)$. In practice, the Caputo derivative has been extensively used to describe non-Fickian dispersion, skewness and long-tailed profiles which are poorly modeled by integer derivatives (see e.g. [3, 20]). Correspondingly, the fractional evolution equation (1) has become a powerful candidate in modeling e.g. anomalous diffusion in heterogeneous media and complex viscoelastic materials (see [1, 4, 8, 10] and the references therein).

In the first part of this paper, the source term $F$ in (1) is assumed to take the form

$$F(x, t) := \begin{cases} f(x - pt), & 0 < \alpha \leq 1, \\
f(x - pt) + g(x - qt), & 1 < \alpha \leq 2, \end{cases}$$

(2)

where $p, q \in \mathbb{R}^d$ are constant vectors. Throughout this paper, we assume

$$f, g \text{ are compactly supported in } B_{\delta_0} := \{x \in \mathbb{R}^d; |x| < \delta_0\} \subset \Omega$$

for some $\delta_0 > 0$, whose regularity will be specified later in Section 2. Then for $0 < \alpha \leq 1$, the function $F$ describes a radiating source which moves along the direction $p$ with the source profile function $f$ and the velocity $p$. For $1 < \alpha \leq 2$, the function $F$ models two radiating sources moving along the directions $p, q$ whose profiles and velocities are $f, g$ and $p, q$, respectively. In other words, the function $F(\cdot, t)$ is compactly supported in $\Omega$ for any $t \in (0, T)$, which implies that the moving sources under consideration will not move beyond $\Omega$ for any $t \in (0, T)$. Note that in the case $\alpha = 2$, the problem (1) models the acoustic wave propagation in a homogeneous isotropic background medium with the unit wave velocity.

We first consider the following inverse problem on determining one or two moving source profiles.

**Problem 1.1** Let $u$ be the solution to (1) with (2), and $\omega \subset \Omega$ be a suitably chosen nonempty subdomain of $\Omega$. Provided that $p, q \in \mathbb{R}^d$ are known constant vectors such that $p \neq q$, determine one source profile $f$ in the case of $0 < \alpha \leq 1$ or two source profiles $f, g$ in the case of $1 < \alpha \leq 2$ in (2) by the partial interior observation of $u$ in $\omega \times (0, T)$. 


Problem 1.1 with $1 < \alpha \leq 2$ requires the simultaneous determination of $f$ and $g$, which definitely includes the case of determining a single source profile. In this paper, we are concerned with the uniqueness issue of Problem 1.1. Due to the linearity of the problem, we assume additionally

$$u = 0 \quad \text{in } \omega \times (0, T).$$

Then it suffices to verify $f = g \equiv 0$ in $B\delta_0$.

In the second part of this paper, the source term $F$ in (1) is assumed to take the form

$$F(x, t) = f(x - \rho(t))h(t).$$

Here, the function $\rho : [0, \infty) \to B_R \subset \Omega$ denotes a smooth orbit and $f : \Omega \to \mathbb{R}$ the source profile. We assume that $f \in C_0^\infty(\Omega)$ is compactly supported over a ball $B\delta_0$ for some $\delta_0 > 0$, so that its zero extension in $\mathbb{R}^d$, still denoted by $f$, belongs to $C_0^\infty(\mathbb{R}^d)$. Moreover, the temporal function $h$ is assumed to be smooth, non-vanishing and compactly supported on $[0, T_0]$ for some $T_0 > 0$. Suppose that $B_{R+\delta_0} \subset \Omega$. Since the source term cannot enter into the exterior of $B_R$, the function $F(x, t)$ is compactly supported in $B_{R+\delta_0} \times [0, T_0]$.

**Problem 1.2** Let $u$ be the solution to (1) with (4) and assume that $\rho$ and $h$ are both known. Determine the moving source profile $f$ in the case of $0 < \alpha \leq 2$ in (4) by the full lateral Cauchy data $(u, \partial_\nu u)|_{\partial \Omega \times (0, \infty)}$.

In comparison with the first inverse problem, the orbit function $\rho$ appearing in Problem 1.2 is not restricted to the class of straight lines. However, the dynamical Cauchy data for all $t \in [0, \infty)$ is needed, because our argument relies heavily on the Laplace transform of the model and data. We shall prove the unique determination of the compactly supported source profile $f$.

In the past two decades, time-fractional evolution equations represented by (1) with $\alpha \in (0, 1) \cup (1, 2)$ have gathered increasing popularity among researchers from multiple disciplines owing to their outstanding flexibility in modeling various nonlocal phenomena. Mathematically, a series of fundamental and important results about time-fractional evolution equations, featured by well-posedness, asymptotic behavior, time-analyticity etc. of solutions, have been established in recent years; see [6, 9, 19, 27, 29, 34] as a partial list. Along with the completeness of theories for forward problems, inverse problems for time-fractional evolution equations have also been studied intensively from both theoretical and numerical aspects, and we refer to the review articles [22, 23, 26] as well as the references therein. Here we do not intend any comprehensive list of references.

Due to the practical significance, a lot of works have been devoted to inverse source problems for time-fractional diffusion equations, among which the majority assume that the inhomogeneous term takes the form of (partial) separated variables. We refer e.g. to [7, 27, 28] and [17, 33] for the determination of temporal and spatial components, respectively. It reveals that the treatments for the above inverse problems relies heavily on some properties of forward problems, and mostly it is technically difficult to obtain stability results because of the non-locality of time-fractional derivatives.
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As a special branch of inverse source problems, there are several papers on inverse moving source problems, most of which are concerned with determining moving orbits in hyperbolic equations. In [30,31], algebraic procedures were applied to identify moving point or dipole sources. In [12], the authors considered inverse problems arising from the Maxwell system (that is, $\alpha = 2$) for recovering moving source profile (respectively orbit) from boundary surface data, if a priori information on the source orbit (respectively profile) is available. In our previous work [14], stability and uniqueness for fractional diffusion(-wave) equations ($0 < \alpha \leq 2$) in determining the moving orbit were derived using observation data at multiple interior points, provided that the moving source profile is given. Unlike the above mentioned problems, in this paper we deal with the moving source taking the form of (2), where the a priori information of $p$ and $q$ means that we know moving orbits (directions) of the sources. The aim of this paper is to identify one or two unknown moving source profiles which do not change in the time variable. To the best of our knowledge, there seems no literature in this respect for time-fractional evolution equations.

The remaining part of this paper is organized as follows. In Section 2, we first fix notations and terminologies for fractional equations, and then state well-posedness and regularity results (Lemma 2.3) of the forward problem (1)–(2) together with a unique continuation property for fractional equations with $1 < \alpha < 2$ (Lemma 2.4). Our main uniqueness results for Problems 1.1 and 1.2 will be presented in Theorems 2.6 and 2.8, respectively. Section 3 is devoted to the proofs of Lemmas 2.3–2.5. The proofs of Theorems 2.6 and 2.8 will be carried out in Sections 4 and 5, respectively. Finally, some concluding remarks are given in Section 6.

2 Preliminaries and main results

To start with, we recall the Riemann-Liouville integral operator for $\beta \in [0, 1]$:

$$J_{0+}^\beta h(t) := \begin{cases} h(t), & \beta = 0, \\ \frac{1}{\Gamma(\beta)} \int_0^t \frac{h(\tau)}{(t-\tau)^{1-\beta}} d\tau, & 0 < \beta \leq 1, \end{cases} \quad h \in C[0, \infty),$$

where $\Gamma(\cdot)$ is the Gamma function. Then for $\beta > 0$, the Caputo derivative $\partial_0^\beta$ and the Riemann-Liouville derivative $D_{0+}^\beta$ can be formally defined as

$$\partial_0^\beta = J_{0+}^{[\beta]-\beta} \circ \frac{d^{[\beta]}}{dt^{[\beta]}}, \quad D_{0+}^\alpha = \frac{d^{[\beta]}}{dt^{[\beta]}} \circ J_{0+}^{[\beta]-\beta},$$

where $\circ$ denotes the composition. Then by direct calculations, we know

**Lemma 2.1** Let $h \in C^{\infty}[0, \infty)$. Then

(a) For $0 < \alpha < 1$, we have $\partial_{0+}^\alpha h = D_{0+}^\alpha h$ if $h(0) = 0$.
(b) For $1 < \alpha < 2$, we have $D_{0+}^\alpha h = h(2-\alpha) \partial h$ if $h(0) = 0$, and $\partial_t J_{0+}^{2-\alpha} \partial_t h = \partial_{0+}^\alpha h$ if $h'(0) = 0$.  
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For later use, we also introduce the backward Riemann-Liouville integral operator for \( T > 0 \) as
\[
J_{T-}^{\beta} h(t) := \begin{cases} h(t), & \beta = 0, \\ \frac{1}{\Gamma(\beta)} \int_t^T \frac{h(\tau)}{(t-\tau)^{1-\beta}} d\tau, & 0 < \beta \leq 1, \quad h \in C[0, \infty), \end{cases}
\]
by which we further define the corresponding backward Caputo and Riemann-Liouville derivatives with \( \beta > 0 \) as
\[
\partial_{T-}^\beta = J_{T-}^{\beta-\beta} \circ \frac{d}{dt}^{[\beta]} \quad \text{and} \quad D_{T-}^\beta = \frac{d}{dt}^{[\beta]} \circ J_{T-}^{\beta-\beta}.
\]
In the next lemma, we collect useful formulae connecting forward and backward fractional derivatives from \cite[Lemma 2.1]{25}.

Lemma 2.2 Let \( h_1, h_2 \in C^{[\alpha]}[0, T] \). If \( 0 < \alpha \leq 1 \), then
\[
\int_0^T (\partial_{0+}^\alpha h_1) h_2 \, dt = [h_1(J_{T-}^{1-\alpha} h_2)]_0^T - \int_0^T h_1(D_{T-}^{\alpha} h_2) \, dt.
\]
If \( 1 < \alpha \leq 2 \), then
\[
\begin{align*}
\int_0^T (\partial_{0+}^\alpha h_1) h_2 \, dt &= [h_1(J_{T-}^{1-\alpha} h_2)]_0^T - \int_0^T h_1(D_{T-}^{\alpha} h_2) \, dt, \\
\int_0^T h_1' (D_{T-}^{\alpha-1} h_2) \, dt &= [h_1(D_{T-}^{\alpha-1} h_2)]_0^T - \int_0^T h_1(D_{T-}^{\alpha} h_2) \, dt.
\end{align*}
\]
For the solution expression, we invoke the Mittag-Leffler function
\[
E_{\alpha, \beta}(z) := \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}, \quad z \in \mathbb{C}, \quad \alpha > 0, \quad \beta \in \mathbb{R},
\]
which satisfies the frequently used estimate (e.g., Podlubny \cite[Theorem 1.5]{32}):
\[
|E_{\alpha, \beta}(-\eta)| \leq \frac{C}{1 + \eta}, \quad \eta \geq 0, \quad 0 < \alpha < 2, \quad \beta > 0.
\]
Let \( L^2(\Omega) \) denote the usual \( L^2 \)-space in \( \Omega \) equipped with the inner product \( \langle \cdot, \cdot \rangle \), and let \( H^1_0(\Omega) \), \( H^2(\Omega) \) etc. be the standard \( L^2 \)-based Sobolev spaces (e.g., Adams \cite{2}). Fixing the domain of \( -\Delta \) as \( D((-\Delta)) := H^2(\Omega) \cap H^1_0(\Omega) \), we know that there exists an eigensystem \( \{ (\lambda_n, \varphi_n) \}_{n=1}^{\infty} \) of \( -\Delta \) with the homogeneous Dirichlet boundary condition such that
\[
-\Delta \varphi_n = \lambda_n \varphi_n, \quad 0 < \lambda_1 \leq \lambda_2 \leq \cdots, \quad \lambda_n \to \infty \quad \text{as} \quad n \to \infty,
\]
and \( \{ \varphi_n \} \) forms a complete orthonormal system of \( L^2(\Omega) \). Here we number \( \lambda_n \) with their multiplicities. As usual, we can introduce the fractional power \( (-\Delta)^\gamma \) for \( \gamma \geq 0 \) as
\[
D((-\Delta)^\gamma) := \left\{ h \in L^2(\Omega); \sum_{n=1}^{\infty} |\lambda_n^\gamma (h, \varphi_n)|^2 < \infty \right\}, \quad (-\Delta)^\gamma h := \sum_{n=1}^{\infty} \lambda_n^\gamma (h, \varphi_n) \varphi_n.
\]
Then $\mathcal{D}((−\Delta)^\gamma)$ with $\gamma \geq 0$ is a Hilbert space equipped with the norm

$$
\|h\|_{\mathcal{D}((−\Delta)^\gamma)} := \left(\sum_{n=1}^{\infty} |\lambda_n(h, \varphi_n)|^2\right)^{\frac{1}{2}}, \quad h \in \mathcal{D}((−\Delta)^\gamma).
$$

Furthermore, there holds $\mathcal{D}((−\Delta)^\gamma) \subset H^{2\gamma}(\Omega)$ for $\gamma \geq 0$ and especially $\mathcal{D}((−\Delta)^\frac{1}{2}) = H^1_0(\Omega)$. Finally, for a Banach space $X$ and $1 \leq p < \infty$, we say that $\Psi \in L^p(0,T;X)$ if

$$
\|\Psi\|_{L^p(0,T;X)} := \left\{ \left( \int_0^T \|\Psi(\cdot, t)\|_X^p \right)^{\frac{1}{p}} \right\} < \infty, \quad \text{if } 1 \leq p < \infty,
$$

$$
\text{ess sup}\|\Psi(\cdot, t)\|_X \quad \text{if } p = \infty.
$$

Throughout this paper, we assume $f, g \in \mathcal{D}((−\Delta)^{\frac{|\alpha|}{2}})$ for the source profiles in (2), i.e., $f \in H^1_0(\Omega)$ when $0 < \alpha \leq 1$ and $f, g \in H^2(\Omega) \cap H^1_0(\Omega)$ when $1 < \alpha \leq 2$. For later use, we collect the well-posedness and regularity results of problem (1)–(2) in the following lemma.

**Lemma 2.3** Let $f, g \in \mathcal{D}((−\Delta)^{\frac{|\alpha|}{2}})$, fix $\varepsilon \in (0,1]$ arbitrarily for $0 < \alpha < 2$ and fix $\varepsilon = \frac{1}{2}$ for $\alpha = 2$. Then the following statements hold true.

(a) There exists a unique solution $u \in L^\infty(0,T;\mathcal{D}((−\Delta)^{\frac{|\alpha|}{2}+1-\varepsilon}))$ to (1)–(2) such that $u(\cdot, t) \to 0$ in $\mathcal{D}((−\Delta)^{\frac{|\alpha|}{2}+1-\varepsilon})$ as $t \to 0$.

(b) If $0 < \alpha \leq 1$, then $\partial_t u \in L^1(0,T;\mathcal{D}((−\Delta)^{1-\varepsilon}))$.

(c) If $1 < \alpha \leq 2$, then

$$
\partial_t u \in L^\infty(0,T;\mathcal{D}((−\Delta)^{2-\frac{1}{\alpha}−\varepsilon})), \quad \partial^2_{t} u \in L^1(0,T;\mathcal{D}((−\Delta)^{\frac{3}{2}−\frac{1}{\alpha}−\varepsilon}))
$$

and $\partial_t u(\cdot, t) \to 0$ in $\mathcal{D}((−\Delta)^{2-\frac{1}{\alpha}−\varepsilon})$ as $t \to 0$.

To conclude the uniqueness for Problem (1) we need the following vanishing property of the homogeneous problem.

**Lemma 2.4** Let $\omega \subset \Omega$ be an arbitrary nonempty subdomain and $w$ satisfy

$$
\begin{cases}
(\partial^2_{t} - \Delta)w = 0 & \text{in } \Omega \times (0,T), \\
w = a & \text{if } 0 < \alpha \leq 1, \quad \text{in } \Omega \times \{0\}, \\
w = a, \partial_t w = b & \text{if } 1 < \alpha < 2, \quad \text{in } \Omega \times \{0\}, \\
w = 0 & \text{on } \partial \Omega \times (0,T),
\end{cases}
$$

where $a \in L^2(\Omega)$ and $b \in \mathcal{D}((−\Delta)^{−\frac{1}{\alpha}})$. Then $w = 0$ in $\omega \times (0,T)$ implies $a = b = 0$ in $\Omega$.

For later use, we need the following lemma concerning the long-time asymptotic behavior of the solution to (1) with a source term compactly supported in time.
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Lemma 2.5 Let $0 < \alpha < 2$ and $u$ be the solution to

\[
\begin{cases}
(\partial_{0+}^\alpha - \Delta) u = F & \text{in } \Omega \times (0, \infty), \\
u = \partial_{t}^{[\alpha]-1} u = 0 & \text{in } \Omega \times \{0\}, \\
u = 0 & \text{on } \partial\Omega \times (0, \infty),
\end{cases}
\]

where $F \in C([0, \infty); C^\infty_0(\overline{\Omega}))$ and there exists $T_0 > 0$ such that $\text{supp} F \subset \overline{\Omega} \times [0, T_0]$. Then

\[
\begin{cases}
\partial_{0+}^{1-\alpha} u(\cdot, T) \to 0, & 0 < \alpha \leq 1 \\
\partial_{0+}^{\alpha-1} u(\cdot, T) \to 0, & 1 < \alpha < 2
\end{cases} \text{ in } L^2(\Omega) \text{ as } T \to \infty.
\]

For the purpose of consistency, we postpone the proofs of the above three lemmas concerning the forward problems to Section 3. Below we state the main results in this paper.

Theorem 2.6 Let $0 < \alpha \leq 2$, $f, g \in D((-\Delta)^{[\alpha]} \mathbb{R})$ and $u$ be the solution to (1)–(2).

(a) In the case of $0 < \alpha \leq 1$, we further assume $\partial \omega \supset \partial \Omega$ if $\alpha \neq 1$. Then (3) implies $f \equiv 0$ in $\Omega$.

(b) In the case of $1 < \alpha \leq 2$, we assume $\partial \omega \supset \partial \Omega$ and, if $\alpha = 2$ we additionally require

\[
T > 2 \inf_{y \in \Omega} \sup_{x \in \Omega} |x - y|, \quad B_{c_0 T + \delta_0} \subset \Omega,
\]

where $c_0 := \max\{|p|, |q|\}$. Then (3) implies $f = g \equiv 0$ in $\Omega$.

Remark 2.7 (a) By examining the proofs of the above theorem in Section 4, it turns out that we can consider more general formulations than that in (1). For instance, instead of $-\Delta$ in the governing equation, our argument works for the elliptic operator $-\sum_{j,k=1}^d a_{jk} \partial_j \partial_k + c$, where $(a_{jk})_{1 \leq j,k \leq d}$ is a constant, symmetric and strictly positive definite matrix, and $c \geq 0$ is a constant. However, in this paper we choose to treat the simplest model equation in order to focus on the main topic.

(b) In the case $\alpha = 2$, the two conditions in (9) can be both satisfied if the sources do not move too fast in comparison with the wave velocity, or equivalently, the maximum velocity $c_0$ is sufficiently small if the wave speed of the background medium has been normalized to be one. Moreover, for $\alpha = 2$, we can prove not only the uniqueness $f = g = 0$ but also the stability in estimating $f$ and $g$ by data, but we omit the details. The additional conditions in (9) for hyperbolic equations are not needed when $0 < \alpha < 2$. See e.g. [15] for related inverse problems with $\alpha = 2$.

The determination of a moving source profile function from boundary Cauchy data is stated below. The proof is motivated by recent inverse source problems for acoustic, elastic and electromagnetic wave equations considered in [11, 13].
Theorem 2.8 Let \( T = \infty \) and suppose that the temporal function \( h \) and the orbit function \( \rho \) in (4) are both given. We assume that

\[
\int_{0}^{\infty} h(t) \, dt \neq 0, \quad \text{supp} \, h \in [0, T_0], \quad f \in C^{\infty}_0(\Omega), \quad \text{supp} \, f \in B_{\delta_0}
\]

with some \( T_0 > 0 \) and \( \delta_0 > 0 \).

(a) Let \( 0 < \alpha < 2 \). We assume that \( u \) satisfies (1) and (4). Then the source profile \( f \) is uniquely determined by Cauchy data \((u, \partial_\nu u)\) on \( \partial \Omega \times (0, \infty) \).

(b) Let \( \alpha = 2 \). We assume that \( u \) satisfies (4), (9) and the initial value problem

\[
\begin{aligned}
\left( \frac{\partial^2}{\partial t^2} - \Delta \right) u(x, t) &= f(x - \rho(t))h(t), \quad (x, t) \in \Omega \times (0, \infty), \\
u(x, 0) &= \partial_t u(x, 0) = 0, \quad x \in \Omega.
\end{aligned}
\]

Then \( f \) is uniquely determined by Cauchy data \((u, \partial_\nu u)\) on \( \partial \Omega \times (0, \infty) \).

In Theorems 2.6 and 2.8, the conclusions for the cases \( \alpha \in (0, 1) \cup (1, 2) \) and \( \alpha = 1, 2 \) require different assumptions and formulations. This follows from that some properties of solutions in the cases \( \alpha = 1 \) and \( \alpha = 2 \) essentially differ from non-integer \( \alpha \).

3 Proofs of Lemmas 2.3–2.5

Proof of Lemma 2.3 First, by the regularity assumption on \( f, g \) and the definition (2) of \( F \), it follows from the continuity of translation that \( F \in \bigcap_{k=0}^{\lceil \alpha \rceil} C^k([0, T]; D((-\Delta)^{\frac{\alpha-k}{2}})) \).

Due to the essential difference in the solution properties, we divide the proofs into the cases of \( 0 < \alpha < 2 \) and \( \alpha = 2 \) separately.

Case 1 For \( 0 < \alpha < 2 \), we fix \( \varepsilon \in (0, 1] \) arbitrarily. In principle, the argument follows the same line as that in Sakamoto and Yamamoto [34] and Li, Liu and Yamamoto [21] especially in the case of \( 0 < \alpha < 1 \). For the sake of self-containment, we still give a proof here.

According to [34], we can formally write the solution to (1)–(2) as

\[
u(t, \cdot) = \int_0^t U(\tau)F(\cdot, t - \tau) \, d\tau, \quad U(t)h := t^{\alpha-1} \sum_{n=1}^{\infty} E_{\alpha, \alpha}(-\lambda_n t^{\alpha})(h, \varphi_n)\varphi_n.
\]

For \( h \in D((-\Delta)^{\beta}) \) with some \( \beta \geq 0 \) and \( 0 \leq \gamma < 1 \), by [2] we can estimate

\[
norm{U(t)h}_{D((-\Delta)^{\beta+\gamma})}^2 = t^{2(\alpha-1)} \sum_{n=1}^{\infty} \abs{\lambda_n^\beta E_{\alpha, \alpha}(-\lambda_n t^{\alpha})(h, \varphi_n)}^2 \\
\leq (C t^{\alpha-1})^2 \sum_{n=1}^{\infty} \left( \frac{(\lambda_n t^{\alpha})^{-\gamma}}{1 + \lambda_n t^{\alpha}} \right)^2 |\lambda_n^\beta(h, \varphi_n)|^2 \\
\leq \left( \frac{C \norm{h}_{D((-\Delta)^{\beta})}}{t^{1-\gamma}} \right)^2, \quad t > 0.
\]
(a) Taking \( \beta = \frac{[\alpha]}{2} \) and \( \gamma = 1 - \varepsilon \) in [12], we employ Minkowski’s inequality for integrals to estimate
\[
\|u(\cdot, t)\|_{D((-\Delta)^{[\alpha]}/2+1-\varepsilon)} = \left\| \int_0^t U(\tau)F(\cdot, t-\tau) \, d\tau \right\|_{D((-\Delta)^{[\alpha]}/2+1-\varepsilon)} \\
\leq \int_0^t \|U(\tau)F(\cdot, t-\tau)\|_{D((-\Delta)^{[\alpha]}/2+1-\varepsilon)} \, d\tau \\
\leq C \int_0^t \|F(\cdot, t-\tau)\|_{D((-\Delta)^{[\alpha]}/2)} \tau^{\alpha-1} \, d\tau \\
\leq \frac{C}{\varepsilon} \|f\|_{D((-\Delta)^{[\alpha]}/2)} t^{\varepsilon},
\]
which implies (a) immediately.

(b) For \( 0 < \alpha \leq 1 \), we formally take time derivative in [11] to deduce
\[
\partial_t u(\cdot, t) = U(t)F(\cdot, 0) + \int_0^t U(\tau)\partial_t F(\cdot, t-\tau) \, d\tau.
\]
Then taking \( \beta = 0 \) and \( \gamma = 1 - \varepsilon \) in [12] yields
\[
\|\partial_t u(\cdot, t)\|_{D((-\Delta)^{1-\varepsilon})} \leq \|U(t)F(\cdot, 0)\|_{D((-\Delta)^{1-\varepsilon})} + \int_0^t \|U(\tau)\partial_t F(\cdot, t-\tau)\|_{D((-\Delta)^{1-\varepsilon})} \, d\tau \\
\leq \|F(\cdot, 0)\|_{L^2(\Omega)} t^{\varepsilon-1} + C \int_0^t \|\partial_t F(\cdot, t-\tau)\|_{L^2(\Omega)} \tau^{\alpha-1} \, d\tau \\
\leq C \|f\|_{L^2(\Omega)} t^{\varepsilon-1} + \frac{C}{\varepsilon} \|f\|_{D((-\Delta)^{1/2})} t^{\varepsilon},
\]
which implies \( \partial_t u \in L^1(0, T; D((-\Delta)^{1-\varepsilon})) \).

(c) For \( 1 < \alpha < 2 \), we utilize an alternative expression \( u(\cdot, t) = \int_0^t U(t-\tau)F(\cdot, \tau) \, d\tau \) of [11]. By \( \frac{d}{dt}(t^{\alpha-1}E_{\alpha,\alpha-1}(\lambda_t t^\alpha)) = t^{\alpha-2}E_{\alpha,\alpha-1}(\lambda_t t^\alpha) \), we formally differentiate the above equality to write
\[
\partial_t u(\cdot, t) = \lim_{\tau \to 0} U(\tau)F(\cdot, t) + \int_0^t V(\tau)F(\cdot, t-\tau) \, d\tau, \quad (13)
\]
where
\[
V(t)h := t^{\alpha-2} \sum_{n=1}^{\infty} E_{\alpha,\alpha-1}(\lambda_n t^\alpha)(h, \varphi_n) \varphi_n.
\]
For \( h \in D((-\Delta)^{\beta}) \) with some \( \beta \geq 0 \), a similar argument as that for [12] yields
\[
\|V(t)h\|_{D((-\Delta)^{\beta+1-1/\alpha-\varepsilon})}^2 = t^{2(\alpha-2)} \sum_{n=1}^{\infty} \left| \lambda_n^{\frac{1}{2}-\varepsilon} E_{\alpha,\alpha-1}(\lambda_n t^\alpha) \right|^2 \left| \lambda_n^{\beta}(h, \varphi_n) \right|^2 \\
\leq (C t^{\alpha-2})^2 \sum_{n=1}^{\infty} \left( \frac{(\lambda_n t^\alpha)^{1-\frac{1}{2}-\varepsilon}}{1 + \lambda_n t^\alpha} t^{-\alpha(1-\frac{1}{\alpha-\varepsilon})} \right)^2 \left| \lambda_n^{\beta}(h, \varphi_n) \right|^2
\]
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\[ \leq \left( C\|h\|_{D((-\Delta)^{\beta})} t^{\alpha \varepsilon - 1} \right)^2. \]  

(14)

Since \( F \in C([0, T]; D(-\Delta)) \), we take \( \beta = 1, \gamma = 1 - \frac{1}{\alpha} - \varepsilon \) in (12) and \( \beta = 1 \) in (14) to estimate

\[
\| \partial_t u(\cdot, t) \|_{D((-\Delta)^{2-1/\alpha - \varepsilon})} \\
\leq \lim_{\tau \to 0} \| U(\tau) F(\cdot, t) \|_{D((-\Delta)^{2-1/\alpha - \varepsilon})} + \int_0^t \| V(\tau) F(\cdot, t - \tau) \|_{D((-\Delta)^{2-1/\alpha - \varepsilon})} \, d\tau \\
\leq C \| F(\cdot, t) \|_{D(-\Delta)} \lim_{\tau \to 0} \tau^{\alpha \varepsilon} + C \int_0^t \| F(\cdot, t - \tau) \|_{D(-\Delta)} \tau^{\alpha \varepsilon - 1} \, d\tau \\
\leq \frac{C}{\varepsilon} \| F \|_{C([0, T]; D(-\Delta))},
\]

which indicates \( \partial_t u \in L^\infty(0, T; D((-\Delta)^{2-1/\alpha - \varepsilon})) \). Finally, within \( D((-\Delta)^{2-1/\alpha - \varepsilon}) \), we further differentiate (13) to deduce

\[
\partial_t^2 u(\cdot, t) = V(t) F(\cdot, 0) + \int_0^t V(\tau) \partial_t F(\cdot, t - \tau) \, d\tau.
\]

Now taking \( \beta = \frac{1}{2} \) in (14), we have

\[
\| \partial_t^2 u(\cdot, t) \|_{D((-\Delta)^{3/2-1/\alpha - \varepsilon})} \leq \| V(t) F(\cdot, 0) \|_{D((-\Delta)^{3/2-1/\alpha - \varepsilon})} \\
\quad + \int_0^t \| V(\tau) \partial_t F(\cdot, t - \tau) \|_{D((-\Delta)^{3/2-1/\alpha - \varepsilon})} \, d\tau \\
\leq C \| F(\cdot, 0) \|_{D((-\Delta)^{1/2})} t^{\alpha \varepsilon} + \frac{C}{\varepsilon} \| \partial_t F \|_{C([0, T]; D((-\Delta)^{1/2}))} t^{\alpha \varepsilon},
\]

which completes the proof of (c).

**Case 2** For \( \alpha = 2 \), one can take advantage of the standard theory on hyperbolic equations e.g. in [13,21] to conclude \( u \in \bigcap_{k=0}^{3} C^k([0, T]; H^{3-k}(\Omega)) \), which implies the desired results automatically.

**Proof of Lemma 2.4** For \( \alpha = 1 \), Lemma 2.4 follows from the well-known unique continuation property for parabolic equations (see e.g. [34]). In the case of \( 0 < \alpha < 1 \), Lemma 2.4 reduces to a direct corollary of [17, Theorem 2.5]. Hence, in the sequel it suffices to deal with the case of \( 1 < \alpha < 2 \).

By Sakamoto and Yamamoto [34, Theorem 2.3], we know

\[
w \in C([0, T]; L^2(\Omega)) \cap C((0, T]; H^2(\Omega) \cap H_0^1(\Omega)),
\]

which can be represented as

\[
w(\cdot, t) = \sum_{n=1}^{\infty} ((a, \varphi_n) E_{\alpha,1}(\lambda_n t^\alpha) + (b, \varphi_n) t E_{\alpha,2}(\lambda_n t^\alpha)) \varphi_n.
\]
Moreover, $w : (0, T] \rightarrow L^2(\Omega)$ can be analytically extended to $(0, \infty)$. Without fear of confusion, we still denote this extension by $w$. Especially, the condition $w = 0$ in $\omega \times (0, T)$ is also extended to $w = 0$ in $\omega \times (0, \infty)$. Hence, there holds for any test function $\chi \in C_0^\infty(\omega)$ and $t > 0$ that

$$0 = \int_\omega w(\cdot, t) \, d\mathbf{x} = \sum_{n=1}^{\infty} \{(a, \varphi_n) E_{\alpha,n}(\lambda_n t^\alpha) + (b, \varphi_n) t E_{\alpha,2}(\lambda_n t^\alpha)\}(\chi, \varphi_n), \quad (15)$$

where $\chi$ in $(\chi, \varphi_n)$ is understood as its zero extension to $\Omega$.

Similarly to the proof of [34, Theorem 4.4], we attempt to take the Laplace transform with respect to $t$. By the estimate (see [34, Theorem 2.3])

$$\|w(\cdot, t)\|_{L^2(\Omega)} \leq C \left( \|a\|_{L^2(\Omega)} + \|b\|_{D((-\Delta)^{-1/\alpha})} \right), \quad \forall \ t > 0,$$

we see that for any fixed $z \in \mathbb{C}$ satisfying $\text{Re} \ z > 0$, the function $e^{-zt}w(\cdot, t)$ is integrable with respect to $t \in (0, \infty)$ in $L^2(\Omega)$. Employing (15) and the formula (see Podlubny [32, §1.2.2])

$$\int_0^\infty e^{-zt} t^{-m-1} E_{\alpha,m}(\lambda_n t^\alpha) \, dt = \frac{z^{\alpha-m}}{z^\alpha + \lambda_n}, \quad \text{Re} \ z > \lambda_1^{1/\alpha}, \ m = 1, 2, \ n \in \mathbb{N},$$

we obtain

$$\sum_{n=1}^{\infty} \frac{(a, \varphi_n) z + (b, \varphi_n)}{z^\alpha + \lambda_n} (\chi, \varphi_n) = 0, \quad \text{Re} \ z > \lambda_1^{1/\alpha}, \ \forall \ \chi \in C_0^\infty(\omega). \quad (16)$$

Since $z^\alpha = \exp(\alpha \log z)$ is not well-defined on the negative real axis, we should cut off this branch and consider $U := \{z \in \mathbb{C}; \ -\pi < \arg z < \pi\}$. In $U$, we know that the algebraic equation $z^\alpha + \lambda_n = 0$ with $\lambda_n > 0$ has two distinct roots $z_n^\pm := \lambda_1^{1/\alpha} \exp(\pm \pi \frac{1}{\alpha})$. Since $a \in L^2(\Omega)$ and $b \in D((-\Delta)^{-1/\alpha})$, we can analytically continue both sides of (16) in $z$, so that (16) holds true for $z \in U \ \setminus \ \{z_n^\pm\}_{n=1}^{\infty}$.

To proceed, we shall take into consideration the multiplicity of the eigenvalues of $-\Delta$ and rearrange its eigensystem $\{(\lambda_n, \varphi_n)\}$ as follows. By $\{\mu_\ell\}_{\ell=1}^{\infty}$ we denote the distinct eigenvalues of $-\Delta$, and by $\{\psi_{\ell,j}\}_{j=1}^{m_\ell}$ we denote the orthonormal basis of $\ker(\Delta + \mu_\ell)$ which coincides with the one in the original eigenfunctions. Then (16) can be rewritten as

$$\sum_{\ell=1}^{\infty} \frac{(w_\ell(z), \chi)}{z^\alpha + \mu_\ell} = 0, \quad z \in U \ \setminus \ \{z_\ell^\pm\}_{\ell=1}^{\infty}, \ \forall \ \chi \in C_0^\infty(\omega), \quad (17)$$

where

$$w_\ell(z) := \sum_{j=1}^{m_\ell} (a, \psi_{\ell,j}) z + (b, \psi_{\ell,j}) \psi_{\ell,j}.$$

Then for any fixed $\ell = 1, 2, \ldots$ and sufficiently small $\epsilon > 0$, in the $\epsilon$ neighborhood $B_\epsilon(z_\ell^\pm)$ of $z_\ell^\pm$ we have

$$\frac{(w_\ell(z), \chi)}{z^\alpha + \mu_\ell} = - \sum_{k \in \mathbb{N} \setminus \{\ell\}} \frac{(w_k(z), \chi)}{z^\alpha + \mu_k}, \quad z \in B_\epsilon(z_\ell^\pm) \ \setminus \ \{z_\ell^\pm\}, \ \forall \ \chi \in C_0^\infty(\omega).$$
Obviously, since \( \sum_{k \in \mathbb{N} \setminus \ell} \frac{(w_k(z), \chi)}{z^{\alpha} + \mu_k} \) is continuous in \( z \) at \( z^\pm \), the right hand side of the above identity is bounded. Multiplying both sides of this identity by \( z^\alpha + \mu_\ell \) and passing \( z \to z^\pm \), we obtain

\[
(w(\ell, z^\pm), \chi) = \lim_{z \to z^\pm} (w(\ell, z), \chi) = -\lim_{z \to z^\pm} \sum_{k \in \mathbb{N} \setminus \{\ell\}} \frac{(w_k(z), \chi)}{z^{\alpha} + \mu_k} = 0, \quad \forall \chi \in C_0^\infty(\omega).
\]

Then, since \( \chi \in C_0^\infty(\omega) \) is arbitrary, it follows from the variational principle that

\[
w(\ell, z^\pm) = \sum_{j=1}^{m_\ell} \{ (a, \psi_{\ell,j}) z^\pm_{\ell,j} + (b, \psi_{\ell,j}) \} \psi_{\ell,j} = 0 \quad \text{in } \omega, \ \ell = 1, 2, \ldots.
\]

Meanwhile, since \( w(\ell, z^\pm) \) satisfy the elliptic equation \( (\Delta + \mu_\ell)w(\ell, z^\pm) = 0 \) in \( \Omega \), the unique continuation for elliptic equations (e.g., Isakov [14]) implies \( w(\ell, z^\pm) = 0 \) in \( \Omega \) for each \( \ell = 1, 2, \ldots \). By the linear independency of \( \{ \psi_{\ell,j} \}_{j=1}^{m_\ell} \), we see that

\[
(a, \psi_{\ell,j}) z^\pm_{\ell,j} + (b, \psi_{\ell,j}) = 0, \quad 1 \leq j \leq m_\ell, \ \ell = 1, 2, \ldots.
\]

Since \( z^\pm_{\ell,j} \not\in \mathbb{R} \) are complex conjugate of each other, we finally obtain

\[
(a, \psi_{\ell,j}) = (b, \psi_{\ell,j}) = 0, \quad 1 \leq j \leq m_\ell, \ \ell = 1, 2, \ldots
\]

and hence \( a = b \equiv 0 \) in \( \Omega \) due to the completeness of the Dirichlet eigenfunctions. \( \square \)

**Remark 3.1** The proof of Lemma 2.3 for \( \alpha \in (1, 2) \) relies heavily on the analyticity of the solution in the time variable, which applies to the scalar wave equation (\( \alpha = 2 \)) when the dynamical measurement data over \( (0, \infty) \) are available; see [13, Theorem 2.1 and Corollary 2.3] where the data are measured on a closed surface. In Subsection 4.3 below, we shall present a proof for the wave equation using the data over a finite time period \( (0, T) \).

**Proof of Lemma 2.5** According to [11], we represent the solution to (8) as

\[
u(\cdot, t) = \sum_{n=1}^{\infty} u_n(t) \varphi_n, \quad u_n(t) := \int_0^t (t - \tau)^{\alpha-1} E_{\alpha,\alpha}(\lambda_n(t - \tau)\alpha)(F(\cdot, \tau), \varphi_n) \, d\tau.
\]

For \( 0 < \alpha \leq 1 \), we calculate

\[
J_{1+}^{1-\alpha} u_n(T) = \frac{1}{\Gamma(1-\alpha)} \int_0^T \frac{1}{(T-t)^\alpha} \int_0^t (t - \tau)^{\alpha-1} E_{\alpha,\alpha}(\lambda_n(t - \tau)\alpha)(F(\cdot, \tau), \varphi_n) \, d\tau \, dt
\]

\[
= \int_0^T \left( F(\cdot, \tau), \varphi_n \right) \left\{ \frac{1}{\Gamma(1-\alpha)} \int_\tau^T (T-t)^{-\alpha} (t - \tau)^{\alpha-1} E_{\alpha,\alpha}(\lambda_n(t - \tau)\alpha) \, dt \right\} d\tau,
\]
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Then we obtain
\[
\frac{1}{\Gamma(1-\alpha)} \int_T^\infty (T-t)^{-\alpha}(t-\tau)^{\alpha-1} E_{\alpha,\alpha}(-\lambda_n(t-\tau)^\alpha) \, dt
\]
\[
= \frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^\infty \frac{(-\lambda_n)^k}{\Gamma(\alpha(k+1))} \int_T^\infty (T-t)^{-\alpha}(t-\tau)^{\alpha(k+1)-1} \, dt
\]
\[
= \frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^\infty \frac{(-\lambda_n)^k}{\Gamma(\alpha(k+1))} (T-\tau)^{\alpha k} \frac{\Gamma(1-\alpha)\Gamma(\alpha(k+1))}{\Gamma(\alpha k + 1)}
\]
\[
= \sum_{k=0}^\infty \frac{(-\lambda_n(T-\tau)^\alpha)^k}{\Gamma(\alpha k + 1)} = E_{\alpha,1}(-\lambda_n(T-\tau)^\alpha).
\]

This implies
\[
J_{0+}^{1-\alpha} u_n(T) = \int_0^T E_{\alpha,1}(-\lambda_n(T-t)^\alpha)(F(\cdot, t), \varphi_n) \, dt.
\]

Now we turn to the case of \(1 < \alpha < 2\). By \(\partial_{0+}^{\alpha-1} u_n = J_{0+}^{2-\alpha}(u_n')\), we first calculate \(u'_n(t)\). Using
\[
(t^{\alpha-1} E_{\alpha,\alpha}(-\lambda_n t^\alpha))' = \sum_{k=0}^\infty \frac{(-\lambda_n)^k}{\Gamma(\alpha(\alpha(k+1)+1))} (t^{\alpha(\alpha(k+1)+1)-1})' = \sum_{k=0}^\infty \frac{(-\lambda_n)^k t^{\alpha(\alpha(k+1)+1)-2}}{\Gamma(\alpha(k+1)+1)}
\]
we have
\[
u_n'(t) = \sum_{k=0}^\infty \frac{(-\lambda_n)^k}{\Gamma(\alpha(k+1)-1)} \int_0^t (t-\tau)^{\alpha(k+1)-2} (F(\cdot, \tau), \varphi_n) \, d\tau.
\]

Then we obtain
\[
\partial_{0+}^{\alpha-1} u_n(T) = J_{0+}^{2-\alpha}(u_n')(T)
\]
\[
= \frac{1}{\Gamma(2-\alpha)} \int_0^T (T-t)^{\alpha-1} \sum_{k=0}^\infty \frac{(-\lambda_n)^k}{\Gamma(\alpha(k+1)-1)} \int_0^T (t-\tau)^{\alpha(k+1)-2} (F(\cdot, \tau), \varphi_n) \, d\tau \, dt
\]
\[
= \int_0^T (F(\cdot, \tau), \varphi_n) \frac{1}{\Gamma(2-\alpha)} \sum_{k=0}^\infty \frac{(-\lambda_n)^n}{\Gamma(\alpha(k+1)-1)} \int_\tau^T (T-t)^{1-\alpha(t-\tau)^{\alpha(k+1)-2}} \, dt \, d\tau
\]
\[
= \int_0^T (F(\cdot, \tau), \varphi_n) \frac{1}{\Gamma(2-\alpha)} \sum_{k=0}^\infty \frac{(-\lambda_n)^n}{\Gamma(\alpha(k+1)-1)} (T-\tau)^{\alpha k} \frac{\Gamma(2-\alpha)\Gamma(\alpha(k+1))}{\Gamma(\alpha k + 1)}
\]
\[
= \int_0^T E_{\alpha,1}(-\lambda_n(T-t)^\alpha)(F(\cdot, t), \varphi_n) \, dt,
\]
which takes identically the same form as [13] in the case of \(0 < \alpha \leq 1\). Then it suffices to investigate
\[
\|J_{0+}^{[\alpha]-\alpha} \partial_t^{[\alpha]-1} u(\cdot, T)\|_{L^2(\Omega)}^2 = \sum_{n=1}^\infty \int_0^T E_{\alpha,1}(-\lambda_n(T-t)^\alpha)(F(\cdot, t), \varphi_n) \, dt
\]
\[
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\]
Since $F(\cdot, t) = 0$ for $t > T_0$, for sufficiently large $T > 0$ we choose $\gamma > d/4$ arbitrarily to estimate

$$
\| J_{0+}^{\alpha} - \partial_t^{\alpha-1} u(\cdot, T) \|_{L^2(\Omega)}^2 = \sum_{n=1}^{\infty} \left| \int_0^T \int_0^T E_{\alpha,1}(-\lambda_n(T-t)^\alpha)(F(\cdot, t), \varphi_n) \ dt \right|^2 \\
\leq \sum_{n=1}^{\infty} \max_{0 \leq t \leq T_0} |(F(\cdot, t), \varphi_n)|^2 \left( \int_{T-T_0}^{T} |E_{\alpha,1}(-\lambda_n t^\alpha)| \ dt \right)^2 \\
\leq \sum_{n=1}^{\infty} \frac{1}{\lambda_n^{2\gamma}} \max_{0 \leq t \leq T_0} |\lambda_n^\gamma(F(\cdot, t), \varphi_n)|^2 \left( \int_{T-T_0}^{T} \frac{C \ dt}{1 + \lambda_n t^\alpha} \right)^2 \\
\leq (C T_0 \| F \|_{C([0,T_0]; \mathcal{D}((-\Delta)^\gamma))})^2 \sum_{n=1}^{\infty} \frac{1}{\lambda_n^{2\gamma}} \left( \frac{1}{1 + \lambda_n (T - T_0)^\alpha} \right)^2 \\
\leq C \left( \frac{C T_0 \| F \|_{C([0,T_0]; \mathcal{D}((-\Delta)^\gamma))}}{1 + \lambda_1 (T - T_0)^\alpha} \right)^2 \to 0 \quad (T \to \infty).
$$

Here we utilized (7) to estimate $E_{\alpha,1}(-\lambda_n t^\alpha)$. Meanwhile, by Courant and Hilbert [5], we know $\lambda_n \sim n^{2/d}$ and hence $\lambda_n^{2\gamma} \sim n^{4\gamma/d}$ with $4\gamma/d > 1$, so that $\sum_{n=1}^{\infty} \lambda_n^{-2\gamma}$ converges. The proof of Lemma 2.3 is completed.

**Remark 3.2** For $\alpha = 2$, the solution to the wave equation (8) takes the more explicit form

$$
u(\cdot, t) = \sum_{n=1}^{\infty} u_n(t)\varphi_n, \quad u_n(t) := \int_0^t \frac{\sin(\sqrt{\lambda_n}(t - \tau))}{\sqrt{\lambda_n}} (F(\cdot, \tau), \varphi_n) \ d\tau.
$$

For $T > T_0$ sufficiently large, we have

$$
\| u(\cdot, T) \|_{L^2(\Omega)}^2 = \sum_{n=1}^{\infty} |u_n(T)|^2 = \left| \int_0^T \frac{\sin(\sqrt{\lambda_n}(T - \tau))}{\sqrt{\lambda_n}} (F(\cdot, \tau), \varphi_n) \ d\tau \right|^2
$$

which does not decay as $T \to \infty$, because the hyperbolic system (8) with the non-absorbing reflecting boundary $\partial \Omega$ is not dissipative. Hence, the results of Lemma 2.3 do not carry over to the case of $\alpha = 2$.

## 4 Proof of Theorem 2.6

This section is devoted to the proof of the first main theorem of this paper concerning the uniqueness for Problem 1.1. The key idea originates from the straightforward observation

$$
(\partial_t + p \cdot \nabla)(x - pt) = (\partial_t + p \cdot \nabla)(\partial_t + q \cdot \nabla)(x - pt) + g(x - qt) = 0,
$$

which suggests the introduction of the following auxiliary functions

$$
v := \begin{cases} 
J_{0+}^{1-\alpha}(\partial_t + p \cdot \nabla)u, & 0 < \alpha \leq 1, \\
J_{0+}^{2-\alpha}(\partial_t + p \cdot \nabla)(\partial_t + q \cdot \nabla)u, & 1 < \alpha \leq 2.
\end{cases}
$$
In such a manner, we can derive a homogeneous equation for \( v \) from (1)–(2), so that Problem 1.1 is reduced to an inverse problem on determining initial values. To clarify the argument, we deal with the cases of \( 0 < \alpha \leq 1 \), \( 1 < \alpha < 2 \) and \( \alpha = 2 \) separately.

4.1 Case of \( 0 < \alpha \leq 1 \)

First we derive the governing equation for \( v_1 := (\partial_t + p \cdot \nabla)u \). By Lemma 2.3 we know \( v_1 \in L^1(0, T; \mathcal{D}((-\Delta)^{1-\varepsilon})) \) for any \( \varepsilon \in (0, 1] \). Then by the governing equation in (1) and the definitions of \( \partial_{0+}^\alpha \) and \( D_{0+}^\alpha \), we utilize (19) to formally calculate

\[
0 = (\partial_t + p \cdot \nabla)F = (\partial_t + p \cdot \nabla)(\partial_{0+}^\alpha - \Delta)u
\]

\[
= (\partial_t J_{0+}^{1-\alpha})\partial_t u + \partial_{0+}^\alpha (p \cdot \nabla u) - \Delta (\partial_t u + p \cdot \nabla u)
\]

\[
= D_{0+}^\alpha (\partial_t + p \cdot \nabla)u - \Delta (\partial_t + p \cdot \nabla)u = (D_{0+}^\alpha - \Delta)v_1,
\]

where we used Lemma 2.1(a) and \( p \cdot \nabla u = 0 \) in \( \Omega \times \{ 0 \} \) to replace \( \partial_{0+}^\alpha (p \cdot \nabla u) = D_{0+}^\alpha (p \cdot \nabla u) \). On the other hand, it follows from Lemma 2.3(a) that we can pass \( t \to 0 \) in (1) to obtain

\[
\lim_{t \to 0} J_{0+}^{1-\alpha} \partial_t u(\cdot, t) = \lim_{t \to 0} \partial_{0+}^\alpha u(\cdot, t) = \lim_{t \to 0} (\Delta u + F)(\cdot, t) = f \quad \text{in } \mathcal{D}((-\Delta)^{1-\varepsilon}).
\]

Meanwhile, the weak singularity of \( J_{0+}^{1-\alpha} \) implies \( J_{0+}^{1-\alpha}(p \cdot \nabla u) \to 0 \) in \( \mathcal{D}((-\Delta)^{1-\varepsilon}) \) as \( t \to 0 \). Therefore, we obtain

\[
\lim_{t \to 0} J_{0+}^{1-\alpha} v_1(\cdot, t) = \lim_{t \to 0} J_{0+}^{1-\alpha} \partial_t u(\cdot, t) + \lim_{t \to 0} J_{0+}^{1-\alpha}(p \cdot \nabla u)(\cdot, t) = f \quad \text{in } \mathcal{D}((-\Delta)^{1-\varepsilon}).
\]

Finally, by (3) we have \( v_1 = 0 \) in \( \omega \times (0, T) \). Consequently, it reveals that \( v_1 \) satisfies an initial-boundary value problem for a time-fractional diffusion equation with the Riemann-Liouville derivative

\[
\begin{cases}
(D_{0+}^\alpha - \Delta)v_1 = 0 & \text{in } \Omega \times (0, T), \\
J_{0+}^{1-\alpha} v_1 = f & \text{in } \omega \times \{ 0 \}, \\
v_1 = p \cdot \nabla u & \text{on } \partial \Omega \times (0, T)
\end{cases}
\]

with the additional information \( v_1 = 0 \) in \( \omega \times (0, T) \). If \( \alpha = 1 \), then \( D_{0+}^\alpha \) reduces to the usual first order derivative \( \partial_t \) in time. Then the unique continuation of parabolic equations (e.g. [36]) immediately implies \( v_1 \equiv 0 \) in \( \Omega \times (0, T) \) and thus \( f \equiv 0 \) in \( \Omega \) as the initial value.

In the case of \( 0 < \alpha < 1 \), owing to the assumption \( \partial \omega \supset \partial \Omega \) we have \( v_1 = p \cdot \nabla u = 0 \) on \( \partial \Omega \times (0, T) \). By further introducing \( v := J_{0+}^{1-\alpha} v_1 \), it is readily seen that

\[
0 = J_{0+}^{1-\alpha}(D_{0+}^\alpha - \Delta)v_1 = \partial_{0+}^\alpha (J_{0+}^{1-\alpha} v_1) - \Delta (J_{0+}^{1-\alpha} v_1) = (\partial_{0+}^\alpha - \Delta)v \quad \text{in } \Omega \times (0, T).
\]

In other words, \( v \) satisfies

\[
\begin{cases}
(\partial_{0+}^\alpha - \Delta)v = 0 & \text{in } \Omega \times (0, T), \\
v = f & \text{in } \Omega \times \{ 0 \}, \\
v = 0 & \text{on } \partial \Omega \times (0, T).
\end{cases}
\]
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Again, we have \( v = 0 \) in \( \omega \times (0, T) \) by (3). Then the proof is completed by applying Lemma 2.3.

Remark 4.1 For \( \alpha = 1 \), the assumption \( \partial \omega \supset \partial \Omega \) is not necessary because the unique continuation for parabolic equations holds regardless of the boundary condition. However, for \( \alpha \notin \mathbb{N} \), the corresponding uniqueness results which are available to our problem are not known.

4.2 Case of \( 1 < \alpha < 2 \)

In a parallel manner to the case \( 0 < \alpha \leq 1 \), we introduce the auxiliary functions

\[
v_1 := (\partial_t + q \cdot \nabla)u, \quad v_2 := (\partial_t + p \cdot \nabla)v_1 = (\partial_t + p \cdot \nabla)(\partial_t + q \cdot \nabla)u.
\]

By Lemma 2.3, we know \( v_2 \in L^1(0, T; \mathcal{D}((-\triangle)^{\frac{3}{2}-\epsilon})) \) for any \( \epsilon \in (0, 1] \). Similarly as before, we shall derive the governing equation for \( v_2 \). Since \( \partial_t(q \cdot \nabla u) = 0 \) in \( \Omega \times \{0\} \), we have \( \partial^\alpha_+(q \cdot \nabla u) = (\partial_t J^{2-\alpha}_0 \partial_t)(q \cdot \nabla u) \) by Lemma 2.1(b). Then

\[
(\partial_t + q \cdot \nabla)(\partial^\alpha_+ - \triangle)u = (\partial_t J^{2-\alpha}_0 \partial_t)\partial_t u + (\partial_t J^{2-\alpha}_0 \partial_t)(q \cdot \nabla u) - \triangle(\partial_t u + q \cdot \nabla u)
\]

\[
= (\partial_t J^{2-\alpha}_0 \partial_t - \triangle)(\partial_t u + q \cdot \nabla u) = (\partial_t J^{2-\alpha}_0 \partial_t - \triangle)v_1. \tag{21}
\]

Further, by \( v_1 = 0 \) in \( \Omega \times \{0\} \), Lemma 2.1(b) implies \( \partial_t J^{2-\alpha}_0 \partial_t v_1 = D^\alpha_+ v_1 \). Then it follows from (19) and (21) that

\[
0 = (\partial_t + p \cdot \nabla)(\partial_t + q \cdot \nabla)F = (\partial_t + p \cdot \nabla)(\partial_t + q \cdot \nabla)(\partial^\alpha_+ - \triangle)u
\]

\[
= (\partial_t + p \cdot \nabla)(\partial_t J^{2-\alpha}_0 \partial_t - \triangle)v_1 = D^\alpha_+(\partial_t v_1 + p \cdot \nabla v_1) - \triangle(\partial_t v_1 + p \cdot \nabla v_1)
\]

\[
= (D^\alpha_+ - \triangle)v_2.
\]

Next, we turn to the initial condition of \( v_2 \), which involves \( J^{2-\alpha}_0 v_2 \) and \( D^{\alpha-1}_+ v_2 \). By the definition of \( v_2 \) and repeated uses of Lemma 2.1(b), we see

\[
J^{2-\alpha}_0 v_2 = \partial^\alpha_+ u + J^{2-\alpha}_0((p + q) \cdot \nabla \partial_t u) + J^{2-\alpha}_0(p \cdot \nabla(q \cdot \nabla u)),
\]

\[
D^{\alpha-1}_+ v_2 = \partial_t J^{2-\alpha}_0 v_2 = \partial_t(\partial^\alpha_+ u) + (p + q) \cdot \nabla \partial_t u + \partial_t J^{2-\alpha}_0(p \cdot \nabla(q \cdot \partial_t u)). \tag{22}
\]

Again, by Lemma 2.3, we employ the governing equation of (1) and pass \( t \to 0 \) to find

\[
\lim_{t \to 0} I t \to 0 \partial^\alpha_+ u(\cdot, t) = \lim_{t \to 0} d(\partial^\alpha_+ u + \partial_t F)(\cdot, t) = f + g \quad \text{in} \quad \mathcal{D}((-\triangle)^{1-\epsilon}),
\]

\[
\lim_{t \to 0} \partial_t(\partial^\alpha_+ u)(\cdot, t) = \lim_{t \to 0} \partial_t(\partial^\alpha_+ u + \partial_t F)(\cdot, t) = -p \cdot \nabla f - q \cdot \nabla g \quad \text{in} \quad \mathcal{D}((-\triangle)^{1-\epsilon}). \tag{23}
\]

On the other hand, the weak singularity of \( J^{2-\alpha}_0 \) and Lemma 2.3 guarantee

\[
J^{2-\alpha}_0 u(\cdot, t) \to 0 \quad \text{in} \quad \mathcal{D}((-\triangle)^{2-\epsilon}),
\]

\[
J^{2-\alpha}_0 \partial_t u(\cdot, t) \to 0 \quad \text{in} \quad \mathcal{D}((-\triangle)^{2-\epsilon}) \quad \text{as} \quad t \to 0. \tag{24}
\]
Applying (23) and (24) and passing \( t \to 0 \) in (22), we obtain
\[
\begin{align*}
\lim_{t \to 0} J_{0+}^{2-\alpha} v_2(\cdot, t) &= f + g & \text{in } \mathcal{D}((-\triangle)^{\alpha} - \frac{1}{\alpha} - \varepsilon), \\
\lim_{t \to 0} D_{0+}^\alpha v_2(\cdot, t) &= -p \cdot \nabla f - q \cdot \nabla g + (p + q) \cdot \nabla (f + g) \quad & \text{in } \mathcal{D}((-\triangle)^{1-\alpha} - \varepsilon).
\end{align*}
\]

In conclusion, again it turns out that \( v_2 \) satisfies the following initial-boundary value problem
\[
\begin{cases}
(D_{0+}^\alpha - \triangle) v_2 = 0 & \text{in } \Omega, \\
J_{0+}^{2-\alpha} v_2 = f + g, \quad D_{0+}^\alpha v_2 = q \cdot \nabla f + p \cdot \nabla g & \text{in } \Omega \times \{0\}, \\
v_2 = 0 & \text{on } \partial \Omega \times (0, T).
\end{cases}
\]

with the additional information \( v_2 = 0 \) in \( \omega \times (0, T) \) from (3). Similarly to the case of \( 0 < \alpha < 1 \), we further introduce \( v := J_{0+}^{2-\alpha} v_2 \). Then it is readily seen that \( v \) satisfies
\[
\begin{cases}
(\partial_t + \triangle) v = 0 & \text{in } \Omega \times (0, T), \\
v = f + g, \quad \partial_t v = q \cdot \nabla f + p \cdot \nabla g & \text{in } \Omega \times \{0\}, \\
v = 0 & \text{on } \partial \Omega \times (0, T), \tag{25}
\end{cases}
\]
with \( v = 0 \) in \( \omega \times (0, T) \). Taking advantage of Lemma 2.4, we conclude \( f + g = q \cdot \nabla f + p \cdot \nabla g \equiv 0 \) in \( \Omega \). Plugging \( g = -f \) in \( q \cdot \nabla f + p \cdot \nabla g = 0 \) yields \( (p - q) \cdot \nabla f = 0 \) in \( \Omega \), which means that \( f \) is a constant along the direction \( p - q \). Since we assumed \( f \in H^1_{0}(\Omega) \), it should vanish on the boundary, which indicates the vanishing of this constant. In other words, we arrived at \( f = g \equiv 0 \) in \( \Omega \).

### 4.3 Case of \( \alpha = 2 \)

Identically parallel to the case of \( 1 < \alpha < 2 \), we can introduce \( v := (\partial_\nu + p \cdot \nabla)(\partial_\nu + q \cdot \nabla)u \) and verify that \( v \) satisfies (see [25])
\[
\begin{cases}
(\partial_t^2 - \triangle) v = 0 & \text{in } \Omega \times (0, T), \\
v = h_0, \quad \partial_t v = h_1 & \text{in } \Omega \times \{0\}, \\
v = 0 & \text{in } \omega \times (0, T), \tag{26}
\end{cases}
\]
with
\[
h_0 := f + g \in H^1_0(\Omega), \quad h_1 := q \cdot \nabla f + p \cdot \nabla g \in L^2(\Omega).
\]

Under the conditions in Theorem 2.4(b), it is known that \( v = 0 \) in \( \omega \times (0, T) \) yields \( v(\cdot, 0) = h_0 = 0 \) and \( \partial_t v(\cdot, 0) = h_1 = 0 \) in \( \Omega \) by noting that \( v = 0 \) in \( \omega \times (0, T) \) yields \( v = \partial_\nu v = 0 \) on \( \partial \Omega \times (0, T) \). We refer to Komornik [15] for example, which establishes the stability called an observability inequality implying the desired uniqueness. Thus the proof of Theorem 2.4 in the case \( \alpha = 2 \) is finished.
As for the uniqueness in determining $h_0$ and $h_1$, we know sharp results, for example, Fritz John’s global Holmgren theorem (e.g., Section 1.8 of Chapter 1 in Rauch [33]) for a hyperbolic equation with analytic coefficients, but we do not need such sharp uniqueness for our proof.

5 Proof of Theorem 2.8

Due to the linearity of the inverse problem, it suffices to assume $u = \partial_\nu u = 0$ on $\partial\Omega \times (0, \infty)$ and conclude $f = 0$ in $\Omega$.

For arbitrarily fixed $T > 0$, define the test function

$$v_T(x, t; \xi) := e^{-i\xi x} (T - t)^{\alpha - 1} E_{\alpha, \alpha}(-|\xi|^2(T - t)^\alpha).$$

Then it is readily seen that $\Delta v_T(x, t; \xi) = -|\xi|^2 v_T(x, t; \xi)$. For $0 < \alpha \leq 1$, direct calculations yield

$$J_{1-\alpha} v_T(x, t; \xi) = e^{-i\xi x} E_{\alpha, 1}(-|\xi|^2(T - t)^\alpha)$$

and thus

$$J_{1-\alpha}^1 v_T(x, T; \xi) = e^{-i\xi x}, \quad D_{1-\alpha}^\alpha v_T(x, t; \xi) = |\xi|^2 v_T(x, t; \xi).$$

For $1 < \alpha \leq 2$, similar calculations yields

$$J_{1-\alpha}^2 v_T(x, t; \xi) = e^{-i\xi x} (T - t) E_{\alpha, 2}(-|\xi|^2(T - t)^\alpha),$$

$$D_{1-\alpha} v_T(x, t; \xi) = e^{-i\xi x} E_{\alpha, 1}(-|\xi|^2(T - t)^\alpha)$$

and thus

$$J_{1-\alpha}^2 v_T(x, T; \xi) = 0, \quad D_{1-\alpha}^1 v_T(x, T; \xi) = -e^{-i\xi x},$$

$$D_{1-\alpha}^\alpha v_T(x, t; \xi) = -|\xi|^2 v_T(x, t; \xi).$$

Based on the test function $v_T$, we investigate the integral

$$\Phi_T(\xi) := \int_0^T \int_{\Omega} (\partial_{\nu + u - \Delta u} v_T(\cdot, \cdot; \xi)) \, dx \, dt.$$

By (1) and (4), we have

$$\Phi_T(\xi) = \int_0^T \int_{\Omega} f(x - \rho(t)) h(t) e^{-i\xi x} (T - t)^{\alpha - 1} E_{\alpha, \alpha}(-|\xi|^2(T - t)^\alpha) \, dx \, dt$$

$$= \int_0^T \left( \int_{\Omega} f(x - \rho(t)) e^{-i\xi x} \, dx \right) h(t)(T - t)^{\alpha - 1} E_{\alpha, \alpha}(-|\xi|^2(T - t)^\alpha) \, dt.$$

Since $f(x - \rho(t)) = 0$ for all $x \in \mathbb{R}^d \setminus \Omega$ and $t \in (0, \infty)$, it holds that

$$\int_{\Omega} f(x - \rho(t)) e^{-i\xi x} \, dx = \int_{\mathbb{R}^d} f(x - \rho(t)) e^{-i\xi x} \, dx = (2\pi)^d/2 \tilde{f}(\xi) e^{-i\xi \rho(t)},$$

where $\tilde{f}$ is the Fourier transform of $f$. Therefore, we conclude that

$$\Phi_T(\xi) = \int_0^T \int_{\Omega} \frac{(2\pi)^d}{2} \tilde{f}(\xi) e^{-i\xi \rho(t)} h(t)(T - t)^{\alpha - 1} E_{\alpha, \alpha}(-|\xi|^2(T - t)^\alpha) \, dt.$$

Since $h(t)$ is a bounded function, we have

$$\int_0^T |h(t)| \, dt < \infty.$$
where \( \mathcal{F}(\xi) = (2\pi)^{-d/2} \int_{\mathbb{R}^d} f(x) e^{-i \xi \cdot x} dx \) denotes the Fourier transform of \( f \). Therefore, we obtain

\[
\Phi_T(\xi) = (2\pi)^{d/2} \mathcal{F}(\xi) I_T(\xi),
\]

where

\[
I_T(\xi) := \int_0^T e^{-i \xi \cdot \rho(t)} h(t)(T-t)^{\alpha-1} E_{\alpha,\alpha}(-|\xi|^2(T-t)^\alpha) \, dt.
\]

To further treat \( \Phi_T(\xi) \), we consider the cases of \( 0 < \alpha \leq 1, \ 1 < \alpha < 2 \) and \( \alpha = 2 \) separately.

**Case 1** For \( 0 < \alpha \leq 1 \) we employ integration by parts and formula (15) in Lemma 2.2 to calculate

\[
\Phi_T(\xi) = \int_0^T \int \left( \partial^\alpha_{0+} u \right) v_T \, dt \, dx - \int_0^T \int (\Delta u) v_T \, dx \, dt
\]

\[
= \int_0^T \left\{ \left[ u(J_{T-}^{1-\alpha} v_T) \right]_0^T - \int_0^T u(D_{T-}^\alpha v_T) \, dt \right\} \, dx
\]

\[
+ \int_0^T \left\{ \int_{\Omega} (u \partial_\nu v_T - v_T \partial_\nu u) \, d\sigma - \int_{\Omega} (\Delta v_T) \, dx \right\} \, dt
\]

\[
= \int_0^T (u(J_{T-}^{1-\alpha} v_T)) \, (\cdot, T) \, dx - \int_0^T \int u(D_{T-}^\alpha v_T + \Delta v_T) \, dx \, dt
\]

\[
= \int_0^T u(x, T) e^{-i \xi \cdot x} \, dx.
\]

Here we used the facts that \( u = 0 \) in \( \Omega \times \{0\} \), \( u = \partial_\nu u = 0 \) on \( \partial \Omega \times (0, \infty) \) and \( (D_{T-}^\alpha + \Delta)v_T = 0 \) due to (28). Combining the above equality with (30) indicates

\[
(2\pi)^{d/2} \mathcal{F}(\xi) I_T(\xi) = \int_0^T u(x, T) e^{-i \xi \cdot x} \, dx
\]

for all \( T > 0 \) and \( \xi \in \mathbb{R}^d \). Further taking \( J_{0+}^{1-\alpha} \) on both sides of (32) and passing \( T \to \infty \), we obtain

\[
(2\pi)^{d/2} \mathcal{F}(\xi) \lim_{T \to \infty} J_{0+}^{1-\alpha} I_T(\xi) = \lim_{T \to \infty} \int_{\Omega} J_{0+}^{1-\alpha} u(x, T) e^{-i \xi \cdot x} \, dx, \quad \xi \in \mathbb{R}^d.
\]

For the right-hand side of (33), it follows from Lemma 2.5 that

\[
\left| \int_{\Omega} J_{0+}^{1-\alpha} u(x, T) e^{-i \xi \cdot x} \, dx \right| \leq \| J_{0+}^{1-\alpha} u(\cdot, T) \|_{L^1(\Omega)}
\]

\[
\leq \sqrt{\| \| J_{0+}^{1-\alpha} u(\cdot, T) \|_{L^2(\Omega)} \|^2} \to 0 \quad (T \to \infty).
\]

Now we investigate \( \lim_{T \to \infty} J_{0+}^{1-\alpha} I_T(\xi) \) where \( I_T(\xi) \) was defined in (31). Taking \( \xi = 0 \) in \( I_T(\xi) \) gives

\[
J_{0+}^{1-\alpha} I_T(0) = J_{0+}^{1-\alpha} \left\{ \frac{1}{\Gamma(\alpha)} \int_0^T h(t)(T-t)^{\alpha-1} \, dt \right\} = J_{0+}^{1-\alpha}(J_{0+}^\alpha h)(T) = \int_0^T h(t) \, dt.
\]
Then it follows immediately from the assumption of \( h \) that
\[
\lim_{T \to \infty} J_{0+}^{1-\alpha} I_T(0) = \int_0^\infty h(t) \, dt \neq 0.
\]

Now that \( \lim_{T \to \infty} J_{0+}^{1-\alpha} I_T(\xi) \) is independent of \( T \) and is continuous with respect to \( \xi \), there exists a sufficiently small constant \( \epsilon > 0 \) such that
\[
\lim_{T \to \infty} J_{0+}^{1-\alpha} I_T(\xi) \neq 0, \quad \forall \, \xi \in B_\epsilon.
\]

In view of \([33]\) and \([34]\), we obtain \( \tilde{f} = 0 \) in \( B_\epsilon \). Finally, the analyticity of \( \tilde{f} \) in \( \xi \in \mathbb{R}^d \) implies \( \tilde{f} = 0 \) in \( \mathbb{R}^d \) and consequently \( f = 0 \) in \( \Omega \).

**Case 2** Now we turn to the case of \( 1 < \alpha < 2 \). In a similar manner as before, we employ formula \([16]\) in Lemma \([2.2]\) to calculate
\[
\Phi_T(\xi) = \int_{\Omega} \left\{ (\partial_\nu u) J_{0+}^{2-\alpha} v_T \right\} dx
+ \int_0^T \left\{ \int_{\partial \Omega} (u \partial_\nu u - v_T \partial_\nu) \, d\sigma - \int_{\Omega} (u \partial_\nu v_T) \, dx \right\} dt
= \int_{\Omega} \left\{ (u J_{0+}^{\alpha-1} v_T) \right\} + \int_0^T \int_{\mathbb{R}^d} u(\triangle v_T) \, dx dt
= \int_{\Omega} \left\{ u(\partial_\nu u - \triangle v_T) \right\} + \int_0^T \int_{\Omega} u (\partial_\nu v_T) \, dx dt
= \int_{\Omega} u(x, T) e^{-i\xi \cdot x} \, dx.
\]

Here we used the facts that \( u = \partial_\nu u = 0 \) in \( \Omega \times \{0\} \), \( u = \partial_\nu u = 0 \) on \( \partial \Omega \times (0, \infty) \) and \( (D_{T-}^2 - \triangle) v_T = 0 \) due to \([29]\). This means that we arrive at the same equality \([32]\) as that in Case 1. Nevertheless, this time we take \( \partial_\nu^{\alpha-1} \) on both sides of \([32]\) and pass \( T \to \infty \) to obtain
\[
(2\pi)^{d/2} \tilde{f}(\xi) \lim_{T \to \infty} \partial_\nu^{\alpha-1} I_T(\xi) = \lim_{T \to \infty} \int_{\Omega} \partial_\nu^{\alpha-1} u(x, T) e^{-i\xi \cdot x} \, dx, \quad \xi \in \mathbb{R}^d.
\]

Again the right-hand side vanishes due to Lemma \([2.5]\). Similarly as before, we take \( \xi = 0 \) in \( \partial_\nu^{\alpha-1} I_T(\xi) \) to see
\[
\partial_\nu^{\alpha-1} I_T(0) = J_{0+}^{2-\alpha} \left\{ \frac{1}{\Gamma(\alpha) \, dT} \int_0^T h(t)(T-t)^{\alpha-1} \, dt \right\}
= J_{0+}^{2-\alpha} \left\{ \frac{1}{\Gamma(\alpha - 1) \, dT} \int_0^T h(t)(T-t)^{\alpha-2} \, dt \right\} = J_{0+}^{2-\alpha} (J_{0+}^{\alpha-1} h)(T) = \int_0^T h(t) \, dt.
\]

By the same continuity argument, we can conclude \( \tilde{f} = 0 \) in a neighborhood of \( 0 \) and eventually complete the proof.
**Case 3** Consider the last case $\alpha = 2$. We recall that $\text{supp} \, f \subset \Omega$. In this case, the test function takes the form

$$v_T(x, t; \xi) = e^{-i \xi \cdot x} \frac{\sin(|\xi|(T - t))}{|\xi|},$$

which is not well-defined if $|\xi| = 0$. For wave equations, we prefer to use another test function defined by

$$v(x, t; \xi) = e^{-i |\xi| t} e^{-i \xi \cdot x}, \quad (x, t) \in \mathbb{R}^d \times (0, \infty), \quad \xi \in \mathbb{R}^d.$$  

which satisfies the wave equation $(\partial^2_t - \Delta) v(x, t; \xi) = 0$ for $x, \xi \in \mathbb{R}^d$. As done in Cases 1 and 2, it follows from (4) that

$$\int_0^T h(t) \int_{\Omega} f(x - \rho(t)) v(x, t; \xi) \, dx \, dt = \int_0^T \int_{\Omega} (\partial^2_t - \Delta) u(x, t) v(x, t; \xi) \, dx \, dt. \tag{35}$$

Inserting the expression of $v$ to the left hand side, we obtain

$$\int_0^T h(t) \int_{\Omega} f(x - \rho(t)) v(x, t; \xi) \, dx \, dt = (2\pi)^{d/2} \tilde{f}(\xi) \int_0^T e^{-i \xi \cdot \rho(t)} h(t) \, dt,$$

where $\tilde{f}$ again denotes the Fourier transform of the source function $f$. For the right hand side, using integration by parts together with the vanishing of the Cauchy data $(u, \partial_\nu u)$ on $\partial \Omega \times (0, \infty)$, we obtain

$$\int_0^T \int_{\Omega} \partial^2_t u(x, t) v(x, t; \xi) \, dx \, dt = \int_0^T \int_{\Omega} \left( (\partial_t u)v - u \partial_t v \right)_{|t=T} \, dx$$

$$+ \int_0^T \int_{\Omega} \partial^2_t v(x, t; \xi) u(x, t) \, dx \, dt,$$

$$\int_0^T \int_{\Omega} \Delta u(x, t) v(x, t; \xi) \, dx \, dt = \int_0^T \int_{\Omega} u(x, t) \Delta v(x, t; \xi) \, dx \, dt,$$

implying that

$$\int_0^T \int_{\Omega} (\partial^2_t - \Delta) u(x, t) v(x, t; \xi) \, dx \, dt = \int_0^T \int_{\Omega} \left( (\partial_t u)v - u \partial_t v \right)_{|t=T} \, dx.$$

Hence, the identity can be rewritten as

$$(2\pi)^{d/2} \tilde{f}(\xi) \int_0^T e^{-i \xi \cdot \rho(t)} h(t) \, dt = \int_0^T \int_{\Omega} \left( (\partial_t u)v - u \partial_t v \right)_{|t=T} \, dx.$$

Since $u = \partial_\nu u = 0$ on $\partial \Omega \times (0, \infty)$, one may extend $u(x, t)$ from $\Omega \times \mathbb{R}_+$ to $(\mathbb{R}^d \setminus \overline{\Omega}) \times \mathbb{R}_+$ by zero. Hence, $u$ can be given explicitly by the convolution of the fundamental solution of the wave equation and the source term. This implies that the right hand side of the previous identity tends to zero as $T \to \infty$, because $\|u(\cdot, T)\|_{L^2(\Omega)} \to 0$ and
\[\|\partial_t u(\cdot, T)\|_{L^2(\Omega)} \to 0 \quad \text{as} \quad T \to \infty.\]
Since \(h\) is compactly supported in \([0, T_0]\), letting \(T \to \infty\) we arrive at
\[
(2\pi)^{d/2} \tilde{f}(\xi) \int_0^{T_0} e^{-i\xi \cdot \rho(t)} h(t) \, dt = 0
\]
for all \(|\xi| < \epsilon\). By the assumption that \(\int_0^\infty h(t) \, dt \neq 0\), we thus obtain \(\tilde{f}(\xi) = 0\), provided \(|\xi|\) is sufficiently small. By the analyticity of the function \(\xi \mapsto \tilde{f}(\xi)\), we have \(\tilde{f} \equiv 0\) in \(\mathbb{R}^d\) and thus \(f \equiv 0\) by taking the inverse Fourier transform.

**Remark 5.1** In Theorem 2.8 the non-vanishing assumption \(\int_0^\infty h(t) \, dt \neq 0\) can be replaced by other conditions. For example, in the case \(\alpha = 2\) (wave equation), one can apply the moment theory to prove the unique determination of the orbit \(\rho(t) \in \mathbb{R}^3\) from boundary Cauchy data, provided the starting position of the moving source is known and the source moves more slowly than the wave speed. A detailed argument in electromagnetism can be found in [12, Theorem 4.2]. We conjecture that the moment theory also applies to the fractional diffusion-wave equation under additional assumptions on the orbit function \(\rho(t)\) and the temporal function \(h(t)\).

### 6 Concluding remarks

In this paper, we mainly investigated an inverse moving source problem on determining source profiles in (time-fractional) evolution equations, provided that the sources move along given constant vectors. Under some assumptions on the observation subdomain \(\omega\) and the observation time \(T\), we proved the unique determination of at most \([\alpha]\) unknown profiles, where \(\alpha \in (0, 2]\) is fractional derivative order. The key to the proof turns out to be a reduction to an inverse problem for initial conditions by introducing auxiliary functions (20). Then for the homogeneous problems, we employ a vanishing property for \(0 < \alpha < 2\) and a Carleman estimate argument for \(\alpha = 2\) to conclude the uniqueness. Using boundary Cauchy data over infinite time, unique determination of source profiles with a general orbit and the track of a moving point source along a hyperplane in 3D is also discussed.

We close this paper by mentioning several possible future topics on inverse moving source problems. In this work, the unknown sources are assumed to move along straight lines, which seems unrealistic in most situations. Therefore, it is preferable to remove this assumption and consider general given orbits (for instance, sources moving along a plane in \(\mathbb{R}^3\)). Similarly, the observation subdomain \(\omega\) is assumed to cover the whole boundary, which also looks restrictive. We shall attempt to relax this condition by seeking new vanishing property which does not require homogeneous boundary conditions. Meanwhile, another related issue is to study the same problem by using partial boundary Cauchy data. Finally, in the light of practical applications, it is necessary to develop corresponding numerical methods and perform numerical verifications.
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