Using a DBMS based on various data models in solving problems of cartography and geoinformatics
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Abstract. An increasing number of database management systems are expanding their functionality to work with various types of spatial data. This is true for both relational and NoSQL data models. The article describes the main features of those data models for which the functions of storing and processing spatial data are implemented. A comparative analysis of the performance of typical spatial queries for database management systems based on various data models, including multi-model ones, is carried out. The dataset on which the comparison is performed is presented in the form of three blocks of OpenStreetMap vector data for the territory of the Novosibirsk region. Based on the results of the study, recommendations are made on the use of certain data models, depending on the available data and the tasks to be solved.

1 Introduction

Today, most geographic information systems use the relational model as the main data storage model. Moreover, it can be implemented both in the format of the geographic information system itself, and using any third-party relational database management system [1]. Relational databases have a number of undeniable advantages [2], but alternative storage models (NoSQL) have received significant development, which also have their advantages [3]. These positive aspects are considered in sufficient detail [4], but they do not always affect the side of storage and processing of spatial data. At the same time, many of the NoSQL DBMS add and extend functions for working with spatial data. The main idea of the research described in the article was to compare the performance of DBMSs based on different data storage models when performing basic spatial queries.

2 Materials and Methods
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The study consisted of the following blocks: formation of a set of vector spatial data, selection of NoSQL DBMS that allow making queries to spatial data, compiling a list of spatial queries that are identical in meaning, their implementation and formulation of conclusions.

A set of vector data for experiments is objects (point, linear and areal) from OpenStreetMap to the territory of the Novosibirsk region. To assess the effect of the number of objects on the final productivity, subsets were created for the territory of the city of Novosibirsk and its Leninsky district. The number of objects of each type for the formed subsets is presented in Table 1.

| Region          | City  | District |
|-----------------|-------|----------|
| Point (POI)     | 12102 | 8631     | 986    |
| Lines (roads)   | 104615| 34886    | 2129   |
| Polygons (landuse) | 23070 | 4843     | 513    |

The relational database PostgreSQL with PostGIS and pgRouting modules was taken as the base DBMS with which the study compared NoSQL solutions [5]. This choice was made based on the popularity of this software according to the DB-Engines service in the implementation of data warehouses for various geographic information systems.

### 2.1 Overview

The main data storage models (including spatial) NoSQL fall into the following categories:
- document based;
- graph;
- wide column;
- key-value;
- search engine.

The main advantages of NoSQL solutions (valid in the case of storing spatial data) include:
- dynamically modified data schema;
- increased processing speed compared to the relational model;
- more flexible scalability, also in comparison with the relational model [6].

At the same time, the disadvantages of NoSQL DBMS when working with spatial data are also present and among the most significant it should be noted:
- fewer types of spatial data available for storage (assessed according to ISO / IEC 13249: 2016) compared to the most popular relational DBMS;
- in most cases, there are only basic functions for working with spatial data (searching for intersections, objects in an area, at a distance, etc.), and more complex tasks are meant to be solved by using external software libraries;
- fewer types of spatial indexes compared to relational DBMSs, which does not always allow for potentially higher data processing speed;
- complexities of integration with common GIS as the main data store, as opposed to relational DBMS, which can completely replace file storage;
• difficulties with storing and processing three-dimensional data, consisting in the lack of functionality for taking into account the height data of the NoSQL DBMS when performing spatial queries and geometric calculations;

• difficulties with the use of custom coordinate systems in a NoSQL DBMS lie in the absence or insufficiently complete implementation of the most common formats for describing coordinate systems.

But, as already mentioned, the listed disadvantages of NoSQL DBMS (including multi-model ones) are compensated for by the wider possibilities of distributed storage and processing, and thereby increasing the processing speed, as well as additional functionality in the case of individual tasks, which was planned to be confirmed by the described study.

Next, let's consider the features of the main NoSQL storage models and their implementations that support working with spatial data.

2.2 Document-based Databases

Document-oriented DBMSs operate with the concept of a document, which is a collection of sets of attributes (a key and its corresponding value). Values can in turn be nested documents or arrays. Documents of the same type may or may not have common attributes because there is no hard-coded schema. Such DBMS in many cases allow the developer to reflect the entities of the subject area on the entities of the database without introducing additional entities that have to be entered in relational DBMS, that is, one-to-one and one-to-many relationships are displayed without additional tables and fields for communication [7]. The features of document-oriented DBMS include:

• predominant use of the GeoJSON format for storing spatial data;

• own query language (although there are translators from the SQL language);

• basic set of geometric feature types;

• storage of complex structures with a simpler data schema compared to relational;

• potentially faster execution of basic spatial queries (under conditions of large data volumes, correct setting of indexes and distributed storage scheme);

• initial implementations of distributed storage and processing functions, including spatial data.

2.3 Graph-oriented Databases

Graph DBMSs are initially focused on relationships between objects, and these relationships can have different characteristics. The main advantage of graph databases is their versatility in the form of storing relational, documentary and semantic data [8]. The features of graph DBMS include:

• own query language (allowing to use complex semantic connections of the database, but requires mastering query constructs and is poorly translated from SQL);

• the need to transform spatial objects with different types of localization into a graph structure;

• faster execution of queries for analyzing network structures (provided that the architecture and indexes are configured correctly).

2.4 Wide-column Databases

Columnar databases store data not in rows (in the case of relational DBMSs), but in columns. They are like a separate table of one column, which stores only its values. In addition, all data in a columnar database is usually stored in a sorted form [9]. The features of columnar DBMS include:
• own query language (usually similar in structure to SQL);
• the need to work out the optimal structure of the database;
• basic set of geometric feature types;
• high write speed of grouped data;
• faster execution of basic spatial queries (provided that the data grouping within the columns is configured correctly);
• implementations of distributed storage and processing functions, including for spatial data.

2.5 Key-Value-Pair Data Storage

A pair-based database stores data as a collection of key-value items, in which the key is the unique identifier of the item. The values of both keys and values can be either a regular set of characters or a complex compound object. Databases using key-value pairs provide a high degree of parallelism and horizontal scaling that is often not possible with other database models [10]. The features of the "key-value" DBMS include:
• own query language;
• the need to work out the optimal structure of the database;
• basic set of geometric feature types;
• faster execution of basic spatial queries (provided that data grouping is configured correctly);
• fast execution of basic operations due to in-memory mechanisms (subject to sufficient hardware resources).

2.6 Search Engines

Search engines were initially focused on working with textual information, but now their functionality has expanded and allows you to work with spatial objects [11]. The features of search engines include:
• own query language;
• basic set of geometric feature types;
• faster execution of basic spatial queries in combination with attribute and metadata (provided that the indexes are configured correctly).

2.7 Software

After analyzing the popularity, functionality when working with spatial data, integrability with geoinformation systems for the experiment, the following DBMS were selected in each category:
• document based – MongoDB;
• graph – Neo4j;
• wide column – Cassandra;
• key-value – Redis;
• search engine – ElasticSearch.

Table 2 shows the correspondence between the used types of spatial representation of geographic objects and specific types of spatial data in the selected DBMS. Mark “Not used” means that this type of spatial objects is present in the specified DBMS, but was not used in the analyzed queries, “Not applicable” - this type of spatial objects is not implemented in the specified DBMS (but, possibly, it is implemented using additional modules or scripts).
Table 2. Data types in DBMS relative to the types of spatial representation of objects

|                      | PostGIS  | MongoDB | Neo4j    | Cassandra | Redis     | ElasticSearch |
|----------------------|----------|---------|----------|-----------|-----------|---------------|
| Point (POI) Point    | Point    | Point   | Point    | Point     | Point     | Point         |
| Lines (roads) LineString | LineString | LineString | LineString (not used) | Not applicable | LineString |
| Polygons (landuse) Polygon | Polygon | Polygon | Polygon (not used) | Not applicable | Not applicable | Polygon       |

For each category of DBMS, we selected those queries that PostgreSQL DBMS also allows to implement. That is, the execution time of certain spatial-attribute queries (then executed in other DBMSs) executed in PostGIS was taken as a reference point. In addition, two versions of multi-model DBMS were used [12]. The queries themselves are listed in the results tables in the third section of the article. The unit was the execution time of a query in the PostgreSQL DBMS. The results tables show a value that shows how many times faster or slower a similar query was executed in the specified NoSQL DBMS. That is, a figure less than one indicates that the query was executed slower than in a relational DBMS, more than one - respectively, vice versa. All experiments were carried out on the same hardware.

3 Results

MongoDB showed improved performance when processing the largest dataset for the Novosibirsk region, with the exception of searching for features within a polygonal region with complex geometry (table 3). In the case of this DBMS, it should be noted that it takes a lot of time to correctly (without losing or distorting the semantics of objects) loading data into the database.

Table 3. MongoDB Query Performance.

| Region         | City | District |
|----------------|------|----------|
| Search for objects of a certain type in a polygon | 1,5  | 1,4      | 1        |
| Search for intersections (formation of point objects) between objects of two specified types and based on the values of the semantic characteristics | 1,7  | 1,6      | 1,2      |
| Search for objects of a certain type based on the values of the semantic characteristic at a specified distance from a specified point | 2,6  | 2,2      | 1,8      |

The specificity of the graph database allowed Neo4j to show better performance (table 4) when searching for the shortest path in the case of the largest dataset.

Table 4. Neo4j Query Performance.
Search for the nearest point object with the specified criteria by semantic characteristics

| Region | City | District |
|--------|------|----------|
| 1,3    | 1,2  | 1,1      |

Find the shortest path (set of line features) between two specified points

| Region | City | District |
|--------|------|----------|
| 1,7    | 1,3  | 1        |

Slower execution of queries of the Cassandra DBMS (table 5) is due to the need to work out the optimal database structure for the selected sets and set up the grouping of data in columns.

**Table 5. Cassandra Query Performance.**

| Region | City | District |
|--------|------|----------|
| 0,9    | 0,9  | 0,8      |
| 1,4    | 1,1  | 1,1      |

Calculating the distance between two specified points

| Region | City | District |
|--------|------|----------|
| 4,3    | 3,8  | 3,3      |

The high speed of the Redis DBMS (table 6) is explained by the use of mechanisms for storing and processing data in RAM, but this limits the effective amount of data (for large geographic information systems) and the types of possible spatial queries.

**Table 6. Redis Query Performance.**

| Region | City | District |
|--------|------|----------|
| 1,4    | 1,4  | 1,3      |
| 1,7    | 1,1  | 1,1      |

ElasticSearch also uses the mechanisms of using RAM for storing and processing data, which explains, in general, higher rates when executing queries (table 7), but the possible queries themselves are very limited in functionality.

**Table 7. ElasticSearch Query Performance.**

| Region | City | District |
|--------|------|----------|
| 1,4    | 1,4  | 1,3      |
| 1,7    | 1,1  | 1,1      |

As an additional alternative, the results of queries (tables 8 and 9) were analyzed in the OrientDB and CosmosDB multi-model DBMSs. Performance is close to PostgreSQL, but
the ability to separate data across different storage models allows you to expand the possible functionality of the data warehouse.

**Table 8. OrientDB Query Performance.**

| Region | City | District |
|--------|------|----------|
| Calculating the distance between two specified points | 1,1 | 1,1 | 0.9 |
| Search for intersections (formation of point objects) between objects of two specified types and based on the values of the semantic characteristics | 2,0 | 1,8 | 1,1 |
| Find the shortest path (set of line features) between two specified points | 0,9 | 0,6 | 0,6 |

**Table 9. CosmosDB Query Performance.**

| Region | City | District |
|--------|------|----------|
| Calculating the distance between two specified points | 0,9 | 0,8 | 0,9 |
| Search for intersections (formation of point objects) between objects of two specified types and based on the values of the semantic characteristics | 0,8 | 0,8 | 1,1 |
| Find the shortest path (set of line features) between two specified points | 1,9 | 1,6 | 1,6 |

### 4 Conclusions

Based on the results of the comparative analysis, the following conclusions were formulated:

- relational DBMS, in the current version, are definitely better suited for working with spatial data in small (in terms of data volume and functionality) projects;
- each storage model has advantages for a specific use case (especially noticeable with very large amounts of data, streaming data, data heterogeneity);
- most NoSQL solutions are focused on working with web interfaces and there are difficulties in integrating them into desktop GIS;
- NoSQL DBMSs are initially better suited for distributed storage and processing, but they take time to master pipelines and set up storage;
- performance strongly depends on the setting of the DBMS, indexes (and their type), the structure of the database, regardless of the model used;
- calculations based on spatial data in a NoSQL DBMS can be faster at the expense of the accuracy of the coordinates obtained (this mode is available in a number of DBMSs).

In further research, it is planned to formulate recommendations on the use of specific data models depending on the problem being solved, certain types of indexes depending on
the spatial data used and the most frequent queries, as well as ways to increase performance in multi-model DBMS.
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