Evaluation of the external validity of a joint structure–function model for monitoring glaucoma progression
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The dynamic structure–function (DSF) model was previously shown to have better prediction accuracy than ordinary least square linear regression (OLSLR) for short series of visits. The current study assessed the external validity of the DSF model by testing its performance in an independent dataset (Ocular Hypertension Treatment Study–Confocal Scanning Laser Ophthalmoscopy [OHTS–CSLO] ancillary study; N = 178 eyes), and also on different test parameters in a sample selected from the Diagnostic Innovations in Glaucoma Study or the African Descent and Glaucoma Evaluation Study (DIGS/ADAGES). Each model was used to predict structure–function paired data at visits 4–7. The resulting prediction errors for both models were compared using the Wilcoxon signed-rank test. In the independent dataset, the DSF model predicted rim area and mean sensitivity paired measurements more accurately than OLSLR by 1.8–5.5% (p ≤ 0.004) from visits 4–6. Using the DIGS/ADAGES dataset, the DSF model predicted retinal nerve fiber layer thickness and mean deviation paired measurements more accurately than OLSLR by 1.2–2.5% (p ≤ 0.007). These results demonstrate the external validity of the DSF model and provide a strong basis to develop it into a useful clinical tool.

Early detection of glaucoma progression is crucial to preserve vision yet it remains a challenging multi-factorial issue. Without diligent assessment and proper interpretation of clinical data, the presence of glaucoma progression can be elusive. The tests and strategies for monitoring progression are becoming increasingly objective and reliable. Additionally, several mathematical models have been developed to aid with the interpretation of clinical data and decision making. These models include fundamental regression analysis and complex statistical computations such as Bayesian approaches and machine learning strategies. Although very promising, most of these novel models have yet to be integrated into routine clinical practice.

To be clinically relevant, models must be generalizable to different populations, conditions, tests and parameters. This makes external validation, the process of assessing a model’s performance in an independent dataset, a crucial step in the development of models in clinical research. The problem, however, is that the majority of these models are not externally validated and a handful may have undergone this step but with some limitations. For instance, among the few validated models in glaucoma research, two were validated with a sample size smaller than that recommended for external validation and three resampled the original dataset instead of using an independent dataset. The use of a smaller sample and/or a subset of the original dataset may result in an overestimation of the model’s performance. Collin et al. recommended a minimum sample size of 100 for external validations, and preferably 200 events. Similarly, Vergouwe and colleagues suggested a minimum of 100 events and 100 non-events as a reasonable sample size for external validation.

We previously developed the dynamic structure–function (DSF) model to identify glaucoma progression. Instead of combining structural and functional information into a univariate metric of progression, the DSF model assesses structural and functional change jointly in a two-dimensional space. The predictive performance of the DSF model has been assessed in 220 eyes with either ocular hypertension or primary open-angle glaucoma (POAG) selected from the Diagnostic Innovations in Glaucoma Study (DIGS) or the African Descent and Glaucoma Evaluation Study (ADAGES). In comparison with the ordinary least square linear regression (OLSLR) model, the DSF model made significantly more accurate prediction of rim area (RA) and mean sensitivity (MS) paired measurements for short series of up to 7 visits.
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This encouraging finding prompted the need to determine whether the DSF model could yield similar results when tested in different populations, and with different tests and parameters. The present study was designed to evaluate the external validity of the DSF model. Using an independent dataset from the Ocular Hypertension Treatment Study–Confocal Scanning Laser Ophthalmoscopy (OHTS–CSLO) ancillary study, the prediction error (PE) resulting from the prediction of global and sectoral RA–MS paired measurements was compared between the DSF model and OLSLR. We paired RA and MS in order to be consistent with the structure–function pairs used in the study that we seek to validate. To determine the applicability of the DSF model to different parameters, we compared PE obtained for the joint prediction of retinal nerve fiber layer thickness (RNFLT) and mean deviation (MD) from a resampled cohort of POAG eyes enrolled in the DIGS and ADAGES studies. RNFLT and MD were considered for this analysis because they are the most common and sensitive structural and functional parameters used by clinicians to monitor glaucoma progression. The objective here was to ascertain whether the DSF model will perform well with new tests and parameters that will emerge as clinically useful in the future.

Results
Validation of the DSF model in an independent (OHTS–CSLO) dataset: prediction of RA and MS paired measurements. Figure 1 shows the median PE obtained for the DSF and OLSLR models for the prediction of global RA and MS paired measurements. When RA was predicted jointly with MS derived from the 30–2 static automated perimetry (SAP) test pattern, the median PE obtained for the DSF model was significantly lower (1.8–5.5%, p ≤ 0.004) than for OLSLR at the 4th–6th visits (Fig. 1a). For the joint prediction of RA with MS computed from the 24–2 SAP test pattern (Fig. 1b), the median PE for the DSF model was significantly lower (3.2–4.8%, p ≤ 0.001) than for OLSLR at the 4th–6th visits. For both types of RA–MS pair, the difference in median PE between the two models was not significant at the 7th visit. On average, the DSF model had lower PE than the OLSLR model in 72% of the eyes at visit 4, in 67% at visit 5, in 62% at visit 6 and in 53% at visit 7.

Figure 2 shows comparisons of median PE between the two models for the prediction of sectoral RA and MS paired measurements. Except for predictions at the 7th visit, the median PE obtained for the DSF model was significantly lower (2.1–6.4%, p ≤ 0.002) than for OLSLR in all sectors considered.

Validation of the DSF model with different parameters in the DIGS/ADAGES: prediction of RNFLT and MD paired measurements. Figure 3 shows comparisons of median PE between the DSF and OLSLR models for the prediction of RNFLT and MD paired measurements. From the 4th to 7th visit, the median PE obtained for the DSF model was significantly lower than for OLSLR by 1.2–2.5% (p ≤ 0.007). The DIGS/
Figure 2. Median PE and 95% confidence intervals obtained for the DSF model (red circles) and the OLSLR model (blue circles) for the prediction of sectoral RA–MS paired measurements from the 4th to 7th visit. Panels a, b and c represent predictions for the infero-temporal (IT) sector, supero-temporal (ST) sector, and Central region, respectively. Asterisks denote visits where the DSF model had significantly lower PE than OLSLR.

Figure 3. Median PE and 95% confidence interval obtained for the DSF model (red circles) and the OLSLR model (blue circles) for the prediction of RNFLT–MD paired measurements from the 4th to 7th visit. Asterisks denote visits where the DSF model had significantly lower PE than OLSLR.
Global structure–function paired measurements by comparing the performance of both models in estimating conventional methods used for assessing progression. The present study expanded the analysis beyond predicting change in predicted measurements. The next step is to establish how the model’s sensitivity compares to that of progression and inform clinical decisions to stop or slow vision loss. However, at present, the DSF model lacks the possibility of applying it to assess progression when limited data is available. This may lead to earlier detection of glaucoma progression. The DSF model’s superior predictive ability over short follow-up series also alludes to the possibility of applying it to assess progression when limited data is available. This may lead to earlier detection of progression and inform clinical decisions to stop or slow vision loss. However, at present, the DSF model lacks the ability to make a determination of the progression of status of an eye. Developing it into a clinical tool, will involve two crucial steps. The first step is to incorporate a robust statistical test into the DSF model to evaluate change in predicted measurements. The next step is to establish how the model’s sensitivity compares to that of conventional methods used for assessing progression. The present study expanded the analysis beyond predicting global structure–function paired measurements by comparing the performance of both models in estimating sectoral measurements. The DSF model predicted sectoral RA and MS paired measurements more accurately than OLSLR for short series of up to 7 visits.

Our results show that the DSF model can be generalized to different populations and test indices. This provides the basis to further develop the DSF model into a useful clinical tool for detecting and/or predicting glaucoma progression. The DSF model’s superior predictive ability over short follow-up series also alludes to the possibility of applying it to assess progression when limited data is available. This may lead to earlier detection of progression and inform clinical decisions to stop or slow vision loss. However, at present, the DSF model lacks the ability to make a determination of the progression of status of an eye. Developing it into a clinical tool, will involve two crucial steps. The first step is to incorporate a robust statistical test into the DSF model to evaluate change in predicted measurements. The next step is to establish how the model’s sensitivity compares to that of conventional methods used for assessing progression. The present study expanded the analysis beyond predicting global structure–function paired measurements by comparing the performance of both models in estimating sectoral measurements. The DSF model predicted sectoral RA and MS paired measurements more accurately than OLSLR (Fig. 2).

Recent advances in ocular imaging, such as optical coherence tomography (OCT), have enhanced our ability to assess the optic nerve head and different retinal layers. The OCT-derived RNFLT has better sensitivity to detect early glaucomatous changes than the Heidelberg Retinal Tomograph (HRT)-derived RA; hence it has been widely adopted in both clinical and research settings. To ascertain whether the DSF maintains its performance for different structure–function parameters, RNFLT was predicted jointly with MD for 393 POAG eyes selected from the DIGS/ADAGES dataset. We found that the median PE obtained for the DSF model was significantly lower than that for OLSLR (Fig. 3). This finding is consistent with the results obtained with RA and MS, either from the DIGS/ADAGES dataset. We found that the median PE obtained for the DSF model was significantly lower than that for OLSLR. Statistical significance was reached only at visit 5. The DSF model made more accurate prediction in a greater proportion of eyes than OLSLR (19–39% more for GON-alone eyes, 13–32% more for GVF-alone and 14–36% more for eyes with both GON and GVF).

### Discussion

Several mathematical models have been developed with the goal of improving the understanding of disease trajectories and also to aid clinical decision making. The majority of such models, however, do not make inroads into clinical practice partly due to their lack of external validity. In this study, we assessed the generalizability of the DSF model which has been reported to have better predictive accuracy than the OLSLR model for series of 4–7 visits. We assessed the performance of the DSF model in an independent dataset, and on different test indices (RNFLT and MD), and found that it predicted subsequent structure–function paired measurements more accurately than OLSLR for short series of up to 7 visits.

Table 1. Comparison of median PE between the DSF model and OLSLR for three baseline classifications of POAG eyes.

|                     | GON-alone eyes | GVF-alone eyes | Both GON and GVF |
|---------------------|----------------|----------------|------------------|
|                     | N = 121        | N = 97         | N = 175          |
| DSF                 | OLSLR          | p value        | DSF              | OLSLR          | p value |
| 4th visit           | 11.19          | 13.37          | < 0.01           | 10.67          | 12.99   | 0.070 |
| 5th visit           | 8.44           | 11.17          | < 0.01           | 8.22           | 10.96   | 0.001 |
| 6th visit           | 10.59          | 12.29          | 0.002            | 10.62          | 11.98   | 0.269 |
| 7th visit           | 11.18          | 11.89          | 0.015            | 10.46          | 11.65   | 0.644 |

ADAGES dataset included 393 POAG eyes which were previously subclassified at baseline into glaucomatous optic neuropathy only (GON-alone; 121 eyes), glaucomatous visual field only (GVF-alone; 97 eyes) and those with both GON and GVF (175 eyes). Table 1 presents the comparison of median PE between both models for the three baseline classifications of POAG eyes. In eyes with GON only, the DSF model had significantly lower PE than OLSLR across all visits. Similar results were obtained in eyes with both GON and GVF, except at the 7th visit where there was no significant difference in PE between both models. In eyes with GVF only, while the PE was always lower than that of OLSLR, statistical significance was reached only at visit 5. The DSF model made more accurate prediction in a greater proportion of eyes than OLSLR (19–39% more for GON-alone eyes, 13–32% more for GVF-alone and 14–36% more for eyes with both GON and GVF).
accuracy of the DSF model. These observations suggest that measurement variability may have little or no impact on the performance of the DSF model.

This study has limitations. The first limitation is the potential misestimation of parameters in percent of mean normal given interindividual variations in structural measurements in healthy population coupled with the presence of floor effect. Rescaling of parameters in percent of mean normal was, however, necessary in this study. The DSF, being a two-dimensional model, was applied to structural and functional components initially measured in different scales. In order to assess these different parameters jointly, we expressed them in a comparable scale. Another limitation is that RA measurements were rescaled based on normative data obtained from a different cohort of healthy eyes described elsewhere. This was necessitated by the unavailability of RA measurements taken at baseline in the OHTS study. Measurement of RA with HRT was later included in the OHTS protocol as an ancillary study. The mean normal RA (1.44 mm²), computed from this separate dataset, was within the range of average RA values (1.37–1.76 mm²) reported for healthy cohorts. Of note, rescaling of the parameters was systematically applied to all participants and used to assess prediction accuracy in both models; hence any potential impact of the data source used to achieve this rescaling would have affected both models equally. Therefore, the quantification of parameters in percent of mean normal and the use of different normative datasets did not selectively influence the performance of one model over the other.

In conclusion, we assessed the external validity of the DSF model by determining its performance in an independent dataset and also with different parameters. Consistent with the previous study, the DSF model had better prediction accuracy than OLSLR over short series of visits. The current study also showed that the performance of the DSF model is generalizable to different structure–function parameters. These results suggest that the DSF model has good external validity, is generalizable and has the potential to eventually be used as a clinical tool for early detection of glaucoma progression.

Methods

Study design. The present study was a retrospective analysis of two datasets to evaluate the external validity of the DSF model. An independent dataset, selected from the OHTS–CSLO ancillary study, was used to assess the performance of the DSF model. The OHTS–CSLO data were released through a data access agreement.
signed on 01/23/2014. A resampled DIGS/ADAGES dataset was used to evaluate the performance of the DSF model with different parameters.

**OHTS–CSLO dataset.** We selected 178 eyes of 105 patients (mean age: 53 ± 7 years) from the OHTS–CSLO ancillary (mean follow-up was 6.5 ± 0.6 years). The OHTS–CSLO study prospectively followed a cohort of ocular hypertensive patients with HRT (Heidelberg Engineering, GmbH, Dossenheim, Germany), disc photography and SAP 30–2 full-threshold test (Humphrey Field Analyzer, Zeiss, Dublin, CA, USA)⁴⁶. The baseline paper details the eligibility and exclusion criteria used in the OHTS⁴⁵.

**RA and MS data for the current study.** For the current study, we required each patient to have a minimum of 7 visits with at least 3 months between consecutive visits. We also required each patient to have reliable HRT and SAP tests at each visit. Unreliable HRT images, defined as a mean pixel height standard deviation > 50 μm, as well as unreliable visual fields, defined as false positives, false negatives, or fixation losses greater than 33%, were excluded. We used RA as the structural parameter and MS as the functional parameter. Each SAP test results in the OHTS–CSLO dataset had 76 sensitivity values in decibels (dB) which were converted into a linear unit (1/Lambert). After removing the test points above and below the blind spot, the remaining 74 test sensitivity values were averaged to obtain the 30–2 MS as described in Garway-Heath et al.⁴⁶. To derive MS values for the central region, infero-temporal (IT) and supero-temporal (ST) sectors, we used the Garway-Heath map⁴⁶. This map relates the 24–2 SAP pattern of test locations to the six HRT defined sectors of the optic disc. The central 52 test points of the 30–2 test pattern, which are consistent with the 24–2 SAP test pattern were extracted and then averaged accordingly to obtain 24–2 MS values for global, central region, IT and ST sectors. The MS for the central region, which corresponds to the temporal half RA of the optic disc, was computed as the mean of the sensitivity values of the central 16 test points⁴⁶.

**DIGS/ADAGES dataset.** We included 393 eyes of 254 POAG patients (mean age: 64 ± 10 years) selected from the DIGS or ADAGES cohort. Described in detail elsewhere⁴⁷, the DIGS and ADAGES are multicenter longitudinal studies that enrolled and prospectively monitored retinal structure and function among healthy, glaucoma suspects and glaucoma patients. Eligibility criteria included one good quality stereoscopic photograph and a 24–2 SAP test at baseline, open angles, best-corrected acuity of 20/40 or better, spherical refraction within 5.0 diopters, and cylinder correction within 3.0 diopters, no history of intraocular surgery (except for uncomplicated cataract or glaucoma surgery), absence of comorbidities and use of medications that affect the visual field.

**RNFLT and MD data for the current study.** For the current study, we selected only patients with a POAG diagnosis at the DIGS/ADAGES baseline. Out of the 393 POAG eligible eyes, 121 had GON-alone, 97 had GVF-alone, and the remaining 175 had both GON and GVP⁴⁷. In addition, we required each patient had a minimum of 7 visits, with RNFLT measurement taken with the Spectralis OCT (software version 5.2.0.3, Heidelberg Engineering, Heidelberg, Germany) and MD obtained with the 24–2 SITA Standard SAP test (HFA II, Carl Zeiss Meditec Inc., Dublin, CA). Visits had to be separated by a minimum of 3 months. The Imaging Data Analysis and Evaluation Reading Center, and the Visual Field Assessment Center at the Department of Ophthalmology, University of California, San Diego reviewed the quality and reliability of the OCT images and all visual fields⁴⁷, respectively. Only OCT scans with signal strength greater than 15 dB and visual fields with less than 33% fixation losses, false negative and false positive were considered usable in the present study. The MD values were converted to linear units using the equation that Hood et al. previously applied to convert total deviation values to linear units (linear unit = 10⁴MD/18)⁴⁸.

**Rescaling structural and functional data to percent of mean normal.** All measurements were rescaled to percent of the mean normal values⁴⁸,⁴⁹ to ensure that structural and functional data were quantified in a comparable scale. For the OHTS–CSLO dataset, the mean normal MS value was obtained from the normal OHTS baseline SAP tests. For the mean normal RA value, we used a separate dataset of 91 healthy eyes⁴⁸. For the DIGS/ADAGES dataset, the mean normal values for both RNFLT and MD were derived from 395 healthy eyes selected from the DIGS/ADAGES using the selection criteria explained above. The mean normal value for each parameter is presented in Table 2. For healthy individuals with normal optic disc and intact vision, approximately 100% of mean normal is expected for RA and MS values. To exemplify the conversion to percent of mean normal values, we provide this example for a patient with POAG; with an RA of 1.05 mm² and MS of 28 dB (630.96 1/L), the converted values will be 72.9% and 64.9%, respectively.

| Parameters | Mean normal value |
|------------|-------------------|
| RA (mm²)   | 1.44 |
| RNFLT (µm) | 98.47 |
| MD (1/L)   | 1.06 (0.27 dB) |
| MS (1/L)   | 972.60 (29.90 dB) |

Table 2. Mean normal values used for rescaling of parameters.
The expected paired values at the 5th visit were estimated from the best fit lines for the RA and MS series, as shown with the blue arrow. For both models, the error in prediction is estimated by comparing the predicted measurements (colored "5 s") to the observed measurement (gray "5 s").

**Prediction of structure–function pairs.** In the current study, the DSF and OLSLR models were independently applied to predict future RA–MS paired measurements from the OHTS–CSLO dataset. The two models were also used to predict future RNFLT–MD paired measurements from the resampled DIGS/ADAGES dataset. The section below provides a description of how each model was used to predict future structure–function measurements. A detailed description of the DSF model is available in Hu et al.\(^{36}\). In Fig. 5, we briefly describe how the DSF model and OLSLR were applied to predict RA–MS paired measurements at the 5th visit.

**Predictions by DSF model.** The DSF model employs two vectors: a centroid and a velocity vector, to predict future structure–function paired measurements from preceding data. Whereas the centroid is an estimate of the current stage of the disease (the central location of the series of observed structure–function paired measurements), the velocity vector is a measure of the direction and speed at which the structure–function pairs are changing over time. Consider RA–MS paired values \((X_1, X_2, X_3, X_4)\) measured over four visits with time \((t)\) intervals points: \(t_1, t_2, t_3\) and \(t_4\). To predict the RA–MS pair at the 5th visit (at time \(t_5\)) by the DSF model, first, the arithmetic mean for the first four observed data pairs is calculated as the centroid \((C)\), \(C = \frac{(X_1 + X_2 + X_3 + X_4)}{4}\). The model then determines the velocity vector \((V)\), which is computed as an average of all rates of change from visit to visit. Thus, \(V = \frac{(X_2 - X_1)}{(t_2-t_1)} + \frac{(X_3 - X_2)}{(t_3-t_2)} + \frac{(X_4 - X_3)}{(t_4-t_3)}\). The expected paired values at the 5th visit \((P)\) are derived by adding the paired values at the current state of the disease (centroid) and the average change in paired measurements. This is mathematically represented as \(P = C + \left(\frac{V}{t_5-t_4}\right)\). As, shown in the left panel of Fig. 5, the predicted measurements are then compared to the observed values for the RA–MS pair at the 5th visit to estimate the error in prediction.

**Predictions by OLSLR model.** OLSLR predictions were derived by fitting the model separately to the available series of structural and functional measurements. For example, to predict RA and MS measurements at the 5th visit, OLSLR was fitted separately to the first four RA measurements and to the first four MS measurements. The expected measurements at the 5th visit were estimated from the best fit lines for the RA and MS series, as shown in the right panel of Fig. 5.

**Statistical analysis.** The prediction accuracy for each model was assessed by determining the magnitude of the resulting PE in percent of mean normal. The magnitude of the PE was computed as the square root of the sum of the squared differences between the predicted value and the observed value for each component of the structure–function pair. Predictions were from the 4th to 7th visit for global and sectoral RA–MS pairs, and for RNFLT–MD pairs. For each category of prediction, the Wilcoxon signed rank test was used to determine whether the difference in median PE between the DSF model and OLSLR was statistically significant. Significance level was set at 0.05. All analyses were carried out in R\(^{36}\) and SPSS (version 26.0; IBM, Armonk, NY, USA).
Data availability

The datasets analyzed in the current study are not publicly available due to data sharing agreement issued by the primary sources of the two datasets. Information for submitting requests to access datasets from these studies is available from the corresponding author.

Received: 24 June 2020; Accepted: 26 October 2020
Published online: 12 November 2020

References

1. Weinreb, R. N., Aung, T. & Medeiros, F. A. The pathophysiology and treatment of glaucoma: a review. JAMA 311, 1901–1911 (2014).
2. Thomas, R., Loibl, K. & Parikh, R. Evaluation of a glaucoma patient. Indian J Ophthalmol. 59, S43–S52 (2011).
3. Vianna, J. R. & Chauhan, B. C. How to detect progression in glaucoma. In Progress in Brain Research (eds Giacinto Bagetta & Carlo Nucci) 221, 135–158 (Elsevier, 2015).
4. Wu, Z. & Medeiros, F. A. Recent developments in visual field testing for glaucoma. Curr. Opin. Ophthalmol. 29, 141–146 (2018).
5. Mwanza, J.-C. & Benduz, D. L. New developments in optical coherence tomography imaging for glaucoma. Curr. Opin. Ophthalmol. 29, 121–129 (2018).
6. Wild, J. M., Hutchings, N., Hussey, M. K., Flanagan, J. G. & Trope, G. E. Pointwise univariate linear regression of perimetric sensitivity against follow-up time in glaucoma. Ophthalmology 104, 808–815 (1997).
7. O'Leary, N., Chauhan, B. C. & Artes, P. I. Visual field progression in glaucoma: estimating the overall significance of deterioration with permutation analyses of pointwise linear regression (PoPLR). Invest. Ophthalmol. Vis. Sci. 53, 6776–6784 (2012).
8. Russell, R. A., Malik, R., Chauhan, B. C., Crabb, D. P. & Garway-Heath, D. F. Improved estimates of visual field progression using bayesian linear regression to integrate structural information in patients with ocular hypertension. Invest. Ophthalmol. Vis. Sci. 53, 2760–2769 (2012).
9. Bryan, S. R. et al. Bayesian modeling of longitudinal glaucomatous visual fields using a two-stage approach. Stat. Med. 36, 1735–1753 (2017).
10. Medeiros, F. A., Leite, M. T., Zangwill, L. M. & Weinreb, R. N. Combining structural and functional measurements to improve detection of glaucoma progression using bayesian hierarchical models. Invest. Ophthalmol. Vis. Sci. 52, 5794–5803 (2011).
11. Yousefi, S. et al. Glaucoma progression detection using structural retinal nerve fiber layer measurements and functional visual field points. IEEE Trans. Biomed. Eng. 61, 1143–1154. https://doi.org/10.1109/TBME.2013.2295605 (2014).
12. Asaoka, R. et al. Validating the usefulness of the “random forests” classifier to diagnose early glaucoma with optical coherence tomography. Am. J. Ophthalmol. 174, 95–103 (2017).
13. Bowd, C. et al. Bayesian machine learning classifiers for combining structural and functional measurements to classify healthy and glaucomatous eyes. Invest. Ophthalmol. Vis. Sci. 49, 945–953 (2008).
14. Bracht, G. H. & Glass, G. V. The external validity of experiments. Am. Educ. Res. J. 5, 437–474 (1968).
15. Terrin, N., Schmid, C. H., Gotfried, J. L., D'Agostino, R. B. & Selker, H. P. External validity of predictive models: a comparison of logistic regression, classification trees, and neural networks. J. Clin. Epidemiol. 56, 721–729 (2003).
16. Steckler, A. & McLeroy, K. R. The importance of external validity. Am. J. Public Health 98, 9–10 (2008).
17. Collins, G. S., Ogundimu, E. O. & Altman, D. G. Sample size considerations for the external validation of a multivariable prognostic model: a resampling study. Stat. Med. 35, 214–226 (2016).
18. Altman, G. D. & Patrick, R. What do we mean by validating a prognostic model?. Stat. Med. 19, 453–473 (2000).
19. Collins, G. S. et al. External validation of multivariable prediction models: a systematic review of methodological conduct and reporting. BMC Med. Res. Methodol. 14, 40–40 (2014).
20. Mwanza, J.-C. et al. Validation of the UNC OCT index for the diagnosis of early glaucoma. Transl. Vis. Sci. Technol. 7, 16 (2018).
21. Song, Y. et al. Clinical prediction performance of glaucoma progression using a 2-dimensional continuous-time hidden markov model with structural and functional measurements. Ophthalmology (2018).
22. De Moraes, C. G. et al. A Validated risk calculator to assess risk and rate of visual field progression in treated glaucoma patients. Invest. Ophthalmol. Vis. Sci. 53, 2702–2707 (2012).
23. Larrosa, J. M. et al. A Diagnostic calculator for detecting glaucoma on the basis of retinal nerve fiber layer, optic disc, and retinal ganglion cell analysis by optical coherence tomography. Invest. Ophthalmol. Vis. Sci. 56, 6788–6795 (2015).
24. Ocular Hypertension Treatment Study Group et al. Validated prediction model for the development of primary open-angle glaucoma in individuals with ocular hypertension. Ophthalmology 114, 10–19 (2007).
25. Vergouwe, Y., Steyerberg, E. W., Eijkemans, M. J. C. & Habbema, J. D. F. Substantial effective sample sizes were required for external validation studies of predictive logistic regression models. J. Clin. Epidemiol. 58, 475–483 (2005).
26. Hu, R., Marin-Franch, I. & Racette, L. Prediction accuracy of a novel dynamic structure-function model for glaucoma progression. Invest. Ophthalmol. Vis. Sci. 55, 8086–8094 (2014).
27. Sample, P. A. et al. The African Descent and Glaucoma Evaluation Study (ADAGES): design and baseline data. Arch. Ophthalmol. 127, 1136–1145 (2009).
28. Zangwill, L. M. et al. The confocal scanning laser ophthalmoscopy ancillary study to the ocular hypertension treatment study: study design and baseline factors. Am. J. Ophthalmol. 157, 219–227 (2004).
29. Tatham, A. J. & Medeiros, F. A. Detecting structural progression in glaucoma with optical coherence tomography. Ophthalmology 124, 557–565 (2017).
30. Mansouri, K., Leite, M. T., Medeiros, F. A., Leung, C. K. & Weinreb, R. N. Assessment of rates of structural change in glaucoma using imaging technologies. Eye 25, 269–277 (2011).
31. Gardiner, S. K. & Demirel, S. Detecting change using standard global perimeter indices in glaucoma. Am. J. Ophthalmol. 176, 148–156 (2017).
32. Hu, R., Racette, L., Chen, K. S. & Weinreb, C. A. Functional assessment of glaucoma: uncovering progression. Surv. Ophthalmol. 65, 639–661 (2020).
33. Medeiros, F. A., Zangwill, L. M., Bowd, C. & Weinreb, R. N. Comparison of the GDx VCC scanning laser polarimeter, HRT II confocal scanning laser ophthalmoscopy, and stratus OCT optical coherence tomograph for the detection of glaucoma. Arch. Ophthalmol. 122, 827–837 (2004).
34. Leung, C.-K. S. et al. American Chinese Glaucoma Imaging Study: a comparison of the optic disc and retinal nerve fiber layer in detecting glaucomatous damage. Invest. Ophthalmol. Vis. Sci. 48, 2644–2652 (2007).
35. Michelessi, M. et al. Optic nerve head and fibre layer imaging for diagnosing glaucoma. Cochrane Database Syst Rev (2015).
36. Heijl, A., Lindgren, G. & Olsson, J. Normal variability of static perimetric threshold values across the central visual field. Arch. Ophthalmol. 105, 1544–1549 (1987).
37. Ramezani, K., Marin-Franch, I., Hu, R., Swanson, W. H. & Racette, L. Prediction accuracy of the dynamic structure-function model for glaucoma progression using contrast sensitivity perimeter and confocal scanning laser ophthalmoscopy. J. Glaucoma 27, 785–793 (2018).
38. Hood, D. C., Anderson, S. C., Wall, M. & Kardon, R. H. Structure versus function in glaucoma: an application of a linear model. Invest. Ophthalmol. Vis. Sci. 48, 3662–3668 (2007).
39. Bowd, C., Zhangwill, L. M., Weinreb, R. N., Medeiros, F. A. & Belghith, A. Estimating optical coherence tomography structural measurement floors to improve detection of progression in advanced glaucoma. Am. J. Ophthalmol. 175, 37–44 (2017).
40. Racette, L. et al. The impact of the perimeter measurement scale, sample composition, and statistical method on the structure-function relationship in glaucoma. J. Glaucoma 16, 676–684 (2007).
41. Gherghel, D. et al. Intercocular differences in optic disc topographic parameters in normal subjects. Curr. Eye Res. 20, 276–282 (2000).
42. Iester, M., Broadway, D. C., Mikelberg, F. S. & Drance, S. M. A comparison of healthy, ocular hypertensive, and glaucomatous optic disc topographic parameters. J. Glaucoma 6, 363–370 (1997).
43. Shin, I. H. et al. Comparison of OCT and HRT findings among normal, normal tension glaucoma, and high tension glaucoma. Korean J. Ophthalmol. 22, 236–241 (2008).
44. Hermann, M. M. et al. Optic nerve head morphometry in healthy adults using confocal laser scanning tomography. Br. J. Ophthalmol. 88, 761–765 (2004).
45. Gordon, M. O. & Kass, M. A. The ocular hypertension treatment study: design and baseline description of the participants. Arch. Ophthalmol. 117, 573–583 (1999).
46. Garway-Heath, D. F., Holder, G. E., Fitzke, F. W. & Hitchings, R. A. Relationship between electrophysiological, psychophysical, and anatomical measurements in glaucoma. Invest. Ophthalmol. Vis. Sci. 43, 2213–2220 (2002).
47. Racette, L. et al. African Descent and Glaucoma Evaluation Study (ADAGES): III. Ancestry differences in visual function in healthy eyes. Arch. Ophthalmol. 128, 551–559 (2010).
48. Hot, A., Dul, M. W. & Swanson, W. H. Development and evaluation of a contrast sensitivity perimetry test for patients with glaucoma. Invest. Ophthalmol. Vis. Sci. 49, 3049–3057 (2008).
49. Shafigh, A., Swanson, W. H. & Dul, M. W. Structure and function in patients with glaucomatous defects near fixation. Optom. Vis. Sci. 88, 130–139 (2011).
50. R Core Team (2020). R: a language and environment for statistical computing. R Foundation for Statistical Computing, Vienna, Austria; 2017. https://www.R-project.org/

Acknowledgments
This study was supported by the NIH Grant EY025756 (LR) and an unrestricted Grant form Research to Prevent Blindness, NY. The authors acknowledge the donors of the National Glaucoma Research, a program of BrightFocus Foundation, for support of this research (G2014096) (LR). The OHTS was supported by awards from the National Eye Institute, the National Center on Minority Health and Health Disparities, National Institutes of Health (Grants EY09341, EY099307), Horncrest Foundation, awards to the Department of Ophthalmology and Visual Sciences at Washington University, the NIH Vision Core Grant P30 EY 02687, Merck Research Laboratories, Pfizer, Inc., White House Station, New Jersey, and unrestricted Grants from Research to Prevent Blindness, Inc., New York, NY. The DIGS and ADAGES studies were supported by NIH Grants R01 EY026574, R01 EY027510, R01 EY11008, R01 EY019869, R01 EY021818, U10 EY14267, P30 EY022589; the EyeSight Foundation of Alabama; Edith C. Blum Research Fund of the New York Glaucoma Research Institute, NY; unrestricted Grant from Research to Prevent Blindness, NY.

Author contributions
L.R. conceived and designed the study. L.R. and S.A.L. analyzed and interpreted the data. L.R., S.A.L. and M.T.K wrote the main manuscript text. All authors reviewed the manuscript.

Competing interests
L.R. serves as a scientific advisor for Olleyes. All other authors do not have any competing interest to declare.

Additional information
Correspondence and requests for materials should be addressed to L.R.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2020