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Abstract

In a recent paper it has been shown that for double extremal static spherical symmetric BPS black hole solutions in the STU model the well-known process of moduli stabilization at the horizon can be recast in a form of a distillation procedure of a three-qubit entangled state of GHZ-type. By studying the full flow in moduli space in this paper we investigate this distillation procedure in more detail. We introduce a three-qubit state with amplitudes depending on the conserved charges the warp factor, and the moduli. We show that for the recently discovered non-BPS solutions it is possible to see how the distillation procedure unfolds itself as we approach the horizon. For the non-BPS seed solutions at the asymptotically Minkowski region we are starting with a three-qubit state having seven nonequal nonvanishing amplitudes and finally at the horizon we get a GHZ state with merely four nonvanishing ones with equal magnitudes. The magnitude of the surviving nonvanishing amplitudes is proportional to the macroscopic black hole entropy. A systematic study of such attractor states shows that their properties reflect the structure of the fake superpotential. We also demonstrate that when starting with the very special values for the moduli corresponding to flat directions the uniform structure at the horizon deteriorates due to errors generalizing the usual bit flips acting on the qubits of the attractor states.

PACS numbers: 11.25.Mj, 03.65.Ud, 03.67.Mn, 04.70.Dy
I. INTRODUCTION

Recently striking multiple relations have been discovered between two seemingly unrelated fields: the physics of black hole solutions in string theory and the theory of quantum entanglement within quantum information theory. Further papers established a complete dictionary between a variety of phenomena on one side of the correspondence in the language of the other. This black hole qubit correspondence has repeatedly proved to be useful for obtaining additional insight into both of the two fields. The main correspondence found is between the macroscopic entropy formulas obtained for certain black hole solutions in supergravity theories and multiqubit and qutrit entanglement measures used in Quantum Information Theory.

Apart from understanding black hole entropy in quantum information theoretic terms the desire for an entanglement based understanding for issues of dynamics also arose. In particular in the special case of the STU model it has been realized that for extremal spherically symmetric BPS black hole solutions it is possible to rephrase the attractor mechanism as a distillation procedure of entangled ”states” of very special kind on the event horizon. Such states are of GHZ-type or graph states well-known from quantum information theory. The basic tool for establishing this result was the introduction of a three-qubit state depending on the conserved charges and also on the moduli fields. Such ”states” enjoy a number of remarkable properties. The norm of this state having amplitudes is the black hole potential $V_{BH}$. The flat covariant derivatives with respect to the Kähler connection are acting on $|\Psi\rangle$ as bit flip errors on the qubits. At the horizon bit flip errors on $|\Psi\rangle$ are suppressed for BPS solutions and for non-BPS ones they are not. The non-BPS solutions can be characterized by the number and types of bit-flip errors.

However, in these investigations establishing these results only double extremal solutions have been considered for which the moduli fields are constant even away from the horizon. Since for this class of solutions $|\Psi\rangle$ is also constant clearly within the context of such solutions it is not possible to get any additional insight on the important question how the distillation procedure unfolds itself as we approach the horizon after taking the limit $r \to 0$ with $r$ being the radial coordinate.

Luckily both in the BPS and non-BPS cases there exist more general static spherically symmetric solutions featuring the full radial flow in moduli space. For the BPS case these
are the well-known solutions based on harmonic functions and for the non-BPS case similar results generalizing these ones have recently become available. In these works after solving the equations of motion one obtains the attractor flow \( z^i(r) \) in moduli space. Hence employing the charge and moduli dependent multiqubit states and using these solutions one might hope to get some additional insight into distillation issues by studying the corresponding flow \( |\Psi(r)\rangle \).

The aim of the present paper is to investigate this distillation procedure in detail for the special case of extremal spherically symmetric black hole solutions in the STU model. We will use a special combination of the moduli fields, the warp factor and the conserved charges reminiscent of a 3-qubit state of Quantum Information Theory. We will call this creature a ”three-qubit state” furnishing a representation space for the action of the duality group \( \text{SL}(2,\mathbb{R})^3 \subset \text{Sp}(8,\mathbb{R}) \), though this terminology might be misleading. It will be obvious that our state has intimate connections to entities like the ”fake superpotential” and even possibly to the phase of the semiclassical wave function used in recent studies, however in this paper we will not elaborate on its physical meaning. Results on the origin of these 3-qubit states having some relevance on such interesting issues will be presented in an accompanying paper.

The organization of this paper is as follows. In Section II. we summarize the usual formalism of the STU model. In Section III. we introduce our moduli and charge-dependent 3-qubit state, and recall results concerning the black hole qubit correspondence that we will need later. In Section IV. we reformulate the well-known findings concerning BPS solutions based on harmonic functions. Here we show that the ”attractor at infinity” corresponds to a distillation procedure of a normalized GHZ state (dual to the usual one at the horizon) at the asymptotically Minkowski region. In Section V. we study the flow \( |\Psi(r)\rangle \) for the non-BPS \( D0 - D4 \) system answering the seed solution. Here we generalize further our 3-qubit state by including also the warp factor into its definition. We show that the Fourier amplitudes of this state in the discrete Fourier (Hadamard) transformed basis satisfy a set of first order differential equations. Using the results of the previous sections in Section VI. for the non-BPS seed solutions we demonstrate how a GHZ state at the horizon emerges from a state characterizing the flow at the asymptotically Minkowski region. The attractor mechanism in this picture simply amounts to the fact that three amplitudes out of the seven nonequal nonvanishing ones are dying out as we approach the horizon. The remaining
amplitudes have the same magnitudes related to the macroscopic black hole entropy. The relative phase factors of these amplitudes are merely signs reflecting the structure of the fake superpotential\textsuperscript{11,24}. In Section VII. using recent general results on the STU model\textsuperscript{11} we calculate the explicit form of the states at the horizon for both the available BPS and non-BPS solutions. Featuring the parametrization\textsuperscript{11,21} revealing the flat directions\textsuperscript{23} we show that the role of the flat directions in this picture is to deteriorate the uniform GHZ-like structure on the horizon. According to the results of our previous paper\textsuperscript{7} the differences between different types of solutions (BPS, non-BPS with vanishing\textsuperscript{8} and nonvanishing\textsuperscript{28} central charge) manifest themselves in applying bit flip errors to the relevant GHZ-like state of the BPS flow. In view of this result flat directions give a new twist on this picture, namely when starting the flow in one of the flat directions the resulting state on the horizon will exhibit errors of more general type than the usual bit flip ones. Finally in Section VIII. we present our conclusions, with some calculational details left to an Appendix.

II. STU BLACK HOLES

In the following we consider ungauged $N = 2$ supergravity in $d = 4$ coupled to $n$ vector multiplets. The $n = 3$ case corresponds to the STU model. The bosonic part of the action (without hypermultiplets) (in units of $G_N = 1$) is

\begin{equation}
S = \frac{1}{16\pi} \int d^4 x \sqrt{|g|} \left\{ -\frac{R}{2} + G_{\alpha\beta} \partial_\mu z^\alpha \partial_\nu \bar{z}^\beta g^{\mu\nu} + (\text{Im} N_{IJ} F^I \cdot F^J + \text{Re} N_{IJ} F^I \cdot \ast F^J) \right\}.
\end{equation}

Here $F^I$, and $\ast F^I$, $I = 0, 1, 2 \ldots n$ are two-forms associated to the field strengths $F_{\mu\nu}^I$ of $n + 1 \ 	ext{U}(1)$ gauge-fields and their duals. The $z^a$ $a = 1, \ldots n$ are complex scalar (moduli) fields that can be regarded as local coordinates on a projective special Kähler manifold $\mathcal{M}$. This manifold for the STU model is $\text{SL}(2, \mathbb{R})/\text{U}(1)^3$. In the following we will denote the three complex scalar fields as

\begin{equation}
z^a \equiv x^a - iy^a, \quad y^a > 0, \quad a = 1, 2, 3.
\end{equation}

With these definitions the metric and the connection on the scalar manifold are

\begin{equation}
G_{\alpha\beta} = \frac{\delta_{\alpha\beta}}{(2y^a)^2}, \quad \Gamma^a_{aa} = -\frac{i}{y^a}.
\end{equation}
The metric above can be derived from the Kähler potential
\[ K = -\log(8y^1y^2y^3) \]  
(4)
as \( G_{ab} = \partial_a \partial_b K \). For the STU model the scalar dependent vector couplings \( \text{Re} \mathcal{N}_{IJ} \) and \( \text{Im} \mathcal{N}_{IJ} \) take the following form
\[
\text{Re} \mathcal{N}_{IJ} = \begin{pmatrix}
2x^1x^2x^3 & -x^2x^3 & -x^1x^3 & -x^1x^2 \\
-x^2x^3 & 0 & x^3 & x^2 \\
-x^1x^3 & x^3 & 0 & x^1 \\
-x^1x^2 & x^2 & x^1 & 0
\end{pmatrix},
\]
(5)
\[
\text{Im} \mathcal{N}_{IJ} = -y^1y^2y^3 \begin{pmatrix}
1 + \left(\frac{x^1}{y^1}\right)^2 + \left(\frac{x^2}{y^2}\right)^2 + \left(\frac{x^3}{y^3}\right)^2 - \frac{x^1}{(y^1)^2} - \frac{x^2}{(y^2)^2} - \frac{x^3}{(y^3)^2} \\
-\frac{x^1}{(y^1)^2} & \frac{1}{(y^1)^2} & 0 & 0 \\
-\frac{x^2}{(y^2)^2} & 0 & \frac{1}{(y^2)^2} & 0 \\
-\frac{x^3}{(y^3)^2} & 0 & 0 & \frac{1}{(y^3)^2}
\end{pmatrix}.
\]
(6)
We note that these vector couplings can be derived from the holomorphic prepotential
\[ F(X) = \frac{X^1X^2X^3}{X^0}, \quad X^I = (X^0, X^0 z^a), \]  
(7)
via the standard procedure characterizing special Kähler geometry\(^{20}\).

For the physical motivation of Eq. (1) we note that when type IIA string theory is compactified on a \( T^6 \) of the form \( T^2 \times T^2 \times T^2 \) one recovers \( N = 8 \) supergravity in \( d = 4 \) with 28 vectors and 70 scalars taking values in the symmetric space \( E_{7(7)}/SU(8) \). This \( N = 8 \) model with an on shell U-duality symmetry \( E_{7(7)} \) has a consistent \( N = 2 \) truncation with 4 vectors and three complex scalars which is just the STU model\(^{14,15}\). The \( D0 - D2 - D4 - D6 \) branes wrapping the various \( T^2 \) give rise to four electric and four magnetic charges defined as
\[
P^I = \frac{1}{4\pi} \int_{S^2} F^I, \quad Q_I = \frac{1}{4\pi} \int_{S^2} G_I, \quad I = 0, 1, 2, 3
\]  
(8)
where
\[
G_I = \mathcal{N}_{IJ} F^{+J}, \quad F^{\pm I}_{\mu\nu} = F^{I}_{\mu\nu} \pm \frac{i}{2} \varepsilon_{\mu\nu\rho\sigma} F^{I\rho\sigma}.
\]  
(9)
These charges can be organized into symplectic pairs
\[ \Gamma \equiv (P^I, Q_J) \]  
(10)
and have units of length. They are related to the dimensionless quantized charges by some dressing factors. Using the variable \( \tau = 1/r = 1/|x| \) and normalizing the asymptotic moduli as

\[
y^a(0) = 1 \quad x^a(0) = B^a
\]

the dressing factors are essentially the masses of the underlying branes.\(^\text{21}\)

We are interested in static, spherically symmetric, extremal black hole solutions associated to the \( \Pi \) action. The ansatz for the metric is

\[
ds^2 = -e^{2U(\tau)} \, dt^2 + e^{-2U(\tau)} \, dx^2
\]

where the warp factor is a function of \( \tau = 1/r \). Putting this ansatz into \( \Pi \) we obtain a one dimensional effective Lagrangian for the radial evolution of the quantities \( U(\tau), z^a(\tau) \), as well as the electric and magnetic potentials.\(^\text{30}\)

\[
\mathcal{L}(U(\tau), z^a(\tau), \bar{z}^\alpha(\tau)) = \left( \frac{dU}{d\tau} \right)^2 + G_{\alpha\bar{\beta}} \frac{dz^a}{d\tau} \frac{d\bar{z}^\alpha}{d\tau} + e^{2U} V_{BH}(z, \bar{z}, P, Q),
\]

and the constraint

\[
\left( \frac{dU}{d\tau} \right)^2 + G_{\alpha\bar{\beta}} \frac{dz^a}{d\tau} \frac{d\bar{z}^\alpha}{d\tau} - e^{2U} V_{BH}(z, \bar{z}, P, Q) = 0.
\]

Here our quantity of central importance is the black hole potential \( V_{BH} \) which is depending on the moduli as well on the charges. Its explicit form is given by

\[
V_{BH} = \frac{1}{2} \begin{pmatrix} P^I \\ Q_I \end{pmatrix} \begin{pmatrix} (\mu + \nu \mu^{-1} \nu)_{IJ} & -(\nu \mu^{-1})^I \\ -((\mu^{-1})^J & (\mu^{-1})^IJ \end{pmatrix} \begin{pmatrix} P^I \\ Q_J \end{pmatrix},
\]

where the matrices \( \nu = \text{Re}N \) and \( \mu = \text{Im}N \) are the ones of Eqs. \( \text{5} \) and \( \text{6} \). The explicit form of \( \mu^{-1} \) is

\[
\mu^{-1} = -\frac{1}{y^1 y^2 y^3} \begin{pmatrix} 1 & x^1 & x^2 & x^3 \\ x^1 & |z|^2 & x^1 x^2 & x^1 x^3 \\ x^2 & x^1 x^2 & |z|^2 & x^2 x^3 \\ x^3 & x^1 x^3 & x^2 x^3 & |z|^3 \end{pmatrix}.
\]

An alternative expression for \( V_{BH} \) can be given in terms of the central charge of \( N = 2 \) supergravity, i.e. the charge of the graviphoton.

\[
V_{BH} = Z \bar{Z} + G^\alpha_\beta (D_a Z)(\bar{D}_a \bar{Z})
\]
where for the STU model
\[ Z = e^{K/2}W = e^{K/2}(Q_0 + z^1 Q_1 + z^2 Q_2 + z^3 Q_3 + z^1 z^2 z^3 P^0 - z^2 z^3 P^1 - z^1 z^3 P^2 - z^1 z^2 P^3), \]
and \( D_a \) is the Kähler covariant derivative
\[ D_a Z = (\partial_a + \frac{1}{2} \partial_a K)Z, \]
and \( W \) is the superpotential.

Extremization of the effective Lagrangian Eq. (13) with respect to the warp factor and the scalar fields yields the Euler-Lagrange equations
\[ \ddot{U} = e^{2U} V_{BH}, \quad \ddot{z}^a + \Gamma_{a bc} \dot{z}^b \dot{z}^c = e^{2U} \partial^a V_{BH}. \]
In these equations the dots denote derivatives with respect to \( \tau \). These equations taken together with the constraint Eq. (14) determine the black hole solutions whose quantum information theoretic interpretation we are interested in.

III. THREE-QUBIT STATES

It is useful to reorganize the charges of the STU model into the 8 amplitudes of a three-qubit state
\[ |\Gamma\rangle = \sum_{l, k, j = 0, 1} \Gamma_{lkj} |lkj\rangle \quad |lkj\rangle \equiv |l\rangle_3 \otimes |k\rangle_2 \otimes |j\rangle_1 \]
where
\[ \frac{1}{\sqrt{2}} \begin{pmatrix} P^0, & P^1, & P^2, & P^3 \\ \end{pmatrix} = \begin{pmatrix} \Gamma_{000}, & \Gamma_{001}, & \Gamma_{010}, & \Gamma_{100} \\ \Gamma_{111}, & \Gamma_{110}, & \Gamma_{101}, & \Gamma_{011} \end{pmatrix}. \]
Notice that we have introduced the convention of labelling the qubits from the right to the left. Moreover, for convenience we have also included a factor \( \frac{1}{\sqrt{2}} \) into our definition. The state \( |\Gamma\rangle \) is a three-qubit state of a very special kind. First of all this state defined by the charges need not have to be normalized. Moreover, the amplitudes of this state are not complex numbers but \( \text{real} \) ones. As a next step we can define a new three-qubit state \( |\Psi\rangle \) depending on the charges \( \Gamma \) and also on the moduli. This new state will be a three-qubit state with 8 complex amplitudes. However, as we will see it is really a \( \text{real three-qubit state} \), since it is \( \text{U}(2)^{\times 3} \) equivalent to a one with 8 real amplitudes.
In order to motivate our definition of the new state \( |\Psi\rangle \) we notice that
\[
V_{BH} = \frac{1}{y^1 y^2 y^3} (|z^3|^2 - z^3) \otimes (|z^2|^2 - z^2) \otimes (|z^1|^2 - z^1) |\Gamma\rangle.
\] (23)

Now we define the state \( |\Psi\rangle \) as
\[
|\Psi(z^a, z^\pi, \Gamma)\rangle = e^{K/2} \left( \frac{\bar{z}^3}{-z^3} - 1 \right) \otimes \left( \frac{\bar{z}^2}{-z^2} - 1 \right) \otimes \left( \frac{\bar{z}^1}{-z^1} - 1 \right) |\Gamma\rangle.
\] (24)

Introducing the matrices
\[
S_a \equiv \frac{1}{\sqrt{2} y^a} \begin{pmatrix} \bar{z}^a - 1 \\ -z^a \end{pmatrix} = US_a \equiv \frac{1}{\sqrt{2}} \left( i -1 \begin{pmatrix} i & 0 \\ 1 & -x^a \end{pmatrix}, \quad a = 1, 2, 3. \right.
\] (25)

With this notation we have
\[
|\Psi\rangle = (S_3 \otimes S_2 \otimes S_1) |\Gamma\rangle = (U \otimes U \otimes U)(S_3 \otimes S_2 \otimes S_1) |\Gamma\rangle.
\] (26)

This means that the state \( |\Psi\rangle \) up to a phase for all values of the moduli is in the \( \text{GL}(2, \mathbb{C})^\times 3 \) orbit of the charge state \( |\Gamma\rangle \). Obviously the state \( |\Psi\rangle \) is an unnormalized three-qubit one with 8 complex amplitudes. However, it is not a genuine complex three-qubit state but rather a one which is \( \text{U}(2)^\times 3 \) equivalent to a real one. This should not come as a surprise since the symmetry group associated with the STU model is not \( \text{GL}(2, \mathbb{C})^\times 3 \) but rather \( \text{SL}(2, \mathbb{R})^\times 3 \).

Using these definitions we can write the black hole potential in the following nice form
\[
V_{BH} = ||\Psi||^2.
\] (27)

Here the norm is defined using the usual scalar product in \( \mathbb{C}^8 \cong \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2 \) with complex conjugation in the first factor. Since the norm is invariant under \( \text{U}(2)^\times 3 \) our choice of the first unitary matrix of Eq. (25) is not relevant in the structure of \( V_{BH} \). We could have defined a new moduli dependent real state instead of the complex one \( |\Psi\rangle \) by using merely the \( \text{SL}(2, \mathbb{R}) \) matrices of Eq. (25) for their definition. However, we prefer the complex form of Eq. (26) since it will be useful later.

It is instructive to write out explicitly the amplitudes of our complex three-qubit state \( |\Psi\rangle \).
\[
\sqrt{2} \psi_{000} = e^{K/2} W(z^3, z^2, z^1), \quad \sqrt{2} \psi_{111} = -e^{K/2} W(z^3, z^2, z^1),
\] (28)
\[ \sqrt{2} \Psi_{110} = e^{K/2} W(z^3, z^2, z^1), \quad \sqrt{2} \Psi_{001} = -e^{K/2} W(\overline{z^3}, \overline{z^2}, z^1), \] (29)

with the remaining amplitudes arising by cyclic permutation. Notice also that we have the property (reality condition)

\[ \Psi_{000} = -\Psi_{111}, \quad \Psi_{110} = -\Psi_{001}, \quad \Psi_{101} = -\Psi_{010}, \quad \Psi_{011} = -\Psi_{100}, \] (30)

which can be written as

\[ |\Psi\rangle + (\sigma_1 \otimes \sigma_1 \otimes \sigma_1)|\Psi\rangle = 0 \] (31)

via the bit flip operator \( \sigma_1 \). Using this in Eq. (27) we can write \( V_{BH} \) in the alternative form

\[ V_{BH} = e^K \left( |W(z^3, z^2, z^1)|^2 + |W(\overline{z^3}, z^2, \overline{z^1})|^2 + |W(z^3, \overline{z^2}, z^1)|^2 + |W(\overline{z^3}, z^2, \overline{z^1})|^2 \right). \] (32)

As a motivation for our particular definition for \( |\Psi\rangle \) we notice that

\[ \sqrt{2} \Psi_{000} = Z, \] (33)

i.e. the amplitudes \( \Psi_{111} \) and \( \Psi_{000} \) are related to the central charge and its complex conjugate. The remaining amplitudes are simply arising by conjugating one or two moduli. Moreover, one can show that the flat covariant derivatives with respect to the moduli act on our \( |\Psi\rangle \) as bit flip errors. Explicitly we have

\[ D_1|\Psi\rangle = (I \otimes I \otimes \sigma_+)|\Psi\rangle, \quad D_{\overline{1}}|\Psi\rangle = (I \otimes I \otimes \sigma_-)|\Psi\rangle, \]
\[ D_2|\Psi\rangle = (I \otimes \sigma_+ \otimes I)|\Psi\rangle, \quad D_{\overline{2}}|\Psi\rangle = (I \otimes \sigma_- \otimes I)|\Psi\rangle, \]
\[ D_3|\Psi\rangle = (\sigma_+ \otimes I \otimes I)|\Psi\rangle, \quad D_{\overline{3}}|\Psi\rangle = (\sigma_- \otimes I \otimes I)|\Psi\rangle. \] (34)

Here the operators \( \sigma_\pm \) act as

\[ \sigma_+|0\rangle = |1\rangle, \quad \sigma_+|1\rangle = 0, \quad \sigma_-|0\rangle = 0, \quad \sigma_-|1\rangle = |0\rangle, \] (35)

and the flat covariant derivatives are defined as \( D_1 = -2iy^1D_1, \quad D_{\overline{1}} = 2iy^1D_{\overline{1}} \) e.t.c. where

\[ D_1W(z^3, z^2, z^1) = \frac{W(z^3, z^2, z^1)}{z^1 - \overline{z^1}}, \quad D_{\overline{1}}W(z^3, z^2, z^1) = 0 \quad \text{e.t.c.} \] (36)

Hence the flat covariant derivatives are acting on our three-qubit state \( |\Psi\rangle \) as the operators of projective errors known from the theory of quantum error correction. Alternatively one can look at the action of the combination \( D_\alpha + D_{\overline{\alpha}} \)

\[ (D_1 + D_{\overline{1}})|\Psi\rangle = (I \otimes I \otimes \sigma_1)|\Psi\rangle, \quad \text{e.t.c.} \] (37)
According to our previous paper, it is illuminating to use the discrete Fourier transform of our three-qubit state $|\Psi\rangle$. At the event horizon the moduli are stabilized due to the attractor mechanism, and their stabilized values can be expressed in terms of the charges. These stabilized values give rise to entangled states on the horizon of very special form. It was shown that for BPS solutions these states or of generalized Greenberger-Horne-Zeilinger (GHZ) form, and for the simple non-BPS solutions they are graph-states well-known from quantum information theory.

The discrete Fourier (Hadamard) transformation is implemented by acting on $|\Psi\rangle$ by $H \otimes H \otimes H$ where

$$H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}. \tag{38}$$

Hence the Fourier transformed basis states are defined as

$$|\tilde{0}\rangle \equiv \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle) = H|0\rangle, \quad |\tilde{1}\rangle \equiv \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle) = H|1\rangle. \tag{39}$$

Since $H \sigma_1 H = \sigma_3$ and $H \sigma_3 H = \sigma_1$ the operator $\sigma_1$ is acting on the Hadamard transformed base as a phase (sign) flip operator and vice versa. The important corollary of this observation is that in the theory of quantum error correction once we have found a means for correcting bit flip errors using a discrete Fourier transform the same technique can be used for correcting phase flip ones. It was shown that the phase flip errors in the discrete Fourier transformed base correspond to flipping the sign of certain charges of the symplectic vector $\Gamma$. For BPS solutions these phase flips are suppressed, and for the simple non-BPS solutions only errors of very special kind are allowed.

Now we would like to gain some more insight into these interesting results by studying the solutions even away from the horizon. For this the full solution of the flow in moduli space is needed. For BPS solutions we can use the well-known results and for the non-BPS solutions the recently found seed solutions and the most general non-BPS flows generalizing the simple non-BPS solutions.

Our main calculational tool will be to consider the discrete Fourier transform of our $|\Psi\rangle$

$$|\tilde{\Psi}\rangle = (H \otimes H \otimes H)|\Psi\rangle = (\mathcal{P} \otimes \mathcal{P} \otimes \mathcal{P})(S_3 \otimes S_2 \otimes S_1)|\Gamma\rangle \tag{40}$$

where

$$\mathcal{P} = \begin{pmatrix} i & 0 \\ 0 & -1 \end{pmatrix}. \tag{41}$$
is just \( i \) times the usual phase gate known from quantum information theory. Hence from Eq. (10) we see that the Fourier transformed state is up to some important complex phase factors is lying on the \( \text{SL}(2, \mathbb{R})^{\times 3} \) orbit of the charge state \( |\Gamma\rangle \). Now solving Eqs. (20) with the constraint of Eq. (14) yields the flow \( z^a(\tau) \) on moduli space. To this flow we can associate a corresponding one \( |\tilde{\Psi}(\tau)\rangle \) of the Fourier transformed state. Our aim for the following sections is to look at the structure of \( |\tilde{\Psi}(\tau)\rangle \) for BPS and the non-BPS seed solutions.

IV. BPS SOLUTIONS

In this section we would like to study the behavior of BPS solutions in the three-qubit picture. In particular we would like to see how the three-qubit state of Eq. (24) behaves as a function of \( \tau \), answering to the flow \( z^a(\tau) \) in moduli space. This three-qubit picture is natural as the \( U \)-duality group is \( \text{SL}(2, \mathbb{R})^{\times 3} \) which is a subgroup of \( \text{Sp}(8, \mathbb{R}) \), hence we expect that the usual symplectic invariants occurring in the formalism of the STU model should boil down to the corresponding \( \text{SL}(2, \mathbb{R})^{\times 3} \) i.e. three-qubit ones.

As a first step in order to present the solutions capable of incorporating a wider range of asymptotic data with \( B \)-fields we define a set of harmonic functions as

\[
\mathcal{H}(\tau) = \Gamma + \Gamma \tau, \quad \text{i.e.} \quad H^I = P^I + P^I \tau, \quad H_J = \overline{Q}_J + Q_J \tau \quad I, J = 0, 1, 2, 3. \tag{42}
\]

We can alternatively encode the asymptotic data \( (\mathcal{H}(0) = \bar{\Gamma}) \) into a three-qubit state

\[
|\bar{\Gamma}\rangle = \sum_{l,k,j=0,1} \Gamma_{lkj} |lkj\rangle, \quad \begin{pmatrix} \Gamma_{000}, & \Gamma_{001}, & \Gamma_{010}, & \Gamma_{011} \\ \Gamma_{111}, & \Gamma_{110}, & \Gamma_{101}, & \Gamma_{011} \end{pmatrix} \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} P^0, & P^1, & P^2, & P^3 \\ -\overline{Q}_0, & \overline{Q}_1, & \overline{Q}_2, & \overline{Q}_3 \end{pmatrix}. \tag{43}
\]

which plays a role similar to the charge state of Eq. (21). Notice that unlike for \( \bar{\Gamma} \) in Eq. (42) in the state \( |\bar{\Gamma}\rangle \) we also included a factor of \( \frac{1}{\sqrt{2}} \) for convenience.

For later use we also define a \( \tau \) dependent three-qubit state as

\[
|\mathcal{H}(\tau)\rangle \equiv |\bar{\Gamma}\rangle + \tau|\Gamma\rangle. \tag{44}
\]

This state in the limits \( \tau \to 0 \) and \( \tau \to \infty \) characterizes the asymptotic data and the charge configuration respectively.

Let us now define Cayley’s hyperdeterminant\(^{34,35}\) \( D(|\psi\rangle) \) for an arbitrary three-qubit
state $|\psi\rangle = \sum_{lkj=0,1} \psi_{lkj} |lkj\rangle$ with amplitudes

$$
\begin{pmatrix}
\psi_{000}, \psi_{001}, \psi_{010}, \psi_{100} \\
\psi_{111}, \psi_{110}, \psi_{101}, \psi_{011}
\end{pmatrix}
\equiv
\begin{pmatrix}
\psi_0, \psi_1, \psi_2, \psi_4 \\
\psi_7, \psi_6, \psi_5, \psi_3
\end{pmatrix}
$$

as

$$
D(|\psi\rangle) \equiv (\psi_0 \psi_7)^2 + (\psi_1 \psi_6)^2 + (\psi_2 \psi_5)^2 + (\psi_4 \psi_3)^2 - 2(\psi_0 \psi_7)(\psi_1 \psi_6) + (\psi_2 \psi_5)(\psi_4 \psi_3)
$$

$$
- 2[(\psi_1 \psi_6)(\psi_2 \psi_5) + (\psi_1 \psi_6)(\psi_4 \psi_3) + (\psi_2 \psi_5)(\psi_4 \psi_3)] 
+ 4\psi_0 \psi_1 \psi_2 \psi_4 + 4\psi_7 \psi_6 \psi_5 \psi_3.
$$

$D(|\psi\rangle)$ is permutation and $\mathrm{SL}(2, \mathbb{C})^\times 3$ invariant and under the group $\mathrm{GL}(2, \mathbb{C})^\times 3$ transforms as

$$
D(\psi) \mapsto (\det G_3)^2(\det G_2)^2(\det G_1)^2 D(\psi), \quad G_3 \otimes G_2 \otimes G_1 \in \mathrm{GL}(2, \mathbb{C})^\times 3.
$$

(47)

Notice that for a general charge state $|\Gamma\rangle$ such as the one of Eq. (21) we have

$$
-4D(|\Gamma\rangle) = I_4(\Gamma)
$$

(48)

where $I_4(\Gamma)$ is the usual quartic invariant known from studies concerning the STU model

$$
I_4(\Gamma) = -4(P^1Q_1)^2 + 4[(P^1Q_1)(P^2Q_2) + (P^2Q_2)(P^3Q_3) + (P^1Q_1)(P^3Q_3)]
$$

$$
+ 4Q_0P^1P^2P^3 - 4P^0Q_1Q_2Q_3.
$$

(49)

According to the general theory the data giving rise to BPS black hole solutions are incorporated into a $\mathcal{H}(\tau)$ subject to two constraints

$$
I_4(\Gamma) = -4D(|\Gamma\rangle) = 1, \quad (\Gamma, \bar{\Gamma}) \equiv P^I \bar{Q}_I - Q_J \bar{P}^J = 0.
$$

(50)

As far as these constraints hold we can completely characterize any $I_4(\Gamma) > 0$ solution by generalizing the attractor equations to the so called stabilization equations. The warp factor of Eq. (12) is

$$
e^{-4U(\tau)} = I_4(\mathcal{H}(\tau)) = -4D(|\mathcal{H}(\tau)\rangle).
$$

(51)

Since for normalized states the quantity

$$
0 \leq \tau_{123} \equiv 4|D(|\psi\rangle)| \leq 1
$$

(52)

is characterizing the tripartite entanglement of three-qubit systems we observe that the warp factor can be regarded as a $\tau = 1/r$ dependent entanglement measure describing the
tripartite entanglement of a state encapsulating the details of the charge configuration and the asymptotic values for the moduli, i.e.

\[ e^{-4U(r)} = \tau_{123}(|\mathcal{H}(r)\rangle) . \]  

(53)

In this picture the first constraint of Eq. (50) means that for the state of Eq. (44) the asymptotic value of the "three-tangle" is normalized to one.

In order to find an entanglement based meaning for the second constraint of Eq. (50) notice that the 16 quantities of the states \(|\Gamma\rangle\) and \(|\bar{\Gamma}\rangle\) can be organized into a four-qubit state. Indeed let us define a state \(|\gamma\rangle\) with its 16 amplitudes \(\gamma_{mlkj}\) given by

\[ \gamma_{0lkj} \equiv \Gamma_{lkj}, \quad \gamma_{1lkj} \equiv \bar{\Gamma}_{lkj}. \]  

(54)

then a four-qubit entanglement measure invariant under \(\text{SL}(2, \mathbb{C})^{\times 4}\) is given by \(36 |\sigma_{1234}|\) where

\[ \sigma_{1234}(|\gamma\rangle) \equiv \gamma_{0}\gamma_{15} - \gamma_{1}\gamma_{14} - \gamma_{2}\gamma_{13} + \gamma_{3}\gamma_{12} - \gamma_{4}\gamma_{11} + \gamma_{5}\gamma_{10} + \gamma_{6}\gamma_{9} - \gamma_{7}\gamma_{8} \]  

(55)

where for simplicity we again used the decimal labelling. Now using the definitions as given by Eqs. (21) and (43) it is straightforward to check that

\[ (\Gamma, \bar{\Gamma}) = \sigma_{1234}(|\gamma\rangle) \]  

(56)

meaning that our second constraint is equivalent to the vanishing of the entanglement invariant \(\sigma_{1234}\). Hence we conclude that both of the constraints describing the BPS black hole solutions have a characteristic meaning in our entanglement based reformulation. Recalling also that the value of \(\tau_{123}(|\Gamma\rangle)\) is related to the the entropy of the BPS STU black hole\(^{2,3,14}\) we can summarize these results as

\[ S = \pi \sqrt{\tau_{123}(|\Gamma\rangle)}, \quad \tau_{123}(|\Gamma\rangle) = 1, \quad \sigma_{1234}(|\gamma\rangle) = 0. \]  

(57)

Now in order to set the stage for the following generalizations we review and slightly extend the known results concerning the distillation procedure for BPS solutions\(^3\). In the following for simplicity we consider the \(D0 - D4\) system. In this case we have \(Q_0 > 0\) and \(P^i > 0\) but \(P^0 = Q_i = 0\). Generalizing the simple BPS solution we also include non-trivial B-fields as follows\(^2\). First we define our state \(|\bar{\Gamma}\rangle\) with amplitudes for Eq. (43) as

\[ \bar{P}^0 = \frac{1}{\sqrt{2}} \sin \delta, \quad \bar{P}^{1,2,3} = \frac{1}{\sqrt{2}} (\cos \delta + \sin \delta B^{1,2,3}), \]  

(58)
\[
\mathcal{Q}_1 = \frac{1}{\sqrt{2}}(\sin[1 - B^2 B^3] - \cos[B^1 + B^2]), \quad \text{and cyclic permutations}
\]

(59)

\[
\mathcal{Q}_0 = \frac{1}{\sqrt{2}} \left[ (B^1 + B^2 + B^3 - B^1 B^2 B^3) \sin \delta + (1 - B^1 B^2 - B^2 B^3 - B^1 B^3) \cos \delta \right].
\]

(60)

Here \( B^1, B^2, B^3 \) are related to the asymptotic values for the moduli as

\[
z^a|_{\tau=0} \to B^a - i,
\]

(61)

i.e. the asymptotic volume moduli are normalized, but we keep the asymptotic \( B \)-fields as free variables.

In terms of our three-qubit states there is a nice way of understanding this choice for \( \mathcal{P}' \) and \( \mathcal{Q}_I \) and also the meaning of the additional parameter \( \delta \). First just like in Eq. (26) we define a new moduli dependent state \(|\Psi(\tau)\rangle\) as

\[
|\Psi(\tau)\rangle \equiv (S_3(\tau) \otimes S_2(\tau) \otimes S_1(\tau))|\Gamma\rangle,
\]

(62)

where for the definition of \( S_{1,2,3} \) see Eq. (25). We would like to see how this state behaves at the asymptotically Minkowski region. A straightforward calculation using Eq. (61) shows that

\[
|\Psi(0)\rangle = \frac{1}{\sqrt{2}}(e^{-i\delta}|000\rangle - e^{i\delta}|111\rangle),
\]

(63)

i.e. the parameter \( \delta \) is related to the phase of a generalized GHZ state. Notice that thanks to our inclusion of the factor \( \frac{1}{\sqrt{2}} \) in the \( (43) \) definition of \( |\Gamma\rangle \) this state is \textit{normalized}. On the other hand, according to Eq. (27) a similar inclusion for the definition of the companion state \( |\Gamma\rangle \) (Eq. (22)) has also fixed the norm of the state \( |\Psi\rangle \) to be the black hole potential. Knowing that for the normalized generalized GHZ state of Eq. (63) \( \tau_{123} = 4|D| = 1 \) by virtue of Eqs. (17), (19) and (62) we immediately get \( I_4(\Gamma) = 1 \), i.e. the first of our constraint is satisfied.

In our recent paper\(^5\) it was shown that the attractor mechanism for STU BPS black holes can be reinterpreted as a distillation mechanism of a GHZ state at the horizon \( (\tau = \infty) \) of the form

\[
|\Psi(\infty)\rangle = (I_4(\Gamma))^{1/4} \frac{1}{\sqrt{2}} \left( e^{-i\Delta}|000\rangle - e^{i\Delta}|111\rangle \right),
\]

(64)

where the explicit expression of \( \Delta \) is given by\(^7\)

\[
\cot \Delta = \frac{1}{P^0} \frac{\partial}{\partial Q_0} \sqrt{I_4(\Gamma)},
\]

(65)
where for the definition of $I_4(\Gamma)$ see Eq. (49). Comparing Eqs. (63) and (64) we see that we have an attractor at the horizon ($\tau = \infty$) and an attractor at the asymptotically Minkowski region ($\tau = 0$). These attractors can be described by the flows of the charge and moduli dependent states $|\Psi(\tau)\rangle$ and $|\Psi(\tau)\rangle$ respectively, each of them producing a maximally entangled GHZ state at the attractor points defined by $\tau = \infty$ and $\tau = 0$. The attractor at $\tau = 0$ giving rise to the GHZ-state of Eq. (63) is the well-known attractor at infinity, a map between the 6 real moduli and the 8 constants in the harmonic functions subject to 2 constraints. We can summarize these considerations by noting that for the relevant flows and attractor points we have

$$||\Psi(0)||^2 = 1, \quad ||\Psi(\infty)||^2 = V_{BH}(\infty) = \sqrt{I_4(\Gamma)}.$$  \hfill (66)

Now we compare the flows $|\Psi(\tau)\rangle$ and $|\Psi(\tau)\rangle$ by calculating

$$\langle \Psi(\tau) | \sigma_3 \otimes \sigma_3 \otimes \sigma_3 | \Psi(\tau) \rangle.$$  \hfill (67)

This quantity is the transition amplitude between the phase-flipped state $(\sigma_3 \otimes \sigma_3 \otimes \sigma_3)|\Psi(\tau)\rangle$ and the one $|\Psi(\tau)\rangle$. Using Eqs. (26) and (62) and the fact that $U^\dagger \sigma_2 U = -\sigma_2$ and $S^T \sigma_2 S = \sigma_2$ for $S \in SL(2, \mathbb{R})$, we get

$$\langle \Psi(\tau) | \sigma_3 \otimes \sigma_3 \otimes \sigma_3 | \Psi(\tau) \rangle = -\langle \Gamma | \sigma_2 \otimes \sigma_2 \otimes \sigma_2 | \Gamma \rangle = i\sigma_{1234}(|\gamma\rangle) = 0.$$  \hfill (68)

This shows that the phase (sign)-flipped version of $\Psi(\tau)$ is always orthogonal to the companion state $\Psi(\tau)$. It is also clear that this amplitude is of purely topological in origin. (E.g. in the type IIB duality frame it is related to the intersection product on $T^6$.) Due to the fact that $H\sigma_3 H = \sigma_1$, where $\sigma_1$ is the bit flip operator we can alternatively conclude that the bit flipped version of the Fourier transform of one of the states is orthogonal to the Fourier transform of the other. Recall also that according to Eq. (37) such bit flip errors are related to the action of the flat covariant derivatives with respect to the moduli.

As a last application of the vanishing of the amplitude of Eq. (68), Eqs. (63) and (33) give the meaning of the parameter $\delta$ as the phase of the central charge $Z$ (up to a shift by $\pi$). These results shed some light on the quantum information theoretic meaning of the second constraint of Eq. (50).

In closing this section we present the well-known solution of the stabilization equations giving the moduli fields as a function of $\tau^{19,21,31}$

$$z^1 = \frac{-H_1 H^1 + H_0 H^0 + H_2 H_2 + H_3 H_3 - i e^{-2U}}{2(H^2 H^3 - H^0 H_1)},$$  \hfill (69)
with the remaining equations for $z^2$ and $z^3$ are arising after cyclic permutation of the numbers $1, 2, 3$. Here $H^I = P^I + P^I \tau$, $H_J = Q_J + Q_J \tau$, with $I, J = 0, 1, 2, 3$, and the warp factor is given by Eq. (51). It is straightforward to check that the solution $z^a(\tau)$ satisfies the correct asymptotic behavior of Eq. (61) and

$$z^a(\infty) = -i \sqrt{\frac{2Q_0 P^a}{s_{abc} P^b P^c}}, \quad s_{abc} \equiv |\varepsilon_{abc}|.$$  

(70)

By virtue of Eqs. (28)-(31) and (61) it is clear that the asymptotic values of the 8 amplitudes of $|\Psi(0)\rangle$ are generally non-zero. However, the flow $z^a(\tau)$ in moduli space giving rise to the flow $|\Psi(\tau)\rangle$ results in a GHZ state at the horizon having merely 2 nonvanishing amplitudes (see Eq. (64)).

This distillation process is the one that was studied for BPS solutions. Later a non-BPS generalization was also given. In this case the distillation process gives rise to graph states at the horizon. However, the analysis in these papers was restricted merely to double extremal solutions for which the moduli are constant even away from the horizon. Hence in these studies the important question of how the distillation process becomes unfolded as $\tau$ changes have not been addressed. Our aim in the next section is to investigate such issues by studying the non-BPS flow explicitly.

V. THE FLOW FOR THE NON-BPS D0-D4 SYSTEM

In this section we study the flow $|\Psi(\tau)\rangle$ answering the full radial flow $z^a(\tau)$ obtained for the 5 parameter family of non-BPS seed solutions of a $D0-D4$ system described by Gimon et al. More precisely it turns out to be rewarding to study the properties of a related flow $|\chi(\tau)\rangle$ instead by multiplying $|\Psi(\tau)\rangle$ by the warp factor. Then we show that the Fourier amplitudes of this new state satisfy a first order system of differential equations in accordance with our expectation coming from previous studies.

First we address the quantum information theoretic aspects of the seed solution. For the $D0-D4$ system we chose $Q_0 < 0$ and $P^a > 0$, $a = 1, 2, 3$. Let us define

$$z^a = x^a - iy^a, \quad x^a = Ra^a, \quad y^a = Ra e^{\phi_a}, \quad Ra = \sqrt{-2Q_0 P^a / s_{abc} P^b P^c}.$$  

(71)

From Eq. (20) the equations to be solved are

$$\frac{d}{d \tau} (i_a e^{-2\phi_a}) = 2e^{2U} \frac{\partial V_{BH}}{\partial t_a}, \quad a = 1, 2, 3.$$  

(72)
\begin{align}
\dot{\phi}_a + (i_a e^{-\phi_a})^2 &= 2 e^{2U} \frac{\partial V_{BH}}{\partial \phi_a}, \quad a = 1, 2, 3, \\
\ddot{U} &= e^{2U} V_{BH}.
\end{align}

Moreover, according to Eq. (11) we also have the constraint
\begin{equation}
\dot{U}^2 + \frac{1}{4} \sum_a \left( \dot{\phi}_a^2 + [i_a e^{-\phi_a}]^2 \right) = e^{2U} V_{BH}.
\end{equation}

As a first step we define a new three-qubit state by incorporating also the warp factor as
\begin{equation}
|\chi(\tau)\rangle \equiv e^{U(\tau)} |\Psi(\tau)\rangle = e^{U(\tau)} (S_3 \otimes S_2 \otimes S_1) |\Gamma\rangle.
\end{equation}

This state depends on the charges, the moduli and the warp factor. The discrete Fourier transform of this state (for the definitions see Eqs. (25), (38), (40) and (41))
\begin{equation}
|\bar{\chi}(\tau)\rangle = (H \otimes H \otimes H) |\chi(\tau)\rangle = e^{U(\tau)} (P \otimes P \otimes P) (S_3 \otimes S_2 \otimes S_1) |\Gamma\rangle,
\end{equation}
will play a particularly important role in the following.

For later use we write out explicitly the amplitudes of this Fourier transformed state $|\bar{\chi}(\tau)\rangle$
\begin{align}
\bar{\chi}_{001} &= \frac{1}{2} |I_4\rangle \frac{1}{2} e^{\beta+\phi_2+\phi_3}, \quad \bar{\chi}_{010} = \frac{1}{2} |I_4\rangle \frac{1}{2} e^{\beta+\phi_1+\phi_3}, \quad \bar{\chi}_{100} = \frac{1}{2} |I_4\rangle \frac{1}{2} e^{\beta+\phi_1+\phi_2}, \\
i\bar{\chi}_{110} &= \frac{1}{2} |I_4\rangle \frac{1}{2} e^{\beta+\phi_1(t_2 + t_3)}, \quad i\bar{\chi}_{101} = \frac{1}{2} |I_4\rangle \frac{1}{2} e^{\beta+\phi_2(t_1 + t_3)}, \quad i\bar{\chi}_{011} = \frac{1}{2} |I_4\rangle \frac{1}{2} e^{\beta+\phi_3(t_1 + t_2)}, \\
&\bar{\chi}_{000} = 0, \quad \bar{\chi}_{111} = -\frac{1}{2} |I_4\rangle \frac{1}{2} e^{\beta(1 + t_1t_2 + t_2t_3 + t_3t_1)}.
\end{align}

Here
\begin{equation}
\beta = U - \frac{1}{2} (\phi_1 + \phi_2 + \phi_2), \quad |I_4| = -I_4 = -4Q_0 P^1 P^2 P^3 > 0.
\end{equation}

Now in terms of these amplitudes the equations to be solved can be written as
\begin{align}
\left( \frac{d}{d\tau} - \dot{\phi}_a \right) (i_a e^{-\phi_a}) &= -2 \langle \bar{\chi} | Y_a | \bar{\chi} \rangle, \\
\ddot{\phi}_a + (i_a e^{-\phi_a})^2 &= 2 \langle \bar{\chi} | Z_a | \bar{\chi} \rangle, \\
\ddot{U} &= \langle \bar{\chi} | \bar{\chi} \rangle,
\end{align}
where the operators $Z_1 \equiv I \otimes I \otimes \sigma_3$, $Z_2 \equiv I \otimes \sigma_3 \otimes I$ and $Z_3 = \sigma_3 \otimes I \otimes I$ describe phase flips of the $a$th qubit in the Fourier transformed base. The quantities $Y_a$ are defined using $\sigma_2$ accordingly. Notice also that the operators $\frac{1}{2}(1 + Z_a)$ where $1$ is the $8 \times 8$ unit matrix, are
projection operators. Hence by adding the half of Eqs. (83) to Eq. (84) gives rise to three equations which contain merely three amplitudes ($\tilde{\chi}_0 = 0$) on the right hand side. These manipulations also justify the introduction of a new variable.\footnote{This is a reference to a note or a specific discussion in the text.}

\[ \alpha_a \equiv U + \frac{1}{2} \phi_a, \]  

(85)

Using this new variable instead of Eqs. (83) we can use the ones

\[ \bar{\alpha}_1 - 2 \left( \frac{i}{2} \tilde{t}_a e^{-\phi_a} \right)^2 = 2(\tilde{\chi}_2^2 + \tilde{\chi}_4^2 - \tilde{\chi}_6^2), \]  

(86)

\[ \bar{\alpha}_2 - 2 \left( \frac{i}{2} \tilde{t}_2 e^{-\phi_2} \right)^2 = 2(\tilde{\chi}_1^2 + \tilde{\chi}_4^2 - \tilde{\chi}_5^2), \]  

(87)

\[ \bar{\alpha}_3 - 2 \left( \frac{i}{2} \tilde{t}_3 e^{-\phi_3} \right)^2 = 2(\tilde{\chi}_1^2 + \tilde{\chi}_2^2 - \tilde{\chi}_3^2), \]  

(88)

where from now on we use decimal labelling for our amplitudes. For Eq. (82) we have the form

\[ \begin{pmatrix} \frac{d}{d\tau} - \phi_1 & 0 & 0 \\ 0 & \frac{d}{d\tau} - \phi_2 & 0 \\ 0 & 0 & \frac{d}{d\tau} - \phi_3 \end{pmatrix} \begin{pmatrix} \frac{i}{2} \tilde{t}_1 e^{-\phi_1} \\ \frac{i}{2} \tilde{t}_2 e^{-\phi_2} \\ \frac{i}{2} \tilde{t}_3 e^{-\phi_3} \end{pmatrix} = 2 \begin{pmatrix} \tilde{\chi}_7 & -\tilde{\chi}_4 & -\tilde{\chi}_2 \\ -\tilde{\chi}_4 & \tilde{\chi}_7 & -\tilde{\chi}_1 \\ -\tilde{\chi}_2 & -\tilde{\chi}_1 & \tilde{\chi}_3 \end{pmatrix}, \]  

(89)

and the sum of Eq. (84) and $-\frac{1}{2}$ the sum of Eqs. (83) gives

\[ \bar{\beta} + 2 \sum_a \left( \frac{i}{2} \tilde{t}_a e^{-\phi_a} \right)^2 = 4\tilde{\chi}_7^2 - 2(\tilde{\chi}_0^2 + \tilde{\chi}_3^2 + \tilde{\chi}_5^2). \]  

(90)

Now, the crucial observation which enables an explicit construction of the seed solutions is the fact that in the Fourier transformed basis we have seven nonvanishing amplitudes, and the constraint Eq. (75) is consisting of squares of seven terms. Using the decimal labelling for the amplitudes of $|\tilde{\chi}\rangle$ this constraint can be written in the form

\[ \bar{\beta}^2 + \sum_{a \neq b \neq c} (\bar{\alpha}_a + \bar{\alpha}_b - \bar{\alpha}_c)^2 + \sum_a (e^{-\phi_a} \tilde{t}_a)^2 = 4(\tilde{\chi}_7^2 + \tilde{\chi}_1^2 + \tilde{\chi}_2^2 + \tilde{\chi}_4^2 + \tilde{\chi}_0^2 - \tilde{\chi}_3^2 - \tilde{\chi}_5^2). \]  

(91)

A natural choice to satisfy this constraint up to a sign is

\[ \pm \tilde{\chi}_7 = \frac{1}{2} \bar{\beta}, \quad \pm \tilde{\chi}_6 = \frac{i}{2} e^{-\phi_1} \tilde{t}_1, \quad \pm \tilde{\chi}_5 = \frac{i}{2} e^{-\phi_2} \tilde{t}_2, \quad \pm \tilde{\chi}_3 = \frac{i}{2} e^{-\phi_3} \tilde{t}_3, \]  

(92)

\[ \pm \tilde{\chi}_1 = \frac{1}{2} (\bar{\alpha}_1 - \bar{\alpha}_2 - \bar{\alpha}_3), \quad \pm \tilde{\chi}_2 = \frac{1}{2} (\bar{\alpha}_2 - \bar{\alpha}_1 - \bar{\alpha}_3), \quad \pm \tilde{\chi}_4 = \frac{1}{2} (\bar{\alpha}_3 - \bar{\alpha}_1 - \bar{\alpha}_2). \]  

(93)
Comparing these with the explicit form of the Fourier amplitudes of Eqs. (78)-(80) with \( \tilde{\chi}_{1,2,4} \) rewritten as
\[
\tilde{\chi}_1 = \frac{1}{2} |I_4|^{1/4} e^{\alpha_2 + \alpha_3 - \alpha_1}, \quad \tilde{\chi}_2 = \frac{1}{2} |I_4|^{1/4} e^{\alpha_3 + \alpha_1 - \alpha_2}, \quad \tilde{\chi}_4 = \frac{1}{2} |I_4|^{1/4} e^{\alpha_1 + \alpha_2 - \alpha_3},
\]
we get the following set of first order differential equations
\[
\dot{t}_a = \mp |I_4|^{1/4} (t_b + t_c) e^{3\alpha_a - \alpha_b - \alpha_c},
\]
\[
\dot{\beta} = \mp |I_4|^{1/4} e^\beta (1 + t_1 t_2 + t_2 t_3 + t_3 t_4),
\]
\[
(\dot{\alpha}_a + \dot{\alpha}_b - \dot{\alpha}_c) = \mp |I_4|^{1/4} e^{\alpha_a + \alpha_b - \alpha_c},
\]
where \( a \neq b \neq c \). The solutions to these equations with the upper sign choice were given in Gimon et al. Before recalling these solutions we show that these choices automatically solve Eqs. (86)-(90). Let us substitute instead of \( \frac{1}{2} t_a e^{-\phi_a} \) occurring in these equations the Fourier amplitudes of Eqs. (92). Then we get
\[
\ddot{\beta} = 4(\tilde{\chi}_1^2 - \tilde{\chi}_2^2 - \tilde{\chi}_3^2 - \tilde{\chi}_4^2),
\]
\[
\ddot{\alpha}_1 = 2(\tilde{\chi}_1^2 + \tilde{\chi}_4^2), \quad \ddot{\alpha}_2 = 2(\tilde{\chi}_1^2 + \tilde{\chi}_4^2), \quad \ddot{\alpha}_3 = 2(\tilde{\chi}_1^2 + \tilde{\chi}_4^2).
\]
In Eq. (89) we also replace \( \tilde{\chi}_7 \) by \( \frac{1}{2} \dot{\beta} \) (we have chosen the upper sign) to get
\[
\frac{d}{d\tau} \begin{pmatrix} \tilde{\chi}_6 \\ \tilde{\chi}_5 \\ \tilde{\chi}_3 \end{pmatrix} = 2 \begin{pmatrix} \frac{1}{2} (\dot{\beta} + \dot{\phi}_1) & -\tilde{\chi}_4 & -\tilde{\chi}_2 \\ -\tilde{\chi}_4 & \frac{1}{2} (\dot{\beta} + \dot{\phi}_2) & -\tilde{\chi}_1 \\ -\tilde{\chi}_2 & -\tilde{\chi}_1 & \frac{1}{2} (\dot{\beta} + \dot{\phi}_3) \end{pmatrix} \begin{pmatrix} \tilde{\chi}_6 \\ \tilde{\chi}_5 \\ \tilde{\chi}_3 \end{pmatrix}.
\]
Now using the explicit expressions for the Fourier amplitudes it is easy to check that these equations are indeed satisfied.

An interesting possibility is to write down these equations as first order equations for the Fourier amplitudes. From Eqs. (98) and (100) we get
\[
\frac{d}{d\tau} \begin{pmatrix} \tilde{\chi}_7 \\ \tilde{\chi}_6 \\ \tilde{\chi}_5 \\ \tilde{\chi}_3 \end{pmatrix} = 2 \begin{pmatrix} \frac{1}{2} \ddot{\beta} & -\tilde{\chi}_6 & -\tilde{\chi}_5 & -\tilde{\chi}_3 \\ 0 & \frac{1}{2} (\dot{\beta} + \dot{\phi}_1) & -\tilde{\chi}_4 & -\tilde{\chi}_2 \\ 0 & -\tilde{\chi}_4 & \frac{1}{2} (\dot{\beta} + \dot{\phi}_2) & -\tilde{\chi}_1 \\ 0 & -\tilde{\chi}_2 & -\tilde{\chi}_1 & \frac{1}{2} (\dot{\beta} + \dot{\phi}_3) \end{pmatrix} \begin{pmatrix} \tilde{\chi}_7 \\ \tilde{\chi}_6 \\ \tilde{\chi}_5 \\ \tilde{\chi}_3 \end{pmatrix}.
\]
Similarly from Eq. (99) using Eq. (94) the corresponding equation is
\[
\frac{d}{d\tau} \begin{pmatrix} \tilde{x}_1 \\ \tilde{x}_2 \\ \tilde{x}_4 \end{pmatrix} = 2 \begin{pmatrix} -\tilde{x}_1 & 0 & 0 \\ 0 & -\tilde{x}_2 & 0 \\ 0 & 0 & -\tilde{x}_4 \end{pmatrix} \begin{pmatrix} \tilde{x}_1 \\ \tilde{x}_2 \\ \tilde{x}_4 \end{pmatrix} .
\] (102)

An alternative form for Eq. (101) can be given by noticing that
\[
\dot{\beta} + \dot{\phi}_a = 2\dot{U} - (\dot{\alpha}_b + \dot{\alpha}_b - \dot{\alpha}_a) = 2\dot{U} + |I_4|^{1/4}e^{\alpha_b + \alpha_c - \alpha_a} = 2\dot{U} + 2\tilde{\chi}_{1,2,4},
\] (103)
hence we have
\[
\frac{d}{d\tau} \begin{pmatrix} \tilde{x}_7 \\ \tilde{x}_6 \\ \tilde{x}_5 \\ \tilde{x}_3 \end{pmatrix} = 2 \begin{pmatrix} \tilde{x}_7 & -\tilde{x}_6 & -\tilde{x}_5 & -\tilde{x}_3 \\ 0 & \dot{U} + \tilde{x}_1 & -\tilde{x}_4 & -\tilde{x}_2 \\ 0 & -\tilde{x}_4 & \dot{U} + \tilde{x}_2 & -\tilde{x}_1 \\ 0 & -\tilde{x}_2 & -\tilde{x}_1 & \dot{U} + \tilde{x}_4 \end{pmatrix} \begin{pmatrix} \tilde{x}_7 \\ \tilde{x}_6 \\ \tilde{x}_5 \\ \tilde{x}_3 \end{pmatrix} .
\] (104)

Eqs. (102) and (104) are first order equations containing the Fourier amplitudes of our charge, moduli and warp factor dependent states and $\dot{U}$. However, we can express $\dot{U}$ in terms of some of the $\tilde{\chi}$s as follows. Let us define
\[
w \equiv \frac{1}{2}(\tilde{x}_7 - \tilde{x}_1 - \tilde{x}_2 - \tilde{x}_4).
\] (105)

Then from Eqs. (102) and (104) we get
\[
\frac{d}{d\tau} w = (\tilde{x}_1)^2 + (\tilde{x}_2)^2 + (\tilde{x}_4)^2 + (\tilde{x}_7)^2 - (\tilde{x}_6)^2 - (\tilde{x}_5)^2 - (\tilde{x}_3)^2 = e^{2U}V_{BH}.
\] (106)

Hence from Eq. (84)
\[
\frac{d}{d\tau} U = w \equiv e^{U}\mathcal{W}.
\] (107)

The new quantity $\mathcal{W}$
\[
\mathcal{W} = \frac{1}{2}(\tilde{\Psi}_7 - \tilde{\Psi}_1 - \tilde{\Psi}_2 - \tilde{\Psi}_4) = \frac{1}{2}(\tilde{\Psi}_{111} - \tilde{\Psi}_{001} - \tilde{\Psi}_{010} - \tilde{\Psi}_{100}),
\] (108)
is the fake superpotential where it is easy to check that its explicit form coincides with the negative of the one as given by Eq. (6.8) of the paper by Bellucci et.al. Notice also that the fake superpotential contains only Fourier amplitudes of odd parity of the charge and moduli dependent three-qubit state $|\Psi\rangle$. This will be of some importance in the next section.
Since we have $\dot{U} = \frac{1}{2}(\tilde{\chi}_7 - \tilde{\chi}_1 - \tilde{\chi}_2 - \tilde{\chi}_4) = w$ we can write Eq. (104) in the final form

$$\frac{d}{d\tau} \begin{pmatrix} \tilde{\chi}_7 \\ \tilde{\chi}_6 \\ \tilde{\chi}_5 \\ \tilde{\chi}_3 \end{pmatrix} = 2 \begin{pmatrix} \tilde{\chi}_7 & -\tilde{\chi}_6 & -\tilde{\chi}_5 & -\tilde{\chi}_3 \\ 0 & w + \tilde{\chi}_1 & -\tilde{\chi}_4 & -\tilde{\chi}_2 \\ 0 & -\tilde{\chi}_4 & w + \tilde{\chi}_2 & -\tilde{\chi}_1 \\ 0 & -\tilde{\chi}_2 & -\tilde{\chi}_1 & w + \tilde{\chi}_4 \end{pmatrix} \begin{pmatrix} \tilde{\chi}_7 \\ \tilde{\chi}_6 \\ \tilde{\chi}_5 \\ \tilde{\chi}_3 \end{pmatrix}.$$ (109)

Hence Eqs. (102) and (109) show that in the case of the seed solution for the non-BPS $Z \neq 0$ $D0-D4$ system the $\tau$ derivatives of the Fourier amplitudes of our charge, moduli and warp factor-dependent state $|\chi\rangle$ can be expressed entirely in terms of the Fourier amplitudes.

VI. THE ATTRACTOR MECHANISM AS A DISTILLATION PROCEDURE

In this section we would like to demonstrate how the radial flow studied in the previous section gives rise to the distillation of a special three-qubit state at the black hole horizon. In order to see this procedure unfolding all we have to do is to use the solutions of the first order equations Eqs. (95)-(97) to obtain explicit expressions for the Fourier amplitudes $\tilde{\chi}_{lkj}(\tau)$. It means that starting from the asymptotic values $\tilde{\chi}_{lkj}(0)$ in the region with Minkowski geometry at the limit $\tau \to \infty$ we obtain the ones $\tilde{\chi}_{lkj}(\infty)$ at the horizon with $adS_2 \times S^2$ geometry. The solutions of Eqs. (95)-(97) are

$$e^{\alpha_a + \alpha_b - \alpha_c} = \frac{1}{d_c + |I_4|^{1/4}} \equiv \frac{1}{\hat{h}_c}, \quad a \neq b \neq c, \quad a, b, c = 1, 2, 3,$$ (110)

$$t_a = \frac{B}{\hat{h}_b\hat{h}_c}, \quad e^{-\beta} = -\hat{h}_0 - \frac{B^2}{\hat{h}_1\hat{h}_2\hat{h}_3}, \quad \hat{h}_0 \equiv -d_0 - |I_4|^{1/4}\tau$$ (111)

where

$$d_a = \frac{|I_4|^{1/4}}{\sqrt{2}P_a}, \quad d_0 = -\frac{|I_4|^{1/4}}{\sqrt{2}Q_0}(1 + B^2)$$ (112)

where for the definition of $|I_4|$ see Eq. (81). Notice that according to Eq. (111) and (71) for this 5 parameter solution we have

$$z^a = R_a B - ie^{-2U} \frac{1}{2} s_{abc} \hat{h}_b \hat{h}_c, \quad e^{-4U} = -\hat{h}_0 \hat{h}_1 \hat{h}_2 \hat{h}_3 - B^2$$ (113)

hence $B \equiv x^1(0) = x^2(0) = x^3(0)$.

In order to write down the explicit form of the amplitudes of our charge, moduli and warp factor dependent Fourier transformed state it is useful to introduce the new harmonic
functions

\[ H^a(\tau) = \frac{1}{\sqrt{2}} + P_a^a = \frac{P_a^a}{|I_4|^{1/4}} \hat{h}_a(\tau), \quad H_0(\tau) = -\frac{1}{\sqrt{2}} (1 + B^2) + Q_0 \tau = -\frac{Q_0}{|I_4|^{1/4}} \hat{h}_0, \]

(114)

and the warp factor

\[ e^{-4U(\tau)} = -4H_0(\tau)H^1(\tau)H^2(\tau)H^3(\tau) - B^2. \]

(115)

Using these results we get the following results for the Fourier amplitudes for our charge, moduli and warp factor dependent state \( |\tilde{\chi}\rangle \)

\[ \tilde{\chi}_{000}(\tau) = 0, \quad \tilde{\chi}_{001}(\tau) = \frac{P_1^1}{2H^1(\tau)}, \quad \tilde{\chi}_{010}(\tau) = \frac{P_2^2}{2H^2(\tau)}, \quad \tilde{\chi}_{100}(\tau) = \frac{P_3^3}{2H^3(\tau)}, \]

(116)

\[ \tilde{\chi}_{110}(\tau) = -\frac{i}{2} e^{2U(\tau)} \left[ \frac{P_2^2}{H^2(\tau)} - \frac{P_3^3}{H^3(\tau)} \right], \]

(117)

\[ \tilde{\chi}_{101}(\tau) = -\frac{i}{2} e^{2U(\tau)} \left[ \frac{P_1^1}{H^1(\tau)} - \frac{P_3^3}{H^3(\tau)} \right], \]

(118)

\[ \tilde{\chi}_{011}(\tau) = -\frac{i}{2} e^{2U(\tau)} \left[ \frac{P_1^1}{H^1(\tau)} - \frac{P_2^2}{H^2(\tau)} \right], \]

(119)

\[ \tilde{\chi}_{111}(\tau) = \frac{1}{2} e^{4U(\tau)} \left[ 4Q_0 H^1(\tau)H^2(\tau)H^3(\tau) - B^2 \sum_{a=1}^{3} \frac{P_a^a}{H^a(\tau)} \right]. \]

(120)

From this the components of the charge and moduli dependent Fourier transformed state \( |\tilde{\Psi}(\tau)\rangle \) are

\[ \tilde{\Psi}_{lkj}(\tau) = e^{-U(\tau)} \tilde{\chi}_{lkj}(\tau). \]

(121)

Since

\[ |\tilde{\Psi}(\tau)\rangle = (H \otimes H \otimes H) |\Psi(\tau)\rangle = \sum_{lkj=0}^{1} \tilde{\Psi}(\tau) |lkj\rangle, \]

(122)

one can show that in the asymptotically Minkowski region we have

\[ \lim_{\tau \to 0} |\tilde{\Psi}(\tau)\rangle = \frac{1}{\sqrt{2}} \left( P^1|001\rangle + P^2|010\rangle + P^3|100\rangle - iB(P^2 + P^3)|110\rangle - iB(P^1 + P^3)|101\rangle - iB(P^1 + P^2)|011\rangle + [Q_0 - B^2(P^1 + P^2 + P^3)]|111\rangle \right). \]

(123)

On the other hand at the horizon we have

\[ \lim_{\tau \to \infty} |\tilde{\Psi}(\tau)\rangle = |I_4|^{1/4} \frac{1}{2} \left( |001\rangle + |010\rangle + |100\rangle - |111\rangle \right). \]

(124)
This result shows that if we ”start” asymptotically with the state of Eq. (123) with seven nonvanishing generically different amplitudes we end up with the state of Eq. (124) having merely four nonvanishing amplitudes that are the same up to a sign. Notice also that the four nonvanishing amplitudes are having states with odd parity. This reminds us of the structure of the fake superpotential Eq. (108). This is as it should be since we know that in the near horizon limit \( W^2 \) should give the square root of \(-I_4 > 0\). Indeed, since we have

\[
\lim_{\tau \to \infty} \bar{\Psi}_{1,2,4}(\tau) = - \lim_{\tau \to \infty} \bar{\Psi}_7(\tau) = \frac{1}{2} |I_4|^{1/4},
\]

\[
\lim_{\tau \to \infty} W^2(\tau) = |I_4|^{1/2} = \sqrt{-4Q_0P_1P_2P_3}
\]

which is the correct value. According to Eqs. (48) and (52) in our three-qubit interpretation

\[
W^2(\infty) = \sqrt{\tau_{123}(|\Psi(\infty))},
\]

i.e. the square of the fake superpotential on the horizon is just the entanglement measure of the state of Eq. (124). It is important to realize that the components of the fake superpotential are precisely those amplitudes of our 3-qubit state which are not dying out as we are approaching the horizon. According to our previous results this also works for the BPS case (and as will be seen in the next section even for the non-BPS case with vanishing central charge). In order to verify this just recall that for BPS solutions \(|Z|\) plays the role of the superpotential which is according to Eqs. (28) and (64) is again related to the amplitude which is not dying out in the attractor limit.

VII. ENTANGLED STATES OF GHZ TYPE ON THE HORIZON

In the previous sections we have studied the distillation process in the special case of the non-BPS \( Z \neq 0 \) seed solution. Clearly similar results can be obtained for the most general non-BPS solutions\(^{11}\) and the non-BPS ones with vanishing central charge\(^{8}\). In this section however, our main concern will be to present the explicit forms of our 3-qubit state \(|\Psi(\tau)\rangle\) at the horizon. Of course the states we expect to show up are again GHZ-like states, but the new subtlety worth investigating in this context is the appearance of flat directions\(^{23}\). As we have mentioned we have to make distinction between three different cases \(1/2\)-BPS, non-BPS \( Z = 0 \), and non-BPS \( Z \neq 0 \) solutions.

In this section we use the \( p^I, q_I \) quantized charges instead of the \( P^I, Q_I \) dressed ones. This is because we would like to use the most general non-BPS \( Z \neq 0 \) solution\(^{11}\) which
has been produced by using an U-duality transformation acting nicely on such quantized charges. The dressed charges are rescaled quantities related to the quantized (undressed) ones via factors coming from the asymptotic volume moduli. Calculating the moduli $\tilde{z}^a$ using the black hole potential with $p^I, q_I$, the asymptotic volume of the tori are nontrivial $\tilde{y}^a(0) = v_a$. In order to get $y^a(0) = 1$ as in Eq. (11) we have to rescale the charges with real positive dressing factors. (For the definitions of these factors see the paper of Gimon et.al\textsuperscript{21}) The dictionary between the two conventions, i.e. $p^I, q_I$ with $\tilde{z}^a = z^a v_a$ and $P^I, Q_I$ with $z^a$ is then effected by the correspondence

$$V_{BH}(P^I, Q_I, z^a) = G_N V_{BH}(p^I, q_I, \tilde{z}^a)$$

(127)

where $G_N$ is the $D = 4$ Newton constant. The quartic invariant defined in Eq. (49) can also be written in terms of the quantized charges, hence

$$I_4(P^I, Q_I) = G_N^2 I_4(p^I, q_I).$$

(128)

In this section we denote $I_4 = I_4(p^I, q_I)$. One can check that not only the norm of $\Psi$ i.e. the square root of the black hole potential, but also our three-qubit state scales simply with $\sqrt{G_N}$

$$|\Psi(P^I, Q_I, z^a)| = \sqrt{G_N} |\Psi(p^I, q_I, \tilde{z}^a)|.$$

(129)

A. The BPS case

After these techniqualities first we turn once again to the BPS solutions. The black hole charge configurations supporting the $\frac{1}{2}$-BPS attractors at the event horizon are the ones satisfying the following set of constraints\textsuperscript{11}

$$I_4 > 0, \quad p^a p^b - p^0 q_c > 0.$$  

(130)

In this case the general $\frac{1}{2}$-BPS attractor flow solution is\textsuperscript{11,10}

$$
\exp(-4U) = I_4(h^I, h_I),
$$

(131)

$$
\tilde{x}^a(\tau) = \frac{h^I h_I - 2h^a h_a}{2(h^b h_c - h^0 h_a)},
$$

(132)

$$
\tilde{y}^a(\tau) = \frac{\sqrt{I_4(h^I, h_I)}}{2(h^b h_c - h^0 h_a)}.
$$

(133)
Here the indices \( a, b, c \) are distinct elements of the set \( \{1, 2, 3\} \), and no summation is implied on them, on the other hand for the indices \( I = 0, 1, 2, 3 \) summation is understood. The undressed harmonic functions are defined similarly to the \( 42 \) dressed ones

\[
h^I(\tau) = p^I + p^I \tau, \quad h_I(\tau) = q_I + q_I \tau.
\]  

(134)

In the horizon-limit we have

\[
\lim_{\tau \to \infty} \tilde{x}^a = \frac{p^I q_I - 2 p^a q_a}{2(p^b p^c - p^I q_a)}, \quad \lim_{\tau \to \infty} \tilde{y}^2 = \frac{\sqrt{T_4}}{2(p^b p^c - p^I q_a)}.
\]  

(135)

In order to obtain \( |\tilde{\Psi}(\tau)\rangle \) on the horizon, we have to apply \( (P \otimes P \otimes P)(S_3 \otimes S_2 \otimes S_1) \) on the charge vector and taking the limit \( \tau \to \infty \). For notational simplicity we introduce the abbreviation

\[
|\Psi\rangle \equiv \lim_{\tau \to \infty} |\Psi(\tau)\rangle.
\]  

(136)

Then using the identity

\[
4(p^2 p^3 - p^0 q_1)(p^3 p^1 - p^0 q_2)(p^1 p^2 - p^0 q_3) = (p^0)^2 I_4 + (2p^1 p^2 p^3 - p^0 p^1 q_I)^2
\]

(137)

we get

\[
|\Psi\rangle = \frac{-i}{2} \sqrt{\frac{I_4^\frac{1}{2}}{\beta^2 + \alpha^2}} \left[ \alpha(|000\rangle + |110\rangle + |101\rangle + |011\rangle) + i\beta(|111\rangle + |001\rangle + |010\rangle + |100\rangle) \right].
\]  

(138)

The discrete Fourier transform of this state is

\[
|\Psi\rangle = I_4^{\frac{1}{2}} \left[ \frac{\beta - i\alpha}{\sqrt{\beta^2 + \alpha^2}} |000\rangle - \frac{\beta + i\alpha}{\sqrt{\beta^2 + \alpha^2}} |111\rangle \right],
\]  

(139)

with

\[
\alpha = \sqrt{I_4} p^0, \quad \beta = 2p^1 p^2 p^3 - p^0 p^I q_I,
\]

(140)

in accordance with our previous results and Eqs. (64) and (65). It is important to realize at this point that our state at the horizon can alternatively be written as

\[
|\Psi\rangle = |Z| \frac{1}{\sqrt{2}} \left[ e^{-i \arg(Z)}|000\rangle - e^{i \arg(Z)}|111\rangle \right],
\]  

(141)

where the quantities \( |Z| \) and \( \arg(Z) \) now refer to the magnitude and phase of the central charge at the horizon. Recall that \( \arg(Z(\tau)) \) satisfies the following equation

\[
\frac{d}{d\tau} \arg(Z(\tau)) + A(\tau) = 0, \quad A = \frac{1}{2} \sum_{a=1}^{3} \frac{dy^a}{y^a},
\]  

(142)

i.e. \( A \) is the Kähler connection. Hence the relative phase factors that show up in the GHZ states of Eq. (64) and (139) are just the attractor values for the phase of the central charge governed by Eq. (142).
B. The non-BPS $Z = 0$ case

The non-BPS $Z = 0$ solutions can be obtained from the $\frac{1}{2}$-BPS ones simply by changing the sign of any two imaginary parts of the moduli. This yields the change of the $\frac{1}{2}$-BPS constraints

\begin{equation}
I_4 > 0, \quad p^a p^b - p^0 q_c > 0, \quad p^b p^c - p^0 q_a < 0, \quad p^c p^a - p^0 q_b < 0. \tag{143}
\end{equation}

During the calculation of $|\tilde{\Psi}\rangle$ the moduli appear only in the $S_a$ matrices. We can carry out the sign flip of some $\tilde{y}^a$ with the $\sigma_3$ Pauli matrix:

\begin{equation}
- \sigma_3 S_a = \frac{1}{\sqrt{y^a}} \begin{pmatrix} -\tilde{y}^a & 0 \\ -\tilde{x}^a & 1 \end{pmatrix}. \tag{144}
\end{equation}

Because of this $|\tilde{\Psi}_{23}\rangle = (\sigma_3 \otimes \sigma_3 \otimes I) |\tilde{\Psi}\rangle$ and $|\Psi_{23}\rangle = (H \otimes H \otimes H) |\tilde{\Psi}_{23}\rangle = (\sigma_1 \otimes \sigma_1 \otimes I) |\Psi\rangle$, where the indices of $|\Psi_{23}\rangle$ denote which moduli have been conjugated. By virtue of these observations we get

\begin{equation}
|\tilde{\Psi}_{12}\rangle = \frac{-i I_4^{\frac{1}{2}}}{2 \sqrt{\beta^2 + \alpha^2}} \left[ \alpha(|000\rangle - |110\rangle - |101\rangle + |011\rangle) + i \beta(|111\rangle - |001\rangle - |010\rangle + |100\rangle) \right], \tag{145}
\end{equation}

\begin{equation}
|\tilde{\Psi}_{23}\rangle = \frac{-i I_4^{\frac{1}{2}}}{2 \sqrt{\beta^2 + \alpha^2}} \left[ \alpha(|000\rangle + |110\rangle - |101\rangle - |011\rangle) + i \beta(|111\rangle + |001\rangle - |010\rangle - |100\rangle) \right], \tag{146}
\end{equation}

\begin{equation}
|\tilde{\Psi}_{13}\rangle = \frac{-i I_4^{\frac{1}{2}}}{2 \sqrt{\beta^2 + \alpha^2}} \left[ \alpha(|000\rangle - |110\rangle + |101\rangle - |011\rangle) + i \beta(|111\rangle - |001\rangle + |010\rangle - |100\rangle) \right]. \tag{147}
\end{equation}

The discrete Fourier transform of these states is

\begin{equation}
|\Psi_{12}\rangle = I_4^{\frac{1}{2}} \frac{1}{\sqrt{2}} \left[ \frac{\beta - i \alpha}{\sqrt{\beta^2 + \alpha^2}} |011\rangle - \frac{\beta + i \alpha}{\sqrt{\beta^2 + \alpha^2}} |100\rangle \right], \tag{148}
\end{equation}

\begin{equation}
|\Psi_{23}\rangle = I_4^{\frac{1}{2}} \frac{1}{\sqrt{2}} \left[ \frac{\beta - i \alpha}{\sqrt{\beta^2 + \alpha^2}} |110\rangle - \frac{\beta + i \alpha}{\sqrt{\beta^2 + \alpha^2}} |001\rangle \right], \tag{149}
\end{equation}

\begin{equation}
|\Psi_{13}\rangle = I_4^{\frac{1}{2}} \frac{1}{\sqrt{2}} \left[ \frac{\beta - i \alpha}{\sqrt{\beta^2 + \alpha^2}} |101\rangle - \frac{\beta + i \alpha}{\sqrt{\beta^2 + \alpha^2}} |010\rangle \right]. \tag{150}
\end{equation}

Note that $\alpha$ and $\beta$ are the same as in the $\frac{1}{2}$-BPS case however, now the charge configuration should be compatible with the restrictions of Eq. (143).
We can also write these states in the form of Eq. (141). For example singleing out the first qubit we get

$$|\Psi_{23}\rangle = |Z_1| \frac{1}{\sqrt{2}} \left[ e^{i\arg(Z_1)} |110\rangle - e^{-i\arg(Z_1)} |001\rangle \right],$$

(151)

where

$$Z_a \equiv D_a Z = -2iy^a D_a Z,$$

(152)

for the definition of $D_a Z$ see Eq. (19). Here as in Eq. (141) the quantities $|Z_1|$ and $\arg(Z_1)$ refer to their attractor values. Generally these quantities are $\tau$ dependent. For example $\arg(Z_1(\tau))$ satisfies the following equation

$$\frac{d}{d\tau} \arg(Z_1(\tau)) + A_1(\tau) = 0, \quad A_1 = \frac{1}{2} \left( \frac{dy^1}{y^1} - \frac{dy^2}{y^2} - \frac{dy^3}{y^3} \right).$$

(153)

Hence just like the phase of the central charge $\arg(Z)$ for $\frac{1}{2}$-BPS solutions for this non-BPS case the phase $-\arg(Z_1(\tau))$ flows to a value $\arctan(\alpha/\beta)$ as determined by the expressions in Eq. (140). The important difference here is the fact that in this case we have a different charge configuration which should now respect the non-BPS constraints of Eq. (143). Clearly, similar results hold for the second and third qubits playing a special role. Notice also that the quantities $|Z_a|$ where $a = 1, 2, 3$ occurring in the expressions of the three-qubit states like Eqs. (141) and (151) are just the attractor values of the fake superpotential

$$W_a(\tau) = |Z_a(\tau)|.$$

(154)

For the $\frac{1}{2}$-BPS case a similar role is played by the quantity $W(\tau) \equiv |Z(\tau)|$. Since

$$Z(\tau) = -\sqrt{2} \Psi_{111}, \quad Z_1 = \sqrt{2} \Psi_{110}, \quad Z_2(\tau) = \sqrt{2} \Psi_{101}, \quad Z_3 = \sqrt{2} \Psi_{011}$$

(155)

with the remaining amplitudes arising by complex conjugation (see Eq. (30)) we see that the fake superpotential in the relevant cases is related to the magnitudes of those amplitudes which are not dying out as the corresponding BPS or non-BPS flow approaches the horizon.
C. The non-BPS \( Z \neq 0 \) case

The general non-BPS \( Z \neq 0 \) case\(^{11}\) is extremely different. The general attractor flow solution is

\[
\exp(-4U(\tau)) = h_0(\tau)h_1(\tau)h_2(\tau)h_3(\tau) - b^2,
\]

\[
\tilde{x}^a(\tau) = \frac{\nu_a^2C_1^a + (\varsigma_a - \varrho_a)\nu_aC_2^a - \varrho_aC_3^a}{\nu_a^2C_1^a + 2\nu_aC_2^a + C_3^a},
\]

\[
\tilde{y}^a(\tau) = \frac{(\varsigma_a + \varrho_a)2\nu_aC_4}{\nu_a^2C_1^a + 2\nu_aC_2^a + C_3^a},
\]

where

\[
\nu_a = \nu e^{\alpha_a}, \quad \nu = \left(\frac{\beta + \alpha}{\beta - \alpha}\right)^{\frac{1}{4}},
\]

\[
\varsigma_a = \sqrt{-I_4 + (p^lq^l - 2p^aq_a)},
\]

\[
\varrho_a = \sqrt{-I_4 - (p^lq^l - 2p^aq_a)}.
\]

are charge-dependent constants with \( \alpha \) and \( \beta \) given by Eq. (140). The \( \alpha_a \) real constants satisfying the constraint

\[
\alpha_1 + \alpha_2 + \alpha_3 = 0,
\]

account for the flat directions\(^{11,23}\). The harmonic functions now defined as

\[
h_I(\tau) = b_I + (-I_4)^{\frac{1}{4}}\tau,
\]

giving rise to the quantities

\[
C_1^a = h_0h_c + h_0h_a + 2b,
\]

\[
C_2^a = h_0h_c - h_0h_a,
\]

\[
C_3^a = h_0h_c + h_0h_a - 2b,
\]

\[
C_4 = \exp(-2U) = \sqrt{h_0h_1h_2h_3 - b^2},
\]

also making their presence in Eqs. (156).

One can obtain the non-BPS seed solution\(^{21}\) investigated in Sec. V and VI as a special case of the general non-BPS \( Z \neq 0 \) solution with the parameters \( \varsigma_a = \varrho_a = \sqrt{-q_0p^a}{p^lq^l}, \nu = 1 = \nu_a, \alpha_a = 0 \). Here \( b = B/G_N \) is the undressed version of the \( B \) field of the seed solution.
Now we can present the horizon-limit of $\Psi$, with some calculational steps needed for its derivation are left for the Appendix

$$
|\tilde{\Psi}\rangle = \frac{1}{2} \cdot \frac{(-I_4)^{\frac{1}{4}}}{\sqrt{(p^2 - \alpha^2) \cosh(\alpha_3 + \varphi) \cosh(\alpha_2 + \varphi) \cosh(\alpha_1 + \varphi)}} \\
\cdot \left[ \eta_0|000\rangle + \eta_1|110\rangle + \eta_2|101\rangle + \eta_3|011\rangle + \kappa_0|111\rangle + \kappa_1|001\rangle + \kappa_2|010\rangle + \kappa_3|100\rangle \right],
$$

(166)

where

$$
\eta_0 = -i\alpha, \quad \eta_a = i(-\beta \sinh(-\alpha_a + 2\varphi) + \alpha \cosh(-\alpha_a + 2\varphi)),
$$

(167)

$$
\kappa_0 = -\beta, \quad \kappa_a = \text{sgn}(\nu)(\beta \cosh(\alpha_a + \varphi) - \alpha \sinh(\alpha_a + \varphi)),
$$

(168)

and let $\nu = \text{sgn}(\nu) e^{\varphi}$:

$$
\varphi = \ln |\nu|.
$$

(169)

Let us now consider some special charge-configurations giving rise to non-BPS $Z \neq 0$ solutions. For the $D0 - D4$ configuration only the charges $q_0$ and $p^a$ are switched on. We consider the case when $q_0 < 0$ and $p^a > 0$. Then $I_4 = 4q_0 p^1 p^2 p^3 < 0$, $\alpha = 0$, $\beta = 2p^1 p^2 p^3 > 0$, $\nu = 1$, and

$$
|\tilde{\Psi}\rangle = \frac{(-4q_0 p^1 p^2 p^3)^{\frac{1}{4}}}{2 \sqrt{\cosh(\alpha_3) \cosh(\alpha_2) \cosh(\alpha_1)}} \\
\cdot \left[ i \sinh(\alpha_1)|110\rangle + i \sinh(\alpha_2)|101\rangle + i \sinh(\alpha_3)|011\rangle \\
-|111\rangle + \cosh(\alpha_1)|001\rangle + \cosh(\alpha_2)|010\rangle + \cosh(\alpha_3)|100\rangle \right].
$$

(170)

As a special case when $\alpha_1 = \alpha_2 = \alpha_3 = 0$ one gets

$$
|\tilde{\Psi}\rangle = (-4q_0 p^1 p^2 p^3)^{\frac{1}{4}} \frac{1}{2} \left[ |001\rangle + |010\rangle + |100\rangle - |111\rangle \right],
$$

(171)

i.e. we get back to the state at the horizon obtained for the seed solution in Eq. (124).

Now we consider the dual case of the $D2 - D6$ charge-configuration$^{11,22,28}$. After choosing $p^0 > 0$, $q_0 > 0$, $I_4 = -4p^0 q_1 q_2 q_3 < 0$, $\alpha = \sqrt{|I_4|} p^0 > 0$, $\beta = 0$, $\nu = -1$, one obtains

$$
|\tilde{\Psi}\rangle = \frac{(4p^0 q_1 q_2 q_3)^{\frac{1}{4}}}{2 \sqrt{\cosh(\alpha_3) \cosh(\alpha_2) \cosh(\alpha_1)}} \\
\cdot \left[ -i|000\rangle + i \cosh(\alpha_1)|110\rangle + i \cosh(\alpha_2)|101\rangle + i \cosh(\alpha_3)|011\rangle \\
+ \sinh(\alpha_1)|001\rangle + \sinh(\alpha_2)|010\rangle + \sinh(\alpha_3)|100\rangle \right] .
$$

(172)
Specially, when $\alpha_1 = \alpha_2 = \alpha_3 = 0$

$$|\tilde{\Psi}\rangle = i (4p^0q_1q_2q_3)^{1/2} \frac{1}{2} \left[ |110\rangle + |101\rangle + |011\rangle - |000\rangle \right].$$  \hspace{1cm} (173)

Comparing Eqs. (171) and (173) one can see that for vanishing flat directions the $D0 - D4$ amplitudes are real and the $D2 - D6$ ones are purely imaginary. Moreover, these cases are dual in the sense that they are related by the bit flip operation $\sigma_1 \otimes \sigma_1 \otimes \sigma_1$. Notice also that the norms of these states give $\sqrt{-4q_0p^1p^2p^3}$ and $\sqrt{4p^0q_1q_2q_3}$ apart from the fact whether the flat directions are vanishing or not. These quantities multiplied by $\pi$ give the macroscopic black hole entropy\footnote{to be continued...}.

It is interesting to analyse the effect of the asymptotic data on such states on the horizon. More precisely we are interested in those changes that leave the entropy (i.e. the norm of the state) invariant. As an example let us consider the $D2 - D6$ case. In the hope to have an effect merely on the relative phases of the state at the horizon we can adjust the asymptotic values for the charges and the $\alpha_a$ parameters (flat directions) coming from the moduli. Other information coming from the asymptotic moduli are swallowed by the attractor mechanism.

Let us change the signs of the charges $q_1, q_2$ and $q_3$, in such a way that the constraint $p^0q_1q_2q_3 > 0$ is not changed. Then one can show\footnote{to be continued...} that the possibilities for $|\tilde{\Psi}\rangle$ are

$$|\tilde{\Psi}_{m_3m_2m_1}\rangle = i (4p^0q_1q_2q_3)^{1/2} \frac{1}{2} \left[ m_1|110\rangle + m_2|101\rangle + m_3|011\rangle - |000\rangle \right].$$ \hspace{1cm} (174)

where

$$(m_3, m_2, m_1) \in \{ (+ + +), (+ - -), (- + -), (- - +) \}. \hspace{1cm} (175)$$

Hence although these changes are not affecting the black hole entropy, they have an effect on the particular form of the state. As one can check the possible changes giving rise to the four states of Eq. (174) can be represented by phase flip error operators as

$$\sigma_3 \otimes \sigma_3 \otimes I, \quad \sigma_3 \otimes I \otimes \sigma_3, \quad I \otimes \sigma_3 \otimes \sigma_3, \quad (176)$$

where for example

$$|\tilde{\Psi}_{---}\rangle = (\sigma_3 \otimes \sigma_3 \otimes I)|\tilde{\Psi}_{+++}\rangle.$$ \hspace{1cm} (177)

Alternatively we can apply the corresponding bit flip error operators containing $\sigma_1$ on the Fourier transformed states. Notice that these four states are all invariant under $\sigma_3 \otimes \sigma_3 \otimes \sigma_3$. The result of this is that the subspace spanned by these states is invariant under an arbitrary
number of phase flips (or bit flips for the Fourier transformed subspace.) We can thus conclude that the effect of the change of this particular type of asymptotic data on the state at the horizon is the appearance of phase or bit flip errors associated with an invariant subspace spanned by the states of Eq. (174).

Let us now remain in the non-BPS $Z \neq 0$ charge orbit and fix the signs of the $D2 - D6$ charges, but this time let us change the asymptotic values for the parameters of the flat directions from $\alpha_a \equiv 0$ to $\alpha_a \neq 0$, $\alpha_1 + \alpha_2 + \alpha_3 = 0$. In this case we see that the uniform structure of Eq. (173) deteriorates via the schematic transformation rule (neglecting the normalization factor)

$$|000\rangle \mapsto |000\rangle, \quad |110\rangle \mapsto \cosh \alpha_1 |110\rangle - i \sinh \alpha_1 |001\rangle, \quad \text{e.t.c.} \tag{178}$$

Let us denote this new state i.e. the one of Eq. (172) by $|\tilde{\Psi}_{\alpha_3 \alpha_2 \alpha_1}\rangle$. Then one can show that

$$|\tilde{\Psi}_{\alpha_3 \alpha_2 \alpha_1}\rangle = (E_3 \otimes E_2 \otimes E_1)|\tilde{\Psi}_{+++}\rangle \tag{179}$$

where

$$E_a \equiv \frac{1}{\sqrt{\cosh \alpha_a}} \begin{pmatrix} 1 & 0 \\ i \sinh \alpha_a & \cosh \alpha_a \end{pmatrix}, \quad \alpha_1 + \alpha_2 + \alpha_3 = 0. \tag{180}$$

Hence the changes on the state $|\tilde{\Psi}_{+++}\rangle$ originating from the flat directions have the obvious interpretation of errors of more general kind depending on continuously changing parameters. Notice that we would have obtained the same state after changing the sign of the term $\cosh \alpha_a$ in the lower right corner of the matrix in Eq. (180). Such matrices $E_a^\pm \in \text{GL}(2, \mathbb{C})$ in the limit $\alpha_a \to 0$ result in the phase flip error operators $\sigma_3$ acting on the corresponding qubit we have already discussed. In quantum information theory the GL(2, $\mathbb{C}$) operators acting on the qubits are called transformations associated with stochastic local operations and classical communication (SLOCC)\textsuperscript{38}. It is amusing to see that though the error operators $E_a^\pm$ act locally but the constraint $\alpha_1 + \alpha_2 + \alpha_3 = 0$ (in the type IIA duality frame coming from deformations preserving the overall volume of $T^6$) refers to the fact that they are not independent. In quantum information theory such constraints usually refer to an agreement between the parties effected via the use of classical channels. Finally in closing this subsection we note that the normalized part of the attractor state of Eq. (173) i.e. $|\tilde{\Psi}_{+++}\rangle$ is just the one which can be used to establish a very striking version of Bell’s Theorem.\textsuperscript{39}
D. The $D0 − D6$ case

As another special subcase of the non-BPS $Z \neq 0$ one, finally we consider the $D0 − D6$ solution. This charge-configuration can only appear in the non-BPS regime, because $I_4 = -(p^0 q_0)^2 < 0$ independent of the signs of the charges. Originally, the general non-BPS $Z \neq 0$ solution was produced by an $SL(2, \mathbb{R})^{\otimes 3}$ U-duality transformation of the $D0 − D6$ one\textsuperscript{11,21}. Due to the $\varsigma_a, \varrho_a$ parametrisation of this transformation, (see Eqs. (158) and (159)) we can not produce neither the identity transformation nor the transformations that bring us back to the $D0 − D6$ case with different charges. Hence we can not simply write the $D0 − D6$ charges into the corresponding formulae for the horizon-limit of $\Psi(\tau)$. However, for the calculation of $\Psi(\tau)$ on the horizon we can directly use the original $D0 − D6$ solutions\textsuperscript{11} instead.

\[
\exp(-4U(\tau)) = h_0(\tau)h_1(\tau)h_2(\tau)h_3(\tau) - b^2, \tag{181}
\]

\[
\tilde{x}^a(\tau) = \frac{\nu_a' C_a}{C^3}, \tag{182}
\]

\[
\tilde{y}^a(\tau) = \frac{2\nu_a' C_4}{C^3}, \tag{183}
\]

with the notation introduced in Eqs. (162)-(165), and

\[
\nu_a' = \left(\frac{q_0}{p^0}\right)^{\frac{1}{3}} e^{\alpha_a}. \tag{184}
\]

Note, that on the horizon $x^a \rightarrow 0$ and $y^a \rightarrow \nu_a'$. With this moduli the calculation of $\tilde{\Psi}$ is much easier, than in the general case. Finally a straightforward calculation yields the result

\[
|\tilde{\Psi}\rangle = \frac{1}{\sqrt{2}}(-I_4)^{\frac{1}{2}} \left[-i|000\rangle + |111\rangle\right]. \tag{185}
\]

Note that this state is independent of the $\alpha_a$ parameters of flat directions.

VIII. CONCLUSIONS

In this paper we have shown that in the special case of the STU model the attractor mechanism for extremal, static and spherically symmetric BPS and non-BPS black hole solutions can be cast in a form of a distillation procedure of entangled three-qubit states of special kind on the horizon. Such states are belonging to the so called GHZ-class featuring
maximum tripartite entanglement. In obtaining this result our main calculational tool was to organize the charges, the moduli fields and the warp factor in a suitably defined three-qubit state (Eqs. (25), (26) and (70)). This state is just lying on the $\text{GL}(2, \mathbb{C})^\times 3$ orbit of a three-qubit ”charge state” (Eq. (22)) fixing the charge orbit to which the particular solution belongs. To conform with the well-known fact that the duality group of the STU model is not $\text{GL}(2, \mathbb{C})^\times 3$ but $\text{SL}(2, \mathbb{R})^\times 3$ our state is also satisfying a reality condition (Eq. (31)). On this three-qubit state the flat covariant derivatives are acting as phase (sign) or bit flip errors (Eq. (34)) depending on whether we express the state in the computational basis or in its discrete Fourier transformed version (Eq. (38)-(39)). The black hole potential can be expressed as the norm of our state (Eq. (27)).

For spherically symmetric solutions such states are also displaying an explicit dependence on the radial coordinate $r = \frac{1}{\tau}$ referring to the distance from the horizon. By solving the equations of motion for the moduli fields and warp factor we end up with a flow of BPS or non BPS type depending on the charge configuration. Using the explicit forms of these flows that has recently become available in the literature we can study the distillation procedure in detail. In order to illustrate how this distillation becomes unfolded as we approach the horizon we have chosen the recently discovered non-BPS seed solution.

For such solutions we observed that the charge, moduli, and warp factor dependent state of Eq. (76) satisfies a system of first order differential equations (Eqs. (102) and (109)) featuring the fake superpotential (Eq. (105)). This observation conforms with the recent results on the first order formalism relating supergravity flows to geodesic motion on the moduli space of the 3D dimensionally reduced theory. In the light of this connection it would be nice to elaborate further on this point and establish an entanglement based understanding of some of these results.

For the non-BPS seed solutions we managed to demonstrate how a standard GHZ state at the horizon emerges from a state characterizing the flow at the asymptotically Minkowski region. The attractor mechanism in this picture simply amounts to the fact that three amplitudes out of the seven nonequal nonvanishing ones of our three-qubit state are dying out as we approach the horizon (see Eqs. (123) and (124)). The remaining amplitudes have the same magnitudes related to the macroscopic black hole entropy. The relative phase factors of these amplitudes are merely signs reflecting the structure of the fake superpotential.

In this paper we also conducted a detailed study on the structure of ”attractor states”.
By this term we denote the particular states we obtain from our $\tau$ dependent ones after performing the $\tau \to \infty$ limit. We have shown that the $\frac{1}{2}$-BPS and non-BPS $Z = 0$ cases are very similar. The attractor states are of canonical GHZ form with the relative phases related to the phases of the central charge $Z$ or the phases of the quantities $Z_a$, $a = 1, 2, 3$ which are just the flat covariant derivatives of $Z$ (Eqs. (141) and (151)). We observed that in these cases and also in the case of the $Z \neq 0$ seed solutions the fake superpotential is related to those amplitudes of our $\tau$ dependent states which are not dying out as we approach the horizon.

The new subtlety arising in the non-BPS $Z \neq 0$ case is the appearance of flat directions. As it is known for the $D0-D6$ case the parameters labelling the flat directions are related to deformations of the volumes of the three tori $T^2$ preserving the overall volume of $T^6$ (in the type IIA duality frame). We have found that for this charge configuration the flat directions are not making their presence in the corresponding attractor state. (Though they do appear in the particular form of the attractor values of the moduli.) However, for the most general charge configuration flat directions do appear in the attractor states. In the special cases of the $D0-D4$ and $D2-D6$ systems we have shown that the effect of the flat directions is to deteriorate the uniform structure of the corresponding attractor states obtained by starting the flow not in any of the flat directions. It is known that the effect of changing the signs of the $D2$ and $D4$ charges asymptotically results in phase or bit flip errors on the attractor states. By virtue of this the presence of flat directions adds an additional twist to this picture. In particular we have demonstrated that flat directions can entertain the possible interpretation as errors of more general type (i.e. ones depending on continuously changing parameters) acting on attractor states.

Now we comment on the possible physical relevance of our three-qubit states. Obviously our compressing of the various ingredients of the STU model in a three-qubit state at this stage is merely a nice way of understanding the structure of BPS and non-BPS solutions in the STU model. Notice however, that the attractor states are always just the ones that are connected to the structure of the fake superpotential. Indeed, the fake superpotential in our examples turned out to be related to those amplitudes of our three-qubit states which are not dying out during the process of distillation. It is known that upon quantization of the radial evolution of the moduli results in a semiclassical wave function the phase of which is featuring the quantity $e^{U} \mathcal{W}$ which is just formed out of the aforementioned amplitudes of
our three-qubit state of Eq. (76). (See also Eqs. (105), (107) and (108).) This observation might give a clue towards getting a deeper insight into the physical meaning of our GHZ-like states.

Finally notice that although being very special, the STU model captures the essential features also of extremal black holes in the $N = 4, 8$ theories. Moreover many of its features generalize well to other black hole solutions (such as those arising from CY compactifications). In this respect we just remark that the maximal $N = 8, d = 4$ supergravity has seven STU subsectors corresponding to its consistent truncations. In the corresponding extremal black hole solution context this observation has already been related to systems exhibiting tripartite entanglement of seven qubits\cite{4,5}. It would be interesting to study distillation issues for this more general scenario using the ideas as developed in this paper.

**Appendix A: Calculating $\Psi(\tau)$ on the horizon (non-BPS $Z \neq 0$ case)**

In this appendix we outline the main steps leading to the explicit expression of $\Psi$ on the horizon. First recall the explicit form of the non-BPS $Z \neq 0$ attractor flow of Eqs. (156)-(165). Using the (158) and (159) forms of $\varsigma_a$ and $\varrho_a$, we can alternatively write this flow as

\[
\tilde{x}^a(\tau) = \frac{p^I q_I - 2p^a q_a}{2(p^b p^c - p^b q_a)} C^a_x(\tau),
\]

\[
\tilde{y}^a(\tau) = \frac{\sqrt{-I_4}}{2(p^b p^c - p^b q_a)} C^a_y(\tau).
\]

Here the $\tau$ dependent terms are

\[
C^a_x(\tau) = \frac{\nu_a^2 C^a_1 - C^a_3}{\nu_a^2 C^a_1 + 2\nu_a C^a_2 + C^a_3},
\]

\[
C^a_y(\tau) = \frac{4\nu_a C^a_4}{\nu_a^2 C^a_1 + 2\nu_a C^a_2 + C^a_3}.
\]

Since the moduli can be written as $\tilde{x}^a(\tau) = A^a + B^a C^a_x(\tau)$ and $\tilde{y}^a(\tau) = B^a C^a_y(\tau)$, the transformation $S_a$ of Eq. (25) can be expressed as

\[
S_a = \frac{1}{\sqrt{y^a C_a B_a A_a}}
\]

where

\[
C_a = \begin{pmatrix} C^a_y & 0 \\ -C^a_x & 1 \end{pmatrix}, \quad B_a = \begin{pmatrix} B^a & 0 \\ 0 & 1 \end{pmatrix}, \quad A_a = \begin{pmatrix} 1 & 0 \\ -A^a & 1 \end{pmatrix}.
\]
After these preliminaries the transformation $S_3 \otimes S_2 \otimes S_1$ can be carried out in three steps. First in order to use the \textsuperscript{130} definition of $\alpha$ and $\beta$ also in this non-BPS case, the identity \textsuperscript{137} have to be changed as

$$4(p^2p^3 - p^0q_1)(p^3p^1 - p^0q_2)(p^1p^2 - p^0q_3) = \beta^2 - \alpha^2$$ (A7)

due to $I_4(\Gamma) < 0$. By virtue of this we can perform the first two transformation

$$(B_3A_3 \otimes B_2A_2 \otimes B_1A_1)|\Gamma\rangle =$$

$$= \frac{1}{\sqrt{8}} \frac{-I_4}{\beta^2 - \alpha^2} \left[ \alpha(|000\rangle + |011\rangle + |101\rangle + |110\rangle) + \beta(|111\rangle + |100\rangle + |010\rangle + |001\rangle) \right] =$$

$$= \frac{-I_4}{\beta^2 - \alpha^2} \left[ \frac{1}{2} (\beta + \alpha)|\tilde{0}\tilde{0}\tilde{0}\rangle - \frac{1}{2} (\beta - \alpha)|\tilde{1}\tilde{1}\tilde{1}\rangle \right]$$ (A8)

where $|\tilde{0}\rangle$ and $|\tilde{1}\rangle$ are the \textsuperscript{39} Hadamard transformed states. On this latter form the transformation $(C_3 \otimes C_2 \otimes C_1)$ acts readily. The $\tau$-dependency appears only in $C_a$. In the horizon-limit we obtain

$$\lim_{\tau \to \infty} C^a_x = \frac{\nu^2_a - 1}{\nu^2_a + 1} = \frac{1}{2} \left( \nu_a - \frac{1}{\nu_a} \right), \quad \lim_{\tau \to \infty} C^a_y = \frac{2\nu_a}{\nu^2_a + 1} = \frac{1}{2} \left( \nu_a + \frac{1}{\nu_a} \right),$$ (A9)

with these formulae we get the result of \textsuperscript{166}-\textsuperscript{167}.  

\hspace{0.25cm}

1 M. J. Duff, Phys. Rev. D\textbf{76} 025017 (2007), arXiv:hep-th/0601134.

2 R. Kallosh, A. Linde, Phys. Rev. D\textbf{73} 104033 (2006), arXiv: 0602061.

3 P. Lévy, Phys. Rev. D\textbf{74}, 024030 (2006), arXiv:0603136.

4 M. J. Duff, S. Ferrara, Phys. Rev. D\textbf{76} 025018 (2007), arXiv: quant-ph0609227

5 P. Lévy, Phys. Rev. D\textbf{75} 024024 (2007), arXiv:hep-th/06 10314.

6 M. J. Duff, S. Ferrara, Phys. Rev. D76 124023 (2007), arXiv:0704.0507[hep-th].

7 P. Lévy, Phys. Rev. D\textbf{76}, 106011 (2007), arXiv:0708.279 9 [hep-th].

8 S. Bellucci, A. Marrani, E. Orazi, A. Shcherbakov, Phys. Lett. B655 185 (2007),

9 L. Borsten, D. Dahanayake, M. J. Duff, W. Rubens, H. Ebrahim, Phys. Rev. Lett. \textbf{100} 251602 (2008), [arXiv:0802.0840[hep-th]],

10 L. Borsten, Fortschr. Phys. \textbf{56} (7-9) 842 (2008), L. Borsten, D.Dahanayake, M. J. Duff, H. Ebrahim, W. Rubens, Phys.Rev.A\textbf{80} 032326 (2009), [arXiv:0812.3322[quant-ph]], L. Borsten, D. Dahanayake, M. J. Duff, W. Rubens, Phys. Rev. D\textbf{80} 026003 (2009), [arXiv:0903.5517[hep-th]].
Phys. Rev. D\textbf{71} 045009 (2005), A. Ceresole and G. Dall’Agata, Journal of High Energy Physics \textbf{0703}, 110 (2007), [arXiv:hep-th/0702088] L. Andrianopoli, R. D’Auria, E. Orazi, M. Trigiante, Journal of High energy Phys

25 M. Günyaydin, A. Neitzke, B. Pioline and A. Waldron, Journal of High Energy Physics \textbf{0709} 056 (2007), M. Günyaydin, A. Neitzke, B. Pioline and A. Waldron, Phys. Rev. D\textbf{73} 084019 (2006), [arXiv:hep-th/0512296] G. Bossard, Y. Michel and B. Pioline, Journal of High Energy Physics 1001:038 (2010), [arXiv:0908.1742]

26 ”STU Black Holes as Four-Qubit Systems”, in preparation.

27 S. Ferrara, E. G. Gimon, and R. Kallosh, Phys. Rev. D\textbf{74} 125018 (2006), [arXiv:hep-th/0606211]

28 R. Kallosh, N. Sivanandam, and M. Soroush, Phys. Rev. D\textbf{74} 065008 (2006), [arXiv:hep-th/0606263]

29 A. Strominger, Commun. Math. Phys. \textbf{133} 163 (1990). A. Ceresole, R. D’Auria and S. Ferrara, Nucl. Phys. Suppl. \textbf{46} 67 (1996).

30 R. Kallosh, S. Srivanandam, and M. Soroush, J. High energy Physics, \textbf{03}, 060 (2006), [arXiv:hep-th/0602005]

31 F. Denef, Journal of High Energy Physics \textbf{08} 050 (2000), [arXiv:hep-th/0005049] B. Bates and F. Denef, [arXiv:hep-th/0304094].

32 M. Cvetic and D. Youm, Phys. Rev. D\textbf{53}, 584 (1996)

33 R. Emparan and G. T. Horowitz, Phys. Rev. Lett. \textbf{97},141601 (2006).

34 A. Cayley, Camb. Math. J. \textbf{4}, 193 (1845). I. M. Gel’fand, M. M. Kapranov and A. V. Zelevinsky, \textit{Discriminants, resultants and multidimensional determinants}, Birkhäuser, Boston 1994.

35 V. Coffman, J. Kundu, and W. K. Wootters, Phys. Rev. A\textbf{61}, 052306 (2000).

36 J-G Luque and J-Y Thibon, Phys. Rev. A\textbf{67} 042303 (2003) P. Lévay, Journal of Physics A\textbf{39} 9533 (2006).

37 G. Bossard, H. Nicolai and K. S. Stelle, [arXiv:0809.5218] E. Bergshoeff, W. Chemissany, A. Ploegh, M. Trigiante and T. Van Riet, Nucl. Phys. B\textbf{812} 343 (2009), [arXiv:0806.2310] W. Chemmisany, J. Roseel, M. Trigiante and T. Van Riet, [arXiv:0903.2777] D. Gaiotto, W. W. Li and M. Padi, Journal of High Energy Physics \textbf{12} 093 (2007), [arXiv:0710.1638] [hep-th].

38 W. Dur, G. Vidal and J. I. Cirac, Phys. Rev. A. \textbf{62}, 062314 (2000).

39 D. Mermin, \textit{Quantum Computer Science: An Introduction}, Cambridge University Press, 2007, Chapter 6.6.