Interactive, in-browser cinematic volume rendering of medical images
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**ABSTRACT**

The diversity and utility of cinematic volume rendering (CVR) for medical image visualisation have grown rapidly in recent years. At the same time, volume rendering on augmented and virtual reality systems is attracting greater interest with the advance of the WebXR standard. This paper introduces CVR extensions to the open-source visualisation toolkit (vtk.js) that supports WebXR. This paper also summarises two studies that were conducted to evaluate the speed and quality of various CVR techniques on a variety of medical data. This work is intended to provide the first open-source solution for CVR that can be used for in-browser rendering as well as for WebXR research and applications. This paper aims to help medical imaging researchers and developers make more informed decisions when selecting CVR algorithms for their applications. Our software and this paper also provide a foundation for future research and product development at the intersection of medical imaging, web visualisation, XR, and CVR.
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1. Introduction

Visualisation is the foundation of human-computer interaction. This has led to consumer XR (augmented reality and virtual reality) technologies advancing at an amazing rate in recent years. For example, the Oculus Quest 2 (Meta, Inc.) sold over 14.8 million units between October 2020 and June 2022, outpacing total sales for the XBox Series X/S. In general, XR sales grew by 97% in 2021 and are projected to grow by over 240% in 2022.

Just as consumer (gaming) adoption of GPUs in the 1990s was the catalyst for 3D medical volume rendering becoming clinically routine, we anticipate that the consumer adoption of XR systems will spur their clinical use over the next few years. Therefore, we have been advancing the visualisation algorithms necessary for medical XR applications in the open-source visualisation libraries: VTK (the visualisation toolkit, www.vtk.org) and vtk.js (VTK rewritten in JavaScript for in-browser applications, https://github.com/kitware/vtk-js). We anticipate that XR systems will increasingly build upon web technologies, such as vtk.js, as exhibited by the consortium of businesses rallying behind the WebXR standard (Kokelj et al. 2018). We envision a future with WebXR dominating the medical XR domain, including, for example, for digital twin and surgical simulation applications (Noguera and Jiménez 2016).

This paper introduces our research to develop open-source, cinematic volume rendering (CVR) algorithms that can run in web browsers or within the WebXR framework, using commonly available GPUs. The arrival of increasingly powerful GPUs set forth the development of photo-realistic rendering algorithms (Dappa 2016, Fellner 2016). However, many CVR systems are closed-source, and they either require high-end hardware or deliver rendering at non-interactive frame rates.

In this paper, we explore various combinations of CVR techniques for visualising CT and ultrasound volumes using readily available GPUs. Timing results and a two-alternative force choice experiment were conducted to compare rendering methods. While preliminary and focusing on preference rather than performance, these studies provide clear pathways for future CVR research and application development.

2. Background

2.1. In-browser cinematic volume rendering

CVR is a physically based rendering technique. It integrates light contribution from many directions to simulate multiple scatters. Compared to conventional volume rendering (Lichtenbelt et al. 1998), CVR images have higher density, more natural illumination, and therefore are often judged to be of ‘better quality’ and ‘more effective’ for XR applications. In certain clinical settings, CVR has been shown to reveal pathologies that are otherwise hidden in traditional volume rendering (Eid et al. 2017). Studies have also shown that CVR helps clinicians to comprehend anatomy faster and more accurately (Elshafei et al. 2019).

One major challenge of CVR is that it is computationally expensive. Since there is no upper limit on the number of rays to trace, rendering one image can take several minutes to several hours, and the process restarts after every user interaction. The computational time of CVR must be strictly managed for it to be used clinically, where interactivity is essential.

In-browser CVR has additional memory limitations compared to desktop applications. Therefore, we did not include any rendering techniques that would surpass those memory limits. Typically, in-browser JavaScript applications should be
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limited to 2 gigabytes of memory, albeit this limit varies by platform and browser.

While CVR can enhance rendering quality, that still depends heavily on the quality of the data itself. As a result, in contrast to CT and MRI, ultrasound CVR presents greater challenges due to its low resolution, intensity inhomogeneities, structured noise and other imaging artefacts. We will compare and discuss how CVR may improve ultrasound volume rendering in the user preference study presented in this paper.

2.2. Premises

This paper focuses on ray-casting based rendering because it is a mature foundation for a diverse set of algorithms and it is an ongoing basis of research (Jönsson et al. 2013). We used a simplified version of the volume rendering equation by omitting emission and background radiance terms and using discrete sampling to estimate the integral:

\[ L(x, \omega_o) = \int_{x_0}^x \sigma_s(x') L_m(x', \omega_o) T(x', x) dx'. \] (1)

In the equation, \( \sigma_s(x') \) denotes the scattering coefficient, \( L_m(x', \omega_o) \) is the incoming light contribution from direction \( \omega_o, T(x', x) \) represents transmittance, and we integrate along the ray between the two bounds \( x_0 \) and \( x \) defined by the volume bounding box.

Literature sometimes draws parallels between CVR and multiple scatter. However, several of the CVR techniques that are discussed in this paper are less computationally demanding than multiple scatter and yet still bring out details that are not present in conventional volume rendering, such as surface gradient, depth and occlusion. More specifically, we explore three features that are commonly used in CVR: gradient-based surface model, directional occlusion and multiple scatter, plus some related techniques that do not fit into these standard categories.

The discussed rendering algorithms are implemented in vtk.js. Vtk.js is a web-based scientific visualisation library written in JavaScript, which mirrors its C++ counterpart, the VTK library (Schroeder et al. 2006). Medical data are formatted as topological and geometrical regular array of voxels, each with an assigned colour and opacity. All renderings in this paper are driven by WebGL 2.0.

3. Volumetric illumination techniques

3.1. Gradient-based shading

Gradient-based shading is one of the most widely used methods to capture surface information. It is based on the normalised surface gradient, and in terms of medical data, the gradient of scalar values. Surface lighting has many advantages: relatively low time complexity compared to scattering, realistic surface lighting effects and easy adaptation to any lighting scenario. It allows clinicians to quickly capture information such as surface orientation and reflection. However, gradient-based shading only takes adjacent voxels into account, and thus is unable to capture the scattering effects of translucent materials or media occlusions. For gradient-based method, we replace the scattering term in Equation (1) with the Phong Shading model (Phong 1975), formulated as:

\[ L_m = L_{\text{phong}} = k_{\text{ambient}} + \sum_m A(k_{\text{ambient}}(N \cdot L) + k_{\text{diffuse}}(R \cdot V)^s \text{shadow}) \] (2)

where \( k_{\text{ambient}}, k_{\text{diffuse}}, k_{\text{specular}} \) denote ambient, diffuse and scatter coefficients; \( i_{\text{ambient}}, i_{\text{diffuse}}, i_{\text{specular}} \) are colours for ambient, diffuse and scatter lights; \( N, L, R, V \) represents surface normal, light direction, light reflection and view direction, respectively. \( a \) denotes specular power.

We also modified the Phong model: for a point light source, users can define its cone angle, or an attenuation factor so shades deepen at locations farther away from the light source.

3.2. Volumetric shading

Volumetric shading is another relatively efficient technique to capture shadow information, sometimes referred to as shadow ray or secondary scatter. At each ray-cast sample location, a secondary ray branches off towards the light source. Production rendering often uses this method to check whether a point is occluded from the light source. For translucent media, such as medical volume data, shadow ray also carries information about the transmittance along the way and produces a global shadow effect. Perceptual studies have shown that volumetric shadow improves understanding of spatial relations and object size (Wanger et al. 1992).

\[ L_m(x', \omega_o) = L_{\text{volumetric}} = \sum_m \int_{x_0}^x \Phi(x', \omega_i, \omega_o) T(x', x') dx' . \] (3)

The transmittance term \( T(x, x') \) in our shading Equation (3) is computed at run time rather than using a shadow map in order to reduce memory occupancy. \( \Phi(x', \omega_i, \omega_o) \) is the Heney-Greenstein phase function for in-scatter and out-scatter directions. The lighting effect is summed over all light sources and their incident radiance \( L_m \). We integrate the shadow ray from sample position \( x_0 \) to end position \( x \). Users can also adjust the maximum proportion of the shadow ray. When the reach of the shadow ray is relatively small, the rendering method is equivalent to local ambient occlusion technique with one sampled direction (Hernell et al. 2010).

3.3. Multiple scatter

We have attempted and tested several multiple scatter algorithms that integrate contributions from tertiary rays and beyond, including the Monte Carlo analytical method with importance sampling (Kajiya and Von Herzen 1984; Robert and Casella 2010) and the Path Integration method (Premoze et al. 2003). In all cases, the in-browser renderings remained interactive only if we apply a conservative number of iterations. However, limiting the number of iterations also constrained the visual improvements we hoped to gain from multiple scattering. At a greater number of iterations, the renderings were no longer interactive; hence, we chose not to include multiple scatter in our studies. However, real-time multiple scattering in CVR should be available in vtk.js in the not-too-distant future, as we continue to optimise its implementation.
3.4. Other techniques

During our experiments, the above algorithms demonstrated issues that inspired several adaptations. Two of those adaptations are explained in detail next. Additionally, we implemented numerous other techniques to improve performance and/or rendering quality, such as jitter, dither (Danskin and Hanrahan 1992), and dynamically changing sampling distance.

First, we added support for replacing the scalar gradient in the above methods with a density gradient. A density gradient calculates the vertex gradient based on opacity rather than scalar values. We discovered that scalar gradient may incidentally flip the normal of a surface, and if only one side of the surface has reflection, then the shadow might be cast at the wrong location. An example of this error is shown in Figure 1. The green dot represents the position of the light source, which is in-between the camera and the volume. Because the scalar-gradient normal direction is flipped, the front of the cavity is dim (Figure 1 centre column). This error is corrected by using a density-gradient normal (Figure 1 right column). It is also easier to normalise density-gradient magnitude because opacity has a fixed range, whereas the scalar value ranges will vary.

We also found that using gradient opacity makes it easier to define visualisation parameters that generate realistic-looking medical images. One significant challenge for realistic rendering is finding the suitable colour and opacity transfer functions. This search usually requires a lengthy trial and error process. Gradient opacity disables the rendering of voxels when their gradient magnitude is below a threshold, and therefore edges and surfaces are accentuated without having to precisely manipulate the opacity transfer function. As shown in Figure 1, images on the top row, which use manually tweaked transfer functions, are similar to those at the bottom, which have uniform transfer functions. Note that enabling both gradient opacity and density gradient will lead to three times more gradient look up. If gradients are computed at run time, then there is a linear increase in computational time.

Second, rather than separating gradient-based and volumetric shading, we theorised that the hybrid of these two methods would allow us to adjust a visualisation to balance an image’s local and global features and noise. Gradient-based shadow reflects local details while volumetric shadow creates global ambient occlusion. This method has been implemented by Kroes et al. (2012), though we adopted the original formula to increase speed and reduce speckle. Our blending coefficient uses interpolation rather than stochasticity, as written in Equation (4b), to reduce artefacts introduced by random sampling.

\[ c_{\text{blend}} = v(1 - e^{g/a_v}) \]  \hspace{1cm} (4a)

\[ L_{\text{in}} = (1 - c_{\text{blend}})L_{\text{phong}} + c_{\text{blend}}L_{\text{vs}} \]  \hspace{1cm} (4b)

Equation (4a) is the formula for the blending coefficient \( c_{\text{blend}} \). The coefficient changes dynamically at each sample location based on the user-defined blending factor \( v \) which ranges between 0 and 1, gradient magnitude \( g \) and opacity value \( a_v \).

4. Methods

4.1. Quantitative speed evaluation

Balancing quality and speed is essential for creating a smooth experience with in-browser interactive rendering, and speed is especially important for most medical visualisation tasks. To quantitatively compare the rendering speed of the algorithms, we computed the first render time and the interactive render time of select techniques on multiple GPUs. First render time is the time span starting from creating the WebGL context to getting the first rendered image. Interactive render time is the average time of rendering one frame when the user rotates or moves the volume. In everyday use, Vtk.js optimises the interactive frame rate by dynamically adjusting the sampling distance to achieve a desired run-time frame rate; however, that option was disabled in all benchmark tests to report accurate render times.

![Figure 1](image.png)

Figure 1. Demonstration of gradient opacity functionality and two computational methods for vertex gradient. The center column computes gradient based on scalar value and the right column uses density (opacity). The bottom uses gradient opacity with uniform opacity function while the top row use custom opacity function. Data is from The Cancer Imaging Archive (2021) published by Clark et al. (2013).
For these quantitative evaluations, as well as for the preference study presented in the next subsection, we used three datasets: medium size chest CT scan (214MB), small size foetus 3D ultrasound scan (161MB) from TomoVision (2022) and an even smaller size head CT scan (15.6MB). Five different sets of parameters were applied to each datum representing five rendering techniques: (1) direct volume rendering with ray casting, (2) gradient-based shading, (3) volumetric shading with full shadow ray, (4) volumetric shading with partial shadow ray and (5) a mixture of gradient-based shading with volumetric shading. An overview of rendering results is included in Figure 2.

The parameters specific to each rendering method were optimised for each dataset, but all lighting-related parameters were held consistent to ensure a fair comparison. The consistent lighting conditions, however, did result in images based on volumetric methods appearing darker, since they include global occlusion. Furthermore, to accommodate less powerful GPUs in the speed test, we slightly reduced the rendering quality compared to those shown in Figure 2 by reducing the ray-cast sampling distance. For all experiments, the canvas size is fixed to 500 × 500 so a consistent number of fragments is processed by the GPUs.

### 4.2. Perceived quality evaluation

To evaluate the perceptual quality of the rendering methods, we conducted an anonymous two-alternative-forced-choice study. We arranged the five renderings of each dataset into random pairs of two and presented those pairs to 13 participants. Participants were asked to select the rendering that they judged to have ‘higher quality’ in each pair. We did not design a performance study to evaluate each visualisation method’s utility for a specific medical task. A performance study would require many more experimental conditions and specialised participants. Instead, our preference study was meant to reveal broad speed-vs-quality insights.

### 5. Results

Results for the quantitative evaluations are summarised in Figures 3 and 4. Figure 3(a) plots the interactive time from three brands of GPU that are commonly found in laptops and PCs: NVIDIA, Intel and Apple. It is worth noting that computationally demanding rendering, such as volumetric shadow with full shadow ray, did lead to test failures when the GPU was not powerful enough, as indicated by the missing entry in Figure 3(a). However, we experienced test failures only with Intel GPUs, and none with NVIDIA GPUs.

|                  | Head CT          | Chest CT         | Fetus Ultrasound |
|------------------|------------------|------------------|------------------|
| **Direct**       | ![Head CT Direct](image1) | ![Chest CT Direct](image2) | ![Fetus Ultrasound Direct](image3) |
| **Gradient**     | ![Head CT Gradient](image4) | ![Chest CT Gradient](image5) | ![Fetus Ultrasound Gradient](image6) |
| **Volumetric Full** | ![Head CT Volumetric Full](image7) | ![Chest CT Volumetric Full](image8) | ![Fetus Ultrasound Volumetric Full](image9) |
| **Volumetric Partial** | ![Head CT Volumetric Partial](image10) | ![Chest CT Volumetric Partial](image11) | ![Fetus Ultrasound Volumetric Partial](image12) |
| **Blended**      | ![Head CT Blended](image13) | ![Chest CT Blended](image14) | ![Fetus Ultrasound Blended](image15) |

*Figure 2. Rendering overview for all datasets and rendering methods included in the studies.*
(a) Interactive render time for various GPUs and rendering techniques. Each data point reports the time average over 3 datasets. The missing entry for HD Graphics P530 - Volumetric Full represents a test failure due to computational requirements exceeding the GPU’s capabilities.

(b) Interactive render time for 3 datasets and rendering techniques. Each data entry reports the time average over all GPUs.

Figure 3. Interactive render time summary.

(a) First render time for various GPUs and rendering techniques. Each data point reports the time average over 3 datasets.

(b) First render time for 3 datasets and rendering techniques. Each data entry reports the time average over all GPUs.

Figure 4. First render time summary.

Figure 3(b) shows the interactive time for three datasets that were averaged across all GPUs. Figure 4(a) summarises the first render time for different GPUs, which exhibit a trend that is largely different from the interactive render time.

Results for the qualitative preference study are outlined in Figure 5. The figures show the percentage of vote each rendering technique received in the two-alternative-forced-choice study in which each method was compared to every other.

6. Discussion

This work strongly indicates that real-time, in-browser and WebXR rendering with CVR is possible with the open-source vtk.js toolkit. Previously, real-time CVR was limited to closed-source commercial solutions and expensive hardware. Now, researchers are able to explore a variety of CVR techniques and compare their merits. The GPU that delivered the best performance in this study, the NVidia GTX 1080 Ti, was released in 2017. There are now an abundance of higher performing GPUs available on the market that will drive even faster renderings.

It is initially a surprise that the smallest data, head CT, was roughly 1.5 times slower to render compared to our largest data, chest CT (Figure 3(a)). The difference can be explained by their opacity transfer functions. The chest CT data consist mostly of bones and only a small portion of soft tissue, making it more surfacic and opaque. However, the head CT used a transfer function that produced a thick layer of translucent tissues surrounding the skull. As a result, a much greater number of points were sampled when a ray is traced across the head CT, while the same process for chest CT could terminate much earlier, as soon as the accumulated opacity reaches 1.0. This reveals that the chosen opacity transfer function has a high impact not only on visualisation quality but also on rendering speed.

Besides GPU power, more factors are at play in determining the first render time, as it involves buffer creation in CPU, as well as streaming the data to the GPU before they are
processed. To predict the pre-processing time, we need to further decompose and trace the entire rendering pipeline. Volume data pre-processing speed is mostly unrelated to the rendering method, since the data points for each GPU are well clustered together. Nonetheless, we can still see a clear pattern in Figure 4(b), which aligns with our expectation that first render time increases linearly with data size.

The tendencies in the preference study are similar across types of volumes, but users are less decided on which rendering brings out the 'highest quality' rendering of ultrasound data, as shown in Figure 5(c). When it comes to chest CT in Figure 5(d), the bias for specific rendering techniques becomes much stronger. For example, since gradient shading is able to bring out sharp details better than the other techniques, it makes the biggest difference on surface-like, opaque structures as shown in the chest CT data. This advantage is less noticeable for ultrasound volume data, for which there is almost equal preference for the volumetric and the hybrid method.

In general, the preference study indicates that there is not a single magical formula for creating the best CVR; however, Figure 5(a) reveals that users prefer every CVR technique over direct volume rendering. For CT scans, gradient-related techniques were more often preferred than global shading alone. For ultrasound data, choosing suitable colour and opacity transfer functions is vital, before adding any CVR features. Often, masking is also necessary to block out redundant volume or noise in ultrasound data. We also noticed that gradient-based methods often imposed an overwhelmingly metallic feeling and made the ultrasound data look unrealistic. Additionally, it is also harder to grasp the sense of the depth or orientation of ultrasound data. We hypothesise that a multiple scatter method could drastically improve ultrasound rendering due to its ability to bring out the density and sub-surface properties of the volume, but as previously noted, we are in the process of optimising vtkjs’ multiple scatter method to achieve reasonable rendering rates. For both CT and ultrasound data, ambient lighting and volumetric shading offered benefits. Surprisingly, the more computationally and memory demanding volumetric shadow rendering was generally considered to have lesser positive effect compared to gradient shadow. Unsurprisingly,
the hybrid method was favoured over individual gradient or volumetric shading.

7. Future work

At the time of writing this paper, we have added a preliminary version of local ambient occlusion (LAO) technique for volume rendering (Hernell et al. 2010), which was not included in the two studies presented in this paper. LAO samples an arbitrary number of neighbouring voxels in an arbitrary number of directions. The number of pixels to consider is defined as kernel radius, and the number of directions is defined as kernel size. Unlike volumetric methods, LAO creates softer shadows, and it stands mid-way between local and global shading. Additionally, volumetric shading might occlude parts of a volume completely, and LAO avoids such undesirable effect. Figure 6 includes images taken using a hybrid of gradient and LAO methods with increasing kernel radius.

As with LAO, many other CVR algorithms are not fully covered by this paper. Although there is abundant literature on CVR for production rendering, more extensive research needs to be done to determine how well they interact with medical data. The two studies we conducted were not clinically oriented. The expertise of doctors and clinicians must be combined with clearly defined clinical tasks and metrics, as well as state-of-the-art GPUs, to make final conclusions on CVR’s usability in clinical settings.

Beyond testing CVR on laptops and PCs, we have also successfully generated interactive CVR renderings on XR devices, including the Looking Glass holographic display (Looking Glass Factory, Inc.), Oculus Quest 2 and mobile AR. To advance CVR rendering for WebXR in medical applications, the driving clinical tasks must be defined. We hope that the open-source software and studies presented in this paper will accelerate the discovery of those driving clinical tasks.

8. Open-source software

The CVR methods presented in this paper are freely available as part of the open-source vtk.js library, under the Apache 2.0 licence: https://kitware.github.io/vtk-js/index.html. The vtk.js library includes several examples of CVR rendering in WebXR, such as https://kitware.github.io/vtk-js/examples/WebXRHeadGradientCVR.html. The code and data for the observer and performance studies presented in this paper are also available: https://github.com/KitwareMedical/vtk.js-render-tests.
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