INTRODUCTION

An important question in operational environments is how much off-duty time workers should be given to recuperate after a duty cycle, so that they will be able to perform optimally throughout the next duty cycle. In night and shift-work settings, a variety of off-duty or “restart break” paradigms have been implemented to provide time for recuperation between duty cycles, with varying degrees of effectiveness.1-10 The duty cycle and restart break patterns implemented in night- and shift-work operations are predominantly based on a combination of regulations, labor contracts, and traditions for which there is little empirical basis in the science of sleep and fatigue. Recent studies examining performance during a recovery period after a period of sleep restriction11-13 have started to build the necessary scientific foundation. What is urgently needed, however, are studies that systematically investigate the effect of a restart break on performance from one duty cycle to the next.14 The present study, motivated by hours-of-service (HOS) regulations for commercial motor vehicle (CMV) drivers in the United States, is the first published laboratory investigation of that type.

The current HOS regulations for property-carrying CMV drivers in the United States state that (1) drivers may drive up to 11 hours in a 14-hour period on duty following 10 hours off duty, (2) drivers may not drive after 60 hours/70 hours on duty in a duty cycle of 7/8 consecutive days, and (3) drivers may not recycle to the next duty cycle until after they are off duty for at least 34 hours. The latter provision is known as the 34-hour restart rule, and, as with all restart-break provisions, the scientific evidence supporting this rule is sparse. The 34-hour restart rule applies regardless of the start and end times of the prior duty schedule and, therefore, does not take into account the circadian rhythms in performance and sleep propensity.15-17 As such, the rule may be inadequate to maintain performance from one duty cycle to the next in the case of adverse circadian placement of sleep and work periods.

Recognizing this issue, the US Federal Motor Carrier Safety Administration (FMCSA) formally proposed a new rule on HOS requirements for CMV drivers (December 24, 2010, see footnote following acknowledgments), in which new evidence...
from the science of sleep and fatigue was brought to bear on the issue of the restart break. Our study provided a portion of the scientific research informing the debate leading to the new rule by investigating the efficacy of the 34-hour restart rule for maintaining neurobehavioral performance capability and driving performance on a high-fidelity driving simulator across duty cycles as a function of the circadian placement of the duty schedule.

METHODS

Subjects

Twenty-seven healthy subjects aged 22 to 40 years completed the study—3 more than the minimum sample size indicated by a power calculation performed in advance. Of the 27 subjects, 13 were randomized to a nighttime duty experimental condition, and 14 were randomized to a daytime duty control condition, as further explained under Study Design. The subjects in the nighttime duty condition were 6 men and 7 women, aged 22 to 39 years (mean ± SD: 27.0 ± 5.4). The subjects in the daytime duty condition were 7 men and 7 women, aged 23 to 38 years (27.5 ± 5.6). There was no significant difference in age distribution between the two groups (F = 0.06, P = 0.82).

Subjects were physiologically and psychologically healthy, with no current medical or drug treatment (excluding oral contraceptives), as determined by physical examination, blood chemistry, urinalysis, history, and questionnaires. They were free of traces of alcohol and drugs, as determined by breathalyzer and urine drug testing during screening and upon entering the study, and they reported to be nonsmokers. They were also asked to refrain from caffeine consumption during the week before the study. Subjects had no history of psychiatric illness or moderate to severe brain injury, no history of learning disability, no previous adverse reaction to sleep deprivation, no history of drug or alcohol abuse in the past year, and no history of methamphetamine abuse, as determined by history and questionnaires. They were not pregnant, had normal or corrected-to-normal vision, and were all native English speakers. They each had a valid driver’s license, and were proficient in driving as determined by supervised test driving of one of our high-fidelity driving simulators, in which they demonstrated no signs of simulator adaptation syndrome (simulator sickness).

Subjects were good sleepers, with habitual sleep duration between 6 hours and 10 hours, and had regular bedtimes, habitually getting up between 06:00 and 09:00, as determined by questionnaire and verified with wrist actigraphy and diary in the week before the study. They exhibited no sleep or circadian disorders, as determined by baseline polysomnography, history, and questionnaires, and were neither extreme morning-types nor extreme evening-types, as determined by questionnaire. They reported no travel across time zones and no shift work within one month of entering the study.

The Institutional Review Board of Washington State University reviewed and approved the study, and each subject gave written informed consent.

Study Design

Subjects participated in a 14-day in-residence laboratory study with a simulated nighttime duty (SND) experimental condition and a simulated daytime duty (SDD) control condition. Figure 1 illustrates the sleep/wake and test schedules for the two conditions. Subjects’ randomization to condition was announced on the morning of the first day the subjects were in the laboratory.

Subjects in the SND experimental condition began the study with an adaptation day (starting at 09:00), during which they practiced neurobehavioral tests and driving on the high-fidelity driving simulator. This was followed by 10 hours of time in bed (TIB) for baseline sleep (22:00-08:00). The second day in the laboratory included a 5-hour prophylactic nap opportunity (15:00-20:00) initiating a transition to a nighttime work schedule. Subjects then experienced the first of two 5-day nighttime duty cycles. The duty cycle consisted of five 14-hour simulated duty periods with performance testing and simulator driving, each separated by 10-hour diurnal periods for sleep (10:00-20:00). Consistent with the current HOS regulations for property-carrying CMV drivers in the US, the first duty cycle ended after a cumulative total of 70 hours of simulated duty time.

The first duty cycle was followed by a 34-hour restart break, during which there was no performance testing or simulator driving. The restart break began with a 5-hour nap opportunity (10:00-15:00). This allowed subjects to transition back to a daytime schedule, as has been found to be typical for night drivers during off-duty days. The restart break also contained a 10-hour nighttime sleep period (22:00-08:00), and ended with a 5-hour prophylactic nap opportunity (15:00-20:00) initiating a transition back to a nighttime work schedule. Subjects then experienced the second 5-day nighttime duty cycle, which was identical to the first and contained 10-hour diurnal periods for sleep (10:00-20:00). Following the second duty cycle, after another cumulative 70 hours of simulated duty time, the study ended with a 5-hour nap opportunity (10:00-15:00) to transition back to a daytime schedule and a 10-hour nighttime recovery sleep period (22:00-08:00). Subjects went home at 14:00 on the 14th day. See Figure 1, top panel.

Subjects in the SDD control condition likewise began the study with an adaptation day (starting at 09:00), during which they practiced neurobehavioral tests and driving on the simulator, followed by baseline sleep. The second day in the laboratory was a transition day as in the SND condition but, since there was no need to transition to a different schedule, this second day was similar to all other days in the SDD condition yet without performance testing and driving. The second day ended with a nocturnal sleep period. Subjects then experienced the first of two 5-day daytime duty cycles. The duty cycle consisted of five 14-hour simulated duty periods with performance testing and simulator driving, each separated by nocturnal sleep. Consistent with the HOS regulations, the first duty cycle ended after a cumulative total of 70 hours of simulated duty time. It was followed by a 34-hour restart break, during which there was no performance testing or simulator driving. The restart break in the SDD condition contained two nocturnal sleep periods. After the restart break, subjects experienced the second 5-day daytime duty cycle, which was identical to the first. Following the second duty cycle, after another cumulative 70 hours of simulated duty time, the study ended with a nighttime recovery sleep period. Subjects went home at 14:00 on the 14th day. All sleep periods in the SDD condition involved 10 hours of scheduled TIB (22:00-08:00). See Figure 1, bottom panel.
The total amounts of scheduled wakefulness and sleep and the cumulative performance testing and simulator driving loads were identical for the SND condition and the SDD condition. Furthermore, the 34-hour restart break contained 20 hours total of TIB for sleep and 14 hours total of scheduled wakefulness in both conditions. However, the 34-hour restart break in the SND condition involved transiently reverting to a daytime schedule, whereas the 34-hour restart break in the SDD condition involved no schedule shifting. The study design permitted comparison of performance and driving outcomes (see below) in the post-restart duty cycle versus the pre-restart duty cycle for the SND experimental condition, as contrasted with the SDD control condition. This allowed assessment of the efficacy of the 34-hour restart break for maintaining on-duty performance in the context of two opposing circadian phases of simulated time on duty.

The experiment was conducted in the isolated sleep and simulation laboratory of the Sleep and Performance Research Center at Washington State University Spokane. Subjects were assigned their own private rooms for performance testing and for sleep. During scheduled wakefulness, light levels were fixed at just below 50 lux. During scheduled sleep periods, lights were off, and subjects were not allowed to engage in activities other than sleeping (or quiet resting if they could not sleep). Ambient temperature was kept at 21°C ± 1°C throughout the laboratory. Meals were served in a central suite inside

### Figure 1
Schematics of the laboratory study design in the simulated nighttime duty (SND) experimental condition (top) and the simulated daytime duty (SDD) control condition (bottom). Each bar in each schematic represents a day; time of day is indicated above the first bar. Gray bar sections indicate scheduled wakefulness, and black bar sections indicate scheduled sleep. Sleep periods recorded polysomnographically are marked PSG. Dashes indicate the adaptation/baseline period (starting on day 1), 34-hour restart break (starting on day 7), and recovery period (starting on day 13). Periods not marked with dashes represent the simulated duty cycles. Neurobehavioral performance and simulator driving test blocks are indicated by strings of diamonds: 20 test bouts in each of the two duty cycles and three practice bouts during adaptation. Total time scheduled for wakefulness, sleep, duty cycles, restart breaks, and test bouts is equal for the two conditions.

| Day | Scheduled Wakefulness | Scheduled Sleep | PSG | PSG | PSG | PSG |
|-----|-----------------------|-----------------|-----|-----|-----|-----|
| Day 1 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
| Day 2 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
| Day 3 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
| Day 4 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
| Day 5 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
| Day 6 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
| Day 7 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
| Day 8 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
| Day 9 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
| Day 10 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
| Day 11 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
| Day 12 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
| Day 13 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
| Day 14 | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] | [Schematic] |
the laboratory at regular intervals; no caffeine intake was allowed. Breakfast, lunch, and dinner times were shifted by 12 hours during nighttime wake periods in the SND condition. Between meals and performance testing and simulator driving, subjects in both conditions were allowed to read, watch movies, construct jig-saw puzzles, play board games, and interact with laboratory staff, but no computer use, vigorous activities, or exercise were permitted. No visitors, phone calls, e-mail, Internet, radio, live television, or other external communication were allowed inside the laboratory; and only trained research staff interacted with the subjects. Throughout the study, subjects were monitored by direct observation or, when in their own rooms, through cameras (with infrared light for observation in darkness during scheduled sleep).

Measurements

During the 5-day duty cycles, neurobehavioral testing and simulator driving blocks were scheduled 4 times per duty day, as indicated in Figure 1. Each test block consisted of a 10-minute PVT, a 30-minute driving session on a high-fidelity driving simulator, and another 10-minute PVT, as well as a brief (less than 15-minute) neurobehavioral test battery. Two driving simulators were available in the laboratory, whereas up to four subjects could be participating in the study at one time. Therefore, subjects were randomly assigned to consistently either do the driving (preceded and followed by the PVT) first and undergo the neurobehavioral testing second, or the other way around. Either way, there was a 45-minute break between the PVT/driving/PVT bout and the neurobehavioral test bout in each block.

The PVT, a simple reaction-time task with a random response-stimulus interval of 2 to 10 seconds, is a well-validated and widely used standard assay of performance impairment from sleep loss and circadian misalignment.21 Performance lapses, defined as the number of reaction times greater than 500 milliseconds, were extracted for each 10-minute test, and a priori designated to serve as the primary outcome measure of the study.

During the driving sessions, subjects drove a 30-minute route on a PatrolSim IV driving simulator (MPRI, Salt Lake City, UT). This is a high-fidelity simulator widely used to train professional drivers. An additional hardware and software system was implemented (external to the simulators) to capture driving-performance data at high resolution (72 Hz), so as to turn this training device into a research tool.22 We developed a standardized driving scenario involving rural highway driving. There were 5 to 7 randomly located encounters with pedestrians or dogs crossing the road, and braking responses to these unexpected events were recorded to capture any lapses of attention. In addition, 10 straight, uneventful road segments in the scenario (“straightaways”) were used to extract data on lane deviation and other performance metrics potentially indicative of drowsy driving. The speed limit throughout the scenario was 55 mph, and subjects’ compliance was monitored continuously.

Lane deviation (standard deviation of lateral lane position), a frequently used measure of performance in simulator driving,23-25 was calculated for the straightaways in each simulator driving session. The following additional driving variables were extracted: reaction time of braking for the pedestrian- or dog-crossing events; average and variability (standard deviation) of speed in the straightaways; and fuel consumption (as calculated by the simulator’s internal engine simulation model) across the straightaways. Driving simulator data from two subjects in the SDD condition were missing as a result of data-capture problems with the simulators.

The neurobehavioral test battery included computerized versions of, in order of administration, the Karolinska Sleepiness Scale (KSS),26 a visual analog scale of mood (VASM),27 the Positive and Negative Affect Schedule (PANAS),28 the digit symbol substitution task (DSST),29 performance and effort rating scales (PERF and EFFR, respectively),30 and a cardinal direction decision task (CDDT).31 The KSS, VASM, PANAS, PERF, and EFFR yielded subjective assessments of sleepiness, mood, and effort. For each, an overall score was extracted, with the exception of the PANAS, for which both positive and negative affect scores were determined. For the DSST, the number of correct responses in the 3-minute task duration was extracted as a measure of cognitive throughput.

The CDDT, which is a mental orientation and rotation task, has only recently been introduced in sleep research32 and is therefore described here in more detail. The task requires subjects to make judgments about the location of a target. The stimulus consists of a first-person view, where a single target is highlighted in a set of 8 objects arranged in a circular target field. This view is presented adjacent to a rotated allocentric perspective (i.e., a map with the target field at the center), which indicates the direction of the first-person viewing perspective. The task is to identify the portion of the target field containing the target in the rotated allocentric perspective. Twenty-five trials are presented per test bout, and responses are self-paced. In this study, from the number of attempts needed to complete all trials, the number of error responses was calculated as the outcome measure for the CDDT.

During the adaptation day, subjects practiced performance testing and driving on the high-fidelity driving simulator (see Figure 1). These practice blocks were not used for data analysis. Other than during the adaptation day, PVT/driving/PVT and neurobehavioral test blocks were administered only during the two duty cycles. A few brief additional neurobehavioral test bouts took place at specific time points spread across the duration of the study (not shown in Figure 1). These tests, the scheduling of which was equivalent between the two study conditions, did not serve the purpose of evaluating the efficacy of the 34-hour restart break and, therefore, are not discussed further here.

Selected sleep periods were recorded polysomnographically (see Figure 1). The electroencephalogram (EEG), electrooculogram (EOG), electromyogram (EMG), and electrocardiogram (ECG) were recorded using digital equipment (Nihon Kohden, Foothill Ranch, CA). The EEG electrodes were placed at frontal (F3, F4), central (C3, C4), and occipital (O1, O2) locations and referenced against the mastoids (M1, M2). Sleep stages were scored using standard criteria promulgated by the American Academy of Sleep Medicine.33 Every third day, the recording of sleep periods was suspended, electrodes were removed, and subjects were given an opportunity to take a shower.

Statistical Analyses

The primary statistical design involved a within-subjects comparison of neurobehavioral functioning during the first
5-day duty cycle versus the second 5-day duty cycle, and between-groups comparison of the SND experimental condition versus the SDD control condition. We employed 2-way mixed-effects analysis of variance (ANOVA)\(^4\) and focused on the interaction of condition by duty cycle (collapsed over duty days and times of day within duty cycles). This interaction tests the null hypothesis that the 34-hour restart break was efficacious for maintaining performance across duty cycles in both conditions (regardless of any potential baseline differences). Additional analyses useful for interpretation of the main results involved 3-way mixed-effects ANOVA of condition by duty cycle by day (to examine changes over duty days within duty cycles) and 3-way mixed-effects ANOVA of condition by duty cycle by time of day (to examine the effects of circadian timing). These additional analyses were also used for graphic presentation of the study results. Analyses of driving-simulator data included subjects’ assignment to simulator (#1 or #2) as a covariate, to control for any potential hardware differences.

Standard descriptive statistics were used to examine and graph the polysomnographic measures of sleep periods selected to be recorded (as indicated in Figure 1). One-way ANOVAs were performed for comparisons between conditions. Although total TIB across the days of the study was the same for the two conditions, the recorded sleep periods did not match exactly. The sleep variables were therefore compared between conditions (SND versus SDD, respectively) by study segment, as follows:

1. the 10-hour nocturnal sleep and 5-hour prophylactic nap versus the two 10-hour nocturnal sleeps in the baseline segment (“Baseline”);
2. the middle two 10-hour diurnal sleeps versus the middle two 10-hour nocturnal sleeps in the first duty cycle (“Cycle 1”);
3. the 5-hour transition nap and 10-hour nocturnal sleep and 5-hour prophylactic nap versus the two 10-hour nocturnal sleeps in the restart break (“Restart”);
4. the middle two 10-hour diurnal sleeps versus the middle two 10-hour nocturnal sleeps in the second duty cycle (“Cycle 2”); and
5. the 5-hour transition nap and 10-hour nocturnal sleep versus the 10-hour nocturnal sleep in the recovery segment (“Recovery”).

**RESULTS**

**Primary Outcome: PVT Lapses**

Performance lapses on the PVT served as the primary outcome measure of the study, used to assess the efficacy of the 34-hour restart break for maintaining performance capability across duty cycles. The primary statistical analysis focused on the interaction of condition (SND vs SDD) by duty cycle (pre-restart vs post-restart), collapsed over duty days and times of day within duty cycles. For PVT lapses, this interaction was statistically significant \(F_{1,2129} = 20.06, P < 0.001\). There was also a significant main effect of duty cycle \(F_{2,2129} = 21.79, P < 0.001\) but no significant main effect of condition \(F_{1,2129} = 1.31, P = 0.25\). PVT performance did not vary significantly across the two duty cycles in the SND condition (simple effect of duty cycle: \(F_{1,2129} = 0.02, P = 0.89\)) but deteriorated significantly from before to after the 34-hour restart break in the SND condition (simple effect of duty cycle: \(F_{1,2129} = 40.38, P < 0.001\)). Thus, the 34-hour restart break was efficacious for maintaining PVT performance from one duty cycle to the next in the daytime duty schedule but not in the nighttime duty schedule.

Figure 2 (top left panel) shows PVT lapses by duty day (collapsed over time of day). The 3-way interaction of condition by duty cycle by duty day was not statistically significant \(F_{2,2129} = 0.79, P = 0.53\) nor were the 2-way interaction of condition by duty day \(F_{4,2129} = 1.50, P = 0.20\), the 2-way interaction of duty cycle by duty day \(F_{2,2129} = 0.69, P = 0.60\), or the main effect of duty day \(F_{4,2129} = 0.70, P = 0.59\). It seemed graphically that PVT performance deteriorated progressively from the first to the third day of the second duty cycle in the SND condition (see Figure 2, top left panel), but this was not corroborated by the statistical results.

Figure 3 (top left panel) shows PVT lapses by time of day (collapsed over duty days) for the first and second duty cycles in each of the two conditions. The 3-way interaction of condition by duty cycle by time of day was not statistically significant \(F_{7,2129} = 0.44, P = 0.88\). Yet, there was a significant 2-way interaction of condition by time of day \(F_{7,2129} = 10.59, P < 0.001\) and a significant main effect of time of day \(F_{7,2129} = 16.32, P < 0.001\), although the 2-way interaction of duty cycle by time of day was not significant \(F_{7,2129} = 0.22, P = 0.98\). PVT performance was relatively stable over time of day in the SDD condition, but there was a pronounced time-of-day effect in the SND condition, with performance degrading progressively across time of night.

**Driving Simulator Performance**

For lane deviation in the straightaways during the simulator driving sessions, the primary statistical analysis of the interaction of condition by duty cycle (collapsed over duty days and times of day within duty cycles) yielded a significant interaction effect \(F_{1,970} = 9.15, P = 0.003\) and a significant main effect of duty cycle \(F_{1,970} = 75.23, P < 0.001\) but no significant main effect of condition \(F_{1,970} = 0.88, P = 0.35\). Figure 2 (top right panel) shows lane deviation by duty day (collapsed over time of day). The 3-way interaction of condition by duty cycle by duty day was not significant \(F_{4,954} = 0.34, P = 0.85\) nor was the 2-way interaction of condition by duty day \(F_{4,954} = 0.40, P = 0.81\). However, the 2-way interaction of duty cycle by day duty day was significant \(F_{4,954} = 2.67, P = 0.031\), as was the main effect of day \(F_{4,954} = 10.47, P < 0.001\). As seen in Figure 2 (top right panel), there was a practice effect over days, which was less precipitous in the second duty cycle than in the first, and which was more pronounced in the SDD condition than in the SND condition.

Figure 3 (top right panel) shows lane deviation by time of day (collapsed over duty days) for the first and second duty cycles in each of the two conditions. The 3-way interaction of condition by duty cycle by time of day was not significant \(F_{1,958} = 0.63, P = 0.59\), nor was the 2-way interaction of duty cycle by time of day \(F_{5,958} = 1.20, P = 0.31\). However, there was a significant 2-way interaction of condition by time of day \(F_{5,958} = 10.25, P < 0.001\) and a significant main effect of time of day \(F_{5,958} = 5.98, P < 0.001\). Lane deviation increased gradually across time of night in the SND condition but not in the SDD condition (see Figure 3, top right panel).
For conciseness, only significant effects and interactions of condition are reported for the other variables extracted from the high-fidelity simulator driving sessions. There were no such significant findings for reaction time of braking for the pedestrian- or dog-crossing events. There were also no significant findings for average speed—subjects in both conditions stayed close to the speed limit of 55 mph. In the analyses of the variability (standard deviation) of speed, though, the 3-way mixed-effects ANOVA of condition by duty cycle by time of day yielded a significant 2-way interaction of condition by time of day ($F_{3,958} = 4.95$, $P = 0.002$). Driving-speed variability increased over the hours of the night in the SND condition, whereas it decreased over the hours of the day in the SDD condition.

Figure 2—Neurobehavioral performance during simulated duty days in the simulated nighttime duty (SND) experimental condition and the simulated daytime duty (SDD) control condition. The panels show group means (with standard errors) by duty day, collapsed over time of day, for the duty cycles before and after the 34-hour restart break. Boxes (solid lines) represent the SND condition; diamonds (dashed lines) represent the SDD condition. Top left: number of performance lapses on the psychomotor vigilance test (PVT). Top right: lane deviation (standard deviation of lane position), expressed in meters, in the straightaways during high-fidelity simulator driving. Bottom left: sleepiness score on the Karolinska Sleepiness Scale (KSS). Bottom right: number of error responses on the cardinal direction decision task (CDDT). Upwards on the ordinate indicates worse performance in each panel.

For calculated (simulated) fuel consumption, the 3-way mixed-effects ANOVA of condition by duty cycle by time of day yielded a significant 2-way interaction of condition by time of day ($F_{3,958} = 3.89$, $P = 0.009$). As shown in Figure 3 (inset bottom right panel), fuel consumption increased moderately from the beginning to the end of the night in the SND condition (by about 1%), whereas it decreased slightly from the beginning to the end of the day in the SDD condition.

Other Neurobehavioral Outcomes
For subjective sleepiness as measured with the KSS, the primary statistical analysis focusing on the interaction of condition by duty cycle yielded a significant interaction effect ($F_{1,1050} = 8.34$, $P = 0.004$) and a significant main effect of condi-
Figure 3—Neurobehavioral performance as a function of time of day in the simulated nighttime duty (SND) experimental condition and the simulated daytime duty (SDD) control condition. The panels show group means (with standard errors) by time of day, collapsed over duty days within each duty cycle, for the duty cycles before the 34-hour restart break (left-hand curves) and after the 34-hour restart break (right-hand curves). Boxes (solid lines) represent the SND condition; diamonds (dashed lines) represent the SDD condition. Top left: Number of performance lapses on the psychomotor vigilance test (PVT); note that there were twice as many PVT administrations as driving sessions and neurobehavioral test bouts during each duty day. Top right: Lane deviation (standard deviation of lane position), expressed in meters, in the straightaways during high-fidelity simulator driving. Bottom left: Sleepiness score on the Karolinska Sleepiness Scale (KSS). Bottom right (inset): Calculated fuel consumption, in gallons, across the straightaways during high-fidelity simulator driving. Upward on the ordinate indicates worse performance in each panel. Times of day shown on the abscissa are through the night (from 09:05 pm = 21:05 until 06:55 am) in the SND condition, and through the day (from 09:05 am until 06:55 pm = 18:55) in the SDD condition. For all outcomes except the KSS, times of day are given for subjects doing the PVT/driving/PVT bout first in each test block; 1 hour should be added to each time point for subjects doing the PVT/driving/PVT bout second. For the KSS (which was part of the neurobehavioral test bout), times of day are given for subjects doing the neurobehavioral test bout first in each test block; 1.8 hour should be added to each time point for subjects doing the PVT/driving/PVT bout first and the neurobehavioral test bout second.
tion \( (F_{1,1050} = 8.11, P = 0.005) \), but no significant main effect of duty cycle \( (F_{1,1050} < 0.01, P = 0.99) \). Figure 2 (bottom left panel) shows subjective sleepiness scores by duty day (collapsed over time of day). The 3-way interaction of condition by duty cycle by duty day was not statistically significant \( (F_{4,1034} = 0.92, P = 0.45) \). However, the 2-way interaction of condition by duty day \( (F_{1,1034} = 40.1), F = 0.003 \) was significant, as was the main effect of duty day \( (F_{4,1034} = 5.72, P < 0.001) \), though not the 2-way interaction of duty cycle by duty day \( (F_{4,1034} = 0.87, P = 0.48) \).

In the SND condition, subjective sleepiness diminished across days in the first 5-day duty cycle, increased immediately after the 34-hour restart break, and then again diminished across days in the second 5-day duty cycle. In the SDD condition, subjective sleepiness increased from the first to the second duty cycle, except for a small drop on the last day of the second duty cycle; and subjects reported overall less sleepiness than in the SND condition.

Figure 3 (bottom left panel) shows subjective sleepiness by time of day (collapsed over duty days) for the first and second duty cycles in each of the two conditions. The 3-way interaction of condition by duty cycle by time of day was not statistically significant \( (F_{3,1036} = 1.86, P = 0.13) \). Yet, there was a significant interaction of condition by time of day \( (F_{3,1036} = 49.28, P < 0.001) \), a significant interaction of duty cycle by time of day \( (F_{1,1036} = 5.91, P = 0.005) \), and a significant main effect of time of day \( (F_{3,1036} = 75.87, P < 0.001) \). There was a pronounced time-of-day effect in the SND condition, with subjective sleepiness worsening progressively across time of night, particularly in the duty cycle preceding the 34-hour restart break. In contrast, subjective sleepiness was relatively stable across time of day in the SDD condition.

For the subjective scales of mood (VASM), affect (PANAS) and effort (EFFR), and for cognitive throughput on the DSST, the primary analysis yielded no statistically significant interactions of condition by duty cycle (VASM mood score: \( F_{1,1051} = 0.01, P = 0.92 \); PANAS positive affect: \( F_{1,1051} = 1.26, P = 0.26 \); PANAS negative affect: \( F_{1,1051} = 0.05, P = 0.83 \); EFR effort score: \( F_{1,1051} = 2.19, P = 0.14 \); DSST number correct: \( F_{1,1051} = 0.28, P = 0.60 \)) in agreement with previous reported observations. DSST performance displayed a pronounced learning curve extending across all duty days in the two duty cycles in both conditions. This was reflected in a significant 2-way interaction of duty cycle by duty day \( (F_{4,1034} = 6.13, P < 0.001) \) and a significant main effect of duty day \( (F_{4,1034} = 29.84, P < 0.001) \).

For conciseness, only additional significant effects and interactions of condition are reported here for the VASM, PANAS, EFRR, and DSST. Significant interactions of condition by time of day were found for the VASM \( (F_{3,1039} = 6.02, P < 0.001) \), for PANAS positive affect \( (F_{3,1039} = 20.37, P < 0.001) \), for the EFRR \( (F_{3,1039} = 4.63, P = 0.003) \), and for DSST number correct \( (F_{3,1038} = 2.94, P = 0.032) \). Subjective mood, positive affect, subjective effort, and cognitive throughput gradually declined across time of night in the SND condition but were relatively stable across time of day in the SDD condition.

Subjects in both conditions showed low negative affect on the PANAS throughout the study. However, there was a significant 3-way interaction of condition by duty cycle by duty day \( (F_{4,1035} = 3.12, P = 0.014) \) and a significant 2-way interaction of condition by duty day \( (F_{4,1035} = 2.76, P = 0.027) \). During the first 2 days of the first duty cycle, relative to the other duty days, negative affect was slightly increased in the SND condition and slightly decreased in the SDD condition. Starting on the third day of the first duty cycle, negative affect no longer differed between the two conditions. PANAS negative affect did not vary significantly as a function of time of day in either study condition.

For the subjective performance ratings (PERF), the primary analysis yielded no statistically significant interaction of condition by duty cycle (collapsed over duty days and over times of day within duty cycles) yielded a trend for an interaction \( (F_{1,1051} = 3.35, P = 0.067) \) and a significant main effect of duty cycle \( (F_{1,1051} = 17.78, P < 0.001) \), but no significant main effect of condition \( (F_{1,1051} = 1.48, P = 0.22) \). Figure 2 (bottom right panel) shows CDDT error responses by duty day (collapsed over time of day). The 3-way interaction of condition by duty cycle by duty day was not statistically significant \( (F_{4,1035} = 1.09, P = 0.36) \), nor was the 2-way interaction of condition by day \( (F_{4,1035} = 1.24, P = 0.29) \). However, the 2-way interaction of duty cycle by duty day was significant \( (F_{4,1035} = 2.63, P = 0.033) \), as was the main effect of duty day \( (F_{4,1035} = 4.00, P = 0.003) \). In both conditions, mean performance on the CDDT improved steadily across days in the duty cycle preceding the 34-hour restart break and leveled off in the duty cycle following the 34-hour restart, where asymptotic performance tended to be better (fewer errors) in the SDD condition than in the SND condition.

Polysomnography

Polysomnographic measures of sleep periods selected to be recorded (see Figure 1) were compared between the SND experimental condition and the SDD control condition to help interpret the neurobehavioral findings. The sleep variables were compared between the two conditions by study segment (Baseline, Cycle 1, Restart, Cycle 2, Recovery), with each segment containing one or more recorded sleep periods, as described in the Methods section. Statistical comparisons focused primarily on Cycle 1, Restart, and Cycle 2, where combined TIB was the same for the two study conditions; and on the cumulative totals across all recorded sleep periods, where total TIB was likewise the same. The combined TIB durations in each of the study segments are shown in Figure 4 (top left panel).

Total sleep time (TST), shown in Figure 4 (top right panel), closely followed the pattern of TIB across study segments. However, TST in the 10-hour daytime sleep periods of the SND condition was significantly shorter than TST in the 10-hour nighttime sleep periods of the SDD condition for Cycle 1 \( (F_{1,24} = 11.99, P = 0.002) \) and Cycle 2 \( (F_{1,24} = 8.76, P = 0.007) \); average daily TST was 0.9 hours shorter during the nighttime duty days than during the daytime duty days. There was a trend for less combined TST in the SND condition during Restart \( (F_{1,24} = 3.61, P = 0.070) \). The cumulative TST across all polysomnographically recorded sleep periods (90 hours TIB in total) was 66.2 hours in the SND condition and 74.3
Sleep periods was 10.1 hours in the SND condition and 10.5 hours in the SDD condition, which also did not constitute a significant difference ($F_{1,21} = 0.03$, $P = 0.86$).

For slow-wave sleep (SWS; sleep stage N3), shown in Figure 4 (middle left panel), there was no significant difference between the two conditions during Cycle 1 ($F_{1,24} = 0.03$, $P = 0.86$), Restart ($F_{1,24} = 0.49$, $P = 0.49$), or Cycle 2 ($F_{1,24} = 0.01$, $P = 0.91$). The cumulative SWS across all polysomnographically recorded sleep periods was 10.1 hours in the SND condition and 10.5 hours in the SDD condition, which also did not constitute a significant difference ($F_{1,21} = 0.03$, $P = 0.86$).

Sleep stage N2, shown in Figure 4 (middle right panel), followed the pattern of TST (top right panel). Combined N2 was significantly shorter in the SND condition than in the SDD condition for Cycle 1 ($F_{1,24} = 5.64$, $P = 0.026$) and Cycle 2.

![Figure 4](https://academic.oup.com/sleep/article-abstract/34/7/917/2596048)
(F{\textsubscript{1,24}} = 7.39, P = 0.012). There was no statistically significant difference between conditions during Restart (F{\textsubscript{1,24}} = 1.23, P = 0.28). Across all polysomnographically recorded sleep periods, the SND condition accumulated 35.3 hours of sleep stage N2, and the SDD condition accumulated 40.8 hours, which was significantly different (F{\textsubscript{1,21}} = 5.29, P = 0.032).

For sleep stage N1 (not included in Figure 4), there were no statistically significant differences between the conditions during Cycle 1 (F{\textsubscript{1,24}} = 0.73, P = 0.40), Restart (F{\textsubscript{1,24}} = 0.13, P = 0.72), and Cycle 2 (F{\textsubscript{1,24}} = 0.35, P = 0.56). Across all recorded sleep periods, the SND condition accumulated 3.6 hours of N1, and the SDD condition accumulated 3.3 hours of N1, which was not significantly different (F{\textsubscript{1,21}} = 0.60, P = 0.45).

Rapid eye movement (REM) sleep, shown in Figure 4 (bottom left panel), exhibited a significant difference between the two conditions during Cycle 1 (F{\textsubscript{1,24}} = 5.69, P = 0.025), with relatively reduced REM sleep during the daytime sleep periods of the SND condition. There was no significant difference between conditions during Restart (F{\textsubscript{1,24}} = 2.48, P = 0.13) or Cycle 2 (F{\textsubscript{1,24}} = 0.80, P = 0.38). In the aggregate across all recorded sleep periods, the SND condition accumulated 17.1 hours of REM sleep, and the SDD condition accumulated 19.7 hours of REM sleep, which entailed a statistically significant difference (F{\textsubscript{1,21}} = 8.31, P = 0.009).

For sleep latency (SL), statistical comparisons between conditions focused on averages per study segment, which are more relevant than combined totals for this particular sleep variable. As can be seen in Figure 4 (bottom right panel), average SL was significantly shorter in the daytime sleep periods of the SND condition than in the nighttime sleep periods of the SDD condition for Cycle 1 (F{\textsubscript{1,24}} = 23.61, P < 0.001) and Cycle 2 (F{\textsubscript{1,24}} = 42.74, P < 0.001), as well as for Recovery (F{\textsubscript{1,24}} = 4.60, P = 0.042). There was no significant difference between conditions for Restart (F{\textsubscript{1,24}} = 0.20, P = 0.66) or Baseline (F{\textsubscript{1,24}} = 0.04, P = 0.85).

The SND and SDD conditions were also compared for the sleep variables of just the first (10-hour) baseline night, which the two conditions had in common (see Figure 1). There were no statistically significant differences in TST (F{\textsubscript{1,25}} = 2.72, P = 0.11), SWS (F{\textsubscript{1,25}} = 0.12, P = 0.73), N2 (F{\textsubscript{1,25}} = 1.72, P = 0.20), N1 (F{\textsubscript{1,25}} = 1.55, P = 0.22), REM (F{\textsubscript{1,25}} = 0.13, P = 0.72), or SL (F{\textsubscript{1,25}} = 0.06, P = 0.81). Thus, the two subject groups were not significantly different in these indices of baseline sleep.

**DISCUSSION**

This is the first study to investigate the duration of the restart break needed in shift-work operations to maintain optimal performance across duty days when recycling from one duty cycle to the next—and the first to address this issue in the context of the circadian timing of work schedules. It is a priori unlikely that there would be a single minimal duration for the restart break that is neurobiologically, operationally, and economically optimal and guarantees recycling with stable performance; research on sustained sleep restriction{17} suggests that off-duty time needed to recuperate depends on how much cumulative sleep loss was incurred during the prior duty period. The present study demonstrates that the issue is also critically dependent on the circadian timing of the duty schedule.

An innovative feature of our study was that performance outcomes were measured across two full duty cycles, one before and one after a 34-hour restart break. This enabled examination of impairment compounding across duty cycles, which would have remained unnoticed if our study had focused on recuperation during the restart period without measuring performance during the subsequent duty cycle. For subjects randomized to the simulated nighttime duty (control) condition, we observed that performance lapses on the PVT (our primary outcome measure) were stable between the pre-restart and post-restart duty cycles, indicating that the 34-hour restart break was efficacious and perhaps not even necessary for maintaining optimal performance across daytime duty cycles. However, for subjects randomized to the simulated nighttime duty (experimental) condition, PVT lapses were increased in the post-restart duty cycle relative to the pre-restart duty cycle (Figure 2, top left panel), indicating that the 34-hour restart break was not efficacious for maintaining optimal performance across nighttime duty cycles.

There were equivalent findings for lane deviation on the driving simulator (with statistical significance) and errors on the CDDT (tending to significance)—see Figure 2 (right-hand panels). In the daytime duty condition, these secondary outcomes showed practice effects extending from the pre-restart into the post-restart duty cycle. In the nighttime duty condition, the practice effects were tempered, resulting in less performance improvement across duty cycles than seen in the daytime duty condition. Thus, the 34-hour restart was less recuperative in the nighttime duty condition than in the daytime duty condition, further demonstrating the dependence of the efficacy of the restart break on the circadian timing of the duty schedule.

The level of PVT performance impairment reached in the nighttime duty condition of our study (with group-average lapse counts not exceeding 4; see Figure 3, top left panel) was modest when compared with the documented effects on PVT performance during a night of acute total sleep deprivation or after a week of sustained sleep restriction to 6 hours per day (which are in the range of 6-8 lapses{35}). One reason for this may be the restriction of simulated duty time to 14 hours per day (in agreement with the current HOS regulations motivating this study), leaving as much as 10 hours per day for recuperation. Another reason may be the presence of nap opportunities preceding the transitions to nighttime wakefulness, which served as prophylactic naps known to be effective countermeasures for neurobehavioral impairment{36,37} Without strategic napping, performance in the nighttime duty condition likely would have been considerably worse. Moreover, performance impairment associated with insufficient recuperation appears to be cumulative{11,35,38} Thus, additional episodes of a 34-hour restart period followed by a nocturnal duty cycle could result in further impairment, compounding the impact of insufficient recuperation.

Not all secondary outcome variables showed increased deficits after the restart break. DSST performance and self-report measures of affect, mood, and effort did not vary significantly across duty cycles by condition, nor did measures drawn from the high-fidelity driving simulators other than lane deviation. There is evidence that the effects of sleep loss and circadian misalignment vary as a function of the components of cognition (e.g., sustained attention, working memory) involved in the performance task at hand{39-41} which may partially explain why the effects of the nighttime duty schedule and the 34-hour restart break varied among performance outcomes. Some of...
the performance measures also showed practice effects, which may have obscured differential condition effects. Furthermore, given the rather modest impact of the nighttime duty condition on neurobehavioral functioning (as indicated by the magnitude of PVT impairment discussed above), statistical power for secondary outcome variables may not have been sufficient to yield significant interaction effects.

The results for subjective sleepiness were incongruent with those for other outcome variables (Figure 2, bottom left panel). Although subjects in the nighttime duty condition reported overall greater subjective sleepiness relative to the daytime duty condition, they exhibited decreasing sleepiness across days (collapsed over time of day) in each of the two 5-day duty cycles. This pattern suggested subjective adaptation to the nighttime duty schedule, although the 34-hour restart break undid some of this subjective adaptation. Discrepancy between subjective and objective indices of neurobehavioral impairment has been observed previously in the context of chronic nocturnal sleep-restriction paradigms and individual differences in responses to total sleep deprivation. The present study extends this phenomenon to nighttime waking (i.e., daytime sleep) schedules, and highlights the operational problem of people not reliably gauging their own performance deficits resulting from sleep loss and circadian misalignment.

Performance deficits in the nighttime duty condition were most prominent in the later hours of the night and early morning (Figure 3). This was observed both before and after the restart break, suggesting that no substantive circadian phase-drifting occurred during the laboratory study. Nighttime performance decrements were also evident in calculated fuel consumption on the high-fidelity driving simulators—fuel consumption increased by up to about 1% across the night (Figure 3, bottom right panel). As such, night duty schedules may impact on driving performance not only in terms of road safety, but also in terms of direct economic cost.

The progressive decline of neurobehavioral functioning across the night is consistent with established principles of sleep/wake regulation. Two major regulatory processes are involved in human sleep/wake regulation: a homeostatic process that builds up pressure for sleep during wakefulness and dissipates that pressure during sleep, and a circadian process that exerts a net pressure for wakefulness during the daytime hours and withdraws that pressure during the night. For normal daytime waking and nighttime sleep schedules, the interaction of the two processes results in stable wakefulness during the day and consolidated sleep during the night. However, when wakefulness is placed during the night, the two processes become misaligned, resulting in progressive deterioration of performance during the nighttime waking period (Figure 3).

Furthermore, when wakefulness is placed during the night, sleep must be obtained during the day when the circadian pressure for wakefulness is high. This results in sleep curtailment, as observed in both duty cycles of the nighttime duty condition (see Figure 4, top right panel). Subjects in this condition obtained an average of 7.5 hours TST per duty day, which represented a daily sleep loss of 0.9 hours relative to the daytime duty condition. Given ample TIB (10 hours per duty day) and strict control over light exposure and other zeitgebers in the laboratory, this 0.9-hour difference would appear to represent the magnitude of the endogenous circadian effect (interacting with sleep homeostasis) on TST in night-shift versus day-shift schedules. Noting that SL was shortened during the duty days in the nighttime duty condition (Figure 4, bottom right panel), sleep curtailment was primarily due to difficulty maintaining sleep (rather than initiating sleep), as is consistent with the existence of a “wake maintenance zone” or “forbidden zone for sleep” in the early evening. Even so, the reduction of sleep to 7.5 hours per duty day that we observed is less substantial than what is reported for shift workers in real-world operations, who tend to obtain no more than 5 to 6 hours of sleep per day. This is not surprising, because shift workers in real-world settings face additional sleep challenges (such as ambient light and environmental noise), which make it difficult to obtain the amount of daily sleep their endogenous circadian rhythm would otherwise allow.

During the 34-hour restart break, the subjects in the nighttime duty condition transitioned back to a normal nighttime sleep schedule and had transition nap opportunities, yet they still tended to accumulate less sleep than did the subjects in the daytime duty control condition (despite equal amounts of TIB). The temporary transitioning back to a normal nighttime sleep schedule during the restart period may be one of the reasons why the restart break was not efficacious for mitigating the loss of sleep and consequent performance impairment—and, in fact, may even have contributed to the increased impairment in the post-restart duty cycle in the nighttime duty condition. If a nighttime wake schedule had been maintained through the restart break, it is possible that gradual circadian adjustment would have occurred, potentially making the restart period more efficacious. The real-world utility of this scenario is questionable, though, because few individuals would elect to maintain a permanent night-shift schedule if given the choice.

Changes in the amounts of REM sleep and stage N2 sleep were concordant with those in TST in both study conditions (Figure 4). However, even though not all sleep periods were recorded polysomnographically, it appeared that SWS was systematically conserved in the nighttime duty condition compared with the daytime duty condition (Figure 4, middle left panel). Conservation of SWS has been found previously in the context of nighttime sleep-restriction paradigms, although not in all studies. Our finding that conservation of SWS extends to daytime sleep schedules (i.e., to opposite circadian phase) is new and could be important for models of sleep regulation.

In contrast to SWS, SL (Figure 4, bottom right panel) was significantly reduced in the daytime sleep periods of the experimental condition relative to the nighttime sleep periods of the control condition. This suggests that considerable homeostatic pressure for sleep was present and overcame the rising circadian pressure for wakefulness during the late morning. With TST reduced, SWS conserved, and SL shortened simultaneously, our simulated night-shift protocol dissociated three commonly used markers of sleep homeostasis, questioning their validity in circadian misalignment paradigms and contributing new data to the debate about whether or not sleep duration and sleep intensity are interrelated. As it stands, the most parsimonious assumption would seem to be that overall sleep curtailment (i.e., reduced TST) was the main effect of the ob-
served performance impairments following the restart break in the nighttime duty condition, which would be consistent with conclusions drawn from other experiments.\textsuperscript{35,58}

There are some noteworthy limitations to the interpretation of our findings in applied contexts. The study was conducted in a laboratory, which helped to eliminate environmental confounds, allowed for continuous behavioral and physiologic monitoring and use of sensitive laboratory performance measures, and moderated the sample-size requirement (as supported by a power calculation performed in advance of the study\textsuperscript{19}). The laboratory setting was strictly controlled, and light levels during scheduled wakefulness were the same for the two study conditions. Outside the laboratory, light exposure would normally differ between nighttime and daytime duty schedules. Also, in view of the between-groups design of the study, we standardized the driving-simulator scenarios (roads, weather, light conditions). These scenarios did not, therefore, control for the increased traffic density typically encountered during daytime driving or the reduced visibility associated with nighttime driving. As such, the study findings should be interpreted in terms of human response rather than occupational response. A field study would be needed to determine how our results translate to real-world driving performance, safety, and cost.

It should also be noted that the research subjects were healthy young adults with no sleep disorders. Had we studied a sample of patients with sleep apnea—a common sleep disorder among CMV drivers\textsuperscript{59}—or other medical conditions, the recuperative potential of the restart break would likely have been diminished. Thus, greater post-restart performance deficits would have been expected in the nighttime duty condition, strengthening our conclusion that the 34-hour restart break was not efficacious for maintaining optimal performance across repeated nighttime duty cycles.

In conclusion, we showed that a 34-hour restart break was adequate (and perhaps even unnecessary) for maintaining optimal performance in a daytime duty schedule, but was inadequate (and perhaps even detrimental) for maintaining performance in a nighttime duty schedule. Performance degradation was observed for sustained attention during the PVT, mental orientation in the CDDT, and driving in the high-fidelity driving simulator, all of which are relevant to real-world truck driving. Our study thus indicated that the 34-hour restart provision of the HOS regulations currently governing CMV drivers in the US could be improved by considering the circadian aspects of duty schedules. This was recognized in the notice of proposed rulemaking issued by the FMCSA on December 24, 2010, in which the 34-hour restart rule is proposed to be amended by requiring inclusion in the restart period of at least two “biological nights” (defined in the proposed amendment as periods between 00:00 and 06:00). For nighttime duty schedules, this implies that, in most cases, the duration of the restart break will need to be extended beyond 34 hours. (No complementary stipulation was made for daytime duty schedules to allow shortening of the restart break to less than 34 hours.) Follow-up research is underway to investigate the effectiveness of adding a second biological night for recovery sleep to the restart break to promote recycling with optimal performance.
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