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Abstract NASA's Mars 2020 and ESA's ExoMars will collect Raman measurements in dusty field conditions obscuring underlying rocks. This presents a challenge for remote Raman measurements at distances where mechanical or ablative sample cleaning is not straightforward. Historically, probing broad lithostratigraphic suites has been thwarted by the need for pristine targets and high-quality spectra. We provide a means of identifying Raman spectra of common rock-forming silicate, carbonate, and sulfate minerals under low signal-to-noise-ratios, Mars-like conditions using a convolutional neural network (CNN). The CNN was trained on the Machine Learning Raman Open Data set data set with 500,000+ Raman spectra of hand samples/powder mixtures (5,000+ spectra/mineral class). Diversity in sample microtopography, orientation, and crystallinity simulated varying laser focuses and spectral quality, and no traditional spectral preprocessing such as cosmic ray or baseline removal was employed. The CNN identified low-intensity Raman scatterers (micas and amphiboles), mixed minerals, and distinguished between mineral endmembers with +99% success. We present among the first known implementations of “big data” machine learning using varied, high-volume Raman spectral datasets. The pattern recognition abilities of CNNs can facilitate scientist Raman spectral interpretation on Earth and autonomous rover decision-making on planets like Mars; increasing scientific yield, correcting human classification errors, reducing the need for thorough target dust removal during evaluative measurements, and streamlining the data communications pipeline—saving time and resources. This study examines an end-to-end development process for creating a deep learning algorithm sensitive to varieties of Raman spectra and provides guidelines for CNN model development at the interface of Raman spectroscopy, deep learning, and planetary science.

Plain Language Summary We collected thousands of spectra from rocks and minerals that are found on Earth and Mars and trained a computer to automatically identify them using an algorithm called a convolutional neural network or CNN. This is an effective but difficult algorithm to fine tune for Raman spectra as it requires a lot of training. A CNN works like an artificial brain with firing neurons. This brain can be uploaded onto Mars rovers such as NASA's Curiosity and Perseverance so that they can automatically identify rocks and minerals on Mars without human guidance. Doing this will accelerate scientific discovery while saving crucial mission time and energy. We essentially programmed the “brains” of a rock and mineral identification “tricorder”.

1. Introduction

Understanding the geology of a rocky planetary or lunar surface provides key insights into the terrestrial body's petrogenesis, surface evolution, and habitability. This process requires detailed understanding of morphological, physical, chemical, and mineralogical analysis of rocks and minerals within stratigraphic layers, units, outcrops, and landforms. Due to the risk involved in exploring the remote terrestrial reaches of Earth or extraterrestrial surfaces of the Moon or Mars, robotic rovers serve as valuable alternatives to the field geologist. Several relevant planetary rovers are currently exploring Mars or set to begin exploration in the coming years: NASA's Mars 2020 Perseverance rover and the Mars Science Laboratory Curiosity rover are currently acquiring thousands of images and spectra on the surfaces of Jezero and Gale Crater, respectively. (Farley et al., 2020; Mars Exploration Program and Jet Propulsion Laboratory for NASA's Science Mission Directorate, 2020a, 2020b; Maurice et al., 2012; Mustard et al., 2013) ESA's 2022 ExoMars rover is expected to begin data collection at Oxia Planum in late 2022 or early 2023 (Lopez-Reyes, Rull, et al., 2014). With the exponential increase in the acquisition of
The intended applications are three-fold: (a) to expedite and facilitate scientists’ Raman spectral interpretations, thereby increasing scientific yield; (b) to propose a method that can be used for future autonomous rover decision making; and (c) to develop a technique that can facilitate interpretation of low signal-to-noise, suboptimal spectra. In particular, we demonstrate the classifier's robustness by simulating Mars' dusty environment and testing it on gabbro and granite rocks covered in varying levels of basaltic dust. Several independent laboratory groups have conducted excellent applied machine learning and Raman spectroscopy studies using smaller spectral datasets (~1,000–5,200 total spectra) and employing network architectures fine-tuned to their respective data set sizes (Carey et al., 2015; Ishikawa & Gulick, 2013; Kwiatkowski et al., 2010; Liu et al., 2017). We report an initial application of statistically significant, high-volume, “big data,” machine learning using over 100,000 individual Raman spectra (Emmanuel & Stanier, 2016). The effects of hyperparameter tuning and neural network architectures are discussed in light of varying data set sizes and quality. We also present among the first machine learning-specific Raman datasets (Machine Learning Raman Open Data set (MLROD)) for open use to the scientific community (Berlanga, Williams, & Temiquel, 2022). Moving Raman spectral characterization into the “big data” regime enables the use of a sufficiently large teaching set for the deep learning algorithms to maximize detection and identification of weak scatterers or low-abundance constituents, and to create the prospect that mineralogic issues, such as solid solutions or multiple juxtaposed phases, can be treated as accurately as possible within potentially low signal-to-noise spectra. This study examines an end to end development process for creating an appropriate deep learning algorithm sensitive to the varieties of Raman spectra and provides general guidelines for targeted CNN model development at the interface of Raman spectroscopy, deep learning, and planetary science.

1.1. Raman Spectroscopy for Planetary Science Applications

Raman spectroscopy is an active-laser spectroscopic technique that provides bonding and symmetry information about the target material; practically, it is often deployed as a diagnostic identification technique for different minerals or mineral assemblages. A monochromatic laser light, such as a 532 nm green laser, is directed at a sample and the resulting scattered light is collected. A small fraction of the scattered light (typically of order <0.000001%) is shifted in energy from the laser frequency due to interactions between the incident electromagnetic waves and the bonds and atoms within the spectroscopic unit cell of the crystalline sample. This inelastic shift is called the Raman effect and occurs instantaneously at picosecond timescales (Berlanga et al., 2019; Blacksberg et al., 2020; Johnson et al., 1985). A Raman spectrum is then produced with peaks showing the intensity and wavelength position of the Raman scattered light. Each peak corresponds to the energy levels of different vibrational modes dictated by the analyte’s symmetry and bonding vibrations, thus enabling unique sample identification akin to a barcode or fingerprint (Lewis & Edwards, 2001). Typically, stronger and more distinctive Raman scattering occurs from minerals or materials containing molecular-type units (e.g., carbonate-, sulfate-, and silicate-groups), but low-frequency lattice-associated modes may also prove to be diagnostic (Sharma & Egan, 2019; Sobron et al., 2019).

1.1.1. Complexity of Rock and Mineral Raman Spectra

Raman spectra provide basic molecular information about the targeted sample, and additionally, various aspects of rock or mineral petrogenesis, crystalline order, textural imprints, chemical variations, possible bounds on grain size, opacity, and fluorescence centers can be ascertained from the data. While informative, these nuanced spectroscopic signatures often have the effect of complicating actual mineral or rock identification by introducing Raman peak shifts, peak broadening, or baseline enhancement. Doppler, collisional, thermal, chemical, and physical effects homogeneously or inhomogeneously broaden Raman peaks (Artur et al., 2011). These broadening effects can be generated by poor crystalline order (Tuschel, 2017), shock effects (Heymann & Cellucci, 1988), and smaller-sized grains (Foucher et al., 2013). Opaque, mafic minerals limit Raman visible laser penetration...
and reduce internal scattering, decreasing the resultant available Raman signal for peak detection. Fluorescence centers commonly contribute broad peaks and spectral baselines that sometimes saturate whole spectrum intensities and can obscure or entirely mask Raman peaks (Jones et al., 2019); a few narrow-line fluorescent centers (such as the rare earths) can generate peaks that are comparable in width to Raman peaks (Lenz et al., 2013). Sample morphology or surface scattering, preferred orientation, and impurities contribute additional skewing of characteristic spectral signatures. With these complexities in mind, accurate mineral and rock identification through Raman spectroscopy alone can potentially become a very time-consuming task, requiring an experienced spectroscopist familiar with both the technique and the materials being analyzed.

1.1.2. Challenges With Raman Spectroscopy on a Dusty Mars

The surface of Mars is covered with vast expanses of dust and sand ranging from nanophase to millimeter-sized grains. The coarser material is ~55–71% crystalline and of basaltic origin, and the finer amorphous material is ~29–45% nanophase iron oxide (Bish, Blake, Vaniman, Sarrazin et al., 2014; Bishop et al., 2002; Blake et al., 2013; Grotzinger, 2013). Much of this dust is mechanically derived from weathered Martian mafic or basaltic rocks, whose amorphous component is compositionally similar to Earth volcanic soils such as those from Mauna Kea volcano, Hawai`i (Bish, Blake, Vaniman, Chipera et al., 2014; Certini et al., 2020; Morris et al., 2001; Ojha et al., 2018). This dust circulates globally and remains suspended in the atmosphere for months after dust storms (Kahre et al., 2017). Eventually, the aeolian dust settles on rocks and boulders strewn across the surface, leaving a fine veneer that may impart a compounding optical scattering and eclipsing of Raman peaks.

NASA's Mars 2020 Perseverance rover and the Mars Science Laboratory Curiosity rover are traversing through these challenging and dusty conditions common to Mars. Both rovers carry dust removal tools that employ either pressurized gas (Farias et al., 2020) or wire-bristle brushes (Schmidt et al., 2018) to clean off fine dust veneers, but in situations where target samples are beyond the reach of the turret arm, laser ablation is required for sample cleaning. Curiosity comes equipped with the ChemCam instrument suite which includes a laser-induced breakdown spectroscopy (LIBS) system that has the ability to ablate target samples prior to actual analysis (Maurice et al., 2012). This ability has the potential to remove veneers or dust coverage obscuring the target (Lanza et al., 2015). Perseverance comes equipped with the next generation SuperCam instrument that includes a dual remote Raman and LIBS spectrometer capable of ablation and the Scanning Habitable Environments for Raman and Luminescence for Organics and Chemicals (SHERLOC) instrument, a deep ultraviolet (DUV) Raman spectrometer. Due to the varying spot diameters used for LIBS, remote Raman, and DUV Raman techniques, analyzing dusty rocks on Mars will involve repeated LIBS ablation using a 500 µm maximum diameter beam across the surface area of the larger Raman laser's 8 mm maximum diameter collimated beam (SuperCam laser at distances over 12 m). It takes approximately five LIBS shots, or the equivalent of 17% of an average 30-shot LIBS observation, before being able to adequately sample the clean target area (Bhartia et al., 2021; Wiens et al., 2021; Wiens, Maurice, and Rull Perez, 2017). The time and laser power required to clean a target before actual analysis can take place provides a major impediment to the number of possible analyses. As the progressive investment of time and power accumulates and the available consumable laser shots declines, serial laser ablation over multiple Mars years may ultimately become unsustainable. Here, we present a computational means of enhancing Raman spectral analysis and sample identification under dusty, low signal-to-noise (SNR) conditions, that saves resources by minimizing the use of extensive laser ablation during cursory exploratory spectral acquisitions.

1.1.3. Efficiency of Earth-Mars Communications

A communications lag and data bottleneck exist between Earth and Mars that hinders scientific data acquisition and human decision-making in directing rover operations. Round-trip interplanetary communications between Earth and Mars can take up to 48 min, and data rates range from 32,000 bits/s (about half as fast as a current standard home modem) to 2 million bits per second. Maximum bandwidth is not always available due to rover-orbiter-Earth lines of sight, rover power limitations, or conflicts with other planned activities (Mars Exploration Program and Jet Propulsion Laboratory for NASA's Science Mission Directorate, 2020a, 2020b). This communications time lag limits the number of commands sent to Mars and the bandwidth bottleneck slows the transmission of large data volumes. Our proposed computational enhancement of Raman spectral analysis and sample classification can partially offload decision-making from scientists on Earth to the rover, reducing the number of commands sent to Mars, and streamlining data acquisition, increasing the quality and decreasing the volume of data relayed to Earth.
1.2. Machine Learning as a Tool for Spectral Interpretation and Robotic Autonomous Decision Making

Machine learning solves problems by discovering the rules, patterns, and statistical structure underlying a large data set (Bishop, 2006; Chollet, 2018; Goodfellow et al., 2016; Witten et al., 2011). This opens the door for the creation of a new kind of toolset or assistant to the scientist—one that optimizes and expands problem solving and scientific output. We address the two-pronged case of (a) increasing volumes of spectral data arriving from remote robotic rovers on Mars and the Moon and (b) the data uplink and downlink bottleneck constrained by limited interplanetary communications bandwidth between distant planetary rovers and scientists on Earth (Figure 1). The former case tasks scientists with a repetitive and ever-growing analysis and interpretation workload, while the latter interplanetary communications bottleneck increases the number of simplistic command cycles required to acquire and produce viable scientific knowledge. Machine learning can facilitate automation of spectral sorting, analysis, and interpretation in terrestrial laboratory settings as well as enhance autonomous decision-making in remote rovers equipped with intelligent onboard systems. This has the effect of streamlining scientific data analysis and reducing the number of command cycles between human and rover. We provide a method that tackles these problems and ultimately increases the volume, speed, and quality of scientific output.

The Perseverance and Curiosity rovers are equipped with existing machine learning software (Autonomous Exploration for Gathering Increased Science) for autonomous hazard navigation and blind laser targeting (Francis et al., 2017). On Perseverance this software uses a RAD 750 processor that runs at 200 MHz and has access to 16 MB of RAM. This hardware is sufficient to run complex image recognition and segmentation of rock and boulder 2-dimensional images. Running a 1-dimensional spectral classification pre-trained CNN algorithm using such hardware is not inconceivable, and would provide a significant enhancement to an AEGIS-type software that chooses targets pre-spectral analysis, and superimpose a decision-making layer post-analysis that can reduce repetitive blind targeting.

1.2.1. Neural Networks

In this work we introduce the use of high-volume datasets and convolutional neural networks (CNNs) in the context of Raman spectroscopy. Similar to synaptic communication in biological neural pathways, a neural network receives inputs and feeds them forward to subsequent layers of neurons. This process is mathematically modeled through CNNs using a standard sequence. First, input variables are multiplied by random weights at each node in the input layer. Nodes in each following inner layer sum the weighted inputs from the previous layer and generate an output by applying an activation function. The final output layer sums the weighted inputs from the last inner layer and generates a numerical output, or prediction, via an activation function. Back-propagation recursively adjusts the weights of the network connections so as to minimize loss (Rumelhart et al., 1986). Convolutional neural networks have the capacity to capture complex data relationships and produce accurate predictions for high-volume datasets. This makes them ideal for synthesizing the multiple input variables found in spectra into a concise output.

Historically, Raman analyses pipelines have employed traditional statistics and machine learning requiring extensive spectral preprocessing such as cosmic ray removal, baseline smoothing and removal (Baek et al., 2014;
incorporate more realistic Mars dust simulants. Effects as dust on the surface of Mars. Future studies will include the effects of Mie and Rayleigh scattering and (such as Mojave Mars Simulant (MMS)-1 or MMS-2 (Peters et al., 2008)) will have similar signal:noise reduction effects as dust on the surface of Mars. Future studies will include the effects of Mie and Rayleigh scattering and incorporate more realistic Mars dust simulants.

2. Methodology

Roughly polished gabbro and granite slabs, ground and sieved basaltic dust (a heterogeneous size distribution, limited to 50–150 μm grain diameters), and 12 hand sample mineral specimens, four of which were mixed into three binary powders, were used as the test data set for our Raman spectroscopic and machine learning investigation. The irregularly shaped and distributed dust allowed for a range of different dust, sample, and beam configurations, including partial eclipsing by dust of the Raman beam, near total eclipsing, and minimal (or zero) eclipsing. Sample chemistries were confirmed using X-ray fluorescence (XRF), and sample mineralogy was confirmed through both Raman spectroscopy and powder X-ray diffraction (XRD). Over 20,000 spectra were collected at progressively shifted locations on the gabbro and granite slabs, with half of these collected under idealized laboratory conditions, and the other half under a ~50% basaltic dust coverage that mimicked dusty, in situ field acquisitions on the Martian surface. Over 80,000 mineral spectra were collected to represent major silicate, carbonate, and sulfate mineral structures found on Earth and Mars: silicates containing isolated tetrahedra (nonsilicates), single and double chain tetrahedra (inosilicates), sheets (phyllosilicates), framework silicates (tectosilicates), carbonates, and sulfates. Again, these were collected from varying locations within polycrystalline samples, and hence sampled various crystallographic orientations, and varying surface topologies. Some, but not all, of these minerals were primary mineral components in the gabbro and granite slabs. Training reference sets also included 12 pure mineral samples and four binary powder mixtures: quartz, albite, anorthite, microcline, hornblende, biotite, muscovite, forsterite, augite, enstatite, calcite, gypsum, a 1:1 quartz albite mixture, a 1:1 forsterite augite mixture, and a 1:1 forsterite albite mixture. Mineral localities and number of spectra obtained are tabulated in Table 1. This initial sample suite was chosen to encompass broad primary Raman peak coverage across the measured Raman wavenumber range as well as to include closely overlapping primary Raman peak instances in order to prevent training set biases while finetuning the CNN. Moreover, the distribution of samples incorporated the common silicate structural groups, as well as those bearing molecular-type units likely to be present on Mars. Future work will include additional Mars-relevant minerals, including intermediate plagioclase compositions, low-Ca and high-Ca pyroxenes like diopside and pigeonite, sulfates such as kieserite and anhydrite, and further exploration of Martian sedimentary minerals and phyllosilicate phases (Rogers & Hamilton, 2015).

Hawaiian basalt was finely ground and sieved to serve as a spectroscopic obscurant similar to what we expect from the fine Martian dust veneer found on the planet’s surface. Care was taken that the dust was: (a) sufficiently fine-grained that it generated no resolvable crystalline spectral features, (b) coarse enough to not contribute Mie or Rayleigh scattering effects, (c) not detectably Raman-active, and (d) exhibited low fluorescence. The basaltic dust thus functions as an optical scatterer eclipsing Raman scattering from the underlying rock. In this sense, the dust functions as a spectroscopically passive reducer of the signal: noise ratio of the Raman spectra. Hence, the precise nature or chemistry of the dust (as long as it remains spectroscopically inactive) is not critical for our results: our expectation is that similarly fine-grained basaltic dust or modestly compositionally tuned basaltic dust (such as Mojave Mars Simulant (MMS)-1 or MMS-2 (Peters et al., 2008)) will have similar signal:noise reduction effects as dust on the surface of Mars. Future studies will include the effects of Mie and Rayleigh scattering and incorporate more realistic Mars dust simulants.

Dust coverage percentages were measured out by mass and evenly spread and flattened across a 9 cm² surface whose perimeter contained all of the Raman measurements. Dust coverage percentages were computationally verified by acquiring a high definition black and white image of the 3 × 3 cm area and passing the image through
a pixel color indexing filter. The shift in the integrated pixel value histogram (proportional to the dust percentage) and the increase or decrease in the RGB value bins corresponding to gray (Bins 0–20) basaltic dust were compared between the clean and dusty gabbro and granite slabs.

3. Experimental Design

3.1. Raman Measurements

Raman measurements were performed using a Horiba LabRAM HR Evolution single stage spectrometer equipped with an air-cooled solid-state laser emitting at 532 nm/100 mW and filtered through a long range 532 nm notch filter. The spectrometer includes high throughput achromatic coupling optics, a spectrometer focal length of 800 mm, and a grating of 1,800 lines/mm with a spectral resolution of ∼1 cm$^{-1}$. An Open-Electrode charge-coupled device detector thermoelectrically cooled to −60°C collected the measurements. Raman scattering from the samples was collected using a long-distance aperture of 50× (NA = 0.5). Samples were placed on an automated Märzhäuser XY mapping stage (resolution 0.1 μm, reproducibility 1 μm) and spectra were collected using scan and point counting techniques (Haskin et al., 1997; Wang et al., 1999) at ambient temperature and pressure. A synthetic silicon standard was used for spectral wavenumber calibration. High quality raw Raman spectra were collected in conjunction with relatively short collection times of 1–120 s, and introduced into the CNN with only minimal preprocessing to standardize wavelength scales, as described below in Section 4.1. Raman measurements were collected between 100 and 1,800 cm$^{-1}$ to incorporate the fundamental range of vibrational modes for silicate, carbonate and sulfate minerals (Wang et al., 2015; Williams, 1995). Representative spectra for each training set are plotted in Figure 2. These spectroscopic measurement and laser excitation specifications fall within those of the SuperCam Raman measurements, enabling the use of the MLROD-trained CNN algorithm with SuperCam data. MLROD spectral resolutions can be downsampled within the software build to better match SuperCam or other spectrometer resolutions. The future addition of Raman training sets at a 248.6 nm laser excitation will allow the algorithm to be used on SHERLOC data. Relevant laser and spectrometer
specifications between current Mars payloads implementing Raman spectroscopy and the Horiba spectrometer used to create MLROD are tabulated in Table S3 of Supporting Information S1.

3.2. X-Ray Diffraction and X-Ray Fluorescence Measurements

To confirm the structures of our mineral standards, XRD patterns were measured between 5.0 and 65.0 2Θ in 0.02° steps with a count time of 2 s per step on an inXitu Terra diffractometer at NASA Ames Research Center. XRF measurements were collected on an inXitu Terra diffractometer to measure chemical compositions. Elemental compositions confirmed the chemistry and solid solution series position of each mineral specimen. This mineralogical information, comprising both symmetries and unit cell parameters and elemental compositions, established the phase and compositional ground truthing for the Raman analysis. XRD/XRF data and mineralogical information are available in the Supplement section.

4. Software Design

Open-sourced and freeware software and environment options were used for our investigation. Programming was completed using Python 3.8 with Jupyter Notebooks on Google Collaboratory as our development environment. Data processing and manipulation was done using the Pandas and Numpy packages (Harris et al., 2020; Reback et al., 2021). Traditional statistics and spectral signal processing were done using the SciKit Learn package (Pedregosa et al., 2011). Machine learning algorithms were developed using the Keras library on top of Tensorflow (Abadi et al., 2016).

Two datasets provided inputs to our machine learning classifiers: (a) the experimentally acquired raw Raman spectra of rocks and pure minerals and (b) a subset of excellent to poor quality publicly available spectra of pure minerals from the RRUFF Project Raman database (Lafuente et al., 2015) for independent CNN testing. No synthetic data augmentation was necessary due to our acquired data volumes being sufficiently extensive that they satisfied the training set size and variability needs for a CNN. The experimentally acquired pure and mixed mineral Raman spectra were used for CNN training, while the gabbro and granite spectra and the independent RRUFF Project Raman database spectra were used for testing. Two versions of the training and tests sets were inputed: a raw version and a minimally processed continuous wavelet transformed version.
4.1. Raw Raman Spectra Preprocessing

Prior to running the Raman spectra through the CNN, we standardized the wavelength range and interpolation intervals. This was the only pre-processing conducted on the spectra, with only truncations of data and sampling intervals being standardized. No cosmic ray removal or baseline corrections were applied. All spectra were trimmed to a wavelength range of 150 to 1,100 cm\(^{-1}\) in order to reduce file sizes and accelerate automatic processing and statistical analysis using standard commercial laptop processing speeds of 2.8 GHz and an Intel Core i7, while still including relevant primary Raman peaks for silicate or functional group identification.

Continuous wavelet transform-based (CWT) pattern matching was applied to the spectra due to the approach's sensitivity to peak shape and amplitude. Most peak detection algorithms identify peaks based solely on amplitude, sacrificing low-amplitude peak detection, and increasing the rate of false positives in low signal to noise situations (Du et al., 2006; Yang et al., 2009). By transforming the spectral data into wavelet space, we were able to simplify peak matching, increase the apparent SNR, and bypass baseline removal and peak smoothing steps. Raman shift resolution and ranges were standardized by interpolating to discrete steps of 1 cm\(^{-1}\) in order to account for variations between data set wavelength ranges and spectrometer resolution. For each 1 cm\(^{-1}\) bin, the minimum Raman intensity was chosen as the new intensity value for the interpolated pair. This step standardizes all input spectra and also has the added natural consequence of removing single pixel cosmic rays from the spectra. Care was taken to preserve adequate spectral peak information for identification. Figure 3 illustrates the Ricker continuous wavelet transform (CWT) implementation.

Two data sets are outputted from the Ricker continuous wavelet transform:

1. A 10-feature matrix with the highest peak intensities in CWT space in descending order from highest to lowest for each spectrum:

   | PeakPosition1 | PeakPosition2 | PeakPosition3 | PeakPosition4 | PeakPosition5 |
   |--------------|--------------|--------------|--------------|--------------|
   | Intensity1   | Intensity2   | Intensity3   | Intensity4   | Intensity5   |

   This set was used to test traditional statistics and machine learning classifiers.

2. The Ricker CWT of each spectrum with 190 features (one for every 1 cm\(^{-1}\) between 150 and 1,100 cm\(^{-1}\). These data are only used in the CNN. Traditional models like support vector classifiers or logistic regression cannot input this type of data due to the large number of features and noise. The general format is, where \(x_j\) and \(y_{j,k}\) denote wavenumber and intensity, respectively:

   \[
   \begin{align*}
   150 & 155 & x_j & \ldots & 1100 \\
   \text{Intensity1} & \text{Intensity2} & y_{j,k} & \ldots & y_k
   \end{align*}
   \]

   Table S1 in Supporting Information S1 shows the tabulated top five peaks from the 10-feature data set, for each mineral trained on the CNN, and the respective band assignments and vibrational modes. The top five peak positions were selected by taking a frequency distribution of the top five peak intensities in all spectra for each mineral and selecting the corresponding positions of the five peak intensities with the highest frequencies across the mineral class. While the CNN uses the entire Ricker CWT with 190 features, tabulating the top five peaks allows insights into the mechanics of how the CNN “thinks” about full spectrum matching. Not all primary peaks land in the top five for every mineral, but the Ricker CWT captures enough primary peaks to adequately influence the CNN node weights during classification. The weak peaks emphasized by the Ricker CWT provide identifying features throughout the entire spectrum, and within potentially diagnostic regions of the spectrum, instead of just being confined to grouped regions, in which the well-known vibrations of functional groups fall. These weak, often isolated features are not readily obvious to the untrained spectroscopist and may become crucial for spectral mineral identification when confronted with very noisy or highly fluorescent Raman spectra, or mixtures containing many mineral components. If the spectrum contains no identifiable peaks, the CNN algorithm has a classification option of “Dusty/Low SNR/Unknown”.

Table S1 in Supporting Information S1 shows the tabulated top five peaks from the 10-feature data set, for each mineral trained on the CNN, and the respective band assignments and vibrational modes. The top five peak positions were selected by taking a frequency distribution of the top five peak intensities in all spectra for each mineral and selecting the corresponding positions of the five peak intensities with the highest frequencies across the mineral class. While the CNN uses the entire Ricker CWT with 190 features, tabulating the top five peaks allows insights into the mechanics of how the CNN “thinks” about full spectrum matching. Not all primary peaks land in the top five for every mineral, but the Ricker CWT captures enough primary peaks to adequately influence the CNN node weights during classification. The weak peaks emphasized by the Ricker CWT provide identifying features throughout the entire spectrum, and within potentially diagnostic regions of the spectrum, instead of just being confined to grouped regions, in which the well-known vibrations of functional groups fall. These weak, often isolated features are not readily obvious to the untrained spectroscopist and may become crucial for spectral mineral identification when confronted with very noisy or highly fluorescent Raman spectra, or mixtures containing many mineral components. If the spectrum contains no identifiable peaks, the CNN algorithm has a classification option of “Dusty/Low SNR/Unknown”.

Table S1 in Supporting Information S1 shows the tabulated top five peaks from the 10-feature data set, for each mineral trained on the CNN, and the respective band assignments and vibrational modes. The top five peak positions were selected by taking a frequency distribution of the top five peak intensities in all spectra for each mineral and selecting the corresponding positions of the five peak intensities with the highest frequencies across the mineral class. While the CNN uses the entire Ricker CWT with 190 features, tabulating the top five peaks allows insights into the mechanics of how the CNN “thinks” about full spectrum matching. Not all primary peaks land in the top five for every mineral, but the Ricker CWT captures enough primary peaks to adequately influence the CNN node weights during classification. The weak peaks emphasized by the Ricker CWT provide identifying features throughout the entire spectrum, and within potentially diagnostic regions of the spectrum, instead of just being confined to grouped regions, in which the well-known vibrations of functional groups fall. These weak, often isolated features are not readily obvious to the untrained spectroscopist and may become crucial for spectral mineral identification when confronted with very noisy or highly fluorescent Raman spectra, or mixtures containing many mineral components. If the spectrum contains no identifiable peaks, the CNN algorithm has a classification option of “Dusty/Low SNR/Unknown”.

Table S1 in Supporting Information S1 shows the tabulated top five peaks from the 10-feature data set, for each mineral trained on the CNN, and the respective band assignments and vibrational modes. The top five peak positions were selected by taking a frequency distribution of the top five peak intensities in all spectra for each mineral and selecting the corresponding positions of the five peak intensities with the highest frequencies across the mineral class. While the CNN uses the entire Ricker CWT with 190 features, tabulating the top five peaks allows insights into the mechanics of how the CNN “thinks” about full spectrum matching. Not all primary peaks land in the top five for every mineral, but the Ricker CWT captures enough primary peaks to adequately influence the CNN node weights during classification. The weak peaks emphasized by the Ricker CWT provide identifying features throughout the entire spectrum, and within potentially diagnostic regions of the spectrum, instead of just being confined to grouped regions, in which the well-known vibrations of functional groups fall. These weak, often isolated features are not readily obvious to the untrained spectroscopist and may become crucial for spectral mineral identification when confronted with very noisy or highly fluorescent Raman spectra, or mixtures containing many mineral components. If the spectrum contains no identifiable peaks, the CNN algorithm has a classification option of “Dusty/Low SNR/Unknown”.

Table S1 in Supporting Information S1 shows the tabulated top five peaks from the 10-feature data set, for each mineral trained on the CNN, and the respective band assignments and vibrational modes. The top five peak positions were selected by taking a frequency distribution of the top five peak intensities in all spectra for each mineral and selecting the corresponding positions of the five peak intensities with the highest frequencies across the mineral class. While the CNN uses the entire Ricker CWT with 190 features, tabulating the top five peaks allows insights into the mechanics of how the CNN “thinks” about full spectrum matching. Not all primary peaks land in the top five for every mineral, but the Ricker CWT captures enough primary peaks to adequately influence the CNN node weights during classification. The weak peaks emphasized by the Ricker CWT provide identifying features throughout the entire spectrum, and within potentially diagnostic regions of the spectrum, instead of just being confined to grouped regions, in which the well-known vibrations of functional groups fall. These weak, often isolated features are not readily obvious to the untrained spectroscopist and may become crucial for spectral mineral identification when confronted with very noisy or highly fluorescent Raman spectra, or mixtures containing many mineral components. If the spectrum contains no identifiable peaks, the CNN algorithm has a classification option of “Dusty/Low SNR/Unknown”.
4.2. Labeling Test Models

Prior to testing our neural network with the clean gabbro, clean granite, dusty gabbro, dusty granite, and RRUFF test spectra, it was necessary to label the true mineral classifications for the spectra. Over 30,000 spectra were manually labeled by the authors over the span of 500 hr and three full passes. These true labels were used to verify the success rate of our classifying models. With each pass, the test set was run through the CNN and
the misclassified spectra often identified human mineral classification errors, effectively correcting any manual labeling mistakes.

### 4.3. Convolutional Neural Network for Raman Spectral Classification

We evaluated the performance of several supervised and unsupervised traditional classifiers and neural network classifiers using Raman spectra as inputs and compared them to convoluted neural networks. The inputs to the CNN consisted of a one-dimensional Raman spectrum fully sampled at regularly spaced wavenumber intervals. One version of the data included raw unprocessed spectra and the second version included spectra transformed through a Ricker CWT. Each kernel in the CNN was one-dimensional. A number of convolutional layers extracted features and two fully connected layers performed classification.

A CNN parameter optimization routine was implemented on the model to run through different values of all tunable hyperparameters and architecture parameters: learning rate, batch size, drop rate, number of layers, filter number and size, activation functions, optimizer functions, and number of epochs or number of training iterations. The investigated CNN parameters and resulting optimized tuned values are listed in Table 2. The parameter ranges were intentionally not limited until there was obvious performance degradation at either range extreme. Three types of CNN architectures were tested: bilayer, trilayer, and quadlayer, across a range of varying filter map numbers and shapes. Four different activation functions were examined during parameter tuning to optimize performance.

A CNN parameter optimization routine was implemented on the model to run through different values of all tunable hyperparameters and architecture parameters: learning rate, batch size, drop rate, number of layers, filter number and size, activation functions, optimizer functions, and number of epochs or number of training iterations. The investigated CNN parameters and resulting optimized tuned values are listed in Table 2. The parameter ranges were intentionally not limited until there was obvious performance degradation at either range extreme. Three types of CNN architectures were tested: bilayer, trilayer, and quadlayer, across a range of varying filter map numbers and shapes. Four different activation functions were examined during parameter tuning to optimize performance.

| Parameter | Range | Tuned value CWT | Tuned value raw |
|-----------|-------|----------------|----------------|
| Number of layers (Chollet, 2018; Goodfellow et al., 2016) | Bilayer, Trilayer, Quadlayer | Trilayer (confirms Liu et al., 2017 convention) | Trilayer (confirms Liu et al., 2017 convention) |
| Filter numbers (Chollet, 2018; Goodfellow et al., 2016) | 2, 4, 8, 16, 32, 64, 238 | 16, 32, 64 | 16, 32, 64 |
| Filter shape (Chollet, 2018; Goodfellow et al., 2016) | 3 × 1, 5 × 1, 11 × 1, 21 × 1, 31 × 1 | 21 × 1, 11 × 1, 5 × 1 | 21 × 1, 11 × 1, 5 × 1 |
| Activation function (Chollet, 2018; Bishop, 2006; Goodfellow et al., 2016) | Sigmoid, TanH, LeakyReLU, Softmax | LeakyReLU, TanH, Softmax | LeakyReLU, TanH, Softmax |
| LeakyReLU Alpha | 0.1–0.5 | 0.3 | 0.3 |
| Loss function (Chollet, 2018; Bishop, 2006; Goodfellow et al., 2016) | Sparse categorical cross entropy | Sparse categorical cross entropy | Sparse categorical cross entropy |
| Optimizer function (Bishop, 2006; Witten et al., 2011; Goodfellow et al., 2016; Chollet 2018) | SGD, ADAM, RMSProp | RMSProp | RMSProp |
| Learning rate (Witten et al., 2011; Bishop, 2006) | 0.0001–0.1 | 0.001 | 0.001 |
| Batch size (Witten et al., 2011; Bishop, 2006) | 1–500 | 8–32 | 8–32 |
| Drop out rate (Chollet, 2018; Bishop, 2006; Goodfellow et al., 2016) | 0.2–0.8 | 0.55 | 0.55 |

Note. Raw and CWT spectra performed well under similar parameters. CNN, convolutional neural network.

Figure 3. Raw Raman spectrum, trimmed to 150–800 cm⁻¹ to highlight Si-O-Si regions (left column), and spectrum passed through the Ricker CWT with top five peaks and intensities extracted for independent metrics comparisons with other statistical methods (right column) for quartz, albite, hornblende, and biotite. The Ricker CWT captures all the primary peaks traditionally used to identify silicates, unless they overlap one another, such as doublets and triplets. In the case of albite, which has a doublet in the 504-509 cm⁻¹ region, the more intense peak position is captured. The location of the most intense peak still allows identification of the feldspar endmembers albite, anorthite, and microcline, which have very similar spectra and Si-O-Si doublets. The Continuous wavelet transform pushes some non-peak portions of the data into negative intensities, which allows the peak-finding algorithm to better identify Raman peaks using a signal-to-noise (SNR) ratio threshold. Consequently, this improves the speed at which our convolutional neural network model converges. An artifact of the transform is that large peaks appear at the truncated ends of the spectra, and thus the highest and lowest frequency peaks within the transform are dropped before extracting Raman peak information. This edge effect biases the uppermost and lowermost ~50 cm⁻¹ of the spectra; the spectral regions that this bias effects is, of course, entirely determined by the spectral window chosen.
the weight values generated by each neuron. The number of epochs, or learning cycles, was varied from 1 to 500 to adjust how much time the model had to converge. Learning rates were varied to control how much the model changed in response to the estimated error each time the weights updated. Varied batch sizes were explored to control the number of training spectra that passed through the CNN before its internal parameters updated. CNN regularization was examined across a range of drop out rates to avoid strong dependencies between portions of adjacent layers, reduce overfitting, and improve generalization error.

At each node in a neural network, the inputs are multiplied by randomly assigned node weights and summed together. This value is referred to as the summed activation of the node and is transformed via an activation function into an output or node activation. A LeakyReLU nonlinearity algorithm was implemented as the default activation function because it allows the network to backpropagate even for negative values. This algorithm is also able to learn more complex relationships and structures in the data without saturating and locking very small values to 0 or −1 or very large values to 1. This feature avoids producing vanishing gradients and allows for the CNN to effectively learn. Near the end of the CNN the layers are fully connected in a dense layer and weights are passed through a TanH non-linearity function. At this juncture, most of the deep trainable spectral features have passed through the LeakyReLU activation in the feature extraction layers and the CNN generally benefits from any of the standard non-linear activation techniques. The final output layer implements a Softmax activation function with the same number of outputs as our number of mineral classes on which the training was conducted. Each individual training mineral or mineral mixture was manually encoded to its own integer (0–15). Softmax operates by standardizing the outputs to a probability range between 0 and 1, with the predicted class having the highest probability (Goodfellow et al., 2016). After each of the feature extraction layers, a 1-dimensional MaxPooling operation was implemented to downsample the input representation and extract broader and more general patterns that are more robust with respect to small changes in the input. MaxPooling downsamples by taking the maximum value over a spatial window (Keras Project, 2020). Batch normalization, dropout, and early stopping were implemented to avoid overfitting the model. Given that overfitting occurs when the CNN is learning the training samples, early stopping stops training when a performance drop is detected during validation (Goodfellow et al., 2016). Figure 4 outlines the CNN architecture used for Raman spectral mineral classification. This architecture adheres to similar conventions as deployed by Liu et al. (2017) in their single mineral spectra-oriented CNN.

Outputs from the Softmax regression were fed into a sparse categorical cross entropy loss function to address the multi-class classification problem of assigning one mineral or mineral mixture identification to each spectrum.
from the multi-mineralic gabbro and granite rocks. The loss, or difference between “true” target mineral identifications and CNN predicted identifications, was measured by this function. The loss function does this by calculating the average difference between the actual and predicted probability distributions for all classes in the problem and then minimizing the score (perfect cross entropy = 0) (Goodfellow et al., 2016). Three optimizers were explored to minimize the loss: stochastic gradient descent (SGD), adaptive moment estimation (ADAM), and RMSProp. SGD incorporates frequent model parameter updates and converges quickly, but it suffers from high variance in model parameters, can overshoot global minima, and requires slow learning rate reduction (Robbins & Monro, 1951). ADAM converges quickly (although not as quickly as SGD and RMSProp) and rectifies the vanishing learning rate and high variance of SGD, but it is computationally costly (Kingma & Ba, 2015). RMSProp incorporates adaptive model parameter updates like SGD, but it does so after every batch. It converges the fastest from this group of optimizers and reduces variance, but suffers from sensitivity to initial manual learning rate selection (Hinton, Srivastava, and Swersky, 2012). This mini-batch approach capitalizes on large training set sizes, and drastically improves CNN parameter finetuning.

Appropriate neural network parameter tuning is highly sensitive to the input training and testing datasets. We explored varying CNN parameter and hyperparameter effects on successful Raman spectra mineral identification. Our investigation led to slightly different finetuned network parameters and hyperparameters for optimal performance with preprocessed CWT Raman spectra relative to raw Raman spectra. These results are tabulated in columns 3 and 4 of Table 2, and are discussed in Section 5 along with the performance metrics.

4.4. Training the CNN on MLROD

Convolutional neural networks are data-intensive models that optimally work in the 10,000+ data input range and up into the millions and billions of inputs. We collected sufficient training spectra to adequately tap into the CNN capabilities. Alongside data volume, data variability is important for optimal neural network performance. The CNN needs to be able to generalize the spectral features it has learned during training to apply that knowledge to new, never before seen spectra such as the multi-phase granitic and gabbroic rocks used in this work or the RRUFF Project single-phase Raman spectra. We emphasized variability in spectral quality while acquiring the training sets for every mineral so that the CNN had a range of excellent to poor Raman spectra to train on for every mineral class. Training with large spectral variability is crucial for in situ Raman field measurements on Mars by autonomous rovers since dusty conditions, awkward analysis angles, topographically rough surfaces, and any other adverse environmental conditions are likely to compromise the quality of spectral measurements. The mineral sample micro- and macro-topography was used to ensure the laser was not always in focus while taking automated grid point grid measurements of the mineral surface. Additionally, grain boundaries and mineral defects added noise, internal reflections, baselines and overarching variability to the spectra. Figure 5 shows a randomly selected sample of 100 microcline training spectra from MLROD. The training set’s variability ranges from spectra with high noise, high fluorescence, and weak peak intensities, to those with excellent quality, low fluorescence, and very strong peaks. In some very low SNR cases, or cases with unconventional reflection geometries, the primary and lower-intensity peaks are broader, have similar heights, or missing peaks. Such spectra are part of what make MLROD unique, since machine learning algorithms like the proposed CNN can generalize full pattern matching with consideration toward missing information or varied spectral shapes for the same mineral. If low intensity peaks occur in areas that don’t overlap with peaks from different minerals, then those features can be diagnostic for mineral classification. Naturally, a large portion of the training spectra for each mineral do have conventional Raman spectra with the appropriate first and second order peak heights, positions, and cross sections. This allows the CNN to prioritize primary peaks (along with the full spectrum shape) for mineral identification so that lower intensity peaks are not confused for primary peaks of other minerals. Future training sets will consider additional mineral mixtures, and particularly those relevant to Mars materials. This training set

Figure 5. Random sampling of 100 spectra showing within class spectral variation for microcline. Spectra range from excellent, to good, to fair, to poor quality; they also include a range of baselines. Sharp randomly spaced lines are generated by cosmic rays.
enhancement will address situations where more complex mineral mixtures have peaks that overlap with primary and secondary peaks of minerals not included in the training set mixtures. Additionally, the broad suite of random cosmic rays across thousands of spectra effectively teaches a CNN to disregard whatever looks like a cosmic ray (very sharp peak and high local signal: noise) regardless of its occurrence frequency, and to focus on and identify the Raman spectrum. This makes the MLROD training set neutral to raw test sets with varying cosmic ray occurrences. Additionally, the training sets have sufficient data point density to interpolate up to ∼5 cm⁻¹ bins without signal loss in order to match lower resolution data from instruments such as the SuperCam spectrometer.

The Raman instrument’s laser interrogation area is 50 µm in diameter and the average gabbro and granite crystal sizes were >1 mm in diameter, allowing us to engage in Raman point counting techniques with few encounters of binary or ternary mineral mixtures in the Raman spectra. Three binary mixtures, one containing 50% quartz and 50% albite, one containing 50% forsterite and 50% augite, and one containing 50% forsterite and 50% augite were included in the training set to encompass the uncommon (for these sample geometries), but geologically critical, case that mineral mixtures were encountered within the spectral database. Practically, extrusive or finer grained rocks are more likely to encompass mixtures, and our mixture data allowed us to demonstrate that the CNN algorithm can readily recognize mixtures of multiple mineralogical components. This represents a key capability, and this demonstration clearly expands the application of CNN approaches from single-mineral identification (e.g., Liu et al., 2017) to polynmineratic rock characterization.

Rapid gradient descent within the loss function is necessary for rapid spectral training. We implemented the RMSprop optimizer to step through the gradients of our sparse categorical cross entropy loss function. This is a flexible learning rate method that adapts the learning rate to the parameter modifications: smaller updates (low learning rate) for parameters associated with frequently occurring features, and larger updates (high learning rates) for parameters associated with infrequent features. RMSprop is not privy to aggressive monotonically decreasing learning rates, works well with sparse datasets, and complements our CNN mini-batch approach by employing mini-batch SGD. The optimizer deals with vanishing or exploding gradients by using a moving average of squared gradients to normalize the gradient. This normalization balances the step size (momentum), decreasing the step for larger gradients to avoid exploding, and increasing the step for small gradients to avoid vanishing. Essentially, the adaptive learning rate becomes a hyperparameter that optimizes over time (Hinton et al., 2012).

5. Results and Discussion

We evaluated the CNN against the evaluation set to finetune the hyperparameters. Initial trials yielded an extremely fast training learning rate that took 1 and 2 epochs to reach 98% and 99% accuracy with a lagging validation set. Here, an epoch is defined in the neural network framework (by convention) as having the entire data set moving forward and backward through the network a single time. Several runs with increasing epoch sizes were tested until the training and validation set loss and accuracy curves converge near epoch 145 as seen on Figure 6a. This is a classic case of overfitting and a common issue with convoluted neural networks. In this case, overfitting was the result of having an extremely high batch parameter of 40,000. The training spectra would thus iterate 40,000 times through the CNN for every mineral, in every epoch.

Reducing the batch parameter to 8–32 and taking the mini-batch approach produced adequate convergence of our loss and accuracy curves, implying that the network is correctly classifying the validation set as quickly and accurately as it has learned the training data. Since the validation set is a subset of the training data, its features should be familiar, even though the CNN has not specifically trained on it. Figure 6b illustrates the updated learning curves. Notably, accuracy scores still converge at 98% and 99% within 2 epochs. Given the low dimensionality of 1-D spectra and the complexity of convoluted neural networks, this rapid convergence is expected. The best classification results were achieved by stopping training at 5 and 6 epochs—longer training caused generalization on the test set to begin to suffer.

5.1. CNN Classification Performance on Raman Spectra

The CNN was tested using Raman spectra of a roughly polished gabbro and granite slabs and of the same slabs covered in ∼50% (by coverage area) Hawaiian basaltic dust, which is likely to be similar to dust found on Mars. We also tested the CNN with an independently acquired set of Raman spectra from the RRUFF Project Raman
database. The RRUFF set included spectra from quartz, albite, muscovite, forsterite, augite, enstatite, and microcline. The granite test set included spectra from quartz, albite, hornblende, biotite, muscovite, and microcline. The gabbro test set included spectra from forsterite, augite, enstatite, anorthite, gypsum, and calcite. Together, all three test sets included every mineral in the training set of silicate minerals. Dusty Raman spectra where the underlying material was only partially obscured exhibited visually detectable peaks and broad bands at diminished intensities. The overall effect of this fine veneer of 50–150 μm-sized grains of dust does not invoke Raleigh or Mie scattering and only contributes optical scattering and eclipsing of laser light from interacting with the mineral surface. Hence, the predominant effects of dust coverage are to reduce the SNR, and this thus provides a limit of detection test for the fidelities of different spectral identification techniques.

We tested our proposed CNN mineral classifier on multi-mineralic gabbro and granite rock slabs and on the RRUFF mineral database and compared the success scores for various supervised and unsupervised classification methods across an average of 100 runs each. Regression, instance-based, decision tree, artificial neural network, and deep learning algorithms were employed to varying levels of success. The CNN outperformed the other methods and consistently scored >80%. Table 3 reports the weighted F1 scores across all mineral classes for 0% and 50% dust covered granite. Individual per class metrics are available in the Supplement section and highlight successful classification across all minerals. Reported F1 scores are weighted due to the natural test set imbalance resulting from randomized rock measurements.

A limitation to the current CNN performance lies in the difficulty associated with classifying intermediate mineral compositions situated within mineral group endmembers series such as in the plagioclase albite-anorthite or microcline-albite solid-solution series, unless a corresponding mineral training set that incorporates intermediate compositions is explicitly included. This is not a significant limitation with regards to CNN algorithm usage as an aid to scientist spectral interpretation, but is an aspect to recognize and address in future software iterations to better achieve onboard robotic autonomy. With the current training set comprising endmembers, the CNN typically forces intermediate compositions onto one endmember classification or the other. This forcing is

Figure 6. (a) An example of an overfitting convolutional neural network (CNN). Loss and accuracy curves do not converge until epoch 140+. The training set converges at 99% accuracy within 2 and 3 epochs while the validation set lags behind and does not fully converge until epoch 145. (b) Current working CNN learning curves converge quickly and accurately.
expected to typically converge on the more abundant endmember within the solid solution. By including training sets for intermediate compositions, successful CNN metrics should be attainable: as such, future improvements to CNN rock and mineral identification algorithms will likely require a comprehensive data set for common solid solution series, including olivines, pyroxenes, amphiboles, and micas in addition to feldspars. The success with feldspar endmember identification indicates that this is simply a matter of enhanced data inclusion within the training set, rather than a limitation on the algorithm itself. Our expectation is that accurate characterization of subtly different members of solid solution series may require reduction of the width of our bin size during the wavelet transform step, or exclusive use of raw data inputs. This expectation is generated by the comparatively small shifts in peak locations or splittings that occur across many solid solutions series (e.g., Bersani et al., 2018; Huang et al., 2000; Wang et al., 2001).

Importantly, if a spectrum contains no identifiable peaks, MLROD has spectrally passive data as part of its training set and the algorithm classifies the unknown test spectrum as a “Dusty/Low SNR/Unknown” option for feature-less spectra. The CNN algorithm will generally respond to minerals or mineral groups not included in the training sets by matching to the closest primary peaks, or the shape of the closest matching group of peaks within a particular region of the spectrum. For example, clays such as montmorillonite would default to mica or muscovite (matching the O-Al-O stretching region at ~650-700 cm⁻¹). Serpentines such as antigorite would default to either enstatite or augite (matching Si-O-Si vibrations at ~660–690 cm⁻¹). Serpentines could also default to muscovite if mixed with clays, and in rarer instances where the ~1,045 cm⁻¹ peak is of very high intensity, the CNN might default to calcite (attempting to match the CO₂ symmetric stretching vibration at 1,088 cm⁻¹) or gypsum (matching the SO₄ symmetric stretch at 1,008 cm⁻¹). Because of the generally modest variations in vibrational frequencies of the sulfate unit in different crystallographic environments, sulfates should, with the current training set, default to gypsum (matching the strong SO₄ vibration at 1,008 cm⁻¹) regardless of their hydration state since the MLROD training set does not currently span the 3,000–3,800 cm⁻¹ OH stretching region, nor does it encompass variably hydrated sulfates.

We further tested the influence of training set size per mineral class on success scores to determine a lower limit training set size for our particular neural network. Training sets increased by powers of two: 1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1,024, 2,048, 4,096, and 5,000. to the full training set minimums per class. At approximately 700 spectra per mineral class we gain adequate success rates of >80%, and by 5,000 spectra we gain success rates of 98% and 99%. Figure 7 shows weighted F1 scores using training sets of varying sizes.

The CNN was tested under various conditions in order to assess how its success might be reduced or slowed down. When tested on the independent RRUFF database spectra, it had an F1 success score of 96%, and even correctly identified potentially mislabeled or misidentified spectra in the database. More than half of the spectra labeled as enstatite on the database were identified as solid solutions; a few appeared to lie closer to the augite compositional field. This is not wholly unanticipated, as solid solutions are ubiquitous within pyroxenes (e.g., Morimoto, 1988). Moreover, the effect on Raman spectra of the calcium substitution relative to the shift in symmetry associated with the Pbca symmetry of enstatites/pigeonites relative to the C2/c symmetry of augites is complex (Huang et al., 2000; Wang et al., 2001). The CNN correctly labeled 92% of the pyroxene endmembers. We further replaced all training spectra with 5,000 synthetic spectra with random peaks and noise. The CNN replicated excellent learning curves between the training and validation sets but as expected from the randomized synthetic spectra, failed to predict any true spectra in the granite or RRUFF test sets. Consistent CNN behavior

---

### Table 3

|                        | K-means clustering | Random forest | Linear SVC | Logistic regression | MLP | CNN |
|------------------------|-------------------|---------------|------------|---------------------|-----|-----|
| Success Granite 0% Dust Coverage | 13.92%            | 45.82%        | 54.65%     | 63.90%              | 89.00% | 99.43% |
| Success Granite 50% Dust Coverage | 14.48%            | 39.34%        | 47.16%     | 33.33%              | 64.65% | 81.18% |
| Success Gabbro 0% Dust Coverage | 12.04%            | 23.58%        | 52.00%     | 58.02%              | 87.35% | 99.40% |
| Success Gabbro 50% Dust Coverage | 10.11%            | 20.07%        | 45.94%     | 51.13%              | 64.12% | 80.39% |

*Note. Feldspars were grouped into one category. Only quartz, albite, microcline, biotite, and hornblende were identified. The proposed CNN outperformed all models even under challenging dusty conditions. The CNN column values were formatted in bold to guide the reader's attention to the results for the primary technique proposed in this study. All of the values bold or not are weighted F1 scores. CNN, convolutional neural network; MLP, multi-layer perceptron.*
despite switching of data sets, and the high success scores using RRUFF Project test spectra verify robust CNN model performance in classifying gabbro and granite mineral components and exclude the presence of any potential biases introduced by our in-house Raman datasets.

In Figure 8, we show the CNN's classification performance. Plots for quartz, feldspar, hornblende, and biotite show examples of successfully labeled spectra with wide within-class variability of poor or dusty to excellent spectra. The top three classification probabilities are presented below the top plot, with the green spectra indicating the correct mineral classification label. The CNN reports the prediction certainty by outputting prediction scores. This also enables the user of the model to assess classification quality. All of these examples show correct classifications, but in cases where misclassification occurred, dark, Fe-rich minerals with similar spectra were confused for each other, or confusion emerged for minerals sharing similar primary or secondary peaks like calcite or gypsum. Mafic minerals are typically iron-rich with low scattering cross-sections that generate weak peaks or poorer SNR spectra at fast integrations. However, hornblende was rarely misclassified as augite, and biotite was rarely misclassified as muscovite due to their distinctive Raman spectra. Feldspars were minimally misclassified within the mineral group. Occasionally, pure minerals were misclassified as mixed mineral spectra where one of the binary components was a correct match, such as between forsterite and augite and forsterite/augite mix or between quartz and albite and quartz/albite mix. Such misclassifications, classifications with intermediate confidence scores, and subsequent classifications that fall within intermediate confidence scores, also may indicate that the CNN has converged on a different member of the correct, or closely related, mineral family. This is a likely outcome for a mineral that is not present in the teaching set.

These results reflect typical challenges that a human observer would face when interpreting Raman spectra. Darker minerals exhibit greater internal absorption of common Raman scattering laser wavelengths (e.g., 530 nm), and yield smaller Raman cross sections due to reduced Raman scattering exiting the mineral volume. Additionally, lower symmetries of minerals such as amphiboles tend to contribute to smaller polarizability tensors, and hence lower Raman scattering intensities. This complicates spectral identification, as few to no notable spectral features may appear in a mixed phase spectrum containing these minerals. Fluorescence and dust coverage impose similar effects to one another on Raman spectra, and these are areas that computational analysis and particularly, a properly trained and finetuned CNN, might excel at—potentially beyond all but the most experienced human abilities.

Receiver operating characteristic (ROC) curves for the CNN, multi-layer perceptron, and random forest binary classifiers (Figure 9) show the diagnostic ability of each classifier as their discrimination thresholds are varied. The true positive rate, also known as the sensitivity or recall, shows the probability of an actual positive classification while the false positive rate, also known as fallout, shows the probability of a false alarm during classification. These curves are for ungrouped mineral classes to illustrate the individual class label performance. While most algorithms classified intense or distinctive Raman scatters that are easy to identify such as quartz, muscovite, and forsterite, the CNN was able to successfully classify mafic minerals like biotite and hornblende, and better discriminate between minerals in silicate mineral groups such as the feldspars (albite, anorthite, microcline). CNN ROC curves for the RRUFF data are shown in the Supplement section, and illustrate almost perfect classifications, with the exception of the pyroxenes. The discrepant enstatite ROC curve in the Supplement is generated by a subset of spectra that have Raman spectra that appear more similar to augite, and hence may either
be misclassified in the RRUFF database or may be compositionally more complex than their assigned mineral name implies.

Preliminary CNN runs of SuperCam Raman measurements from Mars on Sol 152 (released on the NASA Planetary Data System Geosciences Node (https://pds-geosciences.wustl.edu/missions/mars2020/supercam.htm)) indicate our CNN algorithm can garner useful insight on the presence of silicate minerals. SuperCam peaks in the Si-O-Si vibrational region contributed to quartz and plagioclase predictions. Expansion of the MLROD

Figure 8. Convolutional neural network successful classifications with average top three probability assignments. Variability in the amphibole spectra (particularly) is likely to be also affected by the different orientations of randomly positioned samples.

be misclassified in the RRUFF database or may be compositionally more complex than their assigned mineral name implies.

Preliminary CNN runs of SuperCam Raman measurements from Mars on Sol 152 (released on the NASA Planetary Data System Geosciences Node (https://pds-geosciences.wustl.edu/missions/mars2020/supercam.htm)) indicate our CNN algorithm can garner useful insight on the presence of silicate minerals. SuperCam peaks in the Si-O-Si vibrational region contributed to quartz and plagioclase predictions. Expansion of the MLROD
training sets to include clay, serpentine, and sulfate minerals and mixed minerals will further enhance the variety of mineral identifications from SuperCam data.

5.2. Implications of Raman Spectral Data on CNN Parameters and Scientific Applications

A properly tuned, general-purpose CNN with static architecture and hyperparameters, trained on Raman spectra with sufficient within-class variability to encompass the complexity of rock and mineral Raman spectra, can identify Raman spectra that have matches in the training set. Importantly, the CNN can also generalize the results that it has learned to identify minerals within (e.g.,) mixed-phase aggregates or rocks that it has not seen before. The CNN model and high-volume machine learning training sets presented in this work succeed in identifying minerals even in dusty, low SNR Raman spectra. Proper machine learning training sets are critical for effective deployment of CNN models in spectroscopic mineral analysis, and should be the first and foremost consideration before developing deep learning algorithms for spectral classification. With this in mind, base CNN performance can be further optimized depending on the test set characteristics. Several models are proposed at the interface of Raman spectroscopy, deep learning, and planetary science, but few describe the results of model exploration and development. This is useful information that can be gleaned from model error and misclassifications. Based on insights derived from our current modeling, general guidance for custom-dataset CNN model development for Raman spectra mineral classification can be derived:

- Spectra from low SNR samples or low Raman scatterers such as dark mafic minerals (biotite, hornblende, augite) benefit from increased neural network depth, preprocessing, or both. This involves increasing the number of learning filter kernels in each feature extraction layer (detector) or applying a transform like the Ricker CWT to the training and test sets, respectively. Neural network simplicity is generally preferred, thus the more extreme measure of adding feature extraction layers should be considered as a last resort for spectra from particularly challenging lithologies.
• Spectra with pronounced baseline slopes or strong fluorescence that do not mask primary peaks also benefit from increased neural network depth, preprocessing, or both. As such, it is important to include a wide range of baselines for each mineral training set.

• Spectra from samples exhibiting very closely clustered primary Raman peaks such as feldspar doublets and triplets in the 500-520 cm\(^{-1}\) Si-O-Si bending-stretching region, or with similar mineralogies and continuously varying chemical compositions, such as in feldspar or olivine solid solution series, benefit from raw spectral inputs so as to not lose spectral fidelity.

• Mineral mixture spectra also benefit from raw spectral inputs and no preprocessing, but it is important to include a wide range of abundance ratios since the amplitudes of Raman peaks for mineral mixtures may be nonlinear.

• Spectra from high SNR and very Raman-active minerals such as gypsum, calcite, quartz, and feldspars do not require increased neural network depth for successful CNN models. Datasets that involve such high-quality spectra can benefit from CNN models with detector simplifications via smaller learning filter convolutions and wider filter maps.

• Higher drop out rates lead to improved generalization for smaller training sets or training sets with minimal within-class diversity. As training set size and within-class diversity increases, the parameter importance decreases, and a balanced dropout rate of 50%–55% is sufficient.

• Larger batch sizes lead to lower asymptotic test accuracy. The largest possible batch size is equal to the total size of the smallest training set class or mineral. This lost test accuracy can be recovered from a larger batch size by increasing the learning rate. This comes at the expense of both time and computational cost. A mini-batch approach with adaptive learning rate optimizers like RMSProp is preferred for 1-dimensional Raman spectra.

• Larger batch sizes are also very sensitive to the particular spectra drawn from the data set. Such models can fluctuate between very large or very small gradient updates, leading to learning inconsistency. Using small batch sizes allows the model to reduce sensitivity to the data subset and thus make updates that are roughly the same size. Smaller batch sizes can capture and learn from within-class training set variability.

6. Conclusion

We present an open-sourced, accessible, CNN algorithm capable of classifying Raman spectra of silicate, carbonate, and sulfate minerals with outstanding performance even under challenging, low-signal conditions, such as dust-laden or poorly crystallized rocks and minerals on the surface of Mars. An accompanying machine learning-specific Raman spectra training (MLROD) set is presented and made available to the scientific community through the Open Data Repository. We expect that this CNN algorithm can be readily generalized to other mineral groups and complex solid-solution series given proper training set expansion. General CNN development guidelines are provided to adjust the model for custom-dataset-specific needs with an awareness of Raman spectral complexities and acquisition challenges.

This is among the first known Raman spectral implementation of upwards of 5,000 training spectra per mineral label and upwards of 70,000 total training spectra. CNN classification potential was adequately tapped and the classifier's success greenlights the way for increasing the complexity of Raman spectral inputs to this type of algorithm. The pattern recognition abilities of convoluted neural networks have the potential of discriminating between spectra of adjacent mineral compositions within solid solution series and mineral groups, identifying mineral mixtures, as well as differentiating between physical processes that mimic out-of-class spectral behavior, and actually identifying spectral peaks. These qualities can facilitate Raman spectral interpretation both on Earth and Mars, and hold the prospect of increasing scientific yield and potentially correcting human classification error—particularly for relatively poor Raman scatterers or low signal-to-noise spectra. Given the current NASA Mars 2020 and upcoming ESA 2022 ExoMars missions, deploying planetary surface rovers with Raman spectroscopic capabilities that have onboard CNN classifiers could facilitate autonomous rover decision-making, enabling scientists to delegate and automate increasingly complex tasks to the rover, saving time and resources.
Data Availability Statement

The Machine Learning Raman Open Data set (MLROD) supporting the conclusions in this paper can be obtained at the Open Data Repository: https://doi.org/MLROD (https://doi.org/10.48484/pwrb-r137) as well as in the NASA Astrobiology Habitable Environments Database: https://ahed.nasa.gov/datasets/f5b6051bef18c5a7e-ae6f504582 (Berlanga, Temiquel, & Williams, 2022b; https://doi.org/10.48667/7v5q-2606). The latest version of the source code and supporting scripts can be obtained on GitHub through Zenodo: https://doi.org/10.5281/zenodo.7036374 (GitHub: https://github.com/GenTeML/Spec-CNN). The code can be compiled under any local or browser-based Python environment on Mac, Windows, or Linux. Source code and datasets are copyrighted under Creative Commons BY-NC. Programming was completed using Python 3.8 with Jupyter Notebooks on the Google Collaboratory development environment. Data was processed using the Pandas and Numpy packages (Harris et al., 2020; Reback et al., 2021). Traditional statistics and spectral signal processing were done using the SciKit Learn package (Pedregosa et al., 2011). Machine learning algorithms were developed using the Keras library on top of Tensorflow (Abadi et al., 2016).
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