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Abstract

It is well known that two-dimensional mappings preserving a rational elliptic fibration, like the Quispel–Roberts–Thompson mappings, can be deautonomized to discrete Painlevé equations. However, the dependence of this procedure on the choice of a particular elliptic fiber has not been sufficiently investigated. In this paper we establish a way of performing the deautonomization for a pair of an autonomous mapping and a fiber. Starting from a single autonomous mapping but varying the type of a chosen fiber, we obtain different types of discrete Painlevé equations using this deautonomization procedure. We also introduce a technique for reconstructing a mapping from the knowledge of its induced action on the Picard group and some additional geometric data. This technique allows us to obtain factorized expressions of discrete Painlevé equations, including the elliptic case. Further, by imposing certain restrictions on such non-autonomous mappings we obtain new and simple elliptic difference Painlevé equations, including examples whose symmetry groups do not appear explicitly in Sakai’s classification.
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1. Introduction

The importance of Painlevé equations comes not only from their large potential applications in mathematics and physics, but also from the fact that they represent the essence of any integrable system that is hidden in the structure of singularities [1]. This is even more interesting for discrete systems, since the non-locality specific to the lattice background provides a phenomenology of higher complexity. Moreover, it prevents the use of complex analysis methods such as the Painlevé test. Thus, integrability of discrete equations seems to be a rather difficult question. However, at the beginning of 1990s, several integrability detectors have been proposed, such as the *singularity confinement*, *algebraic entropy/completeness growth*, or the *Nevanlinna theory*, [2, 12, 14]. Among them, the singularity confinement criterion proved to be instrumental in obtaining many examples of discrete Painlevé equations. Essentially, the singularity confinement requires that any singularities appearing in the iteration process are confined after a finite number of iterations, and moreover, that the initial information is fully recovered. This is contrary to the non-integrable case, where strange attractors absorb information. The singularity confinement criterion was viewed as a discrete analogue of the Painlevé property, and it was quite successfully applied for integrable deautonomization [9, 10]. It is well known that continuous Painlevé equations can be regarded as ‘integrable deautonomization’ of nonlinear ordinary differential equations for elliptic functions. In the discrete case, in complete parallel to this, the singularity confinement was successfully applied to construct deautonomizations of such paradigmatic discrete integrable mappings for the elliptic functions as the Quispel-Roberts-Thompson (or the QRT) mappings [26]. The QRT mapping itself passes the singularity confinement test. Allowing its coefficients to be functions of independent discrete variable and imposing the same singularity confining pattern allows one to obtain a non-autonomous QRT-type mappings. These mappings have continuum limits that turn out to be exactly the well-known Painlevé equations. This simple and powerful procedure gave rise to a very large collection of examples of discrete Painlevé equations. Very recently this type of deautonomization has been extended by allowing the mapping to contain many terms that are not changing the singularity patterns [29].

On the other hand, Sakai [31] discovered a deep relationship between discrete Painlevé equations and algebraic geometry of surfaces. In this approach, one considers families of algebraic surfaces obtained by blowing up nine possibly infinitely close points on a complex projective plane. The configurations of points vary from the most generic to the most degenerate, and each family corresponds to a choice of such configuration that is encoded in the configuration of the irreducible components of the anti-canonical divisor of the surface. Parameters in the family are essentially the coordinates of the singular points. The orthogonal complement of the divisor classes of these irreducible components in the Picard lattice of the surface is a lattice of an affine Weyl group acting as symmetries of the family via Cremona isometries. Discrete Painlevé equations then correspond to the translational elements of the group and they act as isomorphisms of the family. One of the most important results of Sakai’s approach is the discovery of the elliptic difference Painlevé equations whose coefficients are written by elliptic functions in the iteration steps.

In this paper we consider the problem of deautonomization starting from the geometry of a discrete integrable mapping. Any integrable two dimensional mapping preserving an elliptic fibration (and each fiber) can be lifted to an automorphism of a rational elliptic surface. In addition to a generic fiber, this fibration also has singular fibers and choosing a fiber to play the role of the anti-canonical divisor results in different affine Weyl symmetry groups. Taking this into account, we propose a new deautonomization method that depends on the choice of a fiber and as a result we obtain different types of discrete Painlevé equations from a single autonomous mapping.
We also want to point out that Grammaticos, Ramani, and their collaborators have also
produced various deautonomizations, some of which share the same autonomous form. E.g.
in [11], it is shown that a multiplicative and an additive equations share the same autonomous
form (29) of [11] and that an elliptic and an additive equations share the same autonomous
form (26) of [11], although the direction of discussion is opposite to ours. Another example is
[4], where an autonomous mapping is deautonomized to an elliptic difference equation, while
the original mapping preserves an $A_1$ curve and so it is possible to deautonomize also to $E_7^{(1)}$
Painlevé. See [3, 13, 17] about its geometric study.

We also introduce a factorization technique for rational mappings. This technique allows
us to explicitly reconstructing mappings from the information of their actions on the Picard
group. As an application, we obtain factorized expressions of discrete Painlevé equations,
including the elliptic case.

Non-autonomous mapping obtained by our method are not always difference system, i.e. in
general, parameters do not depend linearly on the iteration step $n$. Imposing this constraint restricts
our non-autonomous mappings on certain subspaces, and in this way we obtain new and simple
elliptic difference Painlevé equations. Such restrictions of systems to a subspace in the space of
parameters is often called a projective reduction [3, 20]. In this way we obtain elliptic difference
systems with symmetries of type $D_6^{(1)}$ and $(A_1 + A_1 + A_1)^{(1)}$ that do not appear explicitly in
Sakai’s classification scheme, since it focuses on the generic cases. It may be controversial which
symmetry is important between that of the mapping itself [33, 34] or that of the space where the
mapping is defined. Our approach corresponds to the latter, similar to Sakai’s work.

Note that labelings of Painlevé equations are changed if their parameter space are restricted,
and hence their symmetries become smaller. This kind of phenomena has been reported from
their discovery as symmetric or asymmetric forms. E.g. the asymmetric or periodic coeffi-
cients version of $q$-$P_{III}$ in [28] is Jimbo–Sakai’s $q$-$P_{VI}$. Also by introducing some arbitrary
periodic functions, Ohta et al deautonomized some mapping coming from Miura transforma-
tion (called triholographic representation) to elliptic $E_8^{(1)}$ system [24], where the resulting
mapping should have lower symmetries if we take the value of periodic functions as constants.

This paper is organized as follows. In section 2.1 we explain some notation and conven-
tions used throughout this paper. We give the definition of deautonomization in section 2.2
and explain the factorization technique in section 2.3. In section 3 we illustrate our general
approach by choosing a simple QRT mapping that has six singular fibers, and constructing
its different deautonomizations, one of which is $q$-Painlevé VI. In section 4 we investigate
subspaces for non-autonomous elliptic mappings obtained in section 3, and obtain new and
simple elliptic difference Painlevé equations. In appendix A we explain how to compute the
action of a general rational (and not birational) mapping on the divisor classes. In appendix B
we construct the deautonomization for a generic QRT mapping on a generic elliptic fiber, and
obtain a new and simple expression of the elliptic difference Painlevé equation. In appendix C
we recall Schwartz’s algorithm [32] that transforms a general curve of bi-degree $(2,2)$ into a
Weierstrass normal form. We give an example of a birational representation of the affine Weyl
group of type $E_8^{(1)}$ in appendix D.

2. Deautonomization

2.1. Background, notation, and conventions

Throughout this paper $\varphi$ usually denotes a birational mapping of $\mathbb{P}^1 \times \mathbb{P}^1$ to itself. One
exception is section 2.3, where $\varphi$ can also be only a rational mapping. In a standard
coordinate system \((x, y)\) a mapping \(\varphi\) can be written as \(\varphi(x, y) = (\bar{x}, \bar{y}) = (f(x, y), g(x, y))\). Let \(\mathbb{C}(\mathbb{P}^1 \times \mathbb{P}^1) = \mathbb{C}(x, y)\) be the field of rational functions on \(\mathbb{P}^1 \times \mathbb{P}^1\). Since we work with equations, it is often more convenient to consider the induced pull-back map \(\varphi^*\) on the function fields, \(\varphi^* : \mathbb{C}(\bar{x}, \bar{y}) \to \mathbb{C}(x, y)\), given by the coordinate substitution. Unfortunately, in coordinates, \(\varphi\) and \(\varphi^*\) are usually written in the same way, which can lead to confusion that we want to warn the reader about by means of the following example.

**Example 2.1.** Let \(\varphi_1(x, y) = (y, x + 1)\) and \(\varphi_2(x, y) = (xy, y)\) and let \((x_0, y_0) \in \mathbb{P}^1 \times \mathbb{P}^1\). On the level of points \(\varphi_2 \circ \varphi_1\) acts as the usual composition of mappings, \(\varphi_2 \circ \varphi_1(x_0, y_0) = \varphi_2(y_0, x_0 + 1) = ((x_0 + 1)y_0, x_0 + 1)\), but on the level of function fields it acts in the opposite order as substitution,

\[
(\varphi_2 \circ \varphi_1)^* (\bar{x}, \bar{y}) = (\varphi_1^* \circ \varphi_2^*)(\bar{x}, \bar{y}) = \left((\bar{x},\bar{y})\right)|_{\bar{y} \to \bar{y}} = \left((x,y)\right)|_{y \to y\ +

\[
= (x,y)\bigg|_{y \to y\ + 1} = ((x+1)y, x+1),
\]

whereas \((\varphi_2^* \circ \varphi_1^*)(\bar{x}, \bar{y}) = \varphi_2^*(\bar{y}, \bar{x} + 1) = (y, xy + 1)\).

By \(\mathcal{X} = X_b\) we denote a rational algebraic surface obtained from \(\mathbb{P}^1 \times \mathbb{P}^1\) by a sequence of blowups; here \(b\) (that we sometimes omit, as above) denotes a set of parameters describing the positions of the blowup points. For a mapping \(\varphi : \mathbb{P}^1 \times \mathbb{P}^1 \to \mathbb{P}^1 \times \mathbb{P}^1\) we usually use the same letter \(\varphi\) (or \(\bar{\varphi}\), when we work with both mappings) to denote its extension (i.e. the mapping that coincides with the original \(\varphi\) on a Zariski open subset of \(\mathbb{P}^1 \times \mathbb{P}^1\)) to a mapping \(\varphi : \mathcal{X} \to \mathcal{X}\) between such surfaces. Here the bar in \(\mathcal{X} = X_b\) both helps us to distinguish between the domain and the range of the mapping, and also indicates that for non-autonomous mappings parameters describing the blowup can evolve. The mapping \(\varphi : \mathcal{X} \to \mathcal{X}\) induces the map \(\varphi^* : \mathbb{C}(\mathcal{X}) \to \mathbb{C}(\mathcal{X})\) between the corresponding function fields, which then gives the maps \(\varphi^* : \text{Div}(\mathcal{X}) \to \text{Div}(\mathcal{X})\) of the divisor groups and \(\varphi^* : \text{Pic}(\mathcal{X}) \to \text{Pic}(\mathcal{X})\) on the Picard groups; we use the same notation for all these maps, since the meaning is always clear from the context. We also have the usual push-forward map \(\varphi_*\), defined on the Weyl divisors, which gives the map \(\varphi_* : \text{Div}(\mathcal{X}) \to \text{Div}(\mathcal{X})\); when \(\varphi\) is birational, \(\varphi_* = (\varphi^{-1})^*\). We refer the reader to section 2 of [35] and references therein for a description of the pull-back and push-forward maps in our context. Note that for a divisor \(D\) on \(\mathcal{X}\), it is important to distinguish between its total transform \(\varphi^*(D)\) and its proper transform, which is the Zariski closure of the set \(\{\varphi^{-1}(d) \mid d\text{ is a generic point in } D\}\) in \(\mathcal{X}\).

Other common notation and convention that we use are the following.

- As usual, \(V(f)\) denotes the zero set of a regular function \(f\) on \(\mathcal{X}\).
- We use Roman letter for divisors, and script letters for divisor classes, e.g. \(D = [D]\).
- Let a surface \(\mathcal{X}\) be obtained from a surface \(\mathcal{Y}\) by blowing up a point \(p \in \mathcal{X}\), and let \(\pi : \mathcal{X} \to \mathcal{Y}\) be the corresponding blowing down map. Then \(E = \pi^{-1}(p)\) is the exceptional divisor, and for any divisor \(D\) in \(\mathcal{X}\), its proper transform is written as \(\pi^*(D) = mE\), where \(m\) is the multiplicity of \(D\) at \(p\). Thus the class of the proper transform of \(D\) is written as \([\pi^*(D) = mE]\) \(= D - mE\), where we omit \(\pi^*\) on the level of classes, so \(D\) stands both for the class of \(D\) in \(\mathcal{X}\) and the class of its total transform \(\pi^*(D)\) in \(\mathcal{Y}\).
- By \(\mathcal{H}_v\) and \(\mathcal{H}_h\) we denote the divisor classes of vertical (resp. horizontal) lines in \(\mathbb{P}^1 \times \mathbb{P}^1\), \(\mathcal{H}_v = [V(x - x_0)], \mathcal{H}_h = [V(y - y_0)]\), as well as their total transforms in \(\text{Pic}(\mathcal{X})\). Then \(\text{Pic}(\mathcal{X}) = \mathbb{Z}\mathcal{H}_v \oplus \mathbb{Z}\mathcal{H}_h \oplus \bigoplus\mathbb{Z}\mathcal{E}_i\), where \(\mathcal{E}_i\) denotes the class of the \(i\)th exceptional divisor in \(\text{Pic}(\mathcal{X})\).
- We use \(D \bullet D'\) to denote the intersection number of the divisor classes \(D\) and \(D'\) in \(\text{Pic}(\mathcal{X})\) and put \(D^2 = D \bullet D\); in particular, we have
$H_i \bullet H_j = H_j \bullet H_i = H_i \bullet E_i = H_i \bullet E_j = 0,$
$H_i \bullet H_j = 1,$

* For classes in Pic$(X)$, we write $D, E_i, H_k = H_k$ and so on.
* We denote by $-K_X$ the anti-canonical divisor class of $X$, in our case this class is $-K_X = 2H_k + \sum E_i$.
* Of particular importance for us are the divisor classes $D$ such that $\dim(D) = 0$, since in this case there is a unique prime divisor in this class. For the blowup of $\mathbb{P}^1 \times \mathbb{P}^1$ at a point $p(x, y)$, one example of such divisor and its class is $E_i \in E_i$, another is $H_k - E_i \in H_k - E_i$, where $H_k - E_i$ is a proper transform of the line $x = y$. As far as we are aware, there is no term for such divisor classes, so in what follows we call them *deterministic classes* and for such classes we often revert back to the Roman letters, thus identifying the class with its unique prime divisor.

2.2. Definition of deautonomization

Let $\varphi : X \to X$ be an automorphism of a rational elliptic surface $X$, where $X$ is obtained from $\mathbb{P}^1 \times \mathbb{P}^1$ by 8 successive blowups. We restrict to the case when $\varphi$ is not periodic, the degree of the elliptic fiber is $(2, 2)$, and $\varphi$ preserves each fiber, i.e. $\varphi$ is a nontrivial translation in a Mordell-Weil lattice (see corollary 4.5.6 of [7]). Thus we do not consider the case when $\varphi$ exchanges fibers or when the degree of fibers is higher, as in [4, 15, 36] (see [3, 17] for the geometric study of the elliptic difference Painlevé obtained in [4], see also [5] for classification of automorphisms of a rational elliptic surface). A model example of such mapping $\varphi$ is the QRT mapping that we describe in section 3.1.

For deautonomization, we consider $X = X_b$ to be an element of a family of rational surfaces $X_{A'} = \{X_a\}_{a \in A'}$, where each $X_a$ is obtained from $\mathbb{P}^1 \times \mathbb{P}^1$ by 8 successive blowups and $a \in A'$ is a set of parameters describing the positions of blowups. Note that in general a surface $X_a$ in this family is not elliptic, and so our choice of parameters $b$ for $X_b$ is special. Although on the level of abstract lattices

$$\text{Pic}(X_a) \simeq \text{Pic}(X_a') \simeq \mathbb{Z}H_i \oplus \mathbb{Z}H_j \oplus \bigoplus_i \mathbb{Z}E_i,$$

this isomorphism in general is not induced by a mapping from $X_a$ to $X_a'$; we want to restrict to the situation when this actually happens. That is, we would like to extend the mapping $\varphi : X_b \to X_b$ to a mapping $\varphi : X_a \to X_{a'}$ for some subfamily $A \subset A'$, where $a, a' \in A$ may be different—i.e. we allow the positions of the blowup points to move (that’s deautonomization). For that, we need additional information provided by a choice of a fiber in the original elliptic fibration.

Recall that for an elliptic fibration $\pi : X \to \mathbb{P}^1$ a generic fiber is an elliptic curve and there are singular fibers over 12 points (counted with multiplicities) on the $\mathbb{P}^1$ base. The classification of such singular fibers into 22 types is due to Kodaira, [22]. Fix a fiber $D$, not necessarily singular, of the fibration $\pi : X \to \mathbb{P}^1$. Then $D$ is an anti-canonical divisor of $X_b$ that can be written as a sum of irreducible divisors $D_i$ as $D = \sum m_iD_i$, where $m_i \in \mathbb{N}$ are multiplicities. We then restrict to the subfamily $X_{A'}$ preserving this decomposition, i.e. for each $a \in A$, there exists the same decomposition $D_a = \sum m_iD_i$ of an anti-canonical divisor, $D_i'$ belongs to the class of $D_i$ under the identification $\text{Pic}(X_a) \simeq \text{Pic}(X_b)$, and $D_a$ is isomorphic to $D$ via Möbius transformations acting on both factors of $\mathbb{P}^1 \times \mathbb{P}^1$. A surface $X_a, a \in A$, is a *generalized Halphen surface*. Here, a rational surface $X$ is called a generalized Halphen surface.
if the anti-canonical divisor $-K_X$ is decomposed into irreducible divisors $D_1, \ldots, D_s$ as $D = \sum_{i=1}^s m_i D_i$ ($m_i \geq 1$), where the linear equivalence class of $D$ is $-K_X$ and $D \cdot K_X = 0$ for all $i$, whereas a rational elliptic surface is also called a Halphen surface.

**Remark 2.2.** What follows is true only for generic values of $a \in A$, but we are only interested in the generic case. Without going into details, we assume that some special values of parameters had been excluded from $A$, see [31] for more information.

The deautonomization $\varphi : \mathcal{X}_A \to \mathcal{X}_A$ is defined by the following conditions:

(i) $\varphi$ acts on the parameter space $A$ as a bijection and the restriction of $\varphi$ to $\mathcal{X}_a$, i.e. $\varphi_a := \varphi|_{\mathcal{X}_a} : \mathcal{X}_a \to \mathcal{X}_{\varphi(a)}$, is an isomorphism;

(ii) the action $\varphi_a^* : \text{Pic}(\mathcal{X}_{\varphi(a)}) \to \text{Pic}(\mathcal{X}_a)$ coincides with the original action $\varphi^* : \text{Pic}(\mathcal{X}) \to \text{Pic}(\mathcal{X})$.

The deautonomization is unique modulo Möbius transformations of each of the factor of $\mathbb{P}^1 \times \mathbb{P}^1$. Indeed, assume that there exist two isomorphisms $\varphi : \mathcal{X} \to \tilde{\mathcal{X}}$ and $\varphi' : \mathcal{X} \to \mathcal{X}'$. Then, from the condition (ii), we see that $\phi = \varphi' \circ \varphi^{-1} : \mathcal{X} \to \tilde{\mathcal{X}}'$ acts on the Picard lattice as the identity, and hence $\phi$ is nothing but a product of Möbius transformations. Controlling the ambiguity of Möbius transformations is one of the most intricate steps in constructing discrete Painlevé equations and, more generally, of rational mappings from the given action on the Picard groups. We address this issue by using some geometric ideas to write down our mappings in factorized form, as explained in the next section. Similar formulae were also pointed out in [21, 38], here we generalize and prove them.

### 2.3. Factorization formulae

Although we usually write our mappings in affine coordinates, to understand and to prove the factorization formulae it is much more convenient to work in homogeneous coordinates. We do so in this section and explain how the resulting formulae specialize to affine charts.

Let $[X_0 : X_1]$ be the standard homogeneous coordinate on the complex projective line $\mathbb{P}^1$. Then the corresponding affine coordinates for the charts $U_0 = \{[X_0 : X_1] \mid X_1 \neq 0\}$ and $U_\infty = \{[X_0 : X_1] \mid X_0 \neq 0\}$ are $x = [x : 1]$ and $X = [1 : x]$, so $X = 1/x$, as usual.

A mapping $\psi : \mathbb{P}^1 \to \mathbb{P}^1$ in homogeneous coordinates can be written in the form $\psi([X_0 : X_1]) = [X_0 : X_1] = [P_0(X_0, X_1) : P_1(X_0, X_1)]$, where $P_i(X_0, X_1)$'s are coprime homogeneous polynomials of the same degree. A mapping $\psi$ is a Möbius transformation, $\psi \in \text{Aut}(\mathbb{P}^1) = \text{PGL}_2(\mathbb{C})$, if these polynomials are linear forms, $\psi([X_0 : X_1]) = [aX_0 + bX_1 : cX_0 + dX_1], \quad a, b, c, d \in \mathbb{C}, \; ad - bc \neq 0.$

Let a point $A_i \in \mathbb{P}^1$ have homogeneous coordinates $[X_0^{(i)} : X_1^{(i)}]$ and consider the linear form $L_i(X_0, X_1) = X_1^{(i)} X_0 - X_0^{(i)} X_1$. Then $A_i = V(\lambda_i L_i(X_0, X_1))$, $\lambda_i \in \mathbb{C}^\times$, and so for two distinct points $A_1$ and $A_2$ on $\mathbb{P}^1$ a unique, up to scaling, Möbius transformation mapping them to the points $[0 : 1]$ and $[1 : 0]$ respectively is given by $\psi([X_0 : X_1]) = [\lambda_1 L_1(X_0, X_1), \lambda_2 L_2(X_0, X_1)]$. If both $A_1$ and $A_2$ are different from $[1 : 0]$, this mapping in the affine charts $U_0, U_\infty$ can be written as

$$
\psi(x) = \frac{\lambda_1 L_1(X_0, X_1)}{\lambda_2 L_2(X_0, X_1)} = \frac{\lambda_1 X_1^{(1)}(x - x_1)}{\lambda_2 X_1^{(2)}(x - x_2)} = \lambda \frac{x - x_1}{x - x_2},
$$

and so the mapping is written, again up to scaling, as a ratio of corresponding affine linear polynomials $l_i(x) = x - x_i$. However, if one of $A_i$ is $[1 : 0]$, it is easy to see that the corresponding
linear polynomial becomes \( l_i(x) = 1 \). This remark is important to keep in mind when writing affine expressions for our mappings. Finally, to fix the scaling, choose a point \( A_3 \), different from \( A_1 \) and \( A_2 \), so that \( \psi(A_3) = [1 : 1] \). Then

\[
\psi([X_0 : X_1]) = \left[ L_2(X_0^{(3)}, X_1^{(3)}) L_1(X_0, X_1) : L_1(X_0^{(3)}, X_1^{(3)}) L_2(X_0, X_1) \right],
\]

\[
\psi(x) = \frac{(x_3 - x_2)(x - x_1)}{(x_3 - x_1)(x - x_2)},
\]

which is just the usual cross-ratio formula.

A Möbius transformation mapping distinct points \( A_1 \) and \( A_2 \) to distinct points \( \tilde{A}_1 \) and \( \tilde{A}_2 \) respectively is given, up to scaling, by the composition of two Möbius transformations, \( \psi = \psi_1^{-1} \circ \psi_2 \), where \( \psi_1(A_1) = \tilde{\psi}_1(\tilde{A}_1) = [0 : 1] \) and \( \psi_2(A_2) = \psi_2(\tilde{A}_2) = [1 : 0] \). For us it is more convenient to write this map in an implicit form as

\[
[L_1(\tilde{X}_0, \tilde{X}_1) : L_2(\tilde{X}_0, \tilde{X}_1)] = [\lambda_1 L_1(X_0, X_1) : \lambda_2 L_2(X_0, X_1)],
\]

where \( L_i, \tilde{L}_i \) are the linear forms defined above and \( \lambda_i \in \mathbb{C}^\times \). In the affine form this mapping can be written as

\[
\tilde{l}_i(x) = C \frac{l_i(x)}{l_2(x)},
\]

where \( l_i(x) = x - x_i \) or \( l_i(x) = 1 \), as explained above, and similarly for \( \tilde{l}_i(x) \).

Given that expressions in the homogeneous coordinate are somewhat cumbersome, from now on we use \( x \) and \( x_i \) to denote coordinates and points on \( \mathbb{P}^1 \), allowing \( x = \infty \) (that we can also write as \( X = 0 \)), and we assume that the reader can easily restore the corresponding expressions in the homogeneous coordinates when needed.

We are now ready to describe how to write down factorization formulae for mappings from the information about their action on the divisors. We begin with the projective plane version.

**Proposition 2.1 (\( \mathbb{P}^1 \times \mathbb{P}^1 \) version).** Let \( \varphi: \mathbb{P}^1 \times \mathbb{P}^1 \rightarrow \mathbb{P}^1 \times \mathbb{P}^1 \) be a dominant rational mapping, \( \varphi(x, y) = (x', y') \). For \( x_1 \neq x_2 \in \mathbb{P}^1 \) and \( y_1 \neq y_2 \in \mathbb{P}^1 \), consider the divisors \( D_1 = V(x - x_1) \), \( D_2 = V(x - x_2) \), \( D_3 = V(y - y_1) \), and \( D_4 = V(y - y_2) \). Let their pull-backs \( \varphi^*(D_i) \) be written as a sum of distinct irreducible divisors as \( \varphi^*(D_i) = m_{i,1} D_{i,1} + \cdots + m_{i,S_i} D_{i,S_i} \), where \( m_{i,j} \in \mathbb{N} \) are multiplicities. Let \( p_{i,j}(x, y) \) be an irreducible defining polynomial of \( D_{i,j} \); \( D_{i,j} = V(p_{i,j}(x, y)) \). Then the mapping \( \varphi \) is given implicitly by

\[
\begin{align*}
\frac{\tilde{l}_1(x)}{\tilde{l}_2(x)} &= \frac{\lambda_1 \prod_{j=1}^{S_1} p_{1,j}(x, y)^{m_{1,j}}}{\lambda_2 \prod_{s=1}^{S_2} p_{2,s}(x, y)^{m_{2,s}}}, \\
\frac{\tilde{l}_1(y)}{\tilde{l}_2(y)} &= \frac{\mu_1 \prod_{j=1}^{S_1} p_{3,j}(x, y)^{m_{3,j}}}{\mu_2 \prod_{s=1}^{S_4} p_{4,s}(x, y)^{m_{4,s}}},
\end{align*}
\]

where \( C_i \) are some non-zero constants that can be computed if we also know the pull-backs of \( V(x - x_3) \) and \( V(y - y_3) \) for some other points \( x_3 \) and \( y_3 \).

**Proof.** This result is immediate when written in the homogeneous coordinates,

\[
[L_1(\tilde{X}_0, \tilde{X}_1) : L_2(\tilde{X}_0, \tilde{X}_1)] = [\lambda_1 P_1(X_0, X_1, Y_0, Y_1) : \lambda_2 P_2(X_0, X_1, Y_0, Y_1)],
\]

\[
[L_3(Y_0, Y_1) : L_4(Y_0, Y_1)] = [\lambda_3 P_3(X_0, X_1, Y_0, Y_1) : \lambda_4 P_4(X_0, X_1, Y_0, Y_1)],
\]
where
\[ P_c([X_0 : X_1], [Y_0 : Y_1]) = \prod_{s=1}^{X} P_{cs}([X_0 : X_1], [Y_0 : Y_1])^{\mu_s}. \]

\( \lambda_i \)'s are non-zero constants, and \( P_{cs}([X_0 : X_1], [Y_0 : Y_1]) \) are the homogeneous defining polynomial of \( D_{ij} \). The affine version then follows similar to the discussion about Möbius transformations, except that now we need to pay attention to the multiplicities.

**Example 2.3.** Consider the following simple example illustrating this idea. Let the mapping \( \varphi \) be given by
\[ \varphi : (x, y) \mapsto (\hat{x}, \hat{y}) = \left( \frac{\lambda y (y - a_3)}{x (y - a_3)}, y \right) = \left( \frac{\lambda_1 x_1 y_0 (Y_0 - a_3 Y_1)}{\lambda_2 x_0 y_1 (Y_0 - a_4 Y_1)}, Y_0 \right), \]
and let \( \hat{x}_1 = 0, \hat{x}_2 = \infty, \hat{y}_1 = 0, \) and \( \hat{y}_2 = \infty \). Then
\[ \varphi^* (V(X_0)) = V(X_1) + V(Y_0) + V(Y_0 - a_3 Y_1), \quad \varphi^* (V(Y_0)) = V(Y_0), \]
\[ \varphi^* (V(X_1)) = V(X_0) + V(Y_1) + V(Y_0 - a_4 Y_1), \quad \varphi^* (V(Y_1)) = V(Y_1). \]

Conversely, knowing the above expressions for \( V(\varphi^* (X_0)) \) and \( V(\varphi^* (X_1)) \), we can immediately write factorized homogeneous polynomials for \( \hat{X}_0 \) and \( \hat{X}_1 \), uniquely up to non-zero proportionality constant, which gives
\[ [\hat{X}_0 : \hat{X}_1] = [\lambda_1 x_1 y_0 (Y_0 - a_3 Y_1) : \lambda_2 x_0 y_1 (Y_0 - a_4 Y_1)], \]
and from this expression the affine formula for \( \hat{x} \) immediately follows. Similarly,
\[ [\hat{Y}_0 : \hat{Y}_1] = [\mu_1 Y_0 : \mu_2 Y_1], \quad \hat{y} = C_3 y; \]
and if we know further that
\[ \varphi^* (V(Y_0 - a_3 Y_1)) = V(Y_0 - a_3 Y_1), \]
we see that \( [a_3 : 1] = [\mu_1 a_3 : \mu_2] \), and hence \( [\mu_1 : \mu_2] = [1 : 1] \). Thus, we recover the normalization constant for \( \hat{y} = y \).

Let us now consider the blowup version of proposition 2.1. The main idea is the same, the only change is that now we assume that we have some knowledge of the divisor map between the surfaces \( X \) and \( \bar{X} \) that we want to use to recover the expression for the map \( \varphi \). For that, we recover the necessary data for the divisor map \( \varphi^* \) by using the composition of the blowdown maps and the divisor map between the blowup surfaces.

**Proposition 2.2 (Blowup version).** Consider the following commutative diagrams,

\[
\begin{array}{ccc}
\chi & \xrightarrow{\varphi} & \bar{\chi} \\
\pi \downarrow & & \downarrow \bar{\pi} \\
\mathbb{P}^1 \times \mathbb{P}^1 & \xrightarrow{\varphi^*} & \mathbb{P}^1 \times \mathbb{P}^1 \\
\end{array}
\]

\[
\begin{array}{ccc}
\text{Div}(\chi) & \xleftarrow{\bar{\varphi}^*} & \text{Div}(\bar{\chi}) \\
\pi_* \downarrow & & \downarrow \bar{\pi}^* \\
\text{Div}(\mathbb{P}^1 \times \mathbb{P}^1) & \xleftarrow{\varphi^*} & \text{Div}(\mathbb{P}^1 \times \mathbb{P}^1) \\
\end{array}
\]

where rational surfaces \( \chi \) and \( \bar{\chi} \) are obtained from \( \mathbb{P}^1 \times \mathbb{P}^1 \) via a sequence of blowups, \( \pi \).
and η are the corresponding blowdown maps, φ and ϕ are dominant rational mappings with ϕ an extension of φ, φ∗, ϕ∗, η∗, ϕ∗ are the pull-back maps on the divisors, and π∗ is the push-forward map on the algebraic cycles. For \( \bar{x}_1 \neq \bar{x}_2 \in \mathbb{P}^1 \) and \( \bar{y}_1 \neq \bar{y}_2 \in \mathbb{P}^1 \) consider the divisors \( D_1 = V(\bar{x} - \bar{x}_1) \), \( D_2 = V(\bar{x} - \bar{x}_2) \), \( D_3 = V(\bar{y} - \bar{y}_1) \), and \( D_4 = (\bar{y} - \bar{y}_2) \). Let

\[
\eta^*(D_i) = \sum_{j=1}^{J_j} n_{ij} D_{ij} \quad \text{and} \quad \omega^*(D_j) = \sum_{k=1}^{K_j} m_{jk} D'_{ijk}
\]

be the expressions of pull-back divisors in terms of distinct irreducible ones, let \( D_{ij,k} = \pi_*(D'_{ijk}) \) (recall that for exceptional divisors, \( \pi_*(E_i) = 0 \)), and let \( p_{ij,k}(x,y) \) be the irreducible defining polynomials of \( D_{ij,k} \) (and so if \( D'_{ijk} \) is an exceptional divisor, \( p_{ijk}(x,y) = 1 \)). Then the mapping \( \omega \) is given implicitly by

\[
\frac{\bar{l}_1(x)}{\bar{l}_2(x)} = C_1 \frac{\prod_{j=1}^{J_j} \left( \prod_{k=1}^{K_j} p_{1,j,k}(x,y)^{m_{ij,k}} \right)^{n_{ij,k}}}{\prod_{j=1}^{J_j} \left( \prod_{k=1}^{K_j} p_{2,j,k}(x,y)^{m_{j,k}} \right)^{n_{ij,k}}}, \quad (3)
\]

\[
\frac{\bar{l}_1(y)}{\bar{l}_2(y)} = C_2 \frac{\prod_{j=1}^{J_j} \left( \prod_{k=1}^{K_j} p_{3,j,k}(x,y)^{m_{ij,k}} \right)^{n_{ij,k}}}{\prod_{j=1}^{J_j} \left( \prod_{k=1}^{K_j} p_{4,j,k}(x,y)^{m_{j,k}} \right)^{n_{ij,k}}}, \quad (4)
\]

where \( C_i \) are again some non-zero proportionality constants.

**Proof.** This result follows immediately from proposition 2.1 and the commutativity of the diagram, \( \varphi^* = \pi_* \circ \phi^* \circ \eta^* \). Such commutativity, however, is not automatic and requires that the composition \( \eta \circ \phi \circ \pi^{-1} \) is algebraically stable. Recall that a composition \( f \circ g : X \to Y \to Z \) is algebraically stable if there are no points point \( p \in Y \) such that \( p \) is simultaneously a critical point of \( g, \text{dim}(g^{-1}(p)) \geq 1 \), and an indeterminate point of \( f \). Since both \( \pi \) and \( \eta \) are blowups, this condition holds. We refer to proposition 2.1 of [35] or [6] for details. \( \square \)

**Remark 2.4.**

(i) An example of multiplicity \( n_{ij} > 1 \) is when we first blowup the point \( \bar{x}_1 = (0,0) \) and next blowup the intersection point of the proper transform of \( x = 0 \) and the exceptional divisor \( E_i \); then

\[
\eta^*(V(\bar{x} - \bar{x}_1)) = (H_x - E_1 - E_2) + (E_1 - E_2) + 2E_2 \in H_x.
\]

- If \( \omega \) is an isomorphism, \( K_{ij} = m_{ijk} = 1 \) for all \( i,j,k \).

This proposition gives a way to recover the rational mapping from the action on the divisor group, but not on the Picard group. In order to recover the mapping from the action on the Picard group, we need to consider the case where divisor classes are decomposed into deterministic ones.
There are many more examples of application of this technique for birational mappings in the next sections. However, we want to emphasize that this approach is quite general. Below we illustrate it by considering in detail an example of a general rational, but not birational, mapping.

**Example 2.5.** We start from a rational mapping $\varphi : \mathbb{P}^1 \times \mathbb{P}^1 \to \mathbb{P}^1 \times \mathbb{P}^1$ given by

$$\varphi : (\tilde{x}, \tilde{y}) = \left( \frac{x(y-1)}{y^2}, \frac{x^2}{y} \right).$$

It is easy to see that generically this mapping is three-to-one, and so it is not birational. Indeed, given $(\tilde{x}, \tilde{y})$, we get $y = x^2(y)^{-1}$. Substituting it into the equation for $\tilde{x}$, simplifying, and excluding the special value $x = 0$ we get the cubic equation $x^3 - \tilde{y}x^2 + y^2 = 0$.

Using $\tilde{x}_1 = 0$, $\tilde{x}_2 = \infty$, $\tilde{y}_1 = 0$, and $\tilde{y}_2 = \infty$, we see that

$$\varphi^*(V(\tilde{x})) = V(\tilde{x}_0) + V(\tilde{y}_0 - \tilde{y}_1) + V(\tilde{y}_1) = V(x) + V(y) - 1 + V(y),$$

$$\varphi^*(V(\tilde{y})) = V(\tilde{x}_1) + 2V(\tilde{y}_0) = V(x) + 2V(y),$$

$$\varphi^*(V(\tilde{y})) = 2V(\tilde{x}_0) + V(\tilde{y}_1) = 2V(x) + V(y),$$

$$\varphi^*(V(Y)) = 2V(\tilde{x}_1) + V(\tilde{y}_0) = 2V(x) + V(y),$$

and from proposition 2.1 we immediately recover our mapping up to normalization constants,

$$\varphi : (\tilde{x}, \tilde{y}) = \left( \frac{\lambda x_0 (y_0 - y_1) y_1}{\lambda_2 x_1 y_0^2}, \frac{\mu_1 x_0^2 y_1}{\mu_2 x_1^2 y_0} \right) = \left( \frac{C_1 x(y-1)}{y^2}, \frac{C_2 x^2}{y} \right). \quad (5)$$

Let now $\mathcal{X}_{12} = \mathcal{X}_{12}$ be a blowup of $\mathbb{P}^1 \times \mathbb{P}^1$ at the points $A_1(0,0)$ and $A_2(\infty, \infty)$. The mapping $\tilde{\varphi}^* : \text{Div}(\mathcal{X}_{12}) \to \text{Div}(\mathcal{X}_{12})$ for the divisors $E_i, H_i - E_i$, and $H_i - E_i, i = 1, 2$, can be computed directly from the definition of the pull-back. This computation is straightforward, but cumbersome, and is explained in appendix A, here we only state the result. We get:

$$\tilde{\varphi}^*(E_i) = (H_i - E_i) + (H_i - E_{12}),$$

$$\tilde{\varphi}^*(E_2) = (H_2 - E_i) + (H_2 - E_{12}),$$

$$\tilde{\varphi}^*(H_i - E_i) = \pi^*(V(y - 1)),$$

$$\tilde{\varphi}^*(H_i - E_{12}) = (H_i - E_2) + E_2.$$

Then

$$\varphi^*(V(x_0)) = \varphi^*(V(\tilde{x})) = (\pi_* \circ \tilde{\varphi}^* \circ \pi^*) (V(x))$$

$$= (\pi_* \circ \tilde{\varphi}^*) ((H_i - E_i) + \tilde{E}_1)$$

$$= \pi_* (\pi^*(V(y - 1)) + (H_i - E_i) + (H_i - E_{12}))$$

$$= V(y - 1) + \pi_* ((H_i - E_i) + E_1) +$$

$$\pi_* ((H_i - E_2) + E_2) - \pi_* (E_1 + E_2)$$

$$= V(y - 1) + V(x) + V(y). \quad (6)$$

Proceeding in exactly the same way, we get

$$\varphi^*(V(x_1)) = (\pi_* \circ \tilde{\varphi}^*) ((H_i - E_2) + \tilde{E}_2)$$

$$= \pi_* ((H_i - E_2) + (E_1) + (H_i - E_2) + (H_i - E_1))$$

$$= V(X) + 2V(y). \quad (7)$$
\[ \varphi^*(V(Y_0)) = (\pi_\ast \circ \tilde{\varphi}^*)((\tilde{H}_s - \tilde{E}_1) + \tilde{E}_1) \]
\[ = \pi_\ast((H_s - E_1) + (E_1) + (H_s - E_1) + (H_s - E_2)) \]
\[ = 2V(x) + V(Y), \]
(8)

\[ \varphi^*(V(Y_1)) = (\pi_\ast \circ \tilde{\varphi}^*)((\tilde{H}_s - \tilde{E}_2) + \tilde{E}_2) \]
\[ = \pi_\ast((H_s - E_2) + (E_2) + (H_s - E_2) + (H_s - E_1)) \]
\[ = 2V(X) + V(Y), \]
(9)

and so we get back equation (5).

Note that \( \tilde{\varphi}^*(H_s - E_1) = \pi_\ast(V(y - 1)) \in H_s, \) which is not a deterministic class, and thus \( \pi_\ast(V(y - 1)) \in \text{Div}(X_{12}) \) can not be specified by its class. To fix this issues we need to blowup at a point on \( y = 1. \)

Thus, let now \( X = \tilde{X} \) be a blowup of \( \mathbb{P}^1 \times \mathbb{P}^1 \) at the points \( A_1(0, 0), A_2(\infty, \infty), \) and \( A_3(0, 1). \) The mapping \( \tilde{\varphi}^* : \text{Div}(X) \to \text{Div}(X) \) for the divisors that we are interested in can be computed using the same approach as explained in appendix A. We get

\[ \tilde{\varphi}^*(E_1) = (H_s - E_1 - E_3) + (H_s - E_2) + 2E_3, \]
\[ \tilde{\varphi}^*(E_2) = (H_s - E_2) + (H_s - E_1), \quad \tilde{\varphi}^*(E_3) = 0, \]
\[ \tilde{\varphi}^*(H_s - E_1 - E_3) = H_s - E_3, \]
\[ \tilde{\varphi}^*(H_s - E_2) = (H_s - E_1) + E_1, \]
\[ \tilde{\varphi}^*(H_s - E_1) = (H_s - E_1 - E_3) + E_1, \]
\[ \tilde{\varphi}^*(H_s - E_2) = (H_s - E_2) + E_2. \]

Then (6) becomes

\[ \varphi^*(V(X_0)) = \varphi^*(V(\tilde{x})) = (\pi_\ast \circ \tilde{\varphi}^* \circ \pi^*)(V(\tilde{x})) \]
\[ = (\pi_\ast \circ \tilde{\varphi}^*)(((H_s - E_1 - E_3) + \tilde{E}_1 + E_3) \]
\[ = \pi_\ast((H_s - E_3) + (H_s - E_1 - E_3) + (H_s - E_2) + 2E_1) + 0) \]
\[ = V(y - 1) + V(x) + V(Y), \]

and changes in (7)–(9) are minimal and are omitted.

Finally, we remark that in proposition 2.2, equation (3) has the form

\[ \frac{p(H_s - \tilde{E}_1)}{p(H_s - \tilde{E}_2)} = C \prod_{j=1}^{J} \left( \prod_{k=1}^{K_j} p(D_{1,j,k})^{m_{j,k}} \right)^{n_{i,j}} \prod_{j=1}^{J} \left( \prod_{k=1}^{K_j} p(D_{2,j,k})^{m_{j,k}} \right)^{n_{i,j}}. \]

This formula has the following useful generalization, that can be proved along the same lines as propositions 2.1 and 2.2.

**Proposition 2.3.** Let \( \tilde{\varphi} : X \to X \) be a dominant rational mapping and let \( D_1 \) and \( D_2 \) be two linearly equivalent divisors. Assume that

\[ D_i = \sum_{j=1}^{J_i} n_{i,j} D_{ij}, \quad (i = 1, 2), \quad \tilde{\varphi}^*(D_{ij}) = \sum_{k} m_{ij,k} D_{ij,k} \]
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are decompositions in terms of distinct irreducible divisors, and that \( p_{ij}(\bar{x}, \bar{y}) \) and \( p_{ijk}(x, y) \) are irreducible defining polynomials for \( \pi_+(D_{ij}) \) and \( \pi_+(D_{ijk}) \) respectively, as in proposition 2.2. Then

\[
\prod_{j=1}^{J_1} p_{1j}(\bar{x}, \bar{y}) = C \prod_{j=1}^{J_2} \left( \prod_{k=1}^{K_1} p_{1jk}(x, y)^{m_{1jk}} \right)^{n_{1j}} \prod_{j=1}^{J_3} \left( \prod_{k=1}^{K_2} p_{2jk}(x, y)^{m_{2jk}} \right)^{n_{2j}},
\]

where \( C \in \mathbb{C} \) is again some non-zero proportionality constant.

### 3. Deautonomization of a QRT mapping

#### 3.1. Brief review of the QRT mapping

A paradigmatic example of an automorphism of a rational elliptic surface is the QRT, or the Quispel–Roberts–Thompson mapping. We now give a brief geometric description of this mapping following Tsuda [37], see also the recent monograph by Duistermaat [7].

We start with a bi-quadratic curve \( \Gamma \) on \( \mathbb{P}^1 \times \mathbb{P}^1 \) which, in the affine \( \mathbb{C}^2 \)-chart, is given by a bi-degree \((2,2)\) polynomial equation that can be compactly written with the help of a coefficient matrix \( A \in \text{Mat}_{3 \times 3}(\mathbb{C}) \) as

\[
x^T Ay = \begin{bmatrix} x^2 & x & 1 \end{bmatrix} \begin{bmatrix} a_{00} & a_{01} & a_{02} \\ a_{10} & a_{11} & a_{12} \\ a_{20} & a_{21} & a_{22} \end{bmatrix} \begin{bmatrix} y^2 \\ y \\ 1 \end{bmatrix} = \sum_{i,j=0}^{2} a_{ij}x^{2-i}y^{2-j} = 0.
\]

In general, \( \Gamma \) is an elliptic curve that can be rewritten in the Weierstrass normal form \( Y^2 = 4X^3 - g_2X - g_3 \) as explained in appendix C. Since \( \Gamma \) is of bi-degree \((2,2)\), any vertical line \( V(x-a) \) intersects \( \Gamma \) in two points \( x \) and \( \bar{x} \), and any vertical line \( V(y-b) \) intersects \( \Gamma \) in two points \( y \) and \( \bar{y} \), these points are generically distinct. This allows us to define two involutions on \( \Gamma \), \( r_x : (x, y) \to (x, y) \), and \( r_y : (x, y) \to (x, \bar{y}) \), as well as their composition \( r_x \circ r_y : (x, y) \to (\bar{x}, y) \). When \( \Gamma \) is elliptic, the mapping \( r_x \circ r_y \) becomes a translation with respect to the abelian group structure on \( \Gamma \).

The QRT map is an extension of the composition \( r_x \circ r_y \) from \( \Gamma \) to \( \mathbb{P}^1 \times \mathbb{P}^1 \). For that, we take two coefficient matrices \( A, B \in \text{Mat}_{3 \times 3}(\mathbb{C}) \) and consider a pencil of bi-quadratic curves

\[
\Gamma_{[\alpha : \beta]} : \alpha x^T Ay + \beta x^T By = 0,
\]

parameterized by \( [\alpha : \beta] \in \mathbb{P}^1 \). Then, for a generic point \((x_*, y_*) \in \mathbb{P}^1 \times \mathbb{P}^1 \), there is only one curve in this pencil passing through that point and the corresponding value of the parameter is \([\alpha : \beta] = [x_0^T By_0 + x_0^T Ay_0] \). The only exceptions are eight (when counted with multiplicities) base points of the pencil that are given by \( x_0^T Ay = x_0^T By = 0 \). Resolving these points using the blowup, we get a rational elliptic surface \( \mathcal{X} \) together with the QRT automorphism \( r_x \circ r_y \) preserving the elliptic fibration \( \pi : \mathcal{X} \to \mathbb{P}^1 \), whose fibers \( \pi^{-1}([\alpha : \beta]) \) are elliptic curves except for 12 parameter values, again counted with multiplicities, that correspond to singular fibers; such fibers are classified by Kodaira [22] into 22 types.

In this paper we work with a mapping \( \varphi \) such that \( r_x \circ r_y = \varphi^2 \), and so \( \varphi \) can be thought of as a “half” of the QRT mapping. To define \( \varphi \), we introduce an involution \( \sigma_y \) acting on both the coordinates and the coefficient matrices as \( \sigma_{xy}(x, y; A, B) = (y, x; A y^T, B y^T) \) and put \( \varphi = \sigma_{xy} \circ r_y \).
It is then immediate that \( r_\varphi \circ r_y = \varphi^2 \). Explicitly, substituting \([\alpha : \beta] = [x^T By : -x^T A y] \) into the equation
\[
\alpha x^T A y + \beta x^T B y = 0
\]
and simplifying, we get the equation \((\bar{y} - y)(f_1(x)y - f_2(x)(y + \bar{y}) + f_1(x)) = 0\), where \([f_1(x), f_2(x), f_3(x)] = (x^T A) \times (x^T B)\). Solving the second factor for \(\bar{y}\) to get \(r_y : (x, y) \mapsto (x, \bar{y})\) and then applying \(\sigma_y\) we get the following expression for the mapping \(\varphi : (x, y) \mapsto (\bar{x}, \bar{y})\):
\[
\begin{align*}
\bar{x} &= \frac{f_1(x) - f_2(x)y}{f_3(x)}
\bar{y} &= x.
\end{align*}
\] (12)

3.2. Singular fibers and blowups

We consider in detail a particular example of the QRT mapping (generic case is outlined in appendix B) defined by the following symmetric matrices \(A\) and \(B\):
\[
A = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & a + a^{-1} & 1 \\ a + a^{-1} & 0 & -a - a^{-1} \\ 1 & -a - a^{-1} & 1 \end{bmatrix},
\]
where \(a \neq 0, \pm 1\) is a constant.

Put \(k = \alpha / \beta\), then the corresponding pencil of bi-quadratic curves (or the elliptic fibration) is given by
\[
\Gamma_k : kxy + (xy + a^{-1}(x + y) - 1)(xy + a(x + y) - 1) = 0.
\] (13)
The base points of this pencil on \(\mathbb{P}^1 \times \mathbb{P}^1\) are \(p_1(0, a), p_2(0, a^{-1}), p_3(a, 0), p_4(a^{-1}, 0), p_5(\infty, -a), p_6(\infty, -a^{-1}), p_7(-a, \infty)\), and \(p_8(-a^{-1}, \infty)\). Blowing them up we obtain a rational surface \(\mathcal{X}\), as shown on figure 1.

The expression (12) for the ‘half’ of the QRT mapping \(\varphi = \sigma_y \circ r_y\) becomes
\[
\varphi : (x, y) \mapsto \left(\frac{(x - a)(x - a^{-1})}{y(x + a)(x + a^{-1})}, x\right).
\] (14)

This mapping preserves the elliptic fibration (13) and lifts to an automorphism \(\varphi\) of the surface \(\mathcal{X} \to \mathcal{X}(\equiv \mathcal{X})\). On the Picard lattice \(\text{Pic}(\mathcal{X}) = \text{Span}_\mathbb{Z}\{H_x, H_y, E_1, \ldots, E_8\}\), the push-forward and the pull-back actions of the mapping are given by
\[
\begin{align*}
\mathcal{H}_x &\mapsto \mathcal{H}_y, \quad H_y \mapsto \mathcal{H}_x + 2H_y - E_1 - E_2 - E_3 - E_6, \\
\varphi_* : E_1 &\mapsto E_3, \quad E_2 \mapsto E_5, \quad E_3 \mapsto H_y - E_1, \quad E_4 \mapsto H_y - E_2, \\
E_5 &\mapsto E_6, \quad E_6 \mapsto E_7, \quad E_7 \mapsto H_y - E_5, \quad E_8 \mapsto H_y - E_6
\end{align*}
\]
(15)
\[
\begin{align*}
\mathcal{H}_x &\mapsto 2H_y + H_y - E_3 - E_4 - E_7 - E_8, \quad H_y \mapsto H_x \\
\varphi^* : E_1 &\mapsto H_x - E_3, \quad E_2 \mapsto H_x - E_4, \quad E_3 \mapsto E_2, \quad E_4 \mapsto E_1, \\
E_5 &\mapsto H_x - E_7, \quad E_6 \mapsto H_x - E_8, \quad E_7 \mapsto E_6, \quad E_8 \mapsto E_5.
\end{align*}
\] (16)

The push-forward map \(\varphi_*\) on \(\text{Div}(\mathcal{X})\) can also be described by the diagram on figure 2.

In order to see the singular fibers of our elliptic fibration, we put curves \(\mathcal{H}_x\) on the Weierstrass normal form using Schwartz’s algorithm (see appendix C) and compute the elliptic discriminant \(\Delta\). For our choice of the matrices \(A\) and \(B\) singular fibers appear at the parameter values \(k = 0, k = \pm 4i(a + a^{-1}), k = \pm(a - a^{-1})\), and \(k = \infty\), as shown on figure 3.
Choosing fibers of different type we obtain different deautonomizations of the same mapping $\varphi$, as we describe in the next few sections.

3.3. Smooth fiber of type $A_0^{(1)}$

For a generic value of $k$, $\Gamma_k$ given by (13) is a smooth elliptic curve. For this choice of a generic fiber the surfaces in the family $\mathcal{X}_A$ are of type $A_0^{(1)}$ and the symmetry group of the family is the affine Weyl group $W(E_8^{(1)})$. It is generated by reflections $w_i$ defined by simple roots $\alpha_i$, where $w_i$ act on $\text{Pic}(\mathcal{X})$ in the usual way, for $D \in \text{Pic}(\mathcal{X})$, $w_i^*(\bar{D}) = \bar{D} + (\alpha_i \cdot D)\alpha_i$.

We take simple roots $\alpha_i$ to be the following:  
\[
\begin{align*}
\alpha_0 &= E_1 - E_2, \\
\alpha_1 &= H_x - H_y, \\
\alpha_2 &= H_y - E_1 - E_2, \\
\alpha_3 &= E_2 - E_3, \\
\alpha_4 &= E_3 - E_4, \\
\alpha_5 &= E_4 - E_5, \\
\alpha_6 &= E_5 - E_6, \\
\alpha_7 &= E_6 - E_7, \\
\alpha_8 &= E_7 - E_8.
\end{align*}
\]

It is easy to check that the configuration of these roots $\alpha_i$ is described by the affine Dynkin diagram $E_8^{(1)}$, as shown on figure 4, where we also indicated the coefficients of the representation of the null root vector $\delta$, which corresponds to the class of the anti-canonical divisor $-K_X$, for the $E_8^{(1)}$ Cartan matrix in terms of the simple roots $\alpha_i$,  
\[
\delta = -K_X = 3\alpha_0 + 2\alpha_1 + 4\alpha_2 + 6\alpha_3 + 3\alpha_6 + 5\alpha_4 + 4\alpha_5 + 2\alpha_7 + \alpha_8.
\]

The action (16) of $\varphi^*$, when restricted on the symmetry root sublattice $Q = \text{Span}_\mathbb{Z}\{\alpha_0, \ldots, \alpha_8\} = (-K_X)^\perp$, is
\[
\begin{align*}
\tilde{\alpha}_0 &\mapsto -\alpha_4 \\
\tilde{\alpha}_1 &\mapsto 2\alpha_0 + \alpha_1 + 2\alpha_2 + 4\alpha_3 + 3\alpha_4 + 2\alpha_5 + 2\alpha_6 + 2\alpha_7 + \alpha_8 \\
\tilde{\alpha}_2 &\mapsto -\alpha_0 - \alpha_1 - \alpha_2 - 2\alpha_3 - \alpha_4 \\
\tilde{\alpha}_3 &\mapsto \alpha_0 + \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 \\
\tilde{\alpha}_4 &\mapsto -\alpha_0 \\
\tilde{\alpha}_5 &\mapsto -\alpha_1 - \alpha_2 - \alpha_3 - \alpha_4 - \alpha_5 - \alpha_6 - \alpha_7 \\
\tilde{\alpha}_6 &\mapsto -\alpha_8 \\
\tilde{\alpha}_7 &\mapsto \alpha_0 + \alpha_1 + \alpha_2 + 2\alpha_3 + 2\alpha_4 + 2\alpha_5 + 2\alpha_6 + \alpha_7 + \alpha_8 \\
\tilde{\alpha}_8 &\mapsto -\alpha_6.
\end{align*}
\]

Thus, $\varphi^*$ is not a translation on $Q$ but we can check that $(\varphi^4)^*$ is:
The mapping $\varphi^*$ induces the mapping $\varphi^* = (\varphi^*)^{-1}$ on the Picard lattice. Using the standard technique of lemma 3.11 of [18], we can represent $\varphi^*$ in terms of the generators of $W(E_8^{(1)})$ as

$$\varphi^* = w_8 w_5 w_4 w_3 w_2 w_0 w_5 w_4 w_3 w_6 w_7 w_8 w_5 w_4 w_3 w_2 w_0 w_3 w_4 w_5 w_6 w_7 w_6 w_0 w_3 w_4 w_3 w_0 w_3 w_4 w_5 w_6 w_7 w_6 w_0 w_3 w_4 w_3 w_0.$$

$$\varphi^* : (\bar{\alpha}_0, ..., \bar{\alpha}_8) \mapsto (\alpha_0, ..., \alpha_8) + (0, 2, -2, 1, 0, -1, 0, 1, 0) \delta.$$ (19)

Figure 2. Action of $\varphi_*$ on $\text{Div}(X)$.

Figure 3. Different types of fibers of the QRT map.
One way to perform the deautonomization procedure is to find the birational representation of the affine Weyl group (we give an example of how to do it in appendix D), and take the composition of these birational maps. However, the following issues arise.

(i) We need to construct birational transformations for all of the generators.
(ii) We need to find the decomposition of $\varphi$ in terms of the generators of the group, as in (20).
(iii) Most significantly, we expect the resulting expression for the mapping to be very complicated and most likely it will not be written in a simple or factorized form.

Therefore we use a different approach to deautonomization that is based on the factorization formula of section 2.3.

Let us pick $a \in A$ and consider the corresponding surface $X_a$ that is obtained from $\mathbb{P}^1 \times \mathbb{P}^1$ by blowing up at eight points $(x, y)$ that lie on an elliptic curve $C_a$; for now our parameters are the coordinates of the blowup points. There are 16 of them, but we can use the 6-parameter group of Möbius transformations $\text{PGL}_2(\mathbb{C}) \times \text{PGL}_2(\mathbb{C})$ acting on each of the factors to normalize some of the parameters, and so the true number of parameters is 10, as it should be. For our normalization, we use shifts to ensure that

$$x_1 = 0, \quad x_3 = \infty, \quad y_4 = 0, \quad y_8 = \infty,$$  \hspace{1cm} (21)

exactly as it was in the autonomous case. This still leaves us with two free dilation parameters that we fix later. At this point we are able to apply proposition 2.2 to obtain an explicit expression for the deautonomized mapping. We have

$$\varphi^*(V(\bar{x} - 0)) = \pi_* \circ \tilde{\varphi}^* \circ \tilde{\pi}^*(V(\bar{x} - 0)) = \pi_* \circ \tilde{\varphi}^*((H_x - E_1) + E_1)$$

$$= \pi_*((H_x + H_y - E_4 - E_7 - E_8) + (H_x - E_3))$$

$$= V((x_4 - x_7)(x - x_5)y - (x_5 - x_7)(x - x_4)y + V(x - x_3),$$

$$\varphi^*(V(\bar{x} - \infty)) = \pi_* \circ \tilde{\varphi}^* \circ \tilde{\pi}^*(V(\bar{x} - \infty)) = \pi_* \circ \tilde{\varphi}^*((H_x - E_4) + E_3)$$

$$= \pi_*((H_x + H_y - E_3 - E_4 - E_8) + (H_x - E_7))$$

$$= V((x_4 - x_3)(x - x_5)y - (x_5 - x_3)(x - x_4)y + V(x - x_7),$$

$$\varphi^*(V(\bar{y} - 0)) = \pi_* \circ \tilde{\varphi}^* \circ \tilde{\pi}^*(V(\bar{y} - 0)) = \pi_* \circ \tilde{\varphi}^*((H_y - E_5) + E_4)$$

$$= \pi_*((H_x - E_3) + (E_1)) = V(x - 0),$$

$$\varphi^*(V(\bar{y} - \infty)) = \pi_* \circ \tilde{\varphi}^* \circ \tilde{\pi}^*(V(\bar{y} - \infty)) = \pi_* \circ \tilde{\varphi}^*((H_y - E_8) + E_3)$$

$$= \pi_*((H_x - E_3) + (E_5)) = V(x - \infty).$$

Thus, the deautonomized mapping is given by

$$\begin{cases}
\bar{x} = C_1 \frac{(x - x_5)(x - x_3)}{(x - x_7)} (x_4 - x_7)(x_5 - x_7)(x_5 - x_3), \\
\bar{y} = C_2 x,
\end{cases}$$  \hspace{1cm} (22)
and we can use the remaining dilation parameters to set, for example, \( C_1 = C_2 = 1 \).

**Remark 3.1.** In making these computations the following observation is convenient. Expression of the form \( \pi_*(H_t + H_y - E_t - E_y) \) corresponds to a bi-degree \((1,1)\) curve passing through the points \( p_0, p_1, p_2 \). The affine defining polynomial of such curve can be computed using the following simple construction. To allow for coordinates of points to be infinite, let \( p_i \) have homogeneous coordinates \((x_i : y_i : z_i)\). Then the defining polynomial \( p(x, y) \) can be expressed in the determinantal form as

\[
p(x, y) = \begin{vmatrix}
1 & x & y & xy \\
x_1 & x_1 y_1 & x_1 y_1 y_1 & x_1 y_1 y_1 y_1 \\
x_2 & x_2 y_2 & x_2 y_2 y_2 & x_2 y_2 y_2 y_2 \\
x_3 & x_3 y_3 & x_3 y_3 y_3 & x_3 y_3 y_3 y_3 \\
\end{vmatrix}.
\]

In particular, for \( \pi_*(H_t + H_y - E_t - E_y - E_8) \) with \( p_4([x_4 : 1, [0 : 1]], p_7([x_7 : 1, [y_7 : 1]]) \), and \( p_8([x_8 : 1, [1 : 0]]) \), we get

\[
p(x, y) = \begin{vmatrix}
1 & x & y & xy \\
x_4 & 0 & 0 & 0 \\
x_7 & y_7 & y_7 y_7 & 0 \\
0 & 0 & 1 & x_8 \\
\end{vmatrix} = (x_8 - x_7)(x - x_4)y_7 - (x_4 - x_7)(x - x_8)y.
\]

In the non-autonomous case, in addition to the mapping, we also need to keep track of the evolution of the parameters. It is possible to obtain the evolution of the remaining parameters \( x_i, y_i \) from the mapping using (15). For example, from \( \varphi_*(\tilde{E}_1) = \tilde{E}_4 \) we see that

\[
(x_4, y_4) = \varphi(x_1, y_1) = \varphi(0, y_1) = \left( \frac{x_3}{x_7} \frac{(x_4 - x_7)x_8y_1 - (x_8 - x_7)x_4y_7}{(x_4 - x_3)x_8y_1 - (x_8 - x_3)x_4y_3}, 0 \right).
\]

Similarly, from \( \varphi_*(H_8 - \xi_3) = \tilde{E}_1 \), we get \( (\tilde{x}_1, \tilde{y}_1) = \varphi(x_3, y) = (0, x_3) \), and so on. Unfortunately, the evolution of parameters obtained in this way is complicated and nonlinear. A better approach is to use the parameterization of the elliptic curve \( C_4 \) (which is essentially the period map).

The curve \( C_4 \) can be written in a parametric form as

\[
\iota : \mathbb{T} = \mathbb{C}/(\mathbb{Z} + \mathbb{Z} \tau) \to \mathbb{P}_1 \times \mathbb{P}_1, \quad \iota(u) = (F(u), G(u)),
\]

where \( F \) and \( G \) are some elliptic functions. In this way we obtain points \( e_1, \ldots, e_8 \in \mathbb{T} \) such that \( (x_i, y_i) = \iota(e_i) = (F(e_i), G(e_i)) \), these points \( e_i \) are our new parameters.

We also get the pull-back map \( \tau^* : \text{Pic}(X_4) \to \text{Pic}(\mathbb{T}) \). Since the abelian group structure on \( \mathbb{T} \) is compatible with the linear equivalence relation, \( [p_1] + [p_2] = [p_1 + p_2] \), we can identify \( \text{Pic}(\mathbb{T}) \cong \mathbb{T} \). Then \( \tau^*(H_0) = h_0, \tau^*(H_t) = h_t \) and \( \tau^*(\xi_3) = e_3 \), where \( h_0, h_t, \) and \( e_i \) are just points in \( \mathbb{T} \). In general, for any \( l_i H_s + l_i H_y + m_1 E_1 + \cdots + m_{8} E_8 \in \text{Pic}(X_{4}) \), we get

\[
\tau^*(l_i H_s + l_i H_y + m_1 E_1 + \cdots + m_{8} E_8) = l_i h_s + l_i h_t + m_1 e_1 + \cdots + m_{8} e_8 \in \mathbb{T}.
\]

Next, let \( \varphi : \mathcal{X} = X_4 \to \tilde{X} = X_{4(a)} \) be our deautonomized mapping. To see the evolution of parameters \( e_i, h_0, h_t \in \mathbb{T} \), consider the following two commuting diagrams:
Thus, for any \( \tilde{D} \in \text{Pic}(\tilde{X}) \), we have \( \iota^*(\tilde{D}) = \iota^* \circ \varphi^*(\tilde{D}) \). Let \( \tilde{h}_x, \tilde{h}_y \) and \( \tilde{e}_i \) denote the pull-backs \( \iota^*(\tilde{H}_x), \iota^*(\tilde{H}_y) \) and \( \iota^*(\tilde{E}_i) \). Then (16) gives us the following equations for the parameter evolution on \( \mathbb{T} \):

\[
\begin{align*}
\tilde{h}_x &= 2h_x + h_y - e_3 - e_4 - e_7 - e_8, \\
\tilde{h}_y &= h_x, \\
\tilde{e}_1 &= h_x - e_3, \\
\tilde{e}_2 &= h_x - e_4, \\
\tilde{e}_3 &= e_2, \\
\tilde{e}_4 &= e_3, \\
\tilde{e}_5 &= h_x - e_7, \\
\tilde{e}_6 &= h_x - e_8, \\
\tilde{e}_7 &= e_6, \\
\tilde{e}_8 &= e_5.
\end{align*}
\]  

(23)

Indeed, for example,

\[
\begin{align*}
\tilde{h}_x &= \iota^*(\tilde{H}_x) = (\iota^* \circ \varphi^*)(\tilde{H}_x) = \iota^*(2H_x + H_y - E_3 - E_4 - E_7 - E_8) \\
&= 2h_x + h_y - e_3 - e_4 - e_7 - e_8.
\end{align*}
\]

Such expression was originally found in [19] and later interpreted by using pull-back in [8].

To determine the evolution of the points \((x_1, y_1)\) on \(\mathbb{P}^1 \times \mathbb{P}^1\), we need to describe the parameterization \(\iota\) explicitly. Since \(C_a\) is given by an equation of bi-degree \((2, 2)\), for a generic \(x_0\), \(\iota^*(V(x - x_0)) = p_1 + p_2 \in \text{Div}(\mathbb{T})\). In view of the identification \(\text{Pic}(\mathbb{T}) \simeq \mathbb{T}\), we have \(p_1 + p_2 = h_x\), and a similar statement is true for \(\iota^*(V(y - y_0))\). Thus, we can write

\[
\begin{align*}
\iota^*(V(x - 0)) &= u_1 + (h_x - u_1), \\
\iota^*(V(y - 0)) &= u_3 + (h_y - u_3), \\
\iota^*(V(x - \infty)) &= u_2 + (h_x - u_2), \\
\iota^*(V(y - \infty)) &= u_4 + (h_y - u_4),
\end{align*}
\]

for some points \(u_1, u_2, u_3, u_4\) in \(\mathbb{T}\). Hence the functions \(F(u)\) and \(G(u)\) parameterizing \(C_a\) are elliptic functions of order 2, i.e. they have two zeroes and two poles (counted with multiplicities) in the fundamental domain \(\mathbb{T}\). Therefore, \(F\) and \(G\) can be explicitly written as

\[
F(u) = c_1 \frac{[u - u_1][u - h_x + u_1]}{[u - u_2][u - h_x + u_2]}, \quad G(u) = c_2 \frac{[u - u_3][u - h_y + u_3]}{[u - u_4][u - h_y + u_4]},
\]

(24)

for some normalization constants \(c_1, c_2 \in \mathbb{C}^\times\). Here \([t]\) denotes the \(\sigma\)-function (or the odd theta function)\(^4\), and thus \([-t] = [-t], [0] = 0\), and the so called the Riemann relation holds [39],

\[
[t + a][t - a][b + c][b - c] + [t + b][t - b][c + a][c - a]
+ [t + c][t - c][a + b][a - b] = 0.
\]

Our chosen \(\text{PGL}_2(\mathbb{C}) \times \text{PGL}_2(\mathbb{C})\) normalization (21) is equivalent to choosing \(u_1 = e_1, u_2 = e_5, u_3 = e_4, u_4 = e_6\). In this approach it is actually more convenient to use dilations to make \(c_1 = c_2 = 1\). Thus, we can assume that our parametric representation \(\iota\) of \(C_a\) is given by

\[
F(u) = \frac{[u - e_1][u - h_x + e_1]}{[u - e_5][u - h_x + e_5]}, \quad G(u) = \frac{[u - e_4][u - h_y + e_4]}{[u - e_8][u - h_y + e_8]},
\]

(25)

\(^4\)Recall that we have degenerations to \([t] = \sin t\) (or \(\sinh t\)) and \([t] = t\) in the trigonometric and rational limits respectively.
and similarly for $F$ and $G$. Then the action of $\varphi^*$ given by (23) results in the following equations:

$$
\begin{align*}
\bar{F}(u) &= \frac{[u - \bar{e}_1][u - \bar{h}_1 + \bar{e}_1]}{[u - \bar{e}_5][u - \bar{h}_5 + \bar{e}_5]} = \frac{[u - h_1 + e_3][u - h_1 - h_7 + e_4 + e_7 + e_8]}{[u - h_1 + e_7][u - h_1 - h_7 + e_4 + e_8]}, \\
\bar{G}(u) &= \frac{[u - \bar{e}_2][u - \bar{h}_1 + \bar{e}_4]}{[u - \bar{e}_5][u - \bar{h}_1 + \bar{e}_8]} = \frac{[u - e_1][u - h_1 + e_1]}{[u - e_5][u - h_1 + e_8]} = F(u).
\end{align*}
$$

Remark 3.2. Note that in this way we have completely fixed the Möbius transformation ambiguity. However, not only is $\mathbf{a}$ in general different from $\mathbf{a}$, which is exactly the deautonomization phenomenon, but also the curve can move, $\mathbf{C}$ can in general be different from $\mathbf{C}$.

To evaluate the normalization constants $C_1$ and $C_2$, we note that, in view of (16), (22), $\varphi^*(E_2) = H_1 - E_4$ implies

$$(x_2, y_2) = \varphi^*(V(x - x_1)) = (C_1, C_2x_1),$$

while from (23), (25) and (26) and we have

$$(x_2, y_2) = (F(e_2), G(e_2)) = (F(h_1 - e_4), F(h_1 - e_4))$$

$$= \left(\frac{[e_4 - e_3][h_1 - e_7 - e_8]}{[e_4 - e_7][h_1 - e_3 - e_8]}, x_4\right),$$

and therefore

$$C_1 = \left|\frac{e_4 - e_3}{e_4 - e_7}\right| \left|\frac{h_1 - e_7 - e_8}{h_1 - e_3 - e_8}\right| \text{ and } C_2 = 1. \quad (27)$$

To summarize, the mapping $\varphi$ is deautonomized as (22) with normalization constant given by (27) and the transformation of parameters governed by (23). We also want to point out that an additive analogue of this mapping was considered in [27], where it was called Class I, $(M, N, P, Q) = (2, 2, 2, 2)$ equation.

Remark 3.3. It is important to note that, since $\varphi_1$ is not a translation on the symmetry root lattice, the resulting equation is not a so-called elliptic difference equation. For an elliptic difference equation, the coefficients in the equation should change translationally in the argument of some elliptic function. However, $\varphi^*$ is an elliptic difference equation with the evolution of parameters $(x_1, y_1)$ under the mapping $(\varphi^*)^n$ given by

$$(x_1, y_1) = (0, G(e_1 + nd)), \quad (x_2, y_2) = (F(e_2), G(e_2 + nd)), \quad (x_3, y_3) = (F(e_3 - nd), G(e_3)), \quad (x_4, y_4) = (F(e_4 - nd), 0),$$

$$(x_5, y_5) = (\infty, G(e_5 + nd)), \quad (x_6, y_6) = (F(e_6), G(e_6 + nd)), \quad (x_7, y_7) = (F(e_7 - nd), G(e_7)), \quad (x_8, y_8) = (F(e_8 - nd), G(e_8)),$$

where $F(u)$ and $G(u)$ are given by (25), and

$$d = \iota^*(\delta) = 2h_1 + 2h_7 - e_1 - e_2 - e_3 - e_4 - e_5 - e_6 - e_7 - e_8$$

is the pull-back on $\mathbb{T}$ of the class of the anticanonical divisor on $\mathcal{X}$ (which is invariant under our mapping). We return to this observation in section 4, where we impose constraints on the parameters to ensure that either $\varphi^2$ or $\varphi$ become elliptic difference equations. This leads to examples of elliptic discrete Painlevé equations whose symmetry groups do not explicitly appear in the Sakai classification scheme.
3.4. Singular fiber of type $A_0^{(1)}$

This singular fiber occurs when $k = \pm 4i(a + a^{-1})$. In this case the curve $\Gamma_k$ given by (13) is an irreducible nodal curve, and so, similarly to the generic case, the symmetry group of $X_k$ is $W(E_8^{(1)})$ and the deautonomized mapping is given by same equation (22). However, the evolution of parameters is different.

An irreducible nodal curve can be parameterized by $\iota : \mathbb{P}^1 \to \mathbb{P}^1 \times \mathbb{P}^1$ with $\iota(u) = (F(u), G(u))$ with the additional constraint $\iota(0) = \iota(\infty)$ that corresponding to the node. Thus, outside of the node $C_a$ can be parameterized by $\iota : \mathbb{C}^\times \to \mathbb{P}^1 \times \mathbb{P}^1$. Since $C_a$ is of bi-degree $(2, 2)$, $F$ and $G$ are rational functions of degree 2 on $\mathbb{C}^\times$ that can be written as

$$
F(u) = c_1 \frac{(u - u_1)(u - u_2)}{(u - u_3)(u - u_4)}, \quad G(u) = c_2 \frac{(u - u_5)(u - u_6)}{(u - u_7)(u - u_8)},
$$

where, in view of the nodal condition $\iota(0) = \iota(\infty)$ parameters $u_i$ must satisfy $u_1u_2 = u_3u_4$ and $u_5u_6 = u_7u_8$. On $\mathbb{C}^\times$ any two divisors of the same degree are linearly equivalent, which is too strong for our purposes. Instead, we introduce the following weaker equivalence relation on $\text{Div}(\mathbb{C}^\times)$:

$$
\sum_{i=1}^l p_i \sim \sum_{j=1}^j q_j \quad \text{if and only if} \quad I = J \text{ and } p_1 \cdots p_l = q_1 \cdots q_j. \quad (28)
$$

For this equivalence relation it is convenient to identify an equivalence class with the point $p_1 \cdots p_l \in \mathbb{C}^\times$. In particular, it is easy to see that pullbacks of two linearly equivalent divisors on $X$ via $\iota$ are also equivalent in that way. For example,

$$
u_1 + u_2 = \iota(V(x - 0)) \sim u_3 + u_4 = \iota(V(x - \infty)) \sim s + t = \iota(V(x - k)),
$$

and so we put $h_x = u_1u_2 = u_3u_4 = st$. Similarly, $h_y = u_5u_6 = u_7u_8$, where we consider $h_x$ and $h_y$ as equivalence classes in $\text{Div}(\mathbb{C}^\times)/\sim$, and so on.

Using this convention, we can write our parameterization of $C_a$ as

$$
F(u) = c_1 \frac{(u - u_1)(u - h_x/u_1)}{(u - u_2)(u - h_x/u_2)}, \quad G(u) = c_2 \frac{(u - u_3)(u - h_y/u_3)}{(u - u_4)(u - h_y/u_4)}, \quad (29)
$$

and we can impose the same normalization (21) as before, $c_1 = c_2 = 1$, $u_1 = e_1$, $u_2 = e_5$, $u_3 = e_4$, and $u_4 = e_6$. The parameter evolution now takes the multiplicative form

$$
\tilde{h}_x = h_x^2h_1e_5^{-1}e_4^{-1}e_7^{-1}e_8^{-1}, \quad \tilde{h}_y = h_y,
$$

$$
\tilde{e}_1 = h_1e_5^{-1}, \quad \tilde{e}_2 = h_1e_4^{-1}, \quad \tilde{e}_3 = e_2, \quad \tilde{e}_4 = e_1,
$$

$$
\tilde{e}_5 = h_1e_7^{-1}, \quad \tilde{e}_6 = h_1e_6^{-1}, \quad \tilde{e}_7 = e_6, \quad \tilde{e}_8 = e_5.
$$

(30)

In particular, the normalization constant $C_1$ in (22) becomes

$$
C_1 = \tilde{F}(\tilde{e}_2) = \frac{(e_4 - e_3)(h_x - e_7e_8)}{(e_4 - e_7)(h_y - e_3e_8)}. \quad (31)
$$

**Remark 3.4.** This parameterization and the multiplicative structure of the parameter evolution can also be obtained via trigonometric degeneration of (25), but the above description is more concrete and so is better for our purposes.
3.5. Singular fiber of type $A_1^{(1)}$

This case corresponds to $k = 0$, or to $k = \pm (a - a^{-1})^2$, so we need to consider three different cases. We explain the case $k = 0$ in detail and briefly outline the changes needed for the other two cases.

3.5.1. Case $k = 0$. When $k = 0$, the equation defining the fiber $\Gamma_0$ factors as

$$(xy + a(x + y) - 1)(xy + a^{-1}(x + y) - 1) = 0,$$

and hence an anti-canonical divisor decomposes as $D_0 + D_1$, where the prime divisors $D_0 = V(xy + a(x + y) - 1)$ and $D_1 = V(xy + a^{-1}(x + y) - 1)$ have classes

$$D_0 = H_x + H_y - e_1 - e_3 - e_6 - e_8, \quad D_0 \cdot D_1 = 1,$$

$$D_1 = H_x + H_y - e_2 - e_4 - e_5 - e_7, \quad D_0 \circlearrowright D_1.$$

Thus, in this case we get the family $X_{\delta}$ of type $A_1^{(1)}$ with the symmetry group of type $E_7^{(1)}$.

**Remark 3.5.** We can take the simple roots $\alpha_i$ for the symmetry root sublattice $Q(E_7^{(1)}) = \text{Span}_\mathbb{Z}\{\alpha_0, \ldots, \alpha_7\}$ of $E_7^{(1)}$ to be the following:

$$\alpha_0 = H_x - H_y, \quad \alpha_1 = E_6 - E_8, \quad \alpha_2 = E_3 - E_6, \quad \alpha_3 = E_1 - E_3,$$

$$\alpha_4 = H_y - E_1 - E_2, \quad \alpha_5 = E_2 - E_4, \quad \alpha_6 = E_4 - E_5, \quad \alpha_7 = E_5 - E_7.$$

The configuration of $\alpha_i$ and the coefficients of the representation of the null root vector $\delta$ in terms of $\alpha_i$ are shown on figure 5, and hence the anti-canonical class can be written as

$$-K_X = \delta = D_0 + D_1 = 2\alpha_0 + \alpha_1 + 2\alpha_2 + 3\alpha_3 + 4\alpha_4 + 3\alpha_5 + 2\alpha_6 + \alpha_7.$$

The action (16) of $\varphi^*$ on $\alpha_i$ is

$$\varphi^* : \begin{array}{c}
\alpha_0 \mapsto \alpha_0 + \alpha_1 + \alpha_2 + 2(\alpha_3 + \alpha_4 + \alpha_5) + \alpha_6 + \alpha_7, \\
\alpha_1 \mapsto \alpha_0 + \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6, \\
\alpha_2 \mapsto - (\alpha_0 + \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4), \\
\alpha_3 \mapsto \alpha_0 + \alpha_3 + \alpha_4, \\
\alpha_4 \mapsto - (\alpha_0 + \alpha_3 + \alpha_4 + \alpha_5), \\
\alpha_5 \mapsto \alpha_0 + \alpha_4 + \alpha_5, \\
\alpha_6 \mapsto - (\alpha_0 + \alpha_4 + \alpha_5 + \alpha_6 + \alpha_7), \\
\alpha_7 \mapsto \alpha_0 + \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6 + \alpha_7.
\end{array}$$

So $\varphi^*$ is not a translation but we can check that again, $(\varphi^4)^* \alpha_i$ is:

$$(\varphi^4)^* : \begin{array}{c}
(\alpha_0, \ldots, \alpha_7) \mapsto (\alpha_0, \ldots, \alpha_7) + (2, 1, -1, 1, -2, 1, -1, 1) \delta.
\end{array}$$

The action of $\varphi_*$ on $\text{Pic}(X)$ can be written in the generators of $\bar{W}(E_7^{(1)})$ as

$$\varphi_* = \sigma w_1 w_2 w_3 w_2 w_0 w_5 w_4 w_3 w_7 w_6 w_5 w_6 w_4 w_3 w_2,$$

where $\sigma$ is the reflection symmetry of the $E_7^{(1)}$ Dynkin diagram exchanging $\alpha_1$ with $\alpha_7$, $\alpha_2$ with $\alpha_6$, and $\alpha_3$ with $\alpha_5$. 
that the corresponding values of the parameters are 0 and \( \infty \); in fact, it is convenient to require \( t_0(0) = t_1(\infty) \) and \( t_0(\infty) = t_1(0) \), which results in

\[
c_0 u_1 = c_1 u_2, \quad d_0 u_3 = d_1 u_4, \quad c_0 u_6 = c_1 u_5, \quad d_0 u_8 = d_1 u_7,
\]

and so \( u_1 u_5 = u_2 u_6 \) and \( u_3 u_7 = u_4 u_8 \). The part of \( C_a \) away from the intersection points is parameterized by \( t_1 : C^\times \to \mathbb{P}^1 \times \mathbb{P}^1 \), and that is where our mapping parameters lie.

In view of (33) we can write

\[
F_1(u) = c_0 \frac{u - u_1}{u - u_2} - c_1 u_5, \quad G_1(u) = d_0 \frac{u - u_3}{u - u_4} - d_1 u_7.
\]

For a divisor \( D \in \text{Div}(\mathcal{X}) \), its pre-image \( \iota^*(D) \in \mathbb{C}^\times \) is now defined as \( \iota^*(D) = \iota_0^*(D) + \iota_1^*(D) \). Also, as in section 3.4, we impose a weak equivalence relation (28) on \( \text{Div}(\mathbb{C}^\times) \). Then \( \iota^* V(x - k) = s + t \in \mathbb{C}^\times \), where \( st = u_1 u_5 = u_4 u_7 \), so we again put \( h_s = u_1 u_5 \in \text{Div}(\mathbb{C}^\times) / \sim, \quad h_t = u_3 u_7 \), and so on. It is now clear that this weak equivalence relation is compatible with the linear equivalence on \( \text{Pic}(\mathcal{X}) \), and in this way we get the multiplicative parameter evolution, as in (30).

The parameterization (32) then takes the form

\[
F_0(u) = c \frac{u - u_1}{u - u_2}, \quad G_0(u) = d \frac{u - u_3}{u - u_4},
\]

\[
F_1(u) = c \frac{u u_1 - h_s}{u u_2 - h_t}, \quad G_1(u) = d \frac{u u_3 - h_t}{u u_4 - h_t}.
\]

Using Möbius transformations to ensure the normalization (21), we see that \( u_1 = e_1, \ u_2 = h_s/e_5, \ u_3 = h_t/e_4, \) and \( u_4 = e_6 \). To also ensure that \( y = x \), we use rescaling to put \( c = 1 \) and \( d = (e_4 e_5)/h_s \). Our final parameterization expressions then are:

\[
F_0(u) = \frac{u - e_1}{u - h_s/e_5}, \quad G_0(u) = \frac{e_4 e_5 u - h_t/e_4}{h_s},
\]

\[
F_1(u) = \frac{e_4 e_5 u - h_t/e_4}{h_s}, \quad G_1(u) = \frac{u - e_4}{u - h_t/e_5}.
\]
Thus, the deautonomization of the mapping $\varphi$ in this case is again given by (22), with the normalization
\[ C_1 = \frac{e_4(h_y - e_7e_8)}{h_y(e_4 - e_7)}, \quad C_2 = 1, \]
and parameter evolution given by (30).

**Remark 3.6.** Note that this equation is equivalent, modulo Möbius transformations, to equation (2.16) of [30]. Since equation (2.16) of [30] is given in the implicit form, instead of proposition 2.2 we should use proposition 2.3 and apply it to the following decomposition of pull-backs into deterministic classes:
\[ \varphi^* ((H_4 + H_5 - E_1 - E_3 - E_6 - E_8) + (E_1) + (E_3) + (E_6) + (E_8)) = (H_4 + H_5 - E_2 - E_4 - E_5 - E_7) + (H_6 - E_3) + (E_2) + (H_6 - E_8) + (E_5) \]
and
\[ \varphi^* ((H_4 + H_5 - E_1 - E_3 - E_6 - E_8) + (E_1) + (H_4 - E_3) + (H_6 - E_8) + (E_5)) = (H_4 + H_5 - E_2 - E_4 - E_5 - E_7) + (E_2) + (H_6 - E_3) + (E_2) + (H_6 - E_8) + (E_5) \]

This kind of decompositions of the pull-back action on the Picard group are heuristic and appear only in cases lower than $E^2_{1}(1)$.

**3.5.2. Case $k = (a - a^{-1})^2$.** This case is very similar, the only change is in the decomposition of the anticanonical divisor, and the resulting change in the parameterizations $\iota_i$. We have $D_0 = V(xy + ax + a^{-1}y - 1)$, $D_1 = V(xy + a^{-1}x + ay - 1)$, their classes are
\[ D_0 = H_4 + H_5 - E_1 - E_3 - E_6 - E_8, \quad D_0 \cdot D_1 = 1, \]
\[ D_1 = H_4 + H_5 - E_2 - E_4 - E_5 - E_7, \quad D_0 \otimes D_1, \]
and the parameterizations $\iota_i$ are now given by
\[ F_0(u) = \frac{u - e_1}{u - e_5}, \quad G_0(u) = \frac{u - e_4}{u - e_7}, \]
\[ F_1(u) = \frac{e_1 u - h_y/e_1}{e_5 u - h_y/e_5}, \quad G_1(u) = \frac{e_4 u - h_y/e_4}{e_8 u - h_y/e_8} \]

The deautonomization of the mapping $\varphi$ is given by (22), with the normalization
\[ C_1 = \frac{h_y - e_7e_8}{h_y - e_3e_4}, \quad C_2 = 1, \]
and parameter evolution given by (30).

**3.5.3. Case $k = -(a - a^{-1})^2$.** In this case $D_0 = V(xy + ax + ay - a^2)$, $D_1 = V(a^2xy + ax + ay - 1)$,
\[ D_0 = H_4 + H_5 - E_1 - E_3 - E_6 - E_8, \quad D_0 \cdot D_1 = 1, \]
\[ D_1 = H_4 + H_5 - E_2 - E_4 - E_5 - E_7, \quad D_0 \otimes D_1, \]
and the parameterizations change to
\[ F_0(u) = \frac{u - e_1}{u - e_5}, \quad G_0(u) = \frac{e_4 u - h_5/e_4}{e_8 u - h_5/e_8}, \]
\[ F_1(u) = \frac{e_1 u - h_5/e_1}{e_5 u - h_5/e_5}, \quad G_1(u) = \frac{u - e_4}{u - e_8}. \]

The deautonomization of the mapping \( \varphi \) is given by (22), normalization stays the same as (37), and parameter evolution is again given by (30).

### 3.6. Singular fiber of type \( A_3^{(1)} \)

This case is well-known and it corresponds to the famous \( q \)-difference equation \( q \)-PVI of Jimbo–Sakai [16]. It occurs when \( k = \infty \), i.e. we just take the bi-quadric curve \( \Gamma_\infty \) defined by the matrix \( A \). When written in the homogeneous coordinates, \( \Gamma_\infty \) is given by the equation \( X_0X_1X_0Y_1 = 0 \), and so the anti-canonical divisor decomposes as \(-K_X = D_0 + D_1 + D_2 + D_3\), where the prime divisors \( D_i \) are
\[ D_0 = V(x - 0) = H_x - E_1 - E_2 \in \mathcal{H}_x - E_1 - E_2, \]
\[ D_1 = V(y - 0) = H_y - E_3 - E_4 \in \mathcal{H}_y - E_3 - E_4, \]
\[ D_2 = V(x - \infty) = H_x - E_5 - E_6 \in \mathcal{H}_x - E_5 - E_6, \]
\[ D_3 = V(y - \infty) = H_y - E_7 - E_8 \in \mathcal{H}_y - E_7 - E_8, \]
and we get the family \( \mathcal{X}_A \) of type \( A_3^{(1)} \) with the symmetry group \( W(D_3^{(1)}) \).

The parameters of the mapping are coordinates \( e_i \) of the blowup points \( p_1(0, e_1), \ p_2(0, e_2), \ p_3(e_3, 0), \ p_4(e_4, 0), \ p_5(\infty, e_5), \ p_6(\infty, e_6), \ p_7(\infty, \infty), \) and \( p_8(\infty, \infty) \). Note that in this case the degenerate structure of \( \Gamma_\infty \) fixes the translational part of the Möbius transformations action on the factors — we require that \( D_0 = V(x - 0), \ D_1 = V(y - 0), \ D_2 = V(x - \infty), \) and \( D_3 = V(y - \infty) \), but the rescaling freedom on each factor still remains.

The deautonomized mapping can be obtained by direct application of proposition 2.2 and equation (16). We have
\[ \varphi^*(V(x - 0)) = \pi_* \circ \varphi^* \circ \pi^*(V(x - 0)) \]
\[ = \pi_* \circ \varphi^*((H_x - E_1 - E_2) + E_1 + E_2) \]
\[ = \pi_*((H_y - E_7 - E_8) + (H_x - E_3) + (H_x - E_4)) \]
\[ = V(y - \infty) + V(x - e_3) + V(x - e_4), \]
\[ \varphi^*(V(y - \infty)) = \pi_* \circ \varphi^* \circ \pi^*(V(y - \infty)) \]
\[ = \pi_* \circ \varphi^*((H_y - E_5 - E_6) + E_5 + E_6) \]
\[ = \pi_*((H_x - E_5 - E_6) + (H_x - E_3) + (H_x - E_8)) \]
\[ = V(y - 0) + V(x - e_5) + V(x - e_8), \]
\[ \varphi^*(V(y - 0)) = \pi_* \circ \varphi^* \circ \pi^*(V(y - 0)) \]
\[ = \pi_* \circ \varphi^*((H_y - E_3 - E_4) + E_3 + E_4) \]
\[ = \pi_*((H_x - E_1 - E_2) + E_1 + E_2) = V(x - 0), \]
\[ \varphi^*(V(y - \infty)) = \pi_* \circ \varphi^* \circ \pi^*(V(y - \infty)) \]
\[ = \pi_* \circ \varphi^*((H_y - E_7 - E_8) + E_7 + E_8) \]
\[ = \pi_*((H_x - E_7 - E_8) + E_7 + E_8) = V(x - \infty), \]
and so the deautonomized mapping \( \varphi \) is given by
\[
\begin{align*}
\bar{x} &= C_1 \frac{(x-e)(x-e)}{(x-e_1)(x-e_2)}, \\
\bar{y} &= C_2 x.
\end{align*}
\] (38)
where \( C_1 \) and \( C_2 \) are arbitrary constants.

**Remark 3.7.** In the previous sections, we needed to know the action of \( \varphi \) on parameters before deautonomization. This is because the characteristic curves themselves depend on those parameters and it is difficult to determine the coefficients \( C_1 \) and \( C_2 \) without that information, while this problem does not arise in degenerated cases.

Evolution of the parameters can now be computed directly by looking at the coordinates of the blowup points. For example, from (16) we see that
\[
\rho_1(0, e_1) = \varphi(x = x_1) = (0, C_2 e_3)
\]
or that
\[
\rho_3(e_3, 0) = \varphi(p_2) = \varphi(0, e_2) = \left(C_1 \frac{e_3 e_4}{e_2 e_7 e_8}, 0\right).
\]
Other points are computed in the similar fashion and we get
\[
(e_1, \ldots, e_k) \mapsto \left(C_2 e_3, C_2 e_4, \frac{C_1 e_3 e_4}{e_2 e_7 e_8}, \frac{C_1 e_3 e_4}{e_1 e_7 e_8}, C_2 e_7, C_2 e_8, C_1 e_6, \frac{C_1}{e_5}\right).
\]
and so \( q = e_3 e_4 e_5 e_6 e_7 e_8^{-1} \) is invariant under this mapping. It is convenient to choose \( C_1 = e_3 e_6 \) and \( C_2 = 1 \). Then the parameter evolution becomes
\[
(e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8) \mapsto (e_1, e_4, q e_1, q e_2, e_7, e_8, e_5, e_6).
\]
In this case the symmetry root sublattice \( Q(D_5^{(1)}) = \text{Span}_\mathbb{Z}\{\alpha_0, \ldots, \alpha_3\} \) is of type \( D_5^{(1)} \) and we take the simple roots \( \alpha_i \) as shown on figure 6, and so
\[
delta = -K_{\mathcal{X}} = D_0 + D_1 + D_2 + D_3 = \alpha_0 + \alpha_1 + 2\alpha_2 + 2\alpha_3 + \alpha_4 + \alpha_5.
\]
The action of \( \varphi^* \) on \( Q(D_5^{(1)}) \) is given by
\[
(\varphi)^* : (\alpha_0, \alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5) \mapsto (-\alpha_4, -\alpha_5, -\alpha_3, \delta - \alpha_2, -\alpha_0, -\alpha_1),
\]
which is not a translation, but \((\varphi^*)^2\) is,
\[
(\varphi^2)^* : (\alpha_0, \alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5) \mapsto (\alpha_0, \ldots, \alpha_5) + (0, 0, -1, 1, 0, 0)\delta.
\]
This is exactly the \( q \)-difference equation \( q \cdot P_{v_1} \) of Jimbo–Sakai [16], whose reduction form also appeared in [25]:
\[
\varphi^2 : \begin{cases}
\bar{x} &= \frac{e_{\mathcal{X}}(y-e_0)(y-e_0)}{e_{\mathcal{X}}(y-e_0)(y-e_0)}, \\
\bar{y} &= \frac{e_{\mathcal{X}}(y-e_0)(y-e_0)}{e_{\mathcal{X}}(y-e_0)(y-e_0)}
\end{cases}
\]
with the parameter evolution given by
\[
(e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8) \mapsto (q e_1, q e_2, q e_3, q e_4, e_5, e_6, e_7, e_8).
\]
We also remark that the actions of \( \varphi_* \) on \( \text{Pic}(\mathcal{X}) \) can be written in the generators of \( \mathcal{W}(D_5^{(1)}) \) as
\[
\varphi_* = \sigma w_5 w_4 w_2 w_1 w_0 w_2 w_1 w_0.
\]
where $\sigma$ is the automorphism of the $D_5^{(1)}$ Dynkin diagram that in the standard cycle notation can be written as $\sigma = (\alpha_0 \alpha_3 \alpha_1 \alpha_4) (\alpha_2 \alpha_3)$.

4. Elliptic difference systems with symmetry groups of type $D_6^{(1)}$ and $(A_1 + A_1 + A_1)^{(1)}$

We now return to the mapping considered in section 3.3 that is obtained as a deautonomization of our chosen QRT map and a choice of the generic elliptic fiber. This mapping $\varphi$ is given by (22) with the evolution of parameters given by (23). Since $\varphi$ does not induce a translation on the symmetry sublattice, $\varphi$ is not an elliptic difference system, the parameters do not change translationally when we iterate the mapping. However, imposing certain constraints on the parameters makes it an elliptic difference system. Such constraints select a subfamily $\tilde{A} \subset A$ whose symmetry group does not appear explicitly in the Sakai classification scheme [31], since this is no longer a generic situation. In this section we consider two different examples of such constraints. We use the same notation as in section 3.3.

4.1. Restrictions with $D_6^{(1)}$ symmetry

We know that $(\varphi^4)^*$ acts on the symmetry sublattice $Q$ as a translation, see (19). In this section we investigate the constraints that we need to impose on the parameters so that $(\varphi^2)^*$ becomes a translation as well.

Via the embedding $\iota : T \to X$, (19) becomes an actual translation on $T$,

\[
\tilde{a}_0, ..., \tilde{a}_8 = (a_0, ..., a_8) + (0, 2, -2, 1, 0, -1, 0, 1, 0) d,
\]

where $\tilde{a}_i = \iota^* (\alpha_i)$, $d = \iota^* (\delta)$, and $\tilde{a}_i = \iota^* (\varphi^4)^* (\tilde{a}_i)$. Then, for $(\varphi^2)^*$ to become a translation on $T$, it has to be

\[
\tilde{a}_0, ..., \tilde{a}_8 = (a_0, ..., a_8) + (0, 2, -2, 1, 0, -1, 0, 1, 0) \frac{d}{2},
\]

where now $\tilde{a}_i = \iota^* (\varphi_2)^* (\tilde{a}_i)$.

Using (16) we compute the action of $(\varphi^2)^*$ on $\text{Pic}(T)$ to be

\[
\begin{align*}
\tilde{h}_x &= 5h_x + 2h_y - e_{1256} - 2e_{3478}, \\
\tilde{e}_1 &= 2h_x + h_y - e_{23478}, \\
\tilde{e}_3 &= h_x - e_4, \\
\tilde{e}_5 &= 2h_x + h_y - e_{34678}, \\
\tilde{e}_7 &= h_x - e_8, \\
\end{align*}
\]

\[
\begin{align*}
\tilde{h}_y &= 2h_x + h_y - e_{3478}, \\
\tilde{e}_2 &= 2h_x + h_y - e_{13478}, \\
\tilde{e}_4 &= h_x - e_3, \\
\tilde{e}_6 &= 2h_x + h_y - e_{34578}, \\
\tilde{e}_8 &= h_x - e_7.
\end{align*}
\]
where we have abbreviated \( e_{i_1} + e_{i_2} + \cdots + e_{i_d} \) as \( e_{h_{i_1}\cdots i_d} \). From (17) we get

\[
\begin{align*}
a_0 &= e_1 - e_2, \quad a_1 = h_1 - h_2, \quad a_2 = h_3 - e_1 - e_2, \quad a_3 = e_2 - e_3, \\
a_4 &= e_3 - e_4, \quad a_5 = e_4 - e_5, \quad a_6 = e_5 - e_6, \quad a_7 = e_6 - e_7, \\
a_8 &= e_7 - e_8, = 2h_x + 2h_y - e_12345678. 
\end{align*}
\]

Using (40) and (41) in (39) we see that, for \( (\varphi^2)^* \) to become a translation on \( \mathbb{T} \), the following constraints (on \( \mathbb{T} \)) must hold:

\[
e_1 + e_2 - e_5 - e_6 = 0, \quad e_3 + e_4 - e_7 - e_8 = 0.
\]

**Remark 4.1.** It is important to note that condition (42) holds on \( \mathbb{T} \) and not on \( \text{Pic}(\mathbb{X}) \), where similar expressions do not hold.

Under constraints (42) \( \varphi^2 \) becomes an elliptic difference equation. Its explicit expression is obtained by iterating the mapping (22) twice and noticing that, under constraints (42), the constant \( C_1 \) in (22) and the mapping \( i \) given by (26) become

\[
C_1 = G(e_1) = y_3, \quad i(e_i) = \left( G(e_i - (h_x - e_3 - e_4)), F(e_i) \right).
\]

Using this and the parameter evolution under \( \varphi \) given by (23) we get the following explicit expression for \( \varphi^2 \):

\[
\begin{align*}
\tilde{x} &= x_2 \left( \frac{y_1}{y_2} \right)^3 \frac{y_1^{-1} y_1^3 (y_1^2 - y_2^2)(y_3 - y_2)}{(y_1 - y_2)(y_2 - y_3)(y_3 - y_2)(y_2 - y_1)^3 y_1^3}, \\
\tilde{y} &= y_3 \left( \frac{y_1}{y_2} \right)^3 \frac{y_1^{-1} y_1^3 (y_1^2 - y_2^2)(y_3 - y_2)}{(y_1 - y_2)(y_2 - y_3)(y_3 - y_2)(y_2 - y_1)^3 y_1^3}, 
\end{align*}
\]

where \( y'_i = G(e_i - (h_x - e_3 - e_4)) \).

Looking at the above expressions we observe that it is convenient to add to our dynamic a translation \( \tau : \mathbb{T} \to \mathbb{T} \) given by \( \tau(u) = u + (h_x - e_3 - e_4) \) to get the following commutative diagram:

\[
\begin{array}{ccc}
\mathbb{X} & \xrightarrow{\varphi^2} & \tilde{\mathbb{X}} \\
\downarrow & & \downarrow \tau^* \\
\mathbb{T} & \xrightarrow{\tau} & \mathbb{T}
\end{array}
\quad \text{Pic}(\mathbb{X}) \xrightarrow{(\varphi^2)^*} \text{Pic}(\tilde{\mathbb{X}}) \quad \text{Pic}(\mathbb{T}) \xrightarrow{\tau^*} \text{Pic}(\mathbb{T}).
\]

Then

\[
\begin{align*}
i^* \circ (\varphi^2)^*(E_i) &= \tau^* \circ i^*(E_i) = e_i + (h_x - e_3 - e_4), \\
i^* \circ (\varphi^2)^*(H_x) &= \tau^* \circ i^*(H_x) = h_x + 2(h_x - e_3 - e_4), \\
i^* \circ (\varphi^2)^*(H_y) &= \tau^* \circ i^*(H_y) = h_y + 2(h_x - e_3 - e_4),
\end{align*}
\]

and so the new transformation of parameters is given by

\[
\begin{align*}
h_x &= h_x + d, \quad h_y = h_y, \\
e_1 &= e_1 + d/2, \quad e_2 = e_2 + d/2, \quad e_3 = e_3, \quad e_4 = e_4, \\
e_5 &= e_5 + d/2, \quad e_6 = e_6 + d/2, \quad e_7 = e_7, \quad e_8 = e_8.
\end{align*}
\]
The curve $\tilde{C}$ is then parameterized by
\[ F(\tilde{u}) = \frac{[u - \tilde{e}_1][u - \tilde{h}_5 + \tilde{e}_1]}{[u - \tilde{e}_5][u - \tilde{h}_5 + \tilde{e}_5]}, \quad G(\tilde{u}) = \frac{[u - \tilde{e}_4][u - \tilde{h}_5 + \tilde{e}_4]}{[u - \tilde{e}_8][u - \tilde{h}_5 + \tilde{e}_8]}, \]
(44)

**Remark 4.2.** The translation $\tau$ on $T$ is non-autonomous, at each step the direction can change, and so $\tilde{u} = \tau(\tilde{u})$ should be computed as
\[ \tilde{u} = \tilde{\tau}(\tilde{u}) = \tilde{u} - (\tilde{h}_5 - \tilde{e}_3 - \tilde{e}_4). \]

**Theorem 4.3.** The subgroup of elements in $W(\mathcal{E}^{(1)}_6)$ preserving condition (42) is isomorphic to the extended affine Weyl group $\tilde{W}(\mathcal{D}^{(1)}_6)$. We can take generators of $\tilde{W}(\mathcal{D}^{(1)}_6)$ to be the roots
\[
\begin{align*}
\beta_0 &= \mathcal{E}_1 - \mathcal{E}_2 = \alpha_0, \\
\beta_1 &= \mathcal{E}_5 - \mathcal{E}_6 = \alpha_6, \\
\beta_2 &= \mathcal{H}_3 - \mathcal{E}_1 - \mathcal{E}_5 = \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5, \\
\beta_3 &= \mathcal{H}_3 - \mathcal{H}_4 = \alpha_1, \\
\beta_4 &= \mathcal{H}_3 - \mathcal{E}_7 = \alpha_1 + \alpha_2 + 2\alpha_3 + \alpha_4 + \alpha_5 + \alpha_6 + \alpha_7, \\
\beta_5 &= \mathcal{E}_3 - \mathcal{E}_4 = \alpha_4, \\
\beta_6 &= \mathcal{E}_7 - \mathcal{E}_8 = \alpha_8,
\end{align*}
\]
whose configuration is described by the Dynkin diagram of type $\mathcal{D}^{(1)}_6$,

![Dynkin Diagram](image)

The extended affine Weyl group is $\tilde{W}(\mathcal{D}^{(1)}_6) = \text{Aut}(\mathcal{D}^{(1)}_6) \ltimes W(\mathcal{D}^{(1)}_6)$, where the group of $\mathcal{D}^{(1)}_6$ Dynkin diagram automorphism is isomorphic to the dihedral group $\mathbb{D}_4$,
\[ \text{Aut}(\mathcal{D}^{(1)}_6) \simeq \mathbb{D}_4 = \langle \sigma_1, \sigma_2 \mid \sigma_1^4 = \sigma_2^2 = (\sigma_2\sigma_1)^2 = e \rangle, \]
with the generating automorphisms $\sigma_1$ and $\sigma_2$, when written in the standard cycle notation, given by
\[
\begin{align*}
\sigma_1 &= (\beta_0\beta_3\beta_1\beta_6)(\beta_2\beta_4) = (\mathcal{E}_1\mathcal{E}_3\mathcal{E}_5\mathcal{E}_7)(\mathcal{E}_2\mathcal{E}_4\mathcal{E}_6\mathcal{E}_8), \\
\sigma_2 &= (\beta_0\beta_1) = (\mathcal{E}_1\mathcal{E}_3)(\mathcal{E}_2\mathcal{E}_4)(\mathcal{E}_3\mathcal{E}_7)(\mathcal{E}_4\mathcal{E}_8).
\end{align*}
\]

The induced action $\varphi^*$ is
\[
\varphi^* : (\beta_0, \ldots, \beta_6) \mapsto (-\beta_5, -\beta_6, -\beta_3 - \beta_4, \beta_3 + 2\beta_4 + \beta_5 + \beta_6, \\
\beta_0 + \beta_1 + \beta_2 + \beta_3, -\beta_0, -\beta_1),
\]
which is not a translation on the sublattice \( Q_B = \text{Span}_\mathbb{Z}\{\beta_0, \ldots, \beta_6\} \), but \((\varphi^2)^*\) is,

\[
(\varphi^2)^* : (\beta_0, \ldots, \beta_6) \mapsto (\beta_0, \ldots, \beta_6) + (0, 0, -1, 1, 0, 0, 0)\delta,
\]

(45)

where \( \delta \) now can be represented in terms of the simple roots \( \beta_i \) as

\[
\delta = -K'_X = \beta_0 + \beta_1 + 2\beta_2 + 2\beta_3 + 2\beta_4 + \beta_5 + \beta_6.
\]

The actions of \( (\varphi)_* \) and \( (\varphi^2)_* \) on \( \text{Pic}(X) \) can be written in terms of the generators of \( \tilde{W}(D^{(1)}_6) \) as

\[
(\varphi)_* = \sigma^1_1 w_{\beta_0} w_{\beta_1} w_{\beta_3} w_{\beta_5} w_{\beta_7} w_{\beta_0} w_{\beta_1} w_{\beta_5},
\]

\[
(\varphi^2)_* = \sigma^2_1 w_{\beta_0} w_{\beta_1} w_{\beta_3} w_{\beta_5} w_{\beta_7} w_{\beta_0} w_{\beta_1} w_{\beta_5},
\]

where \( \sigma^2_1 \) is the reflection symmetry of the Dynkin diagram exchanging \( \beta_0 \) with \( \beta_1 \) and \( \beta_2 \) with \( \beta_6 \).

**Proof.** First, note that the generators \( w_{\beta_i} \) and \( \sigma_j \) of \( \tilde{W}(D^{(1)}_6) \) act on the parameters as follows:

\[
w_{\beta_0} : \  \tilde{e}_1 = e_2, \quad \tilde{e}_2 = e_1,
\]

\[
w_{\beta_1} : \  \tilde{e}_3 = e_6, \quad \tilde{e}_6 = e_5,
\]

\[
w_{\beta_2} : \  \tilde{h}_5 = h_x + h_y - e_1 - e_3, \quad \tilde{e}_1 = h_y - e_5, \quad \tilde{e}_5 = h_y - e_1,
\]

\[
w_{\beta_3} : \  \tilde{h}_1 = h_x, \quad \tilde{h}_x = h_x,
\]

\[
w_{\beta_5} : \  \tilde{h}_7 = h_x + h_y - e_3 - e_7, \quad \tilde{e}_3 = h_y - e_7, \quad \tilde{e}_7 = h_y - e_3,
\]

\[
w_{\beta_7} : \  \tilde{e}_4 = e_4, \quad \tilde{e}_4 = e_3,
\]

\[
w_{\beta_6} : \  \tilde{e}_8 = e_8, \quad \tilde{e}_8 = e_7,
\]

\[
\sigma_1 : \  (\tilde{e}_1, \tilde{e}_2, \tilde{e}_3, \tilde{e}_4, \tilde{e}_5, \tilde{e}_6, \tilde{e}_7, \tilde{e}_8) = (e_7, e_5, e_4, e_3, e_6, e_2, e_1, e_8),
\]

\[
\sigma_2 : \  (\tilde{e}_1, \tilde{e}_2, \tilde{e}_3, \tilde{e}_4, \tilde{e}_5, \tilde{e}_6, \tilde{e}_7, \tilde{e}_8) = (e_5, e_6, e_7, e_8, e_1, e_2, e_3, e_4),
\]

(46)

and so they preserve constraints (42). The decomposition of the actions of \( (\varphi)_* \) and \( (\varphi^2)_* \) on \( \text{Pic}(X) \) is obtained in the standard way.

The main part of the proof is to show that \( \tilde{W}(D^{(1)}_6) \)-subgroup of \( W(E^{(1)}_8) \), described in the statement of the theorem, is the full stabilizer of constraints (42), i.e. if \( w^* : \text{Pic}(X) \to \text{Pic}(X) \in W(E^{(1)}_8) \) under the canonical identification \( \text{Pic}(X) \cong \text{Pic}(X) \) is such that, when pulled back to \( \text{Pic}(\mathbb{T}) \), \( w^* \) preserves (42), then \( w \in \tilde{W}(D^{(1)}_6) \).

For that, in addition to the roots \( \beta_i \), let us consider two more elements \( \gamma_1 \) and \( \gamma_2 \) in the full symmetry sublattice \( Q = Q(E^{(1)}_8) \) that are given by

\[
\gamma_1 = E_1 + E_2 - E_5 - E_8 = \alpha_0 + 2(\alpha_3 + \alpha_4 + \alpha_5) + \alpha_6,
\]

\[
\gamma_2 = E_3 + E_4 - E_7 - E_8 = \alpha_4 + 2(\alpha_5 + \alpha_6 + \alpha_7) + \alpha_8.
\]

(47)

Then
\[\begin{align*}
\alpha_0 &= \beta_0, \\
\alpha_1 &= \beta_1, \\
\alpha_2 &= \beta_2 + (\beta_0 + \beta_1 - \gamma_1)/2, \\
\alpha_3 &= (-3\beta_0 - \beta_1 - 2\beta_2 + 2\beta_3 - \beta_5 + \beta_6 + \gamma_1 - \gamma_2)/4, \\
\alpha_4 &= \beta_3, \\
\alpha_5 &= (\beta_0 - \beta_1 + 2\beta_2 - 2\beta_4 - 3\beta_5 - \beta_6 + \gamma_1 + \gamma_2)/4, \\
\alpha_6 &= \beta_1, \\
\alpha_7 &= (-\beta_0 - 3\beta_1 - 2\beta_2 + 2\beta_4 + \beta_5 - \beta_6 - \gamma_1 + \gamma_2)/4, \\
\alpha_8 &= \beta_0.
\end{align*}\] (48)

Thus, \(\beta_i\) and \(\gamma_j\) do not form a lattice basis of \(Q\), but they do form a basis of the associated vector space \(Q^G = Q \oplus \mathbb{Q}\). Put \(Q_G = \text{Span}_{\mathbb{Z}}\{\gamma_1, \gamma_2\}\) and let \(\text{Pic}^G(X), Q^G_B, Q^G_G\) be the associated vector spaces. Then \(Q^G = Q^G_B \oplus Q^G_G\).

Consider now the commuting diagram
\[
\begin{array}{ccc}
\text{Pic}(X) & \xrightarrow{\pi^*} & \text{Pic}(\mathbb{T}) \\
\downarrow{\pi^*} & & \downarrow{\pi^*} \\
\text{Pic}(T) & & \text{Pic}(T)
\end{array}
\]

and put \(g_i = \pi^*(\gamma_i), b_1 = \pi^*(\beta), \bar{g}_i = \pi^*(\gamma_i), \bar{b}_1 = \pi^*(\beta), \)
then
\[
\begin{align*}
g_1 &= e_1 + e_2 - e_5 - e_6, \\
g_2 &= e_3 + e_4 - e_7 - e_8, \\
\bar{g}_1 &= \bar{e}_1 + \bar{e}_2 - \bar{e}_5 - \bar{e}_6, \\
\bar{g}_2 &= \bar{e}_3 + \bar{e}_4 - \bar{e}_7 - \bar{e}_8.
\end{align*}
\]

We can write
\[
w^*(\gamma_i) = k_{i0}\beta_0 + \cdots + k_{i6}\beta_6 + l_{i1}\gamma_1 + l_{i2}\gamma_2, \quad i = 1, 2.
\]

Pulling it back to \(\text{Pic}(\mathbb{T})\), we get the equations
\[
\bar{g}_i = k_{i0}\beta_0 + \cdots + k_{i6}\beta_6 + l_{i1}\gamma_1 + l_{i2}\gamma_2.
\]

Requiring that the pullback of \(w^*\) on \(\text{Pic}(\mathbb{T})\) preserves (42) means that \(\bar{g}_i = 0\) whenever \(g_i = 0\), or that \(k_{i0}b_0 + \cdots + k_{i6}b_6 = 0\), which, under the usual genericity assumption, means that \(k_{i0} = \cdots = k_{i6} = 0\). Thus, \(w^*(Q^G_B) \subset Q^G_G\). However, since \(w^*(Q^G_B) = Q^G_G\), and hence \(w^*(Q^G_B) = Q^G_G\), further, since \(w \in W(E_8^{(1)})\), \(w^*(Q) = Q\). Since \(Q_G = Q^G_G \cap Q\), \(Q_B = Q^G_B \cap Q\), we get that \(w^*(Q_G) = Q_G\) and \(w^*(Q_B) = Q_B\).

According to section 5.10 of [18], if \(w^*(Q_B) = Q_B\), since \(Q_B\) is a root lattice, the action of \(w^*\) on \(Q_B\) coincides with the action of \(w' \in \pm \tilde{W}(D_6^{(1)})\). But, since \(w \in W(E_8^{(1)})\), \(w^*(-\mathcal{K}_X) = -\mathcal{K}_X\), which implies that \(w' \in \tilde{W}(D_6^{(1)})\). To complete the proof it remains to show that the action of \(w^*\) on \(Q\) coincides with the extension of the action of \((w')^*\) on \(Q\) or, equivalently, on \(Q_G\). Note that the generators of \(\tilde{W}(D_6^{(1)})\) act on \(\gamma_i\) as follows:
\[
\begin{align*}
w^*_B(\gamma_i) &= \gamma_i, \\
\sigma_1(\gamma_1) &= \gamma_2, \\
\sigma_1(\gamma_2) &= -\gamma_1, \\
\sigma_2(\gamma_1) &= -\gamma_2.
\end{align*}
\]

Let \(w_0 = w^{-1} \circ w',\) we want to show that \(w_0^*\) acts as an identity on \(Q\). We do know that \(w_0^*\) acts on \(Q\) and also that it acts as an identity on \(Q_B\), so it remains to show that \(w_0^*\) acts as an identity of \(Q_G\) as well.
Since \( w_0^* (Q_G) = Q_G, w_0^* (\gamma_i) = l_i^1 \gamma_1 + l_i^2 \gamma_2 \), where \( l_i \in \mathbb{Z} \). We know that \( w^* \) preserves the intersection pairing, \( \gamma_i \cdot \gamma_j = -4 \delta_{ij} \), which in turn implies that

\[
\begin{aligned}
l_1^1 + l_2^1 &= 1, \\
l_2^1 + l_2^2 &= 1, \\
l_1^1 l_2^1 + l_1^2 l_2^2 &= 0,
\end{aligned}
\]

and so \( w_0^* (\gamma_1, \gamma_2) = (\varepsilon_1 \gamma_1, \varepsilon_2 \gamma_2) \), where \( \varepsilon_1 = \pm 1, \varepsilon_2 = \pm 1, i, j = 1, 2 \) and \( i \neq j \). However, \( w_0^* (a_i) \in Q \) together with (48) requires that

\[
(w_0^* (\gamma_1) - \gamma_1) \in 2Q, \quad (w_0^* (\gamma_2) - \gamma_2) \in 4Q.
\] (49)

Indeed, we can write

\[
\begin{aligned}
w_0^* (a_2) &= \alpha + (\gamma_1 - w^* (\gamma_1))/2, \\
w_0^* (a_3) &= \alpha + (w_0^* (\gamma_1) - \gamma_1) - (w_0^* (\gamma_2) - \gamma_2))/4.
\end{aligned}
\]

Combining (49) and (47) and observing that \( \gamma_1 \pm \gamma_2 \notin 2Q \), we see that the only possibility is

\[
w^* (\gamma_1) = \gamma_1 \text{ and } w^* (\gamma_2) = \gamma_2,
\]

which completes the proof of the theorem.

We conclude this section by giving an explicit description of a birational representation of \( \tilde{W}(D_6^{(1)}) \). For this it is convenient to use a different normalization \( x_1 = y_1 = \infty, x_2 = y_2 = 0 \), instead of our usual normalization (21). Let

\[
F_i (u) = \frac{[u - e_l] [u + e_l - h_i]}{[u - e_l] [u + e_l - h_i]}, \quad G_i (u) = \frac{[u - e_l] [u + e_l - h_i]}{[u - e_l] [u + e_l - h_i]}
\]

The embedding \( \iota : T \to \mathbb{P}^1 \times \mathbb{P}^1 \) for this normalization is then given by

\[
\iota (u) = (F_{12} (u), G_{24} (u)).
\] (50)

Changing normalization back to (21) with the embedding of \( T \) given by (25), \( \iota (u) = (F_{31} (u), G_{64} (u)) \), is explicitly given by the coordinate transformation \( \nu : (x, y) \mapsto (\tilde{x}, \tilde{y}) \), where

\[
\begin{aligned}
\nu : & \quad \tilde{x} = \frac{F_{31} (e_1)}{x - F_{31} (e_3)}, \quad \tilde{y} = \frac{G_{31} (e_1) y - G_{31} (e_3)}{y - G_{31} (e_3)}, \\
\nu^{-1} : & \quad x = \frac{F_{31} (e_3)}{x - F_{31} (e_3)}, \quad y = \frac{G_{31} (e_3) y - G_{31} (e_3)}{y - G_{31} (e_3)}.
\end{aligned}
\]

Using proposition 2.2 then immediately gives us the following result.

**Corollary 4.1.** A birational representation of the extended affine Weyl group \( \tilde{W}(D_6^{(1)}) \) is given by the following maps:

\[
\begin{aligned}
w_{ij}^* : & \quad \tilde{x} = x, \tilde{y} = y \quad (i = 1, 5, 6); \\
w_{ij}^* : & \quad \tilde{x} = \frac{1}{x}, \tilde{y} = \frac{1}{y}; \\
w_{ij}^* : & \quad \tilde{x} = F_{12} (e_3), \tilde{y} = \frac{G_{12} (e_3) x - F_{12} (e_3) y}{g - G_{12} (e_3)}; \\
w_{ij}^* : & \quad \tilde{x} = y, \tilde{y} = x; \\
w_{ij}^* : & \quad \tilde{x} = F_{12} (e_3), \tilde{y} = \frac{(x - F_{12} (e_3)) (y - G_{12} (e_3))}{(x - F_{12} (e_3)) (y - G_{12} (e_3))}; \\
\sigma_1 : & \quad \tilde{x} = F_{31} (e_1), \tilde{y} = G_{31} (e_1); \\
\sigma_2 : & \quad \tilde{x} = F_{31} (e_1), \tilde{y} = G_{31} (e_1).
\end{aligned}
\]
with the transformation of parameters (46), where
\[
\bar{F}_{12}(u) = \frac{|u - \bar{e}_2||u - \bar{h}_x + \bar{e}_2|}{|u - \bar{e}_1||u - \bar{h}_x + \bar{e}_1|}, \quad \bar{G}_{12}(u) = \frac{|u - \bar{e}_2||u - \bar{h}_y + \bar{e}_2|}{|u - \bar{e}_1||u - \bar{h}_y + \bar{e}_1|}.
\]

\textbf{Proof.} As yet another illustration of proposition 2.2, we show how to obtain the formula for \( \bar{x} \) for the \( w_{\beta_1} \) mapping. On the level of the Picard lattice, we have
\[
w_{\beta_1}^*(H_x) = H_x + H_y - E_3 - E_7, \quad w_{\beta_1}^*(E_3) = H_y - E_7, \quad w_{\beta_1}^*(E_7) = H_y - E_3.
\]
Using \( \bar{D}_1 = V(\bar{x} - \bar{x}_3) \) and \( \bar{D}_2 = V(\bar{x} - \bar{x}_7) \) in proposition 2.2, we get
\[
w_{\beta_1}^*(D_1) = \pi_\ast \circ \bar{w}_{\beta_1}^*((H_x - \bar{E}_3) + \bar{E}_3) = \pi_\ast((H_x - E_3) + (H_y - E_7)) = V((x - x_3)(y - y_7)),
\]
\[
w_{\beta_1}^*(D_2) = \pi_\ast \circ \bar{w}_{\beta_1}^*((H_x - \bar{E}_7) + \bar{E}_7) = \pi_\ast((H_x - E_3) + (H_y - E_7)) = V((x - x_7)(y - y_3)).
\]
Thus,
\[
\frac{\bar{x} - \bar{x}_3}{\bar{x} - \bar{x}_7} = \left[ \frac{(x - x_3)(y - y_7)}{(x - x_7)(y - y_3)} \right],
\]
where we can evaluate the normalization constant \( C \) using the pull-back \( w_{\beta_1}^*(E_2) = E_2 \) as
\[
\frac{\bar{x}_3}{\bar{x}_7} = \frac{C x_3 y_7}{x_7 y_3} \implies C = \frac{\bar{F}_{12}(\bar{x}_3)\bar{F}_{12}(\bar{e}_3)\bar{G}_{12}(\bar{e}_3)}{\bar{F}_{12}(\bar{e}_1)\bar{F}_{12}(\bar{e}_3)\bar{G}_{12}(\bar{e}_7)} = 1,
\]
which gives the desired result. Other formulas are established in the same way. \( \square \)

\subsection*{4.2. Restrictions with \((A_1 + A_1 + A_1)^{(1)}\) symmetry}
Along the same lines, we can impose more constraints on the parameters to make \( \varphi \) itself an elliptic difference system. In this case we should have
\[
(a_0, \ldots, a_8) = (a_0, \ldots, a_8) + (0, 2, -2, 1, 0, -1, 0, 1, 0) \frac{d}{4},
\]
where \( \bar{a}_i = \iota^* \circ \varphi^*(\bar{a}_i) \). This condition, together with (41) and (23), results in following constraints on \( T \):
\[
e_1 + e_2 - e_5 - e_6 = 0, \quad e_3 + e_4 - e_7 - e_8 = 0,
\]
\[
e_1 + e_3 - e_2 - e_4 = 0, \quad e_5 + e_7 - e_6 - e_8 = 0,
\]
\[
(h_1 - e_1 - e_2) - (h_y - e_3 - e_4) = 0.
\]
Note that these constraints also imply that
\[
e_1 + e_3 = e_5 + e_7, \quad e_1 - e_2 = e_4 - e_1 = e_7 - e_6 = e_8 - e_5 = (h_y - h_x)/2.
\]
Subject to constraints (52), \( \varphi \) becomes an elliptic difference system (22) with \( C_1 = x_2 \) and \( C_2 = 1 \).

Similar to section 4.1, if we add to our dynamic a (non-autonomous) translation \( \tau : \mathbb{T} \rightarrow \mathbb{T} \) given by \( \tau(u) = u = u - (e_3 - e_2) \), the transformation of the parameters takes a simple form
\[ h_x = h_x + d/2, \quad h_y = h_y, \]
\[ \bar{e}_3 = e_3, \quad e_4 = e_4, \]
\[ \bar{e}_5 = e_5 + d/4, \quad \bar{e}_6 = e_6 + d/4, \]
\[ \bar{e}_7 = e_7, \quad e_8 = e_8. \]

This changes the embedding of the curve \( \mathcal{C} \), which is now then parameterized by
\[
F(\bar{u}) = \frac{[\bar{u} - \bar{e}_1][\bar{u} - h_x + \bar{e}_1]}{[\bar{u} - \bar{e}_3] [\bar{u} - h_x + \bar{e}_3]}, \quad G(\bar{u}) = \frac{[\bar{u} - e_4][\bar{u} - h_y + e_4]}{[\bar{u} - e_8][\bar{u} - h_y + e_8]}
\]

Consider now the roots \( \beta_i^0, i = 1, \ldots, 3 \), given by
\[
\beta_0^i = 2H_y - E_1 - E_2 - E_5 - E_6 = \alpha_0 + 2(\alpha_2 + \alpha_3 + \alpha_4 + \alpha_5) + \alpha_6,
\]
\[
\beta_0^2 = E_1 - E_2 - E_3 + E_4 = \alpha_0 - \alpha_4,
\]
\[
\beta_0^3 = 2E_5 - E_6 - E_7 - E_8 = \alpha_6 - \alpha_8,
\]
as well as the complementary roots \( \beta_i^1 = (-K_X) - \beta_i^0 \),
\[
\beta_1^1 = 2H_x - E_1 - E_4 - E_7 - E_8,
\]
\[
\beta_2^1 = 2H_x + 2H_y - 2E_1 - 2E_4 - E_5 - E_6 - E_7 - E_8,
\]
\[
\beta_3^1 = 2H_x + 2H_y - E_1 - E_5 - E_4 - 2E_5 - 2E_8.
\]

Each pair \( (\beta_0^i, \beta_1^i) \) generates an \( A_1^{(1)} \) sublattice \( Q_B = \text{Span}\{\beta_0^i, \beta_1^i\} \) of the lattice \( Q = Q(E_4^{(1)}) \). Put \( Q_B = \text{Span}\{\beta_0^1, \beta_1^1, \beta_0^2, \beta_1^2, \beta_0^3, \beta_1^3\} \); we can choose \( \beta_0^i, \beta_1^i, \beta_0^2, \beta_1^2, \beta_0^3, \beta_1^3 \) as a basis of \( Q_B \). Next, consider additional roots corresponding to the constraints,
\[
\gamma_1 = E_1 + E_2 - E_5 - E_6 = \alpha_0 + 2(\alpha_3 + \alpha_4 + \alpha_5) + \alpha_6,
\]
\[
\gamma_2 = E_3 + E_4 - E_7 - E_8 = \alpha_0 + 2(\alpha_3 + \alpha_6 + \alpha_7) + \alpha_8,
\]
\[
\gamma_3 = E_1 + E_3 - E_2 - E_4 = \alpha_0 + \alpha_4,
\]
\[
\gamma_4 = E_5 - E_7 - E_6 - E_8 = \alpha_6 + \alpha_8,
\]
\[
\gamma_5 = (H_x - E_1 - E_2) - (H_y - E_3 - E_4) = -\alpha_0 + \alpha_1 - 2\alpha_3 - \alpha_4.
\]

and put \( Q_G = \text{Span}\{\gamma_1, \gamma_2, \gamma_3, \gamma_4, \gamma_5\} \). Then \( Q_B = (Q_G)^{-1} \).

Since the roots \( \beta_i^1 \) are not simple, \( (\beta_i^1)^2 = -4 \), they do not act on \( \text{Pic}(X) \). A possible workaround is to represent \( \beta_i^1 = \beta_i^1 + \beta_i^2 \), where \( (\beta_i^1)^2 = -2 \) and \( \beta_i^1 \cdot \beta_i^2 = 0 \). Then we can define the action of \( w_{\beta_i^1}^* \) on \( \text{Pic}(X) \) as a composition of two commuting reflections, \( w_{\beta_i^1}^* = w_{\beta_i^1}^* \circ w_{\beta_i^2}^* \).

Explicitly, we can put
\[
2w_{\beta_i^1}^* = w_{H_x - E_1 - E_2} \circ w_{H_y - E_5 - E_6}
\]
\[
w_{\beta_1^1}^* = w_{H_x - E_1 - E_4} \circ w_{H_y - E_7 - E_8}
\]
\[
w_{\beta_2^1}^* = w_{H_x + H_y - E_2} \circ w_{E_1 - E_4 - E_5 - E_6}
\]
\[
w_{\beta_3^1}^* = w_{H_x + H_y - E_5 - E_6} \circ w_{H_x + H_y - E_3 - E_4 - E_5 - E_8}
\]
\[
w_{\beta_0^1}^* = w_{E_5 - E_6} \circ w_{E_7 - E_8}
\]
\[
w_{\beta_1^1}^* = w_{H_x + H_y - E_1 - E_2 - E_3 - E_6} \circ w_{H_x + H_y - E_2 - E_3 - E_5 - E_8}.
\]
On \( Q_B \) this action can be written in the usual way \( w^*_{\beta_i}(\beta_j) = \beta_j - c_{ij} \beta_i \), where \( c_{ij} = 2(\beta_i \bullet \beta_j)/(\beta_i \bullet \beta_i) \), e.g.

\[
w^*_{\beta_0^1} : (\beta_0^1, \beta_1^1; \beta_0^2, \beta_1^2; \beta_0^3, \beta_1^3) \mapsto (-\beta_0^1, \beta_1^1 + 2\beta_0^1; \beta_0^2, \beta_1^2; \beta_0^3, \beta_1^3).
\]

Then \( w^*_{\beta_i} \) together with the automorphism \( \sigma \) interchanging \( \beta_0^1 \) and \( \beta_1^1 \),

\[
\sigma = (H_1, H_2)(E_1E_4)(E_2E_3)(E_5E_7)(E_6E_7) = (\beta_0^1\beta_1^1)(\beta_0^2\beta_1^2)(\beta_0^3\beta_1^3),
\]

that also acts on the lattice \( Q_G \) as \( \sigma(\gamma_1) = \gamma_2, \sigma(\gamma_3) = \gamma_1, \sigma(\gamma_3) = -\gamma_3, \sigma(\gamma_4) = -\gamma_4 \), and \( \sigma(\gamma_5) = -\gamma_5 \), generate an extended affine Weyl group of type \( (A_1 + A_1 + A_1)^{(1)} \) that is a symmetry group of our equation,

\[
\tilde{W}(A_1 + A_1 + A_1)^{(1)} = \langle w^*_{\beta_0^1}, w^*_{\beta_1^1}, \sigma | \sigma w^*_{\beta_0^1} = w^*_{\beta_1^1}\sigma, \rangle
\]

\[
(w^*_{\beta_0^1})^2 = (w^*_{\beta_1^1})^2 = (w^*_{\beta_0^1}w^*_{\beta_1^1})^\infty = \sigma^2 = e.
\]

Note that \( \varphi^* \) acts on \( Q_B \) as

\[
\varphi^* : (\beta_0^1, \beta_1^1; \beta_0^2, \beta_1^2; \beta_0^3, \beta_1^3) \mapsto (\beta_0^1 - \delta, \beta_1^1 + \delta; \beta_0^2, \beta_1^2; \beta_0^3, \beta_1^3),
\]

and so \( \varphi^* = \sigma \circ w^*_{\beta_1^1} \).

Acknowledgments

The authors are very grateful to the Tsinghua Sanya International Mathematics Forum where all of them were invited to a workshop on discrete integrable systems in April, 2016. AD was partially supported by the University of Northern Colorado 2016 Summer Support Initiative. TT was supported by the Japan Society for the Promotion of Science, Grand-in-Aid (C) (25400106).

Appendix A. Divisor map computation for a rational mapping

In this section we explain how to compute the mapping \( \tilde{\varphi}^* \) in example 2.5. Recall that \( X_{12} = X_{12} \) is a blowup of \( \mathbb{P}^1 \times \mathbb{P}^1 \) at the points \( A_1(0,0) \) and \( A_2(\infty, \infty) \). Let us first introduce local affine coordinate charts on \( \mathbb{P}^1 \times \mathbb{P}^1 \) and \( X_{12} \). We have the standard four charts on \( \mathbb{P}^1 \times \mathbb{P}^1 \) with affine coordinates \( (x, y), (X, Y), (x, Y), \) and the usual transition functions \( xX = 1 \) and \( yY = 1 \). Introducing the blowup coordinates

\[
\begin{align*}
x &= u_1v_1, & y &= u_1v_1 = v_1, & u_1 &= x, & v_1 &= y/x, & U_1 &= x/y, & V_1 &= y, \\
X &= u_2v_2, & Y &= u_2v_2 = v_2, & u_2 &= X, & v_2 &= Y/X, & U_2 &= X/Y, & V_2 &= Y,
\end{align*}
\]

we get the following six charts on \( X_{12} \), also shown on the picture below,

\[
\begin{align*}
\mathcal{U}_1 &= \{(U_1, V_1)\}, & \mathcal{U}_2 &= \{(u_1, v_1)\}, & \mathcal{U}_3 &= \{(X, y)\}, \\
\mathcal{U}_4 &= \{(U_2, V_2)\}, & \mathcal{U}_5 &= \{(u_2, v_2)\}, & \mathcal{U}_6 &= \{(x, Y)\};
\end{align*}
\]
From this picture we immediately see that, for example, the local defining expressions for the divisor $E_1$ are $E_1 = \{ (U_1; V_1), (U_1; u_1) \}$. Then $\tilde{\varphi}^*(E_1)$ is given by the collections $(\mathcal{U}_1 \cap \tilde{\varphi}^{-1}(\mathcal{U}_1); \tilde{\varphi}^*(V_1))$ and $(\mathcal{U}_1 \cap \tilde{\varphi}^{-1}(\mathcal{U}_1); \tilde{\varphi}^*(u_1))$. Writing down the expressions for $(U_1, V_1)$ in all six coordinate charts,

$$(U_1, V_1) = \left( \frac{V_1 - 1}{U_1 V_1}, \frac{U_1 V_1 - 1}{u_1 v_1} \right) = \left( \frac{X(y - 1)}{y}, \frac{1}{X^2} \right),
$$

we note that, for example, the local defining expressions for the divisor $E_1$ are $E_1 = \{ U_1 = 0 \} \cup \{ V_1 = 0 \}$, since the lines $U_1 = 0$ and $V_1 = 0$ map to the boundary $\tilde{v}_1 = 0$ of the $\mathcal{U}_1$ chart. Since $\tilde{\varphi}^*(V_1) = U_1^2 V_1$, it does not vanish on $\mathcal{U}_1 \cap \tilde{\varphi}^{-1}(\mathcal{U}_1)$. On the other hand, $\mathcal{U}_6 \cap \tilde{\varphi}^{-1}(\mathcal{U}_1) = \mathcal{U}_6 \setminus \{ x = 0 \}$, $\tilde{\varphi}^*(V_1) = x^2 Y$, which vanishes on $Y = 0$ in $\mathcal{U}_6 \cap \tilde{\varphi}^{-1}(\mathcal{U}_1)$, which is a local defining equation for $H_y - E_2$ in $\mathcal{U}_6$. Proceeding along the same lines for the remaining charts, we get

$$(\mathcal{U}_1 \cap \tilde{\varphi}^{-1}(\mathcal{U}_1)) = \{ (U_1 \setminus \{ u_2 = 0 \}; v_2), (U_1 \setminus \{ x = 0 \}; Y) \},$$

$$(\mathcal{U}_1 \cap \tilde{\varphi}^{-1}(\mathcal{U}_1)) = \{ (U_1 \setminus \{ V_1 = 0 \} \cup \{ V_1 = 1 \}; U_1),$$

Thus, $\tilde{\varphi}^*(E_1) = (H_y - E_1) + (H_y - E_2)$. In exactly the same way we get the following mapping between the $-1$-curves,

$$\tilde{\varphi}^*(E_2) = (H_y - E_2) + (H_y - E_1), \tilde{\varphi}^*(H_y - E_1) = (H_y - E_1) + E_1,$$

$$\tilde{\varphi}^*(H_y - E_2) = (H_y - E_2) + E_1, \tilde{\varphi}^*(H_y - E_2) = (H_y - E_2) + E_2,$$

and also

$$\tilde{\varphi}^*(H_y - E_1) = \pi^*(V(y - 1) \in \mathcal{H}_y.$$
Remark A.1. For a generic $k \in \mathbb{C}^*$, $V(\bar{x} - k) \in \mathcal{H}_k \in \text{Pic}(\mathbb{P} \times \mathbb{P})$, its lift to the surface is $\tilde{\varphi}^* (V(\bar{x} - k)) \in \mathcal{H}_k \in \text{Pic} (\mathcal{X}_1\mathcal{2})$, and from the commutativity of the diagram we see that
\[
\tilde{\varphi}^* (\mathcal{H}_k) = \tilde{\varphi}^* ([V(\bar{x} - k)]) = [\varphi^* (V(\bar{x} - k))]
\]
\[
= \left[ \pi^* \left( V \left( \frac{x(y - 1) - ky^2}{y^2} \right) \right) \right] = \left[ \pi^* \left( V \left( \frac{x(y - 1) - ky^2}{y^2} \right) \right) \right].
\]

We need to be careful here. The curve $V(x(y - 1) - ky^2)$ is a $(1, 2)$-curve, and so it belongs to the class $\mathcal{H}_x + 2\mathcal{H}_y \in \text{Pic}(\mathbb{P} \times \mathbb{P})$. Even though it does pass through the points $A_1(0, 0)$ and $A_2(\infty, \infty)$, its class in $\text{Pic}(\mathcal{X}_1\mathcal{2})$ is still $\mathcal{H}_x + 2\mathcal{H}_y \neq \mathcal{E}_1 - \mathcal{E}_2$. Indeed, looking at this equation in the chart $\mathcal{X}_2$, we get
\[
\pi^* \left( V(x(y - 1) - ky^2) \right) = V(u_1(u_1v_1 - 1 - ku_1v_1^2))
\]
\[
= V(u_1) + V(u_1v_1 - 1 - ku_1v_1^2),
\]
where $V(u_1) \in \mathcal{E}_1$ and $V(u_1v_1 - 1 - ku_1v_1^2) \in \mathcal{H}_x + 2\mathcal{H}_y - \mathcal{E}_1$ (locally). However, since $A_1$ is an indeterminate point of the mapping, the $u_1$-factor cancels out, and we get
\[
\pi^* \left( V \left( \frac{x(y - 1) - ky^2}{y^2} \right) \right) = V(u_1v_1 - 1 - ku_1v_1^2)
\]
\[
= V(u_1v_1 - 1 - ku_1v_1^2) \in \mathcal{H}_x + 2\mathcal{H}_y - \mathcal{E}_1 - \mathcal{E}_2.
\]

Appendix B. Deautonomization of a generic QRT mapping at a generic fiber

In this section we show how to deautonomize a generic QRT mapping on a generic (i.e. elliptic) fiber, thus obtaining simple expressions for the elliptic difference Painlevé equation.

Using the fact that $r_\varphi^*$ is an involution preserving the intersection pairing on the Picard lattice, it is possible to show (e.g. see chapter 5.1 and in particular lemma 5.1.2 of [7]) that the pull-back action $\varphi^*$ of the half of a generic QRT mapping $\varphi = \sigma_y \circ r_y : \mathcal{X} \rightarrow \mathcal{X}(= \check{\mathcal{X}})$ on the Picard lattice is given by
\[
\mathcal{H}_x \mapsto 4\mathcal{H}_x + \mathcal{H}_y - (\mathcal{E}_1 + \mathcal{E}_2 + \cdots + \mathcal{E}_8),
\]
\[
\mathcal{H}_y \mapsto \mathcal{H}_y,
\]
\[
\mathcal{E}_i \mapsto \mathcal{H}_x - \mathcal{E}_i \quad (i = 1, 2, \ldots, 8).
\]

It is well known that $(\varphi^*)^8$ acts as a translation of the $\mathcal{E}_8(1)$ lattice and its deautonomization gives the elliptic difference Painlevé equation [21, 23].

Let us fix the embedding of the elliptic torus as in (50). Then $\varphi$ acts on parameters as
\[
\bar{h}_x = 4h_x + h_y - (e_1 + e_2 + \cdots + e_8),
\]
\[
\bar{h}_y = h_x,
\]
\[
\bar{e}_i = h_x - e_i \quad (i = 1, 2, \ldots, 8),
\]
and if we change the embedding of $\mathcal{C}$, see (44), by adding a translation $\tau(u) = \bar{u} = u - (h_x - h_y + d)$, $\varphi^2$ acts on $\text{Pic}(\mathcal{X})$ as
\[
\bar{h}_x = h_x + d, \quad \bar{h}_y = h_y - d, \quad \bar{e}_i = e_i \quad (i = 1, 2, \ldots, 8).
\]
Using proposition 2.2, we can obtain an explicit form of the mapping as follows. First, observe that in the embedding (50), \( \bar{x}_1 = \infty \), \( \bar{x}_2 = 0 \). Also,

\[
\varphi^*(V(\bar{x} - \bar{x}_i)) = \varphi^*((\bar{H}_x - \bar{E}_i) + \bar{E}_i) = \left(3H_x + H_y - \sum_{j=1, j \neq i}^{8} E_j\right) + (H_x - E_i).
\]

Therefore, we get

\[
\begin{align*}
\bar{x} &= C_1 \frac{x p_1(x, y)}{p_1(x, y)} \\
\bar{y} &= x
\end{align*}
\]

where polynomials \( p_i(x, y) \) can be explicitly obtained using remark 3.1,

\[
p_1(x, y) = \begin{bmatrix} x & x^2 & x^3 & y & xy & x^2 y & x^3 y \\ x_3 & x_3^2 & x_3^3 & y_3 & x_3 y_3 & x_3^2 y_3 & x_3^3 y_3 \\ x_4 & x_4^2 & x_4^3 & y_4 & x_4 y_4 & x_4^2 y_4 & x_4^3 y_4 \\ x_5 & x_5^2 & x_5^3 & y_5 & x_5 y_5 & x_5^2 y_5 & x_5^3 y_5 \\ x_6 & x_6^2 & x_6^3 & y_6 & x_6 y_6 & x_6^2 y_6 & x_6^3 y_6 \\ x_7 & x_7^2 & x_7^3 & y_7 & x_7 y_7 & x_7^2 y_7 & x_7^3 y_7 \\ x_8 & x_8^2 & x_8^3 & y_8 & x_8 y_8 & x_8^2 y_8 & x_8^3 y_8 \end{bmatrix}
\]

\[
p_2(x, y) = \begin{bmatrix} 1 & x & x^2 & x^3 & y & xy & x^2 y \\ 1 & x_3 & x_3^2 & x_3^3 & y_3 & x_3 y_3 & x_3^2 y_3 \\ 1 & x_4 & x_4^2 & x_4^3 & y_4 & x_4 y_4 & x_4^2 y_4 \\ 1 & x_5 & x_5^2 & x_5^3 & y_5 & x_5 y_5 & x_5^2 y_5 \\ 1 & x_6 & x_6^2 & x_6^3 & y_6 & x_6 y_6 & x_6^2 y_6 \\ 1 & x_7 & x_7^2 & x_7^3 & y_7 & x_7 y_7 & x_7^2 y_7 \\ 1 & x_8 & x_8^2 & x_8^3 & y_8 & x_8 y_8 & x_8^2 y_8 \end{bmatrix}
\]

and where the normalization constant can be evaluated via

\[
C_1 = \frac{\bar{x} p_1(x_3, y)}{\bar{x} p_2(x_3, y)} = \frac{\prod_{i=3}^{8}[e_2 - e_i]}{\prod_{i=3}^{8}[e_1 - e_i]}
\]

after substituting \( \bar{x}_3 = F_{12}(h_8 - e_3) \), \( x_i = F_{12}(e_i) \), and \( y_i = G_{12}(e_i) \).

Moreover, since the divisor class \( D = H_x + H_y \) can be decomposed and pull-backed using two linearly equivalent divisors \( D_1 \sim D_2 \),

\[
D_1 = (H_x + H_y - E_6 - E_7 - E_8) + E_6 + E_7 + E_8
\]

\[
\rightarrow (2H_x + H_y - \sum_{i=1}^{4} E_i - E_5) + (H_x - E_5) + (H_x - E_7) + (H_x - E_8),
\]

\[
D_2 = (H_x + H_y - E_5 - E_7 - E_8) + E_5 + E_7 + E_8
\]

\[
\rightarrow (2H_x + H_y - \sum_{i=1}^{4} E_i - E_6) + (H_x - E_5) + (H_x - E_7) + (H_x - E_8),
\]

\[37\]
using proposition 2.3 we get the equation

\[
\frac{p_{62}(\tilde{x}, \tilde{y})}{p_{57}(\tilde{x}, \tilde{y})} = C_3 (x - x_1) p_{345}(x, y) (x - x_5) p_{346}(x, y)
\]

(B.2)

where

\[
p_{ij}(\tilde{x}, \tilde{y}) = \begin{vmatrix}
1 & \tilde{x} & \tilde{y} & \tilde{x}\tilde{y} \\
1 & x_i & y_i & x_iy_i \\
1 & x_j & y_j & x_jy_j \\
1 & x_k & y_k & x_ky_k
\end{vmatrix}
\]

\[
p_{jk}(x, y) = \begin{vmatrix}
1 & x & y & x^2 & xy & x^2y \\
0 & 0 & 0 & 0 & 0 & 1 \\
1 & x & y & x^2 & xy & x^2y \\
1 & x & y & x^2 & xy & x^2y \\
1 & x & y & x^2 & xy & x^2y
\end{vmatrix}
\]

and \( C_3 \) is a normalization constant,

\[
C_3 = \frac{[h_x - e_1 - e_3][h_y - e_1 - e_5][2h_x + h_y - \sum_{i=2,3,4,6,7,8} e_i]}{[h_x - e_1 - e_6][h_y - e_1 - e_6][2h_x + h_y - \sum_{i=2,3,4,5,7,8} e_i]} \cdot \frac{[e_6 - e_1]^3}{\prod_{i=2,3,4,7,8} [e_6 - e_i][e_1 - e_i]}
\]

Note that expressions (B.1) of the elliptic difference Painlevé equation are essentially the same as obtained by Murata [23], where degree (4, 1) polynomials written by 10 \times 10 matrices are used without factorization. The combination of equation \( \tilde{y} = x \) and (B.2), the latter of which can be solved linearly for \( \tilde{x} \) gives a new expression of the elliptic difference Painlevé equation, where only degree (1, 1) or (2, 1) polynomials written by 4 \times 4 matrices are used.

**Appendix C. Schwartz’s algorithm**

In this section we explain, following [32], how to transform a generic bi-degree (2, 2) curve \( \Gamma \) given by the equation

\[
a_{00} + a_{10}x + a_{20}x^2 + a_{01}y + a_{11}xy + a_{21}x^2y + a_{02}y^2 + a_{12}xy^2 + a_{22}x^2y^2 = 0
\]

to the Weierstrass’s normal form \( y^2 = 4X^3 - g_2Y - g_3 \).

First we take two points \((a_1, 0)\) and \((a_2, \infty)\) on \( \Gamma \) and make a change of variables

\[
\tilde{x} = \frac{x - a_1}{x - a_2},
\]

then \( \Gamma \) passes through the points \((0, 0)\) and \((\infty, \infty)\) and its equation in coordinates \((\tilde{x}, y)\), that we now write as \((x, y)\), takes a simpler form

\[
ax^2 + bxy + cy^2 + dx + ey = ux^2y + vxy^2.
\]

Next, put \( X \) and \( Y \) as \(^5\)

\(^5\) These equations are changed from [32], since there was an error.
\[ X = - \frac{ac^2 + cdv - c^2uy + bcvy + ev^2y}{c - ux}, \]
\[ Y = \frac{1}{(c - ux)} (-c^2du + bcdv - aecv + (-2ac^2u + abcv - cdau + aev^2)x + (-bc^2u + b^2cv - 2ac^2v + bcv^2)y + 2(c^2u^2 - bcav - eav^2)xy + 2(c^2uv - bcv^2 - ev^3)y^2). \]

Then \( X \) and \( Y \) satisfy the equation
\[ Y^2 = 4X^3 + AX^2 + BX + C \]
with
\[ A = b^2 + 8ac + 4eu + 4dv, \]
\[ B = 4(ac^2 + aceu + acdv + deuv) + 2(ab^2c + bcdv + abev), \]
\[ C = (abc + cdu + aev)^2. \]

Replacing \( X \) with \( X - A/12 \) reduces it to the Weierstrass normal form
\[ Y^2 = 4X^3 - g_1X - g_2, \quad \text{where} \quad g_2 = -B + \frac{A^2}{12}, \quad g_3 = -C + \frac{AB}{12} - \frac{A^3}{216}, \]
and the discriminant is \( \Delta = g_2^3 - 27g_3^2. \)

**Appendix D. A birational representation of \( W(E_8^{(1)}) \)**

Let us again fix the embedding of the elliptic torus as in (50).

**Theorem D.1.** A birational representation of the affine Weyl group \( W(E_8^{(1)}) \) is given by the following maps:

\[
\begin{align*}
\omega_0 : & \quad \hat{x} = \frac{1}{x}, \, \hat{y} = \frac{1}{y}, \, \bar{e}_1 = e_2, \, \bar{e}_2 = e_1; \\
\omega_1 : & \quad \hat{x} = y, \, \hat{y} = x, \, \bar{h}_5 = h_5, \, \bar{h}_7 = h_7; \\
\omega_2 : & \quad \hat{x} = \frac{x}{y}, \, \hat{y} = \frac{1}{y}, \, \bar{h}_5 = h_5 + h_7 - e_1 - e_2, \, \bar{e}_1 = h_5 - e_2, \, \bar{e}_2 = h_7 - e_1; \\
\omega_3 : & \quad \hat{x} = F_{23}(e_1)(x - F_{12}(e_3)), \, \hat{y} = G_{23}(e_1)(y - G_{12}(e_3)), \, \bar{e}_2 = e_3, \, \bar{e}_3 = e_2; \\
\omega_i : & \quad \hat{x} = x, \, \hat{y} = y, \, \bar{e}_{i-1} = e_i, \, \bar{e}_i = e_{i-1}, \, i = 4, \ldots, 8.
\end{align*}
\]

This realization is essentially the same as in [21], but here we obtain it using the factorization formula.

**Proof.** Similarly to the proof of corollary 4.1, these expressions are obtained by a direct application of proposition 2.2. Here we show it for \( \omega_3 \) that is induced by a reflection in the root \( \alpha_3 = \bar{E}_2 - \bar{E}_3 \).

Since \((x_1, y_1) = (\infty, \infty)\) and \((x_2, y_2) = (0, 0)\)
\[ w_3^\prime(V(x - 0)) = \pi_\ast w_3^\prime((H_3 - E_2) + E_3) = \pi_\ast((H_3 - E_2) + E_3) = H_3 - E_3 \]
\[ w_3^\prime(V(x - \infty)) = \pi_\ast w_3^\prime((H_3 - E_1) + E_1) = \pi_\ast((H_3 - E_1) + E_1) = H_3 - E_1, \]

39
and so $\bar{x} = C_1(x - x_0) = C_1(x - F_{12}(e_3))$. Similarly, $\bar{y} = C_2(y - G_{12}(e_3))$. To evaluate the normalization constants, note that $\tilde{w}_3(E_3) = E_2$, and so

$$(F_{12}(e_3), G_{12}(e_3)) = (F_{13}(e_2), G_{13}(e_2)) = -(C_1 F_{12}(e_3), C_2 G_{12}(e_3)).$$

Thus,

$$C_1 = -\frac{F_{13}(e_2)}{F_{12}(e_3)} = F_{23}(e_1), \quad C_2 = -\frac{G_{13}(e_2)}{G_{12}(e_3)} = G_{23}(e_1),$$

and we obtain the birational realization of $w_3$. \qed
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