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ABSTRACT

To fight against the evolution of malware and its development, the specific methodologies that are applied by the malware analysts are crucial. Yet, this is something often overlooked in the relevant bibliography or in the formal and informal training of the relevant professionals. There are only two generic and all-encompassing structured methodologies for Malware Analysis (MA) – SAMA and MARE. The question is whether they are adequate and there is no need for another one or whether there is no such need at all. This paper will try to answer the above and it will contribute in the following ways: it will present, compare and dissect those two malware analysis methodologies, it will present their capacity for analysing modern malware by applying them on a random modern specimen and finally, it will conclude on whether there is a procedural optimization for malware analysis over the evolution of these two methodologies.
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1. INTRODUCTION

Cybercrime is considered one of the most detrimental menaces of the modern world, especially when it comes to the finance sector. There is a projection of a rising cost of cybercrime to around 10.5 trillion USD by 2025 [1]. Integral part of the above “success” is malware. During 2020 there was approximately one ransomware case every 11 seconds against a business worldwide [2]. The outbreak of the COVID-19 pandemic led to the increase of attacks, mainly phishing attempts, by 600% [3]. In the last 10 years malware growth was increased by almost 70 times and amounts to more than a billion infections [4]. With insurmountable numbers of new variants and novel threats being released worldwide daily, it is at least challenging and usually impossible for the analysts to catch up.

Beyond all, analysis needs to be precise, trying to achieve the highest level of accuracy possible, and as less time consuming as possible. As one more of the countless problems faced, it needs a methodology developed to tackle it. There were no structured methodologies developed until 2010 when the MARE methodology (Malware Analysis Reverse Engineering) [5] was presented. This can be considered the only available methodology and go to solution until recent days. Still, it was developed in a different time with different threats roaming the landscape. While trustworthy there was a need of something contemporary to tackle the challenges presented in the modern battlefield. In 2020, the SAMA methodology (Systematic Approach to Malware Analysis) [6] was presented. SAMA was created by the aforementioned need for a new procedural model designed to face the newly emerged threats. As a methodology, it tries to remedy the weaknesses of the MARE while preserving its strong points. In addition, it was
designed and adapted as a modern analysis procedure and is battle-tested against formidable malware by its creators to provide the needed Proof-of-Concept.

Yet, a methodology is not enough on its own. Methodology provides the steps needed to proceed when following a procedure with a specific goal set beforehand. The specific tools and capabilities for each step and in between, are those that can make a difference both in terms of accuracy and speed.

Beyond the established and well-known parts of MA (i.e. static and dynamic analysis techniques) the modern palette contains some interesting, innovative and capable solutions regarding MA but which are not generic and were made to cover specific needs:

• Automated Analysis (sandboxed VMs used for automated dynamic analysis for samples) [16][34]
• Hybrid Analysis (combination of static and dynamic analysis) [8][23][25]
• Memory analysis (acquisition and examination of the system’s memory dump) [9][10][11]
• Side-Channel analysis (a novel and dynamic analysis technique used primarily on IoT) [12][13][14][15][18]
• Machine Learning (the utilization of ML techniques in MA) [17][19][22][24]
• Deep Learning (the incorporation of DL techniques in MA) [19]

2. BACKGROUND WORK

Regarding malware analysis and its components there is quite a number of research work epitomized in MA.

On Practical Malware Analysis [20], Sikorski M. and Honig A. present the process of malware analysis in a detailed and thorough manner. Both static and dynamic MA are analyzed and presented including the process of code analysis.

In a similar fashion, Monnappa K. A. in Learning Malware Analysis [7] presents a more modern equivalent of [20]. Static and dynamic malware analysis are still analyzed here thoroughly. The main difference is the fact that this book uses more modern examples of systems and malware samples.

There is also some research revolving around literature review which provides access to crucial definitions on malware analysis during years past. One example is Verma A. et al, A Literature Review on Malware Analysis [21]. This is a brief anthology of modern research on MA and can be used as an indicator of the evolution of the aforementioned research.

A more detailed work on MA (like dynamic analysis and parts of it) is the Dynamic Malware Analysis in the modern Era – A State of the Art Survey by Or-Meir O. et al [12]. This paper is a great review of the modern landscape regarding dynamic analysis and it additionally provides a brief overview of ML methods used for dynamic MA.

Regarding Machine Learning in malware analysis specifically, Gibert D. et al. presented the - “The rise of machine learning for detection and classification of malware: Research developments, trends and challenges” [19]. It provides a review regarding ML techniques utilized in MA while presenting the drawbacks of the existing ML methods and analyzing the current and future development of ML in MA.
In addition to the above, the paper MMALE — A Methodology for Malware Analysis in Linux Environments by José Javier de Vicente Mohino et al. [33] presents a novel methodology of MA for Linux environments under the prism of IoT. MMALE methodology is an amalgamation of existing MA methodologies and it utilizes, mainly, parts of SAMA methodology. MMALE methodology can act as a proof of the dynamic and potential of the SAMA methodology.

This paper is revolving around the two generic methodologies of MA, SAMA and MARE. SAMA can be considered as an evolution of MARE. Thus, the most recent model will be presented and applied and this is the part that is associated with the SAMA methodology and its subsequent comparison with MARE. On this specific subject there is no research available at the time of writing and this is our intention.

3. PRESENTATION OF METHODOLOGIES

3.1. MARE (Malware Analysis Reverse Engineering)

Until the dawn of the second decade of the 21st century, there weren’t any structured methodologies available for MA. MARE [5] was created to fill that gap. The researchers of MARE developed a Malware Defense (M.D.) timeline which outlines the goals of the research and which is part of the original work. The general outline of M.D., after the infection occurs, is Detection, Isolation and Extraction, Behavior Analysis, Code Analysis and Reverse Engineering, Pattern Recognition, Malware Inoculation and Remedy.

MARE resides between the Detection and Code Analysis and Reverse Engineering phases of M.D. As the researchers themselves stated, MARE introduces logical steps taken in each process to help analysts produce an output that is repeatable, objective and applicable, all of the aforementioned with the purpose of a better understanding of the analyzed malware.

Detection phase is the first phase encountered after the infection according to M.D. During this phase the malware in question is scanned by malware scanners e.g., VirusTotal. This is done for verifying whether or not the malware presents a threat already encountered or an unknown one (0-day). The verification is done based on the signature derived by the cryptographic hash of the malware. This process may not present trustworthy results when dealing with highly sophisticated and advanced threats. Also, there is a chance that the results will flag the malware as non-malicious and this can act as a trigger for further researching the root of the disruption that made the whole process start in the first place.

Isolation & Extraction phase follows the detection phase. This phase’s objective is to isolate, extract and secure the malware. This is because of the need to securely transfer the malware to an environment for the behavioral analysis. The malware is located in the infected system and it is then extracted. After the extraction, it is compressed, and a password is set. It is important for the compressed malware to be password protected because there is always the possibility that the malware will auto-execute. In addition, during this step, analysts try to gain insight of the malware’s nature and try to figure out whether the malware is a rootkit or not. In the case of a rootkit, the extraction method differs.

Next comes the Behavioral Analysis phase. During this phase analysts try to observe and take note of the changes that the execution and functionality of the malware makes to the system. This is done because changes made by the malware are the hint towards figuring out its malicious purpose. These changes that analysts must consider, are file manipulation, registry tampering, library modification, connections initiated etc. Analysts take snapshots prior to the execution of
the malware and after its execution. The differences between these snapshots are indicative of the changes made due to malware functionality. Automated dynamic analysis is also useful for this step. It helps speeding up the whole process and based on the results analysts may further manually examine the malware (e.g., when the malware seeks for user interaction). This step may need to be repeated, based on findings derived from the next step of Code Analysis & Reverse Engineering.

Last comes the Code Analysis & Reverse Engineering phase. This phase is heavily dependent on assembly language utilization. It revolves around debugging and disassembling. The core focus is the understanding of the inner workings of the malware from the code point of view. Usually, it starts with the identification of strings and continues from there on. This step reveals a lot when done by competent analysts. Thus, malware developers deploy countermeasures to assure that analysts will have a difficult time during this step, to the point that this step is even nullified. Methods of anti-debugging, encryption and obfuscation are the tools in the hands of malware developers that help them protect their product from being reverse engineered. During this step analysts may find hints that can potentially lead them back in executing again the behavioral analysis step.

3.2. SAMA (Systematic Approach to Malware Analysis)

Almost 10 years after MARE was published, a second structured methodology for MA was developed. The newly created methodology was named SAMA [6]. Given the fact that attack vectors have increased immensely during those years it seems that the MARE methodology could be deemed as inadequate for the present needs. While complete in terms of presenting the required phases to thoroughly carry out the MA procedure, MARE lacks the capacity for addressing challenges that emerged from the expansion of the deployed techniques complexity. MARE comprises of 4 phases, namely Detection, Isolation and Extraction, Behavioral Analysis, Code Analysis and Reverse Engineering as already stated.

The SAMA approach tries to standardize the MA procedure to cope with the needs of the contemporary challenges. This new approach retains the 4 phases which are now named as follows:

1. Initial Actions
2. Classification
3. Static and Dynamic Code Analysis
4. Behavioral Analysis
The aim of the new procedure is the provision of a framework capable of analyzing modern and complex malware. The demand for such a framework is the need for an iterative process which is systematic, structured, founded upon solid and rigid methods, able to assist the analysts in acquiring the knowledge necessary from a specific malware. This knowledge is derived from the information gathered throughout the analysis and is crucial for understanding the operations of a sample and as a result the possible methods of containing and removing it. Through the completion of the analysis procedure by following the four main phases, SAMA tries to figure out and carve all the needed information to finally defeat the malicious adversary.

In the Initial Actions phase of SAMA, analysts should write down the state and the form of the systems that will be used to carry out the analysis procedure. Systems can be either virtual or physical. In either case snapshots must be taken so as the possibility to revert to a clean state is reserved by the analyst. Also, the integrity of the aforementioned snapshots must be secured and thus the relevant hash values must be generated and retained. Until now the analyst has yet to begin the analysis of the actual sample in question. It can be argued that initial actions are just a preliminary phase, focused in security of the analysis environment but this phase is mandatory and a prerequisite for the analysis procedure itself.

Next comes the Classification phase. For the completion of this phase, basic static analysis steps, form an adequate procedure, which is a prerequisite for the phases to follow. The code of the sample is not examined in this phase and the main scope is the confirmation of whether there must be a continuation of the analysis process or not because until now, there are no concrete indications that the sample is either benign or malicious. The tasks of this phase include the transfer of the sample to the analysis environment, hashing of it for reasons of identification (there is the possibility for the sample to be a known threat), the collection of information from OSINT sources regarding the nature of the sample (e.g. the definition of a possible malicious sample’s family by the use of the VirusTotal online engine), the collection and analysis of the sample strings, the definition of the possibility for obfuscation techniques applied to it (e.g. by the use of entropy measurement or the detection of packaging deployed to it by using tools like PEiD) and the analysis of the sample’s format.

The Code Analysis phase follows next, and in this phase advanced static and dynamic analysis techniques are deployed for achieving the goal of analyzing the code of the sample. This is most
likely the most difficult and complex process for the analysts to complete. Unfortunately, for the modern malware which are highly sophisticated and complex, the completion of this phase is a necessity because its findings provide a great insight of how the sample operates and brings into light hidden paths of execution or obscure features that otherwise remain unseen. The techniques deployed are disassembly and debugging. Because debugging is a dynamic process, after the code analysis phase concludes, the analysis environment must be reverted back to its original state to continue towards the next phase.

The conclusion of SAMA comes with the Behavioral Analysis phase. As the name implies, in this phase dynamic and memory analysis techniques are deployed. The sample is executed in a safe analysis environment and all the changes caused by it (registry changes, connections established etc.) on the system are recorded and analyzed. Dumps of the memory of the system are gathered and the memory analysis commences to discover even the last glimpses of information that are left to be found.

Closing this part, it is of utmost importance to note that methodologies like the ones mentioned above are not locked into using only a specific arsenal of tools. This is a prerequisite because the availability of specific tools cannot be guaranteed in the long run and this fact must be always taken into consideration. A variety of tools must be compatible to a methodology and that is something that the designers of a methodology must ensure. Agility is better than rigidness in regard to this part.

4. METHODOLOGIES COMPARISON

Following the flow of the procedural execution of the SAMA mode, we are going to compare it against the MARE process. It is wise to do so since their differences can be made more apparent and thus useful conclusions may arise.

As seen already, SAMA starts with the Initial Actions phase. In this phase analysts, mainly, build and acquire the base configuration before the actual analysis of the malware sample commences. This is crucial because it provides the means to compare the outcome of the malware actions after its execution is completed, giving an established reference point during the Initial Actions phase. This phase is not present in MARE. MARE starts with the Detection phase. At this point there is an optimization favoring SAMA over MARE because detection is a process that precedes the MA chronologically (i.e. it is essentially part of the forensics procedure prior to MA procedure). Some may argue that these are also distinct parts of another, more thorough procedure (i.e. the whole process begins from realizing that there is an infection and indicates MA application over the sample). The fact is that they are not the same in essence and that detection has enormous costs associated with it e.g., hardware and software infrastructure for IDPS, AVs, firewalls etc. Also, there is a high probability that the malware would be one obtained from third parties (i.e. there is no detection taking place). Ultimately, that makes detection irrelevant to MA.

Next to come in SAMA is the Classification phase. The SAMA model defines this part as the part related to the actual static analysis of the sample in question without the inclusion of the advanced static analysis (disassembly). MARE on the other hand, continues with the Isolation & Extraction phase and throughout this phase this goal is to locate, extract and transfer of the sample. Once again, this phase loses its relevance, although not entirely, when analysts are to analyze samples already handed over by third parties. The process is not entirely irrelevant because it is important to avoid the automatic execution of the sample. Still, it seems that this phase is actual a small part of the modern approaches to MA and it is not efficient to be considered a complete process but rather a small part of existing ones. It must be also noted that during the period MARE was developed, the most fearsome adversary were rootkits and
researchers tried to develop a methodology that revolved around the dominant threat at the time (i.e. the design of the Isolation & Extraction phase of MARE is optimized for the containment and transfer of rootkits prior to the MA). While still powerful, nowadays threats like APTs have upped the ante to the game and thus this case makes the declared Isolation & Extraction phase obsolete (for the most part of it as already explained).

Code Analysis phase follows in SAMA. In this phase analysts commence the advanced static and dynamic analysis procedures (i.e., disassembly and debugging procedures). The main argument for this choice, which seemed quite odd since there was no basic dynamic analysis already completed, was the fact that the dynamic analysis procedure can actually be enhanced if it comes after the code analysis. That is because some parts of the sample’s functionality may be revealed only through code analysis and this can be later used as an asset in dynamic (behavioral) analysis. MARE continues with the Behavior Analysis process. This is actually what its name implies. It is a basic dynamic analysis applied to the sample. While still quite relevant and useful, MARE presents its disadvantage to the very fact that SAMA researchers chose to place Code Analysis before Behavioral Analysis, something that has already been explained.

To conclude, SAMA ends with the Behavioral Analysis step. This is where the dynamic analysis takes place and the sample’s behavior is observed. Conclusion scan be drawn based on the changes that took place during the execution of the malware. It is important to note that SAMA, since it was developed recently, it makes an allusion of memory analysis. This is something that is necessary because memory analysis, despite its drawbacks, may be the only analysis option available to the analysts when it comes to specific, contemporary, sophisticated foes. MARE on the other hand concludes with the Code Analysis and Reverse Engineering phase. This phase is, once again, what its name suggests and that is the application of advanced static and dynamic analysis techniques to the target (disassembly and debugging). It is easy to understand that SAMA and MARE become more or less the same towards their end with the main difference that their last two processes are reversed. This is another optimization favoring SAMA. Findings that arise throughout Code Analysis may give useful hints towards exploiting capabilities or weaknesses of the malware (e.g. the may be specific values that when used in the environment that the malware is designed to operate, may trigger some exceptional functionality of it and thus making it easier to understand the full spectrum of its nature). Also, there is no reference to memory analysis in MARE and this can be attributed to the relevant trends at the time that it was developed.

4.1. Comparison from a practical point of view

Onwards, a practical comparison of the late SAMA methodology will be done against MARE. A random Malware will be analyzed according to SAMA and at the same time a comparison will take as to what would have happened if the MARE methodology chosen.

A recent and contemporary malware sample was chosen for the procedure. It was randomly selected from a free and open database of malware samples found in dasmalwerk.eu site [26]. There was no prior knowledge of the sample itself or its nature. This was done to ensure the validity and integrity of the methodologies yielded results as a function of the fact that the sample was a mint one for those that carried out the analysis procedure. The same methodology steps would have taken place regardless of the sample in question and thus they can be repeated effectively if another specimen is chosen. The sample that was chosen is Gen:Variant.Johnnie.97338 (first seen on 2018, Johnnie variants are roaming wild in vast numbers still). No notion or idea behind its inner workings is available (not at least in a free and open form). The SHA-256 hash value of the sample is 240387329dee4f03f98a89a2feff9bf30dcbaf61fcf614cdac24129da54442762. Information about
the sample itself can be found in relevant VirusTotal and relevant sites using this hash value. This is a Malware designed for attacking Windows OS systems.

The analysis took place on a Linux host system [27], utilizing a Windows 10 guest VM [28]. A vast variety of tools was used to carry out the analysis. Examples are PEStudio, FakeNet-NG, PEview, PEid, IDA Free, x32/x64dbg, DIE, Process Explorer, RegShot.

4.1.1. Initial Actions

Throughout this phase we prepared the ground for the analysis. The relevant chain of actions was the following:

- Updated both host and guest systems. Both in terms of OS and tools that are to be used for the procedure.
- Took a clean snapshot of the guest (victim) system so as to reserve the capability of reverting back to a clean state.
- For the purpose of this paper, we acquired the sample specimen for the analysis from an open and freely available source (dasmalwerk.eu). As a result, for reasons of integrity and of course for identification and verification we hashed the sample and compared the values against those presented in dasmalwerk.eu.

$ sha256sum ~/Downloads/24037329dee4f03f98a89a2feff9bf30dcba61fc24037329dee4f03f98a89a2feff9bf30dcba61fcf5f14cdac24129da54442762

Figure 2. Finding sample's SHA-256 hash using Linux terminal

$ md5sum ~/Downloads/24037329dee4f03f98a89a2feff9bf30dcba61fcf5f14cdac24129da54442762

Figure 3. Finding sample's MD5 hash using Linux terminal

- Isolated the victim system to ensure that there is no way malware spreading to other systems/subsystems (e.g., disabling shared clipboard features and setting a host-only adapter for the guest system to use).
- The victim system was booted and a system baseline snapshot was taken for having a point of reference to compare in post-analysis phases.
In comparison, MARE begins with the Detection phase. Detection is the second stage of M.D. (Malware Defense) Timeline. It seems that detection itself is closely related to stages preceding analysis and is cut from the analysis procedure. That being said, it is easy to conclude that MARE, at the time that it was developed, tried to be more generic i.e., it did not define the standards of the MA procedure specifically but it tried to be more involved in the M.D. Timeline as a whole. This means that SAMA gains a point here.

4.1.2. Classification

Classification phase starts with the secure transfer of the specimen in the analysis system which is isolated. It is important to remember that by the time the transfer is complete analysts must close any holes created for the transfer to take place. As a result, the analysis system will return to its isolated state which is really important for security reasons.

- Once the malware was inside the analysis system and the system was once again isolated, the malware sample was hashed again for reasons of integrity verification. This ensured that nothing happened to it during the transfer.
- Next, we checked whether the threat is a known threat or it is a zero-day. We knew of course that it is a known threat (after all we downloaded it from dasmalwerk.eu) but this is a presentation of the SAMA procedure and one of the steps it dictates is the aforementioned one. For this check we used VirusTotal free tier of services [29]. Not surprisingly, we were returned with the relevant results of the already known threat.
- Then we started the dissection of the specimen. To find any available information on the “surface” of it we used PEStudio for finding useful information about the nature of the threat. Specifically:
  - It is a Windows Portable Executable (4D 5A – MZ).
It has an entropy of 3.4 which indicates a normal, unpacked and unencrypted file. This assumption is further enhanced when examining the details regarding the executable sections. Each raw and virtual size of each section is almost the same.

- It is developed for 32-bit architecture.
- It is a GUI executable.
- It was compiled on 5/9/2018.

Figure 5. Initial sample info using PESudio

- Its imports were viewed. Hints of having a functionality related to enumeration of active services, retarding process execution, gain control of processes and more, were found.

![Sample's import table as seen through PEView](image_url)
Its strings were viewed. Other than a padding space (which can be used for lowering entropy) nothing interesting was found.

![Sample's strings using Detect It Easy](image)

All of the above findings were verified by using other relevant analysis tools.

In comparison, the second phase of MARE is the part of Isolation & Extraction. As with its Detection phase, it seems that MARE loses relevance. As already stated, MARE was more generic in terms of how it perceived, at the time of its development, MA. This is not the actual case now since there is no need for the analyst to keep in mind how the Isolation & Extraction will be conducted since it is not his/her part to do so. It is something that precedes and thus it loses relevance. Analysts are focused on the analysis and dissection of the specimen handed over to them.

### 4.1.3. Code Analysis

Next comes the Code Analysis phase. In this phase analysts perform the reverse engineering of the specimen to determine its inner workings and functionality. Code Analysis involves both static and dynamic analysis of the specimen code. This is an extremely elaborate and time-consuming phase. What we did was:

- To disassemble the sample to analyze it statically. We used IDA Free for this part. The static code analysis gave us some useful insight. Specifically, there were indications that specimen developers tried to create a “buffer” zone of actions prior to the execution of the malware. This was derived from the fact that the specimen did not load starting from the entry point. We then observed that the specimen tried to map the present processes of
the system, trying to gain control and retarding execution of them (this amplifies the assumptions we made during the Classification phase). The most significant evidence found was the relation of the specimen functionality with call error functions of the system and the control of error messages [31] [32].

![Figure 8. Retarding system processes (IDA Free)](image1)

![Figure 9. Utilization of errors and I/O (IDA Free)](image2)
To debug the sample to analyze it dynamically. We used it x32dbg for this part (we already knew from the Classification phase that the sample is a 32-bit executable). Through this process we verified the findings of the disassembling that took place before. We viewed the calling of the functions related to functionality discussed in disassembling with active handles that gave hints of image file handling (verifying assumptions on GUI nature of the specimen and that handling of system error messages) [31] [32].
In comparison, the third phase of MARE is Behavioral Analysis. We can note here that both SAMA and MARE share Code Analysis and Behavioral Analysis phases. The difference is that in MARE the Behavioral Analysis phase precedes the Code Analysis one. This is another point where SAMA innovates. SAMA goes through the Code Analysis first because it takes into consideration the fact that there may be insights derived from Code Analysis that may be useful when Behavioral Analysis takes place (e.g., special comparison strings for fields found hardcoded during Code Analysis). On the other hand, there is no such case present in the precedence of Behavioral Analysis and thus we can conclude that MARE developers, while following the M.D. timeline, chose the Code Analysis to come last because of the fact that it is the most complex phase of them all.

### 4.1.4. Behavioral Analysis

The last phase of SAMA is the Behavioral Analysis phase. During this phase analysts try to view and record they changes the specimen conducts upon execution to the victim system. It is a
dynamic analysis procedure and as stated it involves the execution of the Malware executable. What we did were the following:

- After the debugging phase concluded (which itself is dynamic and involves the execution of the specimen) we reverted the system to a clean state.
- We took a snapshot of the system registry using RegShot so as to have a reference to compare to after the execution of the specimen takes place.
- Then we started all the monitoring tools we had in our toolbox because we wanted to be able to observe the behavior of the specimen in great detail. We used Process Monitor to view the modifications made by processes to the system in real time, Process Explorer to observe process execution and properties, FakeNet-NG to serve virtual network services to the malware as if the system was actually online and finally, we started Wireshark to observer connections and their status in real time.
- Then we executed the specimen and we were very careful and observant to locate its execution. It is not a rare phenomenon for malware to show their execution for a really short amount of time and then disappear to let other elements setup by them continue the mission. We successfully observed its execution for a couple of seconds by the utilization of Process Explorer.

- We let the specimen run for at least 20 minutes (we let it about half an hour). This is done because many specimens have defense mechanisms for avoiding detection which mechanisms delay the execution of the malware by a significant amount of time.
- Then we took another system registry snapshot to compare with the initial that we got pre-execution.

At this point it would be wise to note that SAMA suggests the integration of Memory Analysis as part of the Behavioral Analysis phase. A great amount of information can be mined from memory analysis and it is another point where SAMA shines since memory analysis is an alternative and
contemporary procedure which was not streamlined when MARE was developed. For our part, due to technical difficulties, we did not proceed to memory analysis although efforts were done to obtain the relevant memory dump [30].

In comparison, the final phase of MARE is the Code Analysis & Reverse Engineering phase. As already stated, it is actually the same as the third phase of SAMA which is the Code Analysis phase. The advantages of the SAMA approach have been already stated at the previous comparisons of steps.

To conclude, what was done above (except from the introductory part of the paper), is to effectively compare both theoretically and practically the only two existent and established MA methodologies and to derive the result that SAMA is indeed an improvement of the MARE one. By using a random and modern specimen we tried to preserve the neutral and integral nature of this comparison.

5. CONCLUSIONS

From the dawn of MA, there were not any generic and strictly structured procedures regarding the process of it. Until now there was only one defined model and that was the MARE (Malware Analysis and Reverse Engineering). Although quite complete and effective on its own part, MARE was designed in a time where a variety of present threats were nonexistent. Recently, a new model named SAMA (Systematic Approach to Malware Analysis) emerged to the surface. SAMA analyzes MARE and reshuffles its parts while optimizing the whole process in order to gain competence in combating the contemporary threats. Ultimately, we try to understand whether SAMA is a better fit for the malware analyst of today. It seems that this is indeed the case. SAMA takes into consideration the fact that in highly sophisticated cases of threats parts of the functionality can only be observed under extreme circumstances and thus it is better to dissect the threat prior to its execution. This is why Code Analysis precedes the Behavioral Analysis. Also, by the time MARE was written the most notorious threat were rootkits and thus big part of it was written based on this fact. Rootkits still consist a formidable foe but they do not carry the same dynamic as they did previously because the malware development has shifted its focus towards other forms of threats. This is something that SAMA remedies. Finally, another fact that differentiates SAMA from MARE is that SAMA introduces into the structure of methodology alternative and complementary techniques like memory analysis. More specifically, SAMA introduces memory analysis as an integral part of it which is embedded as a part of behavioral analysis.

While tremendously useful and important, MARE seems like it started showing its age. SAMA continues the evolution of MA methodology from the point that MARE left it. SAMA adapts the MA methodology to the current threat landscape and makes it competent to cover the needs of today’s analysts. It also removes all the unnecessary and redundant steps from M.D. Timeline which were included in MARE but do not constitute part of the MA itself (and as a result can be seen as irrelevant with the work of the analysts). Thus, it can be said that SAMA can be considered as an optimization of MARE. As such, SAMA achieves its purpose, and it is indeed a modern methodology for the modern MA.

As a closure we can argue that SAMA is still quite fresh and it must prove itself against highly esteemed opponents like highly sophisticated ransomware. Also, given the fact that MA evolves and extends using ML methods it is quite interesting (and also food for thought) to see whether SAMA has the required modularity to embed ML techniques in its proposed model of MA. Topics of IMG-based or entropy-based analysis, especially while deploying Deep Learning
techniques has an enormous interest and it can be seen as a great path to pursue in terms of research.
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