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ABSTRACT

The article represents the elementary and general introduction of some characterizations of the extended gamma and beta Functions and its important properties with some various representations. This paper provides reviews of some of the new proposals to extend the form of basic functions and some closed-form representation of more integral functions is described. Some of the relative behaviors of the extended function, the special cases resulting from them when fixing the parameters, the decomposition equation, the integrative representation of the proposed general formula, the correlations related to the proposed formula, the frequency relationships, and the differentiation equation for these basic functions were investigated. We also investigated the asymptotic behavior of some special cases, known formulas, the basic decomposition equation, integral representations, convolutions, recurrence relations, and differentiation formula for these target functions by studying. Applications of these functions have been presented in the evaluation of some reversible Laplace transforms to the complex of definite integrals and the infinite series of related basic functions.
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INTRODUCTION:

Researchers abstractly consider natural phenomena when modeled according to a classification that includes three cases according to their specific total traceability, the first case as a deterministic value, the second as random, and the third as a chaotic phenomenon whose values are cited in the cases described according to the target models. Stochastic models include the largest aspect of the targeted phenomena. Therefore, the probability and statistics has been the wide field in which researchers go to study random issues, where the random variable is described as a function that expresses the random quantity, a function that expresses the value of the results of a random phenomenon at the resulting values of the function (Blitzstein et al., 2014).
adding additional parameters to the existing distribution to create a new family distribution to represent a combination of random models (Lee et al., 2013).

The probability density function (pdf) of continuous distributions is seen as a function of the random variable \( X \) that fulfills the following two conditions:

\[
\begin{align*}
& f_X(x) \geq 0, \quad \text{for all values of } x \\
& \int_{-\infty}^{\infty} f_X(x)dx = 1
\end{align*}
\]  

(1)

Through the two conditions mentioned in equation (1) has been many functions that meet these two conditions, and based on the modeling of statistical distributions, many researchers were able to propose functions that took their name. In order to expand any pdf, the following formula was adopted:

\[
g_X(x) = \frac{x^k f_X(x)}{E(X^k)}
\]  

(2)

Whereas, \( E(X^k) = \int_{-\infty}^{\infty} t^k f_X(t)dt \) and \( g_X(.) \) the new pdf of the random variable \( X \). Many researchers have been able to propose a formula for the pdf as a generalized formula as follows:

\[
g_X(x/ f, p) = \frac{f_X(x)}{p(F(x))}
\]  

(3)

The formula (3) is defined by Ferreira and Steel, (2006) in order to represent skewed distributions based on symmetrical distribution (Harold et al., 1972). Several important distribution families have been generated and derived, including the T-X family. (Alzatreh et al., 2013; Rudin &Walter, 1987) have studied some of their details. From generalized versions of equations (2) and (3), a more number of continuous distribution families can be created. In this work, we seek to address both extended generalized gamma distribution and extended Beta distribution, and demonstrate some properties and applications (Awadala et al., 2020).

**History of Gamma Function and its Changes**

In order to know most of the new formulas that have been derived from the generalization of the general form of the gamma function and the incomplete functions of the gamma function, it is noted that it is very important to give an integrated review of the history of the emergence and development of integrative functions and how to trade the formulas real numbers, or a combination of both types, which are very rare.

The conditions of the well-known probability density function have been met, and there is still a difference between two random variables with the same probability distribution from the point of view that they are randomly related or independent, and this is clear from the results of choosing the random values of the random variable according to the probability distribution function investigated (Johnson et al., 1994). Since the nineteenth century, many scholars have been developing research on probability distributions that reflect statistical phenomena with a high level of stochastic inference, and allow real phenomena to be traced within appropriate proportions to the real world. Pearson, (1895) was able to present a model for generating continuous distributions emanating from differential equations, which took its name, and the distribution of Pearson models, then the models developed by the researcher Johnson, (1949), followed by Burr models, and other wonderful models that achieved stimulating results, in addition to models That radically changed the view of scientists about probability distributions and their applications (Bachioua, 2013; 2014). Tukey, (1960) was able, through alignment models, to develop methods based on quantitative functions and find a probability distribution that allows the adaptation of continuous and discrete random distributions (Bachioua & Shaker, 2006). With the new developed results achieved by these models and the expansion in the field of application, many articles have appeared interested in trading the probability distributions and searching for the relationship between each other, where I heard the results obtained from making approximate maps of the links between most of the probability distributions and the special case involving each other (AL Jarrah et al., 2014). Interest has expanded in recent years to developing and extending innovative methods for generating statistical distributions, finding some distributions that include most possible models for other distributions that do not conflict with the law of central tendency to achieve general goals and flexibility to reduce margins of errors when generating pseudorandom numbers. Lee et al. (2013) noted that most of the methods developed after the 1980s are methods of standardization for several reasons, including that these new methods are based on the idea of combining two existing distributions or
exp\((-b/t)\) in the form equation (5). We note the following relation equation by (16):

$$\Gamma_b(\alpha) = \int_0^{+\infty} t^{\alpha-1} e^{-t/b} dt$$  \hspace{1cm} (6)

The formula for the gamma function can be shown in two basic parts by the incomplete upper form of the gamma function and the incomplete lower part of the incomplete gamma function, according to the formula:

$$\Gamma_b(\alpha) = \gamma_b(\alpha, x) + \Gamma_b(\alpha, x)$$

Due to the huge success of the gamma function, many authors have defined and discussed different type of gamma function in recent years. Recently Kobayashi, (1991) considered a generalized gamma function in the generalized form by –

$$\Gamma_r(\alpha, n) = \int_0^{+\infty} t^{\alpha-1}[t+n]^{-\beta} e^{-t} dt$$  \hspace{1cm} (7)

Kobayashi considered the field of flat-wave diffraction by tape using the Wiener-Hopf technique. Bachioua, (8) has demonstrated a new generalization of the gamma function proposed by Kobayashi earlier by introducing the parameter m the first time and representing the new gamma function through the following formula:

$$\Gamma_r(\alpha, n, m) = \int_0^{+\infty} t^{\alpha-1}[t+m+n]^{-\beta} e^{-t} dt$$  \hspace{1cm} (8)

Bachioua later defines additional parameters, and studies the convergence of the extended generalized gamma function in terms of six parameters; it used modified forms of the generalized gamma function of the Kobayashi function, which is a special case when Bachioua fixes some parameters of the extended gamma function (8):

$$\Lambda_r(\alpha, n, m, p, \lambda) = \int_0^{+\infty} t^{\alpha-1}[t+m+n]^{\lambda} e^{-\lambda t^{\gamma}} dt$$  \hspace{1cm} (9)

The properties of convergence for the integrative function were studied for the six parameters for \(\alpha, n, m, p, \lambda\) positives and \(r\) real numbers (8). Equation (7) is a special case of equation (8), which is itself a special case of equation (9) and can be checked by fixing parameters at special values. The expanded gamma function can be reformulated to more broadly reflect most of the new modifications and add withdrawals to the exponential variables. The proposed formula of seven parameters is given the following formula:

$$\Lambda_r(\alpha, n, m, p, k, \lambda) = \int_0^{+\infty} t^{\alpha-1}[t+n]^{\lambda} e^{-\lambda t^{\gamma}} dt$$  \hspace{1cm} (10)

emanating from the generalized formula, where the gamma function attracted the attention of some of the most prominent scientists Mathematics of all time. Initially the first function was first introduced by Leonhard Euler while pursuing the goal of generalizing the factorization of computations to incorrect values. In a letter dated 08/01/1730 to Christian Gold Bach, Sandifer, (2007) Suggest the first form of the gamma function, as follows:

$$\Gamma(x) = \int_0^{(+\infty)} (-\log(t))^{x-1} dt.$$  \hspace{1cm} (4)

The equation (4) named Euler function; this function belongs to category of the special functions and appears in various area as Zeta Riemann function, Hyper geometric series, and number theory (Abramowitz Milton & Stegun Irene, 1972). Until the middle of the last (twentieth) century, mathematicians relied on hand-made approximation tables in which values were calculated in the case of the gamma function, especially the tables computed by Gauss in 1813 and the ones computed by Legendre in 1825, which were used respectively In calculating the values of changing variables related to the significance of the gamma function values. If let \(u = \log(t)\) in equation (1) for \(x > 0\) we get the function equation in the new form:

$$\Gamma(x) = \int_0^{(+\infty)} t^{x-1} e^{-t} dt = 2\int_0^{(+\infty)} t^{x-1} e^{-t^2} dt$$  \hspace{1cm} (5)

The equation (5) named gamma function and the relation \(\Gamma(x + 1) = x\Gamma(x)\) is the important functional equation, for integer values the equation becomes

$$\Gamma(n + 1) = n!.$$  

This led Legendre in 1811 to decompose the gamma function into the incomplete gamma functions, \(\gamma(\alpha, x)\) and \(\Gamma(\alpha, x)\) which represent (16): The upper incomplete gamma function is defined as:

$$\Gamma(\alpha, x) = \int_x^{(+\infty)} t^{\alpha-1} e^{-t} dt$$

Whereas the symbol for the definition of the lower incomplete gamma function is indicated as:

$$\gamma(\alpha, x) = \int_0^{x} t^{\alpha-1} e^{-t} dt$$

Because of the importance in simplifying the symbols, the regular form of the gamma function holds, and is defined as:

$$\Gamma(\alpha) = \gamma(\alpha, x) + \Gamma(\alpha, x)$$

Choudhury and Zubair were able to extend the scope of these functions by introducing new formula, where when you put a new regularization variable
In order to respond to the most important proposed formulas for expanding the formulas of the generalized gamma function by expansion, the researcher seeks to continue to propose a new formula, which is the content of the later part of this article, as it is determined according to the parameters domain that makes the defined integral in terms of eight convergent parameters. The probability density function diagrams (pdf) for X indicate different values for the parameters of the gamma function for the most important changes in the shape of the graphics, which allows identifying the areas of possible applications, which are shown in the Fig 1.

**Fig 1:** Graph of pdf function $\alpha$ versus with $r = 0.2; \alpha = 1.5; n = 0.5; m = 0.3; p = 0.1; b = 1$.

**Fig 2:** Graph of pdf function $\lambda$ versus with $r = 0.2; \alpha = 1.5; n = 0.5; m = 0.3; p = 0.1; b = 1$.

In Fig 2, shows the visual representation of the pdf file of the random variable function X, in which the important properties of the proposed model appear, and for the sake of broad investment and maximum benefit from the new properties of the proposed model referred to, the researcher also proposes the extended generalized function of the new incomplete gamma function as the following:

$$\Lambda_r(\alpha, n, m, p, k, \lambda) = \gamma_r(\alpha, n, m, p, k, \lambda : x) + \Lambda_b(\alpha, n, i)$$

It is time to introduce the proposed new form of the extended incomplete gamma function as:

$$\gamma_r(\alpha, n, m, p, k, \lambda : x) = \int_0^\infty t^{n+r-1} e^{-t x^{-1} (1-x^{-1})^{-2}} t^{r-p} dt$$ (11)

It is necessary to trace the cases that show the most important additions introduced by the new proposal, it is also useful to search for the relationships between the original beta function and its extension, and in this regard, we first present the relationship between them. With ease and simplicity, the generalization reviewed by researcher Boudjelkha Mohamed, in 2017 can be expressed as (Mohamed et al., 2000) follows:

$$\gamma_0(\alpha, n, 1, 2, 1, 0 : x) = \int_0^x t^{\alpha-1} e^{-t x^{-1}} dt \equiv \gamma_0(\alpha, n : x)$$

**Proposed Extended BETTA Function**

In 1997, Chaudhary et al. from a paraphrase, another extension of the classical beta function defined as follows are presented:

$$B_p(\alpha, \beta) = \int_0^1 t^{\alpha-1} (1-t)^{\beta-1} e^{-t} t^{p} dt, \quad p \geq 0$$

In 2018, Mehar et al. (Harold & Bertha, 1972) introduced the extended additional extension of the classical beta function defined as follows;

$$\Lambda_r(\alpha, n, m, p, k, \lambda) = \int_0^\infty t^{n+r-1} e^{-t x^{-1} (1-x^{-1})^{-2}} t^{r-p} dt$$ (11)

In order to understand the most important ideas, the pdf function of the random variable X has been drawn for different selected values of some parameters included in the function, which are from the Fig 2.
It’s time to ask the most important question about the possibility of finding a more comprehensive formula or additional specific conditions for the transformation function that preserve the convergence of the integral of the beta transformation function. With this, we introduce a new extension of the classic beta function as follows:

$$B_j(\alpha, \beta, k, p) = \int_0^\infty t^{\alpha-1}(1-t)^{\beta-1}\exp\left\{-\lambda t^k (1-t)^p\right\}dt, \alpha, \beta, p, k, \lambda \in IR^+$$

The random variable $X$ for some different selected values of the shape parameters (4).

In Fig 4, the graph of the pdf function of the random variable $X$ is presented, which shows some important properties of the previously mentioned model.

**Property 1:** The formula for the function $B_j(\alpha, \beta, k, p)$ can be re-expressed in the following simple form:

$$B_j(\alpha, \beta, k, p) = \int_0^\infty x^{\alpha-1}(1+x)^{-(\alpha+\beta)}\exp\left\{-\lambda x^k (1+x)^{(k+p)}\right\}dx$$

**Proof:** First, we change the unknown $x = t (1-t)^{-1}$, this confirms that when $t$ he changes $0$ to $1$, then $x$ he changes from $0$ to $\infty$ and $dt = (1-x)^{-2}dx$

$$B_j(\alpha, \beta, k, p) = \int_0^1 t^{\alpha-1}(1-t)^{\beta-1}\exp\left\{-\lambda t^k (1-t)^p\right\}dt$$

$$= \int_0^\infty \left(\frac{x}{1+x}\right)^{\alpha-1}\left(1 - \frac{x}{1+x}\right)^{\beta-1}\exp\left\{-\lambda \left(\frac{x}{1+x}\right)^k \left(1 - \frac{x}{1+x}\right)^p\right\}(1-x)^{-2}dx$$

**Property 2:** The formula for the function $\Lambda_j(\alpha, m, p, \lambda, k)$ can be re-expressed in the following simple form:

$$\Lambda_j(\alpha, m, p, \lambda, k) = \int_0^\infty x^{\alpha-1}(1+x)^{(\alpha+\beta)}\left(\frac{x}{1+x}\right)^m\exp\left\{-\lambda \left(\frac{x}{1+x}\right)^p - (1-\lambda)\left(\frac{x}{1+x}\right)^{-k}\right\}dx$$

We recall that the transformation of the beta function (Mehar et al., 2018) of $f(t)$ can be redefined as:

$$BT(\alpha, \beta) = \int_0^t t^{\alpha-1}(1-t)^{\beta-1}f(t)dt$$

From the first suggestion, note the formula of the function $f(t) = e^{-\frac{p}{\lambda(1-t)}}$, and in the second suggestion, note that the formula of the function $f(t) = e^{-p(1-t)}$. In order to show some important cases, some cases of the pdf function of the random variable function $X$ are represented for some different selected values of the function parameters, which are shown in the Fig 3. In Fig 3, the graph of the pdf function of the random variable $X$ is presented, which shows some important properties of the proposed model.
**Proof:** First, we change the unknown \( t = (1 - x)^{-1} \), this confirms that when \( t \) changes \( 0 \) to \( +\infty \), then \( x \) he changes from \( 0 \) to \( 1 \) and \( dt = (1 - x)^{-2} \, dx \)

\[
\Lambda_{r}(\alpha, n, m, p, \beta, k) = \int_{0}^{\infty} t^{\alpha-1} \left[ t^{m+n} \right] \exp \left\{ -\lambda t^{1-(1-k)} \right\} dt
\]

\[
= \int_{0}^{\infty} \left( \frac{x}{1+x} \right)^{\alpha-1} \left[ \left( \frac{x}{1+x} \right)^{m+n} \right] \exp \left\{ -\lambda \left( \frac{x}{1+x} \right)^{1-\lambda} - (1-\lambda) \left( \frac{x}{1+x} \right)^{-\lambda} \right\} (1-x)^{-2} \, dx
\]

**Remark:** By examining both property (1) and property (2), the special cases of both proposed functions can be easily expressed, and thus there is still a wide common field between the two functions, which expands the scope of participation and inclusiveness of the gamma function with respect to the beta function, which has been expanded, and from

During the presented proposal, we review some forms of the pdf function of the random variable \( X \) for different selected values of the function parameters as in the **Fig 5**.

**Fig 4:** Graph of pdf function \( n \) versus with \( r = 1; \alpha = 0.3; m = 1.2; \lambda = 0.7; p = 0.6; b = 1 \).

In **Fig 5**, the graphical representation of some cases of the pdf function of the random variable \( X \) is presented, which shows the important properties of the proposed model.

**Convergence of Extended BETA and GAMMA Function**

In this section, we will talk about some special cases of beta and gamma extended functions that fall into the category of these convergent extended integrals. Therefore, we will discuss again and mainly the affinity of this particular function of the proposed functions, which is an improper integral.

**Convergence of the Extended BETA Function**

\[
B_{r}(\alpha, \beta, k, p) = \int_{0}^{\infty} t^{\alpha-1} (1-t)^{\beta-1} \exp \left\{ -\lambda t^{1-(1-k)} \right\} dt \quad \text{Case (a): for } \lambda = 0
\]

Case (1): for \( \alpha \geq 1, \beta \geq 1 \) the considered integral has a definite value, and who it is a convergent integration.

Case (2): for \( 0 < \alpha < 1, 0 < \beta < 1 \), let \( 0 < c < 1 \), then
The real exponential function can be described in several equivalent ways, which is the most common way, as it is defined by the power series as follows (Rudin & Walter, 1987).

$$\exp\left\{-\lambda t^k (1-t)^p\right\} = \sum_{i=0}^{\infty} \frac{(-\lambda)^i}{(i)!} t^i (1-t)^p$$

The beta function $B(\alpha, \beta, k, p)$ is defined by

$$B_0(\alpha, \beta, k, p) \equiv B(\alpha, \beta) = \int_0^1 t^{\alpha-1} (1-t)^{\beta-1} dt = \int_0^\infty t^{\alpha-1} (1-t)^{\beta-1} dt + \int_0^1 t^{\alpha-1} (1-t)^{\beta-1} dt$$

Consider $I_1 = \int_0^\infty t^{\alpha-1} (1-t)^{\beta-1} dt$, let $f(t) = t^{\alpha-1} (1-t)^{\beta-1}$ and $g(t) = t^{\alpha-1}$ then

$$\lim_{n \to 0} f(t)/g(t) = \lim_{n \to 0} t^{1-\alpha} (1-t)^{\beta-1} = \lim_{n \to 0} (1-t)^{\beta-1} = 1,$$

and now for the comparison we have to take another function $\int_0^\infty \frac{dt}{(1-t)^{\alpha-1}}$ converge for $1 - \alpha < 1$, and then $I_1$ converge for $\alpha > 0$.

Consider $I_2 = \int_0^1 t^{\alpha-1} (1-t)^{\beta-1} dt$, let $f(t) = t^{\alpha-1} (1-t)^{\beta-1}$ and $g(t) = (1-t)^{\beta-1}$, then

$$\lim_{n \to 1} f(t)/g(t) = (1-t)^{\beta-1} t^{\alpha-1} (1-t)^{\beta-1} = \lim_{n \to 1} t^{\alpha-1} = 1,$$

and now for the comparison we have to take another function $\int_0^1 \frac{dt}{(1-t)^{\alpha+1}}$ converge for $1 - \beta < 1$, and then $I_2$ converge for $\beta > 0$. We can conclude from the behavior of this improper integral this test integral. Therefore, this converges for $0 < \alpha < 1, 0 < \beta < 1$.

The improper integral $B_\lambda(\alpha, \beta, k, p) = \int_0^1 t^{\alpha-1} (1-t)^{\beta-1} \exp\left\{-\lambda t^k (1-t)^p\right\} dt$ converge for $\lambda = 0, \alpha > 0, \beta > 0, k, p \in IR$.

Case (b): for $\lambda > 0$

The inequality $0 \leq \int_0^1 t^{\alpha-1} (1-t)^{\beta-1} \exp\left\{-\lambda t^k (1-t)^p\right\} dt \leq \int_0^1 t^{\alpha-1} (1-t)^{\beta-1} dt = B(\alpha, \beta)$

Satisfy the improper integral converges for $\alpha > 0, \beta > 0, \lambda \geq 0, p, k \in IR$.

Case (c): for $\lambda < 0$, then $-\lambda t^k (1-t)^p \geq 0$ for $p, k \in IR$.

The real exponential function can be described in several equivalent ways, which is the most common way, as it is defined by the power series as follows (Rudin & Walter, 1987).

$$\exp\left\{-\lambda t^k (1-t)^p\right\} = \sum_{i=0}^{\infty} \frac{(-\lambda)^i}{(i)!} t^i (1-t)^p$$

$$B_\lambda(\alpha, \beta, k, p) = \int_0^1 t^{\alpha-1} (1-t)^{\beta-1} \exp\left\{-\lambda t^k (1-t)^p\right\} dt = \int_0^1 t^{\alpha-1} (1-t)^{\beta-1} \sum_{i=0}^{\infty} \frac{(-\lambda)^i}{(i)!} t^i (1-t)^p dt$$

$$= \sum_{i=0}^{\infty} \frac{(-\lambda)^i}{(i)!} B(\alpha + ik, \beta + ip)$$

The beta function $B(\alpha + ik, \beta + ip)$ define for all $\alpha + ik > 0, \beta + ip > 0$ where $i = 0, 1, 2, ..., +\infty$ and the series $\sum_{i=0}^{\infty} \frac{(-\lambda)^i}{(i)!} = \exp\left\{-\lambda\right\}$ converge, then the bounded of series

$$0 \leq \sum_{i=0}^{\infty} \frac{(-\lambda)^i}{(i)!} B(\alpha + ik, \beta + ip) \leq \max_{i=0}^{+\infty}\left\{B(\alpha + ik, \beta + ip)\right\} \sum_{i=0}^{\infty} \frac{(-\lambda)^i}{(i)!}$$

The Function converges for $\alpha > 0, \beta > 0, \lambda, k, p \in IR$.

$$B_\lambda(\alpha, \beta, k, p) = \int_0^1 t^{\alpha-1} (1-t)^{\beta-1} \exp\left\{-\lambda t^k (1-t)^p\right\} dt$$
Convergence of the extended GAMMA function:

\[
\Lambda_0(\alpha, n, m, p, \lambda, k) = \int_0^\infty t^{\alpha-1} [t^m + n]^r e^{-\lambda t^{p-1} (1-k)^4} dt
\]

**Case (a):** For \( r = 0 \), \( p = 2 \) the integral is represent gamma integral defined by:

\[
\Lambda_0(\alpha, n, m, 2, 1, k) = \int_0^\infty t^{\alpha-1} e^{-t} dt \equiv \Gamma(\alpha)
\]

**Case (1):** For \( \alpha \geq 1 \), the integral is bounded in and for \( 0 \leq t \leq a \), where \( a \) is arbitrary we check the convergence of \( \int_0^a t^{\alpha-1} e^{-t} dt \). Consider \( f(t) = t^{\alpha-1} e^{-t} \) and \( g(t) = t^{-\alpha} \), \( \alpha > 1 \), then by comparison test integral, the limit \( \lim_{n \to \infty} \frac{f(t)}{g(t)} = \lim_{n \to \infty} t^{2\alpha-1} e^{-t} = 0 \). Then \( \Gamma(\alpha) \) converges for \( \alpha \geq 1 \).

**Case (2):** For \( 0 < \alpha < 1 \), then \( \int_0^a t^{\alpha-1} e^{-t} dt = \int_0^a t^{\alpha-1} e^{-t} dt + \int_0^a t^{-\alpha} e^{-t} dt \), the integral \( \int_0^\infty t^{\alpha-1} e^{-t} dt \) converge. Suppose \( f(t) = t^{\alpha-1} e^{-t} \) and \( g(t) = t^{-\alpha} \), \( \alpha > 1 \), then by comparison of integral test, the limit \( \lim_{n \to 0} \frac{f(t)}{g(t)} = \lim_{n \to 0} e^{-t} = e^{-0} = 1 \neq 0 \), then \( \int_0^a t^{\alpha-1} dt \) converges for \( 0 < \alpha < 1 \).

Then \( \Gamma(\alpha) \) converges for \( 0 < \alpha < 1 \). Case (1) and Case (2) prove the convergence of gamma function

\[
\Gamma(\alpha) = \int_0^\infty t^{\alpha-1} e^{-t} dt, \alpha > 0.
\]

**Case (3):** For \( \alpha \leq 0 \), then \( \int_0^\infty t^{\alpha-1} e^{-t} dt = \int_0^\infty t^{\alpha-1} e^{-t} dt + \int_0^\infty t^{-\alpha} e^{-t} dt \), the integral \( \int_0^\infty t^{\alpha-1} e^{-t} dt \) converge. Suppose \( f(t) = t^{\alpha-1} e^{-t} \) and \( g(t) = t^{-\alpha} \), \( \alpha > 1 \), then by comparison integral test, the limit \( \lim_{n \to 0} \frac{f(t)}{g(t)} = \lim_{n \to 0} e^{-t} = e^{-0} = 1 \neq 0 \), then \( \int_0^a t^{\alpha-1} dt \) diverges for \( \alpha \leq 0 \). Then \( \Gamma(\alpha) \) diverges for \( \alpha \leq 0 \). Hence, for Case (1), Case (2) and Case (3) prove the convergence of gamma function \( \Gamma(\alpha) = \int_0^\infty t^{\alpha-1} e^{-t} dt, \alpha > 0 \). The improper integral \( \Gamma(\alpha) = \int_0^\infty t^{\alpha-1} e^{-\lambda t^{p-1} (1-k)^4} dt \) is converges.

**Case (b):** For \( r = 0 \), \( \lambda = 0 \), \( p = 2 \) the integral is represent gamma integral defined by:

\[
\Lambda_0(\alpha, n, m, 0, 0, 2, k = -2) = \int_0^\infty t^{\alpha-1} e^{-\lambda t} dt \equiv \Gamma(\alpha), \text{ similar result to case (a)}. \]

**Case (c):** For \( r > 0 \), then \( t^m \leq t^m + n \) then \( t^{-m} \geq \left[t^m + n\right]^{-r} \). The inequality

\[
0 \leq \int_0^\infty t^{\alpha-1} [t^m + n]^r e^{-\lambda t^{p-1} (1-k)^4} dt \leq \int_0^\infty t^{\alpha-1} e^{-\lambda t^{p-1} (1-k)^4} dt \equiv \Gamma(\alpha)
\]

Satisfy the improper integral converges for \( \alpha > 0, \beta > 0, m < \frac{\alpha}{r}, n \geq 0, \lambda, p, k \in IR \).

**Case (d):** For \( r < 0 \), then for \( 0 \leq t^{\alpha-1} [t^m + n]^r \leq t^{\alpha-1} [t^m + n]^{r+1} \) and let \( s = [r] + 1 \in IN \)

\[
0 \leq t^{\alpha-1} [t^m + n]^r \leq t^{\alpha-1} [t^m + n]^{r+1} = t^{\alpha-1} [t^m + n] = \sum_{i=0}^s \left( \frac{i}{s} \right) (n)^{r-1} t^{\alpha m-i-1}, \text{ then inequality}
\]

\[
0 \leq \int_0^\infty t^{\alpha-1} [t^m + n]^r e^{t^{p-1} (1-k)^4} dt \leq \sum_{i=0}^s \left( \frac{i}{s} \right) (n)^{r-1} \int_0^\infty t^{\alpha m-i-1} e^{t^{p-1} (1-k)^4} dt
\]

and the,

\[
0 \leq \int_0^\infty t^{\alpha-1} [t^m + n]^r e^{t^{p-1} (1-k)^4} dt \leq \sum_{i=0}^s \left( \frac{i}{s} \right) (n)^{r-1} \int_0^\infty t^{\alpha m-i-1} e^{t^{p-1} (1-k)^4} dt \leq \sum_{i=0}^s \left( \frac{i}{s} \right) (n)^{r-1} \Gamma(\alpha - m i)
\]
and the \(\Gamma(\alpha - m i)\) converge to \((\alpha - m i)\) for all \(i\) then \(\alpha - m r > 0 \Rightarrow m > \frac{\alpha}{r}\) and for
\[
r \to -\infty, \frac{\alpha}{r} \to 0, \alpha > 0.
\]
and the integral of extended gamma function
\[
\Lambda_r(\alpha, m, n, p, \lambda, k) = \int_0^{+\infty} t^{m-1} \left[t^m + n\right]^{r-1} e^{-\lambda t^{r-1}} dt
\]
is converge for \(m < 0\).

Proposed Extended GAMMA Model Distribution

In this section, we look at the background of the gamma distribution and the most important recent extensions to it. The distribution of the gamma arose from the random variable, according to the authors Johnson et al. (1994) in their book that dealt with the subject thoroughly, and that the first to suggest the distribution was Laplace, (1836) when studying some applied cases including the later variable "constant precision" (19), it was used in several areas including the distribution of Gamma for waiting time data modeling, and data systems reliability study. References specializing in probability distributions indicate that Amoroso, (1925) made the first generalization of the gamma distribution when he examined the generalization on the application of income rates and the financial issues of the distribution by representing the model in terms of three parameters. During the twenty years of the last century, some researchers were able to make a first generalization of the distribution presented by Stacey (1962), where he was able to add the location parameter, and then continued studies and research competent in studying the characteristics of the distribution and its basic applications, researchers Mudholkar and Srivastava, (1993) referred to the method Exponential to derive distribution models in its own cases that Stacy previously generalized. In particular, statisticians seek to use the method of deep analysis of the data used, but it becomes difficult when dealing with some intertwined, complex phenomena using classical statistical methods based on the method of non-generalized distributions. These new cases studied and studied by specialized statisticians, motivated them to seek to develop rhythm and comprehensive representation, whether in terms of continuous distributions, or models capable of expressing more clearly, and studying the special properties of the target phenomena data. Some researchers have been able to provide a series of other generalizations complementing the previous ones, such as (Bradley, 1988; Klebaner, 1989; Bondesson, 1989; Lee & Gross,
which shows the important properties of the proposed model. For a review of methods for constructing continuous distributions of the T-R{Y} family, Lee et al. (2013), where several attempts to study different distributions in the T-R{Y} family have been observed in the past (Rudin & Walter, 1987) and variants generating the generalized odd gamma distribution (Hosseini et al., 2018). Note by Hosseini et al. (2018) that the adoption of a mixture of pseudorandom number-generating models of the gamma distribution with a generalized transformation, as it is known to be able to generate highly flexible distributions, has significant advantages in data analysis (adjustment control and provides more flexibility compared to the baseline distribution adopted in quasi-number generation). Randomization by alignment, and produces a slight skew for symmetric distributions, and other desirable properties in the simulation (Hosseini et al., 2018). Given the recent results achieved during the previous studies, the researcher believes that it is necessary to find a general formula to expand the range of previous distributions, and provide researchers with more flexibility to represent continuous data. The researcher proposes the extended formula for the specific probability density function for the random variable of this distribution, as follows:

\[ f(\alpha, n, m, p, \lambda, k; x) = \frac{x^{\alpha-1}}{\Lambda_x(\alpha, n, m, p, \lambda, k)} \left[ x^m + n \right]^r \exp \left\{ \lambda x^{p-1} + (1-\lambda)x^{-k} \right\} \]

where \( \Lambda_x(\alpha, n, m, p, \lambda, k) \) is the beta function and its applications, Binet, (1839) used the name "beta function", and in the period between 1877 and 1888 the beta distribution was studied by several researchers, who are referred to in the same article by (Bigler, 1888; Schonholzer, 1877) Harold Jeffreys & Bertha Jeffreys, (1972). Many researchers in probability theory and statistics indicate that the beta distribution is a family of continuous probability distributions that are defined across the time.

In Fig 7, the graphical representation of the pdf function of the random variable \( X \) is presented,

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Fig7}
\caption{Graph of pdf function \( b \) versus with \( p = 0.6; \alpha = 1.5; m = 1.2; \lambda = 1.4; n = 1.5; r = 1 \).}
\end{figure}

One of the most important applications of the \( \beta \) distribution is used to represent the uncertainty in the probability of a random event, as it is also used to describe empirical data and predict the random behavior of percentages and fractions of pseudorandom values, where the range of the results obtained, usually known, becomes between zero and one. The \( \beta \) distribution is usually applied to model some behavior of stochastic variables that is limited to setting values \( \alpha \) and \( \beta \) in intervals of limited length, from the extended beta distribution, which was investigated by Al-Zatira et al. (2013) of the TR (W) family, and among the pseudorandom number generators most used in previous years, has been called a gamma generator see (Zografos & Balakrishnan, 2009; Ristic & Balakrishnan, 2012; Tobari & Montazari, 2012), the logarithmic gamma generator see Aminial, (2014), and the experimental Weibull extended generator of the Weibull generator (Alzaatreh et al., 2013) and Bourguignon et al. (2014). Some figures for the pdf function of the random variable \( X \) have been plotted for some different selected values of the model parameters, which are shown in the Fig 7.

Proposed Extended BETA Model Distribution:
The references can be examined and it is easy to find that the beta function was first used by the researcher Wallis, (1655), then the researcher Euler, (1730) when studying the properties of this gamma function, both J. used many of the properties of this function and its applications, Binet, (1839) used the name "beta function", and in the period between 1877 and 1888 the beta distribution was studied by several researchers, who are referred to in the same article by (Bigler, 1888; Schonholzer, 1877) Harold Jeffreys & Bertha Jeffreys, (1972). Many researchers in probability theory and statistics indicate that the beta distribution is a family of continuous probability distributions that are defined across the time.
CONCLUSION:
The proposed models allow providing great opportunities for modeling operations of random phenomena, in addition to providing experiments based on pseudo-random numbers generated using simulation and skew methods, and this gives a wider scope for the applications of these functions in proposing comprehensive probability distributions, in addition to physical applications related to generalized functions.
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