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Abstract The advent of quantum computing processors with possibility to scale beyond experimental capacities magnifies the importance of studying their applications. Combinatorial optimization problems can be one of the promising applications of these new devices. These problems are recurrent in industrial applications and they are in general difficult for classical computing hardware. In this work, we provide a survey of the approaches to solving different types of combinatorial optimization problems, in particular quadratic unconstrained binary optimization (QUBO) problems on a gate model quantum computer. We focus mainly on four different approaches including digitizing the adiabatic quantum computing, global quantum optimization algorithms, the quantum algorithms that approximate the ground state of a general QUBO problem, and quantum sampling. We also discuss the quantum algorithms that are custom designed to solve certain types of QUBO problems.

1 Introduction

Quantum computers [1, 2] are theoretically proven to solve certain families of computational problems faster than the best known classical algorithms [3, 4, 5]. There are different paradigms to realize quantum computing [6] including (but not limited to) adiabatic quantum computing (AQC) [7] and gate model quantum computing [8]. Each paradigm can be realized within various systems [9, 10, 11, 12]. Over the past years there has been an impressive progress in the field of AQC [12, 13, 14], with many practical problems within the field of combinatorial optimization are proposed to be solved using this approach [15, 16, 17, 18, 19, 20]. As AQC (at zero temperature) and gate model quantum computing are shown to be polynomially equivalent [21], a valid question would be how to solve combinatorial optimization problems on a gate model quantum computer. Here we will address this question by giving a short survey on quantum algorithms for solving combinatorial optimization problems. We mainly focus on quadratic unconstrained binary optimization (QUBO) problems although the arguments can be generalized to any unconstrained discrete variable optimization problem.

The primary objective in quantum algorithm design is to devise algorithms which require less time and resources to find an optimal (or near-optimal) solution to a specific computational task [22, 23]. Shor’s factorization algorithm [4] is an example of a quantum algorithm that performs prime factorization in polynomial time. Due to Shor’s algorithm, the prime factorization is now in the complexity class BQP (bounded-error quantum polynomial time), whereas all of the other existing classical algorithms solve the problem in sub-exponential time [24, 25]. The exponential speed-up of Shor’s factorization algorithm gives rise to the question of whether other problems in the NP can be reduced to BQP on a quantum computer.

Quadratic unconstrained binary optimization is important in that it provides us with the ability to formulate many applied problems in combinatorial optimization and is defined by:

$$\min x^tQx$$

s.t. $x \in \{0, 1\}^n$.
where $Q$ is an $n$-by-$n$ square, symmetric matrix of real-valued coefficients. Many problems, including graph optimization, scheduling and resource allocation, and clustering and partitioning, can be formulated as a QUBO problem. These problems (and QUBO problems in general) are proved to be NP-complete \cite{26,27,28}. The outstanding advantage of formulating these problems as QUBO problems is that often general QUBO solvers, which are not specialized to exploit problem heuristics, provide solutions which are either superior to, or as good as, the best specialized approaches, both in terms of quality and efficiency \cite{29}. These reasons, along with the wide range of applications of the mentioned industry problems, make a strong case for studying the feasibility and performance of a general quantum QUBO solver.

Despite many attempts to investigate and improve general quantum (or classical) QUBO solvers \cite{30,31,32}, a quantum algorithm for solving general QUBO models in polynomial time has not been found. The optimality of Grover’s search algorithm \cite{33}, which proposes at most a quadratic speed-up for searching an unstructured database \cite{5}, makes it difficult to find other quantum algorithms for solving general QUBO models. There have been many attempts to investigate the effectiveness of quantum annealers for solving QUBO problems. The results indicate that these devices might also have the potential to solve families of QUBO problems more efficiently than classical computers \cite{34,35,36,37}. Fig. 1 illustrates the solving of applied combinatorial optimization problems by first formulating them as an unconstrained discrete-valued optimization task (like a QUBO problem) and then using different quantum computation algorithms, devices, and platforms to solve the problem.

Given the fact that there is a large body of literature on solving QUBO problems using adiabatic quantum computation (AQC), we focus in this survey mainly on quantum algorithms that solve QUBO problems on a gate model quantum computer. In particular, we review four distinct approaches to tackling this problem, including the simulation of AQC on a gate model quantum computer \cite{21,38}, (the applicability of) Grover’s search algorithm for solving problems in the NP complexity class in a global optimization framework \cite{39}, quantum approximate optimization algorithms (QAOA) which are inspired by AQC \cite{40}, and, lastly, quantum Metropolis sampling \cite{41}.

This survey is by no means a comprehensive review of all of the research and recent work related to the solving of combinatorial optimization problems using quantum algorithms. Rather, we focus on the quantum algorithms that can be implemented on near-term quantum devices, or those quantum algorithms that have been used by other researchers to solve optimization problems. For completeness, whenever possible, we refer readers to the appropriate reference materials that discuss other quantum algorithms relevant to our survey.

This survey is structured as follows. In Section 2 we define the Ising model and QUBO problems. In Section 3 we explain AQC and its relation to QUBO. In Section 4 we explain the standard method of simulating AQC on a gate model quantum computer. Section 5 focuses on global quantum optimization algorithms, including Grover-based algorithms as well as heuristic approaches. Section 6 discusses the methods that approximate the ground state of the classical Ising model. We discuss quantum Metropolis sampling in Section 7. A review of the quantum algorithms that
have been devised to solve specific types of QUBO problems is given in Section 8. We conclude this survey with a brief discussion and propose some future research directions in Section 9.

2 The Ising model and QUBO problems

In this section, we first present the mathematical formulation of an Ising problem which is one of the most widely used models in physics [42]. We then establish the relation between an Ising model and a QUBO formulation.

An Ising model, first proposed by Ernst Ising and Wilhelm Lenz, explains the interaction of molecules in a magnetic material in an external magnetic field. In a mathematical abstract form, an Ising model consists of a set of spins $V$, each taking a value of $s_i \in \{-1, 1\}$. Denoting $E$ as a set of pair-wise interactions between spins, one can formulate the energy $E(s)$ of the spin system for a configuration $s \in \{-1, 1\}^{|V|}$ using an Ising Hamiltonian:

$$E(s) = \sum_{(i,j) \in E} J_{i,j} s_i s_j + \sum_{i \in V} h_i s_i . \quad (2)$$

The Ising model has the QUBO formulation

$$f(x_1, \ldots, x_n) = c_0 + \sum_{j=1}^{n} c_j x_j + \sum_{1 \leq i < j \leq n} d_{ij} x_i x_j , \quad (3)$$

which is equivalent to (2) up to a linear transformation $s_i = 2x_i - 1$, where in Equation (3), $x_i \in \{0, 1\}$ and $c_i$ and $d_{ij}$ are real numbers. Given this mapping between (2) and (3), solving a QUBO problem is equivalent to finding the ground state of an Ising model Hamiltonian; one can, therefore, utilize quantum algorithms to do so. In the next section, we begin our survey, explaining how AQC is related to the solving of QUBO problems, and how AQC can be digitized and simulated on a gate model quantum computer to solve such problems.

3 AQC and QUBO problems

The idea of adiabatic quantum computation was first proposed by Farhi et al. [7, 43, 44, 45], wherein the goal was to employ a physical quantum computer to solve a combinatorial optimization problem. Over the past decade, there has been a great deal of progress in designing adiabatic quantum devices, with the D-Wave 2000Q quantum computing machine, with more than two thousand qubits, being the latest quantum adiabatic optimizer [46]. A pictorial explanation of AQC is given in Fig. 2. The main idea in AQC is to initialize the system in the known ground state $|\psi\rangle_g$ of a specific Hamiltonian. Then, the system Hamiltonian is slowly evolved from the initial Hamiltonian toward the final Hamiltonian in which we have encoded the problem Hamiltonian (equivalently, the QUBO problem) in the form of an Ising model (see (2)). The adiabatic theorem states that if the evolution is sufficiently slow, the system will remain in its ground state (or one of its ground states) throughout the entire evolution process. Therefore, starting from the ground state of $H_i$, the system ends up in the ground state of $H_f$ (i.e., $|\psi\rangle_{g_f}$), that is, the solution of the optimization problem in (1). In the next section, we explain how AQC can be simulated on a gate model quantum computer.

4 Simulating AQC on a gate model quantum computer

It is natural to ask why we would need to simulate AQC on a gate model quantum computer. The answer is that, in practice, we can always use quantum annealing to solve a general QUBO problem. One of the main challenges in designing a universal adiabatic quantum computer is in realizing physical quantum systems that can accommodate any type of non-stoquastic Hamiltonian. The state-of-the-art quantum annealers do not currently provide such interactions. This challenge can be (at least in principle) addressed by decomposing the terms in a generic Hamiltonian into a sequence of single- and two-qubit gates. There exist additional, general challenges to address, such as supporting graphs with higher connectivity and various multi-body interactions, increasing robustness against noise, and attaining high precision in programming the problem Hamiltonian that can affect the design of a universal adiabatic or gate model quantum computer. It remains to be seen how each of these challenges can be addressed in the design of a universal quantum computing device.

The idea behind digitizing AQC is to decompose the unitary evolution of a quantum system into a sequence of single- and two-qubit gates. There are several approaches to performing this decomposition. In fact, the whole scheme
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2 We refer the interested reader to [32] for explicit steps of the transformation.
The vertical axis denotes the energy spectrum, $E$, of the whole system Hamiltonian. The horizontal axis shows the external parameter, $a(t)$, changing adiabatically over time. The system is initialized at the ground state $\ket{\psi}_g$ of an initial Hamiltonian and then slowly evolved toward the final Hamiltonian with the ground state $\ket{\psi}_f$.

...
discussing the complexity of finding the ground state of an Ising Hamiltonian, we refer interested readers to \[49\] and
the references therein.

A similar approach was recently used to digitize AQC on a quantum processor with nine qubits and a thousand
quantum logical gates \[50\]. There also exist other methods, in theory, to simulate AQC on a gate model quantum
computer with far better complexity over the number of gates required. For example, a method based on Taylor series
truncation and approximating the unitary evolution of the system in terms of the sum of some unitary operators is
shown to exponentially outperform Trotterization with respect to the desired precision \[51\]. Currently, the choice of
Hamiltonian simulation is largely limited by the size of existing quantum processors, and not by the performance of
these methods \[52, 53\].

5 Global quantum optimization

Most global quantum optimization algorithms employ Grover’s search algorithm as a subroutine, and enhance the
optimization process by taking advantage of its quadratic speed-up \[39, 54, 55\]. In the first part of this section, we
discuss Grover-based optimization algorithms. In the second part, we explain another approach in quantum global
optimization which is inspired by AQC.

5.1 Grover-based quantum global optimization

Grover’s search algorithm has been shown to be optimal for searching an unstructured database \[53\], with a quadratic
speed-up over the best classical algorithm. As noted by Grover, if the algorithm could solve the unsorted problem
in polynomial time on a quantum computer, then it would provide an algorithm for BQP (bounded error quantum
polynomial time) for problems in NP \[5\]. However, quadratic speed-up of Grover’s algorithm and, in fact, its optimal
complexity (i.e., \(O(\sqrt{N})\), with \(n\) being the number of elements in the search database) prohibit any definitive statement
about the relation between classes BQP and NP \[5\].

Grover’s search algorithm has been widely used in the context of general quantum optimization algorithms.
Dur et al. first introduced a quantum algorithm for finding the minimum of an unstructured database \[56\]. Inspired by
that work, other researchers also proposed quantum algorithms for optimization problems. Here, we review common
fundamental steps of these methods, and explain how they can be used to solve QUBO problems on a gate model
quantum computer. We start by defining the problem that Grover’s algorithm solves. We then explain the geometrical
picture of Grover’s algorithm \[57\] and construct the related quantum circuit. The geometrical picture is then used to
explain the effectiveness of Grover-based optimization algorithms. Readers can consult with Grover’s original paper
for more details \[5\].

Let us define the problem that Grover’s algorithm solves. We are given an oracle \(Q\) that, given a question \(x\),
provides an answer \(Q(x)\), where

\[
Q(x) = \begin{cases} 
1, & \text{if } x = c \\
0, & \text{otherwise}
\end{cases}
\]

(9)

and \(x\) is a \(n\)-bit integer. We are asked to find the variable \(x = c\) using the fewest queries to the oracle. Classically,
one can attempt to find the solution, \(c\), by making \(O(N)\) queries to the system, where \(N = 2^n\). Grover’s algorithm
promises a quadratic speed-up over the best classical algorithm.

The basic idea of Grover’s algorithm is to repeatedly apply two operators \(V\) and \(D\) (see details about these operators
below) to the quantum state

\[
|\psi\rangle = \frac{1}{\sqrt{2^n}} \sum_{x=0}^{2^n-1} |x\rangle
\]

(10)
such that, through the evolution, the quantum state rotates toward the target solution \(|c\rangle\). Here, we assume that the
target subspace is unique and there is only one solution \(x = c\) that matches the oracle \(Q\). Later, we explain the case
where the target subspace includes multiple target states.

The action of operator \(V\) on \[10\] is to flip the sign of the component along the target state \(|c\rangle\) while leaving the
sign of the other components orthogonal to \(|c\rangle\) unchanged. Given the action of \(V\), one can define the corresponding
operator as follows:

\[
V = I - 2 |c\rangle \langle c|
\]

(11)

where \(I\) is the identity operator and the operator \(D\), called the diffusion operator, is defined as follows:

\[
D = 2|\psi\rangle \langle \psi| - I.
\]

(12)
Fig. 3: Geometrical representation of Grover’s search algorithm in two-dimensional space. (a) Representing the initial state in the two-dimensional space of the target ($|c⟩$) and non-target ($|c⊥⟩$) states. (b) Action of operators $D$ and $V$ on the initial state. Each action of $DV$ moves the initial state closer to the target state $|c⟩$ by $2θ$.

As is evident from (12), the operator $D$ preserves the component along the state $|ψ⟩$ and flips the sign of any state orthogonal to $|ψ⟩$. It is easy to realize from (10) that $|ψ⟩$ can be represented in the two-dimensional space of $|c⟩$ (target) and $|c⊥⟩$ (non-target) subspace (see Fig. 3A), where $θ$ and $α$ are the angles that $|ψ⟩$ makes with $|c⟩$ and $|c⊥⟩$, respectively, and where, for large $N$, we have $θ ≈ 2^{−n/2}$.

The geometrical action of $V$ on $|ψ⟩$ in the two-dimensional plane of $|c⟩$ and $|c⊥⟩$ is to reflect the vector with respect to $|ψ⟩$ as the mirror axis. On the other hand, $D$ will reflect the result of the first reflection caused by the action of $V$ with respect to $|ψ⟩$ being the mirror axis of reflection (see Fig. 3B). After each operation of $DV$, the initial vector $|ψ⟩$ will rotate toward the target solution by $2θ$. From this analysis, one can conclude that the total number of rotations $R$ (i.e., the number of times we apply the operations $DV$) to the initial state is on the order of

$$R = \mathcal{O}(2^{n/2}).$$  \hspace{1cm} (13)

The role of the two operators $V$ and $D$ will be more clear when we show their actions within the quantum circuit of Grover’s search algorithm, depicted in Fig. 4. As is evident from this figure, the operator $V$ implements the oracle $Q$, whereas $D$ performs a diffusion operation on the problem register with $n$ qubits.
We are now ready to discuss how Grover’s search algorithm can be used inside a global optimization algorithm. 

Fig. 5 summarizes the general structure of global optimization algorithms which employ Grover’s algorithm as part of their structures. The process starts with an initial solution (which is either an incumbent or a random solution). Then, the task of Grover’s algorithm is to find any solution which has a lower cost (in terms of the objective function defined in (3)) than the initial solution. If the resultant search was successful, then we replace the initial solution with a new one and continue the iteration procedure until some criteria are met. In the case that the search process fails, we either abort the algorithm or fine-tune the Grover’s search block by using a rotation schedule subroutine. We clarify the role of the schedule generator later in our survey.

Assuming that the implementation of each operator involved in Grover’s search algorithm is only polynomial, then the algorithmic complexity of Grover’s algorithm to find $|c\rangle$ is $O(\sqrt{N})$. In Algorithm 1, we have summarized the above geometrical explanation into an algorithmic framework. Here, the task is to find the variable $x_0$ with the fewest queries to the oracle $Q(x)$.

**Algorithm 1** [5, 6, 58]:

**Inputs:** A set of unstructured databases with integer-indexed elements

**Output:** $x_0$

**Resources:**
- An $n$-qubit register initialized at $|0\rangle^\otimes n$
- An oracle in the form of (9)

**Runtime:** $O(\sqrt{2^n})$ operation [59], with $O(1)$ probability of success

**Procedure:**
1. Initialize the state of the quantum register at $|0\rangle^\otimes n$
2. Apply Hadamard gate to generate state $|\psi\rangle = H^\otimes n|0\rangle^\otimes n = \frac{1}{\sqrt{2^n}} \sum_{x=0}^{2^n-1} |x\rangle$
3. Apply the operators $DV R$ times
4. Measure the register

When the search problem is known to have multiple solutions (target states), that is, $c \in \{M\}$ with $t = |M|$, then the number of iterations needed to find the solution is reduced to $R \approx \sqrt{N/t}$ [55]. We can explain this using the previous geometrical picture of Grover’s algorithm. When there are multiple target states (i.e., there exists degeneracy at the target subspace), we can still represent the initial state, $|\psi\rangle$, in the two-dimensional space of target and non-target states. However, the target state will be a superposition of all of the possible target states $|c\rangle = \frac{1}{\sqrt{t}} \sum_{i \in t} |c_i\rangle$. Now, we
see that the overlap of the initial state and the \(|c_{\perp}\rangle\) is

\[ \theta = \sqrt{\frac{1}{N}}. \tag{14} \]

From (14), we conclude that in order to rotate the initial state toward its \(|c\rangle\) component, one should apply \(DV\) to the initial state \(\frac{\theta}{\sqrt{N/t}}\) times.

We can use Grover’s algorithm as a subroutine in a global optimization framework to find the ground state of a QUBO problem. Given the formulation of (3), the algorithmic procedure reads as follows.

**Algorithm 2** \([39, 54, 55]\)

**Inputs:**
- An initial trial solution \(x^{(0)}\)
- An objective function in the form of (3)

**Resources:**
- A quantum oracle \(Q\) which performs the operation
  \[ Q|x\rangle = (-1)^{\sigma(f(x)-f(x^{(0)}))} |x\rangle, \tag{15} \]
  for all \(0 \leq x < 2^n\), where \(\sigma\) is the sigmoid function.
- An \(n\)-qubit register initialized at \(|0\rangle^\otimes n\)

**Output:** \(x_{best}\)

**Runtime:** \(O(\sqrt{N})\) operation \([59]\), with \(O(1)\) probability of success

**Procedure:**
- Randomly choose a trial solution, \(x^{(0)}\), and initialize \(x_{best} = x^{(0)}\)
- for \(i = 1, 2, 3, \ldots\) until the convergence criteria are met
  1. Apply Algorithm 1 on the register, with the oracle constructed as (15)
  2. Measure the register and store the output in register \(y\)
  3. Perform a classical evaluation: if \((f(y) < f(x_{best}))\), then \(x_{best} = y\)

In **Algorithm 2**, at each iteration, we divide the entire search space into two subspaces. The first subspace includes any state with an energy (in terms of the Ising model Hamiltonian) less than the energy of the incumbent. The second subspace includes the incumbent and any other state which has an energy higher than the energy of the incumbent. Then, the role of Grover’s search algorithm in **Algorithm 2** is to find a solution in the first subspace. At each iteration, we need to update the structure of the oracle if a new incumbent is found. We leave the details of constructing the oracle of a logical function such as \(\sigma(f(x) - f(x_{best}))\) to other works. For example, in [6], one can see how the quantum circuit of a logical function can be built; however, this does not guarantee the efficiency of the oracle.

In order for Grover’s algorithm to show a quadratic speed-up at each iteration, the number of solutions with a lower energy value than the current incumbent must be known. A larger number of rotations does not necessarily guarantee the convergence of the algorithm toward a better solution than the current incumbent. This can be seen from Fig. 3. If the size of the target, \(t\), is not known in an instance of employing Grover’s search algorithm, we do not know the exact overlap between the initial state and the target space. This lack of knowledge prevents us from knowing the exact number of rotations needed to steer the initial state toward the target space. A greater number of rotations than necessary would rotate the initial state away from the \(|c\rangle\) axis, resulting in a small probability of finding any target state. Fortunately, we are not completely blind in this case, as there exist algorithms for gaining some insights about the size of the target space.

Given the problem of finding an estimate of the size of the target subspace at each iteration of **Algorithm 2**, there are a few heuristic and deterministic algorithms proposed in [39, 54, 55] for this task. In what follows, we discuss each of these approaches and explain their features.

In [54], a simple heuristic approach is proposed for choosing the number of rotations at each iteration of **Algorithm 2**. We explain how this heuristic algorithm works at each iteration of the algorithm. First, consider a real number \(m^{(k)}\), where the superscript \(k\) denotes the value of \(m\) at iteration \(k\). Then, at the \(k\)-th iteration, we always choose the number of rotations, \(r^k\), to be a uniform random number chosen from \([0, m^{(k)}]\). The value of \(m^{(k)}\) changes based on the relation

\[ m^{(k)} = \begin{cases} m^{(k+1)}, & f(Y) < f(X_{best}) \\ \text{rand}(m^{(k)}\lambda, \sqrt{N}), & \text{otherwise} \end{cases} \tag{16} \]

where the \text{rand} function generates random numbers and \(\lambda \in \{1, 4/3\}\) with an optimal value of \(\lambda^* = 6/5\).
A different deterministic approach is proposed by Baritompa et al. \cite{39}, which involves generating a schedule for the number of rotations in each iteration. Interestingly, the rotation schedule is independent of the problem instance and works well for different sets of problems given in \cite{39}. This method assumes a uniform prior over the unknown ratio of \( p = t/M \), and updates this distribution independent of success or failure of Grover’s search at each iteration. Assuming that \( u_i(y) \) is the cumulative distribution function of the improving fraction \( p \) at the \( k \)-th iteration of \textbf{Algorithm 2}, the \( r \)-schedule generator at each step maximizes an objective function that is the ratio of the benefit, \( Ew_t - Ew \), to the cost, \( r+1 \), with \( Ew_t \) and \( Ew \) being the expectation under the respective distributions \( u_i(y) \) and \( u(y) \) of the improving fraction of the domain.

There are other heuristic algorithms which are inspired by \cite{39}. One such algorithm, which we call the static version of \cite{39}, is based on having a user-defined prior over the initial distribution of the improving fraction \( p \). There is also a dynamic version of \cite{39} in which the cumulative distribution over the improving fraction is updated differently according to a bias law and the failure or success of Grover’s algorithm at each iteration. This dynamic \( r \)-schedule generator is a preferred approach, as it has to be run on a classical computer at each iteration of \textbf{Algorithm 2}, slowing down the entire optimization procedure.

We note that although the above \( r \)-schedule generators reduce the number of rotations each time Grover’s search block is employed (i.e., they reduce the number of applications of \( \mathbf{DV} \)), they do not change the computational complexity of Grover’s algorithm into an algorithm with polynomial complexity. An estimation of the size of the target subspace, \( t \), is required in order to keep the complexity sub-exponential; otherwise, the algorithm turns into a random search over the search space of \([3] \).

Thus far, what we have discussed was based on the use of Grover’s search algorithm. This requires knowledge of the improving fraction \( p \) throughout the optimization procedure. There is another class of quantum global optimization algorithms which are inspired by AQC. We discuss one of these algorithms in the following section.

### 5.2 A quantum search heuristic

From our discussion in Section \[3] we can consider AQC as a process that adiabatically evolves an initial quantum state toward a specific final state that is the ground state of the problem Hamiltonian. One can use this idea and construct a sequence of unitary operations such that the overall action of this sequence on an initial state leads to a final state close to the ground state of an Ising model. As is proposed in \[60], such a sequence of unitary operations can be constructed where the elements of these operations depend on the cost (i.e., the value) of the objective function for a given state. In what follows, we explain the procedure of this algorithm.

The quantum heuristic search algorithm can be generally defined as the sequence of unitary operators

\[
\mathbf{M} = \mathbf{U}^{(j)} \mathbf{P}^{(j)} \ldots \mathbf{U}^{(1)} \mathbf{P}^{(1)},
\]

where the operator \( \mathbf{M} \) acts on the initial state represented in the form of \[19\]. In \[17\], at the \( k \)-th step, the operator \( \mathbf{U}^k \) and \( \mathbf{P}^k \) are the mixing and phase operators, respectively, and are defined in what follows. Note that, since the QUBO problems correspond to \( k \)-local Hamiltonians, we need only a polynomial number of quantum logical gates to construct the operator \( \mathbf{U}^k \).

The operator \( \mathbf{U}^k \) does not depend on the problem instance. Each element of operator \( \mathbf{U}^k \) at a given row \((r)\) and column \((c)\) is defined as

\[
U_{rc}^k \equiv -i \tan(\pi \rho_k / 2).
\]

The operator \( \mathbf{P}^k \) is a diagonal matrix, with each element depending on the cost of the objective function \( f(x) \). The \( s \)-th element of this operator is defined as

\[
P_{ss}^k = e^{i \pi \tau_k f(x)}.
\]

In both Equation \[18\] and Equation \[19\], the parameters \( \tau_k \) and \( \rho_k \) are real numbers that vary linearly at each step throughout the evolution. This linear variation has been a common property used in other classical heuristics as well \[61\]. Applying operator \( \mathbf{M} \) evolves the initial state \[10\] toward a minimum energy state of a QUBO problem which is encoded in the Ising spin model Hamiltonian.

It is easy to see that the algorithm described in this section has the same overall structure as amplitude amplification. In particular, we can reduce the current algorithm into an amplitude amplification algorithm \[62\]. However, since in an optimization problem the set of solutions is not known a priori, the amplitude amplification algorithm gives no improvement over the states of the solutions. The fact that the proposed heuristic algorithm depends on the cost of the problem instance precludes a direct asymptotic analysis of the algorithm.

It is interesting to see that operator \( \mathbf{M} \) has the same form as the sequence of unitary operations resulting from the discretization of the adiabatic quantum Hamiltonian in \[38\], as well as the sequence of rotations used in Grover’s algorithm described in \[3\]. In the following section, we discuss how AQC inspires researchers to devise optimization algorithms that run on gate model quantum computers.
6 Quantum algorithms to approximate the ground state of the Ising model

In this section, we focus on quantum algorithms that provide an approximation of the ground state. This set of algorithms is based on the introduction of some unknown parameters into the unitary evolution of the system and the subsequent finding of the optimal value of these parameters so as to maximize the overlap between the resultant quantum state under the evolution and the true ground state of the system.

6.1 Quantum approximate optimization algorithm (QAOA)

A quantum algorithm to approximate the ground state of a $k$-local Hamiltonian is proposed by Farhi et al. [40]. This algorithm can be used to approximate the ground state of an Ising model. The QAOA has been suggested as an excellent candidate to run on near-term quantum computers, not only because it may be of use for optimization, but also because of its potential as a route to establishing quantum supremacy [63].

The QAOA is inspired by AQC and works based on the parametrization of the unitary evolution of the quantum system. Given the near-optimal values of the parameters, a sequence of unitary operators acting on the initial state of the system will generate a final state close to the ground state. To explain the procedure of the algorithm, let us consider an Ising model Hamiltonian with at most $k$-local interactions between qubits as follows [40]:

$$\hat{H} = \sum_k H_k. \quad (20)$$

The algorithmic steps of the QAOA read as follows:

1. Generate the initial state as a uniform superposition of all states in the computational basis: $|\psi\rangle_i = H^\otimes n |0\rangle^\otimes n$.
2. Construct the unitary operator $U(\hat{H}, \gamma)$ which depends on the angle $\gamma$ as follows:

$$U(\hat{H}, \gamma) = e^{-i\gamma \hat{H}} = \prod_{\alpha=1}^m e^{-i\gamma H_{\alpha}}. \quad (21)$$

3. Construct the operator $B$ which is the sum of all single-bit $\sigma^x$ operators:

$$B = \sum_{j=1}^n \sigma^x_j. \quad (22)$$

4. Define the angle-dependent quantum state for any integer $p \geq 1$ and $2p$ angles $\gamma_1 \ldots \gamma_p \equiv \gamma$ and $\beta_1 \ldots \beta_p \equiv \beta$ as follows:

$$|\gamma, \beta\rangle = U(B, \beta_p)U(\hat{H}, \gamma_p) \ldots U(B, \beta_1)U(\hat{H}, \gamma_1) |\psi_0\rangle. \quad (23)$$

5. Obtain the expectation of $\hat{H}$ in this state (this step could be performed on a quantum computer),

$$F_p(\gamma, \beta) = \langle \gamma, \beta | \hat{H} | \gamma, \beta \rangle. \quad (24)$$

6. Update the parameters $(\gamma, \beta)$ using a classical (or quantum) optimization algorithm in order to minimize $F_p$.
7. Iterate over steps 5 and 6 in order to find the minimum value of $F_p$ for the near-optimal values $(\gamma^*, \beta^*)$.
8. Plug $(\gamma^*, \beta^*)$ into Equation (23) and evolve the initial state of the system to the state $(\gamma^*, \beta^*)$.
9. Repeat step 8 with the same angles. A sufficient number of repetitions will produce a state which represents a close enough solution to the ground state of $\hat{H}$.

The above algorithm can be used to approximate the ground state of an Ising model. However, the challenge is in that how to come up with the near-optimal values for the angles is not obvious. The approaches to calculating the optimal values are given in [40] when one considers the $p$ as a fixed or varying values. The QAOA inspired other researchers to propose similar ideas for approximating the ground state of the Ising model [64, 65].
6.2 Quantum control and variational methods

Optimal control theory [60, 67], combined with variational quantum algorithms [68], is another approach to finding the ground state of an Ising model. In this approach [65], the Hamiltonian of the system is represented by

\[ \dot{H} = [1 - g(t)] H_i + g(t) H_f, \]  

where \( H_i \) represents a transverse field generating the quantum fluctuation and \( H_f \) contains the problem Hamiltonian. Here, \( 0 \leq g(t) \leq 1 \) is a time-dependent function. Using the Pontryagin’s minimum principle of optimal control theory [60], Yang et al. has shown [65] that throughout the evolution of the system, the optimal shape of \( g(t) \) is bang-bang, that is, \( g(t) \) abruptly changes between the lower and upper bounds of the control parameters. With the knowledge that optimal control policy [70] has a bang-bang shape, one can maximize the following objective function over \( g(t) \) to find the optimal path of \( g(t) \) for the evolution:

\[ F(g(t), T) = \langle \psi(T)|H_f|\psi(T) \rangle. \]  

In (26), \( |\psi(T)\rangle = U(T)|\psi(0)\rangle \), with \( U(T) \) as defined in (4) and where \( T \) is the total evolution time. The objective function’s evaluation can be done on a quantum computer, whereas the classical computing device updates the control policy. Given the optimal control policy \( g^*(t) \), one can simulate the evolution of the system from \( |\psi(0)\rangle \) to \( |\psi(T)\rangle \) on a gate model quantum computer. Repeating the evolution process multiple times, and performing measurements in the computational basis of the Ising Hamiltonian will lead to a state which has a large overlap with the true ground state of the system.

There is a direct connection between the above control procedure and the QAOA. Since it has been mathematically shown in [65] that the optimal schedule takes a bang-bang shape, one can parametrize the above procedure in a way that is similar to the QAOA and use the time interval of discretized pulses as variational parameters to be optimized using a classical optimization algorithm, while increasing \( p \) to achieve convergence.

6.3 Training a quantum optimizer

Wecker et al. [64] have transformed the problem of approximating the ground state of an Ising model into a machine learning task. In particular, they turn the problem into a supervised machine learning problem, where the training set is a subset of hard instances studied in [71]. Knowing the ground state of these hard instances, they generate specific schedules which give the highest overlap between the ground state and the final state after the evolution. Technically, the objective function is rather different than Equation (24) and is represented as follows:

\[ F_p(\theta_Z, \theta_X) = |\langle \theta_X, \theta_Z | \psi_g \rangle|, \]  

where \( |\psi_g\rangle \) is the true ground state and \( (\theta_X, \theta_Z) \) are the learning parameters which determine the evolution of the system from the initial state to \( (\theta_X, \theta_Z) \). The training procedure was performed on instances with \( n = 20 \) variables, but tested on sizes up to \( N = 28 \), where it shows a larger overlap for these instances than the optimized annealing times proposed in [71]. We should note that the approach proposed by Wecker et al. works well in the case of Max-SAT (maximum satisfiability) problems. Since it is shown in [72] how to transform a QUBO problem into a weighted Max-SAT problem, it remains to be seen how the method in [64] can be generalized to solve weighted Max-SAT problems (i.e., general QUBO problems).

7 Quantum Metropolis sampling

Sampling from low energy levels of the quantum system enables algorithmic approaches to find the ground state of a physical system. For instance, good samples from the low energy levels of the system can help to quickly identify the backbone of combinatorial optimization problems by reducing the original optimization problem into smaller subproblems [72, 73]. There are other algorithms that benefit from low energy state distributions that have applications in machine learning [74, 75]. One can also use sampling to estimate the ground state of an Ising model Hamiltonian. The idea is to initiate the system at some random initial state and then use a quantum sampling algorithm to evolve the system toward a state with lower energy. One example of a sampling algorithm is Metropolis sampling.

The classical Metropolis algorithm is used ubiquitously in the field of computational physics. By evolving the physical system toward its ground or Gibbs state, one can simulate the equilibrium or static properties of a classical system. The corresponding quantum algorithm that performs a Metropolis sampling on the quantum system is proposed in [41]. Impervious to the negative-sign problem in classical simulations of fermionic systems, the quantum Metropolis...
algorithm can simulate the equilibrium and static properties of a wide range of physical systems, including classical Ising models.

The basic concept of the Metropolis algorithm is to construct a fast-mixing Markov chain which obeys the detailed balance that samples from the states with the highest probabilities. In the case of the classical Ising model, one can start with a random initial state and follow a series of update rules to prepare the system in a state with a lower energy. For an instance of an update rule, we can consider a local random bit-flip operation on the state. If the resultant configuration has a lower energy than the original state, then we accept the move; otherwise, in order to avoid being trapped in a local minimum, we accept the new state with a probability proportional to \( \exp(\beta(E_{\text{old}} - E_{\text{new}})) \), where \( \beta \) is the inverse temperature and \( E \) is the energy of the state.

The quantum version of the Metropolis algorithm acts much in the same way as the classical algorithm; however, the accept/reject step of the quantum version becomes non-trivial in the following sense. At each iteration of the algorithm, we need to perform a measurement on the system to figure out whether we succeeded in achieving a better state (i.e., a state with a lower cost than the one which is already available). In the case of success, we can set the entire system to the new state. In the case of failure, we only accept the new state according to the update rules, and might need to set the system in its previous state. However, we no longer have access to the previous state of the system after performing the initial measurement. Classically, we can always have a copy of the state of the system at any given time; however, quantum mechanically, this is prohibited because of the no-cloning theorem. The quantum Metropolis algorithm resolves this issue through a systematic approach which we now explain.

As usual, readers are invited to consult with the original paper [41] for more details. We note that the main component of the quantum Metropolis algorithm is the quantum phase estimation algorithm which works as follows. Let us assume that the action of a quantum phase estimation circuit can be represented by the operator \( \mathcal{L} \) which acts on \( (n + r) \) qubits, where \( n \) and \( r \) are the number of qubits of the quantum system and an extra quantum register, respectively. Given a quantum system in one of its eigenstates \( |\phi_i\rangle \) with the corresponding energy \( E_i \), the action of \( \mathcal{L} \) on the state of the quantum system and register reads as follows:

\[
|\phi_i\rangle |E_i\rangle = \mathcal{L}(|\phi_i\rangle |0\rangle),
\]

where \( |E_i\rangle \) is encoded inside the extra quantum register up to \( r \)-digit precision. Here, through our review of the quantum Metropolis algorithm, we assume a perfect (i.e., error-free) quantum phase estimation procedure. However, it has been shown in [65] that the quantum Metropolis algorithm works even when errors are present in the phase estimation algorithm.

The approach explained above can be used to solve for the ground state of an Ising model Hamiltonian. The algorithm starts with a random initial state as an initial solution of the Ising model. We then use the quantum Metropolis algorithm to evolve the initial state toward some states with low energy levels. Sampling from these states with low energies will give us an approximation of the ground state of the Ising model.

The whole quantum Metropolis algorithm acts on the four registers, where we call this action on four registers as a mapping \( \mathcal{E} \). The first register, with \( n \) qubits, encodes the state of the quantum system; the second register, with \( r \) qubits, works as a set of ancilla qubits for the quantum phase estimation algorithm; the third register, with \( r \) qubits, holds a copy of the corresponding energy of the initial state of the system at each step of the quantum Metropolis algorithm; and the fourth register, with one qubit, is used for the process of rejection or acceptance of a new state with lower energy than the initial state of the quantum system. The initial state of the first register is an arbitrary state \(|\phi\rangle\). The initial states of all of the other registers are set to \( |0\rangle \). Therefore, we represent the initial state of the system as \(|\phi\rangle |0\rangle |0\rangle |0\rangle \), showing the states of each of the registers 1–4 in order from left to right. We maintain this ordering in representing the state of the whole registers throughout this section.

The first step in the Metropolis quantum algorithm is to prepare the quantum system in one of its eigenstates that has a known energy value. This step can be accomplished by preparing the quantum system at some arbitrary state \(|\phi\rangle\), and using the quantum phase estimation algorithm [76] to project the state of the first register into an eigenstate of the system Hamiltonian, while the second register holds the corresponding energy \( E_i \). Therefore, the first transformation takes the following form:

\[
|\phi\rangle |0\rangle |0\rangle |0\rangle \longrightarrow |\phi_i\rangle |E_i\rangle |0\rangle |0\rangle .
\]

After generating the new state, we employ a series of \( C - NOT \) gates to copy the state of the second register into the third register, and apply \( \mathcal{L}^D \) on the first and second registers. It is easy to show that this sequence of actions leads to the following transformation:

\[
|\phi_i\rangle |E_i\rangle |0\rangle |0\rangle \longrightarrow |\phi_i\rangle |0\rangle |E_i\rangle |0\rangle .
\]

Similar to the classical Markov chain, at this point we need a transition matrix \( \mathcal{C} \) which decides the probability of transition from one state to another. To maintain the ergodicity of the mapping \( \mathcal{E} \), one can choose the operator \( \mathcal{C} \) to be a universal gate set [77]. The quantum detailed balance condition also requires that the probability of applying a
specific \( C \) be the same as the probability of applying its conjugate \( C^\dagger \). For instance, a simple choice for \( C \) can be a set of local bit flips at random locations or other simple set of transformations.

The action of the \( C \) operator on the quantum system register \( |\phi_i\rangle \) is to take this state into a superposition of all possible eigenstates of the system Hamiltonian, that is, \( C |\phi_i\rangle = \sum_k c^*_i |\phi_k\rangle \). Having the action of \( C \) on the first register followed by the action of \( \mathcal{L} \) on the first and second registers generates the following mapping:

\[
|\phi_i\rangle |0\rangle |E_i\rangle |0\rangle \longrightarrow \sum_i c^*_i |\phi_i\rangle |E_i\rangle |E_i\rangle |0\rangle.
\]

Arriving at Equation (31), one might perform a measurement on the second register to get an energy \( |E_i\rangle \) and its corresponding eigenstate \( |\phi_i\rangle \). If this measurement is successful, then we have a new state with lower energy than the initial energy \( |E_i\rangle \), and we can start the entire algorithm over with this new eigenstate. However, in the case of rejection (i.e., \( E_k < E_i \)) the whole state is destroyed and there is no way to return to the initial state \( |\phi_i\rangle \). This is why we use the fourth register as follows to overcome this problem.

We define the operator \( W \) which is conditioned on the state of the second and third registers (i.e., it depends on the two energies \( |E_i\rangle \) and \( |E_l\rangle \)). This operator performs the following transformation on (31):

\[
\sum_i c^*_i |\phi_i\rangle |E_i\rangle |E_i\rangle |0\rangle \longrightarrow \sum_i c^*_i \sqrt{h^*_i} |\phi_i\rangle |E_i\rangle |E_i\rangle |1\rangle + \sum_i c^*_i \sqrt{1-h^*_i} |E_i\rangle |E_i\rangle |0\rangle,
\]

where \( h^*_i = \min(1, \exp(-\beta(E_k - E_i))) \), with \( \beta \) representing the inverse temperature. Note that in the above formula, the amplitude \( c^*_i h^*_i \) corresponds exactly to the transition probability of the classical Metropolis rules. At this step, one can perform a measurement on the fourth register. An output of \(|1\rangle\) is indicative of a new state with a lower energy than the initial state. We then perform a projective measurement on the third register to obtain a new state with the energy \( |E_i\rangle \) with its corresponding eigenstate encoded in the first register. However, an output of \(|0\rangle\) after measuring the first register indicates a rejection, in which case we must return to the initial state.

We can use the same approach that is employed in [78] to return to the initial state or a state with the same energy as the initial state. We first explain how this measurement works and then we represent the procedure inside a mathematical framework. From (32), we can see that prior to performing any measurement on the fourth register, the entire system is in a linear combination of two orthonormal states \( \{|\psi^\perp_i\rangle, |\psi^\parallel_i\rangle\} \). After performing the first binary measurement on the first register, the state of the system will collapse into one of these subspaces. Independent of the output of the first measurement, we perform a second measurement acting on the two-dimensional space of \( \{|\phi_i\rangle, |\phi_i^\perp\rangle\} \). This second measurement collapses the current state of the system into one of the two subspaces. The second von Neumann measurement can easily be implemented using a phase estimation algorithm that compares the energy of the current state with the energy of the initial state which is encoded in the third register. If the result of the second measurement is \( E_i = E_k \), then we have successfully prepared the system in a quantum state with the same energy as the initial state \( |\phi_i\rangle \). Otherwise, we repeat this measurements sequence until we retrieve the initial state.

The sequence of binary measurements explained in the previous paragraph take the state of the system into two different two-dimensional spaces represented by different bases. Beginning with the first measurement performed on the first qubit, we can define the complete set of projectors \( Q^\perp \) and \( Q^\parallel \) as follows:

\[
Q^\perp = |0\rangle \langle 0|,
\]

\[
Q^\parallel = |1\rangle \langle 1|.
\]

The above projective measurement will collapse the system into an accepted state \( |\psi^\parallel_i\rangle \) if the resultant measurement is \( Q^\parallel \); otherwise, it collapses the system into a rejected state \( |\psi^\perp_i\rangle \). Since we have a complete set of projector operators \( Q = Q^\perp + Q^\parallel = I \), we can expand each of the states \( |\phi_i\rangle \) or \( |\phi^\perp_i\rangle \) in the \( \{|\psi^\perp_i\rangle, |\psi^\parallel_i\rangle\} \) basis as follows:

\[
|\phi_i\rangle = Q|\phi_i\rangle = \sqrt{p} |\psi^\parallel_i\rangle + \sqrt{1-p} |\psi^\perp_i\rangle
\]

\[
|\phi^\perp_i\rangle = Q|\phi^\perp_i\rangle = \sqrt{1-p} |\psi^\parallel_i\rangle - \sqrt{p} |\psi^\perp_i\rangle.
\]

The second set of projective measurements collapse the state of the system into one of the subspaces \( |\phi_i\rangle \) or \( |\phi^\perp_i\rangle \). As mentioned earlier, we can implement this projective measurement on the original subspace by using a phase estimation technique on the second and third registers. The mathematical representation of the these projection operators can be stated simply as

\[
P^\parallel = |\phi^\parallel_i\rangle \langle \phi^\parallel_i|,
\]

\[
P^\perp = |\phi^\perp_i\rangle \langle \phi^\perp_i|.
\]
Fig. 6: A procedure representing recurrence of rejection, followed by the sequence of measurements $Q_\alpha P_\alpha$. The recurrence procedure terminates when it reaches the state $|\phi\rangle_i$.

Following the measurements stated in (35), if the outcome of the measurement is $P_\alpha$, then we have successfully returned to $|\phi\rangle_i$; otherwise, the system collapses into the state $|\phi\rangle_i\perp$.

It is easy to derive an inverse transformation from (34) and express the states $\{|\psi\rangle_\perp^i, |\psi\rangle_\parallel^i\}$ in terms of the orthonormal basis $\{|\phi\rangle_i, |\phi\rangle_i\perp\}$ as follows:

$$
|\psi\rangle_\parallel^i = \sqrt{p} |\phi\rangle_i + \sqrt{1-p} |\phi\rangle_i\perp
$$

$$
|\psi\rangle_\perp^i = \sqrt{1-p} |\phi\rangle_i - \sqrt{p} |\phi\rangle_i\perp.
$$

(36)

Assuming that the system is in a rejection state, Fig. 6 demonstrates the recurrence of rejection through the sequence of measurements $Q_\alpha P_\alpha$. It is proved that the probability of reaching a state with the same energy as the initial state $|\phi\rangle_i$ increases exponentially with the number of measurements.

8 Quantum algorithms for solving specific types of QUBO problems

Thus far, we have only discussed the quantum algorithms that can solve a general QUBO problem on a gate model quantum computer, without any guarantee that the resultant quantum algorithms are faster than the best classical algorithms. There exist quantum algorithms for specific types of QUBO problems, including (but not limited to) satisfiability problems [59], the triangle finding problem [79, 80], finding a clique with a length of $k$ [81], and minimum spanning trees and graph connectivity [82]. Most of these algorithms use Grover’s search or quantum amplitude amplification algorithm [62] to devise a quantum algorithm that is faster than the best classical alternative. In the following sections, we discuss three quantum algorithms for solving constraint satisfaction problems [83], Boolean satisfiability problems [59], maximum independent set problems [84], and clustering problems [85].

8.1 Constraint satisfaction problems

Constraint satisfaction problems (CSP) are defined as a set of variables, each taking a finite set of domain values, which together are involved in a set of constraints. A set of values must be assigned to the variables such that no constraints are violated. Cerf et al. propose a nested quantum algorithm for solving CSPs, which exploits the quadratic speed-up of Grover’s search algorithm. As explained in [83], the algorithm can be summarized as follows:

1. Construct a binary tree representing the CSP.
2. Construct a superposition of all possible solutions at level $i$ of the tree.
3. Use the quantum search algorithm to amplify the magnitude of could-be solutions using Algorithm 1.
4. Perform a subsequent quantum search in the subspace of the descendants of all of the could-be partial solutions simultaneously. This is achieved by using Algorithm 1 as an input, the superposition of could-be solutions resulting from the previous step. The overall yield after this step is a superposition of all states where the solutions have been partially amplified with respect to non-solutions.
5. The final procedure consists of nesting stages 3 and 4, using them as a search operator inside a higher-level quantum search algorithm until the solutions get maximally amplified, at which point a measurement is performed.

For a pseudo-Boolean CSP, the number of iterations needed to find a solution of an average instance of the problem scales as $O(2^{\alpha n})$, with $\alpha < 1$, depending on the nesting depth and problem type.
8.2 Satisfiability problems

Although a Boolean satisfiability problem, known as the SAT problem, can be thought of as a certain form of a conjunctive normal form (CNF) problem, there exist specific quantum algorithms for solving SAT problems. In a SAT problem, one is given a Boolean function $F$ in the CNF

$$F = C_1 \land C_2 \cdots \land C_m,$$

where $m$ is the number of clauses, each expressed as the disjunction of literals, $l_i$, as

$$C_j = l_1 \lor l_2 \cdots \lor l_k.$$

The task with satisfiability problems is to find an assignment that makes $F$ true. A general SAT problem is called a $k$-SAT problem if the number of literals in each clause is restricted to $k$. A SAT problem is a special case of a weighted Max-SAT (WMSAT) problem. In a WMSAT problem, one is given a Boolean function such as (37) with each clause expressed as $C_j = (l_1 \lor l_2 \cdots \lor l_k, \omega_j)$, where each weight $\omega_j$ is a positive number. The objective is to maximize the sum of the weights of satisfied clauses by any assignment.

One of the fastest classical SAT solvers, proposed by Schöning, solves a $k$-SAT problem in $O((2 - 2/k)^n)$ [86]. It would be interesting to see whether a quantum algorithm exists that performs better than the proposed algorithm in [86]. In fact, Ambainis [59] proposed a quantum algorithm that solves a $k$-SAT problem in $O((2 - 2/k)^{\frac{3}{2}})$. The algorithm employs the amplitude amplification technique [62] that is a generalization of Grover’s algorithm. Amplification techniques can even be used to gain a quadratic speed-up over a classical SAT solver that has the best upper bound [87, 88]. The preceding argument also holds for the best classical SAT solver (with no constraint on the clauses) such that the resultant quantum algorithm provides a quadratic speed-up over the best classical algorithm [89]. In summary, it has been shown in [90] that by using variants of Grover’s search algorithm one cannot attain better than quadratic speed-up over the best classical algorithms for solving SAT problems.

8.3 Independent set problems

An independent set problem is the problem of finding the set of vertices of a graph under the constraint that no two of the vertices can be adjacent. Finding the maximum number of these vertices under this constraint is a maximum independent set (MIS) problem. An MIS problem belongs to the class of NP-complete problems [91, 92]. Thus far, the best classical algorithm has a time complexity of $O(1.1844^n)$ [93], where $n$ is the number of vertices. Dörn proposes a quantum algorithm that employs the quantum amplitude amplification algorithm for finding the MIS with a time complexity of $O(1.1488^n)$ [84].

8.4 Data clustering in supervised and unsupervised machine learning

Lloyd et al. [85] show that a quantum algorithm can be improved upon using Grover’s search algorithm to solve the supervised learning $k$-means clustering problem with an exponential speed-up. They further discuss that the unsupervised version of this problem can be reformulated as a QUBO problem that is amenable to the adiabatic algorithm. According to our discussion above, we can extend this approach to work on a gate model quantum hardware device by using any of the ideas for solving QUBO problems on a gate model quantum computer that are mentioned in this survey. There are many other works in the literature that attempt to address various machine learning problems using quantum algorithms (see, for instance, [94]).

In this section, we have discussed a few application-specific quantum algorithms for solving certain families of combinatorial optimization problems. There are many other examples in the literature, and creating a comprehensive list of the various ideas is outside of the scope of this research. Our main purpose was to show that, based on the same few principles described earlier (such as the use of Grover’s search algorithm or the unified QUBO framework), new custom-tailored algorithms can be developed to address specific problems tied to certain applications.

9 Discussion and conclusion

Quantum computing is a new paradigm of computation that has the potential to surpass the computing power of classical computers for certain computational tasks. Combinatorial optimization is the large family of discrete-valued optimization problems that includes many such computational tasks that are hard for classical computers. Emerging circuit-model quantum hardware based on scalable technologies has invigorated investigations into applying these
hardware devices to solve combinatorial optimization problems.

In this survey, we have reviewed the existing gate model quantum algorithms for solving combinatorial optimization problems. In particular, we have investigated the framework of formulating combinatorial optimization problems in the quadratic unconstrained binary optimization (QUBO) formalism. Whether it is possible to develop a quantum-enabled general QUBO solver that runs on a gate model quantum computer is the question we addressed in this work.

Our survey has discussed some approaches to solving a general QUBO problem on a gate model quantum computer. In the first approach, we introduced the simulation of adiabatic quantum computing (AQC), and quantum annealing in particular, on a gate model quantum computer. AQC is naturally closer to discrete optimization problems. However, a simulation of AQC on a gate model computer might have the advantage of being able to benefit from more-practical error correction schemes.

Using Grover’s search algorithm as a subroutine in global optimization algorithms is another approach to solving QUBO problems. Although this approach is appealing, the computational complexity of this approach is \( O(\sqrt{2^n}) \), which is slower in practice than many efficient classical algorithms. There have been numerous algorithms developed that are based on the idea of using Grover’s search algorithm as a subroutine. One way to speed up this naïve application of Grover’s algorithm is to combine it with other local optimization algorithms to overcome the curse of dimensionality [95, 96]. There is much room for the improvement and development of more-sophisticated hybrid quantum–classical optimization algorithms based on Grover’s search algorithm.

State-of-the-art chip design and fabrication technologies allow us to have quantum processors with a few hundred qubits. Larger chips with more-scalable architectures are expected to become available as an advancement in the longer term. Therefore, the development of quantum algorithms that require small quantum processing units has become an active area of research in quantum computing. The quantum algorithms that can approximate the ground state of the classical Ising model like quantum approximate optimization algorithm and the quantum Metropolis algorithm, can be considered good examples of these algorithms.

This survey has provided example approaches to illustrate that the solving of combinatorial optimization problems using a unified programming framework (such as QUBO) is possible on a gate model quantum computer. Our hope is that a consolidation of ideas such as this can help researchers come up with more-advanced algorithms that can harness the potential of gate model quantum computers to solve hard combinatorial optimization problems.
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