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Abstract

While the importance of prior selection is well understood, establishing guidelines for selecting priors in hierarchical models has remained an active, and sometimes contentious, area of Bayesian methodology research. Choices of hyperparameters for individual families of priors are often discussed in the literature, but rarely are different families of priors compared under similar models and hyperparameters. Using simulated data, we evaluate the performance of inverse gamma and half-t priors for estimating the standard deviation of random effects in three hierarchical models: the 8-schools model, a random intercepts longitudinal model, and a simple multiple outcomes model. We compare the performance of the two prior families using a range of prior hyperparameters, some of which have been suggested in the literature, and others that allow for a direct comparison of pairs of half-t and inverse-gamma priors. Estimation of very small values of the random effect standard deviation led to convergence issues especially for the half-t priors. For most settings, we found that the posterior distribution of the standard deviation had smaller bias under half-t priors than under their inverse-gamma counterparts. Inverse gamma priors generally gave similar coverage but had smaller interval lengths than their half-t prior counterparts. Our results for these two prior families will inform prior specification for hierarchical models, allowing practitioners to better align their priors with their respective models and goals.
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1 Introduction

In some Bayesian models, it may not be clear how to choose reasonable prior distributions for model parameters. Often, conjugate priors are chosen so that the posterior can be derived in closed form, or so that Gibbs sampling can be used to obtain samples from the posterior. Regardless of whether a conjugate prior is selected, one must also specify values for the prior hyperparameters. In many cases, these values can be selected so the prior has little influence on the posterior. Although this is not necessarily the goal of prior specification, it is often of interest to be able choose relatively uninformative hyperparameters as long as their choice gives a proper posterior distribution.

Hierarchical models are often used for models with random effects when it is appropriate to share information across different subjects or units, a situation called “borrowing strength”. An example of such a model is

\[
\begin{align*}
\bar{y}_j | \theta_j, \sigma^2_j & \sim N(\theta_j, \sigma^2_j), \; j = 1, \cdots, J \\
\theta_j | \tau^2 & \sim N(\mu, \tau^2)
\end{align*}
\]

The model in (1) and (2) is used for the well-known eight schools example (Gelman et al., 2013), in which eight schools carried out randomized experiments to estimate the effect of short term coaching on subsequent Scholastic Aptitude Test-Verbal (SAT-V) scores. In that situation individual students’ SAT-V scores were regressed on whether or not they had coaching (yes/no), and their prior PSAT-Verbal and PSAT-Math scores. In (1), \(\bar{y}_j\) is the estimated coaching effect in school \(j\), estimated by the slope for coaching from the school-specific regression fit to the \(n_j\) subjects in the \(j\)th school. The within-school variance, \(\sigma^2_j\), is \(\sigma^2/n_j\) where \(\sigma^2\) is assumed to be known.
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The choice of priors and their associated hyperparameters for the between-unit variability, $\tau^2$, or the between-unit standard deviation, $\tau$, in a hierarchical model has been discussed in a number of papers. A uniform prior on the shrinkage parameter, $S = \frac{\sigma^2}{\sigma^2 + \tau^2}$, was shown to give a minimax estimator for the $J$ means in similar models under certain conditions (Strawderman, 1971). Implementation of the uniform shrinkage prior (Daniels, 1999) leads to proper posterior distributions while providing desirable frequentist properties for testing and estimation. However, the uniform distribution on the shrinkage weight implies that $\sigma^2$ and $\tau^2$ are of the same order of magnitude, a strong assumption that is not feasible in all data situations.

Some prior choices can lead to improper posteriors, such as $\log(\tau) \sim \text{Uniform}(-\infty, \infty)$ (Gelman et al., 2013). The prior $\tau \sim \text{Uniform}(0, A)$ yields a proper posterior, but results are sensitive to $A$ (Gelman et al., 2013). The property of conditional conjugacy makes the inverse gamma (IG) prior for $\tau^2$ an attractive choice, and $\text{IG}(\epsilon, \epsilon)$ with small $\epsilon$ is often used (Gelman, 2006). However, the posterior can be sensitive to the choice of $\epsilon$, and as $\epsilon \to 0$ the posterior becomes improper. The use of an $\text{IG}(\epsilon, \epsilon)$ prior has become contentious in part due to its presence in the examples for the manual in the widely used software, BUGS (Spiegelhalter et al., 2003), where $\epsilon = 0.001$ is the parameter used in the examples in the BUGS manual.

In Bayesian inference for generalized linear mixed models (GLMM) the choice of $\text{IG}(\epsilon, \epsilon)$ with small $\epsilon$ can be shown to place the majority of the prior mass away from zero (Fong et al., 2010), leading to a marginal prior for the random effects that is Student’s $t$ with $2\epsilon$ degrees of freedom. When $\epsilon$ is very small, the resulting $t$ prior distribution has heavy tails. An alternative strategy is to choose a conservative prior that deliberately gives more weight to smaller values of $\tau^2$ (Gustafson et al., 2006). This choice may be particularly advantageous when the consequences of inferring substantial variability of the random effects are costly or otherwise undesirable.

Gelman (2006) recommend a folded half-t($\nu, s$) prior for the standard deviation, $\tau$, with $\nu$ degrees of freedom and scale $s$. In particular, they recommend $\nu = 1$ (a half-Cauchy prior), and suggest that $s$ be chosen to be a bit larger than the expected standard deviation of the random effects. Polson and Scott (2012) also suggest the half-Cauchy as a default prior for $\tau$. These authors provide additional justification for this choice from a classical risk perspective, and show that this prior leads to excellent quadratic risk properties for high-dimensional sparse data. More recently, in his blog https://github.com/stan-dev/stan/wiki/Prior-Choice-Recommendations (edited 4/17/20, accessed 7/12/20), Gelman suggests using a half-t (HT) prior for $\tau$ with $s$ not too large, such as $s = 1$ and with $\nu = 4$ degrees of freedom, or a half-normal prior with $\nu$ very large.

It is clear from the literature that the choice of “default” priors is not a settled issue. Debates about prior choices for noninformative priors center around the meaning and acceptance of noninformativity. A number of researchers acknowledge the impossibility of truly noninformative priors, but this is not without controversy. Although the use of half-t (HT) or half-Cauchy priors for $\tau$ is becoming more widespread, a half-Cauchy prior has been criticized for poor behavior during MCMC sampling, due to it’s heavy tails (Piironen and Vehtari, 2015).

While one school of thought suggests using default hyperparameter values for the prior of $\tau$ such as HT(4, 1), others suggest using prior information or the data to help inform this choice. For example, Wakefield (2007, 2009) suggests choosing hyperparameters based on an assumed range of the residual odds ratio. In this approach the prior degrees of freedom is selected, and the scale parameter is then obtained under the assumed range with an IG prior for $\tau^2$.

Gelman et al. (2017) emphasized that a prior can only be understood and evaluated as it relates to a particular measurement process, i.e., a likelihood. They discourage reliance on default principles such as maximum entropy or weak informativeness, supporting the abandonment of one-size-fits-all priors. The authors argue that it is a false paradox that prior knowledge must exist without reference to the likelihood, but that the form of the prior itself must make sense with the likelihood. This apparent paradox is resolved by considering the choice of prior in a broader context of the entire analysis. There, the prior must be valid in terms of a priori data generation (i.e., via the prior predictive distribution) and in terms of data prediction (i.e., via the posterior predictive distribution).

Simpson et al. (2017) developed Penalized Complexity priors that follow a number of principles, including
that the prior must not be noninformative. Using the concept of a base model, which here would correspond to the model without random effects, they argue that the prior must place a sufficient mass at the base model, but also sufficient mass in the tails so that a more complex model is not over-penalized. These principles would favor a HT prior over an IG prior, because the latter has insufficient mass at $\tau^2 = 0$. However, Simpson et al. (2017) noted that priors with a Gaussian tail can perform badly, suggesting that a HT prior with very large $\nu$ could have poor performance. Their recommendation is for a prior with exponential tails.

There is a difference of opinion in the literature as to whether a more simple or more complex model should be favored a priori. Barr et al. (2013) argue for retaining all random effects that can be justified by the data in the context of confirmatory analyses when testing hypotheses about fixed effects. In contrast, Simpson et al. (2017), Gustafson et al. (2006) and others suggest selecting a prior that favors the simpler model. Bates et al. (2018) show the problems that can occur if a model is fit that is too complex for the data, including convergence to the boundary and singular covariance matrices. Bates et al. (2018) illustrate these issues in models that have multiple random effects that can potentially be correlated with each other. In this paper we consider models with either a single random effect, or with two random effects that are independent due to the data structure. Here we focus on making inference about $\tau$, but not testing whether $\tau = 0$.

The focus of this work is on evaluating the performance of prior family and hyperparameter choice. We consider IG($a,b$) priors for $\tau^2$ or HT($\nu,s$) priors for $\tau$ over a range of hyperparameter values for three hierarchical models using simulated data. Our evaluation is based on coverage of the true value of $\tau$ in simulated data, as well as average bias and length of the 95% posterior interval. Browne et al. (2006) used similar criteria to evaluate IG($\epsilon,\epsilon$) and Unif(0,1/$\epsilon$) priors for $\tau^2$ with very small $\epsilon$ for two hierarchical models, arguing for the importance of priors that lead to well-calibrated inference. In our evaluation we consider several sets of hyperparameters recommended in the recent Bayesian literature for both the IG and HT priors. We also evaluate the performance of IG and HT priors using values that are determined in the context of the scale of the data.

### 2 Methods

#### 2.1 Models considered

We consider the following three models:

**Model 1:** Our first model is the eight-schools model, given in (1) and (2). We assume that $\sigma^2_j$, $j = 1, \cdots, J$ are known, and use the values of $\sigma^2_j$ from the original eight schools data. Since estimation of the overall mean is not of interest here, in our simulated data each $\bar{y}$ has mean 0 and we do not estimate $\mu$. Simulated data using $\tau = 2.61$ approximately reproduces the variability of the $\bar{y}$’s in the original eight-schools data. In our simulations we use three values of $\tau$: $\tau = 0.4, 2, 10$. In all three models, the model specification is complete upon choosing the prior (IG or HT) for $\tau^2$ or $\tau$, and associated hyperparameters.

**Model 2:** Our second model is a longitudinal model in which we allow subject-specific intercepts but assume a common slope across all subjects. We chose not to allow subject-specific slopes so that we retain our focus on evaluating priors for scalar random effects, rather than considering an inverse-Wishart prior for covariance matrices. Model 2 is

\[
y_{i,j} = \beta_0 + \beta_1 x_{i,j} + \alpha_i + \epsilon_{i,j}, \quad i = 1, \cdots, n, \quad j = 1, \cdots, J
\]

\[
\alpha_i \sim N(0, \tau^2)
\]

where $y_{i,j}$ is the outcome at the $j$th age of the $i$th subject, and $x_{i,j}$ denotes the corresponding age. In this model we assume that all subjects are measured at the same $J$ ages. We also center $x_{i,j}$ so that $\beta_0 = 0$ on average. As in the previous model, interest focuses on the prior for $\tau^2$. To illustrate this model, we use $\beta_1 = 0.2$, $\sigma = 1$, $J = 4$, $n = 10$ or 30, and again use three values of $\tau$: $\tau = 0.1, 1, 10$. In Model 2 we also use the following priors for the other model parameters

\[
\epsilon_{i,j} \sim N(0, \sigma^2), \quad (\beta_0, \beta_1)^T \sim N(0, 10^2 \sigma^2 I), \quad \sigma^2 \sim IG(0.05, 0.01)
\]
Model 3: Our final model is a multiple outcomes model with two scalar random effects. In this model we assume that each of \( n \) subjects has measurements of \( J \) outcomes, and that the outcomes can be influenced by a single covariate. We allow the slope of the covariate to differ across the \( J \) outcomes, and treat the slope deviations as random effects with standard deviation \( \tau_r \). The model also includes a random subject effect, \( r_i \) with scalar standard deviation \( \tau_r \), which induces an exchangeable correlation between multiple outcomes measured on the same subjects. The model is:

\[
y_{i,j} = \beta_0 + (\beta_1 + b_j) x_i + r_i + \epsilon_{i,j}, \quad i = 1, \cdots, n, \quad j = 1, \cdots, J \tag{5}
\]

\[
b_j \sim N(0, \tau^2), \quad r_i \sim N(0, \tau^2_r) \tag{6}
\]

\[
\epsilon_{i,j} \sim N(0, \sigma^2), \quad (\beta_0, \beta_1)^T \sim N(0, 10^2 \sigma^2 I), \quad \sigma^2 \sim IG(0.05, 0.01)
\]

In simulations for Model 3 we use \( \beta_0 = 0, \ \beta_1 = 0.2, \ \sigma^2 = 1 \), and center and scale the vector of \( x_i \) so that \( y_{i,j} \) has mean 0 on average. All simulations use \( n = 700 \) and \( J = 7 \). We simulate data using \( \tau^2_r = 0.7 \) and two values of \( \tau_b: \ \tau_b = 0.04 \) or 0.16. The values of \( \tau_r \) and \( \tau_b \) were chosen to be representative of multiple outcomes models that are based on models in (5), see Thurston et al. (2009).

2.2 Choice of hyperparameters

Inverse gamma prior for \( \tau^2 \): We use the IG(\(a, b\)) parameterization with kernel \((\tau^2)^{-(a+1)} \exp(-b/\tau^2)\), as in Gelman et al. (2013). The IG(\(a, b\)) distribution is equivalent to a scaled inverse \(\chi^2\) prior with scale \(s\) and \(\nu\) degrees of freedom and we can write the IG(\(a, b\)) prior as IG(\(\nu/2, s^2\nu/2\)). Taking the 8-schools model as an example for which \(\tau^2\) is the variance of \(\theta\), the posterior for \(\tau^2\) is

\[
\tau^2 \mid \theta \sim IG \left( \frac{\nu + J}{2}, \frac{\nu s^2 + \theta^T \theta}{2} \right) = IG \left( a + \frac{J}{2}, b + \frac{\theta^T \theta}{2} \right). \tag{7}
\]

Since \(\nu = 2a\) adds to the total number of random effects (\(J\)) to give the posterior sample size, \(\nu\) is the prior degrees of freedom, which is also the prior sample size for the number of random effects. Also \(\nu s^2 = 2b\) adds to \(\theta^T \theta\) to give the posterior sum of squares, so \(s^2\) is the prior variance and \(\nu s^2\) is the prior sum of squares. Under a goal of choosing a prior that does not overwhelm the information from the data, it would be reasonable to choose values of the hyperparameters that are somewhat small relative to the data. We consider several choices of \(\nu\) (or equivalently \(a\)) to evaluate the effect of changing only the prior degrees of freedom. Our smallest value is \(\nu = 1\) (i.e. \(a = 0.5\)), so that the information in the prior is equivalent to a prior sample size of 1 random effect. Due to known convergence issues with very small degrees of freedom, our intermediate choice is \(\nu = 4\), which corresponds to \(a = 2\). Our final choice is \(\nu = 10\) (e.g. \(a = 5\)).

In terms of choosing reasonable values for \(b\), we see no reason to set \(b = a\). Instead, it is important to avoid picking \(s^2\) (or equivalently \(b\)) that is too large relative to the unknown value of \(\tau^2\) in the data, a point noted by others (Crainiceanu et al., 2008). Since the posterior mean of \(\tau^2\) is \((\nu s^2 + \theta^T \theta)/(\nu + J - 1)\), \(\nu\) and \(s^2\) can be chosen independently, while changing \(a\) would result in changing \(b = a s^2\). If \(\tau^2\) was known, we could consider choosing \(s^2\) or \(b\) so that \(s^2 = \tau^2\) and \(b = a \tau^2\).

Half-t prior for \(\tau\): As shown by Wand et al. (2011) and Huang et al. (2013), if \(\tau^2 \mid a \sim IG(\nu/2, \nu/a)\) and \(a \sim IG(1/2, 1/s^2)\), then \(\tau \sim HT(\nu, s)\). Therefore the IG prior for \(\tau^2\) directly relates to a HT prior for \(\tau\) with \(\nu = 2a\) and \(s = \tau\). Like the IG prior, \(\nu\) in the HT prior is the a priori degrees of freedom, or prior number of random effects, and \(s^2\) is the prior estimate for \(\tau^2\). Given the relationship between the IG and HT distributions, any values of \(a\) and \(b\) that we choose for an IG prior for \(\tau^2\) can be directly translated into values of \(\nu\) and \(s\) for a HT prior for \(\tau\). We argue that for a given \(\nu\) and \(s\), the HT(\(\nu, s\)) prior for \(\tau\) in some sense has equivalent information regarding the prior degrees of freedom and prior scale parameter as the IG(\(a = \nu/2, b = \nu s^2/2\)) prior for \(\tau^2\). When evaluating possible reasonable hyperparameter values, we consider IG and HT priors in pairs as defined here. In what follows when referring to prior hyperparameters we use \(\nu\) to denote the prior degrees of freedom (which is \(2a\) for the IG prior), and use the term “prior scale hyperparameter” to refer to \(s\) for the both the HT prior and IG prior for which \(s = \sqrt{2b}/\nu\).

Prior hyperparameters used here: Several sets of our prior hyperparameters for \(s\) and \(b\) are based on the true value of \(\tau\). Since \(\tau\) is unknown in real situations, we also choose \(s\) and \(b\) to be larger or smaller than the
true $\tau$, by a factor of $c = 1.5$. We use the $\text{IG}(a, b)$ notation convention to specify IG prior hyperparameters.

We evaluate each of the three models under the following 14 sets of priors and hyperparameter values:

1. $\text{IG}(1, 1)$
2. $\text{IG}(0.001, 0.001)$
3. half-Cauchy(1.2 $\tau$)
4. HT(1, 1.2$\tau$)
5. $\text{IG}(0.5, \tau^2/2)$
6. HT(1, $\tau$)
7. $\text{IG}(2, 2\tau^2)$
8. HT(4, $\tau$)
9. $\text{IG}(5, 5\tau^2)$
10. HT(10, $\tau$)
11. $\text{IG}(2, 2(c\tau)^2)$
12. HT(4, $c\tau$)
13. $\text{IG}(2, 2(\tau/c)^2)$
14. HT(4, $\tau/c$)

Priors 1–4 are suggested by the literature. Priors 5–10 use the true value of $\tau$ in determining $s$ and $b$, and compare results due to varying $\nu$ from the small (priors 5–6), intermediate (priors 7–8) and larger (priors 9–10) values that we considered. Finally, priors 11–14 evaluate the impact of choosing $s$ and $b$ to be larger (priors 11–12) or smaller (priors 13–14) than the true $\tau$ under the intermediate $\nu = 4$. By choosing $c = 1.5$ as the under- and over-estimation factor for $\tau$, $c^2 = 2.25$ is the under- or over-estimation factor for $\tau^2$.

For each model and each true value of $\tau$, we are primarily interested in comparing the IG and HT prior “pairs” as defined earlier, in particular: (i) the effect of increasing the prior degrees of freedom ($\nu$ or $a$) when the true $\tau$ is used to determine $s$ or $b$; and (ii) the effect of taking the prior scale hyperparameter (a function of $s$ or $b$) to be larger or smaller than $\tau$, under the intermediate value of $\nu = 4$, e.g. $a = 2$. We often refer to priors by their numbers, P-1, ..., P-14. Our focus in (i) compares priors P-5, P-7 and P-9, with P-6, P-8, and P-10, and focus (ii) compares P-7, P-11, and P-13, with P-8, P-12, and P-14.

### 2.3 Simulation details

We simulated 100 datasets for each model under each value of $\tau$ (or $\tau_h$ and $\tau_r$ for Model 3). We used Rstan Stan Development Team (2020) in R R Core Team (2020) for MCMC sampling using Stan Stan Development Team (2018) to fit the models using each of the 14 priors for all 100 datasets for each true parameter value(s). Our MCMC samplers used 4 chains each with a warmup of 250 iterations followed by 2500 draws per chain, resulting in 10,000 posterior draws per dataset. Although in some situations a larger warmup could be justifiable, 200 iterations is generally considered a minimum adequate warmup period (see https://statmodeling.stat.columbia.edu/2017/12/15/burn-vs-warm-iterative-simulation-algorithms/ (accessed 9/30/20)). Preliminary simulations for Model 2 (not shown) also showed no benefit of using a 2500 iteration warmup instead of a 250 iteration warmup per chain.

The value of adapt$\_delta$ used in running Stan models can be set by the user and impacts the step size of the MCMC sampler, with larger values corresponding to smaller steps. Larger values can result in slower exploration of the parameter space, whereas smaller values closer to 0.8 may cause divergent transitions whereby the sampler diverges from the intended path (Betancourt, 2016). We initially considered the default value of adapt$\_delta$=0.8, but this resulted in a large number of divergent transitions for many priors over all three models. Ultimately we chose adapt$\_delta$=0.99 for all models and all priors, to reduce to reduce the number of divergent transitions and make the results as comparable as possible across all conditions.

For each simulation we report several convergence diagnostics, specifically the minimum effective sample size (ESS), median ESS, mean $\hat{R}$, and maximum $\hat{R}$. $\hat{R}$ is the "potential scale reduction factor" (Gelman et al., 1992) that compares between chain and within chain variability, where smaller values close to 1 are desirable. We also report the mean number of divergent transitions (DT), the percentage of datasets with zero DT, and the maximum number of DTs.

Our evaluation of the priors and hyperparameters is based on the following, where $\tau$ indicates the true value and $\bar{\tau}$ indicates the mean over all MCMC draws for a given dataset: the bias ($\bar{\tau} - \tau$), the relative bias ($\bar{\tau} - \tau$)/$\tau$, the root mean squared error (RMSE) $\sqrt{\text{MSE}}$, the coverage, and the length of the 95% posterior interval. Except for the RMSE, all quantities were calculated for each dataset and the stated summary statistics were calculated by averaging the results across all datasets. The RMSE was calculated by averaging the mean squared error (MSE) $(\bar{\tau} - \tau)^2$ across all datasets, and taking the square root of the final averaged MSE https://cran.r-project.org/web/packages/simhelpers/vignettes/MCSE.html (accessed 3/28/21).
3 Results

For each model and true $\tau$ we start by commenting on convergence diagnostics. In then discussing the performance of the priors, we first discuss the priors suggested by the literature (priors 1–4), then the effects of increasing the prior degrees of freedom, $\nu$ (priors 5–10), and finally the effects of over or underestimating the scale hyperparameter (priors 5-6 and 11-14).

3.1 Model 1: the 8-schools model

Small $\tau = 0.4$: With $\tau = 0.4$, DTs occurred under two priors. 28% of the datasets had at least one DT under the IG(0.001, 0.001) (P-2) prior and a single dataset had one DT under the IG(0.5, $\tau^2$/2) (P-5). For all priors the mean $\hat{R}$ was 1.000 and the median ESS was $\geq 4500$ (Table 1). ESS was larger for the HT priors by a factor of 1.4 to 2.4 compared to their IG counterparts.

With the exception of the IG(1, 1) (P-1), the remaining priors had a coverage of 1.00. The four priors recommended in the literature (priors 1–4) did not perform well. In addition to coverage of 0%, the IG(1, 1) (P-1) and especially the IG(0.001, 0.001) (P-2) were very badly biased (Table 2). Although the two HT priors recommended in the literature (P-3 and P-4) had better performance than P-1 and P-2, both the HT(1, 1.2$\tau$) (P-3) and HT(4, 1) (P-4) badly overestimated $\tau$, with a mean bias of 0.66 and 0.59 respectively.

Among priors using the true $\tau$ as the scale hyperparameter (priors 5–10), the two with the smallest $\nu = 1$ had a very large bias of 0.785 for the IG (P-5) and 0.534 for the HT (P-6). Bias generally decreased with increasing $\nu$, for both IG and HT priors. For these six priors the HT had smaller RMSE than their IG counterparts, and a shorter interval length for small $\nu$ (P-6 versus P-5) but a longer interval length with both the medium (P-8 vs P-7) and large $\nu$ (P-10 vs P-9). These relationships are shown in the top left panel of Figure 1.

The priors that used an inflated scale hyperparameter overestimated the posterior mean, where the bias for the IG prior (P-11) was substantially larger than its HT counterpart (P-12), while having a shorter interval length. When the prior scale hyperparameter underestimated $\tau$, both priors had negative bias, but the IG (P-13) was less biased than its HT counterpart (P-14), as well as having a smaller RMSE and smaller interval length (Figure 2, top left panel).

Medium $\tau = 2$: All convergence diagnostics were reasonable except the IG(0.001, 0.001) (P-2) for which 32% of the datasets had a small number of DTs. Among priors 5–14 ESS was larger for the HT priors than their IG counterparts, by a factor of 1.19 to 1.93. All priors for $\tau = 2$ had a coverage of 1.00 in this simulation. Among the four priors suggested by the literature, the IG(1, 1) (P-1) and HT(4, 1) (P-4) both underestimated $\tau$, whereas the IG(0.001, 0.001) (P-2) and HT(1, 1.2$\tau$) (P-3) overestimated $\tau$, where the absolute bias was larger for the HT than the IG priors.

Among priors using $\tau$ as the scale hyperparameter (priors 5–10), the IG priors had larger absolute bias and larger RMSE than their HT counterparts, except for the largest $\nu$ (P-9, P-10). Priors using the smallest $\nu$ (P-5, P-6), were particularly biased, especially the IG(0.5, $\tau^2$/2). Although the IG and HT priors with small $\nu = 1$ had a similar interval length, as $\nu$ increased the interval length for the IG prior became substantially shorter relative to its HT counterpart. Both priors that used an inflated scale parameter had a positive bias that was larger for the IG(2, 2/(c$\tau$)^2), P-11, than its HT counterpart, P-12. In contrast, both priors that used a small scale hyperparameter had a negative bias that was larger in absolute value for the HT(4, $\tau$/c), P-14, than its IG counterpart, P-13.

Large $\tau = 10$: Only the IG(1, 1) (P-1) had DTs, affecting 25% of the datasets. All priors had a mean $\hat{R}$ of 1.001 or less and ESS $> 2500$, which was generally smaller than for small or medium true values ($\tau = 0.4$ or $\tau = 2$). In contrast to small or medium $\tau$, with $\tau = 10$ ESS for the IG priors were larger by a factor of 1.13 to 1.68 than their HT counterparts.

Three of the four priors suggested by the literature performed very poorly. The IG(1, 1) prior (P-1) had 20% coverage and a bias of $-7.64$, the HT(4, 1) prior (P-4) had 5% coverage and a bias of $-8.86$, and the
| True Value | Min ESS | Med ESS | Mean Rhat | Max Rhat | Mean Div | % 0 DT | Max DT |
|------------|---------|---------|-----------|----------|----------|--------|--------|
| 1.IG(1, 1) | 0.4     | 2069.971| 4869.495  | 1.000    | 1.003    | 0.00   | 100    |
| 2.IG(0.001, 0.001) | 0.4 | 1227.432 | 5486.913  | 1.000    | 1.006    | 0.76   | 72     |
| 3.HT(1, 1, 2τ) | 0.4 | 1398.662 | 7991.351  | 1.000    | 1.003    | 0.00   | 100    |
| 4.HT(4, 1) | 0.4     | 7124.598 | 11989.097 | 1.000    | 1.001    | 0.00   | 100    |
| 5.IG(0.5, τ²/2) | 0.4 | 948.101  | 4526.399  | 1.000    | 1.003    | 0.01   | 99     |
| 6.HT(1, τ) | 0.4     | 1151.190 | 7384.026  | 1.000    | 1.002    | 0.00   | 100    |
| 7.IG(2, 2τ²) | 0.4 | 2322.156 | 5291.816  | 1.000    | 1.002    | 0.00   | 100    |
| 8.HT(4, τ) | 0.4     | 3691.767 | 12474.579 | 1.000    | 1.001    | 0.00   | 100    |
| 9.IG(5, 5τ²) | 0.4 | 5803.598 | 8782.165  | 1.000    | 1.001    | 0.00   | 100    |
| 10.HT(10, τ) | 0.4 | 8750.311 | 12332.017 | 1.000    | 1.001    | 0.00   | 100    |
| 11.IG(2, 2(ττ)²) | 0.4 | 3041.727 | 5451.906  | 1.000    | 1.002    | 0.00   | 100    |
| 12.HT(4, cτ) | 0.4 | 8567.794 | 12043.162 | 1.000    | 1.001    | 0.00   | 100    |
| 13.IG(2, 2(τ/c)²) | 0.4 | 3193.071 | 5539.411  | 1.000    | 1.002    | 0.00   | 100    |
| 14.HT(4, τ/c) | 0.4 | 9343.910 | 12417.786 | 1.000    | 1.000    | 0.00   | 100    |

Table 1: Diagnostics for Model 1, the 8-schools model.
|                | True Value | Mean   | Median | Bias Mean | Bias Median | Rel Bias Mean | Rel Bias Median | RMSE | Cov | Interval Length |
|----------------|------------|--------|--------|-----------|-------------|---------------|----------------|------|----|----------------|
| 1. IG(1, 1)    | 0.4        | 1.619  | 1.193  | 1.219     | 3.047       | 1.242         | 0.00           | 4.925|    |                |
| 2. IG(0.001, 0.001) | 0.4      | 2.463  | 1.007  | 2.063     | 5.156       | 2.646         | 1.00           | 12.287|   |                |
| 3. HT(1, 1.2τ) | 0.4        | 1.062  | 0.466  | 0.662     | 1.656       | 0.804         | 1.00           | 6.081|    |                |
| 4. HT(4, 1)    | 0.4        | 0.988  | 0.737  | 0.588     | 1.470       | 0.591         | 1.00           | 3.405|    |                |
| 5. IG(0.5, τ²/2)| 0.4        | 1.185  | 0.579  | 0.785     | 1.963       | 0.907         | 1.00           | 6.021|    |                |
| 6. HT(1, τ)    | 0.4        | 0.934  | 0.389  | 0.534     | 1.334       | 0.680         | 1.00           | 5.573|    |                |
| 7. IG(2, 2τ²)  | 0.4        | 0.501  | 0.437  | 0.101     | 0.254       | 0.102         | 1.00           | 0.911|    |                |
| 8. HT(4, τ)    | 0.4        | 0.400  | 0.297  | 0.000     | 0.000       | 0.006         | 1.00           | 1.381|    |                |
| 9. IG(5, 5τ²)  | 0.4        | 0.433  | 0.414  | 0.033     | 0.083       | 0.033         | 1.00           | 0.422|    |                |
| 10. HT(10, τ)  | 0.4        | 0.346  | 0.280  | -0.054    | -0.135      | -0.054        | 1.00           | 1.040|    |                |
| 11. IG(2, 2(τ/τ)²)| 0.4    | 0.750  | 0.654  | 0.350     | 0.876       | 0.350         | 1.00           | 1.357|    |                |
| 12. HT(4, (τ/τ)) | 0.4       | 0.597  | 0.444  | 0.197     | 0.493       | 0.198         | 1.00           | 2.057|    |                |
| 13. IG(2, 2(τ/τ/c)²)| 0.4  | 0.334  | 0.291  | -0.066    | -0.166      | -0.066        | 1.00           | 0.604|    |                |
| 14. HT(4, τ/c) | 0.4        | 0.267  | 0.198  | -0.133    | -0.333      | -0.333        | 1.00           | 0.922|    |                |

Table 2: Summary results for τ under Model 1, the 8-schools model.
Figure 1: Influence of \textit{a priori} degrees of freedom, $\nu$, on posterior means and 95% posterior intervals for $\tau$ under inverse gamma and half-t priors. All priors shown use the true value of $\tau$ as the scale hyperparameter. Results are organized by smallest or largest values of true $\tau$ (rows) and by model number (columns). Vertical dashed lines indicate the true values of $\tau$. 
Figure 2: Influence of choosing an a priori scale parameter that is smaller, equal, or larger to the true $\tau$ on posterior means and 95% posterior intervals for $\tau$ under inverse gamma and half-t priors. All priors shown use an a priori degrees of freedom of $\nu = 4$. Results are organized by smallest or largest true $\tau$ (rows) and by model number (columns). Vertical dashed lines indicate the true values of $\tau$. 
IG(0.001, 0.001) (P-2) prior had 88% coverage and a bias of $-4.75$.

The six priors using $\tau$ as the scale hyperparameter (priors 5–10) all had a coverage of 1.00, but the three IG priors had better performance in all aspects than their HT counterparts. The three IG priors overestimated $\tau$, but by a smaller degree than the three HT priors underestimated it. For example, the bias for the IG(2, 2$\tau^2$) (P-7) and its HT(4, $\tau$) counterpart (P-8) was 0.83 and -2.045 respectively. For these six priors the interval length was larger for the HT than the IG priors with a widening gap in interval length as $\nu$ increased, reaching a doubling in interval length with $\nu = 10$ (P-10 vs P-9) (Figure 1, lower left). When the prior scale hyperparameter was overestimated, the IG prior (P-11) substantially overestimated $\tau$ on average while still maintaining 95% coverage, whereas the HT prior (P-12) had relatively small bias and 100% coverage. When the prior scale hyperparameter was underestimated, both priors underestimated $\tau$, but the HT prior (P-14) had larger absolute bias, larger RMSE, and longer interval length than its IG counterpart (P-13) (Figure 2, lower left).

### 3.2 Model 2: the longitudinal model

Although $\tau$ is the parameter of primary interest, we also calculated performance diagnostics for the overall slope, $\beta_1$. For each of the six combinations of $\tau = 0.1, 1$, or 10 and data with $n = 10$ or 30 subjects, all 14 priors gave nearly identical estimates of $\beta_1$, and this parameter was estimated with very little bias and good coverage. For each data set we also estimated $\tau$ from a random effects model using lme4 with the formula $Y \sim X + (1 \mid Subject)$. When $\tau = 0.1$, lme4 had difficulty estimating $\tau$, where 51% (37%) of the models estimated $\hat{\tau} = 0$ when $n = 10$ ($n = 30$), and $\tau$ was overestimated on average (Supplemental Table 7). For $\tau = 1$ and $\tau = 10$, $\hat{\tau}$ was never zero, and tau was slightly underestimated. We now focus on estimating $\tau$ in our Bayesian models.

**Small** $\tau = 0.1$: Convergence diagnostics with $\tau = 0.1$ indicated that Stan had difficulty sampling from the posterior especially for the HT priors. For the smaller $n = 10$ datasets all HT priors had DTs for 79% to 92% of the datasets. The only IG prior with any DTs was IG(0.001, 0.001) (P-2). (Table 3). The IG priors also had larger ESS and smaller $R$ than the HT priors. Among priors that use the true $\tau$ as the scale hyperparameter, the median ESS was larger for the IG priors by a factor of 2.1 (P-5 vs P-6; $\nu = 1$), to 8.2 (P-9 vs P-10; $\nu = 10$). In simulations using data with $n = 30$ observations, all HT priors had some DTs, but a smaller proportion of datasets had DTs than for $n = 10$. However, with the exception of the IG(1,1) prior, ESS and $R$ were considerably worse with $n = 30$ (Supplemental Table 8) than $n = 10$.

With $n = 10$, the four priors we evaluated that were suggested in the literature (P-1 to P-4) generally did not perform well (Table 4). The IG(1, 1) prior badly overestimated $\tau$, and had a coverage of 0. The HT(4, 1) prior, while having good coverage, was badly biased upwards with the largest bias of the HT priors and largest interval length. The situation was similar with $n = 30$, although biases were smaller (Supplemental Table 9). With both $n = 10$ and $n = 30$, coverage for all but the IG(1,1) prior was at least 98%.

For priors that use the true $\tau$ as the scale hyperparameter (priors 5–10), the HT priors generally had smaller bias and a larger interval length than their IG counterparts. With increasing $\nu$ the bias decreased for both the IG and HT priors, and the interval length decreased but at a faster rate for the IG than the HT priors (Figure 1, top center). Consequently with $\nu = 1$ and $\nu = 4$ the HT priors had a smaller RMSE than their IG counterparts while the situation was reversed with $\nu = 10$.

For the IG prior with $\nu = 4$, choosing a scale hyperparameter that is too large (P-11) resulted in a substantial increase in bias, whereas choosing it to be too small (P-13) slightly decreased bias relative to the prior based on the true $\tau$ (P-7). The HT priors also overestimated $\tau$ when using a large scale hyperparameter (P-12) and underestimated it with a small choice (P-14). Absolute bias was larger for the IG than the HT when $\tau$ was overstated (P-11 vs P-12), and was smaller for the IG than the HT when $\tau$ was understated (P-13 vs P-14) (Figure 2, top center).

**Medium** $\tau = 1$: Convergence diagnostics with $\tau = 1$ were considerably improved relative to $\tau = 0.01$. For simulations with $n = 10$, all HT priors had DTs, affecting at most 12% of the datasets, while the only IG prior with DTs was the IG(0.001, 0.001). $R$ and ESS were considerably improved relative to $\tau = 0.1$. The
Table 3: Diagnostics for Model 2, the longitudinal model, with \( n = 10 \).
| Prior         | True Value | Mean   | Median  | Bias    | Rel Bias | RMSE  | Cov     | Interval Length |
|--------------|------------|--------|---------|---------|----------|-------|---------|-----------------|
| 1.IG(1, 1)   | 0.1        | 0.670  | 0.639   | 0.570   | 5.704    | 0.572 | 0.00    | 0.707           |
| 2.IG(.001, .001) | 0.1      | 0.215  | 0.168   | 0.115   | 1.152    | 0.137 | 1.00    | 0.625           |
| 3.HT(1, 1.2τ) | 0.1       | 0.150  | 0.109   | 0.050   | 0.499    | 0.070 | 1.00    | 0.497           |
| 4.HT(4, 1)   | 0.1        | 0.309  | 0.277   | 0.209   | 2.090    | 0.229 | 0.98    | 0.763           |
| 5.IG(1/2, τ²/2) | 0.1     | 0.173  | 0.133   | 0.073   | 0.734    | 0.085 | 1.00    | 0.469           |
| 6.HT(1, τ)   | 0.1        | 0.136  | 0.094   | 0.036   | 0.360    | 0.055 | 1.00    | 0.478           |
| 7.IG(2, 2τ²) | 0.1       | 0.124  | 0.109   | 0.024   | 0.244    | 0.026 | 1.00    | 0.219           |
| 8.HT(4, τ)   | 0.1        | 0.100  | 0.078   | 0.000   | 0.003    | 0.017 | 1.00    | 0.315           |
| 9.IG(5, 5τ²) | 0.1       | 0.109  | 0.104   | 0.009   | 0.085    | 0.009 | 1.00    | 0.106           |
| 10.HT(10, τ) | 0.1       | 0.088  | 0.072   | -0.012  | -0.116   | 0.016 | 1.00    | 0.254           |
| 11.IG(2, (cτ)²) | 0.1     | 0.182  | 0.163   | 0.082   | 0.817    | 0.083 | 0.99    | 0.290           |
| 12.HT(4, cτ) | 0.1       | 0.139  | 0.112   | 0.039   | 0.387    | 0.049 | 1.00    | 0.407           |
| 13.IG(2, (τ/c)²) | 0.1     | 0.084  | 0.073   | -0.016  | -0.164   | 0.017 | 1.00    | 0.153           |
| 14.HT(4, τ/c) | 0.1      | 0.068  | 0.052   | -0.032  | -0.316   | 0.033 | 1.00    | 0.227           |

| Prior         | True Value | Mean   | Median  | Bias    | Rel Bias | RMSE  | Cov     | Interval Length |
|--------------|------------|--------|---------|---------|----------|-------|---------|-----------------|
| 1.IG(1, 1)   | 1.0        | 1.078  | 1.032   | 0.078   | 0.078    | 0.245 | 0.98    | 1.136           |
| 2.IG(.001, .001) | 1.0     | 1.013  | 0.964   | 0.013   | 0.013    | 0.379 | 0.92    | 1.429           |
| 3.HT(1, 1.2τ) | 1.0       | 1.049  | 1.002   | 0.049   | 0.049    | 0.329 | 0.94    | 1.751           |
| 4.HT(4, 1)   | 1.0        | 1.017  | 0.979   | 0.017   | 0.017    | 0.304 | 0.96    | 1.256           |
| 5.IG(1/2, τ²/2) | 1.0     | 1.076  | 1.024   | 0.076   | 0.076    | 0.279 | 0.97    | 1.231           |
| 6.HT(1, τ)   | 1.0        | 1.033  | 0.986   | 0.033   | 0.033    | 0.324 | 0.95    | 1.352           |
| 7.IG(2, 2τ²) | 1.0       | 1.072  | 1.034   | 0.072   | 0.072    | 0.199 | 0.99    | 0.997           |
| 8.HT(4, τ)   | 1.0        | 1.017  | 0.979   | 0.017   | 0.017    | 0.304 | 0.96    | 1.256           |
| 9.IG(5, 5τ²) | 1.0       | 1.053  | 1.028   | 0.053   | 0.053    | 0.129 | 1.00    | 0.762           |
| 10.HT(10, τ) | 1.0       | 1.009  | 0.974   | 0.009   | 0.009    | 0.294 | 0.96    | 1.213           |
| 11.IG(2, (cτ)²) | 1.0     | 1.298  | 1.252   | 0.298   | 0.298    | 0.336 | 0.88    | 1.146           |
| 12.HT(4, cτ) | 1.0       | 1.070  | 1.024   | 0.070   | 0.070    | 0.326 | 0.96    | 1.357           |
| 13.IG(2, (τ/c)²) | 1.0     | 0.929  | 0.894   | -0.071  | -0.071   | 0.228 | 0.96    | 0.930           |
| 14.HT(4, τ/c) | 1.0      | 0.952  | 0.920   | -0.048  | -0.048   | 0.297 | 0.95    | 1.157           |

Table 4: Summary results for τ under Model 2, the longitudinal model, with n = 10.
median ESS was 1.2 to 1.6 times larger for the IG priors compared to their HT counterparts. Convergence diagnostics were much improved for simulations with $n = 30$, where only two priors had a few DTs for a single dataset.

With $n = 10$ the only prior to have coverage below 90% was the IG with overestimated prior scale parameter (P-11). This prior had 88% coverage and the largest bias of all 14 priors. The HT priors had smaller bias than their IG counterparts, while generally the IG priors had a smaller RMSE (except the P-13, P-14 pair), smaller interval length, and slightly higher coverage than their HT counterparts. With $n = 30$, all priors estimated $\tau$ with little bias and good coverage. In contrast to $n = 10$, with $n = 30$ the IG priors using the true $\tau$ for the scale hyperparameter (priors 5–10) all had slightly smaller bias than their HT counterparts, while still having slightly smaller RMSE and interval length.

**Large $\tau = 10$:** With $\tau = 10$ the issue of divergent transitions has entirely disappeared (Table 3). Although the median ESS and mean $R$ are reasonable across all priors, the HT($10$, $\tau$) prior (P-10) had an extremely small minimum ESS and large maximum $R$. Diagnostics with $n = 30$ were of little concern, apart from some relatively small minimum ESS and maximum $R$.

With $n = 10$, two of the priors had poor coverage: the IG(1,1) and the HT(4,1) with 84% and 80% coverage respectively. The HT(4,1) prior also badly underestimated $\tau$ by 12.6%. Among the remaining priors 5–14, only the IG with scale hyperparameter that overestimates $\tau$ (p11) was badly biased, with $\tau$ overestimated by 24.5% on average. Among priors that use the true $\tau$ for a scale hyperparameter (priors 5–10), the HT priors were somewhat less biased, but had somewhat worse coverage, larger interval length, and larger RMSE than their IG counterparts. For the smallest $\nu$, coverage, interval length, and RMSE were similar for the IG and HT pair (P-5, P-6), but the disparity in these quantities increased with larger $\nu$. With $\nu = 10$, the IG prior (P-9) is better in all respects except bias than its HT counterpart (P-10). For simulated data with $n = 30$ observations the same patterns held, but differences between the IG and HT pairs were considerably reduced.

A comparison of priors 11–14 shows that the HT priors are again less sensitive to over and underestimation of the scale parameter than their IG counterparts in terms of bias. The IG prior that overestimates $\tau$ (P-11) had the largest absolute bias of all 14 priors, while having similar coverage (90% versus 92%), similar RMSE, and similar interval length compared to its HT counterpart (P-12).

### 3.3 Model 3: the multiple outcomes model

Our primary focus is the standard error of the random effects, $\tau_r$ and $\tau_b$. In both simulation conditions $\tau_r$ was fixed at a true value of 0.7 whereas we considered two values of $\tau_b$. ESS for $\tau_r$ was over 12,000 for all priors (Supplemental Table 10), and although with small $\tau_b$ many priors show non-zero DTs for $\tau_r$, this was likely a function of the difficulty in estimating $\tau_b$ rather than $\tau_r$. The latter parameter was estimated with little bias across all 14 priors under both values of $\tau_b$ (Supplemental Table 11), and coverage, RMSE, and interval lengths for $\tau_r$ were similar across all priors. Similarly, the parameters $\beta_1$, and $\sigma^2$, were generally well estimated across all priors and both values of $\tau_b$ (not shown). We therefore focus on estimation of $\tau_b$.

**Small $\tau_b = 0.04$:** This small value of $\tau_b$ lead to convergence issues for all HT priors but none of the IG priors (Table 5). All HT priors had DTs for at least 40% of the datasets.

Of the four priors suggested by the literature, the IG(1,1) prior, P-1, performed very poorly with a coverage of zero and an extremely large bias (Table 6). The IG(.001,.001) (P-2) and the HT(4,1) (P-4) slightly overestimated $\tau_b$, whereas the HT(1, 1.2$\tau$) (P-3) had little bias, despite issues with DTs. Except for the IG(1,1) prior, all priors had good coverage. For priors 5–14 the mean $\hat{R}$s were somewhat larger for the HT than the IG priors. In addition the median ESS was larger for the IG priors than their HT counterparts by a factor of 1.76 (small $\nu$; P-5 versus P-6) to 2.82 (large $\nu$; P-9 versus P-10).

Among priors 5–10 that use the true $\tau_b$ for the scale hyperparameter, the HT priors (P-6, P-8, P-10) were slightly less biased than their IG counterparts (P-5, P-7, P-9), while having larger interval lengths and larger RMSEs than the IG priors. With increasing $\nu$, bias decreased more for the IG priors than their HT counterparts, while interval length and RMSE increased more for the HT priors so that with $\nu = 10$ the IG
prior (P-9) had better overall performance than its HT counterpart (P-10) (Figure 1, top right).

When the scale hyperparameter is overestimated, both priors had positive bias, with the IG prior (P-11) showing much larger bias than its HT counterpart (P-12). Using an underestimate of \( \tau_b \) for the scale hyperparameter resulted in a slight negative bias for both the IG (P-13) and HT (P-14) priors. In both cases the IG priors had smaller interval lengths (Figure 2, top right) and equal or smaller RMSE than their HT counterparts.

Large \( \tau_b = 0.16 \): Convergence diagnostics were considerably better with the larger \( \tau_b \). No prior had DTs, the mean \( \hat{R} \)’s were very close to 1.000, and the median ESS was at least 4000 and was similar for the IG and HT priors. The IG(1,1) prior (P-1) again had very large bias and a coverage of 0. The other three priors suggested by the literature all performed quite well, with the HT(4,1) (P-4) having the largest bias, interval length and RMSE among these three priors.

Priors that used \( \tau_b \) as the scale hyperparameter (priors 5-10) all performed well, with good coverage and small but positive bias. Differences between the IG and HT pairs were slight, with the greatest difference for the largest \( \nu = 10 \) for which the IG prior (P-9) was slightly better in all respects than its HT counterpart (P-10) (Figure 1, bottom right).

When the scale hyperparameter overestimates \( \tau_b \), the IG prior, P-11, performed less well than the HT counterpart (P-12), with larger bias, and 89% coverage. With a small prior scale hyperparameter (P-13, P-14), both the IG and HT priors had smaller absolute bias, smaller RMSE, and a shorter interval length

| Prior     | True Value | Min ESS | Med ESS | Mean Rhat | Max Rhat | Mean DT | % 0 DT | Max DT |
|-----------|------------|---------|---------|-----------|----------|---------|--------|--------|
| 1.IG(1,1) | 0.04       | 1802    | 5531    | 1.000     | 1.002    | 0.00    | 100    | 0      |
| 2.IG(0.01,0.01) | 0.04       | 1513    | 5343    | 1.000     | 1.002    | 0.00    | 100    | 0      |
| 3.HT(1,1.2\( \tau \)) | 0.04       | 362     | 3377    | 1.002     | 1.027    | 9.11    | 51     | 393    |
| 4.HT(4,1) | 0.04       | 20      | 3106    | 1.002     | 1.109    | 15.68   | 59     | 1110   |
| 5.IG(5,\( \tau^2/2 \)) | 0.04       | 2847    | 5772    | 1.000     | 1.002    | 0.00    | 100    | 0      |
| 6.HT(1,\( \tau \)) | 0.04       | 6       | 3274    | 1.005     | 1.225    | 42.14   | 46     | 2507   |
| 7.IG(2,2\( \tau^2 \)) | 0.04       | 5530    | 8459    | 1.000     | 1.001    | 0.00    | 100    | 0      |
| 8.HT(4,\( \tau \)) | 0.04       | 120     | 3710    | 1.002     | 1.044    | 10.30   | 50     | 466    |
| 9.IG(5,5\( \tau^2 \)) | 0.04       | 8924    | 11290   | 1.000     | 1.001    | 0.00    | 100    | 0      |
| 10.HT(10,\( \tau \)) | 0.04       | 6       | 4009    | 1.002     | 1.260    | 31.86   | 49     | 2512   |
| 11.IG(2,2(\( c \tau \))^2) | 0.04       | 6226    | 9003    | 1.000     | 1.001    | 0.00    | 100    | 0      |
| 12.HT(4,\( c \tau \)) | 0.04       | 384     | 4195    | 1.001     | 1.009    | 3.14    | 54     | 72     |
| 13.IG(2,2(\( c/\tau \))^2) | 0.04       | 4515    | 7010    | 1.000     | 1.001    | 0.00    | 100    | 0      |
| 14.HT(4,(\( \tau/\tau \))^2) | 0.04       | 98      | 3120    | 1.002     | 1.025    | 10.40   | 47     | 252    |
| 1.IG(1,1) | 0.16       | 3378    | 5768    | 1.000     | 1.002    | 0      | 100    | 0      |
| 2.IG(0.01,0.01) | 0.16       | 491     | 4397    | 1.001     | 1.009    | 0      | 100    | 0      |
| 3.HT(1,1.2\( \tau \)) | 0.16       | 491     | 4897    | 1.001     | 1.008    | 0      | 100    | 0      |
| 4.HT(4,1) | 0.16       | 284     | 3895    | 1.001     | 1.013    | 0      | 100    | 0      |
| 5.IG(5,\( \tau^2/2 \)) | 0.16       | 326     | 5070    | 1.000     | 1.008    | 0      | 100    | 0      |
| 6.HT(1,\( \tau \)) | 0.16       | 973     | 5336    | 1.000     | 1.006    | 0      | 100    | 0      |
| 7.IG(2,2\( \tau^2 \)) | 0.16       | 2425    | 6831    | 1.000     | 1.002    | 0      | 100    | 0      |
| 8.HT(4,\( \tau \)) | 0.16       | 2714    | 6034    | 1.000     | 1.001    | 0      | 100    | 0      |
| 9.IG(5,5\( \tau^2 \)) | 0.16       | 6032    | 9470    | 1.000     | 1.001    | 0      | 100    | 0      |
| 10.HT(10,\( \tau \)) | 0.16       | 2809    | 6790    | 1.000     | 1.004    | 0      | 100    | 0      |
| 11.IG(2,2(\( c \tau \))^2) | 0.16       | 3468    | 7152    | 1.000     | 1.002    | 0      | 100    | 0      |
| 12.HT(4,\( c \tau \)) | 0.16       | 2358    | 5509    | 1.000     | 1.003    | 0      | 100    | 0      |
| 13.IG(2,2(\( c/\tau \))^2) | 0.16       | 3068    | 7638    | 1.000     | 1.002    | 0      | 100    | 0      |
| 14.HT(4,(\( \tau/\tau \))^2) | 0.16       | 1961    | 6401    | 1.000     | 1.002    | 0      | 100    | 0      |

Table 5: Diagnostics for \( \tau_b \) under Model 3, the multiple outcomes model.
than when using an inflated prior scale hyperparameter (P-11, P-12). Estimates of $\tau_b$ were less sensitive to changes in the prior scale hyperparameters under the HT prior compared to the IG (Figure 2, bottom right).

### 4 Discussion

Inference for the standard deviation of random effects in hierarchical models is known to be sensitive to the choice of its prior distribution. Using simulations, we addressed the question of how well $\tau$, the random effects standard deviation, can be estimated under IG and HT priors over a range of hyperparameters. We considered three different models - the 8-schools model, a longitudinal model with random intercepts, and a simple multiple outcomes model. We compared seven IG priors for $\tau^2$ and seven HT priors for $\tau$. We argue that results from IG and HT priors with the same prior degrees of freedom and prior scale hyperparameters can directly be compared, despite their quite different distributions.

Our simulation results showed that estimation of $\tau$ using typical hyperparameters suggested in the literature was sometimes extremely poor. When $\tau$ is very small, $\tau^2 \sim IG(1,1)$ was a particularly unsuitable prior, with a coverage of 0% for all three models. Although the other three priors that are commonly suggested in the literature had somewhat better performance, in some situations the IG(0,001) and HT(4,1) priors estimated $\tau$ with considerable bias. These results suggest that the expected magnitude of the SD of the random effects in a hierarchical model should be considered when choosing hyperparameters for either an

| Prior | True Value | Mean | Median | Bias | Rel Bias | RMSE | Cov | Interval Length |
|-------|------------|------|--------|------|----------|------|-----|----------------|
| $1.IG(1,1)$ | 0.04 | 0.557 | 0.525 | 0.517 | 12.914 | 0.517 | 0.00 | 0.622 |
| $2.IG(.001,.001)$ | 0.04 | 0.054 | 0.049 | 0.014 | 0.349 | 0.019 | 0.96 | 0.085 |
| $3.HT(1,1.2\tau)$ | 0.04 | 0.042 | 0.039 | 0.002 | 0.046 | 0.017 | 0.95 | 0.076 |
| $4.HT(4,1)$ | 0.04 | 0.052 | 0.046 | 0.012 | 0.291 | 0.024 | 0.95 | 0.104 |
| $5.IG(5,\tau^2/2)$ | 0.04 | 0.045 | 0.042 | 0.005 | 0.132 | 0.013 | 0.98 | 0.068 |
| $6.HT(1,\tau)$ | 0.04 | 0.041 | 0.037 | 0.001 | 0.014 | 0.017 | 0.97 | 0.074 |
| $7.IG(2,2\tau^2)$ | 0.04 | 0.044 | 0.042 | 0.004 | 0.107 | 0.008 | 1.00 | 0.050 |
| $8.HT(4,\tau)$ | 0.04 | 0.039 | 0.037 | -0.001 | -0.019 | 0.015 | 0.97 | 0.067 |
| $9.IG(5,5\tau^2)$ | 0.04 | 0.043 | 0.041 | 0.003 | 0.065 | 0.005 | 1.00 | 0.035 |
| $10.HT(10,\tau)$ | 0.04 | 0.038 | 0.036 | -0.002 | -0.039 | 0.015 | 0.97 | 0.063 |
| $11.IG(2, 2(\tau\sigma)^2)$ | 0.04 | 0.056 | 0.054 | 0.016 | 0.408 | 0.017 | 0.93 | 0.059 |
| $12.HT(4, c\tau)$ | 0.04 | 0.043 | 0.040 | 0.003 | 0.077 | 0.017 | 0.96 | 0.075 |
| $13.IG(2, 2(c/\tau)^2)$ | 0.04 | 0.036 | 0.034 | -0.004 | -0.104 | 0.009 | 1.00 | 0.045 |
| $14.HT(4, c\tau)$ | 0.04 | 0.035 | 0.033 | -0.005 | -0.128 | 0.015 | 0.94 | 0.059 |
| $1.IG(1,1)$ | 0.16 | 0.577 | 0.544 | 0.417 | 2.606 | 0.417 | 0.00 | 0.644 |
| $2.IG(.001,.001)$ | 0.16 | 0.182 | 0.167 | 0.022 | 0.139 | 0.062 | 0.97 | 0.253 |
| $3.HT(1,1.2\tau)$ | 0.16 | 0.180 | 0.167 | 0.020 | 0.125 | 0.056 | 0.97 | 0.235 |
| $4.HT(4,1)$ | 0.16 | 0.202 | 0.183 | 0.042 | 0.264 | 0.075 | 0.93 | 0.306 |
| $5.IG(5,\tau^2/2)$ | 0.16 | 0.179 | 0.167 | 0.019 | 0.119 | 0.051 | 0.97 | 0.223 |
| $6.HT(1,\tau)$ | 0.16 | 0.177 | 0.164 | 0.017 | 0.105 | 0.054 | 0.97 | 0.228 |
| $7.IG(2,2\tau^2)$ | 0.16 | 0.174 | 0.166 | 0.014 | 0.087 | 0.035 | 0.97 | 0.172 |
| $8.HT(4,\tau)$ | 0.16 | 0.172 | 0.162 | 0.012 | 0.076 | 0.048 | 0.97 | 0.205 |
| $9.IG(5,5\tau^2)$ | 0.16 | 0.169 | 0.164 | 0.009 | 0.056 | 0.022 | 0.98 | 0.126 |
| $10.HT(10,\tau)$ | 0.16 | 0.170 | 0.161 | 0.010 | 0.063 | 0.045 | 0.97 | 0.195 |
| $11.IG(2,2(\tau\sigma)^2)$ | 0.16 | 0.214 | 0.204 | 0.054 | 0.339 | 0.060 | 0.89 | 0.210 |
| $12.HT(4, c\tau)$ | 0.16 | 0.182 | 0.170 | 0.022 | 0.141 | 0.055 | 0.96 | 0.233 |
| $13.IG(2,2(c/\tau)^2)$ | 0.16 | 0.151 | 0.145 | -0.009 | -0.053 | 0.037 | 0.98 | 0.150 |
| $14.HT(4, c\tau)$ | 0.16 | 0.161 | 0.153 | 0.001 | 0.009 | 0.043 | 0.97 | 0.180 |

Table 6: Summary results for $\tau_b$ under Model 3, the multiple outcomes model.
When choosing an IG prior, many investigators use $IG(\epsilon,\epsilon)$ for some small value of $\epsilon$. We agree with Wakefield (2007, 2009) that the two hyperparameters should be chosen separately. Our simulations showed that choosing a scale hyperparameter for an IG prior that is larger than the true value can cause serious overestimation of $\tau$, as noted by others (Crainiceanu et al., 2008), whereas choosing a scale hyperparameter that is smaller than $\tau$ by the same factor leads to far smaller absolute bias.

Except for very small degrees of freedom, $\nu$, when $\tau^2 \sim IG$ the draws of $\tau$ have a smaller SD than draws of $\tau$ from a HT distribution with the same scale and same value of $\nu$. As $\nu$ increases, the posterior interval width decreases far more rapidly under the IG than the HT prior. Therefore the choice of whether to use an IG or HT prior, as well as the choice of their prior hyperparameters, could be viewed as a bias-variance tradeoff. In particular, because its density is more peaked than the HT, the IG prior can lead to more bias in the posterior estimate of $\tau$ especially when the scale hyperparameter is not chosen well. Conversely, the HT prior can lead to larger variance in the estimate of $\tau$ and wider posterior intervals, which may be due to the strong assumption that $\tau$ can be very close to zero for any scale hyperparameter.

Results for IG and HT priors that use the true value of $\tau$ as the basis for the scale hyperparameter were, in some cases, very sensitive to the prior degrees of freedom, $\nu$. This sensitivity appears to be related to the information in the likelihood. Specifically, the length of the 95% posterior intervals for the 8-schools model (with 8 observations from which to estimate $J = 8$ random effects) was 14.3 times longer for the IG prior and 5.4 times longer for the HT prior for $\nu = 1$ as compared to $\nu = 10$. In comparison, for the multiple outcomes model with $n = 4900$ correlated observations with which we estimate $J = 7$ random effects, the length of the posterior intervals were far less sensitive to the choice of $\nu$. Regardless of the model considered or the true $\tau$, for the three values of $\nu$ that we considered here, the interval lengths based on an IG prior were nearly always shorter than those resulting from the paired HT prior.

In summary, we found that it can be especially challenging to sample from the posterior of $\tau$ when the true value is very small, often leading to divergent transitions in Stan for HT priors but rarely for IG priors. When choosing hyperparameters for either an IG or HT prior for the variance or SD of random effects, we argue that it is most important to choose a reasonable scale hyperparameter based on some \textit{a priori} knowledge of the magnitude of $\tau$. Although it is less clear what to choose for the \textit{a priori} degrees of freedom, $\nu$, one should bear in mind that when the number of random effects is small, $\nu$ can have a large impact on the length of the posterior interval for $\tau$. Finally, when it is possible to choose the prior scale hyperparameter well, the choice of whether to use an IG or HT prior may depend on the magnitude of $\tau$ and whether one is primarily interested in it’s point estimate or interval length. When $\tau$ is small, a HT prior is likely to be preferred when the point estimate of $\tau$ is of most interest (although convergence may be an issue), whereas an IG prior may be preferred based on interval length. For large $\tau$, the IG prior may be preferable based on interval length, and can sometimes result in smaller bias than the HT, especially when the data has few random effects or when $\nu$ can be chosen to be relatively large. However the consequences of choosing a poor prior scale hyperparameter are more severe for the IG than the HT prior, especially if this hyperparameter is chosen to be too large. More work is needed to determine whether these general conclusions hold for $\nu$ outside the range we considered here, and to what extent varying $\nu$ affects posterior inference when the prior scale hyperparameter for $\tau$ is not chosen well.
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| Condition | Mean   | Rel Bias | 2.5%  | 97.5%  | %0 \(\hat{\tau}\) |
|-----------|--------|----------|-------|--------|-----------------|
| \(n = 10, \tau = 0.1\) | 0.145  | 0.449    | 0.000 | 0.534  | 0.51            |
| \(n = 10, \tau = 1\)    | 0.983  | -0.017   | 0.467 | 1.578  | 0.00            |
| \(n = 10, \tau = 10\)   | 9.836  | -0.016   | 4.652 | 14.908 | 0.00            |
| \(n = 30, \tau = 0.1\)  | 0.148  | 0.476    | 0.000 | 0.426  | 0.37            |
| \(n = 30, \tau = 1\)    | 0.970  | -0.030   | 0.696 | 1.257  | 0.00            |
| \(n = 30, \tau = 10\)   | 9.829  | -0.017   | 7.644 | 12.094 | 0.00            |

Table 7: Estimates of \(\hat{\tau}\) from lme4 for Model 2, the longitudinal model.
| Prior          | True Value | Min ESS | Med ESS | Mean Rhat | Max Rhat | Mean Div | % 0 | Max DT |
|---------------|------------|---------|---------|-----------|-----------|----------|-----|--------|
| 1. IG(1, 1)   | 0.1        | 4149    | 5939    | 1.000     | 1.001     | 0.00     | 100 | 0      |
| 2. IG(.001, .001) | 0.1        | 108     | 218     | 1.018     | 1.046     | 0.00     | 100 | 0      |
| 3. HT(1, 1.2τ) | 0.1        | 28      | 139     | 1.033     | 1.151     | 1.31     | 74  | 56     |
| 4. HT(4, 1)   | 0.1        | 51      | 183     | 1.023     | 1.075     | 0.28     | 87  | 4      |
| 5. IG(1/2, τ²/2) | 0.1        | 169     | 369     | 1.010     | 1.041     | 0.00     | 100 | 0      |
| 6. HT(1, τ)   | 0.1        | 38      | 137     | 1.031     | 1.130     | 5.96     | 69  | 312    |
| 7. IG(2, 2τ²) | 0.1        | 339     | 743     | 1.005     | 1.022     | 0.00     | 100 | 0      |
| 8. HT(4, τ)   | 0.1        | 53      | 159     | 1.024     | 1.102     | 1.38     | 74  | 88     |
| 9. IG(5, 5τ²) | 0.1        | 855     | 1701    | 1.002     | 1.009     | 0.00     | 100 | 0      |
| 10. HT(10, τ) | 0.1        | 45      | 150     | 1.030     | 1.108     | 0.59     | 79  | 12     |
| 11. IG(2, 2(ct)²) | 0.1    | 436     | 1026    | 1.004     | 1.016     | 0.00     | 100 | 0      |
| 12. HT(4, ct) | 0.1        | 28      | 155     | 1.029     | 1.105     | 1.35     | 76  | 71     |
| 13. IG(2, 2(τ/c)²) | 0.1  | 208     | 622     | 1.007     | 1.027     | 0.00     | 100 | 0      |
| 14. HT(4, τ/c) | 0.1        | 38      | 147     | 1.030     | 1.109     | 2.59     | 74  | 110    |

| Prior          | True Value | Min ESS | Med ESS | Mean Rhat | Max Rhat | Mean Div | % 0 | Max DT |
|---------------|------------|---------|---------|-----------|-----------|----------|-----|--------|
| 1. IG(1, 1)   | 1          | 5498    | 7798    | 1.000     | 1.001     | 0.00     | 100 | 0      |
| 2. IG(.001, .001) | 1         | 149     | 6978    | 1.001     | 1.025     | 0.00     | 100 | 0      |
| 3. HT(1, 1.2τ) | 1          | 169     | 7193    | 1.001     | 1.033     | 0.00     | 100 | 0      |
| 4. HT(4, 1)   | 1          | 128     | 7043    | 1.000     | 1.023     | 0.23     | 99  | 23     |
| 5. IG(1/2, τ²/2) | 1          | 4270    | 7475    | 1.000     | 1.001     | 0.00     | 100 | 0      |
| 6. HT(1, τ)   | 1          | 169     | 7357    | 1.000     | 1.008     | 0.00     | 100 | 0      |
| 7. IG(2, 2τ²) | 1          | 6061    | 8332    | 1.000     | 1.001     | 0.00     | 100 | 0      |
| 8. HT(4, τ)   | 1          | 128     | 7043    | 1.000     | 1.023     | 0.23     | 99  | 23     |
| 9. IG(5, 5τ²) | 1          | 6270    | 9459    | 1.000     | 1.001     | 0.00     | 100 | 0      |
| 10. HT(10, τ) | 1          | 245     | 7447    | 1.001     | 1.026     | 0.00     | 100 | 0      |
| 11. IG(2, 2(ct)²) | 1      | 6149    | 8951    | 1.000     | 1.001     | 0.00     | 100 | 0      |
| 12. HT(4, ct) | 1          | 155     | 7441    | 1.000     | 1.027     | 0.00     | 100 | 0      |
| 13. IG(2, 2(τ/c)²) | 1   | 4683    | 7417    | 1.000     | 1.002     | 0.00     | 100 | 0      |
| 14. HT(4, τ/c) | 1          | 167     | 7167    | 1.000     | 1.026     | 0.00     | 100 | 0      |

| Prior          | True Value | Min ESS | Med ESS | Mean Rhat | Max Rhat | Mean Div | % 0 | Max DT |
|---------------|------------|---------|---------|-----------|-----------|----------|-----|--------|
| 1. IG(1, 1)   | 10         | 865     | 2405    | 1.002     | 1.012     | 0.00     | 100 | 0      |
| 2. IG(.001, .001) | 10       | 106     | 2185    | 1.002     | 1.032     | 0.00     | 100 | 0      |
| 3. HT(1, 1.2τ) | 10         | 853     | 2315    | 1.002     | 1.007     | 0.00     | 100 | 0      |
| 4. HT(4, 1)   | 10         | 1139    | 2465    | 1.002     | 1.012     | 0.00     | 100 | 0      |
| 5. IG(1/2, τ²/2) | 10       | 1066    | 2443    | 1.002     | 1.007     | 0.00     | 100 | 0      |
| 6. HT(1, τ)   | 10         | 1026    | 2278    | 1.002     | 1.009     | 0.00     | 100 | 0      |
| 7. IG(2, 2τ²) | 10         | 1061    | 2296    | 1.002     | 1.004     | 0.00     | 100 | 0      |
| 8. HT(4, τ)   | 10         | 376     | 2346    | 1.002     | 1.013     | 0.00     | 100 | 0      |
| 9. IG(5, 5τ²) | 10         | 960     | 2527    | 1.002     | 1.009     | 0.00     | 100 | 0      |
| 10. HT(10, τ) | 10         | 958     | 2269    | 1.002     | 1.006     | 0.00     | 100 | 0      |
| 11. IG(2, 2(ct)²) | 10      | 938     | 2432    | 1.002     | 1.007     | 0.00     | 100 | 0      |
| 12. HT(4, ct) | 10         | 1277    | 2437    | 1.002     | 1.008     | 0.00     | 100 | 0      |
| 13. IG(2, 2(τ/c)²) | 10   | 703     | 2469    | 1.002     | 1.007     | 0.00     | 100 | 0      |
| 14. HT(4, τ/c) | 10         | 751     | 2414    | 1.002     | 1.018     | 0.00     | 100 | 0      |

Table 8: Diagnostics for $\tau$ under Model 2, the longitudinal model, with $n = 30$. 
| Prior                 | True Value | Mean  | Median | Bias  | Rel Bias | RMSE  | Cov       | Interval Length |
|-----------------------|------------|-------|--------|-------|----------|-------|-----------|-----------------|
| 1.$IG(1, 1)$          | 0.1        | 0.506 | 0.496  | 0.406 | 4.059    | 0.407 | 0.00      | 0.355           |
| 2.$IG(0.001, 0.001)$  | 0.1        | 0.174 | 0.151  | 0.074 | 0.737    | 0.099 | 1.00      | 0.405           |
| 3.$HT(1, 1, 2\tau)$   | 0.1        | 0.136 | 0.113  | 0.036 | 0.361    | 0.064 | 1.00      | 0.370           |
| 4.$HT(4, 1)$          | 0.1        | 0.225 | 0.214  | 0.125 | 1.249    | 0.146 | 0.98      | 0.465           |
| 5.$IG(1/2, \tau^2/2)$ | 0.1        | 0.156 | 0.133  | 0.056 | 0.564    | 0.072 | 1.00      | 0.342           |
| 6.$HT(1, \tau)$       | 0.1        | 0.125 | 0.099  | 0.025 | 0.249    | 0.056 | 1.00      | 0.359           |
| 7.$IG(2, 2\tau^2)$   | 0.1        | 0.125 | 0.111  | 0.025 | 0.255    | 0.029 | 1.00      | 0.211           |
| 8.$HT(4, \tau)$       | 0.1        | 0.103 | 0.084  | 0.003 | 0.031    | 0.027 | 1.00      | 0.292           |
| 9.$IG(5, 5\tau^2)$   | 0.1        | 0.109 | 0.104  | 0.009 | 0.089    | 0.009 | 1.00      | 0.107           |
| 10.$HT(10, \tau)$     | 0.1        | 0.092 | 0.077  | -0.008| -0.076   | 0.019 | 1.00      | 0.251           |
| 11.$IG(2, 2(\tau/\sigma)^2)$ | 0.1 | 0.178 | 0.164  | 0.078 | 0.781    | 0.081 | 0.99      | 0.252           |
| 12.$HT(4, \gamma)$   | 0.1        | 0.139 | 0.121  | 0.039 | 0.385    | 0.056 | 1.00      | 0.347           |
| 13.$IG(2, 2(\tau/c)^2)$ | 0.1 | 0.085 | 0.074  | -0.015| -0.154   | 0.017 | 1.00      | 0.158           |
| 14.$HT(4, \tau/c)$   | 0.1        | 0.072 | 0.055  | -0.028| -0.282   | 0.032 | 1.00      | 0.229           |
|                      | 1.$IG(1, 1)$          | 1.0    | 0.996  | 0.982  | -0.004   | -0.004 | 0.147    | 0.97           | 0.633           |
|                      | 2.$IG(0.001, 0.001)$  | 1.0    | 0.985  | 0.970  | -0.015   | -0.015 | 0.180    | 0.96           | 0.685           |
|                      | 3.$HT(1, 1, 2\tau)$   | 1.0    | 0.991  | 0.977  | -0.009   | -0.009 | 0.172    | 0.96           | 0.671           |
|                      | 4.$HT(4, 1)$          | 1.0    | 0.985  | 0.972  | -0.015   | -0.015 | 0.169    | 0.96           | 0.661           |
|                      | 5.$IG(1/2, \tau^2/2)$ | 1.0    | 0.992  | 0.978  | -0.008   | -0.008 | 0.157    | 0.97           | 0.654           |
|                      | 6.$HT(1, \tau)$       | 1.0    | 0.987  | 0.973  | -0.013   | -0.013 | 0.171    | 0.96           | 0.668           |
|                      | 7.$IG(2, 2\tau^2)$   | 1.0    | 1.001  | 0.987  | 0.001    | 0.001  | 0.132    | 0.97           | 0.602           |
|                      | 8.$HT(4, \tau)$       | 1.0    | 0.985  | 0.972  | -0.015   | -0.015 | 0.169    | 0.96           | 0.661           |
|                      | 9.$IG(5, 5\tau^2)$   | 1.0    | 1.006  | 0.994  | 0.006    | 0.006  | 0.103    | 0.98           | 0.532           |
|                      | 10.$HT(10, \tau)$     | 1.0    | 0.985  | 0.971  | -0.015   | -0.015 | 0.167    | 0.96           | 0.656           |
|                      | 11.$IG(2, 2(\tau/\sigma)^2)$ | 1.0 | 1.109 | 1.094  | 0.109    | 0.109  | 0.159    | 0.96           | 0.629           |
|                      | 12.$HT(4, \gamma)$   | 1.0    | 1.000  | 0.985  | 0.000    | 0.000  | 0.172    | 0.97           | 0.677           |
|                      | 13.$IG(2, 2(\tau/c)^2)$ | 1.0 | 0.939 | 0.927  | -0.061   | -0.061 | 0.158    | 0.94           | 0.598           |
|                      | 14.$HT(4, \tau/c)$   | 1.0    | 0.964  | 0.951  | -0.036   | -0.036 | 0.168    | 0.95           | 0.641           |

Table 9: Summary results for Model 2, the longitudinal model, with $n = 30$.
| Prior | True Value | Min ESS | Med ESS | Mean | Max | Mean Rhat | Max Rhat | Mean DT | % 0 | Max DT |
|-------|------------|---------|---------|------|-----|-----------|----------|--------|-----|--------|
| 1. IG(1, 1) | 0.7 | 8402 | 12028 | 1.000 | 1.001 | 0.00 | 100 | 0 |
| 2. IG(.001,.001) | 0.7 | 9657 | 14372 | 1.000 | 1.000 | 0.00 | 100 | 0 |
| 3. HT(1, 1.2τ) | 0.7 | 120 | 13487 | 1.000 | 1.030 | 9.11 | 51 | 393 |
| 4. HT(4, 1) | 0.7 | 212 | 13252 | 1.000 | 1.020 | 15.68 | 59 | 1110 |
| 5. IG(5, τ²/2) | 0.7 | 9312 | 14219 | 1.000 | 1.001 | 0.00 | 100 | 0 |
| 6. HT(1, τ) | 0.7 | 4 | 13705 | 1.006 | 1.420 | 42.14 | 46 | 2507 |
| 7. IG(2, 2τ²) | 0.7 | 9488 | 14578 | 1.000 | 1.001 | 0.00 | 100 | 0 |
| 8. HT(4, τ) | 0.7 | 431 | 13673 | 1.000 | 1.013 | 10.30 | 50 | 1110 |
| 9. IG(5, 5τ²) | 0.7 | 5961 | 11693 | 1.000 | 1.013 | 31.86 | 47 | 252 |
| 10. HT(10, τ) | 0.7 | 4 | 13705 | 1.006 | 1.420 | 42.14 | 46 | 2507 |
| 11. IG(2, 2(τ/c)²) | 0.7 | 9102 | 14379 | 1.000 | 1.013 | 31.86 | 47 | 252 |
| 12. HT(4, cτ) | 0.7 | 4 | 13705 | 1.006 | 1.420 | 42.14 | 46 | 2507 |
| 13. IG(2, 2(c/τ)²) | 0.7 | 9666 | 14522 | 1.000 | 1.013 | 31.86 | 47 | 252 |
| 14. HT(4, (τ/c)²) | 0.7 | 4 | 13705 | 1.006 | 1.420 | 42.14 | 46 | 2507 |

Table 10: Diagnostics for \( \tau_r \) under Model 3, the multiple outcomes model, when \( \tau_b = .04 \) (top half) and \( \tau_b = .16 \) (bottom half).
| Prior          | True Value | Mean  | Median | Bias       | Rel Bias | RMSE  | Cov  | Interval Length |
|---------------|------------|-------|--------|------------|----------|-------|------|-----------------|
| 1.IG(1, 1)    | 0.7        | 0.700 | 0.700  | 0.000      | 0.001    | 0.019 | 0.97 | 0.084           |
| 2.IG(.001, .001) | 0.7        | 0.699 | 0.699  | -0.001     | -0.001   | 0.019 | 0.96 | 0.084           |
| 3.HT(1, 1.2τ) | 0.7        | 0.699 | 0.699  | -0.001     | -0.001   | 0.019 | 0.97 | 0.084           |
| 4.HT(4, 1)    | 0.7        | 0.699 | 0.699  | -0.001     | -0.001   | 0.019 | 0.97 | 0.084           |
| 5.IG(5, τ²/2) | 0.7        | 0.699 | 0.699  | -0.001     | -0.001   | 0.019 | 0.97 | 0.084           |
| 6.HT(1, τ)    | 0.7        | 0.699 | 0.699  | -0.001     | -0.001   | 0.019 | 0.97 | 0.084           |
| 7.IG(2, 2τ²)  | 0.7        | 0.699 | 0.699  | -0.001     | -0.001   | 0.019 | 0.97 | 0.084           |
| 8.HT(4, τ)    | 0.7        | 0.699 | 0.699  | -0.001     | -0.002   | 0.019 | 0.97 | 0.084           |
| 9.IG(5, 5τ²)  | 0.7        | 0.699 | 0.699  | -0.001     | -0.001   | 0.019 | 0.97 | 0.084           |
| 10.HT(10, τ)  | 0.7        | 0.699 | 0.699  | -0.001     | -0.001   | 0.020 | 0.98 | 0.084           |
| 11.IG(2, 2(cτ)²) | 0.7    | 0.702 | 0.702  | 0.002      | 0.003    | 0.019 | 0.95 | 0.084           |
| 12.HT(4, cτ)  | 0.7        | 0.699 | 0.699  | -0.001     | -0.001   | 0.019 | 0.96 | 0.084           |
| 13.IG(2, 2(c/τ)²) | 0.7        | 0.698 | 0.697  | -0.002     | -0.003   | 0.019 | 0.95 | 0.084           |
| 14.HT(4, (c/τ)²) | 0.7        | 0.698 | 0.698  | -0.002     | -0.002   | 0.019 | 0.97 | 0.084           |
| 1.IG(1, 1)    | 0.7        | 0.700 | 0.700  | 0.000      | 0.001    | 0.019 | 0.96 | 0.084           |
| 4.HT(4, 1)    | 0.7        | 0.700 | 0.700  | 0.000      | 0.001    | 0.020 | 0.98 | 0.084           |
| 5.IG(5, τ²/2) | 0.7        | 0.700 | 0.700  | 0.000      | 0.001    | 0.02  | 0.96 | 0.084           |
| 6.HT(1, τ)    | 0.7        | 0.700 | 0.700  | 0.000      | 0.001    | 0.02  | 0.96 | 0.084           |
| 7.IG(2, 2τ²)  | 0.7        | 0.700 | 0.700  | 0.000      | 0.001    | 0.02  | 0.96 | 0.084           |
| 8.HT(4, τ)    | 0.7        | 0.700 | 0.700  | 0.000      | 0.001    | 0.02  | 0.96 | 0.084           |
| 9.IG(5, 5τ²)  | 0.7        | 0.700 | 0.700  | 0.000      | 0.001    | 0.02  | 0.96 | 0.084           |
| 10.HT(10, τ)  | 0.7        | 0.700 | 0.700  | 0.000      | 0.001    | 0.02  | 0.96 | 0.084           |
| 11.IG(2, 2(cτ)²) | 0.7        | 0.704 | 0.703  | 0.004      | 0.005    | 0.02  | 0.97 | 0.084           |
| 12.HT(4, cτ)  | 0.7        | 0.701 | 0.701  | 0.001      | 0.001    | 0.02  | 0.97 | 0.085           |
| 13.IG(2, 2(c/τ)²) | 0.7        | 0.699 | 0.699  | -0.001     | -0.002   | 0.02  | 0.96 | 0.084           |
| 14.HT(4, (c/τ)²) | 0.7        | 0.700 | 0.699  | 0.000      | 0.000    | 0.02  | 0.96 | 0.084           |

Table 11: Summary results for \( \tau_r \) under Model 3, the multiple outcomes model, when \( \tau_b = 0.04 \) (top half) and \( \tau_b = 0.16 \) (bottom half).