The critical role of hot carrier cooling in optically excited structural transitions
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The hot carrier cooling occurs in many photoexcitation-induced phase transitions (PIPTs), but its role has often been neglected in many theoretical simulations and proposed mechanisms. Here, by including the previously ignored hot carrier cooling in real-time time-dependent density functional theory (rt-TDDFT) simulations, we investigated the role of hot carrier cooling in PIPTs. Taking IrTe$_2$ as an example, we reveal that the cooling of hot electrons from the higher energy levels of spatially extended states to the lower energy levels of the localized Ir–Ir dimer antibonding states strengthens remarkably the atomic driving forces and enhances atomic kinetic energy. These two factors combine to dissolve the Ir–Ir dimers on a timescale near the limit of atomic motions, thus initiating a deterministic kinetic phase transition. We further demonstrate that the subsequent cooling induces nonradiative recombination of photoexcited electrons and holes, leading to the ultrafast recovery of the Ir–Ir dimers observed experimentally. These findings provide a complete picture of the atomic dynamics in optically excited structural phase transitions.

INTRODUCTION

The photoinduced phase transitions (PIPTs) have become an appealing approach for exploring ultrafast change and manipulation of material properties owing to the recent advances in ultrafast time-resolved diffraction techniques, combining ultrafast temporal manipulation with atomic-scale spatial resolution. The optical excitation induces a nonequilibrium occupation of excited electronic states, which could lead to periodic lattice distortions (PLDs), expose the transient metastable states, or yield a controllable phase transition to the desired phase for practical applications. By means of photoexcitation, ultrafast phase transitions have been realized in quasi-one-dimensional (1D), two-dimensional (2D), and three-dimensional (3D) systems. One commonly used picture to explain the phase transition is the following: the photoexcited occupation of higher electronic states modifies the energy landscape substantially so that the original metastable phase becomes now a lower energy stable phase than the original ground state phase, causing the phase transition dynamically along the potential energy surfaces (PESs). An alternative, yet related, picture is that the transient change in the PESs results in a non-thermal excitation of soft phonon modes, which leads to a critically damped nuclear motion following these soft phonon modes to the end of the PIPT. Our previous work has also pointed out that the atomic forces for driving the PIPT in IrTe$_2$ arise from occupation of the Ir–Ir dimer antibonding (bonding) states by optically excited electrons (holes). All these proposed explanations consider the photoexcited carriers as the cause for the change of PESs or the generation of additional atomic driving forces but disregard completely the phenomena of their relaxation to lower energy levels that occurred within the first hundred femtoseconds after photoexcitation.

IrTe$_2$ as a special quasi-2D layered transition-metal ditellurides is different from charge density wave (CDW) materials with the CDW gap. IrTe$_2$ both preserves its metallic properties in the low-temperature (LT) phase with Ir–Ir dimerized $q = (1/5, 0, 1/5)$ lattice modulation, and in the high-temperature (HT) phase with the high-symmetry. It is an interesting process to study the phase transition between the LT phase and HT phase in IrTe$_2$, but the mechanism of IrTe$_2$ phase transition is still under debate. In some recent experiments, the ultrafast PIPTs from LT-to-HT have been measured. Evidence has accumulated that hot carrier cooling may play an essential role in photoinduced ultrafast structural phase transitions in IrTe$_2$. Monney et al. postulated that partial PIPT is driven by a transient increase of the lattice temperature following the hot carrier cooling in picoseconds. We have also demonstrated that one can control the structural phase transitions by selectively exciting photocarriers into designated excited electronic states. The hot carrier cooling will undoubtedly alter the carrier’s occupation to the excited states, thus changing the atomic driving forces. Besides, there are many possible effects in a PIPT, including electron–electron and electron–phonon interactions and thermal fluctuations. The lack of real-space atomic snapshots and the inability to turn on and off physical effects (e.g., electron–electron and electron–phonon interactions) experimentally renders it challenging to disentangle these interweaving physical effects relying on experimental measurements alone. Here, by including the previously ignored hot carrier cooling effect, we have advanced the real-time temperature-dependent density functional theory (rt-TDDFT) simulations to study the dynamical processes of PIPT.

In contrast, most current rt-TDDFT simulations can only describe the excited systems’ immediate dynamics following the photoexcitation since they cannot describe the hot carrier cooling effect. Furthermore, in many simulations, optically excited electrons are mimicked by manually taking electrons from the top of the valence band and placed at the bottom of the conduction band, or thermally distributed using a very high temperature.
Such simulations may provide a qualitative picture for PIPT, but it is unfeasible to reproduce the transition times behavior observed in the experiments accurately. An improvement has been made in some recent rt-TDDFT simulations using a Gaussian-envelope laser pulse to represent the actual laser light. But the use of Ehrenfest dynamics in the rt-TDDFT is unlikely to describe the carrier cooling correctly since it lacks the detailed balance. As a matter of fact, the Ehrenfest dynamics tend to overheat the electronic subsystem. In this work, to include the hot carrier cooling effect, we have improved our rt-TDDFT algorithm by including a Boltzmann factor, which can restore the detailed balance between various electronic state transitions and hence treat the carrier cooling properly.

Figure 1 shows that after including the hot carrier cooling effect, the TDDFT simulation can precisely reproduce the experimentally measured femtosecond electron diffraction (FED) curve responsible for the complex phase transitions of IrTe₂ (including dissolution and recovery of Ir–Ir dimers) following photoexcitation. More specifically, the inclusion of the hot carrier cooling process in the state-of-the-art rt-TDDFT simulation significantly accelerates the phase transition within 300 fs compared to the usual rt-TDDFT simulations, which display no transition throughout the 1.2 ps simulation time. We will also explicitly illustrate that Ir–Ir dimers’ ultrafast recovery following their dissolutions is caused by electrons’ continuous cooling passing through the Fermi level towards nonradiative recombination with photoexcited holes. These results demonstrate that hot carrier cooling plays a vital role in the photoexcitation-induced structural phase transition.

RESULTS AND DISCUSSION

Photoinduced occupations of Ir–Ir dimerized antibonding states

To reveal the mechanism underlying the hot carrier cooling, we first examine the situation neglecting the hot carrier cooling process. More specifically, a straightforward rt-TDDFT simulation is carried out for the IrTe₂ system irradiated by a femtosecond laser pulse (central wavelength 400 nm, pulse duration 120 fs) with its amplitude tuned so that 3% of valence electrons is optically excited from the valence band to the conduction band (same as in experiments). Figure 2a shows that immediately following the photoexcitation, only 40% of the empty Ir–Ir dimers’ antibonding states are filled, and the rest of the photoexcited electrons occupy the higher energy states. In our previous work, we have demonstrated that the excited electrons occupying such higher energy states tend to suppress the LT-to-HT phase transition. We then proceed with the atomic dynamics by performing the rt-TDDFT simulation without including the Boltzmann factor as usual. As expected, no significant energy transfer occurs from photoexcited electrons to the lattice, and the lattice temperature remains around 200 K throughout the simulation. The top panel in Fig. 1b shows that, within the 1.2 ps simulation time, it is unlikely that the Ir–Ir dimers will undergo dissolution to achieve the LT-to-HT phase transition, which is quantified by the decrease of Ir–Ir dimer bond length from 3.1 to 3.9 Å. One reason is that the photoelectrons fill only 40% of the Ir–Ir dimer’s antibonding states, which is impossible to produce a strong enough atomic force to drive the phase transition.

Role of hot carrier cooling in photoinduced phase transition

In reality, hot carriers tend to relax to lower energy electronic states and give the released energy to the lattice through electron–phonon interaction. This transfer of energy also heats the lattice subsystem. To explore the hot carrier cooling effect, we carry out the rt-TDDFT simulation again but by adding a particular Boltzmann factor in the algorithm. Figure 2b shows the dynamic evolution of excited electrons and holes following photoexcitation. It is necessary to evaluate the dynamic filling of the Ir–Ir dimers’ antibonding states by electrons considering their occupation responsible for the atomic force driving the structural phase transition. To quantify it, here, we define \( n_{\text{dimer}} \) as the integration of the time-dependent (due to hot carrier cooling) electronic occupation of these states (located about 0.3–1.0 eV above the Fermi level as indicated in Fig. 1) as

\[
\Delta n_{\text{dimer}} = \int_{0}^{T} P_{\text{dimer}}(E, t) dE.
\]

Figure 3a shows the development of \( n_{\text{dimer}} \): it grows at first 120 fs from zero to a saturation value (120 fs) as a result of pulse laser photoexcitation, and then declines slightly from 120–150 fs, which indicates the emerging of
hot carrier cooling process. Such decline is due to a net loss of excited electrons in the Ir–Ir dimers. The excited electrons belonging to them relax to lower energy states of other atoms but get fewer electrons from higher energy states. Figure 3b shows that, during the period, the atomic kinetic energy of the Ir–Ir dimers stays at a low level, indicating the electron-electron interaction rather than phonon-assisted process dominates the carrier cooling. During this period, the Ir–Ir dimers’ bond length exhibits an invisible change (Fig. 1b).

The situation changes dramatically after 150 fs. Figure 2a shows that the photoexcited hot electrons begin to relax from higher energy levels to lower energy levels. The relaxation of hot carriers is also evidenced by the increase (a bump) in the electronic occupation of the Ir–Ir dimers’ antibonding states $n_{\text{dimer}}$ from 150 to 210 fs, as shown in Fig. 3a. It is accompanied by an increase in the Ir–Ir dimer kinetic energy (Fig. 3b), manifesting the energy transfer of hot carrier cooling to the lattice subsystem. Thus, the phonon-assisted process is predominated in hot carrier cooling. The charge density difference between the snapshots at 200 and 120 fs (inset in Fig. 3a) displays that the photoexcited holes tend to localize at the Ir–Ir dimers’ bond center, and electrons prefer to stay at the two ends of the Ir–Ir dimers. Such localization due to hot carrier cooling manifests the characters of Ir–Ir dimers’ bonding and antibonding states, respectively. It strengthens remarkably the atomic forces for dissolution of the Ir–Ir dimers. The rapid increase of the atomic kinetic energy in the Ir–Ir dimers (Fig. 3b) should also speed up the Ir–Ir dimers’ dissolution by supplying enough energy to overcome any barriers. These two factors combined together render the Ir–Ir dimers undergoing an ultrafast dissociation at about 300 fs, as indicated in the bottom panel in Fig. 1b.

To verify the effect of the increase in the atomic kinetic energy of Ir dimers unambiguously, we re-do our simulation in the NVT ensemble during carrier cooling. In contrast to the above-adopted NVE ensemble, which considers the energy transfer from hot carrier cooling process. Such decline is due to a net loss of excited electrons in the Ir–Ir dimers. The excited electrons belonging to them relax to lower energy states of other atoms but get fewer electrons from higher energy states. Figure 3b shows that, during the period, the atomic kinetic energy of the
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**Fig. 2** Evolution of excited carriers. Partial density of states (PDOS) of eight-pair Ir–Ir dimers from TDDFT simulation without carrier cooling (a) and TDDFT simulation with carrier cooling (b). Red (blue) shaded areas represent 3% electronic occupations (hole occupations) where 40% Ir–Ir-dimerized antibonding states are occupied by photoexcited electrons at $t = 120$ fs.

**Fig. 3** Ir–Ir dimer antibonding occupations and kinetic energy. a Evolution of the electronic occupations on Ir–Ir dimerized antibonding states ($d_{xz} + d_{yz}$) within 0.3–1.0 eV above the Fermi level (see Supplementary Fig. 3). The inset shows the real-space charge density difference in the (111) plane between the snapshots at 200 and 120 fs. b The averaged atomic kinetic energy of Ir–Ir dimers as a function of time.
carrier cooling to the kinetic energy in the transition degree of freedom\textsuperscript{52}, in the NVT the lattice kinetic energy is kept constant for a given initial temperature to mimic a situation for heat dissipates quickly. Supplementary Fig. 2 shows that in this case, the increase in the occupation of the Ir–Ir dimers’ antibonding states strengthens the atomic driving forces following hot carrier cooling. However, the Ir–Ir dimers are unable to be dissociated due exclusively to the absence in the enhancement of the Ir–Ir dimer kinetic energy. Considering the lattice can only oscillate half of its vibrational period during hot carrier cooling, as discussed above, it is difficult to claim that its kinetic energy will be dissipated out as heat during that time. Thus, we believe the NVE simulation is more close to reality. We subsequently conclude that the hot carrier cooling inducing the increase of Ir dimer kinetic energy plays a vital role in the structural phase transition.

**Carrier recombination to drive recovery of phase transition**

Furthermore, the enhanced atomic forces drive the Ir–Ir dimers’ dissolution to have a deterministic and coherent manner without exhibiting a significant random fluctuation. Figure 1 shows that the system completes the LT-to-HT phase transition at 300 fs; however, the maximum change in the diffraction intensities is delayed and achieved later at 750 fs as observed in both experimental measurements\textsuperscript{7} and our theoretical simulation. Such delay has also been detected in PIPIT of the CDW material 1T-TaS\textsubscript{2}\textsuperscript{1} and is considered as the combination of the displacive excitation of highly correlated atomic motions and phonon-induced disorder contribution to the suppression of diffraction intensity.

After reaching the minimum at around 750 fs, Fig. 1a shows that the diffraction intensity change begins to rise, which was postulated as the recovery of the Ir–Ir dimerization\textsuperscript{7}. Here, we confirm this postulation theoretically and reveal the underlying mechanism. The difference from semiconductors, IrTe\textsubscript{2} lacks a bandgap. Thus, the cooling of the optically excited electrons is unlikely to end at the bottom of the conduction band due to the phonon bottleneck as in semiconductors. Instead, excited electrons cool down continuously, passing the Fermi energy to finally fill the holes in the valence bands, making nonradiative recombination of electrons and holes without photons’ emission. Figure 3b shows that the number of excited electrons starts to drop rapidly at 210 fs, indicating the electron–hole nonradiative recombination that releases the atomic driving forces exerting on the Ir–Ir dimers. At this moment, these Ir atoms have been accelerated to high speeds. These residual speeds drive them towards the nearest neighbor of non-dimerized Ir atoms to form dimers (Fig. 4). Interestingly, these dimers are formed even though their lattice temperature (T = 900 K) is well above the critical temperature T\textsubscript{S} = 280 K of thermal-induced phase transition\textsuperscript{28}. It shows, once again, the phase transition is a coherent kinetic process, not a thermodynamic random process. Although the atomic kinetic energy is important (as demonstrated in the NVE simulation) in a photoinduced phase transition, its role is unlikely as in the thermodynamic phase transition but a kinetic movement to overcome barriers towards breaking the old dimer and forming the dimers. Accompanying the Ir–Ir dimerization, the vanished antibonding states of Ir–Ir dimers above the Fermi level re-appear in the PDOS (see Supplementary Fig. 3). Therefore, we have developed a microscopic explanation for the observed ultrafast recovery of PLD in experiments\textsuperscript{7}. We also record the structural phase change evolution dynamics following photoexcitation in a movie (given in Supplementary Movie). In short, we reproduced the experimentally measured change of the diffraction intensity following the photoexcitation, in both magnitude and time scale. All this is only possible after we take into account the carrier cooling effect.

Our excellent agreement with the experiment also supports a fast sub-picosecond energy transfer from electron to phonon. It contrasts with a common perception that the electron to phonon energy transfers is a slow process in several ps, as judged by the observed electron–phonon equilibration time (several ps)\textsuperscript{25,26}. We believe this long electron–phonon equilibration time is mainly due to the equilibration process of lattice thermal motions following the initial coherent motions with atomic kinetic energy obtained from the carrier cooling. After the lattice vibration reaches equilibrium, the system will finally transfer from the new PLD structure to the HT phase due to its high lattice temperature (T = 900 K, which is well above the critical temperature T\textsubscript{S} = 280 K). We indeed notice that a much slower phase transition following photoexcitation has also been reported experimentally in IrTe\textsubscript{2}\textsuperscript{8}. However, this should be distinguished from the sub-picosecond diffraction measurement shown in Fig. 1a. To examine the temperature-induced structural phase transition, we utilize a Born–Oppenheimer MD (BOMD) to simulate the lattice dynamics of the system in the ground state at lattice temperature T = 1000 K but without photoexcitation (see Supplementary Fig. 5). We
Indeed find that the Ir–Ir dimers undergo a dissolution at about 6.5 ps, a time scale nearly one order of magnitude slower than the PPT. In this case, high lattice temperature is the only aspect responsible for this structural phase transition.

In summary, we have unraveled the critical role of the hot carrier cooling in the photoexcitation-induced structural phase transition by performing rt-TDDFT simulations including a Boltzmann factor to model the hot carrier cooling process. As summarized in Fig. 4, if the pump laser pulse’s photon energy is much larger, the photoexcited electrons and holes have a widespread distribution in energy inside the conduction and valence bands. The widespread distribution of photoexcited carriers will not exert a sufficiently large atomic force to dissociate the Ir–Ir dimers. On the other hand, the hot carrier cooling will have two major effects, which help the Ir–Ir dimer dissolution: first, there will be more occupation of the Ir–Ir dimer antibonding state, which enhances the atomic force to dissociate the dimer; second, the atoms of the Ir–Ir dimers will gain considerable coherent kinetic energy, which can help them to overcome any barrier during the dimer breaking process. In a combination of these two factors, the hot carrier cooling yields a phase transition curve in excellent agreement with the experimentally observed time-resolved diffraction data. We further show that the transition is deterministic and coherent. The coherent kinetic energy induces the formation of the Ir–Ir dimers (at different locations from the initial ones), contributing to the experimentally observed subpicosecond recovery of the LT phase. On the other hand, for a thermal equilibrium system to induce phase transition due to its high-temperature effect, it can take about 6.5 ps, ten times longer than the fast coherent phase transition caused by hot carrier cooling. We believe our current understanding presents an insight into photoexcitation-induced ultrafast phase transitions. It is likely also applicable to other ultrafast phase transitions for systems like vanadium dimers in VO₂12,13 and CDW material 1T-TaS₂,14,15 and 1T-LaTe₃16,17.

METHODS

Real-time TDDFT

We carry out the rt-TDDFT simulations37 based on the norm-conserving pseudopotentials (NCPP)38 and Perdew–Burke–Emzerhof (PBE) functional within density functional theory (DFT) framework with a plane wave nonlocal pseudopotential Hamiltonian, which is implemented in the code PWmat39. The wave functions were expanded on a plane-wave basis with a nonlocal pseudopotential Hamiltonian, which is implemented in the code PWmat. In the rt-TDDFT algorithm, the time-dependent wave functions, \( \psi_i(t) \), are expanded by the adiabatic eigenstates, \( \phi_i(t) \):

\[
\psi_i(t) = \sum_j C_{ij}(t) \phi_j(t)
\]

and

\[
H(t) \psi_i(t) = \varepsilon_i(t) \phi_i(t)
\]

Here, \( H(t) = H(t, R(t), \rho(t)) \), \( R(t) \) represents the nuclear positions, and \( \rho(t) \) represents the charge density. By using Eq. (1), the evolution of the wave functions \( \psi_i(t) \) is changed to the evolution of the coefficient \( C_{ij}(t) \). In Eq. (2), a linear-time-dependent Hamiltonian (LTDH) is applied to represent the time dependence of the Hamiltonian within a time step. Thus, we can obtain a much larger time step (0.1–0.2 fs) than the conventional real-time TDDFT (sub-attosecond), and the time step is set to 0.1 fs in our simulation.

To mimic the photoexcitation, we apply an external electric field to simulate a laser pulse with a Gaussian shape in our rt-TDDFT,

\[
E(t) = E_0 \cos(\omega t) \exp\left[-(t - t_0)^2/(2\sigma^2)\right]
\]

where \( E_0 = 0.2 \text{ V/Å} \), \( t_0 = 60 \text{ fs} \), \( 2\sigma = 25 \text{ fs} \) is the pulse width, and \( \omega = 3.1 \text{ eV} \) is the photon energy40.

Boltzmann formula in rt-TDDFT

To depict hot carrier cooling, we utilize the Boltzmann formula in rt-TDDFT32. Boltzmann formula will depend on adiabatic state \( \phi_i(t) \) in Eq. (1). After Boltzmann correlation \( e^{-\Delta C_i(t)} \), here, \( \tau_{ij} \) is a decoherence time of 20 fs in the text. Note that, these conclusions do not sensitively depend on the choice of \( \tau_{ij} \) as shown in Supplementary Fig. 4. The use of \( \tau = 20 \text{ fs} \) is based on an estimation following a procedure described in Si), a change \( \Delta C_i(t) \) is introduced in the coefficient \( C_i(t) \), thus, the wave function is updated

\[
\psi_i(t) = \sum_j (C_{ij}(t) + \Delta C_{ij}(t)) \phi_j(t)
\]

Compared with total energy \( \langle E_{\text{tot}} \rangle \) calulated in Eq. (1), the total energy \( \langle E_{\text{tot}} \rangle \) is indeed changed in Eq. (4). Based on the change of energy, we can obtain the increased kinetic energy which embodies the electron–phonon coupling effect. This energy will be added to the transition degree of freedom in the NVE ensemble. For a more detailed description of the Boltzmann factor formalism, we refer to it in ref. 39. In the NVT ensemble with carrier cooling, the total kinetic energy of all the atoms is kept the same by a simple rescaling.

Born–Oppenheimer MD

A 128-atom supercell for IrTe₂ and the Γ point to sample the Brillouin zone are used in BOMD. After geometry optimization at static calculation, we use NVE ensemble: the lattice temperature always oscillates around the set temperature of 1000 K in Supplementary Fig. 5.

DATA AVAILABILITY

The data that support the findings of this study are available from the corresponding authors upon reasonable request.
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The rt-TDDFT CODE has been integrated in the PWmat package. The PWmat software can also be accessed directly from http://www.pwmat.com.
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