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The imbalance of energy consumption in wireless sensor networks (WSNs) may affect both
network lifetime and reliability. Traditionally, the low-energy adaptive clustering hierarchy
(LEACH) protocol has been applied to lower the energy consumption. Although the LEACH
protocol can choose cluster heads (CHs) randomly to prevent a number of nodes from premature
failure due to overutilization, the discrepancy in the energy distribution under different network
topologies may result in a low network performance efficiency. In this paper, the LEACH-
energy betweenness (LEACH-EB) model is proposed by taking energy consumption as a
constraint condition. It can judge the equilibrium of clustering based on the energy betweenness
of each node and realize the optimization of clustering in WSNs. The simulation results verify
that the proposed LEACH-EB model can make the clustering more energy-efficient for better
performance in terms of reliability and stability than the LEACH protocol. Additionally, the
model can significantly reduce the extra energy loss caused by uneven clustering and thus
prevent the degradation of network performance from the premature senescence of some nodes.

1. Introduction

As the supporting framework of information, networks play an important role such as in
applications using the Internet of Things (IoT) in distribution networks.1) Wireless sensor
networks (WSNs) have been recognized as a key enabler for the IoT since its appearance. The
extension of the lifetime of WSNs can be ultimately attributed to the study of energy loss based
on the evaluation of the number of failed nodes.2–5) However, in most WSNs, the failure of one
or more nodes may not affect regular functions of the whole network. Therefore, an evaluation
method was proposed to estimate the network lifetime based on functionality, including network connectivity, coverage and quality of service, reliability, balance, and energy consumption. For the operating protocol of WSNs, Safia et al. reported a dynamic distributed algorithm that greatly reduces the energy consumption of WSNs in the monitoring process. However, the algorithm is only applicable to mobile wireless networks so the range of application scenarios is limited. In the literature, RF wireless energy transmission has been applied to WSNs, which solves the problem of the limited energy-carrying capacity of nodes. However, this type of technology still has some challenges in practical applications. Kumar et al. proposed an algorithm by arranging redundant nodes for fence coverage to obtain the optimal number of deployments. It can maximize the overall network lifetime in the case that the life of each node in the network is different. However, deployment optimization and node compensation have certain limitations in dense and complex networks. For irregularly deployed nodes, the probability of the node itself becoming a cluster head (CH) is determined by considering the population of sensing, which is defined as the number of nodes within the sensing range of nodes. As a result, the coverage area of each cluster is almost evenly distributed, reducing the unnecessary repetition of sensing and transmission.

Chang et al. proposed a distributed joint optimization routing algorithm based on an analytic hierarchy process (AHP). The remaining energy of the node, the distance from the node to the base station, and the degree of the node were defined as three key decision criteria. In addition, the AHP was used to select the next hop node on the transmitter side to extend the network lifetime. In the literature, a new load-balancing scheme has been improved by applying subnet management to WSNs, which balances the energy consumption of sensor nodes and maximizes the network lifetime through load balancing. Zhang et al. carried out an in-depth study on the residual energy of nodes and the energy utilization of data communication links to optimize the topology of WSNs. In addition, Hao et al. proposed the TCAMLPM algorithm to guarantee the functionality and lifetime of a network by using the Markov lifetime prediction model. Energy management is also one of the ways to prolong the lifetime of networks such as applications using forward advanced energy management technology multiple utilization of energy and so forth. For the protocol of WSNs, some scholars such as Ihsan et al. have made comparative studies on a number of protocols in the literature. Heinzelman et al. proposed the low-energy adaptive clustering hierarchy (LEACH) protocol, in which dynamic layering is realized by cycling. Accordingly, the CHs with large energy consumption are shared by all nodes in the operation process. However, this is not conducive to the long-term and stable operation of sensor networks. Kang et al. developed an improved protocol named LEACH-XMP, which introduced the most advanced message transmission method, reducing energy consumption during information transmission in WSNs. The LEACH algorithm has been improved by simplifying the network function and reducing the hardware cost. Under this principle, LEACH-AP achieves fully distributed control and solves the practical limitations of the LEACH algorithm. The advantages and disadvantages of each protocol are summarized in Table 1.
2. LEACH-energy Betweeness (LEACH-EB) Model

2.1 Fundamental concept of sensor network

The monitoring section of a WSN is composed of many wireless sensor nodes (hereinafter referred to as nodes). Each node is composed of three functional modules including sensors, processors, and wireless communication modules. They give the node the ability to detect, receive, and process information in the WSN. Each node is responsible for gathering information to form a complete communication system. All sensor nodes in the monitoring area are responsible for collecting information near themselves and sending it to the designated node, which is called a CH. After the CH fuses the information it receives, the information is packaged and sent to the base station. CHs form a cluster with all sensor nodes under their jurisdiction, and the detection function of sensor networks is accomplished by several such clusters. The base station is the bridge between the WSN and the user terminal, responsible for the information exchange between the two sides. After the signals are received from the monitoring network, the base station transmits the information to the user terminal by satellite, the Internet, and so on. In addition, the base station also broadcasts the instructions transmitted by the user terminal to each sensor node. In practical applications, the size of the node itself and its carrying energy are limited, which have become key factors affecting the stable operation of networks. The information transfer stream is shown in Fig. 1.

2.2 Development of the LEACH-EB model

The proposed LEACH-EB model is divided into four stages, as shown in Fig. 2.

Step 1: Input basic data

After the basic information in LEACH-EB is determined, the CH is preselected and the energy median of each node in the precluster is calculated.

Step 2: Form possible clusters

The variance of the energy betweenness between nodes is compared and stored in a variable.
Step 3: Judge the rationality
After the preselection for a specified number of times, the cluster with the smallest variance of the energy betweenness of nodes is selected to accomplish the final running.

Step 4: Run the next step
After completing a round, the cluster selection is carried out again by the same procedure.

2.2.1 Energy model of CH

The energy required by the CH is used to receive messages from each node, aggregate the received messages, and transmit the aggregated messages to the base station, corresponding to Eqs. (1)–(3), respectively:

\[ E_{CH1}(c) = lE_{elec} \left( \frac{N}{k} - 1 \right) , \]  
\[ E_{CH2}(c) = lE_{DA} \frac{N}{k} , \]  
\[ E_{CH3}(c) = lE_{elec} + lE_{mp}d_{toBS}^4 , \]

where \( l \) represents the length (bits) of messages; \( E_{elec} \) in Eqs. (1) and (3) denotes the energy consumption for receiving and transmitting messages, respectively. \( N \) represents the total number of sensor nodes; \( k \) represents the number of clusters; \( E_{DA} \) represents the energy consumption of single-unit data fusion; \( E_{mp} \) is the magnification factor of the multipath transmission model; \( d_{toBS} \) is the distance from the CH to the base station. The number of nodes in the cluster is expressed by the average \( \frac{N}{k} \). The total energy consumption of the CH is the sum of Eqs. (1)–(3), defined as

\[ E_{CH}(c) = E_{CH1}(c) + E_{CH2}(c) + E_{CH3}(c) . \]
2.2.2 Energy model of general nodes

In one round, a node only sends a message to the CH once, and its transmitting distance is relatively short. Therefore, the power loss adopts a free-space model in which there is only one clear line-of-sight path between the transmitter and the receiver. The energy consumption of node \( n \) in one round of operation is expressed as

\[
E_{\text{NON}}(n) = lE_{\text{elec}} + l\varepsilon_{\text{sf}} d_{\text{toCH}}^2 ,
\]

where the magnification factor of the model is \( \varepsilon_{\text{sf}} \) and the distance from the node to the CH is denoted as \( d_{\text{toCH}} \). Note that the final data of this round will continue to be computed as the input data for the next round until most of the nodes are too exhausted to operate the network functions.

2.2.3 Energy betweenness

Betweenness is defined as the ratio of the number of shortest paths passing through one node to the total number of shortest paths in the network, first proposed by Bavelas, and its formula is

\[
\text{BC}(i) = \sum_{i \neq s, i \neq e} \frac{f_{se}}{l_{se}} ,
\]

where \( l_{se} \) is the shortest path from node \( e \) as the end point to node \( s \) as the starting point in the network, and \( f_{se} \) is the shortest path through node \( i \) among all paths.

The energy betweenness of a node is based on the energy consumption and used to quantitatively evaluate the importance of nodes in sensor networks. A node with a large energy betweenness consumes a lot of energy in the network, that is, it has a large load to carry out a heavy task in the running of the network. Such nodes are prone to failure due to energy exhaustion. Therefore, the energy betweenness used to evaluate the network performance is defined as

\[
E_{\text{BC}}(i) = \sum_{i \neq s, i \neq e} \frac{E_{se}^i}{E_{se}} ,
\]

where \( E_{se} \) is the energy consumed by all nodes in the sensor network after the end of one round and \( E_{se}^i \) is the energy consumed by node \( i \) in this round.

The total energy consumed by the network is written as

\[
E_{se} = \sum E_{CH}(e) + \sum E_{\text{NON}}(n) .
\]
Depending on the task of the node, $E_i^{se}$ is calculated as

$$
\begin{cases}
E_i^{se} = E_{CH}(c), i = c \\
E_i^{se} = E_{NON}(n), i = n
\end{cases}
$$

(9)

where $c$ depicts a CH node and $n$ represents a common node.

After the energy betweenness of each node is obtained in each round, the clustering is determined by the following equation as the target

$$
\min \sigma(j) = \frac{1}{n} \sum_{k=1}^{n} (\overline{E}_{BC} - E_{BC}(i))^2,
$$

(10)

where $n$ is the total number of nodes in the sensor network, $\overline{E}_{BC}$ is the average of the energy betweenness of all nodes, $E_{BC}(i)$ is the energy betweenness of the $i$th node, and $\sigma$ is the variance of the energy betweenness. The least value of $\sigma$ among the clusters is the optional clustering variance.

2.2.4 Clustering strategy based on the energy betweenness

The establishment of a cluster in the LEACH protocol may make the CH distribution nonuniform owing to the CH selection with a random rotation. To achieve reasonable clustering, the energy betweenness is newly employed to perform the process of CH selection, as shown in Fig. 3.

Firstly, the basic parameters are initialized, including the number of rounds, $r$; the number of nodes, $n$, participating in the cluster selection; the maximum number of cluster selections, $M$, in each round; the basic information of each node; and the parameters of the network energy loss. $j$ is set from 0 to $M$, and $i$ is set from 1 to $N$. When $j - 1$ reaches 0, the variance is taken as

$$
\sigma(0) = 10.
$$

(11)

After the initialization of the basic data, the first trial clustering in this round, i.e., $j = 1$, is started. Each node is assigned a random value from 0 to 1, which is stored as $T_i$. A possible clustering is then formed by comparing the magnitudes of $T_i$ and $P_i$. $P_i$ is expressed as

$$
P_i = \frac{k}{n - k \times \left( r \mod \frac{n}{k} \right)},
$$

(12)

where $r$ denotes the number of rounds at this time, $k$ denotes the expected number of CHs in a particular round, and $n$ denotes the total number of nodes in the cycles. $P_i$ is for a node that has served as a CH before the number of rounds $r$ is 0.
Then, the energy betweenness and the variance of the energy betweenness of each node in this clustering are calculated using Eqs. (7) and (10). This variance is compared with that obtained by $j - 1$ clustering, and the clustering data with the smaller variance is stored in $G(j)$. If $j$ is less than the maximum number of clusters $M$, then

$$j = j + 1. \quad (13)$$

The initial state is used to select the cluster again, and the variance in the new cluster is compared with the last one until $j = M$. Finally, the clustering $G(j)$ with the minimum variance of energy betweenness within several cycles is obtained to accomplish information collection and transmission in sensor networks.
3. Results and Analysis

3.1 Parameter selection in the model performance

The parameters chosen for the sensor networks and the energy model used in the proposed algorithm are listed in Tables 2 and 3, respectively.

3.2 Performance results

In the LEACH protocol, CHs tend to be concentrated in a certain area, whereas the CHs of LEACH-EB are more equally distributed as a result of the optimization of the cluster selection, as shown in Fig. 4. Some nodes in the network may fail after a certain time. As can be seen, the distribution of CHs shown in Fig. 4(a) is concentrated on the right side, resulting in the failed nodes being concentrated on the right side. This inevitably weakens the validity of data detection because the data sources are over concentrated on one side, which is not conducive to the final data analysis. In Fig. 4(b), the CHs and failed nodes when using the LEACH-EB model are scattered more uniformly, making the data measured by sensor networks more stable and reliable.

The membership of clusters is shown in Fig. 5, where the blue and red lines represent the clustering situations for the LEACH protocol and LEACH-EB model, respectively. For the LEACH protocol, it is found that the number of members in each cluster fluctuates, reaching twice the average value. On the other hand, the number of cluster members of the LEACH-EB model is more uniform on average without significant fluctuation.

Figure 6 shows how the number of failed nodes increases with the number of rounds. The cumulative number of failed node over 1000 rounds is shown in Fig. 6. It reveals that the node failure time is longer and the failure rate is lower for the LEACH-EB model than for the LEACH protocol. For example, the first node failure when using the LEACH protocol appears at the 159th round, and the number of failed node is 96. On the other hand, for the LEACH-EB model, the first node failure appears at the 220th round and the total number of failed nodes is only 85. The lifetime of sensor networks when using the LEACH-EB model is extended by 38.36%, as determined from the comparison of the first node failure time. Moreover, the number of failed nodes is reduced by about 11% for the LEACH-EB model.

| Parameters          | Value          |
|---------------------|----------------|
| Number of starting nodes, $N$ | 100            |
| Scope of network area, $S$ | $100 \times 100$ |
| Base station location, $(X, Y)$ | $(50, 50)$ |
| Packet length, $DM$ | 4000 bits      |
| Control data length, $CM$ | 32 bits        |
| Proportion of CHs, $k/N$ | 0.1            |
| Number of rounds, $r$ | 1000           |
| Original energy, $E$ | 0.02 J         |
| Maximum number of clusters per round, $M$ | 10             |

| Parameters          | Value          |
|---------------------|----------------|
| Receive/emission loss, $E_{elec}$ | 50 nJ/bit      |
| Loss of data fusion, $E_{DA}$ | 5 nJ/bit/signal |
| Parameter of free-space model, $\epsilon_{sf}$ | 10 pJ/bit/m²     |
| Parameter of multipath transmission model, $\epsilon_{mp}$ | 0.0013 pJ/bit/m⁴ |
A comparison of the remaining energy of each node between the LEACH protocol and the LEACH-EB model under the same conditions is shown in Fig. 7. Note that a node fails when its residual energy is zero or negative because its energy has been exhausted. On the basis of this principle, as can be seen from Fig. 7, the total ratio of nodes with the positive residual energy for the LEACH-EB model is clearly higher than that for the LEACH protocol. This means that the LEACH-EB model can consume less energy and thus improve the network performance efficiency. The number of failed nodes over 500 rounds observed using the LEACH and LEACH-EB models is shown in Fig. 8.

It is clear that the LEACH-EB model is superior to the LEACH protocol in the terms of the number of failed nodes in either 50-, 100-, and 200-node networks over 500 rounds, as shown in Figs. 8(a)–8(c), respectively. This indicates that the number of failed nodes when using the
Fig. 7. (Color online) Comparison of remaining energy.

Fig. 8. (Color online) Number of failed nodes in different networks in the case of (a) 50, (b) 100, and (c) 200 nodes.
LEACH-EB model is reduced considerably, and the number of failed nodes in each round is less than that for the LEACH protocol. After completing the same number of tasks, the sensor network running with the LEACH-EB model will have more surviving nodes and require less energy to operate. However, increasing the number of nodes causes more nodes to fail for both methods, resulting in the steeper curves of the number of failed nodes plotted against the number of rounds. In other words, the energy loss caused by the uncertainty of the number of CHs is thus increased.

4. Conclusions

Balanced clustering in sensor networks plays a key role in improving both network lifetime and reliability. The LEACH-EB model proposed in this study has a constraint on the minimum variance of energy betweenness to successfully achieve balanced clustering in sensor networks. The main contribution of this paper are summarized as follows.

1. On the basis of LEACH, the variance of energy betweenness is minimized, the energy consumption of each node is balanced, and the CH selection and clustering algorithm are further optimized.
2. The CH distribution is made more uniform and the difference in the number of members between clusters is also reduced. This is conducive to balancing the energy consumption for each node during the network operation, thus maintaining the network energy balance.
3. The problem of uneven clustering in sensor networks is resolved using the energy betweenness algorithm. The number of failed nodes decreases for the same number of rounds, thus effectively prolonging the working time of WSNs.
4. The LEACH-EB model is beneficial to the energy distribution of sensor nodes and makes the utilization of nodes energies more reasonable and efficient.

We have demonstrated that the proposed minimum variance of energy betweenness improved the distribution of CHs and the efficiency of node clustering. The number of failed nodes when using the LEACH-EB model in each round was less than that for the LEACH protocol. Therefore, the energy loss of sensor networks can be balanced effectively, thus saving network energy. Moreover, the uneven energy consumption in WSNs can also be reduced via the appropriate selection of CHs.
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