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ABSTRACT. This paper looks at a stochastic variance reduced gradient (SVRG) method for minimizing the sum of a finite number of smooth convex functions, which has been involved widely in the field of machine learning and data mining. Inspired by the excellent performance of two-point stepsize gradient method in batch learning, in this paper we present an improved SVRG algorithm, named stochastic two-point stepsize gradient method. Under some mild conditions, the proposed method achieves a linear convergence rate \(O(\rho^k)\) for smooth and strongly convex functions, where \(\rho \in (0.68, 1)\). Simulation experiments on several benchmark data sets are reported to demonstrate the performance of the proposed method.

1. Introduction. Many learning tasks in machine learning and data mining involve computing a minimizer of a finite sum of functions measuring misfit over a large number of data points. One classical example is logistic regression

\[
\min_{\mathbf{w} \in \mathbb{R}^d} \frac{1}{n} \sum_{i=1}^{n} \left(1 + \exp(-y_i \mathbf{x}_i^T \mathbf{w})\right),
\]

where \(\mathbf{w} \in \mathbb{R}^d\) is the optimization variable (usually called weight vector in learning problems), and \((\mathbf{x}_i \in \mathbb{R}^d, y_i \in \{\pm 1\})_{i=1}^{n}\) are the samples associated with a binary classification problem. Another important example is least squares regression

\[
\min_{\mathbf{w} \in \mathbb{R}^d} \frac{1}{n} \sum_{i=1}^{n} (y_i - \mathbf{x}_i^T \mathbf{w})^2,
\]

where \((\mathbf{x}_i \in \mathbb{R}^d, y_i \in \mathbb{R})_{i=1}^{n}\) are the samples associated with a regression problem. Let \(\{f_1, \ldots, f_n\}\) be a sequence of functions from \(\mathbb{R}^d\) to \(\mathbb{R}\), in this paper we mainly consider the problem of optimizing a finite sample average

\[
\min_{\mathbf{w} \in \mathbb{R}^d} F(\mathbf{w}) \triangleq \frac{1}{n} \sum_{i=1}^{n} f_i(\mathbf{w}),
\]
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Algorithm 1 Stochastic Gradient Descent (SGD)

Require: initial point $w_0$, update frequency $T$, learning rate sequence $\{\eta_t\}$

for $t = 0, 1, \ldots, T - 1$ do
    Randomly pick $i_t \in \{1, \ldots, n\}$
    $w_{t+1} = w_t - \eta_t \nabla f_{i_t}(w_t)$
end for

where each $f_i(w)$ is smooth and convex. Additionally, we assume that the objective function $F(w)$ is strongly convex, which often arises due to the use of a strongly convex regularization such as the squared $l_2$-norm, $\|\cdot\|^2$, resulting in problems of the following form

$$\min_{w \in \mathbb{R}^d} \frac{\lambda}{2} \|w\|^2 + \frac{1}{n} \sum_{i=1}^{n} l_i(w),$$

where $l_i$ is a data-fitting function, and $\lambda > 0$ is the regularization parameter. This kind of problems can be put in the framework of Eq. (1) by setting $f_i(w) = \frac{\lambda}{2} \|w\|^2 + l_i(w)$, and the resulting objective function $F$ will be strongly convex on condition that each function $l_i$ is convex.

To solve Eq. (1), a standard method is full gradient descent, which uses iterations of the form

$$w_{k+1} = w_k - \eta_k \nabla F(w_k) = w_k - \frac{\eta_k}{n} \sum_{i=1}^{n} \nabla f_i(w_k),$$

where $\eta_k > 0$ is the so-called learning rate (a.k.a. stepsize). But the full gradient descent method requires evaluation of $n$ derivatives at each step, which is too expensive, and it would be unappealing when the number of data points $n$ (a.k.a. training samples) is large. Recently, stochastic gradient descent (SGD) method has received extensive attention due to its potential for solving such problems arising in machine learning and other applications. The main advantage of SGD is that each step only requires a single derivative, and thus its iteration cost is independent of $n$. Suppose we have the most up-to-date weight vector $w_t$ at the $t$-th round \footnote{We get used to using $k$ to represent iteration index in batch optimization/learning. Here, to make a clear distinction, we prefer $t$ in online/stochastic optimization/learning.}. Whenever the sample pair $(x_t, y_t)$ is available, we can evaluate the gradient of each component function and then compute $w_{t+1}$ based on the information. In brief, the basic SGD method for solving Eq. (1) takes the following update form

$$w_{t+1} = w_t - \eta_t \nabla f_{i_t}(w_t),$$

where $\eta_t > 0$, and $i_t$, the index of $t$-th sample, is randomly chosen among the set $\{1, \ldots, n\}$. The pseudo code of basic SGD is given in Algorithm 1. Essentially, SGD belongs to stochastic approximation, which can date back to the work of \cite{16}. Here, $\nabla f_{i_t}$ is referred to as stochastic gradient, and it is usually assumed that $\nabla f_{i_t}$ is an unbiased estimator of $\nabla F$, i.e.,

$$\mathbb{E}[\nabla f_{i_t}(w_t)] = \nabla F(w_t).$$

Hence, the expectation $\mathbb{E}[w_{t+1}|w_t]$ equals Eq. (2). However, the major disadvantage of SGD is that the randomness may introduce variance, which is caused by...
Algorithm 2 Stochastic Variance Reduced Gradient (SVRG)

Require: initial point $\tilde{w}_0$, update frequency $T$, learning rate $\eta$

for $k = 0, 1, \ldots$ do
    Compute full gradient $\bar{g}_k = \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(\tilde{w}_k)$
    $w_0 = \tilde{w}_k$
    for $t = 0, 1, \ldots, T - 1$ do
        Randomly pick $i_t \in \{1, \ldots, n\}$
        $w_{t+1} = w_t - \eta(\nabla f_{i_t}(w_t) - \nabla f_{i_t}(\tilde{w}_k) + \bar{g}_k)$
    end for
    Option I: $\tilde{w}_{k+1} = w_T$
    Option II: $\tilde{w}_{k+1} = w_t$ for randomly chosen $t \in \{1, \ldots, T - 1\}$
end for

the fact that stochastic gradient $\nabla f_{i_t}(w_t)$ equals the full gradient $\nabla F(w_t)$ in expectation but each $\nabla f_{i_t}(w_t)$ is different. Particularly, if it has a large variance, the convergence speed will be slow.

1.1. Background of SVRG. More recently, the convergence speed of SGD has been further improved by using variance reduction technique [7, 9, 18, 19, 21]. These research results show that SGD can converge much faster if one makes a better choice of the stochastic gradient $\nabla f_{i_t}(w_t)$ so that its variance $\mathbb{E}[\nabla f_{i_t}(w_t) - \nabla F(w_t)]$ reduces as $t$ increases. One particular approach to reducing the variance is the stochastic variance reduced gradient (SVRG) method [7] described as follows.

Keep a snapshot $\tilde{w}$ after every $T$ stochastic update steps and maintain the average gradient $\nabla F(\tilde{w}) = \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(\tilde{w})$. Let $\nu_t \triangleq \nabla f_{i_t}(w_t) - \nabla f_{i_t}(\tilde{w}) + \nabla F(\tilde{w})$ be the stochastic gradient, then the corresponding update rule of SVRG can be illustrated as

$$w_{t+1} = w_t - \eta_t \nu_t. \quad (4)$$

Note that the expectation of $\nabla f_{i_t}(\tilde{w}) - \nabla F(\tilde{w})$ over $i_t$ is 0, and the expectation of $\nabla f_{i_t}(w_t)$ over $i_t$ is $\nabla F(w_t)$. We thus have

$$\mathbb{E}[w_{t+1}|w_t] = w_t - \eta_t \nabla F(w_t).$$

In SGD, we need to assume the sample gradient is an unbiased estimator of the full gradient, resulting in $\mathbb{E}[w_{t+1}|w_t] = w_t - \eta_t \nabla F(w_t)$. However, we can obtain this result in SVRG without this assumption. That is to say, SVRG can explicitly reduce the variance. Moreover, unlike SGD, the learning rate in SVRG does not have to decay, resulting in faster convergence. The entire process of SVRG is described in Algorithm 2.

1.2. Motivation and organization. In SVRG, the learning rate $\eta$ is defined beforehand. According to [7], the choice of $\eta$ depends on the Lipschitz constant of $F$, which is usually difficult to estimate in practice. As argued by [17], one important issue regarding to a stochastic optimization algorithm is how to choose an appropriate learning rate while running the algorithm.

This paper follows the trend of improving SVRG, which is aimed at using the two-point stepsize gradient method to automatically compute the learning rate for SVRG with very little additional computation and memory cost. We prove that the improved SVRG algorithm converges linearly for smooth and strongly convex
learning problems. We also utilize this improved algorithm for teaching binary classification learning problems based on the $l_2$-regularized logistic regression.

The rest of this paper is organized as follows. In Section 2, we briefly introduce the two-point stepsize gradient method for unconstrained optimization in batch learning. The main contribution of this paper, the adaptation of two-point stepsize for SVRG, is also presented in Section 2 along with the convergence analysis. In Section 3, we provide numerical experiments to illustrate the efficiency of the proposed method. Finally, we conclude this paper in Section 4.

2. Algorithm. In this section, to introduce our algorithm, we first review the two-point stepsize briefly. Firstly, we recall some definitions frequently used in convex analysis.

Definition 2.1. [Strong convexity [2]] A function $f : \mathbb{R}^d \to \mathbb{R}$ is strongly convex, if there exists a $\mu > 0$ such that $\nabla^2 f(w) \succeq \mu I$ for all $w \in \mathbb{R}^d$, where $I$ is the identity matrix.

Remark 1. For $w, v \in \mathbb{R}^d$, we have

$$f(w) = f(v) + \nabla f(v)^T (w - v) + \frac{1}{2} (w - v)^T \nabla^2 f(u) (w - v)$$

for some $u$ on the line segment $[v, w]$. By the strong convexity definition, the last term on the righthand side is at least $\mu \|w - v\|^2 / 2$. Further, the following inequality

$$f(w) \geq f(v) + \nabla f(v)^T (w - v) + \frac{\mu}{2} \|w - v\|^2$$

holds for all $v$ and $w$ in $\mathbb{R}^d$.

Definition 2.2. [Lipschitzness [2]] A function $f : \mathbb{R}^d \to \mathbb{R}$ is Lipschitz with constant $\rho$, if $\|f(v) - f(w)\| \leq \rho \|v - w\|$.

Definition 2.3. [Co-coercivity property of gradient [11]] If function $f : \mathbb{R}^d \to \mathbb{R}$ is convex, and the corresponding gradient is $L$-Lipschitz, then for all $v, w \in \mathbb{R}^d$, we have $\|\nabla f(v) - \nabla f(w)\|^2 \leq L (\nabla f(v) - \nabla f(w))^T (v - w)$.

2.1. Preparation: Two-point stepsize. Consider the following unconstrained optimization problem

$$\min f(w), w \in \mathbb{R}^d,$$

where $f : \mathbb{R}^d \to \mathbb{R}$ is a continuous differentiable function. The negative gradient method for solving Eq. (5) usually takes the negative gradient as its search direction and uses iterations of the form

$$w_{k+1} = w_k - \eta_k g_k,$$

where $g_k = \nabla f(w_k)$. Note that the matrix $B_k \triangleq \frac{1}{\eta_k} I$ can be regarded as an approximation to the Hessian matrix of $f$ at $w_k$. Barzilai and Borwein [1] chose $\eta_k$ such that $B_k$ has a certain quasi-Newton property, yielding the so-called long stepsize

$$\eta_k^\text{long} = \frac{\mathbf{s}_k^T \mathbf{s}_{k-1}}{\mathbf{s}_{k-1}^T \mathbf{y}_{k-1}},$$

where $\mathbf{s}_{k-1} = w_k - w_{k-1}$, and $\mathbf{y}_{k-1} = g_k - g_{k-1}$. An alternative approach is to approximate the inverse Hessian matrix by the matrix $H_k \triangleq \eta_k I$, resulting in the
so-called short stepsize
\[ \eta_k^{\text{short}} = \frac{s_k^{T} y_{k-1}}{y_{k-1}^{T} y_{k-1}} \]  

In [15], Raydan has shown that the two-point stepsize gradient method with either stepsize formula is globally convergent in the case of strictly convex quadratic. Dai and Fletcher[5] have shown that Barzilai and Borwein’s method with either Eq. (7) or Eq. (8) is likely to be asymptotically R-superlinearly convergent in the 3-dimensional case. The negative gradient method Eq. (6) with Eq. (7) or Eq. (8) has achieved a lot of attention since it performs much more better than the classical steepest descent method. It is worth mentioning that there has been some alternate use of the two-point stepsize formulas Eq. (7) and Eq. (8), such as the alternative stepsize [24] and the adaptive stepsize [6]. They are given by
\[ \eta_k = \begin{cases} 
\eta_k^{\text{long}} & \text{if } k \text{ is even,} \\
\eta_k^{\text{short}} & \text{if } k \text{ is odd,} 
\end{cases} \quad \eta_k = \begin{cases} 
\frac{\eta_k^{\text{short}}}{\eta_k^{\text{long}}} & \text{if } \frac{\eta_k^{\text{short}}}{\eta_k^{\text{long}}} \leq \kappa, \\
\eta_k^{\text{long}} & \text{otherwise,}
\end{cases} \]

respectively, where \( \kappa > 0 \) is a constant. Some recent developments of the two-point stepsize gradient method can be found in [3, 4, 8, 20, 22, 23, 25].

2.2. Algorithm. Note that the two-point stepsize formulas both Eq. (7) and Eq. (8) do not need any parameter nd they can be computed while running the algorithm. As a result, we are motivated to propose an improved SVRG that compute the learning rate automatically.

The improved stochastic variance reduction algorithm, stochastic two-point stepsize gradient method, for solving the finite sum structure minimization problem Eq. (1) is outlined in Algorithm 3.

Algorithm 3 Stochastic Two-point Stepsize Gradient (STSG)

Require: initial point \( \tilde{w}_0 \), initial learning rate \( \eta_0 \), update frequency \( T \), threshold parameter \( \epsilon \in (0, 1) \)

for \( k = 0, 1, \ldots \) do

Compute full gradient \( \nabla F(\tilde{w}_k) = \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(\tilde{w}_k) \)

if \( k > 0 \) then

\[ \eta_k^{(a)} = \frac{\|\tilde{w}_k - \tilde{w}_{k-1}\|^2}{(\tilde{w}_k - \tilde{w}_{k-1})^T (\tilde{w}_k - \tilde{w}_{k-1})} \]
\[ \eta_k^{(b)} = \frac{(\tilde{w}_k - \tilde{w}_{k-1})^T (\tilde{g}_k - \tilde{g}_{k-1})}{\|\tilde{g}_k - \tilde{g}_{k-1}\|^2} \]

\[ \eta_k = \begin{cases} 
\eta_k^{(b)}/T, & \text{if } (\tilde{w}_k - \tilde{w}_{k-1})^T (\tilde{g}_k - \tilde{g}_{k-1}) < \epsilon \\
\eta_k^{(a)}/T, & \text{otherwise}.
\end{cases} \]

end if

\( \tilde{w}_0 = \tilde{w}_k \)

for \( t = 0, 1, \ldots, T - 1 \) do

Select \( i_t \) randomly among the set \( \{1, \ldots, n\} \)

Compute \( \nabla f_{i_t}(\tilde{w}_t) \) and \( \nabla f_{i_t}(\tilde{w}_k) \) based on the \( i_t \)-th sample

\( w_{t+1} = w_t - \eta_k (\nabla f_{i_t}(w_t) - \nabla f_{i_t}(\tilde{w}_k) + \nabla F(\tilde{w}_k)) \cdots (\star) \)

end for

\( \tilde{w}_{k+1} = w_T \)

end for

For this algorithm, we have some remarks.
Remark 2. Our learning rate strategy can be naturally incorporated to other SVRG variants, such as [10, 12, 13].

Remark 3. If we set \( \eta_k = \eta \) in Algorithm 3, then STSG reduces to the original SVRG method.

2.3. Convergence analysis. In this section, we give analysis of the convergence property of Algorithm 3. Our results will be based on the following assumptions.

Assumption 1. Assume that Eq. (3) holds for any \( \omega \), and the average function \( F \) is \( \mu \)-strongly convex.

Assumption 2. Assume that each component function \( f_i \) is continuously differentiable and the gradient function \( \nabla f_i \) has Lipschitz constant \( L_i \). Additionally, we denote \( \sup L \) the supremum of the support of \( L_i \), i.e., the smallest \( \bar{L} \) such that \( L_i \leq \bar{L} \).

Assumption 3. Assume that \( \omega_* \) is the optimal solution of Eq. (1), i.e., \( \omega_* = \arg \min_{\omega \in \mathbb{R}^d} F(\omega) \).

The following lemmas are the key to the analysis of our method.

Lemma 2.4. For \( k, T > 0 \), we have \( \frac{1}{TT} \leq \eta_k \leq \frac{1}{T\mu} \).

Proof. Using the strong convexity of \( F \), we obtain

\[
F(\tilde{w}_k) \geq F(\tilde{w}_{k-1}) + \tilde{g}_{k-1}^\top(\tilde{w}_k - \tilde{w}_{k-1}) + \frac{\mu}{2}\|\tilde{w}_k - \tilde{w}_{k-1}\|^2
\]

and

\[
F(\tilde{w}_{k-1}) \geq F(\tilde{w}_k) + \tilde{g}_{k-1}^\top(\tilde{w}_{k-1} - \tilde{w}_k) + \frac{\mu}{2}\|\tilde{w}_{k-1} - \tilde{w}_k\|^2,
\]

\( \forall \tilde{w}_k, \tilde{w}_{k-1} \). From the above two inequalities, we have

\[
\mu\|\tilde{w}_k - \tilde{w}_{k-1}\|^2 \leq (\tilde{g}_k - \tilde{g}_{k-1})^\top(\tilde{w}_k - \tilde{w}_{k-1}) \quad (9)
\]

It follows that \( \eta_k^{(a)} \) can be bounded as

\[
\eta_k^{(a)} = \frac{\|\tilde{w}_k - \tilde{w}_{k-1}\|^2}{(\tilde{w}_k - \tilde{w}_{k-1})^\top(\tilde{g}_k - \tilde{g}_{k-1})} \leq \frac{\|\tilde{w}_k - \tilde{w}_{k-1}\|^2}{\mu\|\tilde{w}_k - \tilde{w}_{k-1}\|^2} = \frac{1}{\mu}.
\]

In addition, since the gradient of each component function \( f_i(\omega) \) is \( L_i \)-Lipschitz, it is easy to show that \( \eta_k^{(a)} \geq 1/\bar{L} \). Moreover, by using Definition 2.3 and Assumption 2, we get

\[
\|\tilde{g}_k - \tilde{g}_{k-1}\|^2 \leq \bar{L}(\tilde{g}_k - \tilde{g}_{k-1})^\top(\tilde{w}_k - \tilde{w}_{k-1}),
\]

which implies that \( \eta_k^{(b)} \geq 1/\bar{L} > 0 \). By using the inequation \( \|a\|^2\|b\|^2 \geq \|ab\|^2 \), we have

\[
\frac{\eta_k^{(a)}}{\eta_k^{(b)}} = \frac{\|\tilde{w}_k - \tilde{w}_{k-1}\|^2\|\tilde{g}_k - \tilde{g}_{k-1}\|^2}{(\tilde{w}_k - \tilde{w}_{k-1})^\top(\tilde{g}_k - \tilde{g}_{k-1})\|^2} \geq 1.
\]
Suppose that $\tilde{w}_k \neq \tilde{w}_{k-1}$, then combined with Eq. (9) and the definitions of $\eta_k^{(a)}$ and $\eta_k^{(b)}$, we have $\eta_k^{(a)} > 0$ and $\eta_k^{(b)} > 0$, which means $\eta_k^{(a)} \geq \eta_k^{(b)}$. It follows that

$$\frac{1}{L} \leq \eta_k^{(b)} \leq \eta_k^{(a)} \leq \frac{1}{\mu}. \quad (10)$$

Lemma 2.4 then follows immediately by dividing Eq. (10) by $T$.

**Lemma 2.5.** Let $\nu_i \triangleq \nabla f_i(\tilde{w}_1) - \nabla f_i(\tilde{w}_k) + \nabla F(\tilde{w}_k)$ in (▲), then we have $E\|\nu_i\|^2 \leq 2\bar{L}(w_t - w_*)^T\nabla F(w_t) + 8\bar{L}^2\|\tilde{w}_k - w_*\|^2$.

**Proof.**

$$E\|\nu_i\|^2 = E\|\nabla f_i(w_t) - \nabla f_i(\tilde{w}_k) + \nabla F(\tilde{w}_k)\|^2$$

(using $\|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2$)

$$\leq 2E\|\nabla f_i(w_t) - \nabla f_i(w_*)\|^2 + 2E\|\nabla f_i(\tilde{w}_k) - \nabla f_i(w_*) - \nabla F(\tilde{w}_k)\|^2$$

(using $\|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2$ and $\nabla F(w_*) = 0$)

$$\leq 2E\|\nabla f_i(w_t) - \nabla f_i(w_*)\|^2 + 4E\|\nabla f_i(\tilde{w}_k) - \nabla f_i(w_*)\|^2$$

+ $4\|\nabla F(\tilde{w}_k) - \nabla F(w_*)\|^2$

(using the Lipschitzness of $\nabla f_i$)

$$\leq 2L_i E[(w_t - w_*)^T(\nabla f_i(w_t) - \nabla f_i(w_*))] + 4L_i^2\|\tilde{w}_k - w_*\|^2$$

+ $4\tilde{L}_i^2\|\tilde{w}_k - w_*\|^2$

(noting that $E[\nabla f_i(w_t)] = \nabla F(w_t), \nabla F(w_*) = 0$, and $\tilde{L}$ is the supremum of the support of $L_i$)

$$\leq 2\bar{L}(w_t - w_*)^T\nabla F(w_t) + 8\bar{L}^2\|\tilde{w}_k - w_*\|^2.$$

This finishes the proof of Lemma 2.5.

**Lemma 2.6.** Under Assumption 3, we have

$$E\|w_{t+1} - w_*\|^2 \leq (1 - 2\mu\eta_k(1 - \bar{L}\eta_k))\|w_t - w_*\|^2$$

+ $8\bar{L}^2\eta_k^2\|\tilde{w}_k - w_*\|^2$.

**Proof.**

$$E\|w_{t+1} - w_*\|^2 = E\|w_t - \eta_k\nu_t - w_*\|^2$$

$$= \|w_t - w_*\|^2 - 2\eta_k E[(w_t - w_*)^T\nu_t] + \eta_k^2 E\|\nu_t\|^2$$

(noting that $E[\nu_t] = \nabla F(w_t)$)

$$= \|w_t - w_*\|^2 - 2\eta_k(w_t - w_*)^T\nabla F(w_t) + \eta_k^2 E\|\nu_t\|^2$$

(using Lemma 2.5)

$$\leq \|w_t - w_*\|^2 - 2\eta_k(w_t - w_*)^T\nabla F(w_t)$$

+ $2\tilde{L}\eta_k^2(w_t - w_*)^T\nabla F(w_t) + 8\bar{L}^2\eta_k^2\|\tilde{w}_k - w_*\|^2$

$$= \|w_t - w_*\|^2 - 2\eta_k(1 - \bar{L}\eta_k)(w_t - w_*)^T\nabla F(w_t)$$

+ $8\bar{L}^2\eta_k^2\|\tilde{w}_k - w_*\|^2$

$$\leq (1 - 2\mu\eta_k(1 - \bar{L}\eta_k))\|w_t - w_*\|^2 + 8\bar{L}^2\eta_k^2\|\tilde{w}_k - w_*\|^2.$
This finishes the proof of Lemma 2.6 \footnote{In the last inequality, we used the strong convexity of \( F \) and \( \nabla F(w_*) = 0 \). By using the strong convexity of \( F \) at \( w_t \) and \( w_* \), we have
\[
F(w_t) \geq F(w_*) + \nabla F(w_*)^\top (w_t - w_*) + \frac{\mu}{2} \| w_t - w_* \|^2, \tag{11}
\]
and
\[
F(w_*) \geq F(w_t) + \nabla F(w_t)^\top (w_* - w_t) + \frac{\mu}{2} \| w_t - w_* \|^2. \tag{12}
\]
Eq. (11) plusing Eq. (12) yields
\[
\mu \| w_t - w_* \|^2 \leq (\nabla F(w_t) - \nabla F(w_*)^\top (w_t - w_*)
\]
(\text{using } \nabla F(w_*) = 0)
\[
= \nabla F(w_*)^\top (w_t - w_*).
\tag{13}
\]
Combining Eq. (13) with the fourth equality gives the last inequality.}

By applying the above inequality over \( t \) recursively, we obtain the following corollary.

**Corollary 1.** Let \( \delta_k \triangleq (1 - 2\mu \eta_k (1 - \bar{L} \eta_k))^T \frac{4L^2 \eta_k}{\mu (1 - \bar{L} \eta_k)} \), then we have
\[
E \| \tilde{w}_{k+1} - w_* \|^2 \leq \delta_k \| \tilde{w}_k - w_* \|^2.
\]

**Proof.** Noting that \( \tilde{w}_k = w_0 \) and \( \tilde{w}_{k+1} = w_T \) and using Lemma 2.6, we have
\[
E \| \tilde{w}_{k+1} - w_* \|^2 \leq (1 - 2\mu \eta_k (1 - \bar{L} \eta_k))^T \| \tilde{w}_k - w_* \|^2
\]
\[
+ 8\bar{L}^2 \eta_k^2 \{ 1 + [(1 - 2\mu \eta_k (1 - \bar{L} \eta_k))]^2
\]
\[
+ \cdots
\]
\[
+ [(1 - 2\mu \eta_k (1 - \bar{L} \eta_k))]^{T-1} \| \tilde{w}_k - w_* \|^2
\]
\[
< \left[ (1 - 2\mu \eta_k (1 - \bar{L} \eta_k))^T + \frac{4L^2 \eta_k}{\mu (1 - \bar{L} \eta_k)} \right] \| \tilde{w}_k - w_* \|^2.
\]

This finishes the proof of Corollary 1. \( \square \)

The following theorem establishes the convergence property of STSG.

**Theorem 2.7.** Consider the STSG method in Algorithm 3 under Assumptions 1 and 2. Let \( \theta \triangleq (1 -\frac{\mu}{\bar{L}})/2 \), and if
\[
T > \max \left\{ \frac{2}{\log(1 - 2\theta) + 2\mu/\bar{L}}, \frac{4L}{\theta \mu^2} + \frac{\bar{L}}{\mu} \right\},
\]
then we have
\[
E \| \tilde{w}_k - w_* \|^2 \leq (1 - \theta)^k \| \tilde{w}_0 - w_* \|^2.
\]
Table 1. Details of data sets.

| Data set | # of training samples | # of test samples | dimension |
|----------|-----------------------|-------------------|-----------|
| a1a      | 1605                  | 30956             | 123       |
| a9a      | 32561                 | 16281             | 123       |
| w1a      | 2477                  | 47272             | 300       |
| w8a      | 49749                 | 14951             | 300       |

Proof. According to Lemma 2.4, $\delta_k$ defined in Corollary 1 can be bounded as

$$
\delta_k = (1 - 2\mu\eta_k(1 - \bar{L}\eta_k))^T + \frac{4\bar{L}^2\eta_k}{\mu(1 - \bar{L}\eta_k)}
\leq [1 - \frac{2\mu}{T\bar{L}}(1 - \frac{\bar{L}}{T\mu})]^T + \frac{4\bar{L}^2}{T\mu^2[1 - (L/\mu)T]} \\
\leq \exp \left\{ - \frac{2\mu}{L} \left(1 - \frac{\bar{L}}{T\mu}\right) \right\} + \frac{4\bar{L}^2}{T\mu^2 - L\mu} \\
= \exp \left\{ - \frac{2\mu}{L} + \frac{2}{T} \right\} + \frac{4\bar{L}^2}{T\mu^2 - L\mu}.
$$

Because $T > \max \left\{ \frac{2}{\log(1 - 2\theta) + 2\mu/L} \frac{4L}{2\theta^2 \mu^2} + \frac{L}{\mu} \right\}$, so we obtain

$$
\delta_k < \exp \left\{ - \frac{2\mu}{L} + \log(1 - 2\theta) + \frac{2\mu}{L} \right\} + \frac{4\bar{L}^2}{4\bar{L}^2/\theta + L\mu - L\mu} \\
= 1 - \theta.
$$

Additionally, noting that $\theta = (1 - e^{-\mu})/2 \in (0,0.32)$, and from Corollary 1, it follows that

$$
E\|\bar{w}_k - w_*\|^2 \leq (1 - \theta)^k \|\bar{w}_0 - w_*\|^2,
$$

which means that the STSG method converges linearly in expectation. \(\square\)

3. Numerical experiments. In this section, we present some numerical experiments to verify the effectiveness of the stochastic two-point stepsize gradient method (STSG). We firstly compare it with SGD and SVRG on the $l_2$-regularized logistic regression with regularization parameter $\lambda > 0$

$$
\min_w F(w) = \frac{1}{n} \sum_{i=1}^{n} (1 + \exp(-y_i x_i^T w)) + \frac{\lambda}{2} \|w\|^2. \tag{14}
$$

For both SVRG and STSG, we set $T = 2n$ as suggested in [7]. For the baseline method SGD, we choose a conventional learning rate, that is, $\eta_t = 1/(t + 1)$. See Chapter 6 in [14] for more information on the choice of $\eta_t$. Table 1 provides details of the data sets used in our experiments, which can be downloaded from the website http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets. In the second experiment, we compare STSG with the well-known batch learning model SVM solved by the LIBSVM tool (a library for support vector machines). All experiments are implemented in PyCharm on a PC with Windows 7 operating system.
In the first experiment, we firstly analyze the impact of the algorithm parameter $\epsilon$ values in STSG on the objective loss and the quality of classification. The resulting
Figure 4. Evolutions of objective loss and test classification accuracy w.r.t. epochs for Eq. (14) on data set “w8a”.

Figure 5. Evolutions of objective loss and test classification accuracy w.r.t. epochs for Eq. (14) on data set “a1a”.

Figure 6. Evolutions of objective loss and test classification accuracy w.r.t. epochs for Eq. (14) on data set “w1a”.

analysis is shown in Figures 1 and 2. In all subfigures, the x-axis denotes the number of epochs $k$. In Figures 1 (a) and 2 (a), the y-axis denotes the objective loss, and
in Figures 1 (b) and 2 (b), the y-axis denotes test classification accuracy. From the resulting analysis, we can see that STSG is not too sensitive to \( \epsilon \) values. Overall, \( \epsilon = 0.1 \) seems to be preferable. Hence, we set \( \epsilon = 0.1 \) for the following experiments.

We next show the comparison results of SGD, SVRG and STSG. Experimental results are shown in Figures 3\textendash}6. From Figures 3 and 4, we see that the performance of SGD is worst. We can also see that the SVRG method is sensitive to the choice of learning rate \( \eta_0 \), and its numerical performance is not stable. However, the proposed STSG method is not sensitive to the choice of \( \eta_0 \). In addition, the objective loss and test classification accuracy of STSG tend to be stable after only a few epochs. Overall, the proposed method STSG can give a comparable or even better numerical performance than SVRG. Figures 3\textendash}6 further show that STSG is very sensitive to the initial stepsize \( \eta_0 \). Different \( \eta_0 \) has different numerical performance. Overall, STSG possesses better performance when \( \eta_0 \) is smaller. More experiments are reported in Figures 7 and 8 to verify this characteristic.

In the second experiment, we compare STSG with the well-known SVM model. SVM is a batch processing optimization method, which uses all samples at each iteration to train the model parameter, while STSG randomly employs a sample per iteration. That is, the amount of the sample information used by STSG is far
less than SVM. Comparison results reported in Figure 9 show that the proposed approach STSG can obtain a comparable performance to SVM.

![Comparison results between SVM and STSG on test classification accuracy on four test data sets.](image)

**Figure 9.** Comparison results between SVM and STSG on test classification accuracy on four test data sets.

In short, the preliminary experiment on binary classification indicates that STSG provides a valid approach for solving finite sum structure minimization problems. It can obtain a comparable performance to the batch learning method such as SVM and process the best performance followed by SVRG and SGD.

4. **Conclusions.** We proposed in this paper an improved Stochastic Variance Reduction Gradient (SVRG) algorithm, named Stochastic Two-point Stepsize Gradient (STSG) method, for solving finite sum structure optimization problems in an online setting from the viewpoint of optimization. We tried to use the well-known two-point stepsize gradient strategy to automatically compute the learning rate for SVRG. Moreover, we established a linear convergence rate in expectation for STSG under some mild conditions when the objective is smooth and strongly convex. Comparison results further demonstrated the effectiveness of the proposed method.
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