Validation of Machine Learning-Based Individualized Treatment for Depressive Disorder Using Target Trial Emulation
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Abstract: This study aims to develop and validate the use of machine learning-based prediction models to select individualized pharmacological treatment for patients with depressive disorder. This study used data from Taiwan’s National Health Insurance Research Database. Patients with incident depressive disorders were included in this study. The study outcome was treatment failure, which was defined as psychiatric hospitalization, self-harm hospitalization, emergency visits, or treatment change. Prediction models based on the Super Learner ensemble were trained separately for the initial and the next-step treatments if the previous treatments failed. An individualized treatment strategy was developed for selecting the drug with the lowest probability of treatment failure for each patient as the model-selected regimen. We emulated clinical trials to estimate the effectiveness of individualized treatments. The area under the curve of the prediction model using Super Learner was 0.627 and 0.751 for the initial treatment and the next-step treatment, respectively. Model-selected regimens were associated with reduced treatment failure rates, with a 0.84-fold (95% confidence interval (CI) 0.82–0.86) decrease for the initial treatment and a 0.82-fold (95% CI 0.80–0.83) decrease for the next-step. In emulation of clinical trials, the model-selected regimen was associated with a reduced treatment failure rate.
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1. Introduction

Depressive disorder is a common psychiatric disorder that imposes a heavy social and economic burden [1,2]. Antidepressant therapy is the standard treatment for depressive disorders [3]. However, the effects of antidepressant treatment are limited, with a response rate of approximately 50% or less [4]. Approximately 29% to 46% of patients fail antidepressant treatment and develop treatment-resistant depression [5]. Various antidepressants have been approved for the treatment of depression. Meta-analyses have demonstrated varying therapeutic effects of different antidepressants [6]. However, this information was obtained based on collective data from clinical trials. Treatment responses and adverse effects may widely vary with patient’s characteristics, including age, sex, underlying conditions, and biological factors [7].
Developing individualized treatment can improve treatment effectiveness. Several studies have attempted to identify the predictors and moderators of pharmacological treatment outcomes of depressive disorders, such as pharmacogenetic [8,9] and clinical [7,10] factors. However, no individual predictor could be used to select individualized treatments in clinical practice [11]. Simultaneous consideration of numerous factors is a potential way to develop individualized treatments [12]. Machine learning has the advantage of being able to process high-dimensional information and complex interactions between variables. Machine learning has been used to predict the severity of depression [13]. In addition, individualized treatments based on machine-learning algorithms have been developed for the treatment of schizophrenia [14] and diabetes mellitus [15].

**Aims of the Study**

This study aims to develop prediction models for individualized pharmacological treatment of depressive disorders, including the initial and next-step treatments, if previous treatments failed. In addition, a clinical trial was conducted to estimate the effectiveness of individualized pharmacological treatment using a population-based database in Taiwan.

**2. Methods**

**2.1. Data Source**

Taiwan’s National Health Insurance (NHI) program was launched in 1995. In 2009, 99.8% of the Taiwanese population was enrolled in the NHI program. The claims database derived from the NHI program, the National Health Insurance Research Database (NHIRD), includes information about the beneficiaries’ demographic characteristics, medical contacts, ICD-9-CM diagnoses, and prescription records. The accuracy of clinical diagnosis for major depressive disorders and other psychiatric illnesses has been validated [16]. This study was approved by the Research Ethics Committee of the National Taiwan University Hospital.

**2.2. Study Sample**

Initially, we identified 1,853,382 patients with diagnoses of depressive disorders (ICD-9-CM codes 296.2, 296.3, 300.4, and 311) from the NHIRD between 2001 and 2013. Individuals aged below 20 or above 75 years and those diagnosed with schizophrenia, bipolar disorder, or dementia were excluded. A total of 745,356 patients were included in our analysis.

The unit of analysis in this study was a treatment episode defined as the start of administration of the first antidepressant agent for incident patients, or a change in treatment regimen when previous treatment was ineffective or intolerable. The index date of a treatment episode was the date of starting or changing the treatment regimen. Treatment episodes were divided into two scenarios: the initial treatment episodes for the incident patients and the next-step treatment episodes if the previous treatments failed, including the second treatment and all subsequent treatments. There were 715,246 first treatment episodes and 739,980 next-step treatment episodes. A flowchart for selection of the treatment episodes is shown in the Supplementary Methods and Supplementary Figure S1.

**2.3. The Development of the Prediction Model**

**2.3.1. Data Training and Testing**

We randomly divided the patients into two sets: 80% in training set and 20% in test set. Data management, the application of the machine learning algorithms of the prediction models, and statistical analyses were performed using SAS 9.4 software (SAS Institute, Inc., Cary, NC, USA) and R 3.5.3 software [17].

**2.3.2. Study Outcome**

The treatment was considered a failure in the following four conditions: (1) psychiatric hospitalizations; (2) self-harm hospitalizations (defined using ICD-9-CM codes E950-E959); (3) emergency department visits due to psychiatric problems (defined using ICD-9-CM codes E950-E959); and (4) suicide attempts (defined using ICD-9-CM codes E950-E959) in the 180 days after the index date. The outcomes were estimated using the Cox proportional hazards model, adjusting for confounders as mentioned in the model development section.
codes 290-319); or (4) treatment regimen changes including switching to or adding another antidepressant, or augmenting with second-generation antipsychotics or mood stabilizers, which indicated that the current treatment regimen resulted in either inadequate treatment responses or intolerable adverse reactions. Treatment discontinuation or dose titration was not considered as treatment failure because dose titration is necessary for some antidepressants, and one of the common reasons for discontinuation is symptom improvement [18,19]. Each treatment episode duration was a one-year observation period or until treatment failure occurred, whichever occurred first.

2.4. Predictors

Potential predictors of antidepressant treatment responses included the patients’ demographic variables, clinical characteristics of depression, and comorbid medical and psychiatric conditions. In Taiwan, patients can directly visit medical specialists without primary care physicians’ referrals. Thus, the number of outpatient visits to the specialists was used to identify each patient’s health-seeking behavior and underlying physical conditions. Patients’ various medication history was also extracted. Overall, there were 125 variables regarding patient characteristics for the initial treatment and 153 variables for the next-step treatment episodes. The additional 28 variables of next-step treatment included the characteristics of the previous regimen, the interval between the index and the last treatment episode, and the number of failed treatments. The definitions and distributions of these variables are presented in Supplementary Table S1.

2.5. Model Development

The treatment episodes in the training set were divided into several subsets based on the treatments. For example, patients treated with fluoxetine as the initial treatment were used to develop fluoxetine-initiating prediction models. There were 16 antidepressant-specific prediction models for the initial treatment and 41 models for the next-step treatment (16 strategies for antidepressant switching, 16 strategies for antidepressant combinations, and 9 strategies for augmentations). We did not include all regimens as a variable in a single model because the interaction variables between regimen and predictors are too numerous to develop a model efficiently. Therefore, we developed treatment-specific prediction models for each regimen. The contribution of each predictor varied across the different treatment-specific prediction models.

We conducted a filter-based feature selection (Pearson’s correlation coefficient p) to shorten training times and enhance generalization by reducing overfitting. We then used Super Learner to develop treatment-specific prediction models [20]. Super Learner is a supervised learning method that uses a stacking process to determine the optimal weighted combination of a collection of base machine learning algorithms [20]. Super Learner can include many diverse prediction models and perform equally to or better than the best-performing base algorithm. In this study, we used 19 base algorithms and combined them using the Lawson–Hanson algorithm to generate a Super Learner (Table 1). This model was analyzed using the SuperLearner package (version 2.0-26) in R [21]. In addition, we established different prediction models using logistic regression, random forest, and support vector machine to compare with the models using the Super Learner ensemble.

2.6. Statistical Analysis for Evaluating the Prediction Models

Prediction Performance

The outcomes predicted by combining all treatment-specific models were compared with the observed outcome in the test set. The performance of combining prediction models was evaluated using the area under the curve (AUC) of receiver operator characteristic analyses and the corresponding 95% confidence intervals (CIs) were estimated using the Delong method [22].
2.7. Evaluating the Effectiveness of the Machine-Selected Agents in the Test Set

The developed treatment-specific prediction models estimated the treatment failure probability across all potential antidepressant regimens for each treatment episode in the test dataset. The antidepressant with the lowest probability was defined as the model-selected agent. For the next-step treatment, there were three strategies: switching, combination, and augmentation. The three best regimens were identified, with each regimen having the lowest failure rate for each strategy.

Table 1. Algorithms included in the Super Learner.

| Algorithm Description           | R Functions in SuperLearner                  |
|--------------------------------|---------------------------------------------|
| Bayesian GLM                   | SL.bayesglm                                  |
| Generalized additive model     | SL.gam                                      |
| Generalized linear model       | SL.glm                                      |
| Ridge                          | SL.glmnet (alpha = 0)                       |
| Elastic net                    | SL.glmnet (alpha = 0.25)                    |
|                                | SL.glmnet (alpha = 0.5)                     |
|                                | SL.glmnet (alpha = 0.75)                    |
|                                | SL.glmnet (alpha = 1)                       |
| LASSO                          | SL.ksvm                                     |
| Support vector machine         | SL.kernelKnn                                 |
| k-nearest neighbors            | SL.lda                                      |
| Linear discriminant analysis  | SL.lda                                      |
| Neural network                 | SL.nnet                                     |
| Polynomial spline regression   | SL.polymars                                  |
| Random forest                  | SL.ranger                                   |
| Extreme gradient boosting      | SL.xgboost (max_depth = 1, shrinkage = 0.01) |
|                                | SL.xgboost (max_depth = 1, shrinkage = 0.1)  |
|                                | SL.xgboost (max_depth = 2, shrinkage = 0.01) |
|                                | SL.xgboost (max_depth = 2, shrinkage = 0.1)  |
|                                | SL.xgboost (max_depth = 4, shrinkage = 0.01) |
|                                | SL.xgboost (max_depth = 4, shrinkage = 0.1)  |

Hyperparameters were specified if they did not use the default value.

A randomized trial is the preferred design to evaluate the effect of the model-selected treatment. However, this is currently unavailable. Thus, the target trial was emulated [23,24] to estimate the effectiveness of the model-selected treatment. One target trial with four arms was considered, using two eligibility scenarios: (1) patients administered antidepressant treatment for depressive disorders for the first time or (2) patients just starting the next-step treatment if the previous ones failed. The four arms of trials for each scenario included the treatment group (treatment selected by model recommendation) and the three control groups (treatment as usual, treatment randomly selected based on the prescription proportions in the observed dataset, and treatment randomly selected based on the prescription proportion of the model recommendation). Four study samples were replicated to emulate the clinical trial. If the individual’s treatment was the same as the assigned treatment, the subject then would be enrolled into the arms (see Figure 1). All patients were followed up from their baseline visits and assessed every month until the study outcome occurred or the one-year follow-up period ended. A summary of the target trial protocol is listed in Supplementary Table S2.

We used intention-to-treat analysis and as-treated analysis to assess the effects of the model-selected regimen for the initial treatment and the next-step treatment. The details are described in the Supplementary Methods.
3. Results

A total of 715,246 patients with incident depressive disorders were included in the analysis. Among them, 283,927 patients received a next-step treatment, which led to 739,980 treatment episodes. The definition and distribution of baseline characteristics of the treatment episodes in the training and test datasets are shown in Supplementary Table S1.

The distribution and treatment failure rates of each prescribed antidepressant regimen in the training dataset are shown in Table 2. Overall, treatment failure rates varied markedly across antidepressant regimens. Regarding the initial antidepressant treatments, the overall treatment failure rate was 26.6%, ranging from 19.9% for imipramine to 30.9% for fluvoxamine. Regarding the next-step treatment episodes, the overall treatment failure rate was 54.3%, ranging from 48.5% for switching to escitalopram and 71.0% for switching to trazodone.

Prediction Performance

The overall performance (quantified by AUC) of the combined initial treatment prediction model for treatment failure was 0.627 (95% CI: 0.623, 0.630), while the AUC of the overall next-step treatment prediction model was 0.751 (95% CI: 0.747, 0.756). The performance of the prediction models using the Super Learner ensemble was better than those using logistic regression, random forest, and support vector machine (Supplementary Table S3).
Table 2. Distribution of treatment and failure rate among training data sets.

| Treatment Change (%) | Psychiatric Hospitalization (%) | Failure Rate, Overall (%) | Self-Harm (%) |
|-----------------------|---------------------------------|---------------------------|---------------|
| First treatment episodes (n; column %) | | | |
| Overall (572,204, 100%) | 26.6 | 25.1 | 2.3 | 0.8 | 1.1 |
| Amitriptyline (2131; 0.4%) | 21.5 | 21.1 | 0.6 | 0.5 | 0.7 |
| Bupropion (19,286; 3.4%) | 27.7 | 26.6 | 2.0 | 0.6 | 0.8 |
| Citalopram (50,724; 8.9%) | 27.9 | 26.4 | 2.1 | 1.0 | 1.2 |
| Doxepin (1727; 0.3%) | 22.5 | 22.2 | 0.8 | 0.3 | 0.5 |
| Duloxetine (15,671; 2.7%) | 28.3 | 27.3 | 1.9 | 0.6 | 1.0 |
| Escitalopram (56,336; 9.8%) | 25.7 | 24.2 | 2.2 | 0.7 | 1.1 |
| Fluoxetine (128,062; 22.4%) | 22.8 | 21.2 | 2.2 | 0.9 | 1.1 |
| Fluvoxamine (15,644; 2.7%) | 30.9 | 29.5 | 2.3 | 1.0 | 1.2 |
| Imipramine (4696; 0.8%) | 19.9 | 19.4 | 1.5 | 0.7 | 0.5 |
| Mirtazapine (41,442; 7.2%) | 29.8 | 27.9 | 3.0 | 0.9 | 1.4 |
| Venlafaxine (40,012; 7.0%) | 23.7 | 22.7 | 3.1 | 1.3 | 0.9 |
| Next-step treatment episodes (n, column %) | | | |
| Overall (591,424; 100%) | 54.2 | 52.7 | 5.1 | 2.0 | 2.4 |
| Switching to (538,050; 91.0%) | 54.1 | 52.7 | 4.7 | 1.9 | 2.3 |
| Amitriptyline (2926; 0.5%) | 62.4 | 61.7 | 3.6 | 2.1 | 3.8 |
| Bupropion (28,526; 4.8%) | 58.5 | 57.4 | 4.4 | 1.3 | 1.8 |
| Citalopram (44,037; 7.4%) | 54.5 | 53.3 | 3.5 | 2.0 | 2.1 |
| Doxepin (2692; 0.5%) | 64.5 | 63.6 | 5.5 | 2.5 | 2.9 |
| Duloxetine (24,485; 4.1%) | 56.6 | 55.1 | 5.9 | 1.6 | 2.4 |
| Escitalopram (60,965; 10.3%) | 48.5 | 47.2 | 3.7 | 1.5 | 2.0 |
| Fluoxetine (78,423; 13.3%) | 49.6 | 48.0 | 4.5 | 2.1 | 2.4 |
| Fluvoxamine (17,068; 2.9%) | 59.3 | 57.9 | 5.5 | 2.1 | 2.5 |
| Imipramine (4050; 0.7%) | 63.1 | 62.0 | 5.0 | 2.1 | 2.1 |
| Milnacipran (4963; 0.8%) | 64.5 | 62.6 | 7.2 | 2.9 | 2.3 |
| Mirtazapine (60,339; 10.2%) | 60.5 | 58.7 | 6.3 | 2.2 | 3.0 |
| Venlafaxine (53,704; 9.1%) | 56.8 | 55.1 | 5.7 | 1.9 | 2.6 |
| Combinations with (n, column %) | | | |
| Overall (16,846; 2.8%) | 55.6 | 53.3 | 8.7 | 2.5 | 3.2 |
| Amitriptyline (478; 0.1%) | 57.3 | 56.1 | 9.2 | 2.7 | 4.6 |
| Bupropion (3475; 0.6%) | 50.3 | 48.1 | 7.5 | 1.6 | 2.2 |
| Citalopram (440; 0.1%) | 58.0 | 56.1 | 7.3 | 4.1 | 5.5 |
| Doxepin (421; 0.1%) | 68.9 | 65.8 | 12.8 | 5.0 | 3.8 |
| Duloxetine (873; 0.1%) | 54.2 | 51.1 | 9.0 | 1.9 | 3.4 |
| Escitalopram (1117; 0.2%) | 54.1 | 51.9 | 8.6 | 1.7 | 3.2 |
| Fluoxetine (15,671; 2.7%) | 54.1 | 52.1 | 7.8 | 2.8 | 3.5 |
| Fluvoxamine (255; 0.0%) | 65.1 | 61.6 | 8.6 | 3.9 | 5.1 |
| Imipramine (599; 0.2%) | 62.1 | 59.9 | 6.5 | 1.3 | 2.8 |
| Milnacipran (174; 0.0%) | 65.5 | 64.4 | 8.6 | 3.4 | 3.4 |
| Mirtazapine (2577; 0.4%) | 55.6 | 53.3 | 9.0 | 2.4 | 2.8 |
| Venlafaxine (53,704; 9.1%) | 60.1 | 58.9 | 7.1 | 2.4 | 3.0 |
| Augmentations (36,528; 6.2%) | 55.7 | 52.4 | 10.2 | 2.8 | 3.6 |
| Amisulpride (1644; 0.3%) | 59.2 | 56.8 | 10.5 | 1.8 | 2.4 |
| Aripiprazole (3499; 0.6%) | 55.4 | 52.7 | 9.4 | 2.0 | 2.7 |
| Olanzapine (2215; 0.4%) | 64.0 | 61.0 | 13.1 | 2.6 | 3.7 |
| Quetiapine (15,119; 2.6%) | 54.3 | 50.8 | 9.8 | 2.9 | 3.9 |
| Risperidone (2894; 0.5%) | 55.6 | 52.3 | 11.0 | 3.1 | 2.4 |
| Zotepine (1274; 0.2%) | 67.1 | 62.9 | 14.4 | 3.3 | 5.8 |
| Lamotrigine (1442; 0.2%) | 57.4 | 54.4 | 9.8 | 2.1 | 3.5 |
| Lithium (1839; 0.3%) | 58.9 | 56.6 | 8.9 | 2.0 | 3.4 |
| Valproic acid (6002; 1.1%) | 52.1 | 48.2 | 9.7 | 3.5 | 4.1 |

Evaluating the Effectiveness of the Machine-Selected Agents in the Test Set

Supplementary Table S4 shows the difference in the distributions of the observed and recommended treatments using the prediction model. The baseline characteristics of each treatment group for the initial treatment episode and the next-step treatment episodes in the emulating target trials are shown in Supplementary Tables S5 and S6, respectively.
Three pairwise comparisons of the treatment failure rates between the patients treated with the model-selected regimen and each of the three control groups are shown in Table 3. The model-selected regimens had the lowest failure rates across all treatment arms. In the ITT analyses of initial treatment episodes, the hazard ratios of the model-selected regimens showed a decrease in treatment failure by 0.84-fold (95% CI: 0.82, 0.86), 0.86-fold (95% CI: 0.82, 0.89), and 0.92-fold (95% CI: 0.89, 0.96) compared to treatment as usual, treatment randomly selected by the prescription proportion, and treatment randomly selected by the recommended proportion, respectively. Regarding the next-step treatment episodes, the hazard ratios of the model-selected treatment exhibited a decrease in treatment failure by 0.82-fold (95% CI: 0.80, 0.83), 0.85-fold (95% CI: 0.83, 0.88), and 0.87-fold (95% CI: 0.84, 0.90) compared with treatment as usual, treatment randomly selected by the prescription proportion, and treatment randomly selected by the recommended proportion, respectively. The results were similar to those of the as-treated analyses.

| Table 3. Treatment failure rates of the groups with treatment selected using model recommendation compared with the control groups. |
|---------------------------------------------------------------|
| **Intention-to-Treat Analysis** | **As-Treated Analysis** |
| **Incidence of treatment failure (no./person-year)** | **Hazard ratio (95% Confidence intervals)** | **Incidence of treatment failure (no./person-year)** | **Hazard ratio (95% Confidence intervals)** |
| Treatment selected by model recommendation | 0.27 (5314/20,032) | 0.39 (3811/9784) | 0.84 (0.82, 0.86) | 0.88 (0.85, 0.91) |
| Treatment as usual | 0.34 (38,289/114,250) | 0.47 (28,102/60,161) | 0.86 (0.82, 0.89) | 0.87 (0.83, 0.91) |
| Treatment selected randomly by prescription proportion | 0.32 (4812/14,879) | 0.45 (3470/7664) | 0.89 (0.89, 0.96) | 0.87 (0.83, 0.91) |
| Treatment selected randomly by recommendation proportion | 0.29 (4757/16,263) | 0.43 (3455/8098) | 0.89 (0.89, 0.96) | 0.87 (0.83, 0.91) |

4. Discussion

4.1. Principal Results

This study used a machine learning approach to develop individualized pharmacological treatments for depression and estimated their effect by emulating clinical trials based on a large-scale database. The accuracy of the overall prediction models for treatment failure was 0.627 for the initial treatment episodes and 0.751 for the next-step treatment episodes. In addition, the model-selected regimens showed an 8–18% reduction in treatment failure rates compared with treatment as usual or when given randomly selected treatment in proportion to the actual or recommended treatments.

The model-selected treatment was associated with reduced treatment failure rates, with a moderate 8–18% decrease in treatment failure rates. However, individualized treatment strategies can generate large benefits across the population, as depression is a common mental illness. Furthermore, these prediction models were constructed based on the patients’ demographic variables, medical and psychiatric comorbid conditions, concomitant use of medications, and history of antidepressant treatment, which were obtained from the claims database. Thus, these prediction models can be easily implemented in Taiwan’s clinical electronic information system. Moreover, the prediction models can generate a list of antidepressant regimens according to their probabilities of treatment failure. Physicians then can prescribe agents with relatively low failure probabilities, if the first or previous agent was ineffective for the patient.

The distributions of the model-selected regimens were different from the observed prescription patterns. Although the model-selected treatment had a lower predicted treatment failure rate, this does not imply that the commonly recommended drugs are better than...
other drugs. The model recommendation was based on individual patients’ personal characteristics. Thus, the best treatment choice varies across individual patients. Furthermore, the distributions might differ when different patient populations are considered.

4.2. Limitations

The findings of this study should be interpreted with caution. First, common measures of treatment response in patients, such as symptom severity, functional level, or quality of life, were not directly assessed. Treatment changes, emergency visits, and hospitalizations were assumed either as poor treatment effectiveness or intolerance to adverse effects. However, these indicators may be insensitive and can only identify the worst conditions. Second, treatment episodes were used as the basic units of analysis. Therefore, poor responders with multiple treatment episodes were over-represented in the analysis for the next-step treatment. However, there is limited evidence for the best strategies for managing treatment-resistant depression. The prediction models of this study might provide a novel approach for improving treatment outcomes in this patient population. Finally, the claims data did not include several important variables, such as the reason for the treatment changes, socioeconomic factors, patient preferences, medication adherence, pharmacogenomics, or other biological markers. In addition, we used filter-based feature selection by Pearson’s correlation, which might be inadequate because some variables were not normally distributed. Therefore, unmeasured factors or inadequate variable selection can decrease the accuracy of prediction models. On the other hand, unmeasured factors would confound the estimation of the effects of the model-selected treatment. Our study only demonstrated associations, rather than causal effects. Thus, prospective clinical trials are warranted to validate the effectiveness of prediction models for individualized treatment.

4.3. Implications

The prediction models might be further optimized as clinical records accumulate and information on other relevant factors becomes available for model development. After a new antidepressant enters the market, data for its treatment responses could be rapidly collected in a population-based claims database, and its effectiveness can be assessed using the individualized treatment and prediction model strategy. Moreover, as large-scale genomic data and brain imaging information become more widely available, a machine-learning algorithm could integrate these data to improve the prediction accuracy of treatment response.

5. Conclusions

The prediction models presented in this study used a machine learning approach based on data of patient characteristics and history of antidepressant treatments. The overall accuracy of the prediction model was moderate. However, the model-selected treatments demonstrated reduced treatment failure rates compared to the usual treatments. Future prospective clinical trials investigating the effectiveness of individualized pharmacological treatment strategies are warranted to validate our findings.
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Author Contributions: Conception and design of the study, C.-S.W., A.C.Y., S.-S.C., C.-M.C., Y.-H.L., S.-C.L.; acquisition and analysis of data, C.-S.W., H.-J.T.; drafting the manuscript or figures, C.-S.W.; critical review, C.-S.W., A.C.Y., S.-S.C., C.-M.C., Y.-H.L., S.-C.L. All authors have read and agreed to the published version of the manuscript.
**References**

1. Kessler, R.C.; Berglund, P.; Demler, O.; Jin, R.; Koretz, D.; Merikangas, K.R.; Rush, A.J.; Walters, E.E.; Wang, P.S. The epidemiology of major depressive disorder: Results from the National Comorbidity Survey Replication (NCS-R). JAMA 2003, 289, 3095–3105. [CrossRef]

2. Ferrari, A.; Somerville, A.; Baxter, A.; Norman, R.; Patten, S.; Vos, T.; Whiteford, H. Global variation in the prevalence and incidence of major depressive disorder: A systematic review of the epidemiological literature. Psychol. Med. 2013, 43, 471–481. [CrossRef]

3. Bauer, M.; Severus, E.; Möller, H.-J.; Young, A.H.; Disorders, W.T.F.o.U.D. Pharmacological treatment of unipolar depressive disorders: Summary of WFSBP guidelines. Int. J. Psychiatry Clin. Pract. 2017, 21, 166–176. [CrossRef] [PubMed]

4. Trivedi, M.H.; Rush, A.J.; Wisniewski, S.R.; Nierenberg, A.; Warden, D.; Ritz, L.; Norquist, G.; Howland, R.H.; Lebowitz, B.; McGrath, P.J. Evaluation of outcomes with citalopram for depression using measurement-based care in STAR*D: Implications for clinical practice. Am. J. Psychiatry 2006, 163, 28–40. [CrossRef]

5. Fava, M. Diagnosis and definition of treatment-resistant depression. Biol. Psychiatry 2003, 53, 649–659. [CrossRef]

6. Cipriani, A.; Furukawa, T.A.; Salanti, G.; Chaimani, A.; Atkinson, L.Z.; Ogawa, Y.; Leucht, S.; Ruhe, H.G.; Turner, E.H.; Higgins, J.P. Comparative efficacy and acceptability of 21 antidepressant drugs for the acute treatment of adults with major depressive disorder: A systematic review and network meta-analysis. Lancet 2018, 391, 1357–1366. [CrossRef]

7. Papakostas, G.I.; Fava, M. Predictors, moderators, and mediators (correlates) of treatment outcome in major depressive disorder. Dialogues Clin. Neurosci. 2008, 10, 439.

8. Bradley, P.; Shiekh, M.; Mehra, V.; Vrbrickly, K.; Layle, S.; Olson, M.C.; Maciel, A.; Cullors, A.; Garces, J.A.; Lukowiak, A.A. Improved efficacy with targeted pharmacogenetic-guided treatment of patients with depression and anxiety: A randomized clinical trial demonstrating clinical utility. J. Psychiatr. Res. 2018, 96, 100–107. [CrossRef]

9. Pérez, V.; Salavert, A.; Espadaler, J.; Tuson, M.; Saiz-Ruiz, J.; Saez-Navarro, C.; Bobes, J.; Baca-García, E.; Vieta, E.; Olivares, J.M. Efficacy of prospective pharmacogenetic testing in the treatment of major depressive disorder: Results of a randomized, double-blind clinical trial. BMC Psychiatry 2017, 17, 1–13. [CrossRef]

10. Webb, C.A.; Trivedi, M.H.; Cohen, Z.D.; Dillon, D.G.; Fournier, J.C.; Goer, F.; Fava, M.; McGrath, P.J.; Weissman, M.; Parsley, R. Personalized prediction of antidepressant v. placebo response: Evidence from the EMBARC study. Psychol. Med. 2019, 49, 1118–1127. [CrossRef]

11. Perlman, K.; Benrimoh, D.; Israel, S.; Rollins, C.; Brown, E.; Tunteng, J.F.; You, R.; You, E.; Tanguay-Sela, M.; Snook, E.; et al. A systematic meta-review of predictors of antidepressant treatment outcome in major depressive disorder. J. Affect. Disord. 2019, 243, 503–515. [CrossRef] [PubMed]

12. VanderWeele, T.J.; Luedtke, A.R.; van der Laan, M.J.; Kessler, R.C. Selecting optimal subgroups for treatment using many covariates. Epidemiology 2019, 30, 334–341. [CrossRef] [PubMed]

13. Kessler, R.C.; van Loo, H.M.; van der Laan, M.J.; Bossarte, R.M.; Brenner, L.A.; Cai, T.; Ebert, D.D.; Hwang, I.; Li, J.; de Jonge, P. Testing a machine-learning algorithm to predict the persistence and severity of major depressive disorder from baseline self-reports. Mol. Psychiatry 2016, 21, 1566. [CrossRef]

14. Wu, C.-S.; Luedtke, A.R.; Sadikova, E.; Tsai, H.-J.; Liao, S.-C.; Liu, C.-C.; Gau, S.S.-F.; VanderWeele, T.J.; Kessler, R.C. Development and validation of a machine learning individualized treatment rule in first-episode schizophrenia. JAMA Netw. Open 2020, 3, e1921660. [CrossRef] [PubMed]

15. Bertsimas, D.; Kallus, N.; Weinstein, A.M.; Zhuo, Y.D. Personalized diabetes management using electronic medical records. Diabetes Care 2017, 40, 210–217. [CrossRef]
16. Wu, C.-S.; Kuo, C.-J.; Su, C.-H.; Wang, S.H.; Dai, H.-J. Using text mining to extract depressive symptoms and to validate the diagnosis of major depressive disorder from electronic health records. J. Affect. Disord. 2020, 260, 617–623. [CrossRef]

17. R Core Team. R: A Language and Environment for Statistical Computing. R Foundation for Statistical Computing, Vienna, Austria. Available online: https://www.R-project.org/ (accessed on 1 December 2020).

18. Demyttenaere, K.; Erzlin, P.; Deve, W.; Boulanger, B.; De Bie, J.; De Troyer, W.; Mesters, P. Compliance with antidepressants in a primary care setting, 1: Beyond lack of efficacy and adverse events. J. Clin. Psychiatry 2001, 62, 30–33. [PubMed]

19. Mitchell, A.J.; Selmes, T. Why don’t patients take their medicine? Reasons and solutions in psychiatry. Adv. Psychiatr. Treat. 2007, 13, 336–346. [CrossRef]

20. Polley, E.C.; Van Der Laan, M.J. Super learner in prediction. Collect. Biostat. Res. Arch. 2010. Available online: https://biostats.bepress.com/ucbbiostat/paper266/ (accessed on 1 December 2020).

21. Polley, E.; LeDell, E.; Kennedy, C.; Lendle, S.; van der Laan, M. Package ‘SuperLearner’. CRAN 2019. Available online: https://cran.r-project.org/web/packages/SuperLearner/SuperLearner.pdf (accessed on 1 December 2020).

22. DeLong, E.R.; DeLong, D.M.; Clarke-Pearson, D.L. Comparing the areas under two or more correlated receiver operating characteristic curves: A nonparametric approach. Biometrics 1988, 44, 837–845. [CrossRef] [PubMed]

23. Danaei, G.; Rodríguez, L.A.G.; Cantero, O.F.; Logan, R.; Hernán, M.A. Observational data for comparative effectiveness research: An emulation of randomised trials of statins and primary prevention of coronary heart disease. Stat. Methods Med. Res. 2013, 22, 70–96. [CrossRef] [PubMed]

24. Hernán, M.A.; Robins, J.M. Using big data to emulate a target trial when a randomized trial is not available. Am. J. Epidemiol. 2016, 183, 758–764. [CrossRef] [PubMed]