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ABSTRACT. We report on new techniques and results in the regularity theory of general non-uniformly elliptic variational integrals. By means of a new potential theoretic approach we reproduce, in the non-uniformly elliptic setting, the optimal criteria for Lipschitz continuity known in the uniformly elliptic one and provide a unified approach between non-uniformly and uniformly elliptic problems.

1. INTRODUCTION AND RESULTS

Non-uniformly elliptic equations and functionals are a classical topic in partial differential equations and in the Calculus of Variations. They emerge in many different contexts, and they are often stemming from geometric and physical problems [22, 31, 44, 49, 50]. The study of regularity of their solutions involves a wealth of methods and techniques. Here we announce a few results from [5], concerning the regularity of minimizers of non-uniformly elliptic variational integrals of the type

\begin{equation}
W^{1,1}(\Omega; \mathbb{R}^N) \ni w \mapsto \mathcal{F}(w; \Omega) := \int_{\Omega} \left[ F(Dw) - f \cdot w \right] dx ,
\end{equation}

where \( \Omega \subset \mathbb{R}^n \) is an open subset, \( n \geq 2 \), \( N \geq 1 \), and the integrand \( F: \mathbb{R}^{N \times n} \to \mathbb{R} \) satisfies suitable convexity and growth conditions.

The aim of [5] is twofold, specifically:

- To identify sharp conditions on the datum \( f \) in order to guarantee that minimizers are locally Lipschitz continuous.
- To introduce a new potential theoretic technique allowing to reduce the treatment of non-uniformly elliptic problems to the one of uniformly elliptic ones. This technique yields optimal and new local estimates already in the case \( f \equiv 0 \).

Let us immediately clarify the meaning or the terminology concerning the non-uniform ellipticity. The Euler–Lagrange equation of the functional in (1) formally reads as

\[ -\text{div} \partial F(Du) = f . \]

Ellipticity is then tested by looking at the so-called second variation equation, and therefore at the ellipticity ratio

\begin{equation}
\mathcal{R}(z) := \frac{\text{highest eigenvalue of } \partial^2 F(z)}{\text{lowest eigenvalue of } \partial^2 F(z)} .
\end{equation}

The term non-uniform ellipticity refers to the situation when \( \mathcal{R}(z) \) is not bounded. This is the case of interest here and therefore is not present in more classical situations as for instance the one of the
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p-Laplacean operator \( F(z) = |z|^p/p \), for \( p > 1 \) (see [35] [47] [48] for basic regularity results). More in general, when considering functionals of the type

\[
w \mapsto \int_{\Omega} |A(Dw)| - f \cdot w \ dx ,
\]

where \( A(t) := \int_0^t \dot{a}(s)s \, ds \), then the non-uniform ellipticity is connected to the absence of the double-side bound (considered e.g. in [1, 11, 12, 32]). This implies the validity of the so-called \( \Delta_2 \)-condition

\[
-1 < i_a \leq \frac{\dot{a}(t)t}{a(t)} \leq s_a < \infty
\]

(considered e.g. in [11, 12, 32]). This implies the validity of the so-called \( \Delta_2 \)-condition

\[
A(2t) \lesssim A(t),
\]

and therefore immediately allows for polynomial controls for \( t \mapsto A(t) \). In the classical uniformly elliptic case \([3,4] \), the question of determining sharp conditions on \( f \) implying the local and global Lipschitz continuity of minimizers has found a satisfying solution only in the last few years. Results are available both for the scalar and for the vectorial case, see e.g. [12] [13] [23] [27] [28] [30] [42]. The most general answer can be obtained in terms of Riesz potentials, and we refer to [29] for an overview of nonlinear potential estimates. In terms of function spaces, a neat and sharp condition on \( f \) makes use of Lorentz spaces \( L(n,1)(\Omega) \), that is

\[
f \in L(n,1)(\Omega) :\iff \|f\|_{L(n,1)(\Omega)} := \int_0^\infty |\{x \in \Omega : |f(x)| > \lambda\}|^{1/n} d\lambda < \infty .
\]

The remarkable feature is that condition \((6)\) does not depend on the functional under consideration. In particular, when considering the \( p \)-Laplacean equation \(-\text{div}(|Du|^{p-2}Du) = f\), i.e., for \( F(z) = |z|^p/p \) in \([1] \), the condition to ensure the local Lipschitz continuity of minimizers is in fact independent of \( p \), as first observed in [23]. In particular, condition \((6)\) is sharp for the Poisson equation \(-\Delta u = f\), as a consequence of a well-known theorem of Stein [40] and the work of Cianchi [9]. Notice that the Lorentz space \( L(n,1) \) is an intermediate, borderline space in the sense that \( L^{n+\varepsilon} \subset L(n,1) \subset L^n \) holds for every \( \varepsilon > 0 \) (and all such inclusions are actually strict). Concerning the non-uniformly elliptic case, essentially nothing is known.

A main outcome of [5] is that the effectiveness of condition \((6)\) is extended to the case of non-uniformly elliptic problems, thereby filling a huge gap in the literature. We also notice that, when looking at non-uniformly elliptic functionals, the results in [5] are new already in the case when \( f \) is more regular than in \([6] \). The usual cases treated in the literature are indeed \( f \equiv 0 \) or \( f \in L^\infty \), where the latter one was only considered under polynomial growth conditions (see [36]). As we shall see in Section 4 below, the techniques of [5] yield new results in the classical uniformly elliptic case with \([3,4] \) as well. The class of functionals treated in [5] is large, and essentially covers all the main models appearing in the literature as far as autonomous functionals are considered.

It includes functionals with polynomial, yet unbalanced growth conditions, i.e., when \( F \) satisfies different growth and coercivity conditions such as

\[
|z|^p \lesssim F(z) \lesssim |z|^q + 1 , \quad 1 < p \leq q.
\]

These are usually called \((p,q)\)-growth conditions, according to Marcellini’s terminology from [36]. We also cover the case of functionals with very fast growth as for instance

\[
w \mapsto \int_{\Omega} \left[ \exp(\cdots\exp(|Du|^p)\cdots) - f \cdot w \right] \ dx , \quad p \geq 1 ,
\]

and for which the \( \Delta_2 \)-condition \((3)\) fails.

In the following, we report a few results from [5], essentially referring to the two main model situations \((7)\) and \((8)\). These are in turn consequences of a more general result still from [5] whose formulation turns out to be rather technical as it is devised to cover large and different classes of model cases. For a reasonably updated review of the existing regularity literature on the subject we refer to [41].
For the rest of the paper, in view of condition (3), we assume that \( f \in L^n(\Omega; \mathbb{R}^N) \). Moreover, we recall that a function \( u \in W_{\text{loc}}^{1,1}(\Omega; \mathbb{R}^N) \) is a local minimizer of the functional \( F \) in (1) with \( f \in \overset{\text{loc}}{L^n}(\Omega; \mathbb{R}^N) \) if, for every open subset \( \Omega \subset \Omega \), we have that \( F(u; \Omega) < \infty \) and moreover \( F(u; \Omega) \leq F(u; \Omega) \) holds whenever \( u \in u + \overset{\text{loc}}{L^n}(\Omega; \mathbb{R}^N) \). As \( f \in L^n(\Omega; \mathbb{R}^N) \), Sobolev embedding theorem implies \( f \cdot u \in L_{\text{loc}}^2(\Omega) \) so that \( F(Du) \in L_{\text{loc}}^2(\Omega) \). In the following we denote by \( B_r(x_0) := \{ x \in \mathbb{R}^n : |x - x_0| < r \} \) the open ball with center \( x_0 \) and radius \( r > 0 \); the center will be omitted \((B_r \equiv B_r(x_0))\) when clear from the context. If not otherwise stated, different balls in the same context will share the same center. With \( B \subset \mathbb{R}^n \) being a measurable subset with bounded positive measure \( 0 < |B| < \infty \), and with \( g: B \to \mathbb{R}^k, k \geq 1 \), being a measurable map, we shall denote its integral average by

\[
(g)_{B} := \frac{1}{|B|} \int_{B} g(x) \, dx .
\]

2. A model result for polynomial growth conditions

In this section we give a model result covering the case of functionals under \((p, q)\)-growth conditions as in (7). They have been studied in detail in the literature and, in the setting of the Calculus of Variations, an extensive treatment has been provided by Marcellin [36]; see also [45] for the vectorial case. In this setting, the integrand \( F: \mathbb{R}^n \to \mathbb{R} \) is convex function and locally \( C^2\)-regular in \( \mathbb{R}^n \setminus \{0\} \). The crucial growth and ellipticity properties of \( F \) are described as follows:

\[
\begin{aligned}
&\nu(|z|^2 + \mu^2)p/2 \leq F(z) \leq L(|z|^2 + \mu^2)q/2 + L(|z|^2 + \mu^2)p/2 \\
&(|z|^2 + \mu^2)\partial^2 F(z) \leq L(|z|^2 + \mu^2)q/2 + L(|z|^2 + \mu^2)p/2 \\
&\nu(|z|^2 + \mu^2)(p-2)/2 |\xi|^2 \leq \langle \partial^2 F(z) \xi, \xi \rangle,
\end{aligned}
\]

for every choice of \( z, \xi \in \mathbb{R}^n \) with \( z \neq 0 \) and for exponents \( 1 \leq p \leq q \). Here \( 0 < \nu \leq L \) are fixed ellipticity constants and \( \mu \in [0, 1] \) serves to distinguish the so-called degenerate case \((\mu = 0)\) and non-degenerate case \((\mu > 0)\). In this case the ellipticity ratio in (2) is controlled as follows:

\[
R(\nu) \lesssim (z^2 + \mu^2)^{(q-p)/2} + 1 .
\]

It therefore becomes unbounded as \(|z| \to \infty\) for the gradient variable, with a speed which is proportional to the so-called gap \( q - p \). The main result for \((p, q)\)-growth functionals is the following

**Theorem 2.1** (Scalar \((p, q)\)-estimates). Let \( u \in W_{\text{loc}}^{1,1}(\Omega) \) be a local minimizer of the functional \( F \) in (1) under assumptions (9) with \( 1 < p \leq q \) and \( n > 2 \). Assume

\[
\frac{q}{p} < 1 + \min\left\{ \frac{2}{n} \frac{4(p-1)}{p(n-2)} \right\} \quad \text{and} \quad f \in L(n, 1)(\Omega) .
\]

Then \( Du \) is locally bounded in \( \Omega \). Moreover, the local a priori estimate

\[
\|Du\|_{L^\infty(B/2)} \leq c \left( \int_B F(Du) \, dx + \|f\|_{L^\infty(\Omega)}^{\frac{p}{n}} \right)^{\frac{1}{p}}
\]

\[
+ c \left( \int_B F(Du) \, dx + \|f\|_{L^\infty(\Omega)}^{\frac{p}{n}} \right)^{\frac{n}{n+2}} \leq c \left[ \|f\|_{L^\infty(\Omega)}^{\frac{n}{n-1}} + c \left( \int_B F(Du) \, dx + \|f\|_{L^\infty(\Omega)}^{\frac{p}{n}} \right)^{\frac{n}{n-1}} \right]^{\frac{4}{n+2}}
\]

holds for a constant \( c \equiv c(n, p, q, \nu, L) \), whenever \( B \subset \Omega \) is a ball. When \( p \geq 2 - 4/(n+2) \) or when \( f \equiv 0 \), condition (11) can be replaced by

\[
\frac{q}{p} < 1 + \frac{2}{n} .
\]

The above result is valid for scalar minimizers. When passing to the vectorial case, singularities may in general emerge, cf. [11]. Minimizers are regular outside so-called singular sets whose dimension can be estimated see e.g. [26, 45]: so called partial regularity theory comes into the play.
However, assuming a suitable, quasidiagonal structure, one is able to recover everywhere regularity together with the scalar results. This is known since the fundamental work of Uhlenbeck [47]; as for the non-homogeneous case, we refer to the recent paper [30] that also contains potential estimates. In our situation we indeed have

**Theorem 2.2** (Vectorial \((p, q)\)-estimates). Let \(u \in W^{1,1}_{\text{loc}}(\Omega; \mathbb{R}^N)\) be a local minimizer of the functional \(F\) in (1) under assumptions \((\mathcal{A})\) with \(1 < p \leq q\) and \(n > 2\). Assume

\[
q \leq 1 + \min \left\{ \frac{1 + 2(p-1)}{n}, \frac{2(p-1)}{p(n-2)} \right\}
\]

and that there exists a \(C^1_{\text{loc}}[0, \infty) \cap C^2_{\text{loc}}(0, \infty)\)-regular function \(\tilde{F} : [0, \infty) \to [0, \infty)\) such that \(F(z) = \tilde{F}(|z|)\) for every \(z \in \mathbb{R}^{N \times n}\). Finally, assume that the function \(t \mapsto (\mu^2 + t^2)^{(2-\gamma)/2} \tilde{F}'(t)/t\) is non-decreasing for some \(\gamma > 1\); in particular, \(\gamma = p\) is admissible. Then \(Du\) is locally bounded in \(\Omega\) and an estimate similar to (12) holds. In the case that \(t \mapsto F'(t)/t\) is non-decreasing, assumption (14) can be relaxed to (11).

Conditions (11), (13) and (14) are standard in the present setting and serve to bound the rate of possible blow-up of \(R(z)\) as described in (10). They occur in various forms, cp. [2, 3, 6, 8, 14, 15, 17, 34, 36], and counterexamples show that they are in fact necessary [36]. In particular, (13) is assumed in several papers starting from [30].

Estimate (11) is general enough to reproduce several classical results when applied to particular settings. Indeed, when dealing with the \(p\)-Laplacean equation \(-\text{div}(\lvert Du \rvert^{p-2} Du) = f\), we then take \(p = q\) and \(\mu = 0\), and (12) gives the local estimate (see for instance [23, 28, 30]):

\[
\|Du\|_{L^\infty(B/2)} \lesssim \left( \int_B |Du|^p \, dx \right)^{\frac{1}{p}} + \|f\|_{L^p(\Omega; B)}^{\frac{1}{p}}.
\]

This is nothing but the classical \(L^\infty-L^p\) estimate for \(p\)-harmonic functions [35] when \(f \equiv 0\). Instead, keeping \(p \neq q\) as in (11), but considering the homogeneous case \(f \equiv 0\), it gives back the following classical bound of Marcellini [36, Theorem 3.1] (there \(\mu = 1\), \(q \geq p \geq 2\) and (13) are assumed):

\[
\|Du\|_{L^\infty(B/2)} \lesssim \left( \int_B F(Du) \, dx \right)^{\frac{1}{n+2}} + 1.
\]

Finally, let us comment on the two dimensional case \(n = 2\). For this we use a different, almost sharp characterization making use of suitable Orlicz spaces. We recall that, given a Young function \(A : [0, \infty) \to [0, \infty)\), with \(\Omega \subset \mathbb{R}^n\), the Orlicz space \(L^A(\Omega)\) is defined as the vector space of measurable maps \(g\) such that \(\|A(|g|)\|_{L^1(\Omega)} < \infty\) the following Luxemburg norm is finite:

\[
\|w\|_{L^A(\Omega)} := \inf \left\{ \lambda > 0 : \int_{\Omega} A \left( \frac{|w|}{\lambda} \right) \, dx \leq 1 \right\}.
\]

This is a Banach space. The case of interest for us is given by the choice \(A(t) = t^2 \log^\alpha(e + t)\) for \(\alpha \geq 1\), for which the standard notation is \(L^A = L^2(\log L)^\alpha\). For the Poisson equation \(-\Delta u \in L^2(\log L)^\alpha\) it is known that \(\alpha > 1\) is sufficient for local Lipschitz continuity of \(u\), and this result is sharp in this scale of spaces. In [5] we are able to reproduce almost the same criterion; indeed it holds the following:

**Theorem 2.3** (The two dimensional case). Let \(u \in W^{1,1}_{\text{loc}}(\Omega)\) be a local minimizer of the functional in (1) under assumptions (\(\mathcal{A}\)) with \(1 < p \leq q\) and \(n = 2\). Assume

\[
q < 2p \quad \text{and} \quad f \in L^2(\log L)^\alpha(\Omega) \quad \text{for some } \alpha > 2,
\]

Then \(Du\) is locally bounded in \(\Omega\).

The previous result comes along with local estimates and extends to the vectorial case (under suitable structure conditions mentioned above) as well; see [5].
3. Non-polynomial growth conditions and natural estimates

Here we deal with non-polynomial growth conditions, and we present the results directly in the vectorial case. An important example of a functional with fast growth conditions appears in [8]. It belongs to a more general family which is described as follows. Let \( \{p_k\} \) be a sequence of real numbers such that \( p_0 > 1, p_k > 0 \) for every \( k \in \mathbb{N} \). By inductions, we define \( e_{p_k} : [0, \infty) \to \mathbb{R} \) as

\[
\begin{align*}
\{ e_{k+1}(t) := \exp([e_k(t)]^{p_k+1}) \} \\
e_0(t) := \exp(t^{p_0}).
\end{align*}
\]

and consider the variational integrals

\[
W^{1,1}(\Omega; \mathbb{R}^N) \ni w \mapsto \mathcal{E}_k(w) := \int_{\Omega} \left[ e_k(|Dw|) - fw \right] \, dx.
\]

We then have

**Theorem 3.1** (Exponential estimates). Let \( k \geq 0 \) be an integer and let \( u \in W^{1,1}_{\text{loc}}(\Omega; \mathbb{R}^N) \) be a local minimizer of the functional \( \mathcal{E}_k \) in (16).

- If \( f \in L(n, 1)(\Omega; \mathbb{R}^N) \) and \( n \geq 2 \), then \( Du \) is locally bounded in \( \Omega \).
- When \( n = 2 \) the same conclusion holds provided \( f \in L^2(\log L)^\alpha(\Omega) \) for some \( \alpha > 2 \).
- Finally, when \( f \equiv 0 \), the local estimate

\[
\|Du\|_{L^\infty(B/2)} \leq c e_k^{-1} \left( \int_B e_k(|Du|) \, dx \right) + c
\]

holds for a constant \( c \equiv c(n, N, k, p_0, \ldots, p_k) \) and for every ball \( B \in \Omega \).

The above theorem features new and relevant information already in the case \( f \equiv 0 \) (originally treated by Marcellini [37, 38]; see also [22, 33]). To understand the progress, let us consider the simplest example given by

\[
w \mapsto \int_{\Omega} \exp(|Dw|^p) \, dx, \quad p > 1.
\]

For this case the best a priori estimate available up to now, obtained in [37, 38], reads as

\[
\|Du\|_{L^\infty(B/2)} \leq \varepsilon \left( \int_B \exp(|Du|^p) \, dx \right)^{1+\varepsilon} + \frac{c}{\varepsilon}, \quad \text{for every } \varepsilon > 0,
\]

whereas our estimate (17), when applied in this situation, gives

\[
\|Du\|_{L^\infty(B/2)}^p \leq c \log \left( \int_B \exp(|Du|^p) \, dx \right) + c, \quad c \equiv c(n, N, p).
\]

This estimate is new and parallels the one for \( p \)-harmonic functions in [15] in the sense that it exhibits a gain of an exponential scale with respect to [18]. The gain with respect to the estimates in [37, 38] increases when considering functionals of even faster growth as in [8]. Estimate (17) is a special occurrence of a more general result obtained in [5] which concerns the special situation of functionals defined in Orlicz spaces of the type

\[
w \mapsto \int_{\Omega} A(|Dw|) \, dx,
\]

where \( A : [0, \infty) \to [0, \infty) \) is a Young function. The case \( A(t) = t^p/p \) for \( p \geq 1 \) is the most basic example. A natural question is of course whether or not natural a priori estimates of the type

\[
\|Du\|_X \lesssim A^{-1} \left( \int_B A(|Du|) \, dx \right) + 1
\]

hold for function spaces \( X \) that embed into \( L^A(B/2) \). The answer is known to be positive [1, 10, 24] provided the \( \Delta_2 \)-condition [5] holds. The techniques in [5] allow to give a general positive answer to
this question also in the more difficult situation when the \( \Delta_2 \)-condition is dropped. The results in [5] cover the most important case of \( X \equiv L^\infty(B/2) \) and a large class of functionals of the type \( \text{(19)} \).

4. Revisiting uniformly elliptic operators

The results in [5] allow to get new conclusions in the classical uniformly elliptic case too. We indeed have the following:

**Theorem 4.1** (Natural growth estimates under \( \Delta_2 \)-condition). Let \( u \in W^{1,1}_0(\Omega; \mathbb{R}^N) \) be a local minimizer of the functional in (14), with \( A : [0, \infty) \to [0, \infty) \) being of class \( C^1_0(0, \infty) \cap C^2_0(0, \infty) \). Assume that the uniformly ellipticity assumptions (11) hold and that \( f \in L(n; 1)(\Omega; \mathbb{R}^N) \) for \( n > 2 \). Then \( Du \in L^\infty(\Omega; \mathbb{R}^{N \times n}) \), and the estimate

\[
\|Du\|_{L^\infty(B/2)} \leq cA^{-1}\left( \int_B A(|Du|) \, dx \right) + cA^{-1}\left( \|f\|_{L^{n+2}(n; 1)(B)} \right) + c_2
\]

holds for every ball \( B \in \Omega \), for constants \( c, c_2 \) depending only on \( n, i_a, s_a \) and \( \tilde{a}(t) \). When \( n = 2 \) a similar results holds assuming that \( f \in L^2(\log L)^{n+1}(\Omega; \mathbb{R}^N) \) for some \( \alpha > 2 \). In the case it is

\[
i_2 := \liminf_{t \to 0} \frac{\tilde{a}(t)}{t^{i_a}} > 0 ,
\]

then we can take \( c_2 = 0 \) in (20) and the constant \( c \) depends also on \( i_2 \).

The above result extends those of Baroni [1] and Lieberman [32] when the problem is vectorial. It also provides a local analog to the global bounds of Cianchi & Maz'ya [11 12 13]. It is worth remarking that, when applied to the usual \( p \)-Laplacean case \( A(|z|) \equiv |z|^p/p \), estimate (20) reduces to the classical one in [15].

5. Existence and regularity for equations under \((p, q)\)-growth conditions

When considering general equations under \((p, q)\)-growth conditions, not necessarily arising from variational integrals, it is still possible to prove existence of locally Lipschitz continuous solutions. Specifically, let us consider Dirichlet problems of the type

\[
\begin{align*}
-\text{div} \, a(Du) &= f & \text{in } \Omega \\
uu &= u_0 & \text{on } \partial \Omega,
\end{align*}
\]

(21)

where we additionally assume that \( \Omega \) is a bounded and Lipschitz regular domain. The vector field \( a : \mathbb{R}^n \to \mathbb{R}^n \) is assumed to be \( C^1 \)-regular outside the origin and such that

\[
|a(z)| + (|z|^2 + \mu^2)^{\beta} |\partial a(z)| \leq L(|z|^2 + \mu^2)^{\nu\alpha} + L(|z|^2 + \mu^2)^{\frac{\nu\alpha}{2}}
\]

\[
\nu(|z|^2 + \mu^2)^{\frac{\nu\alpha}{2}} |z|^2 \leq \langle \partial a(z) \xi, \xi \rangle
\]

holds for every choice of \( z, \xi \in \mathbb{R}^n \) with \( \xi \neq 0 \), and for exponents \( 1 \leq p \leq q, \nu \leq 1 \leq L \) and \( 0 \leq \mu \leq 1 \). Marcellini’s by now classical result [30] states the existence of locally Lipschitz continuous solutions to (22) assuming that \( f \in L^\infty(\Omega) \). Marcellini’s result is upgraded in [4] to the sharp level \( f \in L(n, 1) \). The precise statement of the result is as follows:

**Theorem 5.1** (Existence of locally Lipschitz solutions). With \( 1 < p \leq q, n > 2 \), and under assumptions (11) and (22), there exists a solution \( u \in W^{1, \infty}_0(\Omega) \cap W^{1, p}(\Omega) \) to the Dirichlet problem in (21). Moreover, the a priori estimate

\[
\|Du\|_{L^\infty(B/2)} \leq c\left( \frac{D}{|B|} \right)^{\frac{p}{p-(p-1)(q-1)}} + c\|f\|_{L(n; 1)(B)}^{\frac{1}{p-1}} + c\|f\|_{L(n; 1)(B)}^{\frac{1}{(p-1)(q-1)}}
\]

(23)

holds for every ball \( B \in \Omega \), where \( c \equiv c(n, p, q, \nu, \Lambda) \), and

\[
\mathcal{D}^p := \int_\Omega \left( |Du_0|^2 + 1 \right)^{\frac{p}{p-1}} \, dx + c|\Omega||f|^{\frac{p}{p-1}}(\Omega).
\]
When \( n = 2 \) and \( f \in L^2(\text{Log } L)^\alpha(\Omega) \) holds for some \( \alpha > 2 \), again \( Du \) is locally bounded in \( \Omega \) and an estimate similar to (23) holds upon replacing \( \|f\|_{L(n,1)(B)} \) by \( \|f\|_{L^2(\text{Log } L)^\alpha(B)} \).

We notice that, in the case when \( p = q \) and \( \Omega \) coincides with a ball \( B \), estimate (23) gives

\[
\|Du\|_{L^\infty(B/2)}^p \lesssim \int_B (|Du_0|^p + 1) \, dx + \|f\|_{L^2(\text{Log } L)^\alpha(B)}^{p/(p-1)},
\]

which is the usual a priori local estimate for the Dirichlet problems; see [30] and compare with [15].

Apart from the optimal regularity \( f \in L(n,1)(\Omega) \) of the right-hand side, further differences compared with [36] rely in the fact that we are also able to treat the degenerate case \( \mu = 0 \), while we are not assuming any control on the antisymmetric part of \( \partial a(\cdot) \). Specifically, we are assuming no inequality of the type \( |\partial a(z) - \partial a(z')| \lesssim |z|^{q+p-2}/2 \), as indeed done in [36]. This is essentially reflected in the more restrictive bound (14) on \( q/p \) with respect to the one considered in [36], which is in fact (13).

6. Potential theoretic techniques

At the core of the new approach developed in [5] there lies a set of nonlinear potential theoretic techniques that find their origins in the seminal papers of Maz’ya and Havin [39, 40]. Potential estimates for solutions to nonlinear partial differential equations have first been developed by Kilpeläinen & Maly [25], in turn relying on the fundamental methods of De Giorgi [21]. Gradient potential estimates have been derived in [1, 28, 29] in the scalar case and in [30] for the vectorial one. We refer to [27] for an overview on potential estimates. Such techniques have been successfully applied to the uniformly elliptic case, whilst a general extension to the non-uniformly elliptic one has always appeared problematic. The main novelty of [5] is indeed to find a way to use a potential theoretic approach in the non-uniformly elliptic setting. This involves the use of a modified Riesz potential of the right-hand side data \( f \), originally introduced in [23], defined by

\[
P_1^f(x_0,R) := \int_0^R \left( \varrho^2 \int_{B_\varrho(x_0)} |f|^2 \, dx \right)^{1/2} \frac{d\varrho}{\varrho},
\]

for \( x_0 \in \Omega \) and \( R > 0 \). The potential \( P_1^f(\cdot, R) \) plays in the present context the role of the (truncated) Riesz potential which is instead defined by

\[
I_1^f(x_0,R) := \int_0^R \frac{|f|(B_\varrho(x_0))}{\varrho^{n-1}} \frac{d\varrho}{\varrho} = \int_0^R \frac{1}{\varrho^n} \int_{B_\varrho(x_0)} |f| \, dx \, d\varrho,
\]

provided the argument function \( f \) is at least locally \( L^1 \)-regular. This can be easily seen by using Hölder inequality to estimate \( I_1^f(x_0,R) \leq |B_1| P_1^f(x_0,R) \) and observing that the two quantities share the same homogeneity and scaling properties. In [5] we prove an estimate that allows to bound, locally, the \( L^\infty \)-norm of \( Du \) in terms of the \( L^\infty \)-norm of \( P_1^f(\cdot, R) \) (modulo controllable terms). The catch with Lorentz spaces and local estimates then comes from the relation

\[
\|P_1^f(\cdot, R)\|_{L^\infty(B)} \lesssim \|f\|_{L(n,1)(B_{2R})},
\]

that holds for every ball \( B \subset \mathbb{R}^n \). Similar relations hold in the two dimensional case for the space \( L^2(\text{Log } L)^\alpha \) with \( \alpha > 2 \). The a priori estimates are then combined with an approximation argument aimed at by-passing the fact that in [5] we never assume the validity of the \( \triangle_2 \)-condition [5]. Actually different approximations of the functional are needed in the scalar and in the vectorial case. The fact that the we are not assuming the \( \triangle_2 \)-condition [5] poses additional technical difficulties also when building the approximation argument.
7. More on non-uniformly elliptic problems

The extension of results as those in Theorem 2.1 to the case of general non-autonomous functionals of the type

\[ w \mapsto \mathcal{F}(w; \Omega) := \int_\Omega [H(x, Dw) - f \cdot w] \, dx \]

is not an easy task and it is the object of ongoing investigation [19]. Examples of energies of this type are obviously given by functionals with coefficients of the type

\[ w \mapsto \mathcal{F}(w; \Omega) := \int_\Omega \left[ c(x)F(Dw) - f \cdot w \right] \, dx, \quad 0 < c(x) \leq L, \]

where \( F(\cdot) \) is of the type considered for instance in Theorem 2.1 or it is one of the exponential growth. Intermediate classes of non-autonomous functionals can be considered as well. These are somehow more interesting as they present a special form of non-uniform ellipticity that can be detected only in a non-local fashion. Indeed, while considering the ratio in (2) gives a bounded quantity, the non-local ratio

\[ R(z, B) := \sup_{x \in B} \text{highest eigenvalue of } \partial^2 H(x, z) \quad \text{inf}_{x \in B} \text{lowest eigenvalue of } \partial^2 H(x, z), \]

does not. This is for instance the case of energies of the type

\[
\begin{cases}
  w \mapsto \mathcal{F}(w; \Omega) := \int_\Omega [|Dw|^p + a(x)|Dw|^q - f \cdot w] \, dx \\
  1 < p \leq q, \quad 0 \leq a(x) \leq L,
\end{cases}
\]

(24)

and requires less stringent assumptions on the exponent \( p(x) \) than those needed on the coefficient \( a(x) \) in (24). The regularity problems have been in this case the object of intensive investigation. See the survey [41] for a rapid review and also [43] for more general results. Recently, manifold constrained problems have been investigated in the case of variable growth exponent functionals [18] too. In some cases, under more restrictive assumptions, also constrained \((p, q)\)-growth conditions can be considered [17].
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