Nonlinear Phenomena of Ultracold Atomic Gases in Optical Lattices: Emergence of Novel Features in Extended States
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Abstract: The system of a cold atomic gas in an optical lattice is governed by two factors: nonlinearity originating from the interparticle interaction, and the periodicity of the system set by the lattice. The high level of controllability associated with such an arrangement allows for the study of the competition and interplay between these two, and gives rise to a whole range of interesting and rich nonlinear effects. This review covers the basic idea and overview of such nonlinear phenomena, especially those corresponding to extended states. This includes “swallowtail” loop structures of the energy band, Bloch states with multiple periodicity, and those in “nonlinear lattices”, i.e., systems with the nonlinear interaction term itself being a periodic function in space.
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1. Introduction

Following a long series of developments in the experimental techniques of atomic and optical physics, the Bose–Einstein condensation (BEC) of cold alkali atomic gases was realized in 1995 (see, e.g., [1–3] and references therein). The creation of this new state of quantum matter has opened up a new research field, the physics of ultracold atomic gases. The novelty of this system lies in its high controllability: various system parameters such as the dimensionality, the configuration of the external potentials, and the strength and the sign of the inter-atomic interaction can be manipulated dynamically as well as statically. In addition, this system has high measurability: since both the spatial and temporal microscopic scales of this system are relatively large, real time observation and direct imaging are possible. With these unique features, ultracold atomic gases serve as an unprecedented playground of the quantum world.

Due to the emergence of the superfluid order parameter, BECs acquire a nonlinear character originating from the interparticle interaction. Here, nonlinearity means that the basic equation
governing the state of the system depends on the state itself. A variety of phenomena caused by nonlinearity such as solitons [4–7] and matter-wave mixing [8], etc. have been predicted and realized in BECs. Remarkably, the strength of the nonlinearity in BECs of cold atomic gases is controllable. This is because here s-wave scattering length $a_s$, the parameter characterizing the interatomic interaction, can be tuned using the Feshbach resonance. Therefore, the realization of BECs of cold atomic gases has opened up a new horizon for the study of nonlinear phenomena (see, e.g., [9]).

With further development of technology and tools, superfluidity has been realized using cold fermionic atoms as well. It has been shown that, by increasing the interatomic attraction using Feshbach resonances, the state of an atomic Fermi gas can be varied in a controlled manner from a Bardeen–Cooper–Schrieffer (BCS) superfluid of delocalized Cooper pairs to a BEC of tightly-bound dimers [10]. Furthermore, these two limits are smoothly connected without a phase transition: the so-called BCS-BEC crossover [11–14]. The experimental confirmation of the BCS-BEC crossover is one of the prime achievements in the field of cold atomic gases. Using BCS-BEC crossover, we can understand both the Bose and Fermi superfluids from a unified perspective.

Another important development in the field of cold atomic gases is the realization of the external periodic potential called an “optical lattice”: Pairs of counter-propagating laser fields detuned from atomic transition frequencies, act as a free-of-defect, conservative potential for atoms via the optical dipole force. The realization of optical lattices has opened up the connection between the physics of cold atomic gases and solid state/condensed matter physics (see, e.g., [14–17] for reviews), and especially enables the simulation of theoretical models of solid state physics using cold atoms. As a consequence of the competition and interplay between the effects of the periodic potential and nonlinearity, rich phenomena are expected to emerge in cold atomic gases in optical lattices. Especially, equipped with Feshbach resonance, a knob for controlling the strength of the nonlinearity, cold atomic gases in optical lattices allow us to enter a regime in which the effect of the nonlinearity is comparable to (or even dominates over) that of the periodic potential. Such a strongly nonlinear regime beyond the tight-binding approximation has not been well-explored in conventional solid state physics. For example, a loop structure called “swallowtail” in the Bloch energy band [18,19] is a representative novel phenomenon emerging in this regime. In addition, using cold atomic gases, direct observations of the resulting nonlinear phenomena are possible, which is also a difficult task using solids.

In this short review article, we discuss nonlinear phenomena of superfluid cold atomic gases in optical lattices. Especially, we consider extended states and focus on the following phenomena: the swallowtail band structure, Bloch states with multiple periods of the applied optical lattice potential called multiple period states, and those in nonlinear lattices, i.e., systems with a periodically modulated interaction strength in space. This article is complementary to the existing review article on nonlinear phenomena in lattices [20], which focuses mainly on localized states. Superfluidity is the most important macroscopic quantum phenomena and superfluid flow in a periodic potential is ubiquitous in many other systems, such as superconducting electrons in superconductors and even in astrophysical environments such as superfluid neutrons in “pasta” phases in neutron star crusts (see, e.g., [21,22] and references therein). Through the study of cold atomic gases in optical lattices, one may also expect to get deeper insights into these other systems.

This article is organized as follows. In Section 2, we explain the setup of our system and basic theoretical formalism employed in the later discussions. In Sections 3–5, we provide a comprehensive overview of the selected nonlinear phenomena in optical lattices starting with a simple physical explanation for each topic: swallowtail loops in Section 3, multiple period states in Section 4, and nonlinear lattices in Section 5. Finally, summary and prospects are given in Section 6.
2. Theoretical Framework

2.1. Setup of the System

In the present article, we discuss superfluid flows of either fermionic or bosonic atoms in the presence of the externally imposed periodic potentials. For the external periodicity, we mainly consider one of the most typical cases: one-dimensional (1D) sinusoidal potential of the form,

\[ V(r) = V(x) = sE_R \sin^2 q_B x \equiv V_0 \sin^2 q_B x, \]  

(1)
either in quasi-1D or 3D systems. Here, \( E_R = \frac{\hbar^2 q_B^2}{2m} \) is the recoil energy, \( m \) is the mass of atoms, \( q_B = \pi/d \) is the Bragg wave number (note that \( q_B \) is different from the fundamental vector of a 1D reciprocal lattice, \( 2\pi/d \), by a factor of 2), and \( d \) is the lattice constant, \( V_0 \equiv sE_R \) is the lattice height, and \( s \) is the dimensionless parameter characterizing the lattice intensity in units of \( E_R \). For simplicity, we also assume that the superflow is in the same direction as the periodic potential (i.e., \( x \) direction). Throughout the present article, we set the temperature \( T = 0 \).

The systems which we discuss in this article consist of a large number of particles (the number of particles per site is also large) at temperatures close to absolute zero. One of the most convenient ways to deal with such many-body systems is to use the mean-field approximation. In this formalism, one focuses on a particular single particle, and the interactions produced by all the other particles are replaced by an averaged interaction described by the “mean field”. Thus the complicated many-body problem is effectively reduced to a far simpler one-body problem.

The mean-field theory provides a minimal framework to study the nonlinear phenomena emerging from the presence of the superfluid order parameter. The mean-field theory enables us to predict novel nonlinear phenomena and obtain qualitative understanding of them although its validity is not always guaranteed. We resort to a mean-field description throughout as it readily fits our motivation in the present review—to provide a physical explanation of some selected, novel nonlinear phenomena of superfluids in periodic systems.

In the rest of this section, we provide a brief explanation of the theoretical framework used in the discussions in the remaining part of this article. The main purpose of this section is to provide a minimal explanation and define the notation. Therefore, interested readers are encouraged to refer to other references (e.g., [1,2,13,23]) for further details.

2.2. Bosons

The mean-field theory describing Bose–Einstein Condensates (BECs) at zero temperature is given by the Gross–Pitaevskii (GP) equation [1,2,23–26]:

\[ i\hbar \frac{\partial \psi(r,t)}{\partial t} = \left( \frac{-\hbar^2}{2m} \nabla^2 + V(r) + g|\psi(r,t)|^2 \right) \psi(r,t). \]  

(2)

Here \( \psi(r,t) \) is the superfluid order parameter (or the condensate wave function) and \( g \) is the effective coupling constant between two interacting bosons given by

\[ g = \frac{4\pi\hbar^2 a_s}{m}, \]  

(3)

where \( a_s \) is the \( s \)-wave scattering length. The average number density \( n \) is

\[ n = \frac{N}{V} = \frac{1}{V} \int |\psi(r)|^2 \, dr, \]  

(4)
where $N$ is the total number of particles and $V$ is the volume of the system. Note that the GP equation can be viewed as the dynamical equation that results from a governing Hamiltonian known as the GP energy functional given by:

$$E[\psi] = \int d\mathbf{r} \left( \frac{\hbar^2}{2m} |\nabla \psi|^2 + V(\mathbf{r})|\psi|^2 + \frac{g}{2} |\psi|^4 \right). \quad (5)$$

The stationary solution of Equation (2) is given by

$$\mu \psi(\mathbf{r}) = \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(\mathbf{r}) + g|\psi(\mathbf{r})|^2 \right] \psi(\mathbf{r}), \quad (6)$$

where $\mu$ is the chemical potential.

Nonlinearity of the GP equation (the third term in the rhs of Equations (2) and (6)) originates from the interaction between bosonic atoms. Many previous studies have shown that GP equation describes BECs of dilute, weakly interacting bosons at zero temperature quite successfully (see, e.g., [23] and references therein).

### 2.3. Fermions

A useful method for treating superfluid Fermi gases is the standard BCS mean-field theory of superconductivity. Such a mean-field theory for inhomogeneous systems is given by the Bogoliubov-de Gennes (BdG) equations [13,27]:

$$
\begin{pmatrix}
H'(\mathbf{r}) & \Delta(\mathbf{r}) \\
\Delta^*(\mathbf{r}) & -H'(\mathbf{r})
\end{pmatrix}
\begin{pmatrix}
u_i(\mathbf{r}) \\
\bar{u}_i(\mathbf{r})
\end{pmatrix}
= \epsilon_i
\begin{pmatrix}
u_i(\mathbf{r}) \\
\bar{u}_i(\mathbf{r})
\end{pmatrix}. \quad (7)
$$

Here $H'(\mathbf{r}) = -\frac{\hbar^2}{2m} \nabla^2 + V(\mathbf{r}) - \mu$. Also, $\nu_i(\mathbf{r})$ and $\bar{u}_i(\mathbf{r})$ are the quasiparticle amplitudes, associated with the probability of occupation and unoccupation of a paired state denoted by an index $i$, while $\epsilon_i$ is the corresponding eigen-energy. The quasiparticle amplitudes $\nu_i(\mathbf{r})$ and $u_i(\mathbf{r})$ satisfy the normalization condition $\int d\mathbf{r} |\nu_i(\mathbf{r})|^2 + |u_i(\mathbf{r})|^2 = 1$, and $\Delta$ is the order parameter (or the pairing field), which reduces to the pairing gap in the single quasiparticle spectrum in the region of $\mu > 0$ for the uniform system. The pairing field $\Delta(\mathbf{r})$ and the chemical potential $\mu$ in Equation (7) are self-consistently determined from the gap equation,

$$\Delta(\mathbf{r}) = -g \sum_i u_i(\mathbf{r}) \nu_i^*(\mathbf{r}), \quad (8)$$

and the average number density

$$n = \frac{N}{V} = \frac{1}{V} \int n(\mathbf{r}) d\mathbf{r} = \frac{2}{V} \sum_i \int |\nu_i(\mathbf{r})|^2 d\mathbf{r}. \quad (9)$$

Since $\Delta$ depends on $\{u_i\}$ and $\{\nu_i\}$, the BdG equations (7) are nonlinear for nonzero interatomic interaction parameter $g$.

The superfluid Fermi systems bear a direct analogy with traditional superconducting systems, and likewise $g$, the contact interaction, plays similar role as the weakly attractive interaction term in the BCS-model. Only, now $g$ can be both small or large, and its value can be externally tuned using Feshbach resonances by applying a magnetic or an optical field. This controllability leads to a crossover between two ends: a weakly attractive BCS-like superfluid and a condensate of tightly bound bosonic molecules of a pair of fermionic atoms; popularly called the BCS-BEC crossover [11,12].
For contact interactions, the right-hand side of Equation (8) has an ultraviolet divergence, which has to be regularized by replacing the bare coupling constant $g$ with the two-body T-matrix related to the s-wave scattering length [28]. A standard scheme [28] is to introduce a cutoff energy $E_c \equiv \hbar^2 k_c^2 / 2m$ in the sum over the BdG eigenstates and to replace $g$ by the following relation:

$$
\frac{1}{g'} = \frac{m}{4\pi \hbar^2 a_s} - \sum_{k<k_c} \frac{1}{2e_k^{(0)}},
$$

with $e_k^{(0)} \equiv \hbar^2 k^2 / 2m$.

### 2.4. Discrete and Continuum Models

The systems of cold atomic gases can be studied by solving the GP equation (bosons) or the BdG equations (fermions) for the full continuum model. Let us, for the sake of simplicity, consider quasi-1D bosonic systems. So instead of going for the full solution, one easier approach is to map the system to a discrete model, borrowed from the idea of tight-binding model in solid-state physics. In this approach the density of bosonic/fermionic atoms is assumed to be concentrated around the minima of the optical lattice potential. For example, in a quasi-1D periodic potential, the condensate wave function can be approximated by a superposition of wave functions localized at the lattice sites, denoted by $j$, which are normalized as $\int |\psi_j(x)|^2 dx = 1$. Thus, $\psi_j(x) = \sum_{l=-l_{max}}^{l_{max}} a_l e^{i 2\pi l x / d}$, (11)

to find the Bloch solutions. The normalization condition yields $\sum_j |a_j|^2 = 1$.

Instead of going for the full solution, one easier approach is to try the Bloch solutions $\psi(x) = e^{ikx} \phi(x)$, where $hk \equiv P$ is the quasimomentum of the superflow and $\phi(x)$ is a periodic function with the same periodicity as the externally imposed periodicity by $V(x)$ or $g(x)$. One can expand $\phi(x)$ in terms of plane waves to give the following form for the order parameter:

$$
\psi(x) = e^{ikx} \phi(x) = e^{ikx} \sum_{l=-l_{max}}^{l_{max}} a_l e^{i 2\pi l x / d},
$$

(11)

to find the Bloch solutions. The normalization condition yields $\sum_j |a_j|^2 = 1$.

The Hamiltonian for such a discrete model is

$$
H = -K \sum_j (\psi_j^* \psi_{j+1} + \psi_{j+1}^* \psi_j) + \frac{U}{2} \sum_j |\psi_j|^4.
$$

(12)

In the case of the periodic solution with the same periodicity as that of the lattice (lattice constant $d$), the normalization condition is given by

$$
\int_{-d/2}^{d/2} |\psi(x)|^2 dx = \nu,
$$

(13)

where $\nu$ is the filling factor (number of particles per site) with

$$
\nu = |\psi_j|^2.
$$

(14)

In evaluating the normalization condition, one neglects the overlap between $\phi_j$'s localized at different sites.

The first term in the Hamiltonian describes hopping between the nearest-neighbor sites. The hopping parameter $K$ is given by $K = -\int \phi_j^* [\frac{\hbar^2}{2m} \nabla^2 + V(x)] \phi_{j+1} dx$. The on-site interaction parameter $U$ characterizes the interaction energy between two atoms on the same site, and gives the nonlinear term. This $U$ is connected to the interatomic interaction parameter $g$ by $U = g \int |\phi_j(x)|^4 dx$. In a manner similar to the continuum model one can also derive a dynamical equation for the
amplitudes $\psi_j$ from an extremisation of the energy functional corresponding to Equation (12). Such a
dynamical equation is known in literature as the discrete nonlinear Schrödinger equation (analogous
to Equation (2) for the continuous case) \[29,30\] and has served as an important tool to study ultracold
atoms in optical lattices.

2.5. Energetic and Dynamical Stability

Once one can solve for the system, either from the full continuum model or the discrete version,
the next step is to study the energetic and dynamical stability of the stationary solutions. Energetic
stability guarantees that the stationary states are a local energy minimum of the energy functional
[Equation (5)] and dynamical stability means that the time evolution of the system is stable with
respect to small perturbations (this issue will be discussed in detail later in Figure 6a in Section 3.2.2).
The standard approach in this context is the linear stability analysis described below \[1,31–33\].

Let $\delta \phi_q(x)$ be the deviation from the stationary Bloch wave solution $\phi(x)$ for a given
quasimomentum $\hbar k$ of the superflow. This can be written in the following form:

$$
\delta \phi_q = u(x,q)e^{iqx} + v^*(x,q)e^{-iqx}.
$$

(15)

Here $\hbar q$ is the quasimomentum of the perturbation. The energy deviation from the stationary states
can be written in the following form

$$
\delta E = \int dx \left( u^* v^* \right) M(q) \left( \begin{array}{c} u \\ v \end{array} \right).
$$

(16)

The matrix $M(q)$ is Hermitian and gives the curvature of the energy landscape around the stationary
solution. The system is energetically stable as long as all of the eigenvalues of $M(q)$ are positive.
When even one of the eigenvalues is non-positive, the solution is no longer a local minimum and the
system is energetically unstable. This is often termed as “Landau instability”.

For the same perturbation $\delta \phi_q$, the time-evolution of the system for each $k$ is found to be:

$$
\frac{\partial}{\partial t} \left( \begin{array}{c} u \\ v \end{array} \right) = \sigma_z M(q) \left( \begin{array}{c} u \\ v \end{array} \right),
$$

(17)

with

$$
\sigma_z = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right).
$$

(18)

Unlike $M(q)$, the matrix $\sigma_z M(q)$ is not Hermitian. If the eigenvalue of $\sigma_z M(q)$ is complex, the
perturbation corresponding to an eigenvalue with positive imaginary part grows exponentially in
time: in this case the stationary solution is dynamically unstable. If the imaginary part is zero, the
stationary state remains stable (i.e., dynamically stable). Therefore, by noting the eigenvalues of $M(q)$
and $\sigma_z M(q)$, one can learn whether the system belongs to an energetically stable region to start with,
and how it evolves during the course of time. This is important because for BECs and superfluid
Fermi gases, this stability translates to the sustenance of superfluidity in the system.

3. Swallowtail Loops in Band Structure

In this section we consider one unique manifestation of the nonlinearity (see Equation (2))
governing the dynamics of BECs in optical lattices—the so-called swallowtail loops in band
structures. In the first Section 3.1 we provide the basic physical idea and the context in
which swallowtail structures arise in the energy dispersions. Moreover, we discuss the key
implication of having such swallowtail dispersions—breakdown of adiabaticity even at very slow
driving. The purpose of this subsection will be to communicate the central physical picture
succinctly, hence we shall sacrifice chronology and use the most clear presentation (in our opinion) following [19,32,34,35]. In the second Section 3.2 we present a more detailed account of the various theoretical results on swallowtail band structures including their energetic and dynamical stability. In the third Section 3.3 we present some experimental results that consider the effects of such nonlinear structures. In the following Section 3.1, we present a brief account of more recent developments that extend the swallowtail phenomena to situations beyond the standard s-wave interacting Bosons in optical lattices including dipole-dipole interactions, superfluid Fermi gases, etc. We conclude the section with some brief remarks indicating future prospects.

3.1. Basic Physical Idea: The Nonlinear Landau–Zener Model and Variational Ansatz for Condensate Wavefunction in Optical Lattices

The GP equation (2) for the order parameter describing a BEC at zero temperature differs from the Schrödinger equation for a single particle in one key aspect — the presence of the interaction term \( g|\psi(r,t)|^2 \) in addition to the externally applied potential term \( V(r) \). When the order parameter \( \psi(r) \) is expanded in terms of a given complete basis set of single particle wavefunctions, the nonlinear term in the GP equation essentially leads to an effective potential that is dependent on the occupation probability of the different single particle states. One may anticipate that in the limit that the nonlinearity is comparable to the external potential, i.e., \( gn \sim V(r) \), the resulting dynamics as well as the stationary solutions of the GP equation (6) can be very different from the equivalent ones for the non-interacting \( g = 0 \) case which are simply governed by the eigen-energies of the Schrödinger equation.

The simplest model to see the structures that emerge in the limit of large nonlinearities is the nonlinear two-level system introduced in [34]:

\[
\frac{d}{dt} \begin{pmatrix} a \\ b \end{pmatrix} = H(\gamma) \begin{pmatrix} a \\ b \end{pmatrix}, \tag{19}
\]

\[
H(\gamma) = \begin{pmatrix} \nu/2 + \frac{\gamma}{2} \left( |b|^2 - |a|^2 \right) / v/2 & -\nu/2 - \frac{\gamma}{2} \left( |b|^2 - |a|^2 \right) \\ -\nu/2 - \frac{\gamma}{2} \left( |b|^2 - |a|^2 \right) & \nu/2 + \frac{\gamma}{2} \left( |b|^2 - |a|^2 \right) \end{pmatrix}. \tag{20}
\]

Here \( \gamma \) gives the level separation and \( v/2 \) is the coupling between the levels. With \( \gamma = \alpha t \), and \( g = 0 \), the above Hamiltonian is the well known Landau–Zener (LZ) model [36,37]. Equation (19) represents an extension of the LZ model representing the dynamics of a BEC with an order parameter whose overlap with the two relevant single particle levels has the amplitude \( a \) and \( b \). Let us now consider the main results of such a model. In the limit of the small \( c = 0.1 \), as shown in Figure 1 left, the adiabatic energy levels (or the chemical potential \( \mu \) in the language of our theoretical framework) is qualitatively similar to the linear case with the characteristic avoided crossing. When the nonlinearity exceeds the coupling strength \( v \), the adiabatic energy levels are drastically changed with the development of the characteristic looped structures. Note that the shape of the loop for the chemical potential is not a swallowtail, the energy function has such a swallowtail structure.

While the modification of the energy level structure due to the strong nonlinearity is novel, what makes the looped energy structures particularly interesting from a physical point of view is the crucial implication of the looped structure for the transition probability between adiabatic energy levels. In the linear case (\( c = 0 \)), the transition probability for the LZ model is given by \( r_0 = \exp(-\pi v^2/2\alpha) \). In this case in the so-called adiabatic limit of \( \alpha \to 0 \), the transition probability vanishes. On the other hand in the nonlinear case, as shown in Figure 1 right, for strong enough nonlinearity such that \( c > v \) there is a finite transition probability even in the adiabatic limit. A simple explanation for this behavior is discernible from the looped energy structure in the third panel of Figure 1 left—starting from the lower energy state initially, in the adiabatic limit there is very little tunneling as the system passes the point “X” and continues upwards along the loop to reach the final point “T”. At this point the system has to make a non-adiabatic transition to either the upper or lower level irrespective of
how slow the sweep rate $\alpha$ is. This breakdown of adiabaticity is the key implication as well as an indication of the loop structure arising from the nonlinearity.

![Figure 1](https://example.com/figure1.png)

**Figure 1.** *(Left)* Adiabatic energy levels (or the chemical potential $\mu$) as a function of the nonlinearity $c$ for the nonlinear LZ problem showing the emergence of loops for $c > v$. The dashed lines represent the adiabatic energy levels for the $c = 0$ case. *(Right)* Tunneling probability as a function of drive speed $\alpha$ at different values of $c$. For the linear case the result of the classic formula $r_0 = \exp(-\pi v^2/2\alpha)$ is displayed by the open circles. The figures are taken from [34].

Having captured the basic setting in which loops arise via the nonlinear LZ model, we move on now to the system central to this review—BEC in an optical lattice. We are interested in the stationary states of the GP equation that satisfy Equation (6). In analogy to the LZ model, when the nonlinearity $g n$ is comparable to the applied lattice potential strength $V(x)$ we can expect interesting energy dispersions to arise. To be specific, henceforth we follow the treatment in [19,32] and consider a one-dimensional potential of the form:

$$V(x) = V_0 \cos(2\pi x/d),$$

and look for stationary states of the Bloch form, *i.e.*, $\psi(x) = e^{ikx}f(x)$ with $f(x + d) = f(x)$. Here $k$ denotes the quasimomentum of the condensate and is the proper quantum number in a periodic system. A key quantity of interest is the energy per unit volume given by

$$\mathcal{E} = \frac{1}{d} \int_{-d/2}^{d/2} dx \left[ \frac{\hbar^2}{2m} |\nabla \psi|^2 + V_0 \cos(2\pi x/d) |\psi|^2 + \frac{g}{2} |\psi|^4 \right].$$

In the absence of interactions, *i.e.*, $g = 0$, the energy per unit volume is arranged into the usual band structure which repeats after every reciprocal lattice momentum $k = 2\pi/d$ and has gaps at the zone edges $k = r\pi/d$ with $r$ an odd integer in the extended zone representation of the bands (or at $k = \pm \pi/d$ in the reduced zone schemes).

Equation (11) gives the full plane wave expansion for a Bloch state but a variational ansatz restricting to just three plane wave states, *i.e.*, $l_{\text{max}} = 1$ can already capture much of the physics as shown in [32]. Since the relative phases of the plane wave amplitudes $(a_0, a_1, a_{-1})$ do not change the energy, they can be chosen as real and using their normalization property restricted to the form:

$$a_0 = \cos \theta, \quad a_1 = \sin \theta \cos \phi, \quad a_{-1} = \sin \theta \sin \phi.$$
The trial wavefunction (11) with the coefficients of the form (23) is inserted into the energy per unit volume expression (22) and extremized with respect to the parameters $\theta$ and $\phi$. Also the recoil energy $E_0 = \hbar^2/2md^2$ ($E_0 = E_R$ in the notation of this review article) serves as a convenient unit for different energies in the problem. Let us first consider the situation close to the Brillouin zone edge $k = \pm \pi/d$. Using intuition from the nearly free particle models for periodic potentials, the ansatz (23) may further be simplified by taking $\phi = \{0, \pi/2\}$ [19] giving:

$$\psi(x) = \sqrt{n} e^{ikx} \left( \cos \theta + \sin \theta e^{-i2\pi x/d} \right)$$

(24)

with $n$ the average particle density. In fact it was shown in [34] that such an ansatz can indeed be used to map the problem to that of the nonlinear LZ discussed earlier. At the zone edge $k = \pi/d$, upon extremization of energy density functional (22) yields the solutions $\cos 2\theta = 0$ or $\sin 2\theta = V_0/(gn)$. When $gn < V_0$, the only possible solutions are $\theta = \pi/4$ or $\theta = 3\pi/4$ representing the zone edge solutions of the lowest and first excited band and are qualitatively similar to their counterparts in the linear, $g = 0$, limit. The condensate current density $J$, given by the derivative of energy $E$ with respect to $k$, is zero for such solutions. When the interaction is strong enough such that $gn > V_0$, the other solution with $\theta = \sin^{-1} [V_0/(gn)]/2$ is also allowed. Moreover this solution has no linear counterpart and has non-zero current even at the zone edge with:

$$J = \pm \frac{\hbar \pi}{md} \sqrt{n^2 - \frac{V_0^2}{g^2}}.$$  

(25)

For values of $k$ away from the zone edge with $g > V_0/n$, the two solutions originally located at $\theta = \pi/4$ and $\sin^{-1} [V_0/(gn)]/2$ approach each other and finally merge giving rise to the typical loop structure depicted in Figure 2 top. Also note that the band-gap at $k = \pi/d$ in the weak lattice limit $V_0 \ll E_0$ is given by $V_0$ and the condition to have looped energy dispersion is that the interaction energy per particle $gn$ be greater than this band gap.

Remarkably, the variational trial wavefunction (24), with $\theta$ values such that $E$ is extremized, is identical with an exact analytical solution found in [18,38]. While this initially leads one to suspect that loops are somehow a restricted phenomenon subject to the availability of such exact solutions, further work in [32] dispelled this notion by demonstrating the possibility of loops even at the zone center, i.e., with $k = 0$, without any known exact solutions (see Figure 2 bottom). Such solutions are also captured by the variational ansatz (23). In this context the key solution in the linear limit is the one corresponding to the top of the second band with $k = 0$ and energy $E/n = 4E_0$ per particle in the absence of interactions $g = 0$ and $V_0 \ll E_0$. This solution with an equal admixture of $a_1$ and $a_{-1}$, and very small contribution from $a_0$ has $\theta = \pi/2$ and $\phi = \pi/4$ (the solution with $\phi = \pi/4$ corresponds to the third band now) persists even when $g \neq 0$. However, it was shown in [32] that, for sufficiently large values of $g$, this solution becomes unstable and two new solutions emerge signaling the lower and upper point of $k$ at $0$ depicted in Figure 2 bottom. The condition for emergence of loops at the zone center is given by:

$$gn > (16E_0^2 + V_0^2) - 4E_0.$$  

(26)

In the weak lattice limit, the above condition simplifies to $gn > V_0^2/(8E_0)$ which is precisely analogous to the condition that interactions exceed the band gap similar to the criterion to have loops at the zone edge. Figure 2 bottom illustrates the zone-edge and zone-center loops computed using the ansatz (23). Furthermore it was found in [32] that the size of the loops, i.e., their extent in $k$ increases monotonically as the ratio $gn/V_0$ is increased. Most interestingly in the limit of vanishing lattice potential $V_0 \rightarrow 0$, the swallowtail loops extend over the entire Brillouin zone and the upper edge of the swallowtail becomes degenerate with the states in the bands above. As we discuss more in detail in the next subsection, this behavior stems from the fact that the states in the upper edge
of the swallowtail correspond to periodic soliton solutions of the GP equation in free space whose degeneracy is lifted by the application of a periodic potential.

![Zone-edge loop](image1.png)

**(Top)** Zone-edge loop.

![Figure 2](image2.png)

**(Bottom)** Zone-center & zone-edge loops.

**Figure 2.** *(Top)* Swallowtail loop structure of the energy per particle as function of $k$ computed from the variational ansatz (24) for $V_0 = \frac{3\hbar}{4V_0/m}^{1/2}\pi/d$ and $n = 1.2V_0/U_0$. Figure was taken from [19]. *(Bottom)* Energy per particle obtained using the variational ansatz (23) demonstrating the presence of swallowtail loops at both the zone edge and zone center for sufficiently strong nonlinearity. $U_0$ in the figure is $g$ in our notation. Moreover, the loops persist and extend over the entire band in the limit $V_0 \to 0$. Taken from [32].

Finally, the swallowtail loop structures discussed so far may be intuitively viewed as generic features that arise in hysteretic systems as clarified in the work of [35]. Moreover the specific case of loops in the energy band structure of a BEC in an optical lattice can also be understood as a manifestation of superfluidity and extended to other analogous systems such as superfluids in annular rings that have been realized experimentally [39]. The key insight of [35] can be explained from Figure 3. In Figure 3a, the approximately sinusoidal energy dispersion (lowest band) of a quantum particle in a periodic potential is shown. The corresponding Bloch eigenstates at different quasimomentum $\hbar k$ have periodic probability distributions commensurate with applied lattice potential. When a uniform external force is applied, the particle adiabatically follows this energy dispersion and performs periodic Bloch oscillations. In contrast for a BEC with interactions obeying the GP equation, i.e., a superfluid in a periodic potential, the interaction term tends to prefer uniform density distributions. Hence for strong enough interactions, as shown in Figure 3b,
the adiabatic band structure tends to be more similar to the quadratic free particle dispersion. This behavior has been referred to as the screening of the lattice potential by the superfluid in [35]. As a result, the velocity of the superfluid does not go to zero at the zone edge leading to non-zero current as expressed by Equation (25). As shown in Figure 3b, the velocity cannot increase indefinitely and the dispersion terminates (gray circle in Figure 3b) when the velocity becomes comparable to the Landau critical velocity of the superfluid giving rise to the swallowtail structure. Clearly adiabatic evolution along such a trajectory has to breakdown beyond this terminal point and forcing the system across this point from left to right and back will not restore the initial state—which is a clear sign of hysteresis. Also looking at the vicinity of the zone edge, it is clear that there are two possible minima for the energy which naturally leads to a saddle point separating the two minima given by the upper branch of the loop (the dotted lines in Figure 3b).
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**Figure 3.** (a) The dashed line schematically shows the energy dispersion for a free particle which is modified to the solid line showing the (lowest) band structure on the application of a periodic potential of period $L$. (b) Schematic plot of energy bands for a superfluid in an optical lattice that screens out the lattice to maintain non-zero flow velocity at the zone edge. Plots taken from [35].

The presence of multiple minima is a general characteristic of hysteretic systems. The number of minima for the superfluid in a periodic potential can be “controlled” by varying the quasimomentum $\hbar k$ or the interaction strength $g$ that sets the size of the swallowtail loop (remember that the swallowtail loops disappear if the $g$ is below some critical value). In the purview of catastrophe theory [40], which is the study of singularities of gradient maps (any physical theory where a generating function is minimized to identify the stationary states of the system such as Fermat’s principle in optics or the extremization of the GP energy functional here are examples of gradient maps), the swallowtail structures of energy bands represents a cusp catastrophe where two control parameters ($g$ and $k$) may be varied to change the number of extrema of the energy by 2.

### 3.2. Swallowtail Loops Structures for Bosons in Optical Lattices

Having provided a physical picture of swallowtail loops in the previous subsection we proceed now to a comprehensive overview of the main results. We will divide this subsection into two parts. In the first part we provide an account of the different results obtained regarding the occurrence of swallowtail loop structures for BECs in optical lattices and in the second part focus on the energetic and dynamical stability of the solutions.

#### 3.2.1. Occurrence of Loop Solutions

The phenomenon of swallowtail loops in energy band structures arising from the GP equation were first investigated by Wu and Niu in [34] for the nonlinear LZ introduced in detail in the previous subsection. In this work it was also pointed out that the nonlinear LZ model naturally arises near the zone edge in the dispersion for a BEC in a periodic optical lattice potential. The key results from this pioneering work are noted in Figure 1. Following this work, an exact solution for the GP equation in a periodic potential of the form $V(x) = -V_0 \text{sn}^2(x, \kappa)$ with $\text{sn}(x, \kappa)$ denoting the Jacobian elliptic
sine function (with elliptic modulus $0 \leq \kappa \leq 1$) was discovered in [38]. These solutions for $\kappa = 0$ (Equation (2.1) of [18] or Equation (10) of [38] with elliptic modulus $k = 0$ in their notation) take the following form in our notation:

$$\psi_{\text{exact}}(x) = \frac{\sqrt{c - \nu} + \sqrt{c + \nu}}{2\sqrt{c}} e^{i\pi x/d} + \frac{\sqrt{c - \nu} - \sqrt{c + \nu}}{2\sqrt{c}} e^{-i\pi x/d}$$

(27)

with $c = gn/(8E_0)$ and $\nu = V_0/(8E_0)$, which is of the Bloch wave form for the zone edge $k = k_L = \pi/d$. When $c > \nu$ (which is also the condition for loops to appear at the zone edge), Equation (27) gives the solution with finite current (see Equation (25)).

While on the one hand the exact solution lent more credence [18] to the looped dispersions found from numerical solutions in [34], they also led to the suspicion that such solutions may not be a general feature. This was quickly dispelled by a simple variational calculation for the loops at zone edge by Diakonov et al. [19], followed by a more comprehensive analysis by Machholm et al. [32] demonstrating loops at the band center which we described in the previous subsection. Machholm et al. [32] also provided a thorough analysis of the width of the swallowtail loops, defined as the extent in quasimomentum space in an extended zone scheme, as the key parameters $gn$ and $V_0$ are varied for both the zone-edge loops (Figure 4a) and zone-center loops (Figure 4b).
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(a) Zone-edge loops. (b) Zone-center loops.

The results in Figure 4 were calculated by a numerical minimization of the GP energy functional (5) with the ansatz (11). An unexpected feature of the results in Figure 4 is that the width of the swallowtail loops remain non-zero even in the limit $V_0 \to 0$. In this limit the swallowtail solutions correspond to periodic soliton solutions of the GP equation. The zone edge solution with $k = \pi/d$ represents an equally spaced array of dark solitons (in one dimension, a dark soliton’s wave function vanishes at some point in space whereas for a gray soliton there is a density dip of non-zero value at some point in space) with one soliton per lattice spacing $d$. The wave number of the solution $k = \pi/d$ can then be justified as the average phase change per unit length giving the right change in phase of
\[ V(x) = V_0 \sum_{j=-\infty}^{\infty} \delta(x - jd). \]
case $g n = -10E_0$ shown in Figure 5 the loop in the second band spans the entire Brillouin zone and splits from the original band.
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**Figure 5.** Energy bands with swallowtail loops in the excited bands for a Kronig–Penney potential [Equation (29)] with $V_0 = E_0$ and attractive interaction $g n = -10E_0$. Taken from [41].

### 3.2.2. Stability of Loop Solutions

In the discussion of swallowtail loops so far, we have completely ignored the stability properties of the solutions. In what follows, we discuss results regarding the energetic and dynamical stability of steady state solutions of the Bloch form (of which swallowtail loops are special cases) for BECs in periodic potentials. The stability of the solutions we find by extremizing the GP energy functionals (5) are crucial as they will provide us clues as to whether in an experiment the system can reach such equilibrium solutions and if they do how long can they be stable. As a part of the theoretical framework Section 2.5, we provided the conditions for energetic stability but a physical picture of the two kinds of stability as exemplified in Figure 6a is helpful—for energetic stability the equilibrium solution has to be a local minimum of the energy functional (5) whereas for dynamical stability perturbations about the equilibrium state should not grow with time when evolved according to the time-dependent GP equation (2).

The stability of Bloch states in the lowest band excluding loops was discussed by Wu and Niu in [31] and [43]. Figure 6b represents the results from a numerical calculation mapping out the stability of Bloch states with quasimomentum $\bar{h}k$ under perturbations of the Bloch wave form with quasimomentum $\bar{h}q$ for different values of the potential $v = V_0/(8E_0)$ and nonlinearity $c = g n/(8E_0)$. Let us denote the stability matrix, Equation (16), for a state with quasimomentum $\bar{h}k$ under a perturbation of quasimomentum $\bar{h}q$ as $M_k(q)$. For the special case of a free BEC with no lattice, i.e., $v = 0$, the eigenvalues of the matrix can be computed analytically and the requirement for positivity of eigenvalues leads to the well-known Landau criterion given by

$$|k| \geq \sqrt{q^2/4 + c}. \quad (30)$$

The shaded light and dark regions in Figure 6b represent regions of energetic instability with $M_k(q)$ having negative eigenvalues. In the limit of small $v$ the equality in the expression (30) accurately reproduces the energetic stability region shown by triangles in the plot. Another key feature to note in Figure 6b is that even at $v$ comparable to $c$, as the nonlinearity $c$ is increased, the BEC is energetically stable over an increasing area in the $k$-$q$ space, which can be anticipated from expression (30).
Figure 6. (a) Schematic illustration of the physical principle behind the definitions of energetic and dynamical stability. A dynamically unstable state is always energetically unstable whereas the vice-versa is not true. (b) Stability phase diagram at different values of lattice depth and nonlinearity parameter for a BEC in an optical lattice. The relation between the notation in the picture and this review article is scaled potential $v = V_0/(8E_0)$ and nonlinearity parameter $c = gn/(8E_0)$. $q$ is the wave number of the perturbation modes and $k$ the quasimomentum in units of $2K = 4\pi/d$. In the shaded dark and light areas the system is energetically unstable while in the shaded dark area it is dynamically unstable. Triangles in (a.1–a.4) represent the boundary $q^4 + c = k^2$ expected for $v = 0$ and full dots in first column are from the results of an analytical calculation using Equation (31) valid for $v \ll 1$. Broken curves indicate the most unstable modes for each quasimomentum. The open circles in (b.1) and (c.1) represent analytical result valid for $c \ll v$ (see Equation (5.14) of [43]). Figure taken from [43].
In Figure 6b, the system is dynamically unstable in the dark shaded regions. The first thing to notice is that energetic instability is a pre-requisite for dynamical instability and this can also be shown in general (see appendix of [43]). Further insight into dynamical stability can be obtained by considering the structure of the eigenvalues of the matrix \( c_2 M_k(q) \) since the requirement for dynamical stability is to have real eigenvalues for this matrix. The states represented by the eigenvectors of \( c_2 M_k(q) \) can also be viewed as quasiparticle excitations in the BEC, i.e., phonons [43], with the positive eigenvalues giving the phonon spectrum. In general the eigenvalues of \( c_2 M_k(q) \) can be complex but always occur in complex conjugate pairs [32,43] owing to the real nature of the matrix in momentum representation. In the case of \( v = 0 \), the eigenvalues of \( c_2 M_k(q) \) are always real and given by \( \epsilon_{\pm}(q) = kq \pm \sqrt{q^2 v + q^4/4} \) where \( q \) and \( k \) are measured in units of \( 4 \pi / d \). This implies that in free space BEC, flows are always dynamically stable. However, Figure 6b shows that situations change significantly when the lattice potential is introduced as also evidenced in experiments [44–46].

In general for all parameter regimes there is a critical wave number \( k_d \) beyond which Bloch waves are dynamically unstable. At \( k = k_d \), dynamical stability always sets in for \( q = \pi / d \), which interestingly also corresponds to a period doubling revealing a link further explored in Section 4. At the point where dynamical instability sets in, the eigenvalues of \( c_2 M_k(q) \) change character from real to pairs of complex conjugates, i.e., with equal real parts. Hence as explained in [31,32,43], dynamical instability can be viewed as arising from a lattice induced resonance between a pair of excitations that are degenerate in the \( v = 0 \) limit. Thus when the instability sets in, two phonons with the sum of their momenta given by the primitive reciprocal lattice vectors \( \pm G = \pm 2 \pi / d \) are created from zero energy, i.e., they satisfy

\[
\epsilon_+(q) + \epsilon_+(2 \pi / d - q) = 0. \tag{31}
\]

This can be used to clearly justify the observation (valid at small lattice depths \( V_0 \)) that instability at the critical wave number \( k_d \) always sets in with \( q = G/2 = \pi / d \) and the critical vector satisfies \( |k_d| = (\pi / d)(gn/2E_0 + 1/4)^{1/2} \) agreeing with the numerical results in Figure 6b.

In the stability analysis of [32], in addition to standard Bloch states, also the ones corresponding to the loop solutions (lower branch) were considered. In Figure 7 the results of this analysis is shown by plotting the largest Bloch wave vector \( k \) for which the states are energetically stable as a function of \( gn \) and \( V_0 \). States with \( 0 \leq k \leq \pi / d \) correspond to states with the lowest energy and \( k > \pi / d \) represents lower edge-loop states. In general it was found that the range of quasimomentum values at which the system is energetically stable increases with the interaction strength \( gn \). They also found that the wave vector of the tip of the swallowtail sets a natural limit for the wave vector at which instability sets in for parameter regimes where swallowtail loops occur. Moreover they found, in agreement with [31], with increasing \( k \) the long wavelength perturbations with \( q \rightarrow 0 \) become energetically unstable first. Hence a hydrodynamic description can be constructed [47–49] and it also gives analytical predictions for the instability contour as a function of \( V_0 \) and \( gn \) for the zone edge with \( k = \pi / d \) which compares favorably with the numerical calculations [49]. Note that as expected the states on the upper edge of the loop are always energetically and dynamically unstable.

Finally, the discussion so far was limited to only the linear stability of equilibrium solutions but the full response of the solutions of time dependent GP equation (2) to perturbations was also studied numerically in [41]. Here the stable lifetime of a given initial equilibrium state was defined as the time taken for the variance of the Fourier spectrum of the time-dependent order parameter from the initial Fourier spectrum (normalized to the initial spectrum) to exceed the value \( 1 / 2 \), i.e., the time at which the order parameter becomes very different from the initial solution and taken as an indicative time for onset of dynamical instability. They found that for weakly attractive condensates the zero quasimomentum Bloch state in the first band is long-lived under white noise perturbations but highly unstable for time periodic perturbations. For both weak and strong attractive interactions the higher band Bloch states are unstable but the first band Bloch states with non-zero quasimomentum can be stable even to harmonic perturbations owing to their negative effective mass (defined as the inverse
of the Band curvature). For weak repulsive interactions, Bloch states in the lowest band are stable as long as the quasi-wave number \( k < \frac{\pi}{d} \), as at larger quasi-wave numbers the effective mass becomes negative, for the particular choice of Kronig–Penney potential (29) used in [41]. However, in agreement with the linear stability analysis, as the interaction strength grows, larger parts of the energy band including the lower branch of the loops are stable. In a later publication the same authors [50,51] showed that there is always a small part of the loop in the repulsive case that has negative effective mass but this area’s extent monotonically decreases as \( gn \) is increased. A clear discussion of the dynamical stability of attractive BECs in an optical lattice is provided in [52]. A recent review [53] also provides detailed treatment of stability of BECs in optical lattices.
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(a) Energetic stability.  
(b) Dynamical stability.

**Figure 7.** Contour plot of maximum quasimomentum \( k \) for energetic stability (a) and dynamical stability (b) as a function of interaction and lattice depth for zone-edge loops. \( k \leq \frac{\pi}{d} \) represents states on the lowest branch of the ground band and \( k > \frac{\pi}{d} \) the states on the lower edge of the swallowtail loop. The dashed lines in (b) are energetic stability curves for comparison. Taken from [32].

### 3.3. Experimental Realization

In the past decade and half there has been tremendous progress in the field of ultracold atoms in optical lattices [14,15] with a range of experiments tackling interesting many-body physics. In this light it must be said that specific experiments dealing with nonlinear energy dispersions in optical lattices have been few and far in between.

The earliest relevant experiment concerns the instability of superfluids in optical lattices by the group at LENS, Florence reported in Burger et al. [44–46]. In this experiment a cigar shaped quasi-1D BEC was localized in an harmonic trap and an optical lattice potential was also turned on. Following this, the center of the trap was suddenly shifted, corresponding to a sudden change of the quasimomentum in our language. For small shifts \( \Delta x \) the dynamics of the BEC was coherent but for shifts greater than a critical value \( \Delta x > \Delta x_c \), the oscillations are disrupted and the dynamics became dissipative. The authors of the experiment attributed this to the energetic Landau instability of the condensate. But theoretical work from Wu and Niu [43,45,46] showed that it may be more appropriate to associate this behavior with dynamical instability especially considering that the experimental parameters fall in a regime \( (c \sim 0.02, v \sim 0.2) \) where dynamical instability is rampant (see Figure 6b) and the critical displacement \( \Delta x_c \) increases with decrease of lattice depth in the experiment (the energetic stability is essentially independent of lattice depth in the linearized stability treatment). A follow-up comment from the authors of the experiment [45,46] was essentially
inconclusive but hinted that even the GP equation may not be a valid description for some of their experimental results and beyond mean-field effects may have to be included. Following this, in [54] a thorough theoretical treatment of the problem including 3-dimensional GP equations and effective 1-dimensional GP equations taking into account the transverse degrees of freedom was undertaken. This theoretical treatment adapted to the experiment [44] clearly showed that the onset of instability observed in the experiment was due to dynamical instability. There are two main reasons that led to some uncertainty regarding the conclusions in the experiments [44]—the inability to distinguish experimentally between dynamical and energetic stability as both processes manifest as an enhanced loss of atom number from the condensate and the inability to accurately set the initial quasimomentum of the condensate as a mean displacement from the harmonic trap center can in general lead to a mixture of quasimomenta and band eigenstates.

In the follow-up experiment from the LENS group [55,56] both these issues were successfully resolved. In [55], a moving optical lattice was implemented by frequency detuning the two laser beams creating the lattice. The ground state in a moving lattice is simply a state with a finite quasimomentum. By varying the amount of detuning, they were able to load the BEC adiabatically into states with a given quasimomentum both in the ground and excited bands. A subsequent measurement of the loss rates as a function of quasimomentum revealed a threshold for the onset of dynamical instability in very good agreement with the theoretical expectation for the lattice depth used. In [56] they were able to also distinguish between the onset of energetic and dynamical instability by an ingenious use of a radio-frequency (RF) shield to selectively control the thermal fraction of the atomic cloud. The presence of the thermal cloud can effectively trigger energetic instability, which has generally a lower threshold in quasimomentum, by providing a dissipation channel. Hence when a large thermal fraction is present, the onset of dynamical instability is marred by energetic instability. On the other hand when the RF shield is turned on to remove the thermal fraction and experiments are performed with nearly pure condensate, the onset of dynamical instability stands out via a dramatic loss of atom number. It is important to emphasize at this point that experiments such as [44] are performed at small lattice depths \( v \). In this regime, as evident from Figure 6b, there are significant regions of quasimomentum space that are energetically unstable but dynamically stable. On the other hand at large lattice depths (see Figure 1 of [56]), the region of quasimomentum space that exhibits only energetic instability is tiny. Thus in this so called tight-binding lattice limit, there was unambiguous agreement between experiments [57] and the theoretical [43,58] and numerical [59,60] treatments that predicted dynamical instability.

It was also shown in [58] that the dynamical instability in this regime can also be viewed as a kind of modulational instability which is a general feature of nonlinear wave equations where a small perturbations of a carrier wave can exponentially grow as a result of interplay of dispersion and nonlinearity.

In [61], the behaviour of the critical quasimomentum up to which superfluidity persists across the superfluid-Mott insulator (SF-MI) quantum phase transition was studied. Within a mean-field GP picture, as we have discussed in Section 3.2.2, the stability of the superfluid is in general enhanced with increasing interaction and lattice depth. On the other hand, within the full quantum model, there is a critical interaction strength to tunneling ratio beyond which the system is no longer superfluid and goes into the Mott insulating phase where the critical quasimomentum is trivially equal to 0. This study maps the behaviour of the critical quasimomentum as it goes from a finite value in the SF phase to zero in the MI phase giving an accurate determination of the phase boundary. In [62] beyond dynamical instability at the zone edge is investigated experimentally and theoretically within the truncated Wigner approach which can account for beyond GP effects including the thermal depletion of the condensate. Finally, in recent experiments [63] dynamical instability of spin-orbit coupled (SOC) BECs in moving optical lattices was investigated and a manifestation of the breakdown of Galilean invariance predicted for SOC systems was evidenced by the difference in the strength of
the dynamical instability (measured by atom loss rate) depending upon the direction of motion of the lattice.

In the seminal experiment of the Bloch group [64], some aspects of the nonlinear LZ tunneling phenomena originally considered in the theoretical work of Wu and Niu [34] was explored. The experimental system consisted of an array of tubes of BECs in a 2D optical lattice potential. A superlattice potential along x direction allows pair-wise coupling between tubes giving many copies of coupled double wells. In the experiment they effectively realize the nonlinear LZ energy function of the the form:

\[ E[\psi_R, \psi_L] \approx \frac{\Delta}{2} \left( |\psi_R|^2 - |\psi_L|^2 \right) - J(\psi_R^* \psi_L + \text{c.c.)} + \frac{U}{2} \langle \delta \hat{n}^2 \rangle \left( |\psi_R|^4 + |\psi_L|^4 \right), \]  

(32)

where \( \psi_L \) and \( \psi_R \) represent the amplitude to occupy either the left or the right tube. \( \Delta \), the energy detuning between the tubes, and \( J \), the tunnel coupling between the tubes can be controlled by varying the relative phase and lattice depth respectively of the superlattice potential along x direction.

The experimental protocol consists of preparing all the atoms initially in the left tube with the initial detuning \( \Delta_i \) either chosen to be negative (ground state) or positive (excited state) and sweeping the detuning at the linear rate \( \alpha \) and finally measuring the number of atoms in the left and right tube. As already anticipated by Wu and Niu [34], the model [Equation (32)] is exactly the same as the one introduced in Equation (19) except for the interaction term’s sign is switched. As a result once the ratio of interaction to tunneling \( \eta = U(\delta \hat{n}^2)/J (c/v \text{ in [34])} \) is large, there is a loop in the upper branch as shown in lower panel of Figure 8 left. In the experiment, for sweeps along the ground state branch (gray dots in Figure 8 left) there is no adiabaticity breakdown observed. In the sweep starting with the excited state (left tube at higher energy), there is a complete breakdown of adiabaticity even for reasonably small sweep rates \( \alpha \) (red dots in Figure 8 left). Moreover, for small sweep rates the transfer efficiency, given by number of atoms \( n_R \) in the final state, decreases with decreasing sweep rate completely opposing the expected LZ behavior. The presence of the loop in the upper branch contributes to this adiabaticity breakdown for small sweep rates, as the atoms follow the upper branch and are self-trapped in the middle branch of the loop, (see lower panel of Figure 8 left) which is a local maxima. They finally make a diabatic transition to the adiabatic ground state at the loop edge leading to the sharp breakdown of transfer efficiency near zero detuning seen in Figure 8 left upper panel. A confirmation of the effect of loops on the adiabaticity breakdown is provided by the non-monotonic behavior of the transfer efficiency (number of atoms in the initially empty right tube at the end) at a given sweep rate and tunnel coupling as a function of the \( z \)-lattice depth shown in top panel of Figure 8 right. At small \( z \)-lattice depths, an increase in lattice depth effectively increases the on-site interaction \( U(\delta \hat{n}^2) \), leading to larger loop sizes which leads to lower transfer efficiency but eventually beyond a certain lattice depth the suppression of on-site fluctuations \( \langle \delta \hat{n}^2 \rangle \) dominates leading to a decrease in the effective interaction and increase of transfer efficiency restoring standard LZ behavior. Moreover as shown in the lower panel in Figure 8 right, the experimentally determined minimum transfer efficiency agrees with a theoretical calculation for the position of the maximum loops size as a function of the \( z \)-lattice depth and tunnel coupling.

In the experiment by Eckel et al. [39], a physical situation approximately corresponding to the Hamiltonian in Equation (28) was realized for a BEC of \(^{23}\text{Na} \) atoms confined in a ring shaped trap [65]. The goal of this experiment was to observe hysteresis between quantized states of circulation of the superfluid BEC caused by the presence of swallowtail loops in the energy landscape of such a system [35,66]. In the experiment [39], they were concerned with the quantized circulation states with winding numbers \( n = 0 \) and \( n = 1 \) with frequency \( n \) times the rotational quanta \( \Omega = \hbar / m R^2 \) and drive transitions between these states by tuning the relative angular velocity between the trap and the superfluid \( \Omega \) which can be controlled by applying a repulsive rotating laser potential.
Figure 8. (Left) (a) Transfer efficiency $n_R$ from filled to unfilled well (tube) as a function of the energy detuning for ground state sweep (gray dots) and excited state sweep (red dots) for constant sweep rate of $2\pi J^2/\hbar|\alpha| = 2.1(1)$; (b) Adiabatic energy levels for the excited (with loops) and ground state levels including strong repulsive interaction (solid lines) and excluding interactions (dashed lines). The curved lines indicate the relaxation process enabling non-adiabatic transitions. $|n_R, n_L\rangle$ is a shorthand denoting the left- and right-well (tube) population respectively. (Right) (a) Transfer efficiency as a function of $z$-lattice depth at constant sweep rate 0.53; (b) Phase diagram of the metastable excited condensate branch. In the gray shaded area there is a loop in the adiabatic energy level. Data points represent minima in the measured transfer efficiency and agree well with the solid line depicted for the calculated maximum loop size. Taken from [64].

In the absence of coupling between the different circulation states, the energy landscape of the interacting superfluid forms a swallowtail loop shape as a function of the relative angular velocity $\Omega$. At a fixed value of $\Omega$ in the swallowtail region, $n = 0$ (red line in Figure 9 left) and $n = 1$ (blue line in Figure 9 left) states form the minima of a double-well energy landscape with a barrier state (green dashed line) separating them. If the system begins in the $n = 0$ state and its angular velocity is increased, the flow will be stable as long as $\Omega < \Omega_{c+}$ when it reaches the edge of the swallowtail and after this it will make a transition to the lower energy $n = 1$ state. Beginning with the $n = 1$ state, a similar stable flow can exist as long as $\Omega > \Omega_{c-}$, leading to the hysteresis loop shown in lower panel of Figure 9 left. The rate at which the repulsive potential created using a blue detuned laser is rotated, controls the flow velocity $\Omega$ and the strength of the potential $U$ controls and drives transitions (via phase slips) [67] between different circulation states. Comparing to the Hamiltonian (28) the repulsive potential actuates two of the terms namely the rotation frequency $\Phi = \Omega/\Omega_0$ and the “impurity” term $\lambda$ whose strength is controlled by $U$.

In order to observe this hysteresis loop in the experiment, the BEC is prepared initially in either the $n = 0$ or $n = 1$ state in the trap and then this repulsive trap potential with a chosen strength $U_2$ and different rotation velocity $\Omega_2$ is applied for a fixed time of 2 s, followed by a time of flight image to determine the final rotational state $n$. Due to the swallowtail loop structure, at a given
strength $U_2$, as shown in upper panel of Figure 9 right, the transition from 0 to 1 and vice-versa clearly happen at different angular momenta $\Omega_{c\pm}$. Moreover as the strength of the applied potential $U_2$ is increased, $\Omega_{c\pm} \rightarrow \Omega_0/2$ and the swallowtail loop size decreases and eventually vanishes. The size of the loop as a function of $U_2$ was determined from the experiment and is plotted in the bottom panel of Figure 9 right. The discrepancy from theoretical calculations that include relaxation effects required to accomplish the non-adiabatic transitions indicate that further work may be required to understand some quantitative aspects of the experiment. A detailed treatment of modeling the relevant excitations leading to the dissipation by vortex-antivortex pairs was already provided by the authors in [39].

Figure 9. (Left) (a) Schematic plot of the energy landscape of a hysteretic system as a function of the applied field $F$ (for example $\Omega$ the rotation rate of the superfluid) showing stable states of different energies separated by a barrier; (b) Energy diagram for a superfluid as a function of $\Omega$ showing a swallowtail loop and the related hysteresis loop; (c) The swallowtail structure is periodic in the rotation quanta $\Omega_0$. (Right) (a)–(f) Measured hysteresis loop with sigmoid fits at different values of potential strength $U_2$ shown in (g). The red up-triangles (blue down-triangles) are results from 20 shot averages while starting from $n = 0$ ($n = 1$). (g) Experimentally determined size of the hysteresis loop (green dots) as a function of $U_2$ and open and filled cyan diamonds are results of numerical GP calculation of dynamics with differing amounts of phenomenological dissipation. Taken from [39].

### 3.4. Other Extensions

Owing to the general nature of swallowtail shaped dispersions resulting from the interplay of atom-atom interactions and periodicity, they have been predicted to occur in a variety of systems different from the setting mainly considered in this review—namely that of BECs in an optical lattice with effectively 1D dynamics. In this subsection we catalogue these developments without going into the details owing to the restricted scope of the review.

Lin et al. [68] study BECs with magnetic dipole-dipole interactions in optical lattices. In this case the effective atom-atom interaction can be controlled by changing the alignment of the atomic dipoles to the optical lattice axis by applying magnetic fields. At strong enough interaction, they observe swallowtail loops whose sizes and stability may be controlled by modifying the magnetic dipole orientations. In [69], Venkatesh et al. study band-structures of atoms confined in optical lattices formed inside optical cavities that are continuously driven by an external laser. In the limit of very dilute gases, $s$-wave contact interactions do not play a role but the cavity-induced atomic interactions in the strong coupling regime of cavity quantum electrodynamics (QED) can lead to swallowtail loop
structures in the atomic bands. Moreover this also corresponds to bistable solutions for the steady state photon number in the cavity. In the work of Watanabe and colleagues [70], swallowtail band structures of superfluid Fermi gases in optical lattices in the BEC-BCS crossover are investigated. They find that typically the width of the swallowtail is largest at unitarity. In addition, they find that the microscopic mechanism of the emergence of the swallowtail in the BCS side of the crossover is very different in nature from that of the BEC case: a narrow band in the quasiparticle energy spectrum close to the chemical potential plays a crucial role for the appearance of the swallowtail in the BCS side. It is also pointed out that, as a consequence, the incompressibility experiences a profound dip. Chen and Wu extend the study of interplay between interactions and band structures of superfluid systems in optical lattices to two dimensions in [71] considering BECs in honeycomb shaped optical lattices. Such optical lattices serve as analogues to the structure of graphene and support Dirac points in their band close to which the energy dispersion is linear in 2D having characteristic conical shape. In [71] the authors show that even for arbitrarily small interaction strength, the Dirac point is extended into a closed curve and a tube like structure, a 2D version of the 1D swallowtail loop, arises around the original Dirac point. Moreover in work that followed closely thereafter Hui et al. showed that even in the case of 2D optical lattice with double-well superlattice like geometry along one direction, swallowtail loop structures emerge for any interaction strength [72]. Thus, the possibility of having swallowtail loops structures or analogues thereof for arbitrary small interactions seems to be a more ubiquitous feature in 2D as opposed to 1D where a the nonlinearity given by interactions has to be comparable to the lattice potential. In [73], a BEC trapped in a double-well potential with an additional degree of freedom given by a single bosonic impurity atom that interacts with the condensate is considered. In this setup, as the impurity-BEC interaction strength is tuned above tunneling energy of the bosons, swallowtail loops appear in the adiabatic energy dispersions as a function of the tilt of one of the wells relative to the other. The relation between swallowtail loops and self-trapping of the condensate in one well or the other as well as relation to the Dicke model are explored.

3.5. Future Prospects

Presently, experiments showing direct evidence for looped band structures for BECs in optical lattices have not been performed. One of the impediments preventing the experimental observation of loops in optical lattices is the requirement of large atom-atom interactions so that a large part of the loop solution is energetically stable [41,50,51]. The simplest way to ascertain breakdown of adiabaticity caused by the loop is to study Bloch oscillations in optical lattices. In this regard it is quite important to control and characterize other sources of loss of adiabaticity such as LZ tunneling to higher bands and distinguish them from the effect of the loops. Clearly for this a control of atom-atom interaction from very small to large enough to obtain loops is required. In this context, some recent experiments in the group of Nägerl with the ability to tune interactions using Feshbach resonances is promising [74,75]. Also, the extended theoretical schemes for 2D optical lattices [71,72] may be easier to implement in an experiment as they do not require large atom-atom interactions to have looped energy dispersions. On the theoretical side, a clear understanding of the quantum mechanical underpinnings of the mean-field loops is already available for the case of repulsive and attractive interacting BECs in double-well potentials [64,76]. An extension of such a study to optical lattices in two dimensions or for fermionic atoms can be interesting. Another interesting theoretical consideration would be examine the idea of shortcuts to adiabaticity [77] that has received a lot of attention of late to systems where the underlying evolution equation is not linear and understand if one may conceive of protocols where the loss of adiabaticity predicted due to the loops could be avoided.
4. Multiple Period States in Cold Atomic Gases in Optical Lattices

Density structures and patterns caused by the interplay of competing effects are ubiquitous in nature. In the case of superfluids flowing in a periodic potential, non-trivial density patterns can emerge due to the interplay of spatial periodicity imposed by the external potential and the nonlinearity due to the superfluid order parameter.

According to the conventional wisdom of the Bloch theorem, in the linear system described by the Schrödinger equation, the density pattern of the stationary solution in a lattice is periodic with periodicity coinciding with that of the lattice potential. However, nonlinearity can cause non-trivial density patterns with different periodicity. For BECs in a periodic potential, it has been found that nonlinearity of the interaction term can cause the appearance of stationary states whose period does not coincide with that of the lattice; instead, a multiple of it [1,33]. Such states are called multiple (or n-tuple) period states.

In this section, we discuss multiple period states of superfluid atomic gases in optical lattices. In the Section 4.1, we provide the basic physical idea of the emergence of the multiple period states due to nonlinearity. To provide a physical picture concisely, we take the BEC case as an simple example. In the Section 4.2, we present an account of existing results of the multiple period states in BECs. In the Section 4.3, we present some theoretical results of the multiple period states in superfluid Fermi gases along the BCS-BEC crossover focusing on their unique features in contrast to the multiple period states in BECs.

4.1. Basic Physical Idea: A Simple Explanation of the Emergence of Multiple Period States by a Discrete Model

The emergence of the multiple period states in BECs can be explained by the discrete model (Equation (12)) in a simple manner [33]. In the following exposition, we follow the discussion given in the above cited paper. For clarity, here we focus on the period-2 states: states whose period is equal to twice of the lattice constant $d$.

The stationary states with a fixed total number of particles $N$ can be obtained by the variation of $H' \equiv H - \mu N$ with respect to the amplitude $\psi_j^*$ at site $j$, where $\mu$ is the chemical potential and $N = \sum_j |\psi_j|^2$,

$$\frac{\delta H'}{\delta \psi_j} = -K(\psi_{j+1} + \psi_{j-1}) + U|\psi_j|^2 \psi_j - \mu \psi_j = 0.$$

We then separate from $\psi_j$ a plane wave part at site $j$, $e^{ikjd}$, as $\psi_j = e^{ikjd}g_j$ with $hk$ being quasimomentum of the bulk superflow flowing in the same direction of the periodic potential and $g_j$ being the complex amplitude at site $j$. Equation (33) becomes

$$-K(g_{j+1}e^{ikd} + g_{j-1}e^{-ikd}) + U|g_j|^2 g_j - \mu g_j = 0.$$

Due to the boundary conditions of the period-2 states, we have $g_0 = g_2$ and $g_1 = g_3$. We solve combined two Equations (34) for $j = 1$ and 2 with these boundary conditions. Subtracting these two equations, we obtain

$$-2K \cos kd \left( \frac{|g_2|}{|g_1|} e^{i(\phi_2 - \phi_1)} - \frac{|g_1|}{|g_2|} e^{i(\phi_1 - \phi_2)} \right) + U(|g_1|^2 - |g_2|^2) = 0,$$

with $g_j = |g_j|e^{i\phi_j}$.

For the linear case ($U = 0$), we can readily see that $|g_1| \neq |g_2|$ cannot satisfy Equation (35) except at $kd = \pi/2$, which corresponds to a trivial solution of $g_1 = g_2 = 0$. On the other hand, solutions with $|g_1| = |g_2|$ exist provided $\phi_2 - \phi_1 = 0$ (modulus of $2\pi$): thus these solutions are normal period-1 states.
For the nonlinear case \((U \neq 0)\), nonzero contribution from the kinetic energy part (the first term in the left-hand side of Equation (35)) can be compensated by that from the interaction energy part (the second term in the left-hand side of Equation (35)) so that this equation can be satisfied. Therefore, the emergence of the period-2 states is a purely nonlinear phenomenon. Since the second term in the left-hand side is real, the phase difference \(\phi_2 - \phi_1\) should be 0 or \(\pi\), namely:

\[
\pm 2K \cos kd \left( \left| \frac{g_2}{g_1} \right| - \left| \frac{g_1}{g_2} \right| \right) = U (\left| g_1 \right|^2 - \left| g_2 \right|^2).
\]

(36)

Thus we obtain

\[
\pm \cos kd \frac{U \nu}{2K} = \left| \frac{g_1}{g_2} \right|, \tag{37}
\]

where the filling factor \(\nu \equiv \left( \left| g_1 \right|^2 + \left| g_2 \right|^2 \right)/2\) is the average number of particles per cell (in the present case of the period-2 states, the cell consists of two lattice sites). Since the right-hand side of Equation (37) takes \(0 \leq \left| g_1 \right| \left| g_2 \right| / \nu \leq 1\), solutions with period 2 exist when \(| \cos kd | \leq U \nu / 2K\) [33].

In Figure 10, we show the energy bands of the period-1 and period-2 states for \(U \nu / 2K = 1/2\), 1, and 2. Note that, in the case of the Figure 10a for \(U \nu / 2K = 1/2\), the period-2 states exist in the limited region of \(1/6 \leq kd / 2\pi \leq 1/3\). At infinitesimally small \(U \nu / 2K\), the period-2 states exist only at \(kd / 2\pi = 1/4\). As \(U \nu / 2K\) increases, the region in which the period-2 states exist increases and it finally extends over the whole Brillouin zone for \(U \nu / 2K \geq 1\) (see Figures 10b and 10c).

Note that there is another class of period-2 states called the phase states [33]. From Equation (35), we see that, at \(| kd | = \pi / 2\), \(\left| g_1 \right| = \left| g_2 \right|\) is a solution for arbitrary phase difference \(\phi_2 - \phi_1\). The periodicity of the density distribution and the energy of the phase states are the same as the normal Bloch state at \(| kd | = \pi / 2\), but only the phase profile has the period 2d [32].

4.2. Multiple Period States in BECs

Multiple period states in BECs in optical lattices were first predicted by Machholm et al. [33]. Using both (1) the simple discrete model within the tight-binding approximation to the mean-field GP equation and (2) the more general continuum GP equation, they studied BECs flowing along the 1-dimensional external periodic potential of the form given by Equation (1) (multiple period states...
of BECs in a Kronig–Penney potential (a periodic delta-function potential) were studied in [78]). They have shown the existence of the multiple period states as stationary states and have clarified that they emerge due to nonlinearity originating from superfluidity.

Figure 11 shows the lowest energy bands obtained by solving the GP equation for the continuum model. A striking difference from the energy bands obtained from the discrete model discussed in Section 4.1 is that the phase states form a band in the continuum model (see the lower thick solid lines in Figure 11) and their density profiles have period $2d$.

Figure 11. Energy per particle $E/n$ of BECs in a periodic potential as a function of $k$ for the lowest bands obtained from the GP equation for the continuum model. The bands of the period-2 states are shown by the thick solid lines. In the notations of the present article, $U_0 = g$ and $V_0 = sE_R/2$. This figure is taken from [33].

Figure 12 shows the density profiles of the lower-energy and higher-energy period-2 states. By comparing with the external potential $V(x)$ shown in the lower panel, we can see that the periodicity of these states is indeed $2d$. Here, the quasi-wave number $k$ of the superflow is at $k = \pi/2d$ corresponding to the first Brillouin zone edge of the system with period $2d$, and thus the condensate wave function $\psi$ has a node in each period. The density profile shown by the solid (dashed) line, which has nodes at the potential maxima (minima), is that of the period-2 state in the lower (higher) energy branch (see the lower (upper) thick solid line in Figure 11). According to the energy bands shown in Figure 11, we can also see that the lowest band of the period-2 states appears as an upper edge of the swallowtail for the period $2d$ system. Connection between the period-2 states and the swallowtail was studied in depth in [79].

Figure 12. Density profiles $|\psi(x)|^2$ of period-2 states (upper panel) of BECs and the periodic external potential $V(x)$ (lower panel). The solid (dashed) line in the upper panel shows $|\psi(x)|^2$ for the lower-energy (higher-energy) period-2 state of Figure 11a at $kd/2\pi = 1/4$, $gn = E_R$, and $s = 0.2$. This figure is taken from [33].
It was pointed out that the lowest band of the period-2 states is closely connected with the dynamical instability [33]. The linear stability analysis has shown that, with increasing $k$, the dynamical instability of the normal Bloch state sets on at the quasimomentum where the band of the normal Bloch states merges with the lowest band of the period-2 states. There, the dynamical instability is caused by the growing perturbation mode with wavelength $2d$ [31,32,43,54]. The growth of the mode with wavelength $2d$ accompanying the dynamical instability has been observed experimentally as well [80]. Since the lowest band of the period-2 states appears as the saddle of the swallowtail for the period $2d$ system and it forms the upper edge of the swallowtail, these period-2 states are dynamically unstable [32] while the upper branch of the period-2 states can be dynamically stable in some region of $k$ [33]. The lowest multiple period states can be dynamically stable by introducing long-range interactions. For example, it was demonstrated that, in dipolar BECs, multiple period states with period $2d$ and $3d$ can be dynamically stable even at $k = 0$ provided the dipole-dipole interactions are repulsive and sufficiently strong [81,82].

4.3. Multiple Period States in Superfluid Fermi Gases

The emergence of the multiple period states in BECs in optical lattices is one of the novel nonlinear phenomena caused by the presence of the superfluid order parameter. However, in the normal repulsively interacting BECs without long-range interaction, the lowest multiple period states are higher in energy than the normal Bloch states and are dynamically unstable. Yoon et al.[83] have shown that the situation is very different for the multiple period states of superfluid Fermi gases in the BCS regime.

Figure 13 shows the profiles of the magnitude of the pairing field $|\Delta(x)|$ and the density $n(x)$ of the lowest period-2 states of superfluid Fermi gases in the BCS-BEC crossover obtained by solving the BdG equations for the continuum model (7). The striking difference from the BEC case shown in Figure 12 is that the feature of the period doubling shows up in the pairing field rather than the density. The difference between the regions of $-1 < x/d \leq 0$ and $0 < x/d \leq 1$ can be clearly seen in $|\Delta(x)|$ at any value of $1/k_F a_s$. On the other hand, the difference in $n(x)$ between these two regions is small in the deeper BCS side ($1/k_F a_s = -1$) (see the red line in Figure 13b) and finally disappears in the BCS limit.
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Figure 13. Profiles of (a) the magnitude of the pairing field $|\Delta(x)|$ and (b) the density $n(x)$ of the lowest period-2 states of superfluid Fermi gases in the BCS-BEC crossover: $1/k_F a_s = -1$ (red solid line), $-0.5$ (green dashed line), and 0 (blue dotted line). The quasimomentum $P$ of the superflow is set at the Brillouin zone edge $P = P_{\text{edge}}/2 = \hbar q_B/4$ of the period-2 states, and other parameters are set at $s = 1$ and $E_F/E_R = 0.25$. This figure is adapted from [83].

Figure 14 shows the energy bands of the lowest period-2 states in the BCS regime ($1/k_F a_s = -1$) together with that of the normal Bloch states. In the region of small $P$, the line of the period-2 states coincides with that of the normal Bloch states, as they are equivalent in this region, the states with period 1 being just a subset of any multiple period states with integer periods. Unlike the period-2 states in BECs, which form the concave upper edge of the swallowtail (see Figure 11), here the band of
the period-2 states is convex upward. Remarkably, the lowest period-2 states are energetically more stable compared to the normal Bloch states around the Brillouin zone edge of the period-2 states ($P / P_{\text{edge}} \sim 0.5$).

**Figure 14.** Energy $E$ per particle of superfluid Fermi gases in a periodic potential as a function of the quasimomentum $P$. Parameter values are $s = 1$, $E_F / E_R = 0.25$, and $1/k_F a_s = -1$. The normal Bloch states with period $d$ are shown by the blue dotted line with • symbols, and the period-2 states are shown by the red solid line with +. Note that the period-2 states are energetically more stable than the normal Bloch states in the region of $0.2 \lesssim P / P_{\text{edge}} \leq 0.5$.

The manner in which the energy of the lowest period-2 states relative to that of the normal Bloch states changes along the BCS-BEC crossover can be seen in Figure 15. As we have already seen, the period-2 states are energetically more stable (i.e., $\Delta E < 0$) in the deep BCS regime, where the band of the period-2 states is convex upward. With $1/k_F a_s$ increasing from the deep BCS regime, $\Delta E$ increases from a negative value and finally period-doubled states become higher in energy than the normal Bloch states (i.e., $\Delta E > 0$) in the BEC side, where the band of the period-2 states forms the concave upper edge of the swallowtail.

**Figure 15.** Difference $\Delta E \equiv E_2 - E_1$ of the total energy per particle between the period-2 states ($E_2$) and the normal Bloch states ($E_1$) at $P = P_{\text{edge}} / 2$ along the BCS-BEC crossover. The red solid line with + is for $s = 1$ and the blue solid line with × is for $s = 2$; $E_F / E_R = 0.25$. The green dashed line shows the results by the GP equation for parameters corresponding to $s = 1$ and $E_F / E_R = 0.25$. This figure is taken from [83].

The energetic stability of the period-2 states in the BCS regime can be physically understood as follows. Let us consider the different behavior of $\Delta(x)$ and $n(x)$ for a period-2 state and a normal Bloch state at $P = P_{\text{edge}} / 2$. In the case of the normal Bloch state, since $|\Delta(x)|$ is exponentially small in the BCS regime, we can distort the order parameter $\Delta(x)$ to produce a node, like the one in the
period-2 state, with a small energy cost (per particle) up to the condensation energy \( |E_{\text{cond}}|/N \ll E_F \), where \( E_{\text{cond}} \equiv g^{-1} \int d^3r |\Delta(r)|^2 \). However, making a node in \( \Delta(x) \) kills the supercurrent \( j = V^{-1} \partial_p E \), which yields a large gain of kinetic energy (per particle) of the superfluid flow of order \( \sim p_{\text{edge}}^2 / m \sim E_R \). Even if \( \Delta(x) \) is distorted substantially to have a node, the original density distribution of the normal Bloch state is almost intact so that the increase of the kinetic energy and the potential energy due to the density variation is small. Therefore, the period-2 state is energetically more stable than the normal Bloch state in the BCS regime. In the above discussion, the key point is that \( \Delta(x) \) and \( n(x) \) can behave in a different way in the BCS regime. On the other hand, in the BEC limit, the density is directly connected to the order parameter as \( n(x) \sim |\Delta(x)|^2 \), and disturbing the order parameter accompanies an increase of the kinetic and potential energies due to a large density variation.

In the deep BCS regime, the period-2 states are not only energetically stable, but also they can be long-lived although dynamically unstable. The black solid line in Figure 16 shows the growth rate \( \gamma \) of the fastest exponentially growing mode \( |\eta(t)| = |\eta(0)| e^{\gamma t} \) of the deviation \( |\Delta(x, t)| - |\Delta_0(x)| \) from the true stationary state \( \Delta_0(x) \) for the period-2 states. We see that \( \gamma \) is suppressed with decreasing \( 1/k_F a_s \), which makes the period-2 states long-lived in the BCS regime. The growth rate \( \gamma \) corresponds to the imaginary part of the complex eigenvalue for the fastest growing mode obtained by the linear stability analysis [1,84], which is an intrinsic property of the initial stationary state independent of the magnitude of the perturbation.

![Figure 16](image-url). Growth rate \( \gamma \) of the fastest growing mode (black solid line) and survival time \( \tau_{\text{surv}} \) of the period-2 state at \( P = P_{\text{edge}}/2 \) (\( s = 1 \) and \( E_F/E_R = 0.25 \)). Blue dashed-dotted, green dotted, magenta dashed double-dotted, and red dashed lines show \( \tau_{\text{surv}} \) for relative amplitude \( \tilde{\eta}(0) \) of the initial perturbation of 10%, 1%, 0.1%, and 0.01%, respectively. This figure is taken from [83].

On the other hand, the actual survival time \( \tau_{\text{surv}} \), the timescale for which the initial state is destroyed by the large-amplitude oscillations, depends on the accuracy of their initial preparation. The survival time can be estimated by \( \tilde{\eta}(0) e^{\gamma t} \sim 1 \), where \( \tilde{\eta}(0) \) is the relative amplitude of the initial perturbation with respect to \( |\Delta_0| \) for the fastest growing mode. In Figure 16, we show \( \tau_{\text{surv}} \) for various values of \( \tilde{\eta}(0) \). This result suggests that if the initial stationary state is prepared within an accuracy of 10% or smaller, this state safely survives for time scales of the order of 100\( h/E_R \) or more in the BCS side, corresponding to \( \tau_{\text{surv}} \) of more than the order of a few milliseconds for typical experimental parameters [85]: for \( E_{RJ} = 2\pi \times 7.3\text{kHz} \times \hbar \) used in the experiment of [85], \( 1h/E_R = 0.0109 \text{ msec} \). In the deep BCS regime (\( 1/k_F a_s \ll 1 \)), \( \tau_{\text{surv}} \) increases further and may become larger than the time scale of the experiments, so that the period-doubled states can be regarded as long-lived states and, in addition, they have lower energy than the normal Bloch states in a finite range of quasimomenta. Therefore, by (quasi-)adiabatically increasing the quasimomentum \( P \) of the superflow starting from the ground state at \( P = 0 \), multiple-period states such as the period-doubled states could be realized experimentally in the deep BCS regime.
5. Nonlinear Lattices

This section deals with a special kind of optical lattices, called “nonlinear lattices”. Here the coupling constant of the nonlinear term itself (i.e., the interatomic interaction strength or the scattering length) has a space-periodic dependence. This is quite different from the systems which we have discussed so far: unlike cold atomic gases in a linear external periodic potential, those in a nonlinear lattice with periodically modulated interaction in space can be designed to have no linear periodic counterpart at all. While, in the former, properties are determined by the competition between the linear periodic potential and a nonlinear term, in the latter, periodicity and nonlinearity are generated by a single term. This leads to unique stability properties of the superfluid, and imposes additional conditions on its survival [86,87].

In the first subsection, we provide a basic sketch of how the sustenance of superfluidity depends on the geometry (homogeneous/in a linear lattice/in a nonlinear lattice) of the BEC system. In the second subsection, we explain the stability properties of BECs in a nonlinear lattice in terms of a simple discrete model. The third subsection presents the results of studies on ultracold bosons and fermions in nonlinear lattices for various parameter regimes. Finally, in the last subsection, we present a short outline of the experimental setup that constructs such a space-periodic dependence of the interatomic interaction strength.

5.1. Dynamical Stability of the Superfluid: Special Properties of Nonlinear Lattices

For uniform and homogeneous BECs, the dynamical stability of the superfluid is determined by the nature of the interatomic interaction. If it is repulsive (i.e., the scattering length is positive), the superfluid remains dynamically stable for any value of the momentum $\hbar k$ of the superflow. On the other hand, if the interaction is attractive (i.e., the scattering length is negative), the long-wavelength modes with

$$q^2 < \frac{4mng}{\hbar^2}$$

grow or decay in time exponentially for any value of $\hbar k$, thus invoking an instability in the system (e.g., [1]). However, shorter-wavelength modes are stable because for them, the kinetic energy dominates over the interaction energy.

The dynamical stability properties of the superfluid changes in the presence of an external periodic potential. The periodic nature of the system may lead to Bloch solutions of the form $\psi(x) = e^{ikx}\phi(x)$, where $\phi(x)$ is a periodic function with the same periodicity as that of the lattice. The quasimomentum of the superflow is given by $\hbar k$, $k$ being the corresponding Bloch wave number. Here, for simplicity, we have assumed that the superfluid flows in the same direction as the periodic potential. Unlike the homogeneous system, the system has a nonzero critical value of $k$ above which the Bloch states are dynamically unstable [31] as has been seen in Section 3.2.2: in other words, the $k = 0$ state is always dynamically stable.

For a nonlinear lattice, however, this picture changes still further. The coupling constant $g$ in the GP equation (2) for bosons and the BdG equations (7) and (8) for fermions now depends on the space coordinate $x$. It can be thought of having a form as

$$g(x) = V_1 + V_2 \cos 2k_0 x,$$

i.e., $g(x)$ consists of one constant part and one sinusoidal component. $k_0$ is related to the period $d$ of the modulation by $k_0 = \pi/d$. If the nonlinear lattice is realized by an optical Feshbach resonance (details are given in the last part of this section), $k_0$ is equivalent to the wave number of the laser beam. This special type of periodic nonlinearity gives rise to a dynamical instability for the $k = 0$ state [86], which is in contrast with the linear lattice case (i.e., the case of an external periodic potential). We shall explain this in the following subsection.
5.2. Basic Physical Idea: The Dynamical Stability of Nonlinear Lattices

Zhang et al. [86] and Dasgupta et al. [87] studied extended states of BECs in quasi-one-dimension with a periodically modulated interaction in space, i.e., a nonlinear lattice with no periodic linear potential. It was observed that when the coefficient of the nonlinear term is purely sinusoidal (i.e., $V_1 = 0$ and $V_2 \neq 0$), Bloch states at $k = 0$ are dynamically (and energetically) unstable [86]. In addition, even though $k = 0$ state is dynamically unstable, states for nonzero $k$ could be dynamically stable in some region in $0.25 \leq k/k_0 \leq 0.5$ (this point will be seen in more detail later in Figure 18) [86].

Why is the $k = 0$ state unstable in the nonlinear lattice, in contrast to the stable $k = 0$ state in the linear periodic potential? Why are the states with higher values of $k$ possibly dynamically stable even though the $k = 0$ state is unstable? To explain these, we take resort to a simple discrete model [87]. We map the 1D nonlinear lattice with $V_1 = 0$ and $V_2 \neq 0$ to a discrete model with the on-site interaction alternating between $U$ and $-U$ (with $U > 0$):

$$H = -K \sum_j (\psi_{j+1}^* \psi_j + \psi_{j+1} \psi_j) + \frac{U}{2} \left[ \sum_{j=even} |\psi_j|^4 - \sum_{j=odd} |\psi_j|^4 \right].$$

(40)

So, if we denote the distance between two adjacent sites in the discrete model as $\tilde{d}$, the actual lattice constant $d$ of the unit cell in the original system is $2 \tilde{d}$ (i.e., the unit cell in the original system corresponds to a “supercell” with two sites in the discrete model).
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**Figure 17.** Density distributions in the lowest band of the normal Bloch states (i.e., period-1 states whose period is one supercell) as functions of $k$ for different values of $U\nu/2K$. Panels (a) and (b): Populations of $|g_1|^2$ (attractive site) and $|g_2|^2$ (repulsive site) for $U\nu/2K = 6$, respectively. Panels (c) and (d): Populations of $|g_1|^2$ and $|g_2|^2$ for $U\nu/2K = 0.75$, respectively. This figure is taken from [87].

Assuming the state is in the Bloch form, we write the amplitude $\psi_j$ at site $j$ as $\psi_j = g_j e^{\imath k j \tilde{d}}$, where $\imath k$ is quasimomentum of the superflow and $g_j$ is the complex amplitude at site $j$ with the periodic boundary conditions, $g_j = g_{j+2}$ (Note that the unit cell contains 2 sites.). In addition, the amplitudes $g_j$'s are subject to the normalization condition $|g_1|^2 + |g_2|^2 = \nu$, where $\nu$ is the total number of particles in a unit cell with two sites. One can obtain the stationary solutions of $g_1$ and $g_2$ by solving the combined equations of $\delta H/\delta \psi_1^* = 0$ and $\delta H/\delta \psi_2^* = 0$ in almost the same manner as in
Section 4.1. Resulting populations $|g_1|^2$ and $|g_2|^2$ in the attractive and the repulsive sites, respectively, for the lowest Bloch band are

$$\frac{|g_1|^2}{\nu} = n_+ \quad \text{and} \quad \frac{|g_2|^2}{\nu} = n_-$$

with

$$n_\pm = \frac{1}{2} \left\{ 1 \pm \left[ \left( \frac{\cos k\tilde{d}}{U\nu/2K} \right)^2 + 1 \right]^{-1/2} \right\}.$$  \hspace{1cm} (42)

The populations $|g_1|^2$ and $|g_2|^2$ for two different values of $U\nu/2K$ are shown in Figure 17 as functions of $k$ within the first Brillouin zone.

As seen from Figure 17, the population difference between the adjacent sites is the smallest at the zone center $k = 0$ while it increases as going toward the zone edge at which all the particles are accumulated in the attractive sites. To understand why $k = 0$ state is dynamically unstable, it is instructive to see the interaction energy averaged over one unit cell (with 2 sites) [86]. From Equations (41) and (42), we obtain the average interaction energy per particle for the lowest Bloch band as

$$\frac{E_{\text{int}}}{K} = -\frac{U}{2K\nu} \left( |g_1|^4 + |g_2|^4 \right) = -\frac{U\nu}{2K} \left[ \left( \frac{\cos k\tilde{d}}{U\nu/2K} \right)^2 + 1 \right]^{-1/2} < 0.$$  \hspace{1cm} (43)

Note that, in the lowest Bloch band, the average interaction energy per particle is negative for any value of $k$. So, roughly speaking, this situation resembles a BEC with attractive interparticle interaction, which is dynamically unstable as we have mentioned in the last subsection, and the dynamical instability of BECs in nonlinear lattices at $k = 0$ could be understood as a consequence of the net attractive interaction energy [86].

Figure 18 shows the dynamical stability diagram of the stationary states in the lowest Bloch band in the $k$–$q$ plane, where $q$ is the quasi-wave number of the perturbation on the stationary states. It is noted that there is a region at larger values of $k$ in which the lowest Bloch states are dynamically stable (e.g., the gray-shaded region of $0.5 \lesssim 2k\tilde{d}/\pi \leq 1$ in Figure 18a) even though they are dynamically unstable at smaller values of $k$ including the zone center at $k = 0$. To understand this somewhat
counterintuitive fact, we shall take a closer look at the populations $|g_1|^2$ and $|g_2|^2$ shown in Figure 17. As we have briefly mentioned before, we note that almost all the particles are accumulated in the attractive sites and thus the repulsive sites are almost empty near the zone edge at $2kd/\pi = 1$: at the zone edge, only alternate sites are occupied and fragments of the BEC in these alternate sites are isolated. Since the transition amplitude between the states with populations at the zone edge, only alternate sites are occupied and fragments of the BEC in these alternate sites are attractive sites and thus the repulsive sites are almost empty near the zone edge at $2kd/\pi = 1$. As we have briefly mentioned before, we note that almost all the particles are accumulated in the $V$ sites (see Figure 19a,b), and by further increasing $V$ interaction energy as we have discussed in the previous subsection. They also discussed the stability behavior suggests that there are several other factors that affect the stability, which are collectively responsible for the complicated stability diagram like Figure 18b. As a final comment in this subsection, we mention that the discussion here is based on the discrete model, but the attraction-induced dynamical stability has been confirmed in the continuum model as well [87]. The main difference is that, in the continuum model, if the value of $V_2$ is increased beyond a certain point, the attractive interaction between intra-site particles becomes dominant and eventually leads to the collapse of fragments of the BEC. This intra-site dynamics cannot be accounted for by the discrete model, which does not include the intra-site degrees of freedom.

5.3. Superfluid Cold Atomic Gases in Nonlinear Lattices

Extended states of BECs in nonlinear lattices were first studied by Zhang et al. [86] (Localized states such as solitons in nonlinear lattices were studied earlier in, e.g., [88,89] (see also [20] and references therein)). In this work, they considered quasi-1D BECs in nonlinear lattices described by the 1D version of the GP equation (2) with the periodically modulated interaction strength in space given by Equation (39): $g(x) = V_1 + V_2 \cos 2k_0x$ with $V_1$ and $V_2 > 0$. They studied stationary Bloch states in nonlinear lattices and their energetic and dynamical stability summarized in Figure 19. As we have discussed in the previous subsection, the key result is that, when $V_1 = 0$, $k = 0$ state is dynamically (and energetically) unstable for any value of $V_2 \neq 0$ (see black regions in the lower panels of Figure 19 for $c_1 = 0$). This is in contrast to BECs in a linear external periodic potential whose dynamically unstable region is restricted in the domain of $1/4 < k/2k_0 \leq 1/2$ (i.e., the right half of each panel in Figure 6b). In addition, states at higher values of $k$ near the zone edge can be dynamically stable even though $k = 0$ state is dynamically unstable. It was pointed out that the dynamical instability of the $k = 0$ state can be partially explained by the net attractive average interaction energy as we have discussed in the previous subsection. They also discussed the stability of the superfluidity due to the competition between the spatially modulated part ($V_2$ term) and the uniform, repulsive component ($V_1$ term); the latter tends superfluids to be stable. With increasing $V_1$ from zero for a fixed nonzero $V_2$, state at $k = 0$ becomes dynamically and energetically stable (see Figure 19a,b), and by further increasing $V_1$ a swallowtail loop starts to appear at the zone edge when $V_1 > V_2$. 


Figure 19. Stability diagrams in nonlinear lattices for various values of $c_1 \equiv \frac{mnV_1}{(4\hbar^2k_0^2)}$ and $c_2 \equiv \frac{mnV_2}{(4\hbar^2k_0^2)}$, where $n$ is the average number density. The quasi-wave numbers $k$ and $q$ are in units of $2k_0 = \frac{2\pi}{d}$ with $d$ being the lattice constant of the unit cell in the notation of this review. The Bloch states are stable in the white area. In the gray area the Bloch states are energetically unstable but dynamically stable while, in the black area, they are unstable both energetically and dynamically. This figure is taken from [86].

Dasgupta et al. [87] studied multiple-period states of BECs in nonlinear lattices. They discussed stationary states with larger integer periodicity and their energetic and dynamical stability using the GP equation for both the discrete and continuum models. The main result of this work is that they found a new mechanism of dynamical stability called “attraction-induced dynamical stability” and provided the understanding of the dynamical stability around the Brillouin zone edge due to the isolation of fragments of the BEC in each attractive domain in the nonlinear lattice as discussed in the previous subsection. This attraction-induced dynamical stability is even better manifested for the period-2 case because the majority of the particles are stored in every second attractive domain (i.e., every fourth site in the discrete model) making the fragments of the BEC more firmly separated, while for period-1 case they are stored in every attractive domain (i.e., every second site in the discrete model). Figure 20 shows the dynamical stability diagrams for period-2 Bloch states calculated for the discrete model at the same values of $U\nu/2K$ as Figure 18. It is noted that the growth rate of the fastest growing mode in Figure 20a is much smaller than the period-1 counterpart shown in Figure 18a; the dynamically stable region in Figure 20b is larger than the period-1 counterpart shown in Figure 18b.

Superfluid Fermi gases in nonlinear lattices were studied by Yu et al. [90]. They considered quasi-1D 2-component superfluid Fermi gases based on the 1D version of the BdG equation (7) with spatially modulated interaction strength of the form $g(x) = V_1 + V_2\cos 2k_0x$ with $V_1 < 0$ and $V_2 \geq 0$. Note that it has been assumed that the uniform component is attractive ($V_1 < 0$) so that the system is in the superfluid phase. The properties of the Bloch states in this system for various parameter values of $V_1$ and $V_2$ are summarized in Figure 21.
Figure 20. The same as Figure 18, but for period-2 Bloch states. Taken from [87].

Figure 21. Phase diagram of the Bloch states of superfluid Fermi gases in nonlinear lattices in the $|U_1| - U_2$ plane, where $U_1 = V_1$ and $U_2 = V_2$ in the notation of this review. In the parameter region denoted by “SF-N”, the system has a critical quasimomentum of the superflow above which the normal state has lower energy compared to the superfluid state while, in the regions denoted by “SF” and “SW”, there is no such critical value and the superfluid state is always lower in energy than the normal state in the whole Brillouin zone. Particularly, in the region of “SW” at larger $|U_1|/U_2$, the energy band has a swallowtail loop around the zone edge. In the region denoted by “FFLO-like” (Fulde–Ferrell–Larkin–Ovchinnikov) at smaller $|U_1|/U_2$, the ground state has a nonzero quasimomentum of the superflow. Taken from [90].

The key point is the competition between the effects of the nonlinear uniform interaction by $V_1$ and the periodicity of the system induced by $V_2$. It was found that the former dominates over the latter for lager $|V_1|/V_2$ (the region denoted by “SW” in Figure 21), the Bloch band has a swallowtail loop around the Brillouin zone edge. This situation is similar to superfluid Fermi gases in a periodic potential, where the swallowtail appears due to the effect of the nonlinear interaction dominating over the periodicity of the system induced by the external potential [70]. On the other hand, for smaller $|V_1|/V_2$ (the region denoted by “FFLO-like” in Figure 21), it was predicted that the state at the Brillouin zone edge with nonzero quasimomentum of the superflow (quasimomentum per atom $P = \hbar k_0/2$ in the notation of this review article) becomes the ground state of the system. They call this state as “FFLO-like state” because of the nonzero value of the quasimomentum of the superflow (Note that the current of this state, however, is zero.). The stability of the Bloch states of superfluid Fermi gases in nonlinear lattices has yet to be studied.
5.4. Experimental Setup

Finally we give a brief sketch how nonlinear lattices can be created experimentally. With the aid of modern experimental techniques, it is now indeed possible to construct systems where the nonlinear term has an explicit spatial dependence. A very efficient way to do this is to employ optical Feshbach resonances (OFRs) [91,92].

Ultracold atoms offer an immense controllability over physical quantities like scattering length. It all started with magnetic Feshbach resonances, that use Zeeman shifts to make the scattering states resonate with a bound molecular state. It was later suggested [93] that lasers can be used to induce the resonance optically. This Feshbach resonance via optical fields offers additional advantages over magnetic ones: the intensity as well as the frequency of the laser beams can be rapidly and precisely controlled. In addition, high resolution (submicron level) spatial control of the scattering length is possible by creating specially structured laser fields.

In OFRs, the basic scheme is to use a laser beam (tuned near the photoassociation resonance) that couples an initial state of free atoms to a molecular bound state. The scattering length is accordingly modified. If the OFR is driven by a standing wave with a certain periodicity, the interparticle interaction derived from it has the same periodic nature. Thus, a nonlinear lattice is generated. Using OFRs, Yamazaki et al. [94] demonstrated rapid, spatial modulation of the scattering length periodically at the submicron level. In this particular setup, a pulsed optical standing wave was applied to a BEC of Ytterbium atoms. The resonant wavelength was 556 nm, and the optical pulse could generate a scattering length periodically modulated in space with wavelength 278 nm.

6. Conclusions

Over the last two decades ultracold atoms in optical lattices [14–17] have emerged as a key paradigm to study the ideal realizations of many important problems in highly controllable settings, ranging from single particle quantum mechanical effects such as Bloch oscillations to strongly correlated many-body effects such as the superfluid-Mott insulator quantum phase transition. In the recent past the focus in the field has shifted more towards observing equilibrium and non-equilibrium quantum many-body effects and topological phenomena [95]. In this light the subject of this review, namely, the interplay of mean-field atomic interactions and the periodicity of the applied external potential serves to re-emphasize the fact that there are unique and interesting phenomena even in a much simpler setting. Our hope is that such a review can rekindle some interest in this area especially from the experimental side as to date there has not been a clear observation of swallowtail loop structures or period-doubled solutions for optical lattices. Moreover, in striving to control complex quantum systems such as ultracold atoms to an ever greater degree in order to realize complex many-body ground states [95] it becomes very important to be aware of and understand fundamental limitations on state preparation due to unavoidable adiabaticity breaking imposed by phenomena such as swallowtail loop dispersions.

In this review we focused on some interesting phenomena originating from the nonlinear, mean-field interactions of superfluid atomic gases in periodic potentials. We began with a summary of the basic theoretical description of Bose–Einstein condensates (BECs) and superfluid Fermi gases within the mean-field framework in Section 2. In Section 3 we provided a comprehensive overview of the phenomenon of swallowtail loops in the band-structure of superfluid atomic gases in an optical lattice, followed by the discussion of Bloch states with multiple periods of the applied optical lattice potential in Section 4, and Bloch states in nonlinear lattices, i.e., situations in which the nonlinear interaction term is itself a periodic function in space in Section 5. While we have covered a substantial portion of the various interesting phenomena that can arise due to the nonlinearity in the mean-field theory of superfluids, this is by no means complete. For instance, as mentioned in the introduction, we have made no attempt to describe localized soliton solutions to the Gross–Pitaevskii equation and suggest the excellent review [20] on this topic for the interested reader.
Although considerable amount of research work has already been accomplished in this field, it is still relatively young and has flourished only over the last two decades beginning with the experimental discovery of BECs. As a result we believe there are still a range of open problems that can be investigated. Some examples include, the stability of Bloch and swallowtail loop states of superfluid Fermi gases in nonlinear lattices, Bloch oscillation dynamics for both bosons and fermions in regimes with swallowtail loops, the study of quantum equivalents of mean-field nonlinear phenomena including solitons and loops, and nonlinear phenomena in more exotic systems such as BECs with spin-orbit interactions or spinor BECs etc.
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