Hierarchy of transcriptomic specialization across human cortex captured by structural neuroimaging topography
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Hierarchy provides a unifying principle for the macroscale organization of anatomical and functional properties across primate cortex, yet microscale bases of specialization across human cortex are poorly understood. Anatomical hierarchy is conventionally informed by invasive tract-tracing measurements, creating a need for a principled proxy measure in humans. Moreover, cortex exhibits marked interareal variation in gene expression, yet organizing principles of cortical transcription remain unclear. We hypothesized that specialization of cortical microcircuitry involves hierarchical gradients of gene expression. We found that a noninvasive neuroimaging measure—MRI-derived T1-weighted/T2-weighted (T1w/T2w) mapping—reliably indexes anatomical hierarchy, and it captures the dominant pattern of transcriptional variation across human cortex. We found hierarchical gradients in expression profiles of genes related to microcircuit function, consistent with monkey microanatomy, and implicated in neuropsychiatric disorders. Our findings identify a hierarchical axis linking cortical transcription and anatomy, along which gradients of microscale properties may contribute to the macroscale specialization of cortical function.

The neocortices of human and nonhuman primates exhibit interareal patterns of structural and functional variation. Cortical areas are distinguished by differences in their cellular composition, laminar differentiation, and long-range anatomical connectivity. Primate cortex is characterized by large-scale gradients of specialization in physiology and function, including in representational selectivity and dynamics of intrinsic activity. Recent advances in large-scale, high-throughput transcriptomics, which can produce genome-wide atlases of spatially distributed gene expression profiles, have also revealed a rich transcriptional architecture in humans, characterized by spatially heterogeneous gene expression levels across brain areas. Interareal transcriptional diversity has been related to differences in cortical function, including the spatiotemporal structure of intrinsic network activity, and to spatially heterogeneous patterns of anatomical connectivity. Yet unifying principles for the macroscale organization of structural, functional, and transcriptional differences across human and nonhuman primate cortices are still unknown.

A parsimonious principle for the large-scale anatomical and functional organization of nonhuman primate cortex is the concept of cortical hierarchy. Anatomical hierarchy, defined as a globally self-consistent ordering of cortical areas according to characteristic laminar patterns of interareal projections, has been studied extensively in monkeys through histological tract-tracing methods. The ordering of cortical areas along the anatomical hierarchy, which situates early sensory areas toward the bottom and higher-order association areas toward the top of the hierarchical levels, has also been found to align with areas’ functional organization in sensory processing hierarchies. We hypothesized that the transcriptional architecture of human cortex is also hierarchically organized, such that the functional specialization of human cortical microcircuitry involves hierarchical gradients of gene expression levels. However, the highly invasive nature of the tract-tracing data-acquisition procedures required to index hierarchy in nonhuman primates has thus far precluded analogous investigations of cortical organization in humans, thereby creating the need for noninvasive alternative measures.

To address these open questions, we analyzed transcriptional, anatomical, and neuroimaging data from humans and monkeys to study the hierarchical organization of cortical microcircuit specialization. We found that a structural neuroimaging measure, the MRI-derived T1w/T2w map, provides a noninvasive proxy for anatomical hierarchy in primate cortex. To test for hierarchical gradients in gene expression, we then compared the spatial expression profiles of genes in the Allen Human Brain Atlas (AHBA) to the topography of the human T1w/T2w map. We found strong hierarchical gradients in expression profiles of genes related to synaptic physiology, cell-type specificity, and cortical cytoarchitecture, in line with monkey microanatomical measurements. Furthermore, we observed a remarkably close topographic correspondence between the T1w/T2w map and the dominant spatial pattern of gene expression variation across human cortex. Finally, we found that hierarchically patterned genes were preferentially associated with functional processes and brain disorders. Taken together, these findings suggest that the transcriptional and anatomical architectures of human cortex share a common principal axis of areal variation related to hierarchy and that hierarchical gradients of microscale properties contribute to the macroscale specialization of cortical function.

**Results**

T1w/T2w maps noninvasively capture anatomical hierarchy. To enable the study of hierarchy in human cortex, we first sought to...
establish a neuroimaging measure that can serve as a noninvasive proxy for indexing anatomical hierarchy. One measure we examined was the cortical T1w/T2w map. The cortical T1w/T2w map has been proposed as an in vivo measure that is sensitive to regional variation in gray-matter myelin content, based on its close correspondence with myelin-stained sections in histological validation studies and its recapitulation of known neuroanatomical borders between cyto- and myeloarchitecturally delineated areas (see Discussion). Motivated by the empirical observation that T1w/T2w map values are high in primary sensory cortex (visual, somatosensory, auditory) and low in association cortex, homologously in human and monkey (Fig. 1a–c and Supplementary Fig. 1) and stably across individuals, we hypothesized that the group-averaged cortical T1w/T2w map, through an inverse relationship with hierarchy, provides a noninvasive correlate for areas’ hierarchical positions.

We validated the T1w/T2w map as a proxy for hierarchy in monkey cortex by comparing T1w/T2w map values to model-estimated anatomical hierarchy levels, derived from conventional tract-tracing approaches that quantify long-range interareal projections and their laminar specificity15. These laminar connectivity data, which include only direct corticocortical projections, are used to specify a globally optimal hierarchical ordering of cortical areas, such that lower areas send feedback projections to higher areas (Supplementary Fig. 2). Feedforward and feedback projections primarily originate from the supragranular and infragranular cortical layers, respectively15,19. At the level of individual projections, we found that the difference in T1w/T2w map values between connected areas was correlated with the laminar feedforward or feedback structure of the connection (Fig. 1d), more strongly in high-T1w/T2w sensory areas than in low-T1w/T2w association areas (Supplementary Fig. 3). Global anatomical hierarchy levels were estimated by fitting a generalized linear model to pairwise laminar projection data (see Methods). We found a strong negative correlation between model-estimated anatomical hierarchy levels and T1w/T2w map values (r = −0.76, P < 10−5; Spearman rank correlation; Fig. 1e,f).

How well does the T1w/T2w map capture estimated anatomical hierarchy levels, relative to other putative proxy measures? We compared the performance of the T1w/T2w map against two alternative proxy candidates derived from structural MRI: the map of cortical thickness, as cortex is generally thicker in association cortex than sensory cortex; and the map of geodesic distance from primary visual cortex, which defines a posterior–anterior gradient. We found that the T1w/T2w map was more strongly correlated with model-estimated hierarchy than were either of the two other candidate proxy measures (Fig. 2). This finding, together with the observed interspecies homology18, supports the use of the T1w/T2w map as a noninvasive correlate of hierarchy across human cortex, for which lack of invasive tract-tracing data precludes a more direct characterization of anatomical hierarchy per conventional approaches.

Hierarchical gradients in cortical microcircuit specialization. We hypothesized that the large-scale organization of cortical microcircuit specialization—that is, areal variation in synaptic and cellular composition with functional relevance—may involve hierarchical gradients of gene expression levels across human cortex. To test this hypothesis, we examined areal patterns of cortical gene expression variation from the AHBA in relation to the T1w/T2w map. The AHBA is a transcriptional atlas that contains gene expression levels measured with DNA microarray probes and sampled from hundreds of neuroanatomical structures in the left hemisphere across six normal postmortem human brains5. From these data, we calculated group-averaged gene expression profiles across 180 unilateral cortical areas using a multimodal parcellation from the Human Connectome Project33 (Fig. 3 and see Methods). We then computed correlations of these expression profiles with the human T1w/T2w map. Because of the strong inverse relationship found between the T1w/T2w map and model-estimated hierarchy (Fig. 1), by extension, expression levels of genes that negatively correlate with the T1w/T2w map tend to increase with progression to higher hierarchical levels—i.e., from sensory to association cortex—and thus exhibit a positive hierarchical gradient; conversely, genes with positive T1w/T2w map correlations (TMCs) exhibit decreasing...
expression levels along the hierarchical axis. To support the validity of our interpretations, we compared the TMCs of microcircuitry-related gene expression profiles in human cortex to TMCs with more direct anatomical measures in monkey cortex, with a focus on cytoarchitecture, inhibitory interneuron densities, and synaptic processes (Fig. 4).

An established feature of microcircuit specialization that varies along the cortical hierarchy is the degree of laminar differentiation in local cytoarchitecture: primary sensory cortex is highly laminated and exhibits a thick and well-defined granular layer, whereas association cortex is characterized by decreasing laminar differentiation and a gradual loss of the granular layer with progression up hierarchical levels. In monkey cortex, we found that areas’ cytoarchitectural types correlated strongly with their T1w/T2w map values (Fig. 4a). In human cortex, we examined average expression profiles of genes reported to be preferentially expressed in specific cortical layers. Consistent with the cytoarchitectural trends observed in monkey cortex, we found positive TMCs for genes preferentially expressed in granular layer 4 (L4) and found negative TMCs for supragranular (L1–L3) and infragranular (L5/6) layer-specific genes (Fig. 4b,c). These findings demonstrate that the noninvasive T1w/T2w map captures anatomical gradients related to cortical hierarchy in humans and nonhuman primates.

To gain further insight into microcircuit bases of hierarchical specialization, we examined the spatial distributions of markers for different inhibitory interneuron cell types. Inhibitory interneuron cell types fall into several biophysically distinct classes that differ in their synaptic connectivity patterns, morphology, electrophysiology, and functional roles. In monkey cortex, we found that immunohistochemically measured densities of parvalbumin- and calretinin-expressing interneurons exhibited positive and negative TMCs, respectively (Fig. 4d). Consistent with these trends, in human cortex we found corresponding negative and positive hierarchical gradients in the expression profiles for the genes that code for parvalbumin and calretinin (Fig. 4e). In general, we observed strong hierarchical gradients in transcriptional markers for a number of inhibitory interneuron cell types as well as for composite gene expression profiles associated with specific neuronal cell types derived from RNA-sequencing in individual human neurons (Supplementary Fig. 4). These findings suggest that hierarchical gradients in neuronal cell-type distributions may contribute to sensory–association specialization of cortical microcircuit function.

Gradients in the composition of synapses may endow cortical areas with the diverse physiological properties required to perform the various computations underlying specialized cognitive and behavioral functions. For instance, local increases in the strength of recurrent excitatory connectivity may endow cortical circuits in association cortex with extended temporal integration, supporting cognitive computations. One putative microanatomical correlate for the strength of recurrent synaptic excitation in local cortical microcircuits is the number of excitatory synapses on pyramidal neurons, which can be quantified by counting the number of spines on pyramidal cell dendrites. In monkey cortex, we found a strong negative TMC for basal-dendritic spine counts on cortical pyramidal neurons (Fig. 4f). This finding suggests a gradient of increasing local recurrent excitation strength along the cortical hierarchy in primates.

Distinct subunits of synaptic receptor proteins that mediate neurotransmission are differentially expressed across neuronal cell types and produce physiologically diverse synaptic properties.
In the AHBA dataset, we examined expression profiles of genes that code for various excitatory and inhibitory synaptic receptor subunits (Fig. 4h–j). The gene GRIN2B, which codes for a glutamatergic NMDA receptor subunit that mediates synaptic excitation preferentially in association cortex, exhibited a strong negative TMC. This result suggests increased recurrent excitatory strength in association cortical areas and is consistent with the spine count gradient observed in monkey. Gene sets coding for neuromodulatory synaptic receptor subunits also contain strong positive and negative TMCs (Supplementary Fig. 5). The positive and negative TMCs reported in Fig. 4i,j suggest that hierarchical gradients in local excitatory and inhibitory synaptic machinery contribute to the functional specialization of cortical microcircuitry.

T1w/T2w topography captures the dominant axis of transcriptional variation across human cortex. How well does the T1w/T2w map capture areal variation in the transcriptional architecture of human cortex in general? We performed principal component analysis to identify the dominant areal patterns of gene expression variation (Fig. 5 and Supplementary Fig. 6). To test for generality of effects, we analyzed categorical sets of genes that are preferentially expressed in human brain tissue, neurons, oligodendrocytes, and synaptic compartments. To assess the statistical significance of effects, we developed a method for spatial autocorrelation-preservation permutation testing to generate random surrogate maps (Supplementary Fig. 7 and see Methods). The first principal component (PC1) is defined as the spatial map that captures the greatest fraction of total gene expression variance across cortical areas (Fig. 5a). Across all five gene sets, PC1 captured a large fraction of gene expression variance (range: 21–27%, more than twice that of the second component; Fig. 5b and Supplementary Fig. 6), revealing that cortical gene expression variance is captured by the T1w/T2w map. The T1w/T2w map topography was strongly correlated with PC1, i.e., the dominant spatial pattern of gene expression variation, across all tested gene sets (TMC range: 0.80–0.81; P < 10−5; Fig. 5c,d). Like the T1w/T2w map, PC1 differentiates primary sensorimotor areas from association areas (Supplementary Fig. 8), consistent with a prior report on a subset of the AHBA...
Figure 5. The group-averaged T1w/T2w map captures the dominant axis of gene expression variation across human cortex. a, PC1, here for a set of brain-specific genes, is the area map that linearly captures the maximum variation in gene expression. Both maps are standardized (i.e., z-scored) and shown in units of s.d. (e) from the mean. b, PC1 captures a large fraction of total gene expression variance. Inset: variance captured by PC1 for five categorical gene sets: all genes; genes preferentially expressed in brain, neurons, oligodendrocytes, and synaptic compartments (see Methods). c, PC1 for the brain-specific gene set is highly correlated with the T1w/T2w map ($r_\text{T1w/T2w} = 0.81$, $P < 10^{-5}$; Spearman rank correlation). d, Across all sets, PC1 exhibits a highly similar areal topography to the T1w/T2w map (TMC range: 0.80–0.81; $P < 10^{-5}$ for each). e, Gene expression variance captured by the T1w/T2w map ($\sigma_{\text{T1w/T2w}}^2$) relative to PC1 ($\sigma_{\text{PC1}}^2$). Statistical significance in d and e is calculated through permutation testing with surrogate maps that preserve spatial autocorrelation structure ($*** P < 10^{-5}$), and gray lines in d, e mark the bootstrap-estimated 95% confidence interval (see Methods).

Dataset. We also quantified how much gene expression variance was captured by the T1w/T2w map (see Methods). We found that, across all gene sets, the T1w/T2w map captured more than half as much variance as PC1, which by construction was the spatial map that captured the maximum possible gene expression variation (Fig. 5c). We then compared performance of the T1w/T2w map against the two alternative candidate proxy maps, cortical thickness and geodesic distance from primary visual cortex (Fig. 6). Across all gene sets, the T1w/T2w map was more strongly correlated with PC1 and captured more gene expression variance than either alternative map. The close alignment between T1w/T2w map topography and spatial gene expression variation suggests that the dominant axis of transcriptional variation in human cortex relates to hierarchy. Furthermore, the robustness of our findings across gene sets demonstrates that this axis captures areal variation in general across a number of neurobiological processes.

What effects may be driving the outliers that deviate from the otherwise strikingly strong correspondence between gene expression PC1 and the T1w/T2w map shown in Fig. 5c? We constructed a map of the absolute deviation (i.e., residual) of each cortical area from the best-fit line illustrated in Fig. 5c (Supplementary Fig. 9a) and noticed that the anomalously large residuals were preferentially located in areas of cortex with large gradients in local T1w/T2w map values (Supplementary Fig. 1a). Due to sparse cortical sampling in the AHBA (203 ± 27 samples per subject; 1,220 total samples across 6 subjects), substantial spatial interpolation was required to produce our parcelled gene expression maps (Fig. 3). We therefore hypothesized that large discrepancies were due to relatively poor gene expression estimates in regions with large T1w/T2w gradients. To test this quantitatively, for each area we computed a measure of local T1w/T2w gradient and compared these values to the PC1 residuals. We indeed found a strong correlation between local T1w/T2w gradient and PC1 residual magnitude ($r_\text{PC1} = 0.70$, $P < 10^{-5}$; Pearson correlation; Supplementary Fig. 9b,c). Our prediction was further supported by a validation of our key results with an earlier group-averaged dataset. Results were highly consistent, and the Conte69 T1w/T2w map tended to yield stronger TMC values than did the Human Connectome Project’s (HCP) T1w/T2w map (Supplementary Fig. 10). Compared to the smoother Conte69 map, the HCP map contains more sharply separated T1w/T2w values among neighboring cortical parcels (auto-correlation space constant: 6.38 mm for Conte69 versus 6.16 mm for HCP), likely due to differences in surface registration and smoothing. Together, these findings suggest that the relationships reported in this study, between cortical structure and transcription in humans, may be systematically underestimated, due to the limited spatial resolution in the AHBA dataset.

Stably expressed genes preferentially exhibit hierarchical gradients. Genes that are especially vital to normal healthy cortical function may be more likely to have consistent spatial expression profiles across individual subjects. Hawrylycz and colleagues defined differential stability (DS) as the mean pairwise correlation between subjects’ individual gene expression profiles, which they found predicts association with key neurobiological functions when computed across all (i.e., both cortical and subcortical) brain structures. We found a strongly positive, nonlinear relationship between DS computed across cortical areas (DS$_C$) and TMC magnitude (Fig. 7a). To gain additional insight into this relationship, we explored the impact of filtering genes through progressively higher DS thresholds on the TMC distribution. Exclusion of low-DS genes greatly altered the shape of the TMC distribution, collapsing the prominent peak centered near zero while progressively producing two roughly symmetric, bimodal peaks at strong TMCs (Fig. 7b). Furthermore, exclusion of low-DS genes strongly increased the fraction of transcriptional variance captured by PC1 (Fig. 7c), rendering gene expression patterns more quasi-one-dimensional. Together, these findings suggest that high-DS genes—that is, genes whose spatial expression profiles in cortex are highly stable across individuals—preferentially exhibit strong positive and negative hierarchical gradients.

Hierarchically expressed genes are enriched for functional and disease annotations. To examine the functional roles of genes with strong hierarchical gradients, we tested for their preferential enrichment in gene sets defined by functional and disease ontologies. We found that genes with stronger TMCs were enriched in more functional categories, relative to genes with weaker TMCs, for all functional gene ontologies tested; biological processes, cellular components, molecular functions, microRNA binding sites, and drug targets (Fig. 8a). These results suggest that diverse key cellular biological processes contribute to hierarchical differentiation of cortical microcircuitry. Finally, we examined whether hierarchical expression is a property preferentially found in group-averaged
Fig. 6 | Principal component analysis (PCA) shows that the dominant mode of gene expression variation (PC1) is better captured by the group-averaged T1w/T2w map than by other candidate proxies. a, Parcellated group-averaged (N = 339) map of human cortical thickness. b, The difference in correlation with PC1 between the cortical thickness map and the T1w/T2w map, i.e., \( r(\text{Thickness}, \text{PC1}) - r(T1w/T2w, \text{PC1}) \), across several categorical gene sets. Negative values indicate that the T1w/T2w map is more strongly correlated with PC1 than is the thickness map. c, The difference in the fraction of gene expression variance captured, relative to the variance captured by PC1, between the T1w/T2w map and the cortical thickness map, i.e., \( (\sigma^2_{\text{PC1}} - \sigma^2_{\text{T1w/T2w}})/\sigma^2_{\text{PC1}} \), across several categorical gene sets. Negative values indicate that the T1w/T2w map captures more gene expression variance than does the thickness map. d, Parcellated map of geodesic distance from primary visual cortical area V1. Maps in a and d are standardized (i.e., z-scored) and shown in units of s.d. (\( \sigma \)) from the mean. e, The difference in correlation with PC1 between the T1w/T2w map and the map of distance from area V1. f, The difference in the fraction of gene expression variance captured, relative to the variance captured by PC1, between the T1w/T2w map and the map of distance from V1. Statistical significance in b and e is calculated by a two-sided test of the difference between dependent correlations (N = 180); in c and f it is calculated through permutation testing with surrogate maps that preserve spatial autocorrelation structure (*** \( P < 10^{-5} \)). Gray lines in b, c, e, and f mark the bootstrap-estimated 95% confidence interval.

Fig. 7 | Expression profiles of genes that exhibit strong hierarchical gradients tend to be relatively stable across individuals. a, \( D_{\text{Sub}} \), the mean pairwise Spearman rank correlation between subjects’ cortical gene expression maps, as a function of the TMC magnitude for all 16,088 genes (\( r_z = 0.66, P < 10^{-4}; \) Spearman rank correlation). Each gray dot represents a single gene. The black line indicates the average value in a sliding window of size 600 points. Abs, absolute value. b, Filtering genes by a threshold on \( D_{\text{Sub}} \) alters the shape of the TMC distribution. Increasing the \( D_{\text{Sub}} \) threshold filters out genes whose cortical expression profiles are not relatively consistent across subjects. The trough that develops near TMC = 0 suggests that high-\( D_{\text{Sub}} \) genes preferentially exhibit strong hierarchical gradients. Min, minimum. c, Thresholding genes by \( D_{\text{Sub}} \) substantially increases variance captured by PC1 of gene expression variation (blue), whereas it has little effect on PC1’s TMC (red). Shaded regions in b and c mark the bootstrap-estimated 95% confidence interval. Number of genes that exceed each \( D_{\text{Sub}} \) threshold: \( D_{\text{Sub}} > 0, N = 14,509; D_{\text{Sub}} > 0.025, N = 12,169; D_{\text{Sub}} > 0.05, N = 9,494; D_{\text{Sub}} > 0.075, N = 7,332; D_{\text{Sub}} > 0.1, N = 4,853. 

profiles of genes associated with psychiatric and neurological disorders. For instance, we found that the genes APOE and SNCA, which are strongly linked to Alzheimer’s and Parkinson’s diseases, respectively, exhibited robust negative TMCs and were therefore more highly expressed in association cortex (Fig. 8b,c). For a systematic examination, we statistically quantified the enrichment of genes with strong hierarchical variation in disease-related gene sets, obtained from the DisGeNet database. We found that genes with strongly negative TMCs were significantly over-represented across multiple disease-related gene sets (Fig. 8d); in particular, genes set for schizophrenia, bipolar disorder, autistic disorders, and depressive disorders were significantly enriched with strongly negative TMC genes (\( P < 10^{-2} \) for each), which are more highly expressed in association cortex. These findings suggest that brain disorders involve differential impacts to areas along the cortical hierarchy.

Discussion
Taken together, our findings show that multiple complementary measurement approaches reveal a robust hierarchical organization of microscale variation that may contribute to the macroscale specialization of primate cortical function. First, the MRI-derived T1w/T2w map provides a noninvasive neuroimaging proxy for anatomical hierarchy in the absence of axonal tract-tracing data. Second, the principal axis of transcriptional variation across human cortex aligns with cortical hierarchy, as captured by the T1w/T2w map. Third, this hierarchical axis reflects a gradient of local microcircuit
Specialization involving synapses and cell types, with relevance to brain disease pathophysiology. Strong similarities between the patterns of anatomical, functional, and transcriptional variation suggest that hierarchical gradients of microcircuit properties play key roles in the functional specialization of large-scale networks across the human cortex. Moreover, the agreement between human transcriptional and monkey anatomical measures suggests conserved organizing principles in human and nonhuman primate cortex.

Specialization of cortical function may derive, in part, from the multiple features of microcircuitry identified here to exhibit hierarchical gradients. For instance, stronger recurrent excitation in association cortex can endow association circuits with longer timescales of intrinsic activity as observed empirically, which subserve the prolonged integration of signals in these areas. Furthermore, computational modeling of cortical circuits identifies recurrent excitation strength as a key property governing functional specialization across areas for core cognitive computations such as working memory and decision-making. Hierarchical gradients of inhibitory interneuron cell types can additionally shape regional specialization of dynamics and function, due to cell-type differences in physiology and synaptic connectivity. For example, parvalbumin-expressing inhibitory interneurons preferentially target the perisomatic areas of pyramidal neurons, where they can gate pyramidal neuron outputs. In contrast, calretinin-expressing inhibitory interneurons preferentially target distal dendrites of pyramidal neurons and other inhibitory interneurons, where they may play key computational roles in disinhibition-mediated gating of dendritic inputs. Cytoarchitectural differences between areas correlate with their pairwise laminar-projection profiles, linking local microcircuit specialization of areas to their hierarchical long-range interactions.

Our study adds to a growing understanding of how transcriptional specialization shapes cortical function. Transcriptional diversity, particularly of genes that regulate synaptic function and ion channel activity, relates to the spatiotemporal organization of intrinsic activity in large-scale cortical networks; and transcriptional markers for synaptic, neuronal, and axonal structure relate to patterns of anatomical connectivity. Of note, Hawrylycz et al. found that genes most strongly predictive of functional connectivity patterns in cortex were shifted toward high DS, and that, across all brain regions, high-DS genes were enriched in gene sets related to functional ontologies and brain diseases, leading the authors to suggest these genes constitute a "canonical transcriptional blueprint" for the human brain. We found that high-DS genes exhibited strong hierarchical gradients across human cortex (Fig. 7a) and that these strong-TMC genes exhibited similar functional and brain disease-related enrichments. These results suggest that hierarchically and stably expressed genes across human cortex contribute to the transcriptional regulation of cortical function, and to its pathophysiological disruption in disease.

Our findings demonstrate that the T1w/T2w map generally captures an axis of hierarchical differentiation across cortex that reflects multiple features of interareal variation. The T1w/T2w map—an MRI contrast map that removes shared imaging intensity biases and increases image contrast—is sensitive to gray-matter myelin content, which may itself contribute to functional specialization in several ways. However, both T1- and T2-weighted image intensities depend on multiple MRI parameters, each of which is sensitive to several other brain microstructural properties, including cell size and density, degree of dendritic arborization, iron, and water. Further in vivo characterization of microstructural variation can be provided by quantitative MRI techniques such as T1 mapping. Thus, the T1w/T2w map provides a readily acquired, noninvasive neuroimaging measure that is sensitive to areal variation in not one but several structural components of local cortical microarchitecture. We note that there are interesting deviations between the topographies of the T1w/T2w map and other hierarchical features. For instance, primary motor cortex and retrosplenial cortex exhibit high T1w/T2w map values, yet differ from primary sensory areas in their laminar structure.

Multiple functionally defined hierarchies in human and nonhuman primate cortices have been proposed, none of which are mutually exclusive with the anatomical hierarchy informed by...
long-range laminar projection patterns. For instance, studies have found hierarchical differences across areas in the temporal selectivity of spontaneous dynamics and sensory processing, but it remains unclear how these differences relate to hierarchies of microcircuit specialization. In this study, we have identified multiple microanatomical and transcriptional properties of cortical microcircuitry that exhibit hierarchical gradients and may contribute to physiological and functional specialization. Notably, cortical function has a complex multidimensional organization with multiple axes of areal variation, each of which can be represented by a scalar-valued map. Distinct information-processing hierarchies can be defined for different sensory modalities, as well as within a modality, such as the dorsal and ventral processing streams in the primate visual system. Further studies can investigate how integration of multiple neuroimaging measures—for instance, combining T1w/T2w imaging with diffusion-weighted imaging—can reveal new multidimensional principles of cortical organization, both within and across functionally specialized networks.

Multiple lines of evidence point to a transcriptional basis for disease phenotypic variation, linking white matter dysconnectivity and developmental changes in structural topology to genes implicated in schizophrenia. Further characterization of the developmental trajectory of hierarchical transcriptional specialization and structural brain tissue degeneration may inform the progression of neurodevelopmental disorders. Strong hierarchical gradients in drug targets, such as receptor subunits, could enable preferential modulation of sensory or association cortical areas at the group level through targeted pharmacology. This may guide future rational design of drug treatments to target specific macroscale cortical circuits. Large-scale mapping of the cortical transcriptome at finer spatial resolution will further elucidate the microcircuit basis of hierarchical specialization with laminar and cell-type specificity.

Methods

Methods, including statements of data availability and any associated accession codes and references, are available at https://doi.org/10.1038/s41593-018-0195-0.

Received: 2 March 2018; Accepted: 30 May 2018; Published online: 6 August 2018

References

1. Lennie, P. Single units and visual cortical organization. Perception 27, 889–935 (1998).
2. Hasson, U., Yang, E., Vallines, I., Heeger, D. J. & Rubin, N. A hierarchy of temporal receptive windows in human cortex. J. Neurosci. 28, 2539–2550 (2008).
3. Lerner, Y., Honey, C. J., Silbert, L. J. & Hasson, U. Topographic mapping of a hierarchy of temporal receptive windows using a narrated story. J. Neurosci. 31, 2906–2915 (2011).
4. Murray, J. D. et al. A hierarchy of intrinsic timescales across primate cortex. Nat. Neurosci. 17, 1661–1663 (2014).
5. Honey, C. J. et al. Slow cortical dynamics and the accumulation of information over long timescales. Neuron 76, 423–434 (2012).
6. Hawrylycz, M. J. et al. An anatomically comprehensive atlas of the adult human brain transcriptome. Nature 499, 391–399 (2012).
7. Hawrylycz, M. et al. Canonical genetic signatures of the adult human brain. Nat. Neurosci. 18, 1832–1844 (2015).
8. Lein, E. S., Belgard, T. G., Hawrylycz, M. & Molnár, Z. Transcriptomic perspectives on neocortical structure, development, evolution, and disease. Annu. Rev. Neurosci. 40, 629–652 (2017).
9. Wang, G.-Z. et al. Correspondence between resting-state activity and brain gene expression. Neuron 88, 659–668 (2015).
10. Krienen, F. M., Yeo, B. T. T., Ge, T., Buckner, R. L., & Sherwood, C. C. Transcriptional profiles of supragranular-enriched genes associate with corticocortical network architecture in the human brain. Proc. Natl Acad. Sci. USA 113, E469–E478 (2016).
11. Richichi, J. et al. Brain networks. Correlated gene expression supports synchronous activity in brain networks. Science 348, 1241–1244 (2015).
12. Fulcher, B. D. & Fornito, A. A transcriptional signature of hub connectivity in the mouse connectome. Proc. Natl Acad. Sci. USA 113, 1435–1440 (2016).
13. Felleman, D. J. & Van Essen, D. C. Distributed hierarchical processing in the primate cerebral cortex. Cereb. Cortex 1, 47–54 (1991).
14. Barbas, H. & Rempel-Clover, N. Cortical structure predicts the pattern of corticocortical connections. Cereb. Cortex 7, 635–646 (1997).
15. Markov, N. T. et al. Anatomy of hierarchy: feedback and feedforward pathways in macaque visual cortex. J. Comp. Neurol. 502, 225–259 (2014).
16. Badre, D. & D’Esposito, M. Is the rostro-caudal axis of the frontal lobe hierarchical? Nat. Rev. Neurosci. 10, 659–669 (2009).
17. Glasser, M. F. & Van Essen, D. C. Mapping human cortical areas in vivo based on myelin content as revealed by T1- and T2-weighted MRI. J. Neurosci. 31, 11597–11616 (2011).
18. Glasser, M. F., Goyal, M. S., Preuss, T. M., Raichle, M. E. & Van Essen, D. C. Trends and properties of human cerebral cortex: correlations with cortical myelin content. Neuroimage 93, 165–175 (2014).
19. Chaudhuri, L., Knoblauch, K., Gariel, M.-A., Kennedy, H. & Wang, X.-J. A large-scale circuit mechanism for hierarchical dynamical processing in the primate cortex. Neuron 88, 419–431 (2015).
20. Wagstyl, K., Ronan, L., Goodyer, I. M. & Fletcher, P. C. Cortical thickness gradients in structural hierarchies. Neuroimage 111, 241–250 (2015).
21. Glasser, M. F. et al. A multi-modal parcellation of human cerebral cortex. Nature 536, 171–176 (2016).
22. Hilgetag, C. C., Medalla, M., Beul, S. F. & Barbas, H. The primate connectome in context: Principles of connections of the cortical visual system. Neuroimage 134, 685–702 (2016).
23. Zeng, H. et al. Large-scale cellular-resolution gene profiling in human neocortex reveals species-specific molecular signatures. Cell 149, 483–496 (2012).
24. Markram, H. et al. Interneurons of the neocortical inhibitory system. Nat. Rev. Neurosci. 5, 793–807 (2004).
25. Kepcs, A. & Fishell, G. Interneuron cell types are fit to function. Nature 505, 318–326 (2014).
26. Lake, B. B. et al. Neuronal subtypes and diversity revealed by single-nucleus RNA sequencing of the human brain. Science 352, 1586–1590 (2016).
27. Wang, X.-J. Synchronized reverberation underlying mnemonic persistent activity. Trends Neurosci. 24, 455–463 (2001).
28. Elston, G. N. Cortex, cognition and the cell: new insights into the pyramidal neuron and prefrontal function. Cereb. Cortex 13, 1124–1138 (2003).
29. Wang, H., Stradman, G. G. III, Wang, X.-J. & Gao, W.-J. A specialized NMDA receptor function in layer 5 recurrent microcircuitry of the adult rat prefrontal cortex. Proc. Natl Acad. Sci. USA 105, 16791–16796 (2008).
30. Genovese, G. et al. Increased burden of ultra-rare protein-altering variants among 4,877 individuals with schizophrenia. Nat. Neurosci. 19, 1433–1441 (2016).
31. Pirooznia, M. et al. SynaptomeDB: an ontology-based knowledgebase for synaptic genes. Bioinformatics 28, 897–899 (2012).
32. Chen, J., Bardes, E. E., Aronow, B. J. & Jegga, A. G. TopGene Suite for gene list enrichment analysis and candidate gene prioritization. Nucleic Acids Res. 37, W305–11 (2009).
33. Bras, J. et al. Genetic analysis implicates APOE, SNCA and suggests lysosomal dysfunction in the etiology of dementia with Lewy bodies. Hum. Mol. Genet. 23, 6139–6146 (2014).
34. Piñero, J. et al. DisGeNET: a comprehensive platform integrating information on human disease-associated genes and variants. Nucleic Acids Res. 45, D833–D839 (2017).
35. Murray, J. D., Jaramillo, J. & Wang, X.-J. Working memory and decision-making in a frontoparietal circuit model. J. Neurosci. 37, 12167–12186 (2017).
36. Yang, G. R., Murray, J. D. & Wang, X.-J. A dendritic disinhibitory circuit mechanism for pathway-specific gating. Nat. Neurosci. 19, 1679–1681 (2016).
37. Loriot, S. et al. Neurobiological origin of spurious brain morphological changes: A quantitative MRI study. Hum. Brain Mapp. 37, 2251–2268 (2013).
38. Lutti, A., Dick, F., Sereno, M. I. & Weiskopf, N. Using high-resolution quantitative mapping of R1 as an index of cortical myelination. Neuroimage 93, 176–188 (2014).
39. Carey, D. et al. Quantitative MRI provides markers of intra-, inter-regional, and age-related differences in young adult cortical microstructure. Neuroimage 1035–8119 (17310121–2017).
40. Gomez, J. et al. Microstructural proliferation in human cortex is coupled with the development of face processing. Science 355, 68–71 (2017).
41. Margulies, D. S. et al. Situating the default-mode network along a principal gradient of macroscale cortical organization. Proc. Natl Acad. Sci. USA 113, 12574–12579 (2016).
42. Huntenburg, J. M., Bazin, P. L. & Margulies, D. S. Large-scale gradients in human cortical organization. Trends Cogn. Sci. 22, 21–31 (2018).
45. Wandell, B. A., Dumoulin, S. O. & Brewer, A. A. Visual field maps in human cortex. *Neuron* **56**, 366–383 (2007).
46. Whitaker, K. J. et al. Adolescence is associated with genomically patterned consolidation of the hubs of the human brain connectome. *Proc. Natl Acad. Sci. USA* **113**, 9105–9110 (2016).
47. Romme, I. A. C., de Reus, M. A., Ophoff, R. A., Kahn, R. S. & van den Heuvel, M. P. Connectome disconnection and cortical gene expression in patients with schizophrenia. *Biol. Psychiatry* **81**, 495–502 (2017).
48. Johnson, M. R. et al. Functional and evolutionary insights into human brain development through global transcriptome analysis. *Neuron* **62**, 494–509 (2009).
49. Bakken, T. E. et al. A comprehensive transcriptional map of primate brain development. *Nature* **535**, 367–375 (2016).
50. Yeatman, J. D., Wandell, B. A. & Mezer, A. A. Lifespan maturation and degeneration of human brain white matter. *Nat. Commun.* **5**, 4932 (2014).

Acknowledgements

We thank B.D. Fulcher, X.-J. Wang, R. Chaudhuri, and D.C. Glahn for useful discussions. This research was supported by NIH grants R01MH112746 (J.D.M.), R01MH108590 (A.A.), and TL1TR000141 (J.D.M.), and by BlackThorn Therapeutics (J.D.M., A.A.).

Author contributions

J.B.B., W.J.M., A.A., and J.D.M. designed the research. J.B.B., M.D., W.J.E., N.M.N., and J.L.J. analyzed the data. J.D.M. supervised the project. J.B.B. and J.D.M. wrote the manuscript and prepared the figures. All authors contributed to editing the manuscript.

Competing interests

W.J.M. is an employee for BlackThorn Therapeutics. A.A. and J.D.M. are consultants for BlackThorn Therapeutics. W.J.M., A.A., and J.D.M. are co-inventors on a provisional patent application #62567087 related to using gene expression topography for predictive therapeutic applications.

Additional information

Supplementary information is available for this paper at https://doi.org/10.1038/s41593-018-0195-0.

Reprints and permissions information is available at www.nature.com/reprints.

Correspondence and requests for materials should be addressed to J.D.M.

Publisher’s note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
Methods

Parcellated structural neuroimaging maps. Human T1/T2w and cortical thickness maps were obtained from the Human Connectome Project (HCP) in the surface-based CIFTI file format. To produce the T1/T2w maps, high-resolution T1- and T2-weighted images were first registered to standard reference space using a state-of-the-art areal-feature-based technique, which precluded the need for spatial smoothing, and then corrected for bias-field intensity inhomogeneities, yielding dimensionless quantities defined with respect to a reference group-averaged map (for more details, see refs 17, 20).

Group-averaged (N = 339) left-hemispheric T1/T2w and thickness maps were parcellated into 180 areas using the HCP’s multimodal parcellation (MMP1.0)11. Parcellated maps were highly stable across individual subjects: the mean pairwise Spearman rank correlation between subjects’ individual maps was 0.94 (or 0.76) for the T1/T2w (or thickness) map. We note that the areal-feature-based surface-registration technique is informed, in part, by alignment of subjects’ T1/T2w maps17, which likely contributes to the discrepancy in stability observed between the two structural maps. Assignment of MMP1.0 parcels to functional networks (Fig. 1b) and Supplementary Fig. 1d) was performed through community detection analysis on time-series correlations in the HCP resting-state fMRI dataset. Six of 180 parcels were not assigned to one of the eight networks analyzed in this study.

For validation, key findings reported for human cortex were replicated using group-averaged (N = 69) T1/T2w maps from the publicly available Conte69 dataset18 (Supplementary Fig. 10). In contrast to the HCP maps, both individual and group-averaged T1/T2w maps in the Conte69 dataset were smoothed using Gaussian filters weighted by geodesic distance to reduce high frequency spatial artifacts.

The group-averaged (N = 19) T1/T2w and thickness maps for macaque monkey cortex were obtained from the publicly available BALSA database (https://balsa.wustl.edu/study/show/W336) and were produced by adapting the HCP preprocessing pipelines to work with monkey MRI data (see ref. 55 for more details). Macaque monkey T1/T2w cortical hemisphere was parcellated into 91 areas using the M132 parcellation, which was used for the anatomical tract-tracing dataset.

To construct maps of geodesic distance from primary visual area V1 in human and monkey cortex, pairwise geodesic distance between two parcels i and j was calculated as the average of all pairwise surface-based distances between grayoutine vertices in parcel i and vertices in parcel j.

Anatomical hierarchy levels in monkey cortex. To assess whether macaque cortical T1/T2w maps could reliably capture the laminar-specific interareal projection patterns conventionally used to define anatomical hierarchy, we fit a generalized linear model (GLM) to quantitative laminar projection data, yielding ordinal hierarchy ‘the eight cortical areas, following the procedure in ref. 17. Anatomical tract-tracing data, derived from retrograde tracers, was obtained from the publicly available Core-Nets database (http://core-nets.org). Retrograde tracer was injected into a target area i, and the number of tracer-labeled neurons in source area j was counted. The fraction of external labeled neurons, FLNC, provides a quantitative measure of connection strength, defined as the number of labeled neurons in the source area normalized by the total number of external labeled neurons in all cortical source areas for a given injection17. Labeled neurons in source areas are classified by their location in either supragranular or infragranular layers. For a given projection, the proportion of supragranular labeled neurons, SLN, is defined as the ratio of Nes to Nseg, Nes for neurons labeled in source area j. As feedforward and feedback connections preferentially originate in supragranular and infragranular layers, respectively19,20, SLN is a quantitative measure of hierarchical distance between two cortical areas21; within this model for laminar-specific projection motifs, a pure feedforward connection from source area j to target area i would originate entirely in the superficial layers, resulting in an SLN of 1. Conversely, a pure feedback projection originating entirely in deep infragranular layers would result in an SLN of 0. We note that two of the 91 areas in the M132 parcellation—subiculum and piriform—were excluded. We first computed the spatial correlation matrix of expression values between samples using the remaining 48,170 probes, then summed this matrix across all samples. Samples whose similarity measure was more than 5 s.d. below the mean across all samples were excluded. At most, this step excluded three samples within a subject.

Samples whose annotations did not indicate that they originated in the left hemisphere of the cerebral cortex were excluded. To focus analysis on neocortex, we also excluded samples taken from cortical structures that are cytoarchitecturally similar to the hippocampus, including piriform cortex, the parahippocampal gyrus, and the hippocampal formation.

Gene expression preprocessing. The Allen Human Brain Atlas (AHBA) is a publicly available transcriptional atlas containing gene expression data measured with DNA microarrays and sampled from hundreds of histologically validated neuroanatomical structures across six (five male and one female) normal postmortem human brains. After no significant interhemispheric transcriptional differences were observed in the first two bilaterally profiled brains, the remaining four donor brains were profiled only in the left cortical hemisphere. To construct parcellated group-averaged gene expression profiles, we therefore restricted all analyses to microarray data sampled from the left cortical hemisphere in each of the six brains. Microarray expression data and all accompanying metadata were downloaded from the AHBA (http://humanbrain-map.org). The raw microarray expression data for each of the six donors includes expression levels of 20,737 genes, profiled by 58,692 microarray probes. These data were preprocessed according to the following procedure:

1. Gene probes without a valid Entrez Gene ID were excluded.
2. Microarray samples exhibiting exceptionally low interarrayal similarity were excluded. We first computed the total sum of expression values between samples using the remaining 48,170 probes, then summed this matrix across all samples. Samples whose similarity measure was more than 5 s.d. below the mean across all samples were excluded. At most, this step excluded three samples within a subject.
3. Samples whose measured expression level was not well above background, as provided in the AHBA dataset, were excluded. Samples surviving this step (i) belonged to a probe whose mean signal was significantly different from the corresponding background, and (ii) had a background-subtracted signal which was at minimum 2.6 times greater than the s.d. of the background.
4. The remaining cortical samples were mapped from volumetric space to the two-dimensional cortical surface using the custom neural toolbox (https://github.com/ahba-org/ntoolbox). The geodesic distance between the stereotactic MNI coordinates reported for each cortical sample and the coordinates of greyordinate vertices in each subject’s native cortical surface mesh (which was constructed using the procedure described in the following section below). Samples whose Euclidean distance to the nearest cortical surface vertex was more than 2 s.d. above the mean across all samples were excluded (excluding between two and 15 samples per subject). An average of 203±27 samples per subject, yielding 1,220 total samples across all six subjects, remained at this stage.
5. Expression levels for samples mapped onto the same surface vertex were averaged. Then expression levels within each remaining sample were z-scored across all gene probes.
6. Using cortical samples mapped onto subjects’ native surface meshes, expression profiles for each of the 180 unilateral parcels in the HCP’s MMP1.0

projection neurons when fitting the GLM, we confirmed that results were generally robust to the choice of neuron count threshold.

Maximum likelihood estimation of model parameters was done in the R programming language using the glm function. The model-estimated hierarchy levels, invariant under linear transformations, were shifted and rescaled to span the unit interval [0,1]. To assess the statistical relationship between T1w/T2w map value and hierarchy level, we calculated the Spearman rank correlation between the 89 ordinal hierarchy values and their corresponding parcellated T1w/T2w map values (Fig. 1c). For visual clarity in Fig. 1c, we removed the nonlinear logit transformation by displaying model-estimated hierarchy levels after applying the inverse-logit (i.e., logistic) transformation. This rescaling preserves the ordering of areas and therefore does not affect the reported Spearman rank correlations.

Macaque monkey anatomical data: cytoarchitectural types, inhibitory interneuron densities, and pyramidal neuron spine counts. To quantify the statistical relationship between T1w/T2w map value and categorical cytoarchitectural type (Fig. 4a), we compared T1w/T2w map values to structural classification values reported for 29 regions of primate visual cortex, obtained from ref. 22. To characterize hierarchical distributions of cortical inhibitory interneuron cell types (Fig. 4b), we compiled, from multiple immunohistochemical studies, the relative densities of inhibitory interneurons which are immunoreactive (ir) to the calcium-binding proteins parvalbumin (PV) and calretinin (CR)23-25. To characterize hierarchical variation in pyramidal neuron excitatory synaptic connectivity (Fig. 4g), we compiled, from multiple studies by Elston and colleagues26-28, the number of spines of basal dendrites of pyramidal neurons.

For each of these three analyses, we produced a mapping between the 91 areas in the M132 atlas parcellation, which was used to calculate parcellated T1w/T2w map values in monkey cortex, to the architectonic areas reported in these collated studies (Supplementary Table 1). Where the anatomical mapping was not a one-to-one correspondence, we mapped the reported architectonic area onto the set of all M132 parcels with nonzero spatial overlap, and then corrected the parcellated T1w/T2w map value was calculated as the average across these M132 parcels.

Gene expression preprocessing. The Allen Human Brain Atlas (AHBA) is a publicly available transcriptional atlas containing gene expression data measured with DNA microarrays and sampled from hundreds of histologically validated neuroanatomical structures across six (five male and one female) normal postmortem human brains. After no significant interhemispheric transcriptional differences were observed in the first two bilaterally profiled brains, the remaining four donor brains were profiled only in the left cortical hemisphere. To construct parcellated group-averaged gene expression profiles, we therefore restricted all analyses to microarray data sampled from the left cortical hemisphere in each of the six brains. Microarray expression data and all accompanying metadata were downloaded from the AHBA (http://humanbrain-map.org). The raw microarray expression data for each of the six donors includes expression levels of 20,737 genes, profiled by 58,692 microarray probes. These data were preprocessed according to the following procedure:

1. Gene probes without a valid Entrez Gene ID were excluded.
2. Microarray samples exhibiting exceptionally low interarrayal similarity were excluded. We first computed the total sum of expression values between samples using the remaining 48,170 probes, then summed this matrix across all samples. Samples whose similarity measure was more than 5 s.d. below the mean across all samples were excluded. At most, this step excluded three samples within a subject.
3. Samples whose annotations did not indicate that they originated in the left hemisphere of the cerebral cortex were excluded. To focus analysis on neocortex, we also excluded samples taken from cortical structures that are cytoarchitecturally similar to the hippocampus, including piriform cortex, the parahippocampal gyrus, and the hippocampal formation.
4. Samples whose measured expression level was not well above background, as provided in the AHBA dataset, were excluded. Samples surviving this step (i) belonged to a probe whose mean signal was significantly different from the corresponding background, and (ii) had a background-subtracted signal which was at minimum 2.6 times greater than the s.d. of the background.
5. The remaining cortical samples were mapped from volumetric space to the two-dimensional cortical surface using the custom neural toolbox (https://github.com/ahba-org/ntoolbox). The geodesic distance between the stereotactic MNI coordinates reported for each cortical sample and the coordinates of greyordinate vertices in each subject’s native cortical surface mesh (which was constructed using the procedure described in the following section below). Samples whose Euclidean distance to the nearest cortical surface vertex was more than 2 s.d. above the mean across all samples were excluded (excluding between two and 15 samples per subject). An average of 203±27 samples per subject, yielding 1,220 total samples across all six subjects, remained at this stage.
6. Expression levels for samples mapped onto the same surface vertex were averaged. Then expression levels within each remaining sample were z-scored across all gene probes.
7. Using cortical samples mapped onto subjects’ native surface meshes, expression profiles for each of the 180 unilateral parcels in the HCP’s MMP1.0
cortical parcellation were computed in one of the two following ways. (i) For parcellations that had at least one sample mapped directly onto one of their constituent surface vertices, parcellated expression values were computed by averaging expression levels across all samples mapped directly onto the parcel. (ii) For parcellations that had no samples mapped onto any of their constituent vertices, we first created densely interpolated expression maps, in which each vertex in the native surface mesh was assigned the expression level associated with the most proximal surface vertex onto which a sample had been directly mapped, determined using surface-based geodesic distance along each subject’s cortical surface mesh (i.e., a Vononoi diagram approach); the average of expression levels across parcels’ constituent vertices was then computed to obtain parcellated expression values, effectively equivalent to performing a weighted average.

8. A coverage score was also assigned to each gene probe, defined as the fraction of 180 parcels that had at least one sample mapped directly onto one of its constituent surface vertices. Probes with coverage below 0.4 (i.e., probes for which fewer than 72 of the 180 parcels contained samples) were excluded from further analysis.

9. For each gene profiled by multiple gene probes, we selected and used the expression profile of a single representative probe. If two probes were available, we selected the probe with maximum expression variance across sampled cortical structures to more reliably capture spatial patterns of areal heterogeneity. If three or more probes were available, we computed a correlation matrix of parcellated gene expression values across the available gene probe combinations, then the resultant matrix along one of its dimensions to run a quantitative similarity measure for each probe relative to the other gene probes, and selected the probe with the highest similarity measure, as it is most highly representative among all available gene probes.

10. Each subject-level gene expression profile was z-scored before we computed group-level expression profiles, which were obtained by computing the mean across subjects which were assigned a probe for that gene. Group-level gene expression profiles were not computed if fewer than four subjects had an available gene probe. Finally, group-level expression profiles were z-scored across all 180 areas for each gene.

These steps yielded group-averaged expression values for 16,088 genes across 180 cortical areas, which were used for all reported analyses. The T1w/T2w map correlation (TMC) for each gene is reported in Supplementary Table 2. We also replicated all reported findings after mapping subjects’ gene expression samples to the HCP’s group-averaged surface mesh instead of subjects’ native surface meshes in step 5 above. However, we found that native surface-based expression sample mapping yielded slightly stronger TMCs and improved spatial registration in general (not shown).

Native surface mesh construction. Single-subject surface registration for each of the six subjects in the AHBA was performed following a procedure adapted from the HCP’s minimal preprocessing pipelines. Briefly, the T1w image was first rigidly aligned to the MNI coordinate axes to produce a native space volume, which was then nonlinearly registered to the standard MNI template using FSL’s FLIRT and FNIRT. The native space image was run through FreeSurfer’s recon-all pipeline, which performs automated segmentation of brain structures to reconstruct the white matter and pial surfaces. The FreeSurfer output surface was then converted to the standard GIFTI format to produce each subject’s native surface mesh. Finally, subjects’ native surface meshes were registered to the standard HCP surface mesh.

Categorical gene sets. We conducted analyses on biologically and physiologically meaningful gene sets extracted from existing databases and neuroscientific literature, reported below (Supplementary Table 2).

1. Brain-specific. We obtained N = 2,413 genes with expression specific to human brain tissue, relative to other tissues, from supplementary dataset 1 of ref. 41. Following ref. 41, brain-specific genes were selected, for which expression in brain tissue was four times higher than the median expression across all 27 different tissues.

2. Neuron- and oligodendrocyte-specific. Brain genes with expression specific to neurons (N = 2,530) or oligodendrocytes (N = 1,769), relative to other CNS cell types, were obtained from supplementary dataset 3b of ref. 41. Following ref. 41, neuron-specific genes were selected, for which log-expression in neurons of P77 cell type in the mouse was 0.5 times greater than the median log-expression across 11 CNS cell types.

3. Synaptome. We aggregated four sets of synaptic genes (N = 1,886 in total) encoding proteins involved in the presynaptic nerve terminal, presynaptic active zone, synaptic vesicles, and postsynaptic density, which were obtained from SynaptomeDB, an ontology-based database of genes in the human synaptome.

4. Neuron subtype-specific. Gene sets representing distinct classes of neuronal subtypes were obtained from ref. 42, in which clustering and classification analyses yielded 16 distinct neuron subtypes, on the basis of differential gene expression measured by RNA sequencing from single neurons in human cortex. The fraction of positive values using exon-only derived transcripts per million (TPM) associated with each subtype-specific gene were obtained from supplementary table S3 of ref. 42; within each neuronal subtype cluster, the TPM values for the cluster genes were normalized and used to create a weighted gene expression profile representative of each subtype’s spatial topography (Supplementary Fig. 4).

5. Layer-specific. Sets of laminar-specific genes localized to different layers of human neocortex were obtained from supplementary table S2 of ref. 42. Genes were broadly grouped into sets representative of supragranular (L1–L3), granular (L4), and infragranular (L5/6) layers.

Spatial autoregressive modeling. Significance values indicated by the number of stars reported on bar plots for T1w/T2w map correlations (TMCs) were corrected to account for spatial autocorrelation structure in parcellated T1w/T2w maps and gene expression maps. Because physical quantities like microstructural tissue composition and gene expression must vary smoothly and continuously in space, measurements recorded from proximal cortical areas tend to be more similar than measurements recorded from distal areas of cortex. This departure from the assumption of independent observations biases calculations of statistical significance. To model this spatial autocorrelation, we used a spatial lag model (SLM) commonly applied in the spatial econometrics literature, of the form $y = pyx + xβ + ε$, where $y$ is a user-defined weight matrix implicitly specifying the form of spatial structure in the data, and $x$ is normally distributed.

To implement a spatial lag model in the python programming language, we used the maximum likelihood estimation routine defined in the Python Spatial Analysis Library (psyalt). We first determined the surface-based spatial separation between each pair of cortical parcels by computing the median of the pairwise geodesic distances between each parcel i and each vertex in parcel j, from which we constructed a pairwise parcel distance matrix, $D_{ij}$.

Simularity of gene expression profiles was well-approximated by an exponential decaying spatial autocorrelation function (Supplementary Fig. 7a,b), as was found in mouse cortex. We fit the correlation of gene expression profiles between two areas with the exponential function $Corr(G_{ij}) = exp(-D_{ij}/d_0)$. Each subject-level gene expression profile was z-scored before we computed group-level expression profiles, which were obtained by computing the mean across subjects which were assigned a probe for that gene. Group-level gene expression profiles were not computed if fewer than four subjects had an available gene probe. Finally, group-level expression profiles were z-scored across all 180 areas for each gene.

Theil–Sen estimator. Grey trend lines in all figures were calculated using the Theil–Sen estimator, a nonparametric estimator of linear slope based on Kendall’s tau rank correlation that is insensitive to the underlying distribution and robust to statistical outliers. It is defined as the median of the set of slopes computed between all pairs of points. From the Theil–Sen estimate of linear slope, $m$, we define the intercept used for the best-fit trend line as $y_0 = median(y) - m median(x)$, such that the trend line runs through the median of the fitted data.

Principal component analysis. We used principal component analysis (PCA) to identify the dominant modes of spatial variation in the transcriptional profiles of gene expression in the human cortex. For a set of N genes, each with group-averaged expression values for P cortical parcels, we constructed a gene expression matrix with one row for each cortical parcel and one column for each unique gene (i.e., with dimensions $P \times N$). The $P \times P$ spatial covariance matrix was constructed by computing the covariance between vectors of gene expression values for each pair of cortical parcels: $C_{ij} = Cov(G_i, G_j)$, where $G_i$ is the ith row in the matrix $G$, corresponding to the vector of N gene expression values for the ith cortical parcel. Eigendecomposition is performed on the spatial covariance matrix to identify the matrix eigenvectors (i.e., principal components) and their corresponding eigenvalues, which are proportional to the amount of variance captured by the corresponding PC. To enumerate each principal component,
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Differential stability. Differential stability (DS) is a correlation-based metric which quantifies the consistency of spatial gene expression patterns across individual brains. DS was originally defined in ref. 41 as “the tendency for a gene to exhibit reproducible differential expression relationships across brain structures.” To compute DS for a gene, we calculated the average pairwise Spearman rank correlation (r) across all subject-level gene expression profiles, for the (four to six) AHBA subjects with an available gene probe, for a maximum of 15 possible pairs (Supplementary Table 2). That is, for gene g whose expression profile across 180 cortical areas in brain i is the vector b(g), we define the DS in cortex (DS) by

\[ DS(g) = \frac{1}{n-1} \sum_{i=1}^{n} r(g, b_i(g)), \]

where n is the number of subjects with an available gene probe. We note that DS is therefore defined with respect to a specified set of brain structures, in this case 180 unilateral cortical areas. We note that any differences between cortical DS values shown in our Fig. 7a and those shown in ref. 41 are due to (i) different cortical parcellation sizes (180 vs. 52 pairs, respectively); (ii) different preprocessing procedures; and (iii) different correlation coefficients (Spearman vs. Pearson, respectively).

Functional enrichment analyses. Functional enrichments were determined using the TopGene (https://topgene.cchmc.org/) web portal41, including gene ontology annotations (biological process, cellular component, and molecular function); microRNA targets (from all sources indicated on https://topgene.cchmc.org/navigation/database.jsp); and drug annotations (from DrugBank, Comparative Toxicogenomics Database, including marker and therapeutic, and Broad Institute CMAP). Significant genes in each category were identified using the TopFun utility. Disease annotations were determined using curated disease gene associations in the DisGeNet database44 (http://www.disgenet.org/web/DisGeNet/menu/home). Hypergeometric testing was used to determine significant over-representation of brain-related disease genes in the top and bottom gene quintiles (20%, 3,218 genes) ranked by T1w/T2w map correlation, following ref. 41.

Statistical methods. Multiple comparisons corrections. Significance values indicated by the number of stars reported on bar plots for T1w/T2w map correlations (TMCs) were Bonferroni-corrected for multiple comparisons. Specifically, statistical significance thresholds (\( * P < 0.05, ** P < 10^{-2}, *** P < 10^{-3} \)) were divided by the number of null hypotheses tested, i.e., by the number of constituent bars contained in each bar plot (Fig. 1 and Supplementary Figs. 4, 5, and 10).

Surrogate data generation. To nonparametrically determine significance values in our PCA results, for Fig. 5 and Supplementary Fig. 6, we generated surrogate maps with a spatial autocorrelation structure that matched the empirical data (Supplementary Fig. 7c). Parameters characterizing the empirical spatial autocorrelation were determined numerically for the cortical T1w/T2w map, cortical thickness maps, and the map of surface-based geodesic distance from area V1; in each case, we fit the data using a spatial lag model of the form

\[ z_i = \beta_0 + \beta_1 x_i + \sum_{j=1}^{d} \beta_j y_j + \epsilon_i, \]

where \( y_j \) is a vector of first Box–Cox transformed and then mean-subtracted map values. The Box–Cox transformation was first applied to the maps so their magnitudes indicating a greater proportion of the total variance captured by the corresponding empirical map (for example, the T1w/T2w map), rank-ordered surrogate map values were reassigned the corresponding rank-ordered values in the empirical map. Note that this approach to surrogate data generation approximates a spatial autocorrelation-preserving permutation test of the empirical neuroimaging map. Using these surrogate maps, we constructed null distributions for N = 10,000 statistical test replications as the proportion of samples in the null distributions whose absolute value is greater than or equal to the absolute value of the test statistic. To compute significance values reported in Fig. 6c, we first constructed null distributions of the statistic \( z_{null} / \sigma_{null} \), using surrogate maps constructed for each neuroimaging map. For each neuroimaging map, we then computed distributions of the difference between the test statistic and each sample statistic in the null distribution. Finally, we used the nonparametric Wilcoxon signed-rank test on these difference distributions, one for the T1w/T2w map and one for either the cortical thickness or geodesic distance map, to test for statistically significant differences in the means of the distributions. The interpretation of our statistically significant results reported in Fig. 6c,f that the T1w/T2w map tends to capture a more appreciable fraction of gene expression variance, relative to its surrogate maps, than do either of the other two candidate neuroimaging maps.

Jackknife estimate of standard error. To nonparametrically estimate the error on reported Spearman rank correlations between length-N vectors x and y, we used a leave-one-out jackknife replication procedure41. We generated N jackknife samples, denoted \( \theta_i \), by removing the i-th element from vectors x and y, recomputing the rank correlation between the two new length-\( (N-1) \) vectors x and y, and repeating for \( i = 1, N \). Because the jackknife estimate consists of a linear operation (i.e., subtraction), we applied the Fisher z-transformation to the \( N \) jackknife-sampled correlation coefficients. The jackknife estimate of standard error on the Fisher z-transformed jackknife samples, \( \hat{z}_{jack} \), was then computed as

\[ \hat{z}_{jack} = \frac{1}{N-1} \sum_{i=1}^{N} z(\theta_i) - z(\bar{\theta}) \]

where \( z(\theta) = 2 \log \left( \frac{1+\theta}{1-\theta} \right) \) is the mean of the N’-transformed jackknife samples. We then added (or subtracted) \( \hat{z}_{jack} \) from the Fisher z-transformed sample statistic, \( z(\theta) \), before applying the inverse transformation to obtain the upper (or lower) bound on each reported error bar, i.e., \( z^{-1}(\theta) \pm \hat{z}_{jack} \).

Functional enrichment analyses. Functional enrichments were determined using the TopGene (https://topgene.cchmc.org/) web portal41, including gene ontology annotations (biological process, cellular component, and molecular function); microRNA targets (from all sources indicated on https://topgene.cchmc.org/navigation/database.jsp); and drug annotations (from DrugBank, Comparative Toxicogenomics Database, including marker and therapeutic, and Broad Institute CMAP). Significant genes in each category were identified using the TopFun utility. Disease annotations were determined using curated disease gene associations in the DisGeNet database44 (http://www.disgenet.org/web/DisGeNet/menu/home). Hypergeometric testing was used to determine significant over-representation of brain-related disease genes in the top and bottom gene quintiles (20%, 3,218 genes) ranked by T1w/T2w map correlation, following ref. 41.

Statistical methods. Multiple comparisons corrections. Significance values indicated by the number of stars reported on bar plots for T1w/T2w map correlations (TMCs) were Bonferroni-corrected for multiple comparisons. Specifically, statistical significance thresholds (\( * P < 0.05, ** P < 10^{-2}, *** P < 10^{-3} \)) were divided by the number of null hypotheses tested, i.e., by the number of constituent bars contained in each bar plot (Fig. 1 and Supplementary Figs. 4, 5, and 10).

Surrogate data generation. To nonparametrically determine significance values in our PCA results, for Fig. 5 and Supplementary Fig. 6, we generated surrogate maps with a spatial autocorrelation structure that matched the empirical data (Supplementary Fig. 7c). Parameters characterizing the empirical spatial autocorrelation were determined numerically for the cortical T1w/T2w map, cortical thickness maps, and the map of surface-based geodesic distance from area V1; in each case, we fit the data using a spatial lag model of the form

\[ z_i = \beta_0 + \beta_1 x_i + \sum_{j=1}^{d} \beta_j y_j + \epsilon_i, \]

where \( y_j \) is a vector of first Box–Cox transformed and then mean-subtracted map values. The Box–Cox transformation was first applied to the maps so their magnitudes indicating a greater proportion of the total variance captured by the corresponding empirical map (for example, the T1w/T2w map), rank-ordered surrogate map values were reassigned the corresponding rank-ordered values in the empirical map. Note that this approach to surrogate data generation approximates a spatial autocorrelation-preserving permutation test of the empirical neuroimaging map. Using these surrogate maps, we constructed null distributions for N = 10,000 statistical test replications as the proportion of samples in the null distributions whose absolute value is greater than or equal to the absolute value of the test statistic. To compute significance values reported in Fig. 6c, we first constructed null distributions of the statistic \( z_{null} / \sigma_{null} \), using surrogate maps constructed for each neuroimaging map. For each neuroimaging map, we then computed distributions of the difference between the test statistic and each sample statistic in the null distribution. Finally, we used the nonparametric Wilcoxon signed-rank test on these difference distributions, one for the T1w/T2w map and one for either the cortical thickness or geodesic distance map, to test for statistically significant differences in the means of the distributions. The interpretation of our statistically significant results reported in Fig. 6c,f that the T1w/T2w map tends to capture a more appreciable fraction of gene expression variance, relative to its surrogate maps, than do either of the other two candidate neuroimaging maps.

Jackknife estimate of standard error. To nonparametrically estimate the error on reported Spearman rank correlations between length-N vectors x and y, we used a leave-one-out jackknife replication procedure41. We generated N jackknife samples, denoted \( \theta_i \), by removing the i-th element from vectors x and y, recomputing the rank correlation between the two new length-\( (N-1) \) vectors x and y, and repeating for \( i = 1, N \). Because the jackknife estimate consists of a linear operation (i.e., subtraction), we applied the Fisher z-transformation to the \( N \) jackknife-sampled correlation coefficients. The jackknife estimate of standard error on the Fisher z-transformed jackknife samples, \( \hat{z}_{jack} \), was then computed as

\[ \hat{z}_{jack} = \frac{1}{N-1} \sum_{i=1}^{N} z(\theta_i) - z(\bar{\theta}) \]

where \( z(\theta) = 2 \log \left( \frac{1+\theta}{1-\theta} \right) \) is the mean of the N’-transformed jackknife samples. We then added (or subtracted) \( \hat{z}_{jack} \) from the Fisher z-transformed sample statistic, \( z(\theta) \), before applying the inverse transformation to obtain the upper (or lower) bound on each reported error bar, i.e., \( z^{-1}(\theta) \pm \hat{z}_{jack} \).

Functional enrichment analyses. Functional enrichments were determined using the TopGene (https://topgene.cchmc.org/) web portal41, including gene ontology annotations (biological process, cellular component, and molecular function); microRNA targets (from all sources indicated on https://topgene.cchmc.org/navigation/database.jsp); and drug annotations (from DrugBank, Comparative Toxicogenomics Database, including marker and therapeutic, and Broad Institute CMAP). Significant genes in each category were identified using the TopFun utility. Disease annotations were determined using curated disease gene associations in the DisGeNet database44 (http://www.disgenet.org/web/DisGeNet/menu/home). Hypergeometric testing was used to determine significant over-representation of brain-related disease genes in the top and bottom gene quintiles (20%, 3,218 genes) ranked by T1w/T2w map correlation, following ref. 41.
neuron-, oligodendrocyte-, synaptome-, and layer-specific sets are included in Supplementary Tables 1 and 2. Parcellated maps and connectivity matrices related to this study are available via the BALSA database (https://balsa.wustl.edu/).
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