Weakly nonlinear analysis of two dimensional sheared granular flow
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Abstract Weakly nonlinear analysis of a two dimensional sheared granular flow is carried out under the Lees-Edwards boundary condition. We derive the time dependent Ginzburg-Landau (TDGL) equation of a disturbance amplitude starting from a set of granular hydrodynamic equations and discuss the bifurcation of the steady amplitude in the hydrodynamic limit.
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1 Introduction

To control flows of granular particles is important in science and industry [1,2,3,4]. However, the properties of granular flow have not been well understood yet, because they behave as unusual fluids [5]. This unusual nature is mainly caused by inelastic collisions between granular particles. Indeed, there is no equilibrium state in granular materials because of inelastic collisions between grains, which suggests that granular materials are an appropriate target of nonequilibrium statistical mechanics [6].

Although there are many studies of granular flows on inclined planes [7,8], the existence of gravity and the role of bottom boundary make the problem complicated. On the other hand, the granular flow under a plane shear is the simplest and an appropriate situation for theoretical analysis. Therefore, granular flows under a plane shear have been studied from many aspects such as the application of kinetic theory [9,10], shear band formation in moderate dense granular systems [11,12], long-time tail and long-range correlation function [13,14,15,16,17,18,19,20,21,22], pattern formation of dense flow [23,24,25,26,27,28], determination of constitutive equation for dense flow [29,30,31], as well as jamming transition [32,33,34,35,36,37].
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In this paper, we focus on the shear band formation in moderate dense granular gases observed in the discrete element method (DEM) simulations [11,12]. It is known that two shear bands are formed near the boundary and they collide to form one shear band in the center region under a physical boundary condition. A similar shear band formation is also observed under the Lees-Edwards boundary condition. Such a dynamic behavior of shear bands is reproduced by a simulation of granular hydrodynamic equations [12] derived from the kinetic theory for granular gases [38,39,40,41,42,43,44,45]. In addition, the linear stability analyses suggest that a homogeneous state of the sheared granular flow is almost always unstable [46,47,48,49,50,51,52].

Amongst many papers, it is notable that Khain found the coexistence of a solid phase and a liquid phase of granular particles in his molecular dynamics simulation of a dense sheared granular flow [27,28]. He demonstrated the existence of a hysteresis loop of the difference of density between the boundary layer and the center region of the container by controlling the value of the restitution coefficient. It should be noted that the mechanism of an appearance of the subcritical bifurcation based on a set of hydrodynamic equations, differs from that observed in the jamming transition of frictional particles [53].

Recently, Shukla and Alam carried out a weakly nonlinear analysis of a plane sheared granular flow, where they derived the Stuart-Landau equation of a disturbance amplitude under a physical boundary condition starting from a set of granular hydrodynamic equations [54,55,56]. They found the existence of subcritical bifurcations in both relatively dilute and dense systems, while the supercritical bifurcation appears in other parameter space. However, the Stuart-Landau equation cannot be used to explain the slow evolution of the spatial structure, because they adopted the method by Reynolds and Potter [57] which does not include any spatial degrees of freedom. We also indicate that their perturbation is based on the analysis for a finite size system, in which the relation between the perturbation parameter and shear rate becomes unclear, because the shear rate is fixed to unity in their paper.

In this paper, we derive the time dependent Ginzburg-Landau (TDGL) equation under the Lees-Edwards boundary condition [58] as a spatially dependent amplitude equation of the disturbance fields starting from a set of granular hydrodynamic equations [59,60,61,62,63,64]. To reduce the number of control parameters, we only focus on the behavior in the hydrodynamic limit. We discuss the bifurcation in the hydrodynamic limit from the results of the coefficients of the TDGL equation. The organization of this paper is as follows. In the next section, we explain our setup and basic equations of a two dimensional sheared granular flow. In Sec.4, we summarize the results of the linear stability analysis. Section 5 is the main part of this paper, in which we derive the TDGL equation with the aid of the weakly nonlinear analysis. Finally, we discuss our analysis and describe our conclusion in Sec.5.

2 Setup and basic equations

Let us introduce our setup and basic equations. To avoid difficulties caused by physical boundary conditions, we adopt the Lees-Edwards boundary condition, in which the upper and lower image cells move to the opposite direction with the speed $U/2$ [58]. The geometry of our setup is illustrated in Fig.1 with the Cartesian coordinate $x = (x, y)$. Because we adopt the diameter of a granular disk $d$ and $U/2$ for the unit of length and speed, respectively, the shear rate $U/L$ is reduced to $\epsilon \equiv 2d/L$ in this dimensionless
We employ a set of hydrodynamic equations derived from the kinetic theory of granular gases [44]. Although the angular momentum and the spin temperature are included in the hydrodynamic equations, we ignore such rotational degrees of freedom to simplify our analysis. If the friction constant is small, this simplification can be justified, because the effect of the rotation of granular particles during the collision can be absorbed in the normal restitution coefficient [65,66]. We present the derivation of the following set of dimensionless hydrodynamic equations in Appendix A:

\[
\begin{align*}
(\partial_t + \mathbf{v} \cdot \nabla) \nu &= -\nu \nabla \cdot \mathbf{v} \\
\nu (\partial_t + \mathbf{v} \cdot \nabla) \mathbf{v} &= -\nabla \cdot \mathbf{P} \\
(\nu/2) (\partial_t + \mathbf{v} \cdot \nabla) \theta &= -\mathbf{P} : \nabla \mathbf{v} - \nabla \cdot \mathbf{q} - \chi,
\end{align*}
\]

where \(\nu, \mathbf{v} = (u, w)\), \(\theta\), \(t\) and \(\nabla = (\partial/\partial x, \partial/\partial y)\) are the area fraction, the dimensionless velocity fields, the dimensionless granular temperature, the dimensionless time and the dimensionless gradient, respectively. The pressure tensor \(\mathbf{P}\), the heat flux \(\mathbf{q}\) and the energy dissipation rate \(\chi\) are given by

\[
\begin{align*}
\mathbf{P} &= \left[ p^*(\nu) \theta - \xi^*(\nu) \theta^{1/2} (\nabla \cdot \mathbf{v}) \right] \delta_{ij} - \eta^*(\nu) \theta^{1/2} D'_{ij}, \\
\mathbf{q} &= -\kappa^*(\nu) \theta^{1/2} \nabla \theta - \lambda^*(\nu) \theta^{3/2} \nabla \nu, \\
\chi &= \frac{1 - e^2}{4\sqrt{2\pi}} \nu^2 g(\nu) \theta^{1/2} \left[ 4\theta - 3 \sqrt{2} \theta^{1/2} (\nabla \cdot \mathbf{v}) \right],
\end{align*}
\]

respectively. Here, \(D'_{ij}\) \((i, j = x, y)\) is the deviatoric part of the strain rate

\[
D'_{ij} = \frac{1}{2} (\nabla_i v_j + \nabla_j v_i - \delta_{ij} \nabla \cdot \mathbf{v}),
\]

and \(p^*(\nu)\theta, \xi^*(\nu)\theta^{1/2}, \eta^*(\nu)\theta^{1/2}, \kappa^*(\nu)\theta^{1/2}\) and \(\lambda^*(\nu)\theta^{3/2}\) are the static pressure, the bulk viscosity, the shear viscosity, the heat conductivity and the coefficient associated with the gradient of density, respectively. The explicit forms of them are listed in Table I where we adopt

\[
g(\nu) = \frac{1 - 7\nu/16}{(1 - \nu)^2}
\]
where the upperscripts $L$ and $NL$ respectively represent the layering mode (is the mean granular temperature. Thus, in the hydrodynamic limit Table 1 for the radial distribution function at contact which is only valid for $4$ scaled as $1 - \kappa^6$). It should be noted that the expression of $k$ and non-layering mode (Kelvin mode so-called $k$ where $k$ is defined as $y = y(0)$ and the coefficient $\phi^L_k(t)$ is defined with the imaginary unit $i$ as

\[
\phi^L_k(t) = (\nu^L_k(t), i\nu^L_k(t), i\nu^L_k(t), \theta^L_k(t))^T.
\]
The matrices \( \mathbf{L} \) and \( \mathbf{P} \) are respectively given by Eqs. (84)-(89), (94) and (100) in Appendix B.

\[
\mathbf{L}(t) = \mathbf{L}_0(k_x, k_y) + t\mathbf{L}_1(k_x, k_y) + t^2\mathbf{L}_2(k_x, k_y) \, .
\]

The matrices \( \mathbf{L}_0(k_x, k_y) = \mathbf{L}_1(k_x, k_y), \mathbf{L}_2(k_x, k_y) \) are respectively given by

\[
\mathbf{L}_0(k_x, k_y) = \begin{pmatrix}
0 & \nu_0 k_x & \nu_0 k_y \\
\epsilon \frac{1}{k_x^2} k_y - \nu_0 k_x & \xi_0 k_x - \frac{\nu_0}{k_x} k^2 + \frac{\nu_0}{k_y} k_y - \epsilon & \epsilon \frac{1}{k_y} k_x - \frac{\nu_0}{k_y} k_y - \epsilon \\
\epsilon \frac{1}{k_y^2} k_x - \nu_0 k_y & \xi_0 k_y - \frac{\nu_0}{k_y} k_x - \epsilon & \epsilon \frac{1}{k_x} k_y - \frac{\nu_0}{k_x} k_x - \epsilon
\end{pmatrix},
\]

\[
\mathbf{L}_1(k_x, k_y) = \begin{pmatrix}
0 & 0 & -\epsilon \nu_0 k_x \\
-\epsilon \frac{1}{k_x} k_x & \epsilon \frac{1}{k_y} k_y & \epsilon \xi_0 k_x \\
4 \epsilon \lambda_0 k_x k_y & 2 \epsilon^2 \eta_0 k_x & -\epsilon \nu_0 k_y
\end{pmatrix},
\]

\[
\mathbf{L}_2(k_x, k_y) = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & -\epsilon \xi_0 (1 + \frac{\nu_0}{k_y}) k_x \\
0 & 0 & 0
\end{pmatrix},
\]

where \( \kappa \equiv \sqrt{k_x^2 + k_y^2} \) and \( c_1, c_2 \) and \( c_3 \) are respectively given by

\[
c_1 = \eta_1 - \sqrt{\frac{\pi}{2}} (g_0 + \nu_0 g_1) \theta_0^{3/2},
\]

\[
c_2 = 2 \nu_0 - \frac{3}{4} \nu_0 \theta_0
\]

\[
c_3 = \frac{\eta_0}{2 \theta_0} - \frac{3}{4} \nu_0 \theta_0^{1/2}
\]

The explicit forms of the coefficients of the Taylor expansion, i.e. \( g_0, p_0, \xi_0, \eta_0, \kappa_0, \lambda_0, g_1 \) and \( p_1 \) are respectively given by Eqs. (84)-(89), (94) and (100) in Appendix B.

3.2 Non-layering mode

The solution of Eq. (13) is obtained by the parallel procedure in Refs. [19][20][21] for the case of the non-layering mode \( (k_x \neq 0) \). In Appendix C, we perturbatively solve...
Eq. (13) by scaling the wave number as $k(t) = \epsilon q(t)$ and find the components of $\varphi_{NL}^q(t)$ as

$$\nu_{q(t)} = \frac{-p_0}{\theta_0 J} E^{(2)}(t) + \frac{p_0}{J} E^{(3)}(t) \cos \omega(t),$$  \hspace{1cm} (21)$$

$$u_{q(t)} = -\frac{\epsilon t}{\sqrt{1 + (\epsilon t)^2}} E^{(1)}(t) - \frac{1}{\sqrt{1 + (\epsilon t)^2}} E^{(3)}(t) \sin \omega(t),$$  \hspace{1cm} (22)$$

$$w_{q(t)} = -\frac{1}{\sqrt{1 + (\epsilon t)^2}} E^{(1)}(t) + \frac{\epsilon t}{\sqrt{1 + (\epsilon t)^2}} E^{(3)}(t) \sin \omega(t),$$  \hspace{1cm} (23)$$

$$\theta_{q(t)} = \frac{p_0}{J} E^{(2)}(t) + \frac{2p_0}{J} E^{(3)}(t) \cos \omega(t),$$  \hspace{1cm} (24)$$

where we defined

$$E^{(1)}(t) = \exp \left[ -q_x^2 x r_a \left( \epsilon^2 \frac{t}{3} + \epsilon^4 \frac{t^3}{3} \right) \right],$$  \hspace{1cm} (25)$$

$$E^{(2)}(t) = \exp \left[ -q_x^2 x r_b \left( \epsilon^2 t + \epsilon^4 \frac{t^3}{3} \right) \right],$$  \hspace{1cm} (26)$$

$$E^{(3)}(t) = \exp \left[ -q_x^2 x r_c \left( \epsilon^2 t + \epsilon^4 \frac{t^3}{3} \right) \right],$$  \hspace{1cm} (27)$$

and the frequency

$$\omega(t) = \frac{q_x J}{2} \left[ \epsilon t \sqrt{1 + (\epsilon t)^2} + \ln \left\{ \epsilon t + \sqrt{1 + (\epsilon t)^2} \right\} \right].$$  \hspace{1cm} (28)$$

The positive constants $J, r_a, r_b$ and $r_c$ are respectively given by Eqs. (122) and (123) in Appendix C.

From Eqs. (21) – (24), $\varphi_{NL}^q(t)$ decays to zero in the long time limit as indicated in the previous works [48,50]. Therefore, the nonlayering mode is linearly stable. It should be, however, noted that $\varphi_{NL}^q(t)$ involving the convective effect is only necessary for $q_x \neq 0$ [19, 20, 21]. Thus, we can solve Eq. (13) for $q_x = 0$ separately in the next subsection.

3.3 Layering mode

In the case of the layering mode ($k_x = 0$), Eq. (13) is reduced to the eigenvalue problem

$$\mathcal{L}_0(0, k_y) \varphi^L_{k_y 0} = \sigma(k_y 0) \varphi^L_{k_y 0},$$  \hspace{1cm} (29)$$

where $\sigma(k_y 0)$ and $\varphi^L_{k_y 0}$ are the eigenvalue and eigenvector of $\mathcal{L}(0, k_y 0)$, respectively. We also define the left eigenvector $\varphi^L_{k_y 0}$ as

$$\varphi^L_{k_y 0} \mathcal{L}_0(0, k_y 0) = \sigma(k_y 0) \varphi^L_{k_y 0}. \hspace{1cm} \text{(30)}$$

In Appendix D, we perturbatively solve Eqs. (29) and (30) with the scaling $k_y 0 = \epsilon q$ and find the dispersion relation

$$\sigma(q) = \epsilon^2 (r_2 q^2 + r_4 q^4), \hspace{1cm} \text{(31)}$$
Fig. 2 The dispersion relation $\sigma(q)/\epsilon^2$, where the open circles and the solid line represent the numerical results and Eq. (31), respectively. The maximum value is given by the scaled wave number $q_c = 0.057$. Here, we used $\epsilon = 0.01$, $\epsilon = 0.99$ and $\nu_0 = 0.4$.

which is maximum at $q_c \equiv \sqrt{-r_2/2r_4}$, where $r_2$ and $r_4$ are given by Eqs. (159) and (161) in Appendix D. The right and left eigenvectors are respectively given by

$$\varphi_L \equiv \begin{pmatrix} \nu q, u q, w q, \theta q \end{pmatrix}^T = \begin{pmatrix} -p_0a^{(1)}_1/2, a^{(1)}_1, \epsilon C \varphi_1, \rho \theta_0/2 \end{pmatrix}^T ,$$

$$\tilde{\varphi}_L \equiv \begin{pmatrix} \tilde{\nu} q, \tilde{u} q, \tilde{w} q, \tilde{\theta} q \end{pmatrix} = \begin{pmatrix} p_0\tilde{a}_1/(2q), 2p_0\tilde{a}_2/j, \tilde{a}_1, \epsilon \tilde{\varphi}_1, \rho \tilde{\theta}_0/2q \end{pmatrix} ,$$

where $a^{(1)} = (a_1^{(1)}, a_2^{(1)})^T$, $\tilde{a}^{(1)} = (\tilde{a}_1^{(1)}, \tilde{a}_2^{(1)})^T$, $C \varphi_1$ and $\tilde{C} \varphi_1$ are given by Eqs. (157), (163), (169) and (170) in Appendix D, respectively.

Figure 2 shows the dispersion relation $\sigma(q)/\epsilon^2$, where the open circles and the solid line represent the numerical results and Eq. (31), respectively. In numerical calculation, we solved the eigenvalue problem Eq. (29) by LAPACK [71] with $\epsilon = 0.01$, $\epsilon = 0.99$ and $\nu_0 = 0.4$. In this figure, the maximum value

$$\sigma_c \equiv \frac{\sigma(q_c)}{\epsilon^2} = r_2q_c^2 + r_4q_c^4$$

is given by $q_c = 0.057$. It should be noted that the imaginary part of $\sigma(q)$ is always zero.

4 Weakly nonlinear analysis

The linear stability analysis is only useful to know whether the considered base state is stable. If we are interested in the structure formation after the base state becomes unstable, we need, at least, a weakly nonlinear analysis. Let us introduce a long time scale and long length scales as $\tau = \epsilon^2 t$ and $z = (\xi, \zeta) = \epsilon(x, y)$, respectively, to characterize the slow and large scale evolutions of structure. Thus, the derivatives are replaced by

$$\partial_t = \epsilon^2 \partial_\tau, \quad \nabla = \epsilon(\partial_\xi, \partial_\zeta) .$$
The slow evolution of hydrodynamics variables are obtained from the evolution of the neutral solution of the linearized equation. The neutral solution at the most unstable mode $q_c = (0, q_c)$ is given by

$$\hat{\phi}_n = A^L(\zeta, \tau) \phi^L_{q_c} e^{i q_c \cdot \zeta} + \text{c.c.},$$

where each component of $\phi^L_{q_c}$ is the corresponding one in Eq. (32) at $q = q_c$, and c.c. represents the complex conjugate. It is notable that the amplitude $A^L(\zeta, \tau)$ is independent of $\xi$, because the non-layering mode $q_x \neq 0$ are linearly stable. Thus, if we adopt the conventional approach in which the amplitude equation is obtained from the expansion around the neutral solution, we cannot discuss the structure evolution in $\xi$ direction.

If we carry out the weakly nonlinear analysis using $\hat{\phi}_n$, the amplitude equation for $A^L(\zeta, \tau)$ only depends on $\zeta$, but the disturbance in the $\xi$-direction also exists in the two-dimensional granular shear flow. Let us try to introduce a hybrid approach to involve $\xi$ dependence in shear flow. For this purpose, we may rewrite $\hat{\phi}(x, y, t)$ in Eq. (37) in the vicinity of $q = q_c$ as

$$\hat{\phi}_h \simeq a(\xi, \zeta, \tau) \phi^L_{q_c} e^{i q_c \cdot \zeta} + \text{c.c.},$$

where the wave number $q(\tau)$ involve the contribution of the deviation $q_c$, i.e. $q(\tau) = q_c + \delta q(\tau)$. In addition, we need to include the contribution of the non-layering mode $\phi^{NL}_q(\tau) = (v_q(\tau), w_q(\tau), \theta_q(\tau))^T$ when we are interested in the case of $q_x \neq 0$. Thus, Eq. (37) may be replaced by the hybrid solution

$$\hat{\phi}_h = [a(\xi, \zeta, \tau) \phi^L_{q_c} + A^{NL}(\xi, \zeta, \tau) \phi^{NL}_{q(\tau)}] e^{i q(\tau) \cdot \zeta} + \text{c.c.},$$

which we have used a strong assumption that the amplitudes $a(\xi, \zeta, \tau)$ and $A^{NL}(\xi, \zeta, \tau)$ are scaled by the common amplitude $A(\xi, \zeta, \tau)$. If we carry out the weakly nonlinear analysis using $\hat{\phi}_h$ instead of $\hat{\phi}_n$, the TDGL equation might depend on $\xi$. Strictly speaking, we cannot justify the above hybrid approach between two different modes, i.e., the layering mode and the non-layering mode. Nevertheless, we will take into account $\xi$ dependence in the TDGL equation phenomenologically.

Now, let us proceed the explicit calculation of weakly nonlinear analysis. To avoid the confusion from the uncertain part in the hybrid approach, we first derive the one-dimensional TDGL equation in Sec. 4.1 for only the layering mode, and give the hybrid TDGL equation in Sec. 4.2 including the contribution from the nonlayering mode.

### 4.1 Weakly nonlinear analysis of the layering mode

In this subsection, we derive TDGL equation as the amplitude equation for the layering mode at the most unstable wave number. This subsection consists of three parts. In the first part, we expand the amplitude $A^L(\zeta, \tau)$ and the matrix $L_q(0, q)_{\xi}$ introduced in Eq. (15). In the second part, we will derive TDGL equation at $O(\epsilon^3)$ which is sufficient if the bifurcation is supercritical. In the last part, we will present higher order calculation which is necessary if the bifurcation is subcritical.
4.1.1 Expansions of amplitude and matrix

In this part, we prepare the expansions of the amplitude and the matrix in terms of $\epsilon$, which is necessary for the weakly nonlinear analysis. From the straightforward calculation, $A^L(\zeta, \tau)$ and $L_0(0, \epsilon q_c)$ can be expanded as

$$A^L(\zeta, \tau) = \epsilon A^L_1 + \epsilon^2 A^L_2 + \epsilon^3 A^L_3 + \ldots, \quad (39)$$

$$L_0(0, \epsilon q_c) = \epsilon M_1 + \epsilon^2 M_2 + \ldots, \quad (40)$$

where the matrix $L_0$ is introduced in Eq.(15) and

$$M_1 = \begin{pmatrix}
0 & 0 & \nu_0 q_c & 0 \\
0 & 0 & -1 & 0 \\
-p_0 q_c & 0 & 0 & -\frac{p_0}{\nu_c} q_c \\
0 & 0 & 2p_0 q_c & 0
\end{pmatrix}, \quad (41)$$

$$M_2 = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & \frac{p_0}{\nu_c} q_c & 0 \\
0 & 0 & \frac{\nu_0^2}{2} q_c & \frac{p_0}{\nu_c} q_c \\
c_1 -2\eta_0 q_c & 0 & 0 & c_3 -2\kappa_0 q_c^2
\end{pmatrix}. \quad (42)$$

Substituting Eqs.(36) and (39) into Eqs.(1)-(3) and collecting the order of $\epsilon$, we can obtain a series of terms of equations. Multiplying the left zero-eigenvector $\tilde{\varphi}^L_{q_c}$ introduced in Eq.(33) plays a role of the zero-eigenvector in the limit $\epsilon \to 0$ thanks to Eqs.(29) and (30).

4.1.2 The TDGL equation at $O(\epsilon^3)$

The first nonzero terms appear at $O(\epsilon^2)$, where the coefficient of $e^{iq_c \zeta}$ satisfies

$$M_1 \varphi^L_{q_c} = 0, \quad (43)$$

where $\varphi^L_{q_c}$ is introduced in Eq.(32). At $O(\epsilon^3)$, the coefficient of $e^{iq_c \zeta}$ satisfies

$$\varphi^L_{q_c} \partial_\tau A^L_1 = M_2 \varphi^L_{q_c} A^L_1 + D \partial_\tau^2 A^L_1 + N_3 A^L_1 |A^L_1|^2, \quad (44)$$

where $D$ and $N_3$ are given by

$$D = \begin{pmatrix}
0 \\
\eta_0 q_c / 2 \\
(\xi_0 + \eta_0 / 2) w q_c \\
2\kappa_0 \theta q_c
\end{pmatrix}, \quad N_3 = \begin{pmatrix}
0 \\
-p_2 \nu_c^3 - (p_1 + p_2) \nu_c^2 \theta q_c / \theta_0 \\
2\nu_c w q_c (p_1 \theta q_c / \theta_0 + 2\nu q_c)
\end{pmatrix}. \quad (45)$$

respectively.

If we multiply the left zero-eigenvector $\varphi^L_{q_c}$ to Eq.(14) introduced in Eq.(33), we obtain the TDGL equation:

$$\partial_\tau A^L_1 = \sigma_\epsilon A^L_1 + d \partial_\tau^2 A^L_1 + \beta A^L_1 |A^L_1|^2, \quad (46)$$
where we have used the normalized condition \( \tilde{\varphi}_q^L \tilde{\psi}_q^L = 1 \), and \( d \) and \( \beta \) are given by

\[
d = \frac{m_0}{2} (\tilde{u}_q, w_q, \tilde{u}_q, w_q) + \xi_0 \tilde{w}_q, w_q + 2\kappa_0 \tilde{\theta}_q, \theta_q, \quad \beta = 2\tilde{\theta}_q, \nu_q, w_q \left( p_2 \nu_q + \frac{p_1}{\theta_0} \theta_q \right) - \tilde{w}_q, \left( p_2 \nu_q + \frac{p_1}{\theta_0} \nu_q^2 \theta_q \right),
\]

respectively.

Substituting Eqs. (32) and (33) to Eqs. (47) and (48), the leading terms of \( \beta \) give

\[
d = \bar{d}, \quad \beta = \epsilon \bar{\beta},
\]

where \( \bar{d} \) and \( \bar{\beta} \) are listed in Table 2. It is notable that the coefficient \( \beta \) becomes higher order of \( \epsilon \). Therefore, we need to rescale the amplitude as

\[
\overline{A}^L_1(\zeta, \tau) = \epsilon^{1/2} A^L_1(\zeta, \tau)
\]

and the TDGL equation for \( \overline{A}^L_1(\zeta, \tau) \) is reduced to

\[
\partial_\tau \overline{A}^L_1 = \sigma c \overline{A}^L_1 + d \partial_\zeta^2 \overline{A}^L_1 + \beta \overline{A}^L_1 |\overline{A}^L_1|^2.
\]

The scaling relation Eq. (50) indicates that the amplitude of \( \phi \) is extended as

\[
\epsilon^{1/2} \overline{A}^L_1(\zeta, \tau) + \epsilon^{3/2} \overline{A}^L_2(\zeta, \tau) + \epsilon^{5/2} \overline{A}^L_3(\zeta, \tau) + \ldots,
\]

where \( \overline{A}^L_j = \epsilon^{j/2} A^L_j (j = 2, 3, \ldots) \). Thus, Eq. (49) converges to zero in the limit \( \epsilon \to 0 \).

Let us compare Eq. (19) with the numerical result, where we solve Eq. (29) by LAPACK and calculate \( \beta \) from Eq. (33). We find \( \sigma c \) and \( \bar{d} \) are always positive and Eq. (19) perfectly agrees with the numerical results (Fig. 3). We find \( \beta < 0 \) in \( 0 < \nu_0 < 0.245 \), thus, a supercritical bifurcation can be observed in the dilute regime. On the other hand, and a subcritical bifurcation, i.e. \( \beta > 0 \) appears in \( \nu_0 > 0.245 \).

It should be noted that there is no hysteresis behavior even for the subcritical bifurcation. Figure 3 is a schematic image of the subcritical bifurcation of \( |\overline{A}^L_1| \), where a hysteresis loop is realized by the paths (i), (ii) and (iii). Because we restrict our interest to the case of \( \epsilon > 0 \) from the definition, the paths (i) and (iii) cannot exist. Therefore, such a hysteresis behavior cannot be observed in the hydrodynamic limit.

4.1.3 Higher order expansions

Because of \( \bar{\beta} > 0 \) in \( \nu_0 > 0.245 \), we need to proceed our calculation to the higher order expansions. At \( O(\epsilon^2) \) and \( O(\epsilon^3) \), the coefficients of \( \epsilon^{2n-3} \) satisfy

\[
\tilde{\varphi}_q^L, \partial_\zeta A^L_2 = M_2 \tilde{\varphi}_q^L A^L_2 + D \partial_\zeta^2 A^L_2 + N_5 (A^L_1 A^L_2 - 2 |A^L_1|^2 A^L_2^*),
\]

\[
\tilde{\varphi}_q^L, \partial_\zeta A^L_3 = M_2 \tilde{\varphi}_q^L A^L_3 + D \partial_\zeta^2 A^L_3 + N_5 (A^L_1 A^L_3 - 2 |A^L_1| A^L_3^* |A^L_1|^2 A^L_2^* + 2 |A^L_1|^2 A^L_2 A^L_2^* + 2 |A^L_1|^2 A^L_2^* A^L_2),
\]

\[
+ N_5 A^L_1 |A^L_1|^4 + B (A^L_1^2 \partial_\zeta^2 A^L_1^* + 2 |A^L_1|^2 \partial_\zeta^2 A^L_1^* + 2 A^L_1 |A^L_1|^2 + 2 A^L_1^* |A^L_1|^2) + C (A^L_1^* (\partial_\zeta A^L_1^*)^2 + 2 A^L_1^* |A^L_1|^2),
\]

respectively, where \( A^L_j^* (j = 1, 2, 3) \) represents the complex conjugate of \( A^L_j \) and

\[
N_5 = \begin{pmatrix}
0 \\
0 \\
-2p_3 \nu_q \theta_q / \theta_0 \\
4p_3 \nu_q \theta_q / \theta_0
\end{pmatrix}.
\]
Although the vectors $B$ and $C$ can be written explicitly, we do not need these analytic forms in later discussion.

Let us introduce the envelope function

$$
\tilde{A}^L(\zeta, \tau) \equiv A^L_1(\zeta, \tau) + \epsilon A^L_2(\zeta, \tau) + \epsilon^2 A^L_3(\zeta, \tau),
$$

which is used by many authors to derive higher order amplitude equations [72,73,74]. Summing up Eqs. (44), (53) and (54), we obtain

$$
\varphi^L_0, \partial_\tau \tilde{A}^L = M_2 \varphi^L_0 \tilde{A}^L + D \partial^2_\zeta \tilde{A}^L + N_2 \tilde{A}^L |\tilde{A}^L|^2 + \epsilon^2 N_3 \tilde{A}^L |\tilde{A}^L|^4
$$

$$
+ \epsilon^2 \left[ B(\tilde{A}^L \partial^2_\zeta \tilde{A}^L + 2|\tilde{A}^L|^2 \partial^2_\zeta \tilde{A}^L) + C\left\{ \tilde{A}^L \left( \partial_\zeta \tilde{A}^L \right)^2 + 2 \tilde{A}^L |\partial_\zeta \tilde{A}^L|^2 \right\} \right].
$$

Then, multiplying $\varphi^L_0$ to Eq. (57) we find

$$
\partial_\tau \tilde{A}^L = \sigma_0 \tilde{A}^L + d \partial^2_\zeta \tilde{A}^L + \beta \tilde{A}^L |\tilde{A}^L|^2 + \epsilon^2 \gamma \tilde{A}^L |\tilde{A}^L|^4
$$

$$
+ \epsilon^2 \left[ b(\tilde{A}^L \partial^2_\zeta \tilde{A}^L + 2|\tilde{A}^L|^2 \partial^2_\zeta \tilde{A}^L) + c\left\{ \tilde{A}^L \left( \partial_\zeta \tilde{A}^L \right)^2 + 2 \tilde{A}^L |\partial_\zeta \tilde{A}^L|^2 \right\} \right],
$$

where $b \equiv \varphi^L_0 B$, $c \equiv \varphi^L_0 C$ and

$$
\gamma = \frac{2}{\nu_0^2} \nu_0^3 \theta_q(2p_3 \theta_q w_q - p_3^* w_q, \nu_0).
$$

Substituting Eqs. (52) and (53) to Eq. (59), the leading terms of $\epsilon$ give

$$
\gamma = \epsilon \tilde{\gamma}, \quad b = \epsilon^2 \tilde{b}, \quad c = \epsilon^2 \tilde{c},
$$

where $\tilde{\gamma}$ is given in Table 2. Although $\tilde{b}$ and $\tilde{c}$ can be written explicitly, we do not need such analytic forms in later discussion. It is notable that the coefficient $\gamma$ becomes higher order of $\epsilon$ by substituting Eqs. (52) and (53). Thus, the rescaled envelope function $\tilde{A}^L(\zeta, \tau) = \epsilon^{3/2} \tilde{A}^L(\zeta, \tau)$ satisfies

$$
\partial_\tau \tilde{A}^L = \sigma_0 \tilde{A}^L + \tilde{d} \partial^2_\zeta \tilde{A}^L + \tilde{\beta} \tilde{A}^L |\tilde{A}^L|^2 + \epsilon \tilde{\gamma} \tilde{A}^L |\tilde{A}^L|^4
$$

$$
+ \epsilon^3 \left[ \tilde{b}(\tilde{A}^L \partial^2_\zeta \tilde{A}^L + 2|\tilde{A}^L|^2 \partial^2_\zeta \tilde{A}^L) + \tilde{c}\left\{ \tilde{A}^L \left( \partial_\zeta \tilde{A}^L \right)^2 + 2 \tilde{A}^L |\partial_\zeta \tilde{A}^L|^2 \right\} \right],
$$

where the TDGL equation including the term of $\tilde{A}^L |\tilde{A}^L|^4$ is given in the first line.

Let us compare Eq. (60) with the numerical result, where we solve Eq. (29) by LA-PACK and calculate $\gamma$ from Eq. (59). Figure 3 exhibits a complete agreement between Eqs. (60) and (61). From this result, for $0.245 < \nu_0 < 0.275$, the growth of disturbance is inhibited by the nonlinear term $\epsilon \tilde{\gamma} \tilde{A}^L |\tilde{A}^L|^4$ and finite steady amplitude can be observed. For $\nu_0 > 0.275$, we need to calculate higher order expansions, however, it is too complicated to perform in this paper.
4.2 Hybrid approach of weakly nonlinear analysis

In the previous subsection, we have obtained the amplitude equation for the layering mode. The derivation is straightforward and the obtained amplitude equation has a reasonable form. The equation, however, only depends on \( \zeta \), and thus, we cannot discuss the spatial structure along the mean flow direction \( \xi \). To improve this unsatisfied situation, we adopt the hybrid approach as mentioned, though it is hard to justify this approach. Fortunately the contribution of \( \hat{\phi}_{NL} \) except for the diffusive mode becomes irrelevant as time goes on. Thus, \( \hat{\phi}_{NL} \), still can play a role of the left zero-eigenvector in our calculation.

Let us expand the amplitude of \( \hat{\phi}_h \) into the series of \( \epsilon \) as

\[
A(\xi, \zeta, \tau) = \epsilon A_1(\xi, \zeta, \tau) + \epsilon^2 A_2(\xi, \zeta, \tau) + \epsilon^3 A_3(\xi, \zeta, \tau) + \ldots
\]  

(62)

If we use \( \hat{\phi}_h \) instead of \( \hat{\phi}_n \) and multiplying the approximate left zero-eigenvector \( \hat{\phi}_{NL} \), we obtain the TDGL equation of \( A_1(\xi, \zeta, \tau) \) as

\[
\partial_\tau A_1 = \sigma_c A_1 + d_1(\tau) \partial_\xi^2 A_1 + d_2(\tau) \partial_\zeta \partial_\xi A_1 + d_3(\tau) \partial_\zeta^2 A_1 + \beta A_1|A_1|^2,
\]  

(63)
where we introduced the time dependency in the diffusion constants

\[ \bar{d}_1(\tau) = \left\{ \frac{n(\bar{\eta}_q, u_{q}(\tau) + \bar{\eta}_q, w_{q}(\tau)) + \xi_0 \bar{\eta}_q, u_{q}(\tau) + 2\kappa_0 \bar{\eta}_q, \theta_{q}(\tau)}{(1 + \varphi_{q}^{NL}(\tau))} \right\}, \]

\[ \bar{d}_2(\tau) = \xi_0 (\bar{\eta}_q, w_{q}(\tau) + \bar{\eta}_q, u_{q}(\tau)) / (1 + \varphi_{q}^{NL}(\tau)), \]

which decay to zero because of Eqs. (21)–(24). To obtain (66) we ignore contributions from \( \varphi_{q}^{NL}(\tau) \) except for the diffusion coefficient, because they exponentially decay to zero.

Substituting Eqs. (21)–(24), (29) and (43), and the introduction of the scaled amplitude

\[ \bar{A}_1(\xi, \zeta, \tau) \equiv \epsilon^{1/2} A_1(\xi, \zeta, \tau), \]

we find the TDGL equation of \( \bar{A}_1(\xi, \zeta, \tau) \):

\[ \partial_\tau \bar{A}_1 = \sigma_c \epsilon \bar{A}_1 + \bar{d}_1(\tau) \partial_\xi^2 \bar{A}_1 + \bar{d}_2(\tau) \partial_\zeta \bar{A}_1 + \bar{d}_1(\tau) \partial_\xi \bar{A}_1 + \bar{d}_2(\tau) \partial_\zeta \bar{A}_1 + \bar{\beta} \bar{A}_1 | \bar{A}_1 |^2, \]

where the explicit forms of \( \bar{d}_1(\tau) \) and \( \bar{d}_2(\tau) \) are listed in Table 2.

From the parallel argument to obtaining Eq. (61), the scaled envelope function introduced

\[ \bar{A}(\xi, \zeta, \tau) \equiv \epsilon^{1/2} \{ A_1(\xi, \zeta, \tau) + \epsilon A_2(\xi, \zeta, \tau) + \epsilon^2 A_3(\xi, \zeta, \tau) \}, \]

satisfies the TDGL equation of \( \bar{A}(\xi, \zeta, \tau) \):

\[ \partial_\tau \bar{A} = \sigma_c \bar{A} + d_1(\tau) \partial_\xi^2 \bar{A} + d_2(\tau) \partial_\zeta \bar{A} + d_1(\tau) \partial_\xi \bar{A} + d_2(\tau) \partial_\zeta \bar{A} + \bar{\beta} \bar{A} | \bar{A} |^2 + \epsilon \bar{\gamma} \bar{A} | \bar{A} |^4, \]

where we truncated the higher order terms of \( O(\epsilon^2) \) in Eq. (68).

Figure 3 shows the time evolution of \( \bar{d}_1(\tau) \) and \( \bar{d}_2(\tau) \), where the analytic results perfectly agree with the numerical calculation of Eqs. (65) and (66) based on LAPACK. Because \( \bar{d}_1(\tau) \) and \( \bar{d}_2(\tau) \) decay to zero, Eqs. (47) and (48) respectively reduce to Eq. (61) and the first line of Eq. (60) in the long time limit. This result is consistent with the observation in the simulation [22] in which the shear band finally becomes parallel to mean-flow direction, though the mathematical justification of our hybrid approach is difficult.
Fig. 5 The time development of $\tilde{d}_1(\tau)$ and $\tilde{d}_2(\tau)$. The open circles and open squares represent the numerical results of $d_1(\tau)$ and $d_2(\tau)$, respectively. The solid and broken lines respectively represent the analytic results of $\tilde{d}_1(\tau)$ and $\tilde{d}_2(\tau)$. Here, we used $\epsilon = 0.01$, $\sigma = 0.99$ and $\nu_0 = 0.4$.

5 Discussion and Conclusion

Let us compare our results with the previous studies [53][55][56]. The previous studies only derived Stuart-Landau equation which is independent of the position, while we obtain TDGL equation which can discuss the slow evolution of long-wave spatial structure. We have demonstrated that the coefficient of $\tilde{A}|A|^4$ can be calculated explicitly based on a systematic perturbation method in terms of small $\epsilon$, which has not been achieved by previous studies. The appearance condition of the subcritical bifurcation is slightly different from that of the previous studies. We believe, however, that the result becomes similar to that of the previous studies, if we analyze a finite size system around most unstable mode. On the other hand, it is hard to justify our hybrid approach to introduce the time dependent diffusion coefficients $d_1(\tau)$ and $d_2(\tau)$ in the TDGL equations Eqs.(67) and (69), though the result seems to be reasonable. The mathematical justification of the hybrid approach will be our future work.

In conclusion, we have derived the TDGL equation starting from a set of granular hydrodynamic equations. From our results, we find the homogeneous state is always unstable and a supercritical bifurcation can be observed in the dilute regime $0 < \nu_0 < 0.245$. On the other hand, a subcritical bifurcation is predicted in $\nu_0 > 0.245$ and we find the amplitude of disturbance can be converged by the nonlinear term $\epsilon^2 \tilde{A}|A|^4$ in the range $0.245 < \nu_0 < 0.275$. In the case of $\nu_0 > 0.275$, higher order expansions are necessary, however, such calculations should be performed in a future work.
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Appendix A Derivation of the coefficients in Table I

In this Appendix, we derive the coefficients in Table I by using the dimensionless quantities based on the kinetic theory [44]. At first, the energy sources $\chi_{\alpha\alpha}$ and $\chi_3$ for smooth disks...
\( (\beta = -1 \text{ in Ref.}[13]) \) are

\[
\chi_{\alpha\alpha} = -\frac{\xi(1 - e)}{2d^2} \left[ 8T - 3\pi^{1/2}dT^{1/2}(\nabla \cdot \mathbf{u}) \right] \tag{70}
\]
and \( \chi_{33} = 0 \), where \( d, T \equiv m((c - \mathbf{u})^2)/2 \) and \( \mathbf{u} = U\mathbf{v}/2 \) are the diameter of a disk, the granular temperature and the velocity field, respectively. It should be noted that we adopt the different definition for the granular temperature \( T \) from Ref. [13] to keep the dimension of the energy. In Eq. (70), the bulk viscosity \( \xi \) is given by

\[
\xi = \frac{4\pi}{\pi^{3/2}}d(1 + e)\nu^2g(\nu)T^{1/2} . \tag{71}
\]
where \( \nu \) and \( g(\nu) \) is the area fraction and the radial distribution function at contact, respectively. Thus, the factor of Eq. (70) is given by

\[
-\frac{\xi(1 - e)}{2d^2} = -\frac{2m\nu^2(1 - e^2)}{\pi^{3/2}d^3}g(\nu)T^{1/2} . \tag{72}
\]

If we introduce the mass density of the system \( \rho = 4m\nu/(\pi d^2) \) and the mass density of a disk \( \rho_\nu = 4m/(\pi d^2) \), Eq. (70) is reduced to

\[
\chi_{\alpha\alpha} = -\frac{1 - e^2}{2\rho_\nu \pi^{1/2}d^2}g(\nu)T^{1/2} \left[ 8T - 3\pi^{1/2}dT^{1/2}(\nabla \cdot \mathbf{u}) \right] , \tag{73}
\]
and the energy loss rate is given by

\[
\chi = -\frac{\chi_{\alpha\alpha}}{2} = 1 - e^2 \frac{4\pi m}{\pi^{1/2}d^2}\nu^2 g(\nu)T^{1/2} \left[ 8T - 3\pi^{1/2}dT^{1/2}(\nabla \cdot \mathbf{u}) \right] . \tag{74}
\]
The pressure tensor is given by \( P_{ij} = \rho T\delta_{ij} + \rho a_{ij} + \Theta_{ij} \), where

\[
\rho a_{ij} = -\frac{2mT^{1/2}}{\pi^{1/2}d g(\nu)(5 - 3r)} \left[ 1 + \nu g(\nu)(3r - 2)T \right] \delta_{ij} \tag{75}
\]

\[
\Theta_{ij} = (2\rho T\nu g(\nu)r - \xi \nabla \cdot \mathbf{u}) \delta_{ij} - \xi D'_{ij} - \xi D'_{ij} + \nu g(\nu)\rho a_{ij} , \tag{76}
\]
with \( r = (1 + e)/2 \). Then, we find

\[
P_{ij} = [p - \xi \nabla \cdot \mathbf{u}] \delta_{ij} - \xi D'_{ij} + [1 + r\nu g(\nu)]\rho a_{ij} , \tag{77}
\]
where the static pressure is given by \( p = \rho T [1 + (1 + e)\nu g(\nu)] \). The second and third terms on the right-hand-side of Eq. (77) can be rewritten as \( \xi D'_{ij} = [1 + r \nu g(\nu)]\rho a_{ij} \equiv \eta D'_{ij} \), where the shear viscosity \( \eta \) is given by

\[
\eta = \frac{4mT^{1/2}}{\pi^{1/2}d} \left[ \frac{g(\nu)}{7 - 3e} + \frac{(1 + e)(3e + 1)}{4(7 - 3e)} \left[ 1 + e \right] \frac{3(3e - 1)}{8(7 - 3e)} \right] \frac{1}{\pi^2} (1 + e)\nu^2 \frac{g(\nu)}{} . \tag{78}
\]
Therefore, we find \( P_{ij} = [p - \xi \nabla \cdot \mathbf{u}] \delta_{ij} - \eta D'_{ij} \). It should be noted that Eq. (70) in Ref. [13] should be multiplied by \( rm \). The translational energy flux is given by \( q_\alpha = \rho a_{\alpha\beta}/2 + \Theta_{\alpha\beta}/2 \), where \( \rho a_{\alpha\beta}/2 \) and \( \Theta_{\alpha\beta}/2 \) are given by Eq. (89) and (100) in Ref. [13], respectively. From Eq. (100) in Ref. [22], we rewrite \( q_\alpha \) as

\[
q_\alpha = \frac{1}{2} \rho a_{\alpha\beta} - \xi \nabla T \tag{79}
\]

\[
+ \frac{3}{2} \nu g(\nu) \cdot \frac{1}{2} \rho a_{\alpha\beta} = \left( 1 + \frac{3}{2} \nu g(\nu) \right) \frac{1}{2} \rho a_{\alpha\beta} - \xi \nabla T .
\]

We introduce \( \kappa_\rho \) and \( \lambda_\rho \) as \( \frac{1}{2} \rho a_{\alpha\beta} = -\kappa_\rho \nabla T - \lambda_\rho \nabla \rho \), where

\[
\kappa_\rho = \frac{4mT^{1/2}}{\sigma g(\nu)(17 - 15\nu)\pi^{1/2}} \left[ 1 + \frac{3}{2} \nu g(\nu)r^2 (4r - 3) \right] , \tag{80}
\]

\[
\lambda_\rho = -\frac{3mT^{1/2}(2r - 1)(1 - r)}{2\nu g(\nu)(17 - 15\nu)} T^{3/2} d(\nu^2 g(\nu)) . \tag{81}
\]
If we write the energy flux $q_a$ as $q_a = -\kappa \nabla T - \Lambda \nabla \rho$, we obtain the heat conductivity $\kappa$:

$$\kappa = \kappa_0 \left( 1 + \frac{3}{2} \nu g(\nu) \right) + \xi = \frac{16mT^{1/2}}{\sigma \pi^{1/2}} \frac{g(\nu)^{-1}}{(1 + \nu)(19 - 15\nu)} + \frac{3(2\nu^2 + \epsilon + 1)}{8(19 - 15\nu)} \nu + \left\{ \frac{9(1 + \nu)^2(2\nu - 1)}{32(19 - 15\nu)} \frac{1}{4\pi^2} \frac{1}{(1 + \nu)\nu^2 g(\nu)} \right\}, \quad (82)$$

and the coefficient associated with the gradient of density $\lambda$:

$$\lambda = \lambda_0 \left( 1 + \frac{3}{2} \nu g(\nu) \right) = -\frac{3\nu T^{1/2}}{8(19 - 15\nu)} \left[ 4g(\nu)^{-1} + 3(1 + \nu)\nu \right] \frac{1}{\nu} \frac{d(\nu^2 g(\nu))}{d\nu} T^{3/2}. \quad (83)$$

We should note that the third term on the right hand side of Eq. (82) differs from our paper [12]. Indeed, the coefficient $1/4\pi$ in the last term on the right hand side of Eq. (82) is different from $1/2\pi$.

Now, we non-dimensionalize the static pressure, transport coefficients and the coefficient associated with the gradient of density with the aid of $m$, $d$ and $U/2$ as

$$p = \rho_0 \left( \frac{U}{2} \right)^2 \rho^*(\nu) \theta, \quad \xi = \rho_0 d \frac{U}{2} \xi^*(\nu) \theta^{1/2}, \quad \eta = \rho_0 d \frac{U}{2} \eta^*(\nu) \theta^{1/2},$$

$$\kappa = \rho_0 d U \kappa^*(\nu) \theta^{1/2}, \quad \lambda = d \left( \frac{U}{2} \right)^3 \lambda^*(\nu) \theta^{3/2},$$

where $p^*(\nu)$, $\xi^*(\nu)$, $\eta^*(\nu)$, $\kappa^*(\nu)$ and $\lambda^*(\nu)$ are dimensionless quantities listed in Table I.

### Appendix B: The Taylor expansion of the functions in Table I

The functions in Table I are expanded into the Taylor series as

$$g(\nu) = g_0 + g_1 \nu + g_2 \nu^2 + \ldots, \quad (84)$$

$$\theta_0 \nu^{-1} p_0(\nu) = p_0 + p_1 \nu + p_2 \nu^2 + \ldots, \quad (85)$$

$$\theta_0^{1/2} \nu^{-1} \xi_0(\nu) = \xi_0 + \xi_1 \nu + \xi_2 \nu^2 + \ldots, \quad (86)$$

$$\theta_0^{1/2} \nu^{-1} \eta_0(\nu) = \eta_0 + \eta_1 \nu + \eta_2 \nu^2 + \ldots, \quad (87)$$

$$\theta_0^{1/2} \nu^{-1} \kappa_0(\nu) = \kappa_0 + \kappa_1 \nu + \kappa_2 \nu^2 + \ldots, \quad (88)$$

$$\theta_0^{3/2} \nu^{-1} \lambda_0(\nu) = \lambda_0 + \lambda_1 \nu + \lambda_2 \nu^2 + \ldots. \quad (89)$$

Similarly, the derivatives are also expanded into the Taylor series as

$$\theta_0 \nu^{-1} \frac{d p_0(\nu)}{d\nu} = p_0' + p_1' \nu + p_2' \nu^2 + \ldots, \quad (90)$$

$$\theta_0^{1/2} \nu^{-1} \frac{d \xi_0(\nu)}{d\nu} = \xi_0' + \xi_1' \nu + \xi_2' \nu^2 + \ldots, \quad (91)$$

$$\theta_0^{1/2} \nu^{-1} \frac{d \eta_0(\nu)}{d\nu} = \eta_0' + \eta_1' \nu + \eta_2' \nu^2 + \ldots, \quad (92)$$

$$\theta_0^{1/2} \nu^{-1} \frac{d \kappa_0(\nu)}{d\nu} = \kappa_0' + \kappa_1' \nu + \kappa_2' \nu^2 + \ldots. \quad (93)$$

In the following, we show the explicit expressions of the coefficients which are used in the text. The coefficients associated with the radial distribution function are given by

$$g_1 = \frac{25 - 7\nu_0}{16(1 - \nu_0)^3}, \quad g_2 = \frac{34 - 7\nu_0}{16(1 - \nu_0)^4}, \quad g_3 = \frac{43 - 7\nu_0}{16(1 - \nu_0)^5}, \quad g_4 = \frac{52 - 7\nu_0}{16(1 - \nu_0)^6}. \quad (94)$$

The coefficients associated with the static pressure are given by

$$p_1 = \frac{1}{2}(1 + \epsilon)(g_0 + \nu_0 g_1)\theta_0, \quad p_2 = \frac{1}{2}(1 + \epsilon)(g_1 + \nu_0 g_2)\theta_0, \quad p_3 = \frac{1}{2}(1 + \epsilon)(g_2 + \nu_0 g_3)\theta_0. \quad (95)$$
The coefficients associated with viscosity are given by
\[ \xi_1 = \frac{1 + e}{\sqrt{2\pi}} (g_0 + \nu_0 g_1) \theta_0^{1/2}, \quad \eta_1 = \left\{ a_\eta - \frac{b_\eta}{(\nu_0 g_0)^2} \right\} (g_0 + \nu_0 g_1) \theta_0^{1/2}, \] (96)

where
\[ a_\eta = \sqrt{\frac{\pi}{2}} \left\{ \frac{(1 + e)(3e - 1)}{8(7 - 3e)} + \frac{1}{\pi} \right\} (1 + e), \quad b_\eta = \sqrt{\frac{\pi}{2}} \frac{1}{7 - 3e}. \] (97)

The coefficients associated with the heat conductivity are given by
\[ \kappa_1 = \left\{ a_\kappa - \frac{b_\kappa}{(\nu_0 g_0)^2} \right\} (g_0 + \nu_0 g_1) \theta_0^{1/2}, \] (98)

where we have introduced
\[ a_\kappa = \sqrt{2\pi} \left\{ \frac{9(1 + e)(2e - 1)}{32(19 - 15e)} + \frac{1}{4\pi} \right\} (1 + e), \quad b_\kappa = \sqrt{\frac{2\pi}{1 + e}(19 - 15e)}. \] (99)

The coefficients associated with the derivative of the static pressure are given by
\[ p'_0 = \frac{1}{2\nu_0} \left\{ (1 + e) \nu_0 (2g_0 + \nu_0 g_1) + 1 \right\} \theta_0, \] (100)
\[ p'_1 = \frac{1}{2\nu_0} \left\{ (1 + e) \nu_0^2 (3g_1 + 2\nu_0 g_2) - 1 \right\} \theta_0, \] (101)
\[ p'_2 = \frac{1}{2\nu_0} \left\{ (1 + e) \nu_0^2 (4g_2 + 3\nu_0 g_3) + 1 \right\} \theta_0, \] (102)
\[ p'_3 = \frac{1}{2\nu_0} \left\{ (1 + e) \nu_0^2 (5g_3 + 4\nu_0 g_4) - 1 \right\} \theta_0. \] (103)

The coefficients associated with the derivative of viscosity are given by
\[ \xi'_1 = \frac{1 + e}{\sqrt{2\pi}} (2g_0 + \nu_0 g_1) \theta_0^{1/2}, \] (104)
\[ \eta'_0 = \frac{1}{\nu_0 g_0^2} \left\{ -a_\eta g_1 + g_0^2 \left\{ c_\eta \nu_0 (2g_0 + \nu_0 g_1) + b_\eta \right\} \right\} \theta_0^{1/2}. \] (105)

The coefficients associated with the derivative of the heat conductivity are given by
\[ \kappa'_0 = \frac{1}{\nu_0 g_0^2} \left\{ -a_\kappa g_1 + g_0^2 \left\{ c_\kappa \nu_0 (2g_0 + \nu_0 g_1) + b_\kappa \right\} \right\} \theta_0^{1/2}, \] (106)
\[ \kappa'_1 = \frac{1}{\nu_0 g_0^2} \left\{ a_\kappa \left\{ 2\nu_0 g_1^2 + g_0 (g_1 - 2\nu_0 g_2) \right\} + g_0^3 \left\{ c_\kappa g_0^2 (3g_1 + 2\nu_0 g_2) - b_\kappa \right\} \right\} \theta_0^{1/2}. \] (107)

**Appendix C Solution of linearized equation for the non-laying mode**

In this appendix, we solve the linearized equation for the non-laying mode \( (k_x \neq 0) \)
\[ \frac{\partial}{\partial t} \phi_{k(t)}^{NL} = \mathcal{L} (t) \phi_{k(t)}^{NL}. \] (108)

At first, we solve the eigenvalue problem
\[ \mathcal{L} (t) \phi_{k(t)}^{(j)} = \lambda_{k(t)}^{(j)} \phi_{k(t)}^{(j)}. \] (109)
where $\lambda^{(j)}$ and $\psi^{(j)}$ ($j = 1, 2, 3, 4$) are respectively the eigenvalues and the eigenvectors of $\mathcal{L}(t)$. If we scale the wave number as $k(t) = \epsilon(q_x, q_y(t))$ and perturbatively solve Eq. (109), the eigenvalues are readily found to be

$$\lambda^{(1)}_{q(t)} = -\epsilon^2 r_u q(t)^2, \quad \lambda^{(2)}_{q(t)} = -\epsilon^2 r_b q(t)^2,$$

$$\lambda^{(3)}_{q(t)} = -\epsilon^2 r_v q(t)^2 + i\epsilon J q(t), \quad \lambda^{(4)}_{q(t)} = -\epsilon^2 r_v q(t)^2 - i\epsilon J q(t),$$

which are respectively given by the eigenvectors

$$\psi^{(1)}_{q(t)} = \begin{pmatrix} 0, \frac{q_x(t)}{q(t)}, \frac{q_x(t)}{q(t)}, 0 \end{pmatrix}^T,$$

$$\psi^{(2)}_{q(t)} = \left( \frac{p_y}{\theta_0}, 0, 0, \frac{p_y}{\theta_0} \right)^T,$$

$$\psi^{(3)}_{q(t)} = \left( \frac{p_y}{2J}, \frac{q_x(t)}{2q(t)}, \frac{q_x(t)}{2q(t)}, \frac{p_y}{\theta_0} \right)^T,$$

$$\psi^{(4)}_{q(t)} = \left( \frac{p_y}{2J}, -\frac{i}{2} \frac{q_x(t)}{2q(t)}, -\frac{i}{2} \frac{q_x(t)}{2q(t)}, \frac{p_y}{\theta_0} \right)^T,$$

and the left eigenvectors

$$\psi^{(1)}_{q(t)} = \begin{pmatrix} 0, \frac{q_x(t)}{q(t)} - \frac{q_x(t)}{q(t)}, 0 \end{pmatrix},$$

$$\psi^{(2)}_{q(t)} = \left( -\frac{2p_y}{J}, 0, 0, \frac{p_y}{J} \right),$$

$$\psi^{(3)}_{q(t)} = \left( \frac{p_y}{J}, -\frac{i}{2} \frac{q_x(t)}{q(t)} - \frac{i}{2} \frac{q_x(t)}{q(t)}, \frac{p_y}{\theta_0} \right),$$

$$\psi^{(4)}_{q(t)} = \left( \frac{p_y}{J}, \frac{i}{2} \frac{q_x(t)}{q(t)}, \frac{i}{2} \frac{q_x(t)}{q(t)}, \frac{p_y}{\theta_0} \right),$$

where we defined $q(t) \equiv \sqrt{q_x^2 + q_y(t)^2}$,

$$J \equiv \sqrt{2p_y^2/\theta_0 + \nu p_y^2},$$

and the positive constants

$$r_u = \frac{\theta_0}{2}, \quad r_b = \frac{2p_y p_0 \theta_0}{J^2}, \quad r_c = \frac{\theta_0}{4} + \frac{\theta_0^2}{2} \frac{p_y^2}{\theta_0 J^2}. \quad (123)$$

The solution of Eq. (105) is constructed as [19]

$$\varphi^{(NL)}_{q(t),0} = \int \frac{dqc}{(2\pi)^2} G_{n\beta}(q(t), q'(0)) \varphi^{(NL)}_{q'(0),0}, \quad (124)$$

where the indexes $\alpha, \beta (= 1, 2, 3, 4)$ represent the components of $\varphi^{(NL)}_{q(t),0}$ and we used the summation rule for the twice appearance of $\beta$. The Green’s function is given by

$$G_{n\beta}(q(t), q'(0)) = \sum_{j=1}^{4} \psi^{(j)}_{q(t),0} \overline{\psi^{(j)}_{q'(0),0}} G^{(j)}(q(t), q'(0)),$$ 

with the function $G^{(j)}(q(t), q'(0))$ satisfying

$$\left( \frac{\partial}{\partial t} + e q_x \frac{\partial}{\partial q_x(t)} \right) G^{(j)}(q(t), q'(0)) = \lambda^{(j)}_{q(t)} G^{(j)}(q(t), q'(0)). \quad (126)$$
Such a function \( G^{(j)}(\mathbf{q}(t), \mathbf{q}'(0)) \) is found to be

\[
G^{(j)}(\mathbf{q}(t), \mathbf{q}'(0)) = (2\pi)^2 \delta(\mathbf{q}'(0) - \mathbf{q}(t)) \exp \left[ \int_0^t ds \lambda^{(j)}_{\mathbf{q}(s)} \right].
\]

If we adopt \( \varphi_{N0}^{NL} = \sum_{j=1}^4 \psi_{\mathbf{q}(0)}^{(j)} \) for the initial condition [19], the components of \( \varphi_{N0}^{NL} \) are given by

\[
\begin{align*}
\nu_{\mathbf{q}(t)} &= -\frac{p_y}{\theta_0 J} E^{(2)}(t) + \frac{\nu_0}{J} E^{(3)}(t) \cos \omega(t), \\
\nu_{\mathbf{q}(t)} &= -\frac{\nu_0}{J} E^{(3)}(t) \sin \omega(t), \\
\omega_{\mathbf{q}(t)} &= \frac{p_y}{J} E^{(2)}(t) + \frac{2p_y}{J} E^{(3)}(t) \cos \omega(t),
\end{align*}
\]

where we defined

\[
\begin{align*}
E^{(1)}(t) &= \exp \left[ -q^2 r_a \left( \epsilon^2 + \frac{4}{3} t^3 \right) \right], \\
E^{(2)}(t) &= \exp \left[ -q^2 r_b \left( \epsilon^2 + \frac{4}{3} t^3 \right) \right], \\
E^{(3)}(t) &= \exp \left[ -q^2 r_c \left( \epsilon^2 + \frac{4}{3} t^3 \right) \right].
\end{align*}
\]

and the frequency

\[
\omega(t) = \frac{\alpha J}{2} \left[ et \sqrt{1 + (et)^2} + \ln \left( et + \sqrt{1 + (et)^2} \right) \right].
\]

**Appendix D Perturbative calculation of eigenvalue problem for the layering mode**

In this appendix, we perturbatively solve the eigenvalue problem of the layering mode

\[
\mathcal{L}(0, \mathbf{k}_0) \varphi_{\mathbf{k}_0}^{L(j)} = \sigma^{(j)}(\mathbf{k}_0) \varphi_{\mathbf{k}_0}^{L(j)},
\]

where \( j = 1, 2, 3, 4 \) and the \( 4 \times 4 \) real matrix is given by

\[
\mathcal{L}(0, \mathbf{k}_0) = \begin{pmatrix}
0 & 0 & \nu_0 k_0 & 0 \\
-\nu_0 k_0 & -\frac{\nu_0}{J} k_0^2 & -\epsilon & \epsilon \frac{\nu_0}{J} k_0 \\
\epsilon^2 c_1 - 2\lambda_0 k_0^2 & -2\sigma_0 k_0 & -\epsilon \lambda_0 k_0 & -\epsilon \lambda_0 k_0 \\
\end{pmatrix}
\]

Here, \( \lambda_0 \sim O(\epsilon^2) \). The wave number is scaled as \( k_0 = \epsilon q \) and we expand \( \mathcal{L}(0, \mathbf{k}_0), \sigma^{(j)}(\mathbf{k}_0) \) and \( \varphi_{\mathbf{k}_0}^{L(j)} \) into the series of \( \epsilon \) as

\[
\begin{align*}
\mathcal{L}(0, \mathbf{k}_0) &= \epsilon \mathcal{M}_1 + \epsilon^2 \mathcal{M}_2 + \ldots, \\
\sigma^{(j)}(\mathbf{k}_0) &= \epsilon \sigma_1^{(j)} + \epsilon^2 \sigma_2^{(j)} + \ldots, \\
\varphi_{\mathbf{k}_0}^{L(j)} &= \varphi_0^{(j)} + \epsilon \varphi_1^{(j)} + \ldots.
\end{align*}
\]
where
\[
\mathcal{M}_1 = \begin{pmatrix} 0 & 0 & \nu_0 q & 0 \\ 0 & 0 & -1 & 0 \\ -\nu_0 q & 0 & 0 & -\nu_0 q \\ 0 & 2\nu_0 q & 0 & 0 \end{pmatrix}, \quad \mathcal{M}_2 = \begin{pmatrix} \frac{\nu_0^2}{4} - \frac{2\nu_0 q}{c_1} & 0 & 0 & 0 \\ 0 & 0 & -\left(\zeta_0 + \frac{\nu_0}{c_3}\right)q^2 & 0 \\ 0 & 0 & 0 & -\left(\zeta_0 + \frac{\nu_0}{c_3}\right)q^2 \\ 0 & 0 & 0 & 0 \end{pmatrix}.
\] (141)

Substituting Eqs. (138)-(139) into Eq. (136), we find the first nonzero terms
\[
\mathcal{M}_1 \phi_0^{(1)} = \sigma^{(1)}_1 \phi_0^{(1)},
\] at \( O(\epsilon) \). From Eq. (142), we find the eigenvalues
\[
\sigma^{(1)}_1 = \sigma^{(2)}_1 = 0, \quad \sigma^{(3)}_1 = -\sigma^{(4)}_1 = iJq.
\] (143)

The eigenvalues Eq. (143) are given by the eigenvectors
\[
\begin{align*}
\phi_0^{(1)} &= (0, 1, 0, 0)^T, \\
\phi_0^{(2)} &= \left(-\frac{p_0}{\theta_0 J}, 0, 0, \frac{p_0}{J}\right)^T, \\
\phi_0^{(3)} &= \left(\frac{\nu_0}{2J}, -1, i \frac{p_0}{J}, \frac{p_0}{J}\right)^T, \\
\phi_0^{(4)} &= \left(\frac{\nu_0}{2J}, -1, -i \frac{p_0}{J}, \frac{p_0}{J}\right)^T,
\end{align*}
\] respectively, and the corresponding left eigenvectors are given by
\[
\begin{align*}
\xi_0^{(1)} &= \left(\frac{p_0}{J^2q}, 1, 0, -\frac{p_0}{\theta_0 J^2q}\right), \\
\xi_0^{(2)} &= \left(-\frac{2p_0}{J}, 0, 0, \frac{\nu_0}{J}\right), \\
\xi_0^{(3)} &= \left(\frac{\nu_0}{J}, 0, 0, -i \frac{p_0}{\theta_0 J}\right), \\
\xi_0^{(4)} &= \left(\frac{\nu_0}{J}, 0, 0, i \frac{p_0}{\theta_0 J}\right),
\end{align*}
\] respectively. The eigenvectors Eqs. (144)-(151) are orthogonal and normalized, i.e. \( \xi^{(j)}_0 \cdot \xi^{(k)}_0 = \delta_{jk} \), where \( j, k = 1, 2, 3, 4 \) and \( \delta_{jk} \) is the Kronecker delta. Because the critical eigenvalue is a real number, we are interested in the case of \( \sigma^{(1)}_1 = \sigma^{(2)}_1 = 0 \). However, \( \phi_0^{(1)} \) and \( \phi_0^{(2)} \) are degenerated, thus we rewrite Eq. (143) as
\[
\xi^{(l)}_k = \left\{a^{(1)}_1 \xi_0^{(1)} + a^{(1)}_2 \xi_0^{(2)}\right\} + \epsilon_1^{(l)} + \ldots,
\] (152)
where \( l = 1, 2 \) and the coefficients \( a^{(1)}_1 \) and \( a^{(1)}_2 \) are determined later.

At \( O(\epsilon^2) \) of Eq. (130), we find
\[
\mathcal{M}_1 \phi_1^{(1)} + \mathcal{M}_2 \left\{a_1^{(1)} \phi_1^{(1)} + a_2^{(1)} \phi_1^{(2)}\right\} = \sigma_2^{(1)} \left\{a_1^{(1)} \phi_1^{(1)} + a_2^{(1)} \phi_1^{(2)}\right\}.
\] (153)

If we respectively multiply \( \xi^{(l)}_0 (l = 1, 2) \) to Eq. (153), we find
\[
\mathcal{M}_2 a^{(l)} = \sigma^{(l)}_2 a^{(l)},
\] (154)
where \( a^{(l)} = (a_1^{(l)}, a_2^{(l)})^T \) and
\[
\mathcal{M}_2 = \begin{pmatrix} \xi_0^{(1)} \mathcal{M}_1 \xi_0^{(1)} & \xi_0^{(1)} \mathcal{M}_1 \xi_0^{(2)} \\ \xi_0^{(2)} \mathcal{M}_1 \xi_0^{(1)} & \xi_0^{(2)} \mathcal{M}_1 \xi_0^{(2)} \end{pmatrix}
\] (155).
From Eq. 153, we find the eigenvalues

$$\sigma_2^{(1)} = -\frac{1}{4\theta_0 J^2} \left( f_1^2 - f_2^2 - f_2^2 \right), \quad \sigma_2^{(2)} = -\frac{1}{4\theta_0 J^2} \left( f_1^2 + f_2^2 - f_2^2 \right),$$

(156)

which are given by the eigenvectors

$$a^{(1)} = c_0 \left( f_3 - \sqrt{f_2^2 - f_2^2, 8\nu_0 \theta_0^2 / 2, 2\theta q} \right)^T, \quad a^{(2)} = c_0 \left( f_3 + \sqrt{f_2^2 - f_2^2, 8\nu_0 \theta_0^2 / 2, 2\theta q} \right)^T,$$

(157)

respectively, where $f_1, f_2, f_3$ and $c_0$ are listed in Table 3.

Because $\sigma_2^{(1)} = -\sigma_2^{(2)} = \sqrt{f_2^2 - f_2^2/2\theta_0 J^2} > 0$, the growth rate is given by $\sigma_2^{(1)}$. If we expand $\sigma_2^{(1)}$ into the series of the scaled wave number $q$, we find the dispersion relation

$$\sigma_2^{(1)} = r_2 q^2 + r_4 q^4 + O(q^6),$$

(158)

where the coefficients $r_2$ and $r_4$ are respectively given by

$$r_2 = \frac{\nu_0 \theta_0^2 (2p_0^2 - 3\nu_0^2) - \nu_0 \theta_0^2 - 3\nu_0 \theta_0^2 c_3}{2\nu_0^2 (\theta_0 c_1 - \nu_0^2 c_3) + 4 \nu_0 \theta_0},$$

(159)

$$r_4 = \frac{\nu_0 \theta_0^2 (2p_0^2 - 3\nu_0^2) - \nu_0 \theta_0^2 - 3\nu_0 \theta_0^2 c_3}{4\nu_0^2 (\theta_0 c_1 - \nu_0^2 c_3) + 2 \nu_0 \theta_0} \left[ c_1 - 2\nu_0 \theta_0 J^2 + 4\theta_3 \theta_0^2 \kappa_0 \right] + p_0^2 (\theta_0 J^2 - 4\theta_3 \theta_0^2 \kappa_0 - \nu_0 (\theta_0 c_3 J^2 + 8 \nu_0 \kappa_0)) + p_0^2 \left( \nu_0^2 c_3 - \nu_0 \theta_0 J^2 \right).$$

(160)

If we multiply $\phi_0^{(n)} \phi_0^{(n)} (n = 3, 4)$ to Eq. 153, we find $\phi_1^{(1)}$ as

$$\phi_1^{(1)} = -\sum_{n=3,4} \frac{1}{\sigma_1^{(n)}} \phi_0^{(n)} \left[ \phi_0^{(n)} M_2 \left( a_1^{(1)} \phi_0^{(1)} + a_2^{(1)} \phi_0^{(2)} \right) \right] \equiv C_{\phi_1} (0, 0, 1, 0)^T,$$

(162)

where

$$C_{\phi_1} = \frac{2 \nu_0 \theta_0^2}{\theta_0 J^2} \phi_1^{(1)} + \frac{(2 \nu_0 \theta_0^2 \theta_0^2 + \nu_0 \theta_0^2 c_3) \theta_0 J^2}{\theta_0^2 J^2} \phi_1^{(2)}.$$

(163)

Therefore, the eigenvector Eq. 154 truncated at $O(\epsilon)$ is given by

$$\phi_{k+0}^{(1)} = (\nu_0, \nu_0, \nu_0, \nu_0)^T = \left( -\frac{\theta_0 J^2}{\theta_0 J^2} a_1^{(1)}, c_0 C_{\phi_1}, P_0 J^2 \phi_1^{(1)} \right)^T.$$  

(164)

In the same way, we calculate the left eigenvector $\phi_{k_0}^{(l)}$ of Eq. 155. Because $\phi_0^{(1)}$ and $\phi_0^{(2)}$ are also degenerated to the same eigenvalue $\sigma_1^{(1)} = \sigma_2^{(2)} = 0$, we write the left eigenvector as

$$\phi_{k_0}^{(l)} = \left\{ a_1^{(l)} \phi_0^{(1)} + a_2^{(l)} \phi_0^{(2)} \right\} + \epsilon \phi_1^{(l)} + \ldots,$$

(165)

where $l = 1, 2$ and the coefficients $a_1^{(l)}$ and $a_2^{(l)}$ are determined later. At $O(\epsilon^2)$, we find

$$\phi_1^{(l)} M_1 + \left\{ a_1^{(l)} \phi_0^{(1)} + a_2^{(l)} \phi_0^{(2)} \right\} M_2 = \sigma_2^{(l)} \left\{ a_1^{(l)} \phi_0^{(1)} + a_2^{(l)} \phi_0^{(2)} \right\}.$$  

(166)

If we respectively multiply $\phi_0^{(l)} (l = 1, 2)$ to Eq. 165, we find

$$M_2^T \tilde{a}^{(l)} = \sigma_2^{(l)} \tilde{a}^{(l)},$$

(167)

where $\tilde{a}^{(l)} \equiv (a_1^{(l)}, a_2^{(l)})^T$. Then, we solve the eigenvalue problem Eq. 167 and find

$$\tilde{a}^{(1)} = \hat{c}_0 \left( f_3 - \sqrt{f_2^2 - f_2^2, \theta_0^2 / 2, 2 \theta q} \right)^T, \quad \tilde{a}^{(2)} = \hat{c}_0 \left( f_3 + \sqrt{f_2^2 - f_2^2, \theta_0^2 / 2, 2 \theta q} \right)^T,$$

(168)
Table 3 The functions $f_1, f_2, f_3, f_4, f_5, f_6, c_a$ and $\tilde{c}_a$ in the text. Here, $c_a$ and $\tilde{c}_a$ are determined by the normalized condition of the eigenvector.

| $n$ | $f_1$ | $f_2$ | $f_3$ | $f_4$ | $f_5$ | $f_6$ | $c_a$ | $\tilde{c}_a$ |
|-----|------|------|------|------|------|------|------|------|
| 1   | $(\theta_0 J^2 + \nu_0 J^2) \Phi_0 + (2 \nu_0 \nu_0 J^2) \Phi_0$ | $(\theta_0 J^2 + \nu_0 J^2) \Phi_0 + (2 \nu_0 \nu_0 J^2) \Phi_0$ | $(\theta_0 J^2 + \nu_0 J^2) \Phi_0 + (2 \nu_0 \nu_0 J^2) \Phi_0$ | $(\theta_0 J^2 + \nu_0 J^2) \Phi_0 + (2 \nu_0 \nu_0 J^2) \Phi_0$ | $(\theta_0 J^2 + \nu_0 J^2) \Phi_0 + (2 \nu_0 \nu_0 J^2) \Phi_0$ | $(\theta_0 J^2 + \nu_0 J^2) \Phi_0 + (2 \nu_0 \nu_0 J^2) \Phi_0$ | $-\frac{\nu_0}{\theta_0 J^2} \{ \nu_0 f_0 f_2 + 2(\nu_0 p_0 - 2\theta_0 p_0 p_0) f_4 f_6 + (\theta_0 J^2 f_4 \nu_0 + \nu_0 \nu_0 J^2 \nu_0) f_2 \}^{-1/2}$ |

where $f_4$ and $\tilde{c}_a$ are listed in Table 3. If we multiply $\Phi_0 (n = 3, 4)$ to Eq. (166), we find $\Phi_1$ as

$$\Phi_1 = -\sum_{n=3,4} \frac{1}{\sigma_1} \left[ \tilde{a}_1 \Phi_0 + \tilde{a}_2 \Phi_0 \right] \tilde{a}_0 \Phi_0 + \tilde{a}_1 \Phi_0 + \tilde{a}_2 \Phi_0$$

(169)

where

$$\tilde{C}_\Phi = \frac{f_5}{2 \nu_0 J^2} \tilde{a}_1 = \frac{\nu_0 \nu_0 J^2 + \nu_0 J^2}{\theta_0 J^2 q f_0}$$

(170)

and $f_5$ is given in Table 3. Therefore, the left eigenvector of Eq. (166) truncated at $O(\sigma^2)$ is given by

$$\tilde{\Phi}_1 = (\tilde{\nu}_0, \tilde{\nu}_0, \tilde{\nu}_0, \tilde{\nu}_0) = \left( \nu_0, \frac{\nu_0 \nu_0 J^2}{\theta_0 J^2 q f_0} \right) \left( a_1, a_2 \right)$$

(171)

Let us compare the analytic form Eq. (163) with the numerical result. Figure 3 shows the components of the eigenvector $(a)\nu_0, (b)\nu_0, (c)\nu_0$ and $(d)\nu_0$ as the functions of $q$, where the open circles and solid lines represent the numerical results and analytic forms, respectively. From these results, Eq. (163) well describes the numerical results. We also confirmed that Eq. (171) well reproduces the results of the numerical calculations.
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