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Abstract—Continual learning (CL) is a machine learning paradigm that accumulates knowledge while learning sequentially. The main challenge in CL is catastrophic forgetting of previously seen tasks, which occurs due to shifts in the probability distribution. To retain knowledge, existing CL models often save some past examples and revisit them while learning new tasks. As a result, the size of saved samples dramatically increases as more samples are seen. To address this issue, we introduce an efficient CL method by storing only a few samples to achieve good performance. Specifically, we propose a dynamic prototype-guided memory replay (PMR) module, where synthetic prototypes serve as knowledge representations and guide the sample selection for memory replay. This module is integrated into an online meta-learning (OML) model for efficient knowledge transfer. We conduct extensive experiments on the CL benchmark text classification datasets and examine the effect of training set order on the performance of CL models. The experimental results demonstrate the superiority of our approach in terms of accuracy and efficiency.

Index Terms—Class-incremental learning (CIL), continual learning (CL), online meta-learning (OML), prototypical network, text classification.

NOMENCLATURE

- $k$: Task index.
- $l$: Class index.
- $i$: Episode index.
- $N$: Number of classes.
- $f_0$: Model with parameters $\theta$.
- $h_{\text{proto}}$: Prototypical network with parameters $\phi_{\text{proto}}$.
- $\mathbf{S}_{\text{pred}}$: Classifier with parameters $\phi_{\text{pred}}$.
- $D_{\text{train}}$: Training set.
- $\mathcal{M}$: Memory set.
- $S$: Support set for meta-learning.
- $Q$: Query set for meta-learning.
- $\mathcal{L}_{\text{CE}}$: Cross entropy loss.
- $\mathcal{L}_P$: Prototypical loss for a class.
- $J_P(\cdot)$: Prototypical loss for a training episode.
- $N_S$: Number of support examples per class.
- $N_Q$: Number of query examples per class.
- $N_K$: Number of saved examples per class.
- $c$: Prototype set.
- $m$: Optimization step.
- $b$: Batch size.
- $R_F$: Replay frequency.
- $d(\cdot)$: Distance function.
- $\alpha$: Inner loop learning rate.
- $\beta$: Outer loop learning rate.

I. INTRODUCTION

CURRENT dominant machine learning paradigms often learn from identically and independently distributed (i.i.d.) data. It often requires a large amount of training samples to ensure models’ performance. In real-world scenarios, the availability of data is limited. The high-quality training data may only become accessible over time. Conventional machine learning models always learn from scratch to update knowledge. Yet, some past examples may become inaccessible due to privacy reasons, causing the models to fail to retain previous knowledge. Hence, current dominant learning paradigms are incapable of learning continuously and effectively.

Continual learning (CL) aims to address these problems. Intuitively, it mimics human learning progress by accumulating knowledge and learning built upon it. The main challenge in CL is catastrophic forgetting [1]. It manifests as evident degradation in the model’s performance on preceding tasks. Catastrophic forgetting is also known as the stability–plasticity dilemma. CL aims to guarantee the stability of handling various learned tasks while showing plasticity in a novel domain.

The existing CL models can be categorized into three main-stream methods, i.e., regularization-based methods [2], [3], [4], architecture-based methods [5], [6], [7], [8], and replay-based methods [9], [10], [11], [12], [13]. The regularization-based method typically limits the updates of nontrivial parameters or weights by adding constraints. Due to the complexity of deep learning models, a small change in parameter space could have unexpected effects on the model’s performance [9], [14]. The architecture-based method dynamically expands the
model architecture to learn new tasks. It preserves previously fine-tuned parameters and introduces task-specific parameters for new tasks. However, the size of the parameters grows as the number of seen tasks increases. Most existing CL models are the replay-based methods. The replay-based method revisits past data or generates pseudo past data to consolidate knowledge. However, most replay-based models neglect the memory constraint in the CL setup. The size of the saved samples grows aggressively as more tasks are seen. Hence, it is imperative to efficiently save and use samples for memory replay.

This article introduces a prototype-guided memory replay (PMR) module, which dynamically updates knowledge. We use a prototypical network as a feature extractor. It generates prototypes as knowledge representations. We use prototypes to guide the sample selection for memory replay. We also leverage meta-learning to enable fast adaptation and knowledge transfer. In the experiments, we use datasets from [15], popularized by de Masson d’Autume et al. [16] in lifelong language learning. This collection of datasets consists of text classification datasets from diverse domains. The replay rate of our model is set to a relatively low value, not exceeding 0.8%. Extensive experimental results demonstrate the superiority of the proposed method in terms of accuracy and efficiency. Particularly, we reduce the memory budget by keeping no more than 0.2% of seen samples.

Our main contributions are threefold: 1) we propose a CL model, called PMR, which combines an online meta-learning (OML) model with a prototypical network and enables efficient knowledge consolidation through revisiting a few past examples; 2) we devise a PMR module, where prototypes are dynamically updated and guide sample selection, providing sample efficiency in memory; and 3) in experiments, we show that the model’s performance is sensitive to the order of training sets when data distributions are significantly different.

The remainder of this article is organized as follows. We present the related work in Section II. We then introduce the problem formulation of CL in Section III. Section IV depicts the proposed approach with an illustration of the model and detailed algorithms. In Section V, extensive experimental outcomes are thoroughly discussed and analyzed. Section VI concludes this article.

II. RELATED WORK
A. Replay-Based Methods

The replay-based method often saves previous training data or generates pseudo samples. It relieves catastrophic forgetting by revisiting them while learning new tasks, known as memory replay or experience rehearsal. Many CL models use random selection to select samples for replay, which neglect the memory constraint in CL and fail to consider memory efficiency. To retain knowledge, gradient episodic memory (GEM) [17] and A(verage)-GEM [11] constrain gradient projection by revisiting past examples, in which models randomly save samples and replay samples at every training step. Recent replay-based methods use episodic memory replay [16] with a 1% replay rate to prevent overfitting to past examples. Memory-based parameter adaptation (MbPA) ++ [16] retrieves K-nearest neighbors (KNNs) for local adaptation in its inference process, which is expensive. Holla [18] introduces an experience replay mechanism to harness the replay sparseness in terms of time and size. References [12], [19], and [20] are generative replay-based models, which generate pseudo samples to bypass storage of real data.

1) Sample Selection Schemes: The widely used sample selection criteria are random selection and KNN. Most replay-based methods randomly select data from a memory buffer or randomly save past training data. For a task-specific learning process, some approaches [16], [21], [22] apply K-center method to choose K data points according to their distances to centroid or other geometric properties. Both the random selection methods and K-center methods use heuristics to update memory. Embedding aligned episodic memory replay (EA-EMR) [9] and information disentanglement-based regularization (IDBR) [23] select informative samples by referencing the centroid of the cluster via K-means. Incremental classifier and representation learning (iCaRL) method [24] chooses samples that are nearest to the mean of the distribution. Lee et al. [25] use short-term memory as a memory buffer to collect sufficient newly seen data, thereby preventing biasing toward the current learning task. Wang et al. [10] apply two popular paradigms in active learning into memory selection rules, i.e., diversity-based methods [26] and uncertainty-based methods [27], [28]. Nevertheless, random selection is considered as the most efficient strategy compared with these selection rules.

B. Continual Learning in NLP

Typically, language models are deep learning models, while regularization-based methods operate on the parameter spaces. However, due to the complexity of deep learning models, such an approach can be challenging [29] and is not considered as a proper method for constraining model behavior. To address natural language processing (NLP) tasks, most CL approaches favor replay-based methods and carefully impose regularization in their embedding spaces [9], [23]. For instance, EA-EMR uses an embedding alignment model to reduce distortion in the embedding space. IDBR [23] uses information disentanglement to differentiate generic and task-specific representations in hidden spaces, allowing only the task-specific representation to undergo a large degree of updates during training. Sequence-to-sequence CL (S2S-CL) [30] leverages compositionality [31] by dividing the input into semantic and syntactic representations, with the syntactic representation remaining frozen during training.

C. Meta-Learning in Continual Learning

Recently, meta-learning has been introduced into CL, due to its ability to facilitate fast adaptation and knowledge transfer. Several works [10], [18] use model-agnostic meta-learning (MAML) to optimize initial parameters, enabling fast adaptation to various domains. MetaMbPA [10] combines local adaptation with episodic memory replay and uses MAML to find a better initialized state for local adaptation. OML-ER [18] and neuromodulated meta-learning (ANML)-ER [18] use an OML model and an ANML framework, respectively, for fast adaptation, augmented with
episodic experience replay. In addition, some CL models use Reptile [32] as their meta-learning frameworks. Meta-experience replay (MER) [33] regularizes the objective of experience replay via a modified Reptile [32] algorithm and memory replay module. Meta-learning for lifelong relation extraction (MLLRE) [21] also adopts Reptile to meta-update parameters via augmented training set. Furthermore, in the field of computer vision, meta-consolidation for continual learning (MERLIN) method [34] uses preceding task-specific priors from meta distribution to replay previous parameters and consolidate model. Memory efficient online learning (MOML) method [35] introduces quadratic penalty to debias and regularize the loss of a meta model, such that it can bypass the need to recall prior seen instances.

**D. Lifelong Text Classification Settings**

CL has two settings in text classification, i.e., class-incremental learning (CIL) and task incremental learning (TIL). In CIL, task identity information is not provided in inference, and it has a single classifier for all the classes. While in TIL, task identity information is provided in both training and inference, and a CL model assigns one classifier for each task. Recent works mainly operate in a task-free setting [36] where neither training nor test examples contain dataset identity.

**III. PROBLEM FORMULATION**

We consider a basic CL setup where model makes a single pass over a stream of training examples. Assume the training data stream consists of $K$ tasks, $(\mathcal{T}^{(1)}, \mathcal{T}^{(2)}, \ldots, \mathcal{T}^{(k)})$, in a specific order. Each task $\mathcal{T}^{(k)}$ is a supervised learning task with a ground-truth label set $D_{\text{train}}^{(k)} = \{(x_j^{(k)}, y_j^{(k)})\}_{j=1}^{N^{(k)}}$. The objective for a task $\mathcal{T}^{(k)}$ is to train a continual learner $f$ that converges to the probability distribution of $\mathcal{T}^{(k)}$, while still performing well on previous tasks $\{\mathcal{T}^{(1)}, \mathcal{T}^{(2)}, \ldots, \mathcal{T}^{(k-1)}\}$ without using the past training sets. The overall objective is to minimize the average expected risk of all $K$ tasks seen so far, i.e., $(1/K)\sum_{k=1}^{K} \mathbb{E}_{x,y \sim P(\mathcal{T}^{(k)})}[L(f_\theta(x), y)]$, where $K$ denotes the total number of seen tasks and $\theta$ is the parameters of $f$. A replay-based method allows the model $f$ to save a certain amount of training samples from previous tasks. In our CL setup, we constrain the memory size to a constant value of $B$, with the memory storing a maximum of $B$ samples from previous tasks.

**A. Class-Incremental Learning**

We address text classification tasks in a CIL scenario, where task identity information is not given in inference. Given an encoder $h_{\phi_{\text{proto}}}: \mathcal{X} \rightarrow \mathbb{R}^d$ and a classifier $g_{\phi_{\text{pred}}}: \mathbb{R}^d \rightarrow \mathbb{R}^N$, where $d$ is the dimension of the hidden representations and $N$ is the number of classes, we consider a model $f_\theta = g_{\phi_{\text{pred}}}(h_{\phi_{\text{proto}}}(x))$. The cross entropy loss for a task $\mathcal{T}^{(k)}$ is

$$\mathcal{L}_{\text{CE}}(x, y; \theta^{(k)}) = -\sum_{j=1}^{N^{(k)}} \sum_{i=1}^{N} y_{ji} \log(\sigma(f_{\theta^{(k)}}(x)_i))) \quad (1)$$

where $N^{(k)}$ is the number of classes in $\mathcal{T}^{(k)}$, $\sigma$ is the activation function (e.g., sigmoid or softmax), and $(x, y) \in D_{\text{train}}^{(k)}$.

Alternatively, the cross entropy loss while learning a task $\mathcal{T}^{(k)}$ can be described as the loss for all the seen classes. For a replay-based methods, the cross entropy loss generally is

$$\mathcal{L}_{\text{CE}}^*(x, y; \theta^{(k)}) = -\sum_{j=1}^{|D_{\text{train}}^{(k)}|} \sum_{i=1}^{N} y_{ji} \log(\sigma(f_{\theta^{(k)}}(x)_i))) \quad (2)$$

where $\mathcal{M}$ is the memory set that contains past examples and $(x, y) \in D_{\text{train}}^{(k)} \cup \mathcal{M}$. In this article, we mainly use the cross entropy loss shown in (1). More details are shown in Section IV-A.

**IV. CONTINUOUS LEARNING WITH PROTOTYPE-GUIDED MEMORY REPLAY**

Meta-learning is a widely used machine learning paradigm for fast adaptation and efficient knowledge transfer [18]. We combine a meta-learning framework with our devised PMR module to formulate a CL approach, namely, PMR.

**A. Meta Continual Learning**

Recently, some CL models [10], [18] have used meta-learning to learn an optimized initial state of the parameters, allowing the model to perform well on all seen tasks with only a few gradient updates. The meta-training process involves a two-level optimization process. In the inner loop, the model performs task-specific fine-tuning on the support set $S$. In the outer loop, the model performs meta-updates for meta-objectives using the query set $Q$. Given a model $f$ with parameter set $\theta$, the inner loop optimization is a $m$-step gradient-based update on the support set $S$. We denote the fine-tuned parameters on the support set $S$ as $\theta'$. The outer loop algorithm aims to generalize well with the fine-tuned parameters $\theta'$. However, it involves second-order gradient computation with respect to $\theta$, which is computationally expensive. First-order MAML (FOMAML) [37] provides a solution to this problem using a first-order approximation, where the gradients are computed with respect to the fine-tuned parameters $\theta'$. Therefore, we choose FOMAML as our meta-learning framework for its simplicity.

1) Architecture: The proposed model $f_\theta$ consists of a representation learning network (RLN) and a prediction network (PN). We add a single hidden layer feedforward neural network on top of an encoder to build a prototypical network as RLN. We denote RLN as $h_{\phi_{\text{proto}}}$ with learnable parameters $\phi_{\text{proto}}$. We use a single linear layer followed by a softmax as PN. We denote PN as $g_{\phi_{\text{pred}}}$ with learnable parameters $\phi_{\text{pred}}$. The model is defined as $f_\theta(x) = g_{\phi_{\text{pred}}}(h_{\phi_{\text{proto}}}(x))$.

2) Online Meta-Learning: In each episode $i$, we instantaneously sample $m$ batches of examples from the data stream $D_{\text{train}}$ as the support set $S$. The inner loop loss $\mathcal{L}_{\text{inner}}$ consists of a cross entropy loss $\mathcal{L}_{\text{CE}}$ and a prototypical loss $J_P$ as

$$\mathcal{L}_{\text{inner}}(S; \theta) = \mathcal{L}_{\text{CE}}(S; \theta) + J_P(\phi_{\text{proto}}) = \mathcal{L}_{\text{CE}}(S; \phi_{\text{proto}}) \cup \mathcal{L}_{\text{CE}}(S; \theta) + J_P(\phi_{\text{proto}}). \quad (3)$$

The computation of $J_P(\phi_{\text{proto}})$ is shown in (9). The inner loop algorithm only fine-tunes the PN model $g_{\phi_{\text{pred}}}$ via stochastic gradient descent (SGD) with learning rate $\alpha$ as $\phi'_{\text{pred}} = \phi_{\text{pred}} - \alpha \nabla_{\theta} \mathcal{L}_{\text{inner}}(S; \theta)$. In the outer loop, both the
parameters \( \phi_{\text{proto}} \) and \( \phi_{\text{pred}} \) are meta-learned using the query set \( Q \). The meta loss is defined as

\[
L_{\text{outer}}(Q; \theta') = L_{\text{CE}}(Q; \theta'),
\]

where \( R_F \) is the replay frequency and \( \theta' = \phi_{\text{proto}} \cup \phi_{\text{pred}} \). \( Q \) is a batch of examples from the data stream \( D_{\text{train}} \). The optimizer of the outer loop algorithm is the Adam optimizer [38] with a learning rate \( \beta \). The meta-training and inference process are described in Algorithms 1 and 2, respectively.

3) Task-Specific Classification Learning: Both the inner and outer loop algorithms apply cross-entropy loss for task-specific learning. The cross entropy loss for the inner loop is

\[
L_{\text{CE}}(S; \theta) = L_{\text{CE}}(S; \phi_{\text{proto}} \cup \phi_{\text{pred}})
\]

\[
= -\sum_{j=1}^{\left| S \right|} \sum_{i=1}^{N^{(k)}} y_{ji} \log(\sigma(g_{\phi_{\text{proto}}}(h_{\phi_{\text{pred}}}(x_{ji}))))
\]

where \( N^{(k)} \) is the number of classes in the current task \( T^{(k)} \).

The cross entropy loss for the outer loop, when not performing experience replay, is

\[
L_{\text{CE}}(Q; \theta') = L_{\text{CE}}(Q; \phi_{\text{proto}} \cup \phi_{\text{pred}})
\]

\[
= -\sum_{j=1}^{\left| Q \right|} \sum_{i=1}^{N^{(k)}} y_{ji} \log(\sigma(g_{\phi_{\text{pred}}}(h_{\phi_{\text{proto}}}(x_{ji}))))
\]

4) Experience Replay: When \( i = R_F \), we perform experience replay by retrieving examples from the memory \( \mathcal{M} \) and using them as the query set \( Q \). As a result, the meta-objective for experience replay is formulated as

\[
L_{\text{outer}}(\mathcal{M}; \theta') = L_{\text{CE}}(\mathcal{M}; \phi_{\text{proto}} \cup \phi_{\text{pred}})
\]

\[
= -\sum_{j=1}^{\left| \mathcal{M} \right|} \sum_{i=1}^{N} y_{ji} \log(\sigma(g_{\phi_{\text{pred}}}(h_{\phi_{\text{proto}}}(x_{ji}))))
\]

where \( N \) is the number of classes in \( \mathcal{M} \). We define this loss as the experience replay loss. Minimizing the experience replay loss allows \( f_{\theta'} \) to converge to the probability distribution of all seen tasks. As for replay frequency, we activate memory retrieval from \( \mathcal{M} \) every 50 epochs, which is lower than 1% replay rate. More details are shown in Section V-C.

B. Prototype-Guided Memory Replay Module

We aim to use a limited amount of seen instances to consolidate knowledge. A prototypical network can characterize hidden representations through prototypes, even when only a few examples are available. To achieve sample efficiency, we propose a replay memory module in which prototypes participate in the write mechanisms, as depicted in Fig. 1.

1) Prototypical Network: While learning a task \( T^{(k)} \), our model also learns prototypes that represent the classes in that task. We propose a PMR module that selectively writes examples from the query set \( Q \) into memory \( \mathcal{M} \), using prototypical knowledge. The prototypical network \( h_{\phi_{\text{proto}}} \) is meta-updated with learnable parameters \( \phi_{\text{proto}} \) and dynamically produces or corrects prototypes. For a class \( l \), the model learns a \( d \)-dimensional feature vector \( c_l \) as the prototype. The prototype \( c_l \) is the mean vector of \( N_S \) embedded support examples labeled as \( l \), and it is computed as

\[
c_l \leftarrow \frac{1}{|S_l|} \sum_{(x_{ji}, y_{ji}) \in S_l} h_{\phi_{\text{proto}}}(x_{ji}).
\]

The query set for learning a class \( l \) is denoted as \( Q_l \). Note that \( S_l \cup Q_l \subseteq S \). For a task \( T^{(k)} \), the prototypical loss [39] of a class \( l \) is formulated as

\[
L_{P}(Q_l; \phi_{\text{proto}}) = \frac{1}{N_Q^{(k)}} \sum_{l} \left[ d(h_{\phi_{\text{proto}}}(x), c_l) + \log \sum_{l'} \exp(-d(h_{\phi_{\text{proto}}}(x), c_{l'})) \right]
\]

where \( N^{(k)} \) denotes the number of classes in \( T^{(k)} \), \( N_Q \) denotes the number of query examples for each class, and \( d(\cdot) \) denotes the distance function. In this article, we leverage Euclidean distance.
2) Dynamic Memory: As a reference for sample selection, we constantly update prototypes with a meta-learnable prototypical network \(h_{\phi_{\text{prot}}}\). The samples in memory \(\mathcal{M}\) are dynamically updated with the prototypes. Specifically, we use the KNN method to obtain \(N_K\) examples of a class \(l\) based on their distance to the prototype \(c_l\). In this article, we select five instances per class from both the query set \(\mathcal{Q}\) and the memory set \(\mathcal{M}\). The previously stored examples are then replaced with the newly selected examples, updating memory set \(\mathcal{M}\). In this approach, the memory size is increased linearly with the number of seen classes, not with the number of seen examples, thereby reducing memory budgets.

**Algorithm 1 Meta-Training**

**Input:** Initial parameters \(\theta = \phi_{\text{proto}} \cup \phi_{\text{pred}},\) training set \(D_{\text{train}},\) support set size \(m,\) memory buffer \(\mathcal{M},\) inner loop learning rate \(\alpha,\) outer loop learning rate \(\beta,\) and number of saved examples per class \(N_K.\)

**Output:** Trained parameters \(\theta\) and memory set \(\mathcal{M}\)

```
for i = 1, 2, \ldots do
    S \leftarrow m \text{ batches of examples } D_i^{\text{train}} \text{ from the stream.}
    \text{[Prototypical Network]}
    J_{\phi_{\text{proto}}} \leftarrow 0
    \text{for class } l \in S \text{ do}
        \text{Select } N_S \text{ examples of class } l \text{ from } S \text{ as } S_l.
        \text{Select } N_Q \text{ examples of class } l \text{ from } S \setminus S_l \text{ as } Q_l.
        \text{Compute prototype } c_l \text{ as } 8.
        \text{Update } c_l \text{ in prototype set } c.
        \text{Compute prototypical loss } \mathcal{L}_{\phi_{\text{proto}}}(Q_l; \phi_{\text{proto}}) \text{ as } 9.
        J_{\phi_{\text{proto}}} \leftarrow J_{\phi_{\text{proto}}} + \mathcal{L}_{\phi_{\text{proto}}}(Q_l; \phi_{\text{proto}})
    end
    if i = R_F \text{ then}
        Q \leftarrow \mathcal{M}, \text{ a set of all examples from memory.}
    else
        Q \leftarrow \text{next batch of examples } D_i^{\text{train}} \text{ from the stream.}
        \text{[Samples Selection and Write Mechanism]}
        \text{for class } l \in \text{ prototype set } c \text{ do}
            \text{Select } N_K \text{ nearest examples to } c_l \text{ from } Q \cup \mathcal{M}.
            \text{Update examples of class } l \text{ in } \mathcal{M}.
        end
    end
    \text{[Inner Loop]}
    \text{Perform SGD on } \phi_{\text{pred}} \text{ to minimize } 3 \text{ as}
    \phi_{\text{pred}} = \phi_{\text{pred}} - \alpha \nabla \mathcal{L}_{\phi_{\text{inner}}}(S; \theta).
    \text{[Outer Loop]}
    \text{Perform Adam update on } \theta \text{ to minimize } 4 \text{ as}
    \theta \leftarrow \theta - \beta \nabla \mathcal{L}_{\phi_{\text{outer}}}(Q; \theta'), \text{ where}
    \theta' = \phi_{\text{proto}} \cup \phi_{\text{pred}}.
    \text{if all training data are seen then}
        \text{Stop Training}
    end
end
```
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1) A-GEM [11] replays past samples at every training step by default. We follow the settings of prior work [16], [18], in which AGEM randomly revisits examples from memory with a 1% replay rate.

2) Replay is a simple sequential learning baseline with a 1% replay rate. It uses the widely used write and read mechanisms, i.e., it writes all and randomly reads.

3) OML-ER [18] uses the same OML [40] framework as the proposed model. Its default setting involves writing all seen data and randomly reading with a 1% replay rate. We adapt it to our setting by limiting the size of its memory buffer for past data.

4) ANML-ER [18] uses the ANML [41] framework. It has the same write and read mechanisms as OML-ER. We reduce the memory limit of ANML-ER by allowing it to save 25 samples per class in each episode.

5) PMR is our proposed model, but with a higher replay rate, i.e., 1% replay rate.

C. Setup

In our experiments, we limit the memory buffer size to store only a few past examples. Specifically, we allow the buffer to store up to five samples per class \((N_k = 5)\), with a total of 45 instances for the datasets, Yelp, AGNews, and Amazon (i.e., \(B = 0.01\%\) of seen data). The write rate, \(p_{\text{write}}\), is set to 1. We use the pretrained ALBERT-Base-v2 from Hugging Face Transformers [42] as our example encoder, with a truncated input sequence length of 200. For the prototypical network, we use ReLU(B7) as the activation function with a dropout rate 0.2. The inner loop optimizer for OML-ER, ANML-ER, and PMR is SGD with a learning rate of \(\alpha = 1e^{-3}\), while the outer loop optimizer is Adam with a learning rate of \(\beta = 3e^{-5}\). A-GEM, Replay, OML-ER, and ANML-ER use a random sampler, which randomly samples examples with a batch size of \(b = 25\). PMR samples examples uniformly at random without replacement, with batch sizes that depend on the number of classes in the training sets, e.g., \(b = 20\) for AGNews and \(b = 25\) for Yelp and Amazon. For prototypical network, we have \(N_S = 3\) and \(N_Q = 2\). The support set size in each episode is \(m = 5\). All the baseline models use a 1% experience replay rate, while the replay frequency of PMR is every 50 epochs, resulting in different replay rates (replay rate = \((|M|/b \cdot (m + 1) \cdot R_{F} + b \cdot m))\) shown in Table II.

All the models are run on a Linux platform with eight Nvidia Tesla A100 GPUs and 40 GB of RAM. All the experiments are performed using PyTorch.\(^1\)

D. Results

We record the average of the three best results from five trials and report the average accuracy across all six different sequences. All the models are trained with a fixed number of epochs without multiple iterations. As shown in Table III, the PMR models, namely, PMR and PMR\(_{1\%}\), obtain the best result in terms of average accuracy by keeping only 0.01% of the seen data for memory replay. In particular, the PMR models achieve the highest accuracy in four sequences. The result of PMR and PMR\(_{1\%}\) also indicates that replay rate affects model’s performance. The effect of replay rate is discussed in Section V-E6. Given a less than 1% replay rate, PMR outperforms all the baselines by at least 1.89% in terms of average accuracy, making it the most efficient method compared with the baselines. Only OML-ER shows a competitive result, indicating the superiority of the OML framework in alleviating catastrophic forgetting. Furthermore, the average accuracy of A-GEM is around 2.18% lower than Replay, aligning with the results reported in literature [10], [18]. This result suggests that using past examples as gradient constraints may not be as effective as using them as part of the training data, especially for NLP tasks. Surprisingly, ANML-ER performs inadequately, possibly due to its inapplicability of the strict memory constraint. It is evident that the performance of all the models is sensitive to the order of training sets. All the models perform poorly in sequences Y → A → AGN and A → Y → AGN. The reasons behind are discussed in Section V-E1.

E. Analysis

1) Effect of Training Set Order: We study the effect of the order of training sets as shown in Fig. 2. For Y → AGN → A and A → AGN → Y in Fig. 2(a) and (d), all the baselines exhibit a sudden decrease in accuracy on AGNews, while their performance on Yelp and Amazon is relatively good. Since the first and the third tasks are from the same domain, the chance of forgetting the first task is greatly reduced compared with the second task. As a result, all the baseline models suffer from severe forgetting on the second task, AGNews. The accuracy of OML-ER on AGNews is at least 10% lower than that on Yelp or Amazon, while other baselines have an accuracy of less than 20% on AGNews. In contrast, PMR shows a surprisingly good performance on AGNews, with its accuracy being around 33% higher than the second-best model, OML-ER. The result demonstrates PMR’s ability to ease catastrophic forgetting. For Y → A → AGN and A → Y → AGN in Fig. 2(b) and (c), all the models perform poorly, especially on the first and the second tasks. The accuracy of A-GEM, Replay and ANML-ER on Yelp and Amazon declines to almost 0. The Yelp and Amazon datasets are product reviews, while AGNews consists of news from various topics, leading to a large difference in data distribution. Experience replay only functions on the last task, AGNews. As a

\[^1\]https://pytorch.org/
result, there are insufficient epochs for the model to learn the probability distributions of previous tasks. It makes the models prone to forgetting, resulting in poor accuracy. However, even though PMR’s experience replay loss does not converge well in this case, the problem can be easily resolved by increasing the number of iterations of the last task or epochs. For AGN → Y → A and AGN → A → Y in Fig. 2(e) and (f), A-GEM, Replay, and ANML-ER perform well only in the domain of the third task, i.e., Yelp and Amazon, but suffer from catastrophic forgetting of the first task, AGNews. In contrast, OML-ER and PMR show their superiority by performing even better on AGNews than on Yelp or Amazon. This suggests that the OML framework enables fast adaptation to past examples through sparse experience replay. In addition, it can be seen in most cases that PMR’s ability to learn a task improves if the domain of that task has appeared before.

2) Effect of Replay Sample Selection: We also examine the effect of different replay sample selections, as shown in Table IV. PMR uses prototypes to represent each class and guide sample selection for memory replay, but the strategies for selecting data points through prototypes can be different. The default setting is selecting five representative samples for each class. The following three additional strategies are studied for comparison.

1) PMR\_argmax selects five examples with the maximum Euclidean distances to each prototype, i.e., five outliers.
2) PMR\_augment selects five examples from both the query set and the support set. The selection range is five times larger than the default.
3) PMR\_mix selects five representative samples and five outliers. Note that the experience replay does not include outliers from previously seen classes but only from the current class.

We evaluate all the models on the sequence Y → AGN → A. PMR\_argmax shows the worst performance due to the fact that outliers do not provide valuable discriminative information. The accuracy of PMR\_augment is also unsatisfactory, suggesting that a larger selection range may not be beneficial. Specifically, a larger selection range provides better representative samples but loses generalization. PMR\_mix achieves the highest accuracy on Yelp and Amazon. In the experience replay, the impact of representative samples from the current task is neutralized by its outliers, giving more attention to previously seen examples. PMR obtains the highest accuracy on AGNews and the highest overall accuracy. Notably, PMR shows a more than 2% accuracy improvement on Amazon after learning Yelp from the same domain. It indicates a positive knowledge transfer.
occurs within the same domain. Furthermore, all the PMR models outperform OML-ER, which uses random selection. Our sample selection strategy demonstrates its robustness even with a small memory budget (i.e., $B = 0.01\%$ of seen data). Whereas the widely used random selection scheme heavily relies on the size of the memory buffer.

3) Forgetting Evaluation: We further investigate the effect of various replay sample selection strategies on forgetting. In Table V, we define the forgetting of each task as the accuracy drop from single-task learning to CL as shown in the last column. The accuracy of single-task learning is recorded in the second column and CL accuracy is recorded in the third column. A smaller value of accuracy drop indicates less forgetting. Note that the first task and the third task are from the same domain. The accuracy of most models on the third task is lower than that on the first two tasks due to the significant difference in domain. However, it is not surprising that the accuracy of the proposed strategy tends to remember the most recent task and forget the old unigrams emphasized and others neglected. It suggests that PMR continually adjusts its selection through up-to-date prototypes. This result shows that the prototype-guided selection strategy enables sample efficiency, thereby reducing the memory budget.

4) Effect of Memory Size: We conduct this evaluation using the sequence $Y \rightarrow AGN \rightarrow A$ and the result is shown in Table VI. The accuracy improves as the number of stored samples per class increases, but the improvement stops when we increase the saved samples per class to 20. This is due to the decrease in representation power of the data points as shown in Fig. 3. The increase in $N_K$ makes the model difficult to converge.

5) Memory Insight: To verify the effectiveness of synthetic prototypes in terms of sample efficiency, we visualize the distributions of unigrams in memory for three different learning phases, as illustrated in Fig. 4. The experiment is conducted on the Yelp dataset, with a total of 25 examples in the memory, obtained after the model finishes writing. In this setting, PMR performs a total of 15 episodic experience replays. Hence, we examine the stored instances of the first, the eighth, and the last experience replay (i.e., in Episodes 1, 408, and 765), respectively. Fig. 4(a) shows a long-tailed distribution, where some unigrams appear frequently but the variety of these unigrams is small. It indicates a limited diversity of unigrams at the first learning phase. In Fig. 4(b), the unigrams’ distribution indicates the saved samples in Episode 408 cover a wider range of unigrams compared with that in Episode 1. The selected samples not only contain new unigrams but also some of the unigrams shown in Episode 1, exhibiting an improvement in sample selection. Fig. 4(c) shows a broader unigram distribution with the same number of saved examples. It also preserves some of the previously attained unigrams and introduces novel ones, with some of the old unigrams emphasized and others neglected. It suggests that PMR continually adjusts its selection through up-to-date prototypes. This result shows that the prototype-guided selection strategy enables sample efficiency, thereby reducing the memory budget.

6) Effect of Replay Rate: Fig. 5 presents the effect of the replay rate on the model’s performance. We observe a steep increase in accuracy when the replay rate $\in [0.1, 1]$. After reaching 1.0%, it shows a slight decline in accuracy as the replay rate increases. It proves that 1% experience replay is sufficient for alleviating catastrophic forgetting. However, frequent experience replay can easily lead to an overfitting problem, i.e., the model overfits to examples from memory. As a result, the model’s performance deteriorates when the replay rate is high.

7) Learning More Tasks: We evaluate models using five datasets [15] in four different orderings. For comparisons, the experimental setup follows the prior work [16], [18], in which example encoder is a pretrained BERTBASE model [43], the input sequence length is truncated to 448, and the batch size is 16. We evaluate models in three

![Fig. 3. Experience replay loss versus times of experience replay, for comparisons of different occupied memory sizes.](image-url)
Fig. 4. Visualization of unigram distribution in memory. The x-axis shows the unigram index, with a total of 1720 unigrams. The y-axis shows the number of unigrams in the range [1, 26). The data points on the x-axis indicate the number of the corresponding unigrams is 1. (a) Unigram distribution of saved samples in Episode 1. (b) Unigram distribution of saved samples in Episode 408. (c) Unigram distribution of saved samples in Episode 765. (d) Comparisons of unigram distributions in Episodes 1, 408, and 765.

Table VII

| Method     | Memory Constraint (B) | Order (1) | Order (2) | Order (3) | Order (4) | Average |
|------------|-----------------------|-----------|-----------|-----------|-----------|---------|
| A-GEM      |                       | 70.7      | 65.9      | 67.5      | 63.6      | 66.9    |
| MPA++      | 575,000(Unlimited)    | 70.8      | 70.9      | 70.2      | 70.7      | 70.6    |
| REPLAY     |                       | 69.5      | 66.2      | 65.2      | 68.3      | 67.3    |
| OML-ER     |                       | 75.4      | 76.5      | 74.5      | 75.4      | 75.7    |
| ANML-ER    |                       | 75.6      | 75.8      | 75.5      | 75.7      | 75.7    |
| OML-ER     | 165 (0.03% seen data) | 39.6      | 50.5      | 51.5      | 56.2      | 49.5    |
| PMR        |                       | 61.2      | 65.7      | 66.1      | 55.9      | 62.2    |
| OML-ER     | 1,155 (0.2% seen data)| 42.8      | 52.6      | 51.8      | 54.2      | 51.4    |
| PMR        |                       | 71.5      | 73.4      | 71.1      | 69.3      | 71.3    |

Fig. 5. Effect of replay rate on PMR using sequence Y -> AGN -> A.

different cases. Particularly, we constrain memory budgets by storing up to [5, 35, unlimited] examples per class (i.e., \( B = \{165, 1155, 575 \, 000\} \) examples). Note that PMR with unlimited memory means writing all the data to memory and replaying all the data, which is not possible for large-scale dataset and can result in out-of-memory errors. Table VII shows the accuracy of models on different sequences of five tasks. PMR shows its advantage when memory resources are extremely limited. With only 0.2% of seen data stored, PMR still achieves an impressive accuracy rate of 71.3%. The accuracy difference between PMR and the best models with unlimited memory is less than 5%. In fact, PMR even outperforms some models without the memory constraint. It demonstrates the effectiveness of PMR even under the stringent memory constraint.

3\† Results obtained from [16] and \‡ results obtained from [18].
VI. CONCLUSION

In this article, we introduce a novel CL model called PMR, which combines an OML framework with a PMR module. Specifically, we use MAML for knowledge transfer and a prototypical network as the memory replay module for knowledge retention, thereby mitigating catastrophic forgetting. Our memory replay module uses prototypical information as a reference to store previously seen samples and achieves high memory efficiency. As a result, PMR can maintain high performance with extremely limited memory budgets. The experimental results validate the superiority of PMR in terms of accuracy and efficiency. Using a relatively low replay rate and no more than 0.2% of past examples, PMR demonstrates its ability to prevent catastrophic forgetting. In addition, we show that the performance of the existing CL models heavily depends on the order of training sets. We plan to improve the stability of PMR. Furthermore, the meta-learning framework we used is the standard framework. A future research direction can be studying the effect of different meta-learning frameworks.
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