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We introduce the notion of *Point in Time Economic Scenario Generation* (PiT ESG) with a clear mathematical problem formulation to unify and compare economic scenario generation approaches conditional on forward looking market data. Such PiT ESGs should provide quicker and more flexible reactions to sudden economic changes than traditional ESGs calibrated solely to long periods of historical data. We specifically take as economic variable the S&P500 Index with the VIX Index as forward looking market data to compare the nonparametric filtered historical simulation, GARCH model with joint likelihood estimation (parametric), Restricted Boltzmann Machine and the conditional Variational Autoencoder (Generative Networks) for their suitability as PiT ESG. Our evaluation consists of statistical tests for model fit and benchmarking the out of sample forecasting quality with a strategy backtest using model output as stop loss criterion. We find that both Generative Networks outperform the nonparametric and classic parametric model in our tests, but that the CVAE seems to be particularly well suited for our purposes: yielding more robust performance and being computationally lighter.
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Regulatory requirements for financial institutions given e.g. by the Basel Framework (1) or the Solvency II Directive (2) require companies to be financially prepared for certain losses and demand appropriate internal models for the calculation and modelling of such risks. Economic Scenario Generators (ESGs), models simulating realistic future paths of financial variables with unknown analytical formulation or distribution, are used to fulfil these regulatory guidelines, as shown in (3), (4).

As indicated in (3), Economic Scenario Generators can be any type of model, parametric or non parametric. They need to provide relevant and realistic views, permit reasonably easy recalibration to different attributes and be computationally efficient and numerically stable. Their modelling performance is often judged by their replication capabilities of financial time series properties, labelled stylized facts in (5), and are based on calibration to historical data. As mentioned in (6), however, calibration solely on long periods of historical data might make ESGs inflexible to sudden changes in economic circumstances influencing variable development. The need thus arises to include information from both historical data and forward looking market data in the simulation process. Nevertheless, there is a lack of general consensus in academic literature on how to recalibrate models in such a way, resulting in inconsistencies in the mathematical problem setting and implementation. Approaches range from expert judgement on selecting scenario outputs to models calibration for fixed values at fixed future time points as described in (7), (8). Encountering this problem, this thesis formally introduces the notion of *Point in Time Economic Scenario Generation* with a clear mathematical problem formulation and compares different modelling approaches on the example of the S&P500 and VIX indices.

Our work extends that of (7) and (8), which only introduce possible conditional ESGs without formal problem definition, to a consistent comparison between several recalibration approaches. We base our idea of taking information from the VIX index for a better modelling of the S&P500 Index following the research of (9) and (10), who show the existence of forecasting quality in VIX values on the level and volatility of future S&P500 Index returns. During the comparison we research ideas from nonparametric, parametric and data driven models, as they all pose different advantages and disadvantages. Nonparametric models might be easy in implementation, but can require strict assumptions. Parametric models suffer from high model risk due to a priori assumptions or a trade off between usage simplicity and description power, but benefit from well known theoretical results. Data driven models, known in the context of ESGs as Market Generators after (11), are computationally intense and their calibration process
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might require a lot of expertise and effort. Due to the primarily industrial usage of ESGs, literature on this topic is scarce and thus any model recalibration proposal needs to be researched separately according to the model family. For the nonparametric model we choose a model free adaptation of the filtered historical simulation introduced in [12] with VIX Indices presented in [13]. As parametric model we assume a GARCH process ([14]) with a joint likelihood estimation using an autoregressive model for the VIX as used in [15], and we choose generative neural networks as data driven models, known in scenario generation as Market Generators following the notation in [11]. More specifically, we extend the research of [11] on using Bernoulli Restricted Boltzmann machines ([16]) as market generators with a conditioning factor and additionally include in the comparison a conditional Variational Autoencoder ([17]), where we use labels for the forward looking VIX information similar to [18].

Extending above mentioned literature to the use and comparison against each other, our contribution towards the problem of conditionally modelling financial time series are the following:

1. Formalizing the notion of Point in Time Economic Scenario Generation to mathematically clarify ESG recalibration with both historical and forward looking data;

2. Summarizing and comparing the chosen models using statistical tests for the in sample model fit evaluation;

3. Benchmarking the forecasting abilities of each model by using their generated outputs in a stop loss strategy backtest with a stop loss criterion reflecting important modelling aspects.

This thesis is built up in the following way: chapter 2 and chapter 3 describe the problem setting with a mathematical formulation and review in detail the existing literature on conditional economic scenario generation. Afterwards, chapter 4 introduces the classic theory behind each model approach that will be used. Then, chapter 5 reports experimental results starting first with the experiment setup (section 5.1) containing the recalibration proposals for the chosen models to include conditional modelling; results on toy data (section 5.2) with and without time dependence as well as performance evaluation on real data in section 5.3 with an evaluation of the model fits and the model forecasting abilities. Finally, we conclude in chapter 6 with a summary of the experiments and possible implications of their results.
Our central problem setting revolves around the modelling of a conditional *point in time* distribution, which we, for a vector of $d$ risk factors $x \in \mathbb{R}^d$, define as modelling from its conditional distribution

$$f^{t,t+H}(x|\mathcal{F}_t)$$

over the time period $[t,t+H]$ given the current economic situation at time $t$ denoted by the filtration $\mathcal{F}_t$. Given this definition, we face the following problems:

**Choice of filtration**

The choice of filtration depends on a priori assumptions about the importance and influence of certain economic indicators on the to be modelled risk factor and its mainly desired properties. A very detailed description might cover all necessary information, but contain redundant information that increases computational effort. A too narrow description however could miss out on information vital for proper modelling.

A possible solution could be given by indices combining information from several economic areas, some of which have already been developed by governmental and private institutions. Research in this broad area is widespread and represents more the economic side of the main problem setting, we will thus not focus on all possible choices and their construction in this thesis, but will herefore refer to e.g. [19], [20].

**Choice of modelling**

(Unconditionally) modelling financial time series traditionally faces difficulties that arise from some inherent properties called stylized facts, examples of which include non-stationarity, their heavy tails or their volatility clustering as shown in [5], [21], [22]. Thus a reasonable and realistic ESG needs to be able to replicate chosen stylized facts. In order to achieve this, raw financial data needs to undergo transformations to be modelled without the hindrances of stylized facts and model assumptions need to be examined in order to justify their usage. Possible transformations include those described as quest for invariants in [23] or the reformulation into their signatures as proposed in [18].

Additionally, there is a trade off between the (time) length of a modelling period and the amount of available modelling data for the chosen period length. A higher period length enables the model to learn more dependencies into the past, but given the limited length of available time series data ultimately yields fewer possible samples to learn
from. A shorter period gives more samples, but learning from historical events might be compromised. In order to include a conditioning factor, it is necessary to first find the explicit dependence of the modelled variables on the elements of the filtration and then to reasonably describe them within each modelling approach. In general, there are three types of modelling approaches:

**Historical Approach.** Historical models based on the Bootstrap method ([24]) in combination with the historical simulation first used in VaR estimations (e.g. [25]) follow the central assumption of i.i.d. data samples. Modelling consists solely of sampling from historical data with several variations of using sampling blocks or basing the sampling on intensity models. Its advantage lies in the simple computation and implementation. However, the i.i.d. assumption is often too strong and violated in reality, thus possibly yielding unfitting model outputs. Additionally, independent of model assumption violations, model outputs are clearly solely limited to scenarios already observed in historical data.

**Parametric/ Distributional Approaches.** All models of this family require some a priori assumptions about the distribution of the data, as the base assumptions are a fixed constellation and the parameters usually only control the final combination of the single model assumptions. Exemplary models of this type include autoregressive models (e.g. [14], [26]), copula models or models using stochastic differential equations (e.g. [27], [28]) and their variations. Parametric models benefit from a long period and large amount of research knowledge and often have analytical solutions. A clear disadvantage however is the high model risk and its inflexibility.

**Data Driven Approaches.** Data Driven approaches follow the idea of extracting information from the given data to model its distribution without any a priori assumptions. Examples are generative networks based approaches like the VAEs or GANs ([17], [29]), which approximate the underlying distribution by a distribution described by the network construction and its parameters with the goal of being similarity with respect to certain statistical measures. Its advantages lie in its flexibility to learn any kind of distribution due to its independence from any a priori distributional assumptions, its disadvantages in its computational heaviness, difficult training process and very often high demand of data.

**Choice of Evaluation**

Following the development and implementation of a fitting model, we need to find an appropriate evaluation measure for the comparison of the generated outputs. Given the very nature of an ESG, its main performance criterion is the model fit given by the ability of reproducing historically observed dynamics, the economic plausibility of its outputs as well as the effort for calibration as described in [3]. We consider computational complexity as another criterion in our research, it should however be noted that it is not
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a performance measure per se, but rather considered as a limitation of available usable technology.

Classically, comparison between the similarity of distributional properties relies on statistical measures such as QQ Plots, Tail Behaviour measures, correlation measures etc as used in [17] or [30]. These approaches however might face a variety of problems as described in [18], given by different usages of the scenario generation (see examples from introduction), be it optimization with respect to certain options or a portfolio performance. Other difficulties in performance evaluation arise for example also due to the non continuity of the given data or the intractability of the true underlying distribution. Approaches to counter these problems could be the usage of signature transforms and Maximum Mean Discrepancy as performance measure as given in [18].

Additionally, it might also be interesting to verify the forecasting quality of an ESG, possibly by using its outputs for a stop loss strategy backtest as indicated in [30]. Difficulties arise within the choice of the stop loss criterion, which should be fitted to the modelled condition to utilize sufficient information from the model output to be a valid indicator for the model performance.

In this thesis, we will focus on the last two problems regarding modelling and evaluation of the models and will leave the problem regarding a proper description of the filtration for further research.
Financial modelling approaches exist in various forms, from classical nonparametric approaches (e.g. [24]) over parametric approaches in discrete time (e.g. [14], [26] or [31]) and continuous time (e.g. [27], [32]) to modern data driven approaches (e.g. [11], [33]). However, these approaches focus merely on the modelling of the unconditional distribution.

Papers on approaches modelling distributions conditional on certain factors are rare, as pointed out in [7] and [8], and there is no common consensus on how such a conditional calibration could be done. [7] follows a similar idea as we, introducing a conditional ESG (CESG) in an attempt to unify calibration approaches to include forward looking views/information. He suggests an extension of the Black Litterman Model ([24]), which forecasts returns densities conditional on views/forward looking information for the expected return, into a multi period multi factor model to jointly model macroeconomic and financial variables. However, his approach is strictly parametric with a linear factor, asset and macro model as well as linear formulations for the conditioning views. Hence his CESG is prone to inflexibility and model error. Similarly, [35] propose a time dependent extension of the Black Litterman model, but restrict themselves to a specific factor model and only accept conditional views of the same time step as one simulation, hence ignoring views at further future horizons. [36] suggest a conditional density forecast in discrete time, but their approach is also limited to a factor model assumption. Other papers involving general conditional modelling in a scenario generation setting are given by [37], who analyze ways to model expert judgement as combined probability distributions but provide no testing or inclusion in a forecasting framework; [38], who extend the Black Litterman model by forecasting asset distributions conditionally on both views for its mean and variance but assume a linear Gaussian model for the asset returns; or [8], who propose a Market-Driven Scenario Approach based on [39] for forecasting financial assets conditional on fixed values for some of the considered assets and evaluate it on the P&L distribution of a portfolio given forecasted Brexit scenarios. However, their approach does not consider a multi period time horizon.

Seeing as information on general approaches to calibrate scenario generation on both historical values and forward looking information is scarce, research herefore is fragmented into works on the separate modelling approaches. Research to use forward looking information from the VIX index in GARCH models is conducted in [40], who estimate model parameters jointly from the maximum likelihood of VIX and returns with an additive model for the VIX. Similarly, [15] compares the joint parameter estimation for several GARCH models with an auto regressive formulation for the VIX. A multivari-
3. Related Works

A relevant formulation is given in [41]. However, these approaches are restricted to the models performance in option valuation and their performed comparison is limited only to other GARCH models.

In case of historical simulation, [12] introduces filtered historical simulation as a way to make historical simulations more flexible to changes in volatility by standardization with a volatility estimate of that day and scaling with a volatility forecast. This is a semi parametric approach as they suggest the usage of a parametric GARCH model for the volatility. Whereas [42] introduces a fully non parametric filtered historical simulation using values from the VIX for the filtering and compares classic historical simulation as well as a standard vanilla GARCH model.

Papers for Market Generators are given by [18], who present a way to overcome the difficulties of small data sets by using Variational Autoencoders (VAE) and propose to condition the generation process on values for initial volatility, initial return level and the previous simulation output with the help of labels in a conditional VAE. Their main focus however lies on the comparison of the performance of two approaches for the data processing using signatures or the classical Log Returns, similarly, they do not conduct rigorous data backfilling, thus disadvantaging the Log Returns approach, and do not discuss the choice and setting of the conditioning factors. A comparison is done only with a stochastic rough path model. Similarly focusing solely on the use of generative models is [43], who research the performance of a conditional GAN to produce realistic scenarios to use on trading strategy calibration and aggregation. Another approach is given in [30] to compare the scenario generating abilities between a conditional RBM and a conditional Wasserstein GAN for the joint unconditional distribution of the S&P500 and VIX Indices, with conditional information consisting of 20 day previous data of both index values. The possibility of using the VIX Index as a forward looking indicating conditioning factor is only briefly touched upon with a recommendation for future research.

Given the different goals of the papers for using the proposed models, the evaluation methodology also differs across all literature. We will focus on aforementioned (or new) literature that have the same objective as us and whose evaluation methods are thus relevant for review. Every evaluation should focus on the necessary requirements on an ESG, examples of which are detailed in [3]. Following this, approaches contain the classical statistical measures such as QQ Plots, summary statistics as used in [11] and [30]. Other ways to evaluate distributional approximation quality are given by distance measures like the KL-Divergence, Wasserstein distance or Maximum Mean Discrepancy, as used in [18]. A economically more intuitive way of evaluation is hinted at in [30], proposing the usage of ESG forecasts in a strategy indicator and then judging the strategy performance using this indicator.
In this chapter we provide the theoretical background of the established non parametric, 
parametric and Machine Learning approaches to use for scenario generation.

4.1. Bootstrap simulation

Bootstrap simulation is an extension of historical simulation, a methodology assuming
the distribution of historical data as a proxy for the future distribution and thus calculat-
ing future statistics based on historical observations. Financial applications involving
historical simulation first appeared in the estimation of Value-at-Risk (e.g. [44], [25]).
On the other hand, bootstrapping methodology has its mathematical background in [24],
who introduces the bootstrap method to approximate distributions of estimators purely
by the sampling from observations. The bootstrap follows the assumption of i.i.d. obser-
vations. Combining bootstrap and historical simulation yields the bootstrap simulation,
which, in its core, consists of sampling with replacement from historical observations
with possible extra features about the sampling size or intensity.

4.2. GARCH

Generalized AutoRegressive Conditional Heteroscedasticity Models (GARCH) were first
introduced by Bollerslev ([14]) as an extension to the ARCH models by Engle ([26]) to
describe varying conditional variance in the modelling of time series to include a longer
memory and more flexible lag structure. A one dimensional GARCH(p, q) process \( x_t \) is
a real valued discrete time process defined by if it can be described as

\[
x_t = \mu_t + \epsilon_t, \\
\epsilon_t = w_t \sigma_t, \\
\sigma_t^2 = \omega + \sum_{i=1}^{p} \alpha_i \epsilon_{t-i}^2 + \sum_{j=1}^{q} \beta_j \sigma_{t-j}^2
\]  

(4.1)

with \( \alpha_i, \beta_j \neq 0; w_t \) i.i.d. with \( \mathbb{E}(w_t) = 0, \text{Var}(w_t) = 1, \mu_t \) describing a time varying or
constant conditional mean vector and \( \sigma_t^2 \) the conditional variance of \( \epsilon_t \). A GARCH(p, q)
process is stationary if \( \sum_{i=1}^{p} \alpha_i + \sum_{j=1}^{q} \beta_j < 1 \) [14].
4. Theory

Parameter estimation

The parameters $\Theta_G = \{\omega, \alpha_1, ..., \alpha_p, \beta_1, ..., \beta_q\}$ can be estimated via Maximum Likelihood estimation. The log likelihood for $w_t \sim \mathcal{N}(0, 1)$ is given by:

$$\log \mathcal{L}_{x_1, ..., x_T}(\Theta_G) = \sum_{t=1}^{T} \left( \log(2\pi) + \log(\sigma^2_t) + \frac{x^2_t}{\sigma^2_t} \right)$$  \hspace{1cm} (4.2)

In practice, higher lag orders do not necessarily yield better performance, as [45] show in a comparison of several ARCH type models on the DM/$ exchange rate and IBM returns.

Sampling Process

Forecasting $k$ time steps from a fitted standard GARCH(1,1) model consists of forecasting the conditional variance $\sigma^2_{t+k}$ by the recursive formula, which for $p = q = 1$ reads:

$$E_t(\sigma^2_{t+k}) = E_t \left( \omega + \alpha_1 c^2_{t+k-1} + \beta_1 \sigma^2_{t+k-1} \right)$$

$$= \omega + (\alpha_1 + \beta_1) E_t(\sigma^2_{t+k-1})$$

$$\vdots$$

$$= \omega \sum_{i=0}^{k-1} (\alpha_1 + \beta_1)^i + (\alpha_1 + \beta_1)^{k-1} \sigma^2_{t+1}$$

as $\sigma^2_{t+1}$ is known at time $t$ due to the relation given in (4.1) and $E_t$ denoting the conditional expectation at time $t$.

4.3. Machine Learning Approaches

The ML algorithms considered for our problem setting belong to the family of generative models, which approximate the unknown true distribution $p$ of a given data set $x$ with an approximation $p_\theta$ with parameter set $\theta$ containing the network weights and activation function parameters. After sufficient training, generative networks are able to produce new samples from the approximate distribution $p_\theta(x)$ as demonstrated in [46]. We choose the Restricted Boltzmann Machine and the conditional Variational Autoencoder as generative models. Even though GANs are currently among the most popular and well known generative neural networks, we decide against using them, as their training requires high expertise and their stability and convergence are hard to guarantee, as mentioned in [18], and their learning objective is not based on a maximum likelihood estimation, which makes the comparison with our other chosen models difficult.

---

1 All graphical illustrations in this section come from [46] with approval of the authors.
4. Theory

4.3.1. Bernoulli Restricted Boltzmann Machine

RBMs, first proposed in [16], are a type of stochastic neural networks consisting of two layers: a visible layer \( v = \{v_1, ..., v_m\} \) and a hidden layer \( h = \{h_1, ..., h_n\} \). Usages of RBMs can be found in many areas, see for example [46], [47]. All units in both layers of a Bernoulli RBM are binary, i.e. only take value 0 or 1, and there are no connection between units of each layer, i.e. the network structure of the RBM is a bipartite graph. A possible unique transformation to binary data (and back) is provided in [11]. The visible layer is exposed to the given data set, hence each unit corresponds to one data point (after transformation into binary representation). The hidden layer provides additional degrees of freedom in learning the dynamics between the input variables. An illustration of the network structure is given in Figure 4.1. The connections between the visible and hidden layer are undirected: Input from the visible layer is multiplied by its weights from the weights matrix \( W \in \mathbb{R}^{mxn} \), added to the bias of the visible layer \( b \in \mathbb{R}^m \) and passed into the sigmoid activation function \( \sigma(x) = \frac{1}{1+e^{-x}} \) to generate a Bernoulli random variable. Similarly, the output of the hidden layers undergo the same transformation in the backward pass to visible layer with the hidden layer bias \( c \in \mathbb{R}^n \). Given this network construction, we can define the energy of a configuration \((v, h)\) as shown in [46],

\[
E(v, h) = -b^T v - c^T h - h^T W v, \tag{4.4}
\]

and their joint probability given by the Boltzmann distribution

\[
p(v, h) = \frac{1}{Z} e^{-E(v, h)} \tag{4.5}
\]

with the partition function \( Z = \sum_{(v, h)} e^{-E(v, h)} \) summing over all combinations of \((v, h)\).

The restricted property of RBM leading to unconnected units within each layer causes units of each layer to be mutually independent given the units of the other layer and the

![Figure 4.1: Underlying network structure of a RBM is an undirected graph connecting visible layers (blue) with hidden layers (red). Source: 46](image)
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conditional probabilities of each unit is given by

\[ p(h_j = 1|v) = \sigma \left( c_j + \sum_{i=1}^{m} w_{ij} v_i \right), \]

\[ p(v_i = 1|h) = \sigma \left( b_i + \sum_{j=1}^{n} w_{ij} h_j \right). \]  \hspace{1cm} (4.6)

with \( \sigma(x) \) the sigmoid function and

\[ p(v|h) = \prod_{i=1}^{m} p(v_i|h) \quad \text{and} \quad p(h|v) = \prod_{j=1}^{n} p(h_j|v), \]  \hspace{1cm} (4.7)

Parameter Estimation

The parameters \( \Theta_{RB M} = \{ b, c, W \} \) for a binary data set \( x \in \mathbb{R}^{N \times m} \) of \( N \) i.i.d realization of dimension \( m \) can be found by performing a stochastic gradient descent with learning rate \( \eta \) that minimizes a loss function \( L(x, \Theta_{RB M}) \) and iteratively updating the parameter estimates with

\[ \Theta_{RB M}^{t+1} = \Theta_{RB M}^t - \eta \frac{\partial L(x, \Theta_{RB M})}{\partial \Theta_{RB M}}. \]  \hspace{1cm} (4.8)

The loss function \( L(x, \Theta_{RB M}) \) can be chosen as either the negative log likelihood of \( x \)

\[ \log L_x(\Theta_{RB M}) = N \log(Z) - \sum_{k=1}^{N} b^T x_k \]

\[ - \sum_{k=1}^{N} \sum_{j=1}^{n} \log \left( 1 - e^{(c_j + \sum_{i=1}^{m} w_{ij} x_{ki})} \right), \]  \hspace{1cm} (4.9)

with partition function

\[ Z = \sum_{\{h\}} e^{c^T h} \prod_{i=1}^{m} \left( 1 + e^{b_i + \sum_{j=1}^{n} w_{ij} h_j} \right), \]  \hspace{1cm} (4.10)

or equivalently (as shown in [48]) as the Kullback-Leibler divergence measuring the similarity between the real underlying distribution \( p(x) \) and the learned approximation \( p_{\theta}(x) \) (with \( \theta \) denoting \( \Theta_{RB M} \))

\[ D_{KL}(p(x)||p_{\theta}(x)) = \sum_x p(x) \log \frac{p(x)}{p_{\theta}(x)} \geq 0. \]  \hspace{1cm} (4.11)
4. Theory

In case of the RBM, the parameters are updated with:

\[
\frac{\partial L(x, \Theta_{RBM})}{\partial \Theta_{RBM}} = \mathbb{E}_{x \sim p(x)} \left[ \frac{\partial E}{\partial \Theta_{RBM}} \right] - \mathbb{E}_{x \sim p_\theta(x)} \left[ \frac{\partial E}{\partial \Theta_{RBM}} \right],
\]

\[
\frac{\partial L(x, \Theta_{RBM})}{\partial w_{ij}} = \langle h_j x_i \rangle_{x \sim p(x)} - \langle h_j x_i \rangle_{x \sim p_\theta(x)},
\]

\[
\frac{\partial L(x, \Theta_{RBM})}{\partial b_j} = \langle x_i \rangle_{x \sim p(x)} - \langle v_i \rangle_{x \sim p_\theta(x)},
\]

\[
\frac{\partial L(x, \Theta_{RBM})}{\partial c_i} = \langle h_j \rangle_{x \sim p(x)} - \langle h_j \rangle_{x \sim p_\theta(x)},
\]

with \( \langle \cdot \rangle \) indicates the expectation under the distribution given in the subscript. Due to the bipartite graph structure and the resulting conditional independence from (4.7), updating units in each layer can be done in parallel according to the block Gibbs Sampling as illustrated in 4.2. Despite this simplification, training process can still be computationally expensive, as many forward and backward passes between visible and hidden layer might be necessary until the approximative distribution \( p_\theta \) reaches equilibrium. [49] addresses this problem by introducing the k-step contrastive divergence algorithm, which starts the block Gibbs Sampling process by passing a real data sample into the visible layer instead of random noise and thus needs fewer updating steps (k) to properly train the RBM.

![Block Gibbs Sampling](image)

Figure 4.2.: Block Gibbs Sampling alternatively updates all units in each layer simultaneously. The initial input data can be chosen from real data to speed up the training process. Source: [46]

Sampling Process

Generating samples from the RBM consists of a performing a possibly large number of backward and forward passes from a random input until the model reaches equilibrium state. Since all units of the Bernoulli RBM are binary, the finally sampled output possibly has to transformed back into a non binary representation.

4.3.2. Variational Autoencoder

Variational Autoencoders were first introduced by [50] and are latent variable models for variational interference consisting of an encoder and decoder network that aim to maximize the lower bound of the log likelihood of the data. The assumption behind the VAE
4. Theory

Figure 4.3: A VAE consists of an encoder network and a decoder network, each with possibly multiple layers in addition to input and output layer. Source: [46]

framework is that the unknown true underlying distribution is generated involving some unobserved continuous latent variables $z$ with prior distribution $p(z)$ which is usually chosen to be the multivariate standard normal Gaussian $\mathcal{N}(0, I)$. The encoder part takes in the input and tries to approximate the usually intractable true posterior $p(z|x)$ by an approximation $q_\phi(z|x)$ with neural network parameters $\phi$ of, while the decoder generates values of $x$ given a latent variable $z$ according to $p_\theta(x|z)$ with neural network parameters $\theta$. The goal is to infer the generative model $p_\theta(x, z)$ needed for the data generation process by choosing parameters that maximize the marginal log likelihood $\log p_\theta(x)$ in the following way [46]:

$$
\log p_\theta(x) = \log \int p_\theta(x, z) \, dz = \log \int p_\theta(x|z)p(z) \, dz
$$

$$
= \log \int p_\theta(x|z)p(z) \frac{q_\phi(z|x)}{q_\phi(z|x)} \, dz
$$

$$
\geq E_{z \sim q_\phi(z|x)} [\log p_\theta(x|z)] - D_{KL}(q_\phi(z|x)||p(z))
$$

$$
=: -L(x, \Theta_{VAE})
$$

with the fourth step given by Jensen’s inequality and $\Theta_{VAE} := \{\theta, \phi\}$.

Parameter Estimation

Since integration over $z$ is intractable, we include in the second step the approximate posterior distribution $q_\phi(z|x)$ to get a tractable bound, the evidence lower bound (ELBO), which thus becomes our to be minimized loss function $L(x, \Theta_{VAE})$. The terms of $L(x, \Theta_{VAE})$ are a combination of a reconstruction error $E_{z \sim q_\phi(z|x)} [\log p_\theta(x|z)]$ enforcing
more similarity between generated output and input, as well as a KL-Divergence term encouraging similarity between the approximate posterior and the chosen prior to ensure a smooth encoding in the latent representation.

Often, the approximate posterior is chosen to be a multivariate Gaussian with diagonal covariance structure, i.e. \(q_\phi(z|x) = \mathcal{N}(z|\mu, \sigma^2 I)\). The encoder thus maps inputs to the parameters of the encoder, i.e. \(x_i \rightarrow \{\mu_i(x), \sigma_i(x)\}\). Combining this with the assumption of a standard Gaussian prior, the KL-divergence in the loss function can explicitly rewritten into (4.14):

\[
D_{KL}(q_\phi(z_i|x)||p(z_i)) = -\frac{1}{2}\ln(\sigma_i) + \frac{1}{2}\sigma_i^2 + \frac{1}{2}\ln(\mu_i) - \frac{1}{2} \tag{4.14}
\]

For non binary input data the model likelihood is often chosen as a Gaussian \(p_\theta(x|z) = \mathcal{N}(x|\mu_\theta(z), \sigma_\theta(z)I)\) with \(\mu_\theta, \sigma_\theta\) deterministic functions and the reconstruction term in the loss function is calculated as average over \(l\) Monte Carlo estimates. In practice however, often an identity matrix is chosen as variance of the model likelihood (i.e. \(\sigma_\theta=1\)) and the Monte Carlo estimate is calculated only over one sample for computational efficiency [52]. Given these assumptions, the reconstruction error becomes a simple mean squared difference between the input \(x\) and the generated sample \(\hat{x}\) [53].

In order to backpropagate through the network and to calculate the gradients of the reconstruction error w.r.t. its parameters \(\phi = \{\mu(x), \sigma(x)\}\), a so called reparameterization trick is needed, as backpropagation through a stochastic node from the encoder output is not possible [50]. Hence we rewrite a vector \(z\) from the latent space as \(z = \mu(x) + \sigma(x) \odot \epsilon\) where \(\epsilon \sim \mathcal{N}(0, 1)\) and \(\odot\) denotes element wise multiplication. This way we can rewrite elements from the latent space into a differentiable and invertible transformation of another auxiliary random variable. From a practical point of view, often the \(\log(\sigma_\theta(x))\) is modelled, as it is followed by a transformation with the exponential function which guarantees the positivity of the final variance.

**Sampling Process**

Sampling from a trained VAE consists of passing a sample from the latent space distributed according to the chosen prior through the decoder. The output is thus a sample from the approximating model distribution \(p_\theta\).
In this chapter we focus on the practical implementation and results of the described models. We begin with a proposal of how to recalibrate the previously introduced models to incorporate the volatility conditioning factor and afterwards conduct validity checks with synthetic data sets from both a known distribution and a known time dependent process to assess modelling quality for pure distributions as well as time dependent properties. In the end we report our main results on real historical financial data.

5.1. Experiment Setup

Similar to the problem setting we first relate to the modelling goal and specify the distribution to be modelled as

\[ f_{t,t+H}(RF|\mathcal{F}_t) \] (5.1)

where we choose \((RF_k)_{k\in[t,t+H]}\) to be the daily log return of the S&P500 Index in the simulation period, i.e. \(RF_k = \log\left(\frac{SPX_k}{SPX_{k-1}}\right)\), and the use as proxy for the filtration historical values of the VIX Index as well as past daily Log Returns of the S&P500 Index up to time \(t\).

Keeping in mind our goal of properly replicating the distribution and its special properties such as the stylized facts low/no autocorrelation, fat tails, volatility clustering etc, we first show in 5.1 the relationship between the one day lagged VIX Index vs. SPX daily Log-Returns. Judging by the scatter plot, there seems to be a slightly positive correlation between very high values of the VIX Index and positive SPX Log-Returns, also high (low) values of the VIX (above/below 40) seem to coincide with wider (tighter) spreads of the SPX index. Even though our analysis of the above mentioned relationship is not statistically conclusive, the observations visible with the naked eye do coincide with findings from the literature such as [9], who shows the existence of some evidence of high (low) VIX levels indicating higher (lower) future expected returns in the S&P100 Index. Additionally, [10] and [54] show the predictive power of the VIX Index for the second moment of future SPX Log-Returns.

In summary, given our modelling goal for the S&P500 Index, our motivation for our choice of filtration proxy are the following:

1. The VIX by construction has market implied information on the S&P500 Index [55].
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Figure 5.1.: Historical S&P500 Log-Returns with one day ahead VIX Index level from 03.01.2000 to 18.12.2020.

2. It contains some predictive information about future SPX returns, as observed in [9];

3. It contains some predictive information about future SPX volatility, as observed in [10].

After clarifying the choice of modelled and conditional variables, we now introduce suggestions on how to include the conditioning factor into the proposed models.

5.1.1. Filtered Historical Simulation

To include information from the VIX we consider the filtered historical simulation (FHS) (from [12], [13]), which tries to overcome the drawbacks of the standard bootstrap simulation by transforming the historical daily log-return sample $r_t$ of time $t$ into

$$r_t^* = \sigma_N \frac{r_t}{\sigma_t} \quad (5.2)$$

with $\sigma_k$ being one day volatility forecast for $r_k$ made at the end of day $k - 1$, and $N$ being the day for which we wish to obtain a simulation. The motivation behind this transformation is twofold ([13]):

1. Market variables scaled by their volatility estimate have an approximately stationary distribution;

2. Multiplying by the most current volatility forecast allows an adjustment to current market situations.
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Thus, the FHS data samples are more likely to fulfill the i.i.d. assumption necessary for the bootstrap simulation and allows for samples different than historically observed ones. As volatility forecast, [12] proposes to use a GARCH/EWMA model, thus turning the bootstrap simulation from non parametric into a semi parametric approach. We however follow the non parametric filtered historical simulation given in [42] by transforming the 1 day log-returns of the SPX \( r_t \) into

\[
\begin{align*}
    r^*_t = VIX_N \frac{r_t}{VIX_t}
\end{align*}
\]

where \( VIX_t \) denotes the closing value of the VIX index on day \( t \). This approach benefits from a higher robustness of being non parametric, but has limitations as the VIX is only defined for the SPX and is a 22-day forecast. However, volatility indices for other major stock indices exists and [42] shows the superiority of this nonparametric approach also for time steps \( \delta \neq 22 \), hence we do not consider these drawbacks.

5.1.2. GARCH

We deviate in two ways from the previously described standard GARCH model in order to conditionally model the S&P500 Index on the VIX

1. The distribution of the innovation term is chosen to follow a student-t distribution, as it is known that real equity returns are not normal [3];
2. In order to include information from the VIX, we perform parameter estimation under a joint likelihood of returns and VIX Index as in [10].

**Changing the innovation distribution**

Following the research of [56] and [57], who identify the best fitting distribution from the Pearson family for daily log-returns on the S&P500 Index to be a student-t distribution with 3.0-4.5 and 4.5 degrees of freedom, respectively, we change the distribution of the innovation term in the GARCH model to be a student-t distribution with 4 degrees of freedom. The log likelihood function from (4.2) then changes into

\[
\begin{align*}
    \log L_{x_1,\ldots,x_T}(\Theta_G) = \sum_{t=1}^T \left( \log \left( \frac{5}{2} \right) - \log (\Gamma (2)) - \frac{1}{2} \log \left( \sigma^2 2\pi \right) - \frac{5}{2} \log \left( 1 + \frac{x_t^2}{5\sigma^2} \right) \right)
\end{align*}
\]

with \( \Gamma \) being the gamma function.

**Including the VIX likelihood for parameter estimation**

In order to use information from the VIX in our GARCH estimation, we follow the approach of [40] but assume an autocorrelated process for the VIX as in [15]. Hence we interpret VIX as measure of the risk neutral expectation of integrated variance of the
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S&P500 [58] and use this reformulation for the case of discrete time and no jumps

$$\frac{1}{\tau} \left( \frac{\text{VIX}_t}{100} \right)^2 = \frac{1}{T} \mathbb{E}_t^Q \sum_{k=1}^{T} \sigma_{t+k}^2$$

(5.5)

where $\mathbb{E}_t^Q$ denoted the conditional expectation at time $t$ under the risk neutral expectation derived as in [59]. The annualizing parameter $\tau$ as well as $T$ depend on the day counting convention, [58] use an actual/365 convention, hence choosing $\tau = 365$ and $T = 30$. We however choose the convention trading day count convention of $\tau = 252$, $T = 22$ with the same reasoning as [15] that the return likelihood will be estimated on trading days. Thus yielding the reformulation

$$\text{VIX}_t = 100 \left[ \frac{\tau}{T} \sum_{k=1}^{T} \mathbb{E}_t^Q(\sigma_{t+k}^2) \right]^{\frac{1}{2}}$$

(5.6)

To write out the explicit formulation, we recall the risk neutral univariate GARCH specification for the S&P500 Index, which for a standard GARCH(1,1) formulation under $\mathcal{P}$ has the same formulation under $\mathcal{Q}$ with different parameters [40]. We make the additional change of using the Standardized errors $\tilde{w}_t$ instead of the residuals $\epsilon_t$ in the variance regression of (4.1), yielding the specifications under $\mathcal{Q}$:

$$x_t = \mu_t + \epsilon_t,$$

$$\epsilon_t = \tilde{w}_t \sigma_t,$$

$$\sigma_t^2 = \tilde{\omega} + \tilde{\alpha}_0 \tilde{w}_{t-1}^2 + \tilde{\beta}_0 \sigma_{t-j}^2$$

(5.7)

with $\tilde{w} \sim \mathcal{N}(0, 1)$ under $\mathcal{Q}$ and $\tilde{\beta}_0, \tilde{\alpha}_0, \tilde{\omega} > 0$ and $\tilde{\beta}_0 + \tilde{\alpha}_0 < 1$ for stationarity. Given this formulation, it follows directly

$$\mathbb{E}_t(\sigma_{t+k}^2) = \tilde{\omega} \sum_{j=0}^{k-2} \tilde{\beta}_0^j + \tilde{\beta}_0^{k-1} \sigma_{t+1}^2$$

(5.8)

with the notation $\tilde{\omega} := \tilde{\omega} + \tilde{\alpha}_0$, as from (5.7) $\sigma_{t+1}^2$ is known at time $t$. Thus (5.6) becomes

$$\text{VIX}_t = 100 \left[ (\tilde{\sigma}(1 - \gamma) + \gamma \sigma_{t+1}^2) \right]^{\frac{1}{2}}$$

(5.9)

with $\tilde{\sigma} := \frac{\tilde{\omega}}{1 - \tilde{\beta}_0}$, which is exactly the unconditional variance under $\mathcal{Q}$, and $\gamma := \frac{1 - \tilde{\beta}_0^\tau}{\tilde{\beta}_0^\tau(1 - \tilde{\beta}_0)}$.

For the derivation of the VIX log likelihood we, as in [15], assume the following autoregressive model for $d_t = \text{VIX}^O - \text{VIX}_t$, the difference of observed real market VIX$^O$ and the VIX$^t$ from (5.9)

$$d_t = \rho d_{t-1} + \epsilon_t$$

$$\epsilon_t \sim \text{NID}(0, \sigma)$$

(5.10)
5. Experiments

We assume \( d_t \sim \mathcal{N}(0, \Sigma) \) and get, following [60], the log likelihood function for VIX

\[
\log \mathcal{L}_{VIX}(\Theta_G) = -\frac{T}{2} \left( \ln(2\pi) + \ln(\Sigma (1 - \rho^2)) \right) + \frac{1}{2} \left( \ln(\Sigma (1 - \rho^2)) - \ln(\Sigma) \right) - \frac{1}{2} \left( d_t^2 + \sum_{z=2}^{T} \frac{(d_t - \rho d_{t-1})^2}{1 - \rho^2} \right)
\]

(5.11)

Hence the optimal final parameters \( \Theta^*_G \) are determined by the sum of the two likelihood functions:

\[
\Theta^*_G = \underset{\omega, \alpha_0, \beta_0}{\text{argmax}} \log \mathcal{L}_{VIX} + \log \mathcal{L}_{x_1, \ldots, x_T}.
\]

(5.12)

The optimization procedure is implemented using the derivative free unconstrained method of "Nelder-Mead" with random initial starting points. The constraints are included by forcefully returning an artificially unlikely likelihood value in case of constraint breach, thus discouraging the algorithm from choosing parameters outside the optimal set.

5.1.3. RBM

Since the RBM is designed to learn the dynamics between all input variables, the inclusion of additional information is straightforward: It is enough to simply extend the amount of visible units by the size of binary formulation for the VIX Index. Hence we feed into the visible layers all the historical data of length \( H \) together with the conditioning values to train parameters that describe the joint distribution and use the transformation algorithm described in [11] and A.1. After the training process, we fix the visible units for the conditioning variables during the entire sampling process, i.e. do not choose random noise as input to these units but rather reset the values for these units as described in [11] or [48]. This way we infer the conditional distribution from the learned joint distribution, as in every sampling step, the values of the hidden layer calculated with (4.6) are conditioned on the same condition. The chosen to be modelled joint distribution consists of daily data from Monday to Friday, hence choosing \( H = 5 \), conditioned on the previous week Friday VIX value.

To encrypt the information from the VIX index in an efficient but still informative way, we round all VIX values to the next smallest integer and lift levels below 10 to be 10, as well as cut levels above 40 to be 40, with the chosen boundaries determined by the spread behaviour of the S&P500 Log Returns in 5.1. This approach allows us to discretize the conditioning space while keeping the most relevant forecasting information: It is clear that a VIX index below 10 clearly indicates a non stressed economy, while a VIX level above 40 shows heightened economic stress. The transformed rounded/ cut-off VIX value is then passed to the visible units corresponding to the VIX Index during training and sampling.
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5.1.4. CVAE

In order to forecast a conditional distribution, we use a conditional VAE\cite{17} which encodes and decodes data based on additional labels/conditional values $c$. We then have the following changes in (4.13): the approximate posterior becomes $q_\phi(z|x,c)$ and the model likelihood is then $p_\theta(x|z,c)$. This also enables the decoder to generate outputs conditioned on previous levels of the VIX. Additionally, to avoid possible problems with the data range, we scale all values into $[0,1]$. The modelled multivariate distribution is the same as in the RBM, consisting of a 5-dimensional weekly distribution.

Practically speaking, it is only necessary to increase the number of neurons in the input layers of decoder and encoder by the amount of conditions. To sample from the conditional distribution we sample from the trained decoder as described in 4.3, but pass additionally the conditioning values. Same as with the RBM, the conditioning VIX value is first rounded/cut-off, then transformed and passed to the CVAE encoder/decoder during training/sampling, respectively.

5.2. Toy Example

In this section we cross check the validity of our models for some toy data. Due to the nature of our model usage, we differentiate between data with and without time dependency.

5.2.1. Gaussian Mixture

For the first part of the validity check we create 10,000 samples of a univariate mixture Normal distribution from two equally weighted Gaussian distributions $\mathcal{N}(0, 1), \mathcal{N}(5, 2)$ with its histogram in 5.2. Generated samples as histograms and QQ Plots to compare with real data are in reported in 5.3.

![Figure 5.2: Histogram of toy data from equally weighted Gaussian Mixture of $\mathcal{N}(0, 1), \mathcal{N}(5, 2)$.](image)

In the following, we describe the sampling process for each considered approach.
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**Bootstrap Simulation** We generate 5 samples of 10,000 data points each and average over all paths to report the sample histogram and QQ Plot of the average simulations.

**GARCH** As the GARCH process by definition describes time series, this toy data is unsuitable for checking the model’s validity. Thus, no results are reported for the GARCH in this subsection.

**RBM** We first convert all values into 16 digit binary numbers according to the algorithm described in [11] and thus get an RBM with 16 visible units. We construct the hidden layer with 10 hidden units to work as a information bottleneck. The RBM is trained with the contrastive divergence algorithm for 50,000 epochs and a learning rate of 0.001. Afterwards we sample 5 times from the trained model with 10,000 samples each time and calculate the average values over the 5 sampling times.

**VAE** For the VAE we design an encoder with input dimension 1, two hidden layers of dimensions 30 and 15 as well as a latent space of dimension 1. Similarly, the decoder has two hidden layers of dimension 15 and 30 each. We train the VAE for 50,000 epochs with a learning rate 0.005. Afterwards we sample 5 times with 10,000 samples each time to recreate the learned distribution.

5.2.2. Time dependent data

In a second step, we generate 5,000 data points following a GARCH process with Gaussian innovations, parameters $\omega = 0.7$, $\alpha_0 = 0.4$, $\beta_0 = 0.3$ with initial return and volatility equal zero, to see whether our model specifications for time dependent data are able to capture the trademark process specific properties such as its distribution and volatility clustering. From each approach we generate 5000 simulation steps and compare their statistical properties to that of the real data in form of some summary statistics and plots to verify the capturing of volatility clustering.

**Bootstrap Simulation** As the historical bootstrap assumes all samples to be i.i.d., it does not make sense to test it on data which is known to violate this assumption, as the GARCH process does. Therefore we do not test the historical bootstrap for this data set.

**GARCH** We fit a GARCH model with Gaussian innovations on the data points and then simulate conditionally on the real data from time step $t = 0$ the next 5000 time steps from the fitted model. We simulate 20 of such time series and use their averages.
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(a) Histogram of bootstrapped samples
(b) QQ Plot real data vs. bootstrapped samples
(c) Histogram of RBM samples
(d) QQ Plot real data vs. RBM samples
(e) Histogram of VAE samples
(f) QQ Plot real data vs. VAE samples

Figure 5.3.: Histograms and QQ Plots of different modelling samples to compare with real data from an equally weighted Gaussian consisting of $\mathcal{N}(0, 1), \mathcal{N}(5, 2)$. 
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|                  | Synthetic Data | GARCH       | RBM         | CVAE        |
|------------------|----------------|-------------|-------------|-------------|
| Mean             | 0.027          | 0.028 (± 0.009) | 0.055 (± 0.014) | 0.025 (± 0.007) |
| Standard Deviation | 1.018          | 0.983 (± 0.020) | 1.035 (± 0.022) | 0.997 (± 0.013) |
| 1st percentile   | -2.677         | -2.674 (± 0.131) | -2.808 (± 0.130) | -2.594 (± 0.074) |
| 99th percentile  | 2.865          | 2.708 (± 0.091) | 2.902 (± 0.138) | 2.750 (± 0.105) |

Table 5.1.: Summary Statistics on synthetic time series data from a GARCH process with Gaussian innovations vs. generated sample paths over 20 simulations. Format: average (± 1 standard deviation).

to conduct the statistical tests.

RBM Also here we first transform all data points with the unique transformation from [11] into 16-digit binary values and pass as training data for each time step tuple \((r_t, r_{t-1})\) as input to the RBM. We thus have 32 units in the visible layer and choose 16 units in the hidden layer, so that the hidden layer creates an information bottleneck. Again, the RBM was trained with the contrastive divergence algorithm. After training, we sample 5000 consecutive time steps of the time series by fixing the last 16 visible units (corresponding to the values from the previous day) first on the known value of \(t = 0\) and afterwards on the generated next-day-value from the first 16 visible units. We generate each sample following 1000 Gibbs Sampling steps. We simulate 20 times series and average over their values to get the reported results.

CVAE In order to use a VAE to learn time dependence between data, we come back to the conditional VAE (CVAE) as described in 5.1.4. We transform the data first by scaling it to \([0, 1]\) and, as with the RBM, pass each time step value conditioned on the value of the day before to the CVAE. We thus have an input dimension of 2 for the encoder, add one hidden layers of dimension 20 to the encoder and decoder and choose a latent space of dimension 1. We train the CVAE with a learning rate of 0.005 and a weight of 0.003 for the KL-divergence part of the loss function for 50,000 epochs. Afterwards we generate a time series of length 5000 by consecutively conditioning on the previous day value, starting from the value at \(t = 0\), and updating the conditioning value in each step with the generated output of the previous step. Also here we generate 20 time series and average over their sorted values for the result evaluation.

A detailed comparison of properties of generated vs. real time series with summary statistics over the model generations is given in 5.1. Additionally, we check whether all models can learn the volatility clustering exhibited in a GARCH process. We do so by looking at the autocorrelation functions of some squared generated samples and the squared real data in 5.4.
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(a) Squared GARCH samples
(b) Squared RBM samples
(c) Squared CVAE samples

Figure 5.4.: Average autocorrelation of squared generated returns vs. autocorrelation of squared synthetic time series.

Summary of Toy Examples

We have shown in the above experiment on the Gaussian Mixture how the bootstrap simulation is a powerful tool to model the distribution of time independent data. In the case of time dependent data, such as financial time series, the data needs to undergo transformations to fulfil the i.i.d. assumptions of the bootstrap simulation and only afterwards can this approach be checked for suitability as ESG. On the other hand, the GARCH model is by design a model for time dependent processes. It performs well in our toy data, as the real statistical values all lie within a range of two standard deviations from the sample mean. It is however clear that this performance is highly dependent on the correctness of the choice of the underlying distribution, as here the innovation distribution was chosen to be same as in the data generation process. Thus analysis needs to be undertaken on the best fitting parametric distribution for the data before a GARCH model can be properly fitted as an ESG.

The machine learning approaches RBM and (C)VAE can by construction be used for both time dependent and time independent data. The RBM shows very good results in case of the time independent Gaussian Mixture toy data, clearly showing its distribution
modelling capabilities. However, it does not seem to capture time dependence, as seen in the too low autocorrelation in the squared generated samples for the synthetic GARCH process. Also, the data statistics in 5.1 are the most far off among all models especially in mean and standard deviation, possibly due to not enough training epochs and thus unfit parameter choice. Possibly, more careful and extensive training could lead to better results, although the uncertainty about capturing time dependent properties still remains. We note that training, calibration and sampling from the RBM were the most time consuming.

The (C)VAE also shows good results for the Gaussian Mixture experiment. Its sample statistics for the synthetic GARCH process perform similarly to those of the GARCH model and the standard deviation of mean and standard deviation throughout all 20 samples are the lowest among all compared models, possibly indicating a better convergence of the model. We see that on average the captured volatility clustering is better than with the RBM, as the average sampled autocorrelation in the squares is higher in the first lag (though still lower than the real data) and also that the shown autocorrelation of squares functions are in general better fitting to that of the real data than the function of the RBM. An additional advantage of the CVAE over the RBM is its faster and easier calibration, training and sampling. Based on all these results, the CVAE appears to be a promising candidate for an application as PiT ESG.

5.3. Real data modelling

We now use the methods described in section 5.1 on real data and generate 500 paths of the conditional distribution 5.1. First we test the quality of model fits, for which we, as with the toy examples, present some statistical analyses for the sample paths. Afterwards we additionally evaluate the forecasting abilities of each model by using the model projections on a stop loss strategy and compare the performances of the thus simulated portfolios, simultaneously checking for model robustness against changes in the input data.

Our total data set consists of daily Log Returns on the closing prices on the S&P500 as well as the VIX Index from Yahoo Finance. The entire data set dates from 03 January 2000 to 18 December 2020, with 194 days missing due to national American holidays without trading. These missing days were backfilled with the last existing value for the levels, thus leading to backfilled log-returns of 0 - which is economically plausible with the fact that these days do not affect the returns of a portfolio containing futures on the indices.

5.3.1. Statistical Analysis

After training/fitting all the models to the data set, we choose the date 2018-01-01 as starting date for our simulation process to generate, following the findings in [61]

---

1Details on the parameters and network architecture of RBM and CVAE used in this section are reported in A.2
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about the duration of volatility regimes to be between 50 and 80 days, the future paths of the next three months (65 days) to check the model fitting qualities. Results on the comparison of statistical properties between generated samples and real time series measuring the modelling capabilities on the risk factor distribution in general are reported in 5.2. Afterwards we examine in detail the replication quality of known stylized facts of the S&P500 Index like volatility clustering, heavy tails, no to low autocorrelation, as detailed in [62].

Beginning with the summary statistics of the modelled distributions in 5.2, it seems that the both the FHS as well as the GARCH model are unable to capture statistics beyond the first moment. The FHS underestimated the standard deviation by far, while the GARCH model overestimates it. Both RBM and CVAE do better at estimating the first two moments, with the RBM however also showing a tendency to overestimate the standard deviation. Judging by the percentile values of the real data, we see a particularly heavy left tail, which is best modelled by the CVAE, followed by the RBM. The FHS and GARCH struggle to capture this stylized fact. Similar observation is visible in the right tail, where all generations are too light. Out of all tested models, the generative networks with the same amount of training epochs have the best approximations with the CVAE replicating better the second moment and the right tail (though still too light compared to real data). The RBM on the other hand generates a heavier left tail, but the real standard deviation lies well outside the range of two standard deviations from the sample mean and the right tail is worse off than that of the CVAE. In 5.5 we show different QQ-Plots to compare the real log return versus the generated distributions together with a comparison of both real and generated distribution to a fitted normal distribution as benchmark. The QQ Plots confirm our findings from 5.2. Both FHS and GARCH struggle to replicate the distribution, with the FHS doing slightly better still. Comparing the Data vs. Normal and GARCH vs. Normal plots, it is clearly visible that the heaviness of the tails can not be replicated by the chosen specification. Similarly the FHS is unable to produce as heavy a tail as in the real data. Comparing the quantiles of both RBM and CVAE against the fitted normal distribution, a heavier left tail similar to that in the real data is visible. Contrary to the real data however, the right tail in both cases is slightly lighter than in the normal distribution.

Another distribution property known to be a stylized fact of the S&P Index is existing

|            | Mean   | Standard Deviation | 1st percentile | 99th percentile |
|------------|--------|--------------------|----------------|-----------------|
| Real Data  | -0.0002| 0.0121             | -0.0395        | 0.0207          |
| FHS        | 0.0000 (± 0.001) | 0.0089 (± 0.001) | -0.0237 (± 0.006) | 0.0199 (± 0.009) |
| GARCH      | -0.0002 (± 0.003) | 0.0244 (± 0.006) | -0.0596 (± 0.019) | 0.0598 (± 0.020) |
| RBM        | -0.0001 (± 0.002) | 0.0147 (± 0.003) | -0.0400 (± 0.017) | 0.0371 (± 0.017) |
| CVAE       | -0.0002 (± 0.001) | 0.0126 (± 0.003) | -0.0350 (± 0.012) | 0.0293 (± 0.007) |

Table 5.2.: Summary Statistics over simulation period on real S&P500 Log Returns vs. generated sample paths over 500 simulations. Format: average (± 1 Standard deviation).
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Figure 5.5: QQ Plots of real Log Returns from 13 weeks test period and generated samples: a)-c): Filtered Historical Simulation; d)-f): GARCH; g)-i): RBM; j)-l): CVAE.
skewness more often negative than positive and a kurtosis higher than 3 \cite{62}. Results herefore together with the interquartile range as a measure of deviation are examined in \ref{5.3}. From the real data we observe indeed a negative skewness, but however a lower kurtosis than 3, possibly resulting from the small size of the data sample. We first observe that all models seem to struggle with the skewness, with only the RBM managing to capture the real value in a range of one standard deviation from the sample mean, possible simply from the fact that its standard deviation is so high. It produced a kurtosis far to large with a standard deviation almost as big as the value itself. We see again that the GARCH model does significantly worse than all other models in all statistics, FHS and CVAE provide similar results for both skewness and kurtosis, with the CVAE however having lower standard deviation and an IQR closer to the real one.

| Model  | Interquartile Range | Skewness       | Kurtosis         |
|--------|---------------------|----------------|------------------|
| Real Data | 0.0120 | -1.0644 | 2.1718 |
| FHS     | 0.0089 (± 0.002) | -0.4301 (± 0.7228) | 2.1655 (± 2.4502) |
| GARCH   | 0.0253 (± 0.004) | -0.0026 (± 1.0698) | 3.1676 (± 0.6641) |
| RBM     | 0.0117 (± 0.003) | -0.2056 (± 1.5342) | 6.6834 (± 4.9421) |
| CVAE    | 0.0123 (± 0.003) | -0.3782 (± 0.5822) | 2.0284 (± 1.9172) |

Table 5.3.: Statistics comparisons over simulation period on real S&P500 Log Returns and generated sample paths over 500 simulations, Format: average (± 1 Standard deviation).

Additional stylized facts to verify are no/low autocorrelations in the samples and the existing autocorrelations in the squared samples, which show volatility clustering. Keeping in mind that the modelled distribution in RBM and CVAE is that of weekly data, the autocorrelation of these two models beyond lag five does not reflect any modelling qualities. Contrary to the GARCH model, which produces an entire path of sample length, but given our choice of using only lags of 1, we can only judge the first lag performance. In \ref{5.6} and \ref{5.7} we plot the autocorrelation in both real and squared real data versus the average autocorrelation function over all simulations of the generated samples. From \ref{5.6} we see indeed some autocorrelation in the real data in the first four lags as well as the thirtieth one, which we blame on the short sampling period of only 13 weeks, which the FHS, GARCH and RBM replicate with zero average autocorrelation. Only the CVAE samples show some variation of autocorrelation different from almost constant zero. From \ref{5.7} it seems that no model is on average able to perfectly replicate the autocorrelation structure visible in the real squared data. The squared FHS samples have on average basically constant 0 autocorrelation, similarly with the RBM. The GARCH model, with only one lag in the specification, does replicates some low autocorrelation in the first lag following the pattern observed in real data. Apart from the GARCH, only the CVAE shows on average an ability to produce some autocorrelation noticeably

\footnote{Indeed, further analysis with shorter/longer testing periods in \ref{A.3} show lower autocorrelation for the longer testing periods of 26 and 52 weeks, coinciding with findings in the literature.}
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(a) FHS

(b) GARCH

(c) RBM

(d) CVAE

Figure 5.6.: Average autocorrelation of generated returns vs. autocorrelation of real S&P500 Log Returns.

higher than constant 0 within the first five lags, showing a similar structure as in the real data in the first two lags.

Summary statistical analysis

In this section we perform statistical tests to analyze the model fits in a 65-day sample period. We see from the test results that the FHS is unable to replicate key statistical measures of the data such as the first two moments. It also overestimates the heaviness of the left tail, but manages to replicate the right tail as well as the kurtosis. Apparently the proposed scaling of daily Log Returns with the VIX index is unable to satisfy the strong i.i.d. assumption needed for the FHS, as it also shows bad fits for any time dependent properties of the data. The GARCH process with joint likelihood on the other hand is by design able to replicate the time dependent data properties, which we do observe in the average autocorrelation of the squared samples until lag one given our model specification. However, distributional stylized facts cannot be replicated, possibly a result of an unfit innovation distribution of $t_4$: simulated standard deviation and tails.
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Figure 5.7.: Average autocorrelation of squared generated returns vs. autocorrelation of squared S&P500 Log Returns.

do not fit well and as a symmetric innovation distribution it is unable to model the data’s negative skewness. These observations are in line with the drawback of high model risk depending on the a priori model assumptions in parametric models as described in the introduction section.

In comparison, the machine learning models both do better in the distribution approximation, with the RBM modelling the left tail better and the right tail worse than the CVAE but the CVAE having a better tradeoff when measuring the interquartile range. We note however, that the CVAE does better on the other distributional statistics, the modelled first two moments lie well within a one standard deviation range of the real values. Similarly, the generated kurtosis of the CVAE is more realistic than that of the RBM, although the skewness is further off than that of the RBM. It is however noticeable, that the CVAE sample statistics have a lower standard deviation across the generated samples. This possibly results from the fact that the CVAE converged better or the design of its sampling process, which is more stable than that of the RBM. Again, we see that the RBM seems to be unable to reproduce time dependent properties with our training and tuning; the samples and their squares show no autocorrelation on average.
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In contrast, the CVAE seems to be better at reproducing the autocorrelation structure in the squared samples.

Same analysis for different projection periods of 4 weeks, 26 weeks and 52 weeks in \[A.3\] show similar findings: all models show low autocorrelation, which coincides for longer periods with the observed real autocorrelation. Volatility clustering is only replicated by the GARCH (in first lag) and the CVAE (with similar first lag performance as the GARCH, but higher than 0 in the lags until 5). From the point of view of the distributional approximation the FHS suffers from a too light left tail in all projection periods and the GARCH distribution specifications are unfit for the data. Interestingly the RBM overestimates the left tail for longer periods and has a too light right tail for all projection periods. On the contrary, the CVAE tails become more fitting for longer projection horizons, showing the best tail fits out of all models for the 26- and 52-week projections.

However, no model showed perfect fit for the to be replicated distribution, though the machine learning approach performed better than the parametric and nonparametric models and the CVAE performing better than the RBM. The problem of the RBM for the time dependent properties may lie in the infeasible heuristic approach of inferring a conditional distribution, as the distributional metrics were approximated with the second best overall quality. For both machine learning models deviations in the modelled distribution statistics could result from the performed training and parameter search being insufficient. It is possible that the CVAE could perform better in both distributional approximation and replication of time dependent properties given more training/ better fitting parameters.

5.3.2. Portfolio Performance

We now test the forecasting ability of our models by using out-of-sample forecast generations to build an indicator for a stop loss strategy on a buy-and-hold strategy on S&P500 futures. This way we can judge the model forecasting qualities by looking at the portfolio performance, as their value is directly dependent on the forecast quality: the more realistic the forecasts (or rather the used statistics from the forecast included in the indicator) the better the portfolio performance based on this forecast should be. Additionally, this procedure also serves as a partial robustness analysis with regard to robustness against different (shorter or longer depending on the starting date) training data.

Above explanation implies that the choice of indicator plays a substantial role in this evaluation part, as it should include enough important information from the modelled distribution itself as well as reflect the correlation and influence of the forward looking conditioning factor on the simulated risk factor, which is the main source of the model’s forecasting ability. Given our choice to model the S&P500 Index given the VIX Index, our stop loss threshold should check on the value as well as the volatility of the projected S&P500 Log-Returns as explained in the justification of factor choice in the experiment setup.

Combining all these thoughts, we introduce the general framework of our simplified dynamic stop loss strategy \(S(L, H, a(t, L'))\) with 0/1 asset allocation rule \(s_t\) at time \(t\)
between the S&P500 Index Futures and a risk free asset based on the stop-loss strategy provided in [63]:

\[ s_t = \begin{cases} 
1, & \mathbb{E}^{t+H}(r|\text{VIX}_{t-1}) \geq \mathbb{E}^{t-L,t}(r) - a(t, L^*) \cdot \sigma^{t-L,t}(r) \\
0, & \text{else}
\end{cases} \quad (5.13) \]

with \( L \) denoting the look-back period for which we determine a mean of the historical daily Log-Returns as a general benchmark; \( H \) the projection length of our model forecasts and our main extension beyond the strategy of [63]: \( a(t, L^*) \) a function controlling the tightness the stop loss benchmark boundary with values depending on the current forecast at time \( t \) as well as the special look-back period \( L^* \).

The main underlying idea is to vary the stop loss bound tightness depending on the projected volatility: For a given forecasted volatility, we decide whether it is high or low and take a tighter or looser stop loss boundary respectively. Thus the function \( a(t, L) \) has an inverse relation to the forecasted volatility. This idea is based on the very nature of the modelled distribution, as the conditioning factor influences the volatility of the S&P500 Log-Returns, and on the goal to benefit from potential model misfits: If the model is inaccurate in modelling the underlying relation between S&P500 Log-Returns and previous VIX Index, then the forecasted volatility will be off. Given a simplistic differentiation of volatility into high and low, a bad model would produce high volatility when in reality the volatility is low and vice versa. The choice of the tightness-regulating function \( a(t, L^*) \) then results in a tight stop loss rule in the first case despite low real volatility, thus missing out on potential profits; and a loose stop loss rule in the second case, thus risking high losses; giving a clear distinction between accurate and inaccurate models simply by judging the strategy performance. Hence our values for \( a(t, L^*) \) should differ rather highly between the two distinct cases of volatility.

Based on above intuition, we design the function \( a(t, L) \) in the following way:

\[ a(t, L^*) = \begin{cases} 
0.5, & \sigma^{t+H}(r|\text{VIX}_{t-1}) \geq \sigma^{t-L^*,t}(r) \\
3, & \text{else}
\end{cases} \quad (5.14) \]

with \( L^* \) the look-back period from which we determine the distinction between high and low volatility. The values of \( a(t, L^*) \) vary greatly and are conservative to avoid losses due to large negative movements to focus more on returns made during low volatile periods. Since we know the S&P500 Log-Returns to have a heavier left tail than the standard normal Gaussian (which has 1st percentile of around -2), we choose the the tightness factor in case of a low projected volatility to be 3.

In practice we choose \( L = L^* = 260 \), i.e. have one year look back periods; and \( H = 5 \), i.e. produce one week forecasts. We ignore transaction costs and make in addition the following assumptions:

1. We can only decide to go enter the strategy before in the first week of every simulation period;
2. If we decide to go enter, we buy at the closing price of the Monday in the first simulation week;

3. Exiting the strategy can only be done at the Friday closing price of the latest holding week and always involves 100% of the investment;

4. After exiting the strategy we do not reenter.

The above assumptions may seem restrictive and unrealistic for a true trading strategy, but we keep in mind that our final goal is the judgement of our distribution model for which we only need the strategy to be based on reasonable economic decisions, so that a poor strategy performance is indeed retraceable to a poor model fit. We note however that the second assumption in particular disadvantages the FHS model, as it produces daily forecasts and we cannot update the volatility filtering for 5 day forecasts - thus only having constant volatility samples throughout each simulation week. This is an important limitation to keep in mind when judging the portfolio performances. We run

\begin{figure}[ht]
\centering
\subfigure[FHS] {
\includegraphics[width=0.4\textwidth]{fhs.png}
}\hfill
\subfigure[GARCH] {
\includegraphics[width=0.4\textwidth]{garch.png}
}
\subfigure[RBM] {
\includegraphics[width=0.4\textwidth]{rbm.png}
}\hfill
\subfigure[CVAE] {
\includegraphics[width=0.4\textwidth]{cva.png}
}
\caption{Histogram of portfolio Profit-and-Loss using indicators across all modelling approaches.}
\end{figure}

the above described experiment with all models on 200 randomly chosen starting dates,
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from which 100 come from the time period 2007-2009 to include the equity crisis and the leftover 100 starting dates uniformly chosen from 2003-2007 and 2009 until one simulation period before the end of available data. We take a backtest length of 13 weeks for every starting point, as too long a period would result in too many overlaps in the projection periods and too short a period loses information about the strategy performance. After simulation, we calculate the distribution of the 13 week portfolio Profit-and-Loss (P&L), reporting their probability distribution in 5.8 as well as their their first two distribution moments in 5.4.

From the P&L distributions we notice immediately that the portfolio using indicators from the GARCH model has the smallest returns range and the least amount of performed strategy entries. This behaviour can be traced back to an overestimation of the volatility in the model forecast which leads more to projected log returns below the entrance threshold than above and is in line with the previous statistical results in 5.2. An interesting connection of our conservative strategy to a disadvantage also in regulatory conservatism is also clearly visible: Too conservative models/rules potentially heavily limit the upside potential. Similar behaviour is observed in the portfolio using the RBM, whose returns all strictly lie in the range of [-0.2,0.2] with only two exceptions. We deem the number of returns outside this range as too little and transition of the P&L distribution in the tail to be too abrupt to consider these exceptions as part of the consistent RBM performance. Thus the histogram of the portfolio using the RBM also indicates an overestimation of the volatility, similar as observed in 5.2. On the other hand, wide return ranges are visible for portfolios using the FHS and CVAE, however with the CVAE portfolio returns being more limited on the losses than the FHS, indicating a well fitted stop loss criterion, contrary to the FHS.

|                      | Buy-and-Hold | FHS | GARCH | RBM    | CVAE  |
|----------------------|--------------|-----|-------|--------|-------|
| Mean                 | -0.98981     | 0.00955 | 0.00294 | 0.01011 | 0.01696 |
| Standard Deviation   | 0.09590      | 0.08461 | 0.03850 | 0.07226 | 0.07509 |
| Sharpe Ratio         | -10.3213     | 0.011284 | 0.03850 | 0.07226 | 0.07509 |
| Max. Drawdown        | -40.65%      | -34.96% | -22.23% | -40.65% | -27.63 |

Table 5.4.: Risk measures of portfolio performance across modelling approaches.

In 5.4 we provide the first two moments of the P&L distribution shown in the histograms of 5.8 and additionally as risk measures the Sharpe Ratio and the Maximum Drawdown. We benchmark all these values with the corresponding value of a Buy-and-Hold strategy. From 5.4 it is notable that the Buy-and-Hold strategy over our chosen dates and time period has a negative mean return, possibly resulting from our emphasis on starting points during the financial crisis. Judging by the Sharpe Ratio, all approaches outperform the Buy-and-Hold strategy, taking low but positive values. However, one disadvantage of the Sharpe Ratio is the use of volatility, which doesn’t differentiate between upside and downside movements of the P&L distribution. For this reason we include the maximum drawdown of each portfolio approach across all starting dates to gain a
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different view on the portfolio performance. A well designed stop loss strategy should have a low max. drawdown, as it exits the strategy in case of bad performance, thus limiting the portfolio losses. Thus unsurprisingly, the max. drawdown of the Buy-and-Hold strategy is the highest. However, the portfolio using the RBM outputs has the same max. drawdown, indicating that the RBM generations were unable to accurately forecast the poor index performance in this extreme case. Interestingly, the portfolio using the GARCH model has the lowest max. drawdown. However, this might not necessarily reflect a better portfolio performance, but could simply result from the heavy volatility overestimation by the GARCH model, which together with the strict conservatism of our strategy triggers more and earlier exits, thus lowering the max. drawdown. Portfolios using the CVAE and FHS have max. drawdowns in between, possibly indicating reasonably triggered stop losses more due to accurate forecasting than to estimation trends that benefit from the strategy design.

From this experiment we deduce that the CVAE seems to capture the relationship of the VIX on the first two moments of the daily Log Returns of the S&P500 Index particularly well throughout different starting points out of sample. It seems that the GARCH and RBM both overestimate the standard deviation, with the GARCH even more so. Additionally we observe that GARCH performance in terms of convergence and parameter estimation is highly dependent on the initial values, showing the nonrobustness of this approach against random seeds. The FHS on the other hand shows robust performance throughout the experiment, yielding results in line with observations from the previous section despite the design disadvantage.
We compare four models from the non-parametric, parametric as well as Machine Learning family for their performance as a PiT ESG generating realizations of the S&P500 Index Log-Returns conditional on the last available VIX value. The generator quality is judged by a: their approximation of distributional metrics and b: of time dependent properties; c: their robustness across different modelling periods as well as d: their of sample performance as strategy indicator. Based on these evaluation criteria, our experiments indicate that the CVAE exhibits the best combination of results out of all our tested approaches.

The CVAE has the best approximation of distributional metrics such as the first four moments and tail behaviour and shows signs of being able to replicate time dependent properties such as volatility clustering. Also the robustness of performance quality is confirmed in out of sample tests and data generations over different time periods. In comparison, the poor performance of the FHS likely results from a violation of the i.i.d. data assumption, meaning that the filtering process with the VIX is not enough as a data transformation. It appears that our GARCH specifications are unfit for the data, resulting in poor distributional approximation. Additionally, model results show a tendency to overestimate volatility, associated with lower projected returns, and model performance is highly sensitive to the initial starting seeds during optimization. The RBM as the other tested generative network exhibits better performance in statistical tests, but a decline in approximation quality over longer time periods and difficulties in replicating time dependent properties.

From the point of view of computational efficiency, the generative networks are heavier than the other tested models. However the CVAE still does better than the RBM, which requires possibly hundreds of forward and backward passes during both training and sampling, that cannot be done in parallel due to the dependence on the previous sample.

In summary, it appears that there is a lot of potential in the generative networks, but the trade off between training complexity and improvements in modelling capabilities needs to be carefully considered. Model performance in case of the RBM could possibly be improved by the usage of a conditional RBM as introduced in [64]. Similarly, both RBM and CVAE might produce better results with more fitting parameters. Improvements in this area are however left for future works.
Appendix

A.1. Conversion between real-valued samples and binary features

In this section we present the pseudo code for the algorithm provided in [11] for the conversion between real valued samples and 16-digit binary features.

**Algorithm 1:** Transformation real-valued samples to 16 digit binary

**Data:** Real-valued data set $X_{\text{real}}$ with $N$ samples

**Result:** 16-digit binary representation of real value sample

\[
\epsilon \geq 0
\]

\[
X_{\text{min}} \leftarrow \min(X) - \epsilon
\]

\[
X_{\text{max}} \leftarrow \max(X) + \epsilon
\]

\[\text{for } l=1,...,N \text{ do}\]

\[
X^{(l)}_\text{int} \leftarrow \text{int}(65535 \times (X^{(l)}_\text{real} - X_{\text{min}})/(X_{\text{max}} - X_{\text{min}})) \text{X^{(l)}_\text{bin} \leftarrow \text{binarize}(X^{(l)}_\text{int})}
\]

end

**Algorithm 2:** Transformation 16-digit binary to real-valued samples

**Data:** 16 digit binary sample $X = (X_1, ..., X_{16})$

**Result:** real valued sample from 16-digit binary sample

\[
X_{\text{int}} \leftarrow 0
\]

\[\text{for } i=1,...,16 \text{ do}\]

\[
X_{\text{int}} \leftarrow X_{\text{int}} + 2^{i-1} \times X_{16-i}
\]

end

\[
X_{\text{real}} \leftarrow X_{\text{min}} + X_{\text{int}} \times (X_{\text{max}} - X_{\text{min}})/65535
\]

A.2. Parameter search

Table [A.1] displays the hyperparameter grid tested and chosen for the RBM and CVAE for all results achieved in 5.3. The listed tested values only indicate the initial search grid, which were subsequently fine tuned and the parameters resulting in the best results were chosen. The hyperparameter searches were performed on the ETH Euler Scientific Compute Cluster.
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#### Table A.1: Initial hyperparameter search grid for results reported on real data in 5.3

| Model | Hyperparameters | Tested values | Final choice |
|-------|-----------------|---------------|--------------|
| RBM   | learning rate   | 1e-4, 1e-3, 1e-2 | 1e-4         |
|       | batch size      | 50, 100       | 50           |
|       | network activation function | Sigmoid | Sigmoid |
|       | optimizer       | Adam          | Adam         |
|       | number of epochs | 50k, 100k    | 50k          |
|       | Gibbs sampling steps | 500, 800,1000 | 800          |
|       | contrastive divergence steps k | 1, 5, 10 | 5          |
|       | network architecture | 16-32, 16-48, 16-64 | 16-32 |
| CVAE  | learning rate   | 1e-4,1e-3, 1e-2 | 5e-4         |
|       | batch size      | 1             | 1            |
|       | network activation function | ReLu/leaky ReLu+Sigmoid | leaky ReLu+Sigmoid |
|       | optimizer       | Adam          | Adam         |
|       | number of epochs | 50k, 100k    | 50k          |
|       | KL weight factor | 1e-3,1e-4    | 1e-3         |
|       | encoder architecture | 6-4, 6-30-4, 6-50-4, 6-20-50-4 | 6-30-4 |
|       | decoder architecture | 4-6, 4-30-6, 4-50-6, 4-20-50-6 | 4-30-6 |

A.3. Analysis over different projection periods

After the statistical analysis on a period of 13 weeks, we report in this chapter graphical results of the same analysis starting from 2018-01-1 over periods of 4 (1 month), 26 (6 months) and 52 (1 year) weeks to judge the influence of the projection period length on the model fit.
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Figure A.1.: QQ Plots of real Log Returns and generated samples over 4 weeks period: a)-c): Filtered Historical Simulation; d)-f): GARCH; g)-i): RBM; j)-l): CVAE.
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Figure A.2.: Average autocorrelation over 4 weeks period of generated returns vs. autocorrelation of real S&P500 Log Returns.

Figure A.3.: Average autocorrelation over 4 weeks period of squared generated returns vs. autocorrelation of squared S&P500 Log Returns.
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Figure A.4.: QQ Plots of real Log Returns and generated samples over 26 weeks period: a)-c): Filtered Historical Simulation; d)-f): GARCH; g)-i): RBM; j)-l): CVAE.
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Figure A.5.: Average autocorrelation over 26 weeks of generated returns vs. autocorrelation of real S&P500 Log Returns.

Figure A.6.: Average autocorrelation over 26 weeks of squared generated returns vs. autocorrelation of squared S&P500 Log Returns.
Figure A.7.: QQ Plots of real Log Returns and generated samples over 52 weeks period: a)-c): Filtered Historical Simulation; d)-f): GARCH; g)-i): RBM; j)-l): CVAE.
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Figure A.8.: Average autocorrelation over 52 weeks period of generated returns vs. autocorrelation of real S&P500 Log Returns.

Figure A.9.: Average autocorrelation over 52 weeks period of squared generated returns vs. autocorrelation of squared S&P500 Log Returns.
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