Lévy flights due to anisotropic disorder in graphene
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We study transport properties of graphene with anisotropically distributed on-site impurities (adatoms) that are randomly placed on every third line drawn along carbon bonds. We show that stripe states are characterized by strongly suppressed back-scattering are formed in this model in the direction of the lines. The system reveals Lévy-flight transport in stripe direction such that the corresponding conductivity increases as the square root of the system length. Thus, adding this type of disorder to clean graphene near the Dirac point strongly enhances the conductivity, which is in stark contrast with a fully random distribution of on-site impurities which leads to Anderson localization. The effect is demonstrated both by numerical simulations using the Kwant code and by an analytical theory based on the self-consistent T-matrix approximation.
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In recent years a remarkable progress towards controllable deposition of adatoms such as hydrogen and fluorine on graphene has been achieved [1–6]. This development has been motivated in part by an attempt to transform graphene into a two-dimensional semiconductor with a controllable band-gap by producing a large density of adatoms [7]. If the impurity concentration is sufficiently small, adatoms (like H, F and Cl) can be accurately modeled by effective on-site potentials in the standard tight-binding Hamiltonian of graphene [8].

Quantum transport properties of graphene near the Dirac point with various types of disorder have attracted a great deal of attention in recent years. One of the remarkable experimental observations was that of Dirac-point conductivity (“minimal conductivity”) of disordered graphene that is of the order of the quantum value $e^2/h$ but remains temperature-independent down to very low temperatures (30 mK) instead of showing the expected suppression due to Anderson localization. Theoretical works demonstrated that graphene with particular kinds of disorder realize a variety of universality classes (distinguished by symmetries and topologies) and may thus avoid Anderson localization by showing quantum criticality with a scale-independent conductivity $\sim e^2/h$ or antilocalization behavior (with logarithmically increasing conductivity) [9–17].

In this paper, we demonstrate another type of unconventional transport regime in graphene with disorder formed by adatoms. We show that in the case of anisotropic disorder, with all adatoms located within a set of parallel stripes, the transport along the stripes becomes superdiffusive. This kind of stochastic process known as Lévy flight [18] is characterized by a heavy-tailed (power-law) distribution of lengths of elementary steps of ballistic propagation between the consecutive scattering events. In one-dimensional (1D) geometry, the power-law random banded matrix model [19] represents a quantum transport problem with superdiffusive classical dynamics. Despite its 1D character, this model undergoes a localization-delocalization transition with changing the fat-tail exponent. Normally, this type of behavior is not encountered in disordered systems with finite-range scatterers: one finds a conventional classical diffusion supplemented by quantum localization effects. A notable exception is provided by a problem of a quasi-1D system with surface disorder [20] where one finds Lévy-flight behavior on the quasiclassical level. It yields, however, only a logarithmic enhancement of the quasiclassical diffusion constant and thus does not essentially affect the Anderson localization characteristic for the 1D geometry. As we show in this paper, a striped disorder in graphene [i.e., in a two-dimensional (2D) geometry] leads to a much more striking modification of transport properties, suppressing localization and inducing a square-root increase of conductivity with the system size.

The anisotropic impurity distribution is obtained by placing adatoms on every third line drawn along carbon bonds as illustrated in Fig. 1. Otherwise, adatoms take random positions and the probabilities to find an adatom on A (filled circles) or B (empty circles) sublattice on the line are equal. In the terminology of Ref. [21], the anisotropic distribution corresponds to restricting adatom positions to the sites of a certain color (red one in Fig. 1). The color refers to the Bloch phase of the zero-energy wave function of the corresponding tight-binding model. It is always possible to choose the gauge such that the Bloch phase takes values $\pm \pi/3$ or 0. The relative Bloch phase between the sites of the
same color is zero independent of gauge. Each adatom is modeled by an on-site potential $V_0$ which defines the corresponding length scale $\ell_a = V_0 a / t$ with $a = 2 \sqrt{3} \sigma$, where $a \approx 1.42$ Å is the length of the carbon-carbon bond and $t \approx 2.7$ eV is the nearest-neighbor hopping integral in graphene.

We employ the Kwant software \cite{kwant} to calculate the averaged conductance of a disordered sample with the dimensions $L_\perp \times L_\|$, where $L_\|$ stands for the sample length in stripe direction. Two highly doped ballistic graphene leads are attached to the opposite sides of the length in stripe direction. Two highly doped ballistic leads are attached to the opposite sides of the sample to obtain the conductance in stripe direction $G_\|$ and in the direction perpendicular to the stripes, $G_\perp$. The corresponding two-terminal conductivity is obtained from the relations $\sigma_\| = G_\| L_\| / L_\perp$ and $\sigma_\perp = G_\perp L_\perp / L_\|$. From the symmetry point of view, the model belongs to Wigner-Dyson orthogonal class (class AI \cite{wigner-dyson}). One can thus expect, in view of the 2D character of the system, a conventional Anderson-localization behavior of the conductivity, i.e., its decrease (exponential in the strong-localization regime) with the system length in the transport direction. This behavior is indeed observed when adatoms are placed randomly on all lattice sites, independently of their colors \cite{adatom}. The corresponding data are shown in Fig. 2 by empty triangles. In the upper panel, where the results for weak impurities, are displayed, the dimensionless Drude conductivity $\sigma / (e^2 / h)$ is large, so that the localization length (which increases exponentially with $\sigma$ in 2D) is much larger than our system sizes. Thus, the data show an essentially constant conductivity (diffusive regime). In the lower panel, where the data for stronger impurities are presented, the Drude conductivity is below $e^2 / h$, and we observe a strong Anderson localization, as expected \cite{anderson}.

Remarkably, restriction of adatoms to sites of a single color—which is the subject of the present work—turns out to lead to a totally different behavior. Our central result is illustrated in Fig. 2 by full symbols, with circles corresponding to an energy very close to the Dirac point, $\varepsilon / t = 0.01$, and triangles corresponding to a higher energy, $\varepsilon / t = 0.3$. In the main panels of Fig. 2 the conductivity $\sigma_\|$ along the stripe direction is presented as a function of the length $L_\|$. The upper panel corresponds to the case of weak impurities. For not too large system size, $L_\| = 100 \sigma$, the conductivity is in this case close to that of clean graphene. Indeed, the first full triangle
almost coincide with the corresponding empty triangle (random-color disorder), indicating that the type of disorder does not matter. The situation changes, however, with increasing $L_{\parallel}$. While the system with random-color disorder shows a conventional diffusive regime (discussed above), the conductivity of a system with single-color disorder keeps increasing as $\sigma_{\parallel} \propto \sqrt{L_{\parallel}}$.

The difference between the effects of random-color and single-color disorder becomes even more dramatic for the case of stronger scatterers (lower panel). While the random-color model shows in this case a strong suppression due to Anderson localization (as discussed above), the conductivity of the single-color problem keeps showing a square-root increase, $\sigma_{\parallel} \propto \sqrt{L_{\parallel}}$. This anomalous behavior is observed for any value of energy, both at the Dirac point and arbitrarily far from it, and is thus a generic property of the lattice model (i.e., it does not depend on Dirac linearization of the Hamiltonian, which is only valid for small energies) [21].

The phenomenon observed can be understood already at the level of the Dirac Hamiltonian

$$H_D = \hbar v \sigma r + V(r),$$

that applies for $\varepsilon \ll t$. The model [1] assumes that the concentration of adatoms is small, i.e., the average distance between adatoms is much larger than the lattice spacing. Here we use the valley-symmetric representation where $\hbar v = 3ta/2$ and $\sigma = (\sigma_x, \sigma_y)$ is the vector of Pauli matrices acting in the sublattice space. The velocity $v$ is set to unity below. The term $V(r) = \sum_i [V_A \delta(r - r_i^A) + V_B \delta(r - r_i^B)]$ represents the disorder potential due to on-site adatoms [13, 16, 21, 25, 26], where $r_i^A(B)$ stand for random adatom positions on the A(B) sublattice. For anisotropic disorder with stripes along x-direction, one finds [13, 16, 21],

$$V_{A(B)} = \varepsilon_0 (1 + \sigma \tau_x \tau_y \mp \sigma \tau_y \tau_x) / 4,$$

where $\varepsilon_0 = V_0 \tilde{A}/t = 2\sqrt{3}\tilde{V}_0 a t$ and the Pauli matrices $\tau_{x,y,z}$ act in the valley space. The averaging over disorder is, then, performed within the self-consistent T-matrix approximation (SCTMA).

A specific feature of the anisotropic disorder model constructed above is that the disorder potential can be made diagonal in both sublattice and valley spaces by a global rotation, such that $U^\dagger V_{A(B)} U = \varepsilon_0 P_{A(B)}$, where $U = (\tau_z + \sigma \tau_x \tau_y) / \sqrt{2}$ and $P_{A(B)} = (1 \pm \sigma \tau_x) (1 + \tau_z) / 4$. The rotation clearly commutes with the operators of coordinate and momentum. It is, therefore, natural to study the problem in the rotated basis $H_U = U^\dagger H_D U$,

$$H_U = H_P + V_U(r), \quad H_P = \sigma_x p_x + \sigma_y \tau_y p_y,$$

where $V_U(r) = \sum_i [P_A \delta(r - r_i^A) + P_B \delta(r - r_i^B)]$. The transformed disorder potential, $V_U(r)$, is present only in a single valley of the rotated model, Eq. [2]. The valley mixing is absent for $p_y = 0$, hence the states with small $p_y$ are very weakly affected by disorder. This property is responsible for the quasi-ballistic Lévi-flight transport in the stripe direction.

In diffusive (Drude) approximation the conductivity is given by

$$\sigma_{aa} = \frac{2e^2}{h} \int \frac{d^2 p}{(2\pi)^2} \text{Tr} [j_a \ln (E^R)^2] = \frac{4e^2}{\pi h} \Pi_{aa},$$

where $E^R = (\varepsilon - I_P - \Sigma^R)^{-1}$ stands for the retarded disorder-averaged Green’s function in the SCTMA. The self-energy takes the form $\Sigma^R = 2s(P_A + P_B)$, where the complex parameter $s = s_0 - i\Gamma$ satisfies a non-linear self-consistency equation (see Supplemental Material [27]). The exact form of this equation is not important for our analysis below. In full analogy with the case of on-site impurities randomly distributed over sites of all colors [11], the vertex corrections to the current operators $j_x = \sigma_x, j_y = \sigma_y \tau_y, j_z$ are absent.

Integration over momentum in Eq. [3] develops a very anisotropic singularity for $|p_x \pm \varepsilon| \varepsilon_0 \propto |p_y^2| \rightarrow 0$, where $\varepsilon_0 = \varepsilon - s_0$. This singularity is non-integrable for the case of $\sigma_{\parallel} = \sigma_{xx}$ in the thermodynamic limit and is regularized by taking into account a finite size of the system, so that $p_x > 1/L_{\perp}$ and $|p_x \pm \varepsilon| > 1/L_{\parallel}$. In fact, due to the anisotropic character of the singularity, the length $L_{\perp}$ turns out to be the only relevant regularization parameter, while $L_{\perp}$ can be regarded infinite. Upon this regularization, the polarization operators $\Pi_{aa}$ can be written as functions of the two dimensionless quantities $\zeta = \varepsilon_0 / \Gamma$ and $\delta = \kappa / L_{\parallel}$, where $\kappa$ is a positive real number that will be used as a fitting parameter. The results are expressed in the form of integrals over $p = (\pm p_x \pm \varepsilon)/\Gamma$ and $q = p_y / \Gamma$ [27],

$$\Pi_{xx} = \frac{2}{\pi} \int_{-\infty}^{\infty} dp \int_{-\infty}^{\infty} dq \frac{(p^2 - q^2)^2 \theta(|p| - \delta)}{|p^2 + q^2 + 2p \theta(|p| - \delta)|^4},$$

$$\Pi_{yy} = \frac{2}{\pi} \int_{-\infty}^{\infty} dp \int_{-\infty}^{\infty} dq \frac{4p^2 q^2 \theta(|p| - \delta)}{|p^2 + q^2 + 2p \theta(|p| - \delta)|^4},$$

where $\theta(x)$ is the Heaviside theta function. The integrations over $q$ can be performed analytically. The subsequent integration over $p$ can be easily carried out in the limit $\delta \rightarrow 0$ (which corresponds to the limit of large system size $L$), with the result

$$\Pi_{xx} = \frac{A}{2\sqrt{\delta}} - B + \frac{7}{8} C \sqrt{\delta} + O(\delta^{3/2}),$$

$$\Pi_{yy} = B - C \sqrt{\delta} + O(\delta^{3/2}).$$

The coefficients $A, B,$ and $C$ depend on the parameter $\zeta = \varepsilon_0 / \Gamma$ as follows:

$$A(\zeta) = \text{Re} \left[ (1 - 2i\zeta) \sqrt{1 + i\zeta} \right],$$

$$B(\zeta) = 1 + \zeta \text{arctan} \zeta,$$

$$C(\zeta) = \text{Re} \left[ (1 + 2i\zeta) / \sqrt{1 + i\zeta} \right].$$
For the case when all adatoms have the same potential placing adatoms on all available sites of the given color. 

Sufficiently far from the Dirac point (ζ ≫ 1), we obtain from Eqs. (5), (6) \( \Pi_{xx} = 1 \), hence \( \sigma_{xx} = \frac{4e^2}{\pi h}(\frac{1}{2} \sqrt{\Gamma L/\kappa} - 1) \), \( \sigma_{\perp} = \frac{4e^2}{\pi h} \varepsilon_0 = 0 \), (7)

where we disregard terms that vanish in the limit \( L \to \infty \). Sufficiently far from the Dirac point \( (\varepsilon \gg 0) \), we simply find \( A = B = C = 1 \), hence

\[
\sigma_{\parallel} = \frac{4e^2}{\pi h} \frac{\varepsilon_0}{\Gamma} \sqrt{\frac{\varepsilon_0 L}{2\kappa} - \frac{\pi}{2}}, \quad \sigma_{\perp} = \frac{2e^2}{h} \varepsilon_0 / \Gamma. \tag{8}
\]

Thus, the Drude analysis in combination with the SCTMA predicts that the conductivity \( \sigma_{\parallel} \) increases as a square root of the system size irrespective of energy. This conclusion is unaffected by quantum interference effects which lead to a weak localization correction that is much smaller than the Drude conductivity \([27]\). The analytical results are in agreement with numerical simulation of Fig. 2. The results of Eqs. (3)–(5) are shown in Fig. 2 with solid lines where \( \Gamma, \zeta, \) and \( \kappa \) take the values given in Table I. For the transverse conductivity \( \sigma_{\perp} \) the Drude + SCTMA calculation yields an \( L \)-independent result at large \( L \). This prediction is also in qualitative agreement with numerical data in the insets of Fig. 2. However, for strong impurities (bottom panel), the saturation values for \( \sigma_{\perp} \) appear to be an order of magnitude smaller than the SCTMA predictions. In fact, since the SCTMA yields in this case values of order \( e^2/h \), this calculation is not expected to be parametrically controllable, so that the exact result is expected to deviate by a numerical factor of order unity \([27]\). It is interesting that this factor turns out to be so significant.

For the sake of completeness, we illustrate in Fig. 3 the dependence of the conductivity on the concentration of impurities. In a finite sample there exists an ultimate impurity concentration \( n_{\text{imp}}^{\text{max}} \simeq 0.26/a^2 \) that corresponds to placing adatoms on all available sites of the given color. For the case when all adatoms have the same potential \( V_0 \) (as in our model), the resulting system will be strictly periodic, which implies the ballistic character of transport, i.e., an infinite conductivity in the thermodynamic limit. While this behavior is obviously beyond the scope of the effective model, Eq. (1), it is clearly seen numerically in Fig. 3 the conductivity shows a sharp increase when the concentration approaches \( n_{\text{imp}}^{\text{max}} \).

Finally, it is worth mentioning that the observed Lévy-flight transport is in fact not specific to graphene but can be found also in other tight-binding models. A simple example is a square lattice with impurities randomly distributed over sites of every second horizontal row. We have checked that the SCTMA predicts a \( \sqrt{L} \) increase of \( \sigma_{\parallel} \) also in this case and verified this behavior by numerical simulations \([27]\). On the other hand, graphene is a paradigmatic realization of a truly 2D material, and engineering special types of disorder on graphene in a controllable way appears to be within experimental feasibility. This explains our focus on the graphene model in the present paper.

A possible experimental realization of the anisotropic disorder can utilize the macroscopic self-orientation of graphene on hexagonal boron nitride reported recently in Ref. [25]. The interplay of van der Waals and elastic forces in such structures has been shown to lead to a spontaneous quasi-one-dimensional wrinkling (uniaxial straining) of graphene, similar to Moiré patterning (see, e.g., Ref. [29] and references therein). Such a self-alignment of 2D crystals naturally produces a one-dimensional potential for adatoms or molecules that might be favorable for creating striped disorder.

In conclusion, we have studied the conductivity of graphene with on-site impurities (adatoms) randomly distributed over striped locations. We have shown that the system reveals Lévy-flight transport in stripe direc-

| \( V_0/t = 1 \) | \( \varepsilon/t = 0.01 \) | \( \varepsilon/t = 0.3 \) |
| \( V_0/t = 10 \) | \( \varepsilon/t = 0.01 \) | \( \varepsilon/t = 0.3 \) |
|---|---|---|
| \( \Gamma/t \) | 0.0134 | 0.0097 |
| \( \zeta \) | 0.522 | 0.335 |
| \( \kappa \) | 9.98 | 20.3 |
| \( \varepsilon_0 \) | 6.6 | 6.6 |
| \( \sigma_{\parallel} \) | 0.29 | 0.2 |

TABLE I: Values of the parameters \( \Gamma, \zeta, \) and \( \kappa \) used in Fig. 2 to plot the Drude theory results (solid lines). The calculation of \( \Gamma \) and \( \zeta \) is described in the Supplemental Material \([27]\); \( \kappa \) is a fitting parameter.

**FIG. 3:** (Color online) Conductivity along stripe direction, \( \sigma_{\parallel} \), calculated using Kwant \([22]\) for graphene with single-color impurities at \( \varepsilon = 0.3t \) (triangles) and \( \varepsilon = 0.01t \) (circles) as a function of impurity concentration. The impurity strength is \( V_0 = 10t \); the system size is fixed to \( L = 999.5a \). The maximal impurity concentration \( n_{\text{imp}}^{\text{max}} \approx 0.26/a^2 \) corresponds to impurities occupying all allowed sites. The solid lines show the results according to Eqs. (3)–(5) with the fitting parameter \( \kappa \) as given in Table I and \( \Gamma, \zeta \) as calculated in the Supplemental Material \([27]\).
tion, so that the conductivity $\sigma_{\parallel}$ increases as the square root of the system length. This behavior is in stark contrast with the Anderson localization observed for a fully random distribution of on-site impurities. We hope that this work will pave a way to a long-sought experimental realization of Lévy flights in electronic quantum transport.
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Lévy flights due to anisotropic disorder in graphene

S. Gattenlöher, I. V. Gornyi, P. M. Ostrovsky, B. Trauzettel, A. D. Mirlin and M. Titov

In this Supplemental Material, we (i) provide details of the self-consistent T-matrix approximation which was used to relate the real and imaginary part of the self-energy to the microscopic parameters of the model (the Fermi energy $\varepsilon$, the impurity strength $V_0$, and the impurity concentration $n_{\text{imp}}$), (ii) describe how the numerical simulations were performed, (iii) present results indicating that superdiffusive transport can also be realized on a square lattice, and (iv) discuss interference corrections to the SCTMA results.

I. DISORDER-AVERAGED GREEN’S FUNCTION IN THE SELF-CONSISTENT T-MATRIX APPROXIMATION

In this Section of the Supplemental Material, we outline the calculation of the disorder-averaged Green’s function that we use in Eq. (3) to evaluate the conductivities $\sigma_1$ and $\sigma_2$. We employ the self-consistent T-matrix approximation (SCTMA) that neglects contributions from diagrams with intersecting impurity lines. The implementation of this approximation scheme for the model (1) is fully analogous to that described in Ref. s1 where graphene with ad-atoms of random color is studied. For the single-color case, it is convenient to perform these calculations in the rotated basis of Eq. (2), hence one readily obtains the expression

$$\tilde{\Sigma} = n_{\text{imp}}(T) = \frac{1}{2}n_{\text{imp}} \left( \ell_a P_A \frac{1}{1 - \ell_a g P_A} + \ell_a P_B \frac{1}{1 - \ell_a g P_B} \right)$$

(s1)

for the self-energy $\tilde{\Sigma}$, where $n_{\text{imp}}$ is the impurity concentration and $g$ denotes the averaged Green’s function in SCTMA at coinciding real-space arguments,

$$g = \int \frac{d^2p}{(2\pi)^2} \frac{1}{\varepsilon - H_p - \tilde{\Sigma}}, \quad \text{with} \quad H_p = \sigma_x p_x + \sigma_y p_y.$$  

(s2)

As a consequence of Eq. (s1), the (retarded) self-energy is of the form

$$\tilde{\Sigma} = 2sP, \quad \text{with} \quad P = P_A + P_B, \quad P_A = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \text{and} \quad P_B = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

(s3)

where we also introduced the scalar self-energy $s = s_0 - i\Gamma$. Here $s_0$ and $\Gamma > 0$ are real numbers. The scalar self-energy satisfies the equation

$$s = \frac{n_{\text{imp}}\ell_a}{4(1 - g_0\ell_a)},$$

(s4)

where $g_0$ denotes the 11- and 22-component of the matrix Green function $g$ with coinciding spatial arguments, Eq. (s2):

$$g_0 = g_{11} = g_{22} = \frac{1}{2} \int \frac{d^2p}{(2\pi)^2} \left( \frac{\varepsilon + p_x}{\varepsilon^2 - p_x^2 - p_y^2 - 2s(\varepsilon + p_x)} + \frac{\varepsilon - p_x}{\varepsilon^2 - p_x^2 - p_y^2 - 2s(\varepsilon - p_x)} \right)$$

(s5a)

$$= \int \frac{d^2p}{(2\pi)^2} \frac{\varepsilon - p_x}{\varepsilon^2 - p_x^2 - p_y^2 - 2s(\varepsilon - p_x)} = \int \frac{d^2p}{(2\pi)^2} \frac{\varepsilon - s - p_x}{\varepsilon^2 - s^2 - p_x^2 - p_y^2}.$$  

(s5b)

The first expression in Eq. (s5b) is obtained by symmetrizing the integrand with the help of the transformation $p_x \rightarrow -p_x$ in the first fraction in Eq. (s5a). In the last expression in Eq. (s5b) we have also used the shift $p_x \rightarrow p_x + s$. The resulting integral features an ultraviolet divergence that is regularized by introducing a cut-off in $p_x$,

$$g_0 = \frac{1}{\ell_a} \int_{-\frac{\Delta}{\ell_a}}^{\frac{\Delta}{\ell_a}} dp_x \int_{-\infty}^{\infty} dp_y \frac{\varepsilon - s - p_x}{2\pi \left( \varepsilon - s \right)^2 - p_x^2 - p_y^2}.$$  

(s6)
This integral can be evaluated analytically, yielding

$$g_0 = -\frac{1}{4\pi} \left[ \Delta \left( \sqrt{\left(\frac{1}{2} - \frac{\varepsilon - 2s}{\Delta}\right)\left(\frac{1}{2} + \frac{\varepsilon}{\Delta}\right)} - \sqrt{\left(\frac{1}{2} + \frac{\varepsilon - 2s}{\Delta}\right)\left(\frac{1}{2} - \frac{\varepsilon}{\Delta}\right)} \right) + (\varepsilon - s) \ln \left[ -\frac{\Delta^2 \left(\frac{1}{2} - \frac{\varepsilon - 2s}{\Delta} + \frac{1}{2} + \frac{\varepsilon}{\Delta}\right)^2 \left(\sqrt{\frac{1}{2} + \frac{\varepsilon - 2s}{\Delta} + \frac{1}{2} - \frac{\varepsilon}{\Delta}}\right)^2}{4(\varepsilon - s)^2} \right] \right].$$

(s7)

Equation (s4), with the result (s7) for $g_0$ inserted, represents a non-linear equation for the scalar self-energy $s$ that we will now solve numerically. To that end we rewrite Eq. (s4) as $f(s) = 0$ with

$$f(s) = (1 - \ell_a g_0)s - n_{\text{imp}}\ell_a/4$$

(s8)

and apply Newton’s method assuming that the iteration

$$s^{(n+1)} = s^{(n)} - \frac{f(s^{(n)})}{f'(s^{(n)})}$$

(s9)

converges to the solution for a suitably chosen initial value $s^{(0)}$. Fig. [s1] shows the real and imaginary part of the scalar self-energy as a function of the impurity density $n_{\text{imp}}$ for two values of the energy, $\varepsilon = 0.01t$ and $\varepsilon = 0.3t$, and two values of the impurity strength, $\ell_a = 2\sqrt{3}a$ (corresponding to $V_0 = t$) and $\ell_a = 20\sqrt{3}a$ (corresponding to $V_0 = 10t$). The ultraviolet cut-off provided by the lattice constant was fixed at $\Delta = 2.5hv/a$.

### II. DERIVATION OF EQ. (4) OF THE MAIN TEXT

In this section, formula (3) of the main text,

$$\sigma_{aa} = \frac{2e^2}{h} \int \frac{d^2p}{(2\pi)^2} \text{Tr} [j_a \Im G_R^{\perp}]^2 = \frac{4\varepsilon^2}{\pi \hbar} \Pi_{aa},$$

(s10)

for the longitudinal ($a = x$) and the transversal ($a = y$) conductivity is evaluated and brought into the form of Eq. (4). We perform this calculation in the rotated basis of Eq. (2), such that the current operators are given by $j_x = \sigma_x$ and $j_y = \sigma_y$, and use the result of the previous section that the averaged retarded Green’s function in SCTMA is given by $G_R^{\perp} = [\varepsilon - H_p - 2s(P_A + P_B)]^{-1}$. The latter formula is readily evaluated:

$$G_R^{\perp} = \frac{\left( \begin{array}{ccc} \rho_x & -p_x & ip_x \\ -p_x & \rho_x & -ip_x \\ -ip_x & ip_x & \rho_x \end{array} \right) \sigma_x + \sigma_y \begin{array}{ccc} \rho_x & -p_x & ip_x \\ -p_x & \rho_x & -ip_x \\ -ip_x & ip_x & \rho_x \end{array} + \left( \begin{array}{ccc} \rho_x & -p_x & ip_x \\ -p_x & \rho_x & -ip_x \\ -ip_x & ip_x & \rho_x \end{array} \right) \sigma_x + \sigma_y \begin{array}{ccc} \rho_x & -p_x & ip_x \\ -p_x & \rho_x & -ip_x \\ -ip_x & ip_x & \rho_x \end{array}}{2p_x^2}$$

(s11)

Inserting this expression into Eq. (s10) yields an integral whose integrand is a sum of fractions of the form

$$\frac{F(p_x, p_y, \varepsilon, s_0, \Gamma)}{(p_x \pm \varepsilon)(p_x \mp (\varepsilon - 2s) + p_y^2)}$$

(s12)

(and similar expressions involving $s^*$), where $F$ is a certain function. This integral can be further simplified by applying to each term of the integrand either the transformation $p_x \rightarrow p_x + \varepsilon$ or the transformation $p_x \rightarrow -p_x - \varepsilon$, thereby shifting the zero of each denominator to the origin. After doing so, we obtain the expressions

$$\Pi_{xx} = 8\Gamma^2 \int \frac{dp_x dp_y}{4\pi} \frac{(p_x^2 - p_y^2)^2}{|p_x^2 + p_y^2 + 2p_x(\varepsilon - s)|^4},$$

(s13)

$$\Pi_{yy} = 8\Gamma^2 \int \frac{dp_x dp_y}{4\pi} \frac{4p_x^2p_y^2}{|p_x^2 + p_y^2 + 2p_x(\varepsilon - s)|^4}.$$
FIG. s1: Numerical solution of the self-consistency equation (s4) for the scalar self-energy $s$ as a function of the impurity density $n_{\text{imp}}$. The data was computed numerically using Newton’s method as described in Eq. (s9) for the two values of the impurity strength $V_0$ and the two values of the energy $\varepsilon$ used in Figures 2 and 3 of the main text.

### III. IMPLEMENTATION OF THE NUMERICAL SIMULATIONS

The numerical results presented in Figures 2 and 3 of the Letter were obtained using the Kwant code [s2]. This python package allows for a very convenient definition of tight-binding systems and provides various tools to perform quantum transport calculations on them. We refer the reader to the Kwant reference paper [s2] for technical aspects of the package. In this Section of the Supplemental Material we provide a concise description of the tight-binding models studied in our work.

We consider rectangular graphene samples with on-site potential disorder that is limited to every third row. To be specific, we assume samples comprising a definite number of $M$ dimer lines (the rows, indexed by the letter $m$) and a definite number of $N$ zig-zag lines (the columns, indexed by the letter $n$), see Figure s2 (a). The size of such a sample
is given by $L_{\parallel} = (3N/2 - 1)a$ and $L_{\perp} = (\sqrt{3}a/2)(M - 1)$, where $a$ denotes the nearest neighbor distance of graphene. \(^1\)

The on-site potentials of such a sample can be arranged in an $M \times N$ matrix $V_{mn}$ that we set to

$$V_{mn} = \begin{cases} 
-\varepsilon + V_0, & \text{for } (m, n) \text{ being a impurity site} \\
-\varepsilon, & \text{otherwise}. 
\end{cases} \tag{S15}$$

The $N_{\text{imp}}$ impurity sites are randomly distributed within the allowed rows, where we call “allowed” every third row starting from row $m_{\text{start}}$. A typical impurity configuration is shown in Figure S2 (a) for $m_{\text{start}} = 1$ (for the data shown in Figures 2 and 3 of the Letter, the choice $m_{\text{start}} = 0$ was used).

To find the conductivities $\sigma_{\parallel}$ and $\sigma_{\perp}$, we attach semi-infinite, strongly doped graphene leads ($V_{\text{lead}} = -0.3t$, with $t$ being the hopping energy between neighboring carbon atoms) in the direction parallel or perpendicular to the

---

\(^1\) When the text refers to a sample of a certain length $L_{\parallel}$ and a certain aspect ratio, it is assumed that $L_{\parallel}$ is indeed of the form $(3N/2 - 1)a$ and that the number of rows is chosen such that the resulting $L_{\parallel}/L_{\perp}$ comes closest to the required aspect ratio (if there is a tie, the larger $M$ is chosen).
disordered stripes, respectively [see Fig. s2 (b) and (c)], and make Kwant calculate the transmissions $T_\parallel$ and $T_\perp$. The conductivities are then given by

$$\sigma_\parallel = G_\parallel L_\parallel / L_\perp, \quad \sigma_\perp = G_\perp L_\perp / L_\parallel,$$

with $G_\parallel = (2e^2/h)T_\parallel$, $G_\perp = (2e^2/h)T_\perp$. (s16)

This calculation is repeated for 50 different disorder configurations to obtain averaged values for the conductivities.

---

**IV. SUPERDIFFUSIVE TRANSPORT ON THE SQUARE LATTICE**

As pointed out in the end of the main text of the paper, the mechanism of the Lévy-flight transport found in our work is in fact not specific to graphene but can be also found in other tight-binding models. In this Section of the Supplemental Material we present numerical data obtained using the Kwant code [s2] for a square lattice where on-site potential impurities are randomly distributed within every $\Delta m$-th horizontal row. Figure s3 shows that for $\Delta m = 1$ one observes the usual diffusive transport, while for $\Delta m = 2$ or $\Delta m = 3$ one finds superdiffusive transport with a square-root dependence of the longitudinal conductivity on the system length.

---

**V. INTERFERENCE CORRECTION: WEAK LOCALIZATION**

In a conventional 2D system, Anderson localization sets in when the system size is large enough. To see this, one can calculate the weak localization correction to the conductivity which is negative and diverges logarithmically with the system size $L$. In this section of the Supporting Material, we calculate the weak localization correction for the problem with the anisotropic disorder of the type studied in the present work. We show that for the longitudinal conductivity $\sigma_\parallel$, the weak-localization correction is much smaller than the SCTMA result obtained in the Letter. As a
consequence, the localization does not affect our key conclusion about the \( \sqrt{L} \) Lévy-flight behavior of the longitudinal conductivity. For the transverse conductivity \( \sigma_\perp \), we get a non-singular (at \( L \to \infty \)) correction of order unity, i.e., of the same order as the SCTMA result. This behavior indicates that the transverse conductivity remains \( L \)-independent in the large-\( L \) limit but with a numerical value renormalized in comparison with SCTMA, in agreement with numerical data.

To calculate the weak-localization correction to the SCTMA results, we follow the general approach developed by Wölfle and Bhatt \[s3\] for anisotropic disordered systems. According to Eq. (11) of Ref. \[s3\], the weak localization correction to the conductivity at frequency \( \omega \) can be represented in the following form

\[
\delta \sigma_{\alpha\alpha} = -\frac{4e^2}{h} \sum_q \frac{D_{\alpha\alpha}}{-i\omega + \sum_\beta D_{\beta\beta} q^2}
\]

(s17)

where \( D_{\alpha\alpha} \) stands for the (generally anisotropic) quasiclassical (Drude) diffusion coefficient. In our model, the anisotropy is so specific that it introduces an anomalous diffusion. The latter reveals itself in the \( q_x \) dependence of \( D_{xx}(q_x) = D_{xx}^0(q_x l_0)^{-1/2} \), where \( l_0 \) is a length scale representing the ultraviolet (short-distance) cutoff for the diffusion. The diffusion coefficient \( D_{yy} \) remains \( q \)-independent. Using this behavior of the Drude (SCTMA) diffusion coefficients, we readily obtain the conductivity at zero frequency \( \omega = 0 \) by taking the integral over \( q \) in Eq. (s17). The integration over \( q_y \) and \( q_x \) is performed separately (\( q_y \) is integrated first) in the same way as in the calculation of the polarization operator. A cut-off at small momenta \( q_x \) is introduced.

The resulting expression for the weak-localization correction to the longitudinal conductivity \( \sigma_\parallel = \sigma_{xx} \) scales as \( L^{1/4} \) for system size \( L \gg l_0 \). This is much smaller than the Drude (SCTMA) conductivity that scales as \( L^{1/2} \). Thus, the localization effects on the longitudinal conductivity are negligible.

The correction to the transverse conductivity \( \sigma_\perp = \sigma_{yy} \) saturates at \( L \gg l_0 \) at a value of order of unity, \( \delta \sigma_\perp = \delta \sigma_{yy} \propto -[1 - (l_0/L)^{1/4}] \). This non-singular behavior indicates the absence of the strong Anderson localization also for the transverse direction. On the other hand, the correction is of the same order as the Drude (SCTMA) result. This implies that, while the transverse conductivity remains \( L \)-independent as in SCTMA, its numerical value is substantially suppressed. This is indeed was is observed in our numerical simulations, see lower panel of Fig. 2 of the main text.

---
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