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Abstract—This paper considers the competitive resource allocation problem in Multiple-Input Multiple-Output (MIMO) interfering channels, when users maximize their energy efficiency. Considering each transmitter-receiver pair as a selfish player, conditions on the existence and uniqueness of the Nash equilibrium of the underlying noncooperative game are obtained. A decentralized asynchronous algorithm is proven to converge towards this equilibrium under the same conditions. Two frameworks are considered for the analysis of this game. On the one hand, the game is rephrased as a Quasi-Variational Inequality (QVI). On the other hand, the best response of the players is analyzed in light of the contraction mappings. For this problem, the contraction approach is shown to lead to tighter results than the QVI one. When specializing the obtained results to OFDM networks, the obtained conditions appear to significantly outperform state-of-the-art works, and to lead to much simpler decentralized algorithms. Numerical results finally assess the obtained conditions in different settings.

Index Terms—MIMO channel, distributed resource allocation, energy efficiency, game theory, Nash equilibria, quasi-variational inequality, contraction theory, asynchronous IWF A.

I. INTRODUCTION

The interference channel model enables to describe communication systems in which radio resources are shared among several users. The design of resource allocation schemes, either coordinated or decentralized, plays a central role in this model and lots of works have considered noncooperative policies based on game theory in the last 20 years. However, for scenarios in which fully interfering users wish to communicate simultaneously, performances of such decentralized approaches are often not good enough to balance the intrinsic defaults of competitive schemes, i.e. their non-Pareto optimality and interference-dependent convergence rate.

Yet, solutions envisioned for future wireless networks open again the way to such approaches. Indeed, in Mesh-Edge Computing (MEC) networks, the radio resources not only serve the communication, but also support the computation offloading to nearby servers. This offloading is by definition delay-constrained and sporadic, and centralized solutions may fail to capture such asynchronous events. This is why many recent works consider joint computation and communication resource allocation through game theory, with as a channel model the interference channel [11–13]. Such a joint allocation obviously heavily depends on the fundamental performance limits of both the communication and computation part. Hence, this calls for an in-depth understanding of the competitive radio-resource allocation in the interference channel model.

A. Related Works

This interference channel model has been widely studied for users maximizing their rate [4–17]. Several frameworks have been considered, among which is the field of nonlinear complementary problems [12], [13], contraction analysis [5–8] and variational inequalities [14], [15]. Remarkably, for parallel interference channels (i.e. for OFDM/DSL games), these approaches lead to the same conditions on the feasibility of the competitive resource allocation (see [5] for an exhaustive comparison). Several flavours of decentralized algorithms (sequential, synchronous, asynchronous) known as Iterative WaterFilling Algorithms (IWF A) have been proven to converge towards the equilibrium of the game under these feasibility conditions. The MIMO interference channel model has however been far less studied. To the best of our knowledge, the contraction framework has been preferred over the other approaches [5], [16], [17] and has led to convergence conditions similar to those of parallel channels.

The extension of those results to games in which users maximize their Energy Efficiency (EE) has been considered in [18–23]. Again, several approaches have been followed, which include the theory of standard functions [20], [21], potential games [22], [23], quasi-variational inequalities [19] and generalized Nash equilibrium problems [18]. Only few of the above works consider MIMO channels, as we are only aware of [22], [24]. Yet, a unified view on the effectiveness of the different frameworks is currently lacking.

B. Contributions

The aim of this paper is to fill the above gap by analyzing competitive resource allocation in MIMO networks when users seek to maximize their EE. The study of this game through the frameworks of contraction theory and QVI, even though not sufficient to provide a unified view, already leads to interesting conclusions. Indeed, contrarily to games in which users maximize their rate, the two frameworks lead surprisingly to different results: the contraction approach provides tighter conditions than what the QVI framework is able to.

The obtained conditions ensure the existence of a unique Nash equilibrium, and the convergence of an asynchronous EE-IWF A. They can be interpreted as a limitation of the Multi-User Interference (MUI), as well as a smoothness requirement.
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on the power mapping of the players. When particularized to an OFDM network, our new conditions outperform state-of-the-art works, and a much simpler decentralized algorithm is obtained.

C. Organization
The paper is organized as follows. In Section II the system model is described and the noncooperative game is formulated. In Section III the Best Response (BR) of the players is analyzed, leading to a simpler formulation of the game. In Section IV the existence and uniqueness of the Nash equilibrium are analyzed through the frameworks of QVI and contraction theory. The two approaches are then compared in light of their results. Finally, in Section V a decentralized algorithm is designed and numerical validation is performed.

D. Notations
The following notations are used throughout the paper. Lowercase, lowercase boldface and uppercase boldface denote respectively scalars, vectors and matrices. The closed and open interval from $a$ to $b$ are written as $[a, b]$ and $(a, b)$. $[A]_{q \rightarrow r}$ denotes the $(q, r)$th element of $A$. $\mathbb{R}^{m \times n}$ and $\mathbb{C}^{m \times n}$ are the sets of $m \times n$ real and complex matrices. The operators $\mathcal{E}\{\cdot\}$, $(\cdot)^{T}$, $(\cdot)^{H}$, $(\cdot)^{*}$, $\det(\cdot)$, $\text{Tr}\{\cdot\}$, $\|\cdot\|_{p}$, $\|\cdot\|_{F}$, $\sigma_{\text{max}}(\cdot)$, $\rho(\cdot)$ correspond respectively to the expectation, transpose, Hermitian transpose, Moore-Penrose pseudoinverse, symmetric part, determinant, trace, $p$-norm, Frobenius norm, maximum singular value and spectral radius. The notation $A \succ B$ (resp. $\succeq$, $\preceq$, $\prec$) means that $A - B$ is positive definite (resp. positive semi-definite, negative semi-definite, negative definite), while $\succ$, $\succeq$, $\preceq$, $\prec$ denote the componentwise order relations. diag($A$) produces a vector with the diagonal elements of $A$. The operator $(\cdot)^{+}$ is defined as $\max(\cdot, 0)$ where the maximum is taken componentwise if this applies to a matrix. Given two sets $S_1$ and $S_2$, $S = S_1 \times S_2$ is their Cartesian product. Finally, $[A]_{S}$ denote the projection of $A$ onto the set $S$ with respect to the Frobenius norm.

II. SYSTEM MODEL
As in [2, 8, 16, 19], we consider $Q$ Transmitter-Receiver Pairs (TRP) such that each transmitter wishes to communicate with the corresponding receiver, the set of TRPs being denoted by $Q \triangleq \{1, \ldots, Q\}$. Each TRP is equipped at the emitter and receiver side with respectively $n_{Tq}$ and $n_{Rq}$ antennas for the $q$th TRP. The channel between the $r$th transmitter and the $q$th receiver is hence a MIMO channel assumed to be frequency flat, thus described by a possibly rank-deficient matrix $H_{qr} \in \mathbb{C}^{n_{Rq} \times n_{Tq}}$ of rank $r_q$. Letting $x_q \in \mathbb{C}^{n_{Tq}}$ be the symbols emitted by the $q$th transmitter, the received symbols $y_q \in \mathbb{C}^{n_{Rq}}$ are modeled in a complex baseband representation as

$$y_q = H_{qq}x_q + \sum_{r \neq q} H_{qr}x_r + n_r, \quad (1)$$

with $n_r \in \mathbb{C}^{n_{Rq}}$ an Additive White Gaussian Noise (AWGN) vector with covariance matrix $R_{n_q}$, assumed to be nonsingular (implying $R_{n_q} \succeq 0$). At the emitter side, the covariance matrix of the symbols $Q_q = \mathcal{E}\{x_qx_q^{H}\}$ can be tuned to optimize the system performances, under the condition that the mean emitted power is smaller than a maximum power $P_q$:

$$\mathcal{E}\{||x_q||^2\} = \text{Tr}\{Q_q\} \leq P_q. \quad (2)$$

The hardware circuitry power consumed by the $q$th transmitter is supposed to be a constant $\Psi_q$ [19]. We furthermore assume that channel matrices remain constant during the whole transmission, and that each TRP has a perfect knowledge of its direct channel matrix. Moreover, each TRP is able to measure perfectly the MUI-plus-noise covariance matrix. Considering the MUI as noise, the rate achieved by the $q$th TRP is bounded by the capacity of the channel, reading as [16, 25]

$$R_{q}(Q_q, Q_{-q}) = \log\det(I + H_{qq}^{H}R_{-q}^{-1}(Q_{-q})H_{qq}Q_{q}), \quad (3)$$

with the MUI-plus-noise covariance matrix

$$R_{-q}(Q_{-q}) \triangleq R_{n_q} + \sum_{r \neq q} H_{qr}H_{qr}^{H} > 0, \quad (4)$$

and with $Q_{-q} = \{Q_r\}_{r \neq q}$ denoting the other players’ strategies. The EE can then be defined as

$$\text{EE}_q(Q_q, Q_{-q}) = \frac{R_{q}(Q_q, Q_{-q})}{\Psi_q + \text{Tr}\{Q_q\}}. \quad (5)$$

The interaction of the $Q$ players, each of them optimizing selfishly its own EE, is thus captured by the following EE game $G_E$:

$$G_E : \begin{align*}
\text{maximize} & \quad \text{EE}_q(Q_q, Q_{-q}), \\
\text{subject to} & \quad Q_q \in Q_q(P_q) \quad \forall q \in \Omega, \quad (6)
\end{align*}$$

with the strategy set of each user being defined as

$$Q_q(P_q) \triangleq \{Q \in \mathbb{C}^{n_{Tq} \times n_{Rq}} : Q \succeq 0, \text{Tr}\{Q\} \leq P_q\}. \quad (7)$$

Similarly, the set

$$\partial Q_q(P_q) \triangleq \{Q \in \mathbb{C}^{n_{Tq} \times n_{Rq}} : Q \succeq 0, \text{Tr}\{Q\} = P_q\}. \quad (8)$$

is introduced, corresponding to covariance matrices using all the available power.

III. BEST RESPONSE ANALYSIS
In this section, for the sake of completeness, we briefly recall known results on the BR of the players in case of the EE game: we i) cast the game into a full-column rank one [16], ii) provide its BR [27] and translate the game into an equivalent, easier to analyze, pseudo-game [19], iii) interpret the BR as a projection [16].

1 The positive semi-definiteness ensures the Hermitian property as any matrix having only real eigenvalues is Hermitian [26, Section 7.1].
A. Full-Column Rank Game

As shown in [16], the behaviour of such MIMO game heavily depends on the rank of the channel matrices $H_{qq}$, making the analysis difficult. To overcome this problem, an equivalent game formulation enables to limit the analysis to full rank square channel matrices and full-column rank rectangular matrices (hence removing the case of full-row rank matrices). Defining the compact Singular Value Decomposition (SVD) of the direct channel matrices as $H_{qq} = U_{q,1} \Sigma_{qq} V_{q,1}^H$ with $\Sigma_{qq} \in \mathbb{R}^{r_q \times r_q}$ a positive definite diagonal matrix, and with $U_{q,1} \in \mathbb{C}^{n_q \times r_q}$ and $V_{q,1} \in \mathbb{C}^{m_q \times r_q}$ being semi-unitary, the BR of each user is indeed always such that [16]

$$Q_q = V_{q,1} \Omega_q V_{q,1}^H,$$  (9)

with $\Omega_q \in \mathbb{C}^q (P_q)$ and with the lower-dimensional strategy sets defined as

$$\overline{Q}_q (P_q) \triangleq \left\{ Q \in \mathbb{C}^{r_q \times r_q} : Q \succeq 0, \text{Tr} \{ Q \} \leq P_q \right\},$$  (10)

$$\partial \overline{Q}_q (P_q) \triangleq \left\{ Q \in \mathbb{C}^{r_q \times r_q} : Q \succeq 0, \text{Tr} \{ Q \} = P_q \right\}. $$ (11)

Building on [16] Appendix C], defining $\Pi_q \triangleq H_{qq} V_{r,1}$, $\forall q, r \in \Omega$, $G_E$ can be translated into $G_E^q$, defined as

$$(G_E^q) : \begin{array}{ll}
\text{maximize} & \mathcal{E}_q (Q_q, \overline{Q}_q) \\
\text{subject to} & \overline{Q}_q \in \overline{Q}_q (P_q)
\end{array} \forall q \in \Omega,$$ (12)

where $\mathcal{E}_q (Q_q, \overline{Q}_q)$ is the EE function in which all channel and strategy matrices are replaced by their lower-dimensional counterparts. In this game reformulation, the matrices $H_{qq}$ are either square full rank (if $H_{qq}$ is rectangular full-row rank or square full rank.) or rectangular full-column rank (in any other cases).

B. Equivalent Pseudo-Game

Building on the above game reformulation, considering a player $q \in \Omega$, his BR is defined as

$$\overline{B}_E (Q_q) = \arg \max_{\overline{Q}_q \in \overline{Q}_q (P_q)} \mathcal{E}_q (Q_q, \overline{Q}_q), $$ (13)

where $\overline{Q} = \overline{Q}_q$ is considered fixed in the above optimization problem. To the best of our knowledge, no closed-form solution exists for the above problem. Yet, for a fixed emitted power (namely, $\text{Tr} \{ \overline{Q}_q \}$ constant), (13) boils down to the maximization of the rate, whose solution is the well-known waterfilling solution [16]. Several approaches [19], [27] build on this idea to obtain an expression of the BR. From their results, it appears the BR can be obtained in two steps: first, the optimal power is obtained, without taking into account the maximum power constraint. Then, once the power is fixed, the EE maximization boils down to the rate maximization which leads to the well-known waterfilling solution. To that aim, we introduce the following compact EigenValue Decomposition (EVD):

$$H_{qq}^H \mathcal{R}_q (Q_q) H_{qq} = U_q D_q U_q^H,$$  (14)

where $D_q \in \mathbb{R}^{r_q \times r_q}$ a positive definite diagonal matrix, $U_q \in \mathbb{C}^{r_q \times r_q}$ a unitary matrix. Formally, we define

$$P_q^* (Q_q) = \text{Tr} \left\{ \arg \max_{0 \leq Q \in \mathbb{C}^{r_q \times r_q}} \mathcal{E}_q (Q, \overline{Q}_q) \right\},$$  (15)

as the unconstrained power, which can be obtained through the Dinkelbach method [28]–[30], described in Algorithm 1. This method converges super-linearly to the solution and has been previously used in [19] for EE in OFDM systems.

Algorithm 1 Dinkelbach method

Set $i = 0$, $0 \neq \overline{Q} (0) \in \mathbb{R}^{\times r_q}$, $\epsilon \ll 1$, and $\delta (0) = 2 \epsilon$.

while $\delta (i) > \epsilon$ do

Set

$$\lambda (i+1) = \frac{R_q (Q_q (i), \overline{Q}_q)}{\text{Tr} \{ \overline{Q}_q (i) \} + \psi_q},$$

Set

$$\overline{Q}_q (i+1) = U_q \left( \frac{1}{\lambda (i+1)} I_{r_q} - D_q (i) \right)^+ U_q^H,$$

with $U_q$ and $D_q$ defined in (14).

Set

$$\delta (i+1) = \left| \overline{Q}_q (i+1), \overline{Q}_q \right| - \mu (i+1) \left\{ \text{Tr} \{ \overline{Q}_q (i+1) \} + \psi_q \right\}.$$

Set $i \leftarrow i + 1$.

Output $\text{Tr} \{ \overline{Q}_q (i) \}$. 

Once the optimum unconstrained power is obtained, the optimum constrained power is given by [27]

$$P_q (Q_q) = \min \left\{ P_q, P_q^* (Q_q) \right\},$$

and the BR can be expressed as [5], [16],

$$\overline{B}_E (Q_q) = U_q \left( \mu_q I_{r_q} - D_q (i) \right)^+ U_q^H,$$

with $\mu_q$ s.t. $\text{Tr} \{ \overline{Q}_q \} = \tilde{P}_q (Q_q (i+1)),$

with $U_q$ and $D_q$ coming from (14). Beside providing an efficient way to compute the BR, (16) also paves the way to the definition of an equivalent pseudo-game reading as

$$(G_E) : \begin{array}{ll}
\text{maximize} & \overline{R}_q (Q_q, \overline{Q}_q) \\
\text{subject to} & \overline{Q}_q \in \partial \overline{Q}_q (\tilde{P}_q (Q_q (i+1))) \forall q \in \Omega,$$ (17)

The difference between the above formulation and a classical game is the fact that the strategy sets of the players also depend on the other strategies. Determining the equilibria of the above game is called a Generalized Nash Equilibrium Problem (GNEP), such problems being studied in [31]. We stress out that the three game formulations (i.e. $G_E, G_E^q, G_E$) are equivalent: therefore, in the following, we will w.l.o.g analyze $G_E$, its properties extending to $G_E^q$.

2One can check that $\mathcal{E}_q (Q_q, \overline{Q}_q) = \mathcal{E}_q (Q_q, Q_q (i+1)).$
The waterfilling expression (16) gives a very efficient way to compute the BR of each player. However, the impact of the other strategies is hidden behind the EVD of \( \Pi^{-1}_{yy} \Pi_{-q}^{-1} (Q_{-q}) \Pi_{yy} \), which makes the analysis of the competitive interactions difficult. Fortunately, the BR of the players can also be expressed as the projection of a matrix onto the strategy set, as shown in (16) Lemma 1: defining \( X_q (Q_{-q}) \triangleq \left( \Pi_{yy} \Pi_{-q}^{-1} (Q_{-q}) \Pi_{yy} \right)^{-1} \), the BR can be expressed as:

\[
\text{BR}_q (Q_{-q}) = \left[ \frac{X_q (Q_{-q})}{\partial X_q (\hat{P}_q (Q_{-q}))} \right].
\]  

IV. NASH EQUILIBRIUM PROBLEM

The above section enables all players to compute their BR, given the other strategies. In this section, we analyze the Nash Equilibria (NE) of the game, i.e. the fixed-points of the BR mapping. Formally, defining the aggregate strategy profile, the aggregate maximum power vector and the corresponding strategy set, as well as the optimal power vector and associated strategy set

\[
Q = [Q_1 \ldots Q_Q]^H, 
\]

\[
p = [P_1 \ldots P_Q]^T, 
\]

\[
\mathcal{Q} (p) \triangleq \bigotimes_{q=1}^Q \mathcal{Q}_q (P_q), 
\]

\[
\hat{p} (\mathcal{Q}) \triangleq [\hat{P}_1 (Q_{-1}) \ldots \hat{P}_Q (Q_{-Q})]^T, 
\]

\[
\partial \mathcal{Q} (\hat{p}) \triangleq \bigotimes_{q=1}^Q \partial \mathcal{Q}_q (\hat{P}_q (Q_{-q})), 
\]

a strategy profile \( Q^\text{NE} \in \mathcal{Q} (p) \) is a NE iff

\[
\hat{Q}_q = \left[ \frac{X_q (Q^\text{NE}_{-q})}{\partial X_q (\hat{P}_q (Q^\text{NE}_{-q}))} \right] \quad \forall q \in \Omega. 
\]

The above equation states that the strategy profile must be a BR to the other strategies. Moreover, thanks to the projection solution, the BR obviously belongs to the strategy-dependant sets. Such NE can be analyzed in several ways, which include their existence, uniqueness and the design of decentralized algorithms [4, 5, 8, 17, 19]. These three characteristics are discussed below.

A. Existence

The existence of the NE follows from the original game definition \( \mathcal{G}_E \).

**Proposition 1 (Existence of NE).** \( \mathcal{G}_E \) admits a pure NE.

**Proof.** From [32] Theorem 1.2, a game admits a pure NE if the strategy sets are non-empty compact convex and if the payoff functions are continuous quasi-concave. The sets \( \partial Q_q (P_q) \) satisfying these properties and the quasi-concavity of the objective functions being proven in [27], the existence of pure NE follows.

B. Uniqueness

Several frameworks can be considered for the analysis of the uniqueness of the NE. As considered in [14, 15], one can derive (Quasi)-Variational Inequalities (see [33]) from the optimality conditions characterizing the BR of the users. Another lead, investigated in [3, 4, 8, 13, 21] is to derive conditions under which the BR mapping is a contraction, as in that case it can be proven a unique fixed-point exists. The uniqueness conditions obtained through the two frameworks remarkably coincide when users optimize their rate. Determining whether the two frameworks can lead to the same uniqueness conditions for the EE game remains however an open question which is dealt with in the following by considering the two approaches. Moreover, we focus on the case of square full rank direct channel matrices, while the extension to general matrices is discussed in Section IV-B5.

1) Quasi-Variational Inequality Framework

Such a framework has been used in [19] for an OFDM network. Following its lead, we reformulate the problem of finding a NE into an equivalent inequality. Yet, differently from [19] where the optimality conditions are derived from the original rate function, the QVI we consider here builds on the interpretation of the BR as a projection, this leading to a significant improvement of the uniqueness conditions. Defining

\[
F (Q) \triangleq \left[ \frac{F_1 (Q)}{Q} \right] \triangleq \left[ \frac{Q_1 - \mathcal{X}_1 (Q_{-1})}{Q_{-1}} \right], 
\]

the following proposition gives a global characterization of the NE through the inner product of Hermitian matrices, i.e. the trace of their product.

**Proposition 2 (QVI reformulation).** A strategy profile \( Q^\text{NE} \in \partial \mathcal{Q} (Q^\text{NE}) \) is a NE of \( \mathcal{G}_E \) iff it respects the following quasi-variational inequality QVI (\( \partial \mathcal{Q}, F \)):

\[
\text{Tr} \left\{ F^H (Q^\text{NE}) \left( Q - Q^\text{NE} \right) \right\} \geq 0 \quad \forall Q^\text{NE} \in \partial \mathcal{Q} (Q^\text{NE}). 
\]

**Proof.** From (18), the BR of the \( q \)th player arises from the following optimization problem:

\[
\text{BR}_q (Q_{-q}) = \arg \min_{Q \in \partial \mathcal{Q}_q (\hat{P}_q (Q_{-q}))} \frac{1}{2} \| Q - \mathcal{X}_q (Q_{-q}) \|_F^2. 
\]

From the so-called minimum principle [34] Section 4.2.3, a matrix \( \mathcal{Q}_q \) is hence a BR iff

\[
\text{Tr} \left\{ F_q (Q) \left( Q - Q_q \right) \right\} \geq 0 \quad \forall Q_q \in \partial \mathcal{Q}_q (\hat{P}_q (Q_{-q})). 
\]
From the definition of $\bar{F}_q(\bar{Q})$, as all $\bar{F}_q(\bar{Q})$ are Hermitian, summing the $Q$ individual QVIs, (26) is obtained. In the reverse direction, letting $\bar{Q}_r = \bar{Q}_{r}^{\text{NE}} \forall r \neq q$, (28) is obtained from (26), and therefore the equivalence follows. □

When the direct channel matrices are square full rank (and thus invertible), from the definition of $\bar{F}_q(\bar{Q}_{-q})$ and $\bar{F}_q^{-1}(\bar{Q}_{-q})$, $\bar{F}_q(\bar{Q})$ can be simplified into a linear mapping as

$$\bar{F}_q(\bar{Q}) = \bar{H}_{qq}^{-1} \bar{R}_n \bar{H}_{qq}^{-H} + \sum_{r=1}^{Q} \bar{H}_{qq}^{-1} \bar{P}_r \bar{Q}_r \bar{H}_{qq}^{-1} \bar{Q}_r \bar{H}_{qq}^{-H}.$$  

(29)

This linearity intuitively makes the analysis easier. The properties of this QVI mapping $F(\bar{Q})$ and the set-valued function $\partial \bar{Q}(\bar{Q})$ are essential to the understanding of the behaviour of the QVI, and are analyzed in Appendix B. Building on these properties (Lipschitz continuity and strong monotonicity of $F(\bar{Q})$, as well as bounded variation rate of $\partial \bar{Q}(\bar{Q})$), we obtain conditions on the uniqueness of the NE of $\bar{G}_E$, as stated in Proposition 3. These conditions depend on the nonnegative interference matrix $\bar{S}$, defined as

$$[\bar{S}]_{qr} \triangleq \begin{cases} \sigma^2_{\max} (\bar{H}_{qq}^{-1} \bar{P}_r) & \text{if } r \neq q, \\ 0 & \text{otherwise.} \end{cases} \quad (30)$$

Intuitively, the element $[\bar{S}]_{qr}$ will be large if the interference from the $r$-th emitter to the $q$-th receiver is significant with regards to the power of the direct link (between the $q$-th emitter and the same receiver).

**Proposition 3 (NE uniqueness for square nonsingular channel matrices - QVI analysis).** If all the channel matrices $\bar{H}_{qq}$ are square full rank, and if the power mapping verifies

$$\left\| \hat{p}(\bar{Q}) - \bar{p}(\bar{Q}) \right\|_2 < \frac{1 - \rho(\bar{S})}{\sigma_{\max} (\bar{H}_q + \bar{S})} \left\| \bar{Q} - \bar{Q} \right\|_F,$$  

(31)

$\forall \bar{Q}, \bar{Q} \in \bar{Q}(\bar{p})$, with $\bar{S}$ defined in (30), then $\bar{G}_E$ admits a unique NE.

**Proof.** The proof follows from the QVI uniqueness conditions of [35, Theorem 4 and Corollary 2], corresponding to the three above lemmas. These conditions being derived in case of a real vector spaces, we prove in Appendix A they also hold for complex Hermitian matrices. □

The above proposition is made off two conditions:

- First, $\rho(\bar{S})$ must be smaller than 1, which is reminiscent of the uniqueness conditions in case of users maximizing their rate $\bar{S}$, at the difference that in their case the spectral radius of the non-symmetric matrix is considered. This condition limits the interference caused by and received from the other users [16, Corollary 11]. This interference limit can also be understood in light of the fact that if nonnegative matrices $A, B$ are such that $A \geq B$, then $\rho(A) \geq \rho(B)$ [36, Fact 4.11.18]. Hence, lower interference levels (i.e., smaller matrix elements) indeed reduce the spectral radius of $\bar{S}$.
- Secondly, the power mapping needs to vary smoothly with regards to the strategy of the other players. This requirement directly comes from the pseudo-game reformulation (17); this is one of the advantage of this approach. By reformulating the complex EE problem into this pseudo-game, the convergence conditions are decoupled, leading to interpretable convergence conditions. Yet, it must be kept in mind that this second condition is difficult to check, its simplification constituting an interesting direction for future work.

To summarize, the two conditions can be understood intuitively: when the interference level is low, then the games of the different users are nearly decoupled and therefore one unique equilibrium exist due to the fact that each user has a unique BR.

The above approach is similar to the one of [19], where an EE game in an OFDM network is analyzed. Nevertheless, one major difference lies in the formulation of the QVI problem: in our case, the QVI has been derived from the projection solution while in [19], the rate objective (17) was considered. This enabled us to obtain a linear QVI while a nonlinear one is analyzed in [19], which in turn leads to much tighter uniqueness conditions. Specifically, considering the strong monotonicity condition, Figure 1 compares our condition particularized to an OFDM network (in green) to the one of [19] (in blue), as well as the condition obtained in [5] for the rate objective (in orange): $\rho(\bar{S}) < 1$. The curves represent the probability of a satisfied criterion for different SNRs and SIRs, averaged on 2000 i.i.d. realizations: for each SNR and SIR, 2000 OFDM channel matrices have been drawn from complex normal distributions scaled so as to obtain the targeted average SNR and SIR. The figure clearly shows the benefit of obtaining a linear QVI, as our conditions are much more often satisfied. Furthermore, one can also notice the loss of performance due to the symmetrization of $\bar{S}$, which is discussed below. Finally, the condition obtained in [24] for EE in MIMO networks can be seen as a condition on the interference receiver by each user, while ours considers the game in its globality. Yet, differently from us, their condition does not depend anymore on the power mapping and is therefore easier to verify.

2) Contraction Framework

In order to analyze the uniqueness problem, the framework of contractive mappings can also be considered, as it has been successfully used in case of users maximizing their rate [16]. This framework is based on the property that contractive mappings admit a unique fixed-point [37, Prop. 1.1.a]. To that

\footnote{Writing the element of $\bar{S}$ in case of diagonal channel matrices (this corresponding to OFDM networks), one can compare and show that our conditions are strictly tighter than those of [19].}
aim, defining the BR mapping as
\[
\text{BR} (\mathbf{Q}) = \begin{bmatrix}
\text{BR}_1 (Q_{-1}) \\
\vdots \\
\text{BR}_Q (Q_{-Q})
\end{bmatrix},
\]

(32)

it appears \( \mathcal{G}_E \) admits a unique NE if \( \forall \mathbf{Q}, \mathbf{Q}' \in \mathcal{G}(p) \),
\[
\|\text{BR} (\mathbf{Q}) - \text{BR} (\mathbf{Q}')\| \leq \beta \|\mathbf{Q} - \mathbf{Q}'\|, \tag{33}
\]

with \( \beta < 1 \) for some choice of norm. Expressing the BR as a projection, the above equation can also be expressed as
\[
\left\| \mathbf{X} (\mathbf{Q}) |_{\partial \mathcal{Q}(p)} - \mathbf{X} (\mathbf{Q}') |_{\partial \mathcal{Q}(p')} \right\| \leq \beta \left\| \mathbf{Q} - \mathbf{Q}' \right\| . \tag{34}
\]

Graphically, this condition is depicted in Figure 2. In this figure, the green (resp. orange) solid line corresponds to \( \partial \mathcal{Q}(\mathbf{Q}) \) (resp. \( \partial \mathcal{Q}(\mathbf{Q}') \)), these sets being characterized by a different admissible power. The BRs are denoted by the green and orange dots on these lines, corresponding to the projection of \( \mathbf{X} (\mathbf{Q}) \) and \( \mathbf{X} (\mathbf{Q}') \). The contraction property of a mapping forces the distance between these BR, denoted by a black line, to be smaller than the distance between the original strategies. This distance depends both on the projected matrices and on the admissible power of each set. As for the QVI analysis, these two effects can be decoupled by considering the projection of \( \mathbf{X} (\mathbf{Q}) \) onto \( \partial \mathcal{Q}(\mathbf{Q}') \), represented with a blue point in the figure. Specifically, using the triangular inequality, the black distance can be bounded by the sum of a distance depending only on the projected matrices and of a distance depending only on the transmit powers.

Before obtaining the uniqueness results, it should be noted that the way distances are measured can be chosen to get as tight conditions as possible. To that aim, similarly to \( (5) \), the weighted block-maximum norm and the corresponding 2-norm for vectors are introduced as
\[
\left\| \mathbf{Q} \right\|_{F,w} = \max_{q \in \Omega} \frac{\| \mathbf{Q}_q \|}{w_q}, \quad \| \mathbf{u} \|_{\infty,w} = \max_{q \in \Omega} \frac{|u_q|}{w_q}, \tag{35}
\]

for some choice of strictly positive \( w \).

**Proposition 4** (NE uniqueness for square nonsingular channel matrices - contraction analysis). If all the channel matrices \( \Pi_{qq} \) are square full rank, and if the power mapping verifies
\[
\|\hat{p} (\mathbf{Q}) - \hat{p} (\mathbf{Q}')\|_{\infty,w} < (1 - \rho(\mathbf{S})) \|\mathbf{Q} - \mathbf{Q}'\|_{F,w}, \tag{36}
\]

\( \forall \mathbf{Q}, \mathbf{Q}' \in \mathcal{G}(p) \), with \( \mathbf{S} \) being defined in \( (30) \) and \( w \) its right Perron eigenvector, then \( \mathcal{G}_E \) admits a unique NE.

**Proof.** From the triangular inequality, building on the above description of Figure 2
\[
\left\| \mathbf{X} (\mathbf{Q}) |_{\partial \mathcal{Q}(p)} - \mathbf{X} (\mathbf{Q}') |_{\partial \mathcal{Q}(p')} \right\|_{F,w} \\
\leq \left\| \mathbf{X} (\mathbf{Q}) |_{\partial \mathcal{Q}(p)} - \mathbf{X} (\mathbf{Q}) |_{\partial \mathcal{Q}(p')} \right\|_{F,w} \\
+ \left\| \mathbf{X} (\mathbf{Q}) |_{\partial \mathcal{Q}(p')} - \mathbf{X} (\mathbf{Q'}) |_{\partial \mathcal{Q}(p')} \right\|_{F,w}. \tag{37}
\]

In the above equation, the first term is the projection of the same matrix onto two different sets which, from Lemma 4, can be bounded as
\[
\left\| \mathbf{X} (\mathbf{Q}) |_{\partial \mathcal{Q}(p)} - \mathbf{X} (\mathbf{Q}) |_{\partial \mathcal{Q}(p')} \right\|_{F,w} \\
\leq \|\hat{p} (\mathbf{Q}) - \hat{p} (\mathbf{Q}')\|_{\infty,w}. \tag{38}
\]

The second term is the projection of two different matrices on the same set. This term is in fact similar to what one would get from the rate game following a contraction approach, and it has been proven in \( (16) \) Theorem 7] to be bounded by
\[
\left\| \mathbf{X} (\mathbf{Q}) |_{\partial \mathcal{Q}(p')} - \mathbf{X} (\mathbf{Q'}) |_{\partial \mathcal{Q}(p')} \right\|_{F,w} \\
\leq \rho(\mathbf{S}) \|\mathbf{Q} - \mathbf{Q}'\|_{F,w}. \tag{39}
\]
with \( \mathbf{w} \) the right Perron eigenvector of the nonnegative matrix \( \mathbf{S} \) \[37\] Prop. 6.6. Using the two above bounds, a sufficient condition for the BR to be a contraction is
\[
\rho (\mathbf{S}) \left\| \mathbf{Q} - \mathbf{Q} \right\|_{F,\mathbf{w}} + \left\| \hat{\mathbf{p}} (\mathbf{Q}) - \hat{\mathbf{p}} (\mathbf{Q}) \right\|_{\infty,\mathbf{w}} < \left\| \mathbf{Q} - \mathbf{Q} \right\|_{F,\mathbf{w}},
\]
which concludes the proof. \( \square \)

As for the QVI conditions, the above proposition can be interpreted as a limit on the interference level, as well as a limit on the sensitivity of the power mapping. It should furthermore be noted that the condition on the spectral radius is the same as state-of-the-art uniqueness conditions for users maximizing their rate. Moreover, the choice of \( \mathbf{w} \) enables to obtain tight conditions for \[39\] but nothing says this choice is optimal for \[38\]. A more cautious approach would be to chose \( \mathbf{w} \) in order to obtain a tight global inequality \[40\]. Nevertheless, due to the complexity of the power mapping, this turns out to be very difficult.

3) Comparison between the QVI and Contraction Framework

Comparing the QVI approach and the contraction approach, several comments can be made. First, one can notice the spectral radius is taken on \( \mathbf{S} \) directly, this leading to tighter uniqueness conditions as Figure 1 shows, and as proven in \[38\]. Secondly, as \( \sigma_{\text{max}} (\mathbf{I}_Q + \mathbf{S}) > 1 \) \[36\] Fact 4.11.18., the Lipschitz continuity requirement of the QVI approach appears to be more demanding than the contraction approach. Obviously, the effectiveness of the QVI approach depends on the bounds’ quality of Lemma 2. To that aim, the following lemma proves that the Lipschitz constant cannot be equal to 1, and thus that the QVI approach cannot compete with the contraction approach, at least when considering the uniqueness theorem of \[38\].

**Lemma 1.** The Lipschitz constant of the QVI mapping is at least greater than \( \sqrt{\mathbf{Q}} \).

**Proof.** Consider a situation where all channel matrices are the identity matrix, and consider \( \mathbf{Q}_q = \mathbf{Q}_q \) \( \forall q \neq o \). These channel matrices and strategies lead to the following, as \( \mathbf{F}_o \) is the only nonzero matrix.
\[
\left\| \mathbf{F} (\mathbf{Q}) - \mathbf{F} (\mathbf{Q}') \right\|_F^2 = \sum_{q=1}^{Q} \left\| \mathbf{F}_q (\mathbf{Q}) - \mathbf{F}_q (\mathbf{Q}') \right\|_F^2,
\]
\[
= \sum_{q=1}^{Q} \left( \sum_{r=1}^{Q} \right) \left( \mathbf{E}_r \right)\left( \mathbf{E}_r \right)^{\ast} \left( \mathbf{Q}_q - \mathbf{Q}_q' \right) \left( \mathbf{Q}_q - \mathbf{Q}_q' \right)^{\ast},
\]
\[
= Q \left\| \mathbf{E}_o \right\|_F^2 = Q \left\| \mathbf{Q} - \mathbf{Q}' \right\|_F^2,
\]
concluding the proof. \( \square \)

Therefore, contrarily to games in which users maximize their rate, the QVI framework is not as efficient as the contraction approach. Whether general QVI uniqueness results can be made tighter remains an open question, left for future work.

4) Back to the Original Game

The unicity conditions, whatever the considered framework, depend on the interference matrix \( \mathbf{S} \), which depends itself on the modified channel matrices \( \mathbf{H}_{qr} \). In the following, we express the elements of \( \mathbf{S} \) with the original channel matrices. We only consider full-row rank channel matrices, as row-rank deficient matrices lead to rectangular modified channel matrices which have not been studied up to this point.

**Corollary 1.** If \( \mathbf{H}_{q q} \) is full row-rank, \( \mathbf{S}_{q r} \) can be defined as
\[
\mathbf{S}_{q r} = \begin{cases} 
\sigma_{\text{max}}^2 (\mathbf{H}_{q q}^{\ast} \mathbf{H}_{q r}) & \text{if } r \neq q, \\
0 & \text{otherwise,}
\end{cases}
\]
with \( \mathbf{V}_{r,1} \) the right unitary matrix of the compact SVD of \( \mathbf{H}_{r r} \).

**Corollary 2.** If \( \mathbf{H}_{q q} \) is full row rank and if \( \mathbf{H}_{r r} \) is square nonsingular, \( \mathbf{S}_{q r} \) can be simplified as
\[
\mathbf{S}_{q r} = \begin{cases} 
\sigma_{\text{max}}^2 (\mathbf{H}_{q q}^{\ast} \mathbf{H}_{q r}) & \text{if } r \neq q, \\
0 & \text{otherwise.}
\end{cases}
\]

**Proof.** The Moore-Penrose inverse of \( \mathbf{H}_{q q} \) can be written in terms of its SVD as \[36\] Section 6.1 \( \mathbf{H}_{q q}^{\ast} = \mathbf{V}_{q,1} \Sigma_{q q}^{-1} \mathbf{U}_{q,1}^\ast \).
Hence, as \( \mathbf{H}_{q q} = \mathbf{H}_{q q} \mathbf{V}_{q,1} \) and from the semi-unitary property of \( \mathbf{V}_{q,1} \),
\[
\mathbf{H}_{q q}^{\ast} \mathbf{H}_{q q} = \mathbf{U}_{q,1} \Sigma_{q q}^{-1} \mathbf{V}_{q,1}^\ast \mathbf{V}_{q,1} \Sigma_{q q}^{-1} \mathbf{U}_{q,1}^\ast = \mathbf{U}_{q,1} \Sigma_{q q}^{-1} \Sigma_{q q}^{-1} \mathbf{U}_{q,1}^\ast = \mathbf{H}_{q q}^{\ast} \mathbf{H}_{q q}. \]
Hence, from the definition of \( \mathbf{H}_{q q} = \mathbf{H}_{q q} \mathbf{V}_{q,1} \),
\[
\sigma_{\text{max}}^2 (\mathbf{H}_{q q}^{\ast} \mathbf{H}_{q q}) \geq \rho (\mathbf{H}_{q q}^{\ast} \mathbf{H}_{q q} \mathbf{H}_{q q}^{\ast} \mathbf{H}_{q q}),
\]
\[
= \rho (\mathbf{V}_{r,1} \mathbf{H}_{r r}^\ast \mathbf{H}_{q q}^{\ast} \mathbf{H}_{q q} \mathbf{H}_{q q}, \mathbf{V}_{r,1}), \]
\[
= \sigma_{\text{max}} (\mathbf{H}_{q q}^\ast \mathbf{H}_{q r} \mathbf{V}_{r,1}), \]
\[
\leq \sigma_{\text{max}} (\mathbf{H}_{q q}^{\ast} \mathbf{H}_{q r}),
\]
proving Corollary 1 the above inequality coming from the fact that the maximum singular value of a product is smaller than the product of the maximum singular values \[36\] Corollary 9.3.7] and from \( \sigma_{\text{max}} (\mathbf{V}_{r,1}) = 1 \). If \( \mathbf{H}_{r r} \) is square nonsingular, then \( \mathbf{V}_{r,1} \) is square unitary and the equality holds as the singular values are unitarily invariant, completing the proof of Corollary 2. \( \square \)

Intuitively, when channel matrices are full-row rank (i.e. when there is more antennas at the \( r \)th transmitter than at the \( q \)th receiver), the \( \mathbf{V}_{r,1} \) factor enables to take into account the fact that, even if the \( r \)th transmitter has a large number of antennas to play with, the interference affects only a small number of antennas at the \( q \)th transmitter. Comparing the above relations to those obtained in \[16\] for the rate game, they match in case of full rank square direct channel matrices. However, in case of full row rank matrices, the authors of \[16\] lack the \( \mathbf{V}_{r,1} \) factor for the elements of \( \mathbf{S} \), even though this factor, from \( \mathbf{S} \), leads to smaller matrix elements and
therefore to tighter uniqueness conditions.  

5) **Full-Column Rank Matrices**

When the channel matrices are full-column rank, no reverse-order law enables to simplify $\mathbf{X}_q (\mathbf{Q}_{-q})$, leading therefore to a non-linear mapping $\mathbf{F} (\mathbf{Q})$ in the QVI approach, and to a more complex projection in the contraction framework. Similarly to the approach followed in [16, Theorem 7], uniqueness results can be obtained through the use of a mean value theorem for complex matrices. Specifically, as discussed in the following, all the above results hold, yet with a modified interference matrix $\mathbf{S}$, defined as

$$
\mathbf{S}_{qr} \triangleq \max_{\Delta \in \partial \mathbb{Q}(p)} \sigma_{\max}^2 (\mathbf{C}_{qr} (\Delta)) \quad \text{if } r \neq q, \quad (49)
$$

with

$$
\mathbf{C}_{qr} (\Delta) \triangleq \left( \mathbf{H}_{qq}^{H} \mathbf{R}_{-q}^{-1} (\Delta) \mathbf{R}_{q} \right)^{-1} \mathbf{H}_{qq}^{H} \mathbf{R}_{-q}^{-1} (\Delta) \mathbf{R}_{qr}.
$$

(50)

It is important to note that if $\mathbf{H}_{qq}$ is square nonsingular, then $\mathbf{C}_{qr} = \mathbf{H}_{qq}^{-1} \mathbf{R}_{qr}$ does not depend on $\Delta$ anymore and therefore $\mathbf{S}$ boils down to $\mathbf{S}$.

**Proposition 5** (NE uniqueness for full-column rank channel matrices - contraction analysis). *If the power mapping verifies*

$$
\left\| \hat{\mathbf{p}} (\mathbf{Q}) - \hat{\mathbf{p}} (\mathbf{Q}') \right\|_{\infty,w} < (1 - \rho (\mathbf{S})) \left\| \mathbf{Q} - \mathbf{Q}' \right\|_{F,w}.
$$

(51)

$\forall \mathbf{Q}, \mathbf{Q}' \in \mathbb{Q}(p)$, with $\mathbf{S}$ defined in (49) and $\mathbf{w}$ its right Perron eigenvector, then $\mathcal{G}_E$ admits a unique NE.

**Proof.** The proof follows directly from the fact that the BR is a contraction, and can be found in [17, Appendix D]. □

Note that in order to compute their BR, users need to know neither the cross-channel matrices, nor the exact strategy of the other users. The only needed quantities are the direct channel matrix as well as the interference level $\mathbf{R}_{-q} (\mathbf{Q}_{-q})$ (one can check that $\mathbf{R}_{-q} (\mathbf{Q}_{-q}) = \mathbf{R}_{q} (\mathbf{Q}_{-q})$). Hence, no information needs to be exchanged between the TRPs and the algorithm can be run in a fully decentralized way. Varying the sets $\mathcal{T}_q$, the above algorithm can either be sequential, synchronous, or asynchronous. Comparing this decentralized algorithm to the one of [19], the EE-IWF A benefits from the fact that it can be run in a fully asynchronous way, at that it is in line with the BR of the players. Numerical results are provided in the following, both for synchronous and asynchronous updates. We stress out that these numerical results are obtained for specific sets of channel matrices, and that a systematic evaluation of the EE-IWF A performances are an interesting direction for future work. Yet, these examples enable to grasp the main feature of this decentralized algorithm. We consider a scenario similar to [19], with 8 players having $n_{R_q} = n_{R_{-q}} = r_q = 4$ (for simplicity, we consider full rank square channel matrices.). The maximum power corresponds to the number of antennas, so that a uniform power allocation assigns 1 unit of power on each of the MIMO directions ($P_q = 4$), while the hardware circuitry power is set to $P_q = 1$. The noise is considered independent on each of the antennas, leading to diagonal $\mathbf{R}_{q}$ and such that $\text{SNR}_q = 7$ dB. Each element of the channel matrices is drawn independently from a complex normal distribution with variance $\sigma_{qr}^2$ for matrix $\mathbf{H}_{qr}$, the variance being chosen so as to obtain the target SIR as

$$
\sigma_{qr}^2 = \frac{1}{(Q-1)\text{SIR}} \quad \text{if } r = q,
$$

(52)

otherwise.

Finally, the threshold of the iterative Dinkelbach method is set to $\epsilon = 10^{-3}$. In Figure 3 the EE of three of the users is shown as a function of the time steps, for a moderate SIR. The synchronous iterations are shown with thin lines while the asynchronous iterations are represented with thick lines.
The dots represent the update times, which differ from user to user. From this graph, one can observe that both algorithms converge to the same NE. Interestingly, even players allowed to update their strategy far less often than others converge in few iterations. As far as the converge rate is concerned, Figure 4 shows the convergence rate of the EE-IWF, measured as the block maximum norm of the difference between consecutive strategies [16, Appendix D], for different SIRs. For a high to moderate SIR, it appears the convergence is linear (as expected), and limited by the accuracy of the Dinkelbach method. More interestingly, this example shows that even when the unicity and convergence condition is not fulfilled ($\rho(\mathbf{S}) > 1$), EE-IWF may still converge as all the above analyses consider worst case guarantees. Eventually, for very low SIRs and thus very high spectral radii, the method does not converge. In Figure 5, the evolution of the EE of one particular player (coming from the same channel matrices than those of the low SIR curve of Figure 4 is represented. In this figure, it appears the EE-IWF is stuck in periodic updates. Interestingly, the asynchronous IWF is more erratic, and starts converging after $t = 450$. This can be explained by the fact that as update times are random, asynchronous IWF explores more strategies, as for example around $t = 230$. Finally, one should keep in mind that the above figures display results corresponding to particular channel matrices, and that therefore no rule allows to link the SIR to a convergence guarantee.

**VI. Conclusion**

In this work, we have obtained conditions on the feasibility of competitive resource allocation in MIMO networks for TRPs maximizing their EE. We have proven that if the interference is limited, and if the optimal power varies slowly with regards to the players’ strategies, then the EE-IWF converges to the unique NE in a fully decentralized asynchronous way. The obtained conditions, when particularized to an OFDM network, outperform those of existing literature. At a higher level, two mathematical frameworks widely used to study wireless resource allocations, namely the QVI and the contraction frameworks, have been compared. We have shown that the contraction approach outplays the QVI approach for the MIMO EE resource allocation. Future work includes an in-depth study of the power mapping, as well as the analysis of other QVI uniqueness tools.

**APPENDIX A**

**EXTENSION OF UNIQUENESS CONDITIONS TO COMPLEX HERMITIAN MATRICES**

Considering a QVI defined on a real vector space, unicity conditions are provided in [35, Theorem 4 and Corollary 2]. Yet, in our case, we work with complex Hermitian matrices and therefore the above results do not hold straightforwardly. Fortunately, similarly to the bijection between complex numbers and $2 \times 2$ real matrices:

$$z = a + bj$$

and

$$Z = \frac{1}{2} \begin{bmatrix} a & -b \\ b & a \end{bmatrix},$$

(53)
this lemma can be generalized to $M \times N$ complex matrices through their bijection with $2M \times 2N$ real matrices. Considering $Z \in \mathbb{C}^{M \times N}$ whose elements are denoted by $z_{mn} = a_{mn} + jb_{mn}$ with $a_{mn}, b_{mn} \in \mathbb{R}$, the following bijection is defined:

$$Z = \begin{pmatrix}
  z_{11} & \cdots & z_{1N} \\
  \vdots & & \vdots \\
  z_{M1} & \cdots & z_{MN}
\end{pmatrix}\iff Z^\dagger = \frac{1}{2} \begin{pmatrix}
  a_{11} & -b_{11} & \cdots & -a_{1N} & b_{1N} \\
  b_{11} & a_{11} & \cdots & b_{1N} & a_{1N} \\
  \vdots & \vdots & & \vdots & \vdots \\
  a_{MN} & -b_{MN} & \cdots & a_{MN} & -b_{MN} \\
  b_{MN} & a_{MN} & \cdots & b_{MN} & a_{MN}
\end{pmatrix}.$$ (54)

From the bijection definition, the following properties can be verified (properties i), iii) and v) being specific to square matrices:

i) $Z = Z^H \iff Z^\dagger = Z^{\dagger T}$ (as the diagonal terms of $Z$ are real);

ii) $Z = XY \iff Z^\dagger = X^\dagger Y^\dagger$;

iii) $\text{Tr} \{Z\} = \text{Tr} \{Z^\dagger\}$ (for square matrices);

iv) $\|Z\|^2_F = \text{Tr} \{Z^H Z\} = \text{Tr} \{Z^{\dagger T} Z^{\dagger}\} = \|Z^\dagger\|^2_F$;

v) $Z = U\Lambda U^H \iff Z^\dagger = U^\dagger \Lambda^1 U^{\dagger T}$ with $\Lambda^1$ diagonal and $U^\dagger U^{\dagger T} = I_{2N}$. Hence, $Z$ and $Z^\dagger$ have the same eigenvalues but with double multiplicity.

Thanks to the above properties, QVI($\partial Q$, $F$) can equivalently be defined with real matrices of double size. Hence, uniqueness conditions of (55) can be applied to this equivalent QVI. Again, the three conditions of the lemma can be translated back to the Hermitian matrices through the bijection.

**APPENDIX B**

**PROPERTIES OF THE EE QVI**

This appendix focuses on the properties of QVI($\partial Q$, $F$) which are instrumental to analyze the NE of the EE game. More precisely, we obtain the Lipschitz constant $L$ and the strong monotonicity constant $\mu$ of $F(Q)$ as a function of the interference matrix (50), respectively in Lemma 2 and Lemma 3. We also obtain a bound on the variation rate of the strategy set $\partial Q(Q)$ in Lemma 4.

**Lemma 2.** If all the channel matrices $\overline{H}_{qq}$ are square full rank, the operator $F(Q)$ is Lipschitz continuous with constant $L = \sigma_{\text{max}}(I_Q + S)$: $\forall Q, Q' \in Q(p)$,

$$\|F(Q) - F(Q')\|_F \leq L \|Q - Q'\|_F.$$ (55)

**Proof.** Defining $E_q \triangleq Q_q - Q'_q$,

$$\|F_q(Q) - F_q(Q')\|_F \leq \|E_q\|_F + \sum_{r \neq q} \|H_{rq} \overline{H}_{qq} E_q^H \overline{H}_{qq}^H\|_F,$$ (56)

$$\leq \|E_q\|_F + \sum_{r \neq q} \rho(\overline{H}_{qq}^H \overline{H}_{qq}^H) \|E_r\|_F,$$ (57)

where (56) follows from the triangular inequality and (57) from [36, Prop. 8.4.13] and the cyclic property of the trace. Letting $f \triangleq [f_1 \ldots f_q]^T$ with $f_q = \|F_q(Q) - F_q(Q')\|_F$, and $e \triangleq [e_1 \ldots e_q]^T$ with $e_q = \|E_q\|_F$, since $\sigma_{\text{max}}^2(\overline{H}_{qq}^H \overline{H}_{qq}^H) = \rho(\overline{H}_{qq}^H \overline{H}_{qq}^H \overline{H}_{qq}^H)$, from the definition of $S$ and $e$,

$$f_q \leq \|I_q + S\|_2 e_q \implies \|f\|_2 \leq \|I_q + S\|_2 \|e\|_2$$ (58)

$$\leq \|I_q + S\|_2 \|e\|_2,$$ (59)

where the second inequality comes from the submultiplicativity property of induced norms [36, Corollary 9.4.4]. As the norm of $f$ and $e$ are equal respectively to the left and right norm of (55), from the link between 2-norms and singular values [36, Prop. 9.4.9], the lemma is obtained. $\square$

**Lemma 3.** If all the channel matrices $\overline{H}_{qq}$ are square full rank, and if $\rho(S) < 1$, the operator $F(Q)$ is strongly monotone with constant $\mu = 1 - \rho(S)$: $\forall Q, Q' \in Q(p)$,

$$\text{Tr}\left\{ (F(Q) - F(Q'))^H (Q - Q') \right\} \geq \mu \|Q - Q'\|_F^2.$$ (60)

**Proof.** The 4th term of the LHS of (60) can be bounded as

$$\|E_q\|_F^2 - \sum_{r \neq q} \text{Tr}\left\{ \overline{H}_{qr}^H \overline{H}_{qq} E_q E_r \overline{H}_{qq}^{H*} \overline{H}_{qr} \right\},$$ (61)

where the lower bound comes from the triangular inequality. Moreover, from [36, Fact 9.3.9, Corollary 9.3.7],

$$\text{Tr}\left\{ \overline{H}_{qr}^H \overline{H}_{qq} E_q E_r \overline{H}_{qq}^{H*} \overline{H}_{qr} \right\} \leq \|\overline{H}_{qr}^H \overline{H}_{qq} E_q\|_F \|\overline{H}_{qq}^{H*} \overline{H}_{qr}\|_F.$$ (62)

$$\leq \sigma_{\text{max}}^2(\overline{H}_{qq}^H \overline{H}_{qq}^H) \|E_q\|_F \|E_r\|_F.$$ (63)

Grouping (61) and (63) for all $q \in \Omega$,

$$\text{Tr}\left\{ (F(Q) - F(Q'))^H (Q - Q') \right\} \geq e^T (I_Q - S) e,$$ (64)

$$\geq \lambda_{\text{min}}(I_Q - S) \|e\|_2^2$$ (65)

with $e$ being defined in the proof of Lemma 2 and the second inequality following from [36, Fact 3.7.5, Fact 8.15.17]. Since $\lambda_{\text{min}}(I_Q - S) = 1 - \lambda_{\text{max}}(S)$ [36, Prop. 4.4.5.15] and since the eigenvalues of $S$ are real, the lemma is obtained. $\square$

**Lemma 4.** $\forall Q, Q', Y \in Q(p)$, the strategy dependent sets are such that

$$\|Y_{\partial Q} - Y_{\partial Q'}\|_F \leq \|p(Q) - p(Q')\|_2.$$ (66)
Proof. As $\partial Q(\bar{Q})$ is a Cartesian product of $Q$ sets, the projection can be decomposed in $Q$ projections to give:

$$
\left\| \nabla_q \partial Q(\bar{Q}) - \nabla_q \partial Q(\bar{Q}) \right\|^2_F = \sum_{q=1}^Q \left\| \nabla_q \partial Q(P_q(\bar{Q}_{-q})) - \nabla_q \partial Q(P_q(\bar{Q}_{-q})) \right\|^2_F. \tag{67}
$$

From the equivalence between the projection (18) and the waterfilling (16), defining the EVD of $\bar{Y}$ as $U_{Y,q} H_{Y,q}^H$ the following holds:

$$
\left[ \nabla_q \partial Q(P_q(\bar{Q}_{-q})) \right] = U_{Y,q} \left( \mu_q I_{r_q} - D_{Y,q} \right) + U_{Y,q}^H
$$

with $\mu_q$ s.t. $\text{Tr} \left\{ \left( \mu_q I_{r_q} - D_{Y,q} \right)^+ \right\} = \hat{P}_q (\bar{Q}_{-q}). \tag{68}

It should be noted that the dependency on $\bar{Q}$ and $\bar{Q}_{-q}$ is limited to $\mu_q$, as $U_{Y,q}$ and $D_{Y,q}$ only depend on $\bar{Y}$. Hence, letting $d_{Y,q} = \text{diag}(D_{Y,q})$, the $q$th term of (67) can be bounded as follows.

$$
\left\| \nabla_q \partial Q(P_q(\bar{Q}_{-q})) - \nabla_q \partial Q(P_q(\bar{Q}_{-q})) \right\|^2_F
$$

$$
= \left\| \left( \mu_q I_{r_q} - D_{Y,q} \right)^+ - \left( \mu_q I_{r_q} - D_{Y,q} \right)^+ \right\|^2_F, \tag{69}
$$

$$
= \left\| \left( \mu_q I_{r_q \times 1} - d_{Y,q} \right)^+ - \left( \mu_q I_{r_q \times 1} - d_{Y,q} \right)^+ \right\|_2 \tag{70}
$$

$$
\leq \left\| \left( \mu_q I_{r_q \times 1} - d_{Y,q} \right)^+ - \left( \mu_q I_{r_q \times 1} - d_{Y,q} \right)^+ \right\|_1 \tag{71}
$$

where (69) follows from the unitary invariance of the Frobenius norm. (70) from the diagonal structure of the matrices and (71) from the inequality between 2-norms and 1-norms [36 Prop. 9.1.5]. Without loss of generality, suppose that $\mu_q \geq \mu_q'$ (corresponding to $\hat{P}_q(\bar{Q}_{-q}) \geq \hat{P}_q(\bar{Q}_{-q})$). In that case, all the vector elements of (71) are positive, the 1-norm hence boils down to

$$
\sum_{n=1}^{r_q} \left( \mu_q - \left[ d_{Y,q} \right]_n \right)^+ - \left( \mu_q' - \left[ d_{Y,q} \right]_n \right)^+ \leq \hat{P}_q (\bar{Q}_{-q}) - \hat{P}_q (\bar{Q}_{-q}). \tag{72}
$$

Grouping together the bounds, the lemma follows. \qed
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