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ABSTRACT
This paper describes the solution of our team PolimiRank for the WSDM Cup 2022 on cross-market recommendation. The goal of the competition is to effectively exploit the information extracted from different markets to improve the ranking accuracy of recommendations on two target markets. Our model consists in a multi-stage approach based on the combination of data belonging to different markets. In the first stage, state-of-the-art recommenders are used to predict scores for user-item couples, which are ensembled in the following 2 stages, employing a simple linear combination and more powerful Gradient Boosting Decision Tree techniques. Our team ranked 4th in the final leaderboard.
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1 INTRODUCTION
Online shopping has become part of everyday life in several countries. Recommender systems play a crucial role in this environment, as they guide users in the exploration of huge catalogs of products. These catalogs often overlap between different markets, and e-commerce companies have to deal with the recommendation of similar sets of items in different scenarios. This allows sharing both experience and information across markets, with the risk to spread market-specific biases and impose trends of data-rich markets to others [1, 11]. How to effectively exploit information from different markets to improve recommendation quality remains an open challenge, which is the focus of the WSDM Cup 2022 competition on cross-market recommendation. In this report we describe the solution of our team PolimiRank, which ranked 4th in the final leaderboard.

2 PROBLEM FORMULATION
The goal of the WSDM Cup 2022 competition on cross-market recommendation is to re-rank a set of items for each given user, in order to achieve the highest ranking accuracy, expressed in terms of NDCG@10, on two target markets (t1, t2). Competition data includes user ratings in the form of (userID, itemID, rating) for the two target markets plus three additional source markets (s1, s2, s3). Sets of users among different markets are mutually disjoint by assumption, while the item sets overlap.

The evaluation is performed on a leave-one-out split with sampled sets of items to rank. Practically, the providers organize two sets of 100 items for each user in the target market, one for validation and one for test. Among each of the 100 item sets, only 1 item was actually rated by the user (i.e., the positive item): the objective is to rank the positive item in the highest position. The true positive item in the validation is included in the competition data, while the positive item in the test data is kept hidden and used for the estimation of the final leaderboard scores. All the other available ratings are included in the training data. A validation split in the same format is also provided for the three source markets.

Additionally, the competition data include a preprocessed version of the training data of each market. Ratings were previously normalized in the 0-1 range and all the users and items with less than 5 ratings (and their respective ratings) were eliminated from the data. Due to some undisclosed preprocessing steps performed during data generation, the ratings in the preprocessed version might differ from those in the “complete” one, and do not have a rating value associated (all ratings have value 1).

3 DATASETS PREPARATION
The underlying objective of the challenge is to push the competing teams to effectively exploit additional information coming from source markets, in order to enhance the accuracy of the rankings on the two target markets. Our solution addresses this task by merging the information at data level, i.e., the interactions included in different markets are merged together in unique datasets. As mentioned in Section 2, the sets of users are assumed to be disjoint between markets, but the item sets overlap at least partially. As a result, merging two markets consists in joining the user interactions of different markets in a single set of interactions. Users coming from different markets are considered as new users participating in the same larger market that comprehends all the items of the markets. In the following, we refer to dataset as one of these fusions between data coming from one or more different markets.

We compute every combination of source and target markets, including target markets without source markets, to generate the
datasets\(^1\). Since the goal is to rank items in the two target markets, we use only the combinations that included at least one target market, for a total of 24 final datasets. An example of how markets are combined to obtain datasets is depicted in Figure 1. Both ratings and preprocessed training data are employed. The unitary value of preprocessed data is substituted with 4 (i.e., the average positive rating) in order to unify the ratings scales. Ratings for the same user-item couple are deduplicated by taking the average rating.

4 MODELS

Our solution consists in a multi-stage model. In the first stage, a set of state-of-the-art recommendation algorithms is employed to predict the scores for each dataset of the target market validation and test data involved. These scores, plus some statistics of the dataset, are ensembled together, independently for each dataset, in a second stage. As ensemble approaches we adopt three common Gradient Boosting Decision Tree (GBDT) implementations trained for the learning to rank task, and a simple linear combination of the recommenders predicted scores. In the last stage, we use the most promising GBDT implementation to ensemble all the statistics and the scores predicted for each dataset, including the second stage ensemble predictions, in a unique final prediction.

In Figure 2 we propose a graphical representation of the structure of our multi-stage model. The python code to reproduce our solution is publicly available on Github\(^2\). In the following sections, we outline the details of each stage, describing in detail the employed models, and how training and validation are performed.

4.1 Recommenders scores

The first stage of our solution is executed independently for each dataset. Some among the most common collaborative recommendation algorithms from literature are used to predict the scores for the validation and test data of the target markets that are included in each dataset. The recommenders adopted are:

- **TopPop**: the predicted score of an item is proportional to its popularity (i.e., the number of users that rated the item).
- **ItemKNN**: an item-based model that uses cosine to assess similarity between ratings vectors of items \([8]\).
- **UserKNN**: a user-based model that uses cosine to assess similarity between ratings vectors of users \([8]\).
- **P\(_\alpha\)**: a graph-based approach where scores are proportional to 3-step random-walks probabilities between users and items \([3]\).
- **RP\(_\beta\)**: the model is equivalent to P\(_\alpha\), but the final probability of each item is penalized by its popularity \([10]\).
- **PureSVD**: a matrix factorization model based on Singular Value Decomposition \([4]\).
- **WARP**: a matrix factorization technique based on Weighted Approximate-Rank Pairwise loss optimization\(^3\) \([14]\).
- **k-OS WARP**: a slight modification of WARP based on k-order statistic loss\(^3\) \([15]\).
- **SLIM**: an item-based model where the similarity matrix is obtained by solving a linear regression problem \([9]\).
- **EASE-R**: an item-based model recently proposed by Steck \([13]\).
- **MultVAE**: a collaborative approach for implicit feedback based on variational autoencoders \([7]\).
- **RecVAE**: a combination of improvements over the MultVAE autoencoder model \([12]\).
- **ALS**: a factorization model that uses an alternating-least-squares optimization process\(^4\) \([6]\).

Every recommender is trained on the training data presented in Section 2. The hyperparameters of each algorithm are optimized independently for each dataset using the Bayesian Optimization approach provided in the scikit-optimize library\(^5\), testing 50 configurations.

4.2 Dataset-level ensemble

In the second stage of our model, the scores predicted in the first stage are ensembled together dataset-wise. The ensemble is performed using a simple linear combination of the scores, and with more powerful GBDT models.

**Scores combination.** The first ensemble is performed computing a linear combination of the scores predicted in the first stage of the model, elevated to an exponent. Before being combined, the scores are min-max normalized user-wise. The ensemble is carried out independently for each dataset, using the validation and test data of the target market included in the dataset. If both target markets are included, the ensemble is repeated separately for each target market.

Formally, given a recommendation algorithm \(R\), and a user-item couple \((u,i)\), we define the normalized score of \(R\) for that user-item couple

\[\text{Score}(u,i) = \frac{\sum_{R \in \text{ensemble}} \text{Score}(u,i)^{R}}{|\text{ensemble}|}\]

\(^1\)Note that t1 and t2 are also used as datasets by themselves.

\(^2\)https://github.com/cesarebernardis/WSDM-Cup-2022

\(^3\)We use the implementation in: https://making.lyst.com/lightfm/docs/index.html

\(^4\)We use the implementation in: https://implicit.readthedocs.io/

\(^5\)https://scikit-optimize.github.io/stable/
couple as \( s_R(u, i) \). The final ensemble prediction \( s(u, i) \) is computed as:

\[
s(u, i) = \sum_{R} c_R(u) \cdot s_R(u, i) e_R(u)
\]

(1)

where \( c_R(u) \) and \( e_R(u) \) are the recommender specific coefficient and exponents of each user. To avoid excessive overfitting, we do not employ different coefficients and exponents for each user, but we group them by profile length, i.e., users that have a similar number of ratings in the dataset share the same \( c_R(u) \) and \( e_R(u) \) values. In particular we divide users in 4 groups: short profiles with length < 5; quite short profiles with 5 ≤ length < 8; quite long profiles with 8 ≤ length < 12; long profiles with length ≥ 12.

To find the optimal values of \( c_R(u) \) and \( e_R(u) \) for all the recommenders, we treat them as hyperparameters, and we perform a hyperparameter optimization using the Optuna framework\(^6\). The goal of the optimization is to maximize the NDCG@10 of the evaluation performed on the validation data, where the items for each user are ranked accordingly to the decreasing value of the predicted score \( s(u, i) \). The same coefficients and exponents are finally used to predict the scores on the test data.

**GBDT models.** We adopted 3 popular and successful implementations of GBDT: LightGBM\(^7\), XGBoost\(^8\) and CatBoost\(^9\). Thanks to their flexibility and robustness, they can easily adapt to different types of features, obtaining challenging results[2, 5].

The models are trained for the learning to rank task using a 5-fold cross-validation (CV) approach on the validation data of the target market included in the dataset, and they are used to predict the scores on the respective test data. If both target markets are present in the dataset, training and prediction are performed separately on each target market. The learning to rank task requires that samples, which represent a single user-item couple and contain the respective information under the form of features, are grouped together. The goal of the model is to achieve the highest ranking accuracy (on average) among the groups.

Besides the scores of the recommendation algorithms obtained in the first stage, we added some supplementary features to each data sample:

**Dataset statistics:** basic information about users and items that can be mined through the investigation of the available data, like the average rating of each user and item, the popularity of each item, and the number of ratings assigned by the user.

**Latent factors:** we include the latent representations of users and items obtained through the factorization with 12 dimensions performed by the ALS recommender. The representations are L2-normalized, and each latent factor corresponds to a new feature. The goal is to give the model the chance to recognize the user and the item involved in the sample it is scoring, but simply providing the respective identifiers might not be effective, since users and items appear in a limited number of samples and groups of validation and test data.

To train the model, the validation data is randomly divided in 5-folds, ensuring that each group appears entirely in only one fold. Each fold in turn is used to validate the model trained on the data contained in the other 4 folds. As a result, we obtain 5 models trained on different, but overlapping portions of data, and each of them is used to predict the scores on the fold that was not used for training, and on the test data. Multiple predictions on the same sample but from different models are averaged together to obtain a unique predicted score, that is used as feature in the next stage of the model.

Note that the validation of the model comprehends the handling of the early stopping of the GBDT models, when available, and the tuning of the hyperparameters. In particular, the hyperparameter configuration chosen is the one that provides the highest NDCG@10, on average, on the 5 CV folds.

Interestingly, repeating the CV training and validation multiple times with folds differently composed allows reaching a higher generalization, improving the accuracy on the test data. Therefore, we replicate the CV three times by changing the random seed used to split the sample groups among folds. The final prediction score is computed as the average of the scores obtained in each repetition.

The whole training process is also repeated using different types of normalization on the recommendation scores used as features. In particular, we use non-normalized scores, user-wise min-max normalized scores, and both the previous together, obtaining three different final predictions that are used in the last stage.

### 4.3 Last level ensemble

In the last stage of our model we perform a stacking ensemble using the same techniques described for the second stage in Section 4.2.

For what concerns the scores ensemble, it is performed exactly as previously explained, but instead of having different coefficients and exponents for each recommender, we have different parameters per dataset. Also in this case, users with similar profile lengths share the same parameter values. This type of ensemble was only used to break ties in the GBDT ensemble prediction, due to its lower accuracy performance (see Section 5).

For the GBDT ensembles, we do not repeat the process for all the three implementations, but we adopt only the most promising GBDT model (i.e., LightGBM) to ensemble all the features and predictions obtained in the different datasets, and produce a single, unique final prediction. For each target market, all the features obtained from the datasets that include that market are collected and concatenated, including:

- The statistics of each single dataset;
- The statistics of the target market;
- The factorized representations of users and items (with 16 dimensions) obtained as described in Section 4.2 on the target market dataset;
- The scores predicted by each recommender for each dataset;
- The scores predicted by the ensembles.

Training and prediction are performed as expressed in Section 4.2. Also in this case, we adopt a 5-fold CV repeated three times, changing the random seed in the generation of the folds.

### 5 RESULTS

In Table 1 we report the average NDCG@10 obtained on the validation data by the best hyperparameter configuration on the 5-fold CV.
Table 1: NDCG@10 of the best hyperparameter configuration of the GBDT dataset-level ensemble models obtained on the validation set for each dataset. Best dataset performance for each target market is in bold.

| Tgt Mkt | Dataset | LightGBM | XGBoost | CatBoost* |
|---------|---------|----------|---------|-----------|
|         | Norm    | Norm     | Both    | Norm      | Norm     |
| s1-s2-s3-t1 | 0.70415 | 0.71391 | 0.71377 | 0.70201 | 0.70728 | 0.70734 | 0.71043 |
| s1-s2-s3-t1-t2 | 0.69787 | 0.70889 | 0.70655 | 0.70206 | 0.71081 | 0.70174 | 0.70284 |
| s1-s2-t1 | 0.70360 | 0.71269 | 0.71396 | 0.69866 | 0.71252 | 0.70993 | 0.69783 |
| s1-s2-t1-t2 | 0.70255 | 0.71061 | 0.71032 | 0.70068 | 0.70954 | 0.70881 | 0.69597 |
| s1-s3-t1 | 0.70319 | 0.71242 | 0.71190 | 0.69870 | 0.71425 | 0.70791 | 0.69691 |
| s1-s3-t1-t2 | 0.69964 | 0.71126 | 0.71058 | 0.70099 | 0.71317 | 0.70555 | 0.69827 |
| s1-t1 | 0.70040 | 0.70906 | 0.70731 | 0.69255 | 0.70849 | 0.70548 | 0.69533 |
| s1-t1-t2 | 0.69530 | 0.70854 | 0.70712 | 0.69055 | 0.71135 | 0.70169 | 0.69376 |
| s2-s3-t1 | 0.70526 | 0.71403 | 0.71405 | 0.70400 | 0.70770 | 0.70452 | 0.70112 |
| s2-s3-t1-t2 | 0.70168 | 0.71274 | 0.70861 | 0.70182 | 0.71401 | 0.71228 | 0.70614 |
| s2-t1 | 0.70036 | 0.70875 | 0.70540 | 0.69815 | 0.70336 | 0.70254 | 0.70479 |
| s2-t1-t2 | 0.70043 | 0.70718 | 0.70745 | 0.69838 | 0.70993 | 0.71030 | 0.69916 |
| s3-t1 | 0.70297 | 0.71163 | 0.70835 | 0.69754 | 0.70868 | 0.70521 | 0.69880 |
| s3-t1-t2 | 0.70340 | 0.70669 | 0.70494 | 0.70156 | 0.70968 | 0.70594 | 0.70076 |
| t1-t2 | 0.69914 | 0.70762 | 0.70468 | 0.69601 | 0.70342 | 0.70001 | 0.69854 |
| t1 | 0.70321 | 0.70605 | 0.70893 | 0.69681 | 0.70729 | 0.70459 | 0.69717 |

Table 2: NDCG@10 of the best hyperparameter configuration obtained on the validation set for each dataset of the Scores Combination dataset-level ensemble. Best performance among datasets for each target market is in bold.

| Tgt Mkt | Dataset | Short | Quite Short | Quite Long | Long | Avg |
|---------|---------|-------|------------|------------|------|-----|
| s1-s2-s3-t1 | 0.95652 | 0.73981 | 0.65213 | 0.59087 | 0.76397 |
| s1-s2-s3-t1-t2 | 0.93818 | 0.74122 | 0.64961 | 0.57234 | 0.76202 |
| s1-s2-t1-t2 | 0.94726 | 0.73069 | 0.65195 | 0.58777 | 0.69766 |
| s1-s2-t1 | 0.95729 | 0.73318 | 0.64120 | 0.56736 | 0.69447 |
| s1-t1-t2 | 0.94948 | 0.74505 | 0.63850 | 0.57197 | 0.70170 |
| s1-t1 | 0.96255 | 0.73099 | 0.64124 | 0.57521 | 0.69546 |
| s1-t1-t2 | 0.95710 | 0.73491 | 0.63093 | 0.57584 | 0.70218 |
| s1-s2-s3-t1-t2 | 0.93556 | 0.73770 | 0.63523 | 0.58818 | 0.70238 |
| s1-s2-t1-t2 | 0.93724 | 0.73782 | 0.64540 | 0.58679 | 0.69578 |
| s1-s2-t1 | 0.95920 | 0.73820 | 0.63621 | 0.56212 | 0.69592 |
| s1-t1-t2 | 0.95920 | 0.73545 | 0.63745 | 0.56343 | 0.69712 |
| s1-t1 | 0.93752 | 0.73964 | 0.63258 | 0.57898 | 0.70281 |
| s1-t1-t2 | 0.93478 | 0.73811 | 0.64349 | 0.56256 | 0.69744 |
| t1-t2 | 0.95625 | 0.73929 | 0.64520 | 0.55725 | 0.69819 |

The results are divided by target market and dataset. We also show the results obtained with different normalization types to explore the effectiveness of cross-market recommendation, considering the accuracy of the same models trained on different combinations of data coming from different markets.

Clearly, using non-normalized scores as features leads to higher ranking accuracy, while including both non-normalized and normalized scores typically worsen the performance with respect to the non-normalized ones, even though the margin is quite small.

Looking at the different implementations of GBDT, they reach similar best results. However, LightGBM performs more consistently across different datasets, proving to be the most robust approach. Interestingly, CatBoost achieves a quite high best score, considering that normalized data is employed.

Looking at the markets included in the datasets, we highlight that when predicting for target market t1, the accuracy generally benefits from the presence of data coming from source markets s2 and s3 in particular. At the same time, data from target market t2 degrades the performance in most scenarios, as can be seen by comparing the datasets composed of the same combination of source markets, but with different target markets. Concerning the prediction on the t2 target market, s1 is the most valuable market, while the contribution of the other target market data (t1) is unclear, as it leads to better or worse accuracy, depending on the market combination in the dataset.

In Table 2 we show the results obtained by the scores ensemble on the validation set of each dataset. We report the NDCG@10 obtained with different profile lengths (see Section 4.2), in order to study the impact of the number of ratings provided by a user on the accuracy of the recommendations. It is evident that having more ratings is detrimental for the recommendation performance. This is quite surprising, but it can be explained with three observations. First, there are not users without ratings, so even a small amount of information is always available. Second, long profiles include ratings that the user provided in different contexts, or in a long period of time, and since there is no information about the context where the evaluation is performed, it is difficult for the recommender to understand which ratings in the user profile are more relevant in the evaluation scenario. Third, long profiles probably include popular items, forcing the recommenders to select niche alternatives that are harder to recommend.

\( ^{10} \) The sets of items to rank in validation and test sets do not overlap with the set of items rated by the respective user in any market or dataset.

\( ^{t} \) Due to the limited availability of GPU computational resources, it was not possible to perform the hyperparameter optimization of CatBoost for all the normalization types.
The results obtained on different market combinations mainly confirm the results observed in Table 1. Source markets s2 and s3 are beneficial for the accuracy on the t1 target market, while s1 enhances the performance of the model on target market t2. Overall, it is interesting to notice that, while the datasets composed of only one target market obtain competitive performance, the best accuracy is achieved on datasets that include additional source markets, highlighting the importance of cross-market recommendation.

Finally, in Table 3 we show the results, in terms of NDCG@10, obtained by the last stage ensembles of our model. Both the ensembles reach higher ranking accuracy with respect to the ensembles of the second stage, demonstrating that merging the information coming from different combinations of datasets is beneficial for the model performance. The LightGBM ensemble achieves the highest accuracy overall, and it represents the basis of the final submission of our team. The scores ensemble, instead, was used to break ties in the GBDT solution, as we noticed that GBDT models tended to predict, given a user, the exact same scores for many items, a behavior that can be detrimental for the evaluation of the ranking accuracy. This solution allowed our team to reach the 4th position in the final leaderboard.

6 CONCLUSIONS

In this work, we described the approach that lead our team Polimi-Rank to reach the 4th position in the WSDM Cup 2022 on cross-market recommendation. Our solution is a multi-stage model where the scores predicted by state-of-the-art recommenders in the first stage are assembled together, including other statistics mined from markets data, in two subsequent phases. Ensembles are performed through a linear combination of recommenders’ scores, and more powerful GBDT models optimized for the learning to rank task. The results prove that exploiting information from different markets allows enhancing the ranking accuracy in a cross-market recommendation scenario.
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