A Highly Efficient Neural Network Solution for Automated Detection of Pointer Meters with Different Analog Scales Operating in Different Conditions
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Abstract: We investigate a neural network–based solution for the Automatic Meter Reading detection problem, applied to analog dial gauges. We employ a convolutional neural network with a non-linear Network in Network kernel. Presently, there is a significant interest in systems for automatic detection of analog dial gauges, particularly in the energy and household sectors, but the problem is not yet sufficiently addressed in research. Our method is a universal three-level model that takes an image as an input and outputs circular bounding areas, object classes, grids of reference points for all symbols on the front panel of the device and positions of display pointers. Since all analog pointer meters have a common nature, this multi-cascade model can serve various types of devices if its capacity is sufficient. The model is using global regression for locations of symbols, which provides resilient results even for low image quality and overlapping symbols. In this work, we do not focus on the pointer location detection since it heavily depends on the shape of the pointer. We prepare training data and benchmark the algorithm with our own framework a3net, not relying on third-party neural network solutions. The experimental results demonstrate the versatility of the proposed methods, high accuracy, and resilience of reference points detection.
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1. Introduction

Recent successes in object detection with convolutional neural networks (CNNs) suggest an opportunity to employ them for analog dial gauges detection (Figure 1). Dial gauges are analog measurement devices with pointers indicating the measured quality with its position. There are a great many objects that come with pointer meters, some of critical importance for safety. Often, such meters can not be simply replaced by a digital device and that requires a means of automated reading from the analog meters. This work aims not only to solve the problem but also to explore the abilities of neural networks to achieve resilient object detection for complex objects composed of simple parts. Specifically, analog dial gauges are comprised of dials, pointers and symbols. The achievements of this work could be translated to other types of objects, for example when a regressive generation of a grid of reference points is needed for facial landmark detection [1,2].
Resilient generation of an object’s grid is also important for other problems and in this work we describe our procedures for training data preparation; the structure of the neural networks, which are combined in a cascade; and the training procedure. The main interests in object detection for analog dial gauges are similar to any other automatic meter readings: automated data acquisition; elimination of a human factor for reading data; and elimination of the risk factors for reading data from dangerous cites, such as power plants.

Our experience in looking for datasets for this problem is similar to Gabriel Salomon et al. [3]—we were not able to find suitable datasets of meaningful volume. The dataset in Reference [3] is small and too specific and also does not have labels for reference symbols, that is why we prepare a dataset ourselves. The dataset is created from real data, acquired during the process of automation of a power plant. The particularly important for the success of the solution choices are convolutional neural networks with non-linear convolution kernels and unit-initialization.

There is a variety of object detection solutions today. Regarding objects for automatic meter reading, most works look at reading data from gauges with cyclometer and electronic displays. When detection produces correct results, the readings are virtually perfectly accurate. This is not the case for analog pointer meters, for which it is essentially impossible to produce precise readings. That can explain the lack of research for reading from analog dial gauges, particularly via neural networks.

In Reference [4], the image processing procedure is divided into four steps including image preprocessing, target region positioning, character segmentation and character recognition. Only for this last step, the authors use a neural network. Even though the authors work with a dataset that has images with variations of viewing angles, scale and lighting, this method does not produce sufficiently resilient results since the segmentation of indiscriminate symbols on an image does not produce accurate output.

Bao et al. [5] work with inverse perspective mapping, binarization and Hough transformation method to align the image of a meter improving the pointer location detection. However, the research does not mention complex images and also the suggested method for training data preparation seems excessively labor-intensive.

The same can be said about the approach from Reference [6], also employing binarization and Hough transformation. In Reference [7], SURF method was utilized to match with a template image and then Hough transformation was used to detect the pointer.

In Reference [8], a neural network works as the first cascade for meter localization. Fang et al. [9] suggest to use the neural network Mask R-CNN [10] for key points detection; we follow the idea of using a neural network for key points detection, however, our implementation is different.

Zuo et al. [11] also use Mast R-CNN but prefer PrRoiPooling over RoiAlign. The work is focusing on the pointer detection and localization while the position of the meter is assumed fixed, which reduces the applicability of the method in a real-world environment. The authors present a community dataset for testing, but we were not able to get access to it since their publication is rather recent, however, this is not a very significant issue since our dataset appears to be competitive to it and also presents data acquired in a real-world environment, not in a lab.
Gabriel Salomon et al. [3] compute bounding boxes of pointer meter dials via the neural network-based methods YOLO [12] and Faster-RCNN [13]. However, in their work, they do not detect key points for symbols.

Most of the listed methods are tied to specific devices limiting their general applicability. It is important to point out that the presented analysis seems to suggest that neural network-based methods are superior to traditional image processing methods. Most of the modern neural network-based methods in this field rely on convolutional (CNN) networks [14,15], for example, detectors [12,13,16–19]. There are variations in the number of layers and filters, the sizes of filters, the choices of hyperparameters, and the methods of optimization.

A standard CNN has a set of standard linear filters with an $k \in \mathbb{R}^{M,M}$ kernel. Increasing the stride induces interlacing, which reduces the accuracy of the output. Pooling, required to reduce the dimensions of the network, has a negative impact on the preservation of the spatial information about the objects and spatial information is key for the regression of the coordinates of the objects. Another factor is residual blocks [20] which are often accompany neural network-solutions, but the presence of such blocks is commonly implemented by assemblies of shallow networks [21], which in turn limits the capacity $C$ of the network [22].

To set the scope of this work more clearly, it is important to point out that the aim is not to recognize symbols, recognition of symbols is needed in the case of local detection. But with global detection, the aim is to localize the whole grid of symbols centers on the face of the device simultaneously. So, if even a few symbols would not be recognizable at all, the algorithm should still have good chances to detect centers of symbols correctly. And this is one of the main ideas of the approach; to do it globally. As for symbols recognition—it is possible to identify symbols exclusively by matching them with a template that was provided beforehand for each type of device. First, the type of the device must be detected (to select the proper template), and after that global regression is performed and, finally, the template is matched to the symbols.

2. Materials and Methods

2.1. AMR Detector

The suggested architecture contains non-linear classifiers type NiN [23–25], more specifically the solution a3net [26], which follows a particular approach to identifying matrix initialization for building a deep network [27]. The initialization of the identity matrix occurs at the start of the process with the weight (including the weights for the unitary diagonal) changing during the training process. This procedure, similar to ResNet [20], builds an assembly of shallow networks [21], but later, due to the partial destruction of the unitary connections, it transforms into a monolithic structure efficiently utilizing the capacity $C$ of the network. An example of a typical neural network–based solution is illustrated in Figure 2.
used in CNN, and at the same time, larger stride allows, in spite of the use of the non-linear kernel, to improve performance for the same degree of the capacity $C$ of the neural network [28].

The detector is comprised of three cascades (Figure 3). The first cascade, traditionally for multi-cascade systems, performs localization of the sought-for objects and cropping the areas of interest. No additional preprocessing, for example brightness histogram balancing, is performed.

![Figure 3. The architecture of the AMR detector.](image)

The second cascade normalizes the sizes of the cropping areas and performs regression of the coordinates of the key points for the centers of the symbols. In this case, a global optimization regression is chosen. The global regression for all key points produces more resilient results for each symbol’s coordinates localization and key points grid generation even when some of the symbols are indiscriminate or even non-observable. The first two cascades are built as multi-level deep convolutional neural networks with non-linear convolution kernels.

The third cascade computes the position of the pointer. It was rather difficult to prepare training data for this task, so, instead of a neural network, we employed a set of different contrast–correlation–based methods. Here, we do not describe the internal composition of the third cascade and methods for the pointer’s position determination since it can vary from case to case and also because we are mostly interested in the generation of a grid of the key points for the symbols.

2.1.1. Localization of the Objects

The composition of the neural network for three types of devices and base gray images $512 \times 512$ is listed in Table 1. The neural network outputs 256 coordinate reference points $R_{P}$ (a rectangle of $16 \times 16$ points), represented by sets $\{x_{0}, y_{0}, d, N_{classes}\}$, where $N_{classes} = 3$.

![Table 1. Composition of the neural network for localization of objects.](image)

| Layer Type | Window/Step/Output | Kernel | Number of Parameters |
|------------|--------------------|--------|---------------------|
| Conv1      | $2 \times 2 / 2 \times 2 / LRelu$ | $4 \times 4 \times 4$ | 125 |
| Conv2      | $2 \times 2 / 2 \times 2 / LRelu$ | $8 \times 8 \times 8$ | 729 |
| Conv3      | $2 \times 2 / 2 \times 2 / LRelu$ | $16 \times 16 \times 16$ | 4913 |
| Conv4      | $2 \times 2 / 2 \times 2 / LRelu$ | $32 \times 32 \times 32$ | 36 K |
| Conv5      | $2 \times 2 / 2 \times 2 / LRelu$ | $64 \times 64 \times 64$ | 275 K |
| Conv6      | $2 \times 2 / 2 \times 2 / LRelu$ | $128 \times 128 \times 128$ | 2.1 M |
| Conv7      | $2 \times 2 / 2 \times 2 / LRelu$ | $256 \times 256 \times 256$ | 17 M |
| Conv8      | $2 \times 2 / 2 \times 2 / LRelu$ | $512 \times 512 \times 512$ | 135 M |
| Conv9      | $2 \times 2 / 1 \times 1 / LRelu$ | $512 \times 512 \times 1536$ | 406 M |
| Total      | –                  | –      | 560 M               |
In training and detection, a square grid of coordinate reference points (RP) is overlaid across the input image of any size uniformly and a zero-point is selected randomly. The determination of the center is done by a regression of points, located within a circle with radius $r$ from the center of the device; see Figure 4 where RPs are the blue points and the device centers are green.

![Figure 4](image1.png)

**Figure 4.** Reference points (blue) for the class N (not shown in the image), the diameter $d$ of the circle built on top of symbol’s reference points (RP) (not shown in the image) and the center $\{x_0, y_0\}$ of an analog dial gauge (bold green dot).

The Figure 5 shows a grid of reference points (similar to anchors in well-known detection algorithms) and the result of their convergence to the center of the object. The points marked in gray are inactive agents and do not used further since the object is not included in their activation area, which in turn is determined by some given radius. In the work, it was defined as $\sqrt{(x_i - x_{i+1})^2 + (y_i - y_{i+1})^2}$, where $x_i$ and $y_i$ are coordinates of points in the reference grid.

![Figure 5](image2.png)

**Figure 5.** The principle of building a grid of output reference points

The reference points are evenly spread in a checkerboard pattern in the center of the detection area. If placed in a regular grid, then a situation may arise when an object, located between the other two objects close together, might be skipped.

Most often, neural network–based detectors work with bounding boxes (BB), not RP, and filtration after detection is executed by non-max suppression (NMS) algorithm. In our case, since we prefer RP instead of BB, for filtering and selection of corrected values we use iterative clustering mean-shift [29] with the tolerance set empirically.
2.1.2. Resizing Cropped Images

After detection of the regions of the meters the algorithm performs resizing of the selected areas of images to the uniform size—a square with side length \( U = 256 \) (see Figure 6). This operation significantly simplifies calculations for symbols’ reference points.

![Figure 6. Some examples of the results of the cropping and scaling procedure.](image)

2.1.3. Regression of the Grid of Reference Points

The composition of the neural network for three types of devices and base gray images \( 256 \times 256 \) is listed in Table 2. The network outputs \( \text{MAX}_{\text{pointers}} \) reference points with coordinates \( \{x_0,y_0\} \), where \( \text{MAX}_{\text{pointers}} \) is determined by the number of symbols (9 in the demonstrated example). The number of output reference points is determined by the type of the device and so localization of the symbols is performed globally for each type.

| Layer Type | Window / Step / Output | Kernel | Number of Parameters |
|------------|------------------------|--------|----------------------|
| Conv1      | \( 2 \times 2 / 2 \times 2 / \text{LRelu} \) | \( 4 \times 4 \times 4 \) | 125 |
| Conv2      | \( 2 \times 2 / 2 \times 2 / \text{LRelu} \) | \( 16 \times 16 \times 16 \) | 4913 |
| Conv3      | \( 2 \times 2 / 2 \times 2 / \text{LRelu} \) | \( 64 \times 64 \times 64 \) | 275 K |
| Conv4      | \( 2 \times 2 / 2 \times 2 / \text{LRelu} \) | \( 256 \times 256 \times 256 \) | 17 M |
| Conv5      | \( 2 \times 2 / 2 \times 2 / \text{LRelu} \) | \( 256 \times 256 \times 256 \) | 17 M |
| Conv6      | \( 2 \times 2 / 2 \times 2 / \text{LRelu} \) | \( 256 \times 256 \times 256 \) | 17 M |
| Conv7      | \( 2 \times 2 / 2 \times 2 / \text{LRelu} \) | \( 256 \times 256 \times 256 \) | 17 M |
| Conv8      | \( 2 \times 2 / 2 \times 2 / \text{LRelu} \) | \( 256 \times 256 \times 18 \) | 1.2 M |
| Total      | —                      | —      | 70 M                 |

2.1.4. Characteristics of the Network

To accelerate the training time we use ADAM optimizer ([30]). The batch is 32 and the initial learning rate is 0.0001, decreasing to 0.000001 by the 100th epoch. Initialization of weight is as following:

\[
w_{ij} = 0.00001 \sqrt{\frac{2}{N_{l-1}}} N(\mu,\sigma^2).
\]

The non-linear activation function for all layers is leaky relu:

\[
\text{Leaky Relu}(x) = \max(0, x) + \lambda \min(0, x)
\]
That allows us to decrease the impact of vanishing gradient and reduce the requirements for computation resources. The error-function is based on MSE (Mean squared error) \((y - t)^m\), where \(m = 3\):

\[
L_j(i) = \frac{1}{3}(y_j(i) - t_j(i))^2 |y_j(i) - t_j(i)| \alpha_j = C_j \alpha_j,
\]

and the derivative:

\[
(y_j(i) - t_j(i)) |y_j(i) - t_j(i)| \alpha_j,
\]

where \(L\) is the current loss for the class \(j\) at the \(i\)-th iteration, \(C\) is the current error for the class \(j\) at the \(i\)-th iteration, \(\alpha_j\) is a relaxation coefficient for the class \(j\), \(y_j(i)\) is the output value of the sample \(i\) for the class \(j\), and \(t_j(i)\) is the target value of the sample \(i\) for the class \(j\).

This type of curve allows, similar to the Focal Loss algorithm [17], to decrease the impact of the less meaningful, but very frequent background class, and to increase the impact of the target class. The same applies to the regression of coordinates.

The complete loss function (Equation (5)) is calculated for all RP at classification and only for the active RP at regression. Active RP meaning the points, attached to the nearest objects on the image, in our case: to the center of the device for the first cascade and to the centers of the symbols for the second cascade.

\[
L(\{p_{all}\}, \{coord_{all}\}) = \sum_{i=0}^{N_{bases}} (\alpha_p L_{cls}(p_i, c_i) + c_{i01}^* \alpha_{2x} L_{reg_x}(x_i - \hat{x}_i)^2 + c_{i01}^* \alpha_{2y} L_{reg_y}(y_i - \hat{y}_i)^2),
\]

where the \(i\) is the index of a RP, \(p_i\) is a predicted probability that the RP is associated with the center of the object, \(c_i^*\) is a label for positive (1) or negative (0) RP, \(L_{cls}\) is the classification loss, and \(L_{reg}\) is the regression error.

2.2. Preparation of Training Data

All images for training only have brightness components without any color information. To simplify the labeling of symbols, required to create a dataset, we suggest three methods, each intended to accelerate the preparation.

2.2.1. Labeling and Preparation of the Dataset

The first approach is based on the recurrence and similarity of devices’ images. That allows to only label each N-th image in a row. Specifically, in 10,000 images we only have to label 300–500 before training the network and the rest of the images were labeled later. Typically, following the after-labeling, the remaining non-labeled symbols numbered no more than 5% of the total. Incorrectly labeled images were removed. The architecture of the neural network for the preparation of the dataset is the same as for the detection.

2.2.2. Localization of the Centers of the Devices

The second method computes the centers of the devices and that assists detection. For this approach we assume that symbols are placed approximately in a circle, but not uniformly. To find the center of the circle we use iterative gradient descent. Since the convergence function is not convex, to limit it to a convex segment we set initial coordinates roughly within an imaginary circle. The coordinates of the center can be approximately calculated as a mean \(C = \sum_i(S_i)\) of the sum of all coordinates of all symbols, where \(C\) are the coordinates of the center and \(S_i\) are the coordinates of the symbol \(i\). Next, for each pair of radiuses from the current center we calculate a sum of squares.
of pairwise differences. Keeping in mind the equation of a circle \[ R^2 = (X - X_0)^2 + (Y - Y_0)^2, \] the correction function for coordinates is:

\[
X_{0,n+1} = X_0 - \alpha \nabla_x f_x
\]

\[
Y_{0,n+1} = Y_0 - \alpha \nabla_y f_y,
\]

where

\[
J_x = \sum_i (((x_0 - x_1)^2 + (y_0 - y_1)^2) - ((x_0 - x_2)^2 + (y_0 - y_2)^2))^2)
\]

\[
J_y = \sum_i (((x_0 - x_1)^2 + (y_0 - y_1)^2) - ((x_0 - x_2)^2 + (y_0 - y_2)^2))^2)
\]

the total sum of differences between each pair of distances, and \( \alpha \) is 0.00000000005. Accordingly, the equations with derivatives are:

\[
X_{0,n+1} = X_0 - \alpha \sum_i (-4(x_1 - x_2)(-2x_0(x_1 - x_2) + x_1^2 - x_2^2 - 2y_0y_1 + 2y_0y_2 + y_1^2 - y_2^2))
\]

\[
Y_{0,n+1} = Y_0 - \alpha \sum_i (-4(y_1 - y_2)(-2y_0(y_1 - y_2) + y_1^2 - y_2^2 - 2x_0x_1 + 2x_0x_2 + x_1^2 - x_2^2)).
\]

Expressions (10) and (11) are evaluated until convergence achieved. When the devices have a more pronounced elliptical shape, it might be possible to use the ellipses fitting algorithm [31]. The automated calculation, comparing to manual labeling, allows for more accurate and fast detection of the centers and fewer errors.

2.2.3. Enumeration of the Symbols

The third method relies on the fact that the arc between the first and the last symbol is the longest. This fact enables labeling of symbols after the center of the device is found. This approach for automated matching of symbols to reference points significantly simplifies labeling of symbols. An operator is only required to mark the centers of symbols on an image and the enumeration is then automatically acquired by matching to the type of the device.

2.3. Experiments

We tested our algorithms and applications on a PC with Intel(R) Xeon(R) E5-2658 v3 CPU @ 2.20 GHz, RAM 32 GB. The programming code was optimized for matrix calculations with SSE2 and GPU. The training was performed with GPU NVIDIA GEFORCE GTX1080 TI 11 GB GDDR5x. We performed testing with the a3net framework [26]. Full detection of the two used in the work cascades on average took about 3 ms for a gray image of 1024 × 512 size.

2.3.1. Type of Device Detection

The goal of the detection is to find sets \( \{x_0, y_0, d, N_{classes}\} \), where \( N_{classes} = 3 \). For the 10,000 images each type of device was correctly identified. Since the rest of the parameters do not directly affect the accuracy of the RP grid generation, we do not test their accuracy.

2.3.2. Symbols’ Coordinates Detection

We have not used any of the open datasets because, as we had mentioned above, we have not found any of them in open access. For training and testing we have used our own datasets described above.

Figure 7 demonstrates detection results for some images taken in different environments and with variations in viewing angles. The bottom row contains some of the more difficult cases. These results
confirm that often individual characteristics of a device cannot be relied upon and only global regression can produce resilient output.

Figure 7. Examples of grid generation for various devices. Detection takes around 3 ms of GPU computations for a $[1024 \times 512]$ image. The bottom row demonstrates some of the most difficult cases.
For many similar problems, in practice, the accuracy of symbols localization is of secondary importance, however, for this research, from the scientific and practical points of view it is the foremost quality. The evaluation of the accuracy of localization of symbols and pointers was performed on the base of 500 manually annotated images from each category. The accuracy of localization was measured by the standard deviation of the difference between coordinates of neighboring symbols. For example, the 100% deviation is the average distance between current and nearest symbols. In this work we achieved a $\sigma = 2\%$ deviation. It can be compared to the declared innate precision for the placement of symbols for this type of devices which is 3%. The deviation depends on the distance between symbols—the less the distance the more the deviation. During training, it is possible to arrange the environment for increasing the impact of the precision for devices that have smaller distances between symbols (see a parameter in Equation (5)). The whole distribution can be approximated by a normal distribution. The maximum deviation is around 10%, so it satisfies the maximum declared precision of 15%. As mentioned above, we do not focus here on the pointer detection and so we do not evaluate the precision, recall or accuracy of it since even not precise symbols detection generally does not impact pointer detection.

3. Conclusions

In this work, we researched the simultaneous automatic measure detection for a variety of different analog dial gauges for pointer metres used in different environments. We analyzed the previous research in this field and concluded that this problem is not sufficiently researched and requires more accurate and resilient solutions. It appears, our solution based on multi-cascade detection with global regression of a grid of reference points for all symbols achieves notable results in accuracy and resilience. This approach is invariant to scale, rotation and viewing angle, and also resilient to partial or complete overlapping of symbols, which is key for difficult exploitation environments. This solution can be also applied to other similar problems for detection where a grid of reference points can be generated for a consequent regression of coordinates. For example, the applied global regression for coordinates of symbols can be similarly applied to facial landmark detection.

The central idea for this solution is the architecture of the convolutional neural network with a non-linear convolution kernel allowing to preserve spatial information, which is critical for regression, and the initialization principle that has the same aim as in ResNet—to decrease the effect of vanishing gradient descent for deep neural networks.

Additionally, we suggested a number of simplifications for the preparation of a training dataset. The solution along with the methods for the preparation of data successfully aided in solving a very practical technical problem—automation of the process of collecting data from the devices, commonly used in many infrastructure objects and which might not be replaced with digital devices in the foreseeable future.

From the experimental results, examples of which are illustrated by Figure 7, comparing the visual data and the manual labeling, it is clear that the detection results are practically significant, accurate and valid. Though we can only subjectively compare our solution to other detection systems, there is a ground to conclude that this system competes in performance with the best solutions for reference points localization, which is the key for analog dial meters.

One of the potential limitations of the algorithm may be the use of devices with equally spaced characters. Since the starting character is determined by the arc with the largest distance between the characters, in the case of equally spaced characters it will not be possible to find the beginning of the numbering, which may lead to incorrect matching of the character pattern saved for every device.
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