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Abstract

Harmonic maps are mappings between Riemannian manifolds which extremize a certain natural energy functional generalizing the Dirichlet integral to the setting of Riemannian manifolds. A harmonic morphism is a map between Riemannian manifolds which pulls back locally defined harmonic functions on the codomain to locally defined harmonic functions on the domain. Harmonic morphisms can be geometrically characterized as harmonic maps which also satisfy the partial conformality condition of horizontal (weak) conformality ([24], [28]). Twistor methods provide a powerful tool in the study of harmonic maps and harmonic morphisms. Indeed, their use has enabled us to produce a variety of examples of harmonic morphisms defined on 4-dimensional manifolds, and a complete classification in some cases ([6], [48], [50]). In the first part of this work, we generalize those constructions to obtain harmonic morphisms from higher-dimensional manifolds.

The infinitesimal deformations of harmonic maps are called Jacobi fields. They satisfy a system of partial differential equations given by the linearization of the equations for harmonic maps. The use of twistor methods in the study of Jacobi fields has proved quite fruitful, leading to a series of results ([31], [36], [51]). In [32] and [33] several properties of Jacobi fields along harmonic maps from the 2-sphere to the complex projective plane and to the 4-sphere are obtained by carefully studying the twistorial construction of those harmonic maps. In particular, relating the infinitesimal deformations of the harmonic maps to those of the holomorphic data describing them. In the second part of this work we give a general treatment of these relations between Jacobi fields and variations in the twistor space, obtaining first-order analogues of twistorial constructions.
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Introduction

Harmonic maps are mappings between Riemannian manifolds which extremize a certain natural energy functional generalizing the Dirichlet integral to the setting of Riemannian manifolds. A bibliography can be found in [9] and for some useful summaries on this topic, see [15], [16]. *Inter alia*, harmonic maps include isometries (distance-preserving maps), harmonic functions (solutions to Laplace’s equation on a Riemannian manifold), geodesics, and holomorphic (complex analytic) maps between suitable complex manifolds.

Harmonic morphisms are maps between Riemannian manifolds which pull back local harmonic functions on the codomain to local harmonic functions on the domain. Geometrically, harmonic morphisms are characterized as harmonic maps which satisfy the partial conformality condition of *horizontal* (*weak*) conformality ([24], [28]). Together, these two conditions amount to an over-determined, non-linear system of partial differential equations. It is thus not surprising that the question of the existence of harmonic morphisms is, in general, very difficult to answer.

Nevertheless, the study of harmonic morphisms from 4-dimensional manifolds to Riemann surfaces has been greatly advanced with the aid of *twistor* methods. In some cases, even a complete classification of maps has been found, see [6], [48], [50].

To generalize these results notice that, when the domain is a 4-dimensional Einstein manifold and the codomain is a surface, a harmonic morphism can be characterized as a map which is holomorphic and has *superminimal* fibres with respect to some integrable Hermitian structure on its domain. With this observation in mind, in Chapter
we further the application of twistor methods to the construction of holomorphic maps with superminimal fibres, giving large families of superminimal (and so minimal) submanifolds and extend some of the results from the 4-dimensional case to arbitrary even dimensions.

In Chapter I we define a new notion of twistor space $\Sigma^+ V$ for a vector bundle $V$ over a manifold $M$. This generalizes the usual notion of twistor space over a Riemannian manifold and will play a crucial role in all subsequent chapters. Using the Koszul-Malgrange Theorem ([30]), we prove that a holomorphic structure can be introduced on $\Sigma^+ V$, provided a certain condition on the curvature of $V$ is satisfied (Theorem I.5.7). Moreover, we shall prove a parametric version of such a result and use it later on when studying variations of harmonic maps.

When $N^{2n}$ is a Riemannian manifold, its twistor space $\Sigma^+ N$ is equipped with two almost complex structures $J^1$ and $J^2$, the second of which is never integrable (see, e.g., [10]). It is well known ([12], [42]) that twistor methods relate conformal harmonic maps $\varphi : M^2 \rightarrow N^{2n}$ from Riemann surfaces with holomorphic maps to the twistor space $\Sigma^+ N$. In higher dimensions, conformal and harmonic must be replaced by pluriconformal and either pluriharmonic or $(1,1)$-geodesic. We investigate the properties of $(1,1)$-geodesic maps $\varphi : M^{2m} \rightarrow N^{2n}$ and their relations with twistor lifts.

In Chapter III, we prove the following result ([43], see also Remark 5.7 of [41]):

**Theorem III.3.4.** Let $(M, g, J^M)$ be a $(1,2)$-symplectic manifold and $N^{2n}$ an oriented even-dimensional Riemannian manifold. Consider a $(J^M, J^2)$-holomorphic map $\psi : M^{2m} \rightarrow \Sigma^+ N^{2n}$. Then, the projected map $\varphi : M^{2m} \rightarrow N^{2n}$, $\varphi = \pi \circ \psi$, is pluriconformal and $(1,1)$-geodesic.

Under some further conditions on the curvature of the normal bundle $V = (\mathrm{d} \varphi(TM))^\perp$, we also have a converse to this theorem (Theorem III.4.2). We show that the condition on the curvature is always satisfied when $N$ is a Riemannian symmetric space of Euclidean, compact or non-compact type.
In the same way that harmonicity of a map \( \varphi : M \to N \) can be interpreted as \( J^2 \)-holomorpicity of its twistor lift \( \psi : M \to \Sigma^+ N \), we relate pluriconformality and real-isotropy of \( \varphi \) with, respectively, \( \mathcal{H} \) and \( J^1 \)-holomorphicity of its twistor lift. This is done in Section [III.6] and will also play a crucial role in Chapter [V].

In Chapter [IV] we apply these results to the study of holomorphic maps with superminimal fibres. We provide a twistor method for the construction of such maps, generalizing the methods in the 4-dimensional case, see [6], [50]. More precisely, we prove the following result ([43]):

**Theorem [IV.1.1].** Let \( N^{2n} \) and \( P^{2p} \) be complex manifolds and \( M^{2(n+p)} \) an oriented Riemannian manifold. Denote by \( \pi_1 : N \times P \to N \) the projection onto the first factor. Assume that we have a \( J^1 \)-holomorphic map \( H : W \subseteq N \times P \to \Sigma^+ M, \ (z,\xi) \mapsto H(z,\xi), \)
defined on some open subset \( W \), such that

(i) for each \( z \), the map \( P \ni \xi \to H(z,\xi) \in \Sigma^+ M \) is horizontal on its domain;

(ii) the map \( h = \pi \circ H \) is a diffeomorphism onto its image.

Then, the map \( \pi_1 \circ h^{-1} : h(W) \subseteq M \to N \) is holomorphic and has superminimal fibres with respect to the Hermitian structure on \( h(W) \) defined by the section \( H \circ h^{-1} \). In particular, when \( n = 1 \), \( \pi_1 \circ h^{-1} \) is a harmonic morphism.

We also prove a converse to this result (Theorem [IV.1.4]).

In the last chapter, we apply and extend the results in Chapters [I,III] to the study of infinitesimal variations of harmonic maps. A Jacobi field \( v \) along a harmonic map \( \varphi_0 : M \to N \) is characterized as being a solution to the linear equation \( J_{\varphi_0}(v) = 0 \). A Jacobi field \( v \) along \( \varphi_0 \) is said to be integrable if there is a smooth variation \( \varphi \) of \( \varphi_0 \) tangent to \( v \) (i.e., \( \varphi : I \times M \to N, \ (t,x) \to \varphi(t,x) = \varphi_t(x), \) with \( \varphi(0) = \varphi_0 \) and \( \frac{\partial}{\partial t} |_{t=0} \varphi = v \) by harmonic maps (i.e., \( \varphi_t : M \to N \) is harmonic for all \( t \in I \subseteq \mathbb{R} \)). For two real-analytic manifolds, all Jacobi fields are integrable if and only if the space of harmonic maps is a manifold whose tangent bundle is given by the Jacobi fields ([1], see...
L. Lemaire and J. C. Wood studied the integrability of harmonic maps from the 2-sphere to the complex projective plane and to the 4-sphere, obtaining a positive answer for the first case [32] and negative for second [33]. This was achieved by carefully studying the twistorial construction of those harmonic maps; in particular, relating the infinitesimal deformations of the harmonic maps to those of the holomorphic data describing them. For maps $\psi : I \times (M,J^M) \to (N,h,J^N)$, we introduce the concept of maps *holomorphic to first order* as those for which simultaneously $d\psi_0(J^M X) = J^N d\psi_0(X)$ and $\nabla_{\frac{\partial}{\partial t}}|_{t=0} \left(d\psi_t(J^M X) - J^N d\psi_t(X)\right) = 0$. In order to advance this programme, we then prove a series of relations between infinitesimal properties of the map $\varphi$ and those of its twistor lift $\psi$, obtaining *first-order* analogues of twistorial constructions; thus, providing a unified twistorial framework for the results in [32] and [33].
Chapter I

Twistor spaces

In this chapter, we define a new notion of twistor space $\Sigma^+ V$ for an orientable vector bundle $V$ of even rank over a manifold $M$. This generalizes the usual notion of twistor space over a Riemannian manifold where $V = TM$ and will become quite useful in Chapters III and V. In Section I.5.4 we shall see under what circumstances we can give $\Sigma^+ V$ the structure of a holomorphic bundle over a complex manifold $M$ and the importance of the Koszul-Malgrange Theorem. We also take the opportunity to generalize this theorem into a “time-dependent” version, that will come into play when we study variations of harmonic maps in Chapter V.

Throughout this and subsequent chapters, all vector spaces are assumed to be finite-dimensional. We shall also use the following standard notation: if $E$ is an oriented Euclidean vector space and $J$ a *Hermitian structure* on $E$ (Definition I.1.1):
The following definitions and results are standard in the literature (e.g. [6], [12], [29], [42]).

**Definition I.1.1 (Hermitian structure on a vector space).** Let $E$ be a real vector space. A complex structure on $E$ is a linear map $J : E \to E$ such that $J^2 = -\text{Id}$. If $E$ is a Euclidean vector space, we call a complex structure $J$ Hermitian if it is compatible with the complexified metric $\langle \cdot, \cdot \rangle$ on $E$. Then we can define $\langle \lambda^\top(u), v \rangle = \langle u, \lambda(v) \rangle$ for $\lambda \in \mathcal{L}(E, W)$ and obtain the above groups. When $W = \mathbb{C}^k \simeq \mathbb{R}^k \otimes \mathbb{C}$ we shall use the more usual notation $\text{GL}(\mathbb{C}, k)$ instead of $\text{GL}(\mathbb{C}, \mathbb{C}^k)$, and similarly for the other standard groups.

I.1 Hermitian structures on a vector space

When $W$ is a complex vector space, we shall add the prefix $\mathbb{C}$ to indicate that we are dealing with complex-linear maps, thus obtaining the usual groups $\text{GL}(\mathbb{C}, W)$, $O(\mathbb{C}, W)$, $SO(\mathbb{C}, W)$, etc. To be more precise, any complex vector space $W$ that we shall be dealing with will be the complexification of some Euclidean vector space $E$, i.e., $W = E^\mathbb{C} = E \otimes \mathbb{C}$. Hence, on $W$, we have the complex bilinear extension of the Euclidean metric $\langle \cdot, \cdot \rangle$ on $E$ (the complexified metric, that we still denote by $\langle \cdot, \cdot \rangle$). Then we can define $\langle \lambda^\top(u), v \rangle = \langle u, \lambda(v) \rangle$ for $\lambda \in \mathcal{L}(E, W)$ and obtain the above groups. When $W = \mathbb{C}^k \simeq \mathbb{R}^k \otimes \mathbb{C}$ we shall use the more usual notation $\text{GL}(\mathbb{C}, k)$ instead of $\text{GL}(\mathbb{C}, \mathbb{C}^k)$, and similarly for the other standard groups.
Hermitian structures on a vector space

The Euclidean metric:

\[ <Ju, Jv> = <u, v>, \quad \forall u, v \in E. \quad (I.1.1) \]

We shall represent the set of Hermitian structures on \( E \) by \( \Sigma E \).

It is easy to see that if \( E \) is a real vector space which admits an almost complex structure \( J \), then \( E \) admits the structure of a complex vector space, by defining \( i.u = Ju \) for \( u \in E \). In particular, it is easy to see that if we consider a basis \( \{e_1, ..., e_k\} \in E \) for \( E \) as a complex vector space, then \( \{e_1, Je_1, ..., e_k, Je_k\} \) is a basis for \( E \) as a real vector space. Hence \( E \) must have even real dimension. Two bases of \( E \) of the form \( \{e_1, Je_1, ..., e_k, Je_k\} \) always differ by a matrix of positive determinant. Consequently, we can define an orientation on \( E \) by declaring \( \{e_1, Je_1, ..., e_k, Je_k\} \) to be positive; we call this orientation the natural orientation induced by the almost complex structure \( J \) on the vector space \( E \). If \( J \) is some complex structure on \( E \), it has two and only two eigenvalues (as a linear isomorphism on \( E^\mathbb{C} \)), namely \( i \) and \( -i \); their corresponding eigenspaces will be denoted by \( E^{10} \) and \( E^{01} \), respectively, so that we have the decomposition

\[
E^\mathbb{C} = E^{10} \oplus E^{01}, \quad E^{10} = \{u - iJu \in E^\mathbb{C} : u \in E\}, \quad E^{01} = \{u + iJu \in E^\mathbb{C} : u \in E\}.
\]

Finally, if \( J \) is a Hermitian structure on \( E \), it is easy to prove the existence of an orthonormal basis \( \{e_1, Je_1, ..., e_k, Je_k\} \) for \( E \) (e.g., [29], Vol 2, Proposition 1.8).

**Definition I.1.2 (Positive Hermitian structure on a vector space).** Let \( J \) be a Hermitian structure on an oriented Euclidean space \( E \). We say that \( J \) is positive if the natural orientation it induces on \( E \) is the orientation of \( E \). Equivalently, \( J \) is positive if and only if there is a positive basis of the form \( \{e_1, Je_1, ..., e_k, Je_k\} \). The set of all positive Hermitian structures on an oriented Euclidean space will be represented by \( \Sigma^+ E \). Similarly we can define \( \Sigma^- E \); clearly, if \( \tilde{E} \) represents \( E \) with the opposite orientation, \( \Sigma^+ \tilde{E} = \Sigma^- E \).

Now, \( SO(E) \) acts on \( \Sigma^+ E \) by the formula

\[
SO(E) \times \Sigma^+ E \rightarrow \Sigma^+ E
\]

\[
(S \cdot J) \rightarrow S \cdot J = S \circ J \circ S^{-1}.
\]

(I.1.2)
It is easy to check that this is indeed a well-defined transitive action with isotropy subgroup at an element $J \in \Sigma^+ E$ given by
\[
U_J(E) = \{ S \in \text{SO}(E) : S \cdot J = J \cdot S \}. \tag{I.1.3}
\]
It is clear that $U_J(E)$ is a closed subgroup of $\text{SO}(E)$ so that $\Sigma^+ E$ has the unique differentiable structure such that this action is smooth (e.g., [6]). On the other hand, since the action (I.1.2) admits a smooth extension to an open set of $\mathcal{L}(E, E)$ and $\text{SO}(E)$ is compact, $\Sigma^+ E$ is a submanifold of $\mathcal{L}(E, E)$.

Fix $J \in \Sigma^+ E$ and consider $U_J(E)$ as well as the involution $\sigma$ defined by
\[
\sigma : \text{SO}(E) \to \text{SO}(E) \quad S \to J \circ S \circ J^{-1} \quad (= -J \circ S \circ J). \tag{I.1.4}
\]
Then, $(\text{SO}(E), U_J(E), \sigma)$ is a symmetric space (see, for example, [29], Vol. 2 Ch. XI for standard notation and terminology) and it gives rise to a symmetric Lie algebra, $(\mathfrak{so}(E), u_J(E), \sigma^*)$ where $\sigma^* = d\sigma_{\text{Id}}$. Let $m_J(E)$ denote the eigenspace of $\mathfrak{so}(E)$ associated to the eigenvalue $-1$ of $\sigma^*$:
\[
m_J(E) = \{ \lambda \in \mathfrak{so}(E) : \sigma^*(\lambda) = -\lambda \} = \{ \lambda \in \mathfrak{so}(E) : \lambda \circ J = -J \circ \lambda \};
\]
then, $\mathfrak{so}(E) = u_J(E) \oplus m_J(E)$. We can now define a complex structure on $m_J(E)$ (see, e.g., [6] Ch. 7 or [12]):

**Definition I.1.3 (Complex structure on $m_J(E)$).** We can define a complex structure $\mathcal{J}^\mathcal{V}$ on $m_J(E)$ by
\[
\mathcal{J}^\mathcal{V} : m_J \to m_J \\
\lambda \to \mathcal{J}^\mathcal{V}(\lambda) = J \circ \lambda \quad (= -\lambda \circ J). \tag{I.1.5}
\]

With the (unique) differentiable structure that makes the action (I.1.2) smooth, $\Sigma^+ E$ is a submanifold of $\mathcal{L}(E, E)$. Choose $J \in \Sigma^+ E$ and consider the smooth submersion $R_J : \text{SO}(E) \to \Sigma^+ E$ obtained by the right action of $J$, $R_J(S) = S \cdot J = S \circ J \circ S^{-1}$. Clearly, $R_J(\text{Id}) = J$ and $dR_{J_{\text{Id}}} : T_{\text{Id}}\text{SO}(E) = \mathfrak{so}(E) \to T_J \Sigma^+ E$ is a surjective map. Hence, $T_J \Sigma^+ E = \{ \lambda \in \mathcal{L}(E, E) : \exists \beta \in \mathfrak{so}(V) \text{ with } dR_{J_{\text{Id}}} (\beta) = \lambda \}$. Now, as $dR_{J_{\text{Id}}} (\beta) = \beta J -$.
I.1 Hermitian structures on a vector space

Consider $J\beta$, we can rewrite $T_J \Sigma^+ E$ as the set $\{\lambda \in \mathcal{L}(E, E) : \exists \beta \in \mathfrak{so}(E) \text{ with } \beta J - J\beta = \lambda\}$. Finally, it is easy to check that this set is nothing but $m_J(E)$ and therefore

$$T_J \Sigma^+ E = m_J(E). \tag{I.1.6}$$

As a consequence, from Definition [I.1.3] we conclude that $\Sigma^+ E$ is an almost complex manifold. We shall see in the next section that $\Sigma^+ E$ is, indeed, a complex manifold and that this complex structure can be given in a different way.

I.1.1 $\Sigma^+ E$ as the complex manifold $G^+_{iso}(E^\mathbb{C})$

Let $(E, <, >)$ be an oriented even-dimensional Euclidean vector space with (real) dimension $2k$. Consider its complexification $E^\mathbb{C}$, equipped with the complexified metric. Given a complex linear subspace $F \subseteq E^\mathbb{C}$, we shall say that $F$ is isotropic if $< F, F >= 0$; i.e., $< u, v >= 0$ for every pair of vectors $u, v \in F$. We now wish to introduce the notion of positive isotropic subspace. We start by noticing that to each $k$-dimensional isotropic linear subspace on $E^\mathbb{C}$ corresponds one and only one Hermitian structure $J$ (the induced Hermitian structure) on $E$ such that $F$ is the corresponding $(1, 0)$-subspace. Explicitly, to each $J$ in $\Sigma E$ we make correspond the isotropic $k$-dimensional subspace in $E^\mathbb{C}$ given by $E^{10}$ and, conversely, given an isotropic $k$-dimensional subspace $F$ in $E^\mathbb{C}$, we define $J^C$ as acting as $i$ on $F$ and $-i$ on its conjugate $\overline{F} := \{\overline{u} \in E^\mathbb{C} : u \in F\}$. It is easy to check that $J^C$ preserves $E$ and has $F$ as its associated $(1, 0)$-subspace. Hence, we can now define an isotropic $k$-dimensional complex linear subspace $F$ in $E^\mathbb{C}$ as being positive if the induced Hermitian structure $J_F$ is positive. Therefore, we can construct the Grassmannian of the $k$-dimensional positive isotropic subspaces on $E^\mathbb{C}$,

$$G^+_{iso}(E^\mathbb{C}) := \{F \subseteq E^\mathbb{C}, F \text{ isotropic } k\text{-dimensional positive subspace}\},$$

which, by its very definition and the preceding discussion, can be identified with the set $\Sigma^+ E$ of all positive Hermitian structures on $E$. We now wish to introduce on this set a

\textit{We can also give $\Sigma^+ E$ an almost complex structure: just consider $\Sigma^- E$ as $\Sigma^+ \tilde{E}$ where $\tilde{E}$ is the Euclidean space $E$ with the opposite orientation.}
complex structure (and not just an almost complex structure as previously). We can do so by showing that there is a left transitive action of a complex Lie group which has a complex Lie subgroup as isotropy subgroup, as follows:

**Theorem I.1.4** \((G^+_\text{iso}(E^C)\) as a complex manifold). Let \(G^+_\text{iso}(E^C)\) be defined as above. Consider the complex Lie group \(\text{SO}(\mathbb{C}, E^C)\) and the map

\[
\text{SO}(\mathbb{C}, E^C) \times G^+_\text{iso}(E^C) \to G^+_\text{iso}(E^C) \\
(\lambda, F) \mapsto \lambda(F).
\]

(I.1.7)

This is a well-defined transitive left action of the group \(\text{SO}(\mathbb{C}, E^C)\) on the set \(G^+_\text{iso}(E^C)\). Moreover, its isotropy group is a complex Lie subgroup of \(\text{SO}(\mathbb{C}, E^C)\). In particular, \(G^+_\text{iso}(E^C)\) is a complex manifold, whose differentiable (holomorphic) structure is the only one for which the action (I.1.7) is holomorphic.

See Section A.1 for the proof of this theorem and some more details. The transitivity of the above action (I.1.7) follows from that of \(\text{SO}(E)\) on \(G^+_\text{iso}(E^C)\); therefore, we could have defined a left transitive action \(\text{SO}(E)\) on \(G^+_\text{iso}(E^C)\) by the same expression. For this action, the isotropy group at \(F \in G^+_\text{iso}(E^C)\) would be \(U_J(E)\), where \(J\) is the complex structure induced by \(F\). In particular, as \(\text{SO}(E)\) is a (real) Lie subgroup of \(\text{SO}(\mathbb{C}, E^C)\), we deduce that the underlying differentiable structure on \(G^+_\text{iso}(E^C)\) makes the identification \(\Sigma^+ E \leftrightarrow G^+_\text{iso}(E^C)\) smooth. The following proposition shows that this identification is anti-holomorphic for the almost complex structure introduced on \(\Sigma^+ E\) via (I.1.5) and (I.1.6) and the complex structure on \(G^+_\text{iso}(E^C)\) given by the above Theorem I.1.4. For the following, see also [12], p. 22:

**Proposition I.1.5** \((G^+_\text{iso}(E^C)\) and \(\Sigma^+ E\)). Take \(\Sigma^+ E\) with the almost complex structure introduced via (I.1.5) and (I.1.6). \(G^+_\text{iso}(E^C)\) with the (almost) complex structure in Theorem I.1.4. Let \(\eta : \Sigma^+ E \to G^+_\text{iso}(E^C)\) be the identification map that to each complex structure \(J\) makes correspond \(E^{10}\). Then, not only is \(\eta\) smooth (as in the

\[\text{Notice that we could do an analogous construction for \(\Sigma E\) instead of \(\Sigma^+ E\): in this case, we should drop the condition “\(F\) is positive” and consider the Grassmannian \(G_{\text{iso}}(E^C)\) of isotropic \(k\)-dimensional subspaces instead of \(G^+_\text{iso}(E^C)\).}]}
I.1 Hermitian structures on a vector space

previous discussion) but it is anti-holomorphic. In other words, both these almost complex structures are integrable and conjugates of each other.

Proof. Since the constructions are independent of choice of basis, by fixing an orthonormal positive basis for \( E \) and identifying \( E \) with \( \mathbb{R}^{2k} \), we can reduce to the case \( \Sigma^+ \mathbb{R}^{2k} \). Now, all we have to prove is that for any holomorphic map \( f : \mathcal{U} \subseteq \mathbb{C} \to \mathcal{G}^{iso}_{+}(\mathbb{C}^{2k}) \) the corresponding map \( J_f \) to \( \Sigma^+ \mathbb{R}^{2k} \) is anti-holomorphic for the structure defined via (I.1.5) and (I.1.6). Now, \( f \) is holomorphic if and only if it has a holomorphic lift (also denoted by \( f \)) to \( \text{SO}(\mathbb{C}, 2k) \subseteq \mathcal{L}(\mathbb{C}, 2k) \). As \( \mathcal{L}(\mathbb{C}, 2k) \) is a complex vector space, holomorphicity of \( f \) is equivalent to the Cauchy-Riemann equations:

\[
\begin{cases}
\partial_x \text{Re } f = \partial_y \text{Im } f \\
\partial_y \text{Re } f = -\partial_x \text{Im } f,
\end{cases}
\]

where \( f = \text{Re } f + i \text{Im } f \in \mathcal{L}(\mathbb{C}, 2k) \) with \( \text{Re } f, \text{Im } f \in \mathcal{L}(\mathbb{R}, 2k) \) and \( z = x + iy \in \mathbb{C} \). On the other hand, given the map \( f : z \to f(z) \in \text{SO}(\mathbb{C}, 2k) \) and assuming for simplicity that \( f(0) = \text{Id} \), the induced map to \( \mathcal{G}^{iso}_{+}(\mathbb{C}^{2k}) \) is precisely \( f(z) F_0 \), where \( F_0 = \text{span}\{e_{2i-1} - ie_{2i}\}_{i=1,...,k} \) so that \( f(z) F_0 = \text{span}\{f(z)e_{2i-1} - if(z)e_{2i}\}_{i=1,...,k} = \text{span}\{\text{Re } f(z)e_{2i-1} + \text{Im } f(z)e_{2i} - i(\text{Re } f(z)e_{2i} - \text{Im } f(z)e_{2i-1})\}_{i=1,...,k} \) and therefore \( J_f : \mathcal{U} \subseteq \mathbb{C} \to \Sigma^+ \mathbb{R}^{2k} \) is given by \( J_f(\text{Re } fe_{2i-1} + \text{Im } fe_{2i}) = \text{Re } fe_{2i} - \text{Im } fe_{2i-1} \), as \( T_{J_f(z)}^{10} \mathbb{R}^{2k} = f(z) F_0 \). Equivalently, letting \( \cdot \) denote the usual matrix multiplication in \( \mathcal{L}(\mathbb{R}, 2k) \), \( J_f \) is determined by the conditions

\[
\begin{cases}
J_f \cdot \text{Re } fe_{2i-1} = -\text{Im } fe_{2i-1} \\
J_f \cdot \text{Im } fe_{2i} = \text{Re } fe_{2i}
\end{cases}
\]

which are equivalent to \( J_f \cdot \text{Re } f = -\text{Im } f \). Applying the derivatives \( \partial_x \) and \( \partial_y \) yields

\[
\begin{cases}
\partial_x J_f \cdot \text{Re } f + J_f \cdot \partial_x \text{Re } f = -\partial_x \text{Im } f \\
\partial_y J_f \cdot \text{Re } f + J_f \cdot \partial_y \text{Re } f = -\partial_y \text{Im } f.
\end{cases}
\]

\(^4 F_0 \) is the \((1,0)\)-subspace associated with the canonical complex structure \( J_0 \) of \( \mathbb{R}^{2k} \) defined by \( J_0 e_{2i-1} = e_{2i}, i = 1, ..., k \).
Applying $J_f$ to both sides of the first equation and using \((\text{I.1.8})\) on the second identity gives

$$
\begin{align*}
J_f \cdot \partial_x J_f \cdot \Re f &= \partial_x \Re f - J_f \partial_x \Im f \\
\partial_y J_f \cdot \Re f &= J_f \cdot \partial_x \Im f - \partial_x \Re f
\end{align*}
$$

and using the second equation to simplify the first as well as the fact that $\Re f(0) = \Id$ (so that $\Re f$ is invertible near the origin) yields

$$
J_f \cdot \partial_x J_f \cdot \Re f = -\partial_y J_f \cdot \Re f \Rightarrow J_f \cdot \partial_x J_f = -\partial_y J_f.
$$

Hence, $\text{d}J_f(\partial_y) = \text{d}J_f(J_R^2 \partial_x) = -J_f \text{d}J_f(\partial_x) = -J^V \text{d}J_f(\partial_x)$ by \((\text{I.1.5})\), proving that $J_f$ is anti-holomorphic for the complex structure introduced via \((\text{I.1.5})\) and \((\text{I.1.6})\) and thus concluding our proof.

### I.2 Fundamental 2-form on vector bundles

Let $(M, g, J)$ be an almost Hermitian manifold, thus $J_x \in \Sigma T_x M$ and the assignment $x \rightarrow J_x$ is smooth as a section of the bundle $\mathcal{L}(TM, TM)$. Then we have the usual fundamental 2-form (or Kähler form) $\omega$ associated with $J$:

$$
\omega(X, Y) := g(JX, Y), \ X, Y \in \Gamma(TM).
$$

In a more general context, consider an (orientable even-dimensional) vector bundle $V$ over a manifold $M$ (not necessarily equipped with an almost complex structure for now); let $V$ be equipped with a metric $g_V$ and a compatible linear connection, $\nabla^V$, in the sense that $\nabla^V g_V = 0$; i.e.,

$$
X(g_V(U, W)) = g(\nabla^V_X U, W) + g_V(U, \nabla^V_X W), \ \forall X \in \Gamma(TM), U, W \in \Gamma(V)
$$

(such a vector bundle $(V, g_V, \nabla^V)$ will be called a Riemannian vector bundle as in, for example, \([14]\)). Moreover, assume that $V$ is equipped with an almost Hermitian structure $J_V$. In other words, $J_{V_x} : V_x \rightarrow V_x$ with $J_{V_x}^2 = -\Id_{V_x}$, $J_{V_x}$ compatible with the metric $g_{V_x}$ and, of course, $J$ is a smooth section of $\mathcal{L}(V, V)$. We shall call such a vector bundle
(V, g_V, ∇^V, J_V) an almost Hermitian vector bundle. On such a vector bundle, we also have a fundamental 2-form defined by
\[ \omega_V(U, W) = g_V(J_V U, W), \quad \forall U, W \in \Gamma(V). \] (I.2.3)

As in the usual case when V = TM we also have a natural splitting of the bundle V^C into (1, 0) and (0, 1)-subspaces,
\[ V^C = V^{10} \oplus V^{01}, \]
where V^{10} (respectively V^{01}) is the eigenspace associated to the eigenvalue i (respectively −i) of J_V.

We establish the following result, which is known for the case V = TM ([42], Lemma 1.1):

**Lemma I.2.1.** Let (V, g_V, ∇^V, J_V) be an almost Hermitian vector bundle over the Riemannian manifold (M, g). Then, for all X \in Γ(TM), U^{10}, W^{10} \in Γ(V^{10}) and W^{01} \in Γ(V^{01}),
\[ (\nabla_X \omega_V)(U^{10}, W^{10}) = 2i g_V(\nabla_X^V U^{10}, W^{10}) \text{ and} \]
\[ (\nabla_X \omega_V)(U^{10}, W^{01}) = 0, \] (I.2.4)
where the connection ∇^V, the metric g_V and the fundamental 2-form ω_V are just the complex bilinear extensions of the given ones on V.

The same result holds if we allow X \in Γ(T^C M) and then the first equation will easily lead to
\[ (\nabla_X \omega_V)(U^{01}, W^{01}) = -2i g_V(\nabla_X^V U^{01}, W^{01}), \] (I.2.6)
for X \in Γ(T^C M), U^{01}, W^{01} \in Γ(V^{01}). In particular, we deduce Salamon’s Lemma 1.1 in [42] when V is just the usual tangent bundle over an almost Hermitian manifold, expressed in terms of forms (instead of using what he calls “fundamental 2-vectors”). Notice, moreover, that the preceding identities are tensorial. For instance, identity (I.2.4) can be written as
\[ (\nabla_X \omega_V)(U^{10}, W^{10}) = 2i g_V(\nabla_X^V U^{10}, W^{10}), \quad \forall x \in M, X \in T_x M, U^{10}, W^{10} \in V_x^{10}. \]
The left-hand side of each equation is tensorial. For the right-hand side, we can directly check its tensoriality using again the fact that $g_V(V^{10}, V^{10}) = 0$ (or the $(0, 1)$-analogue):

\[
g_V(\nabla_X(fU^{10}), W^{10}) = g_V(X(f)U^{10}, W^{10}) + fg_V(\nabla_X U^{10}, W^{10}) = f g_V(\nabla_X U^{10}, W^{10}),
\]

for all smooth functions $f$ (locally) defined on $M$.

**Proof of Lemma I.2.1.** We have

\[
(\nabla_X \omega_V)(U^{10}, W^{10}) = X(\omega_V(U^{10}, W^{10})) - \omega_V(\nabla_X U^{10}, W^{10}) - \omega_V(U^{10}, \nabla_X W^{10})
\]

\[
= X(g_V(J_V U^{10}, W^{10})) - g_V(J \nabla_X U^{10}, W^{10}) - g_V(J U^{10}, \nabla_X W^{10})
\]

\[
= X(i g_V(U^{10}, W^{10})) + g_V(\nabla_X U^{10}, JW^{10}) - i g_V(U^{10}, \nabla_X W^{10})
\]

\[
= i X(g_V(U^{10}, W^{10})) + i g_V(\nabla_X U^{10}, W^{10}) - i g_V(U^{10}, \nabla_X W^{10})
\]

\[
= 2 i g_V(\nabla_X U^{10}, W^{10}),
\]

as desired. For the other two equations (I.2.5) and (I.2.6) the arguments are similar.  

A useful way of stating the last lemma is the following: consider $V^{10}$ and its dual, $V^{10*}$; $V^{10*}_x$ is the set of $\mathbb{C}$-valued linear maps from $V^{10}_x$ or, if we prefer, the set of $\mathbb{C}$-valued linear maps from $V^{10}_x$ that vanish on every vector of $V^{01}_x$. Define $V^{01*}$ in an analogous fashion. Now, take $V^{20*}$ as given by

\[
V^{20*} := \{ \lambda : V^C \times V^C \rightarrow \mathbb{C}, \text{bilinear and skew-symmetric}, \lambda(V^{01}, V^{01}) = 0 \}
\]

\[
\simeq \{ \lambda : V^{10} \times V^{10} \rightarrow \mathbb{C}, \text{bilinear and skew-symmetric} \}.
\]

Analogously,

\[
V^{02*} := \{ \lambda : V^C \times V^C \rightarrow \mathbb{C}, \text{bilinear and skew-symmetric}, \lambda(V^{10}, V^{10}) = 0 \}
\]

\[
\simeq \{ \lambda : V^{01} \times V^{01} \rightarrow \mathbb{C}, \text{bilinear and skew-symmetric} \}
\]

\[
\text{and}
\]

\[
V^{11*} := \begin{cases} 
\lambda : V^C \times V^C \rightarrow \mathbb{C}, \text{bilinear and skew-symmetric, } \\
\lambda(V^{01}, V^{01}) = \lambda(V^{10}, V^{10}) = 0
\end{cases}.
\]

Then $\Lambda^2(\mathbb{C})$ can be decomposed into the direct sum

\[
\Lambda^2(\mathbb{C}) = V^{20*} \oplus V^{11*} \oplus V^{02*}
\]

and, since $\omega_V$ is skew-symmetric, so is $\nabla_X \omega_V$. Lemma I.2.1 states that $\nabla_X \omega_V \in V^{20*} \oplus V^{02*}$ and that its $(2, 0)$ and $(0, 2)$-parts are given respectively by (I.2.4) and (I.2.6).
To proceed further, assume now that the base manifold also has an almost Hermitian structure. Then, not only $V^C$ can be split into its $(1,0)$ and $(0,1)$-parts, but the same happens to $T^C M$. In particular we can write, for any vector fields $X \in \Gamma(T^C M)$, $U$, $W \in \Gamma(V^C)$, denoting by $X^{10}$ the $(1,0)$-part of $X$ in $T^C M$, $U^{10}$ the $(1,0)$-part of $U$ in $V^C$, etc.

(again, for any vectors at a point, with the same argument as after Lemma I.2.1):

$$\begin{align*}
(\nabla_X \omega)(U, W) &= d_1^1 \omega(X, U, W) + d_2^2 \omega(X, U, W) + d_1^1 \omega(X, U, W) + d_2^2 \omega(X, U, W) \\
&= d_1 \omega(X, U, W) + d_2 \omega(X, U, W),
\end{align*}$$

(I.2.7)

where

$$
\begin{align*}
d_1 \omega(X, U, W) &= (\nabla_X^{10} \omega)(U^{10}, W^{10}), \\
d_2 \omega(X, U, W) &= (\nabla_X^{10} \omega)(U^{01}, W^{01}), \\
d_1^1 \omega(X, U, W) &= (\nabla_X^{10} \omega)(U^{10}, W^{01}), \\
d_2^2 \omega(X, U, W) &= (\nabla_X^{10} \omega)(U^{10}, W^{10})
\end{align*}
$$

and $d_1 \omega = d_1^1 \omega + d_2^1 \omega$, $d_2 \omega = d_1^2 \omega + d_2^2 \omega$. Equation (I.2.7) is valid since all the other parts vanish, in virtue of (I.2.5). We then have the following lemma, which is known for the case $V = TM$ (42, Lemma 1.2):

**Lemma I.2.2.** Let $(M, J^M, V, g_V, \nabla^V, J_V)$ be as before. Then,

$$
d_1 \omega = 0 \iff \nabla^V_{T^{10} M} V^{10} \subseteq V^{10} \quad \text{and} \quad \nabla^V_{T^{01} M} V^{10} \subseteq V^{10}. \tag{I.2.8}
$$

Moreover, these identities are valid pointwise on $M$:

$$
d_1 \omega(x) = 0 \iff \nabla^V_{X^{10}} U^{10} \subseteq V^{10}_x, \quad \forall U^{10} \in \Gamma(V^{10}) \quad \text{and} \quad \nabla^V_{X^{01}} U^{10} \subseteq V^{10}_x, \quad \forall U^{10} \in \Gamma(V^{10}). \tag{I.2.10}
$$

$$
d_2 \omega(x) = 0 \iff \nabla^V_{X^{10}} U^{10} \subseteq V^{10}_x, \quad \forall U^{10} \in \Gamma(V^{10}) \quad \text{and} \quad \nabla^V_{X^{10}} U^{10} \subseteq V^{10}_x, \quad \forall U^{10} \in \Gamma(V^{10}) \tag{I.2.11}
$$

**Proof.** Let us start by proving (I.2.8):

Let us prove $d_1^1 \omega = 0 \iff d_2^1 \omega = 0 \iff d_1 \omega = 0$. We have $d_1 \omega = 0$ if and only if both $d_1^1 \omega$ and $d_2^1 \omega$ vanish, since $d_1^1 \omega$ and $d_2^1 \omega$ are just the different components of $d_1 \omega$. On the other hand,

$$
d_1^1 \omega = 0 \iff (\nabla_X^{10} \omega)(U^{10}, W^{10}) = 0 \iff (\nabla_X^{10} \omega)(U^{10}, W^{10}) = 0 \iff (\nabla_X^{10} \omega)(U^{10}, W^{10}) = 0 \iff (\nabla_X^{10} \omega)(U^{01}, W^{01}) = 0 \iff (\nabla_X^{10} \omega)(U^{01}, W^{01}) = 0 \iff d_2^1 \omega = 0.
$$

5We could also write (I.2.9) as $d_2 \omega = 0 \iff \nabla^V_{T^{10} M} V^{01} \subseteq V^{01}$. 


Now, we have $d_1 \omega = 0$ if and only if $d_1^1 \omega = 0$; equivalently, using (1.2.4), if and only if $g_V(\nabla_{X^{10}} U^{10}, W^{10}) = 0$, the latter condition being equivalent to the requirement $\nabla_{X^{10}} U^{10} \in V^{10}$, concluding the proof of (1.2.8).

To prove the second identity (1.2.9), we apply similar arguments, now using (1.2.6). Finally, the fact that these identities are valid pointwise on $M$ is easy to check. 

\section{I.3 Types of almost Hermitian manifolds}

We shall need in the sequel the definition and characterization of the following types of almost Hermitian manifolds (see, e.g., [6], [42]):

**Definition I.3.1 (Types of almost Hermitian manifolds).** Let $(M, g, J)$ be an almost Hermitian manifold. Then, $M$ is said to be

(i) **Hermitian** if $J$ is integrable; i.e., if and only if there is a complex structure on $M$ with $J$ as the induced almost complex structure;

(ii) $(1, 2)$-symplectic if $\nabla_{Z^{01}} Y^{10} \in \Gamma(T^{10} M)$, for every $Z^{01} \in \Gamma(T^{01} M)$, $Y^{10} \in \Gamma(T^{10} M)$ (see [6], p. 251).

(iii) **Cosymplectic** if trace $\nabla J = 0$. In other words, if $\{X_i\}$ is an orthonormal basis for $T_x M$, then $\sum_i (\nabla_{X_i} J) X_i = 0$.

Let us recall the following properties of almost Hermitian manifolds (see [29], [42]):

**Proposition I.3.2 (Properties of almost Hermitian manifolds).** Let $(M, g, J)$ be as before. Then:

(i) the following conditions are equivalent.

---

6If we consider only $(M, J)$ with $J$ integrable then, as usual, $(M, J)$ is said to be a complex manifold. When $M$ is a complex manifold, the induced complex structure $J$ on $M$ is defined by $J \partial_{x_i} = \partial_{y_i}$, where $z = (x_1 + iy_1, ..., x_m + iy_m)$ is a complex chart for $M$. 

I.3 Types of almost Hermitian manifolds

(i) $M$ is Hermitian

(ii) The Nijenhuis tensor $\mathcal{N}$ associated with $J$ vanishes, where

$$\mathcal{N}(X, Y) := [X, Y] + J[JX, Y] + J[X, JY] - [JX, JY]. \quad (I.3.1)$$

(iii) The bundle $T^{10}M$ is closed under the Lie bracket: $[T^{10}M, T^{10}M] \subseteq T^{10}M$. 

(ii) $M$ is $(1, 2)$-symplectic if and only if $(d\omega)^{12} = 0$, where $(d\omega)^{12}$ denotes the $(1, 2)$-part of $d\omega$ given by

$$(d\omega)^{12}(X^{10}, Y^{01}, Z^{01}) = (\nabla_{X^{10}}\omega)(Y^{01}, Z^{01}) - (\nabla_{Y^{01}}\omega)(X^{10}, Z^{01}) + (\nabla_{Z^{01}}\omega)(X^{10}, Y^{01}).$$

(iii) Every $(1, 2)$-symplectic manifold is cosymplectic.

Proof. The equivalence between (i) and (ii) is the well-known Newlander-Nirenberg theorem ([38]; see also [29]). As for the equivalence between (i) and (iii): $\mathcal{N} = 0$ if and only if $\langle \mathcal{N}(X, Y), Z \rangle = 0$ for all $X, Y, Z$ in $\Gamma(TM)$. But

$$\langle [X - iJX, Y - iJY], Z - iJZ \rangle = \langle \mathcal{N}(X, Y), Z \rangle - i \langle \mathcal{N}(X, Y), JZ \rangle.$$

Hence, $\mathcal{N} = 0$ if and only if $[T^{10}M, T^{10}M] \subseteq T^{10}M$ and, conversely, $[T^{10}M, T^{10}M] \subseteq T^{10}M \Rightarrow 0 = \Re \langle [X - iJX, Y - iJY], Z - iJZ \rangle = \langle \mathcal{N}(X, Y), Z \rangle \Rightarrow \mathcal{N} = 0$, as wanted. The proof of (ii) is a direct consequence of (I.2.9) and (I.3.4) (see next lemma):

$$(d\omega)^{12} = 0 \text{ if and only if } d^2\omega = 0 \text{ if and only if } \nabla_{T^{01}M}T^{10}M \subseteq T^{10}M.$$

Finally, (iii) follows from the first characterization we gave of $(1, 2)$-symplectic manifolds and from the fact that, on an almost Hermitian manifold $(M, g, J)$,

$$(J \text{ trace } \nabla J)^{01} = 4\left(\sum_j \nabla_{Z_j}Z_j\right)^{01} \quad (I.3.2)$$

where $Z_j = \frac{1}{2}(X_j - iJX_j)$, with $\{X_j, JX_j\}$ an orthonormal frame for $TM$. 

\footnote{We could replace the word “Hermitian” with “complex.”}
Twistor spaces

4 \sum_j (\nabla Z_j Z_j)^{01} = 0 \text{ since } \nabla Z_j Z_j \in T^{10}M \text{ as } M \text{ is } (1, 2)\text{-symplectic. Therefore, } J \text{ trace } \nabla J \text{ lies in } TM \text{ and has vanishing } (0, 1)\text{-part, which by reality implies it must vanish and so must trace } \nabla J, \text{ as desired.}

The following result is proved using forms in [42] (Proposition 1.3); we give a different, more explicit, proof using vector fields:

**Proposition I.3.3.** Let \((M, g, J)\) be an almost Hermitian manifold. Then

\[ d_1\omega = 0 \text{ if and only if } J \text{ is integrable (i.e., } M \text{ is a Hermitian manifold).} \tag{I.3.3} \]

\[ d_2\omega = 0 \text{ if and only if } (d_2\omega)^{12} = 0 \text{ if and only if } \nabla_{T^{01}M} T^{10}M \subseteq T^{10}M \tag{I.3.4} \]

(i.e., \((M, g, J)\) is a \((1, 2)\)-symplectic manifold).

Notice that there is not a version of this lemma for a general vector bundle \(V\), in contrast with Lemmas I.2.1 and I.2.2.

**Proof.** Let us start by proving (I.3.3): by Proposition I.3.2 (i), we know that \(J\) is integrable if and only if \(T^{10}M\) is stable under the Lie bracket. Now, if \(d_1\omega = 0\), using Lemma I.2.2 we know that \(\nabla_{T^{10}M} T^{10}M \subseteq T^{10}M\) which proves the integrability of \(J\). Conversely, if \(J\) is integrable, \(\mathcal{N} = 0\) and consequently \([T^{10}M, T^{10}M] \subseteq T^{10}M\) so that we obtain

\[ 0 = < [X^{10}, Y^{10}], Z^{10} > \]

\[ = < \nabla_{X^{10}Y^{10}} Z^{10} > + Y^{10} < X^{10}, Z^{10} > + < X^{10}, \nabla_{Y^{10}Z^{10}} >. \]

Since < \(X^{10}, Z^{10}> = 0\) and \([Y^{10}, Z^{10}] \in T^{10}M\), we obtain

\[ 0 = < \nabla_{X^{10}Y^{10}} Z^{10} > + < X^{10}, [Y^{10}, Z^{10}] > + \nabla_{Z^{10}} Y^{10} > \]

\[ = < \nabla_{X^{10}Y^{10}} Z^{10} > + Z^{10} < X^{10}, Y^{10} > - < \nabla_{Z^{10}X^{10}}, Y^{10} > \]

\[ = < \nabla_{X^{10}Y^{10}} Z^{10} > - < [Z^{10}, X^{10}] > + \nabla_{X^{10}Z^{10}} Y^{10} > \]

\[ = < \nabla_{X^{10}Y^{10}} Z^{10} > - X^{10} < Z^{10}, Y^{10} > + < Z^{10}, \nabla_{X^{10}Y^{10}} > \]

\[ = 2 < \nabla_{X^{10}Y^{10}} Z^{10} > \]

which implies that \(\nabla_{X^{10}Y^{10}} \in T^{10}M\), as desired. To prove the second statement: from Lemma I.2.2 we know that \(d_2\omega = 0\) if and only if \(\nabla_{T^{01}M} T^{10}M \subseteq T^{10}M\). On the other
hand, using (I.2.5), we know that 
\[
(\nabla_{Y^0_1} \omega)(X^{10}, Z^{01}) = 0
\]
for all \(Y^0_1, Z^{01}\) in \(T^{01}M\), \(X^{10}\) in \(T^{10}M\). Thus,
\[
(d\omega)^{12} = 0 \iff d\omega(X^{10}, Y^{01}, Z^{01}) = 0
\]
\[
\iff (\nabla_{X^{10}} \omega)(Y^{01}, Z^{01}) - (\nabla_{Y^{01}} \omega)(X^{10}, Z^{01}) + (\nabla_{Z^{01}} \omega)(X^{10}, Y^{01}) = 0
\]
\[
\iff d_1\omega = 0 \iff (as \ in \ the \ first \ part \ of \ the \ proof \ of \ Lemma \ [I.2.2]) \ d_2\omega = 0,
\]
concluding our proof. \(\square\)

As a consequence of the two previous results, we get the diagram (I.2)

I.4 The bundle \(\Sigma^+ M\)

If \((M, g)\) is an oriented even-dimensional Riemannian manifold, for each \(x\) on \(M\) we can set \(E = T_x M\) and proceed as in Section [I.1] to define \(\Sigma^+ T_x M\). We can then consider the total bundle
\[
\Sigma^+ M = SO(M) \times_{SO(2m)} \Sigma^+ \mathbb{R}^{2m} = SO(M) \times_{SO(2m)} SO(2m)/U(2m)
\]
\[
= \{(x, J_x), \ x \in M, \ J_x \in \Sigma^+ T_x M\}
\]
(I.4.1)
whose fibre at \(x\) is precisely \(\Sigma^+ T_x M\) and whose projection map \(\pi : \Sigma^+ M \to M\) is defined by \(\pi(x, J_x) \to x\). This is a subbundle of \(\mathcal{L}(TM, TM)\) and the connection in the latter defines a splitting of \(T\Sigma^+ M\) into its horizontal and vertical parts: taking \(\mathcal{H}(x, J_x)\) as
the set
\[ \mathcal{H}_{(x,J_x)} = \left\{ d\sigma_x(X), \sigma \text{ smooth section of } \Sigma^+ M \wedge \nabla_{X_x} \sigma = 0 \right\} \]
(I.4.2)
and \( \mathcal{V}_{(x,J_x)} \) as the kernel of \( d\pi_{(x,J_x)} \), we have
\[ T_{(x,J_x)} \Sigma^+ = \mathcal{H}_{(x,J_x)} \oplus \mathcal{V}_{(x,J_x)}. \]
(I.4.3)
For this decomposition, \( d\pi_{(x,J_x)} : T_{(x,J_x)} \Sigma^+ M \rightarrow T_x M \) is an isomorphism when restricted to \( \mathcal{H}_{(x,J_x)} \). In particular, we can define a complex structure on \( \mathcal{H}_{(x,J_x)} \) by transporting the almost complex structure \( J_x \) on \( T_x M \):
\[ J^H_{(x,J_x)} = d\pi_{(x,J_x)}|_\mathcal{H} \circ J_x \circ d\pi_{(x,J_x)}|_\mathcal{H}. \]
(I.4.4)
On the other hand, \( \mathcal{V}_{(x,J_x)} \) is the tangent space to the fibre through \( (x, J_x) \) at \( J_x \). Hence, \( \mathcal{V}_{(x,J_x)} \simeq T_{J_x} \Sigma^+ T_x M = m_{J_x}(T_x M) \) has the complex structure \( J^V \) of Definition I.1.3.
We can define two almost complex structures \( J^1 \) and \( J^2 \) on \( T_{(x,J_x)} \Sigma^+ M \):
\[ J^1 = \begin{cases} J^H \text{ on } \mathcal{H} \\ J^V \text{ on } \mathcal{V} \end{cases} \quad \text{and} \quad J^2 = \begin{cases} J^H \text{ on } \mathcal{H} \\ -J^V \text{ on } \mathcal{V} \end{cases}. \]
(I.4.5)
It follows from the above definition that \( \pi \) is a “holomorphic map”, in the sense that
\[ d\pi_{(x,J_x)}(J^a X) = J_x d\pi_{(x,J_x)} X, \quad \forall X \in T\Sigma^+ M, \]
(I.4.6)
as on the horizontal space \( J^a_{(x,J_x)} \) is transported from \( J_x \) via \( \pi \) and \( \mathcal{V}_{(x,J_x)} \) is precisely the kernel of \( d\pi_{(x,J_x)} \).
An almost Hermitian manifold \( (M, g, J) \) is thus a Riemannian manifold \( (M, g) \) equipped with a smooth section \( J \) of the bundle \( \mathcal{L}(TM, TM) \) with \( J^2 = -Id \) and \( J_x \) positive at each \( x \) on \( M \). To each such \( J \) corresponds a section \( \sigma_J \) of the bundle \( \Sigma^+ M \) and we shall refer to the latter as the associated section. Similarly, if \( \sigma \) is a section of \( \Sigma^+ M \), there is a corresponding section \( J_{\sigma} \) of \( \mathcal{L}(TM, TM) \) and we shall call \( J_{\sigma} \) the almost Hermitian structure defined by \( \sigma \).

\[ ^8 \text{Hence, also a smooth section of } \mathcal{L}(TM, TM). \]
If $\sigma_J$ is a section of $\Sigma^+ M$ with associated almost Hermitian structure $J$, identifying $\mathcal{V}_{(x,J_x)}$ with $T_{J_x} \Sigma^+ T_x M$, we have (see e.g. [42], p. 182)

$$
(d \sigma_J X)^\nu = \nabla_X^{(TM,TM)} J.
$$

(I.4.7)

More precisely, given such a section $\sigma_J$,

$$
d \sigma_{J_x}(X_x) = \{d \sigma_{J_x}(X_x) - \nabla_{X_x} J\} \oplus \nabla_{X_x} J \in \mathcal{H} \oplus \mathcal{V}
$$

(I.4.8)

gives the decomposition of $d \sigma_{J_x}(X_x)$ into its horizontal and vertical parts.

**Remark I.4.1.** Another way of defining these structures is the following: consider the usual canonical isomorphism between $\mathcal{L}(TM,TM)$ and $\mathcal{L}^2(TM,\mathbb{R})$ given by the metric, $\tilde{g}_x : \mathcal{L}(T_x M, T_x M) \to \mathcal{L}(T_x M \times T_x M, \mathbb{R})$.

$$
\lambda_x \to \tilde{g}_x(\lambda_x) : T_x M \times T_x M \to \mathbb{R}.
$$

Then, $\lambda_x \in \mathfrak{so}(T_x M)$ if and only if $\tilde{g}_x(\lambda_x)$ is skew-symmetric and such a $\lambda_x$ lies in $m_{J_x}(T_x M)$ if and only if, considering the complex bilinear extended map $(\tilde{g}_x(\lambda_x))^\mathbb{C}$, we have $(\tilde{g}_x(\lambda_x))^\mathbb{C}(X_x^{10}, Y_x^{01}) = 0$. Equivalently, under the isomorphism $\tilde{g}$,

$$
m_{J_x}(T_x M) \simeq T_x^{20^*} M \oplus T_x^{02^*} M.
$$

(I.4.10)

Hence, we can define $\mathcal{J}^V_{(x,J_x)}$ as acting as $i$ on $T_x^{02^*} M$ and as $-i$ on $T_x^{20^*} M$ and then define $\mathcal{J}^1$ and $\mathcal{J}^2$ just as before. It is easy to check that both definitions agree.

**Remark I.4.2.** Imagine that we have a vector bundle $V$ on an almost Hermitian manifold $M$. We could then introduce two almost complex structures $\mathcal{J}^a$ on $\Sigma^+ V$, defined as before on the vertical spaces but very differently in the horizontal spaces. In fact, we could identify each horizontal space $\mathcal{H}_{(x,J_x)}$ with $T_x M$ but now the only natural almost complex structure is precisely the one from $M$ at $x$, since $J_x \in \Sigma^+ V_x$ is not even defined over $T_x M$. So, we would get an almost complex structure whose horizontal part “does not change along the fibre” and would therefore be in a much more rigid situation. We shall come back to this topic in Section III.1.
I.4.1 Holomorphic sections of $\Sigma^+ M$

The goal of this section is to give a more transparent proof of the following theorem (see [42], Proposition 3.2 for the equivalence between (i) and (ii)):

**Theorem I.4.3** (Holomorphic sections of $\Sigma^+ M$). Let $(M, g)$ be an oriented even-dimensional Riemannian manifold as before and consider its positive twistor bundle, $\Sigma^+ M$. For each local section $\sigma$ of this bundle, the following conditions are equivalent:

(i) $d_{\omega} \omega_\sigma = 0$, where $\omega_\sigma$ is the fundamental 2-form associated with the almost Hermitian structure defined by $\sigma$.

(ii) $\sigma$ is a holomorphic map from $(M, J_\sigma)$ to $(\Sigma^+ M, J^a)$, where $J_\sigma$ is the almost Hermitian structure defined by $\sigma$ on $M$.

(iii) $\sigma$ is a $J^a$-stable map; i.e., $d\sigma(TM)$ is a $J^a$-stable subspace of $T\Sigma^+ M$ (see Definition I.4.4 below).

The proof of this theorem will be done in several steps. Since some of them are important on their own, we shall present them as lemmas. As we already noticed in Remark I.4.2 when we deal with the general case of a vector bundle $V$ over the manifold $M$, there is no “canonical” almost complex structure on $\Sigma^+ V$; however, conditions $d_{\omega} \sigma = 0$ still arise in a very natural way, as we saw in Section I.3. Indeed, we shall see in Chapter III that these last conditions are the correct generalization to bundles $\Sigma^+ V$ of the conditions $J^a$-holomorphicity on the special case $V = TM$. We begin with a definition that will be useful in the sequel:

**Definition I.4.4.** Let $(M, J^M)$ and $(Z, J^Z)$ be two almost complex manifolds. Let $TZ = \mathcal{H} \oplus \mathcal{V}$ be a decomposition of $TZ$ into $J^Z$-stable subbundles; i.e., $J^Z \mathcal{H} \subseteq \mathcal{H}$ and $J^Z \mathcal{V} \subseteq \mathcal{V}$. We shall call such a decomposition into stable subbundles a $(J^Z)$-stable decomposition. Let $\psi : M \to Z$ be a smooth map. We shall say that $\psi$ is $\mathcal{H}$-holomorphic$^9$ equivalently, $J^Z \mathcal{H} = \mathcal{H}$ and $J^Z \mathcal{V} = \mathcal{V}$.
(or \((J^M, J^Z)\)-horizontally holomorphic) if

\[
(\nabla(J^M X))^\mathcal{H} = J^Z (\nabla X)^\mathcal{H}, \quad \forall X \in TM.
\]

Changing \(\mathcal{H}\) to \(\mathcal{V}\) in the above equation gives the definition for “\(\psi\) is \(\mathcal{V}\)-holomorphic” (or \((J^M, J^Z)\)-vertically holomorphic).

A smooth map \(\psi: M \to Z\) is holomorphic if and only if it is both \(\mathcal{H}\) and \(\mathcal{V}\)-holomorphic for some, and so any, stable decomposition \(TZ = \mathcal{H} \oplus \mathcal{V}\). Taking \(Z = \Sigma^+ M\), the decomposition \(T\Sigma^+ M = \mathcal{H} \oplus \mathcal{V}\) is stable for both the almost complex structures \(J^1\) and \(J^2\) on \(\Sigma^+ M\), from their very definition.

**Lemma I.4.5** (Horizontal holomorphicity of any section of \(\Sigma^+ M\)). Let \(\sigma\) be any local section of \(\Sigma^+ M\). Then, \(\sigma\) is always \((J^\sigma, J^a)^\alpha\)-horizontally holomorphic, \(a = 1, 2\), where \(J^\sigma\) is the almost complex structure defined by \(\sigma\) on \(M\) (more precisely, on the open set \(U\) of \(M\) where \(\sigma\) is defined). In other words,

\[
(\nabla(\nabla(J^\sigma X)))^\mathcal{H} = J^{H, \alpha}(\nabla X)^\mathcal{H}, \quad \forall X \in TM, \ a = 1, 2.
\]

**Proof.** Let \(\sigma\) be a smooth section of \(\Sigma^+ M\) and \(x \in M\). Since the horizontal part of \(J^a\) does not depend on \(a = 1, 2\), we can just write \(J^H\). Since \(d\pi^\sigma(x)\) vanishes on the vertical space, we have \(d\pi^\sigma(x)|_H((d\sigma_x X_x)^H) = d\pi^\sigma(x)(d\sigma_x X_x) = d(\pi \circ \sigma)_x X_x = X_x\) for all \(X_x \in T_x M\) so that

\[
(\nabla(J^\sigma X_x))^H = d\pi^\sigma(x)|_H^{-1}(d\pi^\sigma(x)|_H((d\sigma_x X_x)^H)) = d\pi^\sigma(x)|_H^{-1}(J^\sigma_x X_x).
\]

On the other hand,

\[
J^H(d\sigma_x X_x)^H = d\pi^\sigma(x)|_H^{-1}(J^\sigma_x d\pi^\sigma(x)|_H((d\sigma_x X_x)^H)) = d\pi^\sigma(x)|_H^{-1}(J^\sigma_x X_x).
\]

Hence, equation \((\text{I.4.12})\) holds, as desired.

**Lemma I.4.6** (Vertical \(J^a\)-holomorphicity of a section and vanishing of \(d\sigma\)). Let \(\sigma\) be a smooth local section of \(\Sigma^+ M\). Then, \(\sigma\) is \((J^\sigma, J^a)^\alpha\)-vertically holomorphic if and only if
\[ \omega_\sigma = 0, \text{ where } \omega_\sigma \text{ denotes the fundamental 2-form associated with the almost complex structure } J_\sigma; \text{ i.e.,} \]
\[ (d \sigma (J_\sigma X))^\nu = J^{\nu,\alpha} (d \sigma X)^\nu, \quad \forall X \in TM, \quad a = 1, 2. \]  
(I.4.13)

Notice that, using (I.4.5), (I.4.7) and (I.1.5) we can rewrite equation (I.4.13) as
\[ \nabla_{JX} J = (-1)^{a+1} J \nabla_X J, \quad \forall X \in TM, \quad a = 1, 2. \]  
(I.4.14)

**Proof.** Equation (I.4.13) holds if and only if for each \( x \) on \( M \),
\[ (d \sigma_x X^{10})^\nu = (d \sigma_x J_\sigma X^{10})^\nu \in V^{10,\alpha}. \]

On the other hand, we know that \( (d \sigma_x X^{10})^\nu = \nabla_{X^{10}} J_\sigma \) and that under the isomorphism \( \tilde{g} \) in (I.4.9), it will belong to \( V^{10,\alpha} \) if and only if it belongs to \( T_x^{02} M \) (if \( a = 1 \)) or to \( T_x^{20} M \) (if \( a = 2 \)), where the decompositions are relative to the almost Hermitian structure \( J_\sigma \).

Hence, in the case \( a = 1 \) we have
\[ \sigma \text{ is vertically holomorphic if and only if } \tilde{g}((\nabla_{X^{10}} J_\sigma)) \in T_x^{02} M \]
\[ \Leftrightarrow \begin{cases} < (\nabla_{X^{10}} J) Y, Z > = - < (\nabla_{X^{10}} J) Z, Y > \\ < (\nabla_{X^{10}} J) Y^{10}, Z^{01} > = 0 \\ < (\nabla_{X^{10}} J) Y^{10}, Z^{10} > = 0 \end{cases} \quad (A, \text{ always true}) \]
\[ \Leftrightarrow < (\nabla_{X^{10}} J) Y^{10}, Z^{10} >= 0 \Leftrightarrow d_1 \omega_\sigma = 0 \Leftrightarrow d_1 \omega_\sigma = 0, \]
where we have used
\[ < (\nabla_X J) Y, Z > = X < JY, Z > - < JY, \nabla_X Z > - < J \nabla_X Y, Z > = (\nabla_X \omega_J)(Y, Z). \]  
(I.4.15)

Thus, we are left with proving the equations in (A). We could argue that these equations are always true since \( \nabla_X J \) belongs to \( T_x (\Sigma^+ T_x M) \) (see (I.4.10)) or we can just check it directly: as a matter of fact, for all \( X, Y, Z \) in \( \Gamma(T^CM) \),
\[ < (\nabla_X J) Y, Z > = < \nabla_X JY - J \nabla_X Y, Z > = -X < Y, JZ > + < JY, \nabla_X Z > + X < Y, JZ > - < Y, \nabla_X JZ > = - < Y, (\nabla_X J) Z >, \]
\[ < (\nabla_{X^{10}} J) Y^{10}, Z^{01} > = i < \nabla_{X^{10}} Y^{10}, Z^{01} > + < \nabla_{X^{10}} Y^{10}, JZ^{01} > = 0, \]
since \((JZ^{01} = -iZ^{01})\). For the case \(a = 2\), we have

\[
\sigma \text{ is vertically holomorphic if and only if } \hat{g}(\nabla_{X^{10}}J) \in T^{20*}_x M = \begin{cases} <(\nabla_{X^{10}}J)Y, Z > = - <(\nabla_{X^{10}}J)Z, Y > \end{cases} \quad (B, \text{ always true})
\]

\[
\equiv \begin{cases} <(\nabla_{X^{10}}J)Y^{01}, Z^{10} > = 0 \\ <(\nabla_{X^{10}}J)Y^{01}, Z^{01} > = 0 \\ <(\nabla_{X^{10}}J)Y^{01}, Z^{01} > = 0 \equiv d_2^2 \omega = 0 \Rightarrow d_2 \omega = 0.
\]

We can then prove (B) using similar arguments to those used to prove (A), concluding the proof.

We are now ready to prove Theorem \([4.3]\)

**Proof of Theorem \([4.3]\)** Since we are dealing with sections of the bundle \(\Sigma^+ M\), they are always \(\mathcal{H}\)-holomorphic, by Lemma \([4.5]\). Hence, given a section \(\sigma\), it will be \((J_x, \mathcal{J}^a)\)-holomorphic as a map \(M \to \Sigma^+ M\) if and only if it is vertically holomorphic which, using Lemma \([4.6]\), is equivalent to the condition \(d_a \omega = 0\). Therefore, (i) and (ii) are equivalent. If (ii) holds, \(\sigma\) is a \(\mathcal{J}^a\)-holomorphic map and therefore \(\mathcal{J}^a\)-stable; consequently, (iii) is satisfied. Conversely, let us prove that (iii) implies (ii).

Suppose then that we have a \(\mathcal{J}^a\)-stable smooth section \(\sigma\). As \(\sigma\) is a section, Lemma \([4.5]\) guarantees that it is \(\mathcal{H}\)-holomorphic. Hence, we are left with checking that \(\mathcal{J}^a\)-stability implies \(\mathcal{J}^a\)-vertical holomorphicity. We know, since \(\sigma\) is \(\mathcal{J}^a\)-stable, that for each vector \(Y_x = J_x X_x \in T_x M\) there is a new vector \(Z_x \in T_x M\) such that \(\mathcal{J}^a(d\sigma_x Y_x) = d\sigma_x Z_x\). On the other hand, since \(\sigma\) is \(\mathcal{H}\)-holomorphic, \((d\sigma_x(J_x X_x))^\mathcal{H} = \mathcal{J}^\mathcal{H}(d\sigma_x X_x)^\mathcal{H}\). Therefore, we have

\[
\mathcal{J}^a(d\sigma_x(J_x X_x)) = d\sigma_x(Z_x) \Rightarrow \mathcal{J}^\mathcal{H}(d\sigma_x(J_x X_x))^\mathcal{H} = (d\sigma_x Z_x)^\mathcal{H}
\]

\[
\Rightarrow (-d\sigma_x X_x)^\mathcal{H} = (d\sigma_x Z_x)^\mathcal{H}
\]

\[
\Rightarrow d\pi_{\sigma(x)}|_H^{-1}(d\pi_{\sigma(x)}(d\sigma_x(-X_x)))^\mathcal{H} = d\pi_{\sigma(x)}|_H^{-1}(d\pi_{\sigma(x)}(d\sigma Z_x))^\mathcal{H})
\]

\[
\Rightarrow (as \ d\pi_{\sigma(x)}|_H \text{ is an isomorphism}) \ d \text{Id}_{M_x}(-X_x) = d \text{Id}_{M_x}(Z_x) \Rightarrow X_x = -Z_x
\]

and consequently \(\mathcal{J}^a(d\sigma_x(J_x X_x)) = d\sigma_x(-X_x) = \mathcal{J}^a \mathcal{J}^a d\sigma_x X \) so that \(d\sigma_x(J_x X_x) = \mathcal{J}^a d\sigma_x X_x\), as desired. □
Remark I.4.7. Notice that it is very important that we are dealing with sections of this bundle: this is what allows us to deduce the horizontal holomorphicity and consequently establish vertical holomorphicity only knowing $J^a$-stability.

From Theorem I.4.3 and Proposition I.3.3 we deduce the following characterization of Hermitian and $(1,2)$-symplectic manifolds (see [42]):

Proposition I.4.8 (Types of manifolds and $J^1$, $J^2$-holomorphic sections). Let $(M, g, J^M)$ be an almost Hermitian manifold and consider its twistor space $\Sigma^+ M$. Consider the section $\sigma_J$ associated with the almost complex structure $J^M$. Then:

\begin{align*}
M \text{ is Hermitian if and only if } \sigma_J : M \to \Sigma^+ M \text{ is } (J_\sigma, J^1)\text{-holomorphic.} & \quad \text{(I.4.16)} \\
M \text{ is } (1,2)\text{-symplectic if and only if } \sigma_J : M \to \Sigma^+ M \text{ is } (J_\sigma, J^2)\text{-holomorphic.} & \quad \text{(I.4.17)}
\end{align*}

Notice that, as any section is $\mathcal{H}$-holomorphic (Lemma I.4.5), we only need to be concerned with $\mathcal{V}$-holomorphicity. The latter condition can be expressed as (I.4.14):

\[ \nabla_{JX} J = (-1)^{a+1} J \nabla_X J, \quad \forall \ X \in TM, \ a = 1,2, \]

so that $J$ is integrable if and only if $\nabla_{JX} J = J \nabla_X J, \quad \forall \ X \in TM$ and $(1,2)$-symplectic if and only if $\nabla_{JX} J = -J \nabla_X J, \quad \forall \ X \in TM$.

Theorem I.4.3 also allows an immediate proof of the following well-known fact (see [6], Theorem 7.1.3 (iii), p. 209):

Corollary I.4.9. There is a one-to-one correspondence between locally defined (integrable) Hermitian structures on $M$ and complex submanifolds of $(\Sigma^+ M, J^1)$ which are diffeomorphically mapped onto $M$ via the projection map $\pi$.

Proof. Proving this result based on our previous discussion is easy: it is obvious that each integrable structure $J$ gives rise to a submanifold of $\Sigma^+ M$ that is mapped diffeomorphically by $\pi$ into $M$: take $\sigma_J$ to be the corresponding section and $\sigma_J(U)$ (and
I.5 The bundle $\Sigma^+V^C$ and the Koszul-Malgrange Theorem

Conversely. Moreover, since $J$ is integrable if and only if $\sigma_J$ is $(J, J^1)$-holomorphic, it is obvious that these submanifolds must be $J^1$-stable. Finally, since $J$ is integrable and $\sigma_J$ holomorphic, its image must be a (complex) submanifold on which the restriction of $J^1$ is integrable. □

Notice that, in general, $J^1$ is not an integrable complex structure on $\Sigma^+M$; however, when we refer to “complex submanifolds” we are indeed claiming that we have a submanifold on which (the restriction of) $J^1$ is integrable.

Moreover, this same result does not hold for the $J^2$ case. As a matter of fact, we can still say that there is a one-to-one correspondence between almost complex submanifolds of $(\Sigma^+M, J^2)$ which are diffeomorphically mapped into $M$ and $(1, 2)$-symplectic structures on $M$ but now we cannot deduce that these submanifolds are complex submanifolds of $(\Sigma^+M, J^2)$: they are just the image under a holomorphic map of a $(1, 2)$-symplectic manifold.

I.5 The bundle $\Sigma^+V^C$ and the Koszul-Malgrange Theorem

In the sequel, we shall construct the bundle $\Sigma^+V$

$$\Sigma^+V = \text{SO}(V^C) \times_{\text{so}(\mathbb{C}, 2k)} G^+_\text{iso}(\mathbb{C}^{2k})$$

for a given vector bundle $V$ over an almost complex manifold $M$. In addition, we shall introduce, under special circumstances, a complex structure on such a bundle. In this chapter we discuss those circumstances and the importance of the Koszul-Malgrange Theorem ([30], Theorem 1). In Chapter [V] a parameter-dependent version of this last result will be necessary and we therefore start by establishing such a generalization.

---

*In fact, $J^1$ is integrable on $\Sigma^+M^{2m}$ if and only if $M^{2m}$ is conformally flat ($m \geq 3$) or anti-self-dual ($m = 2$). As for $J^2$, it is never integrable. For more details, see [3], [39], [42]. A discussion on this topic can also be found in e.g. [12] and references therein.*
I.5.1 Parametric Koszul-Malgrange Theorem

In what follows, $G$ will denote a complex Lie group with $\mathfrak{g}$ its Lie algebra and $M$ a complex manifold with complex dimension $m$. Given a $\mathfrak{g}$-valued 1-form $\alpha$ on $M$ we shall say that $\alpha$ is of type $(0, 1)$ if $\alpha(\partial_{z_i}) = 0$ for all $1 \leq i \leq m$. We shall denote by $d\alpha^{02}$ the $\mathfrak{g}$-valued 2-form obtained by restriction of $d\alpha$ to $T^{01}M \times T^{01}M$; in other words, $d\alpha^{02} : T^{01}M \times T^{01}M \to \mathfrak{g}$, $d\alpha^{02}(\partial_{z_i}, \partial_{z_j}) = d\alpha(\partial_{z_i}, \partial_{z_j})$. We wish to find a (locally defined) function $f : M \to G$ with

$$f(z_0) = e \text{ and } f^{-1}df^{01} = \alpha$$ (I.5.1)

where $df^{01}$ is the restriction of $df$ to $T^{01}M$. The usual Koszul-Malgrange Theorem ([30], Theorem 1) tells us that a solution to equation (I.5.1) exists if and only if

$$d\alpha^{02} + [\alpha, \alpha] = 0. \quad \text{(I.5.2)}$$

We establish the following parametric version of this result:

**Theorem I.5.1** (Parametric Koszul-Malgrange Theorem). Let $F$ be a (real) vector space and let $F_0$ be any subset of $F$ containing its origin. Let $\alpha$ be a smooth $\mathfrak{g}$-valued $(0, 1)$-form on $M$ defined on an open set $A \subseteq F_0 \times M$ containing $(0, x_0)$ (i.e., $\alpha(t, x) \in \mathcal{L}(T_x^{01}M, \mathfrak{g})$ and $\alpha$ is smooth in $(t, x)$). Then, there is a smooth solution $f(t, x) : V \subseteq F_0 \times M \to G$ on a neighbourhood $V \subseteq A$ containing $(0, x_0)$ to the equation

$$f^{-1}df^{01}_t = \alpha_t, \quad \forall \ t$$ (I.5.3)

for the initial conditions $f_t(x_0) = e \ \forall t$ if and only if

$$d\alpha^{02}_t + [\alpha_t, \alpha_t] = 0 \quad \forall \ t. \quad \text{(I.5.4)}$$

For a proof, see Section A.4. Our proof of the existence of a holomorphic structure on the principal bundle $SO(V^C)$ will depend on the existence of orthonormal holomorphic frames. This in turn depends on the existence of solutions to a certain system of differential equations, which can be guaranteed by the Koszul-Malgrange Theorem, as we
shall see. Suppose, then, that $V$ is an oriented even-dimensional Riemannian real vector bundle with rank $2k$ over a manifold $M$ and form the complexified bundle, $V^C = V \otimes \mathbb{C}$.

We can then consider the bundle

$$SO(V^C) := \left\{ (x, \lambda_x), \ x \in M, \lambda_x : \mathbb{C}^{2k} \to V^C_x, \ \lambda \text{ }\mathbb{C}\text{-linear} \right\}$$

and preserves metric and orientation

where $\mathbb{C}^{2k}$ has metric induced from $\mathbb{R}^{2k}$ by complex bilinear extension and preserving orientation means that, choosing the canonical basis $\{e_i\}_{i=1,...,2k}$ for $\mathbb{R}^{2k}$ and another orthonormal oriented basis $\{U_j\}_{j=1,...,2k}$ for $V_x$, the determinant of the matrix of $\lambda_x$ in these basis equals 1.

$SO(V^C)$ is a principal bundle over $M$ with group $SO(\mathbb{C}, 2k)$ in the natural way. Trivializations are given as usual: for $x \in M$, take $\{e_i\}_{i=1,...,2k}$ and $\{U_j\}_{j=1,...,2k}$ as before and

$$\eta : \pi^{-1}(U) \to U \times SO(\mathbb{C}, 2k)$$

$$(x, \lambda_x) \to (x, \mathcal{M}(\lambda_x, e_i, X_j) := \text{matrix of } \lambda_x \text{ with respect to the basis } \{e_i\}, \{U_j\})$$

where $\pi : SO(V^C) \to M$ is the canonical projection, $\pi(x, \lambda_x) = x$. Of course, we could have done the exact same construction without imposing that $V$ be even-dimensional but that will be the case that will interest us in the sequel.

**I.5.2 The Koszul-Malgrange Theorem and the existence of holomorphic orthonormal frames**

Let us start by stating our problem to show why the Koszul-Malgrange Theorem is important. We have seen that a differentiable structure can be introduced in the bundle $SO(V^C)$ defining coordinates on this bundle by

$$(x, \lambda_x) \to (\varphi(x), \lambda_{ij}(x))$$

where $\varphi$ is a chart for the manifold and $\lambda_{ij}(x)$ are the entries of the matrix of $\lambda_x$ with respect to suitable bases $\{e_i\}, \{U_j\}$. However, even when $M$ is a complex manifold, we
cannot be sure that we get a system of holomorphic charts for our bundle just by requiring \( \varphi \) to be a holomorphic chart for the manifold. Suppose, however, that \( M \) is a complex manifold and that around each point \( z \in M \) we can choose a positive orthonormal frame for \( V \) such that
\[
\nabla^V_{\partial \bar{z}_i} U_j = 0, \quad \forall \, i, j.
\]
In that case, choosing a system of charts for \( \text{SO}(V^\mathbb{C}) \) as before, we shall get a holomorphic structure for our bundle. Indeed, if \( \eta_{\varphi,U} \simeq (\varphi, U_j) \) and \( \eta_{\psi,W} \simeq (\psi, W_j) \) are two such charts (i.e., \( \varphi \) and \( \psi \) are holomorphic charts for \( M \) and \( \{U_j\}, \{W_j\} \) are two orthonormal positive frames with vanishing \( \partial_{\bar{z}_i} \) covariant derivatives), then the transition map \( \eta_{\varphi,U} \circ \eta^{-1}_{\psi,W_j} : U \subseteq \mathbb{C}^m \times \text{SO}(\mathbb{C}, 2k) \rightarrow V \times \text{SO}(\mathbb{C}, 2k) \) is given by
\[
\eta_{\varphi,U} \circ \eta^{-1}_{\psi,W_j}(z, \lambda_{ij}) = (\varphi \circ \psi^{-1}(z), \tilde{\lambda}_{ij}(z)).
\]
Now, \( \varphi \circ \psi^{-1} \) is holomorphic and \( \tilde{\lambda}_{ij}(z) = \sum_k \lambda_{ik} < U_k(z), W_j(z) > \) is also holomorphic as a function of \( \lambda_{ij} \) as well as a function of \( z \) since
\[
\partial_{\bar{z}_i} < U_j(z), W_k(z) > = < \nabla^V_{\partial \bar{z}_i} U_j, W_k > + < U_j, \nabla^V_{\partial \bar{z}_i} W_k > = 0.
\]
Hence, if we can guarantee the existence of such local frames, \( \text{SO}(V^\mathbb{C}) \) will become a holomorphic bundle over the complex manifold \( M \). Now, let us see how to use the Koszul-Malgrange Theorem to get these frames. Let \( M \) be a complex manifold and fix a local orthonormal and positive frame \( \{W_i\} \) of \( V \) around a point \( z_0 \in M \). We want a new frame \( \{U_j\} \) for \( V^\mathbb{C} \) such that \( < U_j, U_k > = \delta_{jk} \) and \( \nabla^V_{\partial \bar{z}_i} U_j = 0 \). Let \( U_j = \sum_l U_{jl} W_l \) and define \( \Gamma^m_{in} \) by
\[
\nabla_{\partial \bar{z}_i} W_m = \sum_n \Gamma^m_{in} W_n.
\]
Since our frame \( \{W_m\} \) is orthonormal we have
\[
\Gamma^m_{in} = < \nabla_{\partial \bar{z}_i} W_m, W_n > = - < W_m, \nabla_{\partial \bar{z}_i} W_n > = - \Gamma^m_{in}.
\] (I.5.5)

With this notation fixed, the problem of finding our suitable frame \( \{U_j\} \) transforms into that of finding complex functions \( U_{jm} \) defined around \( z_0 \) for which
\[
< \sum U_{jm} W_m, \sum U_{kn} W_n > = \delta_{jk}, \text{ equivalently}, \sum_{mn} U_{jm} U_{km} = \delta_{jk} \text{ and } \nabla_{\partial \bar{z}_i} (\sum_m U_{jm} W_m) = 0, \text{ equivalently } \partial_{\bar{z}_i} U_{jn} + \sum_m U_{jm} \Gamma^m_{in} = 0.
\]
I.5 The bundle $\Sigma^+V^C$ and the Koszul-Malgrange Theorem

In matrix notation, we can rewrite the above equations as

$$U \cdot U^T = \text{Id} \quad \text{and} \quad \partial_z U + U \cdot \Gamma_i = 0 \iff U^{-1} \partial_z U = -\Gamma_i \iff U^{-1} \left\{ \sum_i \partial_z U \, d\bar{z}_i \right\} = - \sum_i \Gamma_i \, d\bar{z}_i. \quad (I.5.6)$$

Hence, writing $\alpha = - \sum_i \Gamma_i \, d\bar{z}_i$, we are precisely under the conditions of Theorem I.5.1 (non-parametric version) where the group under consideration is $\text{SO}(\mathbb{C}, 2k)$ (see (I.5.5)).

Thus, a solution to our system of equations exists if and only if

$$d^{02} \alpha (\partial_{\bar{z}_i}, \partial_{\bar{z}_j}) + [\alpha (\partial_{\bar{z}_i}), \alpha (\partial_{\bar{z}_j})] = 0$$

$$\iff \partial_{\bar{z}_i} (\alpha (\partial_{\bar{z}_j})) - \partial_{\bar{z}_j} (\alpha (\partial_{\bar{z}_i})) + \alpha (\partial_{\bar{z}_i}) \cdot \alpha (\partial_{\bar{z}_j}) - \alpha (\partial_{\bar{z}_j}) \cdot \alpha (\partial_{\bar{z}_i}) = 0$$

$$\iff -\partial_{\bar{z}_i} \Gamma_j + \partial_{\bar{z}_j} \Gamma_i + \Gamma_i \cdot \Gamma_j - \Gamma_j \cdot \Gamma_i = 0.$$ 

If $R^{02}_V = 0$ (i.e., $R_V (T^{01}M, T^{01}M) = 0$), we can deduce

$$\nabla_{\partial z_i} \nabla_{\partial z_j} W_k - \nabla_{\partial z_j} \nabla_{\partial z_i} W_k = 0$$

$$\iff \partial_{\bar{z}_i} G^n_{jk} W_n + \sum_{n,m} \Gamma^n_{jm} \Gamma^n_{im} W_n - \partial_{\bar{z}_j} G^n_{ik} W_n - \sum_{n,m} \Gamma^n_{ik} \Gamma^n_{jm} W_n = 0$$

$$\iff \partial_{\bar{z}_i} (\Gamma_j)^n_k + (\Gamma_j \Gamma_i)^n_k - \partial_{\bar{z}_j} (\Gamma_i)^n_k - (\Gamma_i \Gamma_j)^n_k = 0$$

$$\iff \partial_{\bar{z}_i} \Gamma_j - \partial_{\bar{z}_j} \Gamma_i + \Gamma_j \Gamma_i - \Gamma_i \Gamma_j = 0,$$

so that we can, indeed, obtain such an orthonormal holomorphic frame for $V^C$.

**Remark I.5.2.** From Theorem I.5.1 if $V$ is, as above, a smooth oriented Riemannian vector bundle over $I \times M$, $I$ open interval around the origin of $\mathbb{R}$, we can do a similar construction to the above for each $t$, provided $R^{20}_V = 0$ for each $t$. Moreover, if we are given a smooth orthonormal frame $W(t, z)$ we can again obtain a new smooth frame $U(t, z)$, with $U(t) = U(t, z)$ orthonormal for all $t$ and with $\nabla_{\partial z_i} U_j = 0$.

**Remark I.5.3.** If we do not know anything about the metric or orientation but only the condition on the curvature, a similar argument shows that there exist (local) frames for which $\nabla_{\partial z_i} U_j = 0$, now not necessarily orthonormal (the group will simply be $\text{GL}(\mathbb{C}, 2k)$ as $\Gamma$ will not necessarily verify (I.5.5)). Moreover, notice that we did not use the fact that $V$ is even-dimensional: we are only stating everything in this particular case as it will be our main interest. Hence, we get the usual version of Koszul-Malgrange Theorem:
**Theorem I.5.4.** (30) If $V$ is a complex vector bundle over a complex manifold $M$ with connection $\nabla^V$ such that $R^0_{\ell_1} = 0$ then $V$ is a holomorphic vector bundle for the complex structure induced by the condition

$$a \text{ section } U \text{ of } V \text{ is holomorphic if and only if } \nabla^V_{\bar{\partial}z_i} U = 0. \quad (I.5.7)$$

**I.5.3 The holomorphic bundle $\text{SO}(V^\mathbb{C})$**

From the previous discussion, we can state the following result:

**Proposition I.5.5 (Existence of holomorphic orthonormal frames).** Let $M$ be a complex manifold and $V$ be an oriented even-dimensional Riemannian bundle. Consider the complexified bundle $V^\mathbb{C}$ with connection and metric obtained from those on $V$ by $\mathbb{C}$-bilinear extension. Then, if $R^0_{\ell_1} = 0$, there is (locally) an orthonormal frame $U_1, \ldots, U_{2k}$ for $V^\mathbb{C}$ such that

$$\nabla^V_{\partial z_i} U_j = 0, \quad \forall \ i, j. \quad (I.5.8)$$

Moreover, the same holds in a parameter-dependent bundle: if $R^0_{V_t} = 0$ for all $t$, $V$ bundle over $I \times M$, there is a smooth orthonormal frame $U_1(t, z), \ldots, U_{2k}(t, z)$ for $V^\mathbb{C}$ with equation $(I.5.8)$ verified for each $t$.

**Proof.** As before, at each $(t, z)$, we take any local orthonormal and positive frame $\{W_{m,t}\}$ of $V$ and define $\Gamma_{im}^{n,t}$ by

$$\nabla_{\partial z_i} W_{m,t} = \sum_n \Gamma_{im}^{n,t} W_{n,t}. \quad (I.5.5)$$

Since our frame $\{W_{m,t}\}$ is orthonormal, equation $(I.5.5)$

$$\Gamma_{im}^{n,t} = -\sum_i \Gamma_i^{n,t}d\bar{z}_i$$

is satisfied for each $t$. On the other hand, $R^0_{V_t} = 0$ for all $t$ implies that

$$\partial_{z_i} \Gamma_{j}^{t} - \partial_{z_j} \Gamma_{i}^{t} + \Gamma_{ij}^{t} \Gamma_{i}^{t} - \Gamma_{ij}^{t} \Gamma_{j}^{t} = 0.$$

Thus, writing $\alpha_t = -\sum_i \Gamma_i^{t}d\bar{z}_i$, $\alpha$ is $\mathfrak{so}(\mathbb{C}, 2k)$-valued and satisfies $(I.5.4)$

$$d\alpha_t^{02} + [\alpha_t, \alpha_t] = 0.$$
for all \( t \). Hence, using Theorem I.5.1, a smooth solution to (compare with (I.5.6))

\[
U_t^{-1}\left\{ \sum_i \partial z_i U_t d\bar{z}_i \right\} = -\sum_i \Gamma_i d\bar{z}_i
\]

exists in \( \text{SO}(\mathbb{C}, 2k) \). Letting \( U_{j,t} \) denote the entries of \( U_t \), we can define a new smooth frame of \( V^C \) by \( U_{j,t} = \sum_l U_{jl,t} W_{l,t} \). This new frame satisfies (I.5.8) and therefore concludes our proof.

\[ \square \]

**Proposition I.5.6** (Holomorphic structure of the bundle \( \text{SO}(V^C) \)). As before, let \( M \) be a complex manifold and let \( V \) be an oriented even-dimensional Riemannian vector bundle over \( M \) with \( R^0_{\nu} = 0 \). Then, \( \text{SO}(V^C) \) has a canonical structure as a holomorphic bundle over \( M \).

More generally, if \( V \) is an oriented even-dimensional Riemannian vector bundle over \( I \times M \) with \( R^0_{\nu} = 0 \) for all \( t \), then \( \text{SO}(V^C) \) has a canonical structure as a smooth bundle over \( I \times M \) for which each \( \text{SO}(V^C_t) \) is a holomorphic bundle over \( M \).

**Proof.** We define charts for our bundle which are smooth in \((t, z)\) and holomorphic in \( z \) in the following way: take a point \((t, z)\) on \( M \). Around that point, take a complex chart \((\mathcal{U}, \varphi)\) for \( M \) and, if necessary reducing \( I \) and \( \mathcal{U} \), take \( \{U_{j,t}\} \) the smooth frame constructed in the previous proposition. Define, as before,

\[
\eta : \pi^{-1}(U) \to I \times \varphi(U) \times \text{SO}(\mathbb{C}^{2k})
\]

\[
(t, z, \lambda_z^i) \to (t, \varphi(z), M(\lambda_z^i, e_i, U_t, z))
\]

(I.5.9)

Then, these charts give a smooth structure to \( \text{SO}(V^C) \) and, for each fixed \( t \), a holomorphic structure to \( \text{SO}(V^C_t) \), as we have seen in the previous section. \[ \square \]

**I.5.4 The bundle \( \Sigma^+V \)**

Let \( V \) be an oriented Riemannian vector bundle over a complex manifold \( M \) with rank \( 2k \). On each \( V_x \), define \( \Sigma^+V_x \) as in Section I.1 and then define the fibre bundle \( \Sigma^+V \) over \( M \) as

\[
\Sigma^+V := \text{SO}(V) \times_{\text{SO(2k)}} \text{SO}(2k)/\text{U}(2k).
\]

(I.5.10)
The fibre of $\Sigma^+ V$ at $x$ is $\Sigma^+ V_x$ and the projection map $\pi : \Sigma^+ V \to M$ is defined by $\pi(x, J_x) \to x$. This is a subbundle of $\mathcal{L}(V, V)$ and the connection in the latter allows a splitting of $T\Sigma^+ V$ into its horizontal and vertical parts as in the case $V = TM$.

In Section I.1.1 we have seen that at each point $x \in M$, $\Sigma^+ V_x \simeq G^+_\text{iso}(V_C^x)$. Hence, we have a natural identification between $\Sigma^+ V$ and $G^+_\text{iso}(V_C^x)$, $G^+_\text{iso}(V_C^x) = \text{SO}(V_C) \times \text{so}(\mathbb{C}, 2k) G^+_\text{iso}(\mathbb{C}^k)$. (I.5.11)

On the other hand, in Section I.5.3 we have seen that a complex structure can be introduced on $\text{SO}(V_C)$ as long as $F^0_{V_t} = 0$ so that a complex structure can be given, in that case, to $G^+_\text{iso}(V_C)$. Moreover, as we shall see, this structure is such that, identifying each almost Hermitian structure $J_x$ on $V_x$ with the corresponding $(1, 0)$-subspace, $s^{10}_x$, of $V_C^x$ a section $s^{10}$ is holomorphic if and only if

\[ \nabla_{X^{01}} s^{10} \subseteq s^{10}, \quad \forall X^{01} \in T^{01} M. \] (I.5.12)

More precisely, we may state the following

**Theorem I.5.7** (Koszul-Malgrange complex structure on $\Sigma^+ V$). Let $M^{2m}$ be a complex manifold and $V$ an oriented even-dimensional Riemannian vector bundle whose curvature tensor has vanishing $(0, 2)$-part. Then, $\Sigma^+ V$ can be given a unique structure as a holomorphic bundle such that a section $s^{10}$ is holomorphic if and only if (I.5.12) is satisfied.

More generally, if $V$ is an oriented even-dimensional Riemannian vector bundle over $I \times M$ with $F^0_{V_t} = 0$ for all $t$, then $\Sigma^+ V$ has a canonical structure as a smooth bundle over $I \times M$ for which each $\Sigma^+ V$ is a holomorphic bundle over $M$.

In particular, under the conditions in Theorem I.5.7 $\Sigma^+ V$ is an (almost) complex manifold. We shall call this (almost) complex structure the Koszul-Malgrange structure and denote by $(\Sigma^+ V, J^{KM})$ this (almost) complex manifold.

We shall prove the non-parametric version of the above result, since the general case follows with the appropriate modifications. Before that, we state a lemma that clarifies equation (I.5.12):
Lemma I.5.8. As before, let $V$ be an oriented Riemannian vector bundle over a complex manifold $M$ with $R_{V}^{20} = 0$. Then, given a smooth subbundle $F$ of $V^C$

$$\nabla_{\partial_{\bar{z}}} F \subseteq F \quad (I.5.13)$$

if and only if $F$ can be locally given as $\text{span}\{U_1, ..., U_n\}$ with $\nabla_{\partial_{\bar{z}}} U_j = 0$.

Proof. The “if” part is obvious. As for the “only if” part, we shall once again make use of Theorem I.5.1 (non-parametric version): suppose that $F$ satisfies (I.5.13); we then know that there are $\Gamma^k_{ij}$ with $\nabla_{\partial_{\bar{z}}} W_j = \sum_k \Gamma^k_{ij} W_k$ for any local frame $\{W_1, ..., W_n\}$ for $F$. As in Section I.5.2, since $R_{V}^{20} = 0$, we can guarantee that there is a solution to the system of equations $U^{-1} \partial_{\bar{z}} U = -\Gamma_{i}$, $U \in \text{GL}(\mathbb{C}, n)$. Hence, taking $U_j = UW_j$ is easy to check that $\nabla_{\partial_{\bar{z}}} U_j = 0$ as required. \hfill $\square$

Proof of Theorem I.5.7. We have seen that $\text{SO}(V^C)$ can be given the holomorphic structure characterized in the following way: given $z \in M$, fixing a orthonormal frame $\{U_j\}_{j=1,...,2k}$ of $V^C$ with $\nabla_{\partial_{\bar{z}}} U_j = 0$ then a section $z \rightarrow (z, \lambda_z)$ of $\text{SO}(V^C)$ is holomorphic if and only if $M(\lambda_z, \epsilon_{ij}, U_j)$ is holomorphic. On $\Sigma^+ V = G^+_{\text{iso}}(V^C)$ we have the holomorphic structure given by the construction

$$\text{SO}(V^C) \times \text{so}(\mathbb{C}, 2k) \xrightarrow{\text{G}^+_{\text{iso}}(\mathbb{C}^{2k})}$$

so that a section $z \rightarrow (z, s^{10})$ of $G^+_{\text{iso}}(V^C)$ is holomorphic if and only if it admits a holomorphic lift to $\text{SO}(V^C) \times \text{SO}(\mathbb{C}, 2k)$; notice that we have the following holomorphic projections:

$$\begin{align*}
\text{SO}(V^C) \times G^+_{\text{iso}}(\mathbb{C}^{2k}) &\rightarrow G^+_{\text{iso}}(V^C) \\
((z, \lambda_z), F) &\rightarrow (z, \lambda_z F) \\
\text{SO}(V^C) \times \text{SO}(\mathbb{C}, 2k) &\rightarrow G^+_{\text{iso}}(V^C) \\
((z, \lambda_z), \beta) &\rightarrow (z, (\lambda_z \circ \beta) F_0)
\end{align*}$$

where $F_0$ is as in the proof of Proposition I.1.5. Hence, $s^{10}$ is holomorphic if and only if it is spanned by some $W_j(z) = (\lambda_z \circ \beta_z)f_j$ with $z \rightarrow (z, \lambda_z)$, $z \rightarrow \beta_z$ holomorphic and
$F_0 = \text{span}\{f_j\}$, $f_j = e_{2j-1} - ie_{2j}$. Now, we can easily check that $\nabla_{\partial \bar{z}_i} W_j = 0$ as we have

$$
\nabla_{\partial \bar{z}_i} W_j = 0 \Leftrightarrow \partial \bar{z}_i < W_j, U_k >= 0 \Leftrightarrow \partial \bar{z}_i < \lambda_z \beta_z f_j, U_k >= 0
$$

$$
\Leftrightarrow (\text{since } \beta_z f_j = \sum_r < \beta_z f_j, e_r > e_r) \partial \bar{z}_i (\sum_r < \beta_z f_j, e_r >< \lambda_z e_r, U_j >) = 0,
$$

which is trivially true as $\beta_z$ is holomorphic as well as $M(\lambda_z, e_i, U_j)$. From the preceding lemma, the result follows. \qed
Chapter II

Harmonic and pluriharmonic maps.

Harmonic morphisms

In this chapter we quickly review some of the main concepts that we shall need in subsequent chapters. Namely, the concepts of harmonic and conformal maps as well as some of their natural generalizations and particular cases are introduced and analyzed (Sections II.1 and II.2). We pay particular attention to the case of maps defined on a Riemann surface. Finally, in Section II.3 we recall the notion of harmonic morphism as well as some fundamental properties of this special class of harmonic maps.

II.1 Conformal, pluriconformal and real isotropic maps

Definition II.1.1 ((Weakly) conformal map). (see [6]) Let \( \phi : M \to N \) be a smooth map between two Riemannian manifolds \( M \) and \( N \). Then, \( \phi \) is said to be weakly conformal at \( x \in M \) if there is \( \Lambda_x \in \mathbb{R} \) with

\[
< d\phi_x X, d\phi_x Y > = \Lambda_x < X, Y >, \quad \forall X, Y \in T_x M.
\]

By a Riemann surface \( M^2 \) we mean an oriented two-dimensional manifold equipped with a conformal structure (i.e., a class of conformally equivalent metrics; see Section A.2 for further details) so that a complex structure is well defined on \( M^2 \).
Taking $X = Y$ shows that $\Lambda_x \geq 0$ so that there is $\lambda_x \geq 0$ with $\lambda^2 = \Lambda$; $\lambda_x$ is called the *conformality factor* (of $\varphi$ at $x$). If $\Lambda_x \neq 0$ then $x$ is said to be a regular point of $\varphi$ and the map $\varphi$ is called conformal at $x$. If $\Lambda_x = 0$ then $d\varphi_x = 0$ and $x$ is called a branch point. Moreover, a map which is conformal (respectively, weakly conformal) at all points $x \in M$ is said to be a conformal map (respectively, a weakly conformal map).

A conformal map is always an immersion and, in the case $\lambda_x$ is constant, it is called a homothetic immersion (or a homothety when $\varphi$ is also a diffeomorphism). Finally, when $\lambda_x \equiv 1$ we get a Riemannian or isometric immersion (or an isometry when $\varphi$ is also a diffeomorphism).

A weaker condition than that of conformal map is the following (see [21], [40]):

**Definition II.1.2 ((Weakly) pluriconformal map).** Let $\varphi : M^{2m} \to N^n$ a smooth map from an almost Hermitian manifold $M^{2m}$ to a Riemannian manifold $N^n$ and consider at each point $x \in M$ its complexified derivative, $d\varphi_x : T_x^C M \to T_{\varphi(x)}^C N$. We say that $\varphi$ is weakly pluriconformal at $x$ if $d\varphi_x(T_{x}^{10}M)$ is an isotropic subspace of $T_{\varphi(x)}^C N$:

$$< d\varphi_x X^{10}, d\varphi_x Y^{10} > = 0, \quad \forall X^{10}, Y^{10} \in T_x^{10} M. \quad (II.1.2)$$

If $d\varphi_x$ is also an injective linear map we shall say that $\varphi$ is pluriconformal at $x$. In addition, a map that is weakly pluriconformal (respectively, pluriconformal) at all points $x \in M$ is called a weakly pluriconformal map (respectively, a pluriconformal map).

**Remark II.1.3.** (i) If $M$ and $N$ are almost Hermitian manifolds, any holomorphic (respectively, anti-holomorphic) map $\varphi : M \to N$ is (weakly) pluriconformal as it maps $T_x^{10} M$ to $T_{\varphi(x)}^{10} N$ (respectively, to $T_{\varphi(x)}^{01} N$).

(ii) If $\varphi : M^2 \to N^n$ is a map from a Riemann surface $M^2$, the concepts of conformal (weakly conformal) and pluriconformal (weakly pluriconformal) map coincide. However, in higher dimensions, conformality implies pluriconformality but not conversely. In fact,

---

More generally, given any smooth map $\varphi : M \to N$, we shall always refer to points $x \in M$ for which $d\varphi_x \neq 0$ as regular.
II.1 Conformal, pluriconformal and real isotropic maps

if \( \varphi \) is conformal then
\[
\langle d \varphi (X − iJX), d \varphi (Y − iJY) \rangle \\
= \lambda \langle X, Y \rangle − \lambda \langle JX, JY \rangle − i(\lambda \langle JX, Y \rangle + \langle X, JY \rangle) = 0,
\]
which shows that \( \varphi \) is (weakly) pluriconformal (see also comment (iii) below). To show that the converse is false, consider the holomorphic (and therefore pluriconformal) map \( \varphi(z_1, z_2) = (z_1, z_1z_2) \), that in real coordinates is given by \( \varphi(x_1, x_2, x_3, x_4) = (x_1, x_2, x_1x_3 − x_2x_4, x_1x_4 + x_2x_3) \). Now, \( \langle d \varphi, e_1, d \varphi, e_3 \rangle = x_1x_3 + x_2x_4 \) which is, in general, nonzero and therefore cannot be written as \( \lambda \langle e_1, e_3 \rangle \equiv 0 \), showing that \( \varphi \) is not conformal.

(iii) If \( M \) is a complex manifold, a map \( \varphi : M \to N \) is pluriconformal if and only if it is conformal along each complex curve in \( M \) (i.e., a one dimensional complex submanifold in \( M \)); this is sometimes taken to be the definition of pluriconformal map, e.g. [40].

Real isotropic maps will play a crucial role in what follows. We start by recalling the definition of such maps defined on a Riemann surface (see [19], [41], [42]):

**Definition II.1.4 (Real isotropic map from a Riemann surface).** Let \( \varphi : M^2 \to N^n \) be a smooth map from a Riemann surface. Then \( \varphi \) is said to be real isotropic if
\[
\langle \partial^r_z \varphi, \partial^s_z \varphi \rangle = 0, \quad \forall r, s \geq 1
\]  
(II.1.3)
where \( \partial^r_z \varphi = \nabla_{\partial_z}(\partial_z^{−1} \varphi) \) so that, for instance, \( \partial^2_z \varphi = \nabla_{\partial_z} \partial_z \varphi = \nabla d \varphi(\partial_z, \partial_z) \) (as \( \nabla^M_{\partial_z} \partial_z = 0 \)).

In particular, a real isotropic map from a Riemann surface is (weakly) conformal since putting \( r = s = 1 \) in (II.1.3) gives
\[
\langle \partial_z \varphi, \partial_z \varphi \rangle = 0,
\]  
(II.1.4)
which implies (II.1.1).

A stronger property (Proposition [A.3.2]) than that of real isotropy is complex isotropy: given a Kähler manifold \( N \) and a smooth map \( \varphi : M^2 \to N \), \( \varphi \) is called complex isotropic
(see [19], [51]) if
\[
< \nabla^{r-1}_{\partial z} \partial_z^1 \varphi, \nabla^{s-1}_{\partial z} \partial_z^1 \varphi >_{\text{Herm}} = 0, \quad \forall \ r, s \geq 1. \quad (\text{II.1.5})
\]

Here, \(< \ u, v >_{\text{Herm}}=< \ u, \bar{v} >\) (and the latter is, as before, obtained by complex bilinear extension of the usual metric) and \(\partial_z^1 \varphi\) (respectively, \(\partial_z^1 \varphi\)) denotes the \((1,0)\)-part of \(d \varphi(\partial_z)\) (respectively, of \(d \varphi(\partial_{\bar{z}})\)) (for more on real and complex isotropic maps from a Riemann surface see Section A.3).

We generalize the concept of real isotropic map for maps defined in arbitrary Hermitian manifolds:

**Definition II.1.5 (Real isotropic map).** Let \(\varphi : M^{2m} \to N\) be a smooth map from a Hermitian manifold \(M^{2m}\). We shall say that \(\varphi\) is real isotropic if
\[
< \nabla^{r-1}_{T^{10}M} d \varphi(T^{10}M), \nabla^{s-1}_{T^{10}M} d \varphi(T^{10}M) >_{\text{Herm}} = 0, \quad \forall \ r, s \geq 1, \quad (\text{II.1.6})
\]
where
\[
(\nabla^0 d \varphi)(X^{10}) = d \varphi(X^{10}),
\]
\[
(\nabla^1_{Y^{10}} d \varphi)(X^{10}) = (\nabla d \varphi)(Y^{10}, X^{10}) = \nabla Y^{10}(d \varphi X^{10}) - d \varphi(\nabla Y^{10} X^{10}) \quad \text{and, recursively},
\]
\[
(\nabla^r_{Y^{10}, \ldots, Y^{10}} d \varphi)(X^{10}) = (\nabla^r d \varphi)(Y^{10}_1, \ldots, Y^{10}_r, X^{10})
\]
\[
= \nabla Y^{10} (\nabla^{r-1} d \varphi(Y_2, \ldots, Y_r, X)) - \nabla^{r-1} d \varphi(\nabla Y^{10}_1 Y^{10}_2, \ldots, X^{10})
\]
\[
- \ldots - \nabla^{r-1} d \varphi(Y^{10}_2, \ldots, \nabla Y^{10} X^{10}).
\]

Introducing complex coordinates \((z_1, \ldots, z_m)\) on \(M\), equation (II.1.6) is equivalent to
\[
< \partial^{i_1 + \ldots + i_m}_{z_1 \ldots z_m} \varphi, \partial^{j_1 + \ldots + j_m}_{z_1 \ldots z_m} \varphi >= 0, \quad \forall \ (i_1, \ldots, i_m), (j_1, \ldots, j_m) \text{ with } \sum i_k, \sum j_k \geq 1. \quad (\text{II.1.7})
\]

Putting \(m = 1\) in (II.1.7), it gives (II.1.3). In particular, Definitions II.1.5 and II.1.4 agree when \(m = 1\).

We now turn our attention to *totally umbilic maps*. The following definition can be found, for example, in [42]:

\[\]
II.2 Harmonic maps

**Definition II.1.6 (Totally umbilic map from a Riemann surface).** Let \( \varphi : M^2 \to N \) be a smooth map from a Riemann surface \( M^2 \). We shall say that \( z \in M^2 \) is an umbilic point (of \( \varphi \)) if \( \{ \partial_z \varphi(z), \partial_z^2 \varphi(z) \} \) is a \( \mathbb{C} \)-linearly dependent set. If \( \varphi : M^2 \to N \) is such that all points \( z \in M^2 \) are umbilic, we shall say that \( \varphi \) is *totally umbilic*.

We can also generalize this notion to an arbitrary almost Hermitian manifold:

**Definition II.1.7 (Totally umbilic map).** Let \( \varphi : M^{2m} \to N \) be a smooth map from an almost Hermitian manifold \( M^{2m} \). We shall say that \( x \in M^{2m} \) is an umbilic point (of \( \varphi \)) if

\[
\nabla d\varphi_x(T^{10}M, T^{10}M) \subseteq d\varphi_x(T^{10}M).
\]

(II.1.8)

If \( \varphi \) is such that all points \( x \in M^{2m} \) are umbilic, \( \varphi \) is said to be *totally umbilic*.

In the case \( m = 1 \), (II.1.8) is equivalent to requiring \( \{ \partial_z^2 \varphi, \partial_z \varphi \} \) to be linearly dependent so that both Definitions II.1.6 and II.1.7 agree in this case.

II.2 Harmonic maps

Given two Riemannian manifolds \((M, g)\) and \((N, h)\), a smooth map \( \varphi : M \to N \) is said to be *harmonic* if it satisfies \( \tau(\varphi) = 0 \), where \( \tau(\varphi) = \text{trace} \, \nabla d\varphi \) is the tension field of \( \varphi \) and \( \nabla d\varphi \) is the second fundamental form of \( \varphi \) ([15]). Variationally, harmonic maps are critical points for the energy functional

\[
E(\varphi) = \frac{1}{2} \int_D \|d\varphi\|^2(x) d\mu_M(x),
\]

(II.2.1)

where \( D \subseteq M \) is compact, \( \|d\varphi\| \) is the Hilbert-Schmidt norm of \( d\varphi \) and \( \mu_M \) is the measure on \( M \) induced by the metric \( g \) (see, e.g., [16]). Indeed, for a 1-parameter variation \( \{ \varphi_t \} \) of a smooth map \( \varphi_0 \) supported in \( D \), we have

\[
\frac{dE(\varphi_t)}{dt} \bigg|_{t=0} = -\int_D \langle \tau(\varphi), \frac{\partial \varphi_t}{\partial t} \rangle \bigg|_{t=0} > (x) d\mu_M(x).
\]

(II.2.2)
For example, when $N = \mathbb{R}$ the energy functional reduces to the Dirichlet integral and a smooth function $f : M \to \mathbb{R}$ is harmonic if it satisfies Laplace’s equation: $\triangle f = 0$; i.e., it is a solution of the equation

$$g^{ij} \left( \frac{\partial^2 f}{\partial x_i \partial x_j} - \Gamma^k_{ij} \frac{\partial f}{\partial x_k} \right) = 0.$$  \hspace{1cm} \text{(II.2.3)}

The following is a well-known result (see, for example, [6], p. 85) characterizing harmonic maps from a Riemann surface:

**Proposition II.2.1** (Harmonic map from a Riemann surface). Let $\varphi : M^2 \to N$ be a harmonic map from a Riemann surface $M^2$ to a Riemannian manifold $N$. Then, $\varphi$ is harmonic if and only if

$$\nabla_{\partial z} \partial \bar{z} \varphi = 0.$$  \hspace{1cm} \text{(II.2.4)}

In particular, the concept of harmonic map on a Riemann surface is well-defined.

Notice that $\nabla$ is the Levi-Civita connection associated to any metric within the conformal structure of $(M, g)$ (see Section A.2 for more on conformal structures). Note that, given a one-dimensional complex manifold $M$, any two Hermitian metrics on $M$ are conformally equivalent and, from the above, as harmonicity does not depend on the choice of metric within a conformal class, it makes sense to speak of harmonic map from a one-dimensional complex manifold.

Recall that an embedded or immersed submanifold $M^m$ of $N^n$ is said to be minimal if $\mu^M = 0$, where $\mu^M = \frac{1}{m} \text{trace } B$ denotes the mean curvature of $M$ and $B$ the second fundamental form of $M$ given by $B(X,Y) = (\nabla_X Y) ^\perp$. The following is well-known ([18]):

**Proposition II.2.2** (Harmonic maps and minimal submanifolds). If $M \subset N$ is a smooth manifold then $M$ is minimal if and only if the inclusion map is harmonic. More generally, if $\varphi : M \to N$ is a Riemannian immersion, $\varphi$ is harmonic if and only if the immersed submanifold $\varphi(M)$ is minimal.
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In the special case of a conformal map $\varphi : M^2 \to N$ from a Riemann surface $M^2$ into $N$, we can take the pull-back metric $\varphi^* g_N$ on $M^2$, that belongs to the conformal structure on $M^2$ and makes $\varphi$ a Riemannian immersion. Hence, $\varphi(M)$ is a minimal submanifold if and only if $\varphi$ is harmonic.

When $M^2 = S^2$, any harmonic map $\varphi : S^2 \to N^n$ is automatically weakly conformal (see e.g. [6]); in particular, it defines a minimal submanifold at regular points. This result can be improved when $N^n$ is also a sphere (more generally, a space form) or the complex projective space (more generally, a complex space form): in that case, every harmonic map is real isotropic [42], p. 190 for the first case and [19] for the second).

II.2.1 Pluriharmonic and $(1,1)$-geodesic maps

We now turn our attention to a particular class of harmonic maps:

**Definition II.2.3** ($(1,1)$-geodesic map). (see [6], p. 254) Let $\varphi : (M,J^M) \to N$ be a smooth map from an almost Hermitian manifold into a Riemannian manifold. Then, $\varphi$ is said to be $(1,1)$-geodesic if

$$ (\nabla d\varphi)(Y^{10}, Z^{01}) = 0, \quad \forall Y^{10} \in T^{10}M, Z^{01} \in T^{01}M. $$

$(1,1)$-geodesic maps are harmonic as, for any $X \in TM$

$$ 0 = \nabla d\varphi(X - iJX, X + iJX) = \nabla d\varphi(X, X) + \nabla d\varphi(JX, JX) $$

so that on choosing an orthonormal frame $\{X_i, JX_i\}_{i=1,...,m}$ for $M^{2m}$ we see that trace $\nabla d\varphi = 0$.

When $(M,J)$ is a complex manifold (not necessarily endowed with a metric), it also makes sense to speak of *pluriharmonic maps* as those for which their restriction to any complex curve on $M$ is harmonic (see comments to Proposition II.2.1). When $(M,g,J)$ is complex isotropic (and therefore, also real isotropic).
Kähler, the notions of pluriharmonic and \((1, 1)\)-geodesic maps coincide (see Proposition A.2.4 and Corollary A.2.6) and imply harmonicity.

Let \((N, g, J)\) be an almost Hermitian manifold. An almost complex submanifold \(M\) of \(N\) is said superminimal if \(J\) is parallel along \(M\) ([6], p. 223):

\[
\nabla^N_X J = 0, \quad \forall X \in TM.
\]

Superminimal submanifolds are minimal (see [6], p. 224): if \(\iota : M \to N\) denotes the inclusion map, \(\nabla \iota (X, JY) = J \nabla \iota (X, Y)\) from which we can deduce \(\text{trace} \nabla \iota = 0\). Notice that equation (II.2.6) is stronger then imposing that \((M, g, J)\) be a Kähler submanifold of \((N, g, J)\), as we require the total covariant derivative of \(J\) along \(M\), \(\nabla^N_{TM} J\), vanish and not just \(\nabla^M_{TM} J\). Of course, superminimal submanifolds are Kähler for the induced metric and the inclusion map becomes pluriharmonic (equivalently, \((1, 1)\)-geodesic): as a matter of fact, from (II.2.6), we deduce \(J \nabla^N_{T_{01} M} (X - iJX) = i \nabla_{T_{01} M} (X - iJX)\) for every \(X \in TM\) so that \(\nabla^N_{T_{01} M} T^{10} M \subseteq T^{10} N\); hence, \(\nabla \iota (T^{01} M, T^{10} M) \subseteq T^{10} N\) (see also Lemma III.3.2). We call to submanifolds satisfying this weaker condition pluriminimal: i.e., given an almost Hermitian manifold \((N, g, J)\), a pluriminimal submanifold \(M\) is a Kähler submanifold for which the inclusion map is pluriharmonic ([8], [21], [22]). These are still minimal submanifolds, as the inclusion map is \((1, 1)\)-geodesic and therefore harmonic. The next three results were obtained in joint work with M. Svensson ([43]). Firstly, when the codimension is two, the concepts of pluriminimal and superminimal coincide:

**Proposition II.2.4** (Pluriminimal and superminimal submanifolds of codimension two).  

Let \((N, g, J)\) be a Hermitian manifold and \(M\) a pluriminimal submanifold of codimension two. Then, \(M\) is superminimal.

**Proof.** Fix a local frame \(\{V, JV\}\) for \(TM^\perp\), and denote by \(X, Y, Z\) general tangent vectors to \(M\). Under the isomorphism \(\tilde{g}\) in (I.4.9), \(\nabla_X J\) is skew-symmetric; on the other hand, it satisfies \((\nabla_X J) J = -J(\nabla_X J)\). It follows that \(h((\nabla_X J)V, V) = h((\nabla_X J)V, JV) = 0\) and, since \(M\) is Kähler,

\[
h((\nabla_X J)Y, Z) = h((\nabla_X J)Y, Z) + h((\nabla_X J)Y, Z) = 0.
\]
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It remains to show that $h((\nabla_X J)Y, V) = 0$; by antisymmetry, then also $h((\nabla_X J)V, Y)$ vanishes. Denote by $\iota : M \to N$ the inclusion map. As $M$ is pluriminimal, we have $\nabla d\iota(X, JY) = \nabla d\iota(JX, Y)$ and consequently $h((\nabla_X JY, V) = h(\nabla_J X, Y, V)$.

Thus,

$$h((\nabla_X J)Y, V) = h(\nabla_X JY, V) - h(J\nabla_X Y, V) = h(\nabla_J X, V, Y) - h(J\nabla_Y X, V) = h((\nabla_Y J)X, V).$$

Since $J$ is integrable, we have $\nabla_J X = J\nabla_X J$ (see Corollary I.4.8 and equation (I.4.14)).

$$h((\nabla_X J)Y, V) = -h(J^2(\nabla_X J)Y, V) = -h(J(\nabla_J X)Y, V) = -h(J(\nabla_Y J)X, V) = -h((\nabla_X J)Y, V).$$

Hence, $\nabla_X J = 0$ so that $M$ is superminimal.

In the same way that minimal submanifolds are closely related to harmonic maps (Proposition II.2.2 and comments), pluriminimal submanifolds will be closely related with pluriharmonic maps. Indeed, we have the following:

**Theorem II.2.5** (Pluriharmonic maps and pluriminimal submanifolds). Let $\varphi : (M, J^M) \to (N^n, g, J^N)$ be a pluriharmonic holomorphic map from a complex manifold $(M, J)$ into an almost Hermitian manifold $(N, g, J^N)$. Then, $\varphi(M)$ is (locally) a pluriminimal submanifold.

Therefore, pluriminimal submanifolds can be (locally) constructed as the image of a pluriharmonic holomorphic map $\varphi$ from a complex manifold into any almost Hermitian manifold. We prove Theorem II.2.5 after the next theorem (which is given in [21] for the particular case when $M$ is Kähler and [2] when the codomain is the Euclidean space); see Corollary III.1 for a “twistorial” version of this fact:

**Theorem II.2.6.** Let $\varphi : (M, J) \to (N^n, h)$ be a pluriharmonic and pluriconformal map from a complex manifold into a Riemannian manifold $(N, h)$. Then, the pull-back metric $g = \varphi^*h$ on $M$ is Kähler.

**Proof.** As $d\varphi(T^{1,0}M)$ is isotropic, it follows easily that $g$ is compatible with $J$, i.e., $(M, g, J)$ is a Hermitian manifold. Let $\omega = g(J\cdot, \cdot)$ be the corresponding Kähler form.
As $J$ is integrable, $d\omega$ has no $(3, 0)$-part; to show that $\omega$ is closed it is therefore enough to show that the $(1, 2)$-part of $d\omega$ vanishes. To this end, let $(z_1, \ldots, z_m)$ be local holomorphic coordinates on $M$; they determine locally a Kähler metric and a Levi-Civita connection $\tilde{\nabla}$ (see Lemma A.2.5). As $\varphi$ is pluriharmonic, we get

$$0 = \tilde{\nabla} d\varphi(\partial z_k, \partial \bar{z}_m) = \nabla_{\partial z_k}^\varphi d\varphi(\partial \bar{z}_m) - d\varphi(\tilde{\nabla}_{\partial \bar{z}_m} \partial z_m) = \nabla_{\partial z_k}^\varphi d\varphi(\partial \bar{z}_m),$$

where $\nabla^{\varphi^{-1}}$ is the pull-back connection on $\varphi^{-1}TN$. Hence,

$$d\omega(\partial z_k, \partial z_l, \partial \bar{z}_m) = \partial z_k \omega(\partial z_l, \partial \bar{z}_m) - \partial z_l \omega(\partial z_k, \partial \bar{z}_m)$$

$$= i\hbar(\nabla_{\partial z_k}^\varphi d\varphi(\partial z_l) - \nabla_{\partial z_l}^\varphi d\varphi(\partial z_k), \partial \bar{z}_m)$$

$$= i\hbar (d\varphi([\partial z_k, \partial z_l]), \partial \bar{z}_m) = 0.$$

This proves that $d\omega = 0$ so that $M$ is Kähler.

Thus we can now easily prove Theorem II.2.5 as $\varphi$ is holomorphic, it is pluriconformal (Remark II.1.3). Hence, for the pull-back metric, $(M, g, J)$ is Kähler and so we have an isometric pluriharmonic immersion, which shows that its image is pluriminimal.

### II.3 Harmonic morphisms

Harmonic morphisms are smooth maps that preserve Laplace’s equation (II.2.3); more precisely:

**Definition II.3.1.** Let $M$ and $N$ be two Riemannian manifolds and $\varphi : M \to N$ a smooth map. Then, $\varphi$ is said to be a harmonic morphism if it pulls back (locally defined) harmonic functions on $N$ to (locally defined) harmonic functions on $M$. In other words, if $V$ is an open set in $N$ with $\varphi^{-1}(V)$ non-empty and $f : V \to \mathbb{R}$ a harmonic function, then $f \circ \varphi : \varphi^{-1}(V) \to \mathbb{R}$ is a harmonic function.

To give a geometric characterization of harmonic morphisms, we need the following notion (see e.g. [6]):
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**Definition II.3.2 (Horizontally (weakly) conformal map).** Let \( \varphi : M \to N \) be a smooth map between two Riemannian manifolds \((M, g)\) and \((N, h)\). Then, \( \varphi \) is called \textit{horizontally weakly conformal} if for all \( x \in M \) either:

(i) \( d\varphi_x = 0 \), or

(ii) \( d\varphi_x : T_x M \to T_{\varphi(x)} N \) maps the \textit{horizontal space} \( \mathcal{H}_x = (\ker d\varphi_x)^\perp \) conformally onto \( T_{\varphi(x)} N \); i.e., \( d\varphi_x \) is surjective and there is \( \Lambda_x \neq 0 \) with

\[
    h(d\varphi_x X, d\varphi_x Y) = \Lambda_x g(X, Y), \quad \forall X, Y \in \mathcal{H}_x. \tag{II.3.1}
\]

Of course, if we define \( \Lambda \) to be zero at points \( x \in M \) for which \( d\varphi_x = 0 \), we get (cf. Definition II.1.1) a smooth non-negative function \( \Lambda_x \) defined on \( M \), and we can consider its square root \( \lambda_x \), to which is usually called the \textit{dilation} (of \( \varphi \) at \( x \)). We can now give the following characterization of harmonic morphisms ([24], [28], see also [6]):

**Theorem II.3.3 (Geometric characterization of harmonic morphisms).** A smooth map \( \varphi : M \to N \) between Riemannian manifolds is a harmonic morphism if and only if it is simultaneously harmonic and horizontally weakly conformal.

The following theorem will be crucial in our subsequent work ([4], see also [6], p. 122):

**Theorem II.3.4 (Harmonic morphisms and mean curvature of the fibres).** Let \( \varphi : M^m \to N^n \) be a smooth non-constant horizontally weakly conformal map between Riemannian manifolds. Then, \( \varphi \) is harmonic, and so a harmonic morphism, if and only if, at every regular point, the mean curvature vector field \( \mu^V \) of the fibres and the gradient of the dilation \( \lambda \) of \( \varphi \) are related by

\[
    (n - 2)\mathcal{H}(\nabla \log \lambda) + (m - n)\mu^V = 0. \tag{II.3.2}
\]

In particular, when \( n = 2 \), \( \varphi \) is harmonic, and so a harmonic morphism, if and only if at every regular point the fibres of \( \varphi \) are minimal.

Of course, we immediately get from (II.3.2) that a Riemannian submersion \( \varphi : M^m \to N^n \) is a harmonic morphism if and only if it has minimal fibres ([24]). In the particular
case where $n = 2$, harmonic morphisms do not depend on the conformal class of $N^2$ ([6]; compare with II.2.1) as horizontal (weak) conformality remains unchanged by conformal changes of the metric on $N^2$ and the fact that the fibres are minimal does not depend on the metric on $N^2$ at all. In particular, the concept of harmonic morphism to a Riemann surface is well-defined.

If $(M, g, J)$ is an almost Hermitian manifold and $\varphi : M \to N^2$ is a holomorphic map, $\varphi$ is automatically horizontally weakly conformal, as it is easy to check. Therefore, in such a case, we have a harmonic morphism if and only if its fibres are minimal (at regular points). As we shall see in Chapter IV, this will be the fundamental idea for constructing harmonic morphisms using twistor methods.
Chapter III

Harmonic maps and twistor spaces

In [42] (Corollary 4.2), it is shown that conformal and harmonic immersions $\varphi : M^2 \to N^{2n}$ always arise as the projection $\varphi = \pi \circ \psi$ of suitable holomorphic maps $\psi : M^2 \to \Sigma^+ N$:

**Corollary III.5.2.** Let $M^2$ be a Riemann surface, $N^{2n}$ an oriented even-dimensional manifold. Consider $\varphi : M^2 \to N^{2n}$ an immersion. Then, $\varphi$ is a conformal and harmonic map if and only if $\varphi$ is (locally) the projection of a $(J^M, J^2)$-holomorphic map $\psi : M^2 \to \Sigma^+ N$.

The fact that projections of $J^2$-holomorphic maps $\psi : M^2 \to \Sigma^+ N$ are harmonic is a consequence of the following theorem ([42], Theorem 3.5):

**Theorem III.2.2.** Let $(M^{2m}, J^M, g)$ be a cosymplectic manifold and $N^{2n}$ an oriented Riemannian manifold. Take $\psi : M^{2m} \to \Sigma^+ N^{2n}$ a $(J^M, J^2)$-holomorphic map. Then, the projected map $\varphi : M^{2m} \to N^{2n}$, $\varphi = \pi \circ \psi$, is harmonic.

This is essentially a consequence of Proposition III.2.1 ([34], see [42] p. 175):

**Proposition III.2.1.** Let $M^{2m}$ be a cosymplectic manifold and $N^{2n}$ a $(1, 2)$-symplectic manifold. Then, any holomorphic map $\varphi : M^2 \to N^{2n}$ is harmonic.
What really matters in proving Proposition III.2.1 is that there is indeed an almost complex structure on $N$ which renders $\varphi$ holomorphic and is “$(1,2)$-symplectic along $\varphi$”: this is the idea behind Theorem III.2.2. As for the converse in Corollary III.5.2 it follows from Theorem III.4.1.

The main purpose of this chapter is to give more general versions of these results and, at the same time, using the tools developed in Chapter I, provide unified proofs for the above stated and for the new results. More precisely, we prove ([43], see also Remark 5.7 of [41])

**Theorem III.3.4.** Let $M$ be a $(1,2)$-symplectic manifold and $N^{2n}$ an oriented even-dimensional Riemannian manifold. Consider a $(J^M, J^2)$-holomorphic map $\psi : M^{2m} \to \Sigma^+ N^{2n}$. Then, the projected map $\varphi : M^{2m} \to N^{2n}$, $\varphi = \pi \circ \psi$, is pluriconformal and $(1,1)$-geodesic.

In the same way that Theorem III.2.2 is a generalization of Proposition II.2.1, we show that the above theorem can be seen as a generalization of the following result (see [6], Lemma 8.2.1):

**Proposition III.3.1.** If $\varphi : M \to N$ is a holomorphic map between $(1,2)$-symplectic manifolds $(M, g, J^M)$ and $(N, h, J^N)$, then $\varphi$ is $(1,1)$-geodesic.

We also establish a converse to Theorem III.3.4 namely, we see under what circumstances we can guarantee the existence of a twistor lift for a given pluriconformal $(1,1)$-geodesic map (Theorem III.4.2 and Corollary III.5.1).

We can already derive a consequence from Theorem III.3.4 that will be the starting point for our construction of harmonic morphisms in the next chapter ([43]):

**Corollary III.1.** If $(M, g, J)$ is a Kähler manifold, $\psi : M \to \Sigma^+ N$ a $J^2$-holomorphic map and $\varphi = \pi \circ \psi$ an immersion, then $\varphi(M) \subseteq N$ is an immersed (pluri)minimal submanifold of $N$.

---

1Equivalently, $\psi$ is nowhere vertical.
III.1 Fundamental lemma

Proof. As \( M \) is \((1, 2)\)-symplectic, \( \varphi \) is \((1, 1)\)-geodesic. But then it is also pluriharmonic as \( M \) is Kähler. On the other hand, its pluriconformality is obvious from its holomorphicity relatively to the almost Hermitian structure induced by \( \psi \). Therefore, the induced pull-back metric on \( M \) is still Kähler (Theorem II.2.6). But pluriharmonicity is not influenced by change of compatible metrics so that \( \varphi \) is still pluriharmonic for this new metric that makes it a Riemannian immersion. In particular, it is \((1, 1)\)-geodesic and therefore harmonic. Hence, \( \varphi(M) \subseteq N \) is minimal. \( \square \)

Remark III.2. Notice the importance of \( M \) being Kähler in Corollary III.1: we need \( M \) to be \((1, 2)\)-symplectic; without this, we can not guarantee that the projected map \( \varphi : M \to N \) is \((1, 1)\)-geodesic (Theorem III.3.4). On the other hand, we use the fact that \( M \) is complex to make sure that the pull-back metric makes \( M \) a \((1, 2)\)-symplectic manifold for which \( \varphi \) is still \((1, 1)\)-geodesic (and therefore harmonic).

III.1 Fundamental lemma

Let \((M, g, J^M)\) be an almost Hermitian manifold and \((N, h)\) an oriented even-dimensional Riemannian manifold. Let \( \psi : M \to \Sigma^+ N, \psi(x) = (\pi \circ \psi(x), J^M \psi(x)) \), be a map to the twistor space \( \Sigma^+ N \) of \( N \) and define \( \varphi : M \to N \) by \( \varphi = \pi \circ \psi \). We shall say that \( \varphi \) is \((J^M, J^\psi)\)-holomorphic (at \( x_0 \)) if
\[
d_{x_0}(J^M X_{x_0}) = J^\psi(x_0) (d_{x_0} X_{x_0}), \quad \forall X_{x_0} \in T_{x_0} M.
\]
Consider the vector bundle \( \varphi^{-1} TN \) over \( M \) with the orientation, metric and connection inherited from those on \( TN \) and let \( \Sigma^+ \varphi^{-1} TN \) denote its twistor bundle. Let \( \sigma_\psi \) denote the section associated to \( \psi \):
\[
\sigma_\psi : M \to \Sigma^+ \varphi^{-1} TN
\]
\[
x \to (x, J^\psi(x)).
\]
For the section \( \sigma_\psi \), \( (\varphi^{-1} TN, \varphi^{-1} h, \nabla_{\varphi^{-1}}, \sigma_\psi) \) becomes an almost Hermitian vector bundle. Let \( \omega_\sigma \) be the fundamental 2-form associated with \( \sigma_\psi \) and define \( d_{x_0} \omega_\sigma \) as in Chapter II.
In the opposite direction, let \( \varphi : M \to N \) be any smooth map and \( \sigma \) a section of \( \Sigma^+ \varphi^{-1}TN \), \( \sigma : M \to \Sigma^+ \varphi^{-1}TN \) with \( \sigma(x) = (x, J_\sigma(x)) \), \( J_\sigma(x) \in \Sigma^+ T_{\varphi(x)}N \). Then, \( \sigma \) defines a map \( \psi_\sigma : M \to \Sigma^+ N \) by

\[
\psi : M \to \Sigma^+ N \\
x \mapsto (\varphi(x), J_\sigma(x)).
\]

(III.1.1)

With this terminology, we can state the following result:

**Lemma III.1.1** (Fundamental lemma). Let \( \psi : M \to \Sigma^+ N \), \( \varphi = \pi \circ \psi \) and \( \omega_\sigma \) be the fundamental 2-form associated with \( \sigma_\psi \). For any fixed \( x_0 \in M \), we have

\[
\psi \text{ is } (J^M, J^a)-\text{holomorphic at } x_0 \Rightarrow \begin{cases} d_a\omega_\sigma(x_0) = 0 \\ \varphi \text{ is } (J^M, J^a)-\text{holomorphic at } x_0 \end{cases} \quad (a = 1, 2)
\]

(III.1.2)

Conversely, let \( \varphi : M \to N \) be any smooth map, \( \sigma \) a section of \( \Sigma^+ \varphi^{-1}TN \) and \( \psi_\sigma \) as in (III.1.1). Then, for any fixed \( x_0 \in M \), we have

\[
\begin{cases} \varphi \text{ is } (J^M, J^a)-\text{holomorphic at } x_0 \\ d_a\omega_\sigma(x_0) = 0 \end{cases} \Rightarrow \psi \text{ is } (J^M, J^a)-\text{holomorphic at } x_0. \quad (III.1.3)
\]

**Proof.** Let \( \psi : M \to \Sigma^+ N \) be \( (J^M, J^a) \)-holomorphic and \( \varphi = \pi \circ \psi \).

(i) It is easy to check that \( \varphi \) is \( (J^M, J^a) \)-holomorphic: in fact,

\[
\varphi = \pi \circ \psi \Rightarrow d\varphi(J^M X) = d\pi(d\psi(J^M X)) = d\pi(J^a d\psi X) = J_\psi d\pi(d\psi X) = J_\psi d\varphi X
\]

since \( \psi \) is \( (J^M, J^a) \)-holomorphic and \( \pi \) is “holomorphic” in the sense of equation (I.4.6).

(ii) As in equation (I.4.8), we can show that the decomposition of \( d\psi X \) into horizontal and vertical parts is given by

\[
\{d\psi X - \nabla_{\psi}^{-1} J_\psi \} \oplus \nabla_{\psi}^{-1} J_\psi \in \mathcal{H} \oplus \mathcal{V}. \quad (III.1.4)
\]

(iii) We can now finish the proof of the first implication: we want to show that \( d_a\omega_\sigma = 0 \).

Indeed, we can write

\[
\psi \text{ is } (J^M, J^a)-\text{holomorphic} \Rightarrow (d\psi(X^{10}))^A \in \mathcal{V}^{10,A} = \begin{cases} T^{02a} (a = 1), \\ T^{20a} (a = 2). \end{cases}
\]
Hence, since \((d\psi(X))^V = \nabla_X J\psi\) we deduce, for \(a = 1\),
\[
< (\nabla_{X^{10}} J_\psi) Y^{10}_{j_\psi}, Z^{10}_{j_\psi} > = 0 \iff (\nabla_{X^{10}} \omega_\sigma) (Y^{10}_{j_\psi}, Z^{10}_{j_\psi}) = 0 \iff d_1 \omega_\sigma = 0,
\]
whereas for \(a = 2\) we have
\[
< (\nabla_{X^{10}} J_\psi) Y^{01}_{j_\psi}, Z^{01}_{j_\psi} > = 0 \iff (\nabla_{X^{10}} \omega_\sigma) (Y^{01}_{j_\psi}, Z^{01}_{j_\psi}) = 0 \iff d_2 \omega_\sigma = 0,
\]
as required.

Conversely, suppose now that we have a map \(\varphi : M \to N\) and a section
\[
\sigma : M \to \Sigma^+ \varphi^{-1} TN
\]
\[
x \mapsto (x, J_\sigma(x)), \text{ where } J_\sigma(x) : T_{\varphi(x)} N \to T_{\varphi(x)} N
\]
such that \(\varphi\) is \((J_M, J_\sigma)\)-holomorphic and \(d_\omega \omega_\sigma = 0\). We want to show that the map
\[
\psi : M \to \Sigma^+ TN
\]
\[
x \mapsto (\varphi(x), J_\sigma(x))
\]
is \((J_M, J^a)\)-holomorphic. Take the decomposition of \(T\Sigma^+ \varphi^{-1} TN\) into its horizontal and vertical parts.

(iv) For the horizontal part, we have
\[
(d\psi(J_M X) )^H = d\pi|_H^{-1} \circ d\pi|_H (d\psi(J_M X) )^H = d\pi|_H^{-1} d\pi (d\psi(J_M X) )
\]
\[
= d\pi|_H^{-1} d\varphi(J_M X) = d\pi|_H^{-1} J_\sigma d\varphi X = d\pi|_H^{-1} J_\sigma d\pi|_H (d\psi X)^H
\]
\[
= J^H(\psi X)^H.
\]

(v) For the vertical part, all we have to show is that \((d\psi(X^{10}))^V \in \mathcal{V}^a_{10}\) \((a = 1, 2)\) and this follows from \(d_\omega \omega_\sigma = 0\), just as in (iii), concluding our proof.

\[\Box\]

Remark III.1.2. Notice that the main problem this lemma solves is that already pointed out in Remark \[\text{I.4.2}\] when we are considering the bundle \(\Sigma^+ N\) we have two natural almost complex structures: namely, \(\mathcal{J}^1\) and \(\mathcal{J}^2\). When we take instead the bundle \(\Sigma^+ V\), conditions \(d_\omega \omega = 0\) arise more naturally then that of defining \(\mathcal{J}^a\) on the latter bundle (in the way we pointed out in Remark \[\text{I.4.2}\]) and then speak of holomorphicity relatively
to these structures. Choosing this terminology, $J^a$-holomorphicity on a bundle $\Sigma^+ N$ is replaced by the conditions $d_\omega \omega = 0$ on $\Sigma^+ V$ and $\varphi$ holomorphic. Comparing with Theorem [I.4.3] now we have to impose that $\varphi$ be holomorphic, which will give the horizontal holomorphicity of the lift, that was automatically guaranteed in the case of sections of $\Sigma^+ N$ (Remark [I.4.7]).

**Corollary III.1.3.** As before, let $\psi : M \to \Sigma^+ N$ be a smooth map from the almost Hermitian manifold $(M, g, J^M)$ and $\varphi : M \to N$, $\varphi = \pi \circ \psi$ the projected map. Then, for each $x_0 \in M$, $\psi$ is $J^1$-holomorphic at $x_0$ if and only if $\varphi$ is $(J^M, J_\psi)$-holomorphic at $x_0$ and $\nabla_{T^0_{x_0} M} T^0_{J_\psi} N \subseteq T^0_{J_\psi(x_0)} N$; equivalently, if and only if $\varphi$ is $(J^M, J_\psi)$-holomorphic (at $x_0$) and

$$\forall X^{10} \in T^{10}_{x_0} M, Y^{10} \in \Gamma(\varphi^{-1} T^{10}_{J_\psi} N) \exists Z^{10}_{x_0} \in \varphi^{-1} T^{10}_{J_\psi(x_0)} N : \nabla_{X^{10}} Y^{10} = Z^{10}_{x_0}. \quad (III.1.5)$$

Analogously, $\psi$ is $J^2$-holomorphic at $x_0$ if and only if $\varphi$ is $(J^M, J_\psi)$-holomorphic at $x_0$ and $\nabla_{T^{01}_{x_0} M} T^{10}_{J_\psi} N \subseteq T^{10}_{J_\psi(x_0)} N$. Equivalently, if and only if $\varphi$ is $(J^M, J_\psi)$-holomorphic and

$$\forall X^{01}_{x_0} \in T^{01}_{x_0} M, Y^{10} \in \Gamma(\varphi^{-1} T^{10}_{J_\psi} N) \exists Z^{10}_{x_0} \in \varphi^{-1} T^{10}_{J_\psi(x_0)} N : \nabla_{X^{01}} Y^{10} = Z^{10}_{x_0}. \quad (III.1.6)$$

**Proof.** Using Lemma [III.1.1] we see that $\psi$ is $J^a$-holomorphic if and only if $\varphi$ is $(J^M, J_\psi)$-holomorphic and $d_\omega \omega_\sigma = 0$, where $\omega_\sigma$ is the fundamental 2-form associated to $\psi$. From Lemma [I.2.2] we have

$$d_\omega \omega_\psi = 0 \iff \begin{cases} \nabla_{T^{10}_{x_0} M} T^{10}_{J_\psi} N \subseteq T^{10}_{J_\psi} N \ (a = 1) \\ \nabla_{T^{01}_{x_0} M} T^{10}_{J_\psi} N \subseteq T^{10}_{J_\psi} N \ (a = 2) \end{cases},$$

which proves our assertion. 

**III.2 Harmonic maps and twistor projections**

**III.2.1 Proposition [III.2.1]**

Recall the following result ([34], see [42] p. 175):
Proposition III.2.1. Let \((M, g, J^M)\) be a cosymplectic manifold and \((N, h, J^N)\) a \(1, 2\)-symplectic manifold. Then, any holomorphic map \(\varphi : M \to N\) is harmonic.

As we want to establish the similarity between the different results in the introduction of this chapter, we now present a new proof of Proposition III.2.1 done in several steps:

1\(st\) step. The \((0, 1)\)-part of \(J_N^N (\text{trace}_g \nabla^{\varphi^{-1}} J^N)\) (see also the proof of Lemma 8.1.5 in [6], p. 251).

If \(\varphi\) is a holomorphic map between two almost Hermitian manifolds \(M\) and \(N\), then

\[
\{J^N (\text{trace}_g \nabla^{\varphi^{-1}} J^N)\}^{01} = 4 \left\{ \sum_j \nabla^{\varphi^{-1}} \tilde{Z}_j \, d\varphi Z_j \right\}^{01} \tag{III.2.1}
\]

where \(Z_j, \bar{Z}_j\) are the vectors \(\frac{1}{2}(X_j - iJX_j), \frac{1}{2}(X_j + iJX_j)\), respectively, with \(\{X_j, JX_j\}\) an orthonormal frame and

\[
\text{trace}_g \nabla^{\varphi^{-1}} J^N := \sum_i (\nabla^N_{d\varphi X_i} J^N) d\varphi X_i, \{X_i\}\ \text{orthonormal for the metric on } M.
\]

Proof of the 1\(st\) step. The proof follows from noticing that \(\frac{1}{2}(\text{Id} + iJ)Jv = (Jv)^{01} = -iv\) and decomposing both sides in equation (III.2.1).

2\(nd\) step. Decomposing the tension field (see Lemma 8.1.5., [6], p. 251).

Let \(\varphi : (M, g, J) \to (N, g, J)\) be a holomorphic map between two almost Hermitian manifolds. Then,

\[
\tau(\varphi) = J^N \left( \text{trace}_g \nabla^{\varphi^{-1}} J^N \right) - d\varphi \left( J^M \text{ trace } \nabla^M J^M \right). \tag{III.2.2}
\]

Proof of the 2\(nd\) step. Since \(\nabla d\varphi\) is symmetric, we have

\[
\tau(\varphi) = 4 \sum_j \left( \nabla d\varphi \right) (\bar{Z}_j, Z_j). \tag{III.2.3}
\]

Hence,

\[
\tau(\varphi) = 4 \sum_j \nabla^{\varphi^{-1}TN} \bar{Z}_j d\varphi Z_j - 4d\varphi (\sum_j \nabla^M \bar{Z}_j Z_j).
\]
If $\varphi$ is a holomorphic map between two almost Hermitian manifolds, it preserves the $(1,0)$ and $(0,1)$-parts. So, since

$$4 \left\{ d\varphi \sum_j \nabla^M_{Z_j} Z_j \right\}^{01} = d\varphi \left( J^M \operatorname{trace} \nabla J \right)^{01} \quad \text{and} \quad 4 \sum_j \nabla^N_{Z_j} d\varphi Z_j = \left( J^N \operatorname{trace} \nabla^N J^N \right)^{01},$$

by (III.2.1), we deduce

$$\left( \tau(\varphi) \right)^{01} = \left\{ J^N \left( \operatorname{trace} \nabla^N J^N \right) - d\varphi \left( J^M \operatorname{trace} \nabla^M J^M \right) \right\}^{01}.$$  

As $\tau(\varphi)(x) \in T_{\varphi(x)}N$ is real, we conclude that equation (III.2.2) is satisfied, as desired.

\[ \square \]

3\textsuperscript{rd} step. (Fundamental step) $d_2 \omega_\sigma = 0$.

We show that, if $\varphi : M \to N$ is a holomorphic map, with $M$ almost Hermitian and $N$ $(1,2)$-symplectic, then $d_2 \omega_\sigma = 0$, where $\omega_\sigma$ is the fundamental $2$-form associated to $\sigma$ and $\sigma$ is the section of $\Sigma^+ \varphi^{-1}TN$ defined in the natural way,

$$\sigma : M \to \Sigma^+ \varphi^{-1}TN$$

$$x \to (x, J^N_{\varphi(x)}).$$

\textbf{Proof of the 3\textsuperscript{rd} step.} Let us start by noticing that $(\varphi^{-1}TN, \varphi^{-1}h, \nabla^{\varphi^{-1}}, \sigma)$ is an almost Hermitian vector bundle and there is a natural identification between $(\varphi^{-1}TN)^{01}_x$ (respectively, $(\varphi^{-1}TN)^{01}_x$) and $T^{01}_{\varphi(x)}N$ (respectively, $T^{01}_{\varphi(x)}N$).

Now, from Lemma I.2.2, $d_2 \omega_\sigma = 0$ if and only if, for all $X^{10} \in T^{10}M$, $Y^{01}, Z^{01} \in (\varphi^{-1}TN)^{01}$

$$(\nabla_{X^{10}}^{\varphi^{-1}TN} \omega_\sigma)(Y^{01}, Z^{01}) = 0 \iff (\nabla_{X^{10}}^N \omega_\sigma)(\tilde{Y}^{01}, \tilde{Z}^{01}) = 0, \quad \forall \tilde{Y}^{01}, \tilde{Z}^{01} \in T^{01}N.$$  

Since $\varphi$ is holomorphic, $d\varphi(X^{10}) \in T^{10}N$ so that the above equation is trivially true as $N$ is $(1,2)$-symplectic and so $d_2 \omega_{jN} = 0$ (Proposition I.3.3).

\[ \square \]

4\textsuperscript{th} step. Conclusion of the proof of Proposition III.2.1

Using the second step and the fact that $M$ is cosymplectic,

$$\tau(\varphi) = J^N \left( \operatorname{trace} \nabla^{\varphi^{-1}} J^N \right) - d\varphi(J^M \operatorname{trace} \nabla^M J^M) = J^N \left( \operatorname{trace} \nabla^{\varphi^{-1}} J^N \right).$$
From the first step,
\[
\{ J^N (\text{trace}_g \nabla^{-1} J^N) \}^{01} = 4 \sum_j \{ \nabla_{Z_j}^{\varphi^{-1}TN} d\varphi Z_j \}^{01}.
\]

Now, since \( Z_j \in T^{01} M, d\varphi(Z_j) \in (\varphi^{-1}TN)^{10} \) and \( d_2\omega_\sigma = 0 \) (from the third step), we can use equation (I.2.8) in Lemma I.2.2 to deduce that \( \nabla_{Z_j}^{\varphi^{-1}TN} d\varphi Z_j \) lies in \((\varphi^{-1}TN)^{10}\) (or, equivalently, in \(T^{10}N\)). Therefore, \( \nabla_{Z_j}^{\varphi^{-1}TN} d\varphi Z_j \) has vanishing \((0,1)\)-part and \( (\tau(\varphi))^{01} = 0 \). Hence, by reality, \( \tau(\varphi) = 0 \) and \( \varphi \) is harmonic, as desired.

III.2.2 Twistor projections

We have the following twistorial generalization of Proposition III.2.1 ([42], Theorem 3.5):

**Theorem III.2.2.** Let \((M^{2m}, J^M, g)\) be a cosymplectic manifold and \(N^{2n}\) an oriented Riemannian manifold. Take \( \psi : M^{2m} \rightarrow \Sigma^+ N^{2n} \) a \((J^M, J^2)-\)holomorphic map. Then, the projected map \( \varphi : M^{2m} \rightarrow N^{2n}, \varphi = \pi \circ \psi \), is harmonic.

Notice that we could have considered \(\Sigma^- N\) instead of \(\Sigma^+ N\) in this theorem. In fact, \(\Sigma^- N = \Sigma^+ \tilde{N}\), where \(\tilde{N}\) denotes the manifold \(N\) with the opposite orientation. Hence, if \(\psi : M^{2m} \rightarrow \Sigma^- N\) is a \(J^2\)-holomorphic map as above, \(\varphi : M \rightarrow \tilde{N}\) is harmonic. But harmonicity does not depend on the orientation, so that \(\varphi\) is still harmonic as a map to \(N\).

We now present a new proof for this result, compatible with that for Proposition III.2.1.

We divide it into the same steps as the proof of that proposition:

1st step. The \((0,1)\)-part of \(J^N (\text{trace}_g \nabla^{-1} J^N)\).

Just as before, we can prove that, with \(\psi\) and \(\varphi\) as in Theorem III.2.2,

\[
(J_\psi \text{trace}_g \nabla^{-1} J_\psi)^{01} = 4 \sum_j (\nabla_{Z_j} d\varphi Z_j)^{01}
\] (III.2.4)

where, for any orthonormal frame \(\{X_i\}\) of \(TM\),

\[
\text{trace}_g \nabla^{-1} J_\psi = \sum_i (\nabla^{-1} J_\psi)(d\varphi X_i, d\varphi X_i) = \sum_i \nabla_{X_i}^{\varphi^{-1}TN} J_\psi d\varphi X_i - J_\psi (\nabla_X^{M} X_i).
\]
Proof of the 1\textsuperscript{st} step. As before, the proof follows from noticing that \( \frac{1}{2}(\text{Id} + iJ)Jv = (Jv)^{01} = -iv \) and decomposing both sides in equation (III.2.4), noticing that \( \varphi \) is \((J^M, J_\psi)\)-holomorphic (Lemma III.1.1).

2\textsuperscript{nd} step. Decomposing the tension field.

Let \( \varphi \) and \( \psi \) be in the conditions of Theorem III.2.2. Then, we have

\[
\tau(\varphi) = J_\psi(\text{trace}_g \nabla^{\varphi^{-1}} J_\psi) - d_\varphi(J^M \text{trace} \nabla^M J^M). \tag{III.2.5}
\]

Proof of the 2\textsuperscript{nd} step. Once again, the proof goes exactly as before, as \( \varphi \) becomes a \((J^M, J_\psi)\)-holomorphic map.

3\textsuperscript{rd} step. (Fundamental step) \( d_2 \omega_\sigma = 0 \).

Let \( \varphi \) and \( \psi \) be as given and consider the section \( \omega_\sigma \) of \( \Sigma^+ \varphi^{-1}TN \) as in Lemma III.1.1; then, \( d_2 \omega_\sigma = 0 \).

Proof of the 3\textsuperscript{rd} step. The proof is precisely Lemma III.1.1 (equation (III.1.2)) for the case \( a = 2 \).

4\textsuperscript{th} step. Conclusion of the proof of Theorem III.2.2

We repeat the fourth step of the previous proof, with \( J^N \) replaced by \( J_\psi \) throughout. \( \square \)

III.3 \((1, 1)\)-geodesic maps and twistor projections

III.3.1 Proposition III.3.1

In the spirit of Proposition III.2.1 we have the following result (see [6], Lemma 8.2.1):

**Proposition III.3.1.** If \( \varphi : M \to N \) is a holomorphic map between \((1, 2)\)-symplectic manifolds \((M, g, J^M)\) and \((N, h, J^N)\), then \( \varphi \) is \((1, 1)\)-geodesic.
III.3 (1, 1)-geodesic maps and twistor projections

In the same way that we divided the proof of Proposition III.2.1 into several steps to show the similarity between that result and Theorem III.2.2, we shall now divide the proof of Proposition III.3.1 to exhibit its relation with Theorem III.3.4 and with the two results from the previous section:

1st step. Alternative characterizations of (1, 1)-geodesic maps.

**Proposition III.3.2** ((1, 1)-geodesic maps: alternative condition). Let \( \varphi : M \to N \) be a map from a Hermitian manifold \((M, g, J)\) to a Riemannian manifold \(N\). Then, \( \varphi \) is (1, 1)-geodesic if and only if for every point \( x \in M \) there is an almost Hermitian structure \( J_{\varphi_x} \) on \( T_{\varphi_x}N \) such that

\[
(\nabla d\varphi)_x(Y^{10}, Z^{01}) \in T^{10}_{\varphi_x}N, \quad \forall Y^{10} \in T^{10}_xM, \ Z^{01} \in T^{01}_xM. \quad \text{(III.3.1)}
\]

**Proof.** If \( \varphi \) is (1, 1)-geodesic, take any almost Hermitian structure on \( T_{\varphi_x}N \). Then, since \( (\nabla d\varphi)_x(Z^{01}, Y^{10}) = 0 \) (Definition II.2.3), (III.3.1) obviously holds. Conversely, suppose that (III.3.1) holds for some \( J_{\varphi_x} \). Then, taking \( Z^{10} = X - iJX, \ Z^{01} = X + iJX, \ X \in T_xM, \) we deduce

\[
\nabla d\varphi(Z^{01}, Z^{10}) \in T^{10}_{\varphi_x}N.
\]

But since

\[
\nabla d\varphi(Z^{01}, Z^{10}) = \nabla d\varphi(X, X) + \nabla d\varphi(JX, JX)
\]

is real, we deduce \( \nabla d\varphi(Z^{01}, Z^{10}) = 0 \). Now, using a polarization argument,

\[
\nabla d\varphi(Z, Z) = 0, \quad \forall Z \in T^{10}M \Rightarrow \nabla d\varphi(Z + \overline{Y}, Z + Y) = 0
\]

\[
\Rightarrow \nabla d\varphi(Z, Z) + \nabla d\varphi(\overline{Y}, Y) + \nabla d\varphi(\overline{Z}, Y) + \nabla d\varphi(Y, Z) = 0
\]

\[
\Rightarrow \text{Re} \left( \nabla d\varphi(Y, Z) \right) = 0.
\]

But then \( \nabla d\varphi(Y, Z) \in T^{10}_{\varphi_x}N \) and has vanishing real part, which implies that it must be zero. Hence, \( \varphi \) is (1, 1)-geodesic. \( \square \)

---

\(^2\)Notice that we do not require any compatibility between \( \varphi \) and the almost Hermitian structure; i.e., \( \varphi \) may or may not be holomorphic with respect to this structure; see the next corollary for further details.
Harmonic maps and twistor spaces

Given a smooth map $\varphi : (M, g, J) \to N$ obtained as the projection $\varphi = \pi \circ \psi$ of a map $\psi$ to $\Sigma^+ N$, $\varphi = \pi \circ \psi$, without requiring further conditions a priori on $\psi$, nothing guarantees that $\varphi$ is holomorphic relatively to the induced almost Hermitian structure $J_\psi$. However, if it is, we shall say that the structure $J_\psi$ is strictly compatible with $\varphi$ (or that the map $\psi$ is a strictly compatible twistor lift of $\varphi$). Of course, such a structure $J_\psi$ can exist if and only if $d\varphi(T^{10}M) \subseteq T^1_{J_\psi} N$ is isotropic: in other words, if and only if $\varphi$ is (weakly) pluriconformal. If $J_\psi$ preserves $d\varphi(TM)$ but does not necessarily render $\varphi$ holomorphic, we shall say that $J_\psi$ (or the map $\psi$) is compatible with $\varphi$.

**Lemma III.3.3** (More on $(1, 1)$-geodesic maps). The following conditions are equivalent:

(i) $\varphi$ is $(1, 1)$-geodesic.

(ii) For each $x \in M$ there is a Hermitian structure $J_{\varphi_x}$ in $T_{\varphi_x} N$ such that (III.3.1) holds.

(iii) For each $x \in M$ and for all almost Hermitian structures $J_{\varphi_x}$ at $T_{\varphi_x} N$, (III.3.1) holds.

Moreover, if $\varphi$ is a (weakly) pluriconformal map, then the following are equivalent:

(i’) $\varphi$ is $(1, 1)$-geodesic.

(ii’) For each $x \in M$ there is a compatible Hermitian structure $J_{\varphi_x}$ in $T_{\varphi_x} N$ such that (III.3.1) holds.

(iii’) For each $x \in M$ and for all compatible Hermitian structures $J_{\varphi_x}$ at $T_{\varphi_x} N$, (III.3.1) holds.

**Proof.** We have seen in the preceding Lemma III.3.2 that conditions (i) and (ii) are equivalent. On the other hand, (iii) implies (ii). Finally, if (i) holds then $\nabla d\varphi(T^{10}M, T^{10}M) = 0$ and consequently (iii) also holds.

For the second part, if (iii’) holds so does (ii’), and consequently so does (i’) with the same proof as in Lemma III.3.2. If (ii’) is true, then $\nabla d\varphi(Y^{10}, Z^{01}) = 0$ and so (iii’) holds. Finally, if (i’) is satisfied, since $\varphi$ is (weakly) pluriconformal, we can find a Hermitian

---

3In the case $M^2$ is a Riemann surface, if and only if $\varphi$ is (weakly) conformal.
structure on $T_{\varphi, x}N$ for which $\varphi$ is holomorphic at $x$ and, of course, for this structure, (III.3.1) is verified, so that (ii’) is implied by (i’), concluding our proof.

We now return to the proof of Proposition III.3.1.

2nd step. Decomposing $\nabla d\varphi(Y^{10}, Z^{01})$.

We have

\[
\nabla d\varphi(Y^{10}, Z^{01}) = \nabla d\varphi(Z^{01}, Y^{10}) = \nabla^{-1}_{Z^{01}} d\varphi(Y^{10}) - d\varphi(\nabla_{Z^{01}} Y^{10}). \tag{III.3.2}
\]

Proof of the 2nd step. Immediate.

3rd step. (Fundamental step) $d_2 \omega_\sigma = 0$.

As in the third step of the proof of Proposition III.2.1, $d_2 \omega_\sigma = 0$, where $\omega_\sigma$ is the fundamental 2-form associated with $\sigma$,

\[
\sigma : M \to \Sigma^+ \varphi^{-1}TN
\]

\[
x \to (x, J^{N}_{\varphi(x)}).
\]

Proof of the 3rd step. The proof goes precisely as in the proof of Proposition III.2.1.

4th step. Conclusion of the proof of Proposition III.3.1

Using the second step, (III.3.2) holds. Since $\varphi$ is holomorphic, $d\varphi(Y^{10}) \in T^{10}N$; hence, using the third step and Lemma I.2.2 (equation (I.2.9)) we deduce that $\nabla_{Z^{01}} d\varphi(Y^{10})$ lies in $T^{10}N$. As for the second term in the right-hand side of (III.3.2), since $M$ is (1, 2)-symplectic, using Proposition I.3.3, we deduce that $\nabla_{Z^{01}} Y^{10}$ lies in $T^{10}M$ and using the holomorphicity of $\varphi$ we can therefore write

\[
\nabla d\varphi(Y^{10}, Z^{01}) \in T^{10}J_{\varphi}N.
\]

Lemma III.3.2 finishes the proof by showing that $\varphi$ is (1, 1)-geodesic.
III.3.2 Twistor projections

We can now generalize Proposition [III.3.1 (43), see also Remark 5.7 of [41]):

**Theorem III.3.4.** Let $M$ be a $(1, 2)$-symplectic manifold and $N^{2n}$ an oriented even-dimensional Riemannian manifold. Consider a $(J^M, J^2)$-holomorphic map $\psi : M^{2m} \to \Sigma^+ N^{2n}$. Then, the projected map $\varphi : M^{2m} \to N^{2n}, \varphi = \pi \circ \psi$, is $(1, 1)$-geodesic.$^4$

**Proof.** The proof goes just as before: the first and second steps are similar to the preceding ones. As for the remaining steps:

3rd step. (Fundamental step) $d^2\omega_{\sigma} = 0$.

Let $\psi$ and $\varphi$ be as given and consider the section of $\Sigma^+ \psi^{-1}T N$ as in Lemma [III.1.1]. Then, $d^2\omega_{\sigma} = 0$.

**Proof of the 3rd step.** The proof of this step is precisely Lemma [III.1.1]

4th step. Conclusion of the proof of Theorem [III.3.4]

Using the second step, equation (III.3.2):

$$\nabla d\varphi(Y^{10}, Z^{01}) = \nabla_{Z^{01}}^{\varphi^{-1}} d\varphi Y^{10} - d\varphi(\nabla_{Z^{01}}^{M} Y^{10})$$

holds. Since $\varphi$ is $(J^M, J_\psi)$-holomorphic, $d\varphi(Y^{10})$ lies in $(\varphi^{-1} T N)^{10}$; since $d^2\omega_{\psi} = 0$, using Lemma [2.22] we can deduce that $\nabla_{Z^{01}}^{\varphi^{-1}} (d\varphi Y^{10})$ belongs to $(\varphi^{-1} T N)^{10}_\psi$. As for the second term on the right-hand side of (III.3.2), since $M$ is $(1, 2)$-symplectic and $\varphi$ $(J^M, J_\psi)$-holomorphic, we again deduce $d\varphi(\nabla_{Z^{01}}^{M} Y^{10}) \in T^{10}_{\psi} N$. Hence, using Lemma [III.3.2] we conclude that $\varphi$ is $(1, 1)$-geodesic.

$^4$and pluriconformal (see Remark II.1.3). We could also establish a similar result replacing $\Sigma^+ N$ with $\Sigma^- N$, with a justification similar to that after Theorem [II.2.2]
III.4 Lifts of harmonic maps

We already know that given a $J^2$-holomorphic map $\psi : M \to \Sigma^+ N^{2n}$, the projected map $\varphi = \pi \circ \psi$ is harmonic (if $M$ is cosymplectic) or $(1,1)$-geodesic (if $M$ is $(1,2)$-symplectic). Moreover, $\varphi$ is also (weakly) pluriconformal as it is $(J^M, J_\psi)$-holomorphic, so it is (weakly) conformal when $M^2$ is a Riemann surface (Remark II.1.3). The idea is now to look for converses of these results. In [42], a converse is obtained in the case of Riemann surfaces (see Theorem III.4.1) and we generalize this to higher dimensions (Theorem III.4.2). In order to clarify the relation between these two last results, we reformulate the first, using the more general setting developed in Chapter I.

Thus, in the next sections we shall be looking for ways of constructing a $J^2$-holomorphic map $\psi : M \to \Sigma^+ N$ with $\pi \circ \psi = \varphi$, where $\varphi : M^{2m} \to N^{2n}$ is a given map.

III.4.1 The case of Riemann surfaces

Let $M^2$ be a Riemann surface and $\varphi : M^2 \to N$ a conformal immersion, where $(N^{2n}, h)$ is an oriented even-dimensional Riemannian manifold. We are searching for $J^2$-holomorphic maps $\psi : M^2 \to \Sigma^+ N$ with $\varphi = \pi \circ \psi$, where $\pi : \Sigma^+ N \to N$ is the canonical projection. In particular, if such a map exists, $\varphi$ is $(J^M, J_\psi)$-holomorphic and, therefore, $\psi$ is a strictly compatible twistor lift for $\varphi$. Hence, we are only interested in almost Hermitian structures for $N$ defined at points $\varphi(x)$ (i.e., along $\varphi$) which render $\varphi$ holomorphic.

Consider then the vector bundle $V$ over $M^2$ given at each point $x \in M$ as the orthogonal complement (for the $N$-metric) of $d\varphi_x(T_x M)$, which is an even-dimensional vector subbundle of $\varphi^{-1}TN \to M^2$. Consider $V$ equipped with the metric and the connection induced by those on $\varphi^{-1}TN$:

$$< X_x, Y_x >_V = < X_x, Y_x >_N, \quad \forall X_x, Y_x \in V_x,$$

$$\nabla_X Y = \text{proj}_V(\nabla^{\varphi^{-1}}X Y), \quad \forall X \in \Gamma(TM), Y \in \Gamma(V)$$
where $\text{proj}_V$ is the orthogonal projection onto $V$. Since $\nabla^V g_V = 0$, we have a Riemannian vector bundle. Finally, define an orientation on $V$ in the following way: given $x$ on $M^2$, on $\text{d}\varphi_x(T_xM)$ use the orientation transported from $T_xM$ and define an orientation on $V_x$ by the condition that $\{Y_1, \ldots, Y_{2n-2}\}$ is positive for $V_x$ if and only if $\{Y_1, \ldots, Y_{2n-2}, X_1, X_2\}$ is a positive basis for $T_{\varphi(x)}N$. We are therefore left with an oriented even-dimensional Riemannian vector bundle on $M^2$ as in Section I.5.4 so that we can consider the associated bundle $\Sigma^+ V \rightarrow M^2$.

To each positive almost Hermitian structure on $V_x$ corresponds one and only one positive almost Hermitian structure on $T_{\varphi(x)}N$ such that $\varphi$ is holomorphic at $x$: if $J_V$ is defined on $V_x$, $J_{\varphi_x}$ is defined on $T_{\varphi(x)}N$ by

$$J_{\varphi_x} : T_{\varphi(x)}N^{2n} \rightarrow T_{\varphi(x)}N^{2n},$$

$$J_{\varphi_x} = \begin{cases} J_V, & \text{on } V_x, \\ J^M \text{ transported from } T_xM \text{ via } \varphi = \text{rotation by } +\frac{\pi}{2} \text{ on } \text{d}\varphi_x(T_xM). \end{cases}$$

(III.4.1)

This means that the set of positive almost Hermitian structures along $\varphi$ which render $\varphi$ holomorphic is precisely $\Sigma^+ V$. Notice the importance of $\varphi$ being conformal: if this was not so, we could not make $J_{\varphi_x}$ into a metric-preserving complex structure on $T_{\varphi(x)}N$.

Since $M^2$ is a Riemann surface, the $(0, 2)$-part of the curvature of $V$ vanishes. Hence, by Theorem I.5.7, we know that $\Sigma^+ V$ is a holomorphic vector bundle over our Riemann surface $M^2$ with the Koszul-Malgrange complex structure $J^{KM}$.

We consider the map

$$\eta : \Sigma^+ V \rightarrow \Sigma^+ N$$

$$(x, J_V) \rightarrow (\varphi(x), J_{\varphi_x}).$$

(III.4.2)

Then, we have the following theorem (see also [42], Theorem 4.1):

**Theorem III.4.1.** Let $\varphi : M^2 \rightarrow N^{2n}$ be a conformal immersion as above, where $M^2$ is a Riemann surface and $N^{2n}$ an oriented even-dimensional Riemannian manifold. Then, the following conditions are equivalent:

5I.e., if $\{X_1, X_2\}$ is a positive basis for $T_xM$, $\{\text{d}\varphi_x X_1, \text{d}\varphi_x X_2\}$ is a positive basis for $\text{d}\varphi_x T_xM$. 

III.4 Lifts of harmonic maps

(i) The map $\varphi$ is harmonic.

(ii) The map $\eta$ is $(J^K, J^2)$-holomorphic.

(iii) (The image of) $\eta$ is $J^2$-stable.

This result follows from a more general result, which we now give.

III.4.2 Lifts of $(1,1)$-geodesic maps

We already know that the projection $\varphi = \pi \circ \psi$ of a $(J^M, J^2)$-holomorphic map $\psi : M \to \Sigma^+ N^{2n}$ from a $(1,2)$-symplectic manifold $M^{2m}$ to a $(1,1)$-geodesic and pluriconformal map. We now look for a converse of this result, i.e., given a $(1,1)$-geodesic map from a $(1,2)$-symplectic manifold to an oriented even-dimensional Riemannian manifold $N^{2n}$, when is it the projection of a $(J^M, J^2)$-holomorphic map? For reasons that will become clear during the proof, this is the case whenever $M$ is Kähler and the normal bundle $V = (d\varphi TM)^\perp$ with the induced connection and metric from $\varphi^{-1}TN$ has vanishing $(0,2)$-part of its curvature:

$$R_V(T^{10}M, T^{10}M) = 0. \quad (III.4.3)$$

So, let $\varphi : M^{2m} \to N^{2n}$ be a pluriconformal map and set $V = (d\varphi(TM))^\perp$. Consider the twistor bundle $\Sigma^+ V$ of $V$: this bundle has the Koszul-Malgrange holomorphic structure provided that the $(0,2)$-part of the curvature of $V$ vanishes. For each $x \in M$, define

$$J_{\varphi_x} : T_{\varphi(x)} N^{2n} \to T_{\varphi(x)} N^{2n},$$

$$J_{\varphi_x} = \begin{cases} J_{V_x}, & \text{on } V_x, \\ \tilde{J}_x, & \text{on } d\varphi_x(T_x M), \end{cases} \quad (III.4.4)$$

where $\tilde{J}_x$ is the almost Hermitian structure induced on $d\varphi(T_x M)$ from that on $T_x M$ via $\varphi$.

Notice that $\tilde{J}_x$ is defined by declaring its $(1,0)$-subspace to be $d\varphi(T^{10} M)$, which is possible since we are imposing that $\varphi$ be pluriconformal (see p. 13).
Consider the map $\eta : \Sigma^+ V \to \Sigma^+ N$, defined as before:

$$\eta : \Sigma^+ V \to \Sigma^+ N$$

$$(x, J_{\varphi x}) \to (\varphi(x), J_{\varphi x}).$$ \hspace{1cm} (III.4.5)

The following result was obtained in joint work with M. Svensson ([43]):

**Theorem III.4.2.** Let $\varphi : M^{2m} \to N^{2n}$ be a pluriconformal map, $M^{2m}$ a Kähler manifold and $N^{2n}$ an oriented Riemannian manifold. Set $V = (\text{d}\varphi(TM))^\perp$ and suppose that $R_V^{02} = 0$ (i.e., the $(0, 2)$-part of the curvature of the normal bundle $V$ vanishes). Then, the following conditions are equivalent:

(i) The map $\varphi : M \to N$ is $(1, 1)$-geodesic.

(ii) The map $\eta$ is $(J^{KM}, J^2)$-holomorphic.

(iii) (The image of) $\eta$ is $J^2$-stable.

Notice that we cannot expect fewer requirements on the manifold $M$: it should be $(1, 2)$-symplectic if one wants to get $(1, 1)$-geodesic maps and in order to get a holomorphic bundle (which will be what guarantees the existence of holomorphic maps to it!) we must also impose that $M$ be Hermitian. Hence, $M$ must be a Kähler manifold and $V$ must have $R_V^{02} = 0$ so that we can introduce the complex structure $J^{KM}$.

In the case where $M^2$ is a Riemann surface, the condition on the curvature is automatically satisfied and pluriconformality reduces to conformality (Remark II.1.3). In particular, Theorem [III.4.1] is just a particular case of Theorem [III.4.2].

**Proof of Theorem [III.4.2]**

1$^\text{st}$ step. The complex structure on $\Sigma^+ V$.

We can put the Koszul-Malgrange holomorphic structure on $\Sigma^+ V$. Moreover, identifying each almost Hermitian $J_V$ structure with its associated $(1, 0)$-subspace, $s_{10}^V$,

$$J_V \text{ is a holomorphic section if and only if } \nabla_{T^0 M} s_{10}^V \subseteq s_{10}^V.$$ \hspace{1cm} (III.4.6)
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Proof of the 1st step. The fact that we can put the Koszul-Malgrange holomorphic structure on $\Sigma^+ V$ is guaranteed by the assumption $R^{02}_V = 0$. The fact that holomorphic sections are characterized by equation (III.4.6) is a direct consequence of (I.5.12).

2nd step. (Fundamental step) $d_2 \omega_J = 0$.

We prove that, if $\varphi$ is a $(1, 1)$-geodesic pluriconformal map from a Kähler manifold to a Riemannian manifold with $R^{02}_V = 0$, then for every $J^KM$-holomorphic section $s^{10}_V$ of $\Sigma^+ V$, the associated section $s^{10}_{TN} \simeq J_\varphi$ of $\Sigma^+ \varphi^{-1} TN$ has $d_2 \omega_J = 0$.

Proof of the 2nd step. We have to show that

$$\nabla^{\varphi^{-1}}_{T^{01} M} s^{10}_{TN} \subseteq s^{10}_{TN},$$

where $s^{10}_{TN} = s^{10}_V \oplus d\varphi(T^{10} M)$. Now

$$\nabla^{\varphi^{-1}}_{T^{01} M} (s^{10}_V \oplus d\varphi(T^{10} M)) \subseteq \nabla^V_{T^{01} M} s^{10}_V + \nabla^M_{T^{01} M} s^{10}_V + \nabla^{\varphi^{-1}}_{T^{01} M} d\varphi(T^{10} M).$$

(III.4.7)

Since $s^{10}_V$ is $J^KM$-holomorphic, $\nabla^V_{T^{01} M} s^{10}_V \subseteq s^{10}_V \subseteq s^{10}_{TN}$. For the third term on the right-hand side of (III.4.7), we have

$$\nabla^{\varphi^{-1}}_{T^{01} M} d\varphi(T^{10} M) = \nabla d\varphi(T^{01} M, T^{10} M) + d\varphi(\nabla^M_{T^{01} M} T^{10} M) = d\varphi(\nabla^M_{T^{01} M} T^{10} M),$$

since $\varphi$ is $(1, 1)$-geodesic. On the other hand, as $M$ is $(1, 2)$-symplectic, using Proposition [I.3.3] we deduce $\nabla^M_{T^{01} M} T^{10} M \subseteq T^{10} M$ so that $\nabla^{\varphi^{-1}}_{T^{01} M} d\varphi(T^{10} M) \subseteq d\varphi(T^{10} M) \subseteq s^{10}_{TN}$.

Finally, for the second term,

$$\nabla^M_{T^{01} M} s^{10}_V \subseteq d\varphi(T^{01} M) \oplus d\varphi(T^{10} M);$$

this term will lie in $d\varphi(T^{10} M)$ if and only if $< \nabla^M_{T^{01} M} s^{10}_V, d\varphi(T^{10} M) >$ vanishes. But

$$< \nabla^M_{X^{01}} s^{10}_V, d\varphi(T^{10} M) > = < \nabla^{\varphi^{-1}}_{X^{01}} s^{10}_V, d\varphi(T^{10} M) > = X^{01} < s^{10}_V, d\varphi(T^{10} M) > - < s^{10}_V, \nabla^{\varphi^{-1}}_{X^{01}} d\varphi(T^{10} M) >,$$

which vanishes as $s^{10}_V$ and $d\varphi(T^{10} M)$ are orthogonal and $\nabla^M_{T^{01} M} d\varphi(T^{10} M) \subseteq d\varphi(T^{10} M)$ since $M$ is $(1, 2)$-symplectic.
Once again, notice the importance of imposing that \( d_2 \omega_{J_M} = 0 \) (\( i.e. \), imposing that \( M \) be \((1, 2)\)-symplectic) and \( d_1 \omega_{J_M} = 0 \) (\( i.e. \), requiring \( M \) to be Hermitian so that \( \Sigma^+ V \) has the Koszul-Malgrange holomorphic structure) in the preceding proof.

3rd step. Holomorphicity of \( \eta \).

We prove that if composition with \( \eta \) transforms each Koszul-Malgrange holomorphic section of \( \Sigma^+ V \) into a \( (J^M, J^2) \)-holomorphic map, then \( \eta \) is \( (J^K M, J^2) \)-holomorphic.

Proof of the 3rd step. Since \( \Sigma^+ V \) is a holomorphic vector bundle (for the complex structure \( J^K M \)) over the complex manifold \( M \), for each point \( (x, s_x) \in \Sigma^+ V \) and each vector \( v \in T_{(x, s_x)} \Sigma^+ V \) there is a (locally defined) \( (J^M, J^K M) \)-holomorphic section \( \sigma : M \to \Sigma^+ V \) with \( \sigma(x) = (x, s_x) \) and \( d\sigma_x(u) = v \) for some \( u \in T_x M \). So, take \( v \in T_{(x, s_x)} \Sigma^+ V \) and \( \sigma \) a \( J^K M \)-holomorphic section of \( \Sigma^+ V \) with \( d\sigma_x(u) = v \), for some \( u \in T_x M \). Then, \( \eta \circ \sigma \) is a \( (J^M, J^2) \)-holomorphic map from \( M \) to \( \Sigma^+ N \) and we get

\[
d\eta(x, s_x)(J^K M v) = d\eta(x, s_x)(J^K M (d\sigma_x u)) = d\eta(x, s_x)(d\sigma_x(J^M u)) \]

\[
= J^2(d\eta(x, s_x)(d\sigma_x u)) = J^2(d\eta(x, s_x)v),
\]

as required.

4th step. Composition with \( \eta \).

We show that if \( J_V \) is a \( J^K M \)-holomorphic section of \( \Sigma^+ V \), then \( \eta \circ J_V : M \to \Sigma^+ N \) is \( (J^M, J^2) \)-holomorphic.

Proof of the 4th step. This is just our Lemma 3.1.1: we know that \( \varphi \) is \( (J^M, J_\varphi) \)-holomorphic by the very definition of \( J_\varphi \), and the latter is a section of \( \Sigma^+ \varphi^{-1}TN \) with \( d_2 \omega_{J_\varphi} = 0 \), by the second step. Therefore, our map \( \eta \circ J_V \) is \( (J^M, J^2) \)-holomorphic.

5th step. Conclusion of the implication (i)\( \Rightarrow \) (ii).

We know from the third step that \( \eta \) will be holomorphic if it transforms each \( J^K M \)-holomorphic section into a \( (J^M, J^2) \)-holomorphic map \( M \to \Sigma^+ N \). Take \( J_V \) to be any \( J^K M \)-holomorphic section. Then, from the fourth step, \( \eta \circ J_V \) is \( (J^M, J^2) \)-holomorphic and the proof is complete.
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6th step. Conclusion of the proof of Theorem III.4.2

We have shown that (i)⇒(ii). It is obvious that (ii)⇒(iii) and hence we are left with showing that (iii)⇒(i).

Since η is \( J^2 \)-stable, we may choose a section \( J_\nu \) such that \( \eta \circ J_\nu = J_\varphi \) is \((J^M, J^2)\)-holomorphic at a point \( x \in M \) (see Lemma III.4.3 below). Hence, \( J_\varphi \) has \( d_2 \omega_{J_\varphi}(x) = 0 \) (Lemma III.1.1). Using (1.2.11), we have

\[
\nabla^2_{T^0_1 M} s^0_{TN} \subseteq s^0_{TN}.
\]

But \( s^0_{TN} \) is spanned by \( s^0_{V} \) and \( d_\varphi(T^{10} M) \). This means that, for every smooth vector field \( f(z).V_x^2 \oplus g(z).d_\varphi(x)(X_1^{10}) \), with \( V_x^2 \in s^0_{V}(z), X_x^{10} \in T^{10}_x M \) and for any \( Y_x^{10} \in T^{01}_x M \),

\[
\nabla^{-1}_{Y_x} (f(z)V^{10} + g(z)d_\varphi(X^{10})) \in s^0_{V}(x) \oplus d_\varphi(T^{10}_x M) = s^0_{TN}(x) \simeq T^{10}_0(\varphi)N.
\]

In particular, since \( V^{10}_x, d_\varphi(X^{10}) \in s^0_{V} \oplus d_\varphi(T^{10}_x M) \), we have

\[
Y_x^{10}(f).V_x^{10} + f(x).\nabla^0_{Y_x} V^{10} + Y_x^{10}(g).d_\varphi(x)(X^{10}) + g(x).\nabla^0_{Y_x} d_\varphi(X^{10}) \in T^{10}_0(\varphi)N
\]

\[
\Rightarrow \forall f, g \quad f(x).\nabla^0_{Y_x} V^{10} + g(x).\nabla^0_{Y_x} d_\varphi(X^{10}) \in T^{10}_0(\varphi)N
\]

\[
\Rightarrow \nabla^{-1}_{Y_x} d_\varphi(X^{10}) \in T^{10}_0(\varphi)N.
\]

Hence,

\[
\nabla_{T^0_1 M} d_\varphi(T^{10} M) \subseteq T^{10}_0 N.
\]

Since \( M \) is \((1, 2)\)-symplectic, we easily conclude that \((\nabla d_\varphi)_x(T^{01} M, T^{10} M) \subseteq T^{10}_x N\); varying \( x \) on \( M \) and using Lemma III.3.2 shows that \( \varphi \) is \((1, 1)\)-geodesic, as we wanted.

\[ \square \]

Our proof of Theorem III.4.2 will be completed by the following technical result:

Lemma III.4.3. Let \( M \) be a Hermitian manifold, \( N^{2n} \) an oriented even-dimensional Riemannian manifold and \( \varphi : M \rightarrow N \) a pluriconformal map with \( R^0_{V_2} = 0, \ V = (d_\varphi(TM))^\perp \). Take the Koszul-Malgrange holomorphic structure on \( \Sigma^+ V \) and \( \eta : \Sigma^+ V \rightarrow \Sigma^+ N \) as in (III.4.5). If \( \eta \) is \( J^a \)-stable \((a = 1, 2)\) then, at any point \( x \in M \) and for each \( J_\nu \in \Sigma^+ V_x \) there is a smooth section \( s^0_{V} \) of \( \Sigma^+ V \) with \( s^0_{V}(x) = J_\nu \) defined around \( x \) such that \( \eta \circ s \) is \((J^M, J^a)\)-holomorphic at the point \( x \).
Proof. Let us start by emphasizing that we want a section of the bundle $\Sigma^+ V$ and not just a map (in which case our problem would be just the existence of smooth maps which are holomorphic at a point). The idea of this proof is not very complicated: since $\eta$ is $J$-a-stable, we can transfer to $\Sigma^+ V$ the almost complex structure $J$ via the map $\eta$ to obtain $\tilde{J}$. Hence, we are reduced to showing that there is a section $s^0_\nu$ of $\Sigma^+ V$ which is $(J_M, \tilde{J})$-holomorphic at a point $x$ with the initial condition $J_{V_x}$. Also using $\eta$, we can induce a splitting of $T\Sigma^+ V$ into horizontal and vertical parts, induced from that splitting on $\Sigma^+ N$; such a splitting is preserved by $\tilde{J}$. It is easy to check that any section $\sigma$ of $\Sigma^+ V$ is horizontally holomorphic for this splitting. On the other hand, $\tilde{J}$ preserves $\ker d\pi_{\Sigma^+ V}$, where $\pi_{\Sigma^+ V} : \Sigma^+ V \to M$ is just the canonical projection map. Since $\pi_{\Sigma^+ V}$ is a submersion, we can choose charts $(V, \nu)$ of $\Sigma^+ V$ and $(U, \mu)$ of $M$ such that $\mu \circ \pi_{\Sigma^+ V} \circ \nu^{-1}$ is given by $(x, y) \to x$. We can now construct a section which is holomorphic at $x$; the only part we have to be concerned about is the vertical part and, at a point $x$, it is easy to construct a smooth map which is holomorphic at $x$. More precisely, we know that $\mu \circ \pi_{\Sigma^+ V} \circ \nu^{-1} : A \times B \subseteq \mathbb{R}^{2m} \times \mathbb{R}^{2k-2m} \to \mathbb{R}^{2m}$ is just the projection map and the kernel of $d\pi_{\Sigma^+ V}$ at $s_0$ is the image of the map $d(y \to \nu^{-1}(0, y))(0)$. We can transfer the structure $\tilde{J}^a_{s_0}$ to $T_0(\mathbb{R}^{2m} \times \mathbb{R}^{2k-2m})$, to get $\tilde{J}^a_0$. Since $\tilde{J}^a_{s_0}$ preserves $\ker d\pi_{\Sigma^+ V}(s_0)$, $\tilde{J}^a_0$ preserves $\mathbb{R}^{2k-2m}$. Similarly, we can transport the complex structure of $M$ at $x$ via $\mu$ to get an almost complex structure $J_0$ at $\mathbb{R}^{2m}$. Take any $f : \mathbb{R}^{2m} \to \mathbb{R}^{2k-2m}$ $(J_0, \tilde{J}^a_0)$-holomorphic at the origin and consider the section that in these local coordinates is written as $x \to (x, f(x))$. Then, it is obviously a section and is holomorphic. Conveniently choosing $f$ so that at zero it gives $J_{V_x}$ in this local coordinates, we conclude the proof.

\[ \square \]

III.5 Corollaries

We can now use the results in the previous sections to relate pluriconformal, $(1, 1)$-geodesic maps $\varphi : M \to N$ with holomorphic maps $\psi : M \to \Sigma^+ N$ (43):

\footnote{Equivalently, $\eta$ maps $\ker d\pi_{\Sigma^+ V}$ into the vertical part of $\Sigma^+ N$.}
Corollary III.5.1. Let \( \varphi : M^{2m} \to N^{2n} \) be a smooth immersion from a Kähler manifold \( M^{2m} \) into an oriented even-dimensional manifold \( N^{2n} \), and assume that its normal bundle \( V \) has \( R_{\mathbb{V}}^{02} = 0 \). Then, \( \varphi \) is a pluriconformal and \( (1, 1) \)-geodesic map if and only if it is (locally) the projection of a \( (J^M, J^2) \)-holomorphic map \( \psi : M^{2m} \to \Sigma^+ N^{2n} \).

Proof. If \( \varphi = \pi \circ \psi \) is the projection of a \( J^2 \)-holomorphic map \( \psi : M^{2m} \to \Sigma^+ N \), \( \varphi \) is \( (1, 1) \)-geodesic and pluriconformal, by Theorem III.3.4.

Conversely, if \( \varphi \) is a pluriconformal and \( (1, 1) \)-geodesic map with \( R_{\mathbb{V}}^{02} = 0 \), Theorem III.4.2 guarantees that the holomorphic bundle \( \Sigma^+ \varphi TM^\perp = \Sigma^+ V \) is holomorphically mapped into \( \Sigma^+ N^{2n} \). Therefore, take any holomorphic section \( s_{\mathbb{V}}^0 : M^{2m} \to \Sigma^+ V \) of this holomorphic bundle and consider the map \( \psi = \eta \circ s_{\mathbb{V}}^0 : M^{2m} \to \Sigma^+ N \). This is a \( (J^M, J^2) \)-holomorphic map as it is the composition of holomorphic maps. Note that \( \eta \circ s_{\mathbb{V}}^0(x) = (\varphi(x), \eta_2(x)) \), so that \( \varphi = \pi_{\Sigma^+ N} \circ \psi \) by the very definition of \( \eta \), and the proof is complete.

Once again, notice that we can change \( \Sigma^+ N \) with \( \Sigma^- N \simeq \Sigma^+ \tilde{N} \), where \( \tilde{N} \) denotes the manifold \( N \) with the opposite orientation. In fact, if \( \psi : M \to \Sigma^- N \) is \( J^2 \)-holomorphic as above, the map \( \varphi : M \to \tilde{N} \) is pluriconformal and \( (1, 1) \)-geodesic. Hence, it has these same two properties as a map to \( N \). Conversely, if \( \varphi : M \to N \) verifies the conditions on Corollary III.5.1 then it does as a map to \( \tilde{N} \). Hence, it also admits a twistor lift to \( \Sigma^+ \tilde{N} \simeq \Sigma^- N \).

When \( m = 1 \) the condition on the curvature is automatically satisfied and pluriconformality reduces to conformality. Hence, we get (\[42\], Corollary 4.2):

Corollary III.5.2. Let \( M^2 \) be a Riemann surface, \( N^{2n} \) an oriented even-dimensional manifold. Consider \( \varphi : M^2 \to N^{2n} \) an immersion. Then, \( \varphi \) is a conformal and harmonic map if and only if \( \varphi \) is (locally) the projection of a \( (J^M, J^2) \)-holomorphic map \( \psi : M^2 \to \Sigma^+ N \).

Using Theorem II.2.6, we know that a pluriharmonic and pluriconformal map \( \varphi : M \to N^{2n} \) defined on a complex manifold \( (M, J) \) induces a Kähler metric on the domain
manifold and, for this metric, $\varphi$ is still $(1, 1)$-geodesic. Hence, if the $(0, 2)$-part of the curvature of the normal bundle $V$ vanishes, using Corollary III.5.1, $\varphi$ is locally the projection of a $J^2$-holomorphic map to $\Sigma^+ N$. In some cases, we can guarantee the vanishing of $R_{ij}^{02}$ for a pluriharmonic, pluriconformal map (43):

**Theorem III.5.3** (The case of symmetric spaces). Let $N$ be a Riemannian symmetric space of Euclidean, compact or non-compact type and $\varphi : M \to N$ a pluriconformal, pluriharmonic immersion. Then the $(0, 2)$-part of the curvature of its normal bundle vanishes. Consequently, $\varphi$ is locally the projection of a $J^2$-holomorphic map to $\Sigma^+ N$.

Together with Corollary III.5.1 given a smooth immersion $\varphi : M \to N^{2n}$, with $M$ Kähler and $N^{2n}$ a symmetric space of Euclidean, compact or non-compact case, this last result implies that $\varphi$ is pluriharmonic and pluriconformal if and only if it is (locally) the projection of a $J^2$-holomorphic map to $\Sigma^+ N$. In some particular cases, pluriconformality follows from pluriharmonicity and we can therefore guarantee that pluriharmonic maps are precisely the projections of $J^2$-holomorphic maps. That is what happens, for instance, when $M$ is a compact Kähler manifold with quasi-positive Ricci curvature.\footnote{The Ricci curvature is called quasi-positive if it is positive semi-definite everywhere, and positive definite at least at one point (53).} For more details and for a proof of Theorem III.5.3 see [43], Theorem 3.8. and the examples thereafter.

### III.6 Real isotropic and totally umbilic maps

We have seen in Theorems III.2.2 and III.3.4 that the projection $\varphi$ of a $J^2$-holomorphic map $\psi : M^{2m} \to \Sigma^+ N$ is a harmonic (when $M^{2m}$ is cosymplectic) or $(1, 1)$-geodesic map (when $M^{2m}$ is Kähler). In Theorem III.4.2 we obtained a partial converse to this result. We would now like to see what can we say about $J^1$-holomorphic maps. We shall start by studying $H$-holomorphic maps $\psi : M^{2m} \to \Sigma^+ N$.\footnote{The Ricci curvature is called quasi-positive if it is positive semi-definite everywhere, and positive definite at least at one point (53).}
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### III.6.1 H-holomorphic maps

Recall Definition [I.4.4] for H-holomorphic map: given two almost complex manifolds

\((M, J^M)\) and \((Z, J^Z)\) with \(TZ = \mathcal{H} \oplus V\) a stable decomposition, \(\psi : (M, J^M) \to (Z, J^Z)\) is \(H\)-holomorphic if equation (I.4.11) is verified:

\[
(d\psi(J^M X))^H = J^Z (d\psi X)^H, \quad \forall X \in TM.
\]

If \(N^{2n}\) is an oriented even-dimensional Riemannian manifold, we can take \(Z = \Sigma^+ N\) and consider the decomposition of \(T \Sigma^+ N\) into its horizontal and vertical spaces. This decomposition is stable for both the almost complex structures \(J^1\) and \(J^2\). Moreover, since \(J^1\) and \(J^2\) coincide in the horizontal subbundle, there is no ambiguity when we refer to \(H\)-holomorphicity.

**Theorem III.6.1.** Let \(\psi : M \to \Sigma^+ N\) be an \(H\)-holomorphic map defined on an almost Hermitian manifold \(M^{2n}\). Then, the projected map \(\varphi : M \to N\) is weakly pluriconformal.

**Proof.** If \(\varphi = \pi \circ \psi\), then \(\varphi\) is \((J^M, J_\psi)\)-holomorphic:

\[
d\varphi(J^M X) = d\pi \circ \psi(J^M X) = d\pi((d\psi J^M X)^H + (d\psi J^M X)^V) = d\pi((d\psi J^M X)^H)
\]

\[
= d\pi(J^H (d\psi X)^H) = J_\psi d\pi((d\psi X)^H) = J_\psi d\pi(d\psi X) = J_\psi d\varphi X.
\]

Therefore, \(\varphi\) must be pluriconformal (Remark [II.1.3].)

**Corollary III.6.2.** If \(\psi : M^2 \to \Sigma^+ N\) is an \(H\)-holomorphic map defined in a Riemann surface, the projected map \(\varphi = \pi \circ \psi\) is a weakly conformal map.

**Proof.** Immediate from the preceding theorem and Remark [II.1.3].

Recall from p. 64 that a twistor lift \(\psi : M \to \Sigma^+ N\) is strictly compatible with \(\varphi = \pi \circ \psi\) if \(\varphi\) is holomorphic with respect to the almost Hermitian structure \(J_\psi\) defined by \(\psi\).
Proposition III.6.3. Let \( \varphi : M^{2m} \to N^{2n} \) be a smooth map on an almost Hermitian manifold \( M^{2m} \). Then, any strictly compatible lift \( \psi \) of \( \varphi \) is \( \mathcal{H} \)-holomorphic. 

Proof. For any lift \( \psi \) of \( \varphi \), we have

\[
\mathcal{J}^\mathcal{H}(d\psi X)^\mathcal{H} = (d\psi(JX))^\mathcal{H} \iff d\pi((d\psi(JX))^\mathcal{H}) = d\pi((d\psi(JX))^\mathcal{H})
\]

\[
\iff J_\psi d\varphi X = d\varphi JX.
\]

Hence, if \( \psi \) is a strictly compatible lift of \( \varphi \), \( \psi \) is \( \mathcal{H} \)-holomorphic. \( \square \)

We can therefore conclude that \( \mathcal{H} \)-holomorphicity of a twistor lift depends only on whether the projected map \( \varphi \) is (or not) \((J^M, J_\psi)\)-holomorphic.

Proposition III.6.4. Let \( \varphi : M \to N^{2n} \) be a pluriconformal map from an almost Hermitian manifold \( M^{2m} \) and let \( x \in M \). Then, there is some open neighbourhood \( \mathcal{U} \subseteq M \) of \( x \) and an \( \mathcal{H} \)-holomorphic lift \( \psi : \mathcal{U} \subseteq M \to \Sigma^+N \).

Proof. From the preceding Proposition III.6.3, it suffices to construct a strictly compatible lift \( \psi \) around the point \( x \in M^{2m} \). As \( \varphi \) is pluriconformal, we have a smooth map \( \eta : \Sigma^+V \to \Sigma^+\varphi^{-1}TN \) as in Section III.4. Take any smooth section \( s_\psi^0 \) of the bundle \( \Sigma^+V \); then, the map \( \psi \) in \( \Sigma^+N \) obtained by composing with \( \eta \) is a strictly compatible lift of \( \varphi \). \( \square \)

III.6.2 \( \mathcal{J}^1 \)-holomorphic maps

The following reduces to \([42] \), Proposition 4.4 in the case \( m = 1 \):

Theorem III.6.5 (Projections of \( \mathcal{J}^1 \)-holomorphic maps). Let \( \psi : M^{2m} \to \Sigma^+N \) be a \( \mathcal{J}^1 \)-holomorphic map on a Hermitian manifold \( M^{2m} \). Then the projected map \( \varphi = \pi \circ \psi \) is real isotropic.

\( ^9 \)Notice that we are not claiming that such a lift exists; following the discussion on p. 64, a necessary condition for the existence of such a lift is weakly pluriconformality of \( \varphi \).
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Proof. Take $\psi$ to be a $J^1$-holomorphic map to the twistor space $\Sigma^+ N$. As in Section III.1, consider the almost Hermitian vector bundle $(\varphi^{-1} TN, \varphi^{-1} h, \nabla^{-1}, \sigma_{\psi})$, where $\varphi = \pi \circ \psi$. Then $\varphi$ is $(J^M, J_\psi)$-holomorphic (Lemma III.1.1) so that $d\varphi(T^{10} M) \subseteq T_{J_\psi} N \simeq (\varphi^{-1} TN)^{10}$. Since $\psi$ is $J^1$-holomorphic, using Corollary III.1.3 we deduce $\nabla d\varphi(T^{10} M) \in (\varphi^{-1} TN)^{10}$. We then see by induction that

$$\nabla^{r-1} d\varphi(T^{10} M) \in (\varphi^{-1} TN)^{10} \simeq \varphi^{-1}(T_{J_\psi} N), \quad \forall r \geq 1.$$ 

Thus,

$$< \nabla^{r-1} d\varphi(T^{10} M), \nabla^{s-1} d\varphi(T^{10} M)> = 0, \quad \forall r, s \geq 1,$$

showing that equation (II.1.6) is satisfied and so $\varphi$ is real isotropic. \hfill \Box

We look for a converse of this result, starting with the case where the domain is a Riemann surface. As in the “$J^2$ case” (Section III.4), given a conformal map $\varphi : M^2 \to N^{2n}$, consider the normal bundle $V = (d\varphi TM)^\perp \subseteq \varphi^{-1} TN$. But now take on $M^2$ the conjugate Hermitian structure $(-J^M)$ on $M$ and note that $R^R_\varphi$ still vanishes. Therefore we still have a Koszul-Malgrange holomorphic structure on the bundle $\Sigma^+ V$, but now characterized by

$$s_{10}^V \text{ is a holomorphic section if and only if } \nabla^{T^{10} M} s_{10}^V \subseteq s_{10}^V. \quad \text{(III.6.1)}$$

As before, we have a map $\eta : \Sigma^+ V \to \Sigma^+ N$ defined as in (III.4.2). Then (see [42], Theorem 4.3), we have

**Theorem III.6.6.** Let $\varphi : M^2 \to N^{2n} (n \geq 3)$ be a totally umbilic conformal immersion into an oriented even-dimensional manifold. Then, there is a (locally defined) $J^1$-holomorphic lift of $\varphi$ to $\Sigma^+ N$. Further, the following conditions are equivalent:

(i) $\varphi$ is totally umbilic.

(ii) $\eta$ is $(J^K M, J^1)$-holomorphic.

(iii) $\eta$ is $J^1$-stable.
This result is a particular case of Theorem III.6.10 below.

Notice that the class of maps given by projections (the class of real-isotropic maps) is not the same as the class of maps (the totally-umbilic maps) for which we can guarantee the existence of the lift, in contrast to the harmonic case, see also Remark III.6.9.

In the proof of Theorem III.4.2, we used the alternative characterization of \((1,1)\)-geodesic maps given in Lemma III.3.3. In a similar fashion, totally umbilic maps can be characterized in the following way:

**Proposition III.6.7.** Let \(\varphi : M^{2m} \to N^{2n}\) be a pluriconformal map defined on a Hermitian manifold \(M^{2m}\), \(n - m \geq 2\). Then, the following conditions are equivalent:

(i) \(\varphi\) is totally umbilic at \(x\).

(ii) For all \(J_\varphi \in \Sigma^+ T_{\varphi,x} N\) that render \(\varphi\) holomorphic at \(x\),

\[
\nabla d\varphi(T^{10}M, T^{10}M) \subseteq T^{10}_{J_\varphi} N.
\]

(III.6.2)

The case \(n = m\) is also trivially true if we do not require the positivity of \(J_\varphi\) on (ii). The proof of this result will be an immediate consequence of the following lemma:

**Lemma III.6.8.** Let \(F^{10}\) be a isotropic subspace in \(\mathbb{R}^{2n} \otimes \mathbb{C} = \mathbb{C}^{2n}\) with complex dimension \(m < n\). Consider the set \(\Sigma^+_{F^{10}} \mathbb{R}^{2n}\) of all positive Hermitian structures \(J\) on \(\mathbb{R}^{2n}\) for which \(F^{10} \subseteq T^{10}_J \mathbb{R}^{2n}\). Then the set

\[
Q_{F^{10}} = \{ u \in \mathbb{C}^{2n} : u \in T^{10}_J \mathbb{R}^{2n}, \quad \forall J \in \Sigma^+_{F^{10}} \mathbb{R}^{2n} \}\]

(III.6.3)

coincides with \(F^{10}\) if and only if \(n - m \geq 2\).

**Proof.** In order to see what is going on, we start by checking the case \(m = 1\). Without loss of generality, assume that \(F^{10}\) is spanned (as a \(\mathbb{C}\)-subspace) by \(e_1 - ie_2\). If \(n = 3\), we deduce that \(Q_{F^{10}}\) is the set of vectors in \(\mathbb{R}^6 \cong \mathbb{C}^3\) that belong to \(T^{10}_J \mathbb{R}^6\) for all \(J \in \Sigma^+ \mathbb{R}^6\) for which \(Je_1 = e_2\). Take \(J_0\) to be the usual Hermitian structure on \(\mathbb{R}^6\) and \(J_1\) defined by \(J_1e_1 = e_2, J_1e_3 = e_5, J_1e_6 = e_4\) (notice that a basis for \(\mathbb{R}^6\) is
\{e_1, J_1e_1, e_3, J_1e_3, e_4, J_1e_4\} = \{e_1, e_2, e_3, e_4, -e_6\} which is clearly positive). Then, taking \(u \in Q_{F^{10}}\), since \(u\) belongs to \(T^{10}\mathbb{R}^{2m}\) for both these structures, we deduce that there exist \(a_{ij} \in \mathbb{C}\) with

\[
\begin{align*}
\begin{align*}
&\begin{cases}
u = a_{11}(e_1 - ie_2) + a_{12}(e_3 - ie_4) + a_{13}(e_5 - ie_6) \\
u = a_{21}(e_1 - ie_2) + a_{22}(e_3 - ie_5) + a_{23}(e_6 - ie_4)
\end{cases}, \\
\Rightarrow
\end{align*}
\end{align*}
\]

\[
\begin{bmatrix}
1 & 0 & -1 & 0 \\
-i & 0 & 0 & +i \\
0 & 1 & i & 0 \\
0 & -i & 0 & -1 \\
\end{bmatrix}
\begin{bmatrix}
a_{12} \\
a_{13} \\
a_{22} \\
a_{23} \\
\end{bmatrix}
= 0
\]

As the above matrix has nonzero determinant, we have \(a_{12} = a_{13} = a_{22} = a_{23} = 0\), which shows that \(u \in \text{span}\{e_1 - ie_2\}\). Moreover, notice that if we had taken \(n = 2\) (corresponding to \(\mathbb{R}^4\)), then there would have been only one positive Hermitian structure (namely, \(J_0\)) for which \(e_1 - ie_2\) lies in its \((1, 0)\)-subspace; therefore, in that case, we would have \(Q_{F^{10}} = \text{span}\{e_1 - ie_2, e_3 - ie_4\} \neq F^{10}\).

For the general case, proceed by induction on \(j = n - m\): for \(j = 2, n = m + 2\) and we proceed exactly as above: assume that \(F^{10} = \text{span}\{e_1 - ie_2, ..., e_{2m-1} - ie_{2m}\}\), take the two positive Hermitian structures \(J_0\) and \(J_1\) on \(\mathbb{R}^{2m+4}\) with \(J_1 e_{2i-1} = e_{2i}, 1 \leq i \leq m, J_1 e_{2m+1} = e_{2m+3}, J_1 e_{2m+4} = e_{2m+2}\); both these structures preserve \(F^{10}\) and, proceeding as before, if \(u\) lies in the \((1, 0)\)-subspace for both \(J_0\) and \(J_1\) we deduce the existence of \(a_{ij}\) with

\[
\begin{align*}
\begin{align*}
&\begin{cases}
u = a_{11}(e_1 - ie_2) + ... + a_{1m}(e_{2m-1} - ie_{2m}) \\
\quad + a_{1m+1}(e_{2m+1} - ie_{2m+2}) + a_{1m+2}(e_{2m+3} - ie_{2m+4}) \\
u = a_{21}(e_1 - ie_2) + ... + a_{2m}(e_{2m-1} - ie_{2m}) \\
\quad + a_{2m+1}(e_{2m+1} - ie_{2m+3}) + a_{2m+2}(e_{2m+4} - ie_{2m+2})
\end{cases}, \\
\Rightarrow
\end{align*}
\end{align*}
\]

\[
\begin{bmatrix}
1 & 0 & -1 & 0 \\
-i & 0 & 0 & +i \\
0 & 1 & i & 0 \\
0 & -i & 0 & -1 \\
\end{bmatrix}
\begin{bmatrix}
a_{1m+1} \\
a_{1m+2} \\
a_{2m+1} \\
a_{2m+2} \\
\end{bmatrix}
= 0
\]

and, therefore, \(u \in F^{10}\).
Assume now that the result is true for \( j = k \geq 2 \). Once again, assume that \( F^{10} \) is spanned by \( \{e_1 - ie_2, \ldots, e_{2m-1} - ie_{2m}\} \) and take \( u \in Q_{F^{10}} \). Since \( u \) belongs to the \((1,0)\)-subspace of any positive Hermitian structure \( J \) with \( Je_1 = e_2, \ldots, Je_{2m-1} = e_{2m} \) we deduce that \( u \) belongs to \((1,0)\)-subspace of both the structures \( J_0 \) (canonical Hermitian structure in \( \mathbb{R}^{2m+2k+2} \)) and \( J_1 \), where \( J_1 \) is defined as \( J_0 \) for all \( \{e_i\}_{i=1,\ldots,2m+2k-2} \) and \( J_1 e_{2m+2k-1} = e_{2m+2k+1}, J_1 e_{2m+2k+2} = e_{2m+2k} \) (positive with the same argument as before) so that there exist \( a_{ij} \) with

\[
\begin{align*}
    u &= a_{11}(e_1 - ie_2) + \ldots + a_{1m+k-1}(e_{2m+2k-3} - ie_{2m+2k-2}) \\
    &\quad + a_{1m+k}(e_{2m+2k-1} - ie_{2m+2k}) + a_{1m+k+1}(e_{2m+2k+1} - ie_{2m+2k+2}) \\
    u &= a_{21}(e_1 - ie_2) + \ldots + a_{2m+k-1}(e_{2m+2k-3} - ie_{2m+2k-2}) \\
    &\quad + a_{2m+k}(e_{2m+2k-1} - ie_{2m+2k}) + a_{2m+k+1}(e_{2m+2k+1} - ie_{2m+2k})
\end{align*}
\]

Hence, as before, \( a_{1m+k} = a_{1m+k+1} = 0 \) and \( u \in \mathbb{R}^{2m+2k} \subseteq \mathbb{R}^{2m+2} \). We deduce that such a vector \( u \) lies in \( \mathbb{R}^{2m+2k} \subseteq \mathbb{R}^{2m+2k+2} \), and it must lie in the \((1,0)\)-subspace for any Hermitian structure on \( \mathbb{R}^{2m+2k} \) with \( \{Je_{2i-1} = e_{2i}\}_{i=1,\ldots,m} \) since any such structure induces a positive Hermitian structure on the all \( \mathbb{R}^{2m+2k+2} \) (with the additional condition \( Je_{2m+2k+1} = e_{2m+2k+2} \)) and \( u \) lies in \((1,0)\)-subspace of that Hermitian structure. By the induction hypothesis, the “if” part of our result follows. The “only if” part is a consequence from the observation that when \( n = m + 1 \), then \( Q \) is the \((1,0)\)-subspace of the only positive Hermitian structure \( J \) for which \( F^{10} \subseteq T^{10}_{\omega} \mathbb{R}^{2n} \) and \( Q \neq F^{10} \). \( \square \)

**Proof of Proposition III.6.7** Let \( \varphi \) be a pluriconformal map. If \( \varphi \) is totally umbilic, consider the isotropic subspace \( d\varphi(T^{10}M) \). Then, \( \nabla d\varphi(T^{10}M) \subseteq d\varphi(T^{10}M) \subseteq T^0_{\varphi}N \) for any \( J_\varphi \) strictly compatible with \( \varphi \) so that (ii) is satisfied. Conversely, if (ii) holds, then \( \nabla d\varphi(T^{10}M) \subseteq T^0_{\varphi}N \) for all \( J_\varphi \) that render \( \varphi \) holomorphic at \( x \) and therefore for all \( J_\varphi \) that preserve \( d\varphi(T^{10}M) \); in the notation of Lemma III.6.8 \( \nabla d\varphi(T^{10}M) \subseteq Q_{d\varphi(T^{10}M)} = d\varphi(T^{10}M) \) and \( \varphi \) is totally umbilic, as desired. \( \square \)

**Remark III.6.9** In Lemma III.3.3, we saw that \( \varphi \) is \((1,1)\)-geodesic if and only if, for each \( x \in M \), \( \nabla d\varphi_x(T^{10}M, T^{01}M) \) lies in the \((1,0)\)-subspace of some or all the almost Hermitian structures on \( T_{\varphi(x)}N \): the *some* justifies the fact that maps obtained as
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projections of $J^2$-holomorphic maps are $(1, 1)$-geodesic, whereas the all guarantees the existence of a lift for a given $(1, 1)$-geodesic map (plus, of course, the conditions stated in Theorem III.4.2). Now, for real isotropic and totally umbilic maps, the situation is different, since whether equation (III.6.2) is satisfied for some or for all the almost Hermitian structures on $T_{\varphi(x)}N$ results in different conditions. As a matter of fact, as we shall see, the latter condition is necessary to guarantee the existence of a lift to the twistor space, whereas the first (plus the integrability of the complex structure on the domain manifold) gives real-isotropy of the map.

Theorem III.6.10 ($J^1$-holomorphic lifts of pluriconformal maps). Let $\varphi : M \to N$ be a pluriconformal map from a Hermitian manifold $M^{2m}$ to an oriented even-dimensional Riemannian manifold $N^{2n}, n - m \geq 2$. Define $\eta$ by (III.4.5). Then, the following conditions are equivalent:

(i) $\varphi$ is totally umbilic.

(ii) $\eta$ is $(J^KM, J^1)$-holomorphic.

(iii) $\eta$ is $J^1$-stable.

Proof. Following the same ideas as in the proof of Theorem III.4.2, we shall show that (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii) $\Rightarrow$ (i). Now, $\eta$ will be $(J^KM, J^1)$-holomorphic if it maps $J^KM$-holomorphic sections $s_V^{10}$ into sections $s_{TN}^{10} \simeq J_\varphi$ of $\Sigma^+ \varphi^{-1}TN$ with $d_1\omega_{J_\varphi} = 0$. Using Lemma I.2.2 $d_1\omega_{J_\varphi} = 0$ if and only if $\nabla_{T^{10}M}s_{TN}^{10} \subseteq s_{TN}^{10}$. So, we must show that, if $s_V^{10}$ satisfies $\nabla_{T^{10}M}s_{TN}^{10} \subseteq s_{TN}^{10}$, then $\nabla_{T^{10}M}s_{TN}^{10} \subseteq s_{TN}^{10}$, where $s_{TN}^{10} = s_V^{10} \oplus d\varphi(T^{10}M)$. Now, taking $X^{10},Y^{10} \in T^{10}M$ and $Z^{10} \in s_V^{10}$,

$$\nabla_{X^{10}}(Z^{10} + Y^{10}) = \nabla_{X^{10}}Z^{10} + \nabla_{X^{10}}Y^{10} + d\varphi(Y^{10}) + \nabla_{X^{10}}d\varphi(Y^{10}).$$

The first term on the right-hand side of the above expression is not problematic, as $\nabla_{\partial_x}s_V^{10} \subseteq s_V^{10}$ from the very definition of our $J^KM$-holomorphic structure (the third term is also non-problematic). Hence, we must make sure that, for all $J^KM$-holomorphic sections $s_V^{10}, \nabla_{X^{10}}d\varphi(Y^{10}) \in s_V^{10} \oplus d\varphi(T^{10}M)$ and $\nabla_{T^{10}M}s_V^{10} \subseteq s_V^{10} \oplus d\varphi(T^{10}M)$.
first condition is satisfied if and only if $\nabla_{X^{10}} d\varphi(Y^{10})$ belongs to $T^\phi N$ for every $J_\varphi$ that renders $\varphi$ holomorphic; the second is then automatic since

$$< \nabla^M X^{10}, d\varphi(Y^{10}) > = X^{10} < Z^{10}, d\varphi(Y^{10}) > - < Z^{10}, \nabla X^{10} d\varphi(Y^{10}) > = 0.$$ 

Since $\varphi$ is totally umbilic and $M$ is Hermitian we deduce $\nabla_{X^{10}} d\varphi(Y^{10}) \in d\varphi(T^{10} M)^{10}$ so that the first part of our proof is done: we proved that (i) implies (ii). That (ii) implies (iii) is trivial. To show that (iii) implies (i): since $\eta$ is $J^1$-stable, using Lemma III.4.3 ($a = 1$) for each point $x \in M^2$ and each $J_{V_x} \simeq s_{V_x}^{10} \in \Sigma^+ V_x$ we can find a smooth section $s_{V_x}^{10} \simeq J_V$ of $\Sigma^+ V$ with $\eta \circ s_{V_x}^{10} = s_{TN}^{10} \simeq \varphi N (J^M, J^1)$-holomorphic at $x$ and $s_{V_x}^{10}(x) = s_{V_x}^{10}$. Then, using Lemma III.1.1 we can deduce $d_1 \omega_{J_N}(x) = 0$ so that using Lemma I.2.2 (equation (I.2.10)) we obtain

$$\nabla_{\nabla_{J^1 X} J^1 Y}^{\varphi^{-1}} s_{TN}^{10} \subseteq s_{TN}^{10}(x). \quad (III.6.4)$$

We can repeat this argument for all $s_{TN}^{10}(x)$ obtained from some $s_{V_x}^{10}(x)$: $s_{TN}^{10} = s_{V}^{10} \oplus d\varphi(T^{10} M)$; i.e., for all strictly compatible positive Hermitian structures on $T_{\varphi(x)} N$, equation (III.6.4) holds. Hence, proceeding as in the sixth step in the proof of Theorem III.4.1 we deduce

$$\nabla d\varphi_x(X^{10}, Y^{10}) \in s_{V_x}^{10} \oplus d\varphi_x(T^{10} M)$$

for all $s_{V_x}^{10} \in \Sigma^+ V_x$. As $n - m \geq 2$ Proposition III.6.7 implies that $\varphi$ is totally umbilic, finishing the proof.

Notice that for the implications (i) \(\Rightarrow\) (ii) \(\Rightarrow\) (iii) we only used the fact that $\varphi$ is a pluriconformal totally umbilic map, the fact $m - n \geq 2$ being irrelevant. In particular, a pluriconformal totally umbilic map admits a $J^1$-holomorphic lift even in the case $\dim N - \dim M = 2$.

Comparing with Theorem III.4.2, we see that we do not need to require the domain to be Kähler, but only Hermitian. In fact, we need the integrability of the structure to use

---

Notice, moreover, that we do not really need $\varphi$ to be totally umbilic: we only need $\nabla d\varphi(X^{10}, Y^{10})$ to belong to the $(1, 0)$-subspace of every strictly compatible Hermitian structure: see also Proposition III.6.7.
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Koszul-Malgrange Theorem (and we need this in both the $\mathcal{J}^1$ and $\mathcal{J}^2$ cases) but in the present result we used $d_1\omega_J = 0$ (whereas before we needed $d_2\omega_J = 0$).

Finally, if $\varphi$ is a totally umbilic conformal immersion then there is (locally) a $(J^M, \mathcal{J}^1)$-holomorphic map $\psi$ with $\varphi = \pi \circ \psi$: as $\Sigma^+V$ is a holomorphic bundle over $M^2$ for the $\mathcal{J}^{KM}$-holomorphic structure introduced, take any holomorphic section $\sigma$ of this bundle; then $\eta \circ \sigma = \psi$ is a $(J^M, \mathcal{J}^1)$-holomorphic map with $\varphi = \pi \circ \psi$.

III.7 The 4-dimensional case in detail

In this section, we describe what is special to the 4-dimensional case. Firstly, given a conformal map $\varphi : M^2 \to N^4$, with $N^4$ an oriented Riemannian manifold, there is one and only one strictly compatible lift $\psi^+$ to $\Sigma^+ N$ (and another, $\psi^-$ to $\Sigma^- N$). Therefore, if $\varphi$ is also harmonic, from Corollary III.5.2 it follows that $\psi^+$ is $\mathcal{J}^2$-holomorphic. From the remarks to Theorem III.6.10, if $\varphi$ is also totally umbilic, it also admits a $\mathcal{J}^1$-holomorphic lift to $\Sigma^+ N$ so that by uniqueness we conclude the existence of a twistor lift to $\Sigma^+ N$ which is simultaneously $\mathcal{J}^1$ and $\mathcal{J}^2$-holomorphic. However, as we have seen after Theorem III.6.10, what is really important to guarantee that $\varphi$ has a $\mathcal{J}^1$-holomorphic lift is that $\partial^2_z \varphi \in T_{J^1 \varphi}^1 N$ for all strictly compatible $J_\varphi$. If the map $\varphi$ is real isotropic and $\partial_z \varphi, \partial^2_z \varphi$ are linearly independent, then, as they span an isotropic subspace, we can take $J_\varphi$ to be the only (now not necessarily positive) almost Hermitian structure whose $(1,0)$-subspace is spanned by those vectors: if $J_\varphi$ is positive, by uniqueness of the lift and because $\partial^2_z \varphi \in T_{J^1 \varphi}^1 N$, it must be $\mathcal{J}^1$-holomorphic. Otherwise, $J_\varphi$ is negative but still $\mathcal{J}^1$-holomorphic as $\partial^2_z \varphi$ belongs to its $(1,0)$-subspace. In conclusion, we can state the following result (see also [42]):

**Theorem III.7.1.** Let $N^4$ be an oriented Riemann manifold and $\Sigma^+ N$, $\Sigma^- N$ its positive and negative twistor spaces, respectively. Consider a real isotropic map $\varphi : M^2 \to N^4$. Then, at any point $z_0$ for which $\partial_z \varphi \neq 0$, there are (unique) strictly compatible lifts $\psi^+$ and $\psi^-$ to $\Sigma^+ N$ and $\Sigma^- N$ respectively of $\varphi$. Further:
(i) If $\partial^2_z \varphi(z_0)$ and $\partial_z \varphi(z_0)$ are linearly independent, either $\psi^+$ or $\psi^-$ is $J^1$-holomorphic around $z_0$.

(ii) If $\partial^2_z \varphi$ and $\partial_z \varphi$ are linearly dependent around $z_0$ both $\psi^+$ and $\psi^-$ are $J^1$-holomorphic.

**First proof.** Since $\varphi$ is real isotropic, the space $F$ spanned by $\{\partial_z \varphi, \partial^2_z \varphi\}$ is isotropic; therefore, if these two vectors are linearly independent, there is one and only one almost Hermitian structure $J_\psi$ for which the $(1,0)$ tangent space is $F$; $J_\psi$ defines either $\psi^+$ or $\psi^-$, depending on whether $J_\psi$ is positive or negative (Definition I.1.2). The map $\varphi$ is holomorphic with respect to $J_\psi$ since $d\varphi(T^{10}M) \subseteq T^{10}_JN$ and $\psi$ becomes $J^1$-holomorphic (as a map to $\Sigma^+N$ or $\Sigma^-N$ accordingly) since from real isotropy of $\varphi$ it follows that $\nabla_{\partial_z} T^{10}_JN \subseteq T^{10}_JN$.

If $\partial^2_z \varphi$ and $\partial_z \varphi$ are linearly dependent around $z_0$, we deduce $\partial^2_z \varphi \in T^{10}_JN$ so that both $J_{\psi^+}$ and $J_{\psi^-}$ are $J^1$-holomorphic lifts of $\varphi$ with the same proof as in Theorem III.6.10 (and remarks thereafter).

We shall now give a second proof of (i) that will be useful in the sequel. We shall need the following:

**Lemma III.7.2.** Let $\varphi : M^2 \to N^4$ a real isotropic map with $\{\partial_z \varphi, \partial^2_z \varphi\}$ linearly independent in an open set $U \subseteq M^2$. Consider the real and imaginary part of $\partial^2_z \varphi = u + iv$, where

$$ u = \nabla_{\partial_x} \partial_z \varphi - \nabla_{\partial_y} \partial_y \varphi \quad \text{and} \quad v = -\nabla_{\partial_x} \partial_y \varphi - \nabla_{\partial_y} \partial_x \varphi $$

for $z = x + iy$. Then, any almost Hermitian structure strictly compatible with $\varphi$ is given by

$$ J(\partial_z \varphi) = \partial_y \varphi; \quad J(u) = \pm v. \quad (III.7.1) $$

**Proof.** We shall do the proof in several steps:
III.7 The 4-dimensional case in detail

(i) One always has

\[ \| \partial_x \varphi \| = \| \partial_y \varphi \| ; \quad \langle \partial_x \varphi, \partial_y \varphi \rangle = 0 ; \]

\[ \| u \| = \| v \| ; \quad \langle u, v \rangle = 0 ; \]

\[ \langle u, \partial_x \varphi \rangle = - \langle v, \partial_y \varphi \rangle ; \quad \langle u, \partial_y \varphi \rangle = \langle v, \partial_x \varphi \rangle . \]

(III.7.2)

In fact, conformality implies the first two equations and the other equations follow from

\[ \langle \partial^2_x \varphi, \partial^2_y \varphi \rangle = \langle \partial_x \varphi, \partial_y \varphi \rangle = 0. \]

(ii) \( u \in \mathfrak{d} \varphi(TM) \) if and only if \( v \in \mathfrak{d} \varphi(TM) \):

If \( u \in \mathfrak{d} \varphi(TM) \), then \( u = a \partial_x \varphi + b \partial_y \varphi \) where \( \langle u, \partial_x \varphi \rangle = a \| \partial_x \varphi \|^2 \) and \( \langle u, \partial_y \varphi \rangle = b \| \partial_y \varphi \|^2 \). Therefore, \( \| u \|^2 = (a^2 + b^2) \| \partial_y \varphi \|^2 \). On the other hand, using (III.7.2), \( \langle v, \partial_x \varphi \rangle = b \| \partial_y \varphi \|^2 \) and \( \langle v, \partial_y \varphi \rangle = -a \| \partial_x \varphi \|^2 \) so that \( \| \text{proj}_{\mathfrak{d} \varphi(TM)} u \|^2 = (a^2 + b^2) \| \partial_x \varphi \|^2 \). Since \( \| u \| = \| v \| \) from (III.7.2), we have \( \| v \| = \| \text{proj}_{\mathfrak{d} \varphi(TM)} u \| \) so that \( v \in \mathfrak{d} \varphi(TM) \). Interchanging the roles of \( u \) and \( v \) gives (ii).

(iii) \( u \in \mathfrak{d} \varphi(TM) \) if and only if \( \partial^2_x \varphi = \lambda \partial_x \varphi \):

If \( u \in \mathfrak{d} \varphi(TM) \) (so that also \( v \in \mathfrak{d} \varphi(TM) \)) then, with the same argument as above, \( u = a \partial_x \varphi + b \partial_y \varphi \) and \( v = b \partial_x \varphi - a \partial_y \varphi \) so that

\[ \partial^2_x \varphi = u + iv = (a + ib) \partial_x \varphi + (b - ia) \partial_y \varphi = (a + ib)(\partial_x \varphi - i \partial_y \varphi) = \lambda \partial_x \varphi . \]

Conversely, if \( \partial^2_x \varphi = \lambda \partial_x \varphi \), we can deduce the existence of \( a, b \in \mathbb{R} \) with

\[ u + iv = (a + ib)(\partial_x \varphi - i \partial_y \varphi) = a \partial_x \varphi + b \partial_y \varphi + i(b \partial_x \varphi - a \partial_y \varphi) \Rightarrow u, v \in \mathfrak{d} \varphi(TM) . \]

(iv) Let us now finally prove that any strictly compatible almost Hermitian structure is given by (III.7.1). Such a structure must have \( J(\partial_x \varphi) = \partial_y \varphi \) as it is compatible with \( \varphi \). On the other hand, since we are assuming that \( \partial_x \varphi \) and \( \partial^2_x \varphi \) are linearly independent, we know that \( u \) and \( v \) do not belong to \( \mathfrak{d} \varphi(TM) \). Hence, \( Ju \) cannot lie in \( \mathfrak{d} \varphi(TM) \) and equations (III.7.1) completely determine \( J \). Take \( \hat{u} = u - \text{proj}_{\mathfrak{d} \varphi(TM)} u \). We have

\[ \langle v, \hat{u} \rangle = 0 \] using (III.7.2), so that \( \hat{v} = v - \text{proj}_{\mathfrak{d} \varphi(TM)} v \) lies in the orthogonal

\[ \| \partial_y \varphi \|^2 \partial_x \varphi . \]

\[ ^{11} \text{More explicitly, we use (III.7.2) and } \text{proj}_{\mathfrak{d} \varphi(TM)} u = \langle u, \partial_x \varphi \rangle \| \partial_x \varphi \|^2 \partial_x \varphi + \langle u, \partial_y \varphi \rangle \| \partial_y \varphi \|^2 \partial_y \varphi. \]
complement of \( \text{span}\{\tilde{u}, d\varphi(TM)\} \). Finally, that \( \|\tilde{u}\| = \|\tilde{v}\| \) is easy to verify. Therefore, \( \{\partial_x \varphi, \partial_y \varphi, \tilde{u}, \tilde{v}\} \) form an orthogonal basis for \( TN \) with \( \|\tilde{u}\| = \|\tilde{v}\| \). As \( J \) is almost Hermitian and preserves \( d\varphi(TM) \), it must map \( \tilde{u} \) to \( \pm \tilde{v} \). Hence, \( J\tilde{u} = \pm \tilde{v} \); this implies that \( J(u) = \pm v \).

\[ \square \]

**Second proof of Theorem III.7.1 (i).** As before, consider the real and imaginary part of \( \partial^2 z \varphi = u + iv \). Then, any almost Hermitian structure strictly compatible with \( \varphi \) verifies \( J(u) = \pm v \). Let \( J_\psi \) be the structure given by \( J_\psi(u) = -v \).\(^{12}\) It follows that \( \partial^2 z \varphi = u + iv = u - iJ_\psi u \in T_{J_\psi}^{10}N \) and the map \( \psi \) is \( J^1 \)-holomorphic since \( T_{J_\psi}^{10}N \) is spanned by \( \{\partial_x \varphi, \partial^2 z \varphi\} \) and \( \nabla_{\partial_x} T_{J_\psi}^{10}N \subseteq T_{J_\psi}^{10}N \) as in the first proof, from \( \varphi \) isotropy.

\[ \square \]

### III.7.1 Examples of totally umbilic and real isotropic maps

**Example III.7.3 (Holomorphic maps are real isotropic).** If \( \varphi : M \to N \) is a holomorphic map between Hermitian manifolds, then \( \varphi \) is real isotropic. Compare this result with Proposition III.2.1 and Proposition III.3.1. In fact,

\[ d\varphi(T^{10}M) \subseteq T^{10}N, \ \nabla_{T^{10}M} d\varphi(T^{10}M) \subseteq \nabla_{T^{10}M} T^{10}N \subseteq T^{10}N, \ldots \]

so that all \( \nabla_{T^{10}M} d\varphi(T^{10}M) \subseteq T^{10}N \); by isotropy of \( T^{10}N \), the result follows.

**Example III.7.4 (Pluriconformal, totally-umbilic and real-isotropic maps).** If \( \varphi : M \to N \) is a pluriconformal totally umbilic map from a Hermitian manifold \( M \), then \( \varphi \) is real isotropic. In fact, \( \nabla d\varphi(T^{10}_M, T^{10}_M) \subseteq d\varphi(T^{10}_M) \). Hence, since \( M \) is Hermitian, \( \nabla_{T^{10}_M} \nabla_{T^{10}_M} d\varphi(T^{10}_M) \subseteq \nabla_{T^{10}_M} d\varphi(T^{10}_M) \subseteq d\varphi(T^{10}_M) \) and, inductively, \( \nabla_{T^{10}_M} d\varphi(T^{10}_M) \subseteq d\varphi(T^{10}_M) \). From pluriconformality of \( \varphi \), it follows that (II.1.6) holds and, therefore, \( \varphi \) is real isotropic.

**Example III.7.5 (A non-holomorphic example of a real-isotropic (and totally umbilic))

---

\(^{12}\)Therefore, \( J_\psi \in \Sigma^+ N \) or \( \Sigma^- N \) according as \( \{\partial_x \varphi, \partial_y \varphi, u, -v\} \) is a positively or negatively oriented basis for \( TN \).
map). Let \( \varphi : \mathbb{C} \to \mathbb{C}^2 \) be the map defined by

\[
\varphi : \mathbb{C} \to \mathbb{C}^2
\]

\[
z \to (z^2 + \bar{z}, z^2 + \bar{z}).
\]  

(III.7.3)

Then, we have

\[
\frac{\partial \varphi}{\partial z} = (2z, 2\bar{z}) \quad \text{and} \quad \frac{\partial^2 \varphi}{\partial z^2} = (2, 2) = z \frac{\partial \varphi}{\partial z}.
\]

**Example III.7.6 (Holomorphic submersions are totally umbilic).** If \( \varphi : M \to N \) is a holomorphic submersion between two Hermitian manifolds, then it is totally umbilic. In fact, we have

\[
\nabla d\varphi (T^{10}M, T^{10}M) \subseteq \nabla^{T^{10}M} d\varphi (T^{10}M) + d\varphi (\nabla^{T^{10}M} T^{10}M) \subseteq d\varphi (T^{10}M).
\]

Example III.7.7 (A holomorphic totally umbilic map). The map

\[
\varphi : \mathbb{C}^2 \to \mathbb{C}^3
\]

\[
(z, w) \to (z^2 + w^2, z^2, w^2)
\]  

(III.7.4)

is a totally umbilic map, since

\[
\frac{\partial \varphi}{\partial z} = (2z, 2z, 0), \quad \frac{\partial \varphi}{\partial w} = (2w, 2w, 0) \quad \text{and} \quad \frac{\partial^2 \varphi}{\partial z^2} = (2, 2, 0), \quad \frac{\partial^2 \varphi}{\partial w^2} = (2, 2, 0), \quad \frac{\partial^2 \varphi}{\partial z \partial w} = (0, 0, 0).
\]

**Example III.7.8 (A totally umbilic non-holomorphic map and its lift).** Consider the map

\[
\varphi : \mathbb{C} \to \mathbb{C}^2
\]

\[
z \to \frac{1}{2}(z + \bar{z}, z - \bar{z}).
\]  

(III.7.5)

This a totally umbilic map. We find a \( \mathcal{J}^1 \)-holomorphic lift: take \( z = x + iy \) and define \( J(x, y) \) as the (constant!) Hermitian structure given by \( J(x, y)(e_1) = e_3, \, J(x, y) = e_4, \) where \( \mathbb{C}^2 \simeq \mathbb{R}^4 \). Consider the map

\[
\psi : \mathbb{C} \simeq \mathbb{R}^2 \to \Sigma^+ (\mathbb{R}^4)
\]

\[
(x, y) \to (f(x, y), J(x, y));
\]  

(III.7.6)

it is easy to check that \( \psi \) is a \( \mathcal{J}^1 \)-holomorphic lift of \( \varphi \).
III.8 Summary

We summarize the main results of this chapter as follows

\[ \psi : M^{2m} \rightarrow \Sigma^+ N J^2 \text{-holomorphic} \]

- \( \varphi \) harmonic (and pluriconformal) if \( M^{2m} \) cosymplectic
- \( \varphi (1, 1) \)-geodesic (and pluriconformal) if \( M^{2m} (1, 2) \)-symplectic

- \( \varphi \) real isotropic if \( M^{2m} \) Hermitian
  - if \( \varphi \) totally umbilic and \( R_{\perp}^{20} = 0 \)

\[ \psi : M^{2m} \rightarrow \Sigma^+ N H \text{-holomorphic} \]

- \( \varphi (J^M, J_\psi) \)-holomorphic
Chapter IV

Harmonic morphisms and twistor spaces

Following the idea on p. [52] we shall construct harmonic morphisms \( \varphi : M^{2m} \to \mathbb{C} \) by finding maps that are holomorphic with respect to some almost Hermitian structure on \( M^{2m} \) (which guarantees that \( \varphi \) is horizontally weakly conformal). These maps will have pluriminimal (hence, minimal) fibres. On the other hand, pluriminimal submanifolds can be constructed as the image of a pluriharmonic holomorphic map from a complex manifold into any almost Hermitian manifold (Theorem II.2.5). Finally, Theorem III.3.4 tells us how to construct maps \( \varphi \) which are \((1, 1)\)-geodesic (pluriharmonic, when the domain is Kähler) as projections of \( \mathcal{J}^2\)-holomorphic maps \( \psi \) into the twistor space. Hence, to obtain a harmonic morphism, we need to find suitable \( \mathcal{J}^1\)-holomorphic variations \( H \) of those \( \mathcal{J}^2\)-holomorphic maps. Notice that we could think of choosing \( H \) to be \( \mathcal{J}^2\)-holomorphic. However, some immediate problems would arise: first of all, \( \mathcal{J}^2 \) is never integrable and it would therefore be difficult to produce such holomorphic maps. On the other hand, as we look for maps from the complex manifold \( N \times P \), the fact that \( h = \pi \circ H \) is a holomorphic (local) diffeomorphism would imply that the induced almost complex structure \( J \) on \( M^{2m} \) is integrable: but together with \( \mathcal{J}^2\)-holomorphicity we would conclude that \((M^{2m}, g, J)\) is Kähler and, therefore, few harmonic morphisms could be constructed this way. Finally, we could try to construct \( \mathcal{J}^2\)-holomorphic maps whose
domain is not necessarily a complex manifold; however, in such a case, we would have the
problem noticed in Remark III.2: the fibres may not be minimal! These observations lead
us to the search for $J^1$-holomorphic maps which are simultaneously $J^2$-holomorphic in
some variables (i.e., horizontal in those variables), as we shall see below.

Note that when the codomain is a complex manifold of higher dimension, our construction
will give holomorphic maps with superminimal fibres, and hence holomorphic families
of superminimal (and so, minimal) submanifolds.

### IV.1 Harmonic morphisms with superminimal fibres

As motivated above, we have the following result, obtained in joint work with
M. Svensson ([43]):

**Theorem IV.1.1.** Let $N^{2n}$ and $P^{2p}$ be complex manifolds and $M^{2(n+p)}$ an oriented
Riemannian manifold. Denote by $\pi_1 : N \times P \to N$ the projection onto the first factor.
Assume that we have a $J^1$-holomorphic map

$$H : W \subseteq N \times P \to \Sigma^+ M, \quad (z, \xi) \mapsto H(z, \xi),$$

defined on some open subset $W$, such that

(i) for each $z$, the map $P \ni \xi \to H(z, \xi) \in \Sigma^+ M$ is horizontal on its domain;

(ii) the map $h = \pi \circ H$ is a diffeomorphism onto its image.

Then, the map $\pi_1 \circ h^{-1} : h(W) \subseteq M \to N$ is holomorphic and has superminimal
fibres with respect to the Hermitian structure on $h(W)$ defined by the section $H \circ h^{-1}$. In
particular, when $n = 1$, $\pi_1 \circ h^{-1}$ is a harmonic morphism.

**Proof.** Let us write $\varphi = \pi_1 \circ h^{-1}$. The map $\varphi$ is holomorphic with respect to the Hermitian
structure on $M$ defined by the section $H \circ h^{-1}$ of $\Sigma^+ M$. The fact that $H$ is horizontal in
its second argument implies that this complex structure is parallel along the fibres of $\varphi$,
i.e., $\varphi$ has superminimal fibres. \qed
**Remark IV.1.2.** When $M$ is not orientable a similar result is also clearly true; we must of course replace $\Sigma^+ M$ with $\Sigma M$, the bundle of all orthogonal complex structures on $M$. On the other hand, we may replace $\Sigma^+ M$ by any smaller subbundle invariant under $J^1$ and $J^2$.

**Remark IV.1.3.** One could ask whether there is a similar construction to this yielding holomorphic maps to some Kähler manifold, the fibres of which are pluriminimal (therefore, still minimal) but not necessarily superminimal. In the case $n = 1$ that produces harmonic morphisms the answer is negative, as pluriminimal and superminimal coincide by Proposition II.2.4.

We also have a converse of this result ([43]):

**Theorem IV.1.4.** Assume that $(M^{2(n+p)}, J)$ is a Hermitian manifold, $N^{2n}$ a complex manifold and $\varphi : M \to N$ a holomorphic submersion with superminimal fibres. Then, around any point $x \in M$ there exists a neighbourhood $W$ of $(\varphi(x), 0) \in N \times \mathbb{C}^p$ and a holomorphic map

$$H : W \subseteq N \times \mathbb{C}^p \to \Sigma^+ M,$$

horizontal in the second argument, such that $\pi \circ H$ is a diffeomorphism onto a neighbourhood of $x$ and

$$\varphi(\pi \circ H(z, \xi)) = z \quad ((z, \xi) \in W).$$

**Proof.** From Corollary I.4.8, integrability of $J$ is equivalent to the fact that the map $\sigma_J : M \to \Sigma^+ M$ induced by $J$ is $J^1$-holomorphic. As the fibres of $\varphi$ are superminimal, $\sigma_J$ will map these into the horizontal space of $\Sigma^+ M$.

Fix a point $x \in M$ and a holomorphic chart

$$\eta : W \subseteq N \times \mathbb{C}^p \to U \subseteq M$$

with $\varphi(\eta(z, \xi)) = z$; this is possible as $\varphi$ is submersive. The map $H = \sigma_J \circ \eta$ is holomorphic as it is the composition of holomorphic maps. On the other hand, $\sigma_J$ is horizontal along the fibres, forcing $H$ to be horizontal in its second argument. □
Remark IV.1.5. When \( n = 1 \), i.e., \( N \) is a Riemann surface, the condition that \( J \) be integrable on \( M \) is automatic from the fact that \( \varphi \) has superminimal fibres, see [6], Theorem 7.9.1, p. 228.

### IV.2 Examples

The following constructions were obtained in [43].

#### IV.2.1 Maps from Euclidean spaces

We construct local harmonic morphisms \( \varphi : \mathbb{R}^{2n} \to \mathbb{C} \) using Theorem [IV.1.1]. An approach similar to this has been used in [5] (see also [6]), and we follow the notation set out there.

It is well known that \( (\Sigma^+(\mathbb{R}^{2n}), J^1) \) is a complex manifold, and following [5] we can easily construct a chart. For each \( q \in \mathbb{C}^n \cong \mathbb{R}^{2n} \) and each \( \mu = (\mu_1, \ldots, \mu_{n(n-1)/2}) \in \mathbb{C}^{n(n-1)/2}, \) let \( M = M(\mu) \in \mathfrak{so}(n, \mathbb{C}) \) be the matrix with entries

\[
M^\mu(\mu) = \begin{pmatrix}
0 & \mu_1 & \mu_2 & \cdots & \mu_{m-1} \\
-\mu_1 & 0 & \mu_m & \cdots & \mu_{2m-3} \\
-\mu_2 & -\mu_m & 0 & \cdots & \mu_{3m-6} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-\mu_{m-1} & -\mu_{2m-3} & -\mu_{3m-6} & \cdots & 0
\end{pmatrix}.
\]

Then \( \mu \) determines the positive almost Hermitian structure \( J(\mu) \) on \( T_q\mathbb{R}^{2n} \) whose \((1, 0)\)-cotangent space is spanned by \( dq^i - M^\mu_\mu d\overline{q}^j \). For each \( (q, \mu) \) we define \( w \in \mathbb{C}^n \) by \( w^i = q^i - M^\mu_\mu \overline{q}^j \), and this gives a holomorphic chart on an open dense subset of \( \Sigma^+(\mathbb{R}^{2n}), \) defined by

\[
\psi : (q, J(\mu)) \mapsto (w, \mu) \in \mathbb{C}^n \times \mathbb{C}^{n(n-1)/2}.
\]

A holomorphic map \( f : \mathbb{C}^m \to \Sigma^+(\mathbb{R}^{2n}) \) is horizontal if and only if \( \mu(f(z)) \) is constant. Hence, any holomorphic map \( H : \mathbb{C}^k \times \mathbb{C}^{n-k} \to \Sigma^+(\mathbb{R}^{2n}) \) such that
(i) $h = \pi \circ H : \mathbb{C}^n \to \mathbb{C}^n$ is a local diffeomorphism, where $\pi : \Sigma^+ \to \mathbb{R}^{2n}$ is the natural projection, and

(ii) $\psi \circ H(z, \xi) = (\omega(z, \xi), \mu(z))$ is holomorphic,

will define a holomorphic map $\pi_1 \circ h^{-1}$ with superminimal fibres. When $k = 1$, this will be a harmonic morphism.

**Example IV.2.1.** Take $n = 3$, $k = 1$ and choose $H : \mathbb{C} \times \mathbb{C}^2 \to \Sigma^+(\mathbb{R}^6)$ defined by

$$H(z, \xi_1, \xi_2) = \left(h(z, \xi_1, \xi_2), J(\mu(z))\right),$$

where $h(z, \xi_1, \xi_2) = \frac{\xi_1 + z\overline{\xi}_2}{1 + \|z\|^2}, \frac{\xi_2 - z\overline{\xi}_1}{1 + \|z\|^2}, f(z) - \xi_1 - \xi_2$, $f$ is any holomorphic function and

$$M(\mu(z)) = \begin{pmatrix} 0 & z & 0 \\ -z & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$

As $\psi(H(z, \xi)) = ((\xi_1, \xi_2, f(z) - \xi_1 - \xi_2), (z, 0, 0))$, we deduce that $H$ is horizontal in $\xi$; the resulting harmonic morphism $\varphi(q) = z$ will be a regular solution to the equation

$$f(z) + q^1 + q^2 + z(\overline{q}^1 - \overline{q}^2) - q^3 = 0.$$

Choosing for example $f(z) = z$, gives the map

$$\varphi(q^1, q^2, q^3) = \frac{q^3 - q^1 - q^2}{1 + \overline{q}^1 - \overline{q}^2}.$$

**IV.2.2 Maps from complex projective spaces**

Let us denote by $G_p(\mathbb{C}^{p+q})$ the Grassmannian of $p$-spaces in $\mathbb{C}^{p+q}$. Our first result shows that there are only a few cases which allow non-trivial constructions of harmonic morphisms to surfaces ([43]).

**Proposition IV.2.2.** Let $\mathcal{U} \subseteq G_p(\mathbb{C}^{p+q})$ be open and assume that $J$ is an almost Hermitian structure on $\mathcal{U}$. If $p + q \geq 4$, then any holomorphic map $\varphi : (\mathcal{U}, J) \to N^2$ to a
Riemann surface with superminimal fibres is $\pm$holomorphic with respect to the usual complex structure on $G_p(C^{n+q})$.

In particular, when $n \geq 3$, any map from some open subset of $\mathbb{C} P^n$ to a surface, which is holomorphic with respect to some almost Hermitian structure on this subset, is necessarily $\pm$holomorphic with respect to the usual complex structure on $\mathbb{C} P^n$.

Maps from $\mathbb{C} P^3$.

We construct a holomorphic map from an open dense subset of $\mathbb{C} P^3$. Let $Z$ be the flag manifold consisting of all orthogonal decompositions

$$\mathbb{C}^4 = E_1 \oplus E_2 \oplus E_3,$$

where

$$\dim E_1 = 2 \text{ and } \dim E_2 = \dim E_3 = 1.$$

This is a complex manifold; its complex structure is induced by the embedding

$$Z \ni (E_1, E_2, E_3) \mapsto (E_1, E_1 \oplus E_2) \in G_2(\mathbb{C}^4) \times G_3(\mathbb{C}^4).$$

The space $Z$ is fibred over $\mathbb{C} P^3$ by the mapping

$$\pi : Z \to \mathbb{C} P^3, \quad \pi(E_1, E_2, E_3) = E_2.$$

With each such decomposition, we obtain a positive orthogonal complex structure $J$ on $T_{E_2} \mathbb{C} P^3$ by identifying

$$T_{E_2}^C \mathbb{C} P^3 \cong \text{Hom}(E_2, E_2^\perp) \oplus \text{Hom}(E_2^\perp, E_2)$$

in the usual way (see, e.g., [23]), and defining the $(1, 0)$-subspace of $J$ to be

$$\text{Hom}(E_1, E_2) \oplus \text{Hom}(E_2, E_3).$$

This embeds $Z$ as a subbundle of $\Sigma^+ (\mathbb{C} P^3)$; the complex structure on $Z$ is easily seen to be the restriction of $\mathcal{I}^1$ to $Z$. 
Alternatively, as a bundle over $\mathbb{C}P^3$, $Z$ may be identified with the Grassmannian $G_2(T^{1,0}\mathbb{C}P^3)$ of 2-dimensional subspaces of $T^{1,0}\mathbb{C}P^3$, see e.g., [12], page 59.

As a homogeneous space, we have

$$Z \cong \frac{U(4)}{U(2) \times U(1) \times U(1)}.$$

As it is well-known (see, e.g., [23]), $Z$ carries a $U(4)$-invariant distribution, the *horizontal distribution*, which we denote by $\mathcal{H}$. This distribution is transversal to the fibres of $\pi$ and has the property that, under the embedding of $Z$ into $\Sigma^+(\mathbb{C}P^3)$, it is mapped onto the horizontal distribution of $\Sigma^+(\mathbb{C}P^3)$.

Following the strategy laid out in the previous section, we aim to construct a holomorphic map $(z, \xi) \mapsto H(z, \xi)$, horizontal in $\xi$ with the property that the induced map $h = \pi \circ H$ is a diffeomorphism onto its image:

$$\begin{array}{ccc}
\mathbb{C}^2 \times \mathbb{C} & \xrightarrow{H} & Z \\
\downarrow \pi_1 & & \downarrow \pi \\
\mathbb{C}^2 & \xrightarrow{h} & \mathbb{C}P^3
\end{array} \quad (IV.2.1)$$

Then $\pi_1 \circ h^{-1}$ will be holomorphic and have superminimal fibres with respect to some (integrable) Hermitian structure on the image of $h$.

The map $H$ is given by two holomorphic maps

$$f : U \to G_2(\mathbb{C}^4), \quad s : U \to G_3(\mathbb{C}^4),$$

with the property that $f \subseteq s$ at every point. The condition that $H$ is horizontal in $\xi$ can be expressed by the condition

$$\partial_\xi f \subseteq s,$$

see, e.g., [20].

To find such $f$, recall that we have an inclusion mapping with image on an open, dense subset

$$\text{Hom}(\mathbb{C}^2, \mathbb{C}^2) \to G_2(\mathbb{C}^4),$$
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obtained by associating to a linear map \( \phi : \mathbb{C}^2 \to \mathbb{C}^2 = (\mathbb{C}^2)^\perp \subseteq \mathbb{C}^4 \) its graph, regarded as an element in \( G_2(\mathbb{C}^4) \). Thus, assuming that \( f \) takes values in \( \text{Hom}(\mathbb{C}^2, \mathbb{C}^2) \), we may write

\[
    f = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix},
\]

where \( \alpha, \beta, \gamma \) and \( \delta \) are holomorphic, complex valued functions on \( \mathbb{C}^2 \times \mathbb{C} \). This means that

\[
    f = \text{span}_\mathbb{C} \{ e_1 + \alpha e_3 + \gamma e_4, e_2 + \beta e_3 + \delta e_4 \},
\]

where \( \{ e_i \}_{i=1}^4 \) is the standard basis for \( \mathbb{C}^4 \).

In a similar fashion, we have \( \text{Hom}(\mathbb{C}^3, \mathbb{C}) \subseteq G_3(\mathbb{C}^4) \), and we may thus write

\[
    s = \begin{pmatrix} u \\ v \\ w \end{pmatrix},
\]

for some holomorphic functions \( u, v \) and \( w \) on \( U \), so that

\[
    s = \text{span}_\mathbb{C} \{ e_1 + ue_4, e_2 + ve_4, e_3 + we_4 \}.
\]

In general, a vector \( ae_1 + be_2 + ce_3 + de_4 \) belongs to \( s \) if and only if

\[
    0 = \det \begin{pmatrix} a & 1 & 0 & 0 \\ b & 0 & 1 & 0 \\ c & 0 & 0 & 1 \\ d & u & v & w \end{pmatrix} = au + bv + cw - d.
\]

The requirement that \( (z, \xi) \mapsto H(z, \xi) \) takes its values in \( Z \) and is horizontal in \( \xi \) is thus expressed in the following equations:

\[
    \begin{cases}
        u + \alpha w - \gamma = 0 \\
        v + \beta w - \delta = 0 \\
        w \partial_z \alpha - \partial_\xi \gamma = 0 \\
        w \partial_z \beta - \partial_\xi \delta = 0.
    \end{cases}
\]  \hspace{1cm} \text{(IV.2.2)}

We can thus choose \( w, \alpha \) and \( \beta \) arbitrarily; this will determine \( \gamma \) and \( \delta \) up to additive functions of \( z \), and from these, \( u \) and \( v \) will be determined.
The induced map $h$ is given by $f^\perp \cap s = [x_1, x_2, x_3, x_4] \in \mathbb{C}P^3$; hence
\[
\begin{align*}
  x_1 u + x_2 v + x_3 w - x_4 &= 0, \\
  x_1 + x_3 \bar{\alpha} + x_4 \bar{\gamma} &= 0, \\
  x_2 + x_3 \bar{\beta} + x_4 \bar{\delta} &= 0.
\end{align*}
\]
Solving these equations using the two first equations of (IV.2.2), we get
\[
\begin{align*}
  x_1 &= \gamma (\bar{\beta} \delta - |\beta|^2 w - w) + \bar{\alpha} (\bar{\beta} w - |\delta|^2 - 1) \\
  x_2 &= \bar{\delta} (\bar{\alpha} \gamma - |\alpha|^2 w - w) + \beta (\bar{\alpha} w - |\gamma|^2 - 1) \\
  x_3 &= 1 + |\gamma|^2 + |\delta|^2 - w (\bar{\alpha} \gamma + \bar{\beta} \delta) \\
  x_4 &= w (1 + |\alpha|^2 + |\beta|^2) - (\bar{\alpha} \gamma + \bar{\beta} \delta).
\end{align*}
\]
(IV.2.3)
It is now easy to construct maps $H$ satisfying the conditions of Theorem IV.1.1.

**Example IV.2.3.** We may choose our data as
\[
\alpha = \xi + z_1, \quad \beta = \xi + z_2, \quad \omega = 2\xi, \quad \gamma = \xi^2 + z_1, \quad \delta = \xi^2 + z_2.
\]
The last two lines of (IV.2.2) are satisfied, and a lengthy calculation shows that the map $h$ is given by $h(z_1, z_2, \xi) = [x_1, x_2, x_3, x_4]$, with $x_1, x_2, x_3, x_4$ defined by (IV.2.3) is a diffeomorphism in a neighbourhood of the origin. Thus it induces a map from a subset of $\mathbb{C}P^n$ to $\mathbb{C}^2$; this map is holomorphic with respect to some Hermitian structure and has superminimal fibres.

**Example IV.2.4 (Harmonic morphisms with superminimal fibres).** We next construct a harmonic morphism $\varphi : \mathbb{C}P^3 \to \mathbb{C}$ with superminimal fibres. For that, we consider a scheme similar to (IV.2.1), now changing the roles of $\mathbb{C}$ and $\mathbb{C}^2$:
\[
\begin{array}{c}
\mathbb{C} \times \mathbb{C}^2 \supset U \xrightarrow{H} Z \\
\pi_1 \downarrow \quad \downarrow h \quad \downarrow \pi \\
\mathbb{C} \quad \quad \quad \mathbb{C}P^3
\end{array}
\]
(IV.2.4)
As before, we look for maps $f$ and $s$,
\[
f = \begin{pmatrix}
\alpha & \beta \\
\gamma & \delta
\end{pmatrix}, \quad s = \begin{pmatrix}
u & v & w
\end{pmatrix}
\]
with \( f \subseteq s \) and \( \partial_{\xi_i} f \subseteq s \) \((i = 1, 2)\). These conditions are equivalent to

\[
\begin{aligned}
  u + \alpha w - \gamma &= 0 \\
  v + \beta w - \delta &= 0 \\
  w\partial_{\xi_i}\alpha - \partial_{\xi_i}\gamma &= 0, \quad i = 1, 2 \\
  w\partial_{\xi_i}\beta - \partial_{\xi_i}\delta &= 0, \quad i = 1, 2.
\end{aligned}
\]  

(IV.2.5)

Choose \( w = P(z) \), \( \alpha = Q(\xi_1) \), \( \beta = i.R(\xi_2) \), \( \gamma = w.\alpha \) and \( \delta = w.\beta \), where \( P \) and \( Q \) and \( R \) are arbitrary holomorphic functions (for instance, polynomials) with \( P(0) = Q(0) = R(0) = 0 \) and first derivatives at the origin given by nonzero real numbers \( p \), \( q \) and \( r \). The last two equations in (IV.2.5) are satisfied since

\[
\partial_{\xi_i}\gamma = \omega.\partial_{\xi_i}\alpha \quad \text{and} \quad \partial_{\xi_i}\delta = \omega.\partial_{\xi_i}\beta, \quad i = 1, 2
\]

and equations (IV.2.3) simplify to

\[
\begin{aligned}
  x_1 &= -\overline{\alpha}(1 + |w|^2) \\
  x_2 &= -\overline{\beta}(1 + |w|^2) \\
  x_3 &= 1 \\
  x_4 &= w.
\end{aligned}
\]

Hence, the map \( H \) we obtain to \( \mathbb{C}P^3 \) will be a local diffeomorphism around the origin if and only if it is a diffeomorphism the map defined by \( \tilde{H} = (x_1, x_2, x_4) \). We have

\[
\partial_{(z,\xi_1,\xi_2)} \tilde{H}(0) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ p & 0 & 0 \end{bmatrix} \quad \text{and} \quad \partial_{(\bar{z},\bar{\xi}_1,\bar{\xi}_2)} \tilde{H}(0) = \begin{bmatrix} 0 & -q & 0 \\ 0 & 0 & ir \\ 0 & 0 & 0 \end{bmatrix}.
\]

So, as a real map \( \tilde{H} : \mathbb{R}^6 \to \mathbb{R}^6 \), \( \tilde{H} \) has derivative at the origin given by

\[
\begin{bmatrix}
  0 & -q & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & r & 0 \\
  p & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & q & 0 \\
  0 & 0 & r & 0 & 0 & 0 \\
  0 & 0 & 0 & p & 0 & 0
\end{bmatrix}
\]
with nonzero determinant as we assumed that \( p, q \) and \( r \) are different from zero. Hence, \( H \) is a local diffeomorphism and it defines a (local) harmonic morphism \( \varphi : \mathbb{C}P^3 \to \mathbb{C} \) with superminimal fibres. Notice that \( \varphi \) is holomorphic with respect to the complex structure on \( \mathbb{C}P^3 \) defined by \( H \) (Theorem IV.1.1) but also with respect to the canonical complex structure on \( \mathbb{C}P^3 \) (Proposition IV.2.2).
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Chapter V

Jacobi fields and twistor spaces

The infinitesimal deformations of harmonic maps are called Jacobi fields. They satisfy a system of partial differential equations given by the linearization of those for harmonic maps. The use of twistor methods in the study of Jacobi fields has proved quite fruitful, leading to a series of results ([31], [36], [51]). In [32] and [33] several properties of Jacobi fields along harmonic maps from the 2-sphere to the complex projective plane and to the 4-sphere are obtained by carefully studying the twistorial construction of those harmonic maps. In particular, relating the infinitesimal deformations of the harmonic maps to those of the holomorphic data describing them. In this chapter, we show how results in Chapter III extend to “first order parametric versions”, providing this way a unified twistorial framework for the results in [32] and [33].

V.1 Jacobi vector fields along harmonic maps

Given a harmonic map $\varphi : M \to N$ and a (smooth) vector field $v \in \Gamma(\varphi^{-1}TN)$ along it, $v$ is said to be a Jacobi field (along $\varphi$) (see e.g., [15], p.11, [52]) if it satisfies the linear Jacobi equation $J_\varphi(v) = 0$, where the Jacobi operator $J_\varphi$ is defined by

$$J_\varphi(v) = \Delta v - \text{trace } R^N(d\varphi, v)d\varphi.$$  \hfill (V.1.1)
Here, $\triangle$ is the Laplacian on $\varphi^{-1}TN$:

$$\triangle v = -\sum_i (\nabla_{X_i}^{-1} \nabla_{X_i}^{-1} v - \nabla_{X_i}^{-1} X_i, v) (X_i \text{ orthonormal (local) frame for } TM) \quad (V.1.2)$$

and

$$\text{trace } R^N(d\varphi, v)d\varphi = \sum_i R^N(d\varphi X_i, v)(d\varphi X_i). \quad (V.1.3)$$

Jacobi fields are characterized as lying in the kernel of the second variation of the energy functional (II.2.1). Indeed, if $\varphi_{t,s}$ is a two-parameter variation of a harmonic map $\varphi(0,0)$, then, writing $v = \frac{\partial \varphi}{\partial t}|_{(0,0)}$ and $w = \frac{\partial \varphi}{\partial s}|_{(0,0)}$, the Hessian $H_\varphi$ of $\varphi$ is the bilinear operator on $\Gamma(\varphi^{-1}TN)$ given by

$$H_\varphi(v, w) := \frac{\partial^2 E(\varphi_{t,s})}{\partial t\partial s}|_{(0,0)} = \int_M <J_{\varphi}(v), w > (x)d\mu_M(x) \quad (V.1.4)$$

so that a Jacobi field $v$ (along $\varphi$) is characterized by the condition

$$H_\varphi(v, w) = 0, \quad \forall w.$$

As we stated in the introduction, the main idea is to generalize the results from the previous chapters, where no parameter $t$ is involved (and to which we shall refer as non-parametric), to first order parametric versions.

Given a (family of) map(s) $\varphi : I \times M \to N$, $(t, x) \to \varphi_t(x)$, we say that $\varphi$ is harmonic to first order if

$$\varphi_0 \text{ is harmonic and } \frac{\partial}{\partial t}|_{t=0} \tau(\varphi_t) = 0 \quad (V.1.5)$$

where $\frac{\partial}{\partial t}|_{t=0} \tau(\varphi_t) = \nabla^{\varphi^{-1}TN}_0 \tau(\varphi_t)$ and $\tau(\varphi_t) = \text{trace } \nabla d\varphi_t \in \varphi^{-1}TN$. Note that, writing $\tau(\varphi_t)$ as $\sum \tau(\varphi_t)_j \partial_j$ where $(\psi_1, ..., \psi_n)$ are local coordinates for $N$, condition (V.1.5) is equivalent to the requirement that $\tau(\varphi_0)_j = \frac{\partial}{\partial t}|_{t=0} (\tau(\varphi_t)_j) = 0$ for all $1 \leq j \leq n$. (52)

Equivalently, $\varphi$ is harmonic to first order if and only if $\tau(\varphi_t)$ is $o(t)$.

Let $\varphi_0 : M \to N$ be a harmonic map between two manifolds $M$ and $N$. Let $v \in \Gamma(\varphi_0^{-1}TN)$ be a vector field along $\varphi_0$ and let $\varphi : I \times M \to N$ a one-parameter variation of $\varphi_0$. We say that $\varphi$ is tangent to $v$ if $v = \frac{\partial \varphi}{\partial t}|_{t=0}$.
The following result is a key ingredient in what follows ([32]):

**Proposition V.1.1.** Let \( \varphi_0 : M \to N \) be a harmonic map between compact manifolds \( M \) and \( N \). Let \( v \in \Gamma(\varphi_0^{-1}TN) \) be a vector field along \( \varphi_0 \) and \( \varphi : I \times M \to N \) a one-parameter variation of \( \varphi_0 \) tangent to \( v \). Then,

\[
\frac{\partial}{\partial t} \bigg|_{t=0} \tau(\varphi_t) = -J_\varphi(v).
\] (V.1.6)

In particular, \( v \) is Jacobi if and only if any tangent one-parameter variation is harmonic to first order.

We have seen in Corollaries III.5.2 and III.5.1 that harmonicity was not enough to establish a relation with possible twistor lifts of a map: conformality (or pluriconformality) was also a key ingredient, as maps obtained as projections of twistorial maps must be holomorphic with respect to some almost Hermitian structure along the map. On the other hand, when the domain is the 2-sphere, harmonicity implies (weak) conformality or even real isotropy, the last case occurring if the target manifold is itself also a sphere or the complex projective space (p. 47 and references therein).

Let \( M^2 \) be a Riemann surface and \( \phi : I \times M \to N \) a smooth map. The map \( \phi \) is said to be **conformal to first order** if (see [51]; compare with the condition of conformal map from a Riemann surface (II.1.4))

\[
\phi_0 \text{ is conformal and } \left. \frac{\partial}{\partial t} \right|_{t=0} < \partial_z \phi_t, \partial_z \phi_t > = 0.
\] (V.1.7)

Equivalently, conformality to first order is the same as requiring \( < \partial_z \phi_t, \partial_z \phi_t > \) to be \( o(t) \). Analogously, \( \phi \) is said to be **real isotropic to first order** if (see [51]; compare with Definition II.1.4)

\[
\phi_0 \text{ is real isotropic and } \left. \frac{\partial}{\partial t} \right|_{t=0} < \partial_z \phi_t, \partial_z \phi_t > = 0, \quad \forall \, r, s \geq 1.
\] (V.1.8)

In the same spirit, \( \phi \) is said to be **complex isotropic to first order** (see [51]) if

\[
\phi_0 \text{ is complex isotropic and } \left. \frac{\partial}{\partial t} \right|_{t=0} < \nabla^{r-1}_z \partial_z^s \phi, \nabla^{r-1}_z \partial_z^s \phi_t >_{\text{Herm}} = 0, \quad \forall \, r, s \geq 1.
\] (V.1.9)
As in the non-parametric case (p. 47 and references therein), harmonicity to first order implies conformality to first order for maps defined on $S^2$ and even real isotropy when the codomain is itself a real or complex space form. More precisely, we have the following ([51], Propositions 3.2, 3.4 and 4.4):

**Proposition V.1.2.** Let $\varphi_0 : S^2 \to N^n$ be a harmonic map from the 2-sphere and $v$ a Jacobi field along $\varphi$. Then, any smooth variation of $\varphi_0$ tangent to $v$ is conformal to first order. Moreover, if $N^n$ is a space form (respectively, a complex space form), any such variation is real isotropic (respectively, complex isotropic) to first order.

### V.2 Twistorial constructions

As we have seen, Jacobi fields induce variations that are harmonic (and, in some cases, conformal or even real isotropic) to first order. On the otherhand, in Chapter III we have seen that conformality, harmonicity and real isotropy of the map $\varphi$ corresponds to $\mathcal{H}$, $\mathcal{J}^2$ and $\mathcal{J}^1$-holomorphicity of the twistor lift $\psi$. The question that naturally arises is whether these results have a to first order version and this is what we shall answer in the following.

First of all, we need the notion of map *holomorphic to first order*:

**Definition V.2.1.** Let $(M, J)$ be an almost complex manifold and $(Z, h, J)$ an almost Hermitian manifold. Given a smooth map $\psi : I \times M \to Z$, we say that $\psi$ is *holomorphic to first order* if

$$\psi_0 : M \to Z \text{ is holomorphic and } \quad \nabla_{\psi_0}^{-1} \left\{ d\psi_t JX - JD\psi_t X \right\} = 0 \quad \forall X \in TM \quad (V.2.2)$$

where $\nabla$ is the Levi-Civita connection on $Z$ induced by the metric $h$. Moreover, if $TZ = \mathcal{H} \oplus \mathcal{V}$ is a $J$-stable decomposition of $TZ$, orthogonal with respect to $h$, we shall say that $\psi$ is *$\mathcal{H}$-holomorphic to first order* if (compare with Definition I.4.4)

$$(d\psi_0 JX)^\mathcal{H} = J(d\psi_0 X)^\mathcal{H} \quad (i.e., \psi_0 \text{ is } \mathcal{H} \text{-holomorphic}) \quad \text{and} \quad (V.2.3)$$

\[1\] In particular, when $N^n$ is a complex space form, $\varphi$ is also real isotropic to first order; see Section A.3 for more details.
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\[ \nabla_{t=0}^{\psi^{-1}} \{ (d\psi_t(JX))^H - J^H(d\psi_tX)^H \} = 0 \quad \forall X \in TM \quad (V.2.4) \]

where \( J^H \) is the restriction of \( J \) to \( H \). Changing \( H \) to \( V \) gives the definition of \( V \)-holomorphicity to first order.

In contrast with the non-parametric case, it is not obvious that \( J \)-holomorphicity to first order implies \( H \)-holomorphicity to first order. As a matter of fact, from (V.2.2), it follows that

\[ (\nabla_{t=0} \{ (d\psi_t(JX) - J d\psi_tX) \})^H = 0 \]

but this is not (V.2.4). However, we do have the following:

**Lemma V.2.2.** Let \( \psi : (M, J) \to (Z, h, J) \) be a smooth map and let \( TZ = H \oplus V \) be a \( J \)-stable decomposition of \( Z \), orthogonal with respect to \( h \). Then, \( \psi \) is holomorphic to first order if and only if \( \psi \) is both \( H \) and \( V \)-holomorphic to first order.

**Proof.** Assume that \( \psi \) is holomorphic to first order, so that (V.2.1) and (V.2.2) hold. Then, (V.2.3) is satisfied. As for (V.2.4) we have

\[ (V.2.4) \iff \nabla_{t=0} \{ (d\psi_t(JX)^H - J^H(d\psi_tX)^H \}, Y \} = 0, \quad \forall Y \in TZ \]

\[ \iff \frac{\partial}{\partial t} \big|_{t=0} <(d\psi_tJX)^H - J^H(d\psi_tX)^H, Y \rangle = 0 \]

(\text{since \( (V.2.3) \) holds})

\[ \iff < \nabla_{t=0} \{ (d\psi_tJX - J d\psi_tX), Y^H \} > = 0 \]

\[ \iff (\psi_0 \text{ is holomorphic}) \quad (\nabla_{t=0} \{ (d\psi_tJX - J d\psi_tX) \})^H = 0, \]

which is true since \( \psi \) is \( J \)-holomorphic to first order. Hence, \( \psi \) is \( H \)-holomorphic to first order. Changing \( H \) to \( V \) shows that \( \psi \) is \( V \)-holomorphic to first order. As for the converse, assume that \( \psi \) is both \( H \) and \( V \)-holomorphic to first order. Then, since \( \psi_0 \) is both \( H \) and \( V \)-holomorphic, we immediately deduce that \( \psi_0 \) is holomorphic.

As for equation (V.2.2): using the above equivalences, from \( H \)-holomorphicity to first order and \( \psi_0 \) holomorphicity we can deduce \( (\nabla_{t=0} \{ (d\psi_tJX - J d\psi_tX) \})^H = 0; \) similarly, \( (\nabla_{t=0} \{ (d\psi_tJX - J d\psi_tX) \})^V = 0 \). Adding both these identities gives \( \nabla_{t=0} \{ (d\psi_tJX - J d\psi_tX) \} = 0 \), showing that \( \psi \) is holomorphic to first order and concluding our proof. \( \square \)
Remark V.2.3. The importance of choosing the Levi-Civita connection on $Z$ is illusory. In particular, we can define the concept of holomorphicity to first order (or $\mathcal{H}$, $\mathcal{V}$-holomorphicity to first order) for maps defined between almost complex manifolds, not necessarily equipped with any metric. In fact, if $\mathcal{H} \oplus \mathcal{V}$ is any $\mathcal{J}$-stable decomposition of $TZ$ and $\psi : I \times (M,J) \to (Z,h,\mathcal{J})$ a smooth map, $\psi$ is holomorphic to first order (respectively, $\mathcal{H}$ or $\mathcal{V}$-holomorphic to first order) with respect to the pull back of the Levi-Civita connection $\nabla$ on $(Z,h,\mathcal{J})$ if and only if $\psi$ is holomorphic to first order (respectively, $\mathcal{H}$ or $\mathcal{V}$-holomorphic to first order) with respect to the pull back of any connection $\tilde{\nabla}$ on $Z$. Indeed, letting $\{Y_j\}$ denote a (local) frame for $TZ$, if $\psi$ is holomorphic to first order with respect to $\nabla$ then \( (V.2.2) \) holds. Now, 

$$
\nabla^\psi_{\frac{\partial}{\partial t}} \left( (d\psi_t JX - Jd\psi_t X)_j Y_j \right) = 0 \iff \sum_j \left( \left( (d\psi_t JX - Jd\psi_t X)_j Y_j \right)_t \right) = 0,
$$
equivalently,

$$
\sum_j \left( \left( (d\psi_t JX - Jd\psi_t X)_j Y_j \right)_t \right) = 0.
$$

Since $\psi$ is holomorphic to first order, it further satisfies \( (V.2.1) \), so that \( (V.2.5) \) is equivalent to

$$
\left( \left( (d\psi_t JX - Jd\psi_t X)_j Y_j \right)_t \right) = 0, \quad \forall j.
$$

\( (V.2.6) \)

Now, since equation \( (V.2.1) \) does not depend on the chosen connection, we can deduce that holomorphicity with respect to $\tilde{\nabla}$ reduces to the same condition \( (V.2.6) \). Thus, $\psi$ being holomorphic to first order does not depend on the chosen connection. For $\mathcal{H}$ (respectively, $\mathcal{V}$) holomorphicity to first order we use similar arguments, replacing $\{Y_j\}$ for a horizontal (respectively, vertical) frame.

Remark V.2.4. If one is looking for maps to $\Sigma^+ N$ which are holomorphic to first order, the first thing we need is a metric on the twistor space and the Levi-Civita connection associated with it. We can define such a metric $h$ in a natural way: let $(x,J) \in \Sigma^+ N$ and consider the tangent space at this point, $T_{(x,J)} \Sigma^+ N = \mathcal{H} \oplus \mathcal{V}$. We know that we have the identifications $\mathcal{H} \simeq T_x N$ and $\mathcal{V} \simeq m_J(T_x N)$. To get a metric on $\mathcal{H}$, transport the metric
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from that on $T_xN$; i.e.,

$$h(X,Y) = \langle d\pi(x,J)X, d\pi(x,J)Y \rangle, \quad \forall X, Y \in \mathcal{H}, \quad (V.2.7)$$

where $\langle,\rangle$ denotes the metric on $N$ at $x = \pi(x,J)$. For the vertical space $\mathcal{V} \simeq \mathfrak{m}_J(T_xN) \subseteq \mathcal{L}(T_xN, T_xN)$, we can consider the restriction of the metric on the space $\mathcal{L}(T_xN, T_xN)$, the latter being defined, as usual, by

$$h_\mathcal{L}(V,W) = \sum_{ij} \langle V e_i, e_j \rangle \langle W e_i, e_j \rangle, \quad V, W \in \mathcal{L}(T_xN, T_xN), \quad \{e_i\} \text{ orthonormal}. \quad (V.2.8)$$

Hence,

$$h(V,W) = h_\mathcal{L}(V,W), \quad \forall V, W \in \mathcal{V}. \quad (V.2.9)$$

Finally, we declare $\mathcal{H}$ and $\mathcal{V}$ to be orthogonal under the metric $h$; i.e.,

$$h(X,V) = 0, \quad \forall X \in \mathcal{H}, V \in \mathcal{V}. \quad (V.2.10)$$

For this metric, the decomposition $\mathcal{H} \oplus \mathcal{V}$ is orthogonal and $\mathcal{J}^a$-stable and the projection map $\pi : \Sigma^+N \to N$ is a Riemannian submersion. It is also easy to verify that $(\Sigma^+N, h, \mathcal{J}^a)$ ($a = 1, 2$) are almost Hermitian manifolds (i.e., $h(\mathcal{J}^aX, \mathcal{J}^aY) = h(X,Y)$ for all $X, Y \in T\Sigma^+N$). Thus, considering the Levi-Civita connection associated with this metric, it makes sense to speak of maps being $\mathcal{J}^1$ (or $\mathcal{J}^2$) holomorphic to first order, as well as of maps $\mathcal{H}$ (or $\mathcal{V}$) holomorphic to first order.

V.2.1 The $\mathcal{H}$-holomorphic case

Recall from p. [64] that a twistor lift $\psi$ of the map $\varphi$ is called strictly compatible with $\varphi$ if $\varphi$ is holomorphic with respect to $J_\psi$. If $J_\psi$ preserves $d\varphi(TM)$ but does not necessarily render $\varphi$ holomorphic, the twistor lift is called compatible with $\varphi$. In the non-parametric case, given a conformal map $\varphi : M^2 \to N^{2n}$, we can always find lifts $\psi : M^2 \to \Sigma^+N$

\footnote{Notice that, since $\mathcal{J}^1$ and $\mathcal{J}^2$ coincide on $\mathcal{H}$ we do not have to specify whether we are considering $\mathcal{J}^1$ or $\mathcal{J}^2$ $\mathcal{H}$-holomorphicity; the same does not hold for the vertical part, case where we do have to specify whether $\mathcal{V}$-holomorphicity is with respect to with $\mathcal{J}^1$ or $\mathcal{J}^2$.}
such that $\varphi$ is holomorphic with respect to $J_{\psi}$. In other words, (locally defined) strictly compatible lifts always exist. In general, this lift may not be $J^1$ or $J^2$-holomorphic but it is $H$-holomorphic. Let $\varphi_t$ be a variation conformal to first order of the map $\varphi$. Then, if a lift $\psi_t$ to the twistor space that makes $\varphi_t$ holomorphic for all small $t$ exists, $\varphi_t$ is necessarily conformal for all small $t$, which may not be the case. So, even if conformality is preserved to first order, there might be no strictly compatible twistor lift for all $t$; hence, we should relax the condition on conformality. We shall say that a twistor lift $\psi$ of a conformal to first order map $\varphi$ is \textit{compatible to first order} (with $\varphi$) if:

$$\psi_0 \text{ is strictly compatible with } \varphi_0 \text{ and } \psi_t \text{ is compatible with } \varphi_t, \quad \forall \ t. \quad (V.2.11)$$

We start with a few lemmas which will be important in the sequel:

\textbf{Lemma V.2.5.} Let $\varphi : I \times M^2 \to N^{2n}$ be a map conformal to first order, let $z_0 \in M^2$, and suppose that $\partial_{a_0} \varphi_0 \neq 0$. Let $\psi$ be a twistor lift around $z_0$ which compatible to first order with $\varphi$. Then for all $X \in \Gamma(TM)$ there is a function $a_t^X$ and a vector $v_t^X \in \varphi_t^{-1}(TN)$ with $a_0^X = 1$, $v_0^X = 0$ and $\left. \frac{\partial a_t^X}{\partial t} \right|_{t=0} = 0$, $\left. \nabla \frac{\partial}{\partial t} \right|_{t=0} v_t^X = 0$ such that

$$J_{\psi_t} d\varphi_t X = a_t^X d\varphi_t JX + v_t^X. \quad (V.2.12)$$

In particular, $\varphi$ is holomorphic to first order with respect to $J_{\psi}$ in the sense that

$$\varphi_0 \text{ is holomorphic with respect to } J_{\psi_0} \text{ and } \left. \nabla \frac{\partial}{\partial t} \right|_{t=0} d\varphi_t JX = \nabla \left. \frac{\partial}{\partial t} \right|_{t=0} J_{\psi_t} d\varphi_t X. \quad (V.2.13)$$

\textit{Proof.} Since $\psi$ is compatible to first order, $J_{\psi_t}$ preserves $d\varphi_t(TM)$ for all $t$. Hence, there are $a_t^X$ and $b_t^X$ such that

$$J_{\psi_t} d\varphi_t X = a_t^X d\varphi_t JX + b_t^X d\varphi_t X. \quad (V.2.14)$$

Take $v_t^X = b_t^X d\varphi_t X$. Since, at $t = 0$, $J_{\psi_0} d\varphi_0 X = d\varphi_0 JX$ we deduce $v_0^X = 0$ and $a_0^X = 1$. Now, since $d\varphi_t X$ and $J_{\psi_t} d\varphi_t X$ form an orthogonal basis for $d\varphi_t(TM)$ and
\[ \langle d\varphi_tJX, J\psi d\varphi_tX \rangle, \|J\psi d\varphi_tX\|^2 \] are not zero for all small \( t \), we have
\[
\begin{align*}
\frac{d\varphi_tJX}{\|d\varphi_tX\|^2} &= \frac{\langle d\varphi_tJX, d\varphi_tX \rangle}{\|d\varphi_tX\|^2} + \frac{\langle J\psi d\varphi_tX, J\psi d\varphi_tX \rangle}{\|J\psi d\varphi_tX\|^2} J\psi d\varphi_tX \\
\Rightarrow \quad J\psi d\varphi_tX &= d\varphi_tJX - \frac{\langle d\varphi_tJX, d\varphi_tX \rangle}{\|d\varphi_tX\|^2} d\varphi_tX \\
\Rightarrow \quad \langle J\psi d\varphi_tX, d\varphi_tJX \rangle &= \frac{\langle d\varphi_tJX, d\varphi_tX \rangle}{\|d\varphi_tX\|^2} - \frac{\langle J\psi d\varphi_tX, J\psi d\varphi_tX \rangle}{\|J\psi d\varphi_tX\|^2} - \frac{\langle d\varphi_tJX, J\psi d\varphi_tX \rangle}{\|d\varphi_tX\|^2} J\psi d\varphi_tX^2.
\end{align*}
\]

Differentiating with respect to \( t \) at the point \( t = 0 \) the above identity yields
\[
\frac{\partial}{\partial t} \bigg|_{t=0} \langle J\psi d\varphi_tX, d\varphi_tJX \rangle = \frac{\partial}{\partial t} \bigg|_{t=0} \langle d\varphi_tX, d\varphi_tX \rangle . \quad (V.2.15)
\]

On the other hand, computing the inner product of (V.2.14) with \( J\psi d\varphi_tX \) and using the fact that \( \langle d\varphi_tX, J\psi d\varphi_tX \rangle = 0 \) for all \( t \), we get \( \langle d\varphi_tX, d\varphi_tLX \rangle = a_t^X \langle d\varphi_tJX, J\psi d\varphi_tX \rangle \). So,
\[
\frac{\partial}{\partial t} \bigg|_{t=0} \langle d\varphi_tX, d\varphi_tX \rangle = \frac{\partial a_t^X}{\partial t} \bigg|_{t=0} \langle d\varphi_t0JX, J\psi d\varphi_t0X \rangle + a_t^X \frac{\partial}{\partial t} \bigg|_{t=0} \langle d\varphi_tJX, J\psi d\varphi_tJX \rangle
\]
and we deduce \( \frac{\partial}{\partial t} |_{t=0} a_t^X = 0 \), as \( a_0^X = 1 \) and (V.2.15) hold. Using (V.2.14) again we can now write
\[
\nabla\bigg|_{t=0} v_t^X = \nabla\bigg|_{t=0} J\psi d\varphi_tX - \frac{\partial a_t^X}{\partial t} \bigg|_{t=0} d\varphi_t0JX - 1. \nabla\bigg|_{t=0} d\varphi_tJX
\]
so that
\[
\langle v_t^X|_{t=0}, d\varphi_0X \rangle = \frac{\partial}{\partial t} \bigg|_{t=0} < J\psi d\varphi_tX, d\varphi_tX > - < J\psi d\varphi_t0X, \nabla v_t^X|_{t=0}, d\varphi_tX > + \frac{\partial}{\partial t} \bigg|_{t=0} < d\varphi_tJX, d\varphi_tX >,
\]
which vanishes since \( \langle J\psi d\varphi_tX, d\varphi_tX \rangle = 0 \) for all \( t \), the second and last terms cancelling as \( \varphi_0 \) is \( J\psi_0 \)-holomorphic and \( \varphi \) is conformal to first order. Analogously,
\[
\langle v_t^X|_{t=0}, J\psi d\varphi_00X \rangle = \frac{1}{2} \frac{\partial}{\partial t} \bigg|_{t=0} \|J\psi d\varphi_tX\|^2 - \langle J\psi d\varphi_t0X, \nabla v_t^X|_{t=0}, d\varphi_tX > + \frac{\partial}{\partial t} \bigg|_{t=0} < d\varphi_tJX, d\varphi_tX > = 0
\]
so that \( \langle \nabla v_t^X|_{t=0}, d\varphi_0(TM) > = 0 \). For the orthogonal part, taking \( r_t \in (d\varphi_tTM) \perp \)
\[
\langle v_t^X|_{t=0}, r_0 > = \langle \nabla v_t^X|_{t=0}, r_0 > = \langle v_t^X|_{t=0}, r_0 > - \langle v_t^X, r_t > = 0,
\]
showing that \( \nabla v_t^X|_{t=0} = 0 \) and concluding the proof. \( \Box \)
Lemma V.2.6. Let \( \psi : I \times M^2 \to \Sigma^+ N \) be \( \mathcal{H} \)-holomorphic to first order. Then, \( \varphi = \pi \circ \psi \) is \((J^M, J_\psi)\)-holomorphic to first order (in the sense of V.2.3).

Proof. In fact, since \( \psi \) is \( \mathcal{H} \)-holomorphic to first order, \( \nabla \frac{\partial}{\partial t} \{ (d\psi_t JX)^H - J^H(d\psi_t X)^H \} = 0 \). Therefore, for all \( Y \in \mathcal{H} \),

\[
0 = < \nabla \frac{\partial}{\partial t} |_{t=0} \{(d\psi_t JX)^H - J^H(d\psi_t X)^H \}, Y >
\]

\[
= \frac{\partial}{\partial t} |_{t=0} < (d\psi_t JX)^H - J^H(d\psi_t X)^H, Y > - < (d\psi_t JX)^H - J^H(d\psi_t X)^H, \nabla \frac{\partial}{\partial t} |_{t=0} Y >
\]

\[
= \frac{\partial}{\partial t} |_{t=0} < (d\psi_t JX)^H - J^H(d\psi_t X)^H, Y > , \text{ as } \psi_0 \text{ is } \mathcal{H} \text{-holomorphic.}
\]

Since \( \pi \) is a Riemannian submersion and \((J^a, J_\psi)\)-holomorphic (see (I.4.6)), the above equation can be written as

\[
0 = \left. \frac{\partial}{\partial t} \right|_{t=0} < d\pi(d\psi_t JX) - J_\psi d\pi(d\psi_t X), d\pi(Y) > .
\]

Hence, for all \( \tilde{Y} \in TN \),

\[
0 = \left. \frac{\partial}{\partial t} \right|_{t=0} < d\varphi_t JX - J_\psi d\varphi_t X, \tilde{Y} >
\]

\[
= < \nabla \frac{\partial}{\partial t} |_{t=0} \{ d\varphi_t JX - J_\psi d\varphi_t X \}, \tilde{Y} > - < d\varphi_0 JX - J_\psi d\varphi_0 X, \nabla \frac{\partial}{\partial t} |_{t=0} \tilde{Y} >
\]

\[
= < \nabla \frac{\partial}{\partial t} |_{t=0} \{ d\varphi_t JX - J_\psi d\varphi_t X \}, \tilde{Y} > , \text{ since } \varphi_0 \text{ is } J_\psi \text{ holomorphic,}
\]

showing that \( \nabla \frac{\partial}{\partial t} |_{t=0} d\varphi_t JX = \nabla \frac{\partial}{\partial t} |_{t=0} J_\psi d\varphi X \) and concluding our proof (compare with the non-parametric proof of Theorem III.6.1). \( \square \)

Proposition V.2.7 (\( \mathcal{H} \)-holomorphicity and conformality to first order). Let \( I \subseteq \mathbb{R} \) be an interval around 0 and let \( \psi : I \times M^2 \to \Sigma^+ N \) be \( \mathcal{H} \)-holomorphic to first order. Then, the projected map \( \varphi = \pi \circ \psi : I \times M^2 \to N^{2n} \) is conformal to first order. Conversely, let \( \varphi : I \times M^2 \to N \) be a map conformal to first order and assume that \( z_0 \in M^2 \) is such that \( \partial_z \varphi_0(z_0) \neq 0 \). Then, reducing \( I \) if necessary, there is an open set \( \mathcal{V} \) containing \( z_0 \) and a map \( \psi : I \times \mathcal{V} \to \Sigma^+ N \) \( \mathcal{H} \)-holomorphic to first order which is compatible to first order with \( \varphi \).

Proof. Take \( \psi : I \times M^2 \to \Sigma^+ N \) \( \mathcal{H} \)-holomorphic to first order. Since \( \varphi_0 \) is holomorphic with respect to \( J_{\varphi_0} \) (see proof of Theorem III.6.1), we know that \( \varphi_0 \) is conformal.
(Proposition [III.6.3]). As for the first order variation, using the preceding Lemma [V.2.6]

\[ \frac{\partial}{\partial t} \bigg|_{t=0} \| d\varphi_t JX \|^2 = 2 < \nabla \frac{\partial}{\partial t} |_{t=0} d\varphi_t JX, d\varphi_t JX > \\
= 2 < \nabla \frac{\partial}{\partial t} |_{t=0} Jt d\varphi_t X, Jt d\varphi_t X > \\
= \frac{\partial}{\partial t} |_{t=0} < J_t d\varphi_t X, J_t d\varphi_t X > = \frac{\partial}{\partial t} |_{t=0} < d\varphi_t X, d\varphi_t X > . \]

Using similar arguments we can show that

\[ \frac{\partial}{\partial t} \bigg|_{t=0} < d\varphi_t JX, d\varphi_t X > = 0, \]

concluding the first part of the proof.

For the converse, we shall make use of Lemma [V.2.5]. Let \( \psi \) be any twistor lift of \( \varphi \) compatible to first order. Since we are assuming that \( \partial_z \varphi \neq 0 \), we can use Lemma [V.2.5] to deduce that there is a function \( a_t^X \) and a vector field \( v_t^X \) with

\[ J_\psi d\varphi_t X = a_t^X d\varphi_t JX + v_t^X \]

where \( a_t^X = 1, v_0^X = 0, \frac{\partial a_t^X}{\partial t} |_{t=0} = 0 \) and \( \nabla \frac{\partial}{\partial t} |_{t=0} v_t^X = 0 \). Now, \( \psi \) is \( \mathcal{H} \)-holomorphic to first order if and only if \( \psi_0 \) is \( \mathcal{H} \)-holomorphic (which is true from Proposition [III.6.3]) and equation (V.2.2) holds. Using the same argument as in Lemma [V.2.2] (V.2.2) is equivalent to

\[ 0 = \frac{\partial}{\partial t} \bigg|_{t=0} < (d\psi_t JX)^\mathcal{H} - \mathcal{J}\mathcal{H}(d\psi_t X)^\mathcal{H}, Y^\mathcal{H} >, \forall Y^\mathcal{H} \in \mathcal{H}, \]

equivalently,

\[ 0 = \frac{\partial}{\partial t} \bigg|_{t=0} < d\varphi_t JX - J_\psi d\varphi_t X, \tilde{Y} > \\
= < \nabla \frac{\partial}{\partial t} \big|_{t=0} \{d\varphi_t JX - a_t^X d\varphi_t JX - v_t^X\}, \tilde{Y} > < d\varphi_0 JX - a_0^X d\varphi_0 JX - v_0^X, \nabla \frac{\partial}{\partial t} \big|_{t=0} \tilde{Y} > \]

which is equivalent to

\[ < \nabla \frac{\partial}{\partial t} \big|_{t=0} d\varphi_t JX - a_0^X \nabla \frac{\partial}{\partial t} \big|_{t=0} d\varphi_t JX - \frac{\partial a_t^X}{\partial t} \big|_{t=0} d\varphi_0 JX - \nabla \frac{\partial}{\partial t} \big|_{t=0} v_t^X, \tilde{Y} >= 0. \]

Since this is clearly true from the given conditions on \( a_t^X \) and \( v_t^X \), we have established (V.2.2) and concluded the proof. \( \square \)
Lemma V.2.8 (Condition for \( \mathcal{V} \)-holomorphicity to first order). Let \( \psi : I \times M^2 \to \Sigma^+ N \) be a map \( \mathcal{J}^a \) \((a = 1 \text{ or } a = 2) \) \( \mathcal{V} \)-holomorphic to first order. Then

\[
\nabla_{\left. \right|_{t=0}}^{\psi^{-1}L(TN,TN)} \{ \nabla_{J^a}^{\psi^{-1}L(TN,TN)} J_{\psi_t} + (-1)^a J_{\psi_t} \nabla_{X}^{\psi^{-1}L(TN,TN)} J_{\psi_t} \} = 0. \tag{V.2.16}
\]

Conversely, if \( \psi_0 \) is \( \mathcal{J}^a \) \( \mathcal{V} \)-holomorphic and (V.2.16) is satisfied then \( \psi \) is \( \mathcal{J}^a \) \( \mathcal{V} \)-holomorphic to first order.

**Proof.** Recall from (III.1.4) and (I.4.5) that if \( \psi : M \to \Sigma^+ N \) is any smooth map then, for \( a = 1, 2 \),

\[
(d\psi X)^V = \nabla_X^{\psi^{-1}L(TN,TN)} J_{\psi} \text{ and } \mathcal{J}^a (d\psi X)^V = (-1)^{a+1} J_{\psi} \nabla_X^{\psi^{-1}L(TN,TN)} X.
\]

Thus, we can rephrase equation (V.2.16) as

\[
\nabla_{\left. \right|_{t=0}}^{\psi} \{ d\psi_t (JX) - \mathcal{J}^a d\psi_t X \}^V = 0. \tag{V.2.17}
\]

Hence, if \( \psi \) is \( \mathcal{J}^a \) \( \mathcal{V} \)-holomorphic to first order, then

\[
\nabla_{\left. \right|_{t=0}}^{\psi} \{ d\psi_t (JX) - \mathcal{J}^a d\psi_t X \}^V = 0
\]

which implies (V.2.17). Conversely, if (V.2.17) holds and \( \psi_0 \) is \( \mathcal{J}^a \) \( \mathcal{V} \)-holomorphic, we have

\[
< \nabla_{\left. \right|_{t=0}}^{\psi} \{ d\psi_t (JX) - \mathcal{J}^a d\psi_t X \}^V, Y >
\]

\[
= \frac{\partial}{\partial t} \left|_{t=0} \right. \{ d\psi_t (JX) - \mathcal{J}^a d\psi_t X \}^V, Y > - < \{ d\psi_0 (JX) - \mathcal{J}^a d\psi_0 X \}^V, \nabla_{\left. \right|_{t=0}}^{\psi} Y >
\]

\[
= (\text{as } \psi_0 \text{ is } \mathcal{J}^a \text{ } \mathcal{V} \text{-holomorphic}) \frac{\partial}{\partial t} \left|_{t=0} \right. \{ d\psi_t (JX) - \mathcal{J}^a d\psi_t X \}^V, Y >
\]

\[
= < \nabla_{\left. \right|_{t=0}}^{\psi} \{ d\psi_t (JX) - \mathcal{J}^a d\psi_t X \}^V, Y > + < \{ d\psi_0 (JX) - \mathcal{J}^a d\psi_0 X \}^V, \nabla_{\left. \right|_{t=0}}^{\psi} Y >
\]

\[
= (\text{as } \psi_0 \text{ is } \mathcal{J}^a \text{ } \mathcal{V} \text{-holomorphic}) < \nabla_{\left. \right|_{t=0}}^{\psi} \{ d\psi_t (JX) - \mathcal{J}^a d\psi_t X \}^V, Y > = 0,
\]

showing that \( \psi \) is \( \mathcal{J}^a \) \( \mathcal{V} \)-holomorphic to first order and concluding the proof.

**Corollary V.2.9.** Let \( \psi : I \times M^2 \to \Sigma^+ N \) be a map such that:

(i) \( \psi_0 \) is holomorphic.

(ii) \( \psi \) is \( \mathcal{H} \)-holomorphic to first order.
(iii) \( \psi \) satisfies equation (V.2.16) (for \( a = 1 \) or \( a = 2 \)).

Then, \( \psi \) is \( J^1 \) (respectively, \( J^2 \)) holomorphic to first order.

**Proof.** Immediate from the previous lemma and Lemma V.2.2.

### V.2.2 The \( J^1 \)-holomorphic case

Next, we give a useful characterization for maps to be \( J^a \)-holomorphic to first order (\( a = 1 \) or \( 2 \)):

**Lemma V.2.10.** Let \( \psi : I \times M^2 \to \Sigma^+ N \) be a smooth map. Then, \( \psi \) is \( J^a \)-holomorphic to first order (\( a = 1 \) or \( 2 \)) if and only if

\[
\begin{align*}
\varphi &= (J^M, J^N)\text{-holomorphic to first order and} \\
&\forall Y_t^{10} \in \varphi_t^{-1}(T_{J^N} I) \quad \exists Z_t^{10} \in \varphi_t^{-1}(T_{J^N} I) \quad \text{such that} \\
&\frac{\partial}{\partial t} \bigg|_{t=0} Y_t^{10} = \frac{\partial}{\partial t} \bigg|_{t=0} Z_t^{10} \\
&\quad \text{and} \\
&\frac{\partial}{\partial \bar{z}} \bigg|_{t=0} Y_t^{10} = \frac{\partial}{\partial \bar{z}} \bigg|_{t=0} Z_t^{10} \\
\end{align*}
\]

(\( a = 1 \))

or

\[
\begin{align*}
\forall Y_t^{10} \in \varphi_t^{-1}(T_{J^N} I) \quad \exists Z_t^{10} \in \varphi_t^{-1}(T_{J^N} I) \quad \text{such that} \\
&\frac{\partial}{\partial t} \bigg|_{t=0} Y_t^{10} = \frac{\partial}{\partial t} \bigg|_{t=0} Z_t^{10} \\
&\quad \text{and} \\
&\frac{\partial}{\partial \bar{z}} \bigg|_{t=0} Y_t^{10} = \frac{\partial}{\partial \bar{z}} \bigg|_{t=0} Z_t^{10} \\
\end{align*}
\]

(\( a = 2 \))

(compare with (III.1.5)).

**Proof.** We shall do the proof only for the \( J^1 \) case, the \( J^2 \) case being similar.

Assume that \( \psi \) is \( J^1 \)-holomorphic to first order. Then, using Lemmas V.2.2 and V.2.6, \( \varphi \) is \( (J^M, J^N)\)-holomorphic to first order. On the other hand, \( \psi \) satisfies equation (V.2.16),

\[
\nabla_{\frac{\partial}{\partial t}} \{ \nabla_{J^X} J_{\psi t} - J_{\psi t} \nabla_{J^X} \} = 0
\]

which implies that

\[
\frac{\partial}{\partial t} \bigg|_{t=0} \{ \nabla_{J^X} (J_{\psi t} Y_t) - \nabla_{J^X} Y_t \} = \frac{\partial}{\partial t} \bigg|_{t=0} \{ J_{\psi t} \left( \nabla_{J^X} Y_t + \nabla_{J^X} (J_{\psi t} Y_t) \right) \}.
\]

(V.2.21)
Take $Y_{t}^{10}$ in $\mathcal{T}_{\psi_{1}} T_{\nu}$; then, $Y_{t}^{10} = \frac{1}{2} (Y_{t} - iJ_{\psi_{1}} Y_{t})$ for some $Y_{t}$ and we can deduce

$$\nabla \frac{a}{a|t=0} \nabla_{\partial_{t}} Y_{t}^{10} = \frac{1}{4} \nabla \frac{a}{a|t=0} \{ \nabla_{X} Y_{t} - \nabla_{JX} (J_{\psi_{1}} Y_{t}) - i (\nabla_{X} (J_{\psi_{1}} Y_{t}) + \nabla_{JX} Y_{t}) \}$$

$$= (\text{using } (V.2.21)) \frac{1}{2} \nabla \frac{a}{a|t=0} \{ -2iJ_{\psi_{1}} Z_{t} + 2Z_{t} \}$$

$$= \frac{1}{2} \{ Z_{t} - iJ_{\psi_{1}} Z_{t} \} = \nabla \frac{a}{a|t=0} Z_{t}^{10}$$

Moreover, since $\psi_{0}$ is holomorphic, $\nabla_{X} Y_{0} - \nabla_{JX} (J_{\psi_{0}} Y_{0}) = -J_{\psi_{0}} (\nabla_{JX} Y_{0} + \nabla_{X} (J_{\psi_{0}} Y_{0}))$ and

$$\nabla_{\partial_{t}} Y_{0}^{10} = \frac{1}{4} \{ \nabla_{X} Y_{0} - \nabla_{JX} (J_{\psi_{0}} Y_{0}) - i (\nabla_{X} (J_{\psi_{0}} Y_{0}) + \nabla_{JX} Y_{0}) \}$$

$$= \frac{1}{4} \{ -2iJ_{\psi_{0}} Z_{0} + 2Z_{0} \} = Z_{0}^{10},$$

finishing the “only if” part of our proof.

For the converse: suppose now that $(V.2.18)$ and $(V.2.19)$ hold. Then, $\psi_{0}$ is $J^{1}$-holomorphic, using Corollary III.1.3 Take $Y_{t}^{10} \in T_{\psi_{1}} T_{\nu}$. As $(V.2.19)$ holds, there is $Z_{t}^{10}$ with $\nabla_{\partial_{t}} Y_{t}^{10} = Z_{t}^{10}$ and $\nabla \frac{a}{a|t=0} \{ \nabla_{\partial_{t}} Y_{t}^{10} - Z_{t}^{10} \} = 0$, which implies that

$$\nabla \frac{a}{a|t=0} \frac{1}{2} \{ \nabla_{X} Y_{t} - \nabla_{JX} (J_{\psi_{1}} Y_{t}) - i (\nabla_{X} (J_{\psi_{1}} Y_{t}) + \nabla_{JX} Y_{t}) \} = Z_{t} + iJ_{\psi_{1}} Z_{t} = 0$$

so that

$$\left\{ \begin{array}{l}
\nabla \frac{a}{a|t=0} \{ \nabla_{X} Y_{t} - \nabla_{JX} (J_{\psi_{1}} Y_{t}) \} = 2 \nabla \frac{a}{a|t=0} Z_{t} \\
\nabla \frac{a}{a|t=0} \{ \nabla_{X} (J_{\psi_{1}} Y_{t}) + \nabla_{JX} Y_{t} \} = 2 \nabla \frac{a}{a|t=0} (J_{\psi_{1}} Z_{t}).
\end{array} \right.$$
horizontal part, we have that condition
\[ \nabla \frac{\partial}{\partial t} \bigg|_{t=0} (d\psi_t JX - Jd\psi_t X)^H = 0 \]
is equivalent to
\[ \frac{\partial}{\partial t} \bigg|_{t=0} < d\varphi_t JX - Jd\varphi_t X, Y > = 0, \quad \forall Y, \quad (V.2.22) \]
as \( \psi_0 \) is holomorphic. Now, we know that (V.2.18) holds so that (V.2.22) is trivially satisfied. Therefore, we are under the conditions of Corollary [V.2.9] and can conclude that our map is \( J^1 \)-holomorphic to first order, as desired. \( \square \)

**Remark V.2.11.** Recall that, in the non-parametric case, \( J^1 \)-holomorphicity is characterized by (Corollary [III.1.3])
\[ \nabla_{\partial_z} T_{\psi_0}^{10} N \subseteq T_{\psi_0}^{10} N. \]
If we try to get an analogue for this condition but with a first order derivative, we immediately get problems, as \( \nabla_{\partial_t} T_{\psi_0}^{10} \) could mean \( \nabla_{\partial_t} Z_{\psi_0}^{10} \) (for each vector \( Z_{\psi_0}^{10} \)) or just \( \nabla_{\partial_t} Z_{\psi_0}^{10} \). Hence, the above lemma gives a clean way of stating the analogue of \( \nabla_{\partial_z} T_{\psi_0}^{10} \subseteq T_{\psi_0}^{10} \) for the parametric case.

From the preceding lemma we can also deduce the following:

**Lemma V.2.12.** Let \( \psi : I \times M^2 \to \Sigma^+ N \) be a map \( J^1 \)-holomorphic to first order and consider the projected map \( \varphi = \pi \circ \psi \). Then for all \( r \geq 1 \) there is \( Z_{\varphi}^{10} \in \varphi^{-1}(T_{\psi}^{10} N) \) with
\[ \partial_z^{r} \varphi_0 = Z_0^{10} \text{ and } \nabla \frac{\partial}{\partial t} \bigg|_{t=0} \partial_z^{r} \varphi_t = \nabla \frac{\partial}{\partial t} \bigg|_{t=0} Z_t^{10}. \quad (V.2.23) \]

**Proof.** We shall do the proof by induction on \( r \). For \( r = 1 \), we have \( \partial_z \varphi_t = d\varphi_t X - id\varphi_t JX \) so that using (V.2.18) we have
\[ \nabla \frac{\partial}{\partial t} \bigg|_{t=0} \partial_z \varphi_t = \nabla \frac{\partial}{\partial t} \bigg|_{t=0} \{d\varphi_t X - id\varphi_t JX\} = \nabla \frac{\partial}{\partial t} \bigg|_{t=0} \{d\varphi_t X - iJ\psi_t d\varphi_t X\}. \]
Taking \( Z_t^{10} = d\varphi_t X - iJ\psi_t d\varphi_t X \in \varphi^{-1}(T_{\psi_t}^{10} N) \) we obtain the desired result as \( \varphi_0 (J^M, J_{\psi_0}) \)-holomorphic implies \( Z_0^{10} = d\varphi_0 X - iJ\psi_0 d\varphi_0 X = d\varphi_0 (X - iJ^M X) = \partial_z \varphi_0. \)
Assume now that the result is valid for \( r = k \); i.e., there is \( Z_t^{10,k} \) such that
\[
\nabla \frac{\partial}{\partial t} \big|_{t=0} \partial_z^k \varphi_t = \nabla \frac{\partial}{\partial t} \big|_{t=0} Z_t^{10,k} \quad \text{and} \quad \partial_z^k \varphi_0 = Z_0^{10,k}.
\]
Let us show that it also holds when \( r = k + 1 \). Since \( \partial_z^{k+1} \varphi_t = \partial_z \partial_z^k \varphi_t \),
\[
\nabla \frac{\partial}{\partial t} \big|_{t=0} \partial_z^{k+1} \varphi = \nabla \frac{\partial}{\partial t} \big|_{t=0} \nabla \partial_z \partial_z^k \varphi_t = R(\partial_z \varphi_t, \partial_z \varphi_t) \partial_z \varphi_t + \nabla \partial_z \nabla \frac{\partial}{\partial t} \big|_{t=0} \partial_z^k \varphi_t
\]
\[+ \nabla \frac{\partial}{\partial t} \big|_{t=0} \partial_z \varphi_t \partial_z \varphi_t.
\]
Using the fact that \([ \frac{\partial}{\partial t} \big|_{t=0}, \partial_z \varphi_t \] = \( R(\partial_z \varphi_t, \partial_z \varphi_t) \), is tensorial and the\]
induction hypothesis, the latter expression becomes
\[
R(\partial_z \varphi_t, \partial_z \varphi_t) Z_t^{10,k} + \nabla \partial_z \nabla \frac{\partial}{\partial t} \big|_{t=0} Z_t^{10,k}
\]
\[= R(\partial_z \varphi_t, \partial_z \varphi_t) Z_t^{10,k} + \frac{\partial}{\partial \varphi_t} \nabla \partial_z Z_t^{10,k} + R(\partial_z \varphi_t, \frac{\partial}{\partial \varphi_t} \big|_{t=0}) Z_0^{10,k}
\]
as \( R \) is antisymmetric on the first two arguments. Now, since \( \psi \) is \( J^1 \)-holomorphic, \( (V.2.19) \) holds so that there is \( Z_t^{10,k+1} \) such that
\[
\nabla \frac{\partial}{\partial t} \big|_{t=0} \partial_z Z_t^{10,k} = \nabla \frac{\partial}{\partial t} \big|_{t=0} Z_t^{10,k+1} \quad \text{and} \quad \nabla \partial_z Z_0^{10,k} = Z_0^{10,k+1}.
\]
But the second condition gives \( \partial_z^k \varphi_0 = \partial_z \partial_z^k \varphi_0 = \nabla \partial_z Z_0^{10,k} = Z_0^{10,k+1} \) whereas the first holds precisely that \( \nabla \frac{\partial}{\partial t} \big|_{t=0} \partial_z^{k+1} \varphi_t = \nabla \frac{\partial}{\partial t} \big|_{t=0} \partial_z Z_t^{10,k} = \nabla \frac{\partial}{\partial t} \big|_{t=0} Z_t^{10,k+1} \), as we wanted to show.

**Remark V.2.13.** Notice the “fundamental trick” with the curvature tensor: from \( \mathcal{H} \)-\holomorphicity to first order, equation \((V.2.13)\) is verified. In particular, we can write
\[
\nabla \frac{\partial}{\partial t} \big|_{t=0} \nabla Y \psi_0 \phi \partial \phi_t X = R(\frac{\partial}{\partial t} \big|_{t=0}, Y)(\psi_0 \phi \partial \phi_0 X) + \nabla Y \nabla \frac{\partial}{\partial t} \big|_{t=0} \psi_0 \phi \partial \phi_t X
\]
\[= R(\frac{\partial}{\partial t} \big|_{t=0}, Y)(\phi \partial \phi_0 JX) + \nabla Y \nabla \frac{\partial}{\partial t} \big|_{t=0} \phi \partial \phi_t JX
\]
\[= R(\frac{\partial}{\partial t} \big|_{t=0}, Y)(\phi \partial \phi_0 JX) + R(\frac{\partial}{\partial \varphi_t} \big|_{t=0})(\phi \partial \phi_0 JX) + \nabla \frac{\partial}{\partial t} \big|_{t=0} \nabla \phi \partial \phi_t JX
\]
so that from \( R \) antisymmetry we conclude
\[
\nabla Y \nabla \frac{\partial}{\partial t} \big|_{t=0} \psi_0 \phi \partial \phi_t X = \nabla Y \nabla \frac{\partial}{\partial t} \big|_{t=0} \phi \partial \phi_t JX, \quad \forall \; X, Y \in TM.
\]
\((V.2.24)\)

**Proposition V.2.14** (Projections of maps \( J^1 \)-holomorphic to first order). Let \( \psi : I \times M^2 \to \Sigma^+ N \) be a map \( J^1 \)-holomorphic to first order, where \( M^2 \) is any Riemann surface. Then, the projection map \( \varphi = \pi \circ \psi \) is real isotropic to first order.
Notice that we could replace \( \Sigma^+ N \) with \( \Sigma^- N \), as real isotropy (to first order) does not depend on the fixed orientation on \( N \).

**Proof.** That \( \varphi_0 \) is real isotropic follows from the non-parametric case for projections of maps from the twistor space (Theorem III.6.5). Therefore, we are left with proving that

\[
\frac{\partial}{\partial t} \bigg|_{t=0} \langle \partial^r \varphi, \partial^r \varphi \rangle \geq 0, \quad \forall \ r \geq 1.
\]

Using Lemma V.2.12 for fixed \( r \geq 1 \) choose \( Z_{t_0}^{10} \in \varphi_t^{-1}(T_{J\psi_t}^1 N) \) with \( \partial^r \varphi_0 = Z_{t_0}^{10} \) and \( \nabla \partial^r \varphi_t = \nabla \partial^r t_{t_0} Z_{t_0}^{10} \). Then

\[
\frac{\partial}{\partial t} \bigg|_{t=0} \langle \partial^r \varphi, \partial^r \varphi \rangle = 2 < \nabla \partial^r \varphi_t, \partial^r \varphi_0 > = 2 < \nabla \partial^r t_{t_0} Z_{t_0}^{10}, Z_{t_0}^{10} > = \frac{\partial}{\partial t} \bigg|_{t=0} \langle Z_{t_0}^{10}, Z_{t_0}^{10} \rangle = 0
\]

as \( Z_{t_0}^{10} \in \varphi^{-1}(T_{J\psi_t}^1 N) \) for all \( t \).

We now turn our attention to the existence of lifts \( J^1 \)-holomorphic to first order for a given map \( \varphi : I \times M^2 \to N^4 \) into an oriented 4-manifold, with real isotropic to first order. Recall that in the non-parametric case such lift exists (see Theorem III.7.1). Moreover, as we have seen in the second proof of this result, the lift was defined by \( J(d \varphi X) = d \varphi JX \) and \( J(u) = -v \) where \( \partial^2 \varphi = u + iv \). An analogue for the parametric case is as follows:

**Theorem V.2.15.** Let \( \varphi : I \times M^2 \to N^4 \) be a map real isotropic to first order. Let \( z_0 \in M^2 \) and suppose that \( \partial^1 \varphi_0(z_0) \) and \( \partial^2 \varphi_0(z_0) \) are linearly independent. Then, reducing \( I \) if necessary, there is an open set \( U \) around \( z_0 \) and either a map \( \psi^+ : I \times U \to \Sigma^+ N^4 \) or a map \( \psi^- : I \times U \to \Sigma^- N^4 \) which is \( J^1 \)-holomorphic to first order and compatible to first order with \( \varphi \).

Before proving Theorem V.2.15 we give a couple of lemmas:

**Lemma V.2.16.** Let \( \varphi \) be as in the preceding theorem. Consider

\[
u^X_i = \nabla_X d \varphi_i X - \nabla_J X d \varphi_i JX \quad \text{and} \quad \nu^X_i = -\nabla_X d \varphi_i JX - \nabla_J X d \varphi_i X. \quad (V.2.25)
\]
Suppose that the $\mathcal{J}^1$-holomorphic lift of $\varphi_0$ is $\psi_0^+ \in \Sigma^+ N$ (respectively, $\psi_0^- \in \Sigma^- N$). Take $J_\psi$ the unique positive (respectively, negative) almost Hermitian structure on $T_\varphi N$ compatible with $\varphi$. Then,

$$
\nabla \frac{\partial}{\partial t} \big|_{t=0} J_\psi u_t^X = -\nabla \frac{\partial}{\partial t} \big|_{t=0} u_t^X.
$$

(V.2.26)

**Proof.** Since $\varphi$ is real isotropic to first order, $\frac{\partial}{\partial t} \big|_{t=0} < \partial^2_x \varphi_t, \partial_x \varphi_t >= 0$, equivalently, $\frac{\partial}{\partial t} \big|_{t=0} < u_t^X, d\varphi_t > = 0$, $< v_t^X, d\varphi_t JX > = 0$, and $< v_t^X, d\varphi_t X > = 0$. Thus, we have

$$
\frac{\partial}{\partial t} \big|_{t=0} < u_t^X, d\varphi_t > = -\frac{\partial}{\partial t} \big|_{t=0} < v_t^X, d\varphi_t JX > = 0
$$

and

$$
\frac{\partial}{\partial t} \big|_{t=0} < v_t^X, d\varphi_t > = -\frac{\partial}{\partial t} \big|_{t=0} < u_t^X, d\varphi_t JX > = 0.
$$

(V.2.27)

Similarly, $\frac{\partial}{\partial t} \big|_{t=0} < \partial^2_x \varphi_t, \partial_x \varphi_t >= 0$ is equivalent to $\frac{\partial}{\partial t} \big|_{t=0} < u_t^X + i v_t^X, u_t^X + i v_t^X >= 0$ and implies

$$
\frac{\partial}{\partial t} \big|_{t=0} < u_t^X, u_t^X > = \frac{\partial}{\partial t} \big|_{t=0} < v_t^X, v_t^X > = 0.
$$

(V.2.28)

As $\psi$ is compatible with $\varphi$, using Lemma [V.2.5] we know that $\varphi$ is holomorphic to first order with respect to $J_\psi$. On the other hand, since $\partial_x \varphi_0$ and $\partial^2_x \varphi_0$ are linearly independent, we deduce that $d\varphi_0 X, d\varphi_0 JX, u_0^X$ and $v_0^X$ form a basis for $T_{\varphi_0} N$ (see III.7.2). Hence, (V.2.26) will be satisfied if and only if the following four points are verified:

(i) $< \nabla \frac{\partial}{\partial t} \big|_{t=0} J_\psi u_t^X, d\varphi_0 X > = -< \nabla \frac{\partial}{\partial t} \big|_{t=0} v_t^X, d\varphi_0 X >$.

From the second step in the proof of Theorem [III.7.1] we know that $J_\psi u_0^X = -v_0^X$. Thus, we have

$$
< \nabla \frac{\partial}{\partial t} \big|_{t=0} J_\psi u_t^X, d\varphi_0 X > = \frac{\partial}{\partial t} \big|_{t=0} < J_\psi u_t^X, d\varphi_t X > - < J_\psi u_0^X, \nabla \frac{\partial}{\partial t} \big|_{t=0} d\varphi_t X > = -\frac{\partial}{\partial t} \big|_{t=0} < u_t^X, J_\psi d\varphi_t X > + < v_0^X, \nabla \frac{\partial}{\partial t} \big|_{t=0} d\varphi_t X > = -\frac{\partial}{\partial t} \big|_{t=0} < u_t^X, d\varphi_t JX > + < v_0^X, \nabla \frac{\partial}{\partial t} \big|_{t=0} d\varphi_t X > = (\text{using (V.2.27)}) -\frac{\partial}{\partial t} \big|_{t=0} < v_t^X, d\varphi_t X > + < v_0^X, \nabla \frac{\partial}{\partial t} \big|_{t=0} d\varphi_t X > = < \nabla \frac{\partial}{\partial t} \big|_{t=0} v_t^X, d\varphi_0 X > .
$$
(ii) \(< \nabla \frac{\partial}{\partial t} \mid_{t=0} J_\psi u^X_t, d\varphi_0 J X >= - \nabla \frac{\partial}{\partial t} \mid_{t=0} v^X_t, d\varphi_0 J X >.\)

The argument is similar to the one in (i).

(iii) \(< \nabla \frac{\partial}{\partial t} \mid_{t=0} J_\psi u^X_t, u^X_0 >= - \nabla \frac{\partial}{\partial t} \mid_{t=0} v^X_t, u^X_0 >.\)

In fact,

\[
\begin{align*}
< \nabla \frac{\partial}{\partial t} \mid_{t=0} J_\psi u^X_t, u^X_0 > &= \frac{\partial}{\partial t} \mid_{t=0} < J_\psi u^X_t, u^X_0 > - < J_\psi u^X_0, \nabla \frac{\partial}{\partial t} \mid_{t=0} u^X_t > \\
&= \frac{\partial}{\partial t} \mid_{t=0} < v^X_t, u^X_0 > - < \nabla \frac{\partial}{\partial t} \mid_{t=0} v^X_t, u^X_0 > \\
&= (\text{using (V.2.28)}) - < \nabla \frac{\partial}{\partial t} \mid_{t=0} v^X_t, u^X_0 >.
\end{align*}
\]

(iv) Finally, let us prove \(< \nabla \frac{\partial}{\partial t} \mid_{t=0} J_\psi u^X_t, v^X_0 >= - \nabla \frac{\partial}{\partial t} \mid_{t=0} v^X_t, v^X_0 >.\)

Indeed,

\[
\begin{align*}
< \nabla \frac{\partial}{\partial t} \mid_{t=0} J_\psi u^X_t, v^X_0 > &= -\frac{1}{2} \frac{\partial}{\partial t} \mid_{t=0} < J_\psi u^X_t, J_\psi u^X_0 > - \frac{1}{2} \frac{\partial}{\partial t} \mid_{t=0} < u^X_t, u^X_0 > \\
&= -\frac{1}{2} \frac{\partial}{\partial t} \mid_{t=0} < v^X_t, v^X_0 > - < \nabla \frac{\partial}{\partial t} \mid_{t=0} v^X_t, v^X_0 >,
\end{align*}
\]

concluding our proof. \(\square\)

**Lemma V.2.17.** Let \(\varphi\) be as in the preceding Theorem V.2.15. Then

\[
\nabla \frac{\partial}{\partial t} \mid_{t=0} \partial^3 z \varphi_t = \nabla \frac{\partial}{\partial t} \mid_{t=0} \{a_t \partial_z \varphi_t + b_t \partial^2 z \varphi_t\} \tag{V.2.29}
\]

for some \(a_t, b_t.\)

**Proof.** We know that \(\partial_z \varphi_t, \partial^2 z \varphi_t, \partial^3 z \varphi_t\) span \(T\mathbb{C}^4 N^4.\) Hence, there are \(a_t, b_t, c_t\) and \(d_t\) with

\[
\partial^3 z \varphi_t = a_t \partial_z \varphi_t + b_t \partial^2 z \varphi_t + c_t \partial^3 z \varphi_t + d_t \partial^4 z \varphi_t
\]

where \(c_0 = d_0 = 0\) since \(\partial^3 z \varphi_0 \in \text{span}\{\partial_z \varphi_0, \partial^2 z \varphi_0\} = T\mathbb{T}_{\varphi_0} N.\) Therefore,

\[
\nabla \frac{\partial}{\partial t} \mid_{t=0} \partial^3 z \varphi_t = a_0 \nabla \frac{\partial}{\partial t} \mid_{t=0} \partial_z \varphi_t + \frac{\partial a_t}{\partial t} \mid_{t=0} \partial_z \varphi_t + b_0 \nabla \frac{\partial}{\partial t} \mid_{t=0} \partial^2 z \varphi_t + \frac{\partial b_t}{\partial t} \mid_{t=0} \partial^2 z \varphi_t +
\]

\[
+ c_0 \nabla \frac{\partial}{\partial t} \mid_{t=0} \partial^3 z \varphi_t + \frac{\partial c_t}{\partial t} \mid_{t=0} \partial^3 z \varphi_t.
\]

Now, using the fact that \(\varphi\) is real isotropic to first order, we have

\[
< \nabla \frac{\partial}{\partial t} \mid_{t=0} \partial^3 z \varphi_t, \partial_z \varphi_0 >= - \partial^3 z \varphi_0, \nabla \frac{\partial}{\partial t} \mid_{t=0} \partial_z \varphi_t >
\]
which implies
\[
\begin{align*}
\alpha_0 < \nabla_{\frac{\partial}{\partial t}} |_{t=0} \partial_z \varphi_t, \partial_z \varphi_0 > + \frac{\partial d^X}{\partial t} |_{t=0} < \partial_z \varphi_0, \partial_z \varphi_0 > & + b_0 < \nabla_{\frac{\partial}{\partial t}} |_{t=0} \partial_z^2 \varphi_t, \partial_z \varphi_0 > \\
+ \frac{\partial d^X}{\partial t} |_{t=0} < \partial_z^2 \varphi_0, \partial_z \varphi_0 > & + \frac{\partial d^X}{\partial t} |_{t=0} < \partial_z \varphi_0, \partial_z \varphi_0 > + \frac{\partial d^X}{\partial t} |_{t=0} < \partial_z \varphi_0, \partial_z \varphi_0 > \\
& = - < a_0 \partial_z \varphi_0 + b_0 \partial_z^2 \varphi_0, \nabla_{\frac{\partial}{\partial t}} |_{t=0} \partial_z \varphi_t > .
\end{align*}
\]

Since
\[
< \nabla_{\frac{\partial}{\partial t}} |_{t=0} \partial_z \varphi_t, \partial_z \varphi_0 > = < \partial_z^2 \varphi_0, \partial_z \varphi_0 > = < \partial_z \varphi_0, \partial_z \varphi_0 > = 0
\]
and
\[
< \nabla_{\frac{\partial}{\partial t}} |_{t=0} \partial_z^2 \varphi_t, \partial_z \varphi_0 > = - < \partial_z^2 \varphi_0, \nabla_{\frac{\partial}{\partial t}} |_{t=0} \partial_z \varphi_t > ,
\]
we deduce
\[
\frac{\partial c^X}{\partial t} |_{t=0} \| \partial_z \varphi_0 \|^2 + \frac{\partial d^X}{\partial t} |_{t=0} < \partial_z^2 \varphi_0, \partial_z \varphi_0 > = 0. \tag{V.2.30}
\]
Similarly, from
\[
< \nabla_{\frac{\partial}{\partial t}} |_{t=0} \partial_z^2 \varphi_t, \partial_z^2 \varphi_0 > = - < \partial_z^2 \varphi_0, \nabla_{\frac{\partial}{\partial t}} |_{t=0} \partial_z^2 \varphi_t >
\]
we have
\[
\frac{\partial c^X}{\partial t} |_{t=0} < \partial_z \varphi_0, \partial_z^2 \varphi_0 > + \frac{\partial d^X}{\partial t} |_{t=0} \| \partial_z^2 \varphi_0 \|^2 = 0. \tag{V.2.31}
\]
Writing \( \lambda = \frac{\partial c^X}{\partial t} |_{t=0} \), \( \beta = \frac{\partial d^X}{\partial t} |_{t=0} \) and \( r = < \partial_z \varphi_0, \partial_z^2 \varphi_0 > \), (V.2.30) and (V.2.31) imply that
\[
\begin{cases}
\lambda \| \partial_z \varphi_0 \|^2 + \beta r = 0 \\
\lambda \| \partial_z \varphi_0 \|^2 \bar{r} + \beta \| r \|^2 = 0
\end{cases}
\]
which give
\[
\begin{cases}
\lambda \| \partial_z \varphi_0 \|^2 \bar{r} + \beta \| r \|^2 = 0 \\
\lambda \| \partial_z \varphi_0 \|^2 \bar{r} + \beta \| \partial_z^2 \varphi_0 \|^2 \| \partial_z \varphi_0 \|^2 = 0
\end{cases}
\]
and imply \( \beta (\| r \|^2 - \| \partial_z \varphi_0 \|^2 \| \partial_z^2 \varphi_0 \|^2) = 0; \) consequently, \( \beta = 0 \) or \( \| r \|^2 = \| \partial_z \varphi_0 \|^2 \| \partial_z^2 \varphi_0 \|^2 \). If \( \| r \|^2 = \| \partial_z \varphi_0 \|^2 \| \partial_z^2 \varphi_0 \|^2 \), then, from \( < \partial_z \varphi_0, \partial_z^2 \varphi_0 > \| = \| \partial_z \varphi_0 \| \| \partial_z^2 \varphi_0 \| \| \partial_z \varphi_0 \| \), we could deduce that \( \partial_z^2 \varphi_0 \) lies in span \( \{ \partial_z \varphi_0 \} \), which we are assuming as false. Therefore, \( \beta = \frac{\partial d^X}{\partial t} |_{t=0} = 0 \) and, consequently also \( \lambda = 0 \) (from the first equation above). Thus, (V.2.29) holds, as wanted. \( \square \)

We are finally ready to prove Theorem V.2.15.
Proof of Theorem V.2.15. As before, take $\psi_0^+$ or $\psi_0^-$ the $J^1$-holomorphic lift of $\varphi_0$. Assume, without loss of generality, that it is $\psi_0^+$. Then, at each $t$ take $J_{\psi_t}$ the unique positive almost Hermitian structure compatible with $\varphi_t$ and let us prove that this map $\psi$ is $J^1$-holomorphic to first order. Using Lemma V.2.5 $\varphi$ is $J_\psi$ holomorphic to first order and we are left with proving that (V.2.19) holds. It is enough to prove that there is a basis \( \{Y_{1t}^{10}, Y_{2t}^{10}\} \) of $\varphi_t^{-1}(T_{J_{\psi_t}}N)$ for which (V.2.19) holds. Now, take $Y_{1t}^{10} = d\varphi_t X - iJ_{\psi_t} d\varphi_t X$ and $Y_{2t}^{10} = u_t^X - iJ_{\psi_t} u_t^X$ where $u_t^X$ is as in (V.2.25). Then,

\[
\nabla_{\frac{\partial}{\partial t}} \nabla_{\partial_x} Y_{1t}^{10} = R(\frac{\partial \varphi}{\partial t}, \partial_{\varphi}) Y_{10}^{10} + \nabla_{\partial_x} \nabla_{\frac{\partial}{\partial t}} \left( d\varphi_t X - iJ_{\psi_t} d\varphi_t X \right) = \nabla_{\frac{\partial}{\partial t}} \left( u_t^X + iv_t^X \right)
\]

Analogously,

\[
\nabla_{\frac{\partial}{\partial t}} \nabla_{\partial_x} Y_{2t}^{10} = R(\frac{\partial \varphi}{\partial t}, \partial_{\varphi}) Y_{20}^{10} + \nabla_{\partial_x} \nabla_{\frac{\partial}{\partial t}} \left( u_t^X - iJ_{\psi_t} u_t^X \right)
\]

where we have used $Y_{2t}^{10} = \partial_\varphi^2 \varphi_t$, $\nabla_{\frac{\partial}{\partial t}} J_{\psi_t} u_t^X = \nabla_{\frac{\partial}{\partial t}} u_t^X$, $u_0^X + iv_0^X = \partial_\varphi^2 \varphi_0$ and

$\nabla_{\partial_x} (u_t^X + iv_t^X) = \partial_\varphi^3 \varphi_t$. Hence, $Y_{1t}^{10}$ and $Y_{2t}^{10}$ satisfy equation (V.2.19), concluding our proof.

V.2.3 The $J^2$-holomorphic case

We prove the following:

Theorem V.2.18. Let $\psi : I \times \mathbb{M}_2 \to \Sigma^+ N$ be a map $J^2$-holomorphic to first order. Then, $\varphi = \pi \circ \psi : I \times \mathbb{M}_2 \to N$ is harmonic to first order.\[3\]

Since harmonicity (to first order) does not depend on the orientation on $N$, we could replace $\Sigma^+ N$ by $\Sigma^- N$.\[3\]

\[3\text{and conformal to first order from Lemma V.2.2 and Proposition V.2.7.} \]
Proof. That $\varphi_0$ is harmonic follows from Theorem III.2.2. Hence, we are left with proving that $\frac{\partial}{\partial t} \big|_{t=0} \tau(\varphi_t) = 0$. Since $\psi$ is $\mathcal{J}^2$-holomorphic to first order, we deduce that $\psi$ is both $(\mathcal{J}^2) \mathcal{H}$ and $\mathcal{V}$-holomorphic to first order (Lemma V.2.2). From vertical holomorphicity have (see (V.2.16))

$$\nabla \frac{\partial}{\partial t} \big|_{t=0} \left( \nabla_{J\psi_t} J \psi_t + J \psi_t \nabla_X J \psi_t \right) = 0$$

so that

$$\{ \nabla \frac{\partial}{\partial t} \big|_{t=0} \left( \nabla_{J\psi_t} J \psi_t + J \psi_t \nabla_X J \psi_t \right) \} (d\varphi_0 X) = 0$$

$$\Rightarrow \nabla \frac{\partial}{\partial t} \big|_{t=0} \left\{ \nabla_{J\psi_t} J \psi_t X - J \psi_t \nabla_X d\varphi_t X + J \psi_t \nabla_X (J \psi_t d\varphi_t X) + \nabla_X d\varphi_t X \right\} = 0$$

$$\Rightarrow \nabla \frac{\partial}{\partial t} \big|_{t=0} \left\{ \nabla_{J\psi_t} d\varphi_t X + \nabla_X d\varphi_t X \right\} = \nabla \frac{\partial}{\partial t} \big|_{t=0} \left\{ J \psi_t \left( \nabla_{J\psi_t} d\varphi_t X - \nabla_X (J \psi_t d\varphi_t X) \right) \right\}$$

$$\Rightarrow \nabla \frac{\partial}{\partial t} \big|_{t=0} \tau(\varphi_t) = \nabla \frac{\partial}{\partial t} \big|_{t=0} \left\{ J \psi_t \left( \nabla_{J\psi_t} d\varphi_t X - \nabla_X (J \psi_t d\varphi_t X) \right) \right\}.$$  

Using Lemma V.2.6 and equation (V.2.13) together with symmetry of the second fundamental form of $\varphi_0$, the right-hand side of the above identity becomes

$$\left( \nabla \frac{\partial}{\partial t} \big|_{t=0} J \psi_t \right) \left( \nabla_{J\psi_t} d\varphi_0 X - \nabla_X J \psi_t d\varphi_t X \right) + J \psi_t \left\{ \nabla \frac{\partial}{\partial t} \big|_{t=0} \left( \nabla_{J\psi_t} d\varphi_t X - \nabla_X J \psi_t d\varphi_t X \right) \right\}$$

$$= \nabla \frac{\partial}{\partial t} \big|_{t=0} J \psi_t \left\{ \nabla d\varphi_0 (J X, X) - \nabla d\varphi_0 (X, J X) + d\varphi_0 (\nabla_{J X} X - \nabla_X J X) \right\}$$

$$+ J \psi_t \left\{ \nabla \frac{\partial}{\partial t} \big|_{t=0} \left( \nabla_{J \psi_t} d\varphi_t X - \nabla_X d\varphi_t J X \right) \right\}$$

$$= J \psi_t \left\{ \nabla \frac{\partial}{\partial t} \big|_{t=0} \left( \nabla d\varphi_t (J X, X) - \nabla d\varphi_t (X, J X) + d\varphi_t (\nabla_{J X} X - \nabla_X J X) \right) \right\} = 0,$$

so that $\frac{\partial}{\partial t} \big|_{t=0} \tau(\varphi_t) = 0$, concluding the proof. \qed

Theorem V.2.19. Let $\varphi : I \times M^2 \to N^{2n}$ be a map harmonic and conformal to first order and let $z_0 \in M^2$. Assume that $\partial_z \varphi_0(z_0) \neq 0$. Then, reducing $I$ if necessary, there is an open set $U$ around $z_0$ and a map $\psi : I \times U \to \Sigma^+ N$ which is $\mathcal{J}^2$-holomorphic to first order and with $\varphi = \pi \circ \psi$.

Once again, since harmonicity (to first order) does not depend on the orientation of $N$, we could replace $\Sigma^+ N$ with $\Sigma^- N$.

Proof. For each $t$ consider $V_t = d\varphi_t(TM)^\perp \subset \varphi_t^{-1}(TN)$, bundle over $M^2$. Since $M^2$ is a Riemann surface, $R^{n(2)}_{V_t} = 0$ and we can conclude that for each $t$ there is a Koszul-Malgrange holomorphic structure on $\Sigma^+ V_t$. Moreover, Theorem I.5.1 guarantees the
existence of a smooth section $s_{V_t}^{10}$ with $s_{V_t}^{10}$ a Koszul-Malgrange holomorphic section of $\Sigma^+ V_t$: $\nabla_{\partial_t} s_{V_t}^{10} \subseteq s_{V_t}^{10}$. So,

$$J_{\psi_t} (\nabla_{X+iJX} (v_t - iJ_{\psi_t} v_t)) = i \nabla_{X+iJX} (v_t - iJ_{\psi_t} v_t), \quad \forall v_t \in d\varphi_t(TM)^\perp,$$

equivalently,

$$\begin{cases} J_{\psi_t} (\nabla_{X} v_t + \nabla_{JX} J_{\psi_t} v_t) = -\nabla_{JX} v_t + \nabla_{X} J_{\psi_t} v_t, \\ J_{\psi_t} (\nabla_{JX} v_t - \nabla_{X} J_{\psi_t} v_t) = \nabla_{X} v_t + \nabla_{JX} J_{\psi_t} v_t. \end{cases} \tag{V.2.32}$$

Take $s_{TN}^{10} = s_{V_t}^{10} \oplus T_{10,0}^{10,T}$ where $T_{10,0}^{10,T}$ is the $(1,0)$-part on $d\varphi_t(TM)^C$ determined by $J_{1}^T = \text{rotation by } +\frac{\pi}{2}$ on $d\varphi_t(TM)^C$. Then $s_{TN}^{10}$ defines a compatible (in the sense of (V.2.11)) twistor lift of $\varphi$. Let us check that $\psi$ is $J^2$-holomorphic to first order. That $\psi_0$ is holomorphic is immediate from the proof of Theorem III.5.2. From the proof of Proposition V.2.7 we deduce that $\psi$ is $\mathcal{H}$-holomorphic to first order as it is compatible to first order with $\varphi$ and the latter is conformal to first order. Hence, using Corollary V.2.9 we are left with proving that (V.2.16):

$$\nabla_{\partial_t} \bigg|_{t=0} \nabla_{JX} J_{\psi_t} = -\nabla_{\partial_t} \bigg|_{t=0} J_{\psi_t} \nabla_{X} J_{\psi_t}$$

holds. We shall establish this equation by showing that both sides agree when applied to any vector $v \in TN$. For that, we consider, in turn, the three cases $v = d\varphi_0 X$, $d\varphi_0 JX$ and $v \in d\varphi_0(TM)^\perp$.

(i) $v = d\varphi_0 X$.

From $\psi_0$ holomorphicity, we have $\nabla_{JX} J_{\psi_0} = -J_{\psi_0} \nabla_{X} J_{\psi_0}$. On the other hand, as $\psi$ is $\mathcal{H}$-holomorphic to first order, equations (V.2.13) and (V.2.24) are satisfied. Finally, for all $t$,

$$\nabla_{JX} d\varphi_t X - \nabla_{X} d\varphi_t JX = \nabla d\varphi_t (JX, X) - \nabla d\varphi_t (X, JX) + d\varphi_t (\nabla_{JX} X - \nabla_{X} JX) = 0.$$
Thus,\[\begin{align*}
(\nabla_{\frac{\partial}{\partial t}}|_{t=0} \nabla_{JX} J_{\psi_1})d\varphi_0 X &= -(\nabla_{\frac{\partial}{\partial t}}|_{t=0} J_{\psi_1} \nabla_{X} J_{\psi_1})d\varphi_0 X \\
\Leftrightarrow \nabla_{\frac{\partial}{\partial t}}|_{t=0} ((\nabla_{JX} J_{\psi_1})d\varphi_0 X) - (\nabla_{JX} J_{\psi_0})\frac{\partial}{\partial t}|_{t=0} d\varphi_0 X \\
&= -\nabla_{\frac{\partial}{\partial t}}|_{t=0} (J_{\psi_1} (\nabla_{X} J_{\psi_1})d\varphi_t X) + J_{\psi_0} (\nabla_{X} J_{\psi_0})\frac{\partial}{\partial t}|_{t=0} d\varphi_t X \\
\Leftrightarrow \nabla_{\frac{\partial}{\partial t}}|_{t=0} \nabla_{JX} (J_{\psi_1} d\varphi_0 X) - \frac{\partial}{\partial t}|_{t=0} (J_{\psi_1} \nabla_{JX} d\varphi_t X) \\
&= -\nabla_{\frac{\partial}{\partial t}}|_{t=0} (J_{\psi_1} \nabla_{X} (J_{\psi_1} d\varphi_0 X) - \nabla_{\frac{\partial}{\partial t}}|_{t=0} \nabla_{X} d\varphi_t X \\
\Leftrightarrow \frac{\partial}{\partial t}|_{t=0} \nabla_{JX} (J_{\psi_1} d\varphi_0 X) + \frac{\partial}{\partial t}|_{t=0} \nabla_{X} d\varphi_t X \\
&= (\nabla_{\frac{\partial}{\partial t}}|_{t=0} J_{\psi_1})(\nabla_{JX} d\varphi_0 X) + J_{\psi_0} (\nabla_{\frac{\partial}{\partial t}}|_{t=0} \nabla_{JX} d\varphi_t X) \\
&\quad - (\nabla_{\frac{\partial}{\partial t}}|_{t=0} J_{\psi_1})(\nabla_{X} (J_{\psi_0} d\varphi_0 X)) - J_{\psi_0} (\nabla_{\frac{\partial}{\partial t}}|_{t=0} \nabla_{X} (J_{\psi_1} d\varphi_t X) \\
&= (\nabla_{\frac{\partial}{\partial t}}|_{t=0} J_{\psi_1})(\nabla_{JX} d\varphi_0 X - \nabla_{X} d\varphi_0 JX) \\
&\quad + J_{\psi_0} (\nabla_{\frac{\partial}{\partial t}}|_{t=0} \nabla_{JX} d\varphi_t X - \nabla_{\frac{\partial}{\partial t}}|_{t=0} \nabla_{X} d\varphi_t JX) \\
\Leftrightarrow \frac{\partial}{\partial t}|_{t=0} \tau(\varphi_t) = J_{\psi_0} \nabla_{\frac{\partial}{\partial t}}|_{t=0} (\nabla_{JX} d\varphi_0 X - \nabla_{X} d\varphi_0 JX) \Leftrightarrow \frac{\partial}{\partial t}|_{t=0} \tau(\varphi_t) = 0,
\end{align*}\]

which is true from harmonicity to first order of \(\varphi\).

(ii) \(v = d\varphi_0 JX\).

The argument is very similar to the preceding one.

(iii) \(v \in d\varphi_0 (TM)\top\).

We have
\[\begin{align*}
(\nabla_{\frac{\partial}{\partial t}}|_{t=0} \nabla_{JX} J_{\psi_1})v &= -(\nabla_{\frac{\partial}{\partial t}}|_{t=0} J_{\psi_1} \nabla_{X} J_{\psi_1})v \\
\Leftrightarrow \nabla_{\frac{\partial}{\partial t}}|_{t=0} ((\nabla_{JX} J_{\psi_1})v) + (\nabla_{JX} J_{\psi_0})\frac{\partial}{\partial t}|_{t=0} v \\
&= -\nabla_{\frac{\partial}{\partial t}}|_{t=0} (J_{\psi_1} (\nabla_{X} J_{\psi_1})v) \quad - (J_{\psi_0} \nabla_{X} J_{\psi_0})\frac{\partial}{\partial t}|_{t=0} v \\
\Leftrightarrow \nabla_{\frac{\partial}{\partial t}}|_{t=0} \nabla_{JX} (J_{\psi_1} v) - \frac{\partial}{\partial t}|_{t=0} (J_{\psi_1} \nabla_{JX} v) = -\nabla_{\frac{\partial}{\partial t}}|_{t=0} (J_{\psi_1} \nabla_{X} (J_{\psi_1} v) \quad - \frac{\partial}{\partial t}|_{t=0} \nabla_{X} v.
\end{align*}\]

This equation is satisfied if the following two equations hold:
\[\begin{align*}
\nabla_{\frac{\partial}{\partial t}}|_{t=0} \nabla_{JX} (J_{\psi_1} v) - \frac{\partial}{\partial t}|_{t=0} (J_{\psi_1} \nabla_{JX} v) + \frac{\partial}{\partial t}|_{t=0} (J_{\psi_1} \nabla_{X} (J_{\psi_1} v) + \frac{\partial}{\partial t}|_{t=0} \nabla_{X} v = 0, \\
(V.2.33)
\end{align*}\]
\[\begin{align*}
\nabla_{\frac{\partial}{\partial t}}|_{t=0} \nabla_{JX} (J_{\psi_1} v) - \frac{\partial}{\partial t}|_{t=0} (J_{\psi_1} \nabla_{JX} v) + \frac{\partial}{\partial t}|_{t=0} (J_{\psi_1} \nabla_{X} (J_{\psi_1} v) + \frac{\partial}{\partial t}|_{t=0} \nabla_{X} v = 0. \\
(V.2.34)
\end{align*}\]
Now, (V.2.33) is easy to check using the fact that $s^{10}$ is Koszul-Malgrange holomorphic for each $t$ so that (V.2.32) holds. As for (V.2.34), letting $Q(v)$ denote its left-hand side, we shall prove $<Q(v),w> = 0$ for all $w\in TN$. Again, we do this by establishing the three cases $w = d\varphi_0 X$, $w = d\varphi_0 JX$ and $w \in d\varphi_0(TM)$. 

(iii) When $w = d\varphi_0 X$, we have

$$Q(v,d\varphi_0 X) = \left. \frac{\partial}{\partial t} \right|_{t=0} < \nabla^\top_{JX} (J\psi_t v_t) - J\psi_t \nabla^\top_{JX} v_t + J\psi_t \nabla^\top_X (J\psi_t v_t) + \nabla^\top_X v_t, d\varphi_t X >$$

$$- < \nabla^\top_{JX} (J\psi_v v) - J\psi_0 \nabla^\top_{JX} v + J\psi_t \nabla^\top_X (J\psi_0 v) + \nabla^\top_X v, \nabla \left. \frac{\partial}{\partial t} \right|_{t=0} d\varphi_t X >$$

$$= \left. \frac{\partial}{\partial t} \right|_{t=0} (- < J\psi_t v_t, \nabla_{JX} d\varphi_t X > < v_t, \nabla_X d\varphi_t X >)$$

$$+ \left. \frac{\partial}{\partial t} \right|_{t=0} (- < v_t, \nabla_{JX} d\varphi_t JX > + < J\psi_t v_t, \nabla_X d\varphi_t JX >)$$

$$= - \left. \frac{\partial}{\partial t} \right|_{t=0} < v_t, \nabla_X d\varphi_t X + \nabla_{JX} d\varphi_t JX >$$

$$+ \left. \frac{\partial}{\partial t} \right|_{t=0} < J\psi_t v_t, \nabla_X d\varphi_t JX - \nabla_{JX} d\varphi_t X >$$

$$= - < \nabla \left. \frac{\partial}{\partial t} \right|_{t=0} v_t, \tau(\varphi_0) > < v_0, \nabla \left. \frac{\partial}{\partial t} \right|_{t=0} \tau(\varphi_t) > = 0,$$

as required.

(iii) For $d\varphi_0 (JX)$ the argument is similar to the preceding one.

(iii) Let $w_t \in d\varphi_t(TM)$. Then,

$$Q(v,w) = \left. \frac{\partial}{\partial t} \right|_{t=0} < \nabla^\top_{JX} (J\psi_v v) - J\psi_0 \nabla^\top_{JX} v + J\psi_t \nabla^\top_X (J\psi_0 v) + \nabla^\top_X v, w >$$

$$- < \nabla^\top_{JX} (J\psi_v v) - J\psi_0 \nabla^\top_{JX} v + J\psi_0 \nabla^\top_X (J\psi_0 v) + \nabla^\top_X v, \nabla \left. \frac{\partial}{\partial t} \right|_{t=0} w >.$$

The first term on the right side of the above equation vanishes as $w_t$ lies in $d\varphi_t(TM)$, whereas the second is zero from $\psi_0$-holomorphicity, concluding our proof.

V.2.4 The 4-dimensional case

Theorem V.2.20. Let $\varphi : I \times M^2 \to N^4$ be harmonic and real isotropic to first order and let $z_0 \in M^2$. Assume that $\partial^2_\varphi \varphi_0(z_0)$ and $\partial^2_\psi \varphi_0(z_0)$ are linearly independent. Then, reducing $I$ if necessary, there is an open set $U$ around $z_0$ and either a map $\psi^+ : I \times U \to \Sigma^+ N$ or a map $\psi^- : I \times U \to \Sigma^- N$ which is simultaneously $\mathcal{J}^1$ and $\mathcal{J}^2$-holomorphic to first order and has $\varphi = \pi \circ \psi$. Conversely, if $\psi : I \times M^2 \to \Sigma^+ N^4$ (or $\psi : I \times M^2 \to \Sigma^- N^4$)
\( \Sigma^+ N^4 \) is \( J^1 \) and \( J^2 \)-holomorphic to first order, the projected map \( \varphi = \pi \circ \psi : I \times M^2 \to N^4 \) is harmonic and real isotropic to first order.

**Proof.** The converse is obvious from Theorems V.2.14 and V.2.18. As for the first part, in Theorem V.2.15 we saw that we can lift the map \( \varphi \) to a map \( J^1 \)-holomorphic to first order. Moreover, this lift could be defined as the unique positive or negative almost complex structure compatible with \( \varphi \). On the other hand, in Theorem V.2.19 we have seen that there is a map \( J^2 \)-holomorphic to first order with \( \varphi = \pi \circ \psi \) and for which \( \varphi \) is compatible. From the comment after Theorem V.2.19 there is also a twistor lift of \( \varphi \) into \( \Sigma^- N \). Therefore, from the dimension of \( N \), we conclude that the lifts constructed in both cited results are the same and, therefore, simultaneously \( J^1 \) and \( J^2 \)-holomorphic to first order.

We would now like to guarantee the *uniqueness to first order* of our twistor lift. Before stating such a result we start with a lemma:

**Lemma V.2.21.** Let \( \psi : I \times M^2 \to \Sigma^+ N \) a map \( J^1 \)-holomorphic to first order. Consider the twistor projection \( \varphi_t = \pi \circ \psi \) and the vectors

\[
\partial^2 \varphi_t = u_t + iv_t
\]

so that

\[
\begin{align*}
  u_t &= \nabla_X d\varphi_t X - \nabla_{JX} d\varphi_t JX, \\
  v_t &= -\nabla_X d\varphi_t JX - \nabla_{JX} d\varphi_t X.
\end{align*}
\]

Then, for all \( z_0 \) for which \( \partial_z \varphi_0(z_0) \) and \( \partial^2 z \varphi_0(z_0) \) are linearly independent, the following equations are satisfied

\[
\begin{align*}
  \nabla \frac{\partial}{\partial t} \bigg|_{t=0} d\varphi_t JX &= \nabla \frac{\partial}{\partial t} \bigg|_{t=0} J \psi_t d\varphi_t X, & \text{(V.2.35)} \\
  \nabla \frac{\partial}{\partial t} \bigg|_{t=0} J \psi_t u_t &= \nabla \frac{\partial}{\partial t} \bigg|_{t=0} v_t, & \text{(V.2.36)} \\
  \nabla \frac{\partial}{\partial t} \bigg|_{t=0} J \psi_t v_t &= \nabla \frac{\partial}{\partial t} \bigg|_{t=0} u_t. & \text{(V.2.37)}
\end{align*}
\]
Notice the similarity with Lemma [V.2.16]: the main difference is that in that lemma, we were given \( \varphi \) and defined the twistor lift as the unique lift compatible with \( \varphi \). Now, we are given the twistor map \( \psi \) but nothing guarantees that projecting the map to \( \varphi_t \) makes \( \varphi \) compatible; i.e., \( J_{\psi_t} \) may not preserve \( d\varphi_t(TM) \).

**Proof.** That \( \nabla \frac{\partial}{\partial t} |_{t=0} d\varphi_t JX = \nabla \frac{\partial}{\partial t} |_{t=0} J_{\psi_t} d\varphi_t X \) follows from the proof of [V.2.17]. Since \( \partial_z \varphi_0(z_0) \) and \( \partial_z^2 \varphi_0(z_0) \) are linearly independent vectors, we can deduce that \( d\varphi_t X, d\varphi_t JX, u_t \) and \( v_t \) form a basis for \( T_{\varphi_t(z)} N \) for \( (t, z) \) is a neighbourhood of \( (0, z_0) \). On the other hand, as \( \varphi \) is the projection of a map \( J^1 \)-holomorphic to first order, we know that it must be real isotropic to first order from Proposition [V.2.14]. Hence,

\[
\left. \frac{\partial}{\partial t} \right|_{t=0} < \partial_z^2 \varphi_t, \partial_z \varphi_t > = 0,
\]
equivalently, \( \frac{\partial}{\partial t} |_{t=0} < u_t + iv_t, d\varphi_t X - id\varphi_t JX > = 0 \) and therefore

\[
\left. \frac{\partial}{\partial t} \right|_{t=0} < u_t, d\varphi X > = - \left. \frac{\partial}{\partial t} \right|_{t=0} < v_t, d\varphi_t JX >,
\]

\[
\left. \frac{\partial}{\partial t} \right|_{t=0} < u_t, d\varphi_t JX > = \left. \frac{\partial}{\partial t} \right|_{t=0} < v_t, d\varphi_t X >. \tag{V.2.38}
\]

Similarly, \( \frac{\partial}{\partial t} |_{t=0} < \partial_z^2 \varphi_t, \partial_z^2 \varphi_t > = 0 \) is equivalent to \( \frac{\partial}{\partial t} |_{t=0} < u_t + iv_t, u_t + iv_t > = 0 \) and implies

\[
\left. \frac{\partial}{\partial t} \right|_{t=0} < u_t, u_t > = \left. \frac{\partial}{\partial t} \right|_{t=0} < v_t, v_t >,
\]

\[
\left. \frac{\partial}{\partial t} \right|_{t=0} < u_t, v_t > = 0. \tag{V.2.39}
\]

The argument to establish [V.2.36], will now be similar to the one in Lemma [V.2.16].

(i) We start by proving that \( < \nabla \frac{\partial}{\partial t} |_{t=0} J_{\psi_t} u_t, d\varphi_0 X > = - < \nabla \frac{\partial}{\partial t} |_{t=0} v_t, d\varphi_0 X > \). Indeed,

\[
< \nabla \frac{\partial}{\partial t} |_{t=0} J_{\psi_t} u_t, d\varphi_0 X > = \nabla \frac{\partial}{\partial t} |_{t=0} < J_{\psi_t} u_t, d\varphi_0 X > = - \left. \frac{\partial}{\partial t} \right|_{t=0} < J_{\psi_t} u_t, d\varphi_0 X >
= (J_{\psi_t} u_0 = -v_0, \text{ Th. [III.7.1]} - \left. \frac{\partial}{\partial t} \right|_{t=0} < J_{\psi_t} u_t, d\varphi_0 X > + < v_0, \nabla \frac{\partial}{\partial t} |_{t=0} d\varphi_0 X >
= - < \nabla \frac{\partial}{\partial t} |_{t=0} u_t, J_{\psi_t} d\varphi_0 X > - < u_0, \nabla \frac{\partial}{\partial t} |_{t=0} J_{\psi_t} d\varphi_0 X > + < v_0, \nabla \frac{\partial}{\partial t} |_{t=0} d\varphi_0 X >
= - \left. \frac{\partial}{\partial t} \right|_{t=0} < u_t, d\varphi_t JX > + < v_0, \nabla \frac{\partial}{\partial t} |_{t=0} d\varphi_t JX >
= (\text{using (V.2.38)}) - \left. \frac{\partial}{\partial t} \right|_{t=0} < v_t, d\varphi_t X > + < v_0, \nabla \frac{\partial}{\partial t} |_{t=0} d\varphi_t X >
= - < \nabla \frac{\partial}{\partial t} |_{t=0} v_t, d\varphi_0 X >.
\]
(ii) Replacing $d\varphi_0 X$ by $d\varphi_0 JX$ and using similar arguments, we can show that

$$\nabla_{\frac{\partial}{\partial t}} \big|_{t=0} J_{\psi_1} u_t, d\varphi_0 JX = - \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} v_t, d\varphi_0 JX >.$$ 

(iii) Next, we prove that

$$< \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} J_{\psi_1} u_t, u_0 > = - < \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} v_t, u_0 >.$$ 

In fact,

$$< \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} J_{\psi_1} u_t, u_0 > = \frac{\partial}{\partial t} \big|_{t=0} < J_{\psi_1} u_t, u_0 > - J_{\psi_0} u_0, \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} u_t >$$

$$= (J_{\psi_0} u_0 - v_0) \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} < v_t, u_t > - \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} v_t, u_0 >$$

$$= \text{(using (V.2.39))} - < \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} v_t, u_0 >.$$

(iv) Finally, we are left with proving

$$< \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} J_{\psi_1} u_t, v_0 > = - < \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} v_t, v_0 >.$$ 

Since $v_0 = - J_{\psi_0} u_0$, we have

$$< \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} J_{\psi_1} u_t, v_0 > = - \frac{1}{2} \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} < J_{\psi_1} u_t, J_{\psi_1} u_t > - \frac{1}{2} \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} < u_t, u_t >$$

$$= - \frac{1}{2} \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} < v_t, v_t > = - < \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} v_t, v_0 >.$$

This establishes (V.2.36). The last equation (V.2.37) has a similar proof.

**Proposition V.2.22.** Let $\psi^1, \psi^2 : I \times M^2 \to \Sigma^+ N^4$ be two maps $J^1$-holomorphic to first order such that $\psi^1_0 = \psi^2_0$ and the variational vector fields induced on $N^4$ are the same; i.e., writing $a_i := \frac{\partial}{\partial t} \big|_{t=0} (\pi \circ \psi^i)$, $i = 1, 2$, we have $a_1 = a_2$. Then, at all points $z_0$ for which $\partial_z \varphi_0 (z_0)$ and $\partial_z^2 \varphi_0 (z_0)$ are linearly independent, writing $w_i = \frac{\partial}{\partial t} \big|_{t=0} \psi^i_t$, $i = 1, 2$, we have

$$w_1 = w_2.$$  

**(V.2.40)**

**Proof.** Let $\varphi^i = \pi \circ \psi^i$ ($i = 1, 2$) denote the projection maps. From our hypothesis, it follows that $w_1^H = w_2^H$. Hence, the only thing left is to prove that the vertical parts coincide. Now, from the proof of Lemma [V.2.8](#),

$$(\frac{\partial}{\partial t} \big|_{t=0} \psi^i_t)^Y = \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} J_{\psi^i_t}.$$ 

so that our result follows if

$$\nabla_{\frac{\partial}{\partial t}} \big|_{t=0} J_{\psi^1_t} = \nabla_{\frac{\partial}{\partial t}} \big|_{t=0} J_{\psi^2_t}.$$ 

We prove this identity showing that $Q(Y) = 0$ for all $Y$, where

$$Q(Y) = (\nabla_{\frac{\partial}{\partial t}} \big|_{t=0} J_{\psi^1_t}) Y - (\nabla_{\frac{\partial}{\partial t}} \big|_{t=0} J_{\psi^2_t}) Y.$$ 

We consider the four possible cases for $Y$; namely, when $Y$ is equal to $d\varphi_0 X$, $d\varphi_0 JX$, $u_0$ or $v_0$, where $u_0$ and $v_0$ are as in the preceding lemma (notice that, since $\psi^1_0 = \psi^2_0$, then $u^1_0 = u^2_0$ and $v^1_0 = v^2_0$).
As $\nabla$ depends only on the initial projected map $Q$, we have

$$ Q(d\varphi_0) = \nabla \bigg|_{t=0} (J_{\psi_0} d\varphi^1_t) - J_{\psi_0} (\nabla \bigg|_{t=0} d\varphi_t X) $$

$$ - \nabla \bigg|_{t=0} (J_{\psi_0} d\varphi^2_t) + J_{\psi_0} (\nabla \bigg|_{t=0} d\varphi_t^2 X) $$

$$ = \nabla \bigg|_{t=0} d\varphi^1_t JX - \nabla \bigg|_{t=0} d\varphi^2_t JX - J_{\psi_0} (\nabla X a_1 - \nabla X a_2) $$

$$ = (\text{since } a_1 = a_2) \nabla JX a_1 - \nabla JX a_2 = 0, $$

where we have used Lemma [V.2.21] as well as the fact that $J_{\psi_0} d\varphi^2_t = J_{\psi_0}$ and

$$ \nabla \bigg|_{t=0} d\varphi^1_t X = \nabla X \bigg|_{t=0} d\varphi^1_t $$

as $\nabla$.

(ii) For $Y = d\varphi_0 JX$ we use similar arguments.

(iii) Taking $Y = u_0$, we have

$$ Q(u_0) = \nabla \bigg|_{t=0} (J_{\psi_0} u^1_t) - J_{\psi_0} (\nabla \bigg|_{t=0} u^1_t) $$

$$ - \nabla \bigg|_{t=0} (J_{\psi_0} u^2_t) + J_{\psi_0} (\nabla \bigg|_{t=0} u^2_t), $$

equivalently,

$$ Q(u_0) = -\nabla \bigg|_{t=0} v^1_t + \nabla \bigg|_{t=0} v^2_t - J_{\psi_0} (\nabla \bigg|_{t=0} u^1_t - \nabla \bigg|_{t=0} u^2_t). \tag{V.2.41} $$

But

$$ \nabla \bigg|_{t=0} v^1_t = -\nabla \bigg|_{t=0} \nabla X d\varphi^1_t JX - \nabla \bigg|_{t=0} \nabla JX d\varphi^1_t $$

$$ = -R(\frac{\partial}{\partial t} d\varphi^1_t X, d\varphi^1_t JX) + \nabla JX d\varphi^1_t $$

$$ + R(\frac{\partial}{\partial t} d\varphi^1_t JX, d\varphi^1_t) + \nabla JX d\varphi^1_t $$

$$ = -R(a_1, d\varphi_0 X) d\varphi_0 JX + \nabla X \nabla JX a_1 + R(a_1, d\varphi_0 JX) d\varphi_0 X + \nabla JX \nabla X a_1. $$

As $a_1 = a_2$ we deduce $\nabla \bigg|_{t=0} v^2_t = \nabla \bigg|_{t=0} u^2_t$; with similar reasoning $\nabla \bigg|_{t=0} u^1_t = \nabla \bigg|_{t=0} u^2_t$ so that the right-hand side of (V.2.41) vanishes and, consequently, $Q(u_0) = 0$.

(iv) For $Y = v_0$ we use similar arguments to the above, concluding our proof. \qed

Hence, the twistor lifts constructed in Theorem [V.2.20] are unique to first order, in the sense that the vector field $w$ induced on $\Sigma^+ N^4$ (or $\Sigma^+ N^4$) by the map $\psi$, $w = \frac{\partial}{\partial t} \bigg|_{t=0} \psi t$ depends only on the initial projected map $\varphi_0$ and on the Jacobi field $v$ along $\varphi_0$. 
V.3 Summary

We have found the first order analogues of the results in Chapter III. Namely, we established the following correspondences:

\[ \psi : M^2 \to \Sigma^+ N \quad \mathcal{J}^2\text{-holomorphic} \quad \varphi \text{ harmonic (and conformal)} \]
\[ \quad \text{to first order} \quad \text{to first order} \]

\[ \psi : M^2 \to \Sigma^+ N \quad \mathcal{J}^1\text{-holomorphic} \quad \varphi \text{ real isotropic to first order} \]
\[ \quad \text{if dim } N = 4, \text{ possibly to } \Sigma^- N \]

\[ \psi : M^2 \to \Sigma^+ N \quad \mathcal{H}\text{-holomorphic} \quad \varphi \quad (J^M, J^\psi)\text{-holomorphic} \]
\[ \quad \text{to first order} \quad \text{to first order} \]

Moreover, taking \( N^4 \) the 4-sphere or the complex projective plane, letting \( \varphi : M^2 \to N^4 \) be a harmonic map and \( v \in \varphi^{-1}(TN) \) is a Jacobi field, real isotropy to first order is immediately guaranteed (Proposition V.1.2). Hence, the previous construction allows a (local) unified proof of the twistor correspondence between Jacobi fields and twistor vector fields that are tangent to variations on \( \Sigma^+ N^4 \) which are simultaneously \( \mathcal{J}^1 \) and \( \mathcal{J}^2\)-holomorphic (\textit{infinitesimal horizontal holomorphic deformations} in \[33\]). We can also conclude that different what properties (namely, conformality, real isotropy or harmonicity) are related with those of the twistor lift (respectively, \( \mathcal{H}, \mathcal{J}^1 \) or \( \mathcal{J}^2\)-holomorphicity).
Appendix

A.1 Complex Lie Groups and the proof of Theorem [1.1.4]

In this section, we prove Theorem [1.1.4]. We start by establishing the following

Proposition A.1.1. Let $E$ be a (finite-dimensional) complex vector space and let $\mathcal{L}_C(E,E)$ denote the space of all complex linear endomorphisms of $E$. Let $G$ be a complex Lie group contained in $\text{GL}(\mathbb{C}, E)$ and $F$ a complex linear subspace of $\mathcal{L}_C(E,E)$ such that $G \cap F \subseteq \mathcal{L}_C(E,E)$ is a subgroup of $G$ (not necessarily closed or holomorphic) and $G \cap V$ is dense in $F$. Then, $G \cap F$ is a complex Lie subgroup of $G$ and

$$T_e(G \cap F) = T_e G \cap F. \tag{A.1.1}$$

In order to prove this proposition, we shall need the following

Lemma A.1.2. Under the same hypothesis as in Proposition A.1.1, $G \cap F$ is a real Lie subgroup of $G$ and equation (A.1.1) is satisfied.

Proof of Lemma A.1.2. Since $F$ is a vector subspace of $\mathcal{L}_C(E,E)$, we can deduce it is closed. Thus, $G \cap F$ is closed in $G$ and therefore a real Lie subgroup of it. Hence, it makes sense to write $T_e(G \cap F)$.

It is clear that $T_e(G \cap F) \subseteq T_e G \cap F$. Conversely, let $v \in T_e G \cap F$. Since $G \cap F$ is dense in $F$ (and, hence, in $G \cap F$), there is a sequence $v_n \in G \cap F$ which tends to $v$. As $G$ is a subgroup of $\text{GL}(E)$, its exponential map is just the restriction of the exponential map of the latter group. The same holds for $\exp_{G \cap F} = \exp_G |_{G \cap F}$. But

$$\exp(t.v_n) = \sum_{k \geq 0} \frac{(tv_n)^k}{(k)!} \in F$$
since
\[ v_n \in G \cap F \Rightarrow v_n^2 \in G \cap F \Rightarrow \cdots \Rightarrow v_n^k \in F \Rightarrow \sum_{k \geq 0} \frac{(t.v_n)^k}{k!} \in F. \]
Thus, \( v_n \to v \Rightarrow \exp(t.v_n) \to \exp(t.v) \) and \( \exp(t.v_n) \in F \) implies \( \exp(t.v) \in F \).
Hence, \( \exp(t.v) \) lies in \( G \cap F \) and
\[ v = \left. \frac{\partial}{\partial t} \right|_{t=0} (\exp(t.v)) \Rightarrow v \in T_e(G \cap F) \]
concluding our proof.

**Proof of Proposition A.1.1.** Since \( G \cap F \) is closed in \( G \), it is a (real) subgroup of the latter. To prove that it is complex is then enough to show its stability under the complex structure. But \( T_e(G \cap F) = T_eG \cap F \), by the previous Lemma. Since both these spaces are stable under the complex structure, so is their intersection our argument is concluded.

**A.1.1 Proof of Theorem I.1.4**

1**st** step. The action (I.1.7).

We show that the map defined in (I.1.7),
\[
\SO(C, E^C) \times G^+_\text{iso}(E^C) \to G^+_\text{iso}(E^C)
\]
\[
(\lambda, F) \to \lambda(F)
\]
is a well-defined transitive left action of the group \( \SO(C, E^C) \) on the set \( G^+_\text{iso}(E^C) \).

**Proof of the 1**st** step.** The first non-trivial task is to show that indeed \( \lambda(F) \) lies in \( G^+_\text{iso}(E^C) \). It is not difficult to check that \( \lambda(F) \) is in fact an isotropic \( k \)-dimensional complex linear subspace of \( E^C \); however, it is harder to see that this subspace remains positive. Take \( \{u_i, J_F u_i\}_{i=1,...,k} \) a positive basis of \( E \), where \( J_F \) is the Hermitian structure determined by \( F \) (hence, \( u_1 - iJ_F u_1, \ldots, u_k - iJ_F u_k \) is a basis of \( F \)). Then, \( w_i = \lambda(u_i - iJ_F u_i) = \lambda(u_i) - i\lambda(J_F u_i), i = 1, \ldots, k \) forms a basis for \( \lambda(F) \) and \( \overline{w_i} \) is a basis for \( \overline{\lambda(F)} \). Notice

\[^1\text{If we wanted the Grassmannian of just isotropic subspaces (so, dropping the “positive” condition), we could change our complex Lie group to } \SO(C, E^C) \text{ and this part of our proof would be unnecessary.} \]
that, in general, we do not have $\lambda(F) = \lambda(F)$ and this complicates the proof, since we cannot conclude that a basis for $\lambda(F)$ is given by $\lambda(u_i) + i\lambda(J_u_i)$. Take

$$\begin{cases} v_i = w_i + w_i \in E & (w_i \in \lambda(F), \overline{w_i} \in \overline{\lambda(F)}) \\ \tilde{v}_i = i(w_i - \overline{w}_i) \in E. \end{cases}$$

It is clear that $\{v_i, \tilde{v}_i, i = 1, ..., k\}$ is a basis for $E$ and that

$$J_{\lambda(F)}(v_i) = J_{\lambda(F)}^C(w_i + \overline{w}_i) = iw_i - i\overline{w}_i = \tilde{v}_i.$$

Hence, all we have to verify is that $\{v_1, \tilde{v}_1, ..., v_k, \tilde{v}_k\}$ is a positive basis for $E$. Consider the map

$$\tilde{\alpha} : E \rightarrow E$$

$$u_i \rightarrow v_i$$

$$J_Fu_i \rightarrow \tilde{v}_i (= J_{\lambda(F)}v_i)$$

so that what we have to check is that it has positive determinant. Take the new map

$$\alpha : E \rightarrow E$$

$$u \rightarrow \lambda u - i\lambda J_Fu + \overline{\lambda u} + i\overline{\lambda J_Fu}.$$

Then, $\alpha(u_i) = v_i$ and $\alpha(J_Fu_i) = \tilde{v}_i$; consequently, $\alpha = \tilde{\alpha}$. But $\alpha = (\lambda - i\lambda J_F) + (\overline{\lambda} + i\overline{\lambda} J_F)$, where $\overline{\lambda(u)} = \overline{\lambda(u)}$. Next, consider

$$\beta : \mathcal{L}_C(E^C, E^C) \rightarrow \mathcal{L}_R(E, E)$$

$$\lambda \rightarrow \text{Re} \lambda + \text{Im} \lambda \circ J_F$$

where $(\text{Re} \lambda)u = \text{Re}(\lambda u)$ and analogously for the imaginary part. This map is continuous and therefore so is the map

$$\det \circ \beta : \mathcal{L}_C(E^C, E^C) \rightarrow \mathbb{R}$$

$$\lambda \rightarrow \det(\beta(\lambda)).$$

Moreover, it takes the value one at the identity map, as $\text{Re} I + \text{Im} I \circ J_F = I$. Since $\text{SO}(C, E^C)$ is connected, $\det(\beta(\lambda))$ is not zero ($\text{Re} \lambda + \text{Im} \lambda \circ J_F$ maps $u_i$ to $v_i$ and $J_Fu_i$ to $\tilde{v}_i$) and $\det \beta(I) = 1$, we can conclude that $\det \beta(\lambda) > 0$, for every $\lambda \in \text{SO}(C, E^C)$, as desired.
That we have a left action does not require any arguments and to prove its transitivity we must show that for any isotropic positive \( k \)-dimensional linear subspaces \( F_1 \) and \( F_2 \), there is \( \lambda \in \text{SO}(\mathbb{C}, E^\mathbb{C}) \) with \( \lambda(F_1) = F_2 \). Indeed, if we take \( J_{F_1} \) and \( J_{F_2} \), we know that there is a \( \tilde{\lambda} \in \text{SO}(E) \) such that \( \tilde{\lambda} \circ J_{F_1} \circ \tilde{\lambda}^{-1} = J_{F_2} \). Hence, we can consider \( \lambda \) as the complexified \( \tilde{\lambda} \) and it is clear that \( \lambda \in \text{SO}(\mathbb{C}, E^\mathbb{C}) \); that \( \lambda(F_1) = F_2 \) follows easily. Notice that this argument shows that we could have considered the transitive action of the group \( \text{SO}(E) \) on \( G^+_\text{iso}(E^\mathbb{C}) \) instead of using the group \( \text{SO}(\mathbb{C}, E^\mathbb{C}) \).

**2nd step. The complex structure on the manifold \( G^+_\text{iso}(E^\mathbb{C}) \).**

We show that the isotropy subgroup of the action (1.1.7) is a complex Lie subgroup of \( \text{SO}(\mathbb{C}, E^\mathbb{C}) \).

**Proof of the 2nd step.** Identifying \( E \) with \( \mathbb{R}^{2k} \) (so that \( E^\mathbb{C} \simeq \mathbb{C}^{2k} \)) and choosing the positive isotropy subspace \( F_0 = T_{J_0}^{\mathbb{R}} \mathbb{R}^{2k} \) associated with the usual complex structure \( J_0 \) on \( \mathbb{R}^{2k} \), we can reduce ourselves to the study of the isotropy group at this point. This isotropy subgroup \( \mathbf{K}_{F_0} \) is given by

\[
\mathbf{K}_{F_0} = \{ \lambda \in \text{SO}(\mathbb{C}, 2k) : \lambda(F_0) = F_0 \} = \{ \lambda \in \text{SO}(\mathbb{C}, 2k) : \lambda(F_0) \subseteq F_0 \}
\]

\[
= \text{SO}(\mathbb{C}, 2k) \cap \{ \lambda \in \mathcal{L}(\mathbb{C}, 2k) : \lambda(F_0) = F_0 \}.
\]

On the other hand,

\[
\text{SO}(\mathbb{C}, 2k) \cap \{ \lambda \in \mathcal{L}(\mathbb{C}, 2k) : \lambda(F_0) \subseteq F_0 \}
\]

\[
= \text{SO}(\mathbb{C}, 2k) \cap (\{ \lambda \in \mathcal{L}(\mathbb{C}, 2k) : \lambda(F_0) \subseteq F_0 \} \cap \text{GL}(\mathbb{C}, 2k)).
\]

Now, \( \{ \lambda \in \mathcal{L}(\mathbb{C}, 2k) : \lambda(F_0) \subseteq F_0 \} \cap \text{GL}(\mathbb{C}, 2k) \) is closed in \( \text{GL}(\mathbb{C}, 2k) \), it is a subgroup of \( \text{GL}(\mathbb{C}, 2k) \) and dense in \( \{ \lambda \in \mathcal{L}(\mathbb{C}, 2k) : \lambda(F_0) \subseteq F_0 \} \) by density of \( \text{GL}(\mathbb{C}, 2k) \) in \( \mathcal{L}(\mathbb{C}, 2k) \). Thus, by Proposition A.1.1 it is a complex Lie subgroup of \( \text{GL}(\mathbb{C}, 2k) \) with tangent space at the identity given by

\[
T_{\text{Id}} \text{GL}(\mathbb{C}, 2k) \cap \{ \lambda \in \mathcal{L}(\mathbb{C}, 2k) : \lambda(F_0) \subseteq F_0 \} = \{ \lambda \in \mathcal{L}(\mathbb{C}, 2k) : \lambda(F_0) \subseteq F_0 \}.
\]

\(^2\)Recall the argument to give a differentiable structure on \( \Sigma^+ E \) as the quotient \( \text{SO}(E)/U(E) \): the left action \( \text{SO}(E) \times \Sigma^+ E \to \Sigma^+ E \) defined by \( (\lambda, J) \to \lambda J \lambda^{-1} \) is a transitive left action with isotropy subgroup \( U(E) \).
Hence, $K_{F_0}$ is the intersection of two complex Lie subgroups and consequently a complex Lie subgroup, with tangent space at the identity given by the intersection of the two tangent spaces,

$$T_{Id}K_{F_0} = T_{Id}SO(\mathbb{C}, 2k) \cap \{ \lambda \in \mathcal{L}(\mathbb{C}, 2k) : \lambda(F_0) \subseteq F_0 \}.$$ (A.1.2)

\[ \square \]

### A.2 Riemann surfaces and pluriharmonic maps

Let $(M^m, g)$ be a Riemannian manifold. Two metrics $g$ and $\tilde{g}$ on $M$ are said to be conformally equivalent if there is $\lambda : M \to (0, +\infty)$ with $\tilde{g} = \lambda g$ (see [6], p. 30). In other words, if the identity map of $M$ is conformal as a map $(M, \tilde{g}) \to (M, g)$. An equivalence class is called a conformal structure and a manifold equipped with a conformal structure is called a conformal manifold.

When $M^2$ is a two dimensional Riemannian manifold, we then have the following classical result (see [44], Vol. IV):

**Proposition A.2.1** (Isothermal coordinates). *Suppose that $(M^2, g)$ is a two dimensional Riemannian manifold.*

(i) Given any point of $M$ there exists a local coordinate chart $(x, y)$ on an open neighbourhood $U$ of that point such that

$$g = \mu^2(dx^2 + dy^2)$$ (A.2.1)

for some smooth positive real-valued function $\mu$ on $U$. Such coordinates $(x, y)$ are called isothermal coordinates.

(ii) If $(x, y)$ are isothermal coordinates then

$$\nabla_{\partial_x} \partial_x + \nabla_{\partial_y} \partial_y = 0$$ (A.2.2)
where \( \nabla \) is the induced Levi-Civita connection on \( M^2 \). Moreover, in the case \( M^2 \) is oriented, we can choose a system \((x_\alpha, y_\alpha)\) of such charts compatible with the orientation on \( M^2 \) that give to our manifold a system of complex charts on writing \( z_\alpha = x_\alpha + iy_\alpha \). We call this the induced complex structure on \( M^2 \).

Notice that the induced complex structure \( J \) on \( M^2 \) is defined in isothermal coordinates \((x, y)\) by \( J \partial_x = \partial_y \) and the manifold \((M^2, g, J)\) is Hermitian. Moreover, if \( \tilde{g} \) is conformally equivalent to \( g \), it induces the same complex structure \( J \). Thus, the complex structure on \( M^2 \) depends only on the conformal class of the metric \( g \): an oriented two-dimensional conformal manifold equipped with this complex structure is called a Riemann surface. Furthermore, the concept of harmonic map \( \varphi : M^2 \to N \) does not depend on the particular choice of metric within the conformal structure (as the characterization of harmonic map in Proposition II.2.1 only involves the complex structure of \( M^2 \) and not its connection). We now wish to examine the converse: given a one-dimensional complex manifold, do we have an induced conformal structure? If this is true, then the concept of harmonic map is also well-defined on one-dimensional complex manifolds. Indeed, we have the following lemma ([15], p. 43):

**Lemma A.2.2.** Let \((M^2, J)\) be a one-dimensional complex manifold. We say that \( g \) is a Hermitian metric if \( J \) is an isometry with respect to \( g \). Then, any two Hermitian metrics on \((M^2, J)\) are conformally equivalent.

**Proof.** We start by showing that \( g \) in Hermitian if and only if there is a nonzero vector with \( g(X, X) = g(JX, JX) \) and \( g(X, JX) = 0 \). The “only if” implication is trivial; conversely, if there is such a vector, as \( g \) is given on \( TM \) by the bilinear decomposition of \( g(a_1 X + a_2 JX, b_1 X + b_2 JX) \), \( g \) becomes Hermitian. Now, let \( g_1 \) and \( g_2 \) be two Hermitian metrics on \((M, J)\). Let \( X_1 \) and \( X_2 \) as before: \( X_i \) with \( g_i(X_i, X_i) = g(JX_i, JX_i) \) and \( g_i(X_i, JX_i) = 0 \). Write \( X_1 = aX_2 + bJX_2 \) so that also \( JX_1 = -bX_2 + aJX_2 \). Hence, \( g_2(X_1, X_1) = g_2(X_2, X_2) = (a^2 + b^2) \lambda g_1(X_1, X_1) \) where \( \lambda = (a^2 + b^2) \frac{g_2(X_2, X_2)}{g_1(X_1, X_1)} \), as well as \( g_2(JX_1, JX_1) = g_2(X_1, X_1) = \lambda g_1(X_1, X_1) = \lambda g_1(JX_1, JX_1) \) and \( g_2(X_1, JX_1) = 0 = \lambda g(X_1, JX_1) \) from which it follows that \( g_1 \) and \( g_2 \) are conformally equivalent. \( \square \)
As a consequence, we have

**Corollary A.2.3.** Let \((M,J)\) be a complex manifold and \(N\) any Riemannian manifold. Then, the concept of pluriharmonic maps \(\varphi : M \to N\) it is well defined as those whose restriction to complex curves (i.e., one-dimensional complex submanifolds) on \(M\) are harmonic maps.

**Proposition A.2.4** (Pluriharmonic and (1, 1)-geodesic maps). If \((M,J,g)\) is a Kähler and \(N\) a Riemannian manifold, a smooth map \(\varphi : M \to N\) is pluriharmonic if and only if it is (1, 1)-geodesic.

In particular, if we have a complex manifold \((M,J)\) and a pluriharmonic map \(\varphi : M \to N\), the existence of a Kähler metric on \((M,J)\) guarantees that equation (II.2.5):

\[
(\nabla d\varphi)(Y^{10}, Z^{01}) = 0, \quad \forall Y^{10} \in T^{10}M, Z^{01} \in T^{01}M
\]

holds.

**Proof.** Let \((M,g,J)\) be a Kähler manifold and \(\varphi : M \to N\) pluriharmonic. We show that the above displayed equation holds. Fix complex coordinates \((z_1, ..., z_m)\) on \(M\). Then,

\[
(\nabla d\varphi)(\partial_{z_i}, \partial_{\bar{z}_i}) = \nabla^\varphi_{\partial_{\bar{z}_i}} (d\varphi(\partial_{z_i})) - d\varphi(\nabla^M_{\partial_{z_i}} \partial_{\bar{z}_i}) = \nabla^\varphi_{\partial_{\bar{z}_i}} (d\varphi(\partial_{z_i})),
\]

since \(M\) is Kähler (see the next lemma). Hence, all we have to check is that the first term above vanishes. Now, because \(\varphi\) is pluriharmonic, we know that \(\varphi \circ c\) is harmonic for any complex curve \(c : \mathbb{C} \to M\). Thus,

\[
\nabla_{\partial z_i} (d(\varphi \circ c)(\partial z)) = 0,
\]

since \(\nabla d(\varphi \circ c)(\partial z_\bar{z}) = 0\) and \(d(\varphi \circ c)(\nabla_{\partial z} \partial z) = 0\). Taking for each \(X^{10} \in T^{10}M\) a complex curve with \(dc(\partial z) = X^{10}\), we can therefore deduce \((\nabla d\varphi)(X^{10}, X^{01}) = 0\).

Our proof follows easily by symmetry of the second fundamental form \(\nabla d\varphi\) as usual. Conversely, let \((M,J,g)\) be a Kähler manifold and \(\varphi : M \to N\) a (1, 1)-geodesic map. Taking a complex curve \(c\), \((\nabla d\varphi)(dc(\partial z), dc(\partial z)) = 0\) and the proof follows as in the first part.
Lemma A.2.5. Let \((M, J)\) be a complex manifold. Then, at least locally, there is a Kähler metric on \(M\). For such a metric, if \(\nabla\) denotes the Levi-Civita connection induced on \(M\) and \((z_1, \ldots, z_m)\) are holomorphic coordinates, we have
\[
\nabla_{\bar{\partial} z_i} \partial z_j = \nabla_{\partial z_j} \bar{\partial} z_i = 0.
\] (A.2.3)

Proof. Let \(\varphi : M \to \mathbb{C}^m\) be a holomorphic chart for \(M\) and consider the pull-back metric \(g\) of the standard metric on \(\mathbb{C}^m\) (or, rather, on the underlying \(\mathbb{R}^{2m}\)). Let us prove that this metric is, indeed, Kähler: decidedly \(g\) is Hermitian, since \(\varphi\) is holomorphic. To check that it is Kähler we proceed as follows: since \((M, g, J)\) is Hermitian, all we have to do is to check that it is also \((1, 2)\)-symplectic, which will follow if \(\nabla_{\partial z_i} \bar{\partial} z_j \in T^{10} M\); equivalently, if \(g(\nabla_{\partial z_i} \bar{\partial} z_j, \partial z_k) = 0\). Since \(g\) is an isometry, this is equivalent to proving that \(< \nabla_{\bar{\partial} z_i} \partial z_j, \partial z_k > = 0\) where \(<\cdot,\cdot>, \nabla\) are the canonical metric and connection on \(\mathbb{C}^m\) and \(\partial z_i, \bar{\partial} z_j\) the canonical vectors on \(\mathbb{C}^m\). As the latter identity is trivial, we deduce that \(g\) is Kähler, as required. As for equation (A.2.3), all we have to do is to show that it holds for any Kähler manifold \((M, g, J)\). Fix a system of complex coordinates \((z_1, \ldots, z_m)\) (notice that here we need \(M\) to be complex!). Then, \(\nabla_{\partial z_i} \bar{\partial} z_j\) lies in \(T^{10} M\), since \(M\) is \((1, 2)\)-symplectic, using Definition I.3.1 But \(\nabla_{\partial z_i} \bar{\partial} z_j = \nabla_{\partial z_j} \bar{\partial} z_i\) as \([\partial z_i, \bar{\partial} z_j] = 0\) so that \(\nabla_{\partial z_i} \bar{\partial} z_j\) also lies in \(T^{10} M\) and therefore vanishes. \(\square\)

Corollary A.2.6. Given a pluriharmonic map \(\varphi\) from a complex manifold \((M, J)\), for any Kähler metric on \(M\), \(\varphi\) is a \((1, 1)\)-geodesic map. In particular, it is harmonic.

Proof. Fix (locally) a Kähler metric on \(M\), which is always possible from the previous lemma. Then, using Proposition A.2.4 the result is immediate. \(\square\)

Corollary A.2.7. If \((M, J)\) is a complex manifold and \(\varphi : M \to N\) is pluriharmonic, \(\varphi\) is harmonic for any Kähler metric on \(M\).

Proof. Immediate from the preceding corollary and the fact that \((1, 1)\)-geodesic maps are harmonic (p. 47). \(\square\)

\(^3\)Notice that we do need to use both properties of Kähler manifolds: not only that \((M, g, J)\) is integrable but also \((1, 2)\)-symplectic.
A.3 Real and complex isotropy

Recall that given a map \( \varphi : M^2 \to N \) from a Riemann surface to an arbitrary Riemannian manifold, \( \varphi \) is real isotropic if equation (II.1.3) holds:

\[
< \partial_z^r \varphi, \partial_z^s \varphi > = 0, \quad \forall r, s \geq 1
\]

where \( \partial_z \varphi = (d \varphi)^C(\partial_z) \), \( <,> \) is the complex bilinear extension of the metric on \( N \) and \( \partial_z^r \varphi = \nabla^{r-1}_{\partial_z^{-1}} \partial_z \varphi \). We shall need the following fact:

**Lemma A.3.1.** Let \( M^2 \) be a Riemann surface and \( \varphi : M^2 \to N^2n \). Then, \( \varphi \) is real isotropic if and only if

\[
< \partial_z^r \varphi, \partial_z^r \varphi > = 0, \quad \forall r \geq 1. \quad (A.3.1)
\]

Analogously, given a map \( \varphi : I \times M^2 \to N^2n \), \( \varphi \) is real isotropic to first order if and only if

\[
< \partial_z^r \varphi_t, \partial_z^r \varphi_t > \text{ is } o(t). \quad (A.3.2)
\]

Thus, to check isotropy, it is enough to establish equations (II.1.3) and (V.1.3) for \( r = s \).

**Proof.** In the non-parametric case, we want to prove (II.1.3) from (A.3.1). We shall prove by induction on \( j = |r - s| \): if \( j = 0 \) we obtain (A.3.1) and there is nothing left to prove. Assume now that our result is valid for all \( j \leq n \). Take \( r, s \geq 1 \) with \( |r - s| = n + 1 \). Without loss of generality, we may assume that \( r \geq s, r = s + n + 1 \) and we get

\[
< \partial_z^{s+n+1} \varphi, \partial_z^s \varphi > = \partial_z < \partial_z^{s+n} \varphi, \partial_z^s \varphi > - < \partial_z^{s+n} \varphi, \partial_z^{s+1} \varphi >.
\]

Since \( |s + n - s| = n \), \( < \partial_z^{s+n} \varphi, \partial_z^s \varphi > = 0 \) and the first term in the above expression vanishes. As for the second, we get \( |s + n - s - 1| = |n - 1| \leq n \) and therefore also the second term vanishes, concluding this part our proof. As for the parametric case, we have \( < \partial_z^r \varphi_0, \partial_z^r \varphi_0 > = 0 \) for all \( r, s \geq 1 \) if and only if \( < \partial_z^r \varphi_0, \partial_z^r \varphi_0 > = 0 \) for all \( r \geq 1 \) as in the first part. As for the \( t \)-derivative at zero: assume that \( \frac{\partial}{\partial t} \bigg|_{t=0} < \partial_z^r \varphi_t, \partial_z^r \varphi_t > = 0 \) for
all $r \geq 1$. Again setting $j = |r - s|$, the case $j = 0$ is trivial. Assuming our result valid for all $j \leq n$ and taking $r, s$ with $|r - s| = n + 1$, $r = s + n + 1$, we have

$$\frac{\partial}{\partial t}\bigg|_{t=0} < \partial_x^{n+1}\varphi_t, \partial_x^{s+1}\varphi_t > = \frac{\partial}{\partial t}\bigg|_{t=0} \partial_x < \partial_x^{n+1}\varphi_t, \partial_x^{s+1}\varphi_t > - \frac{\partial}{\partial t}\bigg|_{t=0} < \partial_x^{n+1}\varphi_t, \partial_x^{s+1}\varphi_t >.$$

Since $\frac{\partial}{\partial t}\bigg|_{t=0} < \partial_x^{r}\varphi_t, \partial_x^{s}\varphi_t > = 0$ for all $|r - s| \leq n$ and $\frac{\partial}{\partial t}\bigg|_{t=0} \partial_x < \partial_x^{n+1}\varphi_t, \partial_x^{s}\varphi_t > = \partial_x \frac{\partial}{\partial t}\bigg|_{t=0} < \partial_x^{n+1}\varphi_t, \partial_x^{s+1}\varphi_t >$ we conclude our proof with the same arguments as in the non-parametric case.

As we have seen, if $N$ is a Kähler manifold and $\varphi : M^2 \to N$ is a smooth map from a Riemann surface $M^2$, $\varphi$ is complex isotropic if equation (III.1.5):

$$< \nabla_{\partial_x^{r-1}\partial_x^0\varphi}^{r-1}, \nabla_{\partial_x^{s-1}\partial_x^0\varphi}^{s-1} >_{\text{Herm}} = 0, \quad \forall \ r, s \geq 1$$

holds and complex isotropic to first order if (V.1.9):

$$\phi_0 \text{ is complex isotropic and } \frac{\partial}{\partial t}\bigg|_{t=0} < \nabla_{\partial_x^{r-1}\partial_x^0\varphi}^{r-1}, \nabla_{\partial_x^{s-1}\partial_x^0\varphi}^{s-1} >_{\text{Herm}} = 0, \quad \forall \ r, s \geq 1$$

is satisfied. Complex isotropy (to first order) is stronger than real isotropy (to first order):

**Proposition A.3.2.** Let $\varphi : M^2 \to N$ be a smooth map from a Riemann surface $M^2$ into a Kähler manifold $N$. If $\varphi$ is complex isotropic, it is also real isotropic. Moreover, if $\varphi : I \times M^2 \to N$ is complex isotropic to first order, it is also real isotropic to first order.

**Proof.** We start by showing the non-parametric case. Let $\varphi : M^2 \to N$ be a complex isotropic map. Writing $z = x + iy$,

$$\partial_z^{10}\varphi = \partial_x^{10}\varphi - iJ^N \partial_x^{10}\varphi = \frac{1}{2} \{ \partial_x^{10}\varphi - i\partial_y^{10}\varphi - iJ^N(\partial_x^{10}\varphi - i\partial_y^{10}\varphi) \}.$$

Then, using the fact that $N$ is Kähler, the left-hand side in (II.1.5) can be rewritten as

$$\frac{1}{2} < \nabla_{\partial_x^{r-1}\partial_x^0\varphi}^{r-1}(d\varphi(\partial_x - i\partial_y) - iJ^N d\varphi(\partial_x + i\partial_y)), \nabla_{\partial_x^{s-1}\partial_x^0\varphi}^{s-1}(d\varphi(\partial_x + i\partial_y) - iJ^N d\varphi(\partial_x - i\partial_y)) >$$

$$= \frac{1}{2} < \nabla_{\partial_x^{r-1}\partial_x^0\varphi}^{r-1}(d\varphi(\partial_x - i\partial_y) - iJ^N d\varphi(\partial_x - i\partial_y)), \nabla_{\partial_x^{s-1}\partial_x^0\varphi}^{s-1}(d\varphi(\partial_x - i\partial_y) + iJ^N d\varphi(\partial_x - i\partial_y)) >$$

$$= \frac{1}{2} \{ < \nabla_{\partial_x^{r-1}\partial_x^0\varphi}^{r-1}d\varphi(\partial_x - i\partial_y), \nabla_{\partial_x^{s-1}\partial_x^0\varphi}^{s-1}d\varphi(\partial_x - i\partial_y) >$$

$$+ < J^N \nabla_{\partial_x^{r-1}\partial_x^0\varphi}^{r-1}d\varphi(\partial_x - i\partial_y), J^N \nabla_{\partial_x^{s-1}\partial_x^0\varphi}^{s-1}d\varphi(\partial_x - i\partial_y) >$$

$$+ i \{ < J^N \nabla_{\partial_x^{r-1}\partial_x^0\varphi}^{r-1}d\varphi(\partial_x - i\partial_y), J^N \nabla_{\partial_x^{s-1}\partial_x^0\varphi}^{s-1}d\varphi(\partial_x - i\partial_y) >$$

$$+ < \nabla_{\partial_x^{r-1}\partial_x^0\varphi}^{r-1}d\varphi(\partial_x - i\partial_y), J^N \nabla_{\partial_x^{s-1}\partial_x^0\varphi}^{s-1}d\varphi(\partial_x - i\partial_y) > \} \}$$

$$= < \nabla_{\partial_x^{r-1}\partial_x^0\varphi}^{r-1}d\varphi, \nabla_{\partial_x^{s-1}\partial_x^0\varphi}^{s-1}d\varphi > + i < \nabla_{\partial_x^{r-1}\partial_x^0\varphi}^{r-1}d\varphi, J^N \nabla_{\partial_x^{s-1}\partial_x^0\varphi}^{s-1}d\varphi >.$$
In particular, when $r = s$, writing $X = \nabla^r_{\partial_z^{-1}} \partial_z \varphi$, it follows that
\[ \langle X, X \rangle + i \langle X, JX \rangle = 0. \]
If $X = X_1 + iX_2$, the latter condition implies that
\[ \langle X_1, X_1 \rangle = \langle X_2, X_2 \rangle \text{ and } \langle X_1, X_2 \rangle = 0. \]
Thus, complex isotropy implies
\[ \langle \nabla^r_{\partial_z^{-1}} \partial_z \varphi, \nabla^r_{\partial_z^{-1}} \partial_z \varphi \rangle = 0, \quad \forall r \geq 1. \]

From Lemma [A.3.1] we conclude that $\varphi$ is real isotropic.

For the parametric case, let $\varphi : I \times M^2 \to N$ be a map complex isotropic to first order. Then, $\varphi_0$ is real isotropic to first order, from the above. Hence, we are left with the $t$-derivative at zero. Repeating the argument above with $\frac{\partial}{\partial t} \bigg|_{t=0}$, we conclude that
\[ \left. \frac{\partial}{\partial t} \right|_{t=0} \{ \langle \nabla^r_{\partial_z^{-1}} \partial_z \varphi, \nabla^r_{\partial_z^{-1}} \partial_z \varphi \rangle \} = 0, \quad \forall r \geq 1. \]

Now, using Lemma [A.3.1] (equation (A.3.2)), we deduce that $\varphi$ is real isotropic to first order, concluding the proof.

## A.4 A parametric Koszul-Malgrange Theorem

In this section we prove Theorem [I.5.1]. We shall need a parametric version of the Frobenius Theorem, so that we divide this section in two: in the first, we deal with this parametric version of the Frobenius Theorem and on the second we prove the referred Theorem [I.5.1].

### A.4.1 Parametric Frobenius theorem

The following result can be found in [35] (Theorem IV.8.7) (see [13] for the non-parametric version):

**Theorem A.4.1** (Frobenius Theorem: parametric version). Let $E$, $F$ and $G$ be three vector spaces. Let $F_0 \subseteq F$ be an arbitrary set, $M \subseteq E$ a smooth manifold, $A$ open in $F_0 \times G \times M$ and $X : A \to \mathcal{L}(G, E)$ a $C^1$ map such that for each $(t, x, y) \in A$ we have:
(i) the linear map \( X(t, x, y) \in \mathcal{L}(G, E) \) maps \( G \) to \( T_y M \).

(ii) the bilinear map

\[
G \times G \to E
\]

\[
(w, \bar{w}) \to \text{d}X_{t,x,y}(0, w, X(t, x, y)(w))(\bar{w})
\]

is symmetric.

For each \( (t, x, y) \in A \), let \( f_{t,x,y} : V_{t,x,y} \to M \) the maximal solution of the total differential equation defined by \( X_t : A_t \to \mathcal{L}(G, E) \) with the initial condition \( (x, y) \). Let \( \Omega \subseteq F_0 \times G \times G \times M \) be the set of elements \( (t, x_1, x_2, y) \) such that \( (t, x_2, y) \in A \) and \( x_1 \in V_{t,x_2,y} \) and take \( \omega : \Omega \to M \) the parametric solution defined by

\[
\omega(t, x_1, x_2, y) = f_{t,x_2,y}(x_1).
\]

Then:

(i) \( \Omega \) is open in \( F_0 \times G \times G \times M \) and \( \omega : \Omega \to M \) is a \( C^1 \) map.

(ii) If \( X : A \to \mathcal{L}(G, E) \) is \( C^p \) \( (1 \leq p \leq +\infty) \), then \( \omega \) is also \( C^p \).

(i) Note that \( F_0 \) can be regarded as the space of parameters. Taking \( F_0 = \{0\} \) we get the non-parametric version of this result. We can also conclude that the solution \( f \) in this case is of class \( C^p \) if \( X \) is \( C^p \).

(ii) When we claim that \( X \) (or the solution \( f \)) is \( C^p \) on \( A \subseteq F_0 \times G \times M \), we mean, as is standard, that it admits a \( C^p \) extension to an open set of the vector space \( F \times G \times M \).

We give some consequences of this result. Firstly, we obtain a parametric version of the Frobenius Theorem using differential forms:

**Theorem A.4.2** (Frobenius Theorem: parametric version). Let \( G \) be a connected (real) Lie group and \( M \) a manifold. Let \( F_0 \subseteq F \) be any subset containing the origin of the real vector space \( F \) and \( A \) open in \( F_0 \times M \) containing \( (0, x_0) \). Then, if \( \alpha \) is a smooth \( g \)-valued 1-form on \( M \) defined on \( A \subseteq F_0 \times M \) (i.e., \( \alpha : F_0 \times M \to \mathcal{L}(TM, g) \), \( \alpha(t, x) = \alpha_t(x) : T_x M \to g \) is smooth in \( (t, x) \)) with

\[
d\alpha_t + [\alpha_t, \alpha_t] = 0, \quad \forall t \in F_0
\]

(A.4.2)
then there is a (unique, locally defined) \( G \)-valued smooth solution of the equation

\[
 f(t, x)^{-1} df_t = \alpha_t(x), \quad \forall (t, x), \; f_t(x_0) = e. \tag{A.4.3}
\]

**Proof.** As every Lie group is locally isomorphic to a linear group ([11], [25]) and we are looking for local solutions, we can assume that \( G \subseteq GL(E) \). Take a local chart \((U, \eta)\) of \( M \) around \( x_0 \) and write \( \alpha(t, x) = \sum_i \alpha_i(t, x) d\eta_i \), where \( \alpha_i(t, x) \) are the smooth \( g \)-valued functions determined by the condition \( d\alpha_i(x)(X) = \sum_i \alpha_i(t, x) d\eta(x)(X) \). We are then looking for a function \( f(t, x) \) defined around \((0, x_0)\) satisfying the equation (on \( x \)):

\[
 f^{-1} df_t (\partial_{\eta_i}) = \alpha_i(t, x), \quad \forall t.
\]

Composing with \( \eta \) we can reduce to the case where \( M = \eta(U) \subseteq \mathbb{R}^m \) and look for solutions \( \tilde{f} : \mathcal{V} \subseteq A \subseteq F \times \mathbb{R}^m \to G \) of the equation

\[
 \tilde{f}^{-1} \frac{\partial \tilde{f}}{\partial x_i} = \tilde{\alpha}_i(t, x), \quad f(t, 0) = e.
\]

Consider the map

\[
 X : F_0 \times \mathbb{R}^m \times G \to \mathcal{L}(\mathbb{R}^m, \mathcal{L}(E, E)) \\
 (t, x, y) \to X(t, x, y) = y.\tilde{\alpha}^t(x) \subseteq \mathcal{L}(E, E) \tag{A.4.4}
\]

\[
 e_i \to y.\alpha^t(x)(e_i).
\]

Notice that \( \tilde{\alpha}_i(x) \) is a \( g \)-valued 1-form on \( \mathbb{R}^m \) so that \( \tilde{\alpha}_i(x) : T_x \mathbb{R}^m \to g \subseteq \mathcal{L}(E, E) \). On the other hand, if \( \tilde{f}_t \) is a solution of \( X_t \) then \( \tilde{f} : \mathcal{V} \to G \) has \( (x, \tilde{f}_t(x)) \subseteq A_t \subseteq \mathbb{R}^m \times G \) and \( d\tilde{f}_{t_x}(e_i) = X_t(x, \tilde{f}(x))(e_i) = \tilde{f}(x).\tilde{\alpha}_t(x)(e_i) \), which is precisely what we want. Therefore, we are left with proving that the conditions of Theorem [A.4.1] are verified. For the first condition, we show that \( X^t(x, y) \) maps \( \mathbb{R}^m \) to \( T_y G \). As \( T_y G = dL_y(e)(g) \) we then have \( X^t(x, y)(e_i) = y.\tilde{\alpha}_t(x)(e_i) = dL_y(e)(\tilde{\alpha}_t(x)(e_i)) \); since \( \tilde{\alpha}_t(x)(e_i) \in g \) this part is proved. For the second condition, we now have

\[
 dX^t_{(x,y)}(u, v)(e_i) = dX^t_{x,y} (u)(e_i) + dX^t_{y,x} (v)(e_i) \\
 = d(x \to y.\tilde{\alpha}_t(x)(e_i))(u)(e_i) + d(y \to y.\tilde{\alpha}_t(x)(e_i))(v)(e_i) \\
 = d(x \to y.\tilde{\alpha}_t(x)(e_i))(u) + d(y \to y.\tilde{\alpha}_t(x)(e_i))(v) = y.d\tilde{\alpha}_{t_x}(u) + v.\tilde{\alpha}_t(x)(e_i)
\]
so that taking \( u = e_j \) and \( v = X^t(x, y)(e_j) \) we get
\[
dX^t_{(x,y)}(e_j, X^t(x, y)(e_j))(e_i) = y.d\tilde{\alpha}^t_x(e_j) + y.\tilde{\alpha}^t_x(e_j).\tilde{\alpha}^t_x(e_i).
\]
Hence, condition (ii) of Theorem A.4.1 is satisfied if and only if
\[
-y.(d\tilde{\alpha}^t_x(e_j) + \tilde{\alpha}^t_x(e_j).\tilde{\alpha}^t_x(e_i) - \tilde{\alpha}^t_x(e_i)\tilde{\alpha}^t_x(e_j)) = 0.
\]
As \( y \in G \) we deduce that this is equivalent to
\[
\partial_{\bar{z}}(\tilde{\alpha}^t_x(e_j)) - \partial_{z}\tilde{\alpha}^t_x(e_j) + \tilde{\alpha}^t_x(e_j)\tilde{\alpha}^t_x(e_j) - \tilde{\alpha}^t_x(e_j)\tilde{\alpha}^t_x(e_i), \quad \forall i, j
\]
which is precisely (A.4.2), concluding our proof.

We now replace the real (vector-valued) parameter \( t \) by a complex one and consider the holomorphic dependence on this parameter \( z \). Notice that we shall not be solving any kind of holomorphic equation: we still want a solution in real variables for each fixed \( z \) but now holomorphically-dependent on \( z \). More precisely:

**Proposition A.4.3.** Suppose that \( G \) is a complex Lie group and \( M \) a (real or complex) manifold. Let \( \alpha : F_0 \times M \to \mathcal{L}(TM, g) \) be a \( g \)-valued 1-form on \( M \) as in Theorem A.4.2 holomorphic as a function on \( z \) and smooth as a function on \( (z, x) \). Around each point \( x_0 \in M \) consider the (unique) smooth solution \( f(z, x) \) guaranteed by Theorem A.4.2 to the equation \( f^{-1}df_z = \alpha_z, f_z(x_0) = e \). Then, this solution is holomorphic in \( z \).

Notice that equation \( df_z = \alpha_z^x \) is only a “real” equation: if \( \alpha_z \) is the \( g \)-valued 1-form, we write \( \alpha_z = \sum_{i=1}^{2m} \alpha_{i,z}d\varphi_i \), where \( (U, \varphi) \) is a chart of \( M \) (or, when \( M \) is complex, the real chart associated with a complex chart of \( M \)) and we solve the equations \( df_z(\partial_{\varphi_i}) = \alpha_{i,z} \), where \( \alpha(z, x) \) are \( g \)-valued maps, smooth in \( (z, x) \) and holomorphic in \( z \).

**Proof.** As before, we assume that \( G \) is a linear group. We shall show that our solution is itself a solution of a differential equation on \( z \): as \( f^{-1}\partial_{\varphi_i}f_z = \alpha_{i,z} \), we can apply \( \partial_z \) to this identity to obtain (using \( \alpha \)-holomorphicity)
\[
-f^{-1}\partial_z f f^{-1}\partial_{\varphi_i}f + f^{-1}\partial^2_{z\varphi_i}f = 0 \implies \partial_z f \alpha_i = \partial_{\varphi_i} \partial_z f.
\]
Let $\tilde{f}(z, x) = \partial_\bar{z} f$; then, $\tilde{f}_z$ is solution of the equation

$$\tilde{f}_z \alpha_{i,z} = \partial_{x_i} \tilde{f}_z. \tag{A.4.5}$$

Notice that now $\tilde{f}$ is a map to $\mathcal{L}(E, E)$ and no longer to the Lie group $G$. Moreover, as $f_z(x_0) = e$, we have $\tilde{f}_z(x_0) = 0$ for all $z$; in particular, $\tilde{f}$ is a solution to the equation (A.4.5) with initial condition $\tilde{f}^z(0) = 0$. Then, obviously, $\tilde{f}_z \equiv 0$ is a solution to this equation and initial condition and if it is the unique solution we can deduce $\partial_\bar{z} f \equiv 0$ which proves that $f$ is holomorphic in $z$. We can now use once again Theorem A.4.1 (the non-parametric version) on each $z$ to guarantee the uniqueness of solutions: take (in local coordinates) the map

$$X_z : \mathbb{R}^m \times \mathcal{L}(E, E) \to \mathcal{L}(\mathbb{R}^m, \mathcal{L}(E, E))$$

$$x, \lambda \to \lambda. \alpha_z(x) : \mathbb{R}^m \to \mathcal{L}(E, E)e_i \to \lambda. \alpha_z(x)(e_i).$$

Then, a solution to the total differential equation defined by $X_z$ is a map $\tilde{f} : \mathcal{V} \subseteq \mathbb{R}^m \to \mathcal{L}(E, E)$ with $d\tilde{f} = X(x, \tilde{f}) = \tilde{f}. \alpha_z(x)$ (as we want) and if there is a solution for a given initial condition it is unique, concluding our proof. \hfill \square

### A.4.2 Parametric Koszul-Malgrange Theorem

In this section we prove Theorem I.5.1. This proof is a parametric version of that in [30]:

**Lemma A.4.4.** Let $F$ be a (real or complex) vector space and $F_0 \subseteq F$ any subset containing the origin. Let $\mathfrak{g}$ be a complex vector space and let $\mathcal{L}(\mathfrak{g}, \mathfrak{g})$ denote the space of linear endomorphisms of $\mathfrak{g}$. Given a smooth function $M(t_1, \ldots, t_n, z_1, \ldots, z_m)$ (respectively, $\psi(t_1, \ldots, t_n, z_1, \ldots, z_m)$) defined on an open set $U \subseteq F_0 \times \mathbb{C}^m$ containing $(0, 0)$ with values on $\mathcal{L}(\mathfrak{g}, \mathfrak{g})$ (respectively, on $\mathfrak{g}$), holomorphic in $(z_1, \ldots, z_p)$ $(0 \leq p < m)$, there is a smooth function $\varphi(t_1, \ldots, t_n, z_1, \ldots, z_m)$ defined on $\mathcal{V} \subseteq \mathcal{U}$, $(0, 0) \in \mathcal{V}$, with

---

4 That we shall regard as the set of parameters.

5 As in Theorem A.4.1 smoothness in the sense that we have a smooth extension to an open set.
values in $g$ and holomorphic in $(z_1, \ldots, z_p)$ that satisfies the equation

$$\partial_{z_{p+1}} \varphi = M \varphi + \psi.$$  \hfill (A.4.6)

**Proof.** If $F$ is complex, the result is immediate from the non-parametric version of this result ([30], Lemma 2.). If $F$ is real, identify it with $\mathbb{R}^n$ and let us proceed in the natural way: from the functions $M(t_1, \ldots, t_n, z_1, \ldots, z_m)$ and $\psi(t_1, \ldots, t_n, z_1, \ldots, z_m)$, defined on open set in $\mathbb{R}^n \times \mathbb{C}^m$, define new functions $\tilde{M}(a_1, \ldots, a_n, z_1, \ldots, z_m)$ and $\tilde{\psi}(a_1, \ldots, a_n, z_1, \ldots, z_m)$ defined on an open set in $\mathbb{C}^n \times \mathbb{C}^m$ by $\tilde{M}(a_1, \ldots, a_n, z_1, \ldots, z_m) = M(\text{Re} a_1, \ldots, \text{Re} a_n, z_1, \ldots, z_m)$ and $\tilde{\psi}(a_1, \ldots, a_n, z_1, \ldots, z_m) = \psi(\text{Re} a_1, \ldots, \text{Re} a_n, z_1, \ldots, z_m)$; these are still smooth and holomorphic in $(z_1, \ldots, z_p)$, for $0 \leq p < m$. Hence, we have now a complex vector space of the form $\mathbb{C}^{n+m}$ and we can use the non-parametric version of this lemma to deduce that there is a smooth solution $\tilde{\varphi}(a_1, \ldots, a_n, z_1, \ldots, z_m)$ defined on an open set around $(0, 0) \in \mathbb{C}^{n+m}$ to the equation $\partial_{z_{p+1}} \tilde{\varphi} = \tilde{M} \tilde{\varphi} + \tilde{\psi}$, holomorphic in $(z_1, \ldots, z_p)$. Take $\varphi(t_1, \ldots, t_n, z_1, \ldots, z_m) = \tilde{\varphi}(t_1+i0, \ldots, t_n+i0, z_1, \ldots, z_m)$; this is smooth and holomorphic in $(z_1, \ldots, z_p)$. Let us show that $\varphi$ satisfies equation (A.4.6). Indeed,

$$\partial_{z_{p+1}} \varphi(t_1, \ldots, t_n) = \partial_{z_{p+1}} \tilde{\varphi}(t_1+i0, \ldots, t_n+i0, z_1, \ldots, z_m) = \tilde{M}(t_1+i0, \ldots, t_n+i0, z_1, \ldots, z_m) \tilde{\varphi}(t_1+i0, \ldots, t_n+i0, z_1, \ldots, z_m) + \tilde{\psi}(t_1+i0, \ldots, t_n+i0, z_1, \ldots, z_m)$$

$$= M(t_1, \ldots, t_n, z_1, \ldots, z_m) \varphi(t_1, \ldots, t_n, z_1, \ldots, z_m) + \psi(t_1, \ldots, t_n, z_1, \ldots, z_m),$$

concluding our proof. $\square$

**Lemma A.4.5.** Let $G \subseteq \mathcal{L}(E, E)$ be a Lie group and let $g = T, G \subseteq \mathcal{L}(E, E)$ and take $F_0 \subseteq F$ as in Lemma A.4.4. Let $L(t, z)$ and $K(t, z)$ be $g$-valued maps, smooth in $F_0 \times U$ and holomorphic in $z_1, \ldots, z_p (0 \leq p < m)$. Assume that

$$\frac{dK}{dz_{p+1}} - \frac{dL}{dz_{p+1}} + [L, K] = 0. \hfill (A.4.7)$$

Then, for fixed $(t, z_1, \ldots, z_p, z_{p+2}, \ldots, z_m) = (t, \tilde{z}_{p+1})$, there is a (unique) function $h$ with values on $G$ such that

$$h(0) = e, \quad h^{-1} \frac{dh}{dz_{p+1}} = K \quad \text{and} \quad h^{-1} \frac{dh}{dz_{p+1}} = L. \hfill (A.4.8)$$
Moreover, the resulting map \( h(t, z_1, ..., z_m) = ht, \hat{z}_{p+1}(z_{p+1}) \) is smooth and holomorphic in the variables \( z_1, ..., z_p \).

**Proof.** Consider \((t, z_1, ..., z_p, z_{p+2}, ..., z_m)\) as the space of parameters. Then, we are solving the parametric equations given by equation (A.4.7). Moreover, notice that we can rewrite these equations as

\[
\begin{align*}
\left\{ \begin{array}{l}
\h^{-1}\left( \frac{\partial h}{\partial x_{p+1}} - i \frac{\partial h}{\partial y_{p+1}} \right) = 2K \\
\h^{-1}\left( \frac{\partial h}{\partial x_{p+1}} + i \frac{\partial h}{\partial y_{p+1}} \right) = 2L
\end{array} \right. \\
\Rightarrow \left\{ \begin{array}{l}
\h^{-1}\frac{\partial h}{\partial x_{p+1}} = K + L \\
\h^{-1}\frac{\partial h}{\partial y_{p+1}} = i(K - L)
\end{array} \right. \\
\h^{-1}\, dh = \alpha
\end{align*}
\]

where \( \alpha = (K + L)dx_{p+1} + i(K - L)dy_{p+1}, \hat{z}_{p+1} = x_{p+1} + iy_{p+1} \). Using Theorem A.4.2 and Proposition A.4.3, we deduce the existence of \( h \) satisfying our conditions if and only if \( d\alpha + [\alpha, \alpha] = 0 \). But we have

\[
\begin{align*}
d\alpha(\partial x_{p+1}, \partial y_{p+1}) + [\alpha(\partial x_{p+1}), \alpha(\partial y_{p+1})] \\
= \partial x_{p+1} (i(K - L)) - \partial y_{p+1} ((K + L)) + i(K + L)(K - L) - i(K - L)(K + L) \\
= \frac{2i}{2} (\partial x_{p+1} K + \partial y_{p+1} L - (\partial x_{p+1} L - \partial y_{p+1} K)) + i(LK - KL + LK - KL) \\
= 2i (\frac{\partial K}{\partial x_{p+1}} - \frac{\partial L}{\partial y_{p+1}} + [L, K]).
\end{align*}
\]

This last expression vanishes, from our hypothesis (A.4.7), concluding the proof. \( \square \)

For the non-parametric version of the following result, see [30], Lemma 1:

**Lemma A.4.6.** Under the same notations as before, let \( L(t, z) \) be smooth in \( F_0 \times U \) with values in \( g \). If \( L \) is holomorphic in \( z_1, ..., z_p \) \((0 \leq p < m)\), there is a smooth function \( h \) on an open set containing \((0, 0)\) in \( F_0 \times \mathbb{C}^m \), with values in \( G \) and with

\[
h^{-1}\frac{\partial h^t}{\partial \hat{z}_{p+1}} = L. \quad (A.4.9)
\]

**Proof.** We shall prove the latter lemma by means of the two preceding ones. Consider the equation on \( K \) given by

\[
\frac{\partial K}{\partial \hat{z}_{p+1}} = \frac{\partial L}{\partial \hat{z}_{p+1}} - [L, K] = \frac{\partial L}{\partial \hat{z}_{p+1}} - KL + KL. \quad (A.4.10)
\]

Using Lemma A.4.4 where \( \psi = \frac{\partial L}{\partial \hat{z}_{p+1}} \) and \( M \) is the function with values on \( L(g, g) \) defined by \( M(\lambda) = \lambda L - L\lambda \), we deduce the existence of a smooth map \( K \) satisfying
(A.4.10), holomorphic in $z_1, ..., z_p$. Using now Lemma [A.4.5] we can guarantee that there is a smooth map $h$, holomorphic in $z_1, ..., z_p$, satisfying equation (A.4.9).

We are finally ready to prove Theorem I.5.1; we shall show that Lemma [A.4.6] implies our result. Write $\alpha = \sum_j \alpha_j dz_j$, where the $\alpha_j$ are smooth (but not necessarily holomorphic in any variable) on the open set $A \subseteq F_0 \times \mathbb{C}^m$. Then, take $f_0 \equiv e$ and $L_0 = a_1 = f_0, \alpha f_0^{-1} - \frac{\partial f_0}{\partial z_1} f_0^{-1}$. Using Lemma [A.4.6] solve the equation $h_0^{-1} \frac{\partial h_0}{\partial z_1} = L_0$, which solution is a smooth map, not necessarily holomorphic in any variable, as neither is $L_0$.

Writing $f_1 = h_0 = h_0 f_0$, we have $f_1^{-1} \frac{\partial f_1}{\partial z_1} = L_0 = a_1$. Let $L_1 = f_1, \alpha f_1^{-1} - \frac{\partial f_1}{\partial z_2} f_1^{-1}$ and let us show that $\frac{\partial L_1}{\partial z_1} = 0$. Indeed, using the fact that $\alpha$ satisfies (I.5.4), and that $f_1^{-1} \frac{\partial f_1}{\partial z_1} = a_1$, we have

$$\frac{\partial h_1}{\partial z_1} = \frac{\partial h_1}{\partial z_1} f_1 + f_1 \frac{\partial h_1}{\partial z_1} f_1^{-1} - f_1 \alpha f_1^{-1} \frac{\partial h_1}{\partial z_1} f_1^{-1} - \frac{\partial^2 h_1}{\partial z_1 \partial z_2} f_1^{-1} + \frac{\partial h_1}{\partial z_2} f_1^{-1} \frac{\partial h_1}{\partial z_2} f_1^{-1}$$

$$= f_1 \alpha f_1^{-1} + f_1 \frac{\partial h_1}{\partial z_1} f_1^{-1} - f_1 \alpha f_1^{-1} - \frac{\partial h_1}{\partial z_1} - f_1 \frac{\partial h_1}{\partial z_2} f_1^{-1} + \frac{\partial h_1}{\partial z_2} f_1^{-1}$$

$$= f_1 (\alpha f_1^{-1} - \alpha f_1^{-1} + \frac{\partial h_1}{\partial z_1} f_1^{-1} - \frac{\partial h_1}{\partial z_2} f_1^{-1}) f_1^{-1} = 0$$

as required. Next, take $h_1$ a smooth solution of the equation $h_1^{-1} \frac{\partial h_1}{\partial z_2} = L_1$; since $L_1$ is holomorphic in $z_1$, so is $h_1$ (Lemma [A.4.6]). Write $f_2 = h_1 f_1$ (which is not necessarily holomorphic in any variable) and let us show that $f_2^{-1} \frac{\partial f_2}{\partial z_2} = \alpha_j, j = 1, 2$. In fact, $f_2^{-1} \frac{\partial f_2}{\partial z_2} = \frac{\partial f_2}{\partial z_2} f_1 + h_1 \frac{\partial f_1}{\partial z_2}$. Thus, if $j = 1$, from the $z_1$-holomorphicity of $h_1$ and because $\frac{\partial h_1}{\partial z_2} = f_1 \alpha_1$, then we have $\frac{\partial f_2}{\partial z_2} = h_1 f_1 \alpha_1 = f_2 \alpha_1$. As for $j = 2$, since $\frac{\partial h_1}{\partial z_2} = h_2 L_1$, we have

$$\frac{\partial f_2}{\partial z_2} = h_1 L_1 f_1 + h_1 \frac{\partial f_1}{\partial z_2} = h_1 (f_1, \alpha_2 f_1^{-1} - \frac{\partial f_1}{\partial z_2} f_1^{-1}) f_1 + h_1 \frac{\partial f_1}{\partial z_2} = f_2 \alpha_2.$$

Finally, writing $L_2 = f_2 \alpha_3 f_2^{-1} - \frac{\partial f_2}{\partial z_3} f_2^{-1}$ we have that $L_2$ is holomorphic with respect to $z_1$ and $z_2$ since, for $j = 1, 2$,

$$\frac{\partial f_2}{\partial z_j} = \frac{\partial f_2}{\partial z_j} \alpha_3 f_2^{-1} + f_2 \frac{\partial \alpha_3}{\partial z_j} f_2^{-1} - f_2 \alpha_3 f_2^{-1} \frac{\partial f_2}{\partial z_j} f_2^{-1} - \frac{\partial^2 f_2}{\partial z_j \partial z_2} f_2^{-1} + \frac{\partial f_2}{\partial z_2} f_2^{-1} \frac{\partial f_2}{\partial z_j} f_2^{-1}$$

$$= f_2 \alpha_3 f_2^{-1} + f_2 \frac{\partial \alpha_3}{\partial z_j} f_2^{-1} - f_2 \alpha_3 f_2^{-1} - \frac{\partial f_2}{\partial z_j} f_2^{-1} + \frac{\partial f_2}{\partial z_2} \alpha_3 f_2^{-1}$$

$$= f_2 (\alpha_3 \alpha_3 - \alpha_3 \alpha_3 + \frac{\partial \alpha_3}{\partial z_j} - \frac{\partial \alpha_3}{\partial z_j}) f_2^{-1} = 0$$
as $\alpha$ satisfied (I.5.4). Hence, now solving equation $h_2^{-1} \frac{\partial h}{\partial \bar{z}_3} = L_2$ gives a smooth map which is holomorphic in $z_1$ and $z_2$. We continue by induction until we get the map $f_m$. This map is smooth in $(t, z)$ (although not necessarily holomorphic in any variable) and it satisfies $f_m^{-1} \frac{\partial f_m}{\partial z_j} = \alpha_j$ for all $1 \leq j \leq m$. So, $f_m$ is the desired map $f$ of Theorem I.5.1 finishing our proof.
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