Higher dimensional bivectors and classification of the Weyl operator
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Abstract
We develop the bivector formalism in higher dimensional Lorentzian spacetimes. We define the Weyl bivector operator in a manner consistent with its boost-weight decomposition. We then algebraically classify the Weyl tensor, which gives rise to a refinement in dimensions higher than four of the usual alignment (boost-weight) classification, in terms of the irreducible representations of the spins. We are consequently able to define a number of new algebraically special cases. In particular, the classification in five dimensions is discussed in some detail. In addition, utilizing the (refined) algebraic classification, we are able to prove some interesting results when the Weyl tensor has (additional) symmetries.

PACS numbers: 04.20.Jb, 98.80.Cq, 02.40.–k

1. Introduction

Higher dimensional Lorentzian spacetimes are of considerable interest in current theoretical physics. Therefore, it is useful to have generalizations to higher dimensions of the mathematical tools (which have been successfully employed in 4d) to study higher dimensional Lorentzian spacetimes. In particular, the introduction of the alignment theory [1] has made it possible to algebraically classify any tensor in a Lorentzian spacetime of arbitrary dimensions by boost weight, including the classification of the Weyl tensor and the Ricci tensor (thus generalizing the Petrov and Segre classifications in 4d). In addition, using alignment theory, the higher dimensional Bianchi and Ricci identities have been computed [2] and a higher dimensional generalization of Newman–Penrose formalism has been presented [1].

It is also of interest to develop other mathematical tools for studying higher dimensional Lorentzian spacetimes. Two other types of classification can be obtained by introducing bivectors and spinors. The algebraic classification of the Weyl tensor using bivectors or
spinors is equivalent to the algebraic classification of the Weyl tensor by boost weight in 4d (i.e. the Petrov classification [3]). However, these classifications are different in higher dimensions. In particular, the algebraic classification using alignment theory is rather coarse, and it may be useful to develop the algebraic classification of the Weyl tensor using bivectors or spinors to obtain a more refined classification. It is the purpose of this paper to develop the bivector formalism in higher dimensions.

Indeed, we are primarily motivated to develop the bivector formalism in higher dimensions in order to generalize the various theorems presented [4–6] to higher dimensions. In [4], it was shown that in 4d, a Lorentzian spacetime metric is either \( I \)-non-degenerate, and hence locally characterized by its scalar polynomial curvature invariants constructed from the Riemann tensor and its covariant derivatives, or is a degenerate Kundt spacetime. The (higher dimensional) Kundt spacetimes admit a kinematic frame in which there exists a null vector \( \ell \) that is geodesic, expansion-free, shear-free and twist-free; the Kundt metric is written in [5, 7]. The degenerate Kundt spacetimes [5] are such that there exists a common null frame in which the geodesic, expansion-free, shear-free and twist-free null vector \( \ell \) is also the null vector in which all positive boost weight terms of the Riemann tensor and its covariant derivatives are zero. Therefore, the degenerate Kundt spacetimes are the only spacetimes in 4d that are not \( I \)-non-degenerate, and their metrics are the only metrics not determined by their curvature invariants [4]. The degenerate Kundt spacetimes were classified algebraically by the Riemann tensor and its covariant derivatives in [5]. Recently, a number of exact higher dimensional solutions have been studied [8], including a class of exact higher dimensional Einstein–Maxwell Kundt spacetimes [9].

In the proof of the \( I \)-non-degenerate theorem in [4], it was necessary to determine for which Segre types for the Ricci tensor the spacetime is \( I \)-non-degenerate. In each case, it was found that the Ricci tensor, considered as a curvature operator, admits a timelike eigendirection; therefore, if a spacetime is not \( I \)-non-degenerate, its Ricci tensor must be of a particular Segre type. By analogy, in higher dimensions, it is possible to show that if the algebraic type of the Ricci tensor (or any other rank 2 curvature operator written in ‘Segre form’) is not of one of the types \( \{(1,1)1 \ldots \}, \{2111 \ldots \}, \{(21)11 \ldots \}, \{(211)11 \ldots \}, \{3111 \ldots \} \), etc (or their degeneracies; for example, \( \{(31)11 \ldots \}, \) etc), then the spacetime is \( I \)-non-degenerate. Similar results in terms of the Weyl tensor in bivector form in 4d were proven. However, to generalize these results to higher dimensions, it is necessary to develop the bivector formalism for the Weyl tensor in higher dimensions.

Lorentzian spacetimes for which all polynomial scalar invariants constructed from the Riemann tensor and its covariant derivatives are constant are called CSI spacetimes. All curvature invariants of all orders vanish in an \( n \)-dimensional Lorentzian VSI spacetime [7]. If the aligned, repeated, null vector \( \ell \) is also covariantly constant, the spacetime is CCNV. Spacetimes which are Kundt-CSI, VSI or CCNV are degenerate-Kundt spacetimes. Supersymmetric solutions of supergravity theories have played an important role in the development of string theory (see, for example, [10]). Supersymmetric solutions in \( M \)-theory that are not static admit a CCNV [1]. This class includes a subset of the Kundt-CSI and the VSI spacetimes as special cases. The higher dimensional VSI and CSI degenerate Kundt spacetimes are consequently of fundamental importance since they are solutions of supergravity or superstring theory, when supported by appropriate bosonic fields [11].

In [6] we investigated 4d Lorentzian CSI spacetimes and proved that if a 4d spacetime is CSI, then either the spacetime is locally homogeneous or the spacetime is a Kundt spacetime for which there exists a frame such that the positive boost weight components of all curvature tensors vanish and the boost weight zero components are all constant. Other possible higher dimensional generalizations of the results in [6] were discussed in [12]. Again, the first step
is to investigate the curvature operators in higher dimensions and to classify these (especially the Weyl tensor) for the various algebraic types. This necessitates a bivector formalism for the Weyl tensor in higher dimensions.

It is also possible to generalize Penrose’s spinor calculus [13] of 4d Lorentzian geometry to higher dimensions. Recently, partly motivated by the discovery of exact black ring solutions in five (and higher) dimensions [14], a spinor calculus has been explicitly developed in 5d [15]. When the spin covariant derivative is compatible with the spacetime metric and the symplectic structure (in 5d, the spin space is a 4d complex vector space endowed with an antisymmetric tensor which plays the role of a metric tensor), it can be shown [15] that the spin covariant derivative is unique and the 5d curvature spinors (e.g. the Ricci spinor and the Weyl spinor) can be defined. It is then desirable to generalize to 5d the Newman–Penrose formalism [15] and the algebraic classification of the Weyl spinor [16, 17]. In particular, in 5d the Weyl tensor can be represented by the Weyl spinor, which is equivalent to the Weyl polynomial (which is a homogeneous quartic polynomial in three variables) [17]; the algebraic classification can then be realized by putting the Weyl polynomial into a normal form.

In this paper, we consider bivectors in arbitrary dimensions, and particularly their properties under Lorentz transformations, with the aim to algebraically classify the Weyl tensor in higher dimensions (based, in part, on the eigenbivector problem). We first define the Weyl bivector operator in any dimension while keeping in mind the boost weight (b.w.) decomposition in order to utilize the algebraic classification of [1]. We then refine the classification of [1] in terms of the irreducible representations of the spinors. This enables us to define several algebraically special cases; for example, a number of special subcases in 5d are presented in section 6. In particular, the refinement is particularly amenable to cases where the Weyl tensor has (additional) symmetries. In the final sections, we present some results concerning algebraically special Weyl tensors with symmetries and make some brief comments on eigenvalue problems and Z-non-degeneracy. Brief reviews of the algebraic classification of the Weyl tensor of [1] and curvature operators introduced in [4] are given in the last two appendices.

2. The bivector operator

Given a vector basis $k^\mu$ we can define a set of (simple) bivectors

$$F^A \equiv F^\mu_\nu = F[^\mu_\nu] = k^\mu \wedge k^\nu,$$

spanning the space of antisymmetric tensors of rank 2. The interpretation of such a basis is clear: $F^A$ spans a two-dimensional plane defined by the vectors $k^\mu$ and $k^\nu$. This implies (and follows also directly from the definition) that an antisymmetric tensor $G_{\alpha\beta}$ is a simple bivector if and only if $G_{\alpha[\beta} G_{\gamma\delta]} = 0$.

Consider a $d = (2 + n)$-dimensional Lorentzian space with the following null frame {$\ell, n, m^i$} so that the metric is

$$ds^2 = 2\ell n + \delta_{ij} m^i m^j.$$

Let us consider the following bivector basis (in that order):

$$\ell \wedge m^i, \ell \wedge n, m^i \wedge m^j, n \wedge m^j,$$
or for short: \([0i], [01], [ij], [1i]\). The Lorentz metric also induces a metric, \(\eta_{MN}\), in bivector space. If \(m = n(n - 1)/2\), then

\[
\eta_{MN} = \frac{1}{2} \begin{bmatrix}
0 & 0 & 0 & \eta_n \\
0 & -1 & 0 & 0 \\
0 & 0 & \eta_m & 0 \\
\eta_n & 0 & 0 & 0
\end{bmatrix},
\]

where \(\eta_n\) and \(\eta_m\) are the unit matrices of size \(n \times n\) and \(m \times m\), respectively, and we have assumed that the bivector basis is in the order given above. This metric can then be used to raise and lower bivector indices.

Let \(V \equiv \wedge^2 T^*_p M\) be the vector space of bivectors at a point \(p\). Then consider an operator \(C = (C^{MN}) : V \mapsto V\). We will assume that it is symmetric in the sense that \(C_{MN} = C_{NM}\).

With these assumptions, the operator \(C\) can be written in the following \((n+1+m+n)\)-block form:

\[
C = \begin{bmatrix}
M & \check{K} & \check{L} & \check{H} \\
\check{K} & -\Phi & -A^t & -\check{K}^t \\
\check{L}^t & A & \check{H} & \check{L}^t \\
\check{H} & -\check{K} & \bar{L} & \bar{M}^t
\end{bmatrix}.
\]

(1)

Here, the block matrices \(H\) (barred, checked and hatted) are all symmetric. Checked (hatted) matrices correspond to negative (positive) b.w. components.

The eigenbivector problem can now be formulated as follows. A bivector \(F^A\) is an eigenbivector of \(C\) if and only if

\[
C^{MN} F^N = \lambda F^M, \quad \lambda \in \mathbb{C}.
\]

Such eigenbivectors can now be determined using standard results from linear algebra.

2.1. Lorentz transformations

The Lorentz transformations in \((2 + n)\)-dimensions, \(SO(1, 1 + n)\), act on bivector space via its adjoint representation, \(\Gamma\):

\[
SO(1, 1 + n) \xrightarrow{\Gamma} SO(1 + n, m + n).
\]

Therefore, in terms of the Lie algebras:

\[
\mathfrak{so}(1, 1 + n) \xrightarrow{X} \mathfrak{so}(1 + n, m + n).
\]

So the Lie algebra representation \(X\) will be antisymmetric with respect to \(\eta_{MN}\):

\[
\eta_{MR} X^R_N + \eta_{NR} X^R_M = 0.
\]

Lorentz transformations consist of boosts, spins and null rotations. Let us consider each in turn.

2.1.1. Boosts. The boosts, \(B : V \mapsto V\), can be represented by the following matrix:

\[
B = \begin{bmatrix}
e^\lambda & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \eta_m & 0 \\
0 & 0 & 0 & e^{-\lambda}
\end{bmatrix}.
\]

(2)

This matrix has boost weight 0 and, if we decompose \(C\) according to the boost weight, \(C = \sum_b (C)_b\), the boosts have the following property:

\[
B (C)_b B^{-1} = (\Lambda_b) (C)_b.
\]
2.1.2. Spins. The spins can be considered as a matrix
\[ R = \begin{bmatrix} G & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \bar{G} \end{bmatrix}, \] (3)
where \( G \in SO(n) \) and \( \bar{G} \) is its adjoint representation, i.e. for an antisymmetric \( n \times n \) matrix \( A \in \mathfrak{so}(n) \), so that \( A = A^B \epsilon_B \) where \( \epsilon_B \) is a basis for \( \mathfrak{so}(n) \), \( GAG^{-1} = \epsilon_C \bar{G}^C_B A^B \).

The spins also have boost weight 0.

2.1.3. Null rotations. The null rotations can be considered as follows. For a column vector \( z \in \mathbb{R}^n \), define the b.w. \(-1\) operator (in the Lie algebra representation of the null rotations):
\[ \tilde{N}(z) = \begin{bmatrix} 0 & 0 & 0 \\ z^t & 0 & 0 \\ -Z^t & 0 & 0 \end{bmatrix}, \quad z = (z^i), \quad Z = (Z^i_B) = (z_i \delta^k_j - z_j \delta^k_i). \] (4)

There is also an analogous b.w. \(+1\) operator \( \hat{N}(z) \). The null rotations can now be found by exponentiation: \( N(z) = e^{\tilde{N}(z)} \). This can be equated to (which is also the b.w. decomposition):
\[ N(z) = e^{\tilde{N}(z)} = 1 + \tilde{N}(z) + \frac{1}{2} \tilde{N}(z)^2. \] (5)

Note that the inverse is as follows:
\[ N^{-1}(z) = N(-z) = e^{-\tilde{N}(z)} = 1 - \tilde{N}(z) + \frac{1}{2} \tilde{N}(z)^2. \]

The null rotations are the only transformations that mix up the boost weight decomposition.

3. The Weyl operator

Let us henceforth consider the Weyl tensor. For the Weyl tensor we can make the following identifications (indices \( B, C, \ldots \) should be understood as indices over \([ij]\));
\[ \hat{H}^i_j = C_{0i0j}, \quad \hat{H}^i_j = C_{1i1j}, \] (6)
\[ \hat{L}^i_B = C_{0ijk}, \quad \hat{L}^i = C_{ijk}, \] (7)
\[ \hat{K}^i = C_{0ij0}, \quad \hat{K}^i = -C_{01i1}, \] (8)
\[ M^i_j = C_{1i0j}, \quad \Phi = C_{0101}, \] (9)
\[ A^B = C_{01ij}, \quad \tilde{H}^B_C = C_{ijkl}. \] (10)

The Weyl tensor is also traceless and obeys the Bianchi identity:
\[ C^\mu_{\alpha\mu\rho} = 0, \quad C_{\alpha\beta\mu\nu} = 0. \]

These conditions translate into conditions on our block matrices. Let us consider each boost weight in turn, and let us use this to express these matrices into irreducible representations of the spins.

Note that only non-positive boost weights are considered. To get the positive boost weights, replace all checked quantities with hatted ones.

3 Note that the presence of \( \frac{1}{2} \) in front of the bivector metric implies that we have to be a bit careful when lowering/raising indices. Here we will define components \( C^M_N \) to be the components of the Weyl tensor, which differs from the definition in [18] in 4d.
3.1. Boost weight 0 components

Here we have

\[ C_{0101} = C_{011}^i, \quad C_{011}^i = -\frac{1}{2} C_{ikj}^k + \frac{1}{2} C_{0ij}^i, \quad C_{i(jkl)} = 0. \]  
(11)

Starting with the latter, this means that the matrix \( \bar{H}_{BC} \) fulfills the reduced Bianchi identities. It is also symmetric which means that it has the same symmetries as an \( n \)-dimensional Riemann tensor. Hence, we can split this into irreducible parts over \( SO(n) \) using the ‘Weyl tensor’, ‘trace-free Ricci’ and ‘Ricci scalar’ as follows \((n > 2)\):

\[ \bar{H}_{BC} = \bar{C}_{ijkl} + \frac{2}{n-2} (\delta_{i[k} \bar{R}_{l]j} - \delta_{j[k} \bar{R}_{l]i}) - \frac{2}{(n-1)(n-2)} \bar{R} \delta_{i[k} \delta_{l]j}, \]  
(12)
\[
\bar{R}_{ij} = \bar{S}_{ij} + \frac{1}{n} \bar{R} \delta_{ij}. \]  
(13)

The remaining Bianchi identities now imply:

\[ M_{ij} = -\frac{1}{2n} \bar{R} \delta_{ij} = \frac{1}{2} \bar{S}_{ij} - \frac{1}{2} A_{ij}, \]  
(14)
\[
\Phi = -\frac{1}{2} \bar{R}. \]  
(15)

This means that the b.w. 0 components can be specified using the irreducible compositions above:

\[ \bar{R}, \quad \bar{S}_{ij}, \quad A_{ij}, \quad \bar{C}_{ijkl}. \]  
(16)

Note that in lower dimensions, we have the special cases for the \( n \)-dimensional Riemann tensor:

- Dim 4 \((n = 2)\): \( \bar{S}_{ij} = \bar{C}_{ijkl} = 0. \)
- Dim 5 \((n = 3)\): \( \bar{C}_{ijkl} = 0. \)
- Dim 6 \((n = 4)\): \( \bar{C}_{ijkl} = \bar{C}_{ijkl}^+ + \bar{C}_{ijkl}^-, \) where \( \bar{C}^+ \) and \( \bar{C}^- \) are the self-dual, and the anti-self-dual parts of the Weyl tensor, respectively. The same can be done with the antisymmetric tensor \( A_{ij} = A_{ij}^+ + A_{ij}^- \).

A spin \( G \in SO(n) \) acts as follows on the various matrices:

\[ (M, \Phi, A, \bar{H}) \mapsto (GMG^{-1}, \Phi, GA, G\bar{H}\bar{G}^{-1}). \]  
(17)

If \( C_{\mu\nu\rho\tau} \) is the Weyl tensor (we recall that Greek indices run over the full spacetime manifold), the type D case is therefore completely characterized in terms of a \( n \)-dimensional Ricci tensor, a Weyl tensor and an antisymmetric tensor \( A_{ij} \), as explained earlier. Therefore, let us first use the spins to diagonalize the ‘Ricci tensor’ \( \bar{R}_{ij} \). This matrix can then be described in terms of the Segre-like notation corresponding to its eigenvalues. There are two types of special cases worthy of consideration. The first is the usual degeneracy in the eigenvalues which occurs when two, or more, eigenvalues are equal. The other special case happens when a eigenvalue is zero. Using a Segre-like notation, we therefore get the types

\[ \bar{R}_{ij} : \{1111\ldots\}, \quad \{(11)1\ldots\}, \quad \{(11)(11)\ldots\}, \quad \text{etc} \]  
\[ \{0111\ldots\}, \quad \{0(11)\ldots\}, \quad \{00(11)\ldots\}, \quad \text{etc}, \]  
(18)
where a zero indicates a zero-eigenvalue. Regarding the antisymmetric matrix $A_{ij}$, this must be of even rank. A standard result gives the canonical block-diagonal form of $A$:

$$A = \text{blockdiag} \left( \begin{array}{cc} 0 & -a_1 \\ a_1 & 0 \end{array} \right), \ldots, \begin{array}{cc} 0 & -a_k \\ a_k & 0 \end{array}, 0, \ldots, 0 \right). \right)$$

(19)

Therefore, we see that we can characterize an antisymmetric matrix using the rank, i.e. $2k$.

Note that the stabilizer is given by $O(2) \times \cdots \times O(2) \subset O(n)$.

The antisymmetric matrix $A$ may also possess degeneracies allowing for more symmetries. For example, if $a_1 = a_2$, then the symmetry $O(2) \times O(2)$ acting on these blocks is being enhanced to $U(2)$ (under the adjoint action).

Finally, characterization of the ‘Weyl tensor’ $\bar{\mathcal{C}}_{ijkl}$ reduces to characterizing the Weyl tensor of the corresponding fictitious $n$-dimensional Riemannian manifold.

Algebraically, we can also consider alignments, e.g. if the antisymmetric tensor $A_{ij}$ which can be an eigenvector or not, to $\bar{B}^B_C$. If the bivector $A^B$ is indeed an eigenvector then this would be a special case.

3.2. Boost weight $-1$ components

For the b.w. $-1$ components, we have the following identities:

$$C_{011} = -C_{1ji}^i, \quad C_{1(ijk)} = 0. \quad (20)$$

Let us start with the latter identity which involves the matrix $L = (\bar{L}^i_B)$. The index $B$ is an antisymmetric index $[jk]$; therefore, we can consider the tensor $\bar{L}^i_{jk} = -\bar{L}^i_{kj}$, such tensors has been classified (see, e.g., [19]). Furthermore, the Bianchi identity implies that $\bar{L}_{(ijk)} = 0$, which gives the following.

1. For $n = 2$, there exists a vector $\bar{v}_i$ such that

$$\bar{L}^i_{jk} = \delta^i_j \bar{v}_k - \delta^i_k \bar{v}_j.$$  

2. For $n \geq 3$, there exists an irreducible and orthogonal decomposition so that

$$\bar{L}^i_{jk} = \delta^i_j \bar{v}_k - \delta^i_k \bar{v}_j + \bar{T}^i_{jk},$$

where $\bar{T}_{(ijk)} = 0$ and $\bar{T}^i_{ji} = 0$.

The first of the identities (20) now gives

$$\bar{K}^i = -(n - 1)\bar{v}^i.$$  

(21)

Therefore, the boost weight $-1$ components can be specified using the irreducible decomposition:

$$\bar{L}^i_{jk}, \quad \bar{T}^i_{jk}, \quad \text{where} \quad \bar{T}^i_{(ijk)} = 0.$$  

(22)

Also note that

$$\bar{K}^i = 0 \iff \bar{L}^i_{ji} = 0,$$  

(23)

$$\bar{T}^i_{jk} = 0 \iff \bar{L}_{ijk} \bar{L}^i_{jk} = \frac{2}{n - 1} \bar{L}^i_{ji} \bar{L}^i_{kj}.$$  

(24)

These conditions can be used to characterize the b.w. $-1$ components into a type (A) case (for which $\bar{K} = 0$) and a type (B) case (for which $\bar{T} = 0$).
3.3. Boost weight $-2$ components

Here we have that
\[ C_{i1}^i = 0. \] (25)

This identity implies that the matrix $\tilde{H}$ is traceless:
\[ \text{Tr} \, \tilde{H} = 0. \] (26)

The matrix $\tilde{H}$ can be characterized in terms of its eigenvalues, $\tilde{\lambda}_i$. These eigenvalues fulfill
\[ \sum_i \tilde{\lambda}_i = 0. \]

4. The algebraic classification

Let us consider the classification in [1] and investigate the different algebraic types in turn. In general, there will also be algebraically special cases of type G as $\tilde{H}$ can have degenerate cases (e.g. $(111)$) or there might be alignment of the various blocks.

4.1. Type I

The tensor $C_{\mu\nu\alpha\beta}$ is of type I if and only if there exists a null frame such that the operator $C$ takes the form:
\[
C = \begin{bmatrix}
M & \tilde{K} & \tilde{L} & 0 \\
\tilde{K}^t & -\Phi & -A^t & -\tilde{K}^t \\
\tilde{L}^t & A & \tilde{H} & \tilde{L}^t \\
\tilde{H} & -\tilde{K} & \tilde{L} & M' \\
\end{bmatrix}.
\] (27)

If $C_{\mu\nu\alpha\beta}$ is the Weyl tensor, there would be two subcases for which:
- type I(A): $\tilde{K} = 0$.
- type I(B): $\tilde{T} = 0$.

More precisely, we shall refer to these as subcases $\tilde{A}$ and $\tilde{B}$ to differentiate the subcases in section 4.4; however, we shall omit the quantifiers if the context is clear.

If the type I Weyl tensor is in the aligned null frame, then criteria for the Weyl tensor being in each of these subcases can be given as follows:
- type I(A) $\iff C_{j0}^j = 0$.
- type I(B) $\iff C_{ijk0} C_{ijk0} = 2 \frac{1}{n} C_{j0}^j C_{ik0}^k$.

4.2. Type II

The tensor $C_{\mu\nu\alpha\beta}$ is of type II if and only if there exists a null frame such that the operator $C$ takes the form:
\[
C = \begin{bmatrix}
M & 0 & 0 & 0 \\
\tilde{K}^t & -\Phi & -A^t & 0 \\
\tilde{L}^t & A & \tilde{H} & 0 \\
\tilde{H} & -\tilde{K} & \tilde{L} & M' \\
\end{bmatrix}.
\] (28)

Then there will be algebraic subcases according to whether some of the irreducible components of b.w. 0 are zero or not. A complete characterization of all such subcases is very involved

\[ \text{Note that } \tilde{K} = 0 \text{ and } \tilde{T} = 0 \text{ are invariant and unambiguous statements when only one WAND is present, but not necessarily when there are several WANDS (i.e. for type Ii [1]).} \]
in its full generality. However, a rough classification in terms of vanishing the irreducible components under spins can be made:

- type II(a): $\bar{R} = 0$
- type II(b): $\bar{S}_{ij} = 0$
- type II(c): $\bar{C}_{ijkl} = 0$
- type II(d): $A = 0$.

Note that we can also have a combination of these; for example, type II(ac), which means that $\bar{R} = 0$ and $\bar{C} = 0$.

4.3. Type D

The tensor $C_{\mu\nu\alpha\beta}$ is of type D if and only if there exists a null frame such that the operator $C$ takes the form

$$C = \begin{bmatrix} M & 0 & 0 & 0 \\ 0 & -\Phi & -A' & 0 \\ 0 & A & \bar{H} & 0 \\ 0 & 0 & 0 & M' \end{bmatrix}. \tag{29}$$

Here all Lorentz transformations have been utilized, except for the spins. In addition, we note that type D tensors are invariant under boosts.

As in the case of type II, we can have subcases as follows:

- type D(a): $\bar{R} = 0$
- type D(b): $\bar{S}_{ij} = 0$
- type D(c): $\bar{C}_{ijkl} = 0$
- type D(d): $A = 0$.

Note that in principle, analogous algebraically special subcases exist for type I etc. For example, an algebraically special type I(A) can also obey further conditions like (a), (b), (c) or (d) (e.g. type I(Aad), etc).

4.4. Type III

The tensor $C_{\mu\nu\alpha\beta}$ is of type III if and only if there exists a null frame such that the operator $C$ takes the form

$$C = \begin{bmatrix} 0 & 0 & 0 & 0 \\ \bar{K}' & 0 & 0 & 0 \\ \bar{L}' & 0 & 0 & 0 \\ \bar{H} & -\bar{K} & \bar{L} & 0 \end{bmatrix}. \tag{30}$$

If $C_{\mu\nu\alpha\beta}$ is the Weyl tensor, then the orthogonal decomposition of $\bar{L}$ defines two subcases:

- type III(A): $\bar{K} = 0$
- type III(B): $\bar{T} = 0$,

more precisely, types III($\bar{A}$) and III($\bar{B}$). Again, these cases can be given in terms of conditions on the Weyl tensor:

- type III(A) $\Leftrightarrow C^i_{j1} = 0$
- type III(B) $\Leftrightarrow C_{ijkl}C^{ijkl} = \frac{2}{n-1} C^{ij}_{j1}C^{kl}_{ik1}$. 
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4.5. Type N

The tensor $C_{\mu\nu\alpha\beta}$ is of type N if and only if there exists a null frame such that the operator $C$ takes the form

$$ C = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \hat{H} & 0 & 0 & 0 \end{bmatrix}. $$ (31)

A type N tensor can be completely classified as follows. The matrix $\hat{H}$ is symmetric, so by using the spins we can therefore diagonalize this matrix completely. The type N tensor is therefore characterized by the eigenvalues of the matrix $\hat{H}$. If $C_{\mu\nu\alpha\beta}$ is the Weyl tensor, this matrix is traceless and, using a Segre-like notation, we get the following possibilities in low dimensions:

- Dim 4: \{11\}
- Dim 5: \{(1 1 1), (1 1 1 1), (1 1 0)\}
- Dim 6: \{(1 1 1 1), (1 1 1 1 1), (1 1 0 0), (1 1 1 0), (1 1 0 1), (1 1 0 0)\}.

5. Dimension 4 ($n = 2$)

Let us consider the special case of dimension 4 and show how it reduces to the standard analysis. In four dimensions, the Weyl operator can always be put in type I form by using a null rotation (hence, $\hat{H} = 0$). Furthermore, the irreducible representations under the spins are $\hat{v}^i, \bar{R}, A, \hat{v}^i, \hat{H}$.

We note that seemingly there are a total of eight components; however, we still have the unused freedom of one spin, one boost and two null rotations. In each of the algebraically special cases, we can use these to simplify the Weyl tensor even further. Since the four-dimensional case is well known, let us only consider type D and type III for illustration.

5.1. Type D

For $n = 2$, the Weyl tensor reduces to specifying two scalars, namely $\bar{R}$ and $A_{34}$. We now get

$$ M = \begin{bmatrix} -\frac{1}{2} \bar{R} & -\frac{1}{2} A_{34} \\ \frac{1}{2} A_{34} & -\frac{1}{2} \bar{R} \end{bmatrix}, \quad \begin{bmatrix} -\Phi & -A^i \\ A & \hat{H} \end{bmatrix} = \begin{bmatrix} \frac{1}{2} \bar{R} & -A_{34} \\ A_{34} & \frac{1}{2} \bar{R} \end{bmatrix}. $$ (32)

consequently, the Weyl operator $C$ has eigenvalues

$$ \lambda_{1,2} = \lambda_{3,4} = -\frac{1}{4}(\bar{R} \pm 2i A_{34}), \quad \lambda_{5,6} = \frac{1}{4}(\bar{R} \pm 2i A_{34}). $$ (33)

We note that this is in agreement with the standard type D analysis in four dimensions (see [18]). The type D case is boost invariant and also invariant under spins; consequently, the isotropy is two-dimensional.

The two subcases $A_{34} = 0$ and $\bar{R} = 0$ (type D(d) and D(a), respectively) are in four dimensions referred to the purely ‘electric’ and ‘magnetic’ cases, respectively. In four dimensions, there is a duality relation, $\star$, which interchanges these two cases, i.e. $C \mapsto \star C$ interchanges the electric and magnetic parts.
5.2. Type III

In dimension 4, only case III(B) exists, which is identical to the type III general case. Therefore, the type III case has only non-trivial $\tilde{\mathbf{v}}^i$ and $\tilde{H}_{ij}$. However, we still have unused freedom in spins, null rotations and boosts.

Using the equations for null rotations in appendix C when applying a null rotation, the $\tilde{H}_{ij}$ transform as (for type III case)

$$\tilde{H}_{ij} = \tilde{H}_{ij} + 4 \tilde{v}_i z_j - 2 \delta_{ij} \tilde{v}^k z_k.$$  

Let us see if we can set $\tilde{H}_{ij} = 0$ using a boost. This reduces to requiring

$$0 = \tilde{H}_{33} + 2 (\tilde{v}_3 z_3 - \tilde{v}_4 z_4)$$  

$$0 = \tilde{H}_{34} + 2 (\tilde{v}_4 z_3 + \tilde{v}_3 z_4).$$  

We can always find a $z^i$ solving these equations provided that $\tilde{v}_3^2 + \tilde{v}_4^2 \neq 0$. Consequently, for a proper type III spacetime, we can always use a null rotation so that $\tilde{H}_{ij} = 0$. The remaining spin and boost can then be used to set $\tilde{v}_3 = 1$, $\tilde{v}_4 = 0$. This is a well-known result in four dimensions.

6. Dimension 5 ($n = 3$)

The five-dimensional case is considerably more difficult than the four-dimensional case. The complexity drastically increases and hence the number of special cases also increases. However, the five-dimensional case is still manageable and some simplifications occur (compared to the general case). Most notably, $\bar{C}_{ijkl} = 0$, and $\tilde{\mathbf{T}}_{ijk}$ can be written, using a matrix $\tilde{n}_{ij}$, as follows (similarly for $\hat{\mathbf{T}}_{ijk}$):

$$\tilde{\mathbf{T}}_{ijk} = \varepsilon_{jkl} \tilde{n}_{li}.$$  

where the conditions on $\tilde{\mathbf{T}}_{ijk}$ imply that $\tilde{n}_{ij}$ is symmetric and trace-free.

Therefore, we have the following components in dimension 5:

- b.w. +2: $\tilde{H}_{ij}$
- b.w. +1: $\tilde{v}^i, \tilde{\mathbf{n}}_{ij}$
- b.w. 0: $\bar{R}, \bar{S}_{ij}, A_{ij}$
- b.w. −1: $\tilde{v}^i, \tilde{n}_{ij}$
- b.w. −2: $\tilde{H}_{ij}$

Let us consider here the following order of the spatial bivectors:

[45], [53], [34],

and consider some of the special cases in dimension 5.

6.1. Type $D$

For a type D Weyl tensor, only the following components can be non-zero:

$$\bar{R}, \quad \bar{S}_{ij}, \quad A_{ij},$$

where $i, j = 3, 4, 5$. Let us use the spins to diagonalize $(\bar{S}^i_j) = \text{diag}(S_{33}, S_{44}, S_{55})$. Without any further assumptions, the Weyl blocks take the form

$$M = \begin{bmatrix}
-\frac{1}{6} \bar{R} - \frac{1}{2} A_{33} & -\frac{1}{2} A_{34} & \frac{1}{2} A_{35} \\
\frac{1}{2} A_{43} & -\frac{1}{6} \bar{R} - \frac{1}{2} A_{44} & -\frac{1}{2} A_{45} \\
-\frac{1}{2} A_{53} & \frac{1}{2} A_{54} & -\frac{1}{6} \bar{R} - \frac{1}{2} A_{55}
\end{bmatrix}. $$
\[
\begin{bmatrix}
-\Phi & -A' \\
A & \tilde{H}
\end{bmatrix} =
\begin{bmatrix}
\frac{1}{2} \tilde{R} & -A_{45} & -A_{53} & -A_{34} \\
A_{45} & \frac{1}{6} \tilde{R} - S_{33} & 0 & 0 \\
A_{53} & 0 & \frac{1}{6} \tilde{R} - S_{44} & 0 \\
A_{34} & 0 & 0 & \frac{1}{6} \tilde{R} - S_{55}
\end{bmatrix}.
\]

The general type D tensor thus has this canonical form.

There are two special cases where we can use the extra symmetry to get the simplified canonical form:

- (i) \( S_{33} = S_{44} = -\frac{1}{2} S_{55} \): \( A_{35} = 0 \)
- (ii) \( S_{33} = S_{44} = S_{55} = 0 \): \( A_{35} = A_{45} = 0 \).

We note that case (ii) will, without further assumptions, be invariant under spatial rotations in the [34]-plane (in addition to the boost). Assuming, in addition, that \( A_{45} = 0 \), then case (i) is also invariant under a rotation in the [34]-plane. Assuming that \( A_{ij} \) vanishes completely (hence, type D(d)), we note that case (ii) enjoys the full invariance under the spins (i.e. \( SO(3) \)).

### 6.2. Type III

A type III Weyl tensor can have the following non-zero components:

\( \tilde{v}^i \), \( \tilde{h}_{ij} \), \( \tilde{H}_{ij} \).

Generally, we can use the spins to diagonalize \( \tilde{h}^{ij} \). Therefore, the general case is \( \{111\} \) (all eigenvalues different), with the special cases \( \{(111), (110)\} \) and \( \{000\} \) (the latter case is, of course, type III(B)). Furthermore, in the general case, the vector \( \tilde{v}^i \) need not be aligned with the eigenvectors of \( \tilde{h}^{ij} \) (nor \( \tilde{H}_{ij} \)). There would consequently be special cases where \( \tilde{v}^i \) is an eigenvector of \( \tilde{h}^{ij} \) (and \( \tilde{H}_{ij} \)). Therefore, unlike in dimension 4 for which there is only one case, the type III case in five dimensions have a wealth of subcases. It is possible to explicitly delineate all algebraically special cases; this will be done elsewhere [20].

### 6.3. Weyl tensors with symmetry

Let us consider the case of dimension 5 (\( n = 3 \)), where we impose certain (additional) symmetries on the Weyl tensor. The isotropy must be a subgroup of \( SO(1,4) \), of which there are numerous subgroups. If the isotropy consists of a boost, then it must be of type D.

Let us concentrate on groups \( H \) such that \( H \subset SO(4) \subset SO(1,4) \). These groups would therefore have spacelike orbits. The group \( SO(4) \) is not simple and can be considered as

\[ SO(4) \cong \frac{SU(2) \times SU(2)}{\mathbb{Z}_2} \]

Using the quarternions, \( \mathbb{H} \), we can consider the action of \( SO(4) \) as the action of the unit quarternions, \( \mathbb{H}_1 \cong SU(2) \), on a vector \( v \in \mathbb{H} (\sim \mathbb{R}^4 \text{ as a vector space}) \) as follows:

\[ v \mapsto q_1 v q_2^{-1}, \quad (q_1, q_2) \in \mathbb{H}_1 \times \mathbb{H}_1. \]

(37)

Note that the ‘diagonal action’, \( v \mapsto q_1 v q_1^{-1} \), leaves the vector \( v = 1 \) invariant; hence, this is the standard \( SO(3) \subset SO(4) \).

In the following, we will consider various subgroups of \( SO(4) \) that can occur and see what restrictions these impose on the form of the Weyl tensor in five dimensions. However, note that these are not all of the possible subgroups.
6.3.1. SO(2). Here, defining $\kappa = \text{diag}(-2,1,1)$, the Weyl tensor can be chosen to have the following form:
\begin{align}
\hat{H} &= \hat{\lambda}_1 \kappa, \\
\hat{n} &= \hat{\lambda}_2 \kappa, \\
\hat{v}^i &= \delta^i_3 \hat{v}, \\
A_B &= (A_{35}, 0, 0), \\
\bar{S} &= s \kappa, \\
\bar{R} &= \frac{1}{2} (s + 2 \lambda_1).
\end{align}

(38)

6.3.2. SO(2) $\times$ SO(2). For this case, the Weyl tensor can be chosen to be of the form ($\kappa = \text{diag}(-2,1,1)$):
\begin{align}
\hat{H} &= \hat{\lambda}_1 \kappa, \\
\hat{n} &= \hat{\lambda}_2 \kappa, \\
\hat{v}^i &= \delta^i_3 \hat{v}, \\
A_B &= 0, \\
\bar{S} &= s \kappa, \\
\bar{R} &= \frac{1}{2} (s + 2 \lambda_1).
\end{align}

(39)

6.3.3. SO(3). Here, there is only one independent component, namely $\bar{R}$. Hence, this is automatically of type D.

6.3.4. SU(2). Defining $D = \text{diag}(\lambda_1, \lambda_2, \lambda_3)$, where $\lambda_1 + \lambda_2 + \lambda_3 = 0$, the Weyl tensor can be chosen to be of the following form:
\begin{align}
\hat{H} &= \hat{H} = D, \\
\hat{n} &= \hat{n} = \sqrt{2} D, \\
\hat{v}^i &= \hat{v}^i = 0, \\
A_B &= 0, \\
\bar{S} &= -2 D, \\
\bar{R} &= 0.
\end{align}

(40)

6.3.5. U(2). Again defining $\kappa = \text{diag}(-2,1,1)$, the Weyl tensor can be chosen to have the following form:
\begin{align}
\hat{H} &= \hat{H} = \lambda \kappa, \\
\hat{n} &= \hat{n} = \sqrt{2} \lambda \kappa, \\
\hat{v}^i &= \hat{v}^i = 0, \\
A_B &= 0, \\
\bar{S} &= -2 \lambda \kappa, \\
\bar{R} &= 0.
\end{align}

(41)

6.3.6. SO(4). This is the conformally flat case; hence, this is of type O.

6.4. Examples

An Einstein space: Let us consider a five-dimensional example and determine the Weyl type of this metric. We will consider the particular Kundt metric [11]:
\begin{align}
ds^2 = 2 du [dv + \sigma v^2 du + \alpha v (dx + \sin y dz)] + a^2 (dx + \sin y dz)^2 + b^2 (dy^2 + \sin^2 y dz^2).
\end{align}

(42)

By choosing
\begin{align}
\sigma = \frac{a^2}{4 b^2}, \quad \alpha = \frac{\sqrt{2}(a^2 - b^2)}{b^2},
\end{align}

this is an Einstein space with $R_{\mu\nu} = [(2b^2 - a^2)/(2b^4)]g_{\mu\nu}$. By using the standard Kundt frame,
\begin{align}
\ell = du, \quad n = dv + \sigma v^2 du + \alpha v (dx + \sin y dz), \\
m^3 = a (dx + \sin y dz), \quad m^4 = b dy, \quad m^5 = b \sin y dz,
\end{align}

(43)
the Weyl tensor is seen to have b.w. 0, −1 and −2 terms. However, we still have some null rotations that we can use to try to simplify the Weyl tensor further. Indeed, performing the null rotation as follows:
\[ \check{\ell} = \ell, \quad \check{n} = n - \frac{\zeta^2}{2} \ell - \zeta m^3, \quad \check{m}^3 = m^3 + \zeta \ell, \quad \check{m}^4 = m^4, \quad \check{m}^5 = m^5, \] (44)
where \( \zeta = \nu \alpha \) brings the Weyl tensor into a type D form. In the tilded null frame, the only non-zero components of the Weyl tensor are
\[ \check{R} = \frac{a^2 + 2b^2}{4b^4}, \quad A_{45} = -\frac{a}{2b^4} \sqrt{2(a^2 - b^2)}, \quad \check{S}_{ij} = -\frac{(a^2 - b^2)}{3b^4} \text{diag}(-2, 1, 1). \] (45)
Consequently, we get the results
(1) \( a^2 \neq b^2 \): type D with \( SO(2) \) isotropy
(2) \( a^2 = b^2 \): type D with \( SO(3) \) isotropy.
Indeed, one can easily check that these isotropies of the Weyl tensor, including the boost-isotropy, correspond to actual Killing vectors of the spacetime (in fact, the metric above is also spacetime homogeneous).

A 5d spatially homogeneous cosmology: Let us consider the following metric:
\[ ds^2 = -dt^2 + a(t)^2 \left[ e^{-2w} (dx + \frac{1}{2} (y \, dz - z \, dy))^2 + e^{-w} (dy^2 + dz^2) + dw^2 \right]. \] (46)
Using the obvious orthonormal frame, we get the following results:
\[ \check{H} = \check{H} = \lambda \kappa, \quad \check{n} = \check{n} = \sqrt{2} \lambda \kappa, \quad \check{v}^i = \check{v}^i = 0, \quad A_{ij} = 0, \quad \check{S} = -2 \lambda \kappa, \quad \check{R} = 0. \] (47)
Consequently, the Weyl tensor possesses an \( U(2) \) isotropy. Indeed, the spatial sections, for fixed \( t \), is the complex hyperbolic space \( \mathbb{H}^2_{\mathbb{C}} \), which can be considered as the homogeneous space \( SU(1, 2)/U(2) \). Consequently, the spacetime will have an isotropy group \( U(2) \) which, of course, the Weyl tensor will inherit. This spacetime is thus an example of a spacetime where the Weyl tensor has a \( U(2) \) isotropy.

Let us also check the eigenvalues of the Weyl tensor and see what kind of projection operator we can obtain in this case. Due to the simple structure of the Weyl tensor, we can easily find the eigenvectors/values of the Weyl operator in this case. Using the orthonormal frame, the eigenvalues and eigenvectors are
- \( -4\lambda \): \([45] + [x3]\)
- \( 2\lambda \): \([53] + [x4], [34] + [x5]\)
- \( 0 \): all bivectors orthogonal to the bivectors above.
If we therefore consider the projector, \( \perp \), associated with the eigenvalue \(-4\lambda\), we note that this can be written as
\[ \perp^{-4\lambda}_{\mu \nu} = F^{\alpha \beta} F_{\mu \nu}, \quad \text{where} \quad (1/2) F_{\mu \nu} \omega^\mu \wedge \omega^\nu = \omega^4 \wedge \omega^5 + \omega^4 \wedge \omega^3. \]
We observe that by a contraction, we obtain
\[ \perp^{-4\lambda}_{\mu \beta} = \text{diag}(0, 1, 1, 1, 1), \]
which is a curvature projector of type \([1, (1111)]\). Consequently, in the language of \([4]\), the metric (46) is an \( \mathcal{I} \)-non-degenerate metric. In fact, all non-conformally flat 5d metrics with \( U(2) \) isotropy of the Weyl tensor are \( \mathcal{I} \)-non-degenerate.
7. Weyl tensors with large symmetry groups

In this section, we will state some results with regard to the Weyl tensor when the Weyl tensor possesses a relatively large isotropy group with spacelike orbits. First, let us state a well-known result regarding almost maximal symmetry.

**Theorem 7.1.** For a d-dimensional spacetime, if the Weyl tensor has an $SO(d−1)$ symmetry, then the Weyl tensor vanishes and consequently it is of Weyl type $O$.

**Proof.** This proof is well known and can easily be obtained using the Weyl operator in the orthonormal frame, see appendix D. □

This means that, for $d > 3$, all such spacetimes are conformally flat. Examples of such spacetimes would be the higher-dimensional Friedmann–Robertson–Walker models.

**Theorem 7.2.** If the isotropy is $SO(d−2)$ (and $d > 4$), then the spacetime necessarily is of Weyl type $D(bcd)$ and has only one independent component, namely $\bar{R}$.

**Proof.** We can assume that this group acts on the basis vectors $m^i$. Consequently, all matrices need to be completely symmetric under the full set of spins and this implies that $\hat{H} = \hat{S} = 0$. It is also clear that $\hat{v} = \hat{\bar{v}} = 0$ and that $\hat{T} = \hat{\bar{T}} = 0$. Moreover, $\hat{C}_{ijkl}$ is a ‘Weyl tensor’ with maximal symmetry; hence, this is zero also. For $A_{ij}$ and $d > 4$, we also need $A_{ij} = 0$. The only scalar is $\bar{R}$, which is clearly invariant and therefore the only component that can be non-zero. □

Note that for $d = 4$, the symmetry $SO(2)$ also requires the Weyl tensor to be of type $D$; however, $A_{45}$ need not be zero. Therefore, in four dimensions the Weyl tensor may have two non-zero components.

**Corollary 7.3.** The eigenvalues of a Weyl tensor with $SO(d−2)$ symmetry are

- $d = 4$:
  \[ -\frac{1}{4}(\bar{R} \pm 2iA_{34}) \quad [\times 2]. \]
  \[ \frac{1}{2}(\bar{R} \pm 2iA_{34}). \]

- $d > 4$:
  \[ -\frac{1}{2(d-2)}\bar{R} \quad [\times 2(d-2)]. \]
  \[ \frac{1}{2}\bar{R}, \quad \frac{1}{(d-2)(d-3)}\bar{R} \left[ \times \frac{(d-2)(d-3)}{2} \right]. \]

We note that in this case, as long as $\bar{R} \neq 0$, there will be one projection operator of the block form (here, $0$ is the square zero-matrix)

\[ \perp = \text{diag}(0_n, 1, 0_m, 0_n), \]

as long as $d > 4$. Consequently, by a contraction $P^{\mu \nu} = (\perp)^{\mu\nu} \kappa$, we get projectors of type \{(1, 1)(1 1 . . . 1)\}.

For a smaller isotropy group we have the following result:

**Theorem 7.4.** If the isotropy is $SO(d−3)$ (and $d > 5$), then the Weyl tensor can be put in the following form ($\kappa = \text{diag}(d−3, −1, −1, \ldots, −1)$):

\[ \hat{H} = \hat{\lambda}_1 \kappa, \quad \hat{T} = 0, \quad \hat{v} = \delta_3 \hat{\bar{v}}, \]
\[ A_B = 0, \quad \hat{S} = s \kappa, \quad \bar{R}, \quad \hat{C}_{ijkl} = 0 \] (48)
\[ \hat{H} = \hat{\lambda}_1 \kappa, \quad \hat{T} = 0, \quad \hat{v} = \delta_3 \hat{\bar{v}}. \]
Proof. We choose the action so that it leaves \( m^3 \) invariant while acting on \( m^i, i = 4, \ldots, d \) in the standard way as a vector. We now see immediately that \( H, \hat{H}, \tilde{S}, \hat{v} \) and \( \tilde{v} \) have the claimed form. For spatial bivectors, the action of \( SO(d - 3) \) will be as follows: \([3i] \) as a vector, \([ij] \) as bivector, for \( i, j = 4, \ldots, d \). Consequently, since \( d > 5 \), then \( A_B = 0 \). For the tensor \( \tilde{T} \), we get \( \tilde{T}^1_{3i} = 0, \tilde{T}^i_{3j} = 0, \tilde{T}^1_{ij} = 0 \) and \( \tilde{T}^i_{3} \propto \delta^i_i \). However, since \( \tilde{T}^1_{3i} = 0 \), we thus get \( \tilde{T} = 0 \). Similarly, \( \tilde{T} = 0 \). For the ‘Weyl tensor’ \( \tilde{C}_{ijkl} \), this is the \((d - 2)\)-dimensional Weyl tensor with \( SO(d - 3) \) symmetry; consequently, \( \tilde{C}_{ijkl} = 0 \). □

Finally, we should point out that we still have null rotations and a boost left which can be used to simplify the Weyl tensor even further.

Theorem 7.5. Assume that the spacetime has odd dimension, \( d = 2k + 1 > 4 \). Assume also that the Weyl tensor is non-zero with isotropy \( U(k) \). Then the spacetime is locally conformal to

\[ -dr^2 + d\sigma^2, \]

where \( d\sigma^2 \) is one of the following Riemannian spaces:

1. complex projective space, \( \mathbb{C}P^k \), with the Fubini–Study metric
2. complex hyperbolic space, \( \mathbb{H}^k \), with the Bargmann metric.

Proof. First we note that the group \( U(k) \) acts irreducibly on the spatial tangent space spanned by \( \{\omega^i, m^i\} \) (orthonormal frame). Using the bivector operator for the orthonormal frame (see appendix D), we find that the Weyl tensor components involving \( t \) have to be of the following form:

\[ C_{txtt} = \lambda, \quad C_{titj} = \lambda \delta_{ij}, \quad \text{other } C_{\tau\mu\nu\tau} = 0. \]

However, \( C^*_{\mu\nu} = 0 \), which means that \( \lambda = 0 \) and thus \( C_{\tau\mu\nu\tau} = 0 \). Consequently, the Weyl tensor is purely spatial with symmetry \( U(k) \). A standard result is that this Weyl tensor has only one independent component. The Weyl tensor can therefore be written as \( C = \phi^2 \tilde{C} \), where \( \phi \) is some function and \( \tilde{C} \) is a constant tensor in the orthonormal frame. This tensor is \( U(k) \)-symmetric and has only one component; therefore, the Weyl tensor has to be proportional to one of the two spaces given (the proportionality factor, \( \phi^2 \), will be related to the conformal factor).

In the above theorem, the group \( U(k) \) acts irreducibly on the spatial vectors. Consequently, if we consider the rank 2 tensor \( T^\mu_{\nu} \equiv C^\mu_{\alpha\beta\gamma} C^{\alpha\beta\gamma}_{\nu} \), it must necessarily have Segre type \([1, (1 \ldots 1)]\) or \([1, 1 \ldots 1]\). By the proof, we see that \( T^i = 0 \) while \( T^\mu_{\mu} \neq 0 \) since it is a sum of squares. Therefore, the tensor \( T^\mu_{\nu} \) has Segre type \([1, (1 \ldots 1)]\), and hence

Corollary 7.6. A spacetime for which the Weyl tensor fulfills the conditions in theorem 7.5 is \( I \)-non-degenerate.

8. Summary

In this paper we have considered bivectors and defined the Weyl bivector operator in arbitrary dimensions. We have then utilized the Weyl bivector operator and the boost weight decomposition of the Weyl tensor and consequently refined the algebraic classification of [1] in terms of the irreducible representations of the spins. Various algebraically special cases can now easily be defined. In tables 1, 2 and 3 we have summarized the classification of the Weyl tensor and its independent components in dimensions \( d = 4, d = 5 \) and \( d \geq 6 \), respectively.

All of the algebraically special cases in 5d can be delineated precisely; this will be done in a future work [20].
Table 1. Dimension \( d = 4 \).

| b.w. | Ind. components | Weyl components |
|------|----------------|-----------------|
| +2   | \( \hat{H}_{ij} \) | \( C_{00ij} = \hat{H}_{ij} \) |
| +1   | \( \hat{v}_i \) | \( C_{0ijk} = \delta_i \hat{v}_k - \delta_k \hat{v}_i, \quad C_{0i00} = -\hat{v}_i \) |
| 0    | \( \tilde{R}, A_{jk} \) | \( \begin{cases} \tilde{C}_{0ij} = -\frac{1}{2} \tilde{R} \delta_{ij} - \frac{1}{2} A_{ij}, \quad C_{0ij} = A_{ij}, \\ \tilde{C}_{00ij} = -\frac{1}{2} \tilde{R}, \quad C_{ij0j} = \frac{1}{2} \tilde{R} (\delta_{ij} \delta_{jl} - \delta_{ij} \delta_{jk}) \end{cases} \) |
| −1   | \( \tilde{v}_i \) | \( C_{1jk} = \delta_i \tilde{v}_k - \delta_k \tilde{v}_i, \quad C_{0i0j} = \tilde{v}_i \) |
| −2   | \( \hat{H}_{ij} \) | \( C_{00ij} = \hat{H}_{ij} \) |

Table 2. Dimension \( d = 5 \): here \( \tilde{R}_{ijk} = R_{ijk} = \frac{1}{4} \tilde{R} \delta_{ij} + \tilde{S}_{ij} \).

| b.w. | Ind. components | Weyl components |
|------|----------------|-----------------|
| +2   | \( \hat{H}_{ij} \) | \( C_{00ij} = \hat{H}_{ij} \) |
| +1   | \( \tilde{v}_i, \tilde{a}_{ij} \) | \( C_{0ijk} = \delta_i \tilde{v}_k - \delta_k \tilde{v}_i + \varepsilon_{ijk} \tilde{a}_j, \quad C_{0i00} = -2 \tilde{v}_i \) |
| 0    | \( \tilde{R}, \tilde{S}_{ij}, A_{ij} \) | \( \begin{cases} \tilde{C}_{0ij} = -\frac{1}{2} \tilde{R}_j - \frac{1}{2} A_{ij}, \quad C_{0ij} = A_{ij}, \\ \tilde{C}_{00ij} = -\frac{1}{2} \tilde{R}, \quad C_{ij0j} = \tilde{R}_{ij0j} \end{cases} \) |
| −1   | \( \tilde{v}_i, \tilde{a}_{ij} \) | \( C_{1jk} = \delta_i \tilde{v}_k - \delta_k \tilde{v}_i + \varepsilon_{ijk} \tilde{a}_j, \quad C_{0i0j} = 2 \tilde{v}_i \) |
| −2   | \( \hat{H}_{ij} \) | \( C_{00ij} = \hat{H}_{ij} \) |

Table 3. Dimension \( d \geq 6 \): here \( \tilde{R}_{ijk} = R_{ijk} = \frac{1}{d-2} \tilde{R} \delta_{ij} + \tilde{S}_{ij} \).

| b.w. | Ind. components | Weyl components |
|------|----------------|-----------------|
| +2   | \( \hat{H}_{ij} \) | \( C_{00ij} = \hat{H}_{ij} \) |
| +1   | \( \tilde{v}_i, \tilde{T}^j_{jk} \) | \( C_{0ijk} = \delta_i \tilde{v}_k - \delta_k \tilde{v}_i + \tilde{T}_{jk}, \quad C_{0i00} = -(d - 3) \tilde{v}_i \) |
| 0    | \( \tilde{R}, \tilde{S}_{ij}, \tilde{C}_{ij0j}, A_{ij} \) | \( \begin{cases} \tilde{C}_{0ij} = -\frac{1}{2} \tilde{R}_j - \frac{1}{2} A_{ij}, \quad C_{0ij} = A_{ij}, \\ \tilde{C}_{00ij} = -\frac{1}{2} \tilde{R}, \quad C_{ij0j} = \tilde{C}_{ij0j} \end{cases} \) |
| −1   | \( \tilde{v}_i, \tilde{T}^j_{jk} \) | \( C_{1jk} = \delta_i \tilde{v}_k - \delta_k \tilde{v}_i + \tilde{T}_{jk}, \quad C_{0i0j} = (d - 3) \tilde{v}_i \) |
| −2   | \( \hat{H}_{ij} \) | \( C_{00ij} = \hat{H}_{ij} \) |
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Appendix A. Algebraic classification

Given a covariant tensor \( T \) with respect to a generalized Newman–Penrose (NP) tetrad (or null frame) \( \{ \ell, \mathbf{n}, \mathbf{m} \} \), the effect of a boost \( \ell \mapsto e^b \ell, \quad \mathbf{n} \mapsto e^{-b} \mathbf{n} \) allows \( T \) to be decomposed according to its boost weight,

\[
T = \sum_b (T)_b,
\]

where \( (T)_b \) denotes the boost weight \( b \) components of \( T \). Recall that the boost weight \( b \) components are defined as those components, \( T_{ab...d} \), of \( T \) that transform according to

\[
T_{ab...d} \mapsto e^{b} T_{ab...d},
\]

under the aforementioned boost.
An algebraic classification of tensors $T$ has been developed [1] which is based on the existence of certain normal forms of (A.1) through successive application of null rotations and spin-boosts. In the special case where $T$ is the Weyl tensor in four dimensions, this classification reduces to the well-known Petrov classification. However, the boost weight decomposition can be used in the classification of the Weyl tensor $C$ in arbitrary dimensions. For the Weyl tensor we have in general,

$$C = (C)_{++2} + (C)_{++1} + (C)_{00} + (C)_{--1} + (C)_{--2},$$

(A.2)

in every null frame. A Weyl tensor is algebraically special if there exists a frame in which certain boost weight components can be transformed to zero.

Appendix B. Curvature operators and curvature projectors

A curvature operator, $T$, is a tensor considered as a (pointwise) linear operator

$$T : V \mapsto V,$$

for some vector space, $V$, constructed from the Riemann tensor, its covariant derivatives and the curvature invariants.

The archetypical example of a curvature operator is obtained by raising one index of the Ricci tensor. The Ricci operator is consequently a mapping of the tangent space $T_pM$ into itself:

$$R \equiv (R^\mu{}_{\nu}) : T_pM \mapsto T_pM.$$

Another example of a curvature operator is the Weyl tensor, considered as an operator, $C \equiv (C^{\alpha\beta\mu\nu})$, mapping bivectors onto bivectors.

For a curvature operator, $T$, consider an eigenvector $v$ with eigenvalue $\lambda$, i.e. $Tv = \lambda v$. If $d = \dim(V)$ and $n$ is the dimension of the spacetime, then the eigenvalues of $T$ are $GL(d)$ invariant. Since the Lorentz transformations, $O(1, n-1)$, will act via a representation $\Gamma \subset GL(d)$ on $T$, the eigenvalue of a curvature operator is an $O(1, n-1)$-invariant curvature scalar. Therefore, curvature operators naturally provide us with a set of curvature invariants (not necessarily polynomial invariants) corresponding to the set of distinct eigenvalues: $\{\lambda_A\}$. Furthermore, the set of eigenvalues are uniquely determined by the polynomial invariants of $T$ via its characteristic equation. The characteristic equation, when solved, gives us the set of eigenvalues, and hence these are consequently determined by the invariants.

We can now define a number of associated curvature operators. For example, for an eigenvector $v_A$ so that $Tv_A = \lambda_A v_A$, we can construct the annihilator operator:

$$P_A \equiv (T - \lambda_A 1).$$

Considering the Jordan block form of $T$, the eigenvalue $\lambda_A$ corresponds to a set of Jordan blocks. These blocks are of the form:

$$B_A = \begin{bmatrix}
\lambda_A & 0 & 0 & \cdots & 0 \\
1 & \lambda_A & 0 & \cdots & 0 \\
0 & 1 & \lambda_A & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & 1 & \lambda_A
\end{bmatrix}.$$
This implies that we can define a set of operators $\tilde{I}_A$ with eigenvalues 0 or 1 by considering the products

$$\prod_{B \neq A} P_B^{\gamma_A} = \Lambda_A \tilde{I}_A,$$

where $\Lambda_A = \prod_{B \neq A} (\lambda_A - \lambda_B)^{\gamma_A} \neq 0$ (as long as $\lambda_B \neq \lambda_A$ for all $B$). Furthermore, we can now define

$$\perp_A \equiv 1 - (1 - \tilde{I}_A)^{\gamma_A},$$

where $\perp_A$ is a curvature projector. The set of all such curvature projectors obeys:

$$1 = \perp_1 + \perp_2 + \cdots + \perp_A + \cdots, \quad \perp_A \perp_B = \delta_{AB} \perp_A. \quad (B.1)$$

We can use these curvature projectors to decompose the operator $T$:

$$T = N + \sum_A \lambda_A \perp_A. \quad (B.2)$$

The operator $N$ therefore contains all the information not encapsulated in the eigenvalues $\lambda_A$. From the Jordan form, we can see that $N$ is nilpotent, i.e. there exists an $n \in N$ such that $N^n = 0$. In particular, if $N \neq 0$, then $N$ is a negative/positive boost weight operator which can be used to lower/raise the boost weight of a tensor.

Considering the Weyl operator, we can show that (where the type refers to the Weyl type)

- type I: $N = 0, \lambda_A \neq 0$;
- type D: $N = 0, \lambda_A \neq 0$;
- type II: $N^3 = 0, \lambda_A \neq 0$;
- type III: $N^3 = 0, \lambda_A = 0$;
- type N: $N^2 = 0, \lambda_A = 0$;
- type O: $N = 0, \lambda_A = 0$.

### Appendix C. Null rotations

The null rotations act as follows:

$$\hat{H}^i = \hat{H}^i_j,$$  \hspace{1cm} (C.1)

$$\hat{v}^i = \hat{v}^i - \frac{1}{n-1} \hat{H}^{i}_{k} z^k,$$  \hspace{1cm} (C.2)

$$\hat{T}^i_{\ jk} = \hat{T}^i_{\ jk} - 2z_i \hat{H}_k^j + \frac{2}{n-1} z_i \hat{H}_i^j \hat{b}^k_{\ jk},$$  \hspace{1cm} (C.3)

$$\hat{R} = \hat{R} + 4(n-1) \hat{v}^i z_i - 2\hat{H}_{ij} z^i,$$  \hspace{1cm} (C.4)

$$\hat{A}_{ij} = \hat{A}_{ij} + 2 \hat{T}^k_{ijkl} z_k + 2\delta_{ij} \hat{v}_k z^k + 2(n-2) \hat{v}_i(z_j) + \hat{H}_{ij} |z|^2 - 2z_i \hat{H}_{jk} z^k,$$  \hspace{1cm} (C.5)

$$\hat{H}_{jk} \hat{v}^i = 4z_i \hat{H}_{ijkl} \hat{v}^l - 4z_i \hat{H}_{ijkl} \hat{v}^l - 4z_i \hat{H}_{ijkl} \hat{v}^l - 2z_i \hat{H}_{ijkl} - 2z_i \hat{H}_{ijkl} - 4z_i \hat{H}_{ijkl},$$  \hspace{1cm} (C.7)

$$\hat{v}^i = (n-1) \hat{v}^i - \frac{1}{n+1} \hat{R}^i z^i - \frac{1}{n+1} \hat{R}^i_j z^i + \frac{1}{n+1} \hat{A}^{ij} z^i + \frac{1}{n+1} \hat{b}^i_{\ jk} \hat{T}^k_{ijkl}$$

$$- (2n-1) z^i \hat{v}^i + \frac{1}{n+1} \hat{v}^i |z|^2 + z^i \hat{H}_{jk} z^j z^k - \frac{1}{n+1} \hat{H}_{ij} z^i |z|^2.$$  \hspace{1cm} (C.8)

\[5\] This corrects a mistake in the algorithm given in [4] (thanks to Lode Wylleman for pointing this out).
\[ \begin{align*}
\vec{T}^i_{jk} &= \vec{T}^i_{jk} + \delta^i_k (\vec{v}_k - \vec{v}_j) - \delta^i_j (\vec{v}_k - \vec{v}_j) - z\, A_{jk} + A^i_{[j}z_{k]} + T^i_{jk}(z) + z_j R_{i[k} + \frac{1}{2} |z|^2 \vec{T}^i_{jk} + 2 z_{[i} \vec{T}_{j]k} + n z^k \vec{T}^i_{jk} + 2 n z^k \vec{T}^i_{[j}z_{k]} - |z|^2 \vec{H}^i_{(j}z_{k)} \\
\vec{H}_{ij} &= \vec{H}_{ij} + 2 n \vec{v}_{i} z_{j} - 2 \delta_{ij} \vec{v}^k z_k - 2 \vec{T}_{ij} z_k + \frac{1}{2} |z|^2 \vec{R}_{ij} - \frac{1}{2} \vec{R}_{ij} z_k + 3 \delta_{(i} A_{j)k} z_k + \vec{H}_{ij}(z, z) + n |z|^2 \vec{v}_{(i} \vec{v}_{j)} - 2 n z_{(i} \vec{v}_{j)k} + \frac{1}{2} |z|^2 \vec{T}_{ij} z_k \\
&+ z_{(i} \vec{H}_{k)} z^k z^j - |z|^2 \vec{v}_{(i} \vec{H}_{j)k} + \frac{1}{2} |z|^4 \vec{H}_{ij},
\end{align*} \]

where

\[ T_{ij}(z) = z^i \vec{C}_{ij} + \frac{2}{n-2} (z_{ij} \vec{R}_{kj} - \delta_{ij} \vec{R}_{kj}) + \frac{2 \vec{R}}{(n-1)(n-2)} \delta_{ij} \]

\[ H_{ij}(z, z) = z^i z^j \vec{C}_{ij} + \frac{1}{n-2} (|z|^2 \vec{R}_{ij} - 2 z_{ij} \vec{R}_{kj} z^k + \delta_{ij} \vec{R}_{kl} z_k z_l ) + \frac{R}{(n-1)(n-2)} (z_{ij} z_{j} - |z|^2 \delta_{ij}). \]

**Appendix D. Weyl operator in the orthonormal frame**

Another commonly used frame is the orthonormal frame. Let us also give the Weyl operator in such a frame; this is particularly useful for proving some of the theorems of section 7. Using the orthonormal frame \( \{\omega^j, \omega^i, m^i\} \), we get the bivector basis:

\[ \begin{align*}
\omega^j \wedge m^i, & \quad \omega^i \wedge \omega^j, & \quad m^i \wedge m^j, & \quad \omega^k \wedge m^j, \\
\end{align*} \]

or for short: \([ij], [ix], [ij], [x]i\). The metric, \(\eta_{MN}\), in bivector space is \((m = n(n-1)/2)\):

\[ \eta_{MN} = \frac{1}{2} \begin{bmatrix}
-1_n & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 1_m & 0 \\
0 & 0 & 0 & 1_n
\end{bmatrix}, \]

where \(1_n\) and \(1_m\) are the unit matrices of size \(n \times n\) and \(m \times m\), respectively. With these assumptions, the operator \(C\) can be written on the following \((n + 1 + m + n)\)-block form (using the same definitions as equation (1)):

\[ C = \begin{bmatrix}
\frac{1}{2} (M + M' - \dot{\bar{H}} + \bar{H}) & \frac{1}{\sqrt{2}} (\bar{K} + \bar{K}') & -\frac{1}{\sqrt{2}} (\bar{L} - \bar{L}') & \frac{1}{2} (M' - M + \dot{\bar{H}} + \bar{H}) \\
\frac{1}{\sqrt{2}} (\bar{K}' + \bar{K}') & -\Phi & A' & \frac{1}{\sqrt{2}} (\bar{K}' - \bar{K}') \\
\frac{1}{\sqrt{2}} (\bar{L}' - \bar{L}') & -A & \bar{H} & \frac{1}{\sqrt{2}} (\bar{L}' + \bar{L}') \\
\frac{1}{2} (M' - M - \dot{\bar{H}} + \bar{H}) & -\frac{1}{\sqrt{2}} (\bar{K} - \bar{K}') & \frac{1}{\sqrt{2}} (\bar{L} + \bar{L}') & \frac{1}{2} (M + M' + \dot{\bar{H}} + \bar{H})
\end{bmatrix} . \]

(D.1)
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