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Abstract—Impedance models of power systems are useful when state-space models of apparatus such as inverter-based resources (IBRs) have not been made available and instead only black-box impedance models are available. For tracing the root causes of poor damping and tuning modes of the system, the sensitivity of the modes to components and parameters are needed. The so-called critical admittance-eigenvalue sensitivity based on nodal admittance model has provided a partial solution but omits meaningful directional information. The alternative whole-system impedance model yields participation factors of shunt-connected apparatus with directional information that allows separate tuning for damping and frequency, yet do not cover series-connected components. This paper formalises the relationships between the two forms of impedance models and between the two forms of root-cause analysis. The calculation of system eigenvalue sensitivity in impedance models is further developed, which fills the gaps of previous research and establishes a complete theory of impedance-based root-cause analysis. The theoretical relationships and the tuning of parameters have been illustrated with a three-node passive network, a modified IEEE 14-bus network and a modified NETS-NYPS 68-bus network, showing that tools can be developed for tuning of IBR-rich power systems where only black-box impedance models are available.
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I. INTRODUCTION

State-space models, which are white-box models, have been the mainstay of small-signal analysis of power systems for assessing stability (through eigenvalues and pole-zero maps) [1], for root-cause analysis (through eigenvalue sensitivity and participation factors) [2], [3] and for damping design (through pole-placement, linear matrix inequalities etc) [4]. State-space methods can be applied to any physical system and have been applied to large conventional power systems and networks dominated by inverter based resources (IBRs) such as microgrids [5]. However, the state-space method can be difficult to apply in practice if IBRs are present because the differential equations describing the controllers of IBRs are not generally openly available due to commercial confidentiality of the control implementation. Further, generic models of IBRs are hard to apply because there are a variety of approaches to IBR control available, because IBR features do not necessarily scale well with power ratings and because of the lack of agreed approaches to model reduction given the interacting dynamics of subsystems in the IBR. Manufacturers do release black-box models such as compiled models for EMT simulation [6] and sometimes also impedance spectrum models $Z(j\omega)$, that relate perturbations of current to changes of voltage at the terminals [7]–[10]. These impedance spectra are transfer functions between the two variables at the electrical terminal and they capture the dynamics relevant to interactions with the grid.

Impedance models have been popular in the field of power electronics for analysis of interactions between source and load power converters [11]. They normally take the form of an output impedance of a source, $Z_S(j\omega)$ and an input admittance of a load, $Y_L(j\omega)$, which combine to give a closed-loop transfer function in the form $1/(I + Z_S(j\omega)Y_L(j\omega))$ to which Nyquist stability criterion can be applied. Originally this was applied to low-voltage DC distribution but has been extended to 3-phase AC systems modelled in the $d$-$q$ frame. However, the source-load partition cannot readily be extended to large, meshed networks. Alternative formulations of impedance (or admittance) models of meshed networks have been created and fall into two categories: nodal-loop model [12], [13] in which circuit equations from either nodal or loop analysis are assembled in a matrix format, and whole-system model [14]–[16] in which network branch admittances and impedances of apparatus at nodes are combined in a feedback loop and all elements contain dynamics of the whole-system. These two formats will be discussed fully in section II. For power systems, such models comprise matrices of impedances representing the whole network where each entry is either a transfer-function or a frequency spectrum, referred to a global reference frame.

When considering large power systems through impedance models, in nodal-loop model and whole-system model formats, it is desirable to replace Nyquist criteria and phase or gain margins with eigenvalue analysis and pole-zero assessment supplemented with modal analysis such as sensitivity and participation analysis. Creating such analysis for impedance models starts to build relationships between impedance models and state-space models, and starts to look inside the black-box impedance models and achieve almost the same transparency as white-box state-space models. This has been described as a grey-box approach [16]. However, several important issues deserve further attention:

1) The relationship between nodal-loop model and whole-system model and their underlying association with oscillatory modes should be compared and clarified, so their relative merits can be established.

2) For nodal-loop model, a method described as sensitivity of the critical admittance-eigenvalue has been put forward for tracing root-causes of poor damping. However, as will be
discussed in section III-A, this method involves the loss of some important directional information that hampers identification of appropriate tuning actions. For whole-system model, the grey-box approach is thus far only applicable for analysing participation of shunt-connected devices. Extension to identify participation of series-connected apparatus in branches is needed to be able to tune a static series synchronous compensator (SSSC) or the series element of a unified power flow controller (UPFC).

3) The original eigenvalue sensitivity, i.e. the sensitivity of state-space eigenvalue describing the modes, has not been solved for impedance models in any of the previous research.

This paper sets out to address the above issues. It will present the full analytical relationship between root-cause analysis methods in two forms of impedance model and propose a unified approach to calculate the eigenvalue sensitivity for root-cause analysis of instability. The paper is organised as follows. Nodal-loop model and whole-system model are discussed and compared in Section II. In Section III, the critical admittance-eigenvalue sensitivity is reviewed with its limitations discussed. From this, it will be shown that a further term can be identified to relate critical admittance-eigenvalue sensitivity to other forms of eigenvalue sensitivity analysis and create a unified view of root-cause analysis. In Section IV, the theories are verified through numerical case-studies of a 3-node passive circuit, a modified IEEE 14-bus network and a modified NETS-NYPS 68-bus network. The last section concludes the paper.

II. REVIEW OF THE NETWORKED IMPEDANCE MODELS

Recent research work has extended the applicability of impedance spectrum models to meshed network through creation of matrices in which each entry in a matrix is a transfer function or a frequency spectrum aligned to a global synchronous frame. Currently, there are two major categories of such networked impedance models: nodal-loop model and whole-system model. An overview is given in Fig. 1 of the formulation, the main characteristics, and the relationships between nodal-loop model and whole-system model.

A. Nodal-loop Model

Nodal-loop model uses the well-established nodal or loop forms of circuit analysis to generate a set of circuit equations assembled in matrix form. We refer to such models as a nodal admittance model \(Y^{\text{nodal}}\) and a loop impedance model \(Z^{\text{loop}}\).

\(Y^{\text{nodal}}\) is of the same form as the nodal admittance matrix \(Y_N\) widely used for power flow calculations in power systems except that (i) instead of each entry in \(Y_N\) being a single value evaluated at the operating frequency, the entries in \(Y^{\text{nodal}}\) are all spectra or in the form of small-signal transfer functions at an operating point of the power system, (ii) instead of treating each item of shunt-connected apparatus as a zero-impedance voltage source (consequently seen as an open-circuit in \(Y_N\)), \(Y^{\text{nodal}}\) treats each apparatus as an admittance entry and incorporates them with other parts of the network. As shown in Fig. 1(a), \(Y^{\text{nodal}}\) expresses how a vector of voltage perturbations \(\tilde{\delta}\) applied at the nodes of the grid creates a vector of corresponding changes in nodal currents \(\Delta I\). Such formation is a simple open-loop relationship as

\[
Y^{\text{nodal}} = Y_N + Y_A
\]

Similarly, \(Z^{\text{loop}}\) expresses how a vector of current perturbations applied to each loop current of the grid creates a vector of corresponding additional loop voltage drops around the loop, as shown in Fig. 1(b). Although broadly a dual of the nodal admittance model, the loop impedance model can be formulated in a variety of ways for a given grid and without a systematic approach to the choice of loop currents. It is difficult to manipulate this model in further analysis.

Both \(Y^{\text{nodal}}\) and \(Z^{\text{loop}}\) will express the resonances or modes in the system, in other words, they will reflect the eigenvalue of the state-space model. It has been proved [17] that the zeros of the determinant of \(Y^{\text{nodal}}\) or \(Z^{\text{loop}}\) are equal elements of the vector of state-space eigenvalues \(\lambda\). For the sake of brevity, we also use \(\lambda\) to represent a single eigenvalue of the state-space model, and define \(\det(Y^{\text{nodal}}(s)) \triangleq Y^{\text{nodal}}(s)\) as a transfer function formed by the determinant, such that

\[
Y^{\text{nodal}}(\lambda) = 0.
\]

One benefit of using the nodal-loop model is that each entry in the matrix is mapped to an aggregation of some specific components in the network, so offers explicit geographic information. For example, for \(Y^{\text{nodal}}\), the diagonal entry \(Y^{\text{nodal}}_{ii}\) represent all admittances terminating at node \(i\), whereas the off-diagonal entry \(Y^{\text{nodal}}_{ki}\) is the negative of the sum of admittances between node \(k\) and node \(i\). By studying eigenvalue sensitivity with respect to entries of \(Y^{\text{nodal}}\), the root-cause of the oscillation can be easily located whether the root-cause is a shunt or series-connected item. Recognising this, a sensitivity method in nodal-loop model was proposed [18] and named critical mode sensitivity. The method seeks to replicate the analysis of the state-space matrix \(A\), and investigates the sensitivity of the ‘zero’ eigenvalue of \(Y^{\text{nodal}}\) with respect to an element \(Y^{\text{nodal}}_{ki}\). The related issues will be discussed further in section III-A.

Another important observation is that perturbation of a nodal voltage of \(Y^{\text{nodal}}\) can be considered as a theoretical step but as a practical exercise is problematic. In practice, nodes will have stiff voltage sources present, hence perturbing the node voltage with a perturbation in parallel to conduct an online measurement of \(Y^{\text{nodal}}\) is not feasible. Similarly, measuring \(Z^{\text{loop}}\) online with a current perturbation in series is not feasible.

B. Whole-system model

The formulation of a model by identification of a source impedance and load admittance was feasible for simple power supply systems but difficult to apply in a meshed grid with intermingled sources and loads so other formulations have been sought. A useful separation is between, on the one hand, the shunt-connected apparatus appearing at nodes (which includes generators, such as synchronous machines and inverters, and loads) and on the other hand the lines and cables of...
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| Understanding from voltage/current injections | Nodal-loop Model | Whole-system Model |
|---------------------------------------------|-----------------|-------------------|
| small-signal injections: \( \hat{v} = [\hat{v}_1, \ldots, \hat{v}_n]^T \) | \( \Delta i = Y_{nodal} \cdot \hat{v} \) | \( \Delta v = Z_{sys} \cdot \hat{v} \) |
| small-signal outputs: \( \Delta v = [\Delta v_1, \ldots, \Delta v_m]^T \) \( \Delta i = [\Delta i_1, \ldots, \Delta i_m]^T \) | | |

Fig. 1. The four types of networked impedance models and their characteristics.

the branches of the network that connect nodes [15]. Based on this separation, the whole-system impedance model \( Z_{sys} \) and the whole-system admittance model \( Y_{sys} \) can be formed. Taking \( Z_{sys} \) as an example, the system is first separated into a diagonal impedance matrix \( Z_A \), where the diagonal-entries are the impedances of apparatus at each node, and the network nodal admittance matrix \( Y_N \) containing the admittances of branches. The model is then formulated with a virtual nodal injection of current \( \hat{i} \) which causes a change in the apparatus voltage \( \Delta v \), which in turn creates a feedback effect by causing a change of current flowing into the network \( \Delta i \). This feedback arrangement is illustrated in Fig. 1(c), and the response \( \Delta v \) is

\[
\Delta v = Z_A (I + Y_N Z_A)^{-1} \cdot \hat{i},
\]

where \( I \) is identity matrix. (3) gives rise to the definition of \( Z_{sys} \):

\[
Z_{sys} = Z_A (I + Y_N Z_A)^{-1}.
\]

Similarly, the formulation of whole-system admittance model is shown in Fig. 1(d) and defined as

\[
Y_{sys} = (I + Y_N Z_A)^{-1} Y_N.
\]

The elements of \( Y_{sys} \) and \( Z_{sys} \) are all transfer functions which have a common set of poles and those poles are also identical to the poles of \( (sI - A)^{-1} \) from the state-space model. As each element contains the information of the dynamic characteristics of the whole system, such model is referred as whole-system model. It is further reported in [16] that the residues of the diagonal elements \( Y_{sys}^{kk} \) lead to the admittance participation factors of apparatus connected in parallel with the \( k \)-th current injection source, and that the residues of \( Z_{sys}^{kk} \) lead to the admittance participation factors of apparatus connected in parallel with the \( k \)-th current injection source. Compared with sensitivity method in nodal-loop model, the participation analysis in whole-system model creates a fuller view of how changes in parameters affect the damping and natural frequency of a mode. The details of the difference mentioned here will be explored in Section III. Note that that the participation analysis for whole-system model in [16] did not extend to series-connected components.

From Fig. 1, it can be seen by changing the voltage injections into current injections, \( Y_{nodal} \) will become \( Z_{sys} \), hence we have

\[
(Z_{sys})^{-1} = Y_{nodal}.
\]

The above relationship can also be easily proved mathematically from (1) and (4):

\[
(Z_{sys})^{-1} = (I + Y_N Z_A) Z_A^{-1} = Y_A + Y_N = Y_{nodal},
\]

noting that \( Y_A = Z_A^{-1} \) is a diagonal matrix of apparatus admittance. Note that (6) does not hold when \( s = \lambda \) because \( \lambda \) is a singularity of \( Y_{nodal} \). It is also worth remarking that there is no evidence of a general relationship between \( Z_{loop} \) and \( Y_{sys} \).

In contrast to the difficulty of measuring \( Y_{nodal} \) and \( Z_{loop} \) online with parallel voltage or series current perturbations, measuring \( Z_{sys} \) and \( Y_{sys} \) online with parallel current or series voltage perturbations is feasible.

Comparing across all models in Fig. 1, one can conclude that for systematic analysis, nodal analysis is preferred because there is an exclusive definition for a given power system, which is not the case for loop analysis because loops can be selected in several different ways. For measurement of a model,
it is preferable to connect a current injection source in parallel with node-connected apparatus since series-connection of a voltage perturbation source requires breaking into the original structure and inserting a transformer in series to facilitate the injection. For the further examinations, the models \( Y_{\text{nodal}} \) and \( Z_{\text{sys}} \) will be the main focus.

III. IMPEDANCE-BASED ROOT-CAUSE ANALYSIS

Previous research [12], [13], [18]–[20] discussed the concept and applications of critical admittance-eigenvalue sensitivity in \( Y_{\text{nodal}} \) and \( Z_{\text{loop}} \) with the aim of providing similar information to eigenvalue sensitivity. However, several issues related to critical admittance-eigenvalues have not been fully addressed. This section first reviews the critical admittance-eigenvalue sensitivity method and discusses its limitations. The formulation of eigenvalue sensitivity through impedance models in a way that is fully equivalent to that in state-space models is then set-out, and compared with the results of critical admittance-eigenvalue sensitivity. The relationship between eigenvalue sensitivity and the residues of \( Z_{\text{sys}} \) is also revealed, which provides straightforward access to eigenvalue sensitivity with respect to any components’ admittance. The grey-box approach of [16] is extended to the sensitivity analysis to facilitate tracing of root-causes to different depths, i.e., apparatus and parameters, culminating in a complete theoretical approach to tracing root-causes in impedance models.

A. Review of critical admittance-eigenvalue sensitivity \( \frac{\partial \gamma}{\partial Y_{ki}} \)

The concept of a critical admittance-eigenvalue, also referred to in the literature as a critical resonance mode, a critical eigenvalue, or a critical mode, was first given in [18] where it was defined as the smallest eigenvalue of \( Y_{\text{N}} \) at the resonance frequency of the mode of interest. Work in [12], [13] extended the scope of the critical admittance-eigenvalue to \( Y_{\text{nodal}} \), and defined as the zero-eigenvalue of \( Y_{\text{nodal}} \) at \( s = \lambda \). Because such an ‘eigenvalue’ is an eigenvalue of \( Y_{\text{nodal}} \), we draw a careful distinction between it and \( \lambda \), and choose the term ‘critical admittance-eigenvalue’ to refer to it. In this paper, we use \( \lambda \) to represent the eigenvalues of state-space matrix \( A \), referred to simply as eigenvalues, and use \( \gamma \) to represent the critical admittance-eigenvalues. Here we also set out definitions of \( \lambda \) and \( \gamma \) to help clarify the concepts.

An oscillatory mode \( \lambda \) of the system is defined as:

\[
\lambda \in \text{eig}(A), \lambda = \sigma \pm j\omega,
\]

where \( \sigma \) refers to the damping and \( \omega \) refers to the natural frequency of the mode. For each \( \lambda \), there is a corresponding critical admittance-eigenvalue \( \gamma \) which is an eigenvalue of \( Y_{\text{nodal}}(\lambda) \) defined as:

\[
\gamma \in \text{eig} \left( Y_{\text{nodal}}(\lambda) \right), \gamma = 0.
\]

It is certain that a zero-valued critical admittance-eigenvalue exists because \( \lambda \) is a zero of the determinant of \( Y_{\text{nodal}} \), i.e., \( Y_{\text{det}}(\lambda) = 0 \) and \( Y_{\text{nodal}}(\lambda) \) is not full-rank, thus there is at least one eigenvalue of \( Y_{\text{nodal}}(\lambda) \) that is equal zero. Here we also introduce a very important premise: \( \lambda \) is assumed to be a non-repeated eigenvalue of \( A \). Under this premise, the rank of \( Y_{\text{nodal}}(\lambda) \) is \( N - 1 \), hence there is one and only one \( \gamma \) corresponding to each \( \lambda \). Such a premise was implicitly applied in the previous literature but not specifically mentioned.

Previous research stated that \( \gamma \) is the main factor determining the characteristics of the mode being examined, but the proof of this finding has some flaws. Most previous research proves it by using the idea of modal current injection at the modal frequency. However \( Y_{\text{nodal}} \) is a singular matrix at \( s = \lambda \) and therefore its inverse matrix does not exist, neither does the inverse of its diagonalised matrix, a fact overlooked in the previous proofs. To avoid this difficulty, we prove this conclusion using a new method based on small-signal perturbation, as shown in Appendix A-A. The proof establishes that for a variation of a physical parameter in the system, the corresponding variation \( |\Delta \gamma| \) is proportional to the variation of the mode \( |\Delta \lambda| \). Consequently, the sensitivity \( \frac{\partial \gamma}{\partial Y_{ki}} \) also reflects the sensitivity of the mode with respect to \( Y_{\text{nodal}}(\lambda) \). By extending such sensitivity to the whole network, a critical admittance-eigenvalue sensitivity matrix is then defined as \( S_{\gamma} \), in which the entry in the \( i \)-th row and the \( k \)-th column, \( S_{\gamma,ik} \), is the sensitivity of \( \gamma \) with respect to the \( (k, i) \) element of \( Y_{\text{nodal}}(\lambda) \), as shown below:

\[
S_{\gamma,ik} = \frac{\partial \gamma}{\partial Y_{ki}}.
\]

It was proven in [19] that the matrix \( S_{\gamma} \) can be directly calculated as the outer product of \( u_{\gamma} \) and \( w_{\gamma} \)(the left and right eigenvectors of \( Y_{\text{nodal}}(\lambda) \) corresponding to \( \gamma \)) as:

\[
S_{\gamma} = u_{\gamma} \otimes w_{\gamma} = u_{\gamma} w_{\gamma}^T.
\]

This finding is encouraging because it has the same format as the sensitivity analysis in a state-space model: the outer product of left and right vectors [21]. Besides this, a major benefit of \( S_{\gamma} \) is that the entry of \( Y_{\text{nodal}} \) maps to specific physical components in the system, as mentioned in Section II. By comparing \( \frac{\partial \lambda}{\partial Y_{ki}} \), system operators can determine which components play a dominant role in \( \gamma \), thus providing intuition as to the root-cause of the oscillatory mode \( \lambda \).

However, several key issues related to the critical admittance-eigenvalue sensitivity have not been addressed:

1) The eigenvalue of interest, \( \lambda \), is mostly likely a complex conjugate pair, i.e., \( \lambda = \sigma \pm j\omega \). However, \( \frac{\partial \gamma}{\partial Y_{ki}} \) cannot indicate how a component admittance affects \( \sigma \) and \( \omega \) as separate parts of \( \lambda \), and so does not provide fully useful information on how to tune the parameter to shift \( \lambda \) in the desired direction on the complex plane.

2) The sensitivity values in \( S_{\gamma} \) are complex but it has not been established how to interpret the real and imaginary parts and previous studies tend to resort to comparing the absolute values. It is also not clear how to compare the sensitivity in a three-phase system, where the sensitivity values are \( 2 \times 2 \) matrix blocks in \( d-q \) frame.

3) \( Y_{\text{nodal}} \) cannot be measured online, hence equation (11) can not be used in a measurement-based situation.
B. Calculation of the eigenvalue sensitivity \( \frac{\partial \lambda}{\partial y_{ki}} \)

To strictly evaluate how impedance of network components affect \( \lambda \), the eigenvalue sensitivity \( \frac{\partial \lambda}{\partial y_{ki}} \) should be found. In a similar fashion to \( S_\gamma \), we define the eigenvalue sensitivity matrix as \( S_\lambda \), in which the element in the \( j \)-th row \( k \)-th column is

\[
S_{\lambda,ik} = \frac{\partial \lambda}{\partial Y_{\text{nodal}}^\gamma_{ki}}. \tag{12}
\]

Now we determine the value of \( \frac{\partial \lambda}{\partial y_{ki}} \). By using the method of eigenvalue perturbation on (2), it can be proved that

\[
S_{\lambda} = -\frac{\text{adj}(Y_{\text{nodal}}^{\gamma}(\lambda))}{Y_{\text{det}}^\gamma(\lambda)} \cdot \frac{\lambda}{\det(Y_{\text{det}}(\lambda))}. \tag{13}
\]

The proof of (13) is given in Appendix A-B where \( Y_{\text{det}}^{\gamma}(s) \) is the derivative of \( Y_{\text{det}}^{\gamma}(s) \) at \( s = \lambda \) defined in (42). Equation (13) provides a direct method to calculate eigenvalue sensitivity from \( Y_{\text{nodal}}^{\gamma} \).

Now we seek to establish the formal relationship between \( S_\lambda \) and \( S_\gamma \). Because \( \lambda \) is non-repeated, the rank of \( Y_{\text{det}}^{\gamma}(\lambda) \) is \( N-1 \), thus the rank of its adjunct matrix \( \text{adj}(Y_{\text{nodal}}^{\gamma}(\lambda)) \) is 1. It is known that a rank-1 matrix can be expressed as the outer product of two vectors. Hence we have

\[
\text{adj}(Y_{\text{nodal}}^{\gamma}(\lambda)) = x \otimes y = xy^T, \tag{14}
\]

where \( x \) and \( y \) are two column-vectors of dimension \( N \). Equation (14) has the same format as (11). According to the proof in Appendix A-C,

\[
\text{adj}(Y_{\text{nodal}}^{\gamma}(\lambda)) = xy^T = \text{tr}(\text{adj}(Y_{\text{nodal}}^{\gamma}(\lambda))) \cdot u_{\gamma} \cdot w_{\gamma}^T. \tag{15}
\]

Combining (10)-(15) yields

\[
S_{\lambda} = \xi \cdot S_{\gamma} = \xi u_{\gamma} w_{\gamma}^T, \tag{16}
\]

where \( \xi \) is a coefficient with a value of

\[
\xi = -\frac{\text{tr}(\text{adj}(Y_{\text{nodal}}^{\gamma}(\lambda)))}{Y_{\text{det}}^\gamma(\lambda)}. \tag{17}
\]

Equations (16) and (17) reveal the relationship between critical admittance-eigenvalue sensitivity \( \frac{\partial \gamma}{\partial y_{ki}} \) and eigenvalue sensitivity \( \frac{\partial \lambda}{\partial y_{ki}} \); the two values are differ by a coefficient \( \xi \). Since the mode of interest, \( \lambda \), is usually a conjugate complex pair, it is clear from (17) that \( \xi \) will accordingly be a conjugate complex pair, which contains directional information. By omitting \( \xi \), the term \( \frac{\partial \lambda}{\partial y_{ki}} \) studied in the previous literature loses any meaning in terms of its direction in complex plane and hence cannot reveal a components’ influence on the \( \sigma \) and \( \omega \) parts of \( \lambda \). As a result, components with relatively large magnitude of critical admittance-eigenvalue sensitivity may possibly, but not necessarily, affect the \( \lambda \)-mode. Comparing with the grey-box approach proposed in [16], critical admittance-eigenvalue sensitivity is equivalent to layer-1 of the grey-box. In contrast, the eigenvalue sensitivity \( \frac{\partial \lambda}{\partial y_{ki}} \) can precisely show how component admittance affects the mode in both damping and natural frequency and is comparable to layer-2 and layer-3 of the grey-box method.

C. Complete theory of impedance-based root-cause analysis

To compute the value of \( \frac{\partial \lambda}{\partial y_{ki}} \), it is straightforward to apply (13) or (16). However, as mentioned before, the elements in \( Y_{\text{nodal}}^{\gamma} \) cannot be measured readily online because small-signal voltage perturbations cannot be injected in parallel with stiff voltage sources. This is an important factor limiting the practical application of eigenvalue sensitivity in impedance models. On the other hand, \( Z_{\text{sys}}^{\gamma} \) can be measured online, and the residues of the diagonal-elements in \( Z_{\text{sys}}^{\gamma} \) can lead to the admittance participation factor of shunt-connected components. This observation lead us to explore the relationship between eigenvalue sensitivity and the residues of \( Z_{\text{sys}}^{\gamma} \).

Since \( \lambda \) is a non-repeated pole of \( Z_{\text{sys}}^{\gamma} \), according to the definitions, the residues of \( Z_{\text{sys}}^{\gamma} \) at \( s = \lambda \) can be expressed as

\[
\text{Res}_\lambda Z_{\text{sys}}^{\gamma} \left( s \rightarrow \lambda \right) Z_{\text{sys}}^{\gamma}(s) \tag{18}
\]

Substituting (6) yields

\[
\text{Res}_\lambda Z_{\text{sys}}^{\gamma} \left( s \rightarrow \lambda \right) = \lim_{s \rightarrow \lambda} \left( (s - \lambda)Z_{\text{sys}}^{\gamma}(s)^{-1} \right)
= \lim_{s \rightarrow \lambda} \left( \frac{s - \lambda}{Y_{\text{det}}(s)} \text{adj}(Y_{\text{nodal}}^{\gamma}(s)) \right) \tag{19}
\]

Combined with the fact in (2), L’Hôpital’s rule can be applied on (19) and yields

\[
\text{Res}_\lambda Z_{\text{sys}}^{\gamma} = \frac{\text{adj}(Y_{\text{nodal}}^{\gamma}(\lambda))}{Y_{\text{det}}^{\gamma}(\lambda)} \tag{20}
\]

The detailed proof of equation (20) can be found in Appendix B in [16]. Combining (13) and (20), it is clear to have

\[
S_{\lambda} = -\text{Res}_\lambda Z_{\text{sys}}^{\gamma}. \tag{21}
\]

The finding in equation (21) indicates a practical route for determining the sensitivity, because the spectra of the entries in \( Z_{\text{sys}}^{\gamma} \) can be measured online, and the poles and residues can be identified from the spectra by vector fitting techniques [22]. This method also provides useful flexibility for comparing sensitivities where only some specific elements in \( S_\lambda \) need to be compared. A system operator could choose to partially measure \( Z_{\text{sys}}^{\gamma} \), that is, the relevant elements of the matrix only, rather than acquiring the full matrix of the networked impedance model. Such flexibility cannot be achieved in equations (13) or (16).

Based on (21), eigenvalue sensitivity analysis can be implemented for the whole system and provide access to the state-space eigenvalue sensitivities with respect to admittance of any component in the system. For a component with admittance \( y \), the eigenvalue sensitivity with respect to \( y \) can be derived as

\[
\frac{\partial \lambda}{\partial y} = \sum_{k,i} \frac{\partial \gamma}{\partial y_{ki}} \frac{\partial y_{ki}}{\partial y} = -\text{tr} \left( \text{Res}_\lambda Z_{\text{sys}}^{\gamma} \frac{\partial Y_{\text{nodal}}^{\gamma}}{\partial y} \right). \tag{22}
\]

For instance,

\[
\frac{\partial \lambda}{\partial y} = \begin{cases} -\text{Res}_\lambda Z_{kk}^{\gamma} & \text{shunt-connected } y \text{ at node-}k, \\ -\text{Res}_\lambda Z_{kk}^{\gamma} - \text{Res}_\lambda Z_{ki}^{\gamma} + \text{Res}_\lambda Z_{ki}^{\gamma} & \text{branch-connected } y \text{ as branch-}ki. \end{cases}
\]
It can be seen that the admittance participation factor defined in [16] is equivalent to the eigenvalue sensitivity of a shunt-connected component, hence can be merged into the $S_\lambda$ and forms a general approach for root-cause analysis. For a component with admittance $y$ in the system, we define the admittance sensitivity factor as

$$s_{\lambda,y} = -\text{tr} \left( \text{Res}_\lambda Z^{\text{sys}} \frac{\partial Y^{\text{modal}}}{\partial y} \right)^*,$$  \hspace{1cm} (23)$$

such that

$$\Delta \lambda = \langle s_{\lambda,y}, \Delta y(\lambda) \rangle. \hspace{1cm} (24)$$

If the sensitivity of $y$ with respect to a parameter of $\rho$ is further known, i.e., $\frac{\partial y}{\partial \rho}$, we define the parameter sensitivity factor as

$$s_{\lambda,\rho} = \langle s_{\lambda,y}, \frac{\partial y(\lambda)}{\partial \rho} \rangle \hspace{1cm} (25)$$

such that

$$\Delta \lambda = s_{\lambda,\rho} \cdot \Delta \rho. \hspace{1cm} (26)$$

The three-layer grey-box approach can then be extended to the eigenvalue sensitivity analysis, simply by replacing the participation factors with the newly defined sensitivity factors. Such an extension solves the difficulties of analyzing the effect of branch-connected components. The difficulty of comparing complex numbers in $2 \times 2$ matrix blocks are also solved in this approach. With the extended grey-box approach, system operators will be able to analyze the origins and the propagation of oscillatory modes. With additional knowledge of $\partial y/\partial \rho$, the system operator can also determine how to tune the parameters with the highest sensitivities to move $\lambda$ leftward in the complex plane to improve damping of a mode of the system. Since the grey-box approach was described in [16], it is not repeated here. The theoretical elements and the application of the grey-box approach are summarised in Fig. 2, which offers a step-by-step guidance on how to extract the sensitivity information from impedance models, either using measurement data or using disclosed models. It should be noted that the methods in this paper consider small-signal conditions, so all of the results above remain true within a small range around steady-state and for the frequency point $s = \lambda$. In a case where the system needs to be tuned over a large range, the methods need to be applied iteratively.

IV. CASE STUDIES

Three case studies of different scale have been performed. A simple 3-node passive circuit is used to verify the relationships identified between different formulations of eigenvalue sensitivity. A modified IEEE 14-bus test system is used to explore the effectiveness of the methods in assessing system stability and tuning controllers. A modified NETS-NYPS 68-bus network is used to verify the methods in large-scale systems and to provide insights into inter-area modes. The system data, the codes used to generate the simulation results, and all numerical results are available at: https://github.com/Future-Power-Networks/Publications [23].
TABLE I
CRITICAL ADMITTANCE-EIGENVALUE SENSITIVITY AND EIGENVALUE SENSITIVITY FOR SELECTED COMPONENTS IN THE GREY-BOX LAYER 1, 2

| Mode, component | Critical admittance-eigenvalue | State-space eigenvalue |
|----------------|-------------------------------|-----------------------|
|                | $\frac{\partial \lambda}{\partial y}$ | $\|\frac{\partial \gamma}{\partial y}\|$ | $s_{\lambda,y}$ | $\|s_{\lambda,y}\| \|y\| | $s_{\lambda,y}$ | $\|s_{\lambda,y}\| \|y\| |
| $\lambda_1$, $y_{12}$ | 1.747 $\pm$ 0.045 | 4.576 | -0.201 $\pm$ 0.152 | 0.659 | -0.036 $\pm$ 0.658 |
| $\lambda_1$, $y_{12}$ | 0.848 $\pm$ 0.044 | 3.969 | -0.089 $\pm$ 0.084 | 0.571 | -0.001 $\pm$ 0.571 |
| $\lambda_2$, $y_{13}$ | 1.698 $\pm$ 0.102 | 4.103 | -0.273 $\pm$ 0.179 | 0.788 | -0.597 $\pm$ 0.515 |
| $\lambda_2$, $y_{13}$ | 0.679 $\pm$ 0.026 | 3.802 | -0.111 $\pm$ 0.069 | 0.730 | 0.548 $\pm$ 0.483 |
| $\lambda_3$, $y_{13}$ | 0.256 $\pm$ 0.053 | 0.232 | -0.031 $\pm$ 0.045 | 0.048 | 0.009 $\pm$ 0.048 |
| $\lambda_3$, $y_{13}$ | 0.442 $\pm$ 0.053 | 0.270 | -0.026 $\pm$ 0.089 | 0.056 | -0.009 $\pm$ 0.056 |

and eigenvalue sensitivity. Because of the repeated information in a conjugate pair, we only consider the values at the upper-half plane, i.e.,

$$\lambda_1 = -0.837 + j0.968 \text{ rad/S}, \quad \xi_1 = -0.109 + j0.094$$

$$\lambda_2 = -0.945 + j0.270 \text{ rad/S}, \quad \xi_2 = -0.167 + j0.096$$

$$\lambda_3 = -0.130 + j0.045 \text{ rad/S}, \quad \xi_3 = -0.082 + j0.192.$$  

For each of the three eigenvalues, we identify the two components which have the largest affect on the mode characteristic as noted int the first column of Table I. The third column shows the critical admittance-eigenvalue sensitivity in magnitude form (Layer-1 of the grey-box). $|\frac{\partial \lambda}{\partial y}|$. The penultimate column is the eigenvalue sensitivity in magnitude form, $|s_{\lambda,y}|$. Comparing these two columns, one can see that there is a fixed scalar relationship between them and they therefore contain the same information and both roughly indicate the participation of the components in the modes. However, examining the vector form of the quantities, $\frac{\partial \gamma}{\partial y}$ has a different ratio between the real-part and imaginary-part of the sensitivity than $s_{\lambda,y}$, in other words a different angle. This illustrates the conclusions in III-B that the critical impedance eigenvalue sensitivity does not give an indication of how change in component value will affect damping and frequency of a mode. The result in the final column, $|s_{\lambda,y}||y|$ (layer-2 of the grey-box) does give guidance on how to stabilize the system by tuning the admittance by scaling up. For instance, increasing $y_{12}$ proportionally (scaling up), $\lambda_1$ will shift to the upper-left direction such that both the damping and natural frequency will increase.

For comparison, the eigenvalues of the system are re-computed for 5% increment in parameter and actual the change in value from the original condition is shown in the fourth column as $\Delta \lambda$. The error between the predicted and actual values, in the firth column, were calculated as

$$\text{error} = \frac{|\Delta \lambda_{pr} - \Delta \lambda|}{|\Delta \lambda_{pr}|}. \quad (31)$$

It is clear from Table II that the whole-system sensitivity analysis provides a useful prediction of the changes of eigenvalues by tuning specific parameters. The predictions are not perfect because the impedance model is based on linearized small-signal model (linearized around the steady state operating point) and therefore will not be fully accurate for substantial changes of parameter but when the perturbation is small, the error will as well be small. It can be seen that under a 5% perturbation, the errors are within 20%, and all changes are in the correct direction. With such predictions available, a system operator can choose the most effective parameters to increase or decrease in a small range, in order to move eigenvalues in the desired direction and adjust either damping or natural frequency or both. If the parameters need to be adjusted over a large range, the grey-box approach would need to be applied iteratively over the path of parameter variations. The case of $|s_{\lambda_3}||y_3|$ illustrates an important further point. The value seen in Table I is of reasonable magnitude but when looking at the effect of individual parameters in the last line of Table II we observe that it is not possible to change the damping (real part) of $\lambda_3$ by adjusting $C_3$, proving the conclusion that Layer-1 can only roughly identify the means to re-tune a mode.

B. Modified IEEE 14-bus system

We now demonstrate the use of sensitivity analysis on a three-phase power system with a mixture of inverters and conventional generators. The case study is based on the IEEE 14-bus network [24], with three additional IBRs (Type-IV wind farms) connected to buses 11, 12, 13. The detailed parameters and the control of grid-following inverters are showed in Appendix B.

The whole-system impedance spectra of the network, constructed from the admittance of all apparatus and grid
impedances, are displayed in the bode plot in Fig. 4. Because this is a three-phase power system modelled in the synchronous $d$-$q$ frame, the whole-system admittance $Z_{kk}^{sys}$ at each node is a $2 \times 2$ matrix. Only one of the four elements in the matrix (the $d$-$d$ term) is displayed since that is sufficient to illustrate the characteristics of the system. Only nodes with sources (SGs or IBRs) are present are plotted because the other nodes are passive. A significant peak is observed at 18.87 Hz at all nodes, meaning that the system has an oscillatory mode of 18.87 Hz. We choose this mode for sensitivity analysis.

Fig. 5 shows the results from the grey-box approach layer-1 and layer-2. It can be seen that nodes 6, 11, 12, 13, branch 5-6, 6-12, 6-13 stand out in the layer-1 pie chart. It indicates that the oscillation is mainly affected by these components. Breakdown of the sensitivity into real and imaginary parts in layer-2 reveals that node 6 and branch 5-6 have negative real parts and node 11, 12, 13 have positive real parts. This indicates that by increasing (scaling up) the admittance of node 6 and branch 5-6, the mode will shift leftwards in the complex plane, i.e., the damping will increase. On the other hand, by scaling up the apparatus admittance at nodes 11, 12, 13, the oscillation will be further exacerbated through reduced damping. Further to the results in layer-1, layer-2 goes on to indicate that for scaling-up of admittance, node 6 and branch 5-6 provide positive damping of the mode, while node 11, 12, 13 provide negative damping. In practical terms, scaling up of the admittance of a windfarm could be achieved by increasing the number of individual turbines operating.

Fig. 6 maps the influences on the 18.87 Hz mode as either increasing or decreasing damping for an impedance scale-up. It can be seen that damping is reduced by A11, A12 and A13, and increased by A6 and branch 5-6. Further, the main influences and participation in the mode is the upper part of the network with branch 5-6 acting as a boundary.

By applying layer-3 of the grey-box, the parameters within A11, A12 and A13 with the greatest influence on the mode can be identified as candidates for tuning. The results are shown in Table III. It can be seen that the current control bandwidths $f_i$ of the three IBRs are most influential and have a large negative value for the real part of the sensitivity. We can conclude that the low damping of the 18.87 Hz mode is mainly caused by the current control bandwidth of A11, A12 and A13 having been set too low. Layer-3 has narrowed down the root cause of the oscillation to specific parameters in a way that layers 1 and 2 and critical admittance-eigenvalue sensitivity can not. To stabilize the system, we choose to increase $f_i$ of the three IBRs by 20%, 50% and 28.5% for A11, A12 and A13 respectively which will shift the pole leftwards. Fig. 7 (a) shows the bode plot of $Z_{12,12}^{sys}$ before and after tuning. It can be seen that the resonance peak is notably flattened but also the frequency is increased from 18.87 Hz to 27.98 Hz as expected from the positive imaginary part of the sensitivities. Fig. 7 (b) shows the active power output of A12 in a time-domain simulation, in which the load at bus 12 is increased by 100% at $t=35$ s which causes a lightly damped oscillation in power flow at 18.9 Hz. It can be clearly seen that in the re-tuned system, the mode is significantly better damped and the oscillation frequency has changed to 28.0 Hz. To tune the mode to a
This paper has formalised the relationship between two forms of impedance models and two forms of impedance-based root-cause analysis methods of power systems, and for the first time calculates the value of eigenvalue sensitivity in impedance models. It has shown that the so-called critical admittance-eigenvalue sensitivity in nodal-loop model can indicate which component impedances are most influential on modes of the system but that direction information in the sensitivity is without meaning, whereas eigenvalue sensitivity analysis of whole-system model based on residues of the poles provides meaningful direction information that can be used to assess impact on damping and natural frequency separately.

**C. Modified NETS-NYPS 68-bus system**

A modified NETS-NYPS 68-bus system is used here to demonstrate the viability of the proposed theory for large-scale power systems and to prove the ability to analyse inter-area modes. The system structure and all parameters are the same as the system studied in [16], with 15 synchronous generators, 1 grid-forming inverter and 6 grid-following inverters. Compared with the participation analysis in [16], this paper has extended the scope of the sensitivity analysis to include the branches as well as the apparatus at nodes. By calculating the poles of $Z_{sys}^{d^d}$, eigenvalues of the system can be identified from which a 0.65 Hz mode, $\lambda_{0.65}$, and a 0.61 Hz mode, $\lambda_{0.61}$, are identified as inter-area modes [1]. Using the sensitivity analysis and the grey-box approach, the information in Table IV was complied which forms guidance on tuning parameters to improve the damping of these inter-area modes. The analysis reveals that the two inter-area modes are significantly affected by apparatus A1, A13 and A14, and in particular are sensitive to the inertia of the machines. For example, by reducing the inertia of A13, $\lambda_{0.65}$ will shift leftward while $\lambda_{0.61}$ will shift rightward slightly. On the other hand, a reduction in inertia at A14 will improve the damping of $\lambda_{0.61}$ but worsens that of $\lambda_{0.65}$. The lower part of Table IV shows the predicted change in the modes, $\Delta \lambda$, for a 10% reduction of inertia of both A13 and A14. The actual change, found by analysing the re-tuned system, is seen to be close to the prediction but not exact because of the linearisation of a non-linear system. The new positions of the modes are confirmed by the pole map in Fig. 8. The results confirm the ability of the grey-box sensitivity to produce useful insights into tuning in large systems. However, in the cases of inter-area modes, the sensitivities show that tuning an apparatus parameter involves compromises that lead to only modest improvements in damping. It is known that inter-area modes call for a wide area control solution probably involving flexible AC transmission system (FACTS) devices [25] but that is outside the scope of this paper.

**V. Conclusions**

This paper has formalised the relationship between two forms of impedance models and two forms of impedance-based root-cause analysis methods of power systems, and for the first time calculates the value of eigenvalue sensitivity in impedance models. It has shown that the so-called critical admittance-eigenvalue sensitivity in nodal-loop model can indicate which component impedances are most influential on modes of the system but that direction information in the sensitivity is without meaning, whereas eigenvalue sensitivity analysis of whole-system model based on residues of the poles provides meaningful direction information that can be used to assess impact on damping and natural frequency separately.
Applying Taylor’s expansion to (34), and suppressing the higher orders term gives
\[
\frac{\partial Y_{\det}^{\text{nodal}}}{\partial s} \bigg|_{\lambda_0,\rho_0} \Delta s + \frac{\partial Y_{\det}^{\text{nodal}}}{\partial \rho} \bigg|_{\lambda_0,\rho_0} \Delta \rho = 0. \tag{35}
\]
Substituting (33) into (35) leads to
\[
\Delta \gamma = -\frac{1}{K} \frac{\partial Y_{\det}^{\text{nodal}}}{\partial s} \bigg|_{\lambda_0,\rho_0} \Delta \lambda.
\]
\[
|\Delta \gamma| = \left| -\frac{1}{K} \frac{\partial Y_{\det}^{\text{nodal}}}{\partial s} \bigg|_{\lambda_0,\rho_0} \right| \cdot |\Delta \lambda|.
\]
Equation (36) proves that when there’s a small variation on \( \rho \), \( |\Delta \gamma| \) is proportional to \( |\Delta \lambda| \), so that \( \Delta \gamma \) could reflect how parameters will affect the mode \( \lambda \).

B. Proof of equation (13)

Expanding \( Y_{\det}^{\text{nodal}}(\lambda) \) along row \( k \) yields
\[
Y_{\det}^{\text{nodal}}(\lambda) = \sum_{i=1}^{n} Y_{ki}^{\text{nodal}} C_{ki},
\]
where \( C_{ki} \) is the cofactor of \( Y_{ki}^{\text{nodal}} \). According to (37) it is clear to have
\[
\frac{\partial Y_{\det}^{\text{nodal}}}{\partial \lambda^{\text{nodal}}}(\lambda) = C_{ki}.
\]
Considering a small perturbation is added on a system parameter \( \rho \), leading to a perturbation on \( Y_{ki}^{\text{nodal}} \) and \( \lambda \), i.e.
\[
Y_{ki}^{\text{nodal}} = Y_{ki0}^{\text{nodal}} + \Delta Y_{ki}^{\text{nodal}}
\]
\[
\lambda = \lambda_0 + \Delta \lambda,
\]
where the subscript 0 refers to the value before perturbation.
At the new steady state, the eigenvalue \( \lambda \) still satisfies (2), hence we have
\[
Y_{\det}^{\text{nodal}}(\lambda, Y_{ki}^{\text{nodal}}) = Y_{\det}^{\text{nodal}}(\lambda_0 + \Delta \lambda, Y_{ki0}^{\text{nodal}} + \Delta Y_{ki}^{\text{nodal}}) = 0.
\]
Since \( Y_{\det}^{\text{nodal}} \) is analytical around its zero eigenvalue \( \lambda \), applying the first-order Taylor expansion to (40) and suppressing the high-order of infinitesimal items yields
\[
\frac{\partial Y_{\det}^{\text{nodal}}}{\partial Y_{ki}^{\text{nodal}}}(\lambda) \Delta Y_{ki}^{\text{nodal}} + Y_{\det}^{\text{nodal}}(\lambda) \Delta \lambda = 0,
\]
where
\[
Y_{\det}^{\text{nodal}}(\lambda) \triangleq \frac{d Y_{\det}^{\text{nodal}}(s)}{ds} \bigg|_{s=\lambda}.
\]
Substituting (38) into (41) yields the result of
\[
\frac{\Delta \lambda}{\Delta Y_{ki}^{\text{nodal}}} = \frac{\partial \lambda}{\partial Y_{ki}^{\text{nodal}}} = S_{\lambda,ik} = -\frac{C_{ki}}{Y_{\det}^{\text{nodal}}(\lambda)},
\]
where \( C \) is the cofactor matrix of \( Y_{\det}^{\text{nodal}}(\lambda) \) and \( C_{ki} \) is its element. \( S_{\lambda} \) can then be deduced as
\[
S_{\lambda} = -\frac{1}{Y_{\det}^{\text{nodal}}(\lambda)} C^T = -\frac{1}{Y_{\det}^{\text{nodal}}(\lambda)} \text{adj}(Y_{\det}^{\text{nodal}}(\lambda)).
\]

Appendix A
Mathematical Proofs

A. Proof of critical admittance-eigenvalue \( \gamma \)

\( \gamma = 0 \) is the only zero eigenvalue of \( Y_{\det}^{\text{nodal}} \), and the determinant \( Y_{\det}^{\text{nodal}}(s, \rho) \) can be expressed as the product of all the eigenvalues of \( Y_{\det}^{\text{nodal}} \) at \((\lambda_0, \rho_0)\):
\[
Y_{\det}^{\text{nodal}}(\lambda_0, \rho_0) = \prod_{N} \text{eig} \left( Y_{\det}^{\text{nodal}}(\lambda_0, \rho_0) \right) = K \cdot \gamma = 0,
\]
where the subscription 0 means the value before perturbation, \( K \) is the product of all none-zero eigenvalues of \( Y_{\det}^{\text{nodal}} \), so that \( K \) is a none-zero coefficient. It can be clearly seen that \( Y_{\det}^{\text{nodal}}(s, \rho) \) is analytical around \((\lambda_0, \rho_0)\). Now we consider the case where a small perturbation is added on \( \rho_0 \) and the frequency point \( s \) keeps the same, the variation on \( Y_{\det}^{\text{nodal}} \) is
\[
\Delta Y_{\det}^{\text{nodal}} = \frac{\partial Y_{\det}^{\text{nodal}}}{\partial \rho} \bigg|_{\lambda_0,\rho_0} \Delta \rho
\]
\[
= K \Delta \gamma + \gamma K \Delta \lambda + K \gamma \Delta \lambda \approx K \Delta \gamma.
\]
Under the same perturbation, the mode \( \lambda_0 \) is moved to \( \lambda_0 + \Delta \lambda \). At the new steady point, the critical admittance-eigenvalue is still zero, such that
\[
Y_{\det}^{\text{nodal}}(\lambda_0 + \Delta \lambda, \rho_0 + \Delta \rho) = 0
\]
\[
(42)
\]
C. Proof of equation (15)

Since \( \lambda \) is considered as a non-repeated eigenvalue of the system, the rank of \( Y^{\text{nodal}}(\lambda) \) is \( N-1 \), hence \( Y^{\text{nodal}}(\lambda) \) has one and only one zero-eigenvalue \( \gamma \). Accordingly, the rank of its adjugate matrix \( \text{adj}(Y^{\text{nodal}}(\lambda)) \) is 1, with only one non-zero-eigenvalue \( \gamma^\dagger \). It is known that rank-1 matrix can be expressed as the outer product of two vectors, such that

\[
\text{adj}(Y^{\text{nodal}}(\lambda)) = x \otimes y = xy^\top, \tag{45}
\]

where \( x \) and \( y \) are two column-vectors of \( N \)-order. Now we prove \( Y^{\text{nodal}}(\lambda) \) corresponding to \( \gamma \), is proportional to \( x \).

For \( \gamma^\dagger \) we have

\[
\text{adj}(Y^{\text{nodal}}(\lambda)) \cdot u^\dagger_\gamma = \gamma^\dagger \cdot u^\dagger_\gamma, \tag{46}
\]

where \( u^\dagger_\gamma \) is a non-zero right-eigenvector corresponding to \( \gamma^\dagger \). Left-multiplying \( Y^{\text{nodal}} \) in (46) and rearranging the equation yields

\[
Y^{\text{nodal}}(\lambda) \cdot u^\dagger_\gamma = 0 \cdot u^\dagger_\gamma, \tag{47}
\]

where we use fact \( Y^{\text{nodal}}(\lambda) \cdot \text{adj}(Y^{\text{nodal}}(\lambda)) = Y_{\text{det}}(\lambda) = 0 \).

(47) proves that \( u^\dagger_\gamma \) is also a right-eigenvector of \( Y^{\text{nodal}}(\lambda) \) corresponding to \( \gamma \), i.e., the non-zero eigenvectors \( u^\dagger_\gamma \) and \( u_\gamma \) are linear combinations of each other. Reversely, \( u_\gamma \) is also the right eigenvector of \( \text{adj}(Y^{\text{nodal}}(\lambda)) \) corresponding to \( \gamma^\dagger \). Combined with (45) it is clear to have

\[
\text{adj}(Y^{\text{nodal}}(\lambda)) \cdot u_\gamma = x y^\top u_\gamma = \gamma^\dagger \cdot u_\gamma, \tag{48}
\]

Since \( \frac{y^\top}{y} \) is a scalar, \( x \) is proportional to \( u_\gamma \). Similarly, we can prove \( y^\top \) is proportional to \( w_\gamma^\top \). As a result,

\[
xy^\top = \eta \cdot u_\gamma w_\gamma^\top, \tag{49}
\]

where \( \eta \) is a scalar. From (45) it is clear that

\[
\text{tr} \left( \text{adj}(Y^{\text{nodal}}(\lambda)) \right) = y^\top x = \eta \cdot w_\gamma^\top u_\gamma. \tag{50}
\]

Because \( u_\gamma \) and \( w_\gamma \) are normalized as \( w_\gamma^\top u_\gamma = 1 \), \( \eta = \text{tr}(\text{adj}(Y^{\text{nodal}}(\lambda))) \). Substituting \( \eta \) into (49) yields equation (15).

APPENDIX B

MODIFIED IEEE 14-BUS SYSTEM PARAMETERS

This appendix gives the detailed parameters of the modified 14-bus system studied in this paper. The parameters of the synchronous generators are from the dynamic model built by KIOS centre at University of Cyprus [24]. The parameters of the three extra grid-following inverters are given in Table B1, and the control diagrams and PI parameters are shown in Fig. 9.

| Parameters | Values |
|-----------|--------|
| \( V_{dc} \), dc-link voltage | 2.5 pu | 2.5 pu | 2.5 pu |
| \( C_{dc} \), dc-link capacitor | 1.25 pu | 1.25 pu | 1.25 pu |
| \( X_s \), series output reactance | 0.03 pu | 0.03 pu | 0.03 pu |
| \( R \), series output resistance | 0.01 pu | 0.01 pu | 0.01 pu |
| \( f_{\text{dc}} \), dc-link control bandwidth | 10 Hz | 10 Hz | 10 Hz |
| \( f_{\text{PLL}} \), PLL control bandwidth | 10 Hz | 10 Hz | 10 Hz |
| \( f_s \), current control bandwidth | 400 Hz | 300 Hz | 350 Hz |

Fig. 9. Control diagram of the grid-following inverter, \( v_{d_1} \) is the inverter leg voltage, \( v_{d_2} \) is the filter terminal voltage.
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