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Abstract. This paper is devoted to searching for Riemannian metrics on 2-surfaces whose geodesic flows admit a rational in momenta first integral with a linear numerator and denominator. The explicit examples of metrics and such integrals are constructed. Few superintegrable systems are found having both a polynomial and a rational integrals which are functionally independent of the Hamiltonian.
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1. Introduction

A geodesic flow of the Riemannian metric $ds^2 = g_{ij}dx^idx^j$ on a 2-surface is given by the Hamiltonian system

$$\dot{x}^i = \{x^i, H\}, \quad \dot{p}_j = \{p_j, H\}, \quad H = \frac{1}{2}g^{ij}p_ip_j, \quad i, j = 1, 2,$$

(1.1)

the Poisson bracket has the form:

$$\{F, H\} = \sum_{i=1}^2 \left( \frac{\partial F}{\partial x^i} \frac{\partial H}{\partial p_i} - \frac{\partial F}{\partial p_i} \frac{\partial H}{\partial x^i} \right).$$

The geodesic flow (1.1) is called completely integrable, if there exists an additional first integral, i.e. a function $F(x, p)$ such that $\frac{dF}{dt} = \{F, H\} \equiv 0$, and $F, H$ are functionally independent a.e..

Searching for metrics on 2-surfaces with integrable geodesic flows is a classical problem. There exist certain topological obstacles to the global integrability: on surfaces of any genus larger than 1 there are no analytic Riemannian metrics with analytically integrable geodesic flows (see [1]). Note that in the smooth case this result may be wrong in general (see [2], Chapter 3).

In the overwhelming majority of known examples the first integrals are polynomials in momenta. The polynomial integrals of small degrees are well-studied (see, e.g., [3], [4]): the existence of a linear integral is related to the presence of a cyclic variable; the quadratic one is related to a possibility of the separation of variables. It was proved in [2], [5] that on 2-surfaces there exist Riemannian metrics whose geodesic flow admits a local polynomial integral of an arbitrarily high degree which is independent of the Hamiltonian. Rational in momenta first integrals of mechanical systems are also of an interest, they have been
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studied in many papers (see, e.g., [6]—[14]). Apparently, J.G. Darboux was one of the first who started an investigation of such integrals for geodesic flows ([15]). It was proved in [16] that on 2-surfaces there exist analytic Riemannian metrics with an additional local rational integral with a numerator and a denominator of arbitrarily high degrees. The proof is based on applying the Cauchy-Kovalevskaya theorem. However, the explicit construction of such metrics and rational integrals (as well as polynomial integrals of high degrees) faces with various difficulties: one can find few known examples in [17]—[19] (see also [14]). In this paper we investigate this problem (partially following the ideas outlined in [15]) in the simplest case when the degrees of a numerator and a denominator of the rational integral are equal to 1.

2. Reduction to a sole equation

Suppose that the geodesic flow of the metric \( ds^2 = \Lambda(x,y)(dx^2 + dy^2) \) on a 2-surface with coordinates \( x, y \) admits a rational integral

\[
F = \frac{f_1(x,y)p_1 + g_1(x,y)p_2}{f_2(x,y)p_1 + g_2(x,y)p_2}.
\]

The Hamiltonian has the form \( H = \frac{p_1^2 + p_2^2}{2\Lambda} \). The Poisson bracket vanishes which produces

\[
2\Lambda(f_2f_{1x} - f_1f_{2x}) + \Lambda_y(f_2g_1 - f_1g_2) = 0, \tag{2.1}
\]

\[
2\Lambda(g_2f_{1x} - f_1f_{2x} + f_2(f_1y + g_1x) - f_1(f_2y + g_2x)) + \Lambda_x(f_1g_2 - f_2g_1) = 0, \tag{2.2}
\]

\[
2\Lambda(f_2g_{1y} - f_1g_{2y} + g_2(f_1y + g_1x) - g_1(f_2y + g_2x)) - \Lambda_y(f_1g_2 - f_2g_1) = 0, \tag{2.3}
\]

\[
2\Lambda(g_2g_{1y} - g_1g_{2y}) + \Lambda_x(f_1g_2 - f_2g_1) = 0. \tag{2.4}
\]

In slightly different notations this system was written down in [16], an existence of analytic solutions (generally speaking, local ones) was also established there. In this paper we construct such solutions in an explicit form. According to [14] (2.1) — (2.4) imply

\[
\left( \frac{f_1 - ig_1}{f_2 - ig_2} \right)_x - i \left( \frac{f_1 - ig_1}{f_2 - ig_2} \right)_y = 0. \tag{2.5}
\]

Let us rewrite this equality in the following way

\[
(u - iv)_x - i (u - iv)_y = 0,
\]

where

\[
u = \frac{f_1f_2 + g_1g_2}{f_2^2 + g_2^2}, \quad v = \frac{f_2g_1 - f_1g_2}{f_2^2 + g_2^2}.
\]

Consequently, \( u_{xx} + u_{yy} = v_{xx} + v_{yy} = 0 \), i.e. \( u(x,y), v(x,y) \) are two conjugate harmonic functions:

\[
u_x = v_y, \quad u_y = -v_x. \tag{2.6}
\]

Notice that if \( v(x,y) \equiv 0 \), then the first integral \( F \) does not depend on momenta. We may find \( f_1(x,y), g_1(x,y) \) in the following way:

\[
f_1 = f_2u - g_2v, \quad g_1 = g_2u + f_2v. \tag{2.7}
\]
Denote \( \Lambda(x, y) = e^{\lambda(x,y)} \). Due to (2.6), (2.7) the system (2.1) — (2.4) is equivalent to the following two equations:

\[
\begin{align*}
(f_2^2 + g_2^2)\nu \lambda_y - 2f_2(v g_2)_x + 2f_2^2 v_y + 2g_2 v f_2 x &= 0, & (2.8) \\
(f_2^2 + g_2^2)\nu \lambda_x - 2g_2(v f_2)_y + 2g_2^2 v_x + 2f_2 v g_2 y &= 0. & (2.9)
\end{align*}
\]

We will restrict ourselves to searching for solutions such that \( f_2(x,y) \) and \( g_2(x,y) \) do not vanish simultaneously. Without loss of generality assume that \( f_2^2 + g_2^2 = 1 \). Put \( f_2(x,y) = \sin \mu(x,y), g_2(x,y) = \cos \mu(x,y) \), then (2.8), (2.9) imply that

\[
\begin{align*}
\nu(\lambda_y + 2\mu_x) - 2 \sin \mu (v_x \cos \mu - v_y \sin \mu) &= 0, & (2.10) \\
\nu(2\mu_y - \lambda_x) - 2 \cos \mu (v_x \cos \mu - v_y \sin \mu) &= 0. & (2.11)
\end{align*}
\]

Multiply (2.10) by \( \sin \mu \), (2.11) by \( \cos \mu \) and sum them up; the obtained equality is equivalent to:

\[
\left( v e^{\frac{\lambda}{2}} \cos \mu \right)_x - \left( v e^{\frac{\lambda}{2}} \sin \mu \right)_y = 0. & (2.12)
\]

By the analogous way, multiplying (2.10) by \( \cos \mu \), (2.11) by \( \sin \mu \) and subtracting one from the other, one obtains

\[
\left( e^{\frac{\lambda}{2}} \cos \mu \right)_y + \left( e^{\frac{\lambda}{2}} \sin \mu \right)_x = 0. & (2.13)
\]

Put \( \sigma = e^{\frac{\lambda}{2}} \cos \mu, \tau = -e^{\frac{\lambda}{2}} \sin \mu \). The equations (2.12), (2.13) take the form

\[
(v\sigma)_x + (v\tau)_y = 0, \quad \sigma_y = \tau_x.
\]

The equality \( \sigma_y = \tau_x \) implies that there exists a function \( \psi(x,y) \) such that \( \psi_x = \sigma, \psi_y = \tau \). Thus, the first equation is equivalent to

\[
(v\psi_x)_x + (v\psi_y)_y = 0. & (2.14)
\]

Let us express \( f_2, g_2 \) in terms of \( \psi \). In view of the substitutions made above we have \( f_2 = -e^{-\frac{\lambda}{2}} \psi_y, \quad g_2 = e^{-\frac{\lambda}{2}} \psi_x \). Since the coefficients of \( F \) are defined up to a multiplication by an arbitrary function, due to (2.7) one may assume that \( f_2 = -\psi_y, g_2 = \psi_x \). Expressing the other unknown functions in terms of \( \psi \), we obtain

\[
\begin{align*}
f_2 &= -\psi_y, \quad g_2 = \psi_x, & (2.15) \\
f_1 &= -\psi_y u - \psi_x v, \quad g_1 = \psi_x u - \psi_y v, \\
\lambda &= \ln(\psi_x^2 + \psi_y^2), \quad \Lambda = \psi_x^2 + \psi_y^2. & (2.16)
\end{align*}
\]

Thus the following theorem holds true.

**Theorem 1.** Let \( u(x,y), v(x,y) \) be two arbitrary conjugate harmonic functions satisfying (2.6). Also assume that \( \psi(x,y) \) is an arbitrary function satisfying (2.14) and functions \( f_1(x,y), g_1(x,y), f_2(x,y), g_2(x,y) \) and \( \Lambda(x,y) \) satisfy (2.15) and (2.16). Then the geodesic flow of the metric \( ds^2 = \Lambda(x,y)(dx^2 + dy^2) \) admits a rational integral

\[
F = \frac{f_1(x,y)p_1 + g_1(x,y)p_2}{f_2(x,y)p_1 + g_2(x,y)p_2}.
\]
Summing it up, given a solution \( \psi(x, y) \) to the equation (2.14), one can find the metric and all the coefficients of the first integral \( F \) using (2.15), (2.16).

3. Construction of solutions to the key equation

Let us make the change of variables \((x, y) \to (u(x, y), v(x, y))\) in (2.14). If the gradient of \( v(x, y) \) does not vanish, then this change is non-degenerate and (2.14) is equivalent to

\[
\varphi_{uu} + \varphi_{uv} + \frac{1}{v}\varphi_v = 0, \tag{3.1}
\]

where \( \psi(x, y) = \varphi(u(x, y), v(x, y)) \). In case of a degenerate change the question about an equivalence of these equations requires an additional investigation, however, by the direct differentiation it is easy to establish that the following statement holds true.

**Lemma 1.** Let \( \varphi(u, v) \) be a solution to (3.1). Then for any pair of conjugate harmonic functions \( u(x, y), v(x, y) \) satisfying (2.6), the function

\[
\psi(x, y) = \varphi(u(x, y), v(x, y))
\]

is a solution to (2.14).

We shall search for complex-valued solutions to (3.1) via the method of separations of variables. Substituting \( \varphi(u, v) = \alpha(u)\beta(v) \) into (3.1) and dividing by \( \alpha(u)\beta(v) \), one obtains

\[
\frac{\alpha''(u)}{\alpha(u)} = -\frac{\beta''(v)}{\beta(v)} - \frac{\beta'(v)}{v\beta(v)},
\]

Since the left-hand side of this equality does not depend on \( v \), the right-hand side does not depend on \( u \), then both sides are constants. So we obtain

\[
\frac{\alpha''(u)}{\alpha(u)} = \nu, \quad \frac{\beta''(v)}{\beta(v)} + \frac{\beta'(v)}{v\beta(v)} = -\nu
\]

for a certain complex constant \( \nu \) or, equivalently,

\[
\alpha''(u) = \nu \alpha(u), \tag{3.2}
\]

\[
\beta''(v) + \frac{1}{v}\beta'(v) + \nu\beta(v) = 0. \tag{3.3}
\]

Thus, if the functions \( \alpha(u), \beta(v) \) satisfy (3.2), (3.3), then the function \( \varphi(u, v) = \alpha(u)\beta(v) \) is the solution to (3.1).

For convenience put \( s = \sqrt{\nu} \). The general solution to (3.2) has the form \( \alpha(u) = a_1e^{su} + a_2e^{-su} \), where \( a_1, a_2 \) are arbitrary complex numbers. The equation (3.3) after multiplying by \( v^2 \) and making the change of variables \( \tilde{v} = sv \) is equivalent to

\[
\tilde{v}^2\tilde{\beta}'' + \tilde{v}\tilde{\beta}' + \tilde{v}^2\tilde{\beta} = 0,
\]

where \( \tilde{\beta}(\tilde{v}) = \tilde{\beta}(sv) = \beta(v) \). The obtained equation is the Bessel equation \([20]\) and has the general solution of the form

\[
\tilde{\beta}(\tilde{v}) = b_1J_0(\tilde{v}) + b_2Y_0(\tilde{v}),
\]
where \( b_1, b_2 \) are arbitrary complex numbers, \( J_0 \) is the Bessel function of the first kind, \( Y_0 \) is the Bessel function of the second kind \([20]\), i.e.

\[
\beta(v) = b_1 J_0(sv) + b_2 Y_0(sv).
\]

It will be convenient for us to write down the general solution in a slightly different form. It is known \([20]\) that the function \( Y_0(z) \) can be represented in the form

\[
Y_0(z) = \frac{2}{\pi} \ln \left( \frac{z}{2} \right) J_0(z) + \sum_{k=0}^{\infty} d_k z^{2k};
\]  

(3.4)

where coefficients \( d_k \) are certain real numbers (one can find their explicit form in \([20]\)), and the series \( \sum_{k=0}^{\infty} d_k z^{2k} \) converges on the whole plane of the complex variable \( z \). Notice that

\[
\beta_1(s, v) = Y_0(sv) - \frac{2}{\pi} \ln(s) J_0(sv)
\]

is the analytic function of the complex variable \( s \) on the whole plane for any real \( v \neq 0 \) and simultaneously is the partial solution to (3.3) which is linearly independent of \( J_0(sv) \) for any complex \( s \). Consequently, the function

\[
\beta(v) = b_1 J_0(sv) + b_2 \beta_1(s, v)
\]

with arbitrary complex constants \( b_1, b_2 \) is the general solution to (3.3).

Thus, the function

\[
\varphi(u, v, s) = \alpha(u) \beta(v) = c_1 e^{su} J_0(sv) + c_2 e^{-su} J_0(sv) + c_3 e^{su} \beta_1(s, v) + c_4 e^{-su} \beta_1(s, v), \]  

(3.5)

is the solution to the equation (3.1) for any \( s \in \mathbb{C} \), where \( c_1, c_2, c_3, c_4 \) are arbitrary complex numbers. Due to the linearity of (3.1) we obtain that any linear combination of the functions of the form (3.5) with different \( s \) is also a solution to (3.1). Moreover, notice that due to the parity of \( J_0 \) and due to (3.4) we have

\[
\beta_1(-s, y) = \beta_1(s, y) + i \pi J_0(sv).
\]

Consequently, the function of the form (3.5) is a linear combination of the functions of the form

\[
\varphi(u, v, s) = c_1 e^{su} J_0(sv) + c_2 e^{su} \beta_1(s, v),
\]  

(3.6)

with opposite values of \( s \). Here \( c_1, c_2 \) are arbitrary complex numbers.

Notice that since the classical integral is the limit of certain Riemannian sums consisting of finite number of summands, then one may assume that an integral of functions of the form (3.6) over \( s \) is also a solution. Let us prove the following statement.

**Lemma 2.** Assume that \( n, m \) are arbitrary natural numbers, \( \gamma_1, 1, \ldots, \gamma_1, n, \gamma_2, 1, \ldots, \gamma_2, m \) are arbitrary rectifiable (i.e. having a finite length) curves (closed or unclosed) on the complex
plane. Also let \( a_1(s), \ldots, a_n(s), b_1(s), \ldots, b_m(s) \) be bounded functions defined on the curves \( \gamma_{1,1}, \ldots, \gamma_{1,n}, \gamma_{2,1}, \ldots, \gamma_{2,m} \) accordingly. Then the function

\[
\varphi(u, v) = \sum_{j=1}^{n} \int_{\gamma_{1,j}} a_j(s) e^{su} J_0(sv) ds + \sum_{j=1}^{m} \int_{\gamma_{2,j}} b_j(s) e^{su} \left( Y_0(sv) - \frac{2}{\pi} \ln(s) J_0(sv) \right) ds \tag{3.7}
\]

is the solution to the equation (3.1), which is analytic in both real variables \( u, v \) at any point where \( v \neq 0 \). If \( b_j(s) \equiv 0, 1 \leq j \leq m \), then this solution is analytic on the whole plane of the real variables \( u, v \).

**Proof.** Due to the linearity of the equation (3.1) it is enough to prove that each of the summands of (3.7) is the solution to this equation. We have

\[
\frac{\partial^2}{\partial u^2} (a_1(s) e^{su} J_0(sv)) = s^2 a_1(s) e^{su} J_0(sv),
\]
\[
\frac{\partial}{\partial v} (a_1(s) e^{su} J_0(sv)) = sa_1(s) e^{su} J'_0(sv),
\]
\[
\frac{\partial^2}{\partial v^2} (a_1(s) e^{su} J_0(sv)) = s^2 a_1(s) e^{su} J''_0(sv).
\]

The function \( a_1(s) \) and the curve \( \gamma_{1,1} \) are bounded, so due to the Lebesgue theorem the derivative of the integral coincides with the integral of the derivative, i.e.

\[
\frac{\partial^2}{\partial u^2} \int_{\gamma_{1,1}} a_1(s) e^{su} J_0(sv) ds = \int_{\gamma_{1,1}} s^2 a_1(s) e^{su} J_0(sv) ds,
\]
\[
\frac{\partial}{\partial v} \int_{\gamma_{1,1}} a_1(s) e^{su} J_0(sv) ds = \int_{\gamma_{1,1}} sa_1(s) e^{su} J'_0(sv) ds,
\]
\[
\frac{\partial^2}{\partial v^2} \int_{\gamma_{1,1}} a_1(s) e^{su} J_0(sv) ds = \int_{\gamma_{1,1}} s^2 a_1(s) e^{su} J''_0(sv) ds.
\]

It is left to substitute the obtained equalities into (3.1) and to use the fact that \( J_0 \) satisfies the Bessel equation. In an analogous way it can be proved that the other summands also satisfy the equation (3.1).

Let us prove now that the obtained solution is analytic at \( v \neq 0 \). For example, let us prove the analyticity of the first summand of the second sum in (3.7) at the point \( (u_0, v_0) \). Denote

\[
A(u, v) = \int_{\gamma_{2,1}} b_1(s) e^{su} \left( Y_0(sv) - \frac{2}{\pi} \ln(s) J_0(sv) \right) ds.
\]

Let \(|u - u_0| < \varepsilon, |v - v_0| < \varepsilon\) for some small enough \( \varepsilon > 0 \) (in particular \( \varepsilon < |v_0| \)), and let \( \Gamma \) be an arbitrary contour laying in the complex neighborhood \(|v - v_0| < \varepsilon\). We have

\[
\int_{\Gamma} A(u, v) dv = \int_{\gamma_{2,1}} b_1(s) e^{su} ds \int_{\Gamma} \left( Y_0(sv) - \frac{2}{\pi} \ln(s) J_0(sv) \right) dv.
\]
Changing the order of integration is possible due to the fact that the integrand is a continuous and bounded function on the set \( \gamma_{2,1} \times \{ u \mid |u - u_0| < \varepsilon \} \times \Gamma \). Due to (3.4) we have

\[
\beta_1(s, v) = Y_0(sv) - \frac{2}{\pi} \ln(s) J_0(sv) = \frac{2}{\pi} \ln \left( \frac{v}{2} \right) J_0(sv) + \sum_{k=0}^{\infty} d_k s^{2k+2k}.
\]

Since the variable \( v \) does not vanish in the neighborhood \( |v - v_0| < \varepsilon \) for small enough \( \varepsilon \), then \( \beta_1(s, v) \) is an analytic function in \( v \) in this neighborhood. Then

\[
\int_{\gamma} \left( Y_0(sv) - \frac{2}{\pi} \ln(s) J_0(sv) \right) dv = 0
\]

holds true due to the Cauchy theorem. Thus, the Morera’s theorem ([21]) implies that \( A(u, v) \) is the analytic function in \( v \) on \( |v - v_0| < \varepsilon \). The analyticity of this function in \( u \) on \( |u - u_0| < \varepsilon \) can be proved analogously. Further, the Hartog’s theorem ([21]) implies that \( A(u, v) \) is an analytical function in both variables \( (u, v) \) on the set \( |u - u_0| < \varepsilon, |v - v_0| < \varepsilon \). Since \( (u_0, v_0) \) is an arbitrary point such that \( v_0 \neq 0 \), then the first summand of the second sum is analytic in both variables \( u \) and \( v \) everywhere except the points where \( v = 0 \). The analyticity of the other summands can be proved analogously. Moreover, the arguments mentioned above hold true for the summands of the first sum for any point \( (u_0, v_0) \).

\[\square\]

**Remark 1.** Generally speaking, the formula (3.7) gives complex-valued solutions. But since the equation (3.1) is linear and real-valued, then the real and imaginary parts of (3.7) are also solutions. Moreover, one can obtain the imaginary part of (3.7) considering the real part of a function of the same form, where functions \( a_j(s), b_j(s) \) are multiplied by \(-i\). Since \( a_j(s), b_j(s) \) are arbitrary functions, then it is enough to consider only a real part of the functions of the form (3.7) to obtain real-valued solutions to the equation (3.1).

**Remark 2.** The solutions of the form (3.7) include the ones which are linear combinations of the solutions of the form (3.6). To demonstrate this, it is enough to put

\[
a_1(s) = \frac{1}{2\pi i} \sum_{j=1}^{n} \frac{c_{1,j}}{s - s_{1,j}}, \quad b_1(s) = \frac{1}{2\pi i} \sum_{j=1}^{m} \frac{c_{2,j}}{s - s_{2,j}},
\]

where \( s_{1,j}, s_{2,j}, c_{1,j}, c_{2,j} \) are some complex numbers, and \( \gamma_{1,1}, \gamma_{1,2} \) are closed contours surrounding all the values \( s_{1,j}, s_{2,j} \) accordingly. Substituting these functions and contours in (3.7) we obtain the solution

\[
\varphi(u, v) = \sum_{j=1}^{n} c_{1,j} e^{s_{1,j}u} J_0(s_{1,j}v) + \sum_{j=1}^{m} c_{2,j} e^{s_{2,j}u} \left( Y_0(s_{2,j}v) - \frac{\pi}{2} \ln(s_{2,j}) J_0(s_{2,j}v) \right).
\]

Moreover, put \( a_1(s) = \frac{m!}{2\pi i (s - s_0)^m} \) and assume that the contour \( \gamma_{1,1} \) is a circle of an arbitrary radius with the center in the point \( s_0 \), then due to the formula of derivatives of
the Cauchy integral we obtain the following solution
\[ \varphi(u, v) = \frac{d^m}{ds^m}(e^{su}J_0(sv)) \bigg|_{s=s_0}. \] (3.9)

Thus, the formula (3.7) includes some partial cases which are linear combinations (for different \( s \)) of derivatives of the solutions of the form (3.6) over \( s \) of an arbitrary order \( m \in \mathbb{N} \).

4. EXAMPLES AND THE MAIN RESULT

Remark 2 allows one to construct various examples of metrics and rational integrals. Let us show a couple of examples.

**Example 1.** Assume that \( u = x, v = y \). The function \( \varphi(u, v) = e^xJ_0(v) \) has the form (3.8) at \( n = 1, m = 0, c_{1,1} = 1, s_{1,1} = 1 \). Using the equality \( J'_0(y) = -J_1(y) \) (see [20]) we obtain the metric
\[ \Lambda(x, y) = e^{2x}(J_0^2(y) + J_1^2(y)). \]
This is the analytic function on the whole plane of real variables \((x, y)\) and positive everywhere (due to the properties of zeros of the Bessel function (see [20])). The geodesic flow of this metric admits the first integral
\[ F = x - y \frac{J_0(y)p_1 - J_1(y)p_2}{J_1(y)p_1 + J_0(y)p_2}. \]

**Example 2.** Consider the solution (3.9) at \( m = 2, s_0 = 0 \), i.e. \( \varphi(u, v) = u^2 - \frac{1}{2}v^2 \). Put \( u = e^x \cos(y), v = e^x \sin(y) \). Then
\[ \Lambda(x, y) = e^{4x}(1 + 3 \cos^2(y)). \] (4.1)
As in the previous example, this is the analytic function on the whole plane of real variables \((x, y)\) and positive everywhere. In this case the geodesic flow admits the first integral
\[ F = e^x \frac{\sin(y)p_1 + 2 \cos(y)p_2}{3 \sin(y) \cos(y)p_1 + (2 - 3 \sin^2(y))p_2}. \]
Moreover, notice that the change \( u = e^x \cos(y), v = e^x \sin(y) \) separates the variables and produces the Liouville metric
\[ ds^2 = (4u^2 + v^2)(du^2 + dv^2). \]
Consequently, the geodesic flow of the metric (4.1) admits a quadratic integral \( F_1 \), in canonical coordinates it has the form
\[ F_1 = \frac{e^{-2x}}{1 + 3 \cos^2(y)} \left( 3 \cos^2(y) \sin^2(y)p_1^2 + \left(4 \cos^4(y) - \sin^4(y)\right) p_2^2 \right) + e^{-2x} \sin(2y)p_1p_2. \]
It is not difficult to check that the functions \( H, F, F_1 \) are functionally independent a.e. Thus we constructed the Riemannian metric which is analytic on the whole real plane \((x, y)\) such that its geodesic flow is superintegrable.
Example 3. Consider the solution (3.9) at \( m = 3 \), \( s_0 = 0 \), for convenience let us multiply it by \( \frac{2}{3} \), i.e. \( \varphi(u, v) = \frac{2}{3}u^3 - uv^2 \). Also put \( u = e^x \cos(y), v = e^x \sin(y) \). We obtain the metric

\[
\Lambda(x, y) = e^{6x}(4\cos^4(y) + \sin^4(y)),
\]

which is also an analytic function on the whole plane \((x, y)\) and positive everywhere. The geodesic flow admits the first integral

\[
F = 2e^x \frac{2\sin(2y)p_1 + (1 + 3\cos(2y))p_2}{(\sin(y) + 5\sin(3y))p_1 + (3\cos(y) + 5\cos(3y))p_2}.
\]

In this example the change \( u = e^x \cos(y), v = e^x \sin(y) \) also separates the variables and produces the Liouville metric

\[
ds^2 = (4u^4 + v^4)(du^2 + dv^2),
\]

its geodesic flow admits the quadratic integral

\[
F_1 = e^{-2x} \frac{4\cos^4(y)(p_2 \cos(y) + p_1 \sin(y))^2 - \sin^4(y)(p_1 \cos(y) - p_2 \sin(y))^2}{4\cos^4(y) + \sin^4(y)}.
\]

This is also the example of an analytic Riemannian metric on the whole real plane with the superintegrable geodesic flow.

Example 4. Construct a local metric which is expressed in terms of elementary functions of another kind. Due to (3.4) we have \( \beta_1(0, v) = \frac{2}{\pi} \ln(v) + d_0 \) and \( (\beta_1)_s(0, v) = 0 \). Consequently the function

\[
\tilde{\varphi}(u, v) = \frac{\pi}{2} \frac{d}{ds}(e^{su}\beta_1(s, v))\bigg|_{s=0} = u \ln(v) + \frac{\pi}{2}d_0u,
\]

is also the solution obtained via the same ideas as the solution of the form (3.9). Since \( \frac{2}{\pi}d_0u \) is also a solution, one can construct the metric and the first integral from the solution \( \varphi(u, v) = u \ln(v) \). Put \( u = x, v = y \). We obtain the metric

\[
\Lambda(x, y) = \frac{x^2}{y^2} + \ln^2(y),
\]

which is the positive analytic function at \( y > 1 \). The geodesic flow admits the first integral

\[
F = \frac{(x^2 + y^2\ln(y))p_1 - xy(\ln(y) - 1)p_2}{x p_1 - y \ln(y)p_2}.
\]

Summing up the arguments mentioned above, let us formulate and prove the following

Theorem 2. Let \( u(x, y), v(x, y) \) be arbitrary conjugate harmonic functions satisfying the relation (2.6). Assume that \( a_j(s), b_j(s), \gamma_{1j}, \gamma_{2j} \), where \( 1 \leq j \leq n, 1 \leq l \leq m \) are functions and curves accordingly satisfying the conditions of Lemma 2. Also assume that \( \varphi(u, v) \) has the form (3.7) and \( \psi(x, y) = \Re \varphi(u(x, y), v(x, y)) \). Then the geodesic flow of the metric

\[
ds^2 = \Lambda(x, y)(dx^2 + dy^2),
\]

(4.2)
admits a rational first integral

\[ F = \frac{-(\psi_y u + \psi_x v)p_1 + (\psi_x u - \psi_y v)p_2}{-\psi_y p_1 + \psi_x p_2}, \]  

(4.3)

wherein \( \Lambda(x, y) \) is an analytic function at the points where \( v(x, y) \neq 0 \). Moreover, if \( b_l(s) \equiv 0, \ l = 1, \ldots, m \), then \( \Lambda(x, y) \) is an analytic function on the whole plane \((x, y)\).

Proof. Lemma 1, Lemma 2, and Remark 1 imply that \( \psi(x, y) \) is a solution to the equation (2.14). Thus, the fact that (4.3) is the first integral of the geodesic flow of the metric (4.2) follows directly from the statement of Theorem 1. It is left to prove the analyticity of the function \( \Lambda(x, y) \). This fact holds true since the harmonic functions are analytic ones in both real variables \([21]\) and the superpositions of analytic functions is also the analytic one. Indeed, if \( v(x, y) \neq 0 \) in a certain point, then in a certain neighborhood of this point \( \psi(x, y) \) is an analytic function as the real part (for real \( x \) and \( y \)) of the superposition of analytic functions \( \varphi(u, v) \) and \( (u(x, y), v(x, y)) \). Consequently, its derivatives are also analytic functions. If \( b_l(s) \equiv 0 \) for all \( l \) and \( s \), then these arguments hold true for any point of the plane \((x, y)\).

\[ \square \]

Let us show an example which was obtained directly via Theorem 2.

Example 5. Let \( \gamma_{1,1} \) be a segment \([0, 1]\) and assume that \( a_1(s) = 1, u = x, v = y \). We obtain the function

\[ \psi(x, y) = \int_0^1 e^{sx} J_0(sy) ds \]

which produces the metric (due to (4.2))

\[ \Lambda(x, y) = \left( \int_0^1 se^{sx} J_0(sy) ds \right)^2 + \left( \int_0^1 se^{sx} J_1(sy) ds \right)^2. \]

Since \( \Lambda(0, 0) = 1/4 > 0 \), then due to the continuity \( \Lambda(x, y) > 0 \) in a certain neighborhood of the origin. The geodesic flow of the given metric admits the first integral

\[ F = x + y - \frac{p_1 \int_0^1 se^{sx} J_0(sy) ds + p_2 \int_0^1 se^{sx} J_1(sy) ds}{p_1 \int_0^1 se^{sx} J_1(sy) ds + p_2 \int_0^1 se^{sx} J_0(sy) ds}. \]

5. Conclusion

Theorem 2 provides a general algorithm to construct any number of explicit examples of metrics whose geodesic flows admit rational in momenta first integral with a linear numerator and denominator. In general such metrics are defined and do not vanish only locally. However, as Example 1 shows, sometimes such metrics happen to be defined on the whole plane. Examples 2 and 3 show that in some cases the obtained metric vanishes only at a sole point and the domain where the metric is positive can be mapped onto the whole 2-plane via an appropriate choice of a pair of conjugate harmonic functions.
Theorem 1 and Lemma 1 imply that any solution to the equation (3.1) provides a certain example of a metric admitting a rational integral. It is an interesting question whether any metric admitting such an integral satisfies the relation (2.16) for a certain solution to (3.1) and a certain pair of conjugate harmonic functions. Another interesting problem is to investigate whether it is possible to provide certain sufficient conditions when the metrics obtained from Theorem 2 are defined and do not vanish on the whole plane. These questions should be investigated in the forthcoming papers.

It is left to notice that the proposed methods also may be useful in construction of metrics admitting rational integrals with a numerator and a denominator of higher degrees.
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