Predicting the Route of the Longest Lifetime and the Data Packet Delivery Time between Two Vehicles in VANET
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Among the most critical issues in VANET are the frequent failures of the route caused by the high mobility of vehicles, the increase of the network overload caused by control messages, and the increase of the data packet delivery time. Short communication route lifetime often breaks down during data packet transmission between the source and the destination vehicles, which results in a relaunch of a new route reconstruction that becomes more frequent and depletes a significant amount of network resources. To face these issues, much research has considered the route stability and the route lifetime determination between source and destination vehicles as important factors to improve the quality of service in the VANET network. However, this research did not take into account the route that has the longest lifetime as the most stable route and assumes that vehicles move at a constant speed during a direct communication between them. Furthermore, it did not model the data packet delivery time between the source and the destination vehicles. For this reason, we propose two protocols that use vehicles density to predict the data packet delivery time before sending the data and use vehicles movement information to determine the longest lifetime route, taking into account the variation of the vehicles velocity for comfort applications on highway. Our schemes are evaluated in function of vehicles density by measuring the average route lifetime, the percentage of packets delivery, the control overhead, the average end-to-end delay, the throughput, and the average number of route failures generated during the transmission of data packets.

1. Introduction

Vehicular ad hoc networks (VANETs) allow vehicles to communicate each other directly through the On Board Unit (OBU) device forming vehicle-to-vehicle communication, or with existing infrastructure via fixed equipment beside the road called Road Side Unit (RSU) forming vehicle-to-infrastructure communication [1, 2]; and they are a key component of intelligent transportation systems (ITS) [3]. VANETs support a wide range of safety applications to make accurate decisions by drivers and to help road traffic authorities for better control and mitigation of traffic congestion. Hence, the number of accidents on the roads will be reduced. Besides, they provide many nonsafety applications that supply the passengers with the capability to communicate with other passengers traveling in other vehicles, sharing multimedia content, playing online games, accessing the Internet, checking emails, etc. [4–6].

Unfortunately, intrinsic characteristics of the highly dynamic network topology cause several challenges to develop the previous applications. Among these challenges are the frequent breakages of links building the path between two vehicles because of their short lifetimes. This situation leads to a more frequent reconstruction of routes. Besides, the network fragmentation and the route rupture lead to an increase of the data packet delivery time between the source and the destination vehicles (packet wait time in queue). This issue results into a low data packet delivery ratio, an increase of end-to-end delay, an increase of control packets, and a depletion of a significant amount of network resources. To improve these metrics for achieving the sought quality of service, an efficient and reliable routing protocol is needed to
provide the most stable routes for supporting the nonsafety applications exchange in VANETs.

Numerous protocols have been proposed in the literature to improve the communication efficiency between two communicating vehicles. These protocols try to find more stable routes by choosing vehicles that travel in the same direction [7], or by dividing the vehicles in groups [8], or by building stable backbones on road using connected dominating sets (CDS) [9], or by using an evolving graph from the source to the destination vehicles [10], or by dividing the moving vehicles to several clusters [11, 12]. All these protocols do not really determine the most stable route and their performance is still far from the sought level of quality of service. This research assumes that vehicles move at a constant speed during the link lifetime calculation between two vehicles in direct communication. In this case, link lifetime is not accurate due to the variation of the vehicles’ velocity during the route establishment. Hence, the accurate link lifetime is an important metric that significantly affects the stability of multihop routing protocols in VANETs. Furthermore, this research did not predict the packet delivery time which is also an important metric for decreasing the number of lost data packets and the network overload.

To overcome these limitations, we propose two schemes for nonsafety applications in a highway environment. These schemes predict the most stable route relaying two communicating vehicles and take into account the data packet delivery time before sending data, so as to avoid the frequent failures of the route. Thus, there is the decrease of both lost data packets and control messages. The main contributions of the paper are as follows:

(i) To assure that the route which has the longest lifetime will be chosen during the route establishment; that is, our schemes determine the route that has the longest lifetime among all possible routes between the source and the destination vehicles during the route request.

(ii) To model the data packet delivery time between source and destination vehicles using a mathematical calculation. In other words, the source vehicle predicts the delivery time of the data packet to destination vehicle before sending data in order to know how many data packets to send before the route rupture.

(iii) To predict the link lifetime, taking into account the acceleration and deceleration of vehicles’ speed in a direct communication between two vehicles, namely, we consider the acceleration or deceleration of vehicles’ speed at the moment the calculation of the time in which two vehicles stay in direct communication.

The remainder of this paper is organized as follows: Section 2 presents related work. Section 3 presents link lifetime prediction model. Section 4 presents data packet delivery average time prediction model. Section 5 shows the most stable route construction. Section 6 presents simulation and results. Finally, we give a conclusion in Section 7.

2. Related Work

The challenges of network routing protocols in VANETs have been attracting more research efforts, and a number of routing protocols have been proposed to determine the route based on the route lifetime.

Menouar et al. [13] propose a movement-prediction-based routing (MOPR) to avoid the link rupture until the end of data transmission. MOPR predicts the future nodes’ positions in order to choose the most stable route that has enough lifetime for data transmission. The performance of the MOPR depends on the prediction accuracy and the estimation of the data transmission time that depends on various components such as network bandwidth and driver’s behavior.

To determine a more stable route, Taleb et al. [8] proposed the scheme ROMSGP that groups vehicles according to their movement directions. The most stable route is determined by selecting the path that has the longest link expiration time. The authors did not take into consideration the case where there are no vehicles traveling in the same direction of group movement.

Namboordiri and Gao [14] proposed a prediction-based routing (PBR) protocol that determines a stable route on highway giving priority to vehicles that travel in the same direction of source motion. This protocol predicts the route lifetime and preemptively determines new routes prior to old ones break. These authors assumed that vehicles travel at a constant velocity at the duration of the link.

Liu et al. [15] proposed a stable direction-based routing protocol (SDR) that combines direction broadcast and path duration prediction into AODV [16]. In SDR, vehicles are grouped based on the position, and the route selection is based on the link duration. The authors did not take into consideration the case where there are not enough vehicles in a given direction range participating in the route discovery process.

Eiza and Ni [10] proposed an evolving graph-reliable ad hoc on-demand distance vector (EG-RAODV) that allows finding the most reliable route from the source to the destination. They proposed an extended version of the evolving graph model to model and formalize the VANET communication graph (VoEG), and they developed a new evolving graph Dijkstra algorithm (EG-Dijkstra) to find the most reliable journey (MRI) based on the journey reliability in VoEG. The problem of this protocol is that at each any given time, the source vehicle must have full knowledge of a VANET communication graph. Furthermore, the authors assumed that vehicles travel at a constant velocity along the same direction on the highway and they did not take into account the vehicles density.

In [17], authors proposed the scheme ARP-QD which is a QoS-based routing protocol in terms of hop count, link duration and connectivity so as to cope with dynamic topology and keep the balance between stability and efficiency of the algorithm. However, it is not enough to use only a global distance to reflect the overall QoS of a routing path.

Authors of [18] proposed an enhanced version of AODV protocol, named En-AODV, to deal with routes instability...
issues for multimedia applications requirements. En-AODV leverages cross-layer information on the link quality combined with the knowledge of the final destination of the receiver vehicle to establish the most stable path relaying the source and destination vehicles and quickly react to the occurrence of a link failure in this path and provide an alternative link of good quality. The authors did not take into consideration the case where there are no vehicles moving towards the destination region.

Authors in [12] proposed a new clustering-based reliable low-latency multipath routing scheme by employing Ant Colony Optimization technique to compute the optimal routes among the communicating vehicles in terms of reliability, end-to-end latency, throughput, and energy consumption. Although the scheme reduces the end-to-end latency and RREQ messages, it does not determine the most stable route and does not take into account the variation of velocity during a direct communication between vehicles.

Authors of [19] proposed a reliable routing protocol to establish a more reliable route between the source and the destination vehicles, known as AODV-R. They incorporate link reliability metric in the original AODV routing protocol. In this scheme, the source vehicle chooses the route based on the maximum reliability value among all received route reply messages. They assumed that vehicles will not change their velocities either by accelerating or decelerating during time period T. Also, this scheme does not determine the most stable route. In [20], authors proposed a novel reactive routing protocol for vehicle-to-vehicle networks, named MA-DP-AODV-AHM. The latter is based on the AODV routing protocol in which the modifications made are related to the hello message and route discovery procedures, in order to establish reliable and stable routes from source to destination vehicles. In this scheme, the intermediate vehicle rebroadcasts the route request message if the speed is lower than a threshold and both forwarding and receiving vehicles are not diverging. Moreover, this scheme adapts the frequency of broadcasting the periodic “hello message” to suppress broadcasted unnecessary and redundant hello messages. Authors of this work did not take into consideration the case where there are not enough vehicles that respect the constraints (speed is lower than a threshold and vehicles are not diverging) of broadcasting the route request message. Besides, they have not determined the most stable route and have not taken into account the variation of velocity during a direct communication between vehicles.

The link lifetime of all these schemes is not accurate because these schemes assume that speed of vehicles is constant during the calculation of direct link lifetime between vehicles. Furthermore, they do not select the route that has the longest lifetime and do not take into account the data packet delivery time before sending data, except MOPR and ROMSGP. Besides, all these schemes do not model this data packet delivery time and did not take into consideration the case where there are no vehicles moving in the same direction or towards the destination, except MOPR, ARP-QD, and CRLLR. Therefore, the goal of this work is first to predict the route that has the longest lifetime whatever the direction of the vehicles on highway. And second, to model the data packet delivery average time for nonsafety applications.

Table 1 provides the comparison of the existing schemes in terms of accurate link lifetime, route lifetime, data packet delivery time, and participating vehicles during the build of route.

**3. Link Lifetime Prediction**

Let \((X_m, Y_m), V_m, \) and \(A_m\) are the position, the speed, and the acceleration of the vehicle \(m\) at moment \(t_0\), respectively. \((X_n, Y_n), V_n, \) and \(A_n\) are the position, the speed, and the acceleration of the vehicle \(n\) at time \(t_0\), respectively. \((X'_m, Y'_m)\) and \((X'_n, Y'_n)\) are positions of vehicles \(m\) and \(n\) at moment \(t_1\), respectively.

We assume that the acceleration of each vehicle is constant during a direct communication. The abscissa axis is parallel to the direction of movement of vehicles \(m\) and \(n\) to facility the calculation. The distance between vehicles \(m\) and \(n\) on the ordinate axis is negligible per report to the radius \(R\) of the coverage area of each vehicle (i.e., \(|Y'_m - Y'_n| \approx 0\)).

### 3.1. Vehicles \(m\) and \(n\) Travel in Same Direction

It is assumed that the vehicles \(m\) and \(n\) travel in the positive sense of the abscissa axis. Therefore, distances traveled by vehicles \(m\) and \(n\) during the delay \(t\) \((t_1 - t_0)\) are represented by the following equations [21, 22]:

\[
X'_m - X_m = \frac{1}{2} A_m t^2 + V_m t, \tag{1}
\]

\[
X'_n - X_n = \frac{1}{2} A_n t^2 + V_n t. \tag{2}
\]

We can write again

\[
X'_m - X_m = -(X_m - X_n) + (X'_n - X_n) + (X'_m - X'_n). \tag{3}
\]

So from (1)–(3), we represent the time \(t\) during which the distance between vehicles \(m\) and \(n\) will be \(|X'_m - X'_n|\) on the \(x\)-axis, by the following equation:

\[
\frac{1}{2} (A_m - A_n) t^2 + (V_m - V_n) t + d - d' = 0, \tag{4}
\]

where \(d = X'_m - X_n\) and \(d' = X'_n - X'_m\).

If vehicles \(m\) and \(n\) have the same acceleration, then the time which vehicles stay in communication direct is formulated by

\[
t = \frac{d' - d}{V_m - V_n}, \tag{5}
\]

where \(V_m \neq V_n\) and \(|d'| \approx R\).

If vehicles \(m\) and \(n\) have not the same acceleration, then in this case, we calculate the delta of equation (4), that is,

\[
\Delta = (V_m - V_n)^2 - 2(A_m - A_n)* (d - d'). \tag{6}
\]

(i) Si \((V_m > V_n\) and \(A_m > A_n\)) or \((V_m < V_n\) and \(A_m < A_n\)):

- the maximum time in which the vehicles \(m\) and \(n\) remain in direct communication is the time \(t\) in
which the distance between these vehicles will be $R$ (i.e., $|d| = R$). This time is represented by the following formula:

$$t = \frac{-|V_m - V_n| + \sqrt{\Delta}}{|A_m - A_n|}$$  \hspace{1cm} (7)

(ii) $\text{Si} (V_m > V_n$ and $A_m < A_n)$ or $(V_m < V_n$ and $A_m > A_n)$: in this case, there are two possibilities.

First case: one vehicle leaves the coverage area of the other before their speeds become equal (i.e., $|d'| > R$). In this case, the maximum time $t$ in which the two vehicles remain in direct communication $(|d'| = R)$ is formulated by

$$t = \frac{|V_m - V_n| + \sqrt{\Delta}}{|A_m - A_n|}$$ \hspace{1cm} (8)

Second case: vehicles $m$ and $n$ stay in direct communication (i.e., $|d'| \leq R$) at the moment when their speeds are the same. In this case, the maximum time in which the two vehicles remain in direct communication $(|d''| = R)$ is $t + t'$, where $t = t_1 - t_0$ is the time in which the speed of one is inferior or equal to the other and $t' = t_2 - t_1$ is the time in which these vehicles stay in direct communication after the speed of one overtakes the other. Thus

$$t = \frac{|V_m - V_n|}{|A_m - A_n|}$$ \hspace{1cm} (9)

$$\frac{1}{2} (A_m - A_n) t^2 + d' - d'' = 0,$$

where $d' = -(1/2) ((V_m - V_n)^2/A_m - A_n) + d$ and $d'' = X_m' - X_n'$ ($X_m$ and $X_n$ are positions of vehicles $m$ and $n$ at moment $t_2$, respectively). The time $t_1$ in which the distance between the two vehicles becomes $R$ $(|d' = R)$ is

$$t' = \frac{-\sqrt{2(A_m - A_n) \cdot (d' - d'')}}{|A_m - A_n|}$$  \hspace{1cm} (10)

Hence

$$t + t' = \frac{|V_m - V_n| + \sqrt{-2(A_m - A_n) \cdot (d' - d'')}}{|A_m - A_n|}$$ \hspace{1cm} (11)

Remark: in the case where vehicles $m$ and $n$ travel in the negative direction of the $x$-axis, we change $d - d'$ by $d' - d$ and $d' - d''$ by $d'' - d'$ in previous formulas.

### 3.2. Vehicles $m$ and $n$ Travel in Opposite Direction of Each Other

The time $t$ during which the distance between vehicles $m$ and $n$ will be $|X_m' - X_n'|$ on the $x$-axis is represented by the following equation:

$$\frac{1}{2} (A_m - A_n) t^2 + (V_m - V_n) t + d - d' = 0,$$  \hspace{1cm} (12)

where $d = X_m' - X_n$ and $d' = X_m' - X_n'$. The maximum time $t$ in which the two vehicles remain in direct communication $(|d'| = R)$ is formulated by

$$t = \begin{cases} 
\frac{d' - d}{V_m + V_n} & \text{if } A_m = A_n, \\
-(V_m + V_n) + \frac{\sqrt{\Delta}}{A_m + A_n} & \text{otherwise},
\end{cases}$$  \hspace{1cm} (13)

where $\Delta = (V_m + V_n)^2 + 2(A_m + A_n) \cdot (d' - d)$.
4. The Data Packet Delivery Time Prediction

To model the data packet delivery time, we, first of all, determine the number of vehicles on road. For determining this number of vehicles, each one broadcasts periodically a message of existence on the length of road; and each one receives a new message of existence and updates the number of vehicles on the road in its table which is called the vehicles density on the road (VDR). A vehicle waits two consecutive messages of existence intervals to hear from a vehicle. If no message was received, the vehicle number is decreased in VDR.

We assume that vehicles are uniformly distributed on the road. Therefore, the average number of vehicles in the communication range of each vehicle is the integer part of the following formula:

\[ n = \frac{2 \times R \times N}{L}, \]

(14)

where \( R \) is the radius of the communication range, \( N \) is the number of vehicles on the road, and \( L \) is the road length.

Let \( T_i \) is the data packet delivery time to a neighbor \( i \). So \( T_i \) is the sum of the packet transmission time and the propagation time of a bit through a medium. Therefore [23–25]

\[ T_i = \frac{S_{\text{packet}}}{B_{\text{rate}}} + \frac{d_i}{V_{\text{prop}}}, \]

(15)

where \( S_{\text{packet}} \) is the size of the packet, \( B_{\text{rate}} \) is the bit rate in the medium, \( d_i \) is the distance between the forwarder and its neighbor \( i \), and \( V_{\text{prop}} \) is the propagation velocity in the medium.

We consider the propagation time through a medium is constant between a forwarder and their neighbors whatever their positions in the forwarder’s coverage area. Because, the propagation speed is too great compared to the distance between a forwarder and their neighbors. Therefore, we consider the data packet delivery time to a neighbor \( i \) is constant, i.e., \( T_i = T \forall i \in \{1, 2, 3, \ldots, n\} \), where \( n \) is the number of neighbors of the forwarder.

We assume the worst case in which, at any time, each vehicle has a packet for sending it to a neighbor; and all vehicles have the same opportunity to send a data packet to a neighbor. So, the waiting time to send a data packet in the \( i \)th order by the forwarder is

\[ T_{w,i} = (i - 1) \times T. \]

(16)

For example, if the forwarder is the first that will send a packet of data, then the waiting time is \( 0 \) s \(((1 - 1) \times T)\); and the wait time to be the last that will send a packet of data among \( n \) neighbors is \( n \times T \(((n + 1 - 1) \times T)\).

Hence, the waiting average time to send a data packet by the forwarder among \( n \) neighbors is

\[ T_{w,\text{avg}} = \frac{\sum_{i=0}^{n} i \times T}{n+1} = \frac{n \times T}{2}. \]

(17)

Thus, the data packet delivery average time to a neighbor among \( n \) neighbors is

\[ T_{\text{avg}} = T_{w,\text{avg}} + T = \frac{n+1}{2} \times T. \]

(18)

Therefore, the data packet delivery average time from the source vehicle to the destination one is

\[ t_{\text{avg}} = N_{\text{vh}} \times \frac{n+1}{2} \times T, \]

(19)

where \( N_{\text{vh}} \) is the number of vehicles that build the route between the source and the destination vehicles.

When the source vehicle has a data packet to send to the destination vehicle, it calculates the remaining time of route between itself and the destination vehicle. If this left time of route is less than the data packet delivery average time, the source vehicle launches a new route request; otherwise, it sends the data packet.

To verify the delivery time of the data packets of formula (19), we simulated (using NS2) the delivery time of the data packets between the source and the destination vehicles according to the density of the vehicles on highway of 5 km with 4 lanes in two opposite directions as shown in Figure 1. The speed of the vehicles varies between 0 km and 100 km. Our simulation does not take into account the waiting time of data packets in the queue at the source vehicles.

Figure 2 shows that the delivery time of the data packets of formula (19) and the simulated delivery time of the data packets are very close.

5. The Most Stable Route Construction

The network model consists of one road ended by two intersections in highway environment or in urban environment for road segments. This road has the same characteristics such as length, width, and number of lanes. Each lane has a distinctive traffic density (Figure 2). Each vehicle is equipped with a global positioning system (GPS) that provides information about its location, speed, and direction. Finally, each source vehicle knows the location of the destination by using a location service such as RLSMP [26] and ZGLS [27].

Given a directed graph \( G(V, E) \) that is defined by a finite set \( V = \{v_1, v_2, v_3, \ldots, v_n\} \) of vertices, where \( v_i \) is a vehicle and by finite set \( E = \{t_1, t_2, t_3, \ldots, t_m\} \) of edges, where \( t_j \) is the remaining time between any two vehicles to stay in direct communication with each other.

Whenever a vehicle receives a discovery message of route, it saves message’s identifier and the traveled route lifetime in a table, called Route Request Table (RRT).

We seek to determine the most stable route between the source and the destination vehicles. The route lifetime (RLT) is the minimum link lifetime (LLT) between links that build the route between source and destination vehicles. As in Figure 3, the most stable route is the one which is built by vehicles S-A-I-K-D, and the lifetime of this route is 4 s at instant \( t \).

When the source vehicle wants to determine a new route between itself and the destination vehicle, it broadcasts a new route discovery message in the side close to destination of its communication range. Then, when the destination
vehicle receives this route request message, it copies the route lifetime and the moment of calculation of this lifetime in the route reply. Next, it sends the latter to the source vehicle.

To determine this route, we propose two schemes: the first one uses beacon message and the other does not use it. These schemes are an extension of our work [28]. The idea of these schemes is that each vehicle can retransmit again the same route request message if it allows to the increase of the route lifetime.

5.1. Scheme without Beacon Message. Each source vehicle (s) knows the distance $d(s, d)$ between itself and the destination vehicle (d) because each source vehicle knows the location of the destination vehicle by using a location service. We use this distance to determine the expiration parameter for the route request message so that it will not be rebroadcasted indefinitely on the entire network.

When the source vehicle wants to determine a new route to the destination vehicle, it adds its information (identifier, location, $d(s, d)$, speed, direction, and RLT that is 0s at the source vehicle) in the route request message (RRM) and broadcasts it in its communication range.

Each receiver vehicle (r), on the side close to destination vehicle of its communication range, calculates the link lifetime (LLT) and $d(r, d)$ between itself and the previous forwarder vehicle (f). Then, it checks whether it is not the destination and $d(r, d) - d(f, r)$ is less than or equal to zero meter. If it is, it deletes the RRM. Otherwise, it calculates the new RLT (which is the LLT if the previous forwarder is the source vehicle; otherwise, the new RLT is the minimum between the LLT and the RLT in the RRM). Next, it checks its RRT whether it has not already received the same RRM. If it has not, it saves the new RLT and RRM’s id in its RRT, and then it puts its information (id, location, $d(r, d)$, speed, direction, and new RLT) in place of those of the previous forwarder vehicle in the RRM. Next, it
broadcasts the latter in its communication range in the side close to the destination. Otherwise, it checks whether the new RLT is greater than the RLT in its RRT. If it is the case, it modifies the RLT in its RRT by the new RLT. Then, it puts its information instead of those of the previous forwarder vehicle in the RRM. Next, it broadcasts the latter in its communication range in the side close to the destination. Otherwise, it deletes it.

Each next receiving vehicle will do the same operations that have been done by the previous receiving vehicle until the route discovery message arrives to the destination or the distance between the source and the destination vehicles becomes less or equal to zero meters (Algorithm 1).

### Algorithm 1: MSRP: most stable route prediction.

(1) Notations:
(2) SV: source vehicle; DV: destination vehicle; FV: forwarder vehicle;
(3) RV: Receiver Vehicle on the side close to the destination of the forwarder’s coverage area;
(4) RRM: Route Request Message;
(5) RRMID: RRM id;
(6) RRT: Route Request Table;
(7) LLT(FV, RV): Link LifeTime between forwarder vehicle and receiver vehicle;
(8) RLT: Route LifeTime;
(9) d(FV, RV): distance between forwarder vehicle and receiver vehicle;
(10) Information: id, location, speed, direction, RLT, d(FV, DV);
(11) R: communication range;
(12) Initialization;
(13) RLT = 0; d(FV, DV) = d(SV, DV);
(14) SV adds its information in RRM;
(15) SV broadcasts RRM;
(16) RV calculates LLT(FV, RV) and d(FV, RV);
(17) d(RV, DV) = d(FV, DV) − d(FV, RV);
(18) if d(RV, DV) ≤ 0 and RV ≠ DV then

    RV deletes RRM;

    else

    if FV == SV then

        newRLT = LLT(FV, RV);

    else

        newRLT = min(LLT(FV, RV), RLT in RRM);

    end

    if RRMID is not in RRT of RV then

        RV saves newRLT and RRMID in its RRT;

    if RV == DV then

        DV replies by RRP;

    else

        RV modifies FV information in RRM by its information;

        RV broadcasts RRM;

    end

    else

    if newRLT ≤ RLT in RRT of RV then

        RV deletes RRM;

    else

        RV modifies RLT in its RRT by newRLT;

        if RV == DV then

            DV replies by RRP;

        else

            RV modifies FV information in RRM by its information;

            RV broadcasts RRM;

        end

    end

else

    end

end

5.2. Scheme with Beacon Message. It is assumed that each vehicle periodically sends its information in beacon message (location, speed, direction of movement, identifier, and current time) to its neighbors. Then, each vehicle constructs its neighboring list by information extracted from beacon messages. Whenever a new neighbor is discovered, a new entry is added and a timer is set. A vehicle waits two
consecutive beacon intervals to hear from its neighbor. If no message was received, the neighbors’ entry is deleted.

In this scheme, when the source vehicle wants to send a data packet to destination, it checks if the latter is among its neighbors. If it is, it send it the data packet. Otherwise, it adds its information (identifier, and RLT that is 0s at the source vehicle) in the route request message (RRM) and broadcasts it in its communication range.

Algorithm 2: MSRP-BM: most stable route prediction using beacon message.

Then, each receiver vehicle (r), on the side close to destination vehicle of its communication range, calculates the LLT between itself and the previous forwarder vehicle (f). Then, it determines the new RLT (which is the LLT if the previous forwarder is the source vehicle; otherwise, the new RLT is the minimum between the LLT and the RLT in the RRM). Next, it checks its RRT whether it has not already received the same RRM. If it has not, it saves the new RLT.
and RRM’s id in its RRT and then it puts its information (identifier and new RLT) in place of those of the previous forwarder in the RRM. After that, it checks whether the destination vehicle is among its neighbors. If it is, it sends to it the RRM. Otherwise, it broadcasts the latter in its communication range on the side close to the destination. Otherwise, it checks whether the new RLT is not strictly greater than the RLT in its RRT. If it is not, it deletes it. Otherwise, it checks if there is a next receiver that remains (in direct communication with the current receiver) a time strictly greater than the RLT in its RRT. If this is not the case, it deletes the RRM. Otherwise, it modifies the RLT in its RRT by the new RLT. Then, it puts its information instead of those of the previous forwarder in the RRM. Next, it checks whether the destination is among its neighbors. If it is, it sends to it the RRM. Otherwise, it broadcasts the latter in its communication range on the side close to the destination.

Each next receiving vehicle will do the same operations that have been done by the previous receiving vehicle until the route discovery message arrives to the destination (Algorithm 2).

### 6. Simulation and Results

We have used the pattern IDM-LC which is a microscopic mobility model in the tool vehicular ad hoc networks mobility simulator (VanetMobiSim), and we have used NS2 to implement our protocols. Vehicles are deployed in a 5000 m × 80 m area. This area is a highway with four lanes bidirectional. Vehicles are able to communicate with each other using the IEEE 802.11p MAC layer. The vehicles’ speed fluctuates between 0 m/s and 27 m/s. We have considered packet size of 512 bytes, simulation time of 400 s, hello interval of 1 s, and packet rate of 4 packets per second. We setup ten multihop CBR flow vehicles over the network and start at different time instances and continue throughout the remaining time of the simulation. The transmission range is kept at 250 m. Simulation results are averaged over 20 simulation runs.

We evaluate the performance of our routing schemes MSRP-BM and MSRP against of ROMSGP which more closely resembles to the nature of our algorithms, and location-aided routing (LAR1) [29] that selects the shortest path. These schemes are evaluated for the average routes lifetime, the percentage of packets delivery, the control overhead, the average end-to-end delay, the throughput, and the average routes failures number generated during the transmission of data packets.

Simulation parameters are summarized in Table 2.

![Table 2: Simulation parameters.](image)

| Parameter          | Value           |
|--------------------|-----------------|
| Simulation time    | 400 s           |
| Simulation area    | 5000 m × 80 m   |
| No. of vehicles    | 30–90           |
| Transmission range | 250 m           |
| Packet rate        | 4 packets/s     |
| Packet size        | 512 bytes       |
| Traffic type       | CBR             |
| Mobility model     | IDM–LC          |
| Speed              | 0–100 km/h      |

Figures 4 and 5 show the higher stability of MSRP and MSRP-BM compared to that of ROMSGP and LAR1 because our schemes determine the route that has the longest lifetime. Hence, it becomes more stable compared to others, where LAR1 gets the lowest route lifetime value. LAR1 chooses the shortest route that breaks quickly when the speed of vehicles and their number increase. ROMSGP chooses the shortest route among the vehicles belonging to the same group; for this reason, its route is stable compared to that of LAR1.

Figures 6 and 7 show the delay is maximal for a minimum number of vehicles, and it is linearly decreased with the increase of number of vehicles because of the reduction of the number of disconnections. The average end-to-end delay of our schemes is the lowest (notably when the vehicles...
Figure 6: Average end-to-end delay versus vehicles density.

Figure 7: Average end-to-end delay versus vehicles density.

Figure 8: Packet delivery ratio versus vehicles density.
number is increasing) compared to those of ROMSGP and LAR1 because of the stability of route that reduces the number of data packets in queue, and thus, the delivery delay of data packet between the source and the destination vehicles.

Figures 8 and 9 exhibit that the packet delivery ratio of all schemes increases with the increase of vehicles density on the road and that our schemes achieve a good packet delivery ratio than both ROMSGP and LAR1. This is because our schemes forward data packets on road by predicting the most stable route taking into account the velocity variation; on the contrary of ROMSGP that determines a stable route by selecting the shortest route among the vehicles belonging to the same group and LAR1 that selects the shortest path. The selection of the most stable route allows the decrease of the number of route breakage and the number of data packets in queue. The packet delivery ratio is not better because of the nonuniform distribution of vehicles in our mobility model. Moreover, we have not yet used a method which keeps the data until the destination vehicle, as in the case of the carry-and-forward mechanism [30].

In Figures 10 and 11, we consider all control packets used in the routing process, except beacon messages for our MSR-BM scheme. The control overheads of all routing protocols increase according to the increase of number of vehicles. LAR1 does not predict a stable route; hence, it generates more control overhead because of the frequent route reconstruction. ROMSGP determines a stable route by building the route by vehicles of the same group; hence, it provides less control overhead compared with LAR1. Our schemes predict the most stable route that decreases to a high extent the reconstruction of route; for this reason, they have much less control overhead than the other compared routing protocols.

In Figures 12 and 13, our schemes have better throughput than ROMSGP and LAR1. Because in MSRP and MSR-BM, the duration of the paths is longer, the number of path breaks is reduced, and also the control overhead is decreased compared with the other routing protocols.
Figure 13: Throughput versus vehicles density.

Figure 14: Average of routes failures versus vehicles density.

Figure 15: Average of routes failures versus vehicles density.
ROMSGP has the lowest throughput compared to LAR1. This is because ROMSGP determines the route by vehicles that travel in the same group (they are not enough) on the contrary of our schemes and LAR1 that do not take into account the direction of movement. When the number of vehicles increases, the ROMSGP throughput increases rapidly compared to that of LAR1. This is because ROMSGP has enough number of vehicles to select a stable route versus LAR1 that determines the shortest path.

As shown in Figures 14 and 15, the average number of route breaks (number of errors) of our protocols is lower than those of both ROMSGP and LAR1, because our schemes choose the most stable route and predict the data packet delivery time before sending data. LAR1 chooses the shortest path, regardless of whether it is reliable or not. ROMSGP outperforms LAR1 because it predicts a stable route by building it by vehicles belonging to the same group, and it creates a new alternative route before a route breakage.

As shown in Figures 16–19, according to the vehicles density, our scheme with beacon message (MSRP-BM) has the lowest packet delivery ratio and throughput. Besides, MSRP-BM has the highest normalized routing load and the highest average number of route failure compared to our scheme without beacon message (MSRP). This is explained by periodicity of beacon messages that charge the bandwidth.

7. Conclusion
Our schemes are designed to enhance the communication on highway for the comfort applications. They predict the most stable route by selecting the route that has the longest lifetime. They are based on the prediction of the link lifetime and the route lifetime taking into account the velocity
variation. Moreover, our schemes predict the data packet delivery time before sending the data. They are compared to ROMSGP and LAR1 in highway environment. The results showed that our schemes have higher average route lifetime, higher percentage of packet delivery, higher throughput, lower average end-to-end delay, and lower average route failures number compared to existing schemes.

**Data Availability**

No data were used to support this study.

**Conflicts of Interest**

The authors declare that they have no conflicts of interest.

**References**

[1] S. A. Hussain, M. Iqbal, A. Saeed et al., "An efficient channel access scheme for vehicular ad hoc networks,” *Mobile Information Systems*, vol. 2017, Article ID 8246050, 10 pages, 2017.

[2] A. Zekri and W. Jia, “Heterogeneous vehicular communications: a comprehensive study,” *Ad Hoc Networks*, vol. 75–76, pp. 52–79, 2018.

[3] T. S. J. Darwish, K. Abu Bakar, and K. Haseeb, "Reliable intersection-based traffic aware routing protocol for urban areas vehicular ad hoc networks,” *IEEE Intelligent Transportation Systems Magazine*, vol. 10, no. 1, pp. 60–73, 2018.

[4] S. Sultan, M. Doori, A. Bayatti, and H. Zedan, “A comprehensive survey on vehicular ad hoc networks,” *Journal of Network and Computer Applications*, vol. 37, pp. 380–392, 2014.

[5] A. Dua, N. Kumar, and S. Bawa, “A systematic review on routing protocols for vehicular ad hoc networks,” *Vehicular Communications*, vol. 1, no. 1, pp. 33–52, 2014.

[6] S. Zeadally, R. Hunt, Y.-S. Chen, A. Irwin, and A. Hassan, "Vehicular ad hoc networks (VANETS): status, results, and challenges," *Telecommunication Systems*, vol. 50, no. 4, pp. 217–244, 2010.

[7] D. Tian, K. Shaﬁee, and V. C. M. Leung, “Position-based directional vehicular routing,” in *Proceedings of GLOBECOM 2009, IEEE Global Telecommunications Conference*, pp. 1–6, Honolulu, HI, USA, November-December 2009.

[8] T. Taleb, E. Sakhaee, A. Jamalipour, K. Hashimoto, N. Kato, and Y. Nemoto, “A stable routing protocol to support ITS services in VANET networks,” *IEEE Transactions on Vehicular Technology*, vol. 56, no. 6, pp. 3337–3347, 2007.

[9] M. A. Togou, A. Hafid, and L. Khouchi, “SCRP: stable CDS-based routing protocol for urban vehicular ad hoc networks,” *IEEE Transactions on Intelligent Transportation Systems*, vol. 17, no. 5, pp. 1298–1307, 2016.

[10] M. H. Eiza and Q. Ni, “An evolving graph-based reliable routing scheme for VANETS,” *IEEE Transactions on Vehicular Technology*, vol. 62, no. 4, pp. 1493–1504, 2013.

[11] Z. Wang, L. Liu, M. Zhou, and N. Ansari, “A position-based clustering technique for ad hoc intervehicular communication,” *IEEE Transactions on Man, Cybernetics, Part C (Applications and Reviews)*, vol. 38, no. 2, pp. 201–208, 2008.

[12] F. Abbas and P. Fan, “Clustering-based reliable low-latency routing scheme using ACO method for vehicular networks,” *Vehicular Communications*, vol. 12, pp. 66–74, 2018.

[13] H. Menouar, M. Lenardi, and F. Filali, “A movement prediction based routing protocol for vehicle-to-vehicle communications,” in *Proceedings of V2VCOM*, San Diego, CA, USA, July 2005.

[14] V. Namboordiri and L. Gao, “Prediction-based routing for vehicular ad hoc networks,” *IEEE Transaction on Vehicular Technology*, vol. 56, no. 4, pp. 2332–2345, 2007.

[15] C. Liu, Y. Shu, O. Yang, Z. Xia, and R. Xia, “SDR: a stable direction-based routing for vehicular ad hoc networks,” *Wireless Personal Communications*, vol. 73, no. 3, pp. 1289–1308, 2013.

[16] C. E. Perkins and E. M. Royer, “Ad-hoc on-demand distance vector routing,” in *Proceedings of WMCSA’99 Second IEEE Workshop on Mobile Computing Systems and Applications*, pp. 90–100, New Orleans, LA, USA, February 1999.

[17] Y. Sun, S. Luo, Q. Dai, and Y. Ji, “An adaptive routing protocol based on QoS and vehicular density in urban VANETs,” *International Journal of Distributed Sensor Networks*, vol. 11, no. 6, 2015.

[18] B. Moussauoui, S. Djahel, M. Smati, and J. Murphy, “A cross layer approach for efﬁcient multimedia data dissemination in VANETs,” *Vehicular Communications*, vol. 9, pp. 127–134, 2017.

[19] M. H. Eiza, Q. Ni, T. Owens, and G. Min, “Investigation of routing reliability of vehicular ad hoc networks,” *EURASIP Journal on Wireless Communications and Networking*, vol. 2013, no. 1, pp. 1–15, 2013.

[20] K. A. Darabkh, M. S. E. Judeh, H. Bany Salameh, and S. Althunibat, “Mobility aware and dual phase AODV protocol with adaptive hello messages over vehicular adhoc networks,” *International Journal of Electronics and Communications*, vol. 94, pp. 277–292, 2018.

[21] M. M. Alotaibi and H. T. Mofutah, “Adaptive expiration time for dynamic beacon scheduling in vehicular ad-hoc networks,” in *Proceedings of 2015 IEEE 82nd Vehicular Technology Conference (VTC2015-Fall)*, pp. 1–6, Boston, MA, USA, September 2015.

[22] Q. Guan, F. R. Yu, and S. Jiang, “Prediction-based topology control and routing in cognitive radio mobile ad hoc networks,” in *Proceedings of 2010 INFOCOM IEEE Conference on Computer Communications Workshops*, pp. 1–6, San Diego, CA, USA, March 2010.

[23] O. Kaiwartya and S. Kumar, “Guaranteed geocast routing protocol for vehicular adhoc networks in highway traffic environment,” *Wireless Personal Communications*, vol. 83, no. 4, pp. 257–2682, 2015.

[24] K. L. K. Sudheera, M. Ma, G. G. M. N. Ali, and P. H. J. Chong, “Delay efficient software deﬁned networking based architecture for vehicular networks,” in *Proceedings of 2016 IEEE International Conference on Communication Systems, ICCS*, pp. 1–6, Shenzhen, China, December 2016.

[25] B. A. Forouzan and S. C. Fegan, *Data Communications and Networking*, McGraw-Hill Higher Education, New York, NY, USA, 2007.

[26] H. Saleet, O. Basir, R. Langar, and B. Bostan, “Region-based location-service-management protocol for VANETs,” *IEEE Transactions on Vehicular Technology*, vol. 59, no. 2, pp. 917–931, 2010.

[27] M. Rehan, H. Hasbullah, I. Faye et al., “ZGLS: a novel flat quorum-based and reliable location management protocol for VANETs,” *Wireless Network*, vol. 24, no. 6, pp. 1885–1903, 2017.

[28] M. Nabil, A. Hajami, and A. Haqiq, “Determining and evaluating the most route lifetime as the most stable route
between two vehicles in VANET,” in Proceedings of the 8th International Conference on Innovations in Bio-Inspired Computing and Applications (IBICA 2017), pp. 125–132, Springer International Publishing, Marrakech, Morocco, December 2017.

[29] Y. B. Ko and N. H. Vaidya, “Location-Aided Routing (LAR) in mobile ad hoc networks,” Wireless Networks, vol. 6, no. 4, pp. 307–321, 2000.

[30] N. Alsharif, S. Capedes, and X. S. Shen, “iCAR: Intersection-based connectivity aware routing in vehicular ad hoc networks,” in Proceedings of 2013 IEEE International Conference on Communications (ICC), pp. 1736–1741, Budapest, Hungary, June 2013.
