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Abstract: Crowd counting is a challenging task in crowded scenes due to heavy occlusions, appearance variations and perspective distortions. Current crowd counting methods typically operate on an image patch level with overlaps, then sum over the patches to get the final count. In this paper we describe a real-time pedestrian counting framework based on a two-stage human detection algorithm. Existing works with overhead cameras is mainly based on visual tracking, and their robustness is rather limited. On the other hand, some works, which focus on improving the performances, are too complicated to be realistic. By adopting a line sampling process, a temporal slice image can be obtained for pedestrian counting without the need for visual tracking. Only ten low level features are extracted from the input image to establish a feature vector. As a result, our algorithm is more efficient and accurate than existing methods. Pedestrians in the temporal slice image are then located by the two-stage detection algorithm, which is largely based on support vector machine and affinity propagation clustering. Moreover, a novel algorithm is proposed to determine the moving directions of pedestrians by comparing the centers of them in two temporal slice images. Extensive experiments reveal that our system achieves satisfaction performances in terms of both robustness and efficiency.
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1 Introduction

Pedestrian counting is a basic component in computer vision. Counting the number of pedestrians in a region of interest (ROI) is useful for security monitoring and traffic control. Counting the number of pedestrians crossing a line of interest (LOI) also helps to optimize the public services such as providing the sufficient products in a shop or services in public places. However, counting pedestrians in crowded situations is a challenging task. In this paper, we introduce a novel approach to count the pedestrians across a line of interest (LOI) via a two-stage detection algorithm, which is more robust and efficient than existing methods. Here we segment the pedestrians in the second-stage detection using the affinity propagation (AP) clustering [Frey and Dueck (2007)]. We compare the performances of
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different clustering algorithms and of two-stage and one-stage segmentation algorithms. The results reveal that the proposed method is robust and highly accurate. The contributions of our paper are summarized below:
1. A two-stage detection algorithm is developed to count the pedestrians crossed the LOI.
2. An automatic method for estimating pedestrian moving direction is proposed.
3. Compared to other relative methods, the proposed algorithm is more efficiently in pedestrians detecting.

The rest of the paper is organized as follows. In Section 2 we describe some existing algorithms in the literature to set the background for the research. Details of our two-stage detection algorithm is described in Section 3. The results of our algorithm are compared with other baselines in Section 4. A conclusion is finally drawn in Section 5.

2 Related work
Many algorithms have been proposed to count pedestrians and experiments have demonstrated that counting pedestrians in complex scenes is a difficult task. Applications generally involve counting pedestrians in a region of interest (ROI counting) and pedestrians passing through a line of interest in a fixed time period (LOI counting).

Existing methods for ROI counting can be generally divided into two categories: object detection and regression. Viola et al. [Viola, Jones and Snow (2003)] detect motion patterns by utilizing the AdaBoost learning algorithm. However, when occlusion occurs, the motion pattern detection method tends to suffer, and because of these some part-based pedestrian detectors are proposed. Wu et al. [Wu and Nevatia (2005)] count pedestrians in crowded scenes by detecting different parts of the human body, including head and shoulder, torso and legs, etc. in scenes with occlusion. To make the part-based pedestrian detector more robust, Xing et al. [Xing, Ai, Liu et al. (2011)] developed an approach combining head-shoulder detector and moving flow. Dong et al. [Dong, Parameswaran, Ramesh et al. (2007)] match the shape of foreground segment to a database with pedestrian silhouettes. This performs well when the number of pedestrians in the segment is less than [Wu and Nevatia (2005)]. The above methods try to directly detect every single pedestrian in one or several frames precisely. However, when in crowded situations, detecting a single person becomes difficult.

The regression methods can deal with scenes with significant occlusion successfully without locating the precise position of each pedestrian. Texture features should be extracted to count the crowds. To analyze the crowd in small regions, the Local Binary Pattern (LBP) method is utilized to count pedestrians in separated areas [Wang, Liu, Qian et al. (2012)]. In order to estimate the exact number of pedestrians in each of the crowd segments, foreground edge orientations Kong et al. [Kong, Gray and Tao (2006)] are extracted as features. A Gaussian process regression with radial basis function (RBF) kernel is proposed to capture both linear and locally non-linear features [Chan, Liang and Vasconcelos (2008)].

A number of papers in the literature for LOI counting relies on visual tracking [Antic, Letic, Culibrk et al. (2009); Velipasalar, Tian and Hampapur (2006)]. To avoid occlusions, most tracking methods are based on overhead cameras. Zhao et al. [Zhao and Nevatia (2003)] use human shape models to interpret the foreground in a Bayesian framework. However, it
is difficult for the system to achieve real-time performance when numerous pedestrians are tracked simultaneously. Therefore, a two-level tracking structure is proposed, which uses a fast blob tracking method and the mean-shift tracking algorithm to deal with merges and splits of the blobs [Velipasalar, Tian and Hampapur (2006)]. In crowded situations, tracking a single person becomes difficult and it is necessary to segment different pedestrians from the foreground blobs. Antic et al. [Antic, Letic, Culibrk et al. (2009)] develop a system that uses k-means clustering to enable the segmentation of single pedestrian in the scene.

However, visual tracking is computationally expensive and tracking multiple targets accurately and robustly is still a challenging problem. What is more, it takes tremendous amount of time to extract the features of pedestrians from every frame in the video and process the extracted features. As a result, researchers have begun to utilize information from spatial and temporal domains. Albiol et al. [Albiol, Mora and Naranjo (2000)] first store the foreground of pedestrians passing through a gate of a train in a spatial-temporal domain and segment the pedestrians with morphological tools. Morphological operations are applied to deal with images that are lack of detailed features, so a Kanade-Lucas-Tomasi (KLT) feature tracker is utilized to gather feature trajectories, which are then clustered to estimate the number of pedestrians [Rabaud and Belongie (2006)]. As the KLT tracker is not efficient, Cong et al. [Cong, Gong, Zhu et al. (2009)] measure the flow velocity on the detection line and estimate the number of pedestrians by quadratic regression. Ma et al. [Ma and Chan (2013)] improve the work of Cong et al by introducing an integer programming method to count people crossing the line based on ROI counting.

Ma and Chan [Ma and Chan (2016)] propose an integer programming method for estimating the instantaneous count of pedestrians. The number of people is estimated in a set of overlapping sliding windows on the temporal slice image. Recently, many machine learning-based works had been proposed.

Recently, many machine learning-based works had been proposed. Zhang et al. [Zhang, Zhou, Chen et al. (2016)] use multi-column convolutional neural network (MCNN) architecture to map the image to its crowd density map. The features learned by each column CNN are adaptive to variations in people/head size due to perspective effect or image resolution by utilizing filters with receptive fields of different sizes [Cui, McIntosh and Sun (2018)]. A deep CNN-based method is proposed by Zhao et al. [Zhao, Li, Zhao et al. (2016)] which can directly estimates the crowd counts with pairs of video frames as inputs and is trained with pixel-level supervision maps. A two-phase training scheme is adopted, which decomposes the original counting problem into two easier sub-problems, estimating crowd density map and estimating crowd velocity map. Although, their methods achieved significant performances, the efficiency was unpleased, and can be improved. To accomplish this, we proposed a two-stage detection algorithm, which is based on SVM and affinity propagation clustering.

3 Proposed algorithm

In this section, we will demonstrate the architecture of the system. We first describe the procedures to obtain the temporal slice image, followed by feature extraction for classification. The two-stage pedestrian detection algorithm is then presented in detail. Finally, we discuss how to determine the moving direction of the pedestrians.
The flow chart of our approach is shown in Fig. 1. First, a cycle period $T$ is set manually and Gaussian mixture model (GMM) is applied to subtract the background. Second, the temporal slice image $ST$ on the LOI is obtained. Temporal slice image is an arrangement of the lines collected frame by frame. Each line contains information about moving pedestrians and its location. It represents the time when the line is sampled. Subsequently, 10 features are extracted from each foreground region in $ST$, and forms a feature vector $F(i)=1...N$, where $N$ is the account of foreground regions. According to these feature vectors, the foreground regions are classified into two categories, crowd and individual. The centers of the regions labelled as individuals can be located immediately. The pedestrians in the crowd class are detected by clustering. Finally, the moving directions of each pedestrian are determined.

![Flow Chart of the Approach](image)

**Figure 1: Flow Chart of the Approach**

### 3.1 Background subtraction and line sampling

The proposed method creates a temporal slice image which contains the location of pedestrians and the time when the pedestrians appear. All the frames are transferred to gray scale images before processing. Gaussian mixture model is applied for detecting moving objects. For each pixel on the LOI, $I(p)$ denotes the grayscale value of pixel $p$. The probability that the pixel presents this color at frame $t$ is defined as:

$$P(I(p), t) = \sum_{k=1}^{K} \omega_k(t) g(I(p), \mu_k(t), \sigma_k^2(t))$$

where $K$ is the number of mixture models (usually it is defined as 3), $\omega_k(t)$ is the weight of the $k$th model at frame $t$ ($\sum_{k=1}^{K} \omega_k(t) = 1$) is the center of the $k$th model at frame $t$, $\sigma_k^2(t)$ is the variance of the $k$th model at frame $t$, and $g$ is a Gaussian function

$$g(I(p), \mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(I(p) - \mu)^2}{2\sigma^2}}$$

Typically, if $|I(p) - \mu_k(t)| < 2.5\sigma_k(t)$, we consider that the current pixel $p$ at frame $t$ matches the $k$th model. On the other hand, if the pixel $p$ does not match any of the models, it is labelled as foreground. When the current pixel $p$ matches the $k$th model, the $k$th model will be updated by
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\[
\begin{align*}
\mu_k(t + 1) &= (1 - \alpha)\mu_k(t) + \alpha I(p) \\
\sigma_k^2(t + 1) &= (1 - \alpha)\sigma_k^2(t) + \alpha (\mu_k(t) - I(p))^2
\end{align*}
\]  

(3)

Here \(\alpha\) is a preset parameter to control the updating speed. Suppose that for all the models that pixel \(p\) matches, the \(k_{th}\) model has the largest weight \(\omega_{k_{th}}(t)\). Then this largest weight is updated by

\[
\omega_{k_{th}}(t + 1) = (1 - \beta)\omega_{k_{th}}(t) + \beta
\]  

(4)

Here \(\beta\) is also a preset parameter to control the updating speed. For other models, the weights are updated by

\[
\omega_k(t + 1) = (1 - \beta)\omega_k(t)
\]  

(5)

Finally, the updated weights are normalized by

\[
\omega_k(t + 1) = \frac{\omega_k(t + 1)}{\sum_{k=1}^{K} \omega_k(t + 1)}
\]  

(6)

When there is no model that can match the pixel \(p\), the model that has the smallest weight will be replaced by a new model with \(\mu_k(t + 1) = I(p)\).

After the background subtraction on the LOI, each pixel on the LOI are labelled either white (if it is the foreground) or black (if it is the background). By applying the line sampling procedure on the LOI, the binary temporal slice image \(ST\) is obtained.

Two LOIs are drawn to obtain the temporal slice images (see Fig. 2(a) for example). The solid line is the main line to collect the information of foreground and the dash one, named associate line, is utilized to help the system to determine the direction of each pedestrian.

The gray scale temporal slice image obtained from the main line during the first frame to the 200th frame is shown in Fig. 2(b). The binary temporal slice images obtained from the two lines are presented in Fig. 2(c) and Fig. 2(d).

\[ (a) \quad (b) \quad (c) \quad (d) \]

Figure 2: a) LOIs, and temporal slice images from b) gray level, c) the main line and d) the associate line. The red ellipse is an example of covering ellipse in Secyion 3.2. The yellow rectangles show an example of direction determination in Section 3.4

3.2 Feature extraction

Features are extracted from each foreground region in the binary temporal slice image. In this paper, we extract 10 low level features to form a feature vector \(F(i)_{i=1,...,N}\). Each pixel in foreground region has its coordinate \((\omega, t) \in ST\). Let \(cov = \Phi \Lambda \Phi^{-1}\) be the covariance matrix of pixel coordinates in a foreground region, here \(\Phi = [v_1, v_2]\) in which \(v_1\) and \(v_2\) are the eigenvectors and \(\Lambda = diag(\lambda_1, \lambda_2)\) (here \(\lambda_1 < \lambda_2\)) is the matrix of eigenvalues. Ten features are then extracted from each foreground region:

1. the area size of the foreground region \(S\);
2. the length of long axis of the covering ellipse \( a = \sqrt{S \times \frac{\lambda_2}{\lambda_1}} \);
3. the length of minor axis of the covering ellipse \( b = \sqrt{S \times \frac{\lambda_1}{\lambda_2}} \);
4. the length of long axis over the length of minor axis \( a/b \);
5. the difference of the time axis \( \Delta t \);
6. the difference of the line axis \( \Delta w \);
7. the perimeter of the foreground region \( L \);
8. the variance of the time axis \( \sigma_t^2 \);
9. the variance of the line axis \( \sigma_w^2 \);
10. the perimeter over the area size \( L/S \).

One example of the covering ellipse is shown in Fig. 2©. After feature extraction, \( N \) feature vectors \( F(i) i=1...N \) is formed according to \( N \) foreground regions in the temporal slice image \( ST \).

### 3.3 Two-Stage pedestrian detection

When the pedestrians are in a crowd, it is difficult to identify each individual from the temporal slice image \( ST \). We propose a two-stage pedestrian detection algorithm. First the foreground regions from the temporal slice image are separated into two classes, that containing only one person and that containing more than one person, using a support vector machine classifier. Then a clustering algorithm is utilized to estimate the number of pedestrians in the crowded class.

In the first stage, support vector machine is applied to classify the foreground regions according to the extracted features \( F(i) \). Support vector machine (SVM) is widely used in two-class classification problems. C-Support Vector Classification (C-SVC) [Chang and Lin (2011)] is chosen in our algorithm. In detail, given training vectors \( x_t i \in R^n, i = 1, ..., l \), in two classes and a label vector \( y \in R^l \) such that \( y_i \in \{1, -1\} \), C-SVC solves the following optimization problem:

\[
\min_{\omega, b, \varepsilon} \frac{1}{2} \omega^T \omega + C \sum_{i=1}^l \varepsilon_i
\]

subject to \( y_i(\omega^T \emptyset(x_{ti}) + b) \geq 1 - \varepsilon_i, \varepsilon_i \geq 0, i = 1, ..., l \),
where \( \emptyset(x_{ti}) \) maps \( x_{ti} \) into a higher-dimensional space and \( C > 0 \) is the cost. Since the dimension of the vector variable \( \omega \) is possibly high, the problem is usually solved in the following dual form:

\[
\min_{\alpha} \frac{1}{2} \alpha^T Q \alpha - e^T \alpha
\]

subject to \( y^T \alpha = 0, 0 \leq \alpha_i \leq C, i = 1, ..., l \),
where \( e = [1, ..., 1]^T \) is a vector of ones, \( Q \) is an \( l \) by \( l \) positive semidefinite matrix, \( Q_{ij} \equiv y_i y_j K(x_{ti}, x_{tj}) \), and \( K(x_{ti}, x_{tj}) \equiv \emptyset(x_{ti})^T \emptyset(x_{tj}) \) is the kernel function. We choose the radial basis function (RBF) as the kernel function in our algorithm, which takes the form as:

\[
K(x_{ti}, x_{tj}) = e^{-\tau \|x_{ti} - x_{tj}\|^2}
\]
The parameter $\tau$ is related to the number of features, and will be discussed (together with cost $C$) later in the parameter setting section. After solving problem (8), using the primal-dual relationship, the optimal $\omega$ is

$$\omega = \sum_{i=1}^{L} y_{i} \alpha_{i} \phi(x_{t})$$

and the decision function is:

$$\text{sgn}(\omega^{T} \phi(x_{t}) + b) = \text{sgn}(\sum_{i=1}^{L} y_{i} \alpha_{i} K(x_{t_{i}}, x_{t}) + b)$$

and parameter $b$ in Eq. (11) is

$$b = -\frac{1}{2} \left( \max_{i : y_{i} = -1} \omega^{T} x_{t_{i}} + \min_{i : y_{i} = 1} \omega^{T} x_{t_{i}} \right)$$

In Fig. 3(a), the foreground areas in the ellipses represent the individuals classified by the SVM classifier.

In the second stage, we apply affinity propagation (AP) clustering to detect each pedestrian. The AP clustering algorithm is an iteration of responsibility and availability. First the similarity is obtained:

$$s(i, k) = \begin{cases} -\|x_{i}, x_{k}\|^{2} & \text{if } i \neq k \\ \frac{\sum_{i=1}^{N_{r}} \sum_{k'=1}^{N_{r}} \alpha_{i}^{t}(k') \cdot s(i', k')}{N_{r} (N_{r} - 1)} & \text{if } i = k \end{cases}$$

where $x_{i}$ and $x_{k}$ ($1 \leq i, k \leq N_{r}$) are the coordinates of foreground region in the crowd class, and $N_{r}$ is the total number of pixels of all the foreground regions in the crowd class. Then the responsibility $\tau(i, k)$ and availability $\alpha(i, k)$ are iterated by:

$$\tau_{t+1}(i, k) = s(i, k) - \max_{k : s.t. k \neq k} \{ \alpha_{t}(i, k') + s(i, k') \}$$

$$\alpha_{t+1}(i, k) = \min \left\{ 0, \tau_{t+1}(k, k) + \sum_{i : s.t. i' \notin (k)} \max(0, \tau_{t+1}(i', k)) \right\}$$

And a damping procedure is applied to reduce oscillations:

$$\tau_{t+1}(i, k) = (1 - \lambda) \cdot \tau_{t+1}(i, k) + \lambda \cdot \tau_{t}(i, k)$$

$$\alpha_{t+1}(i, k) = (1 - \lambda) \cdot \alpha_{t+1}(i, k) + \lambda \cdot \alpha_{t}(i, k)$$

Here $\lambda$ is a preset parameter to control the damping speed. The pixel points which fulfill $\tau(k, k) + \alpha(k, k) > 0$ are regarded as centers of clusters.

We compared 3 different kinds of clustering algorithms: mean shift clustering [Vella, Infantino and Scardino (2017)], k-means clustering and AP clustering. The results of the three clustering algorithms are presented in Fig. 3(b) to Fig. 3(d). The first row in Fig. 3 is a comparison based on the original temporal slice image while the second row is based on the crowd class classified by the SVM classifier. Comparing the clustering results between the top and bottom row, we can conclude that the first stage detection contributes to reducing the error of clustering single pedestrians. What is more, no more parameters in AP clustering algorithm is required whilst the number of clusters in k-means clustering and the bandwidth in mean shift clustering need to be estimated before clustering.
3.4 Direction determination

Our approach uses a novel method to determine the moving directions of pedestrians by comparing the centers of them in two temporal slice images. However, the centers obtained for the two images by clustering may not match, as the number of clusters cannot be predicted. Therefore, the number of clusters is set as the result of clustering in the first temporal slice image. The centers of pedestrians in the second temporal slice image are obtained by labelling the foreground pixel to the nearest center in the first image, and new centers in the second image can be obtained according to the labelled pixels. The centers in the two images can then be compared.

When a pedestrian moves, the center of the person passes two lines at different time. By analyzing the centers from two temporal slice images, we can determine the moving directions of the pedestrian. Let $S_{mc}(\omega_m, t_m)$ be the central position of a pedestrian on the main line and $S_{ac}(\omega_a, t_a)$ of the associate one. Then the direction of the pedestrian can be decided by:

\[
\text{direction} = \begin{cases} 
\text{down} & \text{if } t_m - t_a > 0 \\
\text{up} & \text{if } t_m - t_a < 0
\end{cases}, \quad (18)
\]

An example of direction determination is demonstrated in Figs. 2(c) and 2(d). Comparing the centers of the man in the rectangles, we can find that $t_m - t_a > 0$, so the man is going downside.

4 Experiments and results

4.1 Datasets

Most of the testing videos of LOI counting in the existing literatures are not accessible for us, so it is not easy to compare the performances of different methods. Thus, we established a new pedestrian dataset, named the PUCSD dataset. We evaluate the performance of our system on two large pedestrian datasets, the PUCSD dataset and the UCSD dataset. Some representative frames from these datasets are shown in Fig. 4. The PUCSD dataset is created by setting up a camera in a building on the campus. 8 video clips were collected.
with a frame size of $320 \times 240$ and frame rate of 18 fps. The PUCSD dataset contains more than 10000 frames and the ‘vidd scene’ from the UCSD dataset contains about 34400 frames. The ground truth of the UCSD dataset is related to ROI counting, thus we marked the ground truth of the UCSD dataset for LOI counting. The line of interest (LOI) is vertically located 60 pixels from the left side.

![Figure 4](image)

**Figure 4:** Representative frames. Top: the PUCSD dataset. Bottom: the UCSD dataset

### 4.2 Training and parametric settings

As postures of pedestrians may vary differently on different line locations, 24 locations of lines are simultaneously chosen at random to obtain the temporal slice images for training. The foreground regions in these training images are the pedestrians to be counted. There are two principles to set the cycle period $T$:

1. The body of a pedestrian is required to pass the line during the cycle period, so $T$ cannot be too small.
2. The counting results of a cycle should be presented in time, so $T$ cannot be set overly large. Taking the above principles into account, we set the cycle period $T$ to 200 frames.

The locations of the main line and the associate line are related to the moving directions of the pedestrians. Firstly, both lines should be located perpendicular to the direction of the flow. Secondly, the distance between the two lines is set to half the width (if the lines are vertical) or half the height (if the lines are horizontal) of the pedestrians. Thus, the temporal slice images from the two lines are similar but have minor differences. If the distance of two lines is too large, the foreground regions from the temporal slice images will be quite different, and it will not be easy to match the corresponding centers of the pedestrians. On the other hand, if the two lines are too close, the differences of the centers cannot be recognized easily.

In Section 3.1, we introduced two parameters $\alpha$ and $\beta$ in the updating procedure of Gaussian mixture model (GMM). Large $\alpha$ and $\beta$ lead to fast updating speed, as well as instability. In order to keep the updating procedure robust, the parameters $\alpha$ and $\beta$ are both set to 0.02 in this paper.

LIBSVM toolbox [Chang and Lin (2011)] is applied to train and classify the foreground
regions in the first-stage detection in Section 3.3. The parameter $\gamma$ (in Eq. (9)) is usually set to $1/K_f$, where $K_f$ is the number of features ($K_f = 10$ in this paper). The parameter $C$ (appeared in Eq. (7)) is generally set to 1. Meanwhile, in order to estimate the exact value of $\gamma$ and $C$, cross validation is applied, instead of simply taking the empirical values. What is more, the maximum value of the features cannot be predicted, so normalization and cross validation are employed in each cycle.

In the damping procedure in AP clustering, we introduced the parameter $\lambda$. A quantized intermediate value named Net Similarity is calculated to monitor the oscillations, which is defined as:

$$\text{Net Similarity} = dpsim + \text{expref}$$  \hfill (19)

The sum of the similarities of the data points to their cluster centers is defined as $dpsim$, while the sum of the similarities of the cluster centers themselves (define in Eq. (14) when $i = k$) is returned as $\text{expref}$. The Net Similarity will reach a maximum value as the clustering algorithm iterates. Fig. 5 shows the Net Similarity with different values of $\lambda$, from which we can draw the conclusion that a large $\lambda$ (see $\lambda \geq 0.9$ as examples) increases the number of iterations with a stable rise of Net Similarity. On the other hand, a small $\lambda$ (see $\lambda = 0.6$ as an example) accelerates the iteration, but causes oscillations of Net Similarity. Taking both stability and efficiency into account, we set $\lambda$ to 0.7 in the proposed algorithm.

4.3 Experimental results

The results on the PUCSD dataset are shown in Tab.1. The error rate of the total number regardless of the moving directions is 6.573%. The error rate for the number of pedestrians walking up is 7.633%, whilst that for walking down is 8.056%.

**Table 1:** Result of the PUCSD dataset. The second and third columns are the actual number of pedestrians up and down

| Video No. | # of Up | # of Down | Up | Down | Err Up | Err Down | Err Total |
|-----------|---------|-----------|-----|-------|--------|----------|-----------|
| 1         | 15      | 3         | 15  | 3     | 0      | 0        | 0         |
| 2         | 12      | 7         | 13  | 8     | +1     | +1       | +2        |
| 3         | 16      | 11        | 16  | 12    | 0      | +1       | +1        |
| 4         | 28      | 8         | 29  | 7     | +1     | -1       | 0         |
In Fig. 6 we compare the performances of the tracking-based counting, the proposed algorithm with and without the first-stage detection (abbreviated as ‘cluster’ in Fig. 6) on the UCSD dataset. By comparing the performance of our system with the ground truth and the tracking-based method, we conclude that the accuracy of our system is acceptable. We can also state that the two-stage detection algorithm performs better than the algorithm just applies clustering. The errors are mainly caused by three reasons:

1. When someone stays on the line for a while, the number of clusters will increase, as well as the result of counting.
2. The result of background subtraction is affected when the color of pedestrian is similar to the ground.
3. Large moving objects such as bikes also lead to errors.

Figure 6: Results on the UCSD dataset. The solid lines represent the left direction while the dash lines represent the right direction.

The algorithm is coded in MATLAB 2016b on a machine equipped with Intel i7 3.4 GHz CPU with 16 GB RAM. Running time of each step is shown in Tab. 2. The frame rate of the test video is 18 fps, so the cycle is 3.31 seconds. The counting procedure can be completed before the temporal slice image of the next cycle is obtained, thus our system can operate in real-time.
Table 2: Processing time of each step

| Task         | Feature Extraction | SVM  | AP Clustering | Direction Judging | Total |
|--------------|--------------------|------|---------------|-------------------|-------|
| Cost         | 0.07               | 1.48 | 1.72          | 0.04              | 3.31  |

4.4 Failure case

Although the proposed two-stage detection algorithm achieves satisfying results in most instances, it is expected to fail in some extreme situations. For instance, in Fig. 7, if one person stays on the LOI for a while, the foreground region in the temporal slice image will increase (see Fig. 7(a) and Fig. 7(b)). After the first-stage classification (see Fig. 7(c)) and the second-stage clustering (see Fig. 6(d)), the foreground region of the stationary person (labelled 1 in Fig. 7(c)) will be grouped into small clusters. As a result, the number of pedestrians estimated by the AP clustering algorithm will increase (see Fig. 7(d)). In this case, the visual tracking based counting methods will probably perform better than the proposed algorithm. Another cause of failure is due to background subtraction error. Specifically, if the color of the moving object is similar to the background, the result of background subtraction will not be accurate. The foreground region labelled 6 in Fig. 7(c) is an example of this. This region should be connected to that labelled 5. It is therefore necessary to select suitable background subtraction algorithms for different situations.

![Figure 7: Failure case. a) Gray level and b) Binary temporal slice images. c) Results of SVM and d) Clustering](image)

5 Conclusion

In this paper, a novel two-stage pedestrian detection algorithm is proposed to count pedestrians. Without tracking each pedestrian, our counting algorithm is both efficient and robust. The LOI counting is considered as classification and clustering. The two-stage pedestrian detection algorithm locates each pedestrian in the temporal slice image accurately. Experiments demonstrate the reliability of our algorithm and suggest that our LOI counting can efficiently deal with crowded situations. However, the stationary pedestrians still cause counting errors. In future work, we will explore how to deal with this, as well as large moving non-human objects.
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