Research on BOLD-fMRI Data Denoising Based on Bayesian Estimation and Adaptive Wavelet Threshold
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The acquisition of functional magnetic resonance imaging (fMRI) images of blood oxygen level-dependent (BOLD) effect and the signals to be analyzed is based on weak changes in the magnetic field caused by small changes in blood oxygen physiological levels, which are weak signals and complex in noise. In order to model and analyze the pathological and hemodynamic parameters of BOLD-fMRI images effectively, it is urgent to use effective signal analysis techniques to reduce the interference of noise and artifacts. In this paper, the noise characteristics of functional magnetic resonance imaging and the traditional signal denoising methods are analyzed. The Bayesian decision criterion takes into account the probability of the total occurrence of all kinds of references and the loss caused by misjudgment and has strong discriminability. So, an improved adaptive wavelet threshold denoising method based on Bayesian estimation is proposed. By using the correlation characteristics of multiscale wavelet coefficients, the corresponding wavelet components of useful signals and noises are processed differently; while retaining useful frequency information, the noise is weakened to the greatest extent. The new adaptive threshold wavelet denoising method based on Bayesian estimation is applied to the actual experiment, and the results of OEF (oxygen extraction fraction) are optimized. A series of simulation experiments are carried out to verify the effectiveness of the proposed method.

1. Introduction

OEF (oxygen extraction fraction) refers to the ratio of oxygen uptake from the blood to the total oxygen content of arterial blood when oxygen-rich arterial blood flows through capillaries in a region of the brain, which reflects the activity of oxygen metabolism in the brain [1]. It is one of the three physiological indicators of energy metabolism in brain tissue, along with CBF (cerebral blood flow) and CMRO2 (cerebral metabolic rate of oxygen) [2]. OEF is also the difference in oxygen content between arterial and venous blood when tissues take oxygen from the capillary network for utilization. OEF indicates the ability of neurons to utilize oxygen and is an indicator of energy metabolism in brain tissue. Under normal circumstances, the metabolic oxygen supply and oxygen demand of neurons in the brain are in a dynamic equilibrium. When some abnormal conditions such as ischemic stroke and brain injury destroy this equilibrium relationship, physiological metabolic indicators such as cerebral blood flow and OEF will be abnormal. Therefore, the measurement of OEF is of great significance for the prevention and treatment of ischemic stroke. Over the past 25 years, the increase of OEF has been recognized as the gold standard to prove the existence of cerebral hemodynamic damage [3]. In addition, there is no significant difference in OEF values between gray matter and white matter, and the variability in the population is small, which is suitable as a measurement index. At present, the relatively mature OEF measurement technology is to measure the cerebral hemodynamic parameters through PET (positron emission tomography) technology [4]. However, PET technology is very expensive, and it also needs to use 15O2 as a radioactive labeling substance. The radioactive substance itself has radiation trauma effect on the tested human body, and the half-life of this radioactive substance is very short, only about 2
minutes, resulting in this technology not being easy to apply in the clinic. With the rapid development of magnetic resonance imaging (MRI) and blood oxygen level-dependent (BOLD) effects, more and more studies have begun to use BOLD for T2*-weighted imaging to study and process cerebral blood perfusion and metabolism [5–8]. The difference between this method and other imaging methods is that MRI has the highest spatial resolution for brain lesions and is safer and more comprehensive in tissue structure, physiology, function, metabolism, and other aspects, especially in the diagnosis of neurological diseases.

In 1994, Haacke et al. [9] proposed a theoretical model to measure the signal decline caused by extracellular deoxygenated hemoglobin through a new MRI sequence. In 2000, An and Lin [10] proposed an MRI sequence that combined GRE and spin echo (SE) and solved the brain tissue OEF value through a mathematical model. In 2003, An and Lin continued to improve and reorganize the MRI sequence, trying to measure the OEF value from another perspective [11]. The sequence they proposed does not need to calculate \( R_2 \), which can reduce the measurement error to a certain extent. Based on the research of An et al., researchers have developed a lot of OEF postprocessing software, which can directly output OEF measurement results after inputting the nuclear magnetic resonance images of GESSE sequences [12]. However, there are still few researches on measuring OEF with new nuclear magnetic resonance sequences or algorithms [13].

A mathematical model is established by using the functional magnetic resonance imaging of blood oxygen level-dependent (BOLD-fMRI) effect, which can accurately measure the OEF value of the human brain [14]. However, since the image signal is based on a small change in the physiological level of blood oxygen, the magnetic field is weakly changed, and the noise is complicated. So it is urgent to have effective signal analysis technology to reduce the interference of noise and artifacts [15, 16] and improve the accuracy of OEF measurement. In this paper, an adaptive wavelet threshold denoising method based on Bayesian estimation is proposed on the basis of traditional wavelet denoising. After the wavelet decomposition, according to the different wavelet subband characteristics, the improved wavelet scaling function parameter equation is used to determine the optimal threshold for each wavelet decomposition scale level. The simulation results show that compared with the traditional wavelet hard threshold and soft threshold denoising, this method can better improve the SNR and reduce the mean square error of the denoising image and has better denoising effect, making the final measurement result of OEF more accurate.

After reconstruction, the NMR image signal is inherently complex. Two signals are collected through the receiving coil. After orthogonal detection, the two image signals have zero mean value with equal variance and Gaussian noise except the phase difference. Magnetic resonance image signals obey Gaussian distribution in the signal region with high SNR and Rayleigh distribution in the signal region with low SNR [17]. The noise is no longer completely independent but related to the signal.

The noise in NMR image signals obeys Rician distribution, as shown in Figure 1.

As can be seen from the figure, if the signal-to-noise ratio is high, the Rician distribution [18] will be close to the Gaussian distribution; if the signal-to-noise ratio is close to 0 (in this case, only noise exists), the Rician distribution will become a Rayleigh distribution. When the signal-to-noise ratio is low, it is signal dependent, and it is very difficult to remove the random variation and deviation rate of Rician noise generation. How to choose an effective denoising method to effectively separate the signal from the noise is also very meaningful and challenging.

The wavelet threshold denoising method [19, 20] is to process the decomposed wavelet coefficients by finding appropriate thresholds in the appropriate method and to remove the wavelet coefficients belonging to the noise, leaving the wavelet coefficients belonging to the signal, and then reconstruct the processed wavelet coefficients to get the denoised signal. Classical threshold processing wavelet denoising has the following types: wavelet hard threshold denoising, soft threshold denoising, and soft and hard threshold denoising [21].

### 1.1. Wavelet Hard Threshold Denoising.

As shown in Figure 2, the hard threshold denoising is that after the wavelet coefficients are decomposed, the wavelet coefficients with absolute values greater than \( T \) are retained, and the wavelet coefficients with absolute values less than \( T \) are set to zero. Set the threshold \( T \) to 0.5. The specific expression is as follows [22]:

\[
\rho_T(x) = \begin{cases} 
  x, & |x| \geq T, \\
  0, & |x| < T,
\end{cases}
\]

(1)

It can also be seen from the figure that the wavelet hard threshold denoising has a sudden change when the absolute value of the wavelet coefficient is equal to \( T \), which will lead to excessive denoising and being unnatural [23, 24].

### 1.2. Soft Threshold Denoising.

As shown in Figure 3, the soft threshold denoising is that after the wavelet coefficient is decomposed, shrink the wavelet coefficients whose absolute value is greater than \( T \) to the zero point, and set the wavelet coefficient whose absolute value is smaller than \( T \) to zero. Set the threshold \( T \) to 0.5. The specific expression is as follows [22]:

\[
\rho_T(x) = \begin{cases} 
  x - T, & x \geq T, \\
  x + T, & x \leq -T, \\
  0, & |x| \leq T.
\end{cases}
\]

(2)

In this way, the coefficient change is more natural and softer than the hard threshold denoising [25, 26].

### 2. Materials and Methods

#### 2.1. Calculation Method of OEF.

In this paper, the two-chamber model [12, 27] is used to calculate the relevant parameters, and the OEF value is finally calculated. The two-chamber model treats the magnetized material and the tissue of the magnetized material as two chambers. In MRI
analysis of cerebral blood vessels, magnetized substance refers to hemoglobin in the capillaries and blood vessels; the tissue of the magnetized substance is brain substance. In the BOLD effect fMRI image, the brain parenchyma corresponding to a pixel contains many capillaries. Assuming that the distribution direction of capillaries in the brain parenchyma is random, its magnetic moment can be decomposed into short-term scale and long-term scale:

\[
S_s(t) = \rho \cdot (1 - \lambda) \cdot \exp \left[ -0.3 \cdot \varsigma \cdot (\delta \bar{w} \cdot t)^2 \right],
\]

\[
S_l(t) = \rho \cdot (1 - \lambda) \cdot \exp \left[ -R^2 \cdot |t - t_c| \right],
\]

Figure 1: (a) When the SNR is high, the Rician distribution is close to the Gaussian distribution. (b) When the SNR is very low, the Rician distribution is close to the Rayleigh distribution. (c) When the SNR is medium, the Rician distribution is shown in the figure.
where $t_c = (\delta \bar{w})^{-1}$, $R_2' = \lambda \cdot \delta \bar{w}$, $\zeta$ is a constant, $\rho$ is a constant, and $\lambda$ is the relative volume of the magnetized material. $\delta \bar{w}$ in equation (3) can be obtained from

$$\delta \bar{w} = \gamma \cdot \frac{4}{3} \cdot \pi \cdot \Delta \chi \cdot \text{Hct} \cdot \text{OEF} \cdot B_0. \quad (5)$$

Among them, Hct is the hematocrit, $B_0$ is the intensity of the external magnetic field, $\Delta \chi$ is the magnetic susceptibility shift between deoxyhemoglobin and oxyhemoglobin, usually 0.18 ppm/Hct. $\gamma$ is the magnetic susceptibility of the substance, and $\bar{w}$ is the frequency deviation of the magnetized substance. Calculate $\lambda$ by short-term scale fitting of the brightness change curve in the image and then substitute $\lambda$ into equation (4) to calculate $\delta \bar{w}$ by long-term scale fitting, and finally, substitute $\delta \bar{w}$ into equation (5) to calculate the OEF value [28].

2.2. Adaptive Wavelet Threshold Denoising Method Based on Bayesian Estimation. Research on the denoising method of wavelet threshold has been active recently. Many new wavelet threshold denoising methods have been derived for the improvement of soft and hard thresholds and the different calculation methods of thresholds. Based on the Bayesian estimation, Lakhwinder Kaur proposed the NormalShrink wavelet threshold denoising method for the problem that the Donoho threshold method [29] cannot maximize the separation of detail and the edges appear blurry. In this paper, the wavelet threshold denoising method of NormalShrink is further improved. A wavelet adaptive threshold method based on Bayesian estimation [30] is used to denote the image. After wavelet decomposition, according to different wavelet subband characteristics, the improved wavelet scale function parameter equations are used to determine the optimal threshold $T$ that is appropriate for each wavelet decomposition scale.

In the process of denoising the image, if the prior information of the image can be considered and then the optimal threshold is obtained for the risk function, the result error will be reduced. The coefficients of each subband of image wavelet decomposition are basically symmetrically distributed near the zero point, forming a spike distribution, which can be described by a zero-mean generalized Gauss distribution GGD.

The general Gauss distribution is [31, 32]

$$GG_{\sigma, \beta}(x) = C(\sigma X, \beta) \exp \left\{ -[\alpha(\sigma X, \beta) \mid x]\right\}$$

$$-\infty < x < \infty, \sigma X > 0, \beta > 0,$$

$$\alpha(\sigma X, \beta) = \sigma X^{\beta} \left[ \Gamma(3/\beta) / \Gamma(1/\beta) \right]^{1/2},$$

$$C(\sigma X, \beta) = \beta \alpha(\sigma X, \beta) / 2\Gamma(1/\beta),$$

$$\Gamma(t) = \int_0^\infty e^{-u^t} du,$$  

where $\sigma X$ is the standard deviation and $\beta$ is the morphological parameter.

Suppose that $X$ obeys a mean of zero and the variance is a Gaussian distribution of $\sigma_X^2$, that is, $X \sim N(0, \sigma_X^2)$, $\beta = 2$, then the Bayesian risk estimation function is

$$\gamma(T) = E\left( \hat{X} - X \right)^2 = E_X E_Y\left( \hat{X} - X \right)^2,$$

$$\hat{X} = \eta T(Y), Y \mid X \sim N(x, \sigma^2), X \sim GG_{\sigma, \beta}. \quad (7)$$

For a given set of parameters, the threshold $T$ is searched so that the result of $\gamma(T)$ in (4) is the minimum. $T^\star(\sigma X, \beta) = \arg \min_T \gamma(T)$ is used to represent the optimized threshold function.

Next, the optimization threshold $T^\star$ is obtained:

$$E_X E_Y\left( \hat{X} - X \right)^2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \omega(\sigma_X^2, T) p(Y \mid x)p(x)dydx$$

$$= \sigma^2 \omega \left( \frac{\sigma_X^2}{\sigma^2}, \frac{T}{\sigma^2} \right),$$

$$\omega(\sigma_X^2, T) = \sigma_X^2 + 2(T^2 + 1 - \sigma_X^2) \phi \left( \frac{T}{\sqrt{1 + \sigma_X^2}} \right)$$

$$- 2T(1 + \sigma_X^2) \phi(T, 1 + \sigma_X^2). \quad (8)$$

The standard density function is

$$\phi(x, \sigma^2) = \left( \frac{1}{\sqrt{2\pi}\sigma^2} \right) \exp \left\{ -\frac{x^2}{2\sigma^2} \right\},$$

$$\phi(t, 1) = \int_t^\infty \phi(t, 1) dt. \quad (9)$$

So

$$T^\star(\sigma X) = \frac{\sigma^2}{\sigma_X}. \quad (10)$$
$T_B(\sigma_X)$ is an approximation of $T^*(\sigma_X, 2)$, and its maximum deviation is not more than 0.01. The noise variance $\sigma^2$ in (10) can be estimated by using the median absolute variance for the highest frequency subband [28]:

$$\hat{\sigma}^2 = \frac{\text{Median}[Y_{ij}]^2}{0.6745} \text{ for subband } HH_1, \quad (11)$$

$$\hat{\sigma}_X^2 = n^{-2} \sum_{i=1}^{n} Y_{ij}^2 (n \times n \text{ is the considered subband size}),$$

$$\frac{\hat{\sigma}}{\sigma} = \sqrt{\max \left( \frac{\hat{\sigma}_X^2 - \hat{\sigma}^2}{\hat{\sigma}_B^2}, 0 \right)}.$$ (12)

Finally, a data-driven, subband-based adaptive threshold is obtained as shown in [33]

$$\frac{\hat{\sigma}}{\sigma} = \frac{\hat{\sigma}_X^2}{\hat{\sigma}_B^2}.$$ (13)

### 3. Experimental Results

#### 3.1. Experimental Method

There were 12 young normal volunteers in this experiment, all aged 22-30 years old, with no gender selectivity. The 12 normal volunteers were scanned with GESSE sequence of brain parenchyma, and the scanning level was located above the lateral ventricle. Scanning parameters are as follows: tr = 1.5 s, TE = 56 ms, bandwidth 62.5 kHz, image matrix 256 × 256, gradient echo number 32, echo gap 1.5 ms, and layer thickness 7.5 mm. 32 DICOM images obtained from the GESSE sequence are used as the brightness of the original image.

#### 3.2. Wavelet Threshold Denoising Method

In this paper, three evaluation indexes of image display are considered in the comparison of various denoising methods. Each indicator verifies one of the advantages and disadvantages of the denoising method. Among them, the image display shows that the denoising image can be visually observed; the signal-to-noise ratio is aimed at retaining the signal while suppressing how much noise; the mean square error is suitable for expressing the sharpness of a picture.

2.3.1. SNR (Signal-to-Noise Ratio). SNR (signal-to-noise ratio) is one of the more traditional methods for measuring the amount of noise in a signal [34, 35]. It is often used as an indicator for denoising effect evaluation. The unit is decibel (dB), which is defined as

$$\text{SNR} = 10 \log \left( \frac{1}{MN} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} \frac{f_{ij}^2}{\text{MSE}} \right).$$ (14)

We can know that the larger SNR is after denoising, the better the denoising effect will be.

#### 3.2.2. MSE (Mean Square Error).

The MSE (mean square error) shows the sharpness of the image [36] and the root mean square error between the original signal A and the denoised estimated signal B is defined as

$$\text{MSE} = \frac{1}{MN} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} \left( f_{ij} - f_{ij}^* \right)^2.$$ (15)

We can know that the smaller MSE is after denoising, the better the denoising effect will be.

3.3. Generation of Rician Noise. Rician noise is not additive, but data dependent. First, a noiseless MR image A is defined on a discrete grid $I, A = \{a_i \mid i \in I\}$, and a set of random numbers is used as the brightness of image A. Taking $\sigma$ as the standard deviation of Gaussian noise, two sets of Gaussian random numbers $X = \{x_i \mid i \in I\}$ and $Y = \{y_i \mid i \in I\}$ are formed, and the average of the two sets of numbers is 0 and has the same standard deviation $\sigma$. Then, the following $M = \{m_i \mid i \in I\}$ is the Rician distribution:

$$m_i = \sqrt{(a_i + x_i)^2 + y_i^2}.$$ (16)

#### 3.4. Simulation Experiment Process and Result Analysis

3.4.1. Simulation Experiment Process. Three methods of denoising were compared and verified, as well as the advantages and feasibility of the new methods.
Bayesian estimation adaptive threshold wavelet denoising in MRI image signal denoising.

3.4.2. Generation of Rician Noise

(1) Load the Original MRI Signal. A signal containing Rician noise is generated using MATLAB simulation software, as shown in Figure 4. The left picture shows the original fMRI signal image, and the right picture shows the noisy signal image with Rician noise. And the standard deviation of noise is 0.009. It can be observed that the noisy image is slightly blurred. Since the standard deviation of noise is small, no obvious blur phenomenon is observed.

(2) Denoising Using Gaussian Filtering. The noise image is denoised by Gaussian filtering, which uses a two-dimensional operator of size 5 × 5. The image after denoising by Gaussian filtering is shown in Figure 5.

(3) Denoising Using Traditional Wavelet Hard and Soft Thresholds. In the MATLAB simulation program, the original signal is decomposed by the “haar” wavelet function, and the signal is denoised by the soft threshold and the hard threshold, respectively. The result is shown in Figure 6.

(4) Signal Processing Using the New Bayesian Estimation Adaptive Threshold Wavelet Denoising.

(5) Calculation of SNR and MSE. The formulas of the SNR and the MSE are as shown in (14) and (15), and the SNR and MSE of the denoised image are calculated according to the formula.

3.4.3. Analysis of Results. Firstly, by observing the noise reduction comparison diagram of Gaussian filtering and three kinds of wavelet transform (Figures 5–7), it can be seen that the signals obtained after noise reduction by wavelet transform have better similarity and smoothness. Compared with the traditional Gaussian filter denoising method, the signal denoising method based on wavelet transform can remove the noise in the signal more effectively.

The comparison of the advantages and disadvantages of each denoising method is shown in Tables 1 and 2:

Tables 1 and 2 show the SNR and root mean square error of the original signal after denoising the image with different standard deviation noises by Gaussian filtering, traditional wavelet threshold transform, and new Bayesian estimation.
Figure 8: Comparison of SNR results of four denoising methods.

Figure 9: Comparison of MSE results of four denoising methods.

Table 3: Comparison of OEF results before and after optimization.

|     | 1     | 2     | 3     | 4     | 5     | 6     |
|-----|-------|-------|-------|-------|-------|-------|
| Before | 0.324 ± 0.035 | 0.325 ± 0.033 | 0.306 ± 0.043 | 0.317 ± 0.028 | 0.273 ± 0.023 | 0.303 ± 0.025 |
| After  | 0.331 ± 0.049 | 0.329 ± 0.044 | 0.311 ± 0.044 | 0.325 ± 0.049 | 0.286 ± 0.036 | 0.324 ± 0.051 |
| Before | 0.316 ± 0.0348 | 0.299 ± 0.022 | 0.282 ± 0.023 | 0.326 ± 0.028 | 0.283 ± 0.027 | 0.298 ± 0.044 |
| After  | 0.330 ± 0.0518 | 0.332 ± 0.048 | 0.304 ± 0.074 | 0.337 ± 0.047 | 0.296 ± 0.050 | 0.329 ± 0.057 |
adaptive threshold wavelet transform. According to the evaluation criteria of denoising performance, the signal-to-noise ratio of the denoised signal by wavelet transform is higher than that of the denoised signal by Gaussian filter, and the root mean square error is lower. The data show that the denoised signal by wavelet transform has better similarity with the original signal, and the denoised signal by wavelet transform retains more energy of the original signal.

In order to make a more intuitive comparison, this paper makes a broken line chart based on the table data, as shown in Figures 8 and 9.

It can be concluded that Bayesian estimation of adaptive wavelet denoising is superior to other denoising methods, and its application in fMRI image denoising can improve the degree of signal noise separation and retain useful signals to the maximum extent.

3.5. Simulation Experiment. The new adaptive threshold wavelet denoising method based on Bayesian estimation was applied to the actual experiment to try to optimize the results of mathematical modeling and measurement of OEF [15]. Firstly, the original postprocessing program was used to analyze the experimental data of 12 groups of volunteers, and the OEF results were obtained. Then, the optimized postprocessing program was used to analyze the experimental data of the volunteers to obtain new results. According to the gold standard measured by PET [37, 38], the two groups of results were compared and analyzed, as shown in Table 3 and Figure 10.

4. Conclusions

In the postprocessing process of OEF mathematical modeling, the adaptive threshold wavelet denoising method based on Bayesian estimation retained more useful signals than the original Gaussian filter. The 12 groups of optimized OEF results in the experiment all have a certain degree of increase compared to the OEF values before optimization, making the results closer to the gold standard value of 35% in PET measurement. The experiment preliminarily verified the feasibility and superiority of applying the adaptive threshold wavelet denoising method based on Bayesian estimation to fMRI signal processing and analysis.

Data Availability

The dataset that supports the findings and conclusion of this study are available from the corresponding author on reasonable request. The data are not publicly available due to privacy.

Conflicts of Interest

The authors declare that there is no conflict of interests regarding the publication of this paper.

Authors’ Contributions

XPW, QDW, and JXX researched literature, conceived the study, and contributed in prototype development and supervision. ZNJ and XTL contributed to the design and verification method and to the manuscript writing. ZNJ, XTL, and MT contributed to the computer simulation. JXX provided data resources and professional consultations. All authors read and approved the final manuscript.

Acknowledgments

This research was supported by the National Natural Science Foundation of China (No. 81201154) and Science and Technology Planning Project of Hubei Province of China (No. 2015BCE074).

References

[1] S. S. Kety and C. F. Schmidt, "The effects of altered arterial tensions of carbon dioxide and oxygen on cerebral blood flow and cerebral oxygen consumption of normal young men," *Journal of Clinical Investigations*, vol. 27, no. 4, pp. 484–492, 1948.
[2] W. J. Powers, R. L. Grubb, D. Darriet, and M. E. Raichle, “Cerebral blood flow and cerebral metabolic rate of oxygen requirements for cerebral function and viability in humans,” *Journal of Cerebral Blood Flow & Metabolism*, vol. 5, no. 4, pp. 600–608, 1985.

[3] H. Yamauchi, H. Fukuyama, Y. Nagahama et al., “Significance of increased oxygen extraction fraction in 5-year progression of major cerebral arterial occlusive diseases,” *Journal of Nuclear Medicine*, vol. 40, no. 12, pp. 1992–1998, 1999.

[4] M. Ibaraki, S. Miura, E. Shimosegawa et al., “Quantification of cerebral blood flow and oxygen metabolism with 3-dimensional PET and 15O: validation by comparison with 2-dimensional PET,” *Journal of Nuclear Medicine Official Publication Society of Nuclear Medicine*, vol. 49, no. 1, pp. 50–59, 2008.

[5] I. Toni, M. Krams, R. Turner, and R. E. Passingham, “The time course of changes during motor sequence learning: a whole-brain fMRI study,” *Neuroimage*, vol. 8, no. 1, pp. 50–61, 1998.

[6] S. A. R. B. Rombouts, P. Scheltens, J. P. A. Kuijer, and F. Barkhof, “Whole brain analysis of T2* weighted baseline fMRI signal in dementia,” *Human Brain Mapping*, vol. 28, no. 12, pp. 1313–1317, 2007.

[7] J. Hua, Q. Qin, P. C. M. van Zijl, J. J. Pekar, and C. K. Jones, “Whole-brain three-dimensional T2-weighted BOLD functional magnetic resonance imaging at 7 tesla,” *Magnetic Resonance in Medicine*, vol. 72, no. 6, pp. 1530–1540, 2014.

[8] B. Bonakdarpour, T. B. Parrish, and C. K. Thompson, “Hemodynamic response function in patients with stroke-induced aphasia: implications for fMRI data analysis,” *NeuroImage*, vol. 36, no. 2, pp. 322–331, 2007.

[9] E. M. Haacke, A. Hopkins, S. Lai et al., “2D and 3D high resolution gradient echo functional imaging of the brain: venous contributions to signal in motor cortex studies,” *NMR in Biomedicine*, vol. 7, no. 1-2, pp. 54–62, 1994.

[10] H. An and W. Lin, “Quantitative measurements of cerebral blood oxygen saturation using magnetic resonance imaging,” *Journal of Cerebral Blood Flow and Metabolism*, vol. 20, no. 8, pp. 1225–1236, 2000.

[11] H. An and W. Lin, “Impact of intravascular signal on quantitative measures of cerebral oxygen extraction and blood volume under normo- and hypercapnic conditions using an asymmetric spin echo approach,” *Magnetic Resonance in Medicine*, vol. 50, no. 4, pp. 708–716, 2003.

[12] J. M. Zhao, C. S. Clingman, M. J. Närväinen, R. A. Kauppinen, and P. C. M. van Zijl, “Oxygenation and hematocrit dependence of transverse relaxation rates of blood at 3T,” *Magnetic Resonance in Medicine*, vol. 58, no. 3, pp. 592–597, 2007.

[13] S. Hua, “Magnetic resonance imaging achieves nanometer resolution for the first time,” *Physics*, vol. 43, no. 11, p. 748, 2014.

[14] L. L. Meng, Y. Zou, X. D. Zhang et al., “Measurement of brain oxygen extraction fraction in normal subjects,” *Chinese Journal of Medical Imaging Technology*, vol. 27, no. 11, pp. 2175–2179, 2011.

[15] J. F. Nan, N. N. Zong, Q. Q. Chen, L. Zhang, Q. Zheng, and Y. Xia, “A structure design method for reduction of MRI acoustic noise,” *Computational and Mathematical Methods in Medicine*, vol. 2017, Article ID 6253428, 12 pages, 2017.

[16] M. F. Marcos and V. Sergio, “The EM method in a probabilistic wavelet-based MRI denoising,” *Computational and Mathematical Methods in Medicine*, vol. 2015, Article ID 182659, 21 pages, 2015.

[17] R. N. Bracewell, *The Fourier Transform and Its Application*, McGraw-Hill, New York, 1986.

[18] X. Wu, J. L. Zhou, and M. Y. Xie, “DWI Rician noise restoration using modified LMMSE,” *Acta Electronica Sinica*, vol. 41, no. 4, pp. 717–721, 2013.

[19] F. G. Wang and T. G. Zhang, “Real-time data processing of automatic settlement sensor based on wavelet method,” *Geomatics & Spatial Information Technology*, vol. 41, no. 11, pp. 168–170, 2018.

[20] B.-q. Chen, J.-g. Cui, Q. Xu, T. Shu, and H.-l. Liu, “Coupling denoising algorithm based on discrete wavelet transform and modified median filter for medical image,” *Journal of Central South University*, vol. 26, no. 1, pp. 124–135, 2019.

[21] L. M. Xu, “Application of full frequency wavelet denoising method in quadrupole logging while drilling,” *Progress in Geophysics*, vol. 33, no. 5, pp. 274–280, 2018.

[22] D. L. Donoho and M. Johnstone, “Ideal spatial adaptation by wavelet shrinkage,” *Biometrika*, vol. 81, no. 3, pp. 425–455, 1994.

[23] J. Y. Chen, Y. W. Zhan, H. Y. Cao, X. D. Wu, and X. F. Li, “Wavelet denoising based on continuous differentiable threshold function and scale threshold,” *Journal of Electronic Measurement and Instrument*, vol. 2018, no. 10, pp. 169–176, 2018.

[24] H. Chen, Y. Yuan, E. D. Wang, and F. U. Jian-fei, “Study of hierarchical adaptive threshold micro-seismic signal denoising based on wavelet transform,” *Journal of Northeastern University (Natural Science)*, vol. 39, no. 9, pp. 1332–1336, 2018.

[25] J. Zhou, B. P. Xiang, L. Ni, and P. H. Ai, “Study of a new denoising algorithm based on wavelet threshold,” *Machine Design & Research*, vol. 36, no. 6, pp. 1–5, 2017.

[26] F. B. Zhou, C. G. Li, and H. Q. Zhu, “Research on threshold improved denoising algorithm based on lifting wavelet transform in UV-Vis spectrum,” *Spectroscopy and Spectral Analysis*, vol. 38, no. 2, pp. 506–510, 2018.

[27] W. J. Powers, R. L. Grubb Jr., and M. E. Raichle, “Physiological responses to focal cerebral ischemia in humans,” *Annals of Neurology*, vol. 16, no. 5, pp. 546–552, 1984.

[28] D. A. Yablonskiy and E. M. Haacke, “An MRI method for measuring T2 in the presence of static and RF magnetic field inhomogeneities,” *Magnetic Resonance in Medicine*, vol. 36, no. 6, pp. 872–876, 2010.

[29] Y. H. Peng, “An improved thresholding method in wavelet transform domain for denoising,” *Journal of China Institute of Communications*, vol. 25, no. 8, pp. 119–123, 2004.

[30] P. Wang, Y. F. Wang, B. C. Zhang, Y. Tang, and L. X. Ma, “INSAR interferogram filtering based on Bayesian threshold in stationary wavelet domain,” *Journal of Electronics and Information Technology*, vol. 29, no. 11, pp. 2706–2710, 2007.

[31] Z. Feng, H. Lujun, Y. Shuai, Z. Languang, and S. Yang, “Research on mapping for robot based on Gaussian distribution using modiﬁed LMMSE, *Journal of Electronic Measurement & Instrument*, vol. 35, no. 9, pp. 1598–1603, 2014.

[32] Z. W. Wang and Y. Z. Liu, “Non-Gaussian features of packages’ acceleration responses under random vibrations,” *Journal of Vibration and Shock*, vol. 37, no. 17, pp. 49–55, 2018.

[33] S. G. Chang, B. Yu, and M. Vetterli, “Wavelet thresholding for multiple noisy image copies,” *IEEE Transactions on Image Processing*, vol. 9, no. 9, pp. 1631–1635, 2000.

[34] J. J. Zhong, J. Song, C. X. You, and Y. I. Xinqiao, “Wavelet denoising method with threshold selection rules based on SNR evaluations,” *Journal of Tsinghua University (Science and Technology)*, vol. 54, no. 2, pp. 259–263, 2014.
[35] H. Li, Y. W. Gu, and S. H. Han, “Double truncated singular value estimation based on signal-to-noise ratio test,” Geomatics and Information Science of Wuhan University, vol. 44, no. 2, pp. 228–232, 2019.

[36] B. Yang, H. Xia, and X. Y. Zhang, “Research on signal-noise separation in loose parts impact signal based on autonomous adaptive threshold wavelet packets,” Atomic Energy Science and Technology, vol. 48, no. 11, pp. 2045–2050, 2014.

[37] H. Yamauchi, H. Fukuyama, Y. Nagahama et al., “Significance of increased oxygen extraction fraction in five-year prognosis of major cerebral arterial occlusive diseases,” Journal of Nuclear Medicine, vol. 40, no. 12, pp. 1992–1998, 1999.

[38] D. A. Carpenter, R. L. Grubb Jr., L. W. Tempel, and W. J. Powers, “Cerebral oxygen metabolism after aneurysmal subarachnoid hemorrhage,” Journal of Cerebral Blood Flow & Metabolism, vol. 11, no. 5, pp. 837–844, 1991.