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Abstract—We perform preliminary studies on a large longitudinal face database MORPH-II, which is a benchmark dataset in the field of computer vision and pattern recognition. First, we summarize the inconsistencies in the dataset and introduce the steps and strategy taken for cleaning. The potential implications of these inconsistencies on prior research are introduced. Next, we propose a new automatic subsetting scheme for evaluation protocol. It is intended to overcome the unbalanced racial and gender distributions of MORPH-II, while ensuring independence between training and testing sets. Finally, we contribute a novel global framework for age estimation that utilizes posterior probabilities from the race classification step to compute a race-composite age estimate. Preliminary experimental results on MORPH-II are presented.

Index Terms—Face Database, MORPH-II, Subsetting, Posterior Probability, Race-composite, Age Estimation.

I. INTRODUCTION

MORPH is one of the largest publicly available longitudinal face databases [1]. Multiple versions of MORPH have been released. In this paper, the 2008 non-commercial release will be considered and referred to as MORPH-II. The MORPH-II dataset is a collection of 55,134 mugshots taken between 2003 and late 2007. It includes many images of individuals who were arrested multiple times over the five year span. On average, there are approximately 4 images per subject. Additionally, there are images with pose, lighting, and/or expression variations, along with occlusion. Because of its longitudinal span, large number of subjects, variation in images, and inclusion of relevant metadata, MORPH-II has become one of the benchmark datasets in the field of computer vision and pattern recognition. It has been used for a variety of applications in face recognition and demographic analysis. In particular, the MORPH-II dataset is widely utilized in research on gender [2] and race classification [3], age estimation [4], [5], [6], [7], [8], and age synthesis [9]. However, there are some challenges with MORPH-II that we address here.

The first issue with MORPH-II is inconsistency (identified from our exploratory data analytics) in records of subjects’ age, gender, and race. To our best knowledge, no previous work with the MORPH-II dataset has acknowledged these inconsistencies, which can be critical in demographic analysis such as gender and race classification, as well as age estimation and age synthesis. Accordingly, the first goal of this paper is to investigate the inconsistencies in MORPH-II and to detail our cleaning methodology. We believe this preliminary study can provide a general guide to the data validation and data cleaning process for future studies on MORPH-II.

Another challenge with MORPH-II is creating balanced subsets for cross-validation (CV), a popular approach for estimation of prediction errors. One complication with CV on MORPH-II is information leaking, which could potentially inflate an algorithm’s performance by allowing a subject’s images in both the training and testing sets. Additionally, MORPH-II is highly imbalanced towards black male subjects. To address such challenges, Guo and Mu [8], [3], [10] proposed an evaluation protocol that has been adopted by many studies on MORPH-II. An issue with their subsetting scheme is that many individuals arrested multiple times have images included in both training and testing. Moreover, it can be tedious and time-consuming to manually split the dataset into subsets satisfying the necessary criteria. Therefore, the second goal of this paper is to investigate how to automatically split MORPH-II into non-overlapping folds following the evaluation protocol proposed by Guo and Mu [8], [3], [10].

After attempting to address these issues with MORPH-II, we consider the task of age estimation, which has applications ranging from Electronic Customer Relationship Management (ECRM) to surveillance monitoring and biometrics [11]. Age estimation has been widely researched in the field of computer vision and pattern recognition. Previous research [12] has shown that age estimation is highly sensitive to race and gender categories, informing much of the framework proposed in this paper. While models with race and gender dependent age predictions have been explored, to our best knowledge, none have accounted for individuals of mixed race. In the real world, where diversity within society is increasing, failure to account for multiracial individuals could create unrealistic models that undermine practical applications. To address this discrepancy,
we propose a model utilizing posterior probabilities from the race classification step for age estimation.

The paper is organized as follows: Section II presents our preliminary study on the inconsistencies and cleaning of MORPH-II. Our proposed automatic subsetting scheme is presented in Section III. A global framework of race-composite age estimation with posterior probabilities from the race classification step is introduced in Section IV. Conclusions are drawn in the final section of this paper.

II. INCONSISTENCIES AND CLEANING IN MORPH-II

We account the inconsistencies in the MORPH-II dataset and introduce the steps and strategy taken to clean it.

A. Inconsistencies

We found that the true number of unique individuals in the MORPH-II dataset is 13,617 (by using the 6-digit subject identifier id_num). However, there are 11,459 unique males and 2,159 unique females in the dataset, which makes the total number of distinct subjects by gender 13,618. This suggests there may be an individual listed as both male and female. Repeating the same procedure for race produced similar results; as shown in Table I, the total number of distinct individuals (13,658) does not agree with the true number of unique individuals (13,617). To investigate age, we compared the recorded dates of birth for each subject and found 1,779 subjects with inconsistent birthdates. These inconsistencies among gender, race, and birthdate are summarized in Table II.

| Attribute | Number of Subjects |
|-----------|--------------------|
| Gender    | 1                  |
| Race      | 33                 |
| Birthdate | 1,779              |

These inconsistencies arise from subjects who were arrested multiple times over the five year span of MORPH-II. Indeed, all but 457 subjects were arrested multiple times, with an extreme case of one individual arrested 53 times. Some of these subjects have more than one gender, race, and/or birthdate reported across their database entries. Most data gathered for mugshots are self-reported with technological verification of the information, and evidently some errors have occurred. This may cause critical problems if MORPH-II images are used to build facial demographic systems, such as age estimation or race classification. Note that for the 457 subjects with only one entry in the dataset, there is no way to check whether the reported information is correct or not.

B. Cleaning Process

In this section, we detail the methods used to resolve the inconsistencies in MORPH-II.

1) Cleaning for Gender Inconsistency: There is only one subject with inconsistent gender in the database, listed as both male and female. However, this individual was reported as male during only one arrest, while a prior arrest and three subsequent arrests reported female (Figure 1). As a result, we assumed this inconsistency was a clerical error and corrected the subject’s gender to be female in all images.

2) Cleaning for Race Inconsistencies: There are 33 subjects with 132 images in MORPH-II with inconsistent race. We note that subjects who identify as mixed race are included in the Other race category in MORPH-II. In order to best determine race in the MORPH-II dataset, human perception was utilized. To reduce personal bias, a group of researchers were trained by the following steps. First, literature on race classification was carefully selected and reviewed, including [3], [8], and [13]. The literature outlines the significance of eyes and nose and the insignificance of features such as skin tone. Researchers were also made aware of possible bias from the other-race-effect: the tendency to more easily recognize faces of one’s own race. The most popular and effective methods of perceiving race were summarized to create race perception guidelines. Next, researchers were trained on human race perception with correctly labeled images in MORPH-II. The images of Asians and Hispanics were a focus, as these represented the majority of the misclassifications.

After reviewing the literature and undergoing training in race perception, the researchers attempted to identify the race of the subjects in question. To start, any individual with a clear majority of images belonging to one race was identified as this majority race. For example, the first subject in Figure 2 has 24 images classified as White, while 1 image is classified as Black. Thus, this subject was identified as White and image (1b) was relabeled as White. In cases without a clear majority, human race perception was applied. Finally, in the case that not enough information was available or the race of an individual was unclear or mixed race, the subject was identified as the Other race category. For example, the second subject in Figure 2 was identified as Other because she did not clearly exhibit only one race, according to the researchers trained in race perception.

3) Cleaning for Birthdate Inconsistencies: Of the 1,779 subjects in MORPH-II with inconsistent birthdates, 1,524 were identified and resolved with a simple majority, much like with person 1 in Figure 3. However, the remaining 255 subjects pose additional problems. For some of them, there is no majority, or their birthdates differ by several years. This presents difficulties in choosing one birthdate over another.

Figure 4 displays the proportion of subjects’ birthdates that are within a given range in days. For each subject whose birthdates differ by no more than one year (366 days to include leap year), we calculated the mean birthdate and assigned this date to all images of the subject. This strategy was applied to 185 subjects. Previous studies generally have used the floor
age instead of the decimal age. For example, a subject who was actually 20.6 years old would be recorded as simply 20 years old. Thus, it is reasonable to use the mean birthdate when the range is within one year. The remaining 70 subjects’ birthdates differ by more than one year. Because of the high number of such cases and the difficulty of human age perception, the associated 230 images were labeled as dob - uncorrectable.

C. Multiple Versions of Cleaned Datasets

After cleaning MORPH-II of gender, race, and birthdate inconsistencies, three cleaned datasets were created:

- **morphII_cleaned_v2** - same as original dataset (morph_2008_nonCommercial.csv), but with all race, gender, and dob (except for images with dob - uncorrectable) inconsistencies corrected
- **morphII_go_for_age** - images with dob - uncorrectable are removed from the above dataset. This leaves all the images with consistent age information that are ready for training and testing age estimation models
- **morphII_holdout_for_age** - contains only the images with dob - uncorrectable.

Two new variables were created for each of the above datasets, including a new indicator variable (0-8) and age_dec as decimal age (the difference between date of birth and date of arrest). The indicator variable takes a value between 0 and 8 representing the changes made to a given entry. The coding scheme for the indicator variable is described in Table III. This variable offers researchers the flexibility to easily include or omit data with certain types of inconsistencies. There are N=55,134 data entries in the dataset of morphII_cleaned_v2, while N=54,904 in morphII_go_for_age and N=230 in morphII_holdout_for_age.

| Indicator | Information | # of images |
|-----------|-------------|-------------|
| 0         | no change   | 52,414      |
| 1         | dob - majority | 1,906      |
| 2         | dob - averaged | 515        |
| 3         | dob - uncorrectable | 230    |
| 4         | race - majority | 11         |
| 5         | race - perception | 22        |
| 6         | race - too difficult to tell, assigned to Other | 33 |
| 7         | more than 1 change | 2         |
| 8         | gender corrected | 1         |
|           | Total       | 55,134      |

D. Research Based on Uncleaned MORPH-II Data

A substantial amount of research has been conducted using the MORPH-II dataset. Unfortunately, researchers reporting, for example, that the total number of subjects in the dataset is 13,618 (when it is actually 13,617), is an indication that the data were not properly cleaned. Without discrediting the important contributions that have been made, such research outcomes could be more accurate if the data were cleaned properly.

There will not likely be an enormous impact on model performance for gender or race classification, because the number of gender and race inconsistencies is relatively small. However, age estimation models may see a change in error. Figure 5 summarizes the inconsistent birthdates. The worst case is a subject whose reported birthdates are 32 years apart, as displayed in Figure 3. In some cases, subjects’ birthdates change such that their reported age in the dataset decreases with time. The correction of such issues could
significantly affect models concerned with age estimation or age progression.

III. AUTOMATIC SUBSETTING SCHEME

As motivated in Section I, evaluating the performance of models through cross-validation can be challenging on MORPH-II. Guo and Mu [8], [3], [10] proposed a subsetting scheme as an evaluation protocol, which many subsequent studies followed. Their methods aim to overcome the disproportionate distributions of racial and gender groups by utilizing only images of black and white individuals. To maximize the number of represented females but without altering the original distributions too severely, they built two non-overlapping subsets $S_1$ and $S_2$ that each have a 3:1 male to female ratio and a 1:1 black to white ratio. Each subset is divided into gender groups first, which are further split by race, while maintaining similar age distribution. While $S_1$ and $S_2$ have non-overlapping images, the same subject (if arrested multiple times) might be pictured in both subsets. As a result, we seek to reconstruct subsets similar to $S_1$ and $S_2$, while guaranteeing that the subsets are truly independent (i.e., a subject is pictured in $S_1$ or $S_2$, but not both).

It can be laborious to manually split the full data into folds with all the criteria outlined above. Thus, we explore ways to automatically split MORPH-II into independent folds according to the aforementioned evaluation protocol. This study can help inform future subsetting studies.

A. Proposed Automatic Subsetting Scheme

1) Development: Following Guo’s and Mu’s subsetting scheme, we only consider the white and black races for the training sets, since the number of images for other racial groups is too small. We also retain the gender and race ratios from their scheme. To automate subsetting, we use randomization to create many candidate subsets from which to choose. These possible subsets can be used for comparative purposes in the future; models could be built and validated on different subsets, and the results could be averaged or compared.

We use the cleaned version of MORPH-II with unidentifiable birthdates removed, referred to as morphII_go_for_age in the previous section. Recall that this version includes the new variable $age_{dec}$, which represents the exact age in decimal of the subject pictured in each image. This variable will be used in subsetting and future facial demographic studies hereafter, since the values are less biased than integer-valued ages. The decimal age values are also advantageous due to their improved continuity, which is essential as an assumption for the nonparametric tests considered in this paper. For ease of comparison, we attempt to be as consistent as possible with the set notation in [8], [3], [10]. Let $W$ be the whole cleaned dataset (morphII_go_for_age), $S$ the main training/validation set, and $R$ the remaining set. We divide $S$ into $S_1$ and $S_2$, such that $S_1$ and $S_2$ have the same number of images. We fix the ratios of male to female images as 3:1 and white to black images as 1:1.

Because white females are the smallest race-gender combination, we include all 2,570 white females in $S$. We randomly allocate each white female subject to either $S_1$ or $S_2$ exclusively, while constraining the total number of white female images in $S_1$ to equal the number of white female images in $S_2$. Note that all white females are included in $S$, hence none are included in $R$.

For the other race-gender categories (black females, white males, and black males), we include only a portion of their images in $S$, while the remainder go in $R$. For black females, we randomly allocate a subset of subjects to $S_1$ and an exclusive subset of subjects to $S_2$, such that the total number of black female images in $S_1$ is equal to the total number of black female images in $S_2$, as well as equal to the total number of white female images in $S_i$ (for $i = 1, 2$). The images pertaining to any remaining black female subjects are sent to $R$. For white males, we randomly allocate some subjects to $S_1$ and other distinct white male subjects to $S_2$, such that 3 times the number of white female images are in $S_1$. The number of white male images in $S_1$ is also set to be equal to the number of white male images in $S_2$. Any remaining white males’ images are sent to $R$. The same process is repeated for black males, so that there are equal numbers of black male images within $S_1$ and $S_2$. The number of black male images is equal to the number of white male images, and other equalities hold too.

In this way, we ensure independence between $S_1$, $S_2$, and $R$. There is no expected information leakage between the training and testing sets. However, it should be clarified that observations within each set are not independent. For each subject in some set $Ω$, all of the subject’s images are in the same set $Ω$. Hence, some observations within each set $Ω$ are correlated with each other.

2) Implementation: We implement our subsetting scheme in the statistical software R. We iterate through various random seeds $k = 1, 2, \ldots, l$ for some $l \in \mathbb{N}^+$. Subsets are randomly generated for each value of $k$. In this way, numerous candidate subsets are created. Among the candidate subsets, we seek those with similar age distributions. We obtain the age distributions of images in $S_1$ and $S_2$. Then for each value of $k$, we perform both the Anderson-Darling (AD) and Kolmogorov-
Smirnov (KS) tests on those distributions. The hypotheses for both tests are as follows:

\[ H_0 : S_{1 \text{age}} \text{ has the same distribution as } S_{2 \text{age}} \]
\[ H_a : S_{1 \text{age}} \text{ does not have the same distribution as } S_{2 \text{age}} \]

Both the AD [14, 15] and the KS [16] test are based on the empirical cumulative distribution function (ECDF) of data to examine whether two samples originate from two identical distributions. For a sample of \( n \) observations \( z_1, z_2, \ldots, z_n \), the ECDF \( \hat{F}_n(x) \) can be calculated as follows:

\[
\hat{F}_n(x) = \begin{cases} 
0, & \text{if } x < z(1), \\
\frac{i}{n}, & \text{if } z(i) \leq x < z(i+1), \\
1, & \text{if } x \geq z(n),
\end{cases}
\]

where \( z(1) < z(2) < \ldots < z(n) \) are the ordered sample. The ECDF \( \hat{G}_m(x) \) for a sample of \( m \) observations can be defined similarly. Let \( N = n + m \) denote the total number of observations.

The two-sample AD test statistic is defined by:

\[
D_{AD}^2 = \frac{nm}{N} \int_{-\infty}^{\infty} \left[ \frac{\hat{F}_n(x) - \hat{G}_m(x)}{1 - H_N(x)} \right]^2 dH_N(x),
\]

where \( H_N(x) = \left( \frac{n\hat{F}_n(x) + m\hat{G}_m(x)}{N} \right) \) is the ECDF of the pooled sample. If \( H_N(x) = 1 \), then the integrand is defined as 0 conventionally.

The KS test statistic is the supremum (if attained) of the absolute values of the difference between the two ECDFs \( \hat{F}_n(x) \) and \( \hat{G}_m(x) \):

\[
D_{KS} = \sqrt{\frac{nm}{N} \sup_x \left\{ \frac{\hat{F}_n(x) - \hat{G}_m(x)}{1 - H_N(x)} \right\}}.
\]

The KS test can be conducted as an exact permutation test.

We use the \( p \)-values of both tests to identify the best subsets. High \( p \)-values indicate \( S_1 \) and \( S_2 \) have similar age distributions for a particular seed \( k \), so the \( p \)-values can serve as metrics for judging suitable subsets. In this context, the \( p \)-values are not to be interpreted as clear probabilities for the following reasons: not all assumptions for the tests are met (since some observations within each set are dependent) and the significance level cannot be defined appropriately when an indefinite number of tests are made. We believe our unconventional use of \( p \)-values is valid here, since we are not attempting to make any probability statements based on them.

Using these criteria, we identify random seed number \( k = 42 \) as one which produces satisfactory subsets. The \( p \)-values for the KS and AD tests are 0.657 and 0.652, respectively. The statistical summaries below further indicate the suitability of these subsets. We do not guarantee that random seed 42 produces the global optimum results, but it is found to be satisfactory for our purposes.

Tables IV, V, and VI include basic information pertaining to the subsets generated by the random seed 42. Table IV shows the number of images in subsets by race and gender, while Table V gives the number of distinct subjects in subsets by race and gender. More detailed information on the different races is summarized in Table VI, with the number of images and the number of distinct subjects for the additional race groups in the remaining subset R. In Tables IV and V, d denotes different race subjects (Hispanic, Asian, or Other).

Additional graphical and numerical summaries are presented in Figures 6, 7, 8, and Table VII. Figure 6 displays the observed age histograms in \( S_1 \). All the gender-race combinations in \( S_1 \) have similar, right-skewed age distributions. Any differences in distribution seem minor and unlikely to significantly affect gender or race classification in future experiments. Figure 7 presents the observed age histograms in \( S_2 \). Based on the plots, all the gender-race combinations in \( S_1 \) are similarly distributed. Further, we see that the age distributions in \( S_1 \) are not much different than the age distributions in \( S_2 \). We do not expect any deviations in age distribution between sets to impact classification in a significant way.

The age distributions for images in the \( S_1 \) and \( S_2 \), and \( W \) subsets are depicted in Figure 8. All three histograms are right-skewed with a roughly bimodal structure, indicating that \( S_1 \) and \( S_2 \) have been chosen successfully; the age distributions of images in the subsets \( S_1 \) and \( S_2 \) are close to the overall age distribution of images in \( W \). The final plot shows the ECDFs of \( S_1 \) and \( S_2 \). It is difficult to distinguish the densities corresponding to each subset, since departures are so minor. This aligns with our expectations, because the \( p \)-values for the KS and AD tests were quite large (at approximately 0.65 for each). In Table VII, the 5-Number Summary, as well as mean and standard deviation, are given for age in \( S_1 \), \( S_2 \), and \( W \). The statistical summaries are nearly identical, further confirming these subsets’ balanced age distributions.
All numerical and graphical summaries considered here indicate the suitability of the subsets generated from random seed 42. These subsets are expected to yield good results for a variety of face imaging tasks, including gender and race classification, as well as age regression.

IV. POSTERIOR PROBABILITIES FOR RACE-COMPOSITE AGE ESTIMATION

Previous research with MORPH-II considers distinct age estimation models for race and gender subgroups. However, these models produce estimates as if subjects belong to only one race category. For example, a subject might be predicted as Black with probability 0.6 and as White with probability 0.4. Then the subject might be classified as Black, and the age of the individual would be predicted using a race-dependent model. However, here we exploit the probabilistic racial information in the hope of producing more accurate estimates of age; e.g., two estimates of age would be computed conditional on race (White or Black) and weighed by 0.6 and 0.4, respectively. The proposed framework is displayed in Figure 9 and discussed below.

A. Pre-Processing, Feature Extraction, and Dimension Reduction

The face images were preprocessed as follows. First, the images were converted to grayscale. The faces were detected and aligned then cropped to $60 \times 70$ pixels, ensuring that the eyes were approximately 15 pixels from the side of the image and 25 pixels from the top of the image. For feature extraction, local binary patterns (LBPs) [17] were calculated. In summary, this process involves dividing the image into fixed-size grids of pixels. Within each grid, the surrounding pixels are compared to the center pixel and assigned a value of zero or one, depending on whether they are lighter or darker; the corresponding binary string is converted to a base-10 integer, and a histogram of the values is created. Finally, the histograms (generated from each grid) are concatenated to form a feature vector for the image. Next, the feature vectors are transformed and reduced to dimension 400 through principal component analysis (PCA), one of the most popular dimension reduction methods in statistics. Briefly, PCA finds a linear transformation of the data such that maximal variation is contained in the initial transformed variables [18].

B. Combining Race Posterior Probabilities with Age Estimates

For the race classifier, a support vector machine (SVM) with a linear kernel was chosen [19]. Support vector regression (SVR) with a linear kernel was selected for age prediction [20]. The main parameter required by SVM and SVR is a cost parameter that controls the extent to which misclassifications...
of observations are permitted. For each model, we tuned this parameter through a multi-tiered grid search.

For each subject in a fixed gender class, the probability of race (White or Black) was calculated from a modification developed by [21] to the SVM output. For example, the posterior probability a subject is white was calculated as follows:

\[ P(\text{Race} = \text{White} \mid f) = \frac{1}{1 + \exp(Af + B)}, \]  

(1)

where \( f \in \mathbb{R} \) is the SVM output, and \( A \) and \( B \) are coefficients determined by fitting (1) to the training data [21]. For each image, let \( w \) and \( b \) denote the posterior probabilities of being white and black, respectively.

Still within each gender class, two independent models to predict age were fit: SVR on black images and SVR on white images. For each image within the gender class, two predictions were obtained: the predicted age of the subject trained on white images and the predicted age of the subject trained on black images. Denote each estimate as \( \hat{Y}_W \) and \( \hat{Y}_B \), respectively.

We define the race-composite age estimate \( \hat{Y}^* \) as the weighted mean of the separate age estimates for race:

\[ \hat{Y}^* = (b \cdot \hat{Y}_B) + (w \cdot \hat{Y}_W). \]  

(2)

This is the final age estimate of the pictured individual.

C. Experimental Design

We discuss adapting the above methods to cross-validation on MORPH-II. As noted in Section III, \( S_1 \) and \( S_2 \) are independent of one another and contain no common individuals. Hence, training of the race classifier and age estimator were done on the appropriate subsets of one main set, while testing was performed on the relevant subsets from the other main set. For example, when testing the model on \( \text{bf}_1 \), a subset of black females, the race classifier was trained on \( \text{f} \), and the age models were trained on \( \text{bf}_2 \) and \( \text{wm}_2 \). The subsetting scheme is shown in Figure 10.

1) Toy Example: A Toy Example was used to assess the model before applying it to a larger subset of MORPH-II; it contains 1,000 images of 1,000 distinct individuals (i.e., 1 image per subject) and is divided according to the subset scheme in Figure 10. It differs from the full set MORPH-II in that the overall age distribution is uniform. The results obtained on this dataset, displayed below in Table VIII, show an improvement in mean absolute error (MAE) with the use of posterior probability. Note that weighted MAE is compared to the MAE when age is predicted using only the age model for the race with the highest associated posterior probability.

| \text{bf}_1 | \text{bf}_2 | \text{wm}_1 | \text{wm}_2 |
| --- | --- | --- | --- |
| 6.71 | 6.634 | 6.443 | 4.518 |
| 6.695 | 6.535 | 4.434 | 4.498 |
| 6.894 | 5.824 | 4.985 | 4.971 |
| 6.872 | 5.279 | 4.983 | 4.987 |

2) MORPH-II Subset \( S \): The same experiment as before was performed on \( S \), a set of 20,560 MORPH-II images containing black and white individuals (previously discussed in Section III). However, these results were not as conclusive as those from the partial dataset. As can be seen in Table VIII, MAE did not consistently improve with the use of the posterior probabilities of race.

D. Results

While the results from the partial dataset indicate the race-composite age estimate is an improvement over the single-race prediction, the preliminary results from the MORPH-II subset \( S \) are mixed. In part, this may be caused by the different age distribution between the datasets; while the partial dataset has a uniform age distribution, \( S_1 \) and \( S_2 \) in \( S \) have distributions that mimic the overall age distribution of MORPH-II. Additionally, because the race labels reflect only one race categorization, multiracial individuals in MORPH-II are labeled as only black or only white. Because of this, the training sets for all the models likely include mixed race individuals, presenting an issue for both race classification and age estimation. For example, an individual in the training set labeled as Black may actually be 70% black and 30% white. When the race classifier is trained on this individual, it may learn to classify all mixed race people as Black. Then the posterior probability produced from this classifier may not reflect the 70:30 racial composition of this individual, leading to an improper weighting of the race-composite age estimate. Further work will be required to investigate these issues, but race-composite age prediction remains hopeful for reducing error rates and accommodating mixed-race individuals.

V. Conclusion

In our first preliminary study, we perform data validation and cleaning on the aging database MORPH-II. This is a necessary step to identify and correct inconsistencies, including contradictory race, gender, and age information for subjects.
with multiple entries in the dataset. The correction of such inconsistencies is critical for demographic analysis, including gender classification, race classification, and age prediction. To our best knowledge, no prior studies on MORPH-II have involved such extensive data validation and cleaning. Creating multiple versions of the cleaned data, we have improved the accuracy of this popular dataset and enabled researchers to save time in the future.

In our second preliminary study, we propose an automatic subsetting scheme of MORPH-II. Our scheme is inspired by the work of Guo and Mu. [8], [3], [10], but we do make some changes. Most notably, we maintain their racial and gender proportions, while ensuring independence between training and testing sets. Our approach is also novel in its random generation of various candidate subsets, which are selected based on the Kolmogorov-Smirnov and Anderson-Darling goodness-of-fit tests. We present a suitable choice of subsets for a specific random seed, but the generation of other subsets from random seeds are recommended for comparative purposes in the future. For any models built and tested using the subsetting scheme proposed in this study, we expect the estimates of test error or accuracy to be less biased than previous subsetting schemes. Our automatic subsetting scheme can be used for face imaging tasks involving gender, race, and age. Even though the automatic subsetting scheme is illustrated on the MORPH-II dataset, it can be extended to other experimental designs.

Our third preliminary study proposes a novel race-composite framework for age prediction. The results on a small subset of MORPH-II are promising, motivating continued study of this framework. It is expected to be most successful on images of individuals with correct race labels (e.g., full race information for mixed-race individuals). Improvements may also be possible with exploration of other feature extraction, dimension reduction, classification, and regression techniques. Beyond MORPH-II, the framework can be applied to other multiracial face image datasets.
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