Reliability evaluation of repairable systems considering component heterogeneity using frailty model

Bodunrin Brown¹, Bin Liu¹, Stuart McIntyre² and Matthew Revie¹

Abstract
The failure processes of heterogeneous repairable systems with minimal repair assumption can be modelled by nonhomogeneous Poisson processes. One approach to describe an unobserved heterogeneity between systems is to multiply the intensity function by a positive random variable (frailty term) with a gamma distribution. This approach assumes that the relative frailty distribution among survivors is independent of age. Where systems are being continuously repaired and modified, the frailty distribution may be dependent on the system’s age. This paper investigates the application of the inverse Gaussian (IG) frailty model for modelling the failure processes of heterogeneous repairable systems. The IG frailty model, which combines the power law model and inverse Gaussian distribution, assumes that the relative frailty distribution among survivors becomes increasingly homogeneous over time. We develop the maximum likelihood for the IG frailty model, a method for event prediction, and investigate the effect of accuracy of the IG estimator and mis-specification of the frailty distribution through a simulation study. The mean estimates of the scale and shape parameters of the intensity function are examined for bias and efficiency loss. We find that the developed estimator is robust to changes in the input parameters for a relatively large sample sizes. We investigate the robustness of selecting an IG compared with a gamma frailty model. The developed IG model is applied to real data for illustration showing an improvement on existing models.
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Introduction
In the reliability literature, industrial systems are generally classified as either non-repairable or repairable. A non-repairable system is one where after a failure has occurred the system stops functioning and the system cannot be repaired. A non-repairable system can fail only once, and a lifetime model such as the Kaplan-Meier, Exponential, or Weibull distribution provides the distribution of the time to failure of such systems. A repairable system is a system that can repaired and returned to operation without the need to replace the system.

For repairable systems, we distinguish between the different system states after being repaired. The system’s performance may return to the same state that it was at the start of operation, referred to as ‘as good as new’, or its performance may be returned to the same state as before the failure, that is, ‘as bad as old’ condition. The former relates to a renewal process (RP) which is characterised by a renewal distribution describing the time between failures, and which is also called a perfect repair model, and corresponds to an assumption of the replacement of a system. ‘As bad as old’ condition can be modelled by a nonhomogeneous Poisson process (NHPP) which is characterised by the rate of occurrence of failures, and corresponds to the minimal repair assumption. Minimal repair means that a failed system is restored just back to a functioning condition.
state, and after repair the system continues as ‘if nothing had happened’. This implies that the likelihood of system failure, right after a failure and subsequent repair, is the same as it was immediately before the failure. Repair times in this kind of modelling are assumed to be negligible.

For many systems, the minimal repair assumption is appropriate to describe the maintenance regime adopted, that is, the purpose of repairing is to bring the system back to operation as soon as possible and the condition of the system is broadly the same as it was just before the failure occurred. For such systems, NHPP is a more appropriate model to characterise the failure occurrences in the systems than a renewal process. NHPP models are flexible due to their assumption that events occur randomly in time, with rates which may vary with time. NHPP allows the modelling of trends of the failure time occurrences such as whether a system is improving or deteriorating. Therefore, this paper will concentrate on the modelling of repairable systems using NHPP.

NHPP are widely used models in reliability, for example: for analysis of failures of electrical power transformers in Dias De Oliveira et al.; for modelling of failures of ball bearing; for failures of numerically controlled machine tools in Wang and Yu; or for modelling software reliability. NHPP have also been applied to other real world applications, that is, to study noise exposure in Guarnaccia et al.

This paper is concerned with the problem of predicting the behaviour of a system based on failure data from several similar systems. According to Asfaw and Lindqvist, Lindqvist, Deep et al. there may be unobserved heterogeneity among the systems which, if overlooked, may lead to inaccurate predictions. Heterogeneity among systems may be due to different material, different design, different location and so on; while homogeneity among systems may be driven by similar repairing practices, similar usage patterns, etc. An intuitive way of interpreting heterogeneity is to imagine an unknown covariate, with values that may vary among systems, which leads to an unexpected variation in the failure intensity of the different processes. The unobservable heterogeneity, which is often called frailty in the survival analysis literature, is typically modelled by multiplication of the intensity function by a positive random variable taking independent values across the systems with unit mean and therefore described by its variance.

The study of heterogeneity is widely applied in various fields like politics, and medical research. In survival analysis, the effects of unobserved heterogeneity have been studied in several papers including but not limited to Vaupel et al., ; Kheiri et al., Hanagal et al. In reliability engineering, the effects of unobserved heterogeneity have been studied for various component problems like failures, maintainability, remaining useful life, and spare-part management. For non-repairable systems, some examples include Lin and AspLund, Lin et al. that used the frailty model to analyse the lifetime of locomotive wheels.

For repairable systems, unobserved heterogeneity has been studied with the minimal repair assumption. Early works include. Lindqvist et al. developed a heterogeneous trend renewal process model, which generalises the HPP and NHPP, to capture unobserved heterogeneity in multiple repairable components. They introduced a gamma distributed multiplicative factor on the failure intensity. D’Andrea suspected heterogeneity in the failure time data for mining trucks in Brazil. They assumed that the mining trucks were subject to minimal repair and thus modelled the data using NHPP with a gamma distributed frailty term.

Asfaw and Lindqvist investigated heterogeneous population composed of independent NHPP using gamma-distributed frailty. Slimacek and Lindqvist extended the basic NHPP to include covariates and unobserved heterogeneity in analysing wind turbine failure data. Lindqvist and Slimacek developed the method for parameter estimations in heterogeneous NHPP population when the distribution of frailty is unspecified. The NHPP model was extended to include covariates in Slimacek and Lindqvist. Most of these papers on minimal repair have parametrically modelled heterogeneity using the gamma frailty model in which unobserved effects are assumed to be gamma distributed.

Hougaard introduced the inverse Gaussian (IG) distributions for modelling unobserved effects. The IG distribution has a unimodal density and is a member of the exponential family. Its shape resembles that of other skewed density functions, such as the lognormal and gamma distributions. Chikara and Folks studied the IG distribution and found that there are many striking similarities between the statistics derived from this distribution and those of the normal distribution. These properties make the IG potentially attractive for modelling purposes for survival data.

The IG distribution has some advantages as a frailty distribution. It provides flexibility in modelling, when early occurrences of failures are dominant in a life time distribution and its failure rate is expected to be non-monotonic. Also IG is almost an increasing failure rate distribution when it is slightly skewed and hence is also applicable to describe lifetime distribution which is not dominated by early failures. Hougaard noted that survival models with gamma and IG frailties behave very differently, specifically that the relative frailty distribution among survivors is independent of age for the gamma, but becomes more homogeneous with time for the IG. The conclusion was derived by observing the coefficient of variation of the two frailty distributions of survivors. For the gamma distribution, the coefficient of variation is a constant. However, for the IG distribution, the coefficient of variation is a decreasing function of time. In fact, a few studies in areas such as medicine and epidemiology have suggested the IG frailty model as an alternative to the
gamma frailty model for modelling unobserved effects.\textsuperscript{15,17,33,34} The likelihood function for the IG frailty model can be easily obtained and has closed-form representation, which indicates fast and simple estimation of parameters.\textsuperscript{18,35} Despite these desirable properties, for failure data with the minimal repair assumption, the application of the NHPP model in which the unobserved effects are assumed to be IG distributed has not be fully investigated. The first objective of this paper is to evaluate the application of the NHPP model with IG distributed frailties for analysing failure data from repairable systems and to compare its results with the gamma distributed frailties.

In a model with unobserved heterogeneity, it is necessary to define the distribution of the unobserved effects.\textsuperscript{36,37} Since the modelled heterogeneity is unobservable, the appropriate choice of distribution of the unobserved effects is not easily discernable.\textsuperscript{3,38} Furthermore, the choice of the distribution of unobserved effects can give interesting general results in terms of the variance of the unobserved effects.\textsuperscript{3} For instance, a large variance could indicate deficiencies in the choice of the distribution which may influence the model fit.\textsuperscript{3,38} It is therefore useful to examine the extent to which mis-specification of the frailty distribution affects the validity of intensity function estimators.\textsuperscript{38} Yet the impact of frailty distribution mis-specification with regards to the minimal repair assumption has not been investigated. Another objective of this paper is to examine the impact of wrongly specifying the frailty distribution in a NHPP model. To accomplish this objective, NHPP model with IG distributed frailties will be developed and compared with a gamma distributed frailty model through a simulation study and analysis of a real dataset. Statistical fit and prediction performance of the two models will be compared over different heterogeneity levels, sample sizes and component failure behaviours.

Another issue of interest in this paper pertains to event prediction for repairable systems subject to minimal repair and unobserved heterogeneity. The ability to predict the occurrence of failure events at an individual unit level can aid optimal maintenance decision making for individual components.\textsuperscript{11} However, the majority of research on unobserved heterogeneity with the minimal repair assumption have predominantly focused on investigating the significance of covariates and the frailty term in the fitted model rather than prediction for the system and/or individual components. The few works that have considered event prediction for point processes with unobserved heterogeneity includes: Deep et al.\textsuperscript{11} that used a semi-parametric Andersen and Gill model for failure prediction of a new component in a Teleservice system using collected data from old units; and Jahani et al.\textsuperscript{39} who developed a multivariate Gaussian convolution process (MGCP) for fleet-based event prediction in which failure prediction for an individual unit is conducted using data collected from other units. The third objective of this paper is to develop a method for predicting the occurrence of failure events at the component level based on the NHPP model with gamma and IG distributed unobserved heterogeneity effects. To accomplish this objective, an empirical Bayes framework will be adopted to update the frailty term.

The contribution of this study is threefold. First, we develop an IG frailty model and the parameter estimators for repairable systems whose components become homogeneous over time. Using a simulation study, we examine the performance of the estimators. Furthermore, we investigate the impact of mis-specifying the frailty distribution in a NHPP model. Finally, using empirical Bayes framework, we develop a method for prediction of a component’s mean residual life and prediction of the expected number of failures at the component and system levels.

The rest of the paper is organised as follows. First, we describe a general system with heterogeneous components. We develop the IG frailty model and an estimator for the IG frailty model. We describe a simulation study to investigate the accuracy of the estimator. This study is extended to further examine the impact of mis-specification of the frailty distribution. We present an analysis of a real dataset. We conclude by reflecting on the implications of our findings, the limitations of our study and provide suggestions for further work.

System description

Consider a system subject to minimal repairs upon failure. When a minimal repair is performed upon failure, the times between subsequent failures may not be identically distributed, which constitutes an NHPP.\textsuperscript{1,40} Consider that the system is a ‘happy system’ in its burn in phase. A ‘happy system’ has increasing inter-failure times. Also, consider that within a mission time, components in the wear-out phase (components with decreasing inter-failure times) are removed without replacement whereas components in the burn-in phase (relatively new components) are subject to minimal repair upon failure. As the number of the removed components increases, the relative frailty among the remaining working components in the system become homogeneous over time.

This paper shall concentrate on the most commonly used power law intensity function to characterise the RCOF (Rate of occurrence of failures) of the NHPP (see e.g. Rausand and Hoyland\textsuperscript{41}). One reason for its popularity is that the power law as a function of time $t$ is of the same form as the hazard rate of a Weibull distribution.\textsuperscript{2} The power law model has a good fit to failure data from repairable systems and is quite effective in representing a system which is experiencing reliability improvement (i.e. inter-failure times are increasing).\textsuperscript{42} The power law model is given as:
\[ \psi_0(t) = \omega \rho t^{\rho-1}, \]  

where \( \psi_0(t) \) is the intensity function at time \( t \), \( \omega \) is the scale parameter and \( \rho \) is the shape parameter that controls the shape of the curve. The parameter \( \rho \) in the power law model gives the following information about the system: if \( \rho > 1 \), then the system is deteriorating (sad); if \( 0 < \rho < 1 \), then the system is improving (happy) and if \( \rho = 1 \) the NHPP model reduces to an HPP.

Consider that a system has \( m \) independent repairable components. Each component is observed from the start of operation to time \( \tau \). Let \( n_j \) be the recorded number of failures for the \( j^{th} \) component and let \( t_{ij} \) be the age at the \( j^{th} \) occurrence of failure for component \( j \), where \( i = 1, 2, \ldots, n_j \), and \( j = 1, 2, \ldots, m \). We assume that the number of failures vary across the components and that there is no available covariate recorded for each component (however this information could be easily incorporated to the modelling). A positive random variable \( z_j \), drawn from a distribution \( f(z_j; \theta) \), is included in the NHPP model to account for component unobserved effects, where \( \theta \) is the variance parameter. \( z_j \) acts multiplicatively on the intensity function,\(^2\) making the model a NHPP with random effect (also referred to as a frailty model\(^2\)).\(^\text{29}\) The variance parameter \( \theta \) is the parameter of interest in which small values of \( \theta \) reflects homogeneity in the failure pattern of a group of components and large values of \( \theta \) reflects high heterogeneity in the failure pattern of a group of the components. To make the baseline intensity function identifiable, a restriction is placed on \( f(z_j; \theta) \) such that the frailties (random effects) are assumed to have an expected value \( E(z_j) = 1 \) and \( \text{Var}(z_j) = \theta \). Thus components with \( z_j > 1 \) will fail more often than components with \( z_j < 1 \).\(^1\)

Conditional on the frailty term \( z_j \), the intensity function for component \( j \) can be expressed as:

\[ \psi(t|z_j) = \omega_j \rho t_j^{\rho-1} = \lambda z_j \rho t_j^{\rho-1}, \]  

where \( \omega_j = \lambda z_j \) is the scale parameter and \( \rho \) is the shape parameter. We assume that the components in system have the same ageing behaviour (i.e. same shape parameter \( \rho \)) but different magnitudes (i.e. scale parameter). As a result, the scale parameter \( \omega_j \) will be made to be component specific by making \( \lambda \) fixed and introducing a random effect \( z_j \) which is modelled by a parametric distribution. We will assume that \( \lambda \) has a value of one to reduce the effect \( \lambda \) might have on each \( z_j \).

**IG frailty model**

This section presents an IG frailty model based on the NHPP with IG distributed random effects. IG distribution has a simple Laplace transform which is useful for deriving the reliability function.\(^43,44\) In addition, gamma and IG distributions both have uni-modal density functions.\(^42\) IG distribution is described by two characteristics, namely, a mean parameter \( \mu > 0 \) and precision parameter \( \delta > 0 \). The two-parameter IG distribution is given as:

\[ f(z) = \frac{1}{\sqrt{2\pi \delta}} \exp\left(-\frac{(z-1)^2}{2\delta}\right). \]  

As mentioned above, the frailty model poses restrictions on the mean and variance on the distribution. Let \( E(z) = 1 = \mu \) and \( \text{Var}(z) = \theta = \frac{\mu^2}{\delta} \). The one-parameter IG distribution is:

\[ f(z) = \frac{1}{\sqrt{2\pi \theta}} z^\delta \exp\left(-\frac{(z-1)^2}{2\theta}\right). \]  

### Maximum likelihood for IG frailty model

Assume that the random effect \( z_j \) of the conditional intensity equation (2) is drawn from an IG distribution equation (4), then the conditional likelihood function for component \( j \) with random effect \( z_j \) is given below as:

\[ L_j(\lambda_0(t_{ij})|z_j) = \left( \prod_{i=1}^{n_j} \lambda_0(t_{ij}) \right) \exp(-z_j\lambda_0(t)). \]  

where \( \lambda_0(t_{ij}) = \lambda \rho t_j^{\rho-1} \) and \( \lambda_0(t) = \lambda \rho t^{\rho-1} \). \( \tau \) is the observation length of component \( j \). Here, \( j \) is a fixed Identification number for a component. \( t_{ij} \) represents each failure time \( t_i \) observed over the entire life span of component \( j \). \( z_j \) is a fixed value generated for component \( j \) and it influences each failure time \( t_i \) of component \( j \) for the rest of its life.

The total log likelihood function for all the components is given by:

\[
\begin{align*}
\ln L & = n \ln \lambda + n \ln \rho + (\rho - 1) \sum_{j=1}^{m} \sum_{i=1}^{n_j} \log t_{ij} + \text{mlog}(2) \\
& + \frac{m}{\theta} \log(2\pi\theta) - \sum_{j=1}^{m} \frac{\log(1+2\lambda \tau^\rho)}{2} \\
& + \sum_{j=1}^{m} \log \kappa \left( \frac{1 + 2\lambda \tau^\rho}{\theta} \right),
\end{align*}
\]  

where \( \kappa \left( \frac{1 + 2\lambda \tau^\rho}{\theta} \right) \) is a modified bessel function of the second kind. We present the derivation of the log likelihood function in Appendix A. Taking the derivative of the log likelihood function with respect to \( \lambda, \rho \) and \( \theta \):
\[
\frac{\delta l}{\delta \lambda} = n - \sum_{j=1}^{m} \frac{\tau^\theta k_{w_{i_{j-1}}}}{\sqrt{r_{k_{w_{i_{j-1}}}}}} \left( \frac{\nu}{\sigma} \right)
\]
\[
\frac{\delta l}{\delta \rho} = n \log \left[ \prod_{j=1}^{m} t_{ij} - m \lambda \rho \log \tau \right].
\]
\[
\frac{\delta l}{\delta \theta} = -n \frac{\theta}{\sigma^2} - \sum_{j=1}^{m} \frac{\tau^\theta k_{w_{i_{j-1}}}}{\sqrt{r_{k_{w_{i_{j-1}}}}}} \left( \frac{\nu}{\sigma} \right) \\
- \sum_{j=1}^{m} \frac{\lambda \tau^\theta k_{w_{i_{j-1}}}}{\sqrt{r_{k_{w_{i_{j-1}}}}}} \left( \frac{\nu}{\sigma} \right).
\]

where \( r = 20\lambda \rho^2 + 1 \).

Estimates of \( \lambda, \rho \) and \( \theta \) can be obtained by setting the derivatives to zero. The expression for the estimators of \( \lambda, \rho \) and the heterogeneity parameter \( \theta \) cannot be derived analytically. One way to deal with this problem is to use a numerical method such as Newton-Raphson’s method which run a gradient descent algorithm to optimise the likelihood function.\(^2\) Gradient descent approaches assume that the likelihood function to be maximised is smooth and concave. For the maximum likelihood estimation process of gamma frailty model (see, e.g. Asfaw and Lindqvist\(^7\)).

**Simulation study**

In this section, we conduct a simulation study. We describe the simulation design and data simulated. We assess the performance of the IG estimators with respect to bias in the estimates of the scale \( \lambda \), shape \( \rho \) and heterogeneity parameter \( \theta \) given some known input parameter values. Finally, we assess the robustness of the IG and gamma frailty model in a mis-specification study.

**Simulation design**

Throughout the simulation study, the underlying failure process for the components in a system are considered to follow a nonhomogeneous Poisson process (NHPP) with basic rate of occurrence of failures of a power law process \( \lambda_0 / t^{\rho} \) and are conditional on a frailty term \( z_i \) whose distribution \( f(z_i, \theta) \) is known. When the IG frailty model estimators are examined, the frailty term \( z_i \) is IG distributed. However, when the effectiveness of the IG and gamma frailty models are examined, the frailty term \( z_i \) is either gamma or IG distributed. For each process, input values of \( \lambda \) are fixed to 1 while \( \rho \) and \( \theta \) are varied. Nineteen sample sizes, \( n = 10–100 \) with five step size increments, are used to assess the impact of increasing the sample size on parameter estimates. Sample size in this paper refers to the number of components in the system. The mean of 1000 parameter estimates are assessed for \( \rho \) and \( \theta \). Equal observation length of \( \tau = 0–\tau = 10 \) is assumed for each system. Whilst it is, in principle, straightforward to generalise the likelihood function to the case of different observation lengths, doing so complicates the computation of estimates.\(^2\) Thus, in order to simplify the estimation, the observation lengths are made equal.

To perform the simulation study, data is generated. The following algorithm is used to generate failure time data from each frailty model. If the failure times of a component are assumed to be independent given the frailty term and that the sequence of failure times forms a counting process, samples of an NHPP can be generated from an Homogeneous Poisson Process (HPP). Consider an HPP with intensity function \( \lambda(t) \), an interval \( t(t_i, t_i) \) for component \( j \) and mean function:

\[ \Lambda(t_{i(i-1)}, t_i) = \Lambda(t_i) - \Lambda(t_{i(i-1)}), \]

where the random variables \( \Lambda(t_{i(i-1)}, t_i) \) are independent and identically exponential distributed with mean 1. Suppose that there is no failure at installation time \( t = 0 \), then by inverse probability method the reliability function can be expressed as:

\[ \exp(-\Lambda(t_i)) = U_{i(i-1)} \]

and

\[ \Lambda(t_{i(i-1)}) = -\log(U_{i(i-1)}). \]

where \( U_{i(i-1)} \) is drawn from a uniform distribution with an interval between 0 and 1. Suppose there are covariates then the mean function conditional on the frailty term becomes

\[ \Lambda(t_{i(i-1)}) = \Lambda_0(t_{i(i-1)})z_i \exp(\beta X). \]

where \( \beta \) is a vector of regression coefficients. The covariates are depicted by \( X \) such that when \( X = x(t) \) the covariates are time varying and \( X = x \) implies time invariant covariates. If the intensity function is based on the power law model and each \( z_i \) is drawn from either a gamma or an IG distribution then

\[ \Lambda(t_{i(i-1)}) = \Lambda_0(t_{i(i-1)})z_i \exp(\beta X). \]

Solving for a failure time \( t_{i(i-1)} \) from equation (14) leads to the expression given by:

\[ t_{i(i-1)} = \left[ \frac{\Lambda(t_{i(i-1)})}{z_i \lambda \exp(\beta X)} \right]^{1/\rho} \]

and
\[ t_{i(1)} = \left[ -\log \left( U_{i(1)} \right) \right]^{1/\rho} \cdot \left[ \frac{1}{z_j \exp(\beta X)} \right]. \]  

The NHPP process of component \( j \) observed up to the \( ph \) failure time \( t_i \) can be generated by the following recurrence formula

\[ t_i = \left[ -\log \left( U_i \right) + t_{i-1}^\rho \right]^{1/\rho}. \]  

If there are no available covariates that is, \( X = 0 \), equation (16) becomes

\[ t_{i(1)} = \left[ -\log \left( U_{i(1)} \right) \right]^{1/\rho} \cdot \left[ \frac{1}{z_j \exp(\beta X)} \right]. \]  

and the recurrence formula becomes

\[ t_i = \left[ -\log \left( U_i \right) + t_{i-1}^\rho \right]^{1/\rho}. \]  

To illustrate how to generate data when covariates are unavailable, a single NHPP process for component \( j \) can be simulated by the recurrence formula in equation (19) using the algorithm below.

1. Set parameter values for \( \lambda \), \( \rho \) and \( \theta \)
2. Set a value for \( \tau \)
3. Draw a random value \( z_j \) from the known frailty distribution \( f(z_j, \theta) \)
4. Set \( t_0 = 0 \)
5. Set \( i = 1 \)
6. Draw \( U_i \) from a uniform distribution \( \sim U(0, 1) \)
7. Generate the first failure time by:

\[ t_i = \left[ -\log \left( U_i \right) + t_{i-1}^\rho \right]^{1/\rho}. \]  

8. If \( t_i > \tau \) stop simulation otherwise \( i = i + 1 \)
9. Draw \( U_i \) from a uniform distribution \( \sim U(0, 1) \)
10. Generate the next failure time as:

\[ t_i = \left[ -\log \left( U_i \right) + t_{i-1}^\rho \right]^{1/\rho}. \]  

11. Repeat steps 8–10 until \( t_i > \tau \).

**Evaluation of IG estimator**

To assess the performance of the IG frailty model’s estimator developed earlier in this paper, the Bias \% of the mean from each estimated parameter will be determined. Given the input value of an arbitrary parameter \( p \) with its estimator \( \hat{p} \). The Bias of the estimates after 1000 simulations will be calculated using:

\[ \text{Bias}(p) = \frac{\sum_{n=1}^{1000} \hat{p}_n - p}{1000}. \]  

We assess the IG estimators by observing the Bias(\( p \)) from the mean of 1000 estimates of \( p \) and \( \theta \). The results are presented in Figure 1. The input values for \( \lambda \), \( \rho \) and \( \theta \) are

\( 1, \ (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9) \) and \( (0.3, 0.6, 0.9, 1.2, 1.5, 1.8, 2.1, 2.4, 2.7) \), respectively.

From Figure 1(a) we observe that the bias in the estimated \( \rho \) values was 2.5\% for sample size 10 however the bias in the estimated \( \rho \) values reduced as the sample size increased. From Figure 1(b), the bias in the estimated \( \theta \) values ranged between –0.3 and 0.1 when the sample size is set to 10 but the estimated values rapidly improve and converge to the input value as the sample size is increased. We see that the estimator is robust to different choices of \( \rho \) and \( \theta \), and beyond a sample size of 10, the estimator performs well.

**Mis specification study of gamma and IG frailty models**

In this section, we assess the performance of the gamma and IG estimators to mis-specification of the frailty distribution. When one of the models is known to be the correct frailty model from which the data are generated, and the other frailty model will in consequence be wrongly specified. The performance of the wrongly specified model will be assessed in terms of the model’s goodness of fit to the generated data and prediction accuracy when predicting the expected number of component failures. Since model selection using only maximum likelihood could be misleading due to variation in data, the sample sizes will be chosen to be sufficiently large in order to reduce the probability of selecting the wrong model.

Analysis of the robustness of each wrongly specified frailty model (gamma or IG) is conducted by an assessment of the proportion of selections of each wrongly specified model using Akaike information criterion (AIC). AIC is used for goodness-of-fit (GOF) test because AIC is one of the commonly used information-based criteria for model selection and the AIC has been widely used either on its own or together with other tests (e.g. Barabadi et al., Izumi and Ohtaki). AIC is similar to the Bayesian information criterion (BIC) in the sense that they both compare maximum likelihood values to select the appropriate model. Compared to AIC, BIC penalises model complexity more heavily meaning that more complex models will perform worse and will, in turn, be less likely to be selected. In this paper, the Gamma and IG frailty models considered have the same number of parameters and similar level of complexity. Thus, model selections from BIC will not differ from AIC because...
the penalty term in the BIC will have the same effect on the two model’s values. AIC has been widely used to compare frailty models in the literature some examples include.49,50 The expression of AIC is given by46:

$$AIC = -2\log(L) + 2p,$$

where $L$ is the maximised likelihood value and $p$ is the number of parameters in the model. When two models are compared, AIC considers the model with the smallest AIC value to have a better fit to the data. Further information on the AIC can be found in.46 We will generate 1000 simulated data for fixed input values of $\lambda$, $\rho$ and $\theta$ and then we will count the number of times each of fitted model is chosen by the AIC. Out of the 1000 simulated data, we will note the number of times the wrongly specified model is selected as the better model.

Furthermore, we examine the robustness of each wrongly specified frailty model in terms of their prediction of the expected number of component failures in the simulated data. The expected number of component failures in the system in a specific interval is given as:

$$E[Nj(t_1, t_2)] = \sum_{j=1}^{m} E[Nj(t_1, t_2)],$$

where $E[Nj(t_1, t_2)]$ is the expected number of failures of the $j^{th}$ component between times $t_1$ and $t_2$. $E[Nj(t_1, t_2)] = \frac{1}{2}\log(\theta\lambda_0(t_1, t_2) + 1)^{1/2}$ and $E[Nj(t_1, t_2)] = \frac{1}{\theta}(\sqrt{1 + 2\theta\lambda_0(t_1, t_2) - 1})$ for gamma and IG frailty models respectively. $E[Nj(t_1, t_2)]$ is derived from the marginal reliability function for each component. We present the derivation of $E[Nj(t_1, t_2)]$ and the marginal reliability function in the Appendix B and C.

We compare the predicted results with those from the correct model using root mean squared error (RMSE). We then assess the proportion of the wrong model selected as the better model by the RMSE. The expression of RMSE is given by:

$$RMSE = \sqrt{\frac{\sum_{i=1}^{n_1} (f_i - o_i)^2}{n_1}}$$

where $f_i = E[Nj(t_1, t_1 + \tau)]$ is the forecasts (expected number of component failures between time $(t_1, t_1 + \tau)$ and $o_i$ depicts the observed number of component failures between time $(t_1, t_1 + \tau)$ from the simulated data. $n_1$ is the number of time intervals of equal length that the observed data is grouped into and $t_m = \tau$. To compute RMSE, the difference between the forecasts and observed number of component failures are squared and averaged over the number of time intervals.

The performance of each specified model is assessed in four cases involving fixed $\rho$, and $\theta$ values.

- Case one involves setting $\theta - 0.3$ to reflect low heterogeneity between components and modifying $\rho$.
- Case two involves setting $\theta - 3$ to reflect high heterogeneity between components and modifying $\rho$.
- Case three involves setting $\rho - 0.3$ to reflect components’ early life behaviour with frequent failures and modifying $\theta$.
- Case four involves setting $\rho - 0.9$ to reflect components with similar behaviour as those in the mid-life phase and modifying $\theta$.

In each case, when one of the two parameters is fixed, the other is varied. For fixed settings of $\rho$, the $\theta$ values analysed are $(0.3, 0.6, 0.9, 1.2, 1.5, 1.8, 2.1, 2.4, 2.7, 3)$. For fixed settings of $\theta$, the $\rho$ values analysed are $(0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9)$. The result for each case is presented in Figures 2 to 5.
Case One: Low heterogeneity. In case one, we set $\theta = 0.3$ to reflect low heterogeneity between components. The results are presented in Figure 2. For low heterogeneity, the likelihood of mis-specifying the IG or the gamma model is zero for $\rho$ values from 0.4 to 0.9. In contrast, when $\rho = 0.3$ the proportion of assumed model selection was 1.5% for IG and 1% for gamma for sample size less than 25. The probability of mis-specifying the models was zero for sample sizes greater than 25. Thus, for data with low heterogeneity when one wrongly specify either the IG or gamma frailty model, either in terms of model fit or prediction, the chances of the wrong model being selected is very small.

Case Two: High heterogeneity. For case two, we set $\theta = 3$ to reflect high heterogeneity between components. The results are presented in Figure 3. From Figure 3(a) and (b), we see that in terms of model fit, the proportion of cases where the wrong model is selected when the sample size is less than 50 ranged between 3%–11% and 1%–10% for IG and gamma model respectively. However, as the sample size is increased, the proportion reduces to zero for $\rho$ values from 0.4 to 0.9. In contrast, when $\rho = 0.3$ the proportion of IG model selection was up to 6% for sample size less than 50 and zero otherwise. The 6% selection of the IG model may be due to the sensitivity of the RMSE to outliers in the predicted number of component failures. For data with high heterogeneity, the probability of selecting the wrong model whether for model fit or for prediction is low and only happens when the sample size is small.

Case Three: Component early life behaviour. In case three, we set $\theta = 0.3$ to reflect components’ early life behaviour in which failures occur due to component defects.
or installation issues. The results for case three are presented in Figure 4. From the four plots 4a, 4b, 4c and 4d we see that in terms of prediction or model fit, the proportion of wrong model selections (whether IG or gamma) could be as high as 10% when the sample size is less than 50 and heterogeneity is high, that is, close to 3. However, as the sample size is increased from 50, the likelihood of selecting the wrong model reduces to zero. More broadly, we see that the proportion of wrong models selected increases as $\theta$ increases from 0.3 to 3. This supports our findings when we compare sections 4.3.1 and 4.3.2.

Case Four: Component mid-life behaviour. In case four, we set $p=0.9$ to reflect components nearing the mid-life stages where time between component failures are almost constant. The results are presented in Figure 5. From Figure 5(a) and (b) we see that in terms of model fit, the proportion of selections of the wrong model increased as heterogeneity levels increased for IG and gamma model reaching 12% and 10%, respectively. In contrast, as the sample size is increased from 10 to 100 the proportion of wrong model selections reduced for all $\theta$ values from 0.3 to 3.

Summary of analysis. Reflecting on our study, several conclusions can be drawn from our analysis. First, when the sample sizes increase above 50, the likelihood of selecting the wrong model significantly reduces for almost all choice of parameters. This provides confidence that when we have many units/components, we are likely to select the correct model. Second, the effect of heterogeneity for low sample sizes is noticeable. As we increase the heterogeneity from $\theta=0.3$ to $\theta=3$, the probability of selecting the incorrect model increases. Third, we see little difference between the ability of the AIC or the RMSE to select the correct model. As a selection tool, the RMSE method is a slight improvement on the AIC, particularly when the underlying distribution is from an IG. It also seems to be better than the AIC for identifying the correct distribution when heterogeneity is high. When the distribution is known to be gamma, there is little difference between the two methods for selecting the correct distribution.

Application to classic dataset

We compare the two frailty models using a dataset from the literature, that is, failure times of air conditioner components from a set of airplanes studied by. The
data was used as compared a Heterogenous trend renewal process, an NHPP model with gamma distributed random effect, and a Homogeneous Poisson process with gamma distributed random effect. Lindqvist found that an NHPP model with gamma distributed random effect provides a better fit than Ordinary NHPP model, identifying heterogeneity among components in the data. Here we compare the IG and gamma frailty models using the successive failure times before truncation as given in Table 1 to see if the IG provides a better fit. Note that it is not possible to say whether or not the true data generating process comes from an IG or Gamma; we merely wish to explore if our model produces any improvements on existing methods.

The results of fitting IG frailty model and gamma frailty model are summarised in Table 2. Parameter estimates for the gamma frailty model were obtained as $\lambda = 3.353 \times 10^{-4}$, $\rho = 1.1424$ and $\theta = 0.1334$ while the parameter estimates of the IG frailty model were obtained as $\lambda = 5.861 \times 10^{-4}$, $\rho = 1.1186$ and $\theta = 0.9412$. The values of $\theta$ by the two frailty models, show a low level of heterogeneity between the components of the system. Whilst Lindqvist found the gamma frailty model as the better model for the data when compared to Ordinary NHPP model, based on AIC and RMSE values in Table 2, the IG frailty model has a marginally better fit compared with the gamma frailty model.

Furthermore, we compared predictions of the expected number of failures from the two models with observed data using RMSE. We found that there is little difference in the predictions of the observed number of system failures from the gamma and IG frailty models when time is less than 500 days (see Figure 6 for the plot of the predictions). However, in line with Hougaard findings that the relative frailty distribution among survivors from an IG model becomes more homogeneous with time, we found that once we extend beyond 500 days the survivors become more homogeneous and the IG model substantially outperforms the gamma. Based on the selection values of AIC and RMSE in terms of model fit and prediction, one can infer that IG frailty model is marginally better in terms of model fit and better in terms of predictions of the expected number of component failures for the air conditioner data when number of days is greater than 500.

Equation (24) is useful for predicting the expected number of failures at the system level. For component level prediction, the predicted number of failures for all the components will always be the same, even if there are clear differences in the pattern of failure occurrences. The reason is that the value of the variance

Figure 4. Plot of probability of selecting the wrong model when early life failures are considered $\rho = 0.3$: (a) IG model selections by AIC, (b) gamma model selections by AIC, (c) IG model selections by RMSE and (d) gamma model selections by RMSE.
Figure 5. Plot of probability of selecting the wrong model when component failures are similar to the mid-life phase $\rho = 0.9$: (a) IG model selections by AIC, (b) gamma model selections by AIC, (c) IG model selections by RMSE and (d) gamma model selections by RMSE.

Table 1. Failures times for Air conditioners in 13 Airplanes.

| Airplane number | Air conditioner failures |
|-----------------|--------------------------|
| 7907            | 194, 413, 7908, 7909, 7910, 7911, 7912, 7913, 7914, 7915, 7916, 7917, 8044, 8045 |
| 194             | 91, 74, 55, 23, 97, 50, 50, 130, 487, 102 |
| 209             | 427, 100, 131, 375, 284, 148, 94, 368, 304, 623 |
| 250             | 485, 160, 179, 431, 371, 159, 196, 380, 309, 605 |
| 279             | 522, 346, 208, 535, 378, 163, 268, 650, 592, 612 |
| 312             | 622, 407, 710, 755, 498, 304, 290, 627, 710, 436 |
| 493             | 687, 456, 722, 994, 512, 322, 329, 639, 715, 468 |
| 696             | 470, 792, 574, 464, 332, 800, 535 |
| 865             | 494, 813, 621, 532, 347, 891, 594 |
| 550             | 842, 846, 609, 544, 934, 728 |
| 570             | 917, 689, 732, 880 |
| 649             | 690, 811, 907 |
| 733             | 706, 899, 921 |
| 777             | 812, 945 |
| 836             | 950 |
| 865             | 955 |
| 983             | 991 |

Table 2. Parameter estimates of gamma and IG frailty models when fitted to Air conditioner failure time data.

|            | $\lambda$ | $\rho$ | Var $\theta$ | AIC       | RMSE |
|------------|------------|--------|--------------|-----------|------|
| gamma      | 0.003353   | 1.142425 | 0.133469     | 1335.281   | 2.893 |
| IG         | 0.005861   | 1.118666 | 0.980574     | 1331.92    | 2.856 |
parameter $\theta$ in the equation for the expected number of failures equation (24) is the same for each component. Thus, predictions of the expected number of failures for individual components will be computed by using an empirical Bayes approach to account for variability using the mean frailty estimates (see Carlin and Louis52 for more on empirical Bayes).

Using an empirical Bayes approach, we developed a method for individual component prediction of the mean residual life (MRL) and expected number of failures conditional on the expected frailty value. The developed method is then applied to make predictions for components in the Air conditioner data. The developed method uses Bayes theorem to update the frailty distribution for each component based on the observed data from the $j^{th}$ component. With the updated frailty distribution, we get a point estimate (in this case the mean of the distribution) of the value of the frailty term for the $j^{th}$ component. Then, we use the new frailty term to compute the intensity, survival function and make individual event prediction of the MRL and expected number of failures for each $j^{th}$ component.

Using Bayes theorem, we can have the posterior distribution of the frailty term $z^*_j$ of the $j^{th}$ component as:

$$h_j(z^*_j|\theta) = \frac{L_j(\lambda_0(t)|z^*_j)f(z^*_j|\theta)}{\int_{0}^{\infty} L_j(\lambda_0(t)|z^*_j)f(z^*_j|\theta)dz^*_j},$$

where $h_j(z^*_j|\theta)$ is the posterior distribution of $Z^*_j$, $L_j(\lambda_0(t)|z^*_j)$ is the data likelihood for component $j$, and $f(z^*_j|\theta)$ is the prior distribution (i.e. the gamma or IG distributions). $L_j^{(marginal)} = \int_{0}^{\infty} L_j(\lambda_0(t)|z^*_j)f(z^*_j|\theta)dz^*_j$ is the marginal likelihood for component $j$. We present the derivations of $h_j(z^*_j|\theta)$, and the point estimate of the value of the frailty term for IG and gamma in appendix B and C respectively. We used the maximum likelihood methods presented in the third section to estimate $\theta$, and parameters of $\lambda_0(t)$ then we used the Bayesian method to estimate the updated frailty term. The use of frequentist to estimate parameters and Bayesian method to estimate the value of the random effects is common in mixed-effects models (see e.g. Deep et al.,11 Gebraeel et al.53).

The expected number of failures of the $j^{th}$ component conditional on the expected frailty value between time $t_1$ and $t_2$ is given as:

$$E[N_j(t_1, t_2|\tau)] = \int_{t_1}^{t_2} \frac{\tau}{L_j} \lambda_0(t) dt.$$

System level prediction of expected number of component failures is $E[N_j(t_1, t_2)] = \sum_{j=1}^{m} E[N_j(t_1, t_2)]$.

The expression of the MRL is given as:

$$mrl_j(\tau) = \int_{\tau}^{\infty} R_j(x|\tau) dx = \int_{\tau}^{\infty} \frac{R_j(x)}{R_j(\tau)} dx,$$

where $\tau$ is the end of observation length and $R_j(\cdot) = exp(-\frac{\tau}{\lambda_0(t)})$.

For each of the components (Airplanes) in the Air Conditioner data, we predicted the mean residual life and compared predictions of the expected number of failures from the IG and Gamma models with observed data using RMSE. The mean frailty estimate for each component $\bar{z}_j$, mean residual life prediction, and RMSE values for the expected number of failures for each Airplane is presented in Table 3. The RMSE values in Table 3 shows that out of 13 components, the IG frailty model is better at predicting the expected number of failures for 11 components compared the gamma frailty model. For illustration we present the plots of the predictions of the expected number of failures for four Airplanes (Airplane 7909, Airplane 7914, Airplane 7915 and Airplane 7917) in Figure 7(a) to (d). From the Figures, we see a difference in the predictions of the observed number of failures for each of the Airplanes from the gamma and IG frailty models when time is more than 250 days.

In terms of mean residual life predictions for each component Airplane, we apply Eq 28 for IG and gamma frailty models and found that there are differences in the MRL predictions of the Airplanes by the two models. For some Airplanes, for example Airplanes 7910, 7912 and 8044, the difference was as little as one or 2 days. In other Airplanes such as: 7909, 7911, 7913, 7914, 7915, 7916 and 7917, the differences ranged from eleven to 77 days. However, given the selection of the IG frailty by the RMSE values of a lot of the Airplanes, the MRL predicted values by the IG frailty model may be chosen for optimal maintenance decision making for most of the Airplanes.
Conclusion

In this paper, we applied the IG frailty model for analysing failure data from heterogeneous repairable systems. The IG frailty model, which combines the power law model and IG distribution, assumes that the relative frailty distribution among survivors becomes more homogeneous over time. This is in contrast to the commonly used gamma frailty models which assume that the relative frailty distribution among survivors is independent of age. The objectives of this paper were to evaluate the application of IG frailty model for analysing failure data from heterogeneous repairable systems,

Table 3. Mean frailty $Z_i^*$, Mean residual life and RMSE value for the expected number of failures of each Airplane.

| Airplane ID | $Z_i^*$ | Mean residual life (Days) | RMSE value for the expected no. of failures |
|-------------|---------|---------------------------|-------------------------------------------|
|              | gamma   | IG                        | gamma                                      |
| Plane.7907  | 0.8197  | 0.4849                    | 117.3                                     |
| Plane.7908  | 0.9412  | 0.6105                    | 102.3372                                  |
| Plane.7909  | 1.4272  | 1.1561                    | 67.8388                                   |
| Plane.7910  | 1.0019  | 0.6758                    | 96.2018                                   |
| Plane.7911  | 0.8197  | 0.4849                    | 117.3                                     |
| Plane.7912  | 1.0627  | 0.7424                    | 90.7624                                   |
| Plane.7913  | 1.2449  | 0.9469                    | 77.5854                                   |
| Plane.7914  | 1.4272  | 1.1561                    | 67.8388                                   |
| Plane.7915  | 0.6982  | 0.3696                    | 137.3962                                  |
| Plane.7916  | 0.8197  | 0.4849                    | 117.3                                     |
| Plane.7917  | 0.5767  | 0.2703                    | 165.8234                                  |
| Plane.8044  | 1.0019  | 0.6758                    | 96.2018                                   |
| Plane.8045  | 1.1842  | 0.8781                    | 81.5381                                   |

Figure 7. Plot of the expected number of failures predicted by the IG and gamma frailty models compared to the observed cumulative number of failures within the interval 0-1000 h (component level prediction): (a) Airplane 7909, (b) Airplane 7914, (c) Airplane 7915 and (d) Airplane 7917.
compare its results with the gamma frailty model, and
develop a method for event prediction based on the IG
and gamma frailty models. To accomplish the objec-
tives, we developed the IG frailty model and a method
for parameter estimation of the IG frailty model using
maximum likelihood estimation and numerical meth-
ods. A comparison of the gamma and IG frailty models
was conducted to examine whether both models are
good alternatives of each other. Statistical fit of the
gamma and IG frailty models as well as the prediction
performance was thoroughly studied and compared.
We found that regardless of the degree of heterogeneity
or frequency of failures when early component behav-
ior is concerned, the probability of selecting a wrong
model is low whether for model fit or for prediction
purpose. A wrong model is only selected when the sam-
ple size is small. We applied the two frailty models to a
classic dataset where the gamma frailty model had been
studied. Our results found that the IG frailty model
was better in terms of model fit and prediction when
the number of days was greater than 500.

This research identified a number of areas for future
research. First, the IG frailty model could be integrated
into other degradation processes to explore its advances
more broadly in reliability modelling. Instead of using
the Gaussian or gamma distributions, further research
could investigate other positive skewed distribution to
describe unobserved heterogeneity. In addition, it would
be valuable to further investigate the application of the
IG frailty model. For example, when a system is operat-
ing in a varying environment, its degradation para-
eters are usually random and dependent on the oper-
ating environment, which can be potentially charac-
terised by the IG frailty model. Another interesting
research direction lies in the way of describing uncertain-
ity in reliability modelling. Instead of using a prob-
ability distribution, fuzzy sets or interval values could be
used to model the uncertain parameters or coefficients.
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Appendix A

The derivation of the IG frailty model’s unconditional log likelihood function is presented below.

Since \( z_j \) is unobservable from the data, the contribution of the \( j \)-th component to the full likelihood is obtained when the marginal likelihood of the \( j \)-th component is derived. The marginal likelihood of the \( j \)-th component is derived after integrating out the random effects from the conditional likelihood function. The conditional likelihood function of the \( j \)-th component is given as:
The marginal likelihood of the $j^{th}$ component is given as:

$$L_{j(marg)} = \left( \prod_{j=1}^{m} \lambda_0(t_j) \right) \frac{2 \exp^j (2 \theta \lambda_0(\tau) + 1)^{\frac{n_j}{2}}}{\sqrt{2 \pi \theta}} \cdots$$

$$\times k_{(n_j-1/2)} \left( \frac{\sqrt{1 + 2 \theta \lambda_0(\tau)}}{\theta} \right)$$

(31)

where $k_{(n_j-1/2)}$ is a modified bessel function of the second kind and $\int_{0}^{\infty} x^{n_j-1} \exp(\alpha x - b x^2) dx = \frac{\pi^{\frac{n_j}{2}} \alpha^{\frac{n_j}{2}}}{\Gamma(n_j)} k_{(n_j)}(2 \sqrt{ab})$ (see Shoukri et al.\textsuperscript{54}).

The total likelihood function for all the components is given by:

$$L = \prod_{j=1}^{m} L_{j(marg)}$$

$$= \prod_{j=1}^{m} \left( \frac{2 \exp^j (2 \theta \lambda_0(\tau) + 1)^{\frac{n_j}{2}}}{\sqrt{2 \pi \theta}} \cdots \right)$$

$$\times k_{(n_j-1/2)} \left( \frac{\sqrt{1 + 2 \theta \lambda_0(\tau)}}{\theta} \right)$$

(32)

Taking the logarithm of the likelihood function of equation (32) results in:

$$l = \sum_{j=1}^{m} \left( \sum_{i=1}^{n_j} \log(\lambda_0(t_i)) \right) + \sum_{j=1}^{m} \log \left( \frac{2 \exp^j}{\sqrt{2 \pi \theta}}(1 \cdots + 2 \theta \lambda_0(\tau))^{\frac{n_j}{2}} k_{(n_j-1/2)} \left( \frac{\sqrt{1 + 2 \theta \lambda_0(\tau)}}{\theta} \right) \right)$$

(33)

Appendix B

The expressions for the posterior distribution, expected frailty value, expected number of failures and marginal reliability function for the IG frailty model is derived as follows.

The marginal reliability function of the $j^{th}$ component is given as:

$$R_j(t) = \int_{0}^{\infty} R_j(t|z_j)f(z_j; \theta) dz_j,$$

(34)

where $f(z_j; \theta)$ is the IG distribution and $R_j(t|z_j) = \exp^{-z_j \lambda_0(t)}$. Thus

$$R_j(t) = \int_{0}^{\infty} \frac{1}{\sqrt{2 \pi \theta}} z_j^{-\frac{n_j}{2}} \exp \left( -z_j \lambda_0(t) \frac{\sqrt{2 \theta \lambda_0(\tau)}}{\sqrt{\theta}} \right) dz_j,$$

(35)

and

$$R_j(t) = \exp \left( \frac{1}{2} \left( 1 - \sqrt{1 + 2 \theta \lambda_0(\tau)} \right) \right),$$

(36)

where $R_j(t)$ is derived by replacing $s$ with $\lambda_0(t)$ in the Laplace transform for gamma distribution $L_j[s] = \exp \left( \frac{1}{2} \left( 1 - \sqrt{1 + 2 \theta \lambda_0(t)} \right) \right)$ (See Mundo et al.\textsuperscript{55} for derivation of Laplace transform of IG and Gamma frailty models).

The marginal expected number of failures of the $j^{th}$ component between time $t_1$ and $t_2$ is given as:

$$E[N_j(t_1, t_2)] = \Lambda_j(t_1, t_2) = -\log(R_j(t_1, t_2))$$

$$= \frac{1}{\theta} \left( \sqrt{1 + 2 \theta \lambda_0(t_1, t_2)} - 1 \right).$$

(37)

The marginal expected number of component failures in the system between time $t_1$ and $t_2$ is given as:

$$E[N_s(t_1, t_2)]$$

$$= \sum_{j=1}^{m} E[N_j(t_1, t_2)] = \frac{m}{\theta} \left( \sqrt{1 + 2 \theta \lambda_0(t_1, t_2)} - 1 \right).$$

(38)

where $m$ is the number of components in the system.

Next we derive the posterior distribution for $z_j^*$ given a IG prior distribution. Replacing the expressions of $L_{j(marg)}$, $L_j(\lambda_0(t_i)|z_j)$ and $f(z_j; \theta)$ in the Bayes formula Eq(26), then the posterior distribution of $z_j^*$ for the $j^{th}$ component will be derived as:

$$h_j(z_j^*|\theta) = \frac{z_j^{\frac{n_j}{2} - 1} \exp \left( \frac{-z_j^* \lambda_0(\tau) + 1}{2 \theta} \right)}{2(2 \theta \lambda_0(\tau) + 1)^{\frac{n_j}{2}} k_{(n_j-1/2)} \left( \frac{\sqrt{1 + 2 \theta \lambda_0(\tau)}}{\theta} \right)}.$$

(39)

The value of the frailty term for component $j$ is then derived as a point estimate by finding the mean of the updated frailty distribution $h_j(z_j^*|\theta)$. The mean of the updated frailty distribution $\overline{z_j} = E[z_j^*]$ is derived as:
\[ E[z_j] = \int_0^s z_j h(z_j|\theta) \, dz_j. \quad \text{(40)} \]

Then
\[ E[z_j^2] = \frac{\int_0^s z_j^2 \cdot \exp \left( -\frac{z_j}{\lambda_0(t) + z_j} \right) \, dz_j}{2(2\lambda_0(t) + 1)^{\frac{3}{2}}} k_{(\nu-1/2)} \left[ \frac{\Gamma(1+2\lambda_0(t))}{\Gamma(\nu)} \right]. \quad \text{(41)} \]

and
\[ E[z_j^3] = \frac{(2\lambda_0(t) + 1)^{\frac{3}{2}}}{(2\lambda_0(t) + 1)^{\frac{3}{2}}} k_{(\nu-1/2)} \left[ \frac{\Gamma(1+2\lambda_0(t))}{\Gamma(\nu)} \right]. \quad \text{(42)} \]

where \( n_j \) is the number of events that component \( j \) has experienced, \( \theta \) is the estimated variance parameter from the gamma frailty likelihood estimator, and \( \Lambda_0(t) \) is the cumulative intensity of the component until time \( t \). \( k_{(\nu-1/2)}(\cdot) \) is a modified Bessel function of the second kind.

**Appendix C**

The expressions for the posterior distribution, expected frailty value, expected number of failures and marginal reliability function for the gamma frailty model is derived as follows.

The marginal reliability function of the \( j \)th component is given as:
\[ R_j(t) = \int_0^\infty R_j(t|z_j)f(z_j|\theta) \, dz_j, \quad \text{(43)} \]

where \( f(z_j|\theta) = \frac{\lambda_0(t)^z \exp \left( -\lambda_0(t) z_j \right)}{\theta \Gamma(z + \frac{1}{\theta})} \) is a gamma distribution and \( R_j(t|z_j) = \exp^{-z_j\Lambda_0(t)} \).

Thus,
\[ R_j(t) = \int_0^\infty \exp^{-z_j\Lambda_0(t)} \frac{\lambda_0(t)^z \exp \left( -\lambda_0(t) z_j \right)}{\theta \Gamma(z + \frac{1}{\theta})} \, dz_j, \quad \text{(44)} \]

and
\[ R_j(t) = (\theta \Lambda_0(t) + 1)^{-\frac{1}{\theta}}, \quad \text{(45)} \]

where \( R_j(t) \) is derived by replacing \( s \) with \( \Lambda_0(t) \) in the Laplace transform for gamma distribution \( L_j[s] = (\theta s + 1)^{-\frac{1}{\theta}} \).

The expected number of failures of the \( j \)th component between time \( t_1 \) and \( t_2 \) can be derived from the marginal reliability as:
\[ E[N_j(t_1, t_2)] = \Lambda_j(t_1, t_2) = -log(R_j(t_1, t_2)) = \frac{1}{\theta} log(\theta \Lambda_0(t_1, t_2) + 1)^{-\frac{1}{\theta}}. \quad \text{(46)} \]

The expected number of component failures in the system between time \( t_1 \) and \( t_2 \) is given as:
\[ E[N_s(t_1, t_2)] = \frac{m}{j=1} E[N_j(t_1, t_2)] = m \frac{m}{j=1} \frac{m}{j=1} log(\theta \Lambda_0(t_1, t_2) + 1)^{-\frac{1}{\theta}}. \quad \text{(47)} \]

where \( m \) is the number of components in the system.

Next we derive the posterior distribution for \( z_j^* \) given a gamma prior distribution. For gamma frailty model, the expression of \( L_{j(marg)} \) is given by Asfaw and Lindqvist:
\[ L_{j(marg)} = \frac{1}{\theta \Gamma(\frac{1}{\theta})} \left[ \prod_{j=1}^n \lambda_0(t_j) \Gamma(n_j + \frac{1}{\theta}) \right] \quad \text{(48)} \]

Replacing the expressions of \( L_{j(marg)} \), \( L_j(\lambda_0(t_j)|z_j) \), and \( f(z_j|\theta) \) for the gamma frailty model in the Bayes formula equation (26), then the posterior distribution of \( z_j^* \) for the \( j \)th component will be derived as:
\[ h_j(z_j^*|\theta) = \frac{z_j^{n_j+1} \exp \left( -\frac{z_j^{n_j+1}}{\lambda_0(t_j) + \frac{1}{\theta}} \right) \left[ \lambda_0(t_j) + \frac{1}{\theta} \right]^{n_j + \frac{1}{\theta}}}{\Gamma(n_j + \frac{1}{\theta})}. \quad \text{(49)} \]

The expression for the mean of the updated frailty distribution \( \bar{z}_j^* = E[z_j^*] \) is given as:
\[ E[z_j^*] = \int_0^\infty z_j^* \cdot \frac{z_j^{n_j+1} \exp \left( -\frac{z_j^{n_j+1}}{\lambda_0(t_j) + \frac{1}{\theta}} \right) \left[ \lambda_0(t_j) + \frac{1}{\theta} \right]^{n_j + \frac{1}{\theta}}}{\Gamma(n_j + \frac{1}{\theta})} \, dz_j. \quad \text{(50)} \]

However, \( h_j(z_j^*|\theta) \) is a gamma density function, thus the associated posterior mean is:
\[ E[z_j^*] = \frac{(n_j + \frac{1}{\theta})}{(\lambda_0(t_j) + \frac{1}{\theta})}, \quad \text{(51)} \]

where \( n_j \) is the number of events that component \( j \) has experienced, \( \theta \) is the estimated variance parameter from the gamma frailty likelihood estimator, and \( \Lambda_0(t) \) is the cumulative intensity of the component until time \( t \).