Closed-Loop Multiscale Computational Model of Human Blood Circulation. Applications to Ballistocardiography
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Cardiac mechanical activity leads to periodic changes in the distribution of blood throughout the body, which causes micro-oscillations of the body's center of mass and can be measured by ballistocardiography (BCG). However, many of the BCG findings are based on parameters whose origins are poorly understood. Here, we generate simulated multidimensional BCG signals based on a more exhaustive and accurate computational model of blood circulation than previous attempts. This model consists in a closed loop 0D-1D multiscale representation of the human blood circulation. The 0D elements include the cardiac chambers, cardiac valves, arterioles, capillaries, venules, and veins, while the 1D elements include 55 systemic and 57 pulmonary arteries. The simulated multidimensional BCG signal is computed based on the distribution of blood in the different compartments and their anatomical position given by whole-body magnetic resonance angiography on a healthy young subject. We use this model to analyze the elements affecting the BCG signal on its different axes, allowing a better interpretation of clinical records. We also evaluate the impact of filtering and healthy aging on the BCG signal. The results offer a better view of the physiological meaning of BCG, as compared to previous models considering mainly the contribution of the aorta and focusing on longitudinal acceleration BCG. The shape of experimental BCG signals can be reproduced, and their amplitudes are in the range of experimental records. The contributions of the cardiac chambers and the pulmonary circulation are non-negligible, especially on the lateral and transversal components of the velocity BCG signal. The shapes and amplitudes of the BCG waveforms are changing with age, and we propose a scaling law to estimate the pulse wave velocity based on the time intervals between the peaks of the acceleration BCG signal. We also suggest new formulas to estimate the stroke volume and its changes based on the BCG signal expressed in terms of acceleration and kinetic energy.
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INTRODUCTION

Computational models have become very attractive tools to complement scientific knowledge in parallel to clinical investigations at relatively low cost. Indeed, the research performed in silico often allows to evaluate the influence of different contributing factors to a given result. Hence, they help understanding the pathophysiological origin of some observations, as well as to predict the values or trends of some biomarkers in different hypothetical cases. One of the main advantages of computational models is that they allow to artificially set a condition that may be difficult to find in observational studies or non-ethical to implement in interventional studies. Once such models are validated for a given use, they provide a very efficient tool to quickly improve the understanding of the associated clinical situations.

Ballistocardiography (BCG) is an area of cardiology that would largely benefit from in silico investigations. BCG corresponds to the measurement of the periodical movements of the whole body in response to cardiovascular activity and especially the flow of blood in the vasculature (Inan et al., 2015). These movements with respect to the subject's own body frame can be evaluated at the center of mass and can either be expressed as accelerations, velocities, displacements, forces, or energies. The first mention of these blood circulation-induced movements of the overall body was made at the end of the nineteenth century (Gordon, 1877). Then BCG received considerable attention in the middle of the following century, reaching its zenith with the extensive work of Starr and Noordergraaf measuring this signal on a suspended table (Starr and Noordergraaf, 1967). Brown and colleagues even defined different categories to distinguish normal from abnormal and potentially pathologic BCG tracings (Brown et al., 1950). It remains that this method was never adopted in clinical practice and faded away after the 1980s for several reasons: from the necessity to use cumbersome equipment, such as suspended beds, to the poor understanding of the physiological processes behind BCG signals, which prevented their proper interpretation, and the emergence of imagery techniques such as echocardiography (Giovangrandi et al., 2011). Nevertheless, recent technological developments have made possible much more accurate and easier ways to measure the BCG signal (Etemadi and Inan, 2018), which can now easily be recorded on multiple dimensions (Migeotte et al., 2016), including also rotations (Morra et al., 2020), while innovative metrics have been introduced with many potential applications, including telemedicine. New findings include, among others: the possibility to use BCG to optimize cardiac resynchronization therapy (Giovangrandi et al., 2011), a good correlation between some BCG parameters and the cardiac output (Inan et al., 2009a; Hossein et al., 2019), as well as the possibility to differentiate compensated from decompensated heart failure patients (Aydemir et al., 2020). Yet, many of these findings are based on parameters whose pathophysiological meaning is poorly understood. Inter-subject differences still need to be better understood, as well as the contribution of different physiological effects to the BCG signal. Indeed, as opposed to ECG, it is difficult to attribute a single physiological event to a wave on a BCG signal. Modern simulation tools could help bring a better understanding of the physiological origin of the BCG signal to offer this technology a diagnosis or even prognosis value.

Most of the attempts to mathematically simulate a BCG signal date back to the mid-twentieth century. Starr and Rawson first established a very basic model based on the contour of the cardiac ejection curve and including three elements: the heart, the aorta, and the pulmonary artery (Starr and Rawson, 1941). Since their results were relatively close to clinical observations, they concluded that these elements were the major contributors to the BCG signal and further detailed the respective contributions of such elements and their impact on the shape of this signal. After establishing the relationship between the compliance of arteries and their geometrical and elastic properties (Horeman and Noordergraaf, 1958), Noordergraaf and Horeman computed the evolution of blood volume in the large arteries and successfully compared their results with plethysmograms (Noordergraaf and Horeman, 1958). This served as a basis for computing the changes of blood mass occurring in 117 segments of the systemic and pulmonary circulations during a cardiac cycle (Noordergraaf et al., 1959). Using a fixed reference plane, they could then compute a simulated BCG signal in the longitudinal direction. Based on the equivalence between hydrodynamical and electrical systems, analog models have been developed, using resistors, inductors, and capacitors to model each arterial segment and account for the viscous and inertial properties of blood flow, as well as the elasticity of the arterial wall (Noordergraaf et al., 1963). Cardiac valves and peripheral vessels were simulated using diodes and resistors, respectively, while the contraction of cardiac chambers was modeled using time-varying capacitors (McLeod, 1964). The ability of such analog models to generate a simulated BCG signal on the longitudinal direction was successfully tested using actual electrical circuits (Starr and Noordergraaf, 1967) and early numerical simulations (Auslander et al., 1972). However, these simulations were all based on approximate anatomical data and computed in one representative reference case.

Since then, computational models of blood circulation have improved a lot and found numerous applications (Liag et al., 2009a; van de Vosse and Stergiopulos, 2011; Scarsoglio et al., 2018; Charlton et al., 2019). However, these models were often limited to the computation of blood flow and pressure at various locations of the circulatory system, without any immediate possibility to apply these results to BCG. A mathematical model limited to the aorta has recently been able to reproduce the classical shape of the BCG signal, even though some waves were absent (Kim et al., 2016). Such a model allows for basic interpretation of the BCG signal, even though it is based on the assumption that the BCG signal is only generated by pressure gradients in the aorta. Moreover, it relies on the prior knowledge of pressure waves measured intrusively at different locations (Yousefian et al., 2019). The results from a more complex closed-loop system considering the contribution to the BCG signal from the left and right ventricles, the pulmonary trunk, as well as six arteries of the systemic circulation, have been published by Guidoboni et al. (2017). Still, the latter model includes several simplifications, such as the assumption that only a small selection of blood compartments has an influence on the BCG signal.
Besides this, most of the models so far have focused only on the head-to-foot component of the acceleration BCG signal, while modern devices can measure BCG in up to three linear and three rotational dimensions (Migeotte et al., 2016; Hossein et al., 2019), showing high repeatability (Hossein et al., 2021a).

Based on this literature review, the general objective of this work is to propose a computational model of blood flow in the circulatory system and to use this model to give further insights into the physiological origin of the multidimensional BCG signal. Consequently, our first goal is to provide a new mathematical model allowing a comprehensive analysis of the different elements affecting the BCG signal, with a strong physiological and anatomical background, which is useful for the qualitative and quantitative analysis of such signals. Our second objective is then to use this model to highlight the key parameters governing the generation of the BCG signal. Finally, our third objective is to use the model to provide new elements to understand the impact of age on the BCG signal, as well as the relationship between some classical cardiological parameters and BCG-based metrics.

**MATERIALS AND METHODS**

**General Overview of the Model**

The cardiac mechanical activity leads to periodic changes in the distribution of blood through the body, in particular in the cardiac chambers, the thoracic and abdominal arteries, and the extremities (Starr and Noordergraaf, 1967). These circulatory events result in oscillations of the body’s center of mass during each cardiac cycle, which can be evaluated by BCG. The position of this center of mass can also be periodically modified by other phenomena, such as respiratory movements or displacement of the heart and the vessels themselves in reaction to the cardiac and respiratory activities (Starr and Noordergraaf, 1967). However, we neglect these effects in the model. Since the considered periods of time are sufficiently short for the total body mass to stay constant, we assume that the BCG signal depends solely on blood movements in the cardiac chambers and in the vessels exposed to significantly pulsatile flows, i.e., the arteries.

The Figure 1 describes the proposed computational model of blood circulation. It is based on a closed loop 0D-1D multiscale representation. The 55 main arteries of the systemic circulation and the 57 largest arteries of the pulmonary circulation are considered as 1D elements. The 0D elements include the individual arteriolar compartments after each terminal artery, as well as the capillaries, venules, veins, and cardiac chambers and their valves. As opposed to open-loop models restricted on the systemic arterial tree or ventricular-arterial models, such a closed-loop representation does not require boundary conditions. This solves the issue of potential mismatch between fixed boundary conditions and changes in the input parameters of the model (heart rate, pulse wave velocities, etc.).

The equations of blood flow (see Sections “Model of the Heart” and “Model of the Vasculature”) are solved to compute the distribution of blood through a cardiac cycle in the different compartments. Then, these signals are associated to the tridimensional anatomical position of the different compartments, which allows the computation of a 3D BCG signal (see Section "Simulated Ballistocardiography Signal"). As of now, and in order to better separate the contribution of different parameters on the output signal, regulatory mechanisms such as the baroreflex are not included in the model, and only periodic solutions are considered. By periodic, we mean a state of the system such that a cardiac cycle is sufficiently similar to the previous one, which is systematically the case after less than 10 s of simulated time.

**Model of the Heart**

**Cardiac Chambers**

A basic time-varying elastance model is chosen for each of the four cardiac chambers (Suga et al., 1973). In this model, the pressure inside a given cardiac chamber (\(P_{CC}\)) is described by the following relationship, neglecting any viscoelastic effect:

\[
P_{CC}(t) = E_{CC}(t) [V_{CC}(t) - V_{dead,CC}] \tag{1}
\]

where \(t\) is the time, \(V_{CC}\) the instantaneous volume of the cardiac chamber, \(V_{dead,CC}\) its dead volume (or zero-pressure volume), and \(E_{CC}\) its time-varying elastance, given by Liang et al. (2009a):

\[
E_{CC}(t) = E_{A,CC} \epsilon_{CC}(t) + E_{B,CC} \tag{2}
\]

where \(E_{A,CC}\) is the amplitude of the variation of elastance associated to the cardiac chamber, \(E_{B,CC}\) its baseline value, and \(\epsilon_{CC}(t)\) is a normalized time-varying function. \(\epsilon_{CC}(t)\) is defined as in Liang et al. (2009a) (see Section 2 of the Supplementary Material). We consider that the left and right ventricles (\(CC = LV\) and \(RV\), respectively) contract simultaneously, at the very beginning of the cardiac cycle (of length \(T_{RR}\)). This contraction period of length \(T_{vcp}\) is then immediately followed by a relaxation period of length \(T_{arp}\). The assumptions are similar for the left and right atria (\(CC = LA\) and \(RA\), respectively), with a contraction period of length \(T_{apc}\) starting at \(0.8 T_{RR}\) (Gallo et al., 2020), immediately followed by a relaxation period of length \(T_{arp}\). The numerical values used to model the time-varying elastance in each cardiac chamber are taken from Liang et al. (2009a) and given in Table 1 for the case of normal contractility and \(T_{RR} = 0.86\ s\) (corresponding to a heart rate of 70 bpm). An increase of contractility results in shorter contraction and relaxation phases and larger amplitudes of elastance (Suga et al., 1973). An increase in heart rate results only in shorter contraction and relaxation phases (Suga et al., 1973). The actual impact of the heart rate on the duration of the contraction and relaxation periods is chosen as described by Gallo and coworkers: \(T_{vcp} = 0.3 \sqrt{T_{RR}}\); \(T_{vcp} = 0.5 T_{vcp}; T_{apc} = 0.17 T_{RR};\) and \(T_{arp} = T_{apc}\) (Gallo et al., 2020).

In this model, pressure coupling through the interventricular septum and volume coupling inside the pericardium are assumed to have a negligible effect on intracardiac hemodynamics. The baroreflex control of the heart rate and the effect of intrathoracic pressure (modulated via...
FIGURE 1 | Different compartments used in the multidimensional computational model of blood circulation. Green background: systemic circulation; blue background: pulmonary circulation; red background: cardiac circulation including four cardiac valves. 55 systemic and 57 pulmonary arteries are considered in the 1D models of the systemic and pulmonary arterial circulation, respectively.

TABLE 1 | Numerical values of the parameters used in the model of the heart for a cardiac cycle of duration $T_{RR} = 0.86$ s (corresponding to a heart rate of 70 bpm) in a normal contractility context.

| Chamber          | Right atrium | Right ventricle | Left atrium | Left ventricle | Tricuspid valve | Pulmonary valve | Mitral valve | Aortic valve |
|------------------|--------------|-----------------|-------------|----------------|----------------|----------------|--------------|--------------|
| $V_{dead}$ (ml)  | 7.0          | 40.0            | 3.0         | 10.0           | –             | –              | –            | –            |
| $E_{A,CC}$ (mmHg.ml$^{-1}$) | 0.06         | 0.55            | 0.07        | 2.75           | –             | –              | –            | –            |
| $E_{B,CC}$ (mmHg.ml$^{-1}$) | 0.07         | 0.05            | 0.09        | 0.10           | –             | –              | –            | –            |
| $T_{arp}, T_{vcp}$ (s) | 0.15         | 0.28            | 0.15        | 0.28           | –             | –              | –            | –            |
| $A_{eff,max,CV}$ (cm$^2$) | –            | –               | –           | –              | 6.0           | 5.7            | 5.1          | 5.0          |
| $l_{eff,CV}$ (cm) | –            | –               | –           | –              | 2.0           | 1.5            | 2.0          | 1.0          |
| $K_{vo,CV}$ (mmHg$^{-1}.s^{-1}$) | –            | –               | –           | –              | 40.0          | 26.7           | 26.7         | 26.7         |
| $K_{vc,CV}$ (mmHg$^{-1}.s^{-1}$) | –            | –               | –           | –              | 53.3          | 26.7           | 53.3         | 26.7         |

$E_{A,CC}$: amplitude of elasticity; $E_{B,CC}$: baseline value of elasticity; $T_{arp}, T_{vcp}$: duration of the contraction phase for the ventricles and atria, respectively; $T_{arp}, T_{vcp}$: duration of the relaxation phase for the ventricles and atria, respectively; $A_{eff,max,CV}$: maximal effective area; $l_{eff,CV}$: effective length; $K_{vo,CV}$: rate coefficient for valve opening; $K_{vc,CV}$: rate coefficient for valve closing. Numerical values for the cardiac valves and dead volumes are adapted from Mynard and Smolich (2015), while all the other numerical values are adapted from Liang et al. (2009a).

breathing) are not considered. For more information regarding the modeling of these additional effects, see (Sun et al., 1997).

Cardiac Valves

In the nominal case of a healthy heart, the pressure drop through a cardiac valve $\Delta P_{CV}$ is expressed as in Mynard et al. (2012),
keeping their assumption that Poiseuille-type viscous losses can be neglected:

$$\Delta P_{CV}(t) = B_{CV}(t) Q_{CV}(t) \left(Q_{CV}(t) + L_{CV}(t) \dot{Q}_{CV}(t) \right) \quad (3)$$

where $B_{CV}$ is the coefficient of the flow separation (or Bernoulli) term, $L_{CV}$ the coefficient of the inertial term, and $Q_{CV}$ the blood flow rate through the cardiac valve (positive when blood is flowing in the physiological direction).

$B_{CV}$ is given by the following relationship:

$$B_{CV}(t) = \frac{\rho}{2A_{eff,CV}(t)^2} \quad (4)$$

with $A_{eff,CV}(t)$ a time-varying effective cross-sectional area for the cardiac valve and $\rho = 1050 \text{ kg.m}^{-3}$ the density of blood at 37°C (Pedley, 1980).

$L_{CV}$ is given by the following relationship:

$$L_{CV}(t) = \frac{\rho l_{eff,CV}}{A_{eff,CV}(t)} \quad (5)$$

with $l_{eff,CV}$ a constant effective length for the cardiac valve.

The dynamics of the cardiac valves is also considered to follow the representation suggested in Mynard et al. (2012), with the additional assumption that the four cardiac valves are always able to open and close entirely. By defining a valve state $\eta_{CV}$ with $0 \leq \eta_{CV} \leq 1$, $\eta_{CV} = 0$ when the valve is totally closed, and $\eta_{CV} = 1$ when it is totally open, the effective cross-sectional area is given by:

$$A_{eff,CV}(t) = \eta_{CV}(t) A_{eff,max,CV} \quad (6)$$

with $A_{eff,max,CV}$ the maximal effective area of the cardiac valve. The numerical values of both $A_{eff,max,CV}$ and $l_{eff,CV}$ are given in Table 1 for each cardiac valve.

The cardiac valves are assumed to open as soon as $\Delta P_{CV}$ exceeds a positive threshold $\Delta P_{open,CV}$, and to close as soon as $\Delta P_{CV}$ is lower than a negative threshold $\Delta P_{close,CV}$. The following relationship describes this behavior:

$$d\eta_{CV}(t) = \begin{cases} (1 - \eta_{CV}(t)) K_{vo,CV} (\Delta P_{CV}(t) - \Delta P_{open,CV}) & \text{when} \\ \Delta P_{CV} > \Delta P_{open,CV} & \\ 0 & \text{when} \\ \Delta P_{close,CV} \leq \Delta P_{CV} \leq \Delta P_{open,CV} & \\ \eta_{CV}(t) K_{vc,CV} (\Delta P_{CV}(t) - \Delta P_{close,CV}) & \text{when} \\ \Delta P_{CV} < \Delta P_{close,CV} & \end{cases} \quad (7)$$

with $K_{vo,CV}$ the rate coefficient for valve opening, $K_{vc,CV}$ the one for valve closing (see their values in Table 1). We also assume that $\Delta P_{close,CV} = \Delta P_{open,CV} = 0$ for all the cardiac valves.

**Model of the Vasculature**

**1D Model of Blood Flow Through a Single Artery**

Each of the considered arteries is modeled as an axisymmetric tube of constant length $l$ oriented along a $s$ axis pointing in the distal direction, with a lumen radius that varies with position $s$ and time $t$ (see Figure 2). An axisymmetric distribution of all the parameters is assumed. The axial ($s$) component of the blood velocity in the artery is assumed to be predominant in comparison with the radial ($r$) component (which is thus neglected), while vessel wall movements because of changes in internal blood pressure are considered to occur only in the radial direction (Smith et al., 2002).

For a given artery, the radius of the lumen, the cross-sectional average of the blood velocity, and the blood pressure at position $s$ and time $t$ are written $R(s,t)$, $U(s,t)$, and $P(s,t)$, respectively. The cross-sectional area of the lumen is noted $A(s,t) = \pi R(s,t)^2$ and the blood flow rate at position $s$ and time $t$ is written $Q(s,t)$, with $Q(s,t) = U(s,t) A(s,t)$.

Under the assumptions that blood is an homogeneous, incompressible, and Newtonian fluid in medium and large arteries (Caro et al., 2012), that the effect of gravity is negligible (supine position), and that there is no seepage of blood through the vessel walls, mass and momentum balances give the following equations to describe the flow in the artery (Sherwin et al., 2003):

$$\left\{ \begin{align*}
\frac{\partial A(s,t)}{\partial t} + \frac{\partial Q(s,t)}{\partial s} &= 0 \\
\frac{\partial Q(s,t)}{\partial t} + \frac{\partial}{\partial s} \left( \frac{\alpha}{\rho} Q(s,t)^2 A(s,t) \right) + \frac{A(s,t)}{\rho} \frac{\partial P(s,t)}{\partial s} &= f(s,t) \rho
\end{align*} \right. \quad (8)$$

$$u(s,r,t) = \frac{\xi + 2}{\xi} \left(1 - \left(\frac{r}{R(s,t)}\right)^\xi\right) U(s,t) \quad (10)$$

with $u(s,r,t)$ the axial component of the blood velocity at axial position $s$, radial position $r$, and time $t$, while $\xi$ is a constant that can be related to the Coriolis coefficient. Indeed, if such an expression of the velocity profile is used, we can write $\alpha = \frac{\xi + 1}{\xi + 2}$ (Alastruey et al., 2012).

Consequently, the friction force per unit length at the wall can be written as (Smith et al., 2002):

$$f(s,t) = 2\pi R(s,t) \mu \frac{\partial U}{\partial r} \bigg|_{r = R} = -2(\xi + 2) \mu \pi U(s,t) \quad (11)$$

where $\mu = 4.0 \times 10^{-3}\text{kg.m}^{-1}\text{s}^{-1}$ is the dynamic viscosity of blood at 37°C (Pedley, 1980), assumed to be constant (Quarteroni et al., 2000).

In the case of a fully developed Poiseuille flow, $\xi = 2$ (i.e., $\alpha = 4/3$). However, depending on the hemodynamic conditions and the vessel size, the velocity profile does not necessarily correspond to a Poiseuille flow. It has been shown that a good fit to experimental data is obtained with $\xi = 9$ (i.e., $\alpha = 1.1)$ (Smith et al., 2002) but, actually, the value of $\xi$ should be adapted.
to the flow conditions in each artery, as they might differ a lot between the aorta and the smaller arteries. Consequently, in this model, we first solve the equations considering a fully established Poiseuille flow in each of the arteries (i.e., $\zeta = 2$ for all the arteries). Then, in a second step and for each artery $i$, we compute the minimal length $l_{P,i}$ necessary to establish a Poiseuille flow, using the following equation (see Section 4 in the Supplementary Material):

$$l_{P,i} = \frac{\rho R^2_{\text{prox},i}}{4\mu}$$  \hspace{1cm} (12)

where $R_{\text{prox},i}$ is the time average of $U$ taken at the proximal end of the artery $i$ and $R_{\text{prox},i}$ is the radius of the artery $i$ at its proximal end and at a reference pressure $P_{\text{ref}}$ (usually the diastolic pressure).

Then, and only if the length of the artery $l_i$ is smaller than $l_{P,i}$, we update, as described in the Supplementary Material, the value of the coefficient $\zeta$ for the artery $i$ as follows, based on a method described in the Supplementary Material of Buess et al. (2020):

$$\zeta_i = 4 \sqrt{\frac{l_{P,i}}{l_i}} - 2 \hspace{1cm} (13)$$

Then the equations of the model are solved once again with the updated values of $\zeta_i$.

In agreement with in vivo observation, the calculations give a relatively blunt profile (i.e., large values of $\zeta$) in the large proximal systemic arteries such as the aorta (Seed and Wood, 1971; Bogren and Buonocore, 1999; Tortoli et al., 2002) and a parabolic profile (i.e., $\zeta = 2$) in more distal arteries (Nichols et al., 2011).

We also define a Voigt-type visco-elastic constitutive law between $P(s, t)$ and $A(s, t)$, and neglect the influence of surrounding tissues. Assuming a thin, isotropic, homogeneous, and incompressible vessel wall, where each section is independent of the others and has constant structural properties, we can write that (Alastruey et al., 2012):

$$P(s, t) = P_{\text{ref}} + \frac{\beta(s)}{A_0(s)} \left( \sqrt{A(s, t)} - \sqrt{A_0(s)} \right) + \frac{\Gamma(s)}{A_0(s)} \frac{\partial A(s, t)}{\partial t}$$  \hspace{1cm} (14)

where $A_0(s)$ is the cross-sectional area when $P(s, t) = P_{\text{ref}}$ and $\frac{\partial A_0(s)}{\partial t} = 0$, $\beta(s)$ is a parameter related to the arterial wall elasticity, and $\Gamma(s)$ is a parameter related to the arterial wall viscosity. We can also introduce $P_{\text{elas}} = \frac{\beta(s)}{A_0(s)} \left( \sqrt{A(s, t)} - \sqrt{A_0(s)} \right)$.

Based on the pressure-area relationship, Equations 8, 9 can then be linearized locally around the diastolic state and give (Alastruey et al., 2012):

$$\begin{align*}
\frac{2A_0(s)^{3/2}}{\beta(s)} \frac{\partial P_{\text{elas}}(s, t)}{\partial t} + \frac{\partial Q(s, t)}{\partial t} & = 0 \hspace{1cm} (15) \\
\frac{\rho}{A_0(s)} \frac{\partial Q(s, t)}{\partial t} + \frac{\partial P_{\text{elas}}(s, t)}{\partial t} & = -\frac{\Gamma(s)}{A_0(s)^{3/2}} \frac{\partial^2 Q(s, t)}{\partial s^2} \\
& = -\frac{2(\zeta + 2)\mu}{A_0(s)^2} Q(s, t) \hspace{1cm} (16)
\end{align*}$$

The method used to obtain $A_0(s)$, $\beta(s)$, and $\Gamma(s)$ in each artery is described in Section “Anatomical and Physiological References” and is mostly based on magnetic resonance (MR) angiography data. The supporting numerical values are given in Table 2 for the systemic arteries and Table 3 for the pulmonary arteries.

**Junctions Matching Conditions**

The equations established so far are used to describe the blood flow in each individual artery considered in the model. They need to be completed by interfacing equations at the nodes between those different arteries. In our model, these junctions between vessels are treated as discontinuities, where mass and total pressure are conserved (Formaggia et al., 2006; Alastruey et al., 2012). In the case of splitting flow, using the subscript $m$ for the distal end of the mother vessel, $d1$ and $d2$ for the proximal end of the first and the second daughter vessel, respectively, we can write:

$$Q_m(t) = Q_{d1}(t) + Q_{d2}(t)$$  \hspace{1cm} (17)

$$P_m(t) + \frac{1}{2} \rho U_m(t)^2 = P_{d1}(t) + \frac{1}{2} \rho U_{d1}(t)^2$$

$$P_m(t) + \frac{1}{2} \rho U_m(t)^2 = P_{d2}(t) + \frac{1}{2} \rho U_{d2}(t)^2 \hspace{1cm} (18)$$
| No | Systemic artery      | Mother artery | l (cm) | \( R_{\text{prox}} \rightarrow R_{\text{dist}} \) (cm) | \( R_0, R_1 \) (mmHg.s.ml\(^{-1}\)) | \( C_1 \) (ml.mmHg\(^{-1}\)) |
|----|----------------------|---------------|--------|---------------------------------|---------------------------------|-----------------|
| 1  | Ascending aorta      | –             | 4.4    | 1.092 → 1.193                   | –                               | –               |
| 2  | Aortic arch I        | 1             | 1.0    | 1.157 → 1.072                   | –                               | –               |
| 3  | Brachiocephalic      | 1             | 3.7    | 0.881 → 0.296                   | –                               | –               |
| 4  | R. subclavian I      | 3             | 2.9    | 0.405 → 0.438                   | –                               | –               |
| 5  | R. carotid           | 3             | 10.3   | 0.312 → 0.327                   | –                               | –               |
| 6  | R. vertebral         | 4             | 23.4   | 0.249 → 0.148                   | 6.10, 27.87                     | 0.0126          |
| 7  | R. subclavian II*    | 4             | 39.8   | 0.410 → 0.229                   | –                               | –               |
| 8  | R. radial†           | 7             | 22.0   | 0.175 → 0.140                   | 14.21, 18.34                    | 0.0143          |
| 9  | R. ulnar I           | 7             | 6.7    | 0.215 → 0.215                   | –                               | –               |
| 10 | R. interosseous†     | 9             | 7.0    | 0.100 → 0.100                   | 39.43, 424.01                   | 0.0009          |
| 11 | R. ulnar II†         | 9             | 17.0   | 0.203 → 0.180                   | 10.12, 21.20                    | 0.0143          |
| 12 | R. inter carotid     | 5             | 15.8   | 0.268 → 0.162                   | 2.53, 25.42                     | 0.0148          |
| 13 | R. external carotid  | 5             | 12.0   | 0.204 → 0.109                   | 5.23, 23.53                     | 0.0148          |
| 14 | Aortic arch II       | 2             | 1.5    | 1.096 → 1.046                   | –                               | –               |
| 15 | L. carotid           | 2             | 13.4   | 0.394 → 0.262                   | –                               | –               |
| 16 | L. internal carotid  | 15            | 15.1   | 0.262 → 0.175                   | 2.53, 25.42                     | 0.0148          |
| 17 | L. external carotid  | 15            | 11.4   | 0.177 → 0.103                   | 5.23, 23.53                     | 0.0148          |
| 18 | Thoracic aorta I     | 14            | 7.9    | 1.078 → 0.850                   | –                               | –               |
| 19 | L. subclavian I      | 14            | 5.2    | 0.731 → 0.238                   | –                               | –               |
| 20 | L. vertebral         | 19            | 20.8   | 0.173 → 0.164                   | 6.10, 27.87                     | 0.0126          |
| 21 | L. subclavian II*    | 19            | 39.8   | 0.410 → 0.228                   | –                               | –               |
| 22 | L. radial†           | 21            | 22.0   | 0.175 → 0.140                   | 14.21, 18.34                    | 0.0143          |
| 23 | L. ulnar I           | 21            | 6.7    | 0.215 → 0.215                   | –                               | –               |
| 24 | L. interosseous†     | 23            | 7.0    | 0.100 → 0.100                   | 39.43, 424.01                   | 0.0009          |
| 25 | L. ulnar II†         | 23            | 17.0   | 0.203 → 0.180                   | 10.12, 21.20                    | 0.0143          |
| 26 | Intercostals†        | 18            | 7.3    | 0.300 → 0.300                   | 2.00, 6.04                      | 0.0542          |
| 27 | Thoracic aorta II    | 18            | 15.9   | 0.909 → 0.805                   | –                               | –               |
| 28 | Abdominal aorta I    | 27            | 1.3    | 0.815 → 0.790                   | –                               | –               |
| 29 | Celiac I             | 27            | 1.8    | 0.614 → 0.233                   | –                               | –               |
| 30 | Celiac II†           | 29            | 2.0    | 0.300 → 0.250                   | –                               | –               |
| 31 | Hepatic†             | 29            | 6.5    | 0.275 → 0.250                   | 2.80, 17.48                     | 0.0208          |
| 32 | Gastric†             | 30            | 5.5    | 0.200 → 0.200                   | 4.05, 9.59                      | 0.0325          |
| 33 | Splenic†             | 30            | 5.8    | 0.175 → 0.150                   | 8.59, 22.97                     | 0.0139          |
| 34 | Superior mesenteric  | 28            | 12.5   | 0.413 → 0.115                   | 1.20, 4.15                      | 0.0810          |
| 35 | Abdominal aorta II   | 28            | 0.5    | 0.796 → 0.788                   | –                               | –               |
| 36 | L. renal             | 35            | 5.9    | 0.458 → 0.161                   | 2.02, 4.64                      | 0.0667          |
| 37 | Abdominal aorta III  | 35            | 1.5    | 0.769 → 0.734                   | –                               | –               |
| 38 | R. renal             | 37            | 5.0    | 0.424 → 0.215                   | 2.02, 4.64                      | 0.0667          |
| 39 | Abdominal aorta IV   | 37            | 7.0    | 0.735 → 0.696                   | –                               | –               |
| 40 | Inferior mesenteric  | 39            | 3.7    | 0.343 → 0.036                   | 5.37, 33.10                     | 0.0110          |
| 41 | Abdominal aorta V    | 39            | 2.5    | 0.699 → 0.582                   | –                               | –               |
| 42 | L. common iliac      | 41            | 7.6    | 0.461 → 0.374                   | –                               | –               |
| 43 | R. common iliac      | 41            | 6.9    | 0.416 → 0.395                   | –                               | –               |
| 44 | L. external iliac    | 42            | 13.3   | 0.335 → 0.391                   | –                               | –               |
| 45 | L. internal iliac    | 42            | 8.1    | 0.316 → 0.058                   | 6.40, 25.28                     | 0.0136          |
| 46 | L. femoral           | 44            | 45.0   | 0.312 → 0.256                   | –                               | –               |
| 47 | L. deep femoral      | 44            | 20.0   | 0.373 → 0.160                   | 4.99, 14.40                     | 0.0226          |
| 48 | L. posterior tibial  | 46            | 35.9   | 0.202 → 0.117                   | 9.90, 32.78                     | 0.0102          |
| 49 | L. anterior tibial   | 46            | 35.9   | 0.139 → 0.109                   | 3.98, 15.11                     | 0.0226          |
| 50 | R. external iliac    | 43            | 16.2   | 0.321 → 0.451                   | –                               | –               |
| 51 | R. internal iliac    | 43            | 9.8    | 0.284 → 0.123                   | 6.40, 25.28                     | 0.0136          |
Peripheral Circulation and Venous Return

The 1D model of the flow in blood vessels described so far is based on assumptions, such as blood being a Newtonian fluid, that are only valid when the diameter of blood vessels is sufficiently large, compared to the size of red blood cells. Thus, as mentioned previously, we limit this 1D model to only 55 arteries in the systemic circulation and 57 arteries in the pulmonary circulation (see Figure 1). Once the most peripheral arteries (so called “terminal branches,” visible in Figure 1, as well as in Tables 2, 3) are reached, a 0D strategy, described in Figure 3 and detailed below, is adopted to model the blood circulation back to the heart.

All the parameters defining the 0D compartments are assumed to be time-independent, implying that mechanisms of flow control at the microcirculation and venous levels are not modeled, as it is usually the case in the literature.

Arterioles

The junction between the terminal arteries of the 1D models and the following arterioles is modeled using the common RCR equations to relate the input (Qin, Pm) and output (Qout, Pout) variables (Formaggia et al., 2006; Alastruey et al., 2012):

\[
Q_{\text{in}}(t) \left( 1 + \frac{R_0}{R_1} \right) + C_1 R_1 \frac{dQ_{\text{in}}(t)}{dt} = P_{\text{in}}(t) - Q_{\text{out}}(t) + C_1 \frac{dP_{\text{in}}(t)}{dt}
\]

\[
Q_{\text{in}}(t) = \frac{P_{\text{in}}(t) - Q_{\text{out}}(t)}{R_1} + C_1 \frac{dP_{\text{in}}(t)}{dt}
\]

For each terminal artery, the numerical values of R0, R1, and C1 are adapted from the literature (Liang et al., 2009a; Mynard and Smolich, 2015) (see Table 2 for the systemic arterioles and Table 3 for the pulmonary arterioles). In the case of the pulmonary arteries, R0 is evaluated as \( R_0 = \frac{p}{\xi_0} \) at the distal end of the terminal arteries, with \( \xi_0 \) the pulse wave velocity at the reference pressure (Alastruey et al., 2008) (see Section 3 of the Supplementary Material).

Capillaries, Venules, and Veins

The rest of the systemic circulation is modeled using RLC compartments (see Figure 3B). In the systemic circulation (see Figure 1), arterioles above and below the heart converge to two different capillary compartments. We thus assume that the output pressures in all the upper (respectively, lower) arterial segments and the input pressure of the upper (respectively, lower) capillary compartment are equal. In terms of flow, it also means that the sum of the output flows of all the upper (respectively, lower) arterial segments are equal to the input flow of the upper (respectively, lower) capillary compartment. Then, each of these two capillary compartments is followed successively by one venule compartment, one vein compartment, and one vena cava compartment, as in Liang et al. (2009a). In the pulmonary circulation, all the arterioles simply converge to one venous compartment.

In each of these different compartments, we write two equations to relate the input (Qin, Pm) and output (Qout, Pout) variables:

\[
C_k \frac{dP_{\text{in}}(t)}{dt} = P_{\text{in}}(t) - R_k Q_{\text{out}}(t) - P_{\text{out}}(t)
\]

\[
L_k \frac{dQ_{\text{out}}(t)}{dt} = P_{\text{in}}(t) - R_k Q_{\text{out}}(t) - P_{\text{out}}(t)
\]

where the numerical values of Ck, Lk, and Rk are given in Table 4 for each compartment of the systemic and pulmonary distal circulations.

In addition, we add one venous valve in both the upper and lower systemic circulation, between the venous and vena cavae compartments (see Figure 1). The pressure drops through these two valves are modeled as those of the cardiac valves in Section “Cardiac Valves,” with: \( A_{\text{eff}} = 6.0 \text{ cm}^2 \), \( l_{\text{eff}} = 1.0 \text{ cm} \), \( K_{\text{ve}} = 40.0 \text{ mmHg}^{-1} \cdot \text{s}^{-1} \), \( K_{\text{vc}} = 40.0 \text{ mmHg}^{-1} \cdot \text{s}^{-1} \), and \( \Delta P_{\text{close}} = 3 \text{ mmHg} \) (Mynard et al., 2012).

Simulated Ballistocardiography Signal

Our nomenclature and the choice of positive directions for the multidimensional BCG are in agreement with the recommendations of the Committee on Ballistocardiographic Nomenclature and Conventions (Scarborough et al., 1956), that is: x is the lateral (side to side) component, oriented from left to right; y is the longitudinal (caudo-cranial) component, oriented...
| No | Pulmonary artery         | Mother artery | \( I \) (cm) | \( R \) (cm) | \( R_0, R_1 \) (mmHg.s.ml\(^{-1} \)) | \( C_1 \) (ml.mmHg\(^{-1} \)) |
|----|--------------------------|---------------|--------------|------------|-------------------------------------|-----------------------------------|
| 1  | Main pulmonary           | –             | 4.90         | 1.35       | –                                   | –                                 |
| 2  | L. pulmonary             | 1             | 2.60         | 0.90       | –                                   | –                                 |
| 3  | R. pulmonary             | 1             | 3.09         | 1.10       | –                                   | –                                 |
| 4  | L. inferior pulmonary    | 2             | 1.70         | 0.84       | –                                   | –                                 |
| 5  | L. superior pulmonary    | 2             | 0.80         | 0.48       | –                                   | –                                 |
| 6  | R. inferior pulmonary    | 3             | 2.41         | 0.92       | –                                   | –                                 |
| 7  | R. superior pulmonary    | 3             | 2.00         | 0.78       | –                                   | –                                 |
| 8  | LIA\(_1\)_0\(_2\)^T     | 4             | 1.93         | 0.76       | –                                   | –                                 |
| 9  | LIA\(_0\)_1\(_3\)^T     | 4             | 1.31         | 0.51       | –                                   | –                                 |
| 10 | LIA\(_2\)_0\(_4\)       | 8             | 1.74         | 0.68       | –                                   | –                                 |
| 11 | LIA\(_1\)_1\(_5\)^T     | 8             | 1.18         | 0.46       | 0.39, 1.3                           | 0.69                              |
| 12 | LIA\(_3\)_0\(_6\)^T     | 10            | 1.56         | 0.61       | –                                   | –                                 |
| 13 | LIA\(_2\)_1\(_7\)^T     | 10            | 1.06         | 0.42       | 0.51, 1.6                           | 0.56                              |
| 14 | LIA\(_4\)_0\(_8\)^T     | 12            | 1.40         | 0.55       | –                                   | –                                 |
| 15 | LIA\(_3\)_1\(_9\)^T     | 12            | 0.95         | 0.37       | 0.67, 2.0                           | 0.45                              |
| 16 | LIA\(_5\)_0\(_10\)^T    | 14            | 1.26         | 0.49       | 0.33, 1.1                           | 0.79                              |
| 17 | LIA\(_4\)_1\(_11\)^T    | 14            | 0.86         | 0.34       | 0.88, 2.5                           | 0.37                              |
| 18 | LIA\(_1\)_1\(_12\)^T    | 9             | 1.18         | 0.46       | 0.39, 1.3                           | 0.69                              |
| 19 | LIA\(_0\)_2\(_13\)^T    | 9             | 0.79         | 0.31       | 1.05, 2.9                           | 0.32                              |
| 20 | LSA\(_1\)_0\(_15\)^T    | 5             | 1.10         | 0.43       | –                                   | –                                 |
| 21 | LSA\(_0\)_1\(_16\)^T    | 5             | 0.75         | 0.29       | 1.25, 3.3                           | 0.72                              |
| 22 | LSA\(_2\)_0\(_17\)^T    | 20            | 0.99         | 0.39       | –                                   | –                                 |
| 23 | LSA\(_1\)_1\(_18\)^T    | 20            | 0.67         | 0.26       | 1.64, 4.0                           | 0.58                              |
| 24 | LSA\(_3\)_0\(_19\)^T    | 22            | 0.89         | 0.35       | –                                   | –                                 |
| 25 | LSA\(_2\)_1\(_20\)^T    | 22            | 0.61         | 0.24       | 2.16, 5.0                           | 0.47                              |
| 26 | LSA\(_4\)_0\(_21\)^T    | 24            | 0.80         | 0.31       | 1.04, 2.8                           | 0.83                              |
| 27 | LSA\(_3\)_1\(_22\)^T    | 24            | 0.54         | 0.21       | 2.83, 6.2                           | 0.38                              |
| 28 | RIA\(_1\)_0\(_24\)^T    | 6             | 2.11         | 0.83       | –                                   | –                                 |
| 29 | RIA\(_0\)_1\(_25\)^T    | 6             | 1.43         | 0.56       | –                                   | –                                 |
| 30 | RIA\(_2\)_0\(_26\)^T    | 28            | 1.90         | 0.75       | –                                   | –                                 |
| 31 | RIA\(_1\)_1\(_27\)^T    | 28            | 1.29         | 0.51       | –                                   | –                                 |
| 32 | RIA\(_3\)_0\(_28\)^T    | 30            | 1.71         | 0.67       | –                                   | –                                 |
| 33 | RIA\(_2\)_1\(_29\)^T    | 30            | 1.16         | 0.45       | 0.41, 1.4                           | 0.86                              |
| 34 | RIA\(_4\)_0\(_30\)^T    | 32            | 1.54         | 0.60       | –                                   | –                                 |
| 35 | RIA\(_3\)_1\(_31\)^T    | 32            | 1.04         | 0.41       | 0.53, 1.7                           | 0.70                              |
| 36 | RIA\(_5\)_0\(_32\)^T    | 34            | 1.38         | 0.54       | –                                   | –                                 |
| 37 | RIA\(_4\)_1\(_33\)^T    | 34            | 0.94         | 0.37       | 0.70, 2.1                           | 0.56                              |
| 38 | RIA\(_6\)_0\(_34\)^T    | 36            | 1.24         | 0.49       | 0.34, 1.2                           | 0.99                              |
| 39 | RIA\(_5\)_1\(_35\)^T    | 36            | 0.84         | 0.33       | 0.92, 2.6                           | 0.46                              |
| 40 | RIA\(_2\)_1\(_36\)^T    | 31            | 1.16         | 0.45       | 0.41, 1.4                           | 0.86                              |
| 41 | RIA\(_1\)_2\(_37\)^T    | 31            | 0.79         | 0.31       | 1.10, 3.0                           | 0.40                              |
| 42 | RIA\(_1\)_1\(_38\)^T    | 29            | 1.29         | 0.51       | –                                   | –                                 |
| 43 | RIA\(_0\)_2\(_39\)^T    | 29            | 0.87         | 0.34       | 0.83, 2.4                           | 0.49                              |
| 44 | RIA\(_2\)_1\(_40\)^T    | 42            | 1.16         | 0.45       | 0.41, 1.4                           | 0.86                              |
| 45 | RIA\(_1\)_2\(_41\)^T    | 42            | 0.79         | 0.31       | 1.10, 3.0                           | 0.40                              |
| 46 | RSA\(_1\)_0\(_43\)^T    | 7             | 1.73         | 0.68       | –                                   | –                                 |
| 47 | RSA\(_0\)_1\(_44\)^T    | 7             | 1.17         | 0.46       | –                                   | –                                 |
| 48 | RSA\(_2\)_0\(_45\)^T    | 46            | 1.55         | 0.61       | –                                   | –                                 |
| 49 | RSA\(_1\)_1\(_46\)^T    | 46            | 1.05         | 0.41       | 0.51, 1.6                           | 0.88                              |
| 50 | RSA\(_3\)_0\(_47\)^T    | 48            | 1.40         | 0.55       | –                                   | –                                 |
| 51 | RSA\(_2\)_1\(_48\)^T    | 48            | 0.95         | 0.37       | 0.68, 2.0                           | 0.71                              |
| 52 | RSA\(_4\)_0\(_49\)^T    | 50            | 1.26         | 0.49       | –                                   | –                                 |

(Continued)
from the feet to the head; and z is the anteroposterior (ventrodorsal) component, oriented from the stomach to the back (see Figure 1).

In our model, it is assumed that the BCG signal is caused solely by movements of blood in the circulatory system. Other effects such as muscle contractions, including contraction of the myocardium, and movements of the body, including respiratory movements, are neglected.

Based on this assumption, it is possible to apply different methods to compute the movements of the body center of mass induced by the cardiovascular activity, i.e., the BCG signal. Some approaches rely on the conservation of momentum (Auslander et al., 1972), others are based on instantaneous distribution of blood mass in the circulatory system (Starr and Noordergraaf, 1967; Guidoboni et al., 2017), while some other simplified models rely only on the blood pressure gradient in the ascending and descending aorta (Yousefian et al., 2019). So far, almost all these methods have focused only on the simulation of the BCG signal on the longitudinal axis.

Here, the simulated BCG signal is computed on the three cardinal axes, based on the knowledge of blood flow between a list of compartments and the tridimensional positions of these compartments in the reference frame of the body (see Section “Anatomical and Physiological References”). In our case, the list of compartments includes the cardiac chambers as well as a collection of 0.5-cm elements resulting from the discretization of the arteries, whose positions are obtained from MR angiography. We number these compartments from 1 to N. Under the common approximation that only first-order terms may be conserved (Noordergraaf, 1967), the conservation of momentum gives the following relationship:

\[
W_b BCG_{vel} (t) = W_b \left( \frac{\dot{x}_{CoM}(t)}{y_{CoM}(t)} \dot{y}_{CoM}(t) + \frac{\dot{y}_{CoM}(t)}{z_{CoM}(t)} \dot{z}_{CoM}(t) \right) - \rho \sum_{j=1}^{N} Q_j(t) (G_j - G_{up(j)})
\]

(22)

with \( W_b \) the body mass of the subject, \( BCG_{vel} \) the velocity BCG signal (\( x_{CoM}, y_{CoM}, z_{CoM} \)) the position vector of the

| No | Pulmonary artery | Mother artery | \( l \) (cm) | \( R \) (cm) | \( R_0, R_1 \) (mmHg.s.ml\(^{-1}\)) | \( C_1 \) (ml.mmHg\(^{-1}\)) |
|----|------------------|---------------|-------------|-----------|-----------------|---------|
| 53 | RSA3_1_50\(^\dagger\) | 50            | 0.85        | 0.33      | 0.89, 2.5        | 0.58    |
| 54 | RSA5_0_51\(^\dagger\) | 52            | 1.13        | 0.44      | 0.43, 1.4        | 1.01    |
| 55 | RSA4_1_52\(^\dagger\) | 52            | 0.77        | 0.30      | 1.17, 3.1        | 0.47    |
| 56 | RSA1_1_53\(^\dagger\) | 47            | 1.05        | 0.41      | 0.51, 1.6        | 0.88    |
| 57 | RSAO_2_54\(^\dagger\) | 47            | 0.72        | 0.28      | 1.40, 3.6        | 0.41    |

\(\dagger\): Artery considered in the 1D model, but not segmented and thus not included in the BCG computation.

The lengths of the first 7 arteries are based on magnetic resonance angiography on a healthy female (25 years old, 172 cm, 71 kg). The reference pressure is assumed to be 10 mmHg. The position of the centerline \( G \) along each of these 7 arteries is also available as Supplementary Material. Other data are from Mynard and Smolich (2015). \( l \): length of the artery; \( R \): constant radius of the lumen along the artery; \( R_0, R_1 \): resistances in the arteriolar compartments following terminal arteries (see Equation 19); \( C_1 \): peripheral compliance associated to the arterioles. \( \dagger \): Artery considered in the 1D model, but not segmented and thus not included in the BCG computation.

**TABLE 4** | Values of the parameters used in the compartments of the 0D systemic and pulmonary peripheral circulations.

|                | Upper body | Lower body | Pulmonary circulation |
|----------------|------------|------------|-----------------------|
| \( R_2 \) (mmHg.s.ml\(^{-1}\)) | 0.97       | 0.29       | –                     |
| \( L_2 \) (mmHg.s.s.mm\(^{-1}\)) | 0.003      | 0.003      |                     |
| \( C_2 \) (ml.mmHg\(^{-1}\)) | 0.03       | 0.1        | –                     |
| \( R_3 \) (mmHg.s.ml\(^{-1}\)) | 0.14       | 0.04       |                     |
| \( L_3 \) (mmHg.s.s.mm\(^{-1}\)) | 0.001      | 0.001      | –                     |
| \( C_3 \) (ml.mmHg\(^{-1}\)) | 0.5        | 1.5        | –                     |
| \( R_4 \) (mmHg.s.ml\(^{-1}\)) | 0.03       | 0.009      | 0.005                 |
| \( L_4 \) (mmHg.s.s.mm\(^{-1}\)) | 0.0005     | 0.0005     | 0.0005                |
| \( C_4 \) (ml.mmHg\(^{-1}\)) | 15.0       | 75.0       | 17.23                 |
| \( R_6 \) (mmHg.s.ml\(^{-1}\)) | 0.0005     | 0.0005     | –                     |
| \( L_5 \) (mmHg.s.s.mm\(^{-1}\)) | 0.0005     | 0.0005     | –                     |
| \( C_5 \) (ml.mmHg\(^{-1}\)) | 5.0        | 15.0       | –                     |

\( R_2 \): equivalent viscous resistance coefficient (mmHg.s.ml\(^{-1}\)); \( L_2 \): equivalent fluid inertia coefficient (mmHg.s.s.mm\(^{-1}\)); \( C_2 \): equivalent elastic wall compliance coefficient (ml.mmHg\(^{-1}\)). Data for the systemic circulation are from Liang et al. (2009a), while data for the pulmonary circulation are adapted from Sun et al. (1997).
center of mass of the body, up(j) the index of the compartment immediately upstream of the j-th compartment when blood is flowing in the physiological direction, Qj(t) the blood flow rate at the input of the j-th compartment, and Gi the position vector of the center of mass (approximated as the geometrical center) of the j-th compartment.

Then, the acceleration BCG (BCGacc) and the position BCG (BCGpos) signals can be obtained by derivation and integration of BCGrel, respectively. As recently suggested, the BCG phenomena can also be expressed in terms of kinetic energy (Hossein et al., 2019):

$$BCG_{kin}(t) = \frac{1}{2} W_b|BCG_{rel}(t)|^2$$  \hspace{1cm} (23)

Previous studies have shown that the frequency content of the experimental acceleration BCG signal is in the range 0–40 Hz (Strong, 1970), even though they were focused only on the longitudinal axis. Others have estimated that a low-pass filter at 25 Hz does not significantly affect time-interval measurements (Gómez-Clapers et al., 2013). In practice, low-pass filters at 25 or 35 Hz are commonly used (Inan et al., 2009b; Hossein et al., 2019) and result in a trade-off between the desire to keep as much of the information contained in the signal as possible and the one to remove noise. It is important to highlight the fact that the BCG signal certainly experiences a natural dampening during transmission from the different sources toward the sensors. Depending on the types of body tissues that the vibratory signals go through, the human body is supposed to act as a low-pass filter, whose characteristics are difficult to evaluate. In this study, the theoretical acceleration BCG signal is transformed using low-pass filters and the impact of the cutoff frequency is evaluated at 25 and 40 Hz. In both cases, all the related signals and metrics are computed based on these new filtered signals, in order to compare them with the unfiltered theoretical results.

**Anatomical and Physiological References**

This section describes the way numerical parameters are evaluated for the model described up to this point. This computational model is based on the reference case of a healthy young subject, described in Section “Healthy Young Case,” from which modifications are introduced to evaluate the impact of some specific parameters on the BCG signal. In particular, we are interested in cardiovascular modifications occurring during healthy aging, as described in Section “Model of Healthy Aging.”

For each artery, empirical laws (see Section 3 of the Supplementary Material) are used to compute the wave pulse velocity \(v_0(s)\), the coefficient \(\beta(s)\), and the viscous parameter \(\Gamma(s)\), based on the radius \(R(s)\) extracted from the segmentation of the systemic arterial tree.

### Healthy Young Case

**Systemic Arteries and Arterioles**

The choice of the 55 arteries used in the 1D model of the systemic circulation originates from the simplified arterial network proposed by Westerhof et al. (1969). They initially gave characteristic parameters corresponding to a healthy subject with a height of 175 cm and a body mass of 75 kg, assuming elastic tapering.

In our reference case of a healthy young adult, the lengths \(l\), radii \(R_0(s)\) (and thus, cross-sectional areas \(A_0(s)\)), and positions \(G(s)\) of these 55 systemic arteries in the reference frame of the body are obtained from whole-body MR angiography data on a healthy young subject (25-year-old female, height: 172 cm, weight: 71 kg). Segmentation is performed using the open-source software 3DSlicer (The Slicer Community, version 4.11.20200930) and the complete supporting dataset is available as Supplementary Material (see Section 1 of the Supplementary Material). Table 2 presents simplified anatomical data extracted from this segmentation, including the lengths, proximal radii, and distal radii of all these arteries at the reference pressure \(P_{ref}\), assumed to be 70 mmHg. We observe a good agreement between the geometry of the segmented vessels and data from the literature (Liang et al., 2009a).

Among the 55 arteries listed for the systemic circulation in Table 2, a total of 42 arteries are clearly visible on the MR angiography pictures and were thus segmented. Eight arteries of the forearm are not visible on the imaged volume, while the intercostal arteries and 4 additional arteries of the abdomen are poorly visible. For these arteries, segmentation is not possible, so the dataset provided by Liang and colleagues is used instead to express their lengths and radii (Liang et al., 2009a). For these 13 unsegmented small arteries (clearly mentioned in Table 2), we can thus only compute the blood pressure and the flow rate, but not the contribution to the BCG signal. However, we expect this contribution to be negligible due to the small amplitude of blood flow rate variation in these arteries (radius lower than 3 mm). The same dataset from Liang and colleagues also serves as a reference to extrapolate the geometry of two arteries (left and right subclavian II) that are only partially visible on the MR angiography pictures.

For each artery, empirical laws (see Section 3 of the Supplementary Material) are used to compute the wave pulse velocity \(v_0(s)\), the coefficient \(\beta(s)\), and the viscous parameter \(\Gamma(s)\), based on the radius \(R(s)\) extracted from the segmentation of the systemic arterial tree.
where the fractal exponent $\zeta = 2.76$ and the asymmetry ratio $\gamma = 0.43$. The subscripts are the same as those introduced earlier in the case of splitting branches: $m$, for the mother vessel; $d_1$, for the first daughter vessel; and $d_2$, for the second daughter vessel. Moreover, unlike the case of the systemic arteries, we assume the radii of the pulmonary arteries to be constant along their length.

In the pulmonary circulation, only the 7 first arterial branches were segmented from the whole-body MR angiography data on the healthy young subject, corresponding thus to the first three generations of the fractal tree. The lengths of these 7 arteries were updated accordingly (i.e., replaced by the values from MR angiography), while their radii were kept at the values suggested by Mynard and Smolich (2015), based on Equations 24, 25. This also means that only these 7 pulmonary arteries were included in the computation of the BCG signal. The impact of these assumptions is expected to be very small, since previous studies have shown that the contribution of the pulmonary arteries to the BCG signal is minor (Noordergraaf et al., 1959). This is also confirmed here in the results presented in Section “General Features of the Simulated Ballistocardiography Signals.”

Table 3 summarizes the data used in the pulmonary arterial circulation at the reference pressure $P_{\text{ref}}$, assumed to be 10 mmHg. The position of the 7 first pulmonary arteries is also available as Supplementary Material.

For each artery, empirical laws are used to compute the pulse wave velocity $c_0(s)$ and the coefficient $\beta(s)$ (see Section 3 of the Supplementary Material). The viscous parameter $\Gamma(s)$ is supposed to be constant: $\Gamma(s) = 1.5 \times 10^{-3}$ m.s.mmHg (Mynard and Smolich, 2015).

### Heart

Table 1 presents the numerical values chosen for parameters related to the cardiac chambers, based on data published by Liang et al. (2009a) and adapted for a heart rate of 70 bpm. It also includes the numerical values chosen for the cardiac valves, based on data published by Mynard and Smolich (2015). In the case of the pulmonary and aortic valves, we have adapted the value of $A_{\text{ef,max}, CV}$ to match the cross-sectional area of the main pulmonary artery and of the proximal ascending aorta, respectively. Since we assume no cardiac or valve pathologies in the reference healthy case, all the cardiac valves can open and close entirely.

### Other 0D Compartments

The numerical values of the equivalent viscous resistance, fluid inertia, and elastic wall compliance parameters used in the compartments of the 0D peripheral circulation are presented in Table 4. They are taken from Liang et al. (2009a) for the systemic (lower and upper body) circulation and adapted from Sun et al. (1997) and Mynard and Smolich (2015) for the pulmonary circulation.

Because of the closed-loop nature of this model, the total amount of blood does not change during the simulation, which makes it even more important to use suitable initial conditions in terms of pressure in the different compartments. In this case, the necessary adaptations in terms of blood volume are achieved by changing the initial pressure in the venous compartments, because of their high compliance. The total blood volume ($TBV$, in liters) is assumed to be given by Nadler’s equation (Nadler et al., 1962), here in the case of female subjects:

$$TBV = 0.3561H_b^3 + 0.03308 W_b + 0.1833$$

with $H_b$, the body height (in meters) and $W_b$, the body mass (in kilograms) of the subject. For the particular subject considered in the healthy young case, Equation 26 gives $TBV = 4440$ ml. We also assume that 27.5% of $TBV$ corresponds to the stressed volume causing positive pressure in the different compartments (Magder, 2016).

### Model of Healthy Aging

Healthy aging is simulated based on the healthy young case described previously, at a constant heart rate of 70 bpm, with some age-induced modifications summarized in Table 5 and in the absence of any concurrent pathology. In particular, the impact of age on the BCG signal is evaluated by comparing typical conditions decade per decade for subjects between 20 and 80 years old.

Since changes in distensibility of muscular arteries are relatively small (Nichols et al., 2011), arterial stiffening with age is simulated only in the different segments of the aorta. In each of these arterial segments, the pulse wave velocity (which, as mentioned in Section 3 of the Supplementary Material) is used to calculate the coefficient $\beta(s)$ of the segment) is modified from its baseline value $c_0^{25y}$, for a subject aged 25. To do so, we adapt the regression equation given in The Reference Values for Arterial Stiffness’ Collaboration (2010) so that it is centered around the age of the reference healthy young subject:

$$c_0^{age} = c_0^{25y} + 4.15 \times 10^{-2} (age-25) + 8.30 \times 10^{-4}(age-25)^2$$

with age, the simulated age in years.

To remain coherent with the coordinates of the arterial segments measured by MR angiography, progressive lengthening of the aorta with age is not simulated. This approximation should not have a large impact on the results, since this age-related elongation is relatively small compared to the increase in pulse wave velocity (Hickson et al., 2010). However, for each of the aortic segments, we simulate a progressive widening using the formula suggested by Charlton et al. (2019):

$$R_0^{age} = R_0^{25y} (9.09 \times 10^{-1} + 3.65 \times 10^{-3} \times age)$$

with $R_0^{25y}$, the baseline radius value for the reference subject, aged 25, and $R_0^{age}$, its value at the simulated age.

The resulting values of radius in all the aortic segments agree with observations in healthy subjects of various ages (Hickson et al., 2010; Dietary et al., 2021).

Systemic vascular resistance remains relatively unchanged with age in healthy subjects (Redfield et al., 2005; Wooten et al., 2021). Thus, we keep constant the resistances in all the 0D elements of the systemic circulation. The same is done for the pulmonary circulation.
Peripheral (arterioles, capillaries, and venules) systemic compliances are reduced with age as in Charlton et al. (2019):

\[ C_k^{\text{age}} = C_k^{25y} \left(12.84 \times 10^{-1} - 11.36 \times 10^{-3} \times \text{age}\right) \]  

(29)

with \( k \in \{1, 2, 3\} \) (see Tables 2–4).

Age-related ventricular and arterial stiffening occur simultaneously so that ventricular-vascular coupling is relatively unchanged (Chen et al., 1998). Since the general expression of the normalized varying elastance curves \( e_{CC}(t) \) are relatively unaffected by age (Senzaki et al., 1996), we model this ventricular stiffening by an increase in \( E_{A,\text{LV}}^{\text{age}} \) and \( E_{B,\text{LV}}^{\text{age}} \) (amplitude and baseline elastance of the left ventricle, respectively), based on their values at 25 years old in the healthy young case (Redfield et al., 2005):

\[ E_{A,\text{LV}}^{\text{age}} = E_{A,\text{LV}}^{25y} + 7.20 \times 10^{-3} \times \text{(age−25)} \]  

(30)

\[ E_{B,\text{LV}}^{\text{age}} = E_{B,\text{LV}}^{25y} + 8.41 \times 10^{-4} \times \text{(age−25)} \]  

(31)

The ability of myocardial cells to quickly contract and relax is affected by age (Lakatta et al., 1975; Nakou et al., 2016), leading in particular to a marked increase in the relaxation duration (Nichols et al., 2011). Here, we model this phenomenon similarly in the left and right ventricles, assuming that the duration of the ventricular relaxation increases with age in a similar way as the left ventricular isovolumic relaxation time (Villari et al., 1997). While Nikitín et al. (2005) found a stabilization of the isovolumic relaxation time after 60 years old, this was not observed in all studies (Peverill, 2019). To simplify the relationship of relaxation time with age and avoid survival bias, we suggest a linear relationship:

\[ T_{\text{VRP}}^{\text{age}} = T_{\text{VRP}}^{25y} \left(7.50 \times 10^{-1} + 1.00 \times 10^{-2} \times \text{age}\right) \]  

(32)

with \( T_{\text{VRP}}^{25y} \), the duration of the ventricular relaxation for the reference healthy subject, aged 25, and \( T_{\text{VRP}}^{\text{age}} \), its value at the simulated age.

**Summary**

The input parameters of this computational model include the geometry, the position, and the elastic and viscous coefficients (\( \beta \) and \( \Gamma \), respectively) of the different arteries, the parameters defining the fractal structure of the pulmonary arterial tree (length/radius ratio, \( \zeta \), \( \gamma \)), the characteristic parameters of the peripheral circulations compartments (\( R_k, I_k, C_k \)), the characteristic parameters of the cardiac and venous valves (\( A_{\text{eff, max}}, I_{\text{eff}}, K_{\text{VO}}, K_{\text{VC}}, \Delta P_{\text{close}}, \Delta P_{\text{open}} \)), as well as the parameters defining elasticity in the cardiac chambers (minimum elastance, amplitude of elastance, duration of contraction and relaxation).

Geometrical information from 55 systemic (see Table 2) and 57 pulmonary (see Table 3) arteries is used to compute all the parameters necessary to solve, for each artery, Equations 15, 16 based on a 1D representation of each of these two arterial trees and junction matching conditions described by Equations 17, 18. The 1D representations of both arterial trees are coupled using 0D elements as described in Figure 1. These 0D elements include a model of the peripheral circulation (see Table 4) described by Equations 19–21 and a time-varying elastance model of the heart (see Table 1) based on Equation 3.

This system of equations is numerically solved, using a numerical procedure written in Wolfram Mathematica 11.2, until the signals generated by two consecutive heartbeats overlap. Independence of the results toward discretization size has been checked for all the cases presented in this paper.

After this resolution, blood flow rates and pressures are available in all the compartments previously described (each of the 0D elements and each discretized element of the considered arteries).

Equation 14 is then used to compute the corresponding blood volume in each discretized element of the considered arteries, while Equation 1 is used for the cardiac chambers. Finally, the velocity BCG signal is computed using Equation 22, based on the conservation of momentum between the compartments whose coordinates have been measured by whole-body MR angiography, i.e., the cardiac chambers, each discretization element of the first 7 arteries in the pulmonary circulation, and each discretization element of the 42 arteries that have been segmented in the systemic circulation.

**RESULTS AND DISCUSSION**

**Hemodynamics in the Healthy Case**

In the healthy young case described in Section “Healthy Young Case,” the computational model displays results in agreement with normal physiology (Klabunde, 2011), with a higher end-diastolic volume in the right ventricle (135 ml) than in the left ventricle (119 ml) (Hudsmith et al., 2005). The left ventricle...
stroke volume and ejection fraction are 76 ml and 63%, respectively. The left ventricle diastolic function is also normal with a peak early filling rate of 415 ml/s and a E/A ratio of 1.65. Figure 4 shows the evolution of blood pressure and flow rate in some selected arteries. As expected, moving away from the heart, we observe a delay in pressure signals, an increase in systolic pressures, a decrease in diastolic pressures, and a decrease in the amplitude of blood flow rates (van de Vosse and Stergiopulos, 2011). In addition, systolic/diastolic pressures in both arterial trees are also within the normal range of physiology with 123/63 mmHg in the ascending aorta (see Figure 4A) and 27/14 mmHg in the main pulmonary artery.

**General Features of the Simulated Ballistocardiography Signals**

The unfiltered velocity and acceleration BCG signals generated by the computational model in the healthy reference case are displayed in Figures 5A,B, respectively, on the three cardinal axes. In addition, Figure 5 also represents the contribution of the different elements to the BCG signal: the aorta, the other systemic arteries, the pulmonary arteries, the left heart, and the right heart.

As in previous computational models of BCG (Noordergraaf et al., 1959; Kim et al., 2016; Guidoboni et al., 2017; Yousefian et al., 2019), the classical shape and amplitude of BCG acc on the longitudinal (y) axis is well reproduced, with a very clear IJK complex following systole, while the pre-ejection upward H wave is not visible. More details regarding the comparison with experimental signals are given in Section 5 of the Supplementary Material. We observe that the downward I wave is mainly generated by the acceleration of blood from the left ventricle to the ascending aorta, while the upward J wave is associated with the changing direction of the pulse wave as it goes from the ascending aorta to the descending aorta. Finally, the downward K wave mostly corresponds to the decrease of blood flow rate and the reflection of the pulse wave at the periphery of the systemic arterial tree.

The absence of the H wave on the simulated BCG signals indicates that the 1D elements considered are not the one...
causing this particular wave. Based on signals recorded during complete heart block, several authors have already been able to associate this wave to the atrial systole (Nickerson, 1949; De Lalla et al., 1950), and especially the right atrial systole (Starr and Noordergraaf, 1967). This means that the H wave may be caused by the pressure wave generated by the right atrium and traveling through the vena cavae. Such a hypothesis is supported by the fact that Auslander and colleagues managed to reproduce an H wave with an early model including the large systemic veins (Auslander et al., 1972). Since the inferior vena cava carries more blood than the superior one, and since arches and bifurcations in the superior vena cava cause the upward blood flow to quickly decelerate, it could explain the fact that the experimentally observed H wave is in the upward direction.

The results displayed in Figure 5B show that the waves occurring after the K wave on the longitudinal axis of $BCG_{acc}$, sometimes called diastolic waves, are not only caused by ventricular filling, but are also strongly influenced by blood flow in the systemic arteries, including the aorta. This is in agreement with previous observations (Noordergraaf et al., 1959). However,
in the posteroanterior (z) and lateral (x) components of BCGrel, the diastole is much less affected by the systemic circulation and better reflects the two phases of ventricular filling, as depicted in Figure 5A.

Figure 5B shows that the aorta is the largest contributor to the longitudinal BCGacc signal, but that the other systemic arteries have a contribution that is far from negligible. The same holds true for the cardiac chambers of the heart, and especially the left heart, even though their impact is much smaller. This highlights that the results provided by computational models of longitudinal BCGacc based on the sole evaluation of blood flow in the aorta (Kim et al., 2016) are missing a non-negligible part of the actual movements of the body induced by cardiovascular activity. Even if such aorta-based models may provide relatively good estimates of time intervals between the different waves, they cannot accurately reflect metrics related to the amplitude of the BCG signal. Besides this, a more complete model, such as the one developed in this work, offers a better understanding of the complex interplays that may occur through the circulatory system. Indeed, even though the direct impact of the pulmonary circulation appears to be relatively small, it may cause significant changes in the systemic circulation and thus indirectly impact the BCG signal.

The influence of the various compartments on the BCG signal is further evaluated in Figure 5C, where the IJ amplitude and the time interval between the I and J peaks are computed based on the inclusion of different compartments in the BCG calculation (without modifying the model of blood circulation). While the sole contribution of the aorta gives a very reliable IJ time interval, it should be noted that about half of the IJ amplitude originates from other compartments than the aorta.

It is also worth mentioning the fact that the blood flow in the aorta, which plays a key role in the generation of the BCG signal, is strongly affected by the update of the $\xi_i$ parameters. Indeed, the hypothesis that the velocity profile is parabolic in the first iteration is far from being verified in the aorta (and in some arteries downstream). This explains the differences in some BCG metrics between the first and second iteration of our procedure calculate the $\xi_i$ parameters (result not presented), thus justifying this iterative approach. Tridimensional BCGacc signals have not been extensively studied in the past, but the results presented in Figure 5B have a similar shape and amplitude as experimental records secured several decades ago on healthy subjects in supine position, with devices such as suspended beds (Tannenbaum et al., 1954; Soames and Atha, 1982). In particular, we observe that the longitudinal axis (y) of BCGacc is the one with the largest amplitude, followed by the anteroposterior axis (z) and the lateral axis (x). However, records performed in sitting position led to different results, with the amplitudes on all axes being relatively similar (Soames and Atha, 1982). Comparable results have been found using wearable sensors in weightlessness (Hixson and Beischer, 1964; Prisk et al., 2001) and dry immersion (Migeotte et al., 2011). This underlines the necessity to correctly restrain the body when measuring BCG signals in other dimensions than the longitudinal one, as described earlier (Starr and Noordergraaf, 1967), since rolling and pitching movements may strongly affect the measurement of linear accelerations. Measurements of angular velocities confirm this hypothesis (Hixson and Beischer, 1964), as metrics based on kinetic energy have shown similar orders of magnitude in both linear and rotational dimensions (Hossein et al., 2021b). Early computational models have also computed the lateral component of the BCG signal (Starr and Noordergraaf, 1967). They found that the effect on this signal of the changing distribution of blood in the pulmonary circulation is small. Figure 5 indeed suggests that the influence of the right heart and the pulmonary arteries on the x component of BCGacc and BCGrel almost compensate, while the impact of systemic arteries is relatively small.

The effect of low-pass filtering on the signals generated by the computational model in the healthy case is presented in Figure 6. The amplitude of the different waves is reduced by removing the highest frequencies, but one can still see very clearly the IJK complex on the longitudinal axis of BCGacc, even with a low-pass 25 Hz filter. As expected, the acceleration signal is the most impacted by the different levels of filtering, since integration helps preserving the velocity signal. This means that metrics based on BCGrel may be less affected by variability in dampening parameters caused by inter-individual differences, especially regarding body composition. However, these metrics may also be less sensitive to changes in the cardiovascular condition.

Interestingly, Figure 6B shows that the relative size of the different peaks is largely affected by filtering. In the unfiltered case, the I wave has a larger amplitude than the K wave. However, the K wave is wider and thus less affected by low-pass filters. With a cutoff frequency at 25 Hz, the amplitude of the I and K waves are approximately the same, which is closer to what is observed experimentally (Scarborough et al., 1953; Starr and Noordergraaf, 1967). Low-pass filtering also reduces the amplitude differences between the three axes of BCGacc, making them closer to experimental observations, but not sufficiently to invalidate previous assumptions about the impact of rotations on BCG signals for unrestrained subjects.

**Effect of Healthy Aging**

Figure 7 displays some of the hemodynamic results in the systemic arteries in the case of healthy aging. These results are in good agreement with clinical observations (Nichols et al., 2011) and previous numerical models (Liang et al., 2009b; Charlton et al., 2019); a progressive increase of the systolic pressure and slight decrease of the diastolic pressure, a slight decrease in the peak of the aortic flow rate, while the stroke volume (area under the curve of flow rate for the ascending aorta) remains relatively unchanged. We also observe that the diastolic function is altered by aging, as it can be seen by looking at the maximal filling rates of the ventricles during early and late diastole (results not presented), and in particular the decrease of the E/A ratio (maximal filling rate during early diastole versus late diastole).

Figure 8 presents the evolution of the tridimensional BCGrel and BCGacc signals in healthy aging, between 20 and 80 years old. Here, we discuss only the case of low-pass filtering at 25 Hz, but the 40 Hz low-pass and unfiltered results lead to the exact same findings. More generally, all the results presented in the Section “General Features of the Simulated Ballistocardioigraphy Signals,”
FIGURE 6 | Effect of low-pass filtering on velocity (A) and acceleration (B) BCG signals generated by the computational model in the healthy case. The traditional I, J, and K waves are indicated on the y axis of the acceleration BCG signal, while R corresponds to the R peak of the ECG and indicates the beginning of ventricular contraction. The 'I and 'J waves are also indicated on the y axis of the velocity BCG signal.

regarding the relative contribution of the different elements and the effect of filtering, are still valid. On the longitudinal axis of BCGacc, we observe a large decrease in the amplitude of the I wave with aging, while the amplitudes of the J and K waves experience a lower decrease, in agreement with previous clinical observations (Scarborough et al., 1953), including longitudinal studies (Starr and Wood, 1961). This result is all the more interesting as an abnormally low amplitude of the IJ complex has been shown to be an indicator of higher chances of developing cardiac diseases (Starr and Wood, 1961). In contrast, the subsequent diastolic waves show an increased amplitude with aging, which agrees with clinical observations made on BCGpos with increased pulse wave velocity (Felderhoff and Klensch, 1960). These observations are most probably due to the increased systemic pressure in aging, leading to a slower acceleration and a faster deceleration of blood. Such an interpretation is supported by observations on animal models following occlusion and release of occlusion in the venae cavae (Knoop, 1965), but also by findings following abdominal compression (Scarborough et al., 1953).

The I, J, and, to a lesser degree, the K waves appear earlier in the cardiac cycle for older subjects, in agreement with large scales studies (Scarborough et al., 1953) and recent simplified models looking at the effect of increased arterial stiffness (Yousefian et al., 2019). In contrast, the IJ, IK, and JK time intervals are relatively stable. This slightly differs from the findings of Scarborough and colleagues, who concluded that age could be one factor, among others, for somewhat decreasing values of the IJ time interval (Scarborough et al., 1953). However, it should be noted that we also observe an increase of the left ventricular ejection time (LVET) with aging in the simulated cases, which may have an influence on the generation of the different systolic waves, as studied in Section “Pulse Wave Velocity.”

Relatively similar observations can be made on the longitudinal BCGrel signal during simulated aging, with a decrease of the amplitude of the first systolic wave (‘I), while the amplitudes of the diastolic waves increase. Figure 8 shows that all the waves also occur earlier in the cardiac cycle with aging. The amplitude of the second systolic wave (‘J) remains impressively stable and the same holds true for the integral of the BCGrel vector over the whole cardiac cycle. To a lesser extent, the integral of BCGkin over the whole cardiac cycle, computed based on the BCGrel vector and shown to correlate to stroke volume in increased (Hossein et al., 2019) and decreased (Rabineau et al., 2020) contractility settings, is also relatively stable. For more information regarding the relationship between stroke volume and BCGkin, see also Section “Stroke Volume.”

As shown in Figure 8A, the systolic parts of the x and z axes of BCGrel are left largely unaffected by simulated healthy aging. This is not the case of the diastolic part, which is certainly affected...
by relatively large changes in left ventricle elasticity and their consequences in terms of ventricular filling.

**Physiological Meaning of the Ballistocardiogram**

To better understand the physiology behind the BCG signal, we apply the computational model to a range of input conditions. In addition to the reference case presented in Sections “Healthy Young Case”, we simulate subjects aged from 20 to 80 years old, with a 10-year interval, as well as three values of heart rate (60, 70, and 80 bpm), and three values of stressed volume (corresponding to 25, 27.5, and 30% of the total blood volume computed with Equation 26). Each simulation allows the computation of some physiological parameters (such as the stroke volume, among others) and some BCG parameters. Based on reasonable physiological assumptions, we evaluate the correlation between these BCG-based metrics and these physiological parameters. In particular, the following sections highlight the potential of BCG to monitor indicators of the vascular health (pulse wave velocity) and the systolic function (stroke volume).

**Pulse Wave Velocity**

Based on the physiological origin of the systolic waves on the longitudinal $BCG_{acc}$ signal (see Section “General Features of the Simulated Ballistocardiography Signals”), the time intervals between the peaks of these waves can be highly influenced by the pulse transit time along the aorta. This hypothesis is supported by the experimental observation that age is a contributing factor leading to shorter time intervals between the systolic waves (Scarborough et al., 1953), as well as the positive correlation between body size and the durations of these time intervals (Scarborough et al., 1953). Other observations have shown that the amplitude of the K wave was larger in the case of longer descending aortas (Nickerson, 1949). The very high repeatability of the experimental measures of these time intervals, and in
particular the one between the peaks of the J and the K waves (Inan et al., 2009b), supports the fact that they are mainly influenced by the characteristics of the aorta (length, cross-sectional area, stiffness). Recent simplified computational models have also provided elements confirming the role of the pulse wave velocity along the aorta in the time interval between these systolic waves (Kim et al., 2016; Yousefian et al., 2019).

Since we conserve the lengths of the different vessels in all the simulations, these parameters can be excluded from the correlation analysis. Instead, we directly analyze the relationship between time intervals measured on the longitudinal $\text{BCG}_{\text{acc}}$ signal and the inverse of the pulse wave velocity. Except for RI and RJ, the raw time intervals correlate relatively poorly with the inverse of the pulse wave velocity (results available in Section 6 of the Supplementary Material). Figure 8 shows indeed that the different peaks of the longitudinal $\text{BCG}_{\text{acc}}$ are not all similarly shifted during aging, and thus increase in pulse wave velocity. In addition, the shift observed in the positions of these peaks is relatively small, while the aortic pulse wave velocity is approximately doubled between 20 and 80 years old. Based on assumptions developed in Section 6 of the Supplementary Material, we suggest the following scaling law to correlate the time interval $\Delta t$ with the inverse of the pulse wave velocity:

$$\frac{1}{c_{0,A0}} = \kappa_{\text{PTT}} \sqrt{\frac{\Delta t}{A_{0,A0} \text{LVET}}} = \kappa_{\text{PTT}} \widetilde{\text{PTT}_{\Delta t}}$$  \hspace{1cm} (33)$$

with $c_{0,A0}$ the average pulse wave velocity along the aorta, $A_{0,A0}$ the average cross-sectional area at pressure $P_{\text{ref}}$ along the aorta, $\text{PTT}_{\Delta t}$, measured in $s^{1/4} \cdot \text{cm}^{-1}$, being equivalent to a pulse transit time after a transformation operated on the $\Delta t$ time interval between two events on the BCG signal, and $\kappa_{\text{PTT}}$ a proportionality factor measured in $s^{3/4}$.

Figure 9 presents the correlation between the inverse of $c_{0,A0}$ and a list of corrected time-intervals: $\text{PTT}_{RI}$, $\text{PTT}_{RK}$, $\text{PTT}_{IJ}$, and $\text{PTT}_{IK}$. Additional correlations are also presented in the Supplementary Material. The linear correlation coefficients are all excellent, with $R^2$ systematically over 0.96. Besides this, the equation of the regression line for $\text{PTT}_{RI}$ and $\text{PTT}_{RK}$ is very close to the form $y = Ax$ (see Figures 9A,B). This proves the ability of the suggested scaling law to predict changes in pulse transit time, and thus potentially in pulse wave velocity, by taking into account differences of heart rates and mean cross-sections of the aorta.

The use of $A_{0,A0}$ and $\text{LVET}$ in the suggested transformation makes it less straightforward to apply. However, if no MRI or echocardiographic measurement is available, $A_{0,A0}$ could be at least estimated, based on parameters such as the age, height, and weight of the subject, among others. With regard to $\text{LVET}$, the simultaneous measurement of another cardiac-induced vibration measurement technique may also prove useful, since many studies claim that $\text{LVET}$ can be measured by seismocardiography (Marcus et al., 2007; Zakeri et al., 2020).

As already described in the literature, low pass filtering within a reasonable range of frequency does not critically affect the position of the different peaks from the longitudinal $\text{BCG}_{\text{acc}}$ signal (Gómez-Clapers et al., 2013). This can be visually checked on the different filtered and unfiltered signals from the healthy
young reference case (see Figure 6) and has been verified for all the different simulated cases (supporting results available in Section 6 of the Supplementary Material). The time intervals between these peaks appear then as a reliable metrics that should not be affected by the natural dampening of the BCG signal, and the inter-subject differences in body types.

**Stroke Volume**

Predicting stroke volume (SV) based on the BCG signal has been one of the main objectives since the early days of this technique (Douglas et al., 1913). This section aims at comparing the results of 4 different formulas (labeled $SV_1$ to $SV_4$, and described hereafter) to assess stroke volume or stroke volume changes in the dataset of simulated conditions (results obtained when increasing peripheral resistance up to three times its initial value are also available in Section 7 of the Supplementary Material). Figure 10 presents the different scatter plots and the regression lines obtained with the 4 formulas by comparing the stroke volumes estimated with these formulas to their actual values. It also displays the equations of the regression lines and the correlation coefficients for the global correlation analysis, as well as the means of the regression coefficients and the coefficient of variability of the slope ($cv_{slope}$) obtained when running 7 different
FIGURE 10 | Correlation of actual (i.e., calculated from the solution of the model equations) stroke volume (ordinate) with a selection of estimated stroke volumes (abscissa): (A) $SV_1$ (Equation 34); (B) $SV_2$ (Equation 35); (C) $SV_3$ (Equation 36); and (D) $SV_4$ (Equation 37). All the results are obtained after low-pass filtering of the acceleration signal at 25 Hz. Global $R^2$: correlation coefficient computed on the whole dataset; Mean $R^2$: mean correlation coefficient computed on the 7 regressions for the 7 simulated ages; $c_{SLOPE}$: coefficient of variability of the slope among the 7 regressions for the 7 simulated ages. Colors indicate different simulated ages, while symbols indicate different stressed volumes. Several points can have the same color and symbol, when they correspond to different heart rates. The healthy young reference case is indicated by a black diamond.

regression analyses for the 7 simulated ages. These results aim at assessing the potential of each formula to allow intra-subject monitoring.

In 1933 already, Abramson suggested a formula to compute the stroke volume, based on BCG recordings and a list of physiological considerations (Abramson, 1933). Starr and colleagues then suggested their own formulas, relying on the amplitudes of the I and/or J waves or, alternatively, on the areas under the I and/or J waves (Starr et al., 1939).

Among these formulas, the most accurate appeared to be the following one:

$$SV_1 = \kappa_{SV1} \sqrt{2 \int I + \int J} A_{0,ao} \sqrt{TRR}$$

with $SV_1$ in ml, $\kappa_{SV1}$ a proportionality factor of 33 cm$^2$.mm$^{-1/2}$.s$^{1/4}$ given by Starr, $\int I$ and $\int J$ the areas under
the I and J waves (in mm.s\(^{-1}\)), respectively, \(A_{0, Ao}\) in cm\(^2\), 
and \(T_{RR}\) in s.

This equation was successfully tested against measurements of stroke volume with the ethyl iodide (Starr et al., 1939) and the Fick (Cournand et al., 1942) methods. Here, Figure 10A presents the comparison of the stroke volumes predicted by Starr’s formula with their actual values (i.e., the values of the stroke volume generated by our computational model). A positive correlation is indeed found when using Equation 34 \((R^2 = 0.50)\), but its predictions overestimate stroke volume. This could be explained by the fact that the low pass filter at 25 Hz underestimates the loss of amplitude due to natural body dampening. When analyzing separately the different simulated ages, the correlation coefficient remains quite low (mean \(R^2 = 0.60\)) and the coefficient of variation of the slope is high (0.29). This means that this formula is not ideal to estimate intra-subject variations of stroke volume.

Very recently, some authors still argued that the amplitude of the J wave could be an indicator of relative changes in aortic pulse pressure, which are often well correlated to changes in stroke volume (Kim et al., 2016). A positive correlation between \(T_{RR}\) and the amplitude of the J wave has also been observed (Inan et al., 2009b), indicating that a longer ventricular filling time, and thus a larger stroke volume, have a positive effect on this parameter. The literature is less conclusive about the use of the I wave for the amplitude of the J wave has also been observed (Inan et al., 2016). Judging from the relatively large overestimations of stroke volume, we also adapt the second formula (Equation 35) to inter-subject monitoring \((\text{mean } R^2 = 0.38)\). However, this formula appears to be efficient in terms of intra-subject monitoring \((\text{mean } R^2 = 0.82, \text{cv}_{\text{slope}} = 0.11)\).

To explore the relationship between BCG parameters and stroke volume, we also adapt the second formula (Equation 35) to replace \(\sqrt{T_{RR}}\) by \(LVET\) and use the parameter \(iK_{sys}\) instead of \(\int J\):

\[SV_4 = k_{SV4} \left(\frac{iK_{sys}A^2_{0, Ao} LVETW_b}{\rho^2}\right)^{1/4}\]  

with \(k_{SV4}\) a proportionality factor of 37 300 cm\(^2\).m\(^{-1/2}\).kg\(^{-1/2}\) optimized based on the results of the simulations, and \(iK_{sys}\) is not ideal.\(^\text{3}^\) Indeed, \(iK_{sys}\) includes information from all the axes and has thus the potential to be less sensitive than \(\int J\) to inter-subject differences in terms of orientation of the heart and the aorta, as well as experimental errors regarding the placement of the BCG device. Beside this, as hinted by the effect of filtering on \(BCG_{vel}\) and \(BCG_{acc}\) in Figure 6, \(iK_{sys}\) should be less sensitive to differences in body dampening characteristics, but also to noise. This assumption is evaluated in Section 7 of the Supplementary Material, based on the comparison of estimates extracted from the different filtered signals.

The quality of this fourth formula to correctly assess stroke volume is visible in Figure 10D, where the global correlation coefficient \((R^2 = 0.74)\) is approximately good as for \(SV_2\), while the mean \(R^2\) and \(cv_{\text{slope}}\) are similar to those of \(SV_3\).

As in Section “Pulse Wave Velocity,” the different formulas all rely on the knowledge, or the correct estimation, of \(A_{0, Ao}\). If such an estimation is not possible, these formulas can still be used to assess intra-subject changes. Indeed, Figure 10 shows that \(SV_2\), \(SV_3\), and \(SV_4\) are all performing this task better than \(SV_1\), the estimate based on the formula initially suggested by Starr. They have the potential to be used both in the context of longitudinal studies and beat by beat stroke volume assessments. However,
prior to this, it is obviously still necessary to gather experimental clues supporting these findings and to define which of these formulas is the most accurate in the clinical practice. Indeed, it is also important to remind that only the formula giving \( SV_1 \) has been validated against clinical data so far (Starr et al., 1939).

Model Limitations

Several possible limitations require consideration and the first of them are linked to assumptions in the model of blood flow used in this study. For instance, we assume a constant value of the \( \zeta_i \) parameter defining the velocity profile in each artery, whereas it is normally changing through the cardiac cycle and along the length of each artery. Furthermore, the velocity profile is assumed to show axial symmetry, while it is not the case in some vessels of large curvature like the aortic arch (Seed and Wood, 1971). In this case, the influence of the curvature of the vessels is neglected and we do not consider helicity of the flow, whereas such a feature can sometimes be observed on MRI images, especially in the aorta (Bogren and Buonocore, 1999). We also neglect the deformations of the arteries in the longitudinal direction, which should have a negligible effect on our parameters of interest, even though these deformations may be useful to take into account in some particular cases (Pagoulatou et al., 2018).

Some compartments that are considered as 0D elements would benefit from a 1D representation instead. It is the case for instance in the cerebral arterial tree, since some of these arteries are necessary to ensure a correct representation of blood flow in the proximal cerebral vessels (Reymond et al., 2009). However, the results show that these arteries do not have a large impact on the BCG signal. Still, the \( BCG_{acc} \) signal generated by the model has some morphological differences with experimental records, such as the absence of H waves in the longitudinal axis. As discussed, in this paper and in the literature (Nickerson, 1949; De Lalla et al., 1950), the H wave is very likely due to blood flow in the vena cavae following the right atrial contraction. Therefore, our model would benefit from the addition of 1D elements in the large veins of the systemic circulation, as already experimented in previous studies (Müller and Toro, 2014; Mynard and Smolich, 2015).

This study focuses on the sole contribution of blood flow to BCG. However, even if the simulated signals presented in this research match experimental observations, the movements of the myocardium may play a non-negligible role in the generation of a BCG signal. More precisely, it is assumed in the model that the position of the center of mass of each cardiac chamber is constant and equal to the position measured on an MR angiography set of images, which may have overestimated the momentum associated to blood flow between cardiac chambers. On the other hand, the absence of myocardium movements may have led to an underestimation of the contribution of the heart to the global BCG signal.

Here we consider only the BCG signal generated by cardiovascular activity in one subject and a given geometry of the arterial tree. In particular, no age-related elongation of the aorta is considered. Even though the hemodynamic impact of this elongation is relatively small (Whittle and Diaz-Artiles, 2021), it can change the orientation of the aorta and affect the BCG signal, including the timings between the different peaks of \( BCG_{acc} \).

In addition, experimental records show that abnormal shapes of the BCG signal are more and more common with increasing age (Scarborough et al., 1953) and that the proposed scaling laws may not work for such records (Starr, 1955).

The impact of respiration on hemodynamics and BCG is not included in this model. However, the position and orientation of the heart may vary as a function of the breathing phase and have an impact on the BCG signal and its distribution on the different axes (Prisk et al., 2001). The addition of baroreflex mediated arterial resistance and a better description of the venous model would also help better understand the cardiorespiratory interaction using such a computational model.

Finally, even though the effect of low-pass filtering has been evaluated on the BCG signals generated by the computational model, a more realistic bio-mechanical representation of the human body may help better understand the mechanical filtering of the vibratory signals between their sources and the BCG sensors. A simplified model, including separate elements for the upper torso, upper limbs, internal organs, and lower limbs, connected by dampers and springs, has already been studied by Yousefian et al. (2019).

Nonetheless, we believe that these limitations simply point toward future elements to be studied and do not preclude any fundamental conclusion of this research.

CONCLUSION

We presented a multiscale computational model of blood flow based on anatomical data obtained by whole-body MR angiography on a healthy young subject. To our knowledge, it is the first time that a model of such a complexity, based on reliable geometric references, is applied to the generation of a 3D artificial BCG signal. In addition, this model can easily be adapted to a variety of simulated cases. Here, we evaluate the impact of aging and apply this model to the computation of artificial multidimensional BCG signals in simulated subjects between 20 and 80 years old, at three different heart rates and three different stressed volumes.

The results show the relative contributions of different cardiovascular elements to the genesis of the BCG signal expressed in different forms. Even if the aorta is the main contributor to the BCG signal, it is not the only one, and a more complete model, like this one, is necessary to generate BCG signals that are close to clinical observations.

On \( BCG_{acc} \), the contributions of the \( x \) and \( z \) axes to the overall signal are significantly lower than the one of the \( y \) axis, but they are not negligible. On \( BCG_{vel} \), the contribution of these axes is even less negligible and they have the potential to bring valuable information about intracardiac blood flows. It remains, however, that the \( x \) and \( z \) axes may be strongly affected by other phenomena, including rotations when the subject is not restrained, that require further study.

After low pass filtering with a cutoff frequency at 25 Hz, the shapes and amplitudes of the different axes of \( BCG_{acc} \) are closer.
to experimental observations, underlying the dampening effect that the human body may play on high-frequency movements induced by cardiovascular activity. Depending on the application and the type of metrics used, there may be a necessity to correct for different characteristics of dampening caused by different body types.

The shapes and amplitudes of the BCG signal are changing with age and its associated cardiovascular consequences, even when stroke volume is kept relatively constant. The I wave of the longitudinal $BCG_{acc}$ is particularly affected by aging and, more generally, the timings and the relative amplitudes of the different waves are changing with age. Here we suggest a scaling law that we apply to several time intervals measured on the longitudinal axis of $BCG_{acc}$, which shows very good correlations with the inverse of the pulse wave velocity. These could prove useful to easily assess relative differences in vascular age between subjects, and even measure the pulse wave velocity.

We also suggested three new formulas to estimate the stroke volume and its changes, based on longitudinal $BCG_{acc}$ and $BCG_{kin}$. To assess absolute values of the stroke volume, the knowledge of the aortic cross-section area and left ventricular ejection time are necessary. However, intra-subject longitudinal and even beat-by-beat evolution of the stroke volume are still possible even without this information. Beside this, all the three new suggested formulas provide better intra-subject evaluations of stroke volume changes than the formula initially suggested by Starr. To limit the effects that different body types may have on body dampening, and thus estimations of stroke volumes, we suggest using the formulas based on parameters measured on $BCG_{kin}$.

In a nutshell, we have shown very encouraging reasons to believe that BCG could help to easily assess some key aspects of the cardiovascular status of a patient. However, all these findings still require confirmation in a clinical setting.

**NOMENCLATURE**

*Roman symbols*

| Symbol | Description |
|--------|-------------|
| $A$    | Peak ventricular filling flow amplitude during late diastole, m.s$^{-1}$ |
| $A_{age}$ | Age of the simulated subject, years |
| $B$    | Flow separation (or Bernoulli) coefficient, mmHg.s$^2$.ml$^{-2}$ |
| $BCG$  | Ballistocardiography or ballistocardiogram, depending on the context |
| $c$    | Pulse wave velocity, m.s$^{-1}$ |
| $C$    | Elastic wall compliance, ml.mmHg$^{-1}$ |
| $cv_{slope}$ | Coefficient of variability of the slope in the regression analysis, $\%$ |
| $E$    | Peak ventricular filling flow amplitude during early diastole, m.s$^{-1}$ |
| $E_{elast}$ | Elasticity, ml.mmHg$^{-1}$ |
| $e$    | Normalized time-varying function related to elastance, $\%$ |

| ECG    | Electrocardiography |
| $f$    | Friction force per unit length, kg.s$^{-2}$ |
| $G$    | Position vector of a compartment in the reference frame of the body, m |
| $h$    | Arterial wall thickness, m |
| $H$    | Pre-ejection upward wave of the longitudinal acceleration BCG signal |
| $H_b$  | Body height of the subject, m |
| $I$    | First downward wave of the longitudinal velocity BCG signal |
| $I_{acc}$ | Integral of the BCG kinetic energy over a given duration, J.s |
| $I_{J}$ | First post-ejection upward wave of the longitudinal acceleration BCG signal |
| $I_{J,acc}$ | First downward wave of the longitudinal acceleration BCG signal |
| $K$    | Rate coefficient for valve opening or closing, mmHg$^{-1}$.s$^{-1}$ |
| $l$    | Arterial length, m |
| $L$    | Fluid inertia coefficient, mmHg.s$^2$.ml$^{-1}$ |
| $LA$   | Left atrium |
| $LV$   | Left ventricle |
| $LVET$ | Left ventricular ejection time, s |
| $MR$   | Magnetic resonance |
| $N$    | Total number of compartments |
| $P$    | Pressure, mmHg |
| $PTT_{\Delta t}$ | Parameter meant to approach a pulse transit time based on the time-interval $\Delta t$, $s^{1/4}.cm^{-1}$ |
| $Q$    | Blood flow rate, ml.s$^{-1}$ |
| $r$    | Radial coordinate in a blood vessel, m |
| $R$    | ECG wave corresponding to depolarization of the main mass of the ventricles |
| $R^2$  | Correlation coefficient |
| $R_v$  | Viscous resistance to the flow, mmHg.s.ml$^{-1}$ |
| $R_c$  | Radius of the lumen, m |
| $RA$   | Right atrium |
| $RV$   | Right ventricle |
| $s$    | Axial coordinate in a blood vessel, oriented in the direction distal to the heart, m |
| $SV$   | Stroke volume, ml |
| $t$    | Time, s |
| $T$    | Duration, s |
| $u$    | Longitudinal blood velocity in a vessel, m.s$^{-1}$ |
| $U$    | Cross-section average of longitudinal blood velocity in a vessel, m.s$^{-1}$ |
| $\bar{U}$ | Time average of $U$, m.s$^{-1}$ |
| $V$    | Volume, ml |
| $V_{dead}$ | Dead (or zero-pressure) volume in a cardiac chamber, ml |
| $W_b$  | Body mass of the subject, kg |
| $x$    | Transverse (left to right) component in the reference frame of the body |
y Longitudinal (caudo-cranial) component in the reference frame of the body
z Anteroposterior (dorsoventral) component in the reference frame of the body

Greek symbols

\( \alpha \) Momentum-flux correction (or Coriolis) coefficient of the blood velocity profile, –
\( \beta \) Parameter related to the elasticity of the arterial wall, \( \text{m.mmHg} \)
\( \gamma \) Asymmetry ratio in the fractal representation of the pulmonary arterial tree, –
\( \Gamma \) Parameter related to the viscosity of the arterial wall, \( \text{m.s.mmHg} \)
\( \Delta \) Difference through an interface (P) or short interval (s)
\( \zeta \) Constant defining the velocity profile in an artery, –
\( \eta \) Valve state, –
\( \kappa \) Proportionality factor used in the scaling laws, units depending on the scaling law
\( \mu \) Dynamic viscosity of blood, \( \text{kg.m}^{-1}.\text{s}^{-1} \)
\( \xi \) Fractal exponent in the fractal representation of the pulmonary arterial tree, –
\( \rho \) Volumetric mass density of blood, \( \text{kg.m}^{-3} \)

Superscripts

25y Reference case for a subject aged 25.
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