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Starting from a view on language as a complex, hierarchically organized system composed of many parts that have many interactions, this paper investigates statistical relationships between the linguistic variables “phoneme inventory size,” “syllable size,” “length of words,” “length of clauses,” and the non-linguistic variable “population size.” By analyzing parallel textual material of 61 languages (18 language families) we found strong positive correlations between phoneme inventory size, mean number of phonemes per syllable, and mean number of monosyllables. We observed significant negative correlations between phoneme inventory size and the mean length of words and the mean length of clauses, measured as number of syllables. We then correlated the linguistic complexity data with estimated speaker population sizes and could reveal that languages with more speakers tend to have more phonemes per syllable, shorter words in number of syllables, a higher number of monosyllabic words, and a higher number of words per clause. Moreover, we reproduce the results of former studies that found a positive correlation between population size and phoneme inventory size for our language sample. The findings are discussed in light of previous research and within the framework of Systemic Typology. We propose that syllable complexity is a key factor in the correlations identified in this study, and that Zipf’s law of Abbreviation explains the associations between “word length,” “syllable complexity,” “phoneme inventory size,” and the extralinguistic variable “population size.”
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INTRODUCTION

Language can be viewed as a complex, dynamic, and hierarchically organized system “made up of a large number of parts that have many interaction” (Simon, 1962, p. 468). The present work investigates interactions between the linguistic components “phoneme inventory size,” “syllable complexity,” “length of words,” “length of clauses,” and the extra-linguistic factor “population size.”
The idea to deal with linguistic complexity and particularly with interactions among linguistic components was motivated by an unexpected finding of an earlier study (Fenk-Oczlon, 1983). This study originally tested the hypothesis that language has adapted to memory limitations and that the number of syllables per simple clause (encoding one proposition) will cross-linguistically vary within the range of Miller's magical number seven plus or minus two. We demonstrated that the 28 languages investigated indeed used on average 6.43 syllables to express a matched set of propositions, but the individual languages showed a considerable variation in the number of syllables, ranging from 5.1 syllables in Dutch up to 10.2 in Japanese. We then assumed that syllable complexity might be the decisive factor for this variation and found a highly significant inverse relationship between the length of clauses in number of syllables and the length of syllables in number of phonemes. “The more syllables per clause, the fewer phonemes per syllable” (Fenk-Oczlon and Fenk, 1985). This was a cross-linguistic confirmation of Menzerath’s law’ (1954) “the bigger the whole, the smaller its parts.” Further empirical studies (Fenk and Fenk-Oczlon, 1993; Fenk-Oczlon and Fenk, 1999, 2005, 2010) revealed additional cross-linguistic relationships between linguistic variables, such as “The more syllables per word, the fewer phonemes per syllable,” “The more syllables per clause, the more phonemes per word; “The more phonemes per syllable, the fewer morphological cases.” The present work adds “phoneme inventory size” and “population size” to the set of variables to investigate complexity relationships within the language system and between the number of speakers a language has.

Phoneme inventory size and its relationships with linguistic and nonlinguistic variables remains a matter of debate. The literature about cross-linguistic associations between phoneme inventory size and other linguistic components starts with a paper by Nettle (1995) who reports for a sample of 10 languages an inverse relationship between phoneme inventory size and the average length of a word. Nettle (1998) could repeat this finding for 12 West-African languages and Wichmann et al. (2011) for a sample of more than 3,000 languages averaged over families and macro-areas. Moran and Blasi (2012) likewise replicated a negative correlation between number of segments and word length and demonstrated, moreover, that this inverse relationship shows particularly with the number of vowels. As to syllable complexity measured as number of phonemes Maddieson (2006), Fenk-Oczlon and Fenk (2008) and Easterday (2019) report a positive correlation between inventory size and syllable complexity. Concerning the relationship between phoneme inventory size and the nonlinguistic variable population size, the finding of Hay and Bauer (2007) that languages with more speakers tend to have larger phoneme inventories attracted a lot of interest and has been the subject of extensive debate. Atkinson (2011) and Wichmann et al. (2011) could replicate Hay and Bauer’s finding, but Donohue and Nichols (2011) and Moran et al. (2012) could not find such a correlation.

The goals of this paper are: (1) to examine whether the above mentioned negative correlations between phoneme inventory size and word length and the positive correlation between syllable size and phoneme inventory also show when analyzing textual material. All previous studies used single uninflected words for their correlations—Nettle 50 random dictionary entries, Wichmann et al. a 40-item subset of the Swadeshi list—or statistical descriptions of the permitted syllable structures in the respective languages (Maddieson, 2006; Fenk-Oczlon and Fenk, 2008). But the length of uninflected words in dictionaries or word lists, or the permitted maximum syllable complexity in individual languages do not reflect word length or syllable size in actual language use or textual material (cf. Maddieson, 2009). Nettle (1998, p. 241) also recognizes the problem of using uninflected lexical stems for comparing word length across languages and argues that “the cross-linguistic distribution of word token lengths in actual texts is heavily affected by the morphological typology of different languages, and so would require a much more complex model than that presented here.” (2) To investigate whether phoneme inventory size correlates negatively with clause length in number of syllables and in number of words. (3) To examine whether our data about syllable complexity, word, and clause length correlate with population size. (4) To test whether Hay and Bauer’s positive correlation between phoneme inventory size and population size can be replicated for our sample of 61 languages.

MATERIALS AND METHODS

Information about phoneme inventory sizes was mostly obtained from UPSID (Maddieson and Precoda, n.d.) and/or the PHOIBLE database (Moran and McCloy, 2012). Speaker population size data are taken from Amano et al. (2014) who estimated speaker population size on information from the Ethnologue, 16th edition.

The parallel textual material used for our analysis consists of 22 simple declarative sentences encoding one proposition and using basic vocabulary. It was originally constructed to test the hypothesis that language has adapted to short-term memory constraints (Fenk-Oczlon, 1983). Such simple declarative sentences seem to be universal also from a syntactic perspective and are well-suited for large-scale cross-linguistic comparisons because the number of possible translations can be kept to a minimum. The advantage of the matched set of 22 sentences is, moreover, that they not only refer to the same semantic unit, i.e., a proposition but also exhibit the same syntactic structure. This allows to calculate the number of syllables and the number of words per clause or declarative sentence across languages. Examples for the test sentences are: The sun is shining. Blood is red. My brother is a hunter (A complete list of the 22 sentences with their translations into 28 languages is presented in Fenk-Oczlon, 1983). The 22 sentences consist of 96 words and 127 syllables in the English version—for comparison the fable “The North Wind and the Sun” often used for cross-linguistic analyses and phonetic illustrations has 113 words and 137 syllables in the English version.

Native speakers of 61 languages from 18 language families and from all continents were asked to translate the 22 sentences into their mother tongue. Most of our informants were students, many of them linguists we met at international conferences. The
The basic requirement was a good knowledge of either English or German in order to be able to translate the test sentences into their mother tongue.

The 61 languages are as follows (family name in bold, language names with ISO 639-3 code):

**Athabaskan-Eyak-Tlingit** [Navajo (NAV)] **Atlantic-Congo** [Bafut (BFD), Ewondo (EWO), Lamnso (LNS), Kirundi (RUN), Yoruba (YOR)] **Austronesian** [Batak (BYA), Cham (CJA), Chuukese (CHK), Hawaiian (HAW), Javanese (JAV), Kadazan (DTB), Kemak (KEM), Malay (MEO), Mambae (MGM), Minangkabau (MIN), Nias (NIA), Roviana (RUG), Tagalog (TGL)] **Austroasiatic** [Vietnamese (VIE)] **Basque** [Basque (EUS)] **Chiquitano** [Chiquitano (CAX)] **Dravidian** [Telugu (TEL)] **Indo-European** [Albanian (SQI), Armenian (XCL), Bulgarian (BUL), Czech (CES), Croatian (HLV), Dutch (NLD), English (ENG), French (FRA), German (DEU), Greek (ELL), Hindi (HIN), Icelandic (ISL), Italian (ITA), Latvian (LAV), Macedonian (MKD), Norwegian (NOR), Panjabi (PAN), Persian (PER), Polish (POL), Portuguese (POR), Romanian (RON), Russian (RUS), Slovenian (SLV), Spanish (SPA), Tajik (TGK)] **Japonic** [Japanese (JPN)] **Kartvelian** [Georgian (GEO)] **Koreanic** [Korean (KOR)] **Mande** [Bambara (BAM)] **Sino-Tibetan** [Mandarin Chinese (CMN)] **Tai-Kadai** [Thai (THA)] **Turkic** [Turkish (TUR)] **Uralic** [Estonian (EKK), Finnish (FIN), Hungarian (HUN)] **Uto-Aztecan** [Hopi (HOP)] **Western Daly** [Maranunggu (ZMR)].

The native speakers were instructed to read their translations in normal speech and to count the number of syllables (which is, apart from determining the borders of the syllables, no problem for the informants). The written translations, or their transcriptions, enables a counting of the number of words per clause. The number of phonemes per syllable was determined by ourselves, assisted by the native speakers and by grammars of the respective languages.

We then calculated the mean numbers of *phonemes per syllable, syllables per word, phonemes per word, monosyllables (function words and content words), monosyllabic content words, syllables per clause, and words per clause* in these texts and correlated the data with the size of the language’s phoneme inventories (number of consonants and vowels, number of vowels) found in UPSID and/or the PHOIBLE database. All these variables were correlated, moreover, with the estimated population sizes taken from Amano et al. (2014).

We used Pearson's product-moment correlation tests to examine linear relationships between our variables; the use of Spearman and Kendall correlations, respectively, showed similar results and are therefore omitted. Population size data were log-transformed to test the positive nonlinear (monotone increasing) relationship between population size and number of phonemes per syllable and between population size, phoneme inventory size and vowel inventory. The (pairwise) statistical tests were corrected for the multiple comparisons, using a Benjamini-Hochberg type correction. Moreover, a multivariate analysis of the data was performed to study interdependencies between the variables beyond pairwise relationships.

**RESULTS**

The results of a multivariate analysis between the linguistic variables *phoneme inventory size, vowel inventory, phonemes per syllable, syllables per word, phonemes per word, monosyllables,*
monosyllabic content words, syllables per clause, words per clause, and the nonlinguistic variable population size are presented in Figures 1, 2 and Table 1.

In the lower panel of Figure 1, the red curves are visualizing the smoothed (pairwise) relationships between the variables of our data set, the main diagonal shows their histograms and the upper panel indicates their correlations (character size scales with the absolute values). Figure 2 displays the correlations between the different variables and Table 1 shows the p-values of the correlations between the linguistic variables and log population size.

The p-values of the correlations between population size (instead of log_pop) and the linguistic variables words per clause, monosyllables, syllables per word are as follows:

- words per clause ($t = 3.5178$, df = 59, $p = 0.0008444$),
- monosyllables ($t = 2.3586$, df = 59, $p = 0.02168$),
- syllables per word ($t = -1.9782$, df = 59, $p = 0.05259$).

A generalized linear model analysis and a graphic of the multivariate structural dependencies between the linguistic variables and log_pop are provided in the Supplemental Material. It shows that the variables with positive regression coefficients “log_pop,” “phon_inv,” “phon_syll,” “phon_word,” and “vowels” form a group pointing into the same direction. In the same vein, “sill_word,” “sill_clause,” and “w_clause” form a group of variables with negative regression coefficients pointing into the opposite direction. In the same vein, “sill_word,” “sill_clause,” and “w_clause” form a group of variables with negative regression coefficients pointing into the opposite direction. It demonstrates, moreover, that syllable complexity (in number of phonemes) is a key factor in this relationship.

DISCUSSION

Relationships Between Phoneme Inventory Size and Linguistic Structures

As our results demonstrate, a highly significant positive correlation between syllable complexity and inventory size shows also in textual material. Languages with more phonemes tend to have more phonemes per syllable. This is to be expected on purely combinatorial grounds. A high syllable complexity can only be achieved by a rather large number of initial and final consonant clusters. Although languages show different degrees of freedom in the combinatorial possibilities of consonants, those having a larger inventory of consonants will incline to larger consonant clusters and therefore to complex syllables.

Concerning the inverse relationship between word length and phoneme inventory size, we found that only word length measured as number of syllables is significantly negatively correlated with inventory size. The inverse relationship between phoneme inventory size and word length measured as number of phonemes reported by Nettle (1995, 1998), Wichmann et al. (2011) shows only a small and non-significant negative correlation in our textual material. This rather unexpected result might be explained by Menzerath’s law (Menzerath, 1954) and its cross-linguistic version (Fenk-Oczlon and Fenk, 1985), i.e., “The more syllables per word, the fewer phonemes per syllable.” The rationale: Languages with long words (in number of syllables) tend to have simple syllable structures. Simple syllable structures on the other hand are associated with small phoneme inventories as we could demonstrate. Therefore, the inverse relationship between word length and phoneme inventory size should be more pronounced with words measured as number of syllables than with words measured as number of phonemes. One might argue that the significant inverse relationship between phoneme inventory size and word length measured as number of phonemes found by Nettle and Wichmann et al. predominately applies to rather short or monosyllabic words. Nettle uses uninflected lexical stems for his calculations which (per se) tend to be shorter than inflected words having case suffixes, etc., and the 40-item subset of the Swadesh list used by Wichmann et al. consists, at least in the English version, of 36 monosyllables.

But a high mean number of monosyllables correlates according to our calculations even positively with phoneme inventory size. This correlation shows particularly between monosyllabic content words and the number of vowels. As concerns phoneme inventory size and clause length, we found a significant inverse relationship between phoneme inventory size and clause length in number of syllables. Languages with smaller phoneme inventories tend to use a higher number of syllables per clause for conveying a proposition. A significant negative correlation shows also between the number of vowels and the number of syllables per clause.

Relationships Between Populations Size and Linguistic Structures

Our analyses reveal new relationships between language structure and language population size. Significant positive correlations show between population size and mean number
of monosyllables and mean number of words per clause and an almost significant negative correlation shows between population size and mean number of syllables per word. Significant positive correlations are found between the log of populations sizes and the mean number of phonemes per syllable and vowel inventory. Moreover, Hay and Bauer’s (2007) finding of a positive relationship between log of population sizes and phoneme inventory sizes could be replicated in our (albeit smaller) language sample and using a different statistical method.

To summarize: Languages with more speakers tend to have:

- more phonemes per syllable
- a higher number of monosyllabic words
- shorter words in number of syllables
- a higher number of words per clause
- a higher number of vowels
- larger phoneme inventories.

How to Explain the Relationships Found Between Linguistic Structures and Speaker Population Size?

As concerns the positive correlation between population size and phoneme inventory size, Hay and Bauer (2007) did not suggest any explanation. Bybee (2011, p.149) likewise argued “that no explanation is available for why population size should correlate positively with phoneme inventory size.” Wichmann et al. (2011) hypothesized that word length might play a mediating role in this relationship. We also assume that the association between population size and phoneme inventory size could be explained via word length, but we will in further consequence focus on syllable complexity as the key factor in this relationship. But then the question remains.

Why Do Languages With Many Speakers Tend to Have Short Words and Complex Syllable Structures?

A possible explanation for an inverse relationship between word length and population size is provided by Zipf’s Law of Abbreviation (Zipf, 1949) stating that the size of a word is inversely related to its usage frequency, i.e., more frequently used words tend to be shorter. It is plausible to assume that the greater number of speakers using a language, the greater the chance that individual words are used more frequently. As words are used more frequently, they become less accented, they begin to undergo erosion and reduction processes such as the weakening or deletion of vowels, consonants or whole syllables. The reductive sound changes result in shorter words, and in more complex syllable structures, e.g., the loss of final segments as in gas-tir vs. guest hor-na vs. horn (examples from Lehmann, 1978) in the history of English led to shorter words in number of syllables and to more complex syllable structures.

Phonological reduction processes might also be responsible for the “loss of inflectional morphology in favor of ‘analytic’ periphrastic constructions” (Bentz et al., 2014). The loss of grammatical markers as a result of frequent use could also—at least partly—explain Lupyan and Dale’s (2010) finding of an inverse relationship between morphological simplicity (fewer cases, etc.) and population size, or Bentz and Winter (2013) results showing an inverse relationship between number of morphological cases and proportion of L2 speakers. As the speaker population size of languages increases, the usage of word forms increases as well, which in turn leads to shorter words and to the loss of case suffixes, person markers, etc. Moreover, once words are shortened, they are in the sense of Reali et al. (2018) “Easy to diffuse” in large populations.

Why Do Languages With Many Speakers Tend to Have Large Phoneme Inventories?

In the previous section, we presented arguments for why languages with many speakers should tend to have short words and complex syllable structures. Our empirical results clearly confirm these assumptions: large speaker populations tend to have many monosyllabic words, short words in number of syllables, and complex syllable structures. Syllable complexity in turn correlates highly positively with phoneme inventory size. Therefore, population size should correlate positively with phoneme inventory size.

Why Do Languages With Many Speakers Tend to Have Many Words Per Clause?

An obvious answer might be: because they tend to have short words and isolating morphology. In a previous study (Fenk-Oczlon and Fenk, 1999), we found a significant negative correlation between word length in number of syllables and
number of words per clause in 34 languages: the more words per clause, the fewer syllables per word. A correlation between the number of words per clause and syllable complexity turned out to be highly significant. In the 1999 paper, we linked these findings with notions of morphological typology and argued that a high number of short words per clause indicates a low degree of synthesis and a tendency to analytical/isolating morphology. We further reasoned that isolating/analytic languages are not only characterized by a lower degree of synthesis but also by more complex syllable structures than fusional or agglutinative languages. The present study could demonstrate that population size correlates positively with “more words per clause” and with “more complex syllables in number of phonemes,” which indicates that large populations tend to have isolating morphology. This dovetails nicely with Lupyan and Dale’s (2010, p.3) findings that languages with more speakers “are more likely to be classified by typologists as isolating languages.”

To conclude: The mutually dependent relationships found between language-internal complexity relations and the nonlinguistic factor population size suggest a systemic view of language variation. According to Systemic Typology (Fenk-Oczlon and Fenk, 1995, 1999, 2004) each language goes through self-organizing processes optimizing the interaction between its (phonological, morphological, and syntactical) subsystems and the interaction with its “natural” environment, e.g., the cognitive or the social-communicative environment. Table 2 displays some of the mutual relationships found in the current paper together with results of previous studies.

Although phoneme inventory size interacts with all the components presented in Table 2, it does it in a rather indirect way, via syllable complexity. Syllable complexity in number of phonemes seems to play a key role in these interactions. It correlates, first of all, highly positively with phoneme inventory size—which is to be expected on purely combinatorial grounds. Furthermore, it correlates negatively with the number of syllables per word and per clause. And as we could show on basis of our parallel textual material, a significant inverse relationship between phoneme inventory size and word length was only found for word length defined as number of syllables and not as number of phonemes, as reported in previous research. We explained this discrepancy by referring to Menzerath’s law. Moreover, as previous studies have shown, syllable complexity is also inversely related with the number of morphological cases (Fenk-Oczlon and Fenk, 2005), and significantly associated with the non-metric variable word order: Languages with VO word order tend to have more complex syllables structures than languages with OV order (Fenk-Oczlon and Fenk, 1999). And last but not least, syllable complexity might explain, via word length, the highly debatable positive correlation between population size and phoneme inventory size. The rationale: Large speaker population tend to have short words, short words tend to have complex syllables in number of phonemes, and complex syllable structures correlate highly positively with phoneme inventory size.
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