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Abstract

Many state-of-the art visualization techniques must be tailored to the specific type of dataset, its modality (CT, MRI, etc.), the recorded object or anatomical region (head, spine, abdomen, etc.) and other parameters related to the data acquisition process. While parts of the information (imaging modality and acquisition sequence) may be obtained from the meta-data stored with the volume scan, there is important information which is not stored explicitly (anatomical region, tracing compound). Also, meta-data might be incomplete, inappropriate or simply missing.

This paper presents a novel and simple method of determining the type of dataset from previously defined categories. 2D histograms based on intensity and gradient magnitude of datasets are used as input to a neural network, which classifies it into one of several categories it was trained with. The proposed method is an important building block for visualization systems to be used autonomously by non-experts. The method has been tested on 80 datasets, divided into 3 classes and a “rest” class.

A significant result is the ability of the system to classify datasets into a specific class after being trained with only one dataset of that class. Other advantages of the method are its easy implementation and its high computational performance.
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1 Introduction

Volume visualization techniques have seen a tremendous evolution within the past years. Nevertheless, the users of volume visualization systems, which are mainly physicians or other domain scientists with only marginal knowledge about the technical aspects of volume rendering, still report problems with respect to usability. The overall aim of current research in the field of volume visualization is to build an interactive rendering system which can be used autonomously by non-experts.

Recent advances in the field of user interfaces for volume visualization, such as [11] and [12], have shown that semantic models may be tailored to the specific visualization process and the type of data in order to meet these requirements. The semantic information is built upon a priori knowledge about the important structures contained in the dataset to be visualized. A flexible visualization system must thus contain a high number of different semantic models for the huge variety of different examination procedures.

An important building block for an effective volume rendering framework is a classification technique which detects the type of dataset in use and automatically applies a specific semantic model or visualization technique. For example, some methods are created specifically for visualizing MRI scans of the spine or CT scans of the head, and those methods rely on the actual dataset being of that type (i.e. its modality and its anatomical region).

The prior knowledge required for selecting an appropriate visualization technique includes imaging modality, acquisition sequence, anatomical region, as well as other parameters such as chemical tracing compound. That is beyond the information stored in the file system or the meta-data, therefore we propose a technique which classifies the datasets using a neural network which operates on statistical information, i.e. on histograms of the 3D data itself.

The remainder of the paper is structured as follows: In the next section we review related work important to our paper. Section 3 describes our proposed method for automatic classification of 3D datasets. In Section 4 we describe the test environment our solution was integrated in. Section 5 presents and discusses the results of our approach and Section 6 concludes the paper.

For unfamiliar readers, a nice (and relatively short) introduction to feed-forward neural networks is presented by Svozil et al. [14].

2 Related work

The 2D histogram based on intensity and gradient magnitude was introduced in a seminal paper by Kindlmann and Durkin [7], and extended to multi-dimensional transfer functions by Kniss et al. [8]. Lundström et al. [10] introduced local histograms, which utilize a priori knowledge about spatial relationships to automatically differentiate between different tissue types. Šereda et al. [16] introduced the LH histogram to classify material boundaries.

Tzeng et al. [15] suggest an interactive visualization system which allows the user to mark regions of interest by roughly painting the boundaries on a few slice images. During painting, the marked regions are used to train a neural network for multi-dimensional classification. Del Rio et al. adapt this approach to specify transfer functions in an augmented reality environment for medical applications [5]. Zhang et al. [17] apply general regression neural networks to classify each point of a dataset into a certain class. This information is later used for assigning optical properties (e.g. color). Cerquides et al. [2] use different methods to classify each point of a dataset. They use this classification information later to assign optical properties to voxels. While these approaches utilize neural networks to assign optical properties, the method presented here aims at classifying datasets into categories. The category information is subsequently used as an a priori knowledge to visualize the dataset.

Liu et al. [9] classify CT scans of the brain into pathological classes (normal, blood, stroke) using a method firmly rooted in Bayes decision theory.

Serlie et al. [13] also describe a 3D classification method, but their work is focused on material fractions, not on the whole dataset. They fit the arch model to the LH histogram, parame-
terizing a single arch function by expected pure material intensities at opposite sides of the edge \((L,H)\) and a scale parameter. As a peak in the \(LH\)-histogram represents one type of transition, the cluster membership is used to classify edge voxels as transition types.

Ankerst et al. \cite{1} conduct classification by using a quadratic form distance functions on a special type of histogram (shell and sector model) of the physical shape of the objects.

3 Automatic Classification of Volume Datasets

The method described in this paper was mostly inspired by \cite{18}. In \cite{18}, neural networks are used to position “primitives” on the 2D histogram in order to create transfer function aiming at an effective volume visualization. The method presented here is similar in the sense that it uses 2D histograms as inputs to neural networks.

One of the widely used visualization approaches of 3D data today is direct volume rendering \cite{6} by means of a 2D transfer function. 2D transfer functions are created in respect to the combined intensity/derivative histogram. Such histograms in turn may be viewed as grayscale images. All histograms of the same 3D dataset type (like different CT scans of the thorax) look similar to human observers. Likewise, histograms of different datasets types usually look noticeably different (see Fig. 1). Our method stems from this fact.

Neural networks can easily be trained to approximate many unknown functions for which we have observations in the form of input-output combinations. That makes neural networks suitable for classifying input histograms into categories.

The straight-forward approach is to use the histogram pixels (normalized to the \([0, 1]\) range) as inputs to the neural network. On the output side, each output corresponds to one category. We take the outputs as representing the probability of the input to belong to the corresponding category. Thus we have a \(k\)-dimensional output for \(k\) categories. For example, assume that we have the following \([0, 1]\) normalized outputs for some input:

\[
\begin{pmatrix}
0, 0.893456 \\
0, 1.31899 \\
0, 0.044582
\end{pmatrix}
\]

we interpret them as the probabilities of the input belonging to respective category (category one – 89%, category two – 13% and category three – 4%). Notice that the actual outputs in general do not add up to 100%.

\footnote{The activation function which is employed in the neural network we used produces outputs in the convenient range \([0, 1]\), so no additional normalization is necessary.}

Figure 1: Some of the histograms. Each one of the first 3 rows represents one class. Histograms in the last two rows together represent the rest class.
In order to identify the most probable classification result, the output with maximum value is chosen. Therefore, this input would be classified as belonging to the category one. Fig. 2, 3 and 4 show actual outputs of a neural network (for easier discerning, descriptive names are given to the outputs).

A training sample consists of the histogram input and the desired output vector. In the desired output vector, only the correct output category has value 1, while all the others have value 0.

In our implementation we chose the multi-layer perceptron (MLP), a type of neural network which is capable of performing the required task. It is trained by the back-propagation algorithm. One major benefit of MLP is that additional outputs can be added fairly easily, while retaining the function of all the other outputs. Using some other types of neural networks a new neural network would have to be created and trained from scratch, wasting time whenever a new category is added. Furthermore, this would cause differently randomized initial weights, thus leading to slightly different results. In our version, we only need to add weights between the newly inserted neuron in the output layer and all neurons in the last hidden layer (see Fig. 1).

As feed-forward networks can approximate any continuous real function with as little as 3 layers, we have only tested networks with 3 and 4 layers. Fewer number of layers can be compensated with a larger number of neurons in the hidden layer(s). Although some differences exist (see [3, 4]), they are not relevant for this method (see Fig. 5). All the results (except Fig. 5) presented here are obtained using a 3 layer neural network.

3.1 Modeling the Rest Class

There are two ways to deal with datasets that do not fall into any of the well-defined classes, i.e. the miscellaneous datasets. The first approach is to have a “rest class”, to which all of these datasets are associated. The second approach assumes that elements from the rest class usually do not strongly activate any of the outputs, often having value of the maximum output around 0.5 (50%). So the second approach uses a threshold for successful classification: If the value of the maximum output is below that threshold, the dataset fails being classified into any of the well-defined classes and it is considered to be part of the rest class.

From a conceptual point of view, the threshold approach is independent from the rest-class approach, i.e. each of the concepts can be applied separately. From a practical point of view, both approaches are not completely independent: the better trained the rest class is, the less effect thresholding provides. Furthermore, providing a high amount of training samples to the rest class affects the reliability of the classification of the normal (well-defined) classes. If this is coupled with a high threshold, a lot of “false negatives” emerge (datasets misclassified as belonging to the rest class instead of a well-defined class). However, applying both approaches is beneficial for lower amounts of training samples for the rest class.

3.2 Performance issues

If we directly use histogram pixels as the network’s inputs, we have a large number of inputs, which makes training and testing slow and impractical. However, if we use more general features such as pixel intensities (e.g. 

\[
\text{Reliability in this context is the value of the maximum output.}
\]
Figure 3: Raw outputs of the network with the rest class approach (“default”). Trained with 1 sample per class. All charts in this paper have the same order of datasets as shown here.

Figure 4: Raw outputs of the network without the rest class. Trained with 1 sample per class.

Figure 5: Raw outputs of the network without the rest class. Trained with 3 samples per class.
e.g. for a 256*256 histogram we get $64 \times 2^{10}$ inputs. If the second layer contains 64 neurons, the number of weights between 1st and 2nd layer is 4M. In our implementation, the weights are 32-bit floats, which leads to 16MB just for the storage of the weights between the 1st and the 2nd layer. The amount of weights between other layers is significantly smaller, due to the much lower number of neurons in these layers.

However, the overall memory consumption is relatively exhaustive. Furthermore, the training gets very slow, and an alternative persistent storage on a hard disk would not be convenient due to slow reading, writing and data transfer.

For simplicity, our implementation only allows reduction by factors that are powers of 2. That is: 0 – no reduction, 1 – reduction to 128x128, 2 – reduction to 64x64, etc. Most of the tests have been conducted with reduction factor 3 (histogram size 32x32).

### 4 Testing environment

The implementation of the described method is done in a visualization tool called OpenQVis. OpenQVis focuses on real-time visualization, relying on the features of modern graphics cards [6].

OpenQVis has different “models” of transfer functions, which are used to visualize different types of 3D datasets. Examples are: CT angiography of the head, MRI scans of the spinal cord, MRI scans of the head, and so on. These models were considered as classes for our method.

OpenQVis allows the user to navigate to a model list and to choose one for the currently opened dataset. If the chosen model is not in the list of the output classes, a new output class is added to the neural network and the network is re-trained with this new training sample. If the chosen class is already present in the outputs, the network is re-trained with this new training sample included. If the histogram of the currently opened dataset exists among the training samples, the sample is updated to reflect the new user preference.

---

3 prefixes K and M here mean $2^{10}$ and $2^{20}$
Saving training samples with the neural network data is required because each re-training consists of many epochs, and if only the newest sample is used the network gradually “forgets” previous samples, which is, of course, undesirable. So, all saved samples are used for each epoch in the re-training process.

For testing purposes, we had three series available:

1. Computed tomography - angiography of the head (CTA_*), 23 datasets

2. Magnetic resonance images of the head, both preoperative and inter-operative (MR_*), 15 datasets

3. Magnetic resonance - constructive interference in the steady state, mostly scans of the spine (mr_ciss_*), 19 datasets

Furthermore, we had 23 miscellaneous datasets (almost all freely available on the Internet). 2 of those datasets were synthetic (bucky and tentacle), generated directly from computer 3D models and not acquired by means of a scanning device.

This method can differentiate between cases within the same scanning modality. We tested this with available but confidential CTA heart datasets, which were clearly discernible from CTA head datasets.

5 Results

The classification based on our neural network approach takes, depending on histogram reduction factor, mere microseconds. The training takes milliseconds for the reduction factor 4 and below. The training for the reduction factor 3 takes noticeable fractions of a second (0.2s to 0.6s) in our tests, and for the reduction factor 2 it takes seconds (3-10 seconds). The training time variations result from the termination condition. We set the condition $\text{MSE} < 0.003$ which was nearly almost met before the maximum number of epochs was reached.

The reliability of classification is directly associated with the reduction factor. As seen on Fig.7, the reliability decreases as the histogram size decreases.

The choice of the dataset which is used to represent a class influences the results to some degree (see Fig. 8). This influence affects the classification outcome only in the miscellaneous group, i.e. the rest class. Choosing an average-looking histogram for the training, or average and extremes in a case of more training samples per class, results in a higher reliability of the classification and in more uniform output values across all datasets of that class.

A slight variation of the results with respect to the initial randomization of the neural network exists, but is negligible. After training the network with one sample of each type, the average difference in outputs (due to different initial weights) is around 1%. The maximum for any dataset is 5%. These differences get smaller with a greater number of training samples.

With the rest-class approach, all of the misclassifications occur in the miscellaneous group (see Tab. 0). This means, for example, that no CTA is classified as anything else other than CTA. Only datasets from the miscellaneous group are wrongly classified as something else (CTA, MR, or mr_ciss). This is true even if the neural network is trained with only one sample of each type.

The thresholding approach has a lower amount of misclassifications in the miscellaneous group, but it misclassifies some datasets of the other classes (“false negatives”).

From Fig. 2, 3, 4 and Tab. 0 it can be easily concluded that the threshold is a tweaking parameter. Therefore, it should be set high only in specific situations, and in most cases it should be set to a more conservative value (50%-70%). Training with multiple datasets of specific classes improves the reliability. Training with multiple datasets of the rest class lowers misclassification rate (see Fig. 9).

An alternative method for classifying 3D datasets would be to use a downscaled version of the dataset itself instead of the 2D histogram as input to the neural network. This alternative, however, would strongly incorporate geometric aspects, like the individual orientation of the recorded specimen into the classification.

4MSE = Mean Squared Error
Figure 8: Downscaling the histogram images on the input side of the neural network reduces its reliability and, in extreme cases, disables the neural network from delineating datasets. Only values of correct outputs are shown – if desired classification for some dataset is “default”, value of default output is shown even if it is the lowest-valued output (such case is a misclassification).

Figure 9: Choosing different datasets for training the neural network influences the results. Trained with 1 sample per class. Only values of correct outputs are shown.

Figure 10: Increasing the amount of training samples improves the results. Only values of correct outputs are shown.


| Approach/Setup | Misclassification rate |
|---------------|------------------------|
|               | some → rest | rest → some |
| no rest class, no threshold | 0 | all(23) |
| with rest class, 1 ts/cl | 0 | 15-20 |
| with rest class, 2 ts/cl | 0 | 10-15 |
| with rc, 2 ts/wdc and 6 ts/rc | 0 | 3-5 |
| no rest class, threshold 50% | 0 | 10-15 |
| no rest class, threshold 70% | 0-1 | 5-10 |
| no rc, threshold 90%, 1 ts/cl | 20-25 | 1-2 |
| no rc, threshold 90%, 2 ts/cl | 0 | 3-5 |
| w. rc, threshold 50%, 1 ts/cl | 0 | 5-15 |
| w. rc, threshold 70%, 1 ts/cl | 0-5 | 2-10 |
| w. rc, threshold 90%, 1 ts/cl | 25-30 | 0-2 |
| w. rc, threshold 90%, 2 ts/cl | 0-5 | 0-2 |
| w. rc, th. 90%, 2 ts/wdc and 6 ts/rc | 5-10 | 0 |

Table 1: Comparison of misclassification rates for different setups of the classifier. If not specified, the classification has been performed using varying parameters in terms of number of training samples per class (for some setups) or choice of datasets used for training, resulting in slightly different misclassification rates. “rest → some” means that a member of the rest class was wrongly classified as a member of a “well-defined class”. Abbreviations: w. – with, ts – training sample(s), cl – class, rc – rest class, wdc – well-defined class, th. – threshold.

process. As a result, the training phase would become more difficult, more training samples would be required, and the number of input nodes will increase considerably to achieve a robustness comparable to the described histogram method.

6 Conclusion

We have presented a robust technique to automatically classify 3D volume datasets according to the acquisition sequence, the recorded specimen and sequence-related parameters. The fact that only one training sample of certain type is sufficient\(^5\) to properly classify all the other datasets of the same type is remarkable. Depending on what type of visualization system this method is used, the end user might not need to know anything about it.

Depending on the amount of information about the data and the application scenario, the architecture of the neural network can be adapted to better suite typical use cases (we took a general approach here).

Majority of misclassifications are caused by the datasets belonging to the miscellaneous group. As researchers, we had many different miscellaneous datasets readily available. However, in production systems number of datasets in the rest class should be comparably smaller, thus making this method more appropriate.

An additional advantage of this method is its easy implementation. Successful implementations may be based on one of the many free neural network implementations around (for example, on SourceForge). As a result, the benefits of including this method in a production visualization system (if suitable) will easily outweigh the implementation costs.
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