An Information Diffusion Model Based on Explosion Shock Wave Theory on Online Social Networks
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Abstract: Along with the growing popularity of online social networks, an environment has been set up with information spreading faster and wider than ever before, which has changed the way of information diffusion. Previous empirical research and propagation models have been conducted to illustrate how information propagates on online social networks. However, due to the complexity of information diffusion, there are still many important issues yet to be resolved. In order to tackle this problem, most studies have assumed that information is transmitted along the edges on online social networks, while most research goals aim to discover nodes that have been affected by information diffusion. However, we found that processes of information diffusion on online social networks vary from one another; some topics such as people’s livelihood and education are long-acting while some entertainment news is short-lived. The scale of propagation may be similar in the end, but the spreading process would be completely different. With the purpose of modeling the propagation process more realistically, we propose a novel model, the Information Diffusion Model, based on Explosion Shock Wave Theory. The Information Diffusion Model compares the propagation process to the explosion of an information bomb at the source, with the information shock waves progressively spread from near to far. Additionally, we establish rules of information transmission between a pair of individuals. The approach we adopted demonstrates four strengths. First, it models information diffusion on OSNs considering the differences between individuals and individual social behaviors, which takes the individual background knowledge and forgetting factors into account. Second, it holds the point that the attractiveness of information to individuals is related to the value of information. Third, it recognizes the role of community in the diffusion process; with a higher sense of trust established in a community, the spread of information would be more convenient. More importantly, the model we put forth is applicable to different types of real online social network datasets. Many experiments with different settings and specifications are conducted to verify the advantages of the model, and the results obtained are very promising.
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1. Introduction

Online social networks (OSNs) have greatly transformed Internet ecosystems and penetrated into every aspect of people’s daily lives. These OSNs, such as Weibo, Twitter, and Facebook, have shown impressive values in connecting massive numbers of users worldwide. Users can implement a series of online social activities on OSNs, including posting content, building friendships, and commenting. Based on these characteristics of OSNs, an extensive and real-time form of information diffusion (the process of information flowing from one node to another in the network [1]) featuring new ideas, advertisements, and breaking news can successfully come into reality.

The OSNs provide fundamental access and platform for various types of information, opinions, rumors, and so on [2]. In 2020, since the outbreak of COVID-19, the rapid
dissemination on the Internet has also caused panic among the people and influenced rising prices. People’s livelihood is reassured only after the official information was released. This incident fully proves that OSNs have played important roles in our society; thus, it is necessary to conduct in-depth research in this field. Additionally, a more comprehensive understanding of the information dissemination process on OSNs is also needed so as to add more valuable insights into the control of online public opinion.

In previous studies, OSNs are generally represented by graphs, while the users are represented by nodes, with the relationships between users represented by edges. On the one hand, most research studies show the results of diffusion from a macro level, which focuses on the number of nodes in different states at each moment. On the other hand, some studies may analyze the process of information transmission between nodes from a micro level. However, we found that some information diffusion processes on OSNs could have a long-lasting effect, such as topics of people’s livelihood and education, while other processes may be short-lived, for example, entertainment news. These two processes may seem to have the same spreading scale, but in nature they are subject to different diffusion processes. Therefore, it would be difficult to distinguish these processes from the previous models. The major deficiency of the previous information diffusion models lies in the weakness in capturing human social behaviors on OSNs. An efficient model should be able to reflect the true diffusion of information and involve important aspects of the process so as to better understand this phenomenon.

As reaching a consensus that the diffusion model plays a significant role in information propagation, we propose a novel one, the Information Diffusion Model based on Explosion Shock Wave Theory, (the IDBESW model), taking the social behaviors of individuals and the value of information within the diffusion process. Inspired by the explosion shock wave, the individuals will be affected at different distances from the explosion center, with the influence gradually declining with time. The value of information is equivalence to the power of the bomb. It is worth mentioning that we establish rules of information transmission between two individuals, and the advantages of our method are four-fold. First, it can simulate information diffusion on OSNs, considering the differences between individuals and individual social behaviors, with individual background knowledge and forgetting factors included. Second, it holds the view that the attractiveness of information to individuals is related to the value of information. Third, it recognizes the role of community in the diffusion process. The community with a higher level of trust among individuals may provide a more convenient platform for the spread of information. Finally, our model is applicable to different types of real online social network datasets. A number of experiments with different settings and specifications were carried out to examine the advantages of the model, which proves to be quite promising.

The remainder of this paper is organized as follows. Section 2 gives a brief survey over the related work. A detailed description of the proposed information propagation model is presented in Section 3. In Section 4, we display and discuss the results of experiments. Finally, we conclude this paper in Section 5.

2. Related Work

2.1. Information Diffusion Models

With the growing popularity of OSNs, several problems related to it have attracted the attention of researchers. Among these problems, the foundation is to build an information diffusion model that is effectively close to the real situation [3]. Based on a careful classification on the designing conceptions of the existing work, we have summarized two groups: macroscopic and microscopic approaches.

Macroscopic models divide the nodes into different categories (that is, states), focusing on the state evolution of the nodes in each category. An epidemic model is the most common model used to study information propagation from a macro perspective, in which the spreading is similar to that of a disease in a community. Daley and Kendall [4] proposed the classic Daley–Kendall model by studying the similarities between the spread
of infectious diseases and the diffusion of information. Later, variants of this classic model were developed, such as susceptible–infected–recovered (SIR) [5], susceptible–infected–susceptible (SIS) [6], susceptible–infected–recovered–susceptible (SIRS) [7], susceptible–exposed–infectious–recovered (SEIR) [8], and other similar epidemic models. Furthermore, researchers have begun to consider the impact of human behaviors and different mechanisms on the process of information diffusion. Wang et al. [5] introduced the trust mechanism between people into the SIR model, and proved through experiments that the trust mechanism can reduce the final size of rumor spreading. Considering the incomplete reading behavior of users during the diffusion process, Su et al. [9] proposed an improved model called microblog–susceptible–infected–removed (Mb-SIR) for information diffusion. Experimental results prove that this model is more accurate in describing the information spread in Weibo. To incorporate the forgetting and remembering mechanism, Zhao et al. [10,11] considered forgetting and memory factors in the diffusion process and proposed the susceptible–infected–hibernator–removed (SIHR) model as an extension of the classical SIR model; Wang et al. [12] analyzed the impact of social reinforcement on the spreading rate. They proposed a rumor diffusion model based on social reinforcements. Xia et al. [13] considered the hesitating mechanism. He et al. [14] proposed a competitive information susceptible–infected–recovered (CISIR) model for studying the competitive information diffusion process on online social networks.

The most frequently used microscopic models are the independent cascades (IC) model and the linear threshold (LT) model [15,16]. The IC and LT models are the milestones in studying the issue of information diffusion. The IC model [16] assumes that each node has the ability to activate its neighbors based on probability. Each active node has only one chance to activate the inactive nodes among the neighbors. If a node has already activated one of its neighbors, it then has no further chance to activate others. The LT model [15] assumes that every node has a randomly selected threshold between 0 and 1. In addition, the node will be affected by its neighbor in consideration of a given weight. Given a set of initial active nodes and randomly selected thresholds, if the number of active neighbors of a node exceeds its private threshold, the node will be activated. In order to improve the IC and LT models, many researchers have proposed different algorithms. Chen et al. [17] proposed an IC model with meeting events (IC-M) based on the classic IC model. In IC-M model, activated nodes have a probability to meet the inactive nodes. Compared with the common IC model, this model is closer to the actual situation. Budak et al. [18] studied the notion of competing campaigns on social networks and proposed a multicampaign IC model to simulate the diffusion of multiple pieces of information at the same time. Considering the time dependence of information, Mohammadi et al. [19] developed two models, namely the delay independent cascade (DIC) model and the delay linear threshold (DLT) model. Compared with the general models, a latent active state is added to these two models. Fan et al. [20] proposed the opportunistic one-activate-one (OOAO) model and the deterministic one activation multiple (DOAM) model. In the OOAO model, everyone can only communicate with one another at the same time; the DOAM model has a broadcasting mechanism. Saito et al. [21] developed the asynchronous IC (AsIC) and asynchronous LT (AsLT) models based on previous work. These learning algorithms can estimate the influence of nodes in a network based on relatively few information diffusion results. Guille et al. [22] also proposed an asynchronous model, called the time-based AsIC model, to simulate the information diffusion. Mohamadi-Baghmolaei et al. [23] added the time and trust factors to the IC model, and proposed a trust-based latency-aware independent cascade (TLIC) model, which considered the trust factor in the IC model for the first time. Liu et al. [24] extend the LT model to establish the diffusion-containment model, abbreviated as D-C model, by incorporating the realistic specialities and characteristics of the containment of competitive influence spread. Other studies [25–28] have improved the classical models in specific aspects as well. Additionally, Ding et al. [29] presented a topologically biased random walk for the diffusion process in social networks, displaying how topological properties affect the diffusion process. Lahiri et al. [30] proposed a
diffusion model based on the genetic algorithm, which assumes that individuals in the networks exchange information with others to improve the value of the information held by themselves. Hajibagheri et al. [31] proposed a particle swarm optimization model (PSO) to simulate the process of information diffusion. Mozafari et al. [32] recognized the fact that in the process of information diffusion, individuals can also receive information from the media in addition to receiving it from neighbors, which inspired his work on a multisource information perception model (MSIP) to simulate the process.

The diffusion process of information on OSNs is closely related to the content, the users, and the structure of the OSNs. Information that matches the users’ background is the most attractive. As the information is time sensitive, the discover time will also be an important factor that may influence the interest of users. However, the macroscopic models, which consider individuals having exactly the same characteristics and the same abilities to influence other users, may ignore the individual differences in the process. Microscopic models focus on the interaction between individuals, but overlook another important factor in the process: information. These micromodels assume that all information shares the same effect on nodes. Individuals may become interested in information when they are activated. However, due to the timeliness of information, individuals tend to receive the latest information, which could explain why the attractiveness of information may vary on account of the discover time.

2.2. Explosive Shock Wave

The explosive shock wave is briefly introduced in Section 2.2. An explosion is a process of physical and chemical changes. At the moment of the explosion, high temperature and high-pressure gas is generated in the core area and rapidly expands and spreads around, forming a strong shock wave in the air. The momentary pressure that exceeds the surrounding atmospheric pressure is called overpressure, and it is one of the most important shock wave effects. The shock wave overpressure decays with distance. The farther from the explosion center, the smaller the peak overpressure and the smaller the damage caused by the explosion, as shown in Figure 1. For a fixed point in space, due to various complicated reasons such as damping, the overpressure value decays with time. A typical attenuation curve is shown in Figure 2. At the moment $T_A$ after the explosion, the pressure in this point suddenly rises to the peak value of overpressure $\Delta P^+$, and then the pressure decays to $P_0$ through $T^+$ time, then reaches the peak value of negative pressure $\Delta P^-$, and finally returns to $P_0$, where $P_0$ is the ambient pressure [33].

![Figure 1. Explosion shock wave overpressure decays with distance.](image-url)
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Figure 1. Explosion shock wave overpressure decays with distance.

Figure 2. Explosion shock wave overpressure decays with time.

According to Henrych classical theory, when an explosion occurs in the air, the peak value of shock wave overpressure $\Delta P^+$ and the value of overpressure $\Delta P$ can be represented by the following formula [34]:

$$\Delta P^+ = \begin{cases} \frac{1.4071}{Z} + \frac{0.554}{Z^2} - \frac{0.0357}{Z^3} + \frac{0.000625}{Z^4} & (0.1 \leq Z \leq 0.3) \\ \frac{0.619}{Z} - \frac{0.033}{Z^2} + \frac{0.213}{Z^3} & (0.3 \leq Z \leq 1) \\ \frac{0.066}{Z} + \frac{0.405}{Z^2} + \frac{0.329}{Z^3} & (1 \leq Z \leq 10) \end{cases}$$ (1)

$$\Delta P(t) = \Delta P^+ (1 - \frac{t}{T^+}) e^{-\alpha t}$$ (2)

$$Z = \frac{r}{\sqrt{W}}$$ (3)

where $W$ is the equivalence of the explosion, which means the power of the bomb; $r$ is the distance from the observation point to the center of the explosion; $T^+$ is the length of time under positive pressure; and $\alpha$ is the decay coefficient of $\Delta P$ during time $t$.

3. Proposed Method

3.1. Information Diffusion Model

In this section, we first specify the definition of the research and then introduce the model, where we focus on three major details: information perception, information evaluation, and information transmission.

Definition 1. An online social network with $N$ users can be represented by a graph $G(V, E, C)$, where $V$ denotes users, where $|V| = N$ and the set of edges $E$ specifies the relationship between users. $C$ is a set of individuals’ characteristics, where $\forall c_i \in C ; c_i$ identifies the characteristics of the individual $v_i$.

Definition 2. The state of the nodes on the online social networks is denoted by the set $S$, where $\forall s_i \in S; s_i$ represents the state of node $v_i$.

Definition 3. The information diffusion process is a sequence of $G$ based on time $P = \{P_1, P_2, P_3 \cdots P_t\}$, where $P_t = (G, S_t)$. $S_t$ specifies the state of all nodes on an OSN at time $t$.

After in-depth analysis of the information diffusion process from one node to another on OSNs, we divide the process into three parts, as shown in Figure 3.
Figure 3. The process of information diffusion consists of three parts: information perception, information evaluation, and information transmission.

Information perception explains how each node on the OSNs receives information. Individuals can receive a wide variety of information released by neighbors. The individual will decide whether to receive based on the closeness of the relationship between the sender and the receiver.

Information evaluation formulates how the node evaluates the information. The individual chooses his own state (such as knowing, like, comment, forwarding, etc.) based on the evaluation result and the state of neighbors. After the individual is activated, the state may continue to change over time.

Information transmission defines how the information received by each node is transmitted to other nodes. This part defines the transmission rules of information. We assume that the higher attractiveness of the information, the larger probability of forwarding by individuals.

In the following, we describe in detail the specific definitions of these three components in our model. Before analyzing in-depth the information diffusion process on OSNs, we were inspired by the explosion shock wave model in physics. The process of information diffusion is similar to the explosion of an information bomb. The influence of the information spreads outward from the source and decays with the propagation distance. The influence of the information is initially large, and then gradually decreases after the individual is affected. Similarly, the peak of the shock wave overpressure decays with distance, and the overpressure at a certain point in space decays with time.

In this case, the value of information represents the equivalent of explosive $W$. The greater the value of the information, the stronger the influence will be. The length of time under positive pressure $T^+$ indicates the forgetting time of an individual. The decay coefficient $\alpha$ represents the degree of aversion to information.

Since distance is proportional to time, $r \propto t$, we assume $r = 0.6 + 0.01 * t$. According to Formulas (1) and (2), we define the value of information influence received by an individual as follows:

$$I_i^+ = \begin{cases} 
\frac{1.4071}{Z^2} + \frac{0.554}{Z} - \frac{0.0357}{Z^2} + \frac{0.000025}{Z^4} & (0.1 \leq Z \leq 0.3) \\
\frac{0.619}{Z^2} - \frac{0.035}{Z^2} + \frac{0.213}{Z^4} & (0.3 \leq Z \leq 1) \\
\frac{0.066}{Z^2} + \frac{0.408}{Z^2} + \frac{0.329}{Z^4} & (1 \leq Z \leq 10) 
\end{cases}$$

(4)

$$I_i(t) = I_i^+(1 - \frac{t}{T^+})e^{-\alpha_i t}$$

(5)

$I_i^+$ represents the maximum influence of information on node $v_i$ and $t$ is the time point when the node $v_i$ is activated. $I_i(t)$ represents the influence of information on node $v_i$ at time $t$; $\alpha_i$ is the characteristic of node $v_i$ and represents the degree of aversion to the information.
The positive pressure action time $T_i^+$ represents the length of time that the individual is affected. The individual’s attention to information is related to the individual’s forget speed, so we define it as follows, $f_i$ represents the feature of node $v_i$:

$$T_i^+ = 100 * f_i$$ (6)

In the information perception part of our proposed model, individuals will trust people who are closely related to them, considering the effects of social communication; the higher the degree of trust, the larger the probability of acceptance. The community is a way to distinguish the degree of closeness, and the internal nodes of the community are close. Previous studies [35] have proved that the more common neighbors between two nodes, the higher the probability that they will exist in the same community. Therefore, the probability that the node $v_i$ accepts the information sent by the neighbor node $v_j$ is defined as:

$$p_{ij}^a = \frac{1 + N_{ij}}{d_i}$$ (7)

where $p_{ij}^a$ indicates the accept probability, $d_i$ represents the degree of node $v_i$, and $N_{ij}$ represents the number of common neighbors about node $v_i$ and node $v_j$.

In the information evaluation part, individuals evaluate the information and update their status based on the evaluation. Due to the different background knowledge and the time of receiving, the evaluations of information will be different. In addition, affected by the herd mentality, individuals tend to maintain the same state with their neighbors, especially those living in the same community. In this work, we define the information evaluation function as follows:

$$M_i^t = I_i(t) = I_i^+ (1 - t/T_i^+) e^{-\alpha_i t}$$ (8)

where $M_i^t$ represents the evaluation value of the received information by node $v_i$ at time $t$ and $N_i$ represents the neighbors of node $v_i$. According to the behavior of the users on OSNs, the result of information evaluation can also indicate the state of the node. The higher the evaluation result, the more active the node will be.

$$s_i^t = 1 - e^{-M_i^t}$$ (9)

Since personal interest in information declines over time and individuals tend to share fresh and higher value information, in the last stage of the process we define the probability of individuals sending information to neighbors as:

$$p_{ij}^s = \frac{I_i^t}{I_i^+} = (1 - t/T_i^+) e^{-\alpha_i t}$$ (10)

where $p_{ij}^s$ specifies the probability of node $v_i$ sending information to node $v_j$.

3.2. Information Diffusion Process

According to the analysis and formulas above, we can employ our model to simulate the process of information diffusion. At the beginning, we randomly assign a different state to each seed node. According to $p_{ij}^s$, each time when a node accepts information, it has a single chance to transmit the information to its inactive neighbors. In the process, if a node decides to accept the information according to the probability of $p_{ij}^a$, it will be a spreader, and simultaneously, its state is updated. Any node has a single chance to spread a piece of accepted information. When the spreader’s attraction to the information fades
away, it then becomes stifled. Finally, when the information popularity fades to \( R(t) \equiv 0 \), the diffusion process ends:

$$ R(t) = \sum_{i=1}^{|V|} M_i^t d_i $$

(11)

where \( R(t) \) indicates the accumulative influence of all the individuals considering their authority and \( d_i \) is the connection degree of the node \( v_i \). The information popularity is a metric, which illustrates the evolution of the diffusion in view of the impact of each user. Algorithm 1 summarizes our proposed model.

Algorithm 1 Information diffusion based on IDBESW model

| Input: An OSN \( G(V, E, C) \), initial state of all nodes \( S_1 \), the Information value \( W \), the queue of seed nodes \( Q_{seed} \) |
| Output: The state of all nodes at the end \( S_t \) |
| 1: while \( R(t) > 0 \) do |
| 2: for \( v_i \in Q_{seed} \) do |
| 3: for \( v_{inactive} \in \text{inactive nodes among } v_i \text{ neighbors} \) do |
| 4: \( v_i \leftrightarrow v_{inactive} \) // \( v_i \) sends information with \( p_{ij} \), \( v_{inactive} \) accepts with \( p_{ji} \) |
| 5: if \( (v_{inactive} \text{ is activated}) \) |
| 6: \( v_{inactive} \rightarrow Q_{seed} \) // add \( v_{inactive} \) in queue |
| 7: end if |
| 8: end for |
| 9: poll \( (v_i) \) // remove \( v_i \) from the queue |
| 10: end for |
| 11: update \( S_t \) |
| 12: end while |

4. Experiments and Discussion

In this section, we conducted experiments to highlight the performance of the IDBESW model, and it is divided into two parts. The first part introduces the datasets used in the experiment and the evaluation measures, while the other part displays and analyzes the experimental results.

4.1. Experimental Setup

The datasets and the evaluation measures used in our experiments are introduced in this section.

4.1.1. Dataset Description

In order to evaluate the performance of the IDBESW model, we carried out different experiments using three real OSNs datasets. Table 1 illustrates the datasets used in the experiments. The second column indicates the common name of the dataset used. The third and fourth columns show the number of nodes and edges of the OSNs datasets used. As shown in the table, we use a different number of nodes and edges. The average degree column indicates the average degree of nodes in the OSN.

Table 1. Dataset description.

| No. | Name   | Nodes | Edges           | Average Degree |
|-----|--------|-------|-----------------|----------------|
| 1   | Facebook | 4039  | 88,234          | 43.7           |
| 2   | Twitter | 81,306| 1,768,149       | 43.5           |
| 3   | Epinions| 75,879| 508,837         | 6.71           |
4.1.2. Evaluation Measure

As we all know, one of the important characteristics of OSNs is the community structure [36]. Nodes in the same community are closely connected, interact frequently, and exchange information smoothly [37]. If the information diffusion model has a more realistic view of propagating information, it should have superior community detection accuracy [31]. Suppose that a person publishes a message on the OSN. As people in the same community have close relationships and higher levels of trust, they may tend to demonstrate a higher probability of receiving information after the propagating process. In this way, a message is given to different seed nodes randomly. Information is spread through the network according to the given information diffusion model. Each time a node accepts information from a neighbor node, the weight of the corresponding edge increases by one. When the process of information spread is over, we can obtain the weights of these edges. After that, these edges can be used to form a weighted network. This weighted network is used as the input of the community detection method. Note that the SLPA [38] algorithm is used for community detection in our experiments. If an information diffusion model can find better communities, then it would be a better information propagation model for OSNs.

In order to evaluate the communities obtained, we use modularity [31] to measure the accuracy of the communities found in the experiment. This measure is the most popular qualitative measure for detecting communities in social network analysis. The higher the modularity is, the finer the discovered communities are. The higher the degree of modularity of the community detection results, the more accurate the community division is. The more accurate the community division, the closer the diffusion process simulated by the model is to reality. The definition of modularity follows:

\[
Q(P) = \sum_{s=1}^{k} \left[ \frac{l_s}{L} - \left( \frac{d_s}{2L} \right)^2 \right]
\]

where \( P \) is the found partition, \( k \) refers to the number of communities, \( L \) is the total number of edges in the social network; \( l_s \) and \( d_s \) are the number of edges and degrees in community \( s \) according to \( P \), respectively.

4.1.3. Baseline Algorithms

We compare the performance of the proposed IDBESW model with several existing models as follows:

Independent Cascades Model (IC): This model is the most classic information diffusion model and is often used as a standard for research and comparison.

Genetic Algorithm Diffusion Model (GAD): This model is an information diffusion model based on the genetic algorithm. Individuals in the network transfer information through crossover operations.

Particle Swarm Optimization Model (PSO): This model maps the individual in the process of information diffusion to a particle, which continuously maximizes its own information value.

Multisource Information Perception Model (MSIP): This model assumes that besides obtaining information from neighbors, individuals can also gain information from the outside, such as radio, TV, etc.

4.2. Result and Discussion

In the first experiment to assess the performance of the IDBESW model, the impacts of \( \alpha \), \( W \), and \( f \) on information diffusion in the Facebook network are illustrated through changing one while fixing the other two factors. The values of \( \alpha \), \( W \), and \( f \) are selected from the corresponding normal distribution. The variance of the normal distribution is set to 0.1, with different mean values set according to the studied interval. The results of these experiments are shown in Figures 4 and 5, illuminating the impact of these factors on the
popularity of the information and the rate of infected individuals. Note that for avoiding randomness in the results, we performed 100 simulations.

**Genetic Algorithm Diffusion Model (GAD):** This model is an information diffusion model based on the genetic algorithm. Individuals in the network transfer information through crossover operations.

**Particle Swarm Optimization Model (PSO):** This model maps the individual in the process of information diffusion to a particle, which continuously maximizes its own information value.

**Multisource Information Perception Model (MSIP):** This model assumes that besides obtaining information from neighbors, individuals can also gain information from the outside, such as radio, TV, etc.

### 4.2. Result and Discussion

In the first experiment to assess the performance of the IDBESW model, the impacts of $\alpha$, $W$, and $f$ on information diffusion in the Facebook network are illustrated through changing one while fixing the other two factors. The values of $\alpha$, $W$, and $f$ are selected from the corresponding normal distribution. The variance of the normal distribution is set to 0.1, with different mean values set according to the studied interval. The results of these experiments are shown in Figures 4 and 5, illuminating the impact of these factors on the popularity of the information and the rate of infected individuals. Note that for avoiding randomness in the results, we performed 100 simulations.
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**Figure 4.** The impact of individual features on the rate of infected individuals in the Facebook dataset: (a) the impact of $\alpha$ on the rate of infected individuals, (b) the impact of $f$ on the rate of infected individuals, and (c) the impact of $W$ on the rate of infected individuals.

Overall, the results indicate that these factors have an important impact on the popularity of information and the rate of infected nodes. We found that $\alpha$ has the greatest impact on the rate of infected nodes. The larger $\alpha$ is, the greater the difference between the information and the individuals, and the fewer infected nodes there will be. Since the individual has the largest probability of sending information when he or she has just received it, when $f$ is small, the increase in $f$ has an obvious impact on the rate of infected nodes. When $f$ exceeds 0.7, the change in $f$ has less impact on the result. Information of different values, $W$, spreads at the same speed, but information with a high value of $W$ lasts for a long time, and the rate of infected nodes increases accordingly. From Figure 5, we can observe that $W$ has the greatest impact on the popularity of information. The higher the popularity of the information, the higher the activity of nodes on OSNs will be. Since $\alpha$ affects the rate of infected nodes, it also has a significant impact on the popularity of information.
Overall, the results indicate that these factors have an important impact on the popularity of information and the rate of infected nodes. We found that $\alpha$ has the greatest impact on the rate of infected nodes. The larger $\alpha$ is, the greater the difference between the information and the individuals, and the fewer infected nodes there will be. Since the individual has the largest probability of sending information when he or she has just received it, when $f$ is small, the increase in $f$ has an obvious impact on the rate of infected nodes. When $f$ exceeds 0.7, the change in $f$ has less impact on the result. Information of different values, $W$, spreads at the same speed, but information with a high value of $W$ lasts for a long time, and the rate of infected nodes increases accordingly.

From Figure 5, we can observe that $W$ has the greatest impact on the popularity of information. The higher the popularity of the information, the higher the activity of nodes on OSNs will be. Since $\alpha$ affects the rate of infected nodes, it also has a significant impact on the popularity of information.

In order to explore the performance of the IDBESW model, the trends of information diffusion among the IDBESW, IC, and the Epidemic models are compared at a macro level. The classic SIR model is chosen as the baseline of the Epidemic model, and we set the model parameters according to [10]. For the IC model, we choose the model of [39], which is an improvement of the IC model that takes personal preferences into account. The results, shown in Figure 6a, indicate the evolution of propagator normalized density for the three models, which represents the trend of information dissemination. We demonstrate an actual event in Figure 6b, the Ferguson event on Twitter [40]. Through careful observation and comparison, the evolution of information diffusion usually reveals a pattern of rise and fall, with a rapid increase and a slight decrease. The experimental results show that the Epidemic model describes the two phases of growth and decline in the process. However, the rise and fall trend is basically the same in the two stages. Second, the IC model can only simulate the rising phase of the diffusion process because it assumes that once a person is activated, the state will remain unchanged. Finally, the model we proposed includes two stages of rapid growth and slow decline in diffusion. This information diffusion model is consistent not only with the diffusion trend described in the literature, but also with the real-world diffusion process, as shown in Figure 6. Therefore, our model would be the more truthfully model that describes the mode of information diffusion.
the model parameters according to [10]. For the IC model, we choose the model of [39], which is an improvement of the IC model that takes personal preferences into account. The results, shown in Figure 6a, indicate the evolution of propagator normalized density for the three models, which represents the trend of information dissemination. We demonstrate an actual event in Figure 6b, the Ferguson event on Twitter [40]. Through careful observation and comparison, the evolution of information diffusion usually reveals a pattern of rise and fall, with a rapid increase and a slight decrease. The experimental results show that the Epidemic model describes the two phases of growth and decline in the process. However, the rise and fall trend is basically the same in the two stages. Second, the IC model can only simulate the rising phase of the diffusion process because it assumes that once a person is activated, the state will remain unchanged. Finally, the model we proposed includes two stages of rapid growth and slow decline in diffusion. This information diffusion model is consistent not only with the diffusion trend described in the literature, but also with the real-world diffusion process, as shown in Figure 6. Therefore, our model would be the more truthfully model that describes the mode of information diffusion.

Figure 6. Comparison of the IDBESW model with traditional models and real diffusion propagation. (a) Comparison between our model with the traditional model using the Twitter dataset. (b) Actual information propagation trends of the Ferguson event in the Twitter dataset.

In addition, we used modularity to evaluate the performance of the IDBESW model and other different models on three real datasets. Table 2 shows the comparison between our model and the other models. Each row in the table represents the modularity accuracy of different models under different datasets. In order to ensure the stability of the results, we simulate 100 times and put the average value as the final result.

Table 2. Comparison of the proposed model with four rival models.

|       | Facebook | Twitter | Epinions |
|-------|----------|---------|----------|
| IC    | 0.54     | 0.47    | 0.03     |
| GAD   | 0.82     | 0.76    | 0.15     |
| PSO   | 0.83     | 0.81    | 0.08     |
| MSIP  | 0.84     | 0.82    | 0.26     |
| IDBESW| 0.87     | 0.84    | 0.42     |
As shown in Table 2, the IDBESW model is superior to other models because it considers the common neighbor nodes. The more common the neighbors are, the closer the relationship between nodes, and the higher the probability of accepting information. The IC model is the weakest in terms of reflecting the community structure. The nodes activated by the IC model have only one chance to spread information, and the probability of information transfer among nodes is completely random. However, for the Epinions dataset, all the model results are worse than the results for the other two datasets. Through the analysis of the datasets, we found that, owing to the sparse network structure of the Epinions, the average node degree is only 6.71, while the average node degree in the Facebook and Twitter datasets is 43.7 and 43.5, respectively.

5. Conclusions

Online social networks are becoming increasingly more important in human life. It enables individuals to share information with others in a timely manner. In recent years, online social networking sites such as Twitter and Facebook have become very popular because they allow people to interact with friends, share information, and disseminate opinions regardless of time and space. A major feature of social networks is to spread information, such as news, rumors, and opinions, through connections between each other. The research on the process of information diffusion has always been a focus in the field of social network analysis, owing to its importance to society and people’s daily lives. Modeling the diffusion of information in the OSNs can make us understand the process of spreading. Although many models of information diffusion have been proposed, additional work needs to be performed to optimize this process.

In this paper, we are inspired by the explosion shock wave and propose an information diffusion model on OSNs. The value of information in the process of diffusion and the social behavior of individuals are taken into consideration. This new model also gains inspiration from the explosive shock wave, which allows each individual to have their own characteristics. Additionally, the effect of forget and the trust within neighbors are considered as well. In order to explore the advantages of our model, many experiments with different settings and specifications were carried out using different datasets. The results show that our model simulates information diffusion closer to the actual spread process on OSNs.

In the future, we would like to continue to conduct research on the analysis of the online social networks based on our current work. One potential expansion is to carry out influence maximization, in which this diffusion model is used to mine influential Top-k nodes. Another potential direction is to perform link prediction on online social networks based on information diffusion.
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