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Abstract

Alterations in the voltage-gated sodium channel Nav.1.1 are implicated in various neurological disorders, including epilepsy, Alzheimer’s disease, and autism spectrum disorders. Previous studies suggest that the reduction of Nav1.1 expression leads to a decrease of fast spiking activity in inhibitory neurons. Because interneurons (INs) play a critical role in the temporal organization of neuronal discharge, we hypothesize that Nav1.1 dysfunction will negatively impact neuronal coordination in vivo. Using shRNA interference, we induced a focal Nav1.1 knock-down (KD) in the dorsal region of the right hippocampus of adult rats. Focal, unilateral Nav1.1 KD decreases the performance in a spatial novelty recognition task and the firing rate in INs, but not in pyramidal cells. It reduced theta/gamma coupling of hippocampal oscillations and induced a shift in pyramidal cell theta phase preference. Nav1.1 KD degraded spatial accuracy and temporal coding properties of place cells, such as theta phase precession and compression of ongoing sequences. Aken together, these data demonstrate that a deficit in Nav1.1 alters the temporal coordination of neuronal firing in CA1 and impairs behaviors that rely on the integrity of this network. They highlight the potential contribution of local inhibition in neuronal coordination and its impact on behavior in pathological conditions.
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Introduction

Information processing in the nervous system depends on the temporal coordination of neural activity within brain networks (Buzsáki 2010). Such coordination is revealed by oscillatory activity in local field potentials (LFP) and is dependent upon the dynamic organization of activity within neuronal microcircuits, where each cell type acts via specific electrophysiological and connectivity principles (Barthó et al. 2004; Klausberger and Somogyi 2008). Therefore, alterations in the fundamental properties of specific cell types should have consequences on network function, leading to cognitive dysfunction (Robbe and Buzsáki 2009). While this notion is emerging as a mechanism...
For neuropsychiatric disorders (Uhlhaas and Singer 2010; Fenton 2015), there is still little experimental evidence supporting it. In epilepsy syndromes, cognitive, attentional, and behavioral deficits that define psychiatric disorders are overrepresented. In addition, seizures and/or epileptiform abnormalities are frequently observed in psychiatric disorders, suggesting that common mechanisms may be at play between these syndromes. The identification of common underlying genetic etiologies or similar cellular mechanisms in models of epilepsy and neuropsychiatric disorders has helped to highlight some of the shared mechanisms.

For example, mutations in the SCN1A gene, encoding the Nav1.1 voltage-gated sodium channel, have frequently been associated with epilepsy syndromes, such as Dravet syndrome (DS) (Catterall et al. 2010), characterized by seizures, cognitive impairment, learning disability, and autistic features. Other neuropsychiatric disorders, including anxiety, autism spectrum disorders (ASD), and Alzheimer disease (AD), have also been associated with Nav1.1 dysfunction (Verret et al. 2012; D’Gama et al. 2015). Finally, Nav1.1 activators are being proposed as potential treatments for schizophrenia and AD (Jensen et al. 2014). In the context of epilepsy, growing evidence suggests that SCN1A mutations play a direct role in cognitive impairments, independently of seizures (Mahoney et al. 2009; Bender et al. 2013; Nabbout et al. 2013; Villeneuve et al. 2014; Passamonti et al. 2015).

A link between Nav1.1 alterations and cognitive/behavioral impairment may be provided by the fact that, although Nav1.1 is expressed in most neuronal cell types, its loss appears to more selectively impact GABAergic neurons. For instance, Bender et al. (Bender et al. 2013, 2016) showed that the Nav1.1 loss of function locally induced in the medial septum disrupted fast-firing neurons activity, thereby dysregulating the septal theta drive on the hippocampus and leading to cognitive impairment. In the context of AD, Martinez-Losa et al. (Martinez-Losa et al. 2018) showed that transplanting INs over-expressing Nav1.1 restores the behavior-dependent modulation of gamma oscillations and behavioral performance in hAPP transgenic mice.

To further understand the mechanisms linking Nav1.1 expression to cognitive deficits and examine the coordination hypothesis, we investigated the effects of SCN1A down-regulation on the CA1 microcircuit in vivo. Hippocampal activity is characterized by spatially modulated firing of hippocampal place cells and their temporal relationships with local theta (θ) and gamma (γ) oscillations. These oscillations enable multiple-timescale organization of place cell assemblies that reflect the temporal organization of spatial memory (Buzsáki 2002; Dragoi and Buzsáki 2006). CA1 place cells, integrators of inputs coming mainly from CA3 and entorhinal cortex (EC), are good indicators of temporal coordination within the hippocampus. Such synchronization is strongly regulated by GABAergic neurons (Klausberger and Somogyi 2008). We hypothesize that the Nav1.1 loss of function, by affecting INs, will impact synaptic integration and timing control of CA1 pyramidal cells, resulting in cognitive impairment independent of seizures. To test this hypothesis, we induced a down regulation of Nav1.1 in the dorsal hippocampus in an RNA interference-based approach. We show that focal, unilateral Nav1.1 knock-down (KD) in the dorsal hippocampus is sufficient to induce deficits in a spatial novelty task which are associated with a decrease in CA1 IN firing rate and phase locking to θ rhythm. These effects lead to alterations in temporal coding properties of pyramidal cells, such as phase precession and compression of ongoing sequences.

Materials and Methods

Overview

About 26 male Long–Evans black-hooded rats (300–350 g) were used for in vivo electrophysiology and behavior analysis. All behavioral, pharmacological, and surgical procedures were done in accordance with the National Institutes of Health guidelines and approved by the University of Vermont Institutional Care and Use Committee. About 14 rats were injected in the right dorsal CA1 with a lentivirus expressing a plasmid expressing GFP and the shRNA sequence (cf. Viral Vector Injections) targeting the Scn1a mRNA (Nav1.1 KD group). About 12 other rats were injected with a control lentivirus carrying only the plasmid expressing GFP (CTR group). Following 2 weeks of recovery, rats were tested in the elevated plus maze (EPM), open field, and a reaction to novelty task. After 1 week, rats were implanted with microdrives, and tetrodes were lowered in the CA1. The electrophysiological signal was recorded while rats were foraging for sucrose pellets in a circular open arena or running in a circular track. Recordings made in the circular open arena were used for basic place cell properties, stability, and phase locking. Recordings made in the circular track were used for phase precession analyses. Electrophysiological data from five CTR and three Nav1.1 KD rats were not exploited because of poor recording quality. Animals were then sacrificed and perfused, and their brains were removed for histological analysis. Three Nav1.1 KD animals were excluded based on the qualitative histological criterion.

Viral Vector Injections

To induce a local KD of Nav1.1, we used a lentivirus carrying an FUGW plasmid expressing either GFP (CTR) or GFP and an shRNA sequence (5’—CCAGAGCGATTATGTGACAAGCATT—3’) targeting the Scn1a gene and driven by a U6 promotor as previously described (Bender et al. 2013, 2016). This sequence was chosen because it was the most efficient to reduce Nav1.1 expression in cultured cell lines and in vivo (Bender et al. 2013). Rats were anesthetized with isoflurane (1.5–3%) and lentiviral vectors were injected into the CA1 pyramidal cell layer of the right dorsal hippocampus. Rats were divided in two groups: a CTR group injected with control viral vector and an Nav1.1 KD group injected with the viral vector containing the shRNA sequence against Scn1a. A total of 4 μL of the viral solution were injected through four injection sites (1 μL per site) at the following coordinates respective to bregma (Paxinos and Watson 2007) (Antero-Posterior: −3/−3.5 mm, Median-Lateral: −2/−2.5 mm, Dorso-Ventral: −3/−2.5 mm) (Fig. 1A). Rats were then allowed 2 weeks of recovery.

Behavior

Behavior was recorded in a 3 m by 4 m room via a USB camera placed on the ceiling, above the apparatus. Tests were performed according to the following sequence.

Open field consisted of a gray painted circular arena (70-cm diameter × 50-cm height). Rats were placed in the center of the arena and left to explore freely for 15 min. Distance traveled and latency to the center zone (defined as a 20-cm diameter) were measured during the first 5 min.

EPM consisted of a 42 × 42 cm plus shaped maze with two of the four arms (East and West facing arms) closed by 40.5-cm high walls. For each trial, rats were placed in the center of the maze.
Figure 1. Viral vector injection and expression. (A) Schematic representation of the four injection sites targeting the right hippocampal CA1 region. (B) Example of CA1 expression in an Nav1.1 KD rat. (a) CA1. cx, cortex; cc, corpus callosum; str.or, stratum oriens; str.pyr, stratum pyramidale; str.rad, stratum radiatum. (b and c) Enlarged views of two regions from (a).

Reaction to novelty task apparatus consisted of a 70 × 70 cm square-shaped arena with 50-cm high walls. Rats were first habituated to the apparatus for 15 min and exposed to a baseline configuration where two different objects were placed in zones A and C as shown in Figure 1B (Expo.). Rats were then returned to their home cage for 5 min, while one of the objects was moved to a new location (Zone B). Rats were placed back in the arena and allowed to explore this novel spatial configuration for 15 min (Test 1: reaction to spatial change). In the following session, the object in zone C was replaced by a new object and rats were allowed to explore again for 15 min (Test 2: reaction to object change). The time spent exploring each zone (defined as the time spent within a 10-cm radius from the object center) was measured during the first 5 min of each session. Performance was measured via a discrimination index (DI) expressed as the time spent near the object of interest divided by the sum of the time spent near the three possible zones. \( T_A, T_B, \) and \( T_C \) correspond to the time spent in zones A, B, and C, respectively. Referring to Figure 1B, we defined as \( DI = T_B/(T_A + T_B + T_C) \) for Test 1 and \( DI = T_C/(T_A + T_B + T_C) \) for Test 2.
Electrophysiological Recording

Two weeks after the first surgery, rats were implanted with eight driveable tetrode microdrives (Versa Drives, Neuralynx) in the hippocampus (CTR, N = 8; Nav1.1 KD, N = 7) under 3–5% isoflurane anesthesia (Lenck-Santini and Holmes 2008). A bigger cranialotomy was performed at the same coordinates as for the viral vector injections and the electrodes aimed at the superficial layer of the neocortex (1.5 mm below dura).

One week later, tetrodes were progressively lowered into the CA1 region of the dorsal hippocampus over a period of a week until the tetrodes reached the cell layer. Rats were trained to forage for food in a circular arena and run between the two ends of a circular track (φ: 90 cm, 300-cm long) for food reward (sugar pellet). Between each session, tetrodes were moved slightly (between 10 and 80 μm) to make sure that we recorded a different set of cells.

Data Acquisition

One red light emitting diode was mounted on the head stage to track the animal location. Position data were sampled at 30 Hz by a CCD camera. The signal from the electrodes was preamplified from the rat head by operational amplifiers mounted as follow-up. The signal was then transmitted through a cable and a rotating commutator. Both electrophysiological signal (0.1 Hz—32 KHz) and rat position were acquired on a Neuralynx acquisition system (Digitalynx SX and Cheetah software, Neuralynx).

Electrophysiological Data Analysis

Unit detection and extraction were performed offline using a custom-built MATLAB® program (Mathworks). The signal from each of the four channels constituting a tetrode was filtered (300–9000 Hz), and unit activity (action potentials, APs) was extracted whenever the signal was larger than a threshold set above background activity (20–50 μV, i.e., 3 SD above the background noise level). To avoid detecting the same unit twice on the same tetrode, a 0.2-ms silent period was set until a new detection was possible. Unit discrimination was performed using Spike Sort 3D software (Neuralynx), and clusters that included cells firing within the 2-ms refractory period around each spike were discarded. To discriminate between putative pyramidal cells and INs (Fig. 2A), we used three parameters: mean firing rate (number of AP by second during 10-min recording session), AP width, and instantaneous firing frequency: that is, the inverse of the peak of the interspike interval (ISI) histogram. Typically, INs from the pyramidal cell layer and its vicinity fire at higher firing rates have narrower APs and larger mean ISI than pyramidal cells. To characterize bouts of higher activity in INs, we first binned spike trains in 5-ms bins, smoothed them using moving average filter with a 50-bin span. Peaks of higher activity were detected when firing exceeded 3 SD above the mean firing of the whole session. The duration of each peak was computed as the distance between the points to the left and right of the peak where the signal intercepts half the peak prominence (see findpeaks function in MATLAB®).

LFP power analysis was performed on 0.1–900 Hz filtered signals using multitaper Fourier transform (Chronux MATLAB® toolbox). For single-unit θ phase modulation, LFP signal was filtered after acquisition in the θ band (5–14 Hz) using a Chebyshev filter. Since θ phase and power vary as a function of depth across hippocampal CA1 (Buzsáki 2002), we had to ensure that tetrode and reference locations remained similar across different recordings and animals. For this reason, we selected only the recordings where tetrodes were in the stratum pyramidale (Str.pyr.) with a silent reference electrode located in the stratum oriens (Str. Or.). To obtain a precise measure for θ phase, we extracted theta episodes only when the θ/δ power ratio was >2.

Phase modulation of neuronal firing. θ phase locking: the θ phase of APs was interpolated from the Hilbert transform of the θ filtered LFP. For each neuron, phase distribution for all APs was constructed using 30-bin histograms (Figs 3 and 4); the strength of θ modulation was computed by constructing a vector from all AP phase distribution and computing its resultant length (R). The preferred direction of AP firing was provided by its circular mean (Fisher 1993). θ and γ modulation indices of individual cells were estimated based on the cells autocorrelogram as in Lopez-Pigozzi et al. (Lopez-Pigozzi et al. 2016). Only cells that fired more than 100 APs during the session were included. Autocorrelograms were subtracted from the mean, and their power-spectral densities were estimated as the absolute value of their fast Fourier transform coefficients. θ and γ modulation indices were computed as the peak power between 6 and 11 Hz for θ and 40 and 90 Hz for γ divided by the quadratic mean of the total 1–40 Hz or 1–90 Hz spectrum.

Putative INs that showed significant θ modulation (as revealed by the Rayleigh test) were further separated into four classes (Fig. 3A) on the basis of their preferred firing θ phase during the pellet chasing task in the arena (Lopez-Pigozzi et al. 2016). Class 1 IN fired at the trough of θ (−15° to 15°), Class 2 at the rising phase (15°–165°), Class 3 at the peak (165°–195°), and Class 4 at the descending phase (195° to −15°).

Place cell spatial properties. In the circular arena, spatial coherence was used to estimate local smoothness of the spatial firing of pyramidal cells. A map (Fig. 5) was constructed using 3D histogram of firing rate relative to position (2 cm/pixel), divided by the time spent in each pixel. To assess the stability of place cells, two maps from consecutive sessions were compared pixel-by-pixel (Muller et al. 1987; Lenck-Santini et al. 2001). A correlation coefficient was calculated between the two maps and then the second map was rotated with increasing angles with the correlation coefficient recalculated for each angle. The correlation coefficient at θ angle (R at θ°), the best correlation coefficient (R-max), and its corresponding angle were used as stability measures (Lenck-Santini and Holmes 2008).

θ phase precession. θ phase precession can be measured as a circular-linear correlation between the θ phase at which a place cell fires and the corresponding rat ongoing location (Fig. 6 A,B). In the circular track, laps were separated between clockwise and counterclockwise directions. The rat position in the track was linearized, and 2D firing rate histograms (2.8-cm pixels) were constructed (Lenck-Santini and Holmes 2008) (Fig. 5B) and smoothed using a nonparametric Kernel (2 bins) via a local weighted regression (Smoothing function, MATLAB®). Place field limits were defined as the first pixel where firing rate exceeded 20% of the firing peak (Schmidt et al. 2009).

Each AP was associated with a linearized distance in the circular track and with the ongoing θ phase. A circular-linear correlation coefficient between an individual neuron AP phase and distance was calculated for each single lap. Only laps where cells fired >5 APs and covered more than 50% of the place field area were considered for analysis (Fig. 6). For each cell,
Figure 2. Nav1.1 KD changes the electrophysiological properties of INs. (A) Pyramidal cell width. (B) Pyramidal cell mean firing rate. (C) IN width. (D) IN mean firing rate.

we also estimated regression parameters between phase and distance. Because phase is circular by nature, we needed to avoid artificially breaking the continuity of the precession cloud. Here, phase values were shifted by 10° steps 36 times and regression was performed for each step. We selected the regression parameters that gave minimal dispersion values around the line (O’Keefe and Recce 1993). Among these parameters, the slope of the regression line provides an estimates of the rate at which precession occurs.

θ sequence compression. Cross-correlograms (CCGs) (Dragoi and Buzsáki 2006) were constructed between the pairs of cells with overlapping fields in the circular track (Fig. 7A,B). CCGs were computed from binned spike times (3- and 1-ms bins for Real and Theta Time, respectively, see below) and normalized so that the autocorrelations at zero lag were identically equal to 1.0. Then, CCGs were filtered in two ways: 1) to detect the time it takes for the rat to go from one place field peak to another, CCGs were filtered with a 20-Hz low-pass filter. Under such filtering, the time at which the major CCG peak occurs corresponds to the time separating the peak activation of both cells (Real Time). 2) To detect the time separating APs of both cells within a θ cycle (Theta Time), CCGs were filtered using a 4–14 Hz bandpass filter. Here, Theta Time was estimated by the time difference between the local CCG peaks that are nearest to the zero lag. When Real Time values were positive, we used the positive peak time after the zero lag; when it was negative, we used the
negative peak time. For analysis, we selected only the pairs with CCGs showing a total probability of cofiring within a 1000-ms time window greater than 0.02. Theta ratio was computed as the Real Time/Theta Time. Theta modulation index was computed as the highest amplitude of the CCG histogram filtered at 4–14 Hz.

**Statistical Analysis**

Differences were considered significant when the P-value of each test was < 0.05. Normality of distributions was tested using the Kolmogorov-Smirnov test.

For behavioral analyses, differences between groups were tested using t tests and discrimination indices for each group were compared to chance performance using one-sample t tests (Inostroza et al. 2013).

For in vivo single unit firing properties, place cell properties, and LFP data, differences between CTR and Nav1.1 KD group were evaluated using the Mann–Whitney test. The activity of a neuron was considered phase modulated when the P-value calculated with the Rayleigh test was ≤ 0.01. The Watson–Williams circular test was used to quantify differences of phase preference between CTR and Nav1.1 KD cell populations (Senior et al. 2008). We used generalized estimating equations (GEEs) (SPSS v24, IBM Corporation) to identify the impact of Scn1a...
Figure 4. Pyramidal cell θ phase locking. (A) θ phase histogram of three different CTR and three different Nav1.1 KD pyramidal cells. (A) Normalized population phase histogram of the entire CTR and Nav1.1 KD pyramidal cell population. Distribution of the preferred firing phase of pyramidal cell population.

Figure 5. Nav1.1 KD affects CA1 place cell properties. (A) Rate map examples of eight simultaneously recorded Place cells in one CTR and one Nav1.1 KD animal. Individual peak firing rates (Hz) are shown above each map. (B) In-field (I.F.) peak firing rate, that is, the peak firing rate of individual place cells inside their place field is increased in the Nav1.1 KD group. (C) Coherence, that is, the correlation between the firing rate in each pixel and its neighbors, is decreased in the Nav1.1 KD group compared with the CTR group.
Figure 6. Nav1.1 KD alters place cell θ phase precession. (A) Illustration of place cell firing as the rat crosses its place field (left). The activity of a CTR place cell is represented on the right during a single run through the field (each vertical bar represents an AP) together with its relationship with the ongoing θ oscillation (below) filtered at different frequencies. (B) Phase-distance plots of the same cell in three individual runs in the same direction and for the whole session, all runs pooled (right). APs (black dots) are represented twice to improve display quality: once with their actual value, the second by adding 360° to their phase value. r: circular-linear correlation coefficient, m: slope of the phase-distance regression line (black line). (C) Cumulative distribution of r (right) and the slope (left) of both groups.

down-regulation on firing rate, θ and γ index across putative IN classes. We also fitted an interaction term to establish whether Nav1.1 KD had different effects, depending on the class of neuron.

For θ phase precession analysis and sigmoid relationship between Distance, Theta Time, and Real Time, we performed multivariable repeated measures regression analysis GEE in order to assume the correct distribution for the data and cluster for animals. The phase precession parameters were the dependent variable, and group (i.e., CTR or Nav1.1 KD) was the predictor. For Theta Time compression, Theta Time was the dependent variable and group was the predictor. Distance or Real Times were used as covariate.
Figure 7. Nav1.1 KD impact place cell θ phase compression. (A) Firing activity of two simultaneously recorded place cells with overlapping fields and ongoing θ activity in the LFP. T: time it takes to run between the two peak fields, t: time separating APs in a single θ cycle. (B) Firing rate histograms (top), θ phase precession (middle), and CCGs (bottom two rows) of two pairs of place cells (CTR—left and Nav1.1 KD—right) with overlapping place fields. CCGs were performed on a Real Time scale (±1 s), with 3-ms bins, and filtered with a 2-Hz low-pass filter (second row from top) and also performed in the Theta Time (±250 ms) scale, that is, using a 14-Hz low pass filter and 1-ms bins. CCG peaks in Real Time and Theta Time scales are closest to zero correspond to T and t firing intervals, respectively, and these values were used in compression analysis. (C) Time compression of place cell sequences. Top row: relationship between inter-field distance (D) and real-time firing difference between cells (T). Middle row: relationship between D and theta-time firing interval between cells (t). Bottom row: real-time (T) versus theta-time (t) firing intervals. Note that, in CTR (left panel), these relationships follow a sigmoid curve that is wider and closer to a linear correlation than in Nav1.1 KD (right panel). (D) Mean CCGs θ modulation amplitude (Theta Mod. Index). CTR: n = 87 pairs, Nav1.1 KD: n = 57 pairs.
Histology and Immunofluorescence

To control for electrode placement, we performed immunofluorescence against GFP to detect the expression of the virus together with 4′,6-diamidino-2-phenylindole (DAPI) staining to visualize the scar left by the tetrodes. Rats were perfused with 0.09% NaCl solution followed by 4% paraformaldehyde (PFA)-NaCl solution. The brains were removed and postfixed in 4% PFA for 4–6 h and then put in a 30% sucrose solution. Brains were embedded in OCT, fast frozen using dry ice, and sections (20 μm) were cut with a cryostat. After 1 h incubation into blocking solution containing 0.1% triton, 5% natural goat serum, and 1% bovine serum albumin in a phosphate buffer saline (PBS) solution, slices were incubated overnight at 4°C with a rabbit anti-GFP antibody (Abcam, 1:1000 dilution). After three rinses with PBS, slices were incubated for 2 h at room temperature with a secondary Alexa 488 coupled goat anti-chicken antibody (ThermoFisher) and DAPI (1:1000 dilution each). The slices were then rinsed three more times with PBS before being mounted between slides and coverslips with Fluoromount mounting media (SigmaAldrich) (Fig. 1A).

Results

Viral Vector Expression Is Restricted to CA1

In order to KD the expression of Nav1.1 in hippocampal CA1 neurons, we performed stereotaxic injections of a virus expressing either an shRNA against Scna1 and GFP or a control expressing GFP alone (Fig. 1A). We initially injected 12 CTR and 14 Nav1.1 KD rats. Immunohistochemical analysis revealed a heterogeneous spread of the virus among animals. Four Nav1.1 KD animals were excluded based on qualitative histological criterion: either no GFP expression was observed in CA1 or GFP expression was detected in more than 10% of the DG neurons. We did not apply histological criterion to CTR, as the viral construction detected in more than 10% of the DG neurons. However, CTR INs were never observed. In some cases, we observed minimal GFP expression in the DG and/or in the fibers of the corpus callosum (Fig. 1B, Supplementary Fig. 1). In addition, four CTR and three Nav1.1 KD were excluded because of electrophysiological recording issues (head stage loss or absence of signal).

In vivo Nav1.1 KD INs Have Wider APs and a Lower Firing Rate

Single-unit recordings were performed 1 week after the implant surgery. Tetrodes were lowered progressively every day until the CA1 layer, characterized by sharp waves associated high-frequency oscillations (140–250 Hz), was reached. In 15 rats (eight CTR rats, seven Nav1.1 KD), 565 units have been recorded in the open circular arena. Based on their waveform and firing characteristics, 178 putative INs (122 CTR and 56 Nav1.1 KD) and 387 putative pyramidal cells (261 CTR and 126 Nav1.1 KD) have been identified. Given that IN waveforms were always recorded with the same tetrode as other pyramidal cells, their cell bodies were likely in the pyramidal cell layer or its direct proximity. This observation restricts the population to Cholecystokinin—CCK and PV expressing basket cells, axo-axonic, bistratified, and ivy IN subtypes.

Because Nav1.1 channels are involved in AP initiation and propagation, we hypothesized that Nav1.1 would affect AP waveforms. The AP width of putative INs was significantly larger in the Nav1.1 KD population than in CTR (Fig. 2C, Supplementary Table 1). To a lesser extent, pyramidal cell AP width was also increased (Fig. 2A).

In agreement with previous studies suggesting a role of Nav1.1 channels in sustaining fast-spiking activity, we found that the mean firing rate of INs was significantly decreased. For INs, there was a significant relationship between firing rate and AP width (GEE; Beta = −3.4, P < 0.001) and the nature of the relationship differed as a function of KD (P = 0.012) with a steeper decline in the Nav1.1 animals. Indeed, for Nav1.1 KD but not CTR INs, AP width was negatively correlated with firing rate (Nav1.1 KD: r = −0.472, P < 0.001; CTR: r = 0.077 ns). In any given cell, the increase of AP width and firing rate is an indication that the decrease in firing rate is a direct consequence of Nav1.1 KD. We found no difference in signal quality between groups (Supplementary Fig.5).

Our data show that the mean firing rates and AP width remain very different between IN and pyramidal cells in mutants, despite Nav1.1 KD, suggesting that our classification criteria are still valid. The proportion of putative INs and pyramidal cells recorded is also similar between groups, again suggesting that we have not misclassified units.

However, IN instantaneous firing rate remained unchanged (Supplementary Table 1, Fig. 2D). To further investigate this change in IN firing, we detected for each cell bouts of increased firing activity (>3SD above the mean. See Materials and Methods). We found that the duration of such periods of increased firing was significantly lower in the Nav1.1 KD group (peak width: CTR: 293.9 ± 11.43 ms; Nav1.1 KD: 254.7 ± 10.69 ms. t-test with Welch’s correction: t = 2.507; P = 0.013, Supplementary Fig. 2). They did not differ in terms of number or normalized peak firing rate. Therefore, Nav1.1 KD INs failed to sustain prolonged firing as compared with CTR. In contrast, we did not find any difference in the mean firing rate nor the instantaneous frequency of pyramidal cells (Supplementary Table 1, Fig. 2A).

Our results therefore suggest that Nav1.1 KD specifically affects IN discharge while preserving pyramidal cell firing rate.

LFP Alterations of θ–γ Modulation in Nav1.1 KD Rats

LFP oscillations at θ and γ frequency and their interaction (i.e., cross-frequency coupling) in the hippocampus have been associated with cognitive performance and information processing (Lisman and Redish 2009; Amemiya and Redish 2018). While CA1 slow and fast γ rhythms reflect the influence of external origins (CA3 and EC, respectively) (Bieri et al. 2014), they are also intrinsically associated with both perisomatic and dendritic GABAergic activity (Mann et al. 2005; Buzsáki and Wang 2012; Lasztóczi and Klausberger 2014; Craig and McBay 2015). Since Nav1.1 KD changes IN activity, it is likely that γ oscillations or θ–γ coordination would also be altered. Interestingly, we did not observe any epileptiform activity nor interictal spikes throughout all electrophysiological recording periods.

There was no significant difference in θ power, peak frequency nor θ/γ ratio between groups (see Table 1 for statistics). In rodents, θ power and frequency are modulated by running speed (Richard et al. 2013). However, there was no difference in speed–θ frequency or speed–θ power correlations (Table 1).

We found no significant difference in γ amplitude or θ–γ power–power co-modulation indices (Supplementary Fig. 3A,B).
However, θ phase-γ amplitude coupling was weaker in Nav1.1 KD than in CTR rats for both slow and fast γ modulation index, CTR: 0.23 ± 0.03, Nav1.1 KD: 0.11 ± 0.03, P = 0.015, fast γ modulation index, CTR: 0.14 ± 0.02, Nav1.1 KD: 0.08 ± 0.02, P = 0.034 (GEE; Supplementary Fig. 3C).

In summary, Nav1.1 KD induced specific alterations of θ/γ modulation but no change in θ rhythm. These results confirm the contribution of IN activity to θ-γ cross-frequency coupling.

### Decreased θ Modulation of IN Firing in Nav1.1 KD Rats

For unit analyses that are related to oscillations, we restricted our cell population exclusively to cells recorded with a silent reference electrode located in the Str. Or. (See Materials and Methods).

Different CA1 pyramidal cell and IN subtypes have been shown to fire at a specific phase of θ oscillations (Klausberger and Somogyi 2008; Mizuseki et al. 2009). Here, we classified INs based on their preferred θ firing phase into four groups (Fig. 3A): those that preferred firing in the trough of θ (CTR: n = 8, Nav1.1: n = 8), the upstroke (Rising: CTR: n = 17, Nav1.1 KD: n = 9), at the peak (CTR: n = 4, Nav1.1 KD: n = 3), and on the downstroke (Descending: CTR: n = 12, Nav1.1 KD: n = 5). Overall the proportion of cells in each class is not significantly different between groups (χ² = 1.7; P = 0.63).

Using GEE including the effect of Nav1.1 KD with neuronal class and firing rate as covariates, we found that Nav1.1 KD IN firing rate was reduced in comparison to CTR INs (CTR: 15.6 ± 2.9 Hz; Nav1.1 KD: 7.5 ± 1.7 Hz; P = 0.014). There was no significant interaction between group and IN class (P = 0.15). We also found that the amplitude of θ modulation of the cell firing rate (θ_i index, θ_i) was reduced in Nav1.1 KD INs (GEE: 0.2 ± 0.02 in CTR; 0.12 ± 0.016 in Nav1.1 KD: P = 0.004). There was no significant interaction between group and IN class (P = 0.15).

Because the computation of the θ_i depends on the number of APs emitted by the cell, it is influenced by the cell firing rate. This was also confirmed by our GEE approach where rate significantly influenced θ_i (P < 0.001). We therefore included a correction for firing rate as a confounder in our θ_i analyses. After adjusting for firing rate, θ_i was still reduced in Nav1.1 KD INs (CTR = 2.89 ± 0.3; Nav1.1 KD = 1.88 ± 0.23 in; P = 0.008). There was a significant interaction between group and IN class (P = 0.014), with the effect of Nav1.1 KD on θ_i being different between Trough firing-IN versus Descending-IN or Rising-IN (Fig. 3C).

In contrast, there was no effect of Nav1.1 KD on IN modulation by γ oscillations (data not shown) and ripple modulation of unit firing did not differ between groups (Supplementary Fig. 4).

To summarize, θ modulation of single unit firing was decreased in Nav1.1 KD INs. This alteration was different depending on the subclass of IN considered.

### Nav1.1 KD Changes Pyramidal Cell Preferred θ Firing Phase

While CTR pyramidal cells were more likely to fire during the rising phase of local θ oscillation, Nav1.1 KD pyramidal cells preferentially fired during the descending phase (Fig. 4A,B: CTR: 60.2° ± 13° = 0.18 ± 0.008; Nav1.1 KD 251.5° ± 38° = 0.17 ± 0.012, P < 0.001 (William–Watson test)). As previously shown (Mizuseki et al. 2009), we observed a variability in terms of preferred θ firing phase within CA1 cells (Fig. 4B, left, top, and bottom).

### Alteration of Nav1.1 KD Place Cell Properties

IN activity is critical for the regulation of place cell activity (Grienberger et al. 2017). Since Nav1.1 KD affects IN firing properties, we investigated the consequences of such alterations on place cell properties (Fig. 5, see Table 2 for statistics). Pyramidal cell spatial coherence was significantly decreased in the Nav1.1 KD population. Although place field size was not affected, the peak firing rate within the field was significantly increased (Table 2). Place cell stability, measured as the correlation coefficient between rate maps constructed from two consecutive sessions (see details in Materials and Methods) was not different between the two groups (Table 2).

### Reduced θ Phase Precession of Nav1.1 KD Place Cell Firing

To assess whether changes in IN firing properties could affect pyramidal cell temporal organization, we investigated θ phase precession (O’Keefe and Recce 1993; Skaggs et al. 1996; Dragoi and Buzsáki 2006). Single unit recordings were performed in rats

---

### Table 1 LFP properties in the circular track (values are expressed by mean ± SEM, P-value: GEE)

|        | N  | n sessions | θ/γ ratio | speed (cm/s) | θ frequency/speed (cm⁻¹) |
|--------|----|------------|-----------|--------------|--------------------------|
| CTR    | 5  | 19         | 3.8 ± 0.4 | 29.3 ± 1.9   | 0.13 ± 0.02              |
| Nav1.1 KD | 5 | 14         | 3.2 ± 0.4 | 26.3 ± 1.2   | 0.19 ± 0.04              |
| P-value |    |            | 0.246     | 0.393        | 0.188                    |

### Table 2 Place cell properties in the circular open arena (values are expressed as mean ± SEM, P-values were obtained using the Mann–Whitney test)

|        | N  | n  | Coherence | Place field size (cm²) | In field peak firing rate (Hz) | R-max* | R at 0** |
|--------|----|----|-----------|------------------------|--------------------------------|--------|----------|
| CTR    | 7  | 169| 0.331 ± 0.013 | 148 ± 12.34 | 4.34 ± 0.15 | 0.273 ± 0.012 | 0.17 ± 0.01 |
| Nav1.1 KD | 7 | 59 | 0.283 ± 0.018 | 153.4 ± 14.13 | 5.18 ± 0.35 | 0.282 ± 0.016 | 0.2 ± 0.02 |
| P-value |    |    | 0.021      | 0.391          | 0.047              | 0.347              | 0.07     |

*R-max: correlation coefficient maximum between two maps.
**R at 0: correlation coefficient without rotation.
running in a circular track (Fig. 6A,B). Here, five CTR and five Nav1.1 KD rats were used and 376 units were recorded (250 CTR and 126 Nav1.1 KD). About 210 place cells were recorded in the track (144 CTR and 66 Nav1.1 KD, see Table 3). As for the open circular arena, there was no difference in place field size or in the number of place fields per cell (See Table 3, CTR 17% having 2 fields, Nav1.1 KD 26% having 2 fields, Fisher exact test, ns). For further analysis, we only selected place fields with >50 AP per direction (CTR: 186 fields in 85 cells, Nav1.1 KD: 51 place fields in 46 cells).

On a session-by-session basis, θ phase precession was altered in the Nav1.1 KD group as compared with CTR. The mean correlation coefficient by group was decreased (CTR: 0.448 ± 0.022, Nav1.1 KD: 0.390 ± 0.025, P = 0.016, GEE on Fischer transform), and the slope of the linear-circular regression line was also decreased (CTR: −122.9 ± 6.3, Nav1.1 KD: −105.2 ± 4.6, P = 0.036, GEE). It has been shown that measuring θ phase precession on a trial-by-trial basis gives a better measure of the phase precession quality and reliability (Mehta et al. 2002; Schmidt et al. 2009; Feng et al. 2015) (Fig. 6B). The percentage of trials with a significant θ phase precession was significantly decreased in the Nav1.1 KD group (CTR: 464/1071 trials, 43.3%, Chi-square = 10.11, ns). Further analysis, we only selected place fields with >50 AP per direction (CTR: 186 fields in 85 cells, Nav1.1 KD: 51 place fields in 46 cells).

The mean correlation coefficient by group was decreased (CTR: 31.4 ± 0.4, Nav1.1 KD: 31.7 ± 2, P = 0.05, GEE performed on Fischer transform), and the slope of the linear-circular regression line was also affected (CTR: −122.9 ± 6.3, Nav1.1 KD: −105.2 ± 4.6, P = 0.036, GEE). It has been shown that measuring θ phase precession on a trial-by-trial basis gives a better measure of the phase precession quality and reliability (Mehta et al. 2002; Schmidt et al. 2009; Feng et al. 2015) (Fig. 6B).

A session-by-session basis, θ phase precession was altered in the Nav1.1 KD group as compared with CTR. The mean correlation coefficient by group was decreased (CTR: 0.448 ± 0.022, Nav1.1 KD: 0.390 ± 0.025, P = 0.016, GEE on Fischer transform), and the slope of the linear-circular regression line was also decreased (CTR: −122.9 ± 6.3, Nav1.1 KD: −105.2 ± 4.6, P = 0.036, GEE). It has been shown that measuring θ phase precession on a trial-by-trial basis gives a better measure of the phase precession quality and reliability (Mehta et al. 2002; Schmidt et al. 2009; Feng et al. 2015) (Fig. 6B).

θ phase precession was observed in IN both in CTR and Nav1.1 KD groups. However, the quantitative comparison of IN phase precession between groups could not be performed because of the following biases. On the one hand, IN have multiple place fields that can only be detected based on phase precession patterns (Maurer et al. 2006). On the other hand, phase precession is normally quantified within place field limits, which cannot be uniquely delineated from firing rate changes in INs. That said, visual inspection of phase precession patterns for INs suggested that they did not differ between groups.

In summary, θ phase precession was altered in Nav1.1 KD pyramidal cells but could not be assessed in INs.

Loss of θ Sequence Compression between Nav1.1 KD Place Cells

To further study the temporal coding alterations, we looked at θ sequence compression by performing CCGs between pairs of place cells with overlapping fields (see Materials and Methods, Fig. 7A,B). We observed no difference in the mean compression factor between groups (CTR: 10.8 ± 1.3, Nav1.1 KD: 11.1 ± 1.7 P = 0.877, ns). However, the shape of the sigmoid that fits Real Time lag with Theta Time lag or the distance with Theta Time lag differed significantly (Interaction Group × Real Time lag: P < 0.0001, Group effect: P = 0.011; Interaction Group × Distance: P = 0.013, Group effect: P = 0.037, GEE; Fig. 7C). Similarly, the slopes of the associated linear correlation in the central region differed between groups (CTR slope = 0.1207 ± 0.02, Nav1.1 KD slope = 0.09393 ± 0.02). In the Nav1.1 KD group, the linear part of the sigmoid only spans small distances, suggesting a failure to encode longer distances within a θ cycle. Finally, the θ modulation of CCGs was weaker in Nav1.1 KD than in CTR pairs (CTR index = 0.0160 ± 0.0007, Nav1.1 KD index = 0.007 ± 0.0006, P < 0.0001, Fig. 7D).

Decreased Performance in the Reaction to Spatial Novelty Task

We investigated the effect of the focal, dorsal CA1 Nav1.1 KD on behavioral performance. Behavioral assays were performed 2 weeks after viral vector injections. Results are presented in Figure 8.

Open field (Fig. 8A) and EPM (Fig. 8B) were done to assess locomotor activity and anxiety level. In both tests, distance traveled did not differ significantly between CTR and Nav1.1 KD rats. In the open field, the latency to- and time spent in the center zone did not differ between groups. There was no difference in the number of entries in open versus closed arms in the EPM. Finally, during the first exposure to the reaction to novelty task apparatus (Epo), distance traveled did not differ between groups. Therefore, Nav1.1 KD rats did not exhibit locomotion deficit or stress and anxiety behavior (Fig. 8D).

In the second session of the reaction to novelty test (Test 1: Spatial change, "Where"), CTR rats showed a preference for the moved object, with a tendency to spend more time exploring in zone B compared with zone C (one-way ANOVA, P < 0.001, Tukey’s multiple comparison, (B vs. A) P < 0.001, (B vs. C) P = 0.122, (A vs. C) P < 0.05). In contrast, Nav1.1 KD rats showed no preference for any location. The place DI was significantly higher in CTR than in Nav1.1 KD rats (Mann–Whitney test, P = 0.0159); the Nav1.1 KD rats performed at chance level (t = 1.09, P = 0.33, ns), while CTR group was significantly better than chance (t = 6.5 P < 0.005, Fig. 8D). In the third session (Test 2: reaction to identity change; "What"), both groups increased their exploration of zone C. Place DI and the object recognition index showed no differences between CTR and Nav1.1 KD groups (CTR: t = 5.8, P < 0.005, Nav1.1KD: t = 4.5, P < 0.05, Fig. 8E).

Altogether, these results suggest that Nav1.1 KD rats had a specific spatial memory deficit but that memory for objects, which is not hippocampal dependent, was intact.

Discussion

In this study, we show that focal, unilateral Nav1.1 down-regulation in a portion of dorsal hippocampus impairs the
Figure 8. Nav1.1 KD impairs performance on a reaction to novelty task. (A) Open field. Left panel: number of entries in the center zone. Middle panel: Latency to reach the center zone. Right panel: number of entries in open arms. Middle panel: number of entries in closed arms. Right panel: total number of entries. (B) Reaction to novelty experimental procedure. Expo: exposure to the environment. Test 1: reaction to spatial change, one object is moved. Test 2: reaction to object change, one object is replaced by a new object. A–C zones represent the area where the exploration time is quantified. (D) Reaction to spatial change (“Where”). Middle panel: mean time spent in each zone during Test 1. CTR (N = 5), Nav1.1 KD (N = 5). Right panel: DI. DI is significantly reduced in Nav1.1 KD group compared with CTR. (E) Reaction to object change (“What”). Middle panel: mean time spent in each zone during Test 2. Right panel: DI is not different between both groups. (F) *P < 0.05, t-test.
reaction to spatial novelty, place cell quality, phase precession, and temporal compression, processes believed to be critical for the organization of spatial memory representations.

Overall, our results confirm the hypothesis that Nav1.1 plays a vital role in cognitive impairment, independently of other confounding factors associated with neurological disorders such as AD or DS. These findings lend support to the idea that treatments targeting Nav1.1 expression or function in these syndromes could be a valuable therapeutic target (Jensen et al. 2014; Martinez-Losa et al. 2018).

Nav1.1 KD Affects IN Activity

In the central nervous system, Nav1.1 is expressed in both GABAergic neurons and pyramidal cells; however, alterations in its expression are believed to affect mostly the excitability of INs (Yu et al. 2006; Ogiwara et al. 2007; Cheah et al. 2012; Dutton et al. 2013) by decreasing their capacity to produce APs at high frequency or under strong depolarization.

It has been shown that both PV and somatostatin (SOM) INs express Nav1.1 and that their firing properties are affected by Nav1.1 alteration (Tai et al. 2014). In agreement with the literature, we found that Nav1.1 KD induced by RNAi in vivo affects the intrinsic firing properties of INs. Following Nav1.1 KD, putative INs isolated based on their waveform morphology showed a decreased firing rate and a weaker phase modulation. In turn, pyramidal cells fired at an opposite phase than expected had a weaker phase precession and an abnormal compression of temporal sequences. We propose that such changes in pyramidal cell firing dynamics are the consequence of IN dysfunction.

It is still unclear whether and how Nav1.1 KD directly affects pyramidal cells in pathological conditions. In rodent models, while Nav1.1 is expressed in pyramidal cells, its loss of function appears to have no electrophysiological consequence on freshly dissociated pyramidal neurons from heterozygous Nav1.1 KO mice (Yu et al. 2006). This is not surprising since physiologically, pyramidal cells do not fire at high frequency and only fast spiking activity seems to be affected by Nav1.1 KD. On the other hand, the seizure phenotype is more severe in mice carrying a targeted Scn1a deletion in GABAergic IN than in constitutive knockout mice. This suggests that, when pyramidal cells are driven to fire at high frequency under pathological conditions, Nav1.1 deficits in pyramidal cells may have a seizure protective effect (Cheah et al. 2012). Yet studies using human induced pluripotent stem cells derived from DS patients have shown mixed results. Some studies show that excitatory cells have increased sodium current (Liu et al. 2013), whereas others, more in accordance with rodent models, suggest a disinhibition mechanism (Han et al. 2012; Higurashi et al. 2013). Our results, showing a selective decrease in IN but not in pyramidal cell firing rate, also support the idea of disinhibition following Nav1.1 down-regulation.

Hippocampal INs form a highly heterogeneous family with distinct physiological and network properties. Owing to these properties, each subclass plays a specific functional role in the network. For instance, fast-spiking, perisomatic-projecting INs directly influence the timing of pyramidal cell discharge, while dendritic-targeting INs influence inputs to the cell. Interestingly, IN subclasses are differentially modulated by θ oscillations. While some INs are not modulated by θ oscillations (Czurkó et al. 2011), others such as PV-, CCK-basket cells, Orios-Lacunosum Moleculare (OLM), or bistratified cells fire at specific phases of θ. It is therefore believed that each subclass differentially influences hippocampal network dynamics thereby affecting information processing. By extension, there is growing evidence that alterations of specific IN types could have important network and behavioral consequences. For example, in animal models of temporal lobe epilepsy (Lopez-Pigozzi et al. 2016), it has been shown that hippocampal PV IN properties are altered and that such alteration are associated with θ and γ rhythm disturbances as well as episodic memory deficits. Computational models and in vitro studies suggest that both IN activity and the local θ phase at which they discharge are critical. Indeed, these parameters determine the temporal organization of inhibition into the different pyramidal cell compartments, thereby modulating pyramidal cell activation and synaptic plasticity via spike timing dependent plasticity (Cutsuridis and Hasselmo 2012; Lovett-Barron et al. 2012; Hasselmo and Stern 2014). In favor of this hypothesis, in vivo optogenetic silencing of PV INs (Royer et al. 2012) induces changes in place cell firing rate inside but not outside the place field and shifted the preferred θ phase of the place cell from the peak to the trough. In contrast, SOM IN silencing specifically altered pyramidal cell bursting properties. Since histological and morphological IN subtype identification is not possible in extracellular recordings, we can only speculate about the IN subtype being recorded. Likewise, we do not have control over the neuronal types being infected by the RNAi viral vector and it is possible that INs in the Str. Radiatum or Str. Lacunosum Moleculare have also been infected and may affect circuit coordination. Nevertheless, the INs we recorded concomitantly with pyramidal cells in CA1 were likely located in the Str. Pyramidalde and to a certain extent in the Str. Orios, restricting their possible identity to specific basket cells, axo-axonic, bistratified, and ivy cells. The putative INs that we recorded were individually found to fire preferentially at various phases of θ, reflecting their heterogeneity. While the proportions of cells found in each phase category did not change significantly, there was a noticeable reduction in the number of cells recorded in Nav1.1 KD animals, particularly in the IN subtypes firing at the rising and descending phases of θ (likely CCK and PV basket cells, respectively). There was also an overall decrease in firing rate and θ modulation in remaining INs. In addition, Nav1.1 KD induced an increase in the firing rate of pyramidal cells selectively inside but not outside place fields and a shift of pyramidal preferred phase towards earlier phase, a result similar to those of Royer et al. (Royer et al. 2012) after PV IN optogenetic inactivation. We did not observe any change in pyramidal cell bursting, suggesting an intact SOM IN activity. However, interpreting changes in the firing properties of specific cell types in functioning/in-vivo networks are also difficult because each neuron subtype interacts with other subtypes both directly and indirectly (Acsády et al. 1996; Tsodyks et al. 1997; Stark et al. 2013). In addition, it is possible that, such as pyramidal cells, IN subtypes changed their preferred firing phase after Nav1.1 KD, therefore falling in a different category.

The modulators of θ frequency and amplitude are located outside CA1 (Vertes et al. 2004). We only targeted CA1 for Nav1.1 KD; it is therefore likely that the differences observed in single unit θ phase modulation are not caused by extrahippocampal deficits nor by a bias in θ phase extraction in one group compared with the other but rather by intrahippocampal Nav1.1 reduction.
**Nav1.1 KD Affects Pyramidal Cell θ Phase Precession and Phase Compression**

Place cell θ phase precession was observed in fewer place cells and in fewer trials after Nav1.1 KD. The slope and the correlation coefficient of the circular-linear regression also decreased. CA1 θ phase precession is a complex phenomenon, likely depending on two major components (Fernández-Ruiz et al. 2017). The first component is the dual but delayed influence of CA3 and EC inputs to the pyramidal cell. The second component is the delayed effect of OLM and PV IN modulation on distal dendrites versus proximal dendrites and soma of pyramidal cells, respectively. Under this view, INs mainly modulate EC and CA3 inputs and, therefore, the shape of the precession. In our case, since we induced a focal Nav1.1 KD in CA1 and that both EC and CA3 were not infected, we can rule out a direct Nav1.1 KD effect on the first component. However, there is still a possibility that the impact on CA1 pyramidal cell excitability could affect their response to incoming inputs. We think that the second component, that is, alterations of OLM and PV IN modulation of pyramidal cell inputs, is the most likely.

Another critical CA1 hippocampal function is the ability to organize cellular activity representing episodes of few seconds into individual θ cycles. While computational models suggest that IN function is critical for such sequence organization (Cutsuridis and Hasselmo 2012; Hasselmo and Stern 2014; Chawick et al. 2015), it has never been demonstrated in vivo. To investigate this phenomenon, we examined pairwise correlations between place cells with overlapping fields. As others (Skaggs et al. 1996; Dragoi and Buzsáki 2006) have showed, we found that there was a significant correlation between the distance separating the peaks of pairs of cells with overlapping fields and the spiking interval between the cells within θ cycles. Including large interfield distances, this relationship was taking the shape of a sigmoid. Under Nav1.1 KD, this sigmoid was shorter and reached its asymptote earlier. This suggests that distance was poorly represented within θ cycles and that the maximal distance to be represented was shorter. Importantly, there was no difference in terms of θ frequency and power between groups. Rather, theta modulation of CCGs decreased significantly. Therefore, we conclude that it is the coordination of pyramidal cell discharges with regard to θ, that is, the pyramidal cell phase shift, that influences the sigmoid shape, rather than θ itself being altered in the Nav1.1 KD group.

**Behavioral Consequences of Focal Nav1.1 KD**

Overall, electrophysiological changes show that place cell spatial precision and temporal organization are altered by Nav1.1 KD resulting in degraded spatial and distance representations. However, those representations persist since place cells are present in our Nav1.1 KD group and they still show θ phase precession and θ compression, albeit degraded. Furthermore, the viral infection was contained unilaterally in the right dorsal hippocampus of adult rats. Nav1.1 KD rats showed behavioral impairment in the spatial component of the novelty recognition task. Interestingly, this impairment cannot be interpreted as a total forgetting of spatial information based on the inability to notice the object location change but rather as a more subtle effect where Nav1.1 KD rats persisted in exploring the previous location of the moved object. This is in line with previous studies showing that, unlike CA3 or global hippocampal lesions, neither dorsal- nor ventral-selective CA1 lesion altered the performance in a novelty recognition task in rats (regardless of the nature of the change: odor, spatial, or visual). Unfortunately, we cannot compare our results further, as those studies do not take into account the exploration of the previous location of the moved object. Nevertheless, others have shown that CA1 lesioned rats were impaired in temporal ordering tasks emphasizing the importance of CA1 for the temporal organization of spatial information (Hoge and Kesner 2007). It is tempting to conclude that our behavioral result confirms a place/distance representation alteration by Nav1.1 KD as suggested by our θ phase compression data.

However, one cannot exclude that some of the behavioral changes observed also result from the impact of these local network alterations on long-range connectivity and on the function of other circuits. For instance, although the change in θ phase precession and place cell dynamics is indeed expected to contribute to spatial learning deficits, the local manipulations in the dorsal hippocampus could also affect other brain states (i.e., perturb sleep-wake cycles, altered sleep-related memory consolidation (Khodagholy et al. 2017) that, in turn, may also contribute to the spatial learning impairments.

**Conclusion and Significance Regarding Neurological Disorders**

In this study, Nav1.1 KD is not intended to be a model of any specific neurological disorder. In DS, genetic alterations impair Nav1.1 function in the whole brain and throughout development. In AD, amyloid beta and phosphorylated tau accumulate in many brain areas leading to a multitude of physiologic effects (one of which has been shown to be reduced sodium channel expression) and ultimately neuronal death. In contrast, here, we have selectively altered Nav1.1 expression in the dorsal hippocampus in adult rats. This approach has allowed us to evaluate formally how Nav1.1 knockdown leads to a microcircuit disruption in a brain structure that is critically important for spatial cognition and, therefore, better understand its normal function in such networks. By extension, our results demonstrate that the function of Nav1.1 is essential for the integrity of such networks and imply that the loss of function could similarly affect these networks in disease models.

Overall, our study shows that local KD of Nav1.1 in CA1 is sufficient to impair IN excitability and the temporal organization of their firing with regard to theta oscillations. The consequence of this impaired inhibition is a dysregulation of CA1 microcircuits leading to an alteration of place cell temporal coordination and impaired spatial memory. In a snowball-like effect, one can imagine that such temporal discoordination may prevent the optimal integration of place cell signal in downstream structures such as the subiculum (Kim et al. 2012). Such a scenario, amplified in the context of more regional Nav1.1 alterations (such as in the hippocampal down-regulation observed in AD) or in a whole brain SCN1A mutation (such as in DS or ASD), could explain the catastrophic behavioral and cognitive phenotypes observed in Nav1.1-related neurological syndromes. While our results suggest a direct effect of Nav1.1 KD on network function and behavior, caution should be taken not to misinterpret these results and consider that, in terms of DS, for example, the impact of other factors, such as seizures, is not important. To the contrary, we have proposed that both seizures and the sodium channel function are relevant for cognitive impairment and that their effects may be multiplicative. In a recent study, Salgueiro-Pereira et al. (Salgueiro-Pereira et al. 2019) induced, at the age of disease onset, a series of short
seizures in mice carrying a Scn1a mutation with a mild/asymptomatic phenotype. Seizure-exposed Scn1a mice, but not controls, developed severe DS-like phenotypes, such as spontaneous seizures and cognitive impairment. Therefore, seizures occurring in a context of a mutation can have multiplying effects on cognitive impairment. Nevertheless, the results of our current and past studies (Bender et al. 2013, 2016) show that Nav1.1 KD has a direct effect on network function. Therefore, treatments focusing on neuronal coordination in addition to seizure suppression may be beneficial. As an illustration, Han et al. (2012) showed that enhancing GABA-mediated signaling (with clonazepam) in Scn1a +/- mice rescued autistic-like behaviors and cognitive comorbidities, demonstrating that these deficits are at least in part due to reduced GABAergic tone.

Overall, our results highlight the direct role of Nav1.1 in IN fast spiking activity and the impact their dysregulation can have at the network and behavioral levels. By extension, our study provides support for the neuronal coordination hypothesis and highlights the critical role of INs in this process. We propose that similar mechanisms, characterized by alterations of the neuronal syntax (Buzsáki and Watson 2012; Barry et al. 2016), are at play in several neurological and psychiatric disorders and may explain the phenotypic overlap between them.
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