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Abstract

Mental and behavioural disorders introduce a significant burden on society, estimated to account for 12% of the global burden of disease, with approximately 450 million suffering from them every day, and only a small number of those getting any treatment. The situation will worsen with time, with unipolar depressive disorders predicted by the World Health Organisation to become the leading cause of disabilities by 2030.

Mental disorders affect primarily the mind and the brain, leading to pathological changes in emotions or cognition. Although clinical manifestations of different mental disorders may vary, Liddle et al. suggested five principal symptom dimensions, including reality distortion, disorganisation, psychomotor, mood and anxiety dimensions. For assessment of symptoms in clinical practice, the structured clinical interview, alongside standard questionnaires are used, but in many cases are not providing a reliable and objective diagnostic tool due to the complexity of the assessed phenomena.

Activity and motion analysis has the potential to be used as a diagnostic tool for mental disorders. However, to-date, little work has been performed in turning stratification measures of activity into useful symptom markers. The research presented in this thesis has focused on the identification of objective activity and behaviour metrics that could be useful for the analysis of mental health symptoms in the above mentioned dimensions. Particular attention is given to the analysis of objective differences between disorders, as well as identification of clinical episodes of mania and depression in bipolar patients, and deterioration in borderline personality disorder patients.

A principled framework is proposed for mHealth monitoring of psychiatric patients, based on measurable changes in behaviour, represented in physical activity time series, collected via mobile and wearable devices. The framework
defines methods for direct computational analysis of symptoms in disorganization and psychomotor dimensions, as well as measures for indirect assessment of mood, using patterns of physical activity, sleep and circadian rhythms.

An extensive mHealth software tracking system was constructed, and data collected from over 100 individuals. Using the developed framework, the accuracy of differentiation between healthy controls and bipolar disorder was 67%, healthy controls and borderline personality disorder 70%, and bipolar vs. borderline personality disorder 80%. For identification of clinical states of euthymia, mania and depression the accuracy of differentiation of euthymia and mania was 80%, euthymia and depression 85% and mania and depression 90%, when using leave-one-out cross-validation. For personalised mood models, the mean absolute error of symptom scores estimation was in the range of 1.36 to 3.32 points, this corresponds to the ranges reserved in psychiatric questionnaires for a unique identifiable mood state (4-5 points).

Finally, the methods were applied to a new data set (schizophrenia patients and matched controls) and were shown to be 95.3% accurate using leave-one-out cross-validation at classifying the cohort. Both physiological as well as activity features were relevant for classification of this cohort, and so the hypothesis that heart rate added additional predictive power was tested. The combination of HR and locomotor activity features provided almost a 10% increase in classification accuracy above using locomotor features alone, and almost a 17% increase over using heart rate based features alone.

The approach of computational behaviour analysis, proposed in this thesis, has the potential for early identification of clinical deterioration in ambulatory patients, and allows for the specification of distinct and measurable behavioural phenotypes, thus enabling better understanding and treatment of mental disorders.
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Glossary

• Affect - the experience of feeling or emotion, usually indicated by facial, vocal or gestural behaviour.

• Actigraphy - non-invasive method of capturing rest and activity patterns using electronically recorded activity from a wearable unit (actigraph).

• Activity count - unit of activity measurement by an actigraph.

• Accelerometer - a device measuring g-force, including both acceleration and gravity components.

• Bipolar disorder - a mental disorder characterised by periods of elevated and depressed mood.

• Borderline personality disorder - a personality disorder characterised by unstable mood, behaviours, relationships and self-perception.

• Catatonia - a state of motor immobility or stupor, often present in schizophrenia.

• Circadian rhythm - a biological process with oscillations of about 24 hours.

• Chlorpromazine - antipsychotic medication, primarily used in schizophrenia.

• Dynamic programming - a method of solving a complex problem by breaking it down into a set of simpler sub-problems, and re-using solutions of those.

• Dysphoria - a severe state on unease or dissatisfaction.

• Entropy - a measurement of the disorder or randomness of a system.

• Euthymia - a relatively asymptomatic state in mood disorders.

• Impulsivity - a psychological construct, describing tendency to act on the spur of the moment.

• Imputation - substitution of some value for missing data.

• Locomotor activity - a variety of methods animals or humans use to change their location.

• Metabolic equivalent (MET) - measure of the intensity of physical activity, where 1 MET is the amount of energy produced by a person seated at rest.
• Mixed state - a state with simultaneous manifestation of symptoms of depression and mania (usually in bipolar disorder).

• Negative symptom - in schizophrenia, a deficit of normal emotional reactions or other behaviours.

• Sleep apnoea - a sleep disorder, characterised by pauses or severe shallowness in breathing.

• Pieso-electric - an effect of accumulating electrical charge in material in response to mechanical stress.

• Positive symptom - in schizophrenia, a symptom that can be described as behaviour usually not present in normal people (such as hallucinations).

• Psychophysiology - branch of psychology, studying physiological bases of psychological processes.

• Psychomotor - a behaviour, represented in change of physical activity patterns originated from mental processes.

• Schizophrenia - a mental disorder characterised by reality distortion.

• Schizoaffective disorder - a mental disorder characterised by the presence of symptoms of both schizophrenia and mood disorder.

• Stationarity - a property of a system, described by stability of statistical characteristics over time.

• Symptom - a departure from a normal function noticeable by a patient (as opposite to observed by clinician only).

• Syndrome - a combination of symptoms and signs, correlated with each other and a specific disease.

• Transcendental - a phenomena, independent of experience.

• Unipolar depressive disorder - a mental disorder, characterised by a severe and persistent low mood.

• Zeitgeber - an external stimulus that synchronises an organism’s biological rhythms to 24 hour cycle.
Chapter 1

Introduction

1.1 Motivation

Mental and behavioural disorders place a significant burden on society, estimated to account for 12% of the global burden of disease, with one in four people experiencing mental health problems during their lifetime and an estimated 450 million suffering from them every day, although only a small fraction receive treatment, due to the lack of diagnosis (Sayers, 2001). The situation is predicted to get worse with time, and according to the World Health Organisation Global Burden of Disease report unipolar depressive disorders will be the single leading cause of disabilities by 2030, from 3rd place in 2004 (Mathers et al., 2008).

In the United Kingdom (UK) mental disorders (including dementia) affect approximately 8.7 million people with direct costs to the UK National Health Service (NHS) of £22.5 billion per year (McCrone, 2008). This number is expected to increase to 9.88 million people, at a cost of £32.6 billion by 2026. Mental illness accounts for nearly half of all ill health for people aged under 65, and the cost of lost employment is estimated at £26.1 billion, with many people not in contact with NHS services and not receiving any treatment (35% of those with depression and 51% with anxiety disorders) (Layard, 2012).
Mental health issues are also associated with physical illnesses, with stress being related to the common cold (Cohen et al., 1991) and delays in wound healing (Kiecolt-Glaser et al., 1998). Mental health issues, in particular depression and bipolar disorder, are also linked with obesity (McElroy et al., 2004), suggesting a range of well-known co-morbidities, including cardiovascular problems, sleep apnoea and increased risk of cancer and diabetes. A common complication of mental health illnesses is suicide. It is estimated that by 2020 1.5 million people a year will commit suicide and up to 30 million will attempt to do so (Bertolote and Fleischmann, 2002).

1.2 The problem of diagnosis

The diagnosis and management of mental disorders heavily depends on clinical judgement (Lobbestael et al., 2010) and patients’ self-reports, making it a challenging task in situations when patients’ cognition is impaired. There is a high degree of similarity between symptoms of different mental disorders (Green, 2006; Cannon et al., 1997) and in some cases it is very difficult, even for a trained clinician, to distinguish between disorders with similar manifestations and thus prescribe the correct treatment (Henry et al., 2001).

Collecting symptoms history is the key part of the diagnostic process, however assessing history during interviews is difficult due to substantial recall bias (Ben-Zeev et al., 2012). Numerous mental health scales have been suggested to bring objectivity into the diagnostic and therapeutic process (Rush et al., 2008). But there is evidence, that reliance on such scales only may also lead to mistaken conclusions (Shedler et al., 1993), so more objective diagnostic criteria may be necessary to create a reliable diagnostic system, and potentially define better disorder boundaries, predictive of treatment response and accurately capturing the mechanisms of mental dysfunction (Insel et al., 2010).
1.3 The problem of deterioration

Most mental disorders, such as schizophrenia or bipolar disorder, are life-long conditions often involving relapses and remitting, and cannot be cured completely (Lehman et al., 2004; Geddes and Miklowitz, 2013). Treatment strategy in mental health focuses on avoiding relapses, by starting treatment at the first signs of deterioration. And in many cases, early warning signs can be detected long before the full relapse, enabling early intervention for management of the disorder (Molnar et al., 1988; Klosterkötter et al., 2001).

However, early warning signs of relapse are often missed by patients and clinicians alike, identification of relapse signature in ambulatory patients is not routinely performed in clinical practice, and if performed at all is often based on self-reports and affected by compliance and recall bias issues (Miklowitz et al., 2012). A more systematic and objective approach to management of psychiatric disorders with a focus on early warning signs may therefore be useful in clinical practice.

From the treatment perspective, most psychiatric medications have quite severe side effects. For example the most widely used mood stabiliser, lithium, may lead to tremor and weight gain as side effects, and require careful dose adjustment to avoid poisoning (Schou et al., 1970). Side effects of antipsychotic medication include sedation, weight gain and sexual dysfunctions (Fleischhacker et al., 1994). Reducing the duration of pharmacological treatment by providing it only when first signs of relapse are detected would help to avoid unnecessary inconvenience for patients and improve compliance and outcomes (Tandon et al., 2009; Miklowitz et al., 2012; Geddes and Miklowitz, 2013).

1.4 Approach of this work

Automated and objective assessment of mental health may provide more timely interventions and prevent or decrease the severity of significant events. Since the classical work of Lacey in 1959 (Lacey, 1959), psychophysiology has been a heavily debated approach to
introduce objectivity into the diagnostic and psychotherapeutic process. Such measures as physical activity, heart rate, electrodermal activity, skin temperature, muscle potentials, as well as clinical indexes based on these measures and features derived from them, may provide valuable information to assess the patients’ mental state (Cacioppo, 1991).

While there is some scepticism among practising clinicians about the possibility of automating the diagnostic process (Steiner, 2011), psychophysiological measures are extensively used by researchers to analyse mental conditions, including aggression (Scarpa and Raine, 1997), psychopathy (Rothemund et al., 2012), conduct problems (Lorber, 2004), schizophrenia (Wulff et al., 2012) and others. There are also recent examples of activity-based biomarkers for predicting treatment response (McCall, 2015), thus potentially establishing actigraphy as an important clinical tool in psychiatry.

However, most existing research focuses on small subsets of psychophysiological variables, collected in controlled laboratory settings (Hornero et al., 2006; Minassian et al., 2010; Walther et al., 2014). In order to create a complete picture of the patients’ state, longitudinal measurements capturing data from patients in normal living conditions may be required. Such an approach would potentially allow continuous identification of clinical state and deterioration in patients with mental health issues, and thus enable timely intervention (Paradiso et al., 2010; Bardram et al., 2012).

This work proposes a multidimensional framework for continuous ambulatory assessment of symptoms in mental health. The framework is based on evaluation of behaviour patterns, extracted from physical activity recordings, collected using off-the-shelf wearable and mobile devices, so it is potentially suitable for prodrome identification and early detection of deterioration in psychiatric patients.

1.5 Contributions

The main contribution of this work is in the introduction of a principled framework for analysis of mental health symptoms, based on objective behavioural features. The
framework is based on the five-cluster model of symptoms (Liddle, 2001) and suggests objective measures for symptoms in psychomotor, disorganisation and mood clusters, with a potential to extend to the remaining two clusters (reality distortion and anxiety) by using physiological information, such as heart rate and electrodermal activity.

The framework integrates methods from physical activity research and sleep medicine (including analysis of sleep and circadian rhythm disturbances). The analysis approach is designed to deal with non-stationary human activity data by identifying and treating independently subjects’ physiological states, such as sleep and wakefulness, using the Hidden Semi-Markov Models, as well as using non-stationarity and duration of stationary activity segments as features itself.

The multi-dimensional model allows for analysis and differentiation between similar disorders, with bipolar disorder and borderline personality disorder addressed in this work. It also allows for a more objective and complete description of clinical deterioration, applicable across a wide range of disorders.

Novel activity analysis methods are introduced based on definitions of mental health symptoms, including Multiscale Entropy-based activity disorganisation assessment, Detrended Fluctuation Analysis of stationary activity segment durations, obtained using the Bayesian Online Change Point Detection, and assessment of day-to-day activity patterns variability by measuring the Dynamic Time Warping distance between successive 24-hour activity patterns. These analysis methods were shown to be useful in describing clinically relevant changes in behaviour patterns, and in classification between healthy controls, bipolar disorder and borderline personality disorder, as well as healthy controls and schizophrenia patients.
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Chapter 2

Automating symptoms assessment in mental health

2.1 Brief history of physical activity and physiology in assessment of mental health

2.1.1 The roots

Mental disorders affect primarily mind and brain, leading to pathological changes in emotions or cognition. Unfortunately, until very recently there were no instruments to allow us to look into a living brain for a better understanding of pathologies related to mental health problems, to understand the etiology and processes behind mental disorders. And since it is not possible to cut open a living human brain, in order to understand the pathologies related to mental health problems researchers had to rely mostly on post-mortem analysis, studies on animal models and psychopharmacological evidence (Liddle, 2001). Very limited possibilities to observe living human brain activity were provided by EEG, and more recently a better resolution picture has become possible with imaging techniques, such as PET and FMRI, marking a new era in neuroscience (Andreasen, 1988), but to date none of these methods are diagnostically specific.
From a clinical perspective, there is still no way to look into the disorder-related activity of a living brain and mind continuously and for an extended period of time, as may be needed for analysis and assessment of symptoms for clinical intervention.

While direct observation of mind and brain is not really feasible, could we possibly rely on secondary measurements, based on changes in physical activity, behaviours or bodily processes, that are induced by changes in mental state? In other words, can we identify measurable objective signs of a person’s mental health? And is there instrumentation that would allow us assess these signs continuously and without imposing a significant burden on the patient?

The first question brings us to a discussion of the relationship between the mind and the body, originating from Greek philosophers - the so called "mind-body problem". Plato believed, that the mind is completely independent from the body and the physical world, so no information measurable from the body could help us with understanding the mind. But already in the times of Plato many philosophers considered that the mind and the body are tightly connected, and affect each other. Such conclusions were often derived from observations of mind disorders. For example the treatise "On the Sacred Disease" from the Hippocratic Corpus (Jones, 1923) describes epilepsy as based mostly on physiological causes originating in the brain and manifesting itself with certain physical phenomena, thus eliminating the transcendental component of mental illness:

“The hands are paralysed and twisted when the blood is still, and is not distributed as usual. The eyes roll when the minor veins are shut off from the air and pulsate. The foaming at the mouth comes from the lungs; for when the breath fails to enter them they foam and boil as though death were near.”

Hippocrates of Cos in his work “On Regimen in Acute Diseases” (Jones, 1923) takes a step forward, linking lifestyle to both physical and mental health, and declaring that
changes in behaviour can induce changes in health and mind.

These ideas were further developed by Diocles of Crystus and Galen, who described in some case reports the physiological and behavioural manifestations of mental illness, such as insomnia and irregular heart rate, probably providing a first documented example of heart rate variability analysis in assessment of mental disorders (Jackson, 1969):

“I was called in to see a woman who was stated to be sleepless at night and to lie tossing about from one position into another... After I had diagnosed that there was no bodily trouble, and that the woman was suffering from some mental uneasiness... I applied my hand to her wrist and noticed that her pulse had suddenly become extremely irregular. This kind of pulse indicates that the mind is disturbed.”

Similar ideas were expressed by Aristotle, who described emotions as psycho-physical phenomena, for example anger as “seething heat in the region of the heart” (Aristotle, 1984). As with many other fields of science, the understanding of mind, cognition and emotions remained relatively unchanged since antiquity until the 19th century, when the concepts of cognition and emotions were developed further based on collected empirical evidences.

The major step forward in the understanding of mind and behaviour was performed by Charles Darwin, who postulated the evolutionary origin of emotional expression as mostly acquired serviceable habit, however sometimes originating purely from the constitution of the nervous system. In his work “The expression of the emotions in man and animals” (Darwin, 1872) Darwin declared three principles of expression:

1. The principle of serviceable associated habits.

2. The principle of antithesis.
3. The principle of actions due to the constitution of the nervous system, independently from the first of the will, and independently to a certain extent of habit.

These principles did not only declare the tight connection between emotions and their physical manifestations, but also the evolutionary nature of emotions, the tight interconnection of cognitive and affective actions and involuntary (not originating from evolutionary causes or cognitive factors) actions, originating solely from the nervous system.

On the other side of the ocean, probably the earliest modern attempt to associate mental state and physical manifestation was performed by William James (James, 1884), who postulated the theory of emotions, independently also developed by Carl Lange (“James-Lange theory”). The theory suggested that emotions arise in response to specific stimuli, which evoke physiological arousal, such as change of heart rate, electrodermal activity or specific muscle reaction, and this arousal in turn leads to specific emotion.

The James-Lange theory was soon challenged by Walter Bradford Cannon and Philip Bard (“Cannon-Bard theory”), who localised the centre of emotional expression in the brain and verified that physiological changes follow the emotional activation and arousal does not have to occur before emotion in a heartbreaking and disturbing to modern sensibilities experiment on 52 cats (46 survived long enough to prove the theory) (Bard, 1928).

This is where the modern era in understanding the connection between body and mind began. Most further research on interactions between mind and body, in particular in the field of physiological reactions to psychological processes, was developed using experimental methods, and in more narrow areas, such as psychophysiology, psychiatry, and other specific areas of neuroscience and medicine.
2.1.2 The modern era

The presence of the conceptual framework for linking bodily processes and mind has led to intensified research in the field. The major driving force behind scientific progress was the development of new medical instrumentation, which would allow analysis of certain aspects of emotional activation with high accuracy and without placing a significant burden on a person, and which made the application of experimental methods possible.

One of the earliest successful attempts to use physiology for the analysis of the mental state led to the creation of the polygraph, invented in 1921 by John Augustus Larson (Larson, 1923). It is probably the most controversial and widely adopted tool for forensic psychiatry. A polygraph measures several physiological signs, such as blood pressure, respiration and skin conductivity and allows the operator to differentiate between genuine and deceptive answers by visualising physiological response to emotional activation.

Such an early and successful application of physiological methods to psychological applications ignited significant interest, but the field of psychophysiology was defined only in 1955 with the creation of “The Psychophysiology Newsletter” by Albert F. Ax and the Society for Psychophysiological Research later in 1959. John I. Lacey, one of the pioneers of psychophysiology in 1959 proposed the use of physiological measures as a clinical tool for mental disorders, specifically in the psychotherapeutic process (Lacey, 1959). However, in the same paper he also expressed concerns about the usefulness of simple physiological measures:

“...as far as present evidence goes, individual indicant concordance is so low that single autonomic measures cannot be used to unequivocally rank-order the "arousal-value" of different stimuli for a given individual, or the arousability of different individuals”.

Despite the initial work on the introduction of physiological instrumentation in clinical
psychiatry (Gerard, 1949; Altschule, 1953; Lacey, 1959), physiological measurements were not widely adopted in the field. Research suggested a great degree of variability in individual responses and difficulties in assessing the ground truth (mental state). A good critical statement on the subject was provided by John M. Hinton in 1966 (Hinton, 1966), listing the five causes of inconclusive results in physiological assessment of mental phenomena:

“**First**, the hypothesised relationship between the physiological and the psychological state may be mistaken. **Secondly**, the physiological phenomenon may be measured by an unreliable method. **Thirdly**, the psychological state under consideration may be ill-defined or insusceptible to accurate measurement. Even if the quality of the mental state could be agreed, few would claim complete reliability for the various rating scales. Nor can it be assumed that different subjects placed in the same experimental situations or given identical stimuli will experience equal psychological changes. **A fourth reason** for inconsistent psycho-physiological relationships is the influence of other variables besides the selected emotion upon the bodily state. **A fifth cause** for the lack of uniformity in results is the idiosyncrasies of the individual’s habitual state and his way of reacting.”

All these facts diminished the attention of clinical specialists from the field and left it mostly as a playground for research, where novel data acquisition techniques and analysis methods were developed. With the improvement of medical instrumentation, data analysis methods and introduction of new measurement modalities, some of the problems mentioned by Hinton were solved, making the longitudinal monitoring of activity and physiology feasible, and potentially enabling the creation of personalised models of psychophysiological response.

In particular, the introduction of non-invasive actigraphic units has enabled long-term
assessment of sleep, physical activity and rest-activity cycles in research settings since the early 90’s (Witting et al., 1990). In 1995 Martin H. Teicher noted that activity and motion analysis has a good potential to be used as a diagnostic tool for mental disorders (Teicher, 1995). However until now the problem has not been addressed properly in clinical practice, due to difficulties introducing instrumentation for continuous physiology assessment and low patient compliance with research-grade instrumentation.

2.1.3 The future

Personal activity monitoring devices have now become consumer products. Communication protocols allow continuous upload, visualisation and analysis of data in real time, and algorithms have been developed to identify types of activity patterns from acceleration data. Personal activity monitors now often integrate physiologic monitoring tools, such as heart rate and electrodermal activity sensors, appropriate for estimation of average activity and energy expenditure (El-Amrawy and Nounou, 2015). This creates an opportunity for a more complete and personalised assessment of physiological and behavioural correlates of mental symptoms, with the potential to overcome the difficulties encountered by researchers and psychiatrists in previous years.

One of the enabling factors for the new increasing interest in applications of physiological and behavioural monitoring for diagnostic and therapeutic process in psychiatry was triggered by the large scale adoption of mobile devices and the rapid rise of wearable technologies (Mohr et al., 2014). Most commercial companies on the market, such as Fitbit and Jawbone, were launched less than 10 years ago (Fitbit was founded in 2007 and Jawbone UP lifestyle tracker in 2011). Despite the initial scepticism, fitness tracking and the so-called "quantified self" approach were quickly adopted by a large number of people.

The success of these devices was to a great extent based on the variety of actigraphy data analysis techniques, developed by researchers during previous years, and the evidence base on the importance of activity and sleep for people’s health (Ancoli-Israel et al.,
However, in the past, research was constrained by technological limitations, such as limited battery life and data storage capacity, with the main results created around very coarse-grained analysis methods, such as minute-by-minute sleep/wake segmentation, sedentary, light, moderate and vigorous physical activity identification, or cosinor analysis of circadian rhythms. These analysis methods were adopted by commercial device manufacturers. For the analysis of mental health, more elaborate data analysis methods may be required (Agelink et al., 2002; Hauge et al., 2011; Indic et al., 2011; Walther et al., 2014), and the rapid rise of commercially available and inexpensive activity tracking solutions enables researchers to conduct large scale studies, which are necessary to validate the effectiveness of these methods in ambulatory settings.

Furthermore, given the gradual introduction of physiology and environment sensors (heart rate, electrodermal activity and ambient light) into the "quantified self" technologies toolkit, as well as capabilities of mobile phone sensors to capture social activity patterns, many of the problems mentioned in Section 2.1.2 can be solved now by using simple and commercially available multi-sensor solutions. There is a growing need for the development and validation of new sensor fusion-based analysis methods, which are capable of using the great amount of diverse data collected from mobile and wearable sensors. In the field of psychiatry, these data need to be translated into clinically useful and useable information, helping both patient and clinical specialist to better understand the problem and improve the management of disorders (Prociow et al., 2012; Torous et al., 2015; Nashund et al., 2015).

Using this information, and benefiting from the wide penetration of activity and physiology monitoring tools, integrated into smart phone applications and wearable devices (Migo et al., 2014), it may be possible to address the problem of continuous activity and physiology monitoring for the early identification of symptoms and clinical states of psychiatric patients.
2.2 Diagnostic criteria for mental disorders

Mental health problems are very complex phenomena, often with poorly understood etiology, unclear diagnostic criteria and blurred boundaries between different conditions. Frequently, the very definition of a disorder has a historic origin and it is debatable if such a definition is correct and such a separate diagnostic entity exists (Dahl, 1985; Maj, 1998; Angst et al., 2003). The main reference for the diagnosis of psychiatric disorders is the “Diagnostic and Statistical Manual of Mental Disorders” by the American Psychiatric Association, with the fifth edition released in 2013 (American Psychiatric Association, 2013) (DSM-5). The DSM-5 defines a mental disorder as follows:

"A mental disorder is a syndrome characterised by clinically significant disturbance in an individual’s cognition, emotion regulation, or behaviour that reflects a dysfunction in the psychological, biological, or developmental processes underlying mental functioning. Mental disorders are usually associated with significant distress or disability in social, occupational, or other important activities. An expectable or culturally approved response to a common stressor or loss, such as the death of a loved one, is not a mental disorder. Socially deviant behaviour (e.g., political, religious, or sexual) and conflicts that are primarily between the individual and society are not mental disorders unless the deviance or conflict results from a dysfunction in the individual, as described above."

It can be seen that the definition of a mental disorder is based on socially unacceptable disturbances in behaviour, resulting in a disability and not caused by socially approved external factors. The definition includes a large amount of contextual and subjective information, making the diagnostic process a challenging task, especially given that cognition and insight are often impaired in psychiatric patients.
In order to understand the problem in better detail, let us take a look at three typical examples of mental disorders (which are the focus of this thesis), affecting different aspects of emotions, cognition and behaviour, including:

- **Bipolar disorder**, characterised by instability in mood with variations between very depressed and highly exited states with intermediate euthymic periods, usually on a time scale of months or years.

- **Borderline personality disorder**, manifesting itself in impulsivity of behaviour and instability of interpersonal relationships, self-image and affect.

- **Schizophrenia**, characterised by severe disturbance in cognition, such as presence of delusions, hallucinations, and disorganisation in thinking or behaviour.

These three disorders represent important classes of serious mental illnesses in the DSM-5 classification (American Psychiatric Association, 2013), affecting predominantly mood, behaviour and cognition. In order to provide the reader with a better understanding of complexity of behavioural phenomena characterising these mental illnesses, the complete DSM-5 diagnostic criteria for those are provided in the next chapters.

2.2.1 Bipolar disorder

Excluding the earliest definitions of bipolar disorder by Avicenna (Gruner, 1970) and Gao Lian (Carpenter, 1990), the first modern attempts to describe the bipolar disorder belong to Jules Baillarger (Baillarger, 1880) and Jean-Pierre Falret (Falret, 1854), followed by Emil Kraepelin, who defined the term “manic depressive psychosis” (Kraepelin, 1987). Carl Gustav Jung has described the bipolar disorder without psychotic episodes and has contributed to our modern understanding, where bipolar type I (with psychotic episodes) and type II (without psychotic episodes) are defined as distinctly separate (Jung, 1921; Angst and Marneros, 2001).

The lifetime prevalence of bipolar disorder ranges from 0.3% to 1.5% depending on country (Weissman, 1996), some studies estimating it as high as up to 5% (Akiskal
et al., 2000), with sex ratios almost equal (Weissman, 1996). Rapid cycling (at least four alterations of depression and mania per year) appears in 20% of patients during the course of the disorder and mixed states occur in 40% of bipolar patients (Akiskal et al., 2000). The lifetime risk of suicide attempts in bipolar disorder is 29.2% (Chen and Dilsaver, 1996) or up to 20–30 times greater than that for the general population (Pompili et al., 2013).

The DSM-5 (American Psychiatric Association, 2013) defines the following diagnostic criteria of bipolar disorder. For simplicity, only the bipolar type I is presented here, given that type II diagnostic criteria are essentially the same, but with relaxed requirements for symptoms manifestation and duration of episodes. The DSM-5 approaches the diagnosis of bipolar disorder from the perspective of the presence of manic and depressive episodes, matching certain criteria.

2.2.1.1 Manic episode

A manic episode in the DSM-5 (American Psychiatric Association, 2013) is defined as follows, with at least one manic episode in a lifetime required for the diagnosis of bipolar disorder (type I):

A. A distinct period of abnormally and persistently elevated, expansive, or irritable mood and abnormally and persistently increased goal-directed activity or energy, lasting at least 1 week and present most of the day, nearly every day (or any duration if hospitalisation is necessary).

B. During the period of mood disturbance and increased energy or activity, three (or more) of the following symptoms (four if mood is only irritable) are present to a significant degree and present a noticeable change from usual behaviour:
1. Inflated self-esteem or grandiosity.

2. Decreased need for sleep (e.g., feels rested after only 3 hours of sleep).

3. More talkative than usual or pressure to keep talking.

4. Flight of ideas or subjective experience that thoughts are racing.

5. Distractibility (i.e., attention too easily drawn to unimportant or irrelevant external stimuli), as reported or observed.

6. Increase in goal-directed activity (either socially, at work or school, or sexually) or psychomotor agitation (e.g., purposeless non-goal-directed activity).

7. Excessive involvement in activities that have a high potential for painful consequences (e.g., engaging in unrestrained buying sprees, sexual indiscretions, or foolish business investments).

C. The mood disturbance is sufficiently severe to cause marked impairment in social or occupational functioning or to necessitate hospitalisation to prevent harm to self or others, or there are psychotic features.

D. The episode is not attributable to the physiological effects of a substance (e.g., a drug of abuse, a medication, other treatment) or to another medical condition.

### 2.2.1.2 Major depressive episode

A major depressive episode is defined in the DSM-5 (American Psychiatric Association, 2013) as follows:
A. Five (or more) of the following symptoms have been present during the same 2-week period and represent a change from previous functioning; at least one of the symptoms is either (1) depressed mood or (2) loss of interest or pleasure.

1. Depressed mood most of the day, nearly every day, as indicated by either subjective report (e.g., feels sad, empty, or hopeless) or observation made by others (e.g., appears tearful).

2. Markedly diminished interest or pleasure in all, or almost all, activities most of the day, nearly every day (as indicated by either subjective account or observation).

3. Significant weight loss when not dieting or weight gain (e.g., a change of more than 5% of body weight in a month), or decrease or increase in appetite nearly every day.

4. Insomnia or hypersomnia nearly every day.

5. Psychomotor agitation or retardation nearly every day (observable by others; not merely subjective feelings of restlessness or being slowed down).

6. Fatigue or loss of energy nearly every day.

7. Feelings of worthlessness or excessive or inappropriate guilt (which may be delusional) nearly every day (not merely self-reproach or guilt about being sick).

8. Diminished ability to think or concentrate, or indecisiveness, nearly every day (either by subjective account or as observed by others).

9. Recurrent thoughts of death (not just fear of dying), recurrent suicidal ideation without a specific plan, or a suicide attempt or
2.2.2 Borderline personality disorder

Borderline personality disorder was initially described by Theophile Bonet in 1684 as well as Charles H. Hughes and Irving C. Rosse and was called “borderline insanity” (Ritschel and Kilpela, 2014). The modern definition of the borderline personality disorder originates from Emil Kraepelin, who called it “excitable personality” (Kraepelin, 1921) with features, closely resembling the modern definition by the DSM-5 (American Psychiatric Association, 2013).

Borderline personality disorder affects about 1-2% of people, but introduces a significant burden on healthcare systems due to patients’ behaviour patterns, including self-harm and suicidal tendencies. The suicide rate among patients is very high, with up to 10% of patients committing suicide (Lieb et al., 2004). The borderline personality disorder was considered to be more prevalent in women (70%) (Widiger and Weissman, 1991), however more recent findings indicate no gender bias (Grant et al., 2008; Sansone and Sansone, 2011).

In DSM-5, the borderline personality disorder belongs to a long list of personality disorders, including the paranoid, schizoid, schizotypal, antisocial, borderline, histrionic, narcissistic, avoidant, dependant, obsessive-compulsive and others. The diagnostic criteria include affective, cognitive, behavioural and interpersonal relationship symptoms (Lieb et al., 2004; American Psychiatric Association, 2013):
A pervasive pattern of instability of interpersonal relationships, self-image, and affects, and marked impulsivity, beginning by early adulthood and present in variety of contexts, as indicated by five (or more) of the following:

1. Frantic efforts to avoid real or imagined abandonment.

2. A pattern of unstable and intense interpersonal relationships characterised by alternating between idealisation and devaluation.

3. Identity disturbance: markedly and persistently unstable self-image or sense of self.

4. Impulsivity in at least two areas that are potentially self-damaging (e.g., spending, sex, substance abuse, reckless driving, binge eating).

5. Recurrent suicidal behaviour, gestures, or threats, or self-mutilating behaviour.

6. Affective instability due to a marked reactivity of mood (e.g., intense episodic dysphoria, irritability, or anxiety usually lasting a few hours and only rarely more than a few days.

7. Chronic feelings of emptiness.

8. Inappropriate, intense anger or difficulty controlling anger (e.g., frequent displays of temper, constant anger, recurrent physical fights).

9. Transient, stress-repeated paranoid ideation or severe dissociative symptoms.
2.2.3 Schizophrenia

Schizophrenia is one of the most controversial and debated psychiatric disorders. The historical record of schizophrenia starts in the 19th century and there is very little evidence of earlier documented schizophrenia cases, or recognition of it as a separate disorder. The definition of schizophrenia was developed by a number of contributors, including Benedict Augustin Morel and Emil Kraepelin, and the term “schizophrenia” was coined by Eugen Bleuler in 1908 (Tsoi et al., 2008).

The risk of developing schizophrenia over one’s lifetime is around 0.3-2.0%, with males about 1.4 times more likely to develop schizophrenia than females (Tandon et al., 2008). Schizophrenia is usually diagnosed first based on so called “positive symptoms”, involving severely distorted perception of reality (Tandon et al., 2009), so the social functioning of patients with schizophrenia is severely impaired with high costs to society.

The exact definition and diagnostic criteria of schizophrenia are the subjects of heated debates, sometimes going as far as suggesting abandoning the existing concept (Greene, 2007). The diversity of schizophrenia symptoms has led to the definition of subtypes, including catatonic, disorganised, paranoid and others, however this definition is often questioned (Helmes and Landmark, 2003; Regier, 2007). The DSM-5 considers schizophrenia to be a part of a broad schizophrenia spectrum of disorders, defined by such abnormalities as delusions, hallucinations, disorganised thinking, abnormal motor behaviour and negative symptoms (American Psychiatric Association, 2013). The diagnostic criteria for schizophrenia are:

A. Two (or more) of the following, each present for a significant portion of time during a 1-month period (or less if successfully treated). At least one of these must be (1), (2), or (3):
   1. Delusions.
   2. Hallucinations.
3. Disorganised speech (e.g., frequent derailment or incoherence).
4. Grossly disorganised or catatonic behaviour.
5. Negative symptoms (e.g., diminished emotional expression or avolition).

B. For a significant portion of the time since the onset of the disturbance, the level of functioning in one or more major areas, such as work, interpersonal relations, or self-care, is markedly below the level achieved prior to the onset (or when the onset is in childhood or adolescence, there is failure to achieve the expected level of interpersonal, academic, or occupational functioning).

C. Continuous signs of the disturbance persist for at least 6 months. This 6-month period must include at least 1 month of symptoms (or less if successfully treated) that meet Criterion A (i.e., active-phase symptoms) and may include periods of prodromal or residual symptoms. During these prodromal or residual periods, the signs of the disturbance may be manifested by only negative symptoms or by two or more symptoms listed in Criterion A present in an attenuated form (e.g. odd beliefs, unusual perceptual experiences).

D. Schizoaffective disorder and depressive or bipolar disorder with psychotic features have been ruled out because either 1) no major depressive or manic episodes have occurred concurrently with the active-phase symptoms, or they have been present for a minority of the total duration of the active and residual periods of the illness.

E. The disturbance is not attributable to the physiological effects of a substance (e.g., abuse of drugs or medication) or another medical condition.
If there is a history of autism spectrum disorder or a communication disorder of childhood onset, the additional diagnosis of schizophrenia is made only if prominent delusions or hallucinations, in addition to the other required symptoms of schizophrenia, are also present for at least 1 month (or less if successfully treated).

2.2.4 Summary: dimensional perspective

As we can see from the DSM-5 requirements, the diagnostic criteria for many mental disorders consist of a complex combination of factors, including a person’s symptoms, behaviours, cognitive functions, personality traits, physical signs, syndrome combinations, and durations of the above, necessary for the differentiation of abnormal behaviour from normal life patterns.

The narrow definition of diagnostic criteria and the wide variety of possible symptom combinations has led to a large number of diagnostic categories, with many patients demonstrating signs of several mental disorders. The high levels of psychiatric comorbidity (30%-50%) is sometimes argued to be a by-product of the diagnostic system, artificially splitting complex clinical conditions (Maj, 2005). One of the reasons for designing the fifth version of DSM was the introduction of a dimensional approach to diagnosis. The new DSM-5 grouping of disorders is based on eleven indicators, including: shared neural substrates, family traits, genetic risk factors, specific environmental risk factors, biomarkers, temperamental antecedents, abnormalities of emotional or cognitive processing, symptom similarity, course of illness, high comorbidity, and shared treatment response.

Similarly, there are attempts to simplify the analysis of mental symptoms, that are often based on ambiguously defined psychological or behavioural constructs. Symptoms may be organised into several principle dimensions of psychopathology. The work of
Table 2.1: The major clusters of mental symptoms (Liddle, 2001).

| Dimension       | Syndrome             | Symptom cluster                                                   |
|-----------------|----------------------|-------------------------------------------------------------------|
| Reality distortion | Reality distortion  | Delusions, Hallucinations                                         |
| Disorganisation | Disorganisation      | Formal thought disorder, Inappropriate affect, Disorganised or bizarre behaviour |
| Psychomotor     | Psychomotor poverty  | Flat affect, Poverty of speech, Decreased voluntary motor activity |
|                 | Psychomotor excitation| Labile affect, Pressure of speech, Motor agitation                 |
| Mood            | Depression           | Low mood, Low self-esteem, Hopelessness, Suicidality, Somatic symptoms |
|                 | Elation              | Elevated mood, Elevated self-esteem, Decreased need for sleep     |
| Anxiety         | Anxiety              | Feelings of unease, fear or dread, Overactivity of the sympathetic nervous system |

Liddle et al. (Liddle, 2001) suggests five major dimensions, as described by Table 2.1, which can be used to define a complete symptoms assessment framework. We can see that certain aspects of behaviour, affect, motor activity, sleep, and activity of the sympathetic nervous system contribute to the broader dimensional picture of symptomatology and in turn are principal diagnostic features for bipolar disorder, borderline personality disorder and schizophrenia as defined above.

While some of the dimensions, such as reality distortion, are mostly subjective and require a clinical interview for proper assessments, and also assume a good knowledge of a patient’s history, there are many areas where objective measurement could be of significant benefit for symptom identification and analysis, and improve the clinical picture of disorder. Furthermore, a growing body of evidence suggests the importance of certain symptoms, such as sleep, circadian rhythms (Afonso et al., 2013; Taillard et al., 1993; Wulff et al., 2010) or day time motor activity (Minassian et al., 2010; Burton et al., 2013) in some mental disorders, despite not being included in the DSM-5 diagnostic criteria for particular illnesses.
2.3 Diagnostic and assessment tools

2.3.1 Clinical interview

The Structured Clinical Interview for DSM Disorders (SCID) is the main diagnostic examination defined by the DSM-IV (American Psychiatric Association, 2000) (the DSM-5 version is under development at the time of writing). There are two main versions, for the Axis I (SCID-I), addressing principal disorders, such as schizophrenia or bipolar disorder, and Axis II (SCID-II), addressing personality disorders, as well as specific versions for research, clinical trials and different subject populations (First et al., 1996; First et al., 1997; First et al., 2002; First et al., 2007). Depending on the individual the interview can take from 15 minutes to several hours and can be administered by a trained mental health professional or a non-clinical research assistant. The SCID includes several modules that could be administered depending on a patient’s circumstances. The inter-rater agreement of SCID diagnosis has Cohen’s kappa values of 0.61 to 0.83 for the Axis I disorders and 0.77 to 0.94 for the Axis II disorders (Lobbestael et al., 2010).

2.3.2 Questionnaires

Alongside clinical interviews, questionnaires remain the main tool for assessment of patient state in research and clinical settings. Questionnaires are used to assess various aspects of well-being and different dimensions of symptoms. The Handbook of Psychiatric Measures (Rush et al., 2008) provides 275 rating methods both for diagnosis and assessment of outcomes. The main benefit offered by questionnaires over the standard clinical interview is the improvement of repeatability and reliability of patient assessment.

However, it was reported that “objective” scales are unable to distinguish between the illusory mental health, demonstrated because of psychological defence mechanisms, and genuine mental health status as identified by clinical judgement (Shedler et al., 1993).
2.3.3 Web-based questionnaires

Given the pervasive use and the laborious transcription process involved in the use of paper questionnaires, for most psychiatric scales an attempt is made to create a form for electronic assessment. Electronic delivery also facilitates temporal analysis of reported measures and could be particularly useful for assessment of patient outcomes and self-management. In some cases, implementation of particular tools exists in a standardised form at a country level, such as the Patient-Reported Outcome Measure Information System (PROMIS)\(^1\), developed by the US National Institutes of Health (NIH) and covering the areas of physical, mental, social and global health.

One of the leading examples of integrating the patient-reported outcomes in clinical practice in the UK is the True Colours Self-Management System\(^2\), adopted by the Oxford Health NHS Foundation Trust. The system provides capabilities for online and mobile text-based completion of questionnaires, periodic reminders and patient dashboard, and the visualisation of assessment results in a graphical form. The True Colours system is actively used in clinical practice and research (Miklowitz et al., 2012; Rosa et al., 2014).

Despite the fact that self-reporting is useful for the self-management of mental disorders and for the provision of timely communication of symptoms to clinical specialists, the frequency of assessment and the amount of captured information is not sufficient to allow for the prediction of patient deterioration (Moore et al., 2012). Increasing frequency may lead to diminished compliance, with demonstrated response rates of 88% for weekly and 81% for daily mood prompts (Miklowitz et al., 2012) in research settings.

There is research ongoing to address this compliance issue, for example through the use of virtual agents technology, integrating both assessment and therapy using a realistic animation of a therapist, providing emotional feedback to a patient. The Help4Mood project\(^3\) aimed to facilitate the recovery of patients, suffering from major depression at home using a novel system that monitors patients’ health through sensors (Perez-Diaz

---

\(^1\)http://www.nihpromis.org/
\(^2\)https://oxfordhealth.truecolours.nhs.uk/www/en/
\(^3\)http://help4mood.info/, FP7 project number 248765
questionnaires and diaries, which are integrated with a virtual agent, providing a therapeutic response. The therapeutic agent implementation (Wolters et al., 2013; Bresó et al., 2014) was validated in two small scale studies in different configurations, one involving 5 patients for 7 days and the second involving 4 patients for 15 days. The system usage was on average 94.2% for the first study and 87% for the second study, providing a marginal improvement over the web-based questionnaire approach. Note, that sensors data were not used in these studies.

2.3.4 Mobile phone based systems

The benefits of using web-based patient-reported outcome measures could be further increased by collecting such data on mobile devices. However, in many cases psychiatric questionnaires were not designed with small user interfaces in mind, making them difficult to use, and alternative measures need to be introduced, providing patients with short and concise questions, which are accessible on small screens.

The additional benefit created by the usage of mobile phones for psychiatric assessment, compared to desktop computers, is the availability of sensors for the continuous assessment of activity, behaviour (acceleration and location changes) and interpersonal relationship (calls, texts, social networking and voice) patterns.

Although such usage of mobile phone sensors still has not reached clinical practice, a number of research projects have demonstrated the potential benefit of mobile phone sensors for the assessment of different psychological phenomena. For example the EmotionSense mobile platform\footnote{http://emotionsense.org/, funded by the EPSRC Ubhave Project}, used for momentary ecological assessment in social psychology research (Rachuri et al., 2010; Lathia et al., 2013), included capabilities for capturing mood using surveys, as well as collecting data from mobile phone sensors and analysing voice for emotional expression.

Other early examples of integrated mobile assessment and intervention using mobile
and wearable technologies include the ICT4Depression project, developing the Moodbuster mobile application, which facilitates Cognitive Behaviour Therapy (CBT) for treatment of depression. Monitoring of symptoms was performed in a paradigm of Ecological Momentary Assessments (EMA), by providing daily mood rating requests (Santos et al., 2012). A wearable sensor glove for EDA, respiration and ECG was developed as part of the project and medicine intake was also monitored (Silva et al., 2012; Araújo et al., 2012). All information was provided back to the patient via smart phone app and website (van de Ven et al., 2012; Warmerdam et al., 2012). The Moodbuster technology was validated in small scale technology trials in Sweden and the Netherlands (Warmerdam et al., 2012). The trial in Sweden was performed with 24 depressed student participants scoring 5 or more on the PHQ-9 depression scale (Kroenke et al., 2001) and diagnosed with major or minor depression. The Moodbuster treatment was provided for 6 weeks and a significant decrease in PHQ-9 score post treatment was observed (ICT4Depression Consortium, 2013b). The study in the Netherlands was performed with 23 depressed subjects recruited mostly via media advertisement, and the 10-item Kessler’s psychological distress scale (Kessler et al., 2002) was used to identify subjects eligible for the study (scoring above 20). The Beck Depression Inventory second edition (BDI-II) (Beck et al., 1988) was used to assess the treatment response and significantly lower post-treatment scores were found (ICT4Depression Consortium, 2013a).

The MONARCA project focused mostly on behavioural and physiological monitoring, attempting to solve the task of predicting depressive and manic episodes in bipolar disorder patients (Bardram et al., 2012). The monitoring system included a mobile phone (Osmani et al., 2013), wrist-worn activity monitor, sock-integrated physiological sensor for GSR and HR (Gravenhorst et al., 2013), and a stationary EEG measurement system. Physiological information from the sensors was combined with behavioural data from the mobile phone, such as GPS location traces, phone usage patterns, voice and motion anal-
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5http://www.ict4depression.eu/, FP7 project number 248778
6http://www.monarca-project.eu/, FP7 project number 248545
ysis results (Gruenerbl et al., 2014). The MONARCA smart phone platform was piloted in small-scale trials in Austria (10 bipolar patients) and Denmark (12 bipolar patients), both collecting data for approximately 3 months. The study in Denmark was focused on the assessment of the system’s usability and found that patients demonstrated similar adherence to paper based and mobile data collection (Bardram et al., 2013). The study in Austria focused on the recognition of clinical states, broadly defined as a mood scale with 7 items, from depressive to manic, assessed using the Hamilton Depression Rating Scale (HAMD) (Hamilton, 1960) and Young Mania Rating Scale (YMRS) (Young et al., 1978) and achieved 76.4% recognition accuracy using fusion of location, acceleration and voice features. For state change detection (novelty detection), the accuracy was as high as 97.4% (Gruenerbl et al., 2014; Gruenerbl et al., 2014) on testing set with three-fold cross-validation.

2.3.5 Wearable devices

While smart phones provide a potentially powerful tool for monitoring changes in behaviour, psychological state (Bardram et al., 2012; Santos et al., 2012; Lathia et al., 2013) and treatment delivery, they lack the capability for assessing physiology and sleep. This is why wearable devices are often considered for the analysis of mental state. Wearable devices can take different forms, starting from conventional wrist-worn bracelets to smart textile clothing solutions. The above-mentioned ICT4Depression and MONARCA projects included design of wearable instrumentation as dedicated work packages, with ICT4Depression focusing on the development of a “smart glove” (measuring EDA and blood volume pulse) (Silva et al., 2012; Araújo et al., 2012) and MONARCA using a “smart sock” (measuring EDA and acceleration) approach (Kappeler-Setz et al., 2011; Gravenhorst et al., 2013). Help4Mood also incorporated eZ430-Chronos smart watch (Texas Instruments, US) as one of the system components (Perez-Diaz de Cerio et al., 2012). However, none of the projects described above reported clinically useful results using the in-house developed instrumentation.
The OPTIMI project\textsuperscript{7} used a different approach, focusing mostly on physiological assessment, and aiming to develop behavioural and physiological monitoring tools to detect potential early signs of stress and depression, using EEG, ECG, activity monitoring, voice analysis, cortisol measurements and electronic diaries (Botella et al., 2011). However, the reported results included evaluation of the EEG headset only. It was validated for usability with 10 healthy participants with positive feedback (Zaragozá et al., 2011). An accuracy of 94.2\% was reported for detecting depression (BDI-II score of 14 or higher) using $\alpha$-band absolute power, $\beta$-band absolute power, $\theta$-band absolute power, C0-complexity, largest Lyapunov Exponent and Lempel-Ziv complexity features and with three-fold cross-validation on 25 female volunteers (Zhang et al., 2013).

A textile multi-sensor monitoring system for patients with bipolar disorder was developed by the PSYCHE project\textsuperscript{8} (Paradiso et al., 2010; Javelot et al., 2014). The developed “sensor shirt” included ECG, respiratory rate and acceleration sensors to perform physiological assessment. The main activities of the project mostly concentrated on the development of tools and methods for the analysis of ECG and identification of mood states (Valenza et al., 2014b; Valenza et al., 2014a), so validation of the technology was performed in controlled conditions with 8 bipolar patients. However, only 3 subjects participated in the evaluation of mood detection during unstructured activity, with a reported accuracy of euthymic state recognition as high as 82.4\% (Valenza et al., 2015). In the framework of the same project small scale experiments were performed with EDA analysis (10 bipolar patients for 20 minutes) (Greco et al., 2012; Greco et al., 2014) and voice analysis (11 bipolar patients) (Guidi et al., 2014) and significant differences were identified between mood states.

\textsuperscript{7}http://www.optimiproject.eu/, FP7 project number 248544
\textsuperscript{8}http://www.psyche-project.org/, FP7 project number 247777
2.4 Discussion and conclusions

Psychiatric questionnaires and clinical interviews are the gold standard for the evaluation of clinical states in mental health. However, there are some issues with objectivity and inter-rater agreement of such assessments (Lobbestael et al., 2010). To evaluate the presence of specific symptoms we may also collect information using accepted physiological measurements, which are known to be correlated with these symptoms. Such measurements, important in the context of mental disorders, may include physical, cardiac and electrodermal activity (Cacioppo et al., 2007). Despite the fact, that only limited correlations were reported previously, combining measures from different monitoring modalities and with a focus on assessing specific symptoms and not disorders per se, may provide a way to improve diagnosis and management of mental disorders.

**Physical activity:** Actigraphy information can be obtained using mobile phones or body mounted accelerometry measurement devices, located on the wrist, hip or waist, depending on research settings. Changes in physical activity and sleep structure have been shown to correlate with a range of short and long term medical conditions, from cardiac problems to mental health issues (Foster and Wulff, 2005; Wirz-Justice, 2007a; Wulff et al., 2010). Usage of actigraphy for sleep-wake assessment was first proposed in 1982 by Webster et al. (Webster et al., 1982) and usage of body-mounted actigraphs for analysis of sleep and circadian rhythms in mental disorders, such as schizophrenia, was pioneered in 1990 by Witting et al. (Witting et al., 1990) and has been widely adopted since then. Recent models of actigraphs may include high-precision micro-electro-mechanical sensors (MEMS) for tri-axial acceleration measurement and allow for very precise automated classification of activity (Zhang et al., 2012), opening up the possibility for the development of powerful actigraphy analysis methods.

**Heart rate:** The heart rate is controlled by both the sympathetic nervous system (SNS) and parasympathetic nervous system (PNS) (Appelhans and Luecken, 2006; Lorber, 2004). In the context of mental disorders, the heart rate is especially important...
for analysing problems related to emotional regulation and was proposed as an objective measure of emotional arousal (Lacey and Lacey, 1974). HR derived features, such as heart rate variability (HRV) (Appelhans and Luecken, 2006; Friedman and Thayer, 1998), are useful in the analysis of such conditions as depression (Carney et al., 2001), aggression (Scarpa and Raine, 1997), anxiety (Lang et al., 1998) and psychopathy (Hare and Quinn, 1971). Heart rate data may be collected using different modalities, including electrocardiogram (ECG), blood pressure monitors, audio acquisition devices (such as electronic stethoscopes) and pulse oximeters. Portable (Holter) ECG monitoring devices are most widely used for cardiac function assessment and HRV analysis, due to their capability in the detection of normal beats for HRV calculation (Task Force of the European Society of Cardiology the North American Society of Pacing Electrophysiology, 1996) and good temporal resolution. A study by Lu et al. (Lu et al., 2008) indicates that pulse oximetry can also be used to extract some measures of heart rate variability.

**Electrodermal activity:** Unlike the heart rate, electrodermal activity is influenced only by the SNS (Lorber, 2004; Fowles, 2007). EDA is measured by obtaining skin conductivity and is usually split into the tonic and phasic parts, where tonic is a reference level and phasic corresponds to the reaction to a certain stimulus (Boucsein, 2012). The phasic EDA signal can be further analysed to extract response features, such as frequency, amplitude, rise time, recovery time and other metrics. Although the primary use of EDA is related to emotion regulation research (Birket-Smith et al., 1993; Scarpa and Raine, 1997) and psychopathy (Fung et al., 2005), it is also used in studies of schizophrenia (Öhman, 1981; Dawson et al., 2010).

A number of projects were started in the last decade to evaluate the potential of physiological measurements for use in mental health assessment, described in Table 2.2. These projects mainly benefited from the development of consumer-grade activity monitoring devices, such as mobile phones and commercial fitness trackers, as well as advances in electronic miniaturisation, enabling the development of wearable physiological sensors.

However, the existing studies suffer from a number of shortcomings, including:
Table 2.2: Summary of publications on physiology and activity in analysis of mental disorders.

| Study description                                                                 | Study type           | Participants                                | Results                                                                 |
|----------------------------------------------------------------------------------|----------------------|---------------------------------------------|-------------------------------------------------------------------------|
| Treatment of depression using virtual agents, Help4Mood (Bresó et al., 2014)     | Questionnaires       | Major depression, 2 cohorts                 | Only usability evaluated                                                |
|                                                                                   |                      | 1) 5 subjects, 7 days                       | 1) 5 subjects, 7 days evaluated                                         |
|                                                                                   |                      | 2) 4 subjects, 15 days                      | 2) 4 subjects, 15 days evaluated                                         |
| Recognition of emotions using mobile phone sensors, EmotionSense (Rachuri et al., 2010) | Smart phone voice,   | Healthy subjects                            | 58.7-84.7% accuracy of emotion recognition (no CV)                     |
|                                                                                  | bluetooth and       | 12 subjects, 24 hours                       |                                                                         |
|                                                                                  | accelerometer       |                                             |                                                                         |
| Evaluation of blood pulse volume sensor, ICT4Depression (Silva et al., 2012)      | Blood pulse volume  | Healthy subjects                            | $R^2 > 90\%$ comparing to reference signal                               |
|                                                                                  |                      | 10 subjects, 5 minutes                      |                                                                         |
| Evaluation of localized EEG sensor, ICT4Depression (Araújo et al., 2012)         | EEG                  | Healthy subjects                            | Visual EEG evaluation                                                   |
|                                                                                  |                      | 1 subject                                   |                                                                         |
| Evaluation of mobile phone based mood intervention, ICT4Depression               | Blood pulse volume  | Depression                                  | Only usability evaluation                                               |
| (ICT4Depression Consortium, 2013a)                                               | and ECG              | Depression                                  | Only usability evaluation                                               |
|                                                                                  |                      | 23 subjects, 6 weeks                        |                                                                         |
| Evaluation of mobile phone based mood intervention, ICT4Depression               | Blood pulse volume  | Depression                                  | Only usability evaluation                                               |
| (ICT4Depression Consortium, 2013b)                                               | and ECG              | Depression                                  | Only usability evaluation                                               |
|                                                                                  |                      | 25 subjects, 6 weeks                        |                                                                         |
| Evaluation of mobile phone for mood monitoring, MONARCA (Osmani et al., 2013)    | Smart phone          | Bipolar disorder                            | Patient-specific correlation between PA and mood reported               |
|                                                                                  | accelerometer        | 9 patients, 3 months                        |                                                                         |
| Technical feasibility of mobile galvanic skin response sensors, MONARCA          | Galvanic skin        | Bipolar disorder                            | Only feature differences reported (p-values)                            |
| (Gravenhorst et al., 2013)                                                       | response             | 11 patients, 7 months                       |                                                                         |
|                                                                                  |                      | (3-4 30 minute sessions)                    |                                                                         |
| Evaluation of smart phone sensors for identification of mood, MONARCA            | Smart phone GPS,     | Bipolar disorder                            | 76% mood recognition accuracy (no CV)                                   |
| (Grumerbl et al., 2014)                                                          | accelerometer and    | 12 patients, 12 weeks                       |                                                                         |
|                                                                                  | sound                |                                             |                                                                         |
| Evaluation of smart phone questionnaires for identification of mood, MONARCA     | Questionnaires       | Bipolar disorder                            | 29% increase of compliance reported comparing to paper                  |
| (Bartram et al., 2013)                                                           |                      | 12 patients, 12 weeks                       |                                                                         |
| Technical feasibility of wearable galvanic skin response sensors, MONARCA        | Galvanic skin        | Healthy subjects                            | 88% of reference signal responses detected                              |
| (Kappeler-Setz et al., 2011)                                                     | response (sock)      | 8 subjects, 21 minutes                      |                                                                         |
| Technical feasibility of wireless sensor network for mood monitoring, Help4Mood  | Smart phone, smart   | Healthy subjects                            | Only usability evaluated                                                |
| (Perez-Diaz de Cierio et al., 2012)                                              | watch, key ring,     | numbers and durations                       |                                                                         |
|                                                                                  | belt and bed motion  | not reported                                |                                                                         |
|                                                                                  | sensors              |                                             |                                                                         |
| Evaluation of a system for stress detection, OPTIMI (Zaragozá et al., 2011)       | Wearable motion, ECG, | Healthy subjects                            | Only usability evaluated                                                |
|                                                                                  | stationary EEG and   | 12 subjects, 1 day                          |                                                                         |
|                                                                                  | microphone           |                                             |                                                                         |
| Depression detection using EEG, OPTIMI (Zhang et al., 2013)                       | EEG                  | Healthy and depressed volunteers             | 94.2% accuracy (3-fold CV)                                              |
|                                                                                  |                      | 25 subjects, 1 month                        |                                                                         |
| Mood states detection using HRV, PSYCHE (Valenza et al., 2014a)                  | ECG                  | Bipolar disorder                            | Only feature differences reported (p-values)                            |
|                                                                                  |                      | 8 subjects, 2 nights                        |                                                                         |
| Mood states detection using EDA, PSYCHE (Greco et al., 2012)                     | EDA                  | Bipolar disorder                            | > 76% state recognition accuracy (5-fold CV)                            |
|                                                                                  |                      | 3 subjects, 75 days (2-5 20 minutes sessions) |                                                                         |
| Mood states detection using EDA, PSYCHE (Greco et al., 2014)                     | EDA                  | Bipolar disorder and controls               | Mixed results reported for different subjects                           |
|                                                                                  |                      | 20 subjects, 75 days (1-2 20 minutes sessions) |                                                                         |
| Mood states detection using speech analysis, PSYCHE (Guidi et al., 2014)          | Speech               | Bipolar disorder and controls               | Only intra-subject analysis of voice features performed                  |
|                                                                                  |                      | 30 subjects, 2 days                         |                                                                         |
• The small number of participants and limited duration of data collection.

• The lack of a principled framework, connecting new results and previous research findings.

• The use of experimental technology without considering long-term usability.

• The results are often mixed and hard to generalise due to the use of custom data collection tools and analysis methods.

• The participants are often from specific research cohorts, e.g. specialist clinic settings.

There is a clear need for development of a more solid evidence base in the objective assessment of mental health. It is necessary to validate if the existing monitoring tools are appropriate for long term monitoring, and can be used in clinical populations. There is also a need for better understanding of the complex picture of individual symptoms and the provision of more personalised care. Large scale and long term behavioural data may allow for the creation of individual phenotypes and the identification of more objective boundaries between different disorders, that address underlying pathologies and are predictive to treatment response.
Chapter 3

The Automated Monitoring of Symptoms Severity (AMoSS) study

3.1 Motivation and study organisation

3.1.1 Objectives

As has been mentioned in Chapter 2, the key limitations of objective mental health research studies produced so far include the small number of subjects, limited duration of data acquisition, and difficulties in translating results into clinical practice due to the usage of research-grade data collection instrumentation, which is not completely suitable for continuous use in ambulatory settings. The most important collaborative research projects, aiming to demonstrate the benefits of mobile technology for mental health, including the ICT4Depression, MONARCA and PSYCHE, were working with cohorts of 10-20 subjects and collected up to 3 months of data (Warmerdam et al., 2012; Bardram et al., 2012; Valenza et al., 2015).

In order to overcome these difficulties and create a more solid evidence base for the introduction of behaviour monitoring in clinical practice, the Automated Monitoring of Symptoms Severity (AMoSS) study was designed, with a protocol written by Athanasios

\[^{1}\text{http://conbrio.psych.ox.ac.uk/the-amoss-study}\]
Table 3.1: Projects using mobile and wearable technologies in mental health applications. Many projects were focused on technology development in a framework of European collaborative research, and included multiple separate validation studies with different numbers of participants.

| Project   | Number and type of participants                                      | Study duration |
|-----------|---------------------------------------------------------------------|----------------|
| AMoSS     | 50 bipolar disorder, 30 borderline personality disorder, 50 healthy controls | 1 year         |
| MONARCA   | Study 1: 10 bipolar disorder                                       | 3 months       |
|           | Study 2: 12 bipolar disorder                                       |                |
| PSYCHE    | Study 1: 8 bipolar disorder patients                               | Up to 1 day    |
|           | Study 2: 10 bipolar disorder patients                               |                |
|           | Study 3: 11 bipolar disorder patients                               |                |
| OPTIMI    | Study 1: 10 healthy participants                                   | Up to 1 day    |
|           | Study 2: 25 depression                                              |                |
| ICT4Depression | Study 1: 24 depression                       | Up to 6 weeks  |
|           | Study 2: 23 depression                                              |                |
| Help4Mood | Study 1: 4 depression                                               | Up to 7 days   |
|           | Study 2: 5 depression                                               |                |

Tsanas and Kate Saunders (not published) (Clifford et al., 2015) with technical contributions from the author of this thesis. The AMoSS study protocol includes collection of data from bipolar disorder (N=50), borderline personality disorder (N=30) and healthy control subjects (N=50) for a duration of one year, representing a substantial advance in both study duration and number of participants compared to previous research (see Table 3.1). The study was approved by the local NHS research ethics committee (REC reference 13/EE/0288) and all participants provided written informed consent.

The AMoSS study was designed to improve the understanding of bipolar and borderline personality disorders and to explore new ways of ambulatory monitoring and self-management in mental health. The study used off-the-shelf consumer-grade monitoring tools in parallel with research-grade instrumentation to acquire high-quality and long-term physiological and behavioural data from patients and controls. The objectives of the study were (Clifford et al., 2015):
• **Primary objectives:** To measure objective differences in activity and physiological measures, between healthy controls and people with bipolar disorder and borderline personality disorder, and associate these with the symptom severity which is quantified using the patients’ self-reported assessments.

• **Secondary objectives:** Secondary objectives of the research include answering the following questions:

  – What are the minimal number of sensors required towards our goals in order to obtain accuracy (sensitivity and specificity) of at least 90%?

  – Can we identify, in advance, patterns in the data that are associated with deterioration in mental state? This will be determined by exploratory analysis at the end of the study.

  – What is the acceptability of the overall monitoring approach, and regarding specific sensors for each participant? We will also obtain implicitly the acceptability of each sensor by the frequency that participants set specific sensors off.

The primary study objective was dictated by the need for better clinical understanding of bipolar and borderline personality disorders, where diagnostic criteria may not allow for a simple delineation between two. Identification of reliable objective behaviour features associated with specific symptoms of these disorders, as well as prevalence of these behaviours in clinical populations, allows building personalised models of deterioration, that would account for inter-person variations in euthymic state and symptoms manifestation during clinical episodes.
3.1.2 Recruitment of participants

Participants for the study were recruited by research staff at the Department of Psychiatry of the University of Oxford, at the Warneford psychiatric hospital. Healthy controls were recruited through advertisement and from previous study cohorts. Bipolar disorder patients are recruited from the OXTEXT-1 study cohort (Armstrong et al., 2015). Borderline personality disorder patients were recruited both from previous research cohorts and by advertisement; due to the prevalence of the disorder in clinical populations, the borderline personality disorder participants were predominantly female, so in order to balance the cohorts, numbers of participants in bipolar disorder and healthy cohorts were increased by comparison with the borderline, and a higher proportion of female participants were recruited to these groups.

3.1.2.1 Demographics and clinical characteristics

All participants of the study were monitored in an ambulatory environment. Patients received treatment and many were medicated, however all were relatively stable at the time of recruitment. Recruitment and data collection for the study is still ongoing, so the healthy and clinical groups are not yet complete. Due to this fact the AMoSS data set may be unbalanced, for example it can be seen that age, weight and BMI are significantly different between healthy and bipolar disorder cohorts (see Table 3.2).

Table 3.2: Demographic characteristics of the AMoSS study participants. Superscripts indicate that the distributions are different with $p < 0.05$ according to the Wilcoxon rank sum test. BD, BPD and HC superscripts refer to bipolar disorder, borderline personality disorder and healthy controls.

|                          | Healthy controls | Bipolar disorder | Borderline personality disorder |
|--------------------------|------------------|------------------|---------------------------------|
| Number of participants   | 32               | 43               | 22                              |
| Gender                   | 23 females       | 28 females       | 19 females                      |
| Age (Mean±SD)            | 33.12±11.54 $^\text{BD}$ | 38.37±11.68 $^\text{HC}$ | 33.05±10.90                     |
| Height (Mean±SD)         | 169.78±8.37      | 169.47±9.28      | 167.05±7.57                     |
| Weight (Mean±SD)         | 69.19±13.09 $^\text{BD}$ | 79.09±18.15 $^\text{HC}$ | 77.64±19.47                     |
| BMI (Mean±SD)            | 23.99±4.04 $^\text{BD}$ | 27.44±5.47 $^\text{HC}$ | 27.90±7.18                      |
3.1.3 Data collection

The AMoSS study is multifactorial by design and includes a phase for preliminary assessment, where key data including occupational and personality characteristics are collected. The phase of objective data collection includes a 12-week period (with the option to continue for one year) of continuous activity data collection using Galaxy S3 or S4 smart phone (Samsung, Korea), Fitbit One commercial activity tracker (Fitbit, US), weekly detailed and daily short mood questionnaires, and a week of high intensity data collection, including high frequency acceleration, ECG, body temperature, blood pressure and a short mood questionnaire on the phone up to 10 times a day (see Table 3.3).

The data collection strategy aimed to capture longitudinal data if possible, but in the same time include all modalities that may be important for identification of symptoms of analysed mental disorders, as based on the prior art discussed in Chapter 2. Therefore for long-term monitoring (from 3 months and up to a year) off-the-shelf devices were used that have a proven history of compliance (Fitbit One and smart phone).

In the same time the quality of data collected with such devices is not validated, and the number of signals is limited. Therefore during a shorter period of time, with duration constrained by characteristics of data collecting devices, research-grade instrumentation were also used, such as GENEActiv accelerometer.

ASRM, QIDS-16SR and GAD-7 questionnaires were delivered with a weekly frequency, as these questionnaires require recollection of last week behaviours to provide mood scoring. Mood Zoom questionnaire was designed to provide a low-overhead insight into momentary subject emotional state suitable for SMS delivery and was delivered on a daily basis.

Some phenomena, such as sleep, require additional information for assessment, such as bed time segmentation. Such segmentation in research settings is usually provided by sleep logs, however Fitbit One includes a simple button press capability for bed time identification, so sleep logs were not used in this study to reduce burden on participants with Fitbit-based bed time reporting compliance described later in this thesis.
Table 3.3: Monitoring modalities of the AMoSS study. During the high intensity week participants were instructed to use a number of physiological sensors, in addition to usual mobile and wearable devices and the Mood Zoom questionnaire was also administered with increased frequency.

| Instrument | Signals | Data collection |
|------------|---------|-----------------|
| True Colours questionnaires | QIDS-SR16 (depression) ASRM (mania) GAD-7 (anxiety) EQ-5D (quality of life) | Continuously administered for the period of study, delivered weekly |
| Mobile phone sensors | Tri-axial acceleration Light level Battery level Geolocation Calls and texts | Continuously for the period of study, variable sampling rate |
| Mobile phone questionnaires | Mood Zoom (mood) | Once a day for the period of study, 10 times a day during the high intensity week |
| Fitbit, commercial fitness tracker | Steps Floors Sleep analysis Bed time annotation | Continuously for the period of study, one minute resolution, manual (button press) bed time annotation |
| GENEActiv wrist-worn accelerometer | Tri-axial acceleration Light level Body temperature | High intensity week and optional at other times, 10-50Hz sampling rate for a duration of 10-28 days |
| Shimmer ECG | ECG | High intensity week, up to 48 hours ECG at 125Hz |
| Proteus patch | HR Body temperature Physical activity | High intensity week, HR every 10 minutes, physical activity every 5 minutes |
| Omron home blood pressure monitor | Blood pressure Heart rate | High intensity week, 3 times a day |
| Omron temperature probe (ear or oral) | Body temperature | High intensity week, 3 times a day |

The data acquisition platform was designed to use a custom AMoSS mobile application on an Android smart phone as the main data acquisition instrument, providing a data entry interface for users and transferring the collected data to mobile back-end servers, running Linux, Apache, MySQL and PHP (LAMP) software stack and providing protected file storage for all study data (Palmius et al., 2014).
To ensure data security, study participants and clinical assistants were located outside of the protected internal network, where back-end servers were placed and which only research personnel has access to. The data were uploaded to the internal network as anonymised and only clinical assistants have access to participant’s identities, stored at the Warneford psychiatric hospital (Oxford, UK).

To ensure compliance with data collection, participants were offered to keep study-provided smart phones if continued the study for more than one year. The back-end platform provided research personnel with status of data collection for each participant, so that in case of interrupted data transfers the participant could be contacted directly to identify and resolve the issue.

Note, that the study participants did not keep sleep log to reduce the study burden on participants. All data collection modalities selected for the study required minimal user interaction, however together could potentially cover a broad spectrum of possible symptoms, and thus account for inter-subject variability in disorder manifestations.

3.1.3.1 Mobile phone application

The key component of the study is a mobile platform for the acquisition of data from mobile phone sensors and Mood Zoom questionnaire (AMoSS mobile application) (see Figure 3.1). The mobile application collects data from the mobile phone accelerometer (tri-axial), light sensor, battery, coarse location information (obtained by proximity of cell towers and Wi-Fi access points, unless the user has enabled GPS explicitly), as well as phone calls and text messages (addressee, direction and length). All information that may lead to the identification of participants by researchers is eliminated at the stage of mobile phone data acquisition according to the following rules:

- For location data, during the application installation a random seed was generated for latitude (range of $\pm 90^\circ$) and longitude (range of $\pm 180^\circ$), and subsequently subtracted from all collected data, so location has an unknown at the analysis stage offset from the real measured location, defined by the seed.
• For phone calls and texts, the real addressee number is replaced with a MD5 hash, thus eliminating the possibility of identification, but at the same time preserving the addressee’s uniqueness, and content of text messages or calls was not collected.

Users agreed with the applications terms of use during installation and required to sign consent form in order to receive credentials to start using the application. The design and functionality of the mobile application were evaluated in 3-months study on healthy volunteers (students) to ensure that the data collection will not undermine usability of smart phones (such as battery life) and ensure data transfer reliability to avoid significant data traffic charges. But no formal comparison were performed between smart phone characteristics with and without AMoSS mobile application.

From the software architecture point of view, the mobile application is organised into a number of asynchronous modules, to facilitate continuous data collection and upload, even if the application itself is not running in the foreground on a user’s phone. The following key software components are included in the application:

Figure 3.1: User interface of the AMoSS mobile application. Figure a) shows the main activity visualisation screen, b) shows the Mood Zoom questionnaire prompt and c) presents the application configuration options.
• **User interface:** Provides visualisation of the last 7 days of collected activity data, an interface for submission of Mood Zoom questionnaire responses and a screen for application configuration (see Figure 3.1).

• **Background sensors data collection service:** The service runs continuously on the mobile phone and collects data from the accelerometer, light sensor, and battery, as well as geolocation data, information about calls and texts and responses from the Mood Zoom questionnaire. All data are saved on the phone’s local file system in CSV format for up to 30 days or until uploaded to the AMoSS server.

• **Background data upload service:** The service performs a buffered asynchronous upload of collected data as zip-compressed CSV files and manages the application connectivity. Due to the large amount of data collected (5-10 MB per day per participant) and to protect participants from excessive mobile data payments, server uploads are only performed when a Wi-Fi connection becomes available.

• **Events scheduler:** The scheduler handles the key application events, such as activation of the Mood Zoom questionnaire and repeated data upload attempts.

### 3.1.3.2 Server side interface

The main design goal of the server side interface was to provide a simple and flexible infrastructure for acquiring and storing data from mobile phone sensors, as well as other types of data collected during the study (Palmius et al., 2014) (see Figure 3.2). The server interface was implemented using the LAMP open-source software stack and included the following components:

• **Web Server:** Apache web server version 2.2.22 with HTTPS support (Rescorla, 2000) and PHP module for implementation of File Server functionality. For improved security, the server is accessible only on an encrypted (HTTPS) connection.

• **Authentication Server:** A basic access authentication facility using user identifier
Figure 3.2: Architecture of the AMoSS smart phone data acquisition platform. The password-protected internal computing resources are highlighted in orange. Participants access the internal network using provided smart phones with in-house developed AMoSS application.

and password (Franks et al., 1999). Each user is assigned a unique study identifier (user name) and a specially generated strong password. The study identifier and password need to be specified within the mobile application to establish a secure server connection.

- **File Server**: A custom PHP scripts infrastructure for unidirectional file transfer (data upload only). Once uploaded, data files are transferred to a secure server area, not accessible by the Apache web server.

The key factor for implementation of server side interface was the limited availability of supporting infrastructure and implementation resources. Therefore a "low-tech" approach to the implementation was taken, where uploaded data were stored in files, thus simplifying server backups and data management by researchers. This approach in the same time allows for a good horizontal scalability as data from different clients may be
stored on different file servers and API server can be easily migrated to a facility with automatic load balancing, such as Amazon Elastic Beanstalk. However, for the analysis purpose the data need to be decompressed and converted from CSV to a format with direct data access (Matlab data files used in this thesis), which may need significant computational resources. Source code for all platform components is stored in private Bitbucket Git repositories.

Only users recruited for the study or clinical study administrators are allowed to upload data to the server and only researchers within the internal network can access the uploaded data files. Additionally, a set of support scripts was developed for the creation of new users, generation of strong alphanumeric passwords, conversion and re-sampling of data.

3.2 Data analysis subset

Data collected by the AMoSS project are diverse and not all signals listed in Table 3.3 are used in this thesis. Since the main focus of this work is the identification of objective features to continuously assess patients’ symptoms, the main emphasis was given to accelerometry, as the least invasive data acquisition tool, and capable of characterising a broad range of symptomatic behaviours (Teicher, 1995).

The selected subset of signals is described in Table 3.4, including the objective measures of physical activity and subjective questionnaire-based ground truth assessment of symptoms. Note, that the ground truth of mental state is represented by subjective assessment of symptoms, however it is the current state-of-art in diagnostics of mental disorders, and shifting towards more objective assessment is the purpose of this thesis.

In the following sections a detailed description is provided for each of the selected data sources.
**Table 3.4:** Monitoring modalities of the AMoSS study selected for this research, including subjective ground truth (questionnaires) and objective measures of activity and behaviour.

| Signals | Purpose |
|---------|---------|
| BIS-11 (impulsivity) score | Ground truth for identification of trait impulsivity related behaviour features |
| QIDS-SR16 (depression), ASRM (mania) and GAD-7 (anxiety) questionnaires | Ground truth for identification of clinically significant mood episodes in recent two week period |
| Mood Zoom questionnaire | Ground truth for short-term (day-to-day) mood changes |
| Fitbit bed time annotation | Ground truth for development of automated bed/wake segmentation algorithms |
| GENEActiv acceleration and light level | High-quality dataset for identification of features, specific for behaviour of diagnosed patients vs. healthy controls |
| Phone acceleration, light level, battery level, calls and texts | Long-term rich dataset for identification of clinically significant mood episodes |

### 3.2.1 Questionnaires

#### 3.2.1.1 Impulsivity assessment

Impulsivity is widely acknowledged as an important characteristic of many mental disorders and clinical states (Swann, 2009). Impulsivity is generally considered to be a "trait" characteristic, describing the habitual behaviour patterns independently on mental state, however there were very few studies of impulsivity in mania or depression. The International Society for Research on Impulsivity suggests four measurement tools, including the Barratt Impulsiveness Scale (BIS-11) (Barratt and Patton, 1995), Balloon Analogue Risk Task (BART) (Lejuez et al., 2002), Cued Go No-Go (Marczinski and Fillmore, 2003) and Immediate and Delayed Memory Tasks (IMT/DMT) (Dougherty et al., 2002).

In the AMoSS study, the impulsivity assessment (BIS-11) is performed once during the enrolment process to identify the following personality traits:

- **Attentional impulsiveness** which assesses task-focus, intrusive thoughts, and
racing thoughts.

- **Motor impulsiveness** which assesses the tendency to act on the spur of the moment and consistency of lifestyle.

- **Non-planning impulsiveness** which assesses careful thinking and planning and enjoyment of challenging mental tasks.

It can be seen that the contributing factors describe human behaviour on multiple scales, from seconds (attentional) to minutes and hours (motor) and days (non-planning), and are strongly linked to physical activity or behaviour. Therefore continuous analysis of physical activity recordings has the potential to characterise a person’s impulsivity by analysing both day-time activity patterns and rapid changes in activities (for example frequent changes between sedentary and moderate activities).

The AMoSS study includes healthy, bipolar disorder and borderline personality disorder participants, all having different profiles of impulsivity, as we can see from Figure 3.3. For the bipolar disorder patients increased impulsiveness is expected during manic episodes and for the borderline personality disorder patients it is a persistent distinctive trait characteristic.

### 3.2.1.2 Weekly mood questionnaires

The presence of clinical episodes of mania and depression in bipolar patients in ambulatory settings is usually assessed with questionnaires. The AMoSS study uses the QIDS-SR16 for the assessment of depression (Rush et al., 2003), ASRM for the assessment of mania (Altman et al., 1997) and GAD-7 for the assessment of anxiety (Spitzer et al., 2006). The questionnaires are delivered on a weekly basis using the True Colours Self-Management System\(^2\), via email or mobile text message.

As we can expect and see from Table 3.5, mood scores vary between the disorder and control groups. However, according to DSM-5 diagnostic criteria symptoms are often

\(^2\)http://truecolours.nhs.uk/
Figure 3.3: Boxplots of BIS-11 impulsivity scores of the AMoSS study participants, where TOTL refers to the total score, and MOTR, ATTN, NPLN are the motor, attentional and non-planning 2nd order factors respectively. BD, BPD and HC refer to bipolar disorder, borderline personality disorder and healthy controls.

required to be present for a certain period of time and to exceed a specific threshold (see Table 3.6), to become a clinically significant episode.

Questionnaire-based weekly mood scores are used as the main ground truth for the identification of bipolar disorder episodes, so compliance with questionnaires is of special importance in this study. As we can see from Table 3.5, compliance among the AMoSS study participants varied considerably, however the mean time between responses is not significantly different between healthy and disorder cohorts at a level of $p < 0.05$ using the Wilcoxon rank sum test.

Table 3.5: Scores and compliance of AMoSS study participants to QIDS-SR16, ASRM and GAD-7 web-based questionnaires. Superscripts indicate if (and with which) the average value of a given patient distribution is significantly different at a level of $p < 0.05$ using the Wilcoxon rank sum test.

|                          | Healthy controls | Bipolar disorder | Borderline personality disorder |
|--------------------------|------------------|------------------|---------------------------------|
| QIDS-SR16 (Mean±SD)      | 2.24±2.06 BD      | 8.01±3.99 HC     | 13.85±4.09 HC BD                |
| ASRM (Mean±SD)           | 1.29±2.22 BD      | 2.74±2.21 HC     | 2.61±2.10 HC                    |
| GAD-7 (Mean±SD)          | 1.26±1.43 BD      | 5.96±4.46 HC     | 11.87±4.94 HC BD                |
| Response rate, days (Mean±SD) | 7.26±5.03 BD | 7.60±3.31 HC | 8.27±3.39 HC                   |
Table 3.6: Diagnostic thresholds of weekly mood questionnaires, mood disturbance should persist for a minimum duration of time to be considered a clinically significant episode (see DSM-5 (American Psychiatric Association, 2013)).

| Questionnaire | Score range | Interpretation          |
|---------------|-------------|-------------------------|
| QIDS-SR16     | 0-5         | No depression           |
|               | 6-10        | Mild depression         |
|               | 11-15       | Moderate depression     |
|               | 16-20       | Severe depression       |
|               | 21-27       | Very severe depression  |
| ASRM          | 0-5         | Less likely mania       |
|               | 6-25        | Higher probability of mania |
| GAD-7         | 0-4         | Minimal anxiety         |
|               | 5-9         | Mild anxiety            |
|               | 10-14       | Moderate anxiety        |
|               | 15-21       | Severe anxiety          |

From Figure 3.4 it can be seen that compliance pattern remains stable for each participant for the duration of the study. The relatively high variance in inter-response intervals is explained mostly by participants who stop responding to questionnaires after a period of time, as illustrated by Figure 3.4. It must be also noted, that according to the opinion of the AMoSS clinical team, compliance can be a function of the clinical state, i.e. the patient may stop responding during a manic or depressive episode.
Figure 3.4: Weekly QIDS-SR16 depression scores collected from the AMoSS study participants, demonstrating compliance to email mood prompts. All questionnaires are delivered simultaneously, so similar results are observed also for ASRM and GAD-7 responses. The colour of the plot indicates a score as described by the colour bar on the right side of the plot.

3.2.1.3 Daily mood questionnaires

Mood questionnaires, delivered on a weekly or bi-monthly basis are reliable and validated clinical instruments, however they may suffer from recall bias in determining the actual objective historic values of measured phenomena (Ben-Zeev et al., 2012). Therefore daily assessment of mood may be useful and included in the AMoSS study protocol. Daily mood assessment was performed using the Mood Zoom questionnaire, implemented as a
part of the AMoSS mobile application.

The Mood Zoom questionnaire assesses self-rated mood on six dimensions, namely, anxiety, elation, sadness, anger, irritability and energy, using a 7-item Likert scale, rating each state from "Not at all" applicable to "Very much" applicable. Mood Zoom does not have a diagnostic purpose and is intended to provide a more detailed assessment of mood, irrespective of the underlying disorder, as we can see from Table 3.7.

**Table 3.7:** Scores and compliance to Mood Zoom questionnaires of AMoSS study participants. Numbers from 1 to 7 correspond to grades of Likert scale with a lower grade representing the lower subjective experience level. Superscripts indicate that the distributions are different with $p < 0.05$ according to Wilcoxon rank sum test.

|                     | Healthy controls | Bipolar disorder | Borderline personality |
|---------------------|------------------|------------------|------------------------|
| Angry (Mean±SD)     | 1.39±0.59        | 1.94±1.20        | 2.45±0.84              |
| Anxious (Mean±SD)   | 1.74±0.82        | 2.86±1.39        | 4.07±1.36              |
| Elated (Mean±SD)    | 2.71±1.45        | 2.40±1.10        | 2.86±1.10              |
| Energetic (Mean±SD) | 3.50±1.09        | 2.92±0.94        | 2.89±0.87              |
| Irritable (Mean±SD) | 1.68±0.69        | 2.47±1.17        | 3.13±1.25              |
| Sad (Mean±SD)       | 1.56±0.73        | 2.48±1.27        | 3.76±1.21              |
| Response rate, days (Median±IQR) | 0.92±0.51 | 1.05±0.64 | 1.01±0.69 |

The Mood Zoom is delivered using the AMoSS smart phone application, and the user is notified about the submission time via the phone alarm, so compliance may be different compared to email-based notifications of weekly questionnaires. From Table 3.7 and Figure 3.5 we can see that the median inter-response interval is not significantly different between groups and the variance can be explained mostly by participants who stopped responding at some point of the study.
Figure 3.5: Mood Zoom sadness self-rating collected from the AMoSS study participants. According to the application’s design, all Mood Zoom questions have to be answered to enable submission of results, so compliance is the same for all mood dimensions. The colour of the plot indicates the score as described by the colour bar on the right side of the plot.

3.2.2 Objective behaviour assessment

Objective assessment of behaviour in this work is based on the analysis of data from accelerometers embedded in mobile phones and GENEActiv wrist-worn devices. Activity measurement using accelerometers (e.g. actigraphy), is an inexpensive and easy-to-use approach, frequently used in sports medicine (Swartz et al., 2000), for sleep (Sadeh, 2011) and circadian research (Ancoli-Israel et al., 2003). Measurement results depend
on device location on the human body. For sleep and circadian rhythms analysis (and also in this project), the non-dominant wrist was selected as the preferred location of the accelerometer (Steenari and Aronen, 2002; Berger et al., 2008), but no significant difference in analysis results were reported between dominant and non-dominant wrists, as well as if worn on the waist (Sadeh et al., 1994).

Accelerometers measure changes in speed, typically using piezo-electric sensors. Accelerometer hardware is constantly evolving, with many devices on the market being from an older generation, offering non-directional measurement of acceleration in arbitrary units (counts) rather than SI units ($m/s^2$). Such devices suffer from technological limitations, including a limited amount of data storage, low sampling rates (below 0.1 Hz) and non-linearity of acceleration measurements. Results of activity measurement in such devices are usually collected in epochs of several seconds or minutes (Roebuck et al., 2013). Activity data are often post-processed and available as zero-crossing timestamps (frequency of movement), time-above-threshold (duration of movement) or periodic integration information (intensity of movement) (Hersen, 2006).

Modern micro-electro-mechanical system (MEMS) accelerometers (used by this project), are capable of precise tri-axial acceleration measurement. Such accelerometers only recently started to be used in research (te Lindert and Van Someren, 2013) and allow for a reliable automated classification of activity, with the study of Zhang et al. demonstrating 99% classification accuracy of walking, running, household and sedentary activities in a study with 60 healthy participants in laboratory and outdoor environments (Zhang et al., 2012). Modern accelerometers usually integrate a set of sensors, including a tri-axial accelerometer and others (such as light, temperature and pulse rate), however for simplicity the word “actigraph” or “accelerometer” will be used to refer to such devices.

In this work, the main focus is on physical activity data, obtained from GENEActiv (Activinsights Ltd, UK) accelerometers (see Figure 3.6) and Galaxy S3 or S4 mobile phone sensors, that are described in detail in the following sections.
3.2.2.1 Wrist-worn accelerometer

The GENEActiv accelerometer is a waterproof research-grade device, suitable for continuous 24x7 use and includes a tri-axial accelerometer, light sensor and body temperature sensor with operating characteristics presented in Table 3.8. Collected data are stored in internal memory and can be uploaded for analysis using a specialised cradle.

![GENEActiv accelerometer](image)

Figure 3.6: GENEActiv accelerometer, a) presenting the physical design and b) the orientation of acceleration measurement axes. Adapted from (Activinsights Ltd., 2012).

The GENEActiv accelerometer provides a very high quality physical activity measurement with configurable sampling frequency (frequencies of 50, 25 and 10 Hz are used in the study). The period of assessment using GENEActiv is limited by the internal memory capacity, and participants need to return the device to study administrators to upload the collected data. Therefore the duration of the GENEActiv assessment is limited to 10-28 days, depending on the configured sampling frequency, with one or more assessment sessions performed per participant during the period of the AMoSS study.

The AMoSS study participants are instructed to use the accelerometer continuously, unless taken off due to a medical procedure or similar. However, not all participants follow the instruction and devices were often taken off at night or not worn during the day time. During the non-wear time the accelerometer measures 1g acceleration (gravity) and it affects (decreases) the cumulative daily activity measurements. Figure 3.7 presents the average daily acceleration for all GENEActiv sessions, with gravity subtracted. We can see that decreased daily acceleration values (dark blue) usually appear closer to the
end of the measurement session, as participant compliance decreases towards the end of assessment.

The information, collected with GENEActiv accelerometers, potentially allows identification of objective differences in activity between participant groups, but may not be enough to capture a large number of clinically significant disorder episodes for two main reasons:

- According to the DSM-5 diagnostic criteria, symptoms of depression need to be present for at least two weeks for a clinically significant depressive episode to be detected (or one week for a manic episode).

- In bipolar disorder, disorder episodes are relatively infrequent, and even in rapid cycling bipolar (approximately 10% of patients) episodes may happen up to four times a year.

Patients in the AMoSS study are well-managed and the probability of capturing an
episode, while assessing a randomly selected continuous 10-28 day period is quite low. Therefore to capture clinically significant episodes of bipolar disorder in well-managed patients, such as our study cohort, we need to acquire at least one year of data, so that periods of euthymia and deterioration are both present in collected information. Due to usability issues of research-grade instrumentation (Teicher, 1995), such data acquisition is practically possible only with consumer-grade devices.

Figure 3.7: GENEActiv activity data collection sessions. Each bar represents a single assessment session. The colour of the plot represents the mean daily acceleration in units of g at sea level, after removing 1 G as the background gravitational field, with deep blue indicating a very low level of activity, such as non-wear or sedentary time.
3.2.2.2 Mobile phone

Of all consumer devices with the potential to record accelerometry, none is more ubiquitous than the mobile phone, therefore this work focused mostly on the data collected with mobile phone sensors. For continuous long-term physical activity and behaviour assessment in the AMoSS study, Android smart phones were used, making it possible to capture and analyse clinically significant mood episodes.

Participants were given Samsung Galaxy S3 or S4 mobile phones with pre-installed in-house developed AMoSS mobile application, continuously collecting data from phone accelerometer, light sensor, coarse geolocation, as well as time, direction and duration of phone calls and text messages. All participants used the study-provided mobile phone as their primary one.

Key phone sensors characteristics are presented in Table 3.9 and sampling frequencies for all signals are variable and defined by Android platform at run time.

### Table 3.9: Operating characteristics of Samsung Galaxy mobile phone sensors.

| Parameter                  | Value                                      |
|----------------------------|--------------------------------------------|
| Sampling rate              | variable up to 10 Hz                       |
| Record duration            | unlimited                                  |
| Battery life               | depends on usage (1 day typical)           |
| Accelerometer type         | LSM330DLC (MEMS 3-directional)             |
| Accelerometer range        | ±2 g                                       |
| Accelerometer resolution   | 0.1 milli g                                |
| Light sensor type          | CM36651 (CMOS RGB)                         |
| Light sensor range         | 0 to 121240 Lux                            |
| Light sensor resolution    | 1 Lux                                      |

AMoSS mobile application runs in background, providing instrument for truly ambient behaviour monitoring, where non-use of mobile phone is also a useful source of information about participants’ behaviour. However, although participants were encouraged to use the study-provided mobile phone as their primary one, not all participants did so. Another issue for mobile phone data collection is data missingness due to sensor failure. Due to
the specifics of the Android platform, data collection is performed in a non-deterministic environment and there are several main reasons for missing data from phone sensors:

- Any mobile application can be terminated by the Android platform if phone resources (such as memory) are needed by other applications with a higher priority (for example those running in the foreground and interacting with the user). In such situations data collection may stop for an unspecified period of time until the application is restarted.

- The acceleration sampling rate may decrease or sampling may stop completely in response to external events, for example the sampling rate decreases during periods of phone non-movement to reduce power consumption.

- The user may uninstall the AMoSS application, stop using it, or the internal phone SD card may become full, preventing the phone from saving data collected from the sensors.

Although the AMoSS project clinical team handled issues such as phone damage or accidental uninstallation, it was not possible to eliminate all problems, partially because the developers did not have access to participants’ devices. Therefore the phone data collection in the AMoSS project is prone to intermittent interruptions, with frequency and duration influenced partially by phone usage patterns. Figure 3.8 presents all acceleration data collected from the study participants as a percentage of seconds with at least one sample for each day.

We can see that the percentage of missing data varies both between subjects and within the data collection period of each specific subject. Very rarely a single subject would have a data acquisition period with 100% samples collected. This emphasises the need for pre-processing methods, capable of generating an evenly sampled time series by imputing missing values with a reasonable default.
Figure 3.8: Acceleration data collected from a smart phone. Each dot represents a day and the colour of the plot represents the proportion of seconds during a day with at least one sample of acceleration, deep blue indicating a very low sampling rate or missing data.

3.3 Summary

The AMoSS data set includes ground truth information about the subjects’ mood, together with physical activity, physiology and behavioural information, which is helpful in identifying clinically significant episodes of disorder. Given the sample size, the number and granularity of collected physiological data, research cohort composition, and the duration of the study, AMoSS stands as one of the most advanced and detailed data sources
for longitudinal behavioural assessment of psychiatric disorders.

The composition of the AMoSS data set makes possible the identification of objective differences between cohorts using the captured physical activity patterns, as well as the identification of activity features that would be predictive to clinical symptoms and disorder episodes. The data subset selected for this thesis consists of accelerometer recordings from wearable research-grade devices and the in-house developed smart phone application, together with self-rated mood scores as described by Table 3.4.

The ground truth of emotional state (representing clinical state for our study population) is represented by subjective assessment with ASRM, QIDS-16SR and GAD-7 questionnaires, validated for diagnostic accuracy for assessment of mania, depression and anxiety (Altman et al., 1997; Rush et al., 2003; Spitzer et al., 2006). However, the assessment of physical activity, sleep or other behaviours with questionnaires is known to be inaccurate (Sabia et al., 2014; Busschaert et al., 2015), therefore leading to limited agreement between even perfectly measured subjective and objective data.

GENEActiv accelerometer is widely used for assessment of physical activity and sleep, and is one of the most (independently) validated devices on the market (te Lindert and Van Someren, 2013; Rowlands et al., 2014a; Rowlands et al., 2014b; Schaefer et al., 2014; Hildebrand et al., 2014; Troiano et al., 2014; Chapman et al., 2015). However, the quality and quantity of collected data vary between participants, with one to three GENEActiv recordings per participants, each of 10 to 21 days, and up to 12 months of mobile phone data (depending on recruitment date) with variable sampling rate and missing data periods.

The factors may be limiting for the presented research and were taken into account in the data analysis strategy presented in the next chapters.
Chapter 4

Data pre-processing methods

4.1 The problem of data quality

The AMoSS data set is diverse and includes different types of information, from self-rated mood questionnaires to continuously collected data from sensors, which are not necessarily evenly sampled. In this work several data analysis methods were applied to these data, extracting different behaviour features. As noted by Enders (Enders, 2006), data quality is not an inherent characteristic of a data set, but is largely defined by analysis methods, each suggesting a different understanding of data quality and potentially different pre-processing strategies. The quality issues specific to our subset are described in Table 4.1, focusing on two main classes of data - questionnaires and sensor measurements.

Data quality issues in the context of questionnaires were discussed by Bowling (Bowling, 2005) with a focus on different modes of questionnaire administration. Many common problems, such as interviewer bias or incomplete responses in the AMoSS study were eliminated by the electronic mode of questionnaire delivery and specific design, which only allowed the submission of complete responses. The remaining issues, including the missing values (non-response) and recall bias, are addressed later in this chapter.

In the case of sensor values, data may suffer from missingness or absence (due to non-wear or sensor failure), noise (inherent characteristic of any sensor) and measurement
bias (due to poor factory calibration of a sensor). These issues were analysed extensively in the literature, specifically in the case of accelerometers, and a number of approaches are proposed and described below (Lötters et al., 1998; Catellier et al., 2005; Gietzelt et al., 2008; Curone et al., 2010; van Hees et al., 2013; van Hees et al., 2014).

### 4.2 Noise and bias removal

#### 4.2.1 Questionnaires

In the case of AMoSS questionnaires, sources of noise and bias include erroneous responses (typos) and subjective bias, such as recall bias or disorder-specific bias in responses, as noted also by Hinton (Hinton, 1966). For example, the important clinical characteristics of the borderline personality disorder is the identity disturbance, characterised by illogical or incoherent thought, feeling and behaviour, that could affect the objectivity of self-assessment in questionnaire responses (American Psychiatric Association, 2013).

Noise and recall bias could be eliminated by using a second source of observations, which is not always possible in practice. However, the AMoSS study includes collection of objective data from sensors, and one of the analysis goals of this work is to identify behaviour correlates of mood based on these data. Therefore the problem of biased questionnaire responses is partially addressed by this work by using the alternative source...
of behaviour observations.

4.2.2 Accelerometer measurements

While accelerometers are calibrated during manufacturing, there is still the possibility of systematic error in some devices (calibration error). The accelerometer calibration error may include a bias and scaling error for each measurement axis separately, as represented by the offset of accelerometer samples during inactivity periods from a 1 g sphere of a perfectly calibrated device (see Figure 4.1).
Figure 4.1: GENEActiv accelerometer data plot of a sample subject. Green dots represent accelerometer samples during inactivity periods (identified as described in this section), black circles are projections of a 1 g sphere of perfectly calibrated device measurements and red cross represents the centre of mass. Accelerometer calibration error may include a bias and scaling error for each measurement axis separately.

The principal framework for addressing this issue is called auto-calibration and includes identification of non-wear episodes, where measured acceleration should be equal to 1 g. Accelerometer measurements during these periods are located on the boundary of a 3-dimensional ellipsoid, with some offset and scaling on each of 3 axes (van Hees et al., 2014). The offset and scaling errors are removed by identifying adjustment factors for every plane, to transform measurements to a perfect sphere with a zero offset.
Such a procedure allows the identification of the calibration error directly from captured ambulatory recordings. For GENEActiv accelerometers it was validated by van Hees et al. (van Hees et al., 2014) and includes the following steps:

1. For every time window of 10 seconds in each data record the standard deviation and the average acceleration per axis are extracted.

2. Only time windows for which the standard deviation is < 13 milli g (empirically derived) in all three axes are retained.

3. For all retained measurements at times $t$, axis-specific calibration is defined as $s'_i(t) = d_i + s_i(t)a_i$, where $s_i(t)$ and $s'_i(t)$ are acceleration before and after auto-calibration, $d_i$ is the offset and $a_i$ is the gain factor for axis $i$.

4. Parameters of the model $d_i$ and $a_i$ are optimised by minimising the average calibration error (the difference between 1 g and the euclidean norm for each measurement) using a least squares approach.

The sensor noise is then removed by filtering the transformed accelerometer measurements as described in Section 4.4. Average accuracy improvement after sensor calibration process was $0.0097 \pm 0.0060$ g (Mean±SD).

### 4.3 Dealing with missing data

The choice of strategy for dealing with missing data depends on the underlying assumptions on data missingness. The principal framework for dealing with missing values was developed by Rubin (Rubin, 1976) and describes three missing data scenarios:

- **Missing Completely At Random (MCAR):** The probability of a missing value is unrelated to both observed and unobserved values.
• Missing At Random (MAR): The probability of a missing value is unrelated to the missing values itself only.

• Missing Not At Random (MNAR): Missingness depends on the missing data.

Traditional strategies for dealing with missing values, including the arithmetic mean imputation, regression imputation, stochastic regression imputation and the last observation carried forward, will provide an unbiased estimate only for MCAR data (Enders, 2006). The approaches that would work under both MCAR and MAR assumptions include the Maximum Likelihood (ML) and Multiple Imputation (MI) (Rubin, 1976; Schafer and Olsen, 1998; Enders, 2006). However, in many (if not all) practical cases the missing data are related to both observed and unobserved values. In such cases the approach for dealing with missing data would depend on the model of data missingness.

In order to understand the nature of data missingness, a separate experiment may need to be performed that require participants to recall the reason for not wearing a certain sensor or not responding to a questionnaire. Due to resource constraints such activity was not performed in the framework of AMoSS study.

4.3.1 Questionnaires

For subjective mood questionnaires, extensive analysis of mood time series with a focus on forecasting was performed by Moore (Moore et al., 2012; Moore et al., 2014). Forecasting methods, as well as imputation, use the known time series data to predict unknown values, so forecasting methods may be also used to deal with missing data. Several forecasting methods were investigated by Moore et al., including the unconditional mean, last value carried forward, exponential smoothing and Gaussian Process regression. It was demonstrated that the unconditional mean provides a better forecast in almost half of all analysed mood time series (Moore et al., 2012), so it was selected as the imputation strategy for this study.
4.3.2 Accelerometer measurements

For wearable sensors, the main reason for data missingness is the non-wear time, where the data readings are constant as opposed to no data during sensor failure. The identification of missing data periods for GENEActiv and other wearable accelerometers was extensively analysed in the literature (Löhters et al., 1998; Catellier et al., 2005; van Hees et al., 2011; van Hees et al., 2013). Proposed methods of non-wear episodes detection are based on identification of inactivity periods, where the standard deviation of the signal is below a certain threshold. This work adopts the method used by da Silva et al. (da Silva et al., 2014) and van Hees et al. (van Hees et al., 2013), where for each 30 minute window, the window is classified as non-wear time if for at least two axes the standard deviation of acceleration is below 13 milli g and the signal range is below 50 milli g.

In human activity time series, data imputation is a difficult problem due to the fact that data may be missing during specific activities, such as bathing or exercise (MNAR assumption). Catellier et al. demonstrated that data missingness depends on the time of the day and day of the week, therefore a simple imputation strategy is not appropriate (Catellier et al., 2005). Sabia et al. (Sabia et al., 2014) and van Hees et al. (van Hees et al., 2011) used arithmetic mean imputation, however took for averaging only data from the same time of day, thus incorporating global knowledge into the data model. In this work, following the approach of Sabia et al. and van Hees et al., non-wear time was imputed with data from the same time of day, and of the same recording, averaged across the surrounding 5 days, thus preserving local signal characteristics.

4.4 Averaging and dimensionality reduction

Modern accelerometers include tri-axial micro-electro-mechanical systems (MEMS) sensors for three-dimensional acceleration measurement with sub-second time resolution. However, for analysis, these measurements are usually converted into a uni-axial representation, measuring cumulative activity for a certain period of time.
4.4.1 Euclidean Norm Minus One (ENMO)

Focusing on the day-time activity analysis, van Hees et al. (van Hees et al., 2013) performed comparison of different summary activity metrics, derived from tri-axial accelerometers, and analysed the correlation between activity measurement results and direct energy expenditure measurements. The analysed summary metrics included:

- Simple Euclidean norm (EN).
- Euclidean norm minus one, with negative numbers rounded to zero (ENMO).
- Euclidean norm of the high-pass filtered signal (HFEN).
- Euclidean norm of low-pass filtered signal minus one (HFEN+).

The ENMO and HFEN+ were found to explain most variance in daily PAEE, and ENMO was argued to be the preferred metric in both free-living and robot experiments, and was subsequently used in large-scale physical activity studies (da Silva et al., 2014; van Hees et al., 2014). This study used the ENMO as the preferred data representation for day-time activity analysis for compatibility with previous research, and to retain the frequency-dependent information that could be eliminated by filtering.

4.4.2 Epoch-based “activity counts”

A large number of actigraphs on the market are older generation devices, usually offering non-directional measurement of acceleration in arbitrary units (counts) rather than gravity units (g). Results of activity measurements in such devices are usually integrated over epochs of several seconds to create so called ‘activity counts’ (Hersen, 2006).

Many activity analysis methods are developed and validated for such epoch based ‘activity counts’ data, specifically for sleep analysis, therefore it is important to ensure the compatibility of data formats between modern and traditional devices. For tri-axial GENEActiv accelerometers, te Lindert (te Lindert and Van Someren, 2013) developed
a procedure for converting the raw acceleration into activity counts, compatible with Actiwatch (CamNTech, UK) format, and validated it in sleep analysis settings. The procedure includes the following steps:

1. Palmar-dorsal (z) axis of GENEActiv data is selected.

2. Band-pass filter (3-11 Hz, Butterworth order 5) is applied to the data.

3. The resulting signal is rectified and divided into 128 equally spaced bins between 0 and 5 g at the natural sampling frequency (25 or 50 Hz).

4. Within each second, peak value is detected and assumed to be the second count value.

The procedure was validated in a study with 15 healthy adults and demonstrated agreement between the Actiwatch and GENEActiv scored sleep/wake epochs with kappa values of $0.83 \pm 0.07$, and better agreement of analysis results between two simultaneously worn GENEActiv accelerometers, compared with two simultaneously worn Actiwatch accelerometers. This data format, however, may not perfectly represent the subject’s physical activity due to the processing of palmar-dorsal axis, therefore in this study “activity counts” were used for sleep analysis only.

### 4.5 Activity segmentation

Non-stationarity is one of the key characteristics of human activity and physiology, driven by either exogenous impulses (such as sleep-wake routine, structured working days, alarms, human interaction, etc.), or intrinsic changes in state variables such as mental activity, blood pressure, heart rate, endogenous activity level and level of consciousness due to sleep and circadian rhythms.

Analysis of non-stationarity is especially important in the context of ambulatory human behaviour, where data are collected from a range of mobile and wearable sensors
and non-stationarities describe changes in physiological states, habitual activities or the influence of external factors. Time-related information about transitions between such states is valuable for the assessment of subjects’ daily routine, for analysis of sleep and circadian rhythms (Aritake-Okada et al., 2010). Different analysis methods may also be applied to data captured during different physiological states, such as sleep and wakefulness, therefore such states need to be identified (Blackwell et al., 2005; Tracy et al., 2014).

Time series segmentation allows the identification of semi-stationary states within a complete recording. Depending on the states of interests, a number of methods for activity segmentation were proposed in this study, which were helpful for identifying high level states of sleep and wakefulness, as well as transitions between activities within these states, as described in the next sections.

4.5.1 Stationary activity segments

One approach for the analysis of non-stationarity of physical activity is splitting the entire recording into stationary segments (each representing a certain behaviour or physiological state) and analysing their duration distribution. Change point detection plays a critical role in the identification of stationary segments.

In order to select the best method of change point detection to be applied to human locomotor activity data, we first evaluated a number of methods on a synthetic data set, created using the physiological heart rate model of McSharry-Clifford (McSharry et al., 2002). The heart rate is known to be correlated with physical activity (Freedson and Miller, 2000), so it is to be expected that segments duration distributions are similar between both. The best performing method was then applied to human data.

4.5.1.1 Recursive Mean Difference Maximisation (RMDM)

This algorithm was proposed by Bernaola-Galván (Bernaola-Galván et al., 2001) to study the scaling behaviour of the human heart rate and aims to recursively maximise the
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difference in mean values between adjacent segments. It was applied to physiological
signals, including inter-beat intervals of the human heart (Bernaola-Galván et al., 2001)
and DNA analysis (Haiminen et al., 2007; Bernaola-Galván et al., 2012).

![Figure 4.2](image)

**Figure 4.2:** The first step of RMDM algorithm. The input signal in normalised units (top
plot), together with the Student’s t-statistic for the difference of mean between the left and right
subsignals (bottom plot) and the candidate change point at $t_{\text{max}}$ (red dashed line).

Given the input signal $S = \{x_1, x_2, ..., x_N\}$ of length $N$, a sliding pointer is moved from
left to right, splitting the signal into $S_1 = \{x_1, x_2, ..., x_j\}$ and $S_2 = \{x_{j+1}, x_{j+2}, ..., x_N\}$,
where $j$ is the position of the pointer (Figure 4.2). For each point, the means of the left
and right signals are calculated as

$$
\mu_1 = \frac{1}{N_1} \sum_{x_i \in S_1} x_i, \quad \mu_2 = \frac{1}{N_2} \sum_{x_i \in S_2} x_i.
$$

The difference between the means is calculated using the Student’s $t$-statistics

$$
t(S_1, S_2) = \left| \frac{(\mu_1 - \mu_2)}{\sqrt{\sigma_P}} \right|,
$$

where $\sigma_P$ is the pooled variance, defined as

$$
\sigma_P = \frac{N(V(S_1) + V(S_2))}{(N - 2)N_1N_2}
$$
and \( V(S) \) is the sum of squared deviations of the data in the signal \( S \):

\[
V(S) = \sum_{x_i \in S} (x_i - \mu)^2. \tag{4.4}
\]

The Student’s \( t \)-statistic is calculated as a function of the position \( j \) in the timeseries and a candidate change point \( j_{max} \) is selected, where \( t(j) \) reaches the maximum \( t_{max} \).

The significance level \( P(\tau) \) of the change point is calculated as \( P(\tau) = \{t_{max} \leq \tau\} \), where \( P(\tau) \) could not be obtained in a closed analytical form and was numerically approximated by Bernaola-Galván as

\[
P(\tau) = \left\{1 - I_{\frac{\nu}{\nu+\tau^2}}(\delta\nu, \delta)\right\}^\gamma, \tag{4.5}
\]

where \( \gamma = 4.19\ln N - 11.54 \), \( \delta = 0.40 \), \( N \) is the length of the signal, \( \nu = N - 1 \) is the number of degrees of freedom, and \( I_x(a, b) \) is the incomplete beta function. Note, that the probability of the change point depends only on the length of the original signal and the selected significance level \( \tau \) (usually set to 0.95). The dependency of the length of time series on the selected significance threshold is illustrated by Figure 4.3.

**Figure 4.3:** The significance \( P(\tau) \) of the change point as a function of the length of timeseries and the selected significance level \( \tau \) (50%, 75% and 95% lines are presented).
If the difference in means is significant, the signal is split into two segments (if the means of the new segments are significantly different from the means of adjacent segments) and the above procedure is repeated for each new segment while significance holds. Note that a weak stationary requires both the mean and variance to be constant and so this technique does not segment non-stationary changes due to shifts in variance.

4.5.1.2 Bayesian Blocks (BBBBLOCKS)

The Bayesian Blocks algorithm was proposed by Scargle et al. (Scargle et al., 2013) and provides a dynamic programming approach for change point detection. The algorithm uses a piecewise constant signal model and performs optimal fitting of model to data. The algorithm requires fitness of segments to be additive, so that

$$F[\mathcal{P}(S)] = \sum_{k=1}^{N_{\text{segments}}} f(S_k),$$

(4.6)

where $F[\mathcal{P}(S)]$ is the total fitness of the segmentation $\mathcal{P}$ of the signal $S$ and $f(S_k)$ is the fitness of the segment $k$, calculated as

$$f(S_k) = \frac{(\sum_{i=N} x_i)^2}{4\sum_{i=N} \sigma_i^2},$$

(4.7)

where $N$ is the number of data points within a segment, $x_i$ is the individual data point and $\sigma_i$ is the expected error of the data point measurement. Note, that in our case of unknown error of data point measurement and normalised signal, the expected error is taken as $\sigma = 1$.

The optimal segmentation is defined as the one with the maximum fitness, and is calculated using a dynamic programming approach. The algorithm starts with a sub-signal, including only one data point $x_{i=1}$, where only one segmentation is possible. In each step, a new datum $x_{i=i+1}$ is added to the signal and fitness of all new possible segmentations is calculated for each $j = \{1, ..., i\}$ as
where the definition of variables is the same as for the Equations 4.6 and 4.7 and $\gamma$ represents prior on the expected number of segments. The change point $j$ is identified at the maximum of $F^j_i [\mathcal{P}(\{x_1, \ldots, x_i\})]$ (see Figure 4.4).

The process continues for all data points of the signal and the sequence of $j$ values at the $i = N$ defines the detected change points in the signal $S$.

### 4.5.1.3 Bayesian Online Change Point Detection (BOCPD)

A Bayesian Online Change Point Detection algorithm was proposed by Adams and MacKay (Adams and MacKay, 2007) and further developed by Turner et al. (Turner et al., 2009). The method iteratively estimates the probability distribution of segment lengths using the Bayesian inference technique (Figure 4.5).

The method was originally proposed for conjugate-exponential models, where exact inference can be performed. In this work BOCPD was applied to normally distributed
data with unknown mean and variance. In this case the conjugate prior distribution takes the form of Normal-inverse-Gamma distribution

$$f(x, \sigma^2 | \mu, \nu, \alpha, \beta) = \frac{\sqrt{\nu}}{\sigma \sqrt{2\pi} \Gamma(\alpha)} \frac{\beta^{\alpha}}{\Gamma(\alpha)} \frac{1}{\sigma^2}^{\alpha+1} \exp \left( -\frac{2\beta + \nu(x-\mu)^2}{2\sigma^2} \right)$$

(4.9)

with $\mu$, $\nu$, $\alpha$ and $\beta$ hyperparameters (Bishop, 2006).

On each step of the algorithm, a new datum $x_{i\rightarrow i+1}$ is added to the analysed signal. The posterior predictive probability of new datum has the form of a non-standardised Student’s t-distribution (Murphy, 2007) with $2\alpha$ degrees of freedom, the centre at $\mu$ and scale parameter equal to $\frac{\beta(\nu+1)}{\alpha\nu}$ is given by

$$\pi_i^{(r)} = t_{2\alpha}(x_i | \mu_i, \frac{\beta_i(\nu_i + 1)}{\alpha_i\nu_i}),$$

(4.10)

where $r$ is the segment length, $\pi_i^{(r)}$ is the posterior predictive probability of segment length $r$ at data point $i$.

In order to calculate the probability of the change point, we should take into account...
that with each new datum the segment length may only increase (segment continues) or become zero (change point detected). The growth probabilities are calculated as

\[ P(r_i = r_{i-1} + 1, x_{1:i}) = P(r_{i-1}, x_{1:i-1})\pi_{t}^{(r)}(1 - H(r_{i-1})) \]  \hspace{1cm} (4.11)

and the change point probabilities are calculated as

\[ P(r_i = 0, x_{1:i}) = \sum_{r_{i-1}} P(r_{i-1}, x_{1:i-1})\pi_{t}^{(r)}H(r_{i-1}) \]  \hspace{1cm} (4.12)

where \( r \) is the current segment length and \( H(r) \) is a hazard function, defined as \( H(r) = 1/\lambda \), where \( \lambda \) is a free parameter of the algorithm, representing the expected segment length.

Finally, the hyper-parameters are updated according to

\[
\begin{align*}
\mu_{i+1} &= \frac{\nu_i \mu_i + x_i}{\nu_i + 1}, \\
\nu_{i+1} &= \nu_i + 1, \\
\alpha_{i+1} &= \alpha_i + 0.5, \\
\beta_{i+1} &= \beta_i + \frac{\nu_i(x_i - \mu_i)^2}{2(\nu_i + 1)},
\end{align*}
\]  \hspace{1cm} (4.13)

as defined in the conjugate Bayesian analysis of the Gaussian distribution (Murphy, 2007) and the process repeats for the remaining data of the analysed signal.

### 4.5.1.4 Change point detection quality evaluation

Given that the number of change points detected by an algorithm can be less or exceed the number of true change points, and a correctly detected change point may be within the tolerance \( \delta \) from a true change point, we used a modified confusion matrix to evaluate the change point detection accuracy, where

- **True Positive (TP)** is a detected change point within the tolerance \( \delta \) from a true change point (each true change point can have only one detected change point),
• False Negative (FN) is a true change point without a detected change point within
the tolerance $\delta$,

• False Positive (FP) is a detected change point outside of any true change point
tolerance interval $\delta$ and

• True Negative (TN) does not have a meaningful interpretation, so is always 0.

4.5.1.5 Artificial change point data

In order to identify true change points we must use an objective time series where we be-
lieve the change points are (almost) perfectly annotated. While there is no available open
data set with annotated human activity measured by an accelerometer, there is a physi-
ological model available for the generation of realistic heart rate time series (McSharry
et al., 2002). The heart rate is known to be correlated with physical activity (Trost,
2001) and thus the HR model can be used to evaluate the performance of segmentation
algorithms.

The McSharry-Clifford (McSharry et al., 2002) algorithm (RRGEN) generates realistic
24-hour RR-tachograms using a model of cardiovascular interactions and transitions be-
tween physiological states. It incorporates short range variability due to Mayer waves and
respiratory sinus arrhythmia, as well as long range transitions in physiological states by
using switching distributions extracted from real data. Ten different 24-hour tachograms
were generated from the model together with true change points of model parameters.

All algorithms were evaluated for a range of free parameter values, experimentally
selected to cover a wide range of algorithm accuracy. For RDMD the significance level
was set to $P(\tau) = \{0.5, 0.6, 0.7, 0.8, 0.85, 0.9, 0.93, 0.95, 0.98, 0.99\}$. For BBLOCKS
algorithm the free parameter was set to $\gamma = \{0.02, 0.1, 0.2, 0.4, 0.7, 1, 2, 4, 10, 20\}$ and for
BOCPD the expected segment length was set to $\lambda = \{5, 6, 7, 8, 10, 20, 60, 100, 200, 300\}$, experimentally selected to cover a wide range of algorithm performance. Performance
of the algorithms was estimated using the number of correct detections (TP) and the
Figure 4.6: Performance of change points detection algorithms on artificial 24-hour tachograms. All algorithms were tested with one, five and ten second change point detection tolerance level and for a range of free parameter values.

number of incorrect detections (FP).

4.5.1.6 Evaluation results

The results for a range of free parameter values and different detection thresholds are presented in Figure 4.6 and Table 4.2. All algorithms demonstrated different forms of dependency between free parameter and change point detection accuracy, influenced by the selected change point detection tolerance level. The RMDM algorithm performance was lower compared to Bayesian methods in all cases. The BOCPD method performs better for exact change point detection and BBLOCKS demonstrated performance improvement with increased change point detection tolerance.

Notably, the BOCPD algorithm performance is less sensitive to the selected change point detection tolerance level, as well as free parameter settings. As the main goal of the identification of stationary segments was to detect impulsive behaviours, represented by short interruptions of continuous activities, the results of change point detection with best tolerance (one second) were considered as the most important. BOCPD algorithm also demonstrated arguably the best performance with one second change point detection tolerance and using the expected segment length of 60 seconds (see Table 4.2, selected in magenta colour).

Although the evaluation of the algorithms was performed on HR time series, only
Table 4.2: Performance of change points detection algorithms on artificial 24-hour tachograms. All algorithms were tested with one, five and ten second change point detection tolerance level and for a range of free parameter values. Best performance results for each algorithm and tolerance are selected in **bold text.**

| Change point detection accuracy | RMDM | BBLOCKS | BOCPD |
|--------------------------------|------|---------|-------|
|                               | TPR (%) | FPR (%) | TPR (%) | FPR (%) | TPR (%) | FPR (%) |
| **One second tolerance**      |       |         |       |         |       |         |
| 0.50 0.16 0.91                | 0.02 0.74 0.97 | 5.00 0.14 0.90 |
| 0.60 0.16 0.91                | 0.10 0.42 0.95 | 6.00 0.19 0.88 |
| 0.70 0.15 0.91                | 0.20 0.32 0.91 | 7.00 0.23 0.85 |
| **0.80** 0.15 0.90         | 0.40 0.25 0.85 | 8.00 0.26 0.83 |
| 0.85 0.14 0.90                | **0.70 0.23 0.82** | 10.00 0.29 0.80 |
| 0.90 0.14 0.89                | 1.00 0.21 0.80 | 20.00 0.31 0.76 |
| 0.93 0.12 0.89                | 2.00 0.18 0.79 | **60.00 0.30 0.75** |
| 0.95 0.10 0.88                | 4.00 0.11 0.80 | 100.00 0.28 0.76 |
| 0.98 0.06 0.88                | 10.00 0.05 0.78 | 200.00 0.26 0.77 |
| 0.99 0.04 0.87                | 20.00 0.03 0.78 | 300.00 0.25 0.78 |
| **Five seconds tolerance**   |       |         |       |         |       |         |
| 0.50 0.74 0.58                | 0.02 1.00 0.96 | 5.00 0.56 0.59 |
| 0.60 0.73 0.56                | 0.10 0.96 0.89 | 6.00 0.68 0.56 |
| 0.70 0.73 0.54                | 0.20 0.90 0.75 | 7.00 0.74 0.52 |
| 0.80 0.71 0.52                | 0.40 0.84 0.51 | 8.00 0.78 0.48 |
| 0.85 0.71 0.50                | 0.70 0.78 0.38 | 10.00 0.82 0.43 |
| **0.90** 0.69 0.46         | **1.00 0.74 0.31** | **20.00 0.83 0.36** |
| 0.93 0.63 0.42                | 2.00 0.63 0.25 | 60.00 0.80 0.35 |
| 0.95 0.52 0.39                | 4.00 0.44 0.23 | 100.00 0.77 0.35 |
| 0.98 0.33 0.33                | 10.00 0.19 0.19 | 200.00 0.74 0.36 |
| 0.99 0.21 0.31                | 20.00 0.09 0.20 | 300.00 0.72 0.37 |
| **Ten seconds tolerance**    |       |         |       |         |       |         |
| 0.50 0.89 0.49                | 0.02 1.00 0.96 | 5.00 0.74 0.46 |
| 0.60 0.88 0.47                | 0.10 1.00 0.88 | 6.00 0.83 0.46 |
| 0.70 0.88 0.45                | 0.20 0.99 0.73 | 7.00 0.88 0.43 |
| 0.80 0.87 0.42                | 0.40 0.97 0.43 | 8.00 0.91 0.40 |
| 0.85 0.86 0.39                | 0.70 0.94 0.25 | 10.00 0.93 0.35 |
| **0.90** 0.85 0.34         | **1.00 0.91 0.16** | **20.00 0.93 0.29** |
| 0.93 0.78 0.27                | 2.00 0.79 0.06 | **60.00 0.90 0.26** |
| 0.95 0.66 0.23                | 4.00 0.54 0.04 | 100.00 0.88 0.25 |
| 0.98 0.41 0.15                | 10.00 0.23 0.02 | 200.00 0.86 0.25 |
| 0.99 0.27 0.13                | 20.00 0.11 0.03 | 300.00 0.85 0.25 |
having limited correlation with the locomotor activity time series analysed in further
research, the BOCPD model was earlier evaluated on other types of data (Adams and
MacKay, 2007) and can be applied to any distribution from conjugate-exponential family.
Based on this evaluation, the BOCPD algorithm with the expected segment length \( \tau = 60 \)
seconds was selected for the physical activity data segmentation.

4.5.2 Sleep and wakefulness time (L5/M10)

The basic approach for sleep and wakefulness segmentation, widely used in actigraphic
studies (Witting et al., 1990; Wirz-Justice et al., 2010; Ortiz-Tudela et al., 2010; Wulff
et al., 2012), is the identification of the least active 5 hours \((H_5)\) and most active 10
hours \((H_{10})\) of activity for each day, where \(H_{10}\) activity data approximately represents
the period when the subject is awake and active, and \(H_5\) correspond to the (assumed)
sleep period (see Figure 4.7).

![Example L5/M10 segmentation](image)

**Figure 4.7:** Example segmentation of L5 and M10 periods. Activity time series in black, dark
grey regions represent the most active 10 hours and light grey the least active 5 hours of activity.
Red lines shows the beginning and end of the analysis period.

The identification was performed by analysing a window of 24 hours and alternating
search for \(H_5\) and \(H_{10}\) intervals. After the \(H_5\) or \(H_{10}\) interval was identified, a new window
was analysed starting at the beginning of the just identified interval and the searched for
\(H_{10}\) or \(H_5\) respectively, according to the following equations
\[ H_{10}(i) = \arg\max_i \sum_{i}^{i+|H_{10}|} x_i, \]
\[ H_5(i) = \arg\min_i \sum_{i}^{i+|H_5|} x_i, \] (4.14)

where \( x_i \) is the data point within \( H_{10} \) or \( H_5 \) interval and \( |H_{10}| \) and \( |H_5| \) are the numbers of data points within these intervals (depend on sampling frequency).

### 4.5.3 Bed/wake time segmentation

Analysis of sleep is an important area of physical activity research, and particularly relevant for mental disorders (Littner et al., 2003; Van de Water et al., 2011). Analysis of sleep offers methods for calculation of such important behaviour measures as sleep onset latency or total sleep time (among others), but requires precise segmentation of bed and wake times not offered by simple L5/M10 segmentation.

In research settings, to identify the times of going to bed and waking up, diaries and manual bed time segmentation are traditionally used (Wulff et al., 2006). But in long-term studies, such as the AMoSS project, the use of diaries is difficult due to compliance issues. In the AMoSS study the bed time annotation was performed by manually pressing the Fitbit button when going to bed and after waking up. If the button was pressed, the operating mode of Fitbit changed and sleep analysis was performed by identifying sleep and wake episodes using a proprietary algorithm. The output of the proprietary algorithm was not used because there has been no published scientific validation of the algorithm, and the manufacturer may change the algorithm from device to device without informing the user. This invalidates the notion of scientific repeatability.

Furthermore, overall compliance to Fitbit data collection was at a level of 60%, and for about 60% of all nights when Fitbit was used there was bed time annotation, equating to about 36% of nights with sleep analysis, with no significant difference between study groups using Wilcoxon rank-sum test, as presented in Table 4.3, and with the following
Table 4.3: Compliance of AMoSS study participants to Fitbit activity data collection (% days worn) and manual (button press) bed time annotation (% nights annotated of days worn). Demographic characteristics are presented in Table 3.2. No significant difference between study groups identified using Wilcoxon rank-sum test.

|                        | Healthy controls | Bipolar disorder | Borderline personality disorder |
|------------------------|------------------|------------------|---------------------------------|
| % days worn (Mean±SD)  | 0.60±0.47        | 0.59±0.67        | 0.74±0.48                       |
| % nights annotated (Mean±SD) | 0.72±0.39    | 0.61±0.58        | 0.61±0.27                       |

main issues:

- The participants forgot to press the button when going to bed or waking up. In such cases sleep analysis for the night was not performed by the Fitbit algorithm.

- The button was accidentally pressed during the day, leading to sporadic erroneous sleep annotation.

- The button was pressed too early before going to bed or too late after waking up, leading to overestimation of sleep time.

This created a problem in analysis of sleep from GENEActiv activity recordings and using Fitbit bed time annotation, as in many cases no Fitbit bed time annotation were present during the period of GENEActiv data collection. Author couldn’t find any published algorithm for automatic identification of bed time from activity data. Since no published algorithm was available for sleep/wake segmentation using GENEActiv data, a novel approach was designed in this thesis based on Hidden Markov Models and validated using existing Fitbit bed time annotation, where available. Note, that Fitbit annotation suffers from compliance and bias issues, therefore only annotations that were physiologically plausible, with bed time more then 4 hours but not exceeding 16 hours were selected.
4.5.3.1 Hidden Markov Models

Hidden Markov Models (HMM) provide a fundamental framework for automatic state identification in real-world processes, as well as estimation of process parameters based on captured data. An HMM is a statistical model, with a system switching between states which are not directly known to an external observer, and available only through indirect observations that are generated with a state-defined probability. The complete HMM model is defined by (Rabiner, 1989):

1. $N$, the number of states in the model, with individual states denoted as $S = \{S_1, S_2, ..., S_N\}$ and the state at time $t$ as $q_t$.

2. $M$, the number of distinct observation symbols per state, with individual symbols denoted as $V = \{v_1, v_2, ..., v_M\}$.

3. $A$, the state transition probability distribution $A = \{a_{ij}\}$ where

   $$a_{ij} = P[q_{t+1} = S_j | q_t = S_i], \quad 1 \leq i, j \leq N.$$  \hspace{1cm} (4.15)

4. $B$, the observation symbol probability distribution $B = \{b_j(k)\}$ in state $j$ where

   $$b_j(k) = P[v_k \text{ at } t | q_t = S_j], \quad 1 \leq j \leq N, \quad 1 \leq k \leq M.$$  \hspace{1cm} (4.16)

5. $\pi$, the initial state distribution $\pi = \{\pi_i\}$ where

   $$\pi_i = P[q_1 = S_i], \quad 1 \leq i \leq N.$$  \hspace{1cm} (4.17)

Given the HMM model $\lambda = (A, B, \pi)$ specified by $N, M, A, B$ and $\pi$, the observations $O = O_1 O_2 ... O_T$ are generated at times $t = 1, 2, ..., T$. In the case of continuous observations Equation 4.16 takes the form
\[ b_j(O) = \sum_{m=1}^{M} c_{jm} \mathcal{N}(O, \mu_{jm}, U_{jm}), \quad 1 \leq j \leq N \tag{4.18} \]

where \( O \) is the continuous vector of observations, \( c_{jm} \) is the mixture coefficient for \( m^{th} \) mixture in state \( j \) and \( \mathcal{N} \) is the probability density function (usually Gaussian) with mean vector \( \mu_{jm} \) and covariance matrix \( U_{jm} \).

The computational power of HMM is based on the capability of solving the so-called “Three Basic Problems” (Rabiner, 1989):

**Problem 1:** Given the observation sequence \( O \) and a model \( \lambda \), how do we compute \( P(O|\lambda) \), the probability of the observation sequence, given the model?

**Problem 2:** Given the observation sequence \( O \) and a model \( \lambda \), how do we choose the corresponding state sequence \( Q \) which best explains observations?

**Problem 3:** How do we adjust the model parameters \( \lambda \) to maximise \( P(O|\lambda) \)?

The solution for Problem 1 is provided by the dynamic programming algorithm known as the “Forward-Backward Procedure”, based on inductively calculating the forward variable \( \alpha \), defined as

\[ \alpha_t(j) = P(O_1O_2...O_t, q_t = S_j|\lambda) \tag{4.19} \]

and includes the following steps:

1. **Initialisation:**
   \[ \alpha_1(i) = \pi_i b_i(O_1), \quad 1 \leq i \leq N. \tag{4.20} \]

2. **Induction:**
   \[ \alpha_{t+1}(j) = \left[ \sum_{j=1}^{N} \alpha_t(j)a_{ij} \right] b_j(O_{t+1}), \quad 1 \leq t \leq T - 1, \quad 1 \leq j \leq N. \tag{4.21} \]

3. **Termination:**
   \[ P(O|\lambda) = \sum_{j=1}^{N} \alpha_T(j) \tag{4.22} \]
To solve Problem 2 it is required to specify the “optimal” state sequence criterion, usually defined as maximising the \( P(Q|O, \lambda) \), i.e. finding the single best state sequence for the given model and observations. The problem is solved using the Viterbi algorithm (Rabiner, 1989), using the best score variable \( \delta \), the highest probability along the single path at time \( t \) which accounts for the first \( t \) observations and ends in state \( S_i \)

\[
\delta_t(j) = \max_{q_1, q_2, \ldots, q_{t-1}} P[q_1, q_2, \ldots, q_t = i, O_1 O_2 \ldots O_t | \lambda],
\]

(4.23)

\[
\delta_{t+1}(j) = [\max_i \gamma_t(j)a_{ij}]b_j(O_{t+1}).
\]

(4.24)

Using the best score variable \( \delta \) and tracking array \( \psi_t(j) \) the procedure for finding the best state sequence includes the following steps:

1. Initialisation:

\[
\delta_1(i) = \pi_i b_i(O_1), \quad 1 \leq i \leq N
\]

(4.25a)

\[
\psi_1(i) = 0.
\]

(4.25b)

2. Recursion:

\[
\delta_t(j) = \max_{1 \leq i \leq N} [\delta_{t-1}(i)a_{ij}]b_j(O_t), \quad 2 \leq t \leq T, \quad 1 \leq j \leq N
\]

(4.26a)

\[
\psi_t(i) = \text{argmax}_{1 \leq i \leq N} [\delta_{t-1}(i)a_{ij}], \quad 2 \leq t \leq T, \quad 1 \leq j \leq N.
\]

(4.26b)

3. Termination:

\[
p^* = \max_{1 \leq i \leq N} [\delta_T(i)]
\]

(4.27a)

\[
q_T^* = \text{argmax}_{1 \leq i \leq N} [\delta_T(i)].
\]

(4.27b)
4. Backtracking:

\[ q_t^* = \psi_{t+1}(q_{t+1}^*), \quad t = T - 1, T - 2, \ldots, 1. \]  \hspace{1cm} (4.28)

Problem 3 was not relevant to this work, so the solution for it is not discussed here.

4.5.3.2 Explicit Duration Hidden Semi-Markov Models

The main limitation of the classical Hidden Markov Model described above is the absence of explicit modelling of time spent in each state. It could be introduced by non-zero self-transition probability, however in such cases state duration distributions are limited to an exponential form. The extension of HMM to allow independently (from state transitions) modelling duration of each state is called the Explicit Duration Hidden (Semi-)Markov Model (EDHMM). In the EDHMM, the model \( \lambda \) is extended with (usually Gaussian) per-state duration distribution

\[ p_i(d) = N(d, \mu_i, \sigma_i^2) \]  \hspace{1cm} (4.29)

with mean \( \mu_i \) and standard deviation \( \sigma_i^2 \) for state \( i \). For computational reasons, the maximum state duration is usually limited by \( D \), the maximum duration within any state, and self-transitions are not allowed.

Solutions to the problems described in the previous section keep the same form for the EDHMM, but for each state transition \( i \to j \) we essentially consider a number of possible previous states, each defined by a pair \( \{S_i, d_k\} \), where \( S_i \) is the previous state and \( d_k \) is the time spent in this state \( (1 < d_k < D) \).

4.5.3.3 Model for bed/wake segmentation

The model for bed/wake segmentation was defined with two states (“in bed” and “not in bed”), continuous observations, and explicitly specified state duration probability distributions, specified based on bed and wakefulness times.

The activity features, selected as hidden state observations, included the mean level of
log-activity at time $t$ (in units of activity counts described in Section 4.4.2) and duration of the stationary activity segment to which the time $t$ belongs. The time granularity was selected as 2 minutes due to computational limitations. The stationary activity segments were identified using the Bayesian Online Change Point Detection method, as described in Section 4.5.1.

Fitbit bed time annotation was used to estimate parameters of HMM, including the state duration distributions $p_i(d)$ and observation probability distributions $b_j(O)$. The resulting observation distributions for “in bed” and “not in bed” states are presented in Figure 4.8.
Figure 4.8: Probability distributions of bed- and wake-time activity observations and state durations, identified based on Fitbit bed/wake segmentation.

4.5.3.4 Segmentation results

Bed/wake segmentation was performed using the proposed Hidden Markov Model and the accuracy of segmentation evaluated using manual Fitbit bed/wake annotation ground
truth. Although the accuracy of Fitbit manual bed time segmentation is questionable, manual bed time logging is the state-of-art method in sleep research (Lauderdale et al., 2008). HMM segmentation quality is affected by the missingness of activity data, therefore the annotations with the amount of missing data exceeding 2 hours (the empirically identified threshold) were removed. The resulting accuracy of bed and wake time detection is presented in Figures 4.9 and 4.10.

The bed times were estimated with an error of $-34.77 \pm 80.30$ (Mean $\pm$ SD) and wake times with an error of $12.36 \pm 76.84$ (Mean $\pm$ SD) minutes, compared to the reference Fitbit segmentation, reflecting the issue of negative bias for manual bed time annotation.
Figure 4.10: Bed and wake time estimation error, representing offset of HMM-estimated state change comparing to Fitbit reference.

and positive for wake time annotation, mentioned in Section 4.5.3. The reported bed time accuracy identification using sleep reports is 0.80 hours (Lauderdale et al., 2008), therefore the achieved results are within the range acceptable for sleep studies.

4.6 Summary

The AMoSS data set is diverse, often unevenly sampled and suffers from data missingness due to levels of participant compliance and technical difficulties of implementing data collection instrumentation. This chapter proposed data pre-processing approaches, based on previous research findings in the field of ambulatory activity monitoring, to prepare the AMoSS data set for further analysis, keeping in mind the types of applied analysis methods.

Accelerometer-based ambulatory observation of physical activity also captures a very complex non-stationary signal, where non-stationarities themselves contain potentially useful information about subjects’ behaviour. In order to perform a meaningful analysis on large volumes of such data, automated methods were proposed in this chapter, which would be helpful in extracting physiological states and identifying segments of data with similar statistical characteristics, as well as non-movement periods or continuous exercises sessions.
Chapter 5

Symptoms analysis framework

5.1 Objectivity of symptoms

Accelerometer-based data collection allows the characterisation of long-term physical activity and behaviour, including the two main human physiological states, wakefulness and sleep, as well as transitions between these states (circadian rhythm). For the purpose of psychiatric symptoms assessment, a number of objective measures can be extracted from actigraphic recordings that allow the description of behaviours associated with specific symptoms of mental health. Some symptoms can be directly mapped to actigraphic measures, based on the DSM-5 diagnostic criteria for certain disorders (for example psychomotor poverty or decreased need for sleep in mania), but in many cases there are no obvious symptom measures based on objective data.

The framework proposed by Liddle and described in Table 5.1 is helpful in formulating a comprehensive set of clinically important objective measures of mental health, which can be potentially useful for a broad range of mental illnesses and are based on recordings of long term physical activity or physiology. Measures could be suggested for clusters of symptoms, and it can be seen that some clusters can be assessed using just physical activity data, while others may require physiological information, and only the dimension of reality distortion is difficult to assess by non-invasive sensors.
Table 5.1: The major clusters of mental symptoms (Liddle, 2001). Clusters where sensor-based objective measurements of symptoms are possible using actigraphy are selected in green, and clusters where other sensors can be used are in magenta.

| Dimension     | Syndrome            | Symptom cluster                                                      |
|---------------|---------------------|---------------------------------------------------------------------|
| Reality distortion | Reality distortion  | Delusions, Hallucinations                                            |
| Disorganisation | Disorganisation     | Formal thought disorder, Inappropriate affect, Disorganised or bizarre behaviour |
| Psychomotor   | Psychomotor poverty | Flat affect, Poverty of speech, Decreased voluntary motor activity  |
|               | Psychomotor excitation | Labile affect, Pressure of speech, Motor agitation                  |
| Mood          | Depression          | Low mood, Low self-esteem, Hopelessness, Suicidality, Somatic symptoms |
|               | Elation             | Elevated mood, Elevated self-esteem                                |
|               |                     | Decreased need for sleep                                          |
| Anxiety       | Anxiety             | Feelings of unease, fear or dread, Overactivity of the sympathetic nervous system |

Three key dimensions specifically relevant to bipolar and borderline personality disorders are disorganisation, psychomotor and mood, and include symptoms potentially measurable with continuous actigraphic recordings. The main interest of this research is therefore in defining the objective ambulatory symptom measures for these dimensions, to complement or substitute questionnaires and interview observations.

In the next sections features are proposed which are potentially relevant to these symptoms, based on existing physical activity, sleep and circadian rhythm research. Novel methods of analysis are also described that could be useful specifically in the area of mental health. The proposed features are logically organised into two categories, including day-time behaviour and sleep characteristics and three dimensions, including the psychomotor, disorganisation and mood.

Note, that the features are defined based on hypothesis of what the expected behaviours look like, and data mining approaches not explored in this work. Such approaches as neural networks, although very powerful, may require large amounts of train-
ing data, and often produce results difficult to interpret by clinical specialists.

5.2 Experimental foundations

Several studies have attempted to identify and measure clinically relevant aspects of behaviour in mental health, with the ultimate goal of creating behavioural markers of specific disorders and clinical states. Most existing research has used physical activity analysis techniques, where several established usage scenarios exist in exercise and sleep medicine, so analysis methods are already available for use in mental health research.

These studies covered a wide range of disorders and focused on different analysis methods, mostly addressing only subsets of activity measures in psychomotor and disorganisation symptom dimensions, or focusing on sleep and circadian rhythms. However, a small number of studies also attempted to create a principled multi-dimensional framework for the assessment of mental health, similar to the approach proposed in this work.

5.2.1 Psychomotor symptoms

Psychomotor symptoms are prominent features of many disorders, including the bipolar disorder, schizophrenia and clinical depression, and may be easily measured with levels of day-time physical activity. A number of studies have looked at activity levels in mental health, using different analysis methods and in different clinical conditions.

Walther et al. (Walther et al., 2009) performed activity analysis of paranoid (N=35; age 39.6±9.64 years), catatonic (N=12; age 45.5±12.19 years) and disorganised (N=13; age 36.23±10.26 years) schizophrenia subtypes. Activity was monitored for 24 hours with 2 seconds resolution and data collected during sleep removed from the main analysis. Three activity parameters were extracted, including:

1. Mean number of activity counts per hour (Activity Level, AL).

2. Percentage of epochs with non-zero activity (Mobility Index, MI).
3. Mean duration of periods with zero activity (Mean Immobility Period, MIP).

General linear models were created for AL, MI and MIP as dependent variables and schizophrenia subtype, age, gender, type of medication, chlorpromazine equivalents, number of episodes and duration of illness as predictors. Only schizophrenia subtype and type of anti-psychotic were found to have significant association with the dependent variables.

Minassian et al. (Minassian et al., 2010) performed activity analysis of manic bipolar disorder patients (N=28; age 34.1±13.3 years), schizophrenia patients (N=17; age 36.7±12.4 years) and healthy controls (N=21; age 30.3±9.5 years). The activity measurement experiment was performed on subjects, placed in a novel environment for 15 minutes. Manic bipolar disorder patients were found to have significantly higher levels of motor activity compared to both schizophrenia and healthy controls.

Hauge et al. (Hauge et al., 2011) analysed differences in activity between schizophrenia, major depression and healthy controls in two settings, including a) one minute epochs with 5 hours recorded length and b) one hour epochs with two weeks of recording. The study included schizophrenic patients (N=24; age 47.4±11.1 years), depressed patients (N=25; age 42.9±10.7 years) and control group (N=32; age 38.2±13.0 years). The data were analysed and several characteristics were calculated and compared between groups, including the mean activity level, standard deviation (SD), root mean square successive difference (RMSSD), RMSSD/SD, Sample Entropy ($m=2, r=0.2$) and Fourier analysis.

For 5 hours recordings, both schizophrenia and depression mean activity levels were significantly lower compared to healthy controls, standard deviation was significantly higher in depression, RMSSD/SD ratio significantly higher in both depression and schizophrenia and Sample Entropy significantly lower in depression. For two week recordings, mean activity levels in both schizophrenia and depression were significantly lower compared to healthy controls, SD of activity was higher in depression compared to both controls and schizophrenia, RMSSD was higher in depression compared to schizophrenia and the RMSSD/SD ratio was significantly lower in schizophrenia compared to healthy controls. In another study on the same data (Berle et al., 2010), it was also identified that
schizophrenia patients have significantly lower intra-daily variability and higher inter-daily stability of activity patterns.

In a systematic review of physical activity correlates of schizophrenia, Vancampfort et al. (Vancampfort et al., 2012) identified that lower physical activity is associated with the presence of negative symptoms. A systematic review of activity monitoring in patients with depression by Burton et al. (Burton et al., 2013) identified decreased daytime activity in depression (increased post-treatment), and no difference in nighttime activity level (but decreased activity level and increased sleep efficacy post-treatment).

5.2.2 Disorganisation symptoms

Behaviour disorganisation is one of the observable features of many mental disorders, and initially came up as a separate syndrome in factor-analytic studies of schizophrenia (Liddle, 1987; Ventura et al., 2000), but no objective behaviour measures of disorganisation are used in clinical practice. Among other aspects, disorganisation syndrome is characterised by impulsive behaviour (Kiehl et al., 2000; Ouzir, 2013), where structural organisation of activity is impaired on different temporal scales. Impulsive behaviours were extensively analysed in the context of bipolar disorder, borderline personality disorder, as well as schizophrenia and other mental illnesses (Henry et al., 2001; Lieb et al., 2004; Swann, 2009; Ouzir, 2013).

In actigraphic studies, disorganisation symptoms are often analysed together with psychomotor symptoms, for example in the previously described study of Hauge et al. (Hauge et al., 2011) a number of structural activity measures are included together with simple activity level characteristics.

Walther et al. (Walther et al., 2014) performed analysis of disorganisation symptoms using actigraphy on schizophrenia spectrum disorder patients (N=100; age 39.2±11.1 years) with data sampled every 2 seconds for 60 minutes. A partial autocorrelation function was computed and for each set of data the longest lag was extracted, where the partial autocorrelation function was significant at $p < 0.05$. Reduced lags were found to
be associated with positive symptoms, disorganisation and excitement, and a negative syndrome was associated with reduced mean activity level.

To analyse abnormalities of structural activity organisation in bipolar disorder, Indic et al. (Indic et al., 2011) proposed the actigraphic Vulnerability Index (VI) to distinguish between a) high and low risk of mood disorders, b) bipolar disorder patients and healthy controls and c) clinical states in bipolar disorder patients. The vulnerability index was designed to assess multi-scale behaviour of physical activity amplitude and calculated using the following steps:

1. Continuous wavelet analysis of 7 days of activity was performed on a range of time scales from 0.2 to 26 hours.
2. Gamma distribution was fitted into the amplitude of wavelet transform in scales from 0.2 to 2 hours.
3. The Vulnerability Index was defined as $\text{VI} = \int_{0.2}^{2} \gamma(s) ds$.

The index was validated on actigraphy data from three studies. **Study 1** included healthy young adults with the potential risk of bipolar disorder, assessed using the General Behaviour Inventory (GBI) (Depue et al., 1989), and divided into high and low deciles with low (N=35; age 20.9±2.3 years) and high risk (N=35; age 22.3±3.0 years). **Study 2** included type-I bipolar disorder diagnosed subjects (N=15; age 46.8±12.4 years) and healthy controls (N=15; age 46.7±14.1 years). **Study 3** included type-I diagnosed subjects (N=51; age 43.8±10.5 years) monitored for 3 days during maniac, major depression and recovery states. The VI was shown to be associated with increasing risk of bipolar disorder and mood states of patients. Mean VI increased linearly across the groups, ranking major depression < minor depression < euthymia < minor mixed-states < hypomania < major mixed-states < mania (goodness of fit was not reported).

Other types of activity (non-locomotor) were also shown to be useful in the analysis of mental health. In non-actigraphic studies, an eye movement analysis model in schizophrenia was utilised on 88 healthy controls and 88 schizophrenia patients and was found to be
capable of achieving accuracy of 87.8% in separation between schizophrenia subjects and controls on 34 9-month retest subjects, 36 novel schizophrenia cases and 52 control subjects (Benson et al., 2012). Analysis of activity disorganisation in schizophrenia was also performed using user-generated time series (Hornero et al., 2006), where 20 schizophrenia patients and 20 control subjects were instructed to press a button as randomly as possible. It demonstrated classification with 80% sensitivity and 90% specificity using Limpel-Ziv complexity measure, 90% sensitivity with 60% specificity with Approximate Entropy and 70% sensitivity with 70% specificity using the Central Tendency Measure using 2-fold cross-validation. A significant difference between schizophrenia and normal control groups ($p < 0.0001$) was also found using chirological (hand) testing with 100 hospitalised schizophrenia patients and 50 healthy control subjects (Pomrock and Ginath, 1982).

### 5.2.3 Mood symptoms (sleep and circadian rhythms)

The recent review paper of Kahn, Shappes and Sadeh (Kahn et al., 2013) described the bi-directional links between sleep and emotions, and concludes that almost all characteristics of sleep, including duration, quality and REM sleep characteristics (Benca, 1992; Benca et al., 1997) may influence emotional state, and emotional state may in turn affect sleep, however this connection is complex and varies between different subject groups. For example, sleep deprivation is known to negatively affect positive mood and increase negative mood intensity (Franzen et al., 2008). But at the same time reduced sleep duration is characteristic of manic states and one of the diagnostic criteria of mania in bipolar disorder (American Psychiatric Association, 2013), and total sleep deprivation shows clinical effect in depressed bipolar patients (Smeraldi et al., 1999). Similarly, the effect of stress and anxiety on sleep duration can be bi-directional, mediated by the individuals’ coping style producing a “turn on” response leading to decreased sleep time and increased sleep latency or a “shut off” response to stress leading to withdrawal and increased sleep duration (Sadeh et al., 2004). For low mood, excessive sleepiness is an important predictor of
depression (Mayers and Baldwin, 2015; American Psychiatric Association, 2013).

While the influence of sleep on emotions is relatively well understood from the pheno-
memonological perspective, in recent years evidence has emerged of tight connections
between disrupted circadian rhythms and mood disorders (Wulff et al., 2010; McClung,
2013; Benedetti and Terman, 2013). Evidence exists of a direct correlation between mood
and the severity of rhythm disruption (Wirz-Justice, 2006), chronobiology-inspired suc-
cessful treatment strategies (Bromundt et al., 2013) and a solid theoretical framework
connecting the circadian system and mood (McClung, 2013). The most recent publi-
cations suggest that sleep- and circadian rhythm-associated pathways can be promis-
ing therapeutic targets for bipolar disorder (Bellivier et al., 2015) and may be used as
biomarkers to predict responses to SSRIs treatment in depression (McCall, 2015).

Jones et al. (Jones et al., 2005) assessed both circadian activity and sleep patterns
in remitted bipolar disorder. The study included bipolar disorder patients (N = 19; age
44.37 ± 13.1 years) and age- and gender-matched controls (N = 19; age 46.89 ± 14.82
years). The data were collected for 7 day with 15 seconds resolution and significant
differences in circadian characteristics were found (IS and IV), but there was no difference
in sleep indices.

Sleep in remitted bipolar disorder was studied by Geoffroy et al. (Geoffroy et al.,
2014) on remitted bipolar patients (N = 26; age 53.5±11.49 years) and matching healthy
controls (N = 29; age 54.1 ± 9.11 years). The data were collected for 21 days with 1
minute resolution. Patients demonstrated significantly longer sleep latency, sleep dura-
tion, poorer sleep efficiency, a higher fragmentation index, poorer inter-daily stability and
more variability in sleep characteristics.

Wulff et al. (Wulff et al., 2010) analysed activity, light exposure and melatonin
of schizophrenia outpatients (N = 20; age 38.8 ± 8.6 years) vs. unemployed controls
(N = 21; age 37.5 ± 9.6 years). The data were collected for 6 weeks with a 2 minutes
resolution. Analysis of data included sleep characteristics and non-parametric circadian
rhythm analysis. All schizophrenia patients had significant sleep and circadian rhythm
abnormalities, including phase shifts, non-24 hour periods or highly irregular and fragmented sleep.

5.2.4 Multi-dimensional approach

While the above studies attempted to discover objective markers of certain clinical states, many studies analysed only a few selected activity features, and did not define or follow a principled approach for identifying a comprehensive set of objective diagnostic measures of mental disorders. The principled framework for analysis of mental health symptoms would need to be based on the accepted in clinical practice diagnostic markers (American Psychiatric Association, 2013), as well as take into account the possible measurable symptom correlates arising from the known interactions between emotional states and behaviours or physiology.

In attempting to identify behaviour disorder markers from first principles, i.e. observed symptoms, Prociow et al. (Prociow et al., 2012) followed the approach similar to the one adopted by this thesis, suggesting new measures and sensors based on clinical syndromes of bipolar disorder, however he only described a system and did not validate it via a study involving patients.

A principled framework was also proposed in the framework of the PSYCHE project (Paradiso et al., 2010), but results of the project indicated a greater focus on sensor technology for the acquisition of physiological signals, rather than identifying behaviour features that are correlated to known symptoms of mental health and capable of improving diagnosis (Valenza et al., 2013).

The study by Grünerbl et al. (Grunerbl et al., 2014), used a similar principled approach in the MONARCA project, analysing mood in bipolar disorder using objective features, including phone call features, speech and voice characteristics, as well as acceleration and location changes captured from mobile phone sensors. The study demonstrated an accuracy of 76% in clinical state change identification for bipolar patients (10 subjects and 17 state changes) with the model trained on 66% of samples and tested on the
remaining 33%.

5.2.5 Discussion

Day-time activity patterns are available for direct observation during clinical interview and important aspects of day-time behaviour are mostly defined by two factors of the 5-factor model of psychopathology, including activity disorganisation or psychomotor poverty and excitation. The interview, however, covers only a short period of time that does not necessarily represent a true clinical picture of patients’ states, thus suggesting the need for a longitudinal objective assessment.

Sleep characteristics are recognised diagnostic criteria for mania and depression, and have been demonstrated to be important in other psychiatric conditions, contributing to the mood dimension of symptoms. However, objective sleep assessment is not usually performed as a part of clinical diagnostic assessment of mood disorders, and sleep is not objectively assessed on a regular basis, while known as contributing to relapse prodromes (Scott, 2011).

All together, the activity-based symptoms, including day-time activity patterns and sleep, represent a substantial proportion of DSM-5 diagnostic criteria for many disorders, and contribute to three out of five dimensions of psychopathology (Liddle, 2001), thus forming an important part of the clinical picture. Despite that, there are no attempts at objective assessment of physical activity in the current clinical practice of mental health.

5.3 Psychomotor symptoms cluster

Psychomotor symptoms cluster represents levels of activity of a person during periods of wakefulness, and, therefore from the analytical perspective are relatively easy to evaluate. For longitudinal continuous data collection however, the question amounts to selecting the characteristics of activity that are important from the clinical perspective.

The most extensive analysis of the influence of physical activity on health was per-
formed within the framework of public health research (Troiano et al., 2008; Tudor-Locke et al., 2010; van Hees et al., 2011), therefore the activity measures accepted in public health studies are also used in this work.

5.3.1 Distribution-based measures of activity level

A traditional approach for the analysis of activity levels is to use distribution-based measures, for example the average level of ENMO, as was performed in the study of a Brazilian cohort with 8974 subjects (da Silva et al., 2014) and in the Whitehall II study with 3975 participants (Sabia et al., 2014).

Physical activity of longer duration or a higher intensity may equally contribute to a higher value of the average level of ENMO activity. In order to distinguish between these scenarios, a distribution could be fitted into the activity data and parameters of this distribution used as activity level measures. Following the approach of Indic et al. (Indic et al., 2011), a Gamma distribution was used in this work, and shape $k$ and scale $\theta$ parameters were selected as activity measures.

5.3.2 Metabolic equivalent based measures of activity intensity

The metabolic equivalent (MET) is a unit of energy consumption, where 1 MET = mean measured resting energy expenditure during lying down, calculated for adults as oxygen consumption $\dot{V}O_2 = 3.5mL \cdot kg^{-1} \cdot min^{-1}$ by Hildebrand et al. (Hildebrand et al., 2014). In epidemiological studies, activities with values of

- lower than 3 MET are considered as mild physical activity,
- between 3 and 6 MET are considered to be moderate and
- 6 MET or above are vigorous activities.

These cut-off thresholds were originally defined for calculating physical activity energy expenditure based on activity logs, where each type of physical activity was assigned a
category. In the case of tri-axial accelerometers, similar to the one used in the AMoSS study, the regression for estimating oxygen consumption from wrist accelerometry for adults was developed by Hildebrand et al. (Hildebrand et al., 2014) as

$$ \dot{V}O_2 = 0.0323 \cdot ENMO + 7.49 $$  \hspace{1cm} (5.1)

where ENMO represents average ENMO in milli g and cut-off thresholds for MET were estimated as 3 METs = 93.2 milli g and 6 METs = 418.3 milli g. The estimations were validated in a study on 30 adults completing 8 activities. Following the approach of da Silva et al. (da Silva et al., 2014) the average time per day in moderate and vigorous activities were included in this study in addition to distribution-based activity level measures.

### 5.3.3 Summary of psychomotor features

Based on the above-defined analysis methods, the features described in Table 5.2 were selected as potentially contributing to the psychomotor clusters of symptoms.

| Feature            | Description                                                                 |
|--------------------|-----------------------------------------------------------------------------|
| LEVEL_AVG          | Average level of ENMO activity                                               |
| LEVEL_GAMMA_K     | Shape parameter of Gamma distribution fit into ENMO activity                 |
| LEVEL_GAMMA_THETA | Scale parameter of Gamma distribution fit into ENMO activity                 |
| TIME_MODERATE     | Time spent in moderate-intensity activities (3-6 MET)                       |
| TIME_VIGOROUS     | Time spent in vigorous activities (>6 MET)                                  |

### 5.4 Disorganisation symptoms cluster

Behavioural disorganisation is one of the most interesting features of mental health, and it includes many aspects, impulsive behaviour being one of them. As can be seen from the factor structure of BIS-11 (Barratt and Patton, 1995), impulsivity includes components of
behaviour instability on different temporal scales, from seconds and minutes (attention) to
days (non-planning). The following sections propose criteria for assessing the structural
organisation of activity on each of these scales, using biomedical community accepted
analysis methods.

5.4.1 Multiscale entropy analysis

One of the most popular methods for measuring signal disorganisation is entropy (Rich-
man and Moorman, 2000; Sung et al., 2005; Iverson et al., 2005). In the case of actigraphic
data, entropy is capable of characterising the stability of motor activity, or the highest-
resolution temporal scale of impulsivity. Most of the research described previously used
simple sample-based measures of entropy, and demonstrated that it could be useful in
the context of mental health (Hornero et al., 2006; Hauge et al., 2011). However, due
to the fact that simple entropy measures are dependent on sampling frequency and dis-
organisation may exist on different time scales, the Multiscale Entropy Analysis (MSE)
provides a more comprehensive assessment method.

MSE (Costa et al., 2005) applies the Sample Entropy ($H_{SE}$) (Richman and Moorman,
2000) calculation to a range of scales, each representing the down-sampled original signal.
Sample Entropy ($H_{SE}$) provides an efficient way to estimate disorganisation from time
series data. $H_{SE}$ is a signal complexity estimation, derived from the negative logarithm
of the conditional probability of the appearance of longer patterns in a signal, considering
the presence of a shorter pattern. It is estimated by statistic

$$H_{SE}(m, r, N) = -\ln \left[ \frac{A^m(r)}{B^m(r)} \right], \quad (5.2)$$

where $m$ is the template length, $r$ is the similarity threshold (or quantisation level),
$A^m(r)$ is a probability of matching $(m + 1)$-length template, $B^m(r)$ is a probability of
matching $m$-length template and $N$ is the length of the record. Two patterns of length
$m$ are considered as similar, if each point of a pattern in one part of the signal is within
a distance \( r \) from the respective point in the other part of the signal.

Sample Entropy calculation for a specific template and similarity threshold is illustrated by Figure 5.1.

![Image](image.png)

**Figure 5.1:** Example of Sample Entropy calculation for a specific template. Red, green and blue squares represent measurements of a specific template within a similarity threshold \( r \) (shown with dashed lines). The probability of matching the template of length 3, given the template of length 2, equals to the number of green-red-blue sequences divided by the number of green-red sequences. Adapted from (Costa et al., 2005).

For a Multiscale Entropy calculation the value of each scale \( n \) of MSE is the Sample Entropy, calculated over the down-sampled original signal (by taking the mean of \( n \) samples).

### 5.4.2 Activity persistence

To assess the attentional impulsiveness, reflecting an individual’s task-focus, analysis of continuity of activity was performed, where continuity was measured as the time spent performing a certain physical activity without interruptions. In order to estimate such continuity, a change point detection method (BOCPD) was applied to the activity time series, to find statistically coherent activity segments (see Figure 5.2).

Based on this segmentation, an activity duration distribution was created, which consists of durations of stationary periods of activity (or time spent in individual continuous activities) as data points. Using the same approach as previously for psychomotor cluster
5.4.2.1 Scaling of activity (Detrended fluctuation analysis)

Long-range correlations in biological signals were reported to be an important factor for physical and mental health (Bernaola-Galván et al., 2001; Hu et al., 2009; Henry et al., 2010; Indic et al., 2011; Valenza et al., 2013; Valenza et al., 2014a). For example, changes in heart rate regimes demonstrate the same functional form with different parameters between healthy individuals and heart failure patients (Bernaola-Galván et al., 2001). Scaling behaviour of human locomotor activity was also shown to distinguish between risk and clinical states of bipolar disorder (Indic et al., 2011). Detrended Fluctuation Analysis (DFA) provides a method for identification of long range correlations in time.
series and includes the following steps (Peng et al., 1994):

1. Divide the input signal of length $N$ into $N/l$ non-overlapping segments and define the “local trend” as the ordinate of linear least-squares fit in this segment.

2. Define the detrended signal as the difference between the original signal and the “local trend”. Calculate the average of variances of detrended signal over all the boxes $F_d^2(l)$.

![Figure 5.3: Example of Detrended Fluctuation Analysis calculation for a specific segment length. In each segment, the local trend is presented as a red line. Adapted from (Peng et al., 1994).](image)

If the resulting signal $F_d^2(l)$ is proportional to the $l^\alpha$, the $\alpha$ is called the “scaling exponent” and defines the presence of long-range correlation in the original signal, with the value giving information about the signal self-correlations, where

- $\alpha = 1/2$ for white noise,
- $\alpha = 1$ for pink noise
- and $\alpha = 3/2$ for Brownian noise.

The variance across segments is expected to increase with the increased segment length, and $\alpha$ defines the rate of such increase, which is different for various types of signals, as described above. Note, that $F_d^2(l)$ is a signal statistic dependant on segment length, thus a number of segments of equal length necessary to calculate it.
5.4.3 Day-to-day activity patterns variation

Another key factor, contributing to a person’s impulsivity and activity disorganisation, is motor impulsiveness, defined as a tendency to act on the spur of the moment and consistency of lifestyle. This behavioural characteristic can potentially be represented by the stability of day-to-day activity patterns. This study proposes to measure the behavioural stability directly, by performing day-to-day comparison of 24-hour activity patterns. Given that activities are not likely to align perfectly between days, the Dynamic Time Warping (DTW) algorithm (Senin, 2008) was used to measure the distance between daily activity patterns.

DTW is a dynamic programming algorithm, that calculates optimal matching between two signals by measuring pairwise distance between all points of these signals and selecting the optimal matching with a minimal cumulative distance (see Figure 5.4).

![DTW mapping and distance matrix]

**Figure 5.4:** Example of matching activity patterns of days X and Y using the Dynamic Time Warping. Picture a) represents mapping between the activity patterns and picture b) shows the distance matrix between activity levels on days X and Y (colour) together with the optimal matching (red line).
5.4.4 Summary of disorganisation features

Based on the above-defined analysis methods, the features described in Table 5.3 were selected as potentially contributing to the disorganisation cluster of symptoms.

**Table 5.3: Activity disorganisation features, selected for further analysis.**

| Feature        | Description                                                                 |
|----------------|-----------------------------------------------------------------------------|
| LEVEL_MSE_{N}  | $N^{th}$ scale of Multiscale Entropy ($N = 1..5$)                           |
| DUR_AVG        | Average duration of BOCPD segments                                          |
| DUR_GAMMA_K    | Shape parameter of Gamma distribution fit into BOCPD length                 |
| DUR_GAMMA_THETA| Scale parameter of Gamma distribution fit into BOCPD length                 |
| DUR_DFA        | DFA $\alpha$ (scaling exponent) of BOCPD length                             |
| LEVEL_DTW      | Average day-to-day DTW distance of activity level patterns                  |

5.5 Mood cluster

The indirect objective measure of mood, used in this study is the quality of sleep. Despite being an important feature of depression and mania, it is not objectively assessed in the context of psychiatric examination. At the same time, the field of sleep analysis is very well developed and actively uses actigraphic sleep assessment techniques (Ancoli-Israel et al., 2003; Sadeh, 2011). A number of sleep analysis methods were created for different types of actigraphs and successfully applied in studies of mental health, including affective disorders (Wirz-Justice et al., 2001; Wulff et al., 2006; Wirz-Justice, 2007a; Wirz-Justice et al., 2010; Scott, 2011).

Key sleep characteristics include such measures as sleep onset latency and sleep duration, which require knowledge of bed and wake times. Given that in an ambulatory environment compliance to manual bed time annotation is low (60% for Fitbit-based annotation in the AMoSS study), a novel method of automatic bed time annotation was developed and described in the previous chapter, and estimated bed times used to calculate sleep characteristics described below.
5.5.1 Sleep-wake segmentation

Analysis of sleep is based on identification of wakefulness episodes during bed time, in the case of actigraphic sleep assessment characterised by short motion periods. In order to identify wake-related motion, sleep/wake segmentation of bed-time actigraphic recording is performed by an expert or by using an automatic algorithm (Blackwell et al., 2005).

There are several published algorithms to segment sleep/wake states in actigraphy data. For example, Cole et al. (Cole et al., 1992) proposed an algorithm, based on a weighted sum of previous and subsequent epochs, and claimed an accuracy of 88% for distinguishing wakefulness from sleep on a sample of 41 subjects monitored during 1 laboratory night. Sadeh et al. (Sadeh et al., 1994) developed a metric to segment sleep/wake states, based on four activity features with overall reported agreement with polysomnographic analysis of 91% – 93% on a sample of 36 subjects monitored during 1 laboratory night. However, due to differences in hardware implementations, most actigraphs implement their own sleep detection algorithms.

In this study the sleep/wake scoring algorithm proposed by Oakley (Oakley, 1997) for Actiwatch (CamNTech, UK) activity monitoring platform was used. The algorithm estimates each 15 seconds activity epoch as wake or sleep based on previous and future values:

\[
A_0 = 0.04E_{-(8\rightarrow5)} + 0.2E_{-(4\rightarrow1)} + 4E_0 + 0.2E_{+(1\rightarrow4)} + 0.04E_{+(5\rightarrow8)}
\]  

(5.3)

where \(A_0\) is the score of activity of the current epoch, \(E_0\) is the activity counts of the current epoch and \(E_n\) is the activity counts of the epochs before and after the current one. The epoch is scored as sleep if \(A_0\) exceeds the threshold of 40 counts.

The scoring algorithm relies on conversion of raw tri-axial activity data into the Actiwatch-compatible counts, using a procedure developed by te Lindert et al. (te Lindert and Van Someren, 2013) and described in Section 4.4.2.
5.5.2 Sleep analysis

Sleep analysis uses bed time derived from HMM segmentation and sleep / wake segmentation from Oakley algorithm to calculate a number of sleep characteristics. Clinical practice parameters for analysis of sleep were originally described by Rechtschaffen and Kales (Rechtschaffen and Kales, 1968), and currently maintained by the American Academy of Sleep Medicine (AASM). The parameters include such characteristics as:

- **To bed time**: The time the subject gets into bed, as identified by bed/wake segmentation.

- **Out of bed time**: The time the subject rose out of bed, as identified by bed/wake segmentation.

- **Time in bed (min)**: Time between “To bed time” and “Out of bed time”.

- **Sleep onset latency (min)**: Time it took the subject to fall asleep.

- **Wake after sleep onset (min)**: Time scored as wake between “Sleep onset time” and “Final wake time”.

- **Actual sleep time (min)**: Time scored as sleep between “Sleep onset time” and “Final wake time”.

- **Sleep efficiency (%)**: “Actual sleep time” divided by ’Time in bed’.

- **Number of wake bouts**: Number of continuous blocks scored as wake.

- **Mean wake bout time (min)**: Mean duration of wake block.

- **Number of sleep bouts**: Number of continuous blocks scored as sleep.

- **Mean sleep bout time (min)**: Mean duration of sleep block.

- **Mobile time (min)**: Total duration of epochs with activity (>0).

- **Immobile time (min)**: Total duration of epochs with activity (=0).
5.5.3 Circadian rhythm

The circadian rhythm in humans is characterised by two main variables, \( \tau \) describing the period of circadian clock under zeitgeber-free conditions and \( \psi \) characterising phase shift between the rhythm and a zeitgeber, such as dusk and dawn. Additionally, the change in day length with season influences the ratio of activity and rest \((\alpha : \rho)\) (Wirz-Justice, 2007b).

There are several methods described in the literature for numerical analysis of circadian rhythms, with the Cosinor method and Lomb-Scargle periodogram being the most accepted and used in research, where the Lomb-Scargle method is used for unevenly sampled data (Wirz-Justice et al., 2001; Wulff et al., 2006; Refinetti et al., 2007). The Cosinor method for identification of \( \tau \) was used in this research, although it should be noted that in studies of humans it is very difficult to reliably identify \( \tau \) due to the influence of social and environmental zeitgebers (Wirz-Justice, 2007b).

For the identification of \( \psi \) the most reliable actigraphic measure is the sleep midpoint (Wirz-Justice, 2007b). This, as well as the activity/rest ratio \((\alpha : \rho)\) is measured from the HMM based bed/wake identification described in Section 4.5.3.

5.5.4 Circadian amplitude

The activity levels during the least active 5 hours, most active 10 hours and relative amplitude between those give insight into the circadian amplitude, or distribution of activity between sleep and wakefulness states, and can be defined as

\[
L_5 = \frac{\sum_{i=1}^{5} x_i}{|H_5|},
\]

\[
M_{10} = \frac{\sum_{i=1}^{10} x_i}{|H_{10}|},
\]
where \( x_i \) is the activity measurement, \(|H_5|\) and \(|H_{10}|\) are the numbers of measurements in the least active 5 and most active 10 hours respectively (Witting et al., 1990; Van Someren, 1999), thus \( L_5 \) and \( M_{10} \) values effectively represent the mean activity levels during these periods.

### 5.5.5 Non-parametric rest-activity characteristics

Inter-daily Stability (IS) and Intra-daily Variability (IV) are so-called non-parametric rest-activity characteristics, and were originally proposed to detect day-to-day variations of activity patterns (IS) and fragmentation of rest-activity rhythms (IV) (Sokolove and Bushell, 1978; Witting et al., 1990) and calculated using the following equations

\[
IS = \frac{n \sum_{i=1}^{p} (x_i - \bar{x})^2}{p \sum_{i=1}^{n} (x_i - \bar{x})^2} \tag{5.7}
\]

\[
IV = \frac{n \sum_{i=2}^{n} (x_i - x_{i-1})^2}{(n - 1) \sum_{i=1}^{n} (x_i - \bar{x})^2} \tag{5.8}
\]

where \( n \) is the total number of data, \( p \) is the number of data samples per day, \( x_i \) are individual measurements, \( \bar{x} \) is the mean of all data and \( i \) is the index of a given data point (Van Someren, 1999).

### 5.5.6 Summary of mood features

Based on the above-defined analysis methods, the features described in Table 5.4 were selected as potentially contributing to the mood cluster of symptoms.
### Table 5.4: Activity-based sleep and mood features, selected for further analysis.

| Feature                        | Description                                                                 |
|--------------------------------|----------------------------------------------------------------------------|
| IN_BED_TIME                    | The time the subjects gets into bed                                        |
| OUT_OF_BED_TIME                | The time the subject got out of bed                                        |
| TIME_IN_BED                    | Time in bed                                                                |
| SLEEP_ONSET_LATENCY           | Time it took the subject to fall asleep                                    |
| WAKE_AFTER_SLEEP_ONSET        | Wake after sleep onset                                                     |
| ACTUAL_SLEEP_TIME             | Actual sleep time                                                          |
| SLEEP_EFFICIENCY              | 'Actual sleep time' divided by 'Time in bed' multiplied by 100             |
| NUMBER_OF_WAKE_BOUTS          | Number of continuous blocks scored as WAKE                                 |
| MEAN_WAKE_BOUT_TIME           | Mean wake bout time                                                        |
| MEAN_SLEEP_BOUT_TIME          | Mean sleep bout time                                                       |
| MOBILE_TIME                   | Total duration of epochs with activity (>0) during sleep                   |
| IMMOBILE_TIME                 | Total duration of epochs with no activity during sleep                     |
| TAU                            | Cosinor-derived τ                                                         |
| PHI                            | Sleep midpoint as offset to midnight in minutes                            |
| L5                             | Level of activity during the least active 5 hours                          |
| M10                            | Level of activity during the most active 10 hours                          |
| RA                             | Relative amplitude between L5 and M10                                       |
| IS                             | Inter-daily Stability                                                     |
| IV                             | Intra-daily Variability                                                   |

### 5.6 Summary

In this chapter, based on the five-cluster model of mental symptoms (Liddle, 2001), a number of activity features were proposed that have a potential to characterise three dimensions of the model, including psychomotor, disorganisation and mood cluster symptoms. The features were introduced in a principled way, based on clinical practice parameters accepted in sleep medicine and physical activity research, as well as drawing on the body of research on analysis of physical activity and behaviour in the fields of psychiatry and clinical psychology.
Chapter 6

Differentiation between disorders

6.1 The problem of diagnosis

One of the main problems in treatment of mental health disorders is the reliability of diagnosis, when a disorder is not correctly identified in those who have it, or found in subjects who don’t have it. This problem in the current diagnostic framework of DSM-5 was studied by analysing the test-retest reliability of diagnosis, and for most diagnoses moderate-to-good inter-rater agreement with inter-class Kappa of 0.40-0.79 was found (Regier et al., 2013), which is in the range of results achieved in medicine in general (Kraemer et al., 2012). However, between different mental health institutions the inter-rater agreement results were substantially different, with Mayo Clinic demonstrating a Kappa value of 0.73 for diagnosis of bipolar I disorder and the University of Texas at San Antonio showing a Kappa value of 0.27 for the same disorder. A similar picture was observed for borderline personality disorder and major depressive disorder (Regier et al., 2013), and indicates a potentially high subjectivity of diagnosis by some clinical specialists.

More objective criteria are needed for diagnosis of mental disorders to eliminate the diagnostic inaccuracy due to varying levels of expertise and qualification of clinical specialists. The recently proposed DSM-5 cross-cutting symptom assessment tools, based on
patient-reported measures, aim to partially address this problem and facilitate the shift towards a more dimensional approach in the diagnosis of mental disorders. In the adult population, the DSM-5 dimensional cross-cutting symptom assessment questionnaire (23 questions covering 13 domains) demonstrated good-to-excellent test-retest reliability for all domains (Narrow et al., 2013). But the questionnaire-only assessment is still not mature enough to provide a reliable tool for diagnostics, and may be prone to subjective bias due to impaired patient self-perception (Stanley and Wilson, 2006).

Objective assessment of behaviours with mobile and wearable sensors could potentially facilitate diagnostics by providing accurate and unbiased measures of clinically important behaviour characteristics. In this chapter the behaviour measures, described previously in Chapter 5, are evaluated for the capability of distinguishing between the bipolar disorder, borderline personality disorder and healthy control subjects.

### 6.2 Data subset selection

For the analysis of diagnostic accuracy of objective activity measures, GENEActiv accelerometer data were analysed together with categorical assignment of subjects to their diagnostic classes (bipolar disorder, borderline personality disorder and healthy controls) as ground truth. Given the complex nature of mental disorders, where symptoms may wax and wane during the course of disease, a relatively asymptomatic short duration period, where both GENEActiv data and mood self-ratings were present, was selected from each participant, following the approach of Huynh et al. (Huynh et al., 2015). Contrary to Huynh et al. who used a nine day period to capture 2 weekends, this study used a one week period due to limited data availability, to capture a stable emotional state and to avoid potential bias due to different ratios of work and free days between different participants.

By doing so, every group was taken in a relative “normality” state, so that the objective activity signatures of the analysis period were characteristic for the disorder itself,
and not a transient clinical state (such as mania or depression in bipolar disorder or deterioration in borderline personality disorder). Such signatures could be potentially used as “behavioural markers” of specific mental health conditions for clinical diagnostic purposes.

### 6.2.1 Euthymic period identification

In order to identify the objective difference between clinical groups, one week of activity was selected from each participant, where symptoms were least presented, as identified by the lowest scores on ASRM and QIDS-SR16, and the least non-wear time was detected by the non-wear detection algorithm described in Section 4.3.2. The selection of a one week interval was based on the granularity of mood scoring (weekly), the amount of data available (up to 3 weeks for most participants), and to avoid the bias due to weekday/weekend variability in activity characteristics. The selected data subset is described in Table 6.1.

**Table 6.1:** Demographics and data set characteristics of the AMoSS euthymic data subset. Superscripts indicate that the distributions are different with $p < 0.05$ according to Wilcoxon rank sum test. BD, BPD and HC superscripts refer to bipolar disorder, borderline personality disorder and healthy controls.

|                          | Healthy controls | Bipolar disorder | Borderline personality disorder |
|--------------------------|------------------|------------------|---------------------------------|
| **Demographic characteristics** |                  |                  |                                 |
| Number of participants   | 23               | 24               | 15                              |
| Gender                   | 18 females       | 16 females       | 13 females                      |
| Age (Mean±SD)            | 30.61±9.31 $^{BD}$ | 40.04±11.61 $^{HC,BPD}$ | 32.13±9.58 $^{BD}$ |
| Height (Mean±SD)         | 168.87±7.84 $^{HC}$ | 170.83±10.48 $^{HC}$ | 168.20±8.27 $^{BD}$ |
| Weight (Mean±SD)         | 65.97±9.27 $^{BD,BPD}$ | 80.40±15.20 $^{HC}$ | 79.13±18.06 $^{HC}$ |
| BMI (Mean±SD)            | 23.15±2.92 $^{BD,BPD}$ | 27.51±4.53 $^{HC}$ | 27.99±6.11 $^{HC}$ |
| **Data set characteristics** |                  |                  |                                 |
| ASRM (Mean±SD)           | 1.43±2.23        | 2.17±3.05        | 2.13±2.20                      |
| QIDS-SR16 (Mean±SD)      | 2.00±2.17 $^{BD,BPD}$ | 5.71±5.40 $^{HC,BPD}$ | 10.13±6.15 $^{HC,BD}$ |
| GAD-7 (Mean±SD)          | 1.35±1.85 $^{BD,BPD}$ | 5.75±4.90 $^{HC,BPD}$ | 10.20±6.72 $^{HC,BD}$ |
| BIS-11 (Mean±SD)         | 52.30±7.86 $^{BD,BPD}$ | 64.96±9.78 $^{HC,BPD}$ | 78.00±12.85 $^{HC,BD}$ |
| Non-wear time, days (Mean±SD) | 0.14±0.11       | 0.15±0.08        | 0.11±0.09                      |
6.2.2 Dealing with imbalanced data set

Recruitment for the AMoSS project was still ongoing at the time of writing, so the AMoSS data set was not balanced in terms of numbers of participants per clinical group, as well as age, gender and BMI, as can be seen from Table 6.1. Differences in age, gender and BMI may influence actigraphic measurements (Tudor-Locke et al., 2010; Tucker et al., 2011), and number of subjects in group (class) is important for the definition of unbiased classifiers. In order to compensate for the imbalance in the AMoSS data set two strategies of re-sampling were employed and described below:

- **Under-sampling the majority class (USM):** Removing samples from the majority class until classes are balanced in number of samples and clinical characteristics.

- **Synthetic minority over-sampling technique (SMOTE):** Adding synthetic samples to the minority class until classes are balanced.

6.2.2.1 Under-sampling the majority class

Under-sampling the majority class provides an opportunity for eliminating samples from majority classes that are most dissimilar from samples of the minority class, and thus improving the balance between classes in both demographic characteristics and numbers of samples. The number of samples in the least populated class (borderline personality disorder) was selected as the target under-sampling number, and both healthy controls and bipolar disorder classes were under-sampled by eliminating subjects with lowest (healthy controls) or highest (bipolar disorder) BMI, until the target number of samples was achieved. The resulting BMI limits were set as > 22.5 for healthy controls and < 29 for bipolar disorder classes, resulting in the data subset described in Table 6.2.

It can be seen that after USM re-sampling the imbalance in group demographic characteristics was eliminated and the difference only remains in self-rated mood symptoms, that are specific to a particular disorder. It can also be seen that a QIDS-SR16 rating of
borderline personality disorder group exceeds the clinical threshold for moderate depression (> 10) at least for some participants. However, this self-reported low mood does not represent the actual clinical condition of depression, and characteristic of the euthymia state in borderline personality disorder as described by Stanley and Wilson (Stanley and Wilson, 2006).

Table 6.2: Demographics and data set characteristics of the AMoSS euthymic data subset after under-sampling the majority class to match cohorts. Superscripts indicate that the distributions are different with $p < 0.05$ according to the Wilcoxon rank sum test. BD, BPD and HC superscripts refer to bipolar disorder, borderline personality disorder and healthy controls.

| Demographic characteristics | Healthy controls | Bipolar disorder | Borderline personality disorder |
|-----------------------------|------------------|------------------|--------------------------------|
| Number of participants      | 15               | 15               | 15                             |
| Gender                      | 13 females       | 10 females       | 13 females                     |
| Age (Mean±SD)               | 30.20±6.67       | 37.40±11.95      | 32.13±9.58                     |
| Height (Mean±SD)            | 166.80±8.03      | 171.40±11.17     | 168.20±8.27                    |
| Weight (Mean±SD)            | 69.31±9.33       | 72.49±11.75      | 79.13±18.06                    |
| BMI (Mean±SD)               | 24.83±1.93       | 24.57±2.34       | 27.99±6.11                     |

| Data set characteristics    |                   |                   |                               |
|-----------------------------|-------------------|-------------------|-------------------------------|
| ASRM (Mean±SD)              | 1.67±2.58         | 1.80±3.36         | 2.13±2.20                     |
| QIDS-SR16 (Mean±SD)         | 1.87±2.64         | 4.40±4.64         | 10.13±6.15                    |
| GAD-7 (Mean±SD)             | 1.33±1.91         | 3.87±2.83         | 10.20±6.72                    |
| BIS-11 (Mean±SD)            | 52.07±9.29        | 64.29±10.34       | 78.00±12.85                   |
| Non-wear time, days (Mean±SD)| 0.13±0.12        | 0.16±0.09         | 0.11±0.09                     |

6.2.2.2 Synthetic Minority Over-sampling Technique

Given the cost of acquiring new samples for the AMoSS data set, it is also beneficial to estimate the accuracy of classification using a complete set of data, and account for the imbalance in numbers of participants in each class by adding synthetic samples to minority classes. The Synthetic Minority Over-sampling Technique (Chawla et al., 2002) is a widely accepted technique for dealing with imbalanced data sets by generating synthetic samples and includes the following steps:

1. Unsupervised classification of complete data set is performed using $k$-nearest neighbours algorithm (five nearest neighbours proposed in the original algorithm and used...
in this work).

2. Synthetic samples are introduced at a random position along the line segments joining a minority sample with randomly selected nearest neighbours until the target number of samples is reached.

For the AMoSS euthymic data subset, the under-represented class of borderline personality disorder (15 subjects) was over-sampled to match the number of subjects in the bipolar disorder class (24 subjects). The healthy controls class was not over-sampled as the number of subjects in this class (23) was close to the number of bipolar disorder subjects. The transformation was performed in feature space, so demographic characteristics of the data set did not change.

6.3 Data analysis approach

The data analysis approach of this chapter included the steps of feature selection and classification, performed in Leave One Out Cross Validation (LOOCV) folds to avoid the curse of dimensionality issues related to over-estimation of classification accuracy when the number of features is comparable to the number of samples. On each step of cross validation the best features were selected, a classifier trained on the best features of the training set, and classification performance estimated on the testing set. For the subset of features, where best classification accuracy was achieved, the prevalence of features in classification folds was also reported. All features were normalised before the analysis by subtracting the mean and dividing by standard deviation.

6.3.1 Dimensionality reduction methods

In order to find the best features for separation between disorders, a number of dimensionality reduction techniques were used. There are two types of dimensionality reduction approaches in existence, including feature extraction and feature selection.
Feature extraction attempts to find the best features by transforming existing features into a lower dimensional space, and feature selection refers to methods of finding optimal subsets of existing features without transformation. Feature extraction methods may be agnostic to the type of problem, for example Linear Discriminant Analysis, or use domain specific knowledge to derive new meaningful features from existing ones.

Feature selection methods attempt to find the best subset of existing features without transformation, and can be broadly divided into filters and wrappers (Guyon and Elisseeff, 2003), where filters optimise some measure of feature usefulness and wrappers use the predictive model itself as a measure of feature selection quality.

In the following analysis a number of state-of-the-art dimensionality reduction methods were evaluated, from simple feature ranking technique to more complex wrapper methods. Based on features identified by these techniques, classifiers were built and their predictive power was estimated in terms of classification accuracy, specificity and sensitivity.

6.3.1.1 Naïve feature ranking method

Naïve feature ranking method sorts all available features according to their $p$ values for differentiating between target classes, and sequentially adds top rated features to the “optimal” subset. This filter method takes into account only the relevance of the features to a particular classification target, but ignores potential cross-correlation between features.

In this study the best features to distinguish between target classes were selected by ordering features according to the absolute value of a standardised u-statistic of two-sample unpaired Wilcoxon rank-sum test.

6.3.1.2 Minimum Redundancy Maximum Relevance

Multivariate minimum-Redundancy-Maximum-Relevance (mRMR) criterion takes into account both individual relevance of features to target class, as well as the complimentarity of selected subsets of features (Peng et al., 2005). This filter method allows the
selection of features that are predictive for the target class (maximum relevance), but at the same time orthogonal to each other (minimum redundancy), according to Equations 6.3, 6.1 and 6.2. The relevance criterion is given by

\[
\max D(S, c), \quad D = \frac{1}{S} \sum_{x_i \in S} I(x_i; c), \tag{6.1}
\]

where \( S \) is a feature set with features \( x_i \) and \( c \) is a target class (with \( c = 0 \) indicating normal, and \( c = 1 \) otherwise). The redundancy criterion is given by

\[
\min R(S), \quad R = \frac{1}{|S|^2} \sum_{x_i, x_j \in S} I(x_i; x_j) \tag{6.2}
\]

where \( S \) is a feature set with features \( x_i \) and \( x_j \), and mutual information is defined as

\[
I(x; y) = \int \int p(x, y) \log \frac{p(x, y)}{p(x)p(y)} dxdy, \tag{6.3}
\]

where \( I(x; y) \) is the mutual information between variables \( x \) and \( y \). \( p(x) \), \( p(y) \) and \( p(x, y) \) are probability densities of these variables.

The relevance and redundancy criteria were combined using Mutual Information Difference scheme and incremental search was then used to find features which satisfy the above criteria. For the application of mRMR, features were discretized into five states between values of Mean±SD, where SD is one of -1, -0.5, 0.5, 1 as suggested by Peng et al. (Peng et al., 2005).

6.3.1.3 Least Absolute Shrinkage and Selection Operator

The Least Absolute Shrinkage and Selection Operator (LASSO) was proposed by Robert Tibshirani as a new method for regression estimation in linear models (Tibshirani, 1996). LASSO minimises L2 norm (residual sum of squares) subject to L1 constraint on the model as
\[
\min_{\beta_0, \beta} \left( \frac{1}{2N} \sum_{i=1}^{N} (y_i - \beta_0 - x_i^T \beta)^2 + \lambda \sum_{j=1}^{p} |\beta_j| \right),
\]

where \( N \) is the number of observations, \( y_i \) is the response at observation \( i \), \( x_i \) is the data vector of observation \( i \), \( p \) is the length of data vector, \( \lambda \) is the regularisation parameter, and \( \beta_0 \) and \( \beta \) are scalar and \( p \)-length vectors of regression coefficients.

As a result, it may produce regression model coefficients that are exactly 0, or irrelevant for the model. For feature selection LASSO was used as a wrapper method, maximising cross-validation accuracy of classification with selected features.

### 6.3.2 Classification techniques

To analyse the capability of selected features to differentiate between subject classes (and disorders), a number of classification techniques were used and described below. All feature selection and classification experiments were performed for pair-wise separation between study groups and using LOOCV to estimate unbiased classification performance.

#### 6.3.2.1 Logistic regression

Binary logistic regression can be used to predict responses based on independent variables, with the additional benefit of providing a probabilistic result. The logistic regression method is based on fitting the logistic function into data to achieve best separation between target classes. The logistic function is specified as

\[
F(x) = \frac{1}{1 + e^{-(\beta_0 + \sum_{i=1}^{m} \beta_i x_i)}}
\]

where \( x_i \) are the explanatory variables, \( \beta_i \) are the coefficients of regression model and \( F(x) \) is interpreted as the probability of dependant variable belonging to the “success” class.
6.3.2.2 Support Vector Machines

The Support Vector Machines (SVM) classifier attempts to create a hyperplane with the largest distance to the nearest points in a feature space to separate target classes (Cortes and Vapnik, 1995). This is achieved by maximising the expression

$$\min \left[ \frac{1}{n} \sum_{i=1}^{n} \max(0, 1 - y_i(w \cdot x_i + b)) \right] + \lambda ||w||^2,$$

(6.6)

where \(x_i\) are data points of feature vector of length \(n\), \(y_i\) are +1 or −1 indicating to which class \(x_i\) belongs, \(w\) and \(b\) are model parameters to optimise and \(\lambda\) is the parameter defining the misclassification tradeoff. The example of SVM classification is presented in Figure 6.1.

![Figure 6.1: Decision boundary of SVM classifier. Filled and empty dots represent two different classes with support vectors selected in red. The solid line represents the maximum-margin hyperplane and dashed lines represent margins.](image)

The SVM classifier allows for more flexibility in definition of class boundaries compared to logistic regression by using a so-called “kernel trick”. With the kernel trick, if linear separation in the original feature space is not possible, features can be mapped into a higher dimensional space using the kernel function. The separation is then performed in a higher dimensional space.
The Gaussian Radial Basis Function (RBF) kernel used by this study, and in order to optimise the RBF kernel parameters $\alpha$ (scaling factor) and $C$ (box constraint), on the first fold of cross-validation an additional LOOCV sub-fold was performed where $\alpha$ and $C$ were identified using grid search.

6.4 Analysis results

Presented in this chapter exploratory analysis of differences between clinical groups aims to identify the most important features for separation between the diagnostic categories, using the proposed dimensional framework. Differences between groups are described first and subsequently the proposed features are assessed for their classification accuracy.

6.4.1 Comparison between cohorts

Comparison between the proposed behavioural features of mental disorders, corresponding to psychomotor, disorganisation and mood symptom dimensions is presented in Table 6.3. The comparison was performed on a USM data subset, thus the influence of imbalance in age and BMI between study groups was minimised.

The bipolar disorder participants were characterised by slightly elevated levels of physical activity as described by the time in moderate and vigorous activities, slightly lower entropy of activity and longer segments of continuous activity. Time to bed of bipolar disorder participants was slightly earlier, but all sleep characteristics comparable to healthy controls and patterns of activity were better aligned between days as shown by lower DTW distance between daily activity patterns.

Interestingly, no statistically significant difference in objective activity features was identified between healthy controls and bipolar disorder patients. It is consistent with the definition of bipolar disorder, where symptoms are present only during episodes of mania and depression, but contradicts with previous research findings, where differences in behaviour were reported also during euthymic state (Indic et al., 2011; Rock et al.,
Table 6.3: Group differences between objective features of mental health as described by dimensional framework. To minimise the influence of cohorts imbalance, the data are shown after under-sampling the majority classes (15 subjects in each group with no significant differences in demographic characteristics). Superscripts indicate that the distributions are different with $p < 0.05$ according to the Wilcoxon rank sum test. BD, BPD and HC superscripts refer to bipolar disorder, borderline personality disorder and healthy controls.

|                              | Healthy controls | Bipolar disorder | Borderline personality disorder |
|------------------------------|------------------|------------------|---------------------------------|
| **Psychomotor dimension**    |                  |                  |                                 |
| LEVEL_AVG                    | 0.03±0.01        | 0.03±0.01        | 0.03±0.01                       |
| LEVEL_GAMMA_K               | 0.17±0.04        | 0.19±0.06        | 0.15±0.04                       |
| LEVEL_GAMMA_THETA           | 0.19±0.09        | 0.22±0.19        | 0.18±0.07                       |
| TIME_MODERATE               | 111.99±26.26     | 124.41±31.32     | 105.86±26.12                    |
| TIME_VIGOROUS               | 7.72±5.53        | 11.95±18.62      | 7.70±10.22                      |
| **Disorganisation dimension** |                  |                  |                                 |
| LEVEL_MSE_1                 | 0.09±0.04        | 0.08±0.05        | 0.06±0.04                       |
| LEVEL_MSE_2                 | 0.12±0.03        | 0.11±0.04        | 0.10±0.02                       |
| LEVEL_MSE_3                 | 0.13±0.03        | 0.12±0.04        | 0.11±0.02                       |
| LEVEL_MSE_4                 | 0.14±0.03        | 0.13±0.04        | 0.12±0.03                       |
| LEVEL_MSE_5                 | 0.14±0.03        | 0.14±0.05        | 0.13±0.03                       |
| DUR_AVG                     | 1.02±0.11        | 1.06±0.20        | 1.04±0.13                       |
| DUR_GAMMA_K                | 0.73±0.04        | 0.72±0.07        | 0.71±0.05                       |
| DUR_GAMMA_THETA            | 1.42±0.22        | 1.52±0.47        | 1.50±0.30                       |
| DUR_DFA                    | 0.62±0.05        | 0.63±0.04        | 0.66±0.03                       |
| LEVEL_DTW                   | 170.29±15.67     | 167.53±20.63     | 180.49±16.94                    |
| **Mood dimension (sleep)**  |                  |                  |                                 |
| IN_BED_TIME                 | -58.83±85.25     | -91.49±50.99     | 0.78±100.43                     |
| OUT_OF_BED_TIME             | 477.39±59.19     | 438.11±42.47     | 540.58±97.87                    |
| TIME_IN_BED                | 536.47±49.59     | 529.85±46.48     | 540.04±64.13                    |
| SLEEP_ONSET_LATENCY        | 31.64±20.37      | 26.82±16.26      | 29.38±15.15                     |
| WAKE_AFTER_SLEEP_ONSET     | 48.51±15.84      | 47.63±14.35      | 62.63±19.05                     |
| ACTUAL_SLEEP_TIME          | 456.07±46.44     | 455.16±49.52     | 447.78±55.06                    |
| SLEEP_EFFICIENCY            | 85.54±3.30       | 86.23±3.49       | 83.20±3.34                      |
| NUMBER_OF_WAKE_BOUTS       | 52.92±12.68      | 48.36±11.64      | 62.80±21.43                     |
| MEAN_WAKE_BOUT_TIME        | 0.91±0.28        | 0.98±0.22        | 1.01±0.20                       |
| MEAN_SLEEP_BOUT_TIME       | 9.58±2.29        | 10.39±2.59       | 8.57±2.65                       |
| MOBILE_TIME                | 214.00±36.82     | 199.73±35.25     | 242.46±64.36                    |
| IMMOBILE_TIME              | 290.83±38.11     | 303.31±52.17     | 268.21±48.98                    |
| TAU                        | 1.01±0.01        | 1.01±0.01        | 1.00±0.01                       |
| PHI                        | 209.28±69.07     | 173.31±40.76     | 270.68±93.83                    |
| L5                         | 2.79±2.18        | 2.82±1.37        | 3.88±1.54                       |
| M10                        | 116.14±27.72     | 134.15±46.86     | 113.21±30.26                    |
| RA                         | 0.95±0.03        | 0.95±0.02        | 0.93±0.04                       |
| IS                         | 0.02±0.01        | 0.01±0.01        | 0.02±0.01                       |
| IV                         | 0.75±0.14        | 0.71±0.17        | 0.75±0.08                       |
The lack of statistically significant differences may be due to combined effect of the small number of subjects, short (one week) period of analysis and successful disorder management strategy of bipolar patients.

The borderline disorder participants were characterised by slightly lower levels of daytime activity, significantly lower entropy of activity, later times of going to bed and longer bed times with lower sleep efficiency and higher levels of activity during the least active 5 hours. Also, the variability of daily activity patterns was slightly higher for the borderline personality disorder patients.

It can be seen that most differences between disorders were observed in mood dimension features, related to patterns of circadian rhythms, night time activity and sleep. Significant differences between borderline personality disorder group and both bipolar disorder and healthy controls were reported in wake up times, levels of activity during the least active 5 hours and relative amplitude of day-night activity.

6.4.2 Importance of objective features

The importance of objective features for separation between diagnostic categories was assessed using three feature selection algorithms, including the simple ranking of features according to their relevance to target using the p-value of Wilcoxon rank-sum (RANK), mRMR criteria and LASSO, with results presented in Table 6.4.

If using simple relevance criteria (RANK), most of the top features for separation between clinical groups are concentrated in the dimension of mood, while the criteria that take into account complimentarity of features (mRMR) or select features for best separation between groups using cross-validation (LASSO) propose top features belonging to different dimensions of symptoms, suggesting the validity of the dimensional approach.
Table 6.4: Ranking of features for separation between clinical groups using Wilcoxon rank-sum test criteria, mRMR and LASSO, with top five features in the ranking selected in **bold font**.

|                         | Healthy controls vs. bipolar disorder | Healthy controls vs. borderline personality disorder | Bipolar disorder vs. borderline personality disorder |
|-------------------------|---------------------------------------|-----------------------------------------------------|--------------------------------------------------|
|                         | RANK | mRMR | LASSO | RANK | mRMR | LASSO | RANK | mRMR | LASSO |
| **Psychomotor dimension** |      |      |       |      |      |       |      |      |       |
| LEVEL_AVG               | 11   | 19   | 18    | 23   | 28   | 32    | 16   | 24   | 7     |
| LEVEL_GAMMA_K           | 13   | 24   | 7     | 25   | 20   | 23    | 11   | 22   | 13    |
| LEVEL_GAMMA_THETA       | 21   | 3    | 11    | 33   | 8    | 18    | 32   | 4    | 18    |
| TIME_MODERATE           | 8    | 6    | 2     | 26   | 23   | 24    | 17   | 7    | 5     |
| TIME_VIGOROUS           | 20   | 7    | 24    | 21   | 2    | 11    | 25   | 13   | 19    |
| **Disorganisation dimension** |      |      |       |      |      |       |      |      |       |
| LEVEL_MSE_1             | 33   | 22   | 4     | 2    | 6    | 1     | 6    | 3    | 20    |
| LEVEL_MSE_2             | 31   | 29   | 29    | 13   | 17   | 8     | 20   | 16   | 26    |
| LEVEL_MSE_3             | 32   | 33   | 30    | 16   | 30   | 25    | 21   | 28   | 31    |
| LEVEL_MSE_4             | 30   | 17   | 32    | 15   | 32   | 28    | 26   | 33   | 32    |
| LEVEL_MSE_5             | 25   | 34   | 16    | 18   | 34   | 26    | 27   | 34   | 11    |
| DUR_AVG                 | 26   | 11   | 13    | 28   | 24   | 29    | 34   | 31   | 14    |
| DUR_GAMMA_K             | 15   | 27   | 12    | 22   | 26   | 19    | 30   | 30   | 21    |
| DUR_GAMMA_THETA         | 22   | 31   | 31    | 24   | 33   | 14    | 33   | 26   | 15    |
| DUR_DFA                 | 17   | 9    | 19    | 6    | 4    | 3     | 14   | 8    | 4     |
| LEVEL_DTW               | 27   | 4    | 22    | 7    | 11   | 20    | 15   | 20   | 9     |
| **Mood dimension (sleep)** |      |      |       |      |      |       |      |      |       |
| IN_BED_TIME             | 12   | 14   | 33    | 11   | 13   | 33    | 5    | 10   | 22    |
| OUT_OF_BED_TIME         | 1    | 16   | 1     | 4    | 19   | 4     | 1    | 1    | 1     |
| TIME_IN_BED             | 23   | 25   | 34    | 29   | 25   | 34    | 23   | 23   | 33    |
| SLEEP_ONSET_LATENCY     | 14   | 13   | 6     | 34   | 31   | 21    | 24   | 27   | 23    |
| WAKE_AFTER_SLEEP_ONSET  | 34   | 8    | 14    | 5    | 21   | 5     | 8    | 21   | 27    |
| ACTUAL_SLEEP_TIME       | 28   | 32   | 27    | 27   | 22   | 30    | 28   | 32   | 34    |
| SLEEP_EFFICIENCY        | 16   | 30   | 21    | 12   | 18   | 6     | 3    | 18   | 6     |
| NUMBER_OF_WAKE_BOUTS    | 10   | 12   | 28    | 14   | 29   | 9     | 7    | 15   | 8     |
| MEAN_WAKE_BOUT_TIME     | 2    | 5    | 17    | 9    | 16   | 31    | 29   | 11   | 24    |
| MEAN_SLEEP_BOUT_TIME    | 3    | 1    | 15    | 20   | 15   | 12    | 12   | 25   | 12    |
| MOBILE_TIME             | 4    | 23   | 3     | 19   | 7    | 15    | 9    | 5    | 28    |
| IMMOBILE_TIME           | 18   | 26   | 5     | 17   | 1    | 10    | 18   | 2    | 16    |
| TAU                     | 19   | 10   | 9     | 10   | 14   | 7     | 13   | 17   | 10    |
| PHI                     | 5    | 2    | 25    | 8    | 3    | 13    | 2    | 6    | 2     |
| L5                      | 9    | 20   | 26    | 1    | 5    | 27    | 10   | 14   | 29    |
| M10                     | 6    | 28   | 23    | 31   | 10   | 16    | 19   | 19   | 25    |
| RA                      | 20   | 15   | 20    | 3    | 9    | 2     | 4    | 9    | 3     |
| IS                      | 7    | 18   | 8     | 32   | 27   | 22    | 22   | 29   | 17    |
| IV                      | 24   | 21   | 10    | 30   | 12   | 17    | 31   | 12   | 30    |
6.4.3 Accuracy of separation between study groups

The accuracy of separation between the diagnostic categories is presented in Table 6.5. If a certain feature selection and classification strategy demonstrated superior performance compared to others, it was selected in bold. For USM data balancing strategy simple RANK feature selection demonstrated the best results, indicating that very few highly correlated features were the most relevant for classification.

As expected from the cohort differences described in Section 6.4.1, the best classification accuracy of 80% was achieved for separation between bipolar and borderline personality disorder groups, with 80% sensitivity and specificity when a mRMR feature selection was used. The features used for classification were:

- OUT_OF_BED_TIME
- IMMOBILE_TIME
- LEVEL_MSE_1
- LEVEL_GAMMA_THETA
- MOBILE_TIME

Notably, this result persists for both SVM and logistic regression classifiers, indicating linear separation between classes. Classification accuracy drops only marginally when using SMOTE balancing strategy.

A classification accuracy of 70% with 67% specificity and 73% sensitivity was achieved for separation between healthy controls and borderline personality disorder patients using RANK feature selection strategy. The features used for classification were:

- L5
- LEVEL_MSE_1
- RA
Table 6.5: Summary of classification accuracy for separation between AMoSS clinical groups using different data set balancing, feature selection and classification strategies, with best results selected in **bold font**.

| Data set balancing strategy | USM | SMOTE |
|-----------------------------|-----|-------|
| **Feature selection**       |     |       |
| RANK | mRMR | LASSO | RANK | mRMR | LASSO |
| **Healthy controls vs. bipolar disorder** |     |       |
| Logistic regression        |     |       |
| Accuracy                   | 0.60| 0.57  | 0.50| 0.62| 0.45| 0.60 |
| Specificity                | 0.53| 0.53  | 0.47| 0.54| 0.46| 0.58 |
| Sensitivity                | 0.67| 0.60  | 0.53| 0.70| 0.43| 0.61 |
| SVM                        |     |       |
| Accuracy                   | **0.67**| 0.53 | 0.53| 0.57| 0.45| **0.64** |
| Specificity                | **0.67**| 0.53 | 0.60| 0.42| 0.42| **0.54** |
| Sensitivity                | **0.67**| 0.53 | 0.47| 0.74| 0.48| **0.74** |
| **Healthy controls vs. borderline personality disorder** |     |       |
| Logistic regression        |     |       |
| Accuracy                   | 0.67| 0.57  | 0.67| **0.72**| 0.64| 0.72 |
| Specificity                | 0.67| 0.47  | 0.67| **0.75**| 0.67| 0.75 |
| Sensitivity                | 0.67| 0.67  | 0.67| **0.70**| 0.61| 0.70 |
| SVM                        |     |       |
| Accuracy                   | **0.70**| 0.60 | 0.67| **0.72**| 0.66| **0.72** |
| Specificity                | **0.67**| 0.33 | 0.67| **0.71**| 0.62| **0.71** |
| Sensitivity                | **0.73**| 0.87 | 0.67| **0.74**| 0.70| **0.74** |
| **Bipolar disorder vs. borderline personality disorder** |     |       |
| Logistic regression        |     |       |
| Accuracy                   | 0.77| **0.80**| 0.73| 0.77| 0.77| 0.77 |
| Specificity                | 0.73| **0.80**| 0.67| 0.79| 0.79| 0.79 |
| Sensitivity                | 0.80| **0.80**| 0.80| 0.75| 0.75| 0.75 |
| SVM                        |     |       |
| Accuracy                   | **0.80**| **0.80**| 0.77| **0.79**| **0.79**| **0.79** |
| Specificity                | **0.67**| **0.80**| 0.60| **0.75**| **0.75**| **0.75** |
| Sensitivity                | **0.93**| **0.80**| 0.93| **0.83**| **0.83**| **0.83** |
• OUT_OF_BED_TIME

• WAKE_AFTER_SLEEP_ONSET

With synthetic samples the accuracy of classification marginally improved to 72% when using RANK and LASSO feature selection. Again, the logistic regression classifier demonstrated similar accuracy as a SVM classifier.

For separation between healthy controls and bipolar disorder participants the accuracy of classification was 67% with 67% specificity and sensitivity when using RANK feature selection strategy. The features used for classification were:

• OUT_OF_BED_TIME

• MEAN_WAKE_BOUT_TIME

• MEAN_SLEEP_BOUT_TIME

• MOBILE_TIME

• PHI

The accuracy of classification dropped to 64% when using SMOTE oversampling.

6.5 Discussion and conclusions

The analysis in this chapter covered two main topics. First, differences between objective behaviour characteristics of clinical cohorts were identified by analysing the behaviour characteristics of euthymic periods of activity. Second, the capability of activity features to differentiate between disorders was evaluated by analysing the cross-validated classification accuracy of diagnostic groups with different data set balancing, feature selection and classification strategies.

For both patient groups, bipolar disorder and borderline personality disorder, the mood dimension, represented by sleep characteristics, appears to be the most important
factor separating between groups. For borderline personality disorder patients many of the sleep characteristics are significantly different compared to both healthy controls and bipolar disorder patients (see Table 6.3). While there are no individually significant features of difference between healthy controls and bipolar disorder patients, after feature selection the top features appear to belong to mood dimension.

Comparing performance of different classifiers and feature selection strategies, it can be observed that accuracy of simple logistic regression is similar to a nonlinear approach like an SVM classification, indicating homogeneity of diagnostic groups, with linear separation possible between classes.

Finally, an interesting observation to make is that bipolar disorder patients are more different to borderline personality disorder than healthy controls in terms of the activity metrics defined in this chapter. This could be explained by a well-executed disorder management strategy, where bipolar disorder patients actively adhere to a healthy and regular life routine, as demonstrated by low inter-daily variability and differences between successive daily activity patterns.
Chapter 7

Differentiation between clinical states

7.1 The problem of deterioration

In many psychiatric disorders symptoms may wax and wane over time, and relapse is a continual threat (Sierra et al., 2009; Dawson et al., 2010). For example, in the case of bipolar disorder patients they may slide into a manic or depressive state, in borderline personality disorder there may be attempts at suicide or self-harm, or psychotic relapse in schizophrenia. Clinical deterioration poses a significant problem and may happen undetected due to impaired patient insight, and can lead to hospitalisation (Lieb et al., 2004; Green, 2006; Pompili et al., 2013).

It was demonstrated that recognition of the early warning signs of upcoming clinical episodes are helpful for timely treatment, and helps to achieve better patient outcomes (Birchwood, 2000; Morriss, 2004; Blum et al., 2008). However, the treatment strategies that allow the incorporation of recognition of early warning signs into the management of disorder require close collaboration between patient, family, primary and specialist care (Falloon et al., 1996; Mueser et al., 2002; Mueser et al., 2003). Organising such an interaction is a complex and costly task, and not always possible in a particular patient’s circumstances.

The current practice of early warning signs identification includes patients’ self-observations
facilitated by family, and sometimes also involves clinical specialists using web-based mood self-reporting tools, such as True Colours Self-Management platform (Miklowitz et al., 2012). Self-reports are known to suffer from compliance issues, especially if insight or motivation are impaired, as often happens in mental disorders. In such situations ambient symptoms monitoring using using a mobile and wearable sensors may be of great benefit.

In this chapter the difference in objective activity features between clinically relevant mood states will be analysed to assess the feasibility of objective mood state identification. The task of identification of clinically relevant mood states was approached here as a classification of weekly objective behaviour indicators.

7.2 Data subset selection

To identify the objective mood features, the high quality data collected with GENEActiv wearable sensors were used. Such data cover both day and night activity, but are available only for a short period of time from each participant, usually from one to three weeks of continuous recording with one or two data acquisition sessions per participant. Given the DSM-5 diagnostic criteria for mania and depression, where for a clinical episode to be detected it has to be present for one (mania) or two (depression) weeks, and the fact that the frequency of episodes in bipolar disorder is low (four episodes per year in a rapid cycling variant, present in approximately 10% of patients), the probability of capturing a mood episode together with euthymia from a single participant with GENEActiv data acquisition is low. The GENEActiv data can be used therefore only to compare cohorts and not to build personalised regression models, due to the limited number of weekly observations per subject.
7.2.1 Distinct mood state identification

In order to perform the analysis, one week periods were selected from data, where mood self-assessment was available and objective GENEActiv activity data present. Using standard diagnostic thresholds of QIDS-16SR and ASRM, the four mood states for classification were defined as

- euthymia, where the ASRM score is below 6 and QIDS-16SR is below 11,
- depression, where QIDS-16SR is above 10,
- mania, where ASRM is above 5, and
- mixed state, where both QIDS-16SR is above 10 and ASRM above 5.

From the analysis in Chapter 6 it can be seen that for the borderline personality disorder patients the connection between the objectively-assessed behaviours and self-reported emotional state is not reliable. Therefore for the present classification only the groups of healthy controls and bipolar disorder patients were used.

Following the approach of Section 6.2, from each participant single weeks of activity were selected, where no more than 10% of GENEActiv data were missing and subjective mood score was reported on both QIDS-16SR and ASRM scales.

A total of 109 episodes were identified with statistical characteristics presented in Table 7.1. There were no mixed state episodes, so the mixed state was excluded from further analysis and binary classification was performed to separate euthymia, depression and mania. It is necessary to mention that the selected weeks do not necessarily represent clinically significant episodes of disorder, as the individual symptoms manifestation may not match the DSM-5 diagnostic criteria.

7.2.2 Dealing with imbalanced data set

It can be seen that the mood states data set was unbalanced towards euthymia periods, with the number of weeks five to ten times in excess of the number of weeks with mania.
Table 7.1: Demographics and data set characteristics of the AMoSS mood classification data subset. Superscripts indicate that the distributions are different with $p < 0.05$ according to the Wilcoxon rank sum test. EU, DEP, MAN and MIX superscripts refer to euthymia, depression, mania and mixed states.

|                      | Euthymia | Mania | Depression | Mixed state |
|----------------------|----------|-------|------------|-------------|
| Number of weeks, total | 109      | 10    | 16         | 0           |
| Healthy controls     | 54       | 4     | 0          | 0           |
| Bipolar disorder     | 55       | 6     | 16         | 0           |

Demographic characteristics

|                      | Euthymia | Mania | Depression | Mixed state |
|----------------------|----------|-------|------------|-------------|
| Number of unique subjects | 37       | 6     | 7          | 0           |
| Gender               | 27 females | 3 females | 5 females | 0 females   |
| Age (Mean±SD)        | 34.84±10.59 | 28.00±3.29 | 30.43±5.83 | N/A         |
| Height (Mean±SD)     | 170.46±7.14 | 171.50±2.74 | 172.29±2.29 | N/A         |
| Weight (Mean±SD)     | 73.62±12.24 | 66.00±12.05 | 71.29±16.13 | N/A         |
| BMI (Mean±SD)        | 25.49±4.90 | 22.56±4.82 | 24.08±5.68 | N/A         |

Data set characteristics

|                      | Euthymia | Mania | Depression | Mixed state |
|----------------------|----------|-------|------------|-------------|
| ASRM (Mean±SD)       | 1.31±1.57 MAN | 10.20±3.79 EU DEP | 0.81±1.28 MAN | N/A         |
| QIDS-16SR (Mean±SD)  | 3.17±2.47 DEP | 3.10±3.11 DEP | 17.50±5.82 EU MAN | N/A         |
| GAD-7 (Mean±SD)      | 2.89±3.43 DEP | 4.90±4.38 DEP | 12.94±6.76 EU MAN | N/A         |
| BIS-11 (Mean±SD)     | 58.15±10.82 DEP | 64.80±16.37 DEP | 67.06±9.33 EU | N/A         |
| Non-wear time, days (Mean±SD) | 0.17±0.13 | 0.20±0.15 | 0.19±0.06 | N/A         |

and depression. Additionally, the data on depressive state represented a high percentage of recordings from female participants. Therefore the re-sampling strategies described in detail in Section 6.2.2 were used.

7.2.2.1 Under-sampling the majority class

The strategy for USM re-sampling was selected to minimise the imbalance in gender and age, therefore samples of male participants at an older age (> 40) were discarded, keeping at the same time at least one week of data from each unique subject to avoid the data subset being dominated by a few participants with relatively large amount of acquired data, and to analyse all possible subject-specific predictors of mood. The resulting subset is described in Table 7.2.

7.2.2.2 Synthetic Minority Over-sampling Technique

For SMOTE re-sampling, the minority classes of mania and depression were oversampled to match the number of participants in the euthymia class, with no change in demographic
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Table 7.2: Demographics and data set characteristics of the AMoSS GENEActiv mood data subset after USM. Superscripts indicate that the distributions are different with \( p < 0.05 \) according to Wilcoxon rank sum test. EU, DEP, MAN and MX superscripts refer to euthymia, depression, mania and mixed states.

|                | Euthymia | Mania | Depression | Mixed state |
|----------------|----------|-------|------------|-------------|
| Number of weeks, total | 10       | 10    | 10         | 0           |
| healthy controls | 7        | 4     | 0          | 0           |
| bipolar disorder | 3        | 6     | 10         | 0           |

Demographic characteristics

|                | Euthymia | Mania | Depression | Mixed state |
|----------------|----------|-------|------------|-------------|
| Number of unique subjects | 10       | 6     | 7          | 0           |
| Gender         | 5 females| 3 females| 5 females  | 0 females   |
| Age (Mean±SD)  | 31.70±10.06| 30.00±9.55| 30.71±9.36| N/A         |
| Height (Mean±SD)| 170.40±6.31| 170.00±7.07| 171.71±4.82| N/A         |
| Weight (Mean±SD)| 77.60±18.72| 72.33±19.14| 78.29±18.79| N/A         |
| BMI (Mean±SD)  | 27.04±7.71| 25.34±7.90| 26.84±7.67| N/A         |

Data set characteristics

|                | Euthymia | Mania | Depression | Mixed state |
|----------------|----------|-------|------------|-------------|
| ASRM (Mean±SD) | 1.60±1.43 MAN | 10.20±3.79 DEP | 0.90±1.45 MAN | N/A         |
| QIDS-16SR (Mean±SD) | 2.50±1.78 DEP | 3.10±3.11 DEP | 15.60±5.08 EU MAN | N/A         |
| GAD-7 (Mean±SD) | 1.60±1.96 DEP | 4.90±4.38 | 11.60±6.69 EU | N/A         |
| BIS-11 (Mean±SD) | 58.40±8.76 | 64.80±16.37 | 67.50±10.09 | N/A         |
| Non-wear time, days (Mean±SD) | 0.20±0.15 | 0.20±0.15 | 0.17±0.06 | N/A         |

or data set characteristics after the re-sampling process.

7.3 Data analysis approach

The data analysis approach followed the general structure of cohorts differentiation analysis described in Section 6.3, including the following steps:

1. Data set re-sampling (using USM and SMOTE strategies) described in detail in Sections 6.2.2 and 7.2.2.

2. Feature selection using three alternative methods, including RANK (see Section 6.3.1.1), mRMR (see Section 6.3.1.2) and LASSO (see Section 6.3.1.3).

3. Classification using LR (see Section 6.3.2.1) and SVM (see Section 6.3.2.2) classifiers. For classification LOOCV hold out strategy was used.
7.4 Analysis results

The analysis results of this chapter explore the differences in objective behaviour features of mental (emotional) states. The differences in objective state features are presented first, followed by the assessment of their classification accuracy.

7.4.1 Comparison between states

Objectively collected features were analysed to compare their distributions in three previously described clinically important mood states, including depression, euthymia and mania, with results presented in Table 7.3. The comparison was performed on a USM data subset.

The manic state was characterised by a significantly different distribution of activity levels as characterised by the parameters of fitted Gamma distribution. Also, almost all disorganisation cluster characteristics were significantly different for mania compared to euthymia state, including higher levels of MSE, decreased duration of continuous activity segments, and decreased DTW distance between daily activity patterns. Also, consistent with theoretical expectations, the manic state was characterised by decreased time in bed, sleep time and immobile time.

The depressed state was characterised (compared to euthymia state) by significantly decreased average levels of daily activity, decreased levels of MSE (only for the first two scales), increased time-to-wake after sleep onset, increased wake bout time and differences in non-parametric circadian rhythm characteristics, including the M10, RA, IS and IV.

As expected, the difference between the manic and depressed states was more pronounced compared to the difference between each of these states and euthymia.

Interestingly, the disorganisation cluster characteristics were more pronounced in differentiating between the euthymia and manic state, while sleep and circadian rhythm characteristics were more often significant between the euthymia and depressed states. Psychomotor characteristics were approximately equally relevant for both mania and de-
Table 7.3: State differences between objective features of mental health. Superscripts indicate that the distributions are different with $p < 0.05$ according to Wilcoxon rank sum test. EU, DEP and MAN superscripts refer to euthymia, depression and mania.

|                          | Euthymia          | Mania            | Depression        |
|--------------------------|-------------------|------------------|-------------------|
| **Psychomotor dimension**|                   |                  |                   |
| LEVEL_AVG                | 0.03±0.01 **DEP** | 0.03±0.01 **DEP**| 0.02±0.01 **EU MAN** |
| LEVEL_GAMMA_K           | 0.18±0.06 **MAN DEP** | 0.23±0.06 **EU DEP** | 0.17±0.04 **MAN** |
| LEVEL_GAMMA_THETA       | 0.18±0.11 **MAN DEP** | 0.12±0.02 **EU** | 0.12±0.03 **EU** |
| TIME_MGODERATE          | 116.05±33.65 **DEP** | 127.36±24.64 **DEP** | 92.2±38.94 **EU MAN** |
| TIME_VIGOROUS           | 8.17±10.55 **MAN DEP** | 3.20±1.09 **EU** | 2.43±2.48 **EU** |
| **Disorganisation dimension** |                   |                  |                   |
| LEVEL_MSE_1             | 0.08±0.04 **MAN DEP** | 0.11±0.01 **EU DEP** | 0.04±0.06 **EU MAN** |
| LEVEL_MSE_2             | 0.11±0.03 **MAN DEP** | 0.13±0.02 **EU DEP** | 0.09±0.03 **EU MAN** |
| LEVEL_MSE_3             | 0.12±0.03 **MAN** | 0.15±0.02 **EU DEP** | 0.10±0.03 **MAN** |
| LEVEL_MSE_4             | 0.13±0.03 **MAN DEP** | 0.16±0.02 **EU DEP** | 0.11±0.03 **MAN** |
| LEVEL_MSE_5             | 0.13±0.03 **MAN** | 0.17±0.03 **EU DEP** | 0.12±0.04 **MAN** |
| DUR_AVG                 | 1.06±0.15 **MAN DEP** | 0.93±0.10 **EU** | 1.10±0.22 **EU** |
| DUR_GAMMA_K             | 0.72±0.06 **MAN DEP** | 0.77±0.04 **EU DEP** | 0.69±0.06 **MAN** |
| DUR_GAMMA_THETA         | 1.52±0.35 **MAN DEP** | 1.23±0.19 **EU DEP** | 1.66±0.48 **MAN** |
| DUR_DFA                 | 0.62±0.04 **EU** | 0.62±0.04 **EU** | 0.63±0.04 **EU** |
| LEVEL_DTW               | 171.59±16.28 **MAN DEP** | 158.39±16.83 **EU DEP** | 182.03±15.25 **EU MAN** |
| **Mood dimension (sleep)** |                   |                  |                   |
| IN_BED_TIME             | -69.65±78.76      | -29.75±61.19     | -76.15±63.02      |
| OUT_OF_BED_TIME         | 478.20±63.19      | 461.58±77.35     | 473.25±129.62     |
| TIME_IN_BED             | 548.10±55.11 **MAN** | 491.57±52.04 **EU DEP** | 549.62±95.73 **MAN** |
| SLEEP_ONSET_LATENCY     | 26.19±17.18       | 21.32±11.13      | 29.35±25.38       |
| WAKE_AFTER_SLEEP_ONSET  | 54.37±19.21 **DEP** | 52.00±14.83 **DEP** | 72.87±24.62 **EU MAN** |
| ACTUAL_SLEEP_TIME       | 467.29±51.08 **MAN DEP** | 418.00±43.43 **EU DEP** | 447.17±102.79 **EU** |
| SLEEP_EFFICIENCY        | 85.57±4.54 **DEP** | 85.36±3.50       | 80.77±8.08 **EU** |
| NUMBER_OF_WAKE_BOUTS    | 54.70±13.04 **EU** | 54.74±13.55      | 56.86±16.75       |
| MEAN_WAKE_BOUT_TIME     | 0.99±0.28 **DEP** | 0.95±0.24 **DEP** | 1.28±0.25 **DEP MAN** |
| MEAN_SLEEP_BOUT_TIME    | 9.42±2.35 **EU** | 8.57±2.69        | 8.96±3.13         |
| MOBILE_TIME             | 221.14±41.24      | 213.89±45.95     | 230.55±50.68      |
| IMMOBILE_TIME           | 300.78±43.50 **MAN** | 256.36±33.50 **EU DEP** | 289.75±86.68 **MAN** |
| TAU                     | 1.00±0.02         | 1.50±1.38        | 1.00±0.01         |
| PHI                     | 204.28±65.87      | 215.91±64.70     | 198.55±89.98      |
| L5                      | 3.46±2.14         | 3.11±1.07        | 3.67±1.41         |
| M10                     | 118.95±34.43 **DEP** | 122.58±24.73 **DEP** | 90.81±32.21 **EU MAN** |
| RA                      | 0.94±0.03 **DEP** | 0.95±0.02 **DEP** | 0.91±0.04 **EU MAN** |
| IS                      | 0.01±0.01 **DEP** | 0.01±0.01 **DEP** | 0.02±0.01 **EU MAN** |
| IV                      | 0.74±0.15 **DEP** | 0.77±0.13        | 0.84±0.08 **EU** |
7.4.2 Importance of objective features

The importance of objective features for identification of mood states was assessed using three feature selection algorithms, including the simple ranking of features according to their relevance to target using the p-value of Wilcoxon rank-sum (RANK), mRMR criteria and LASSO, with results presented in Table 7.4.

Similarly to the difference between disorders, the top rated features for separation between disorders were observed mostly in the mood (sleep) cluster. Features selection methods that take into account complementarity of features tend to select subsets of features belonging to different clusters, including psychomotor, disorganisation and mood.

7.4.3 Accuracy of separation between mood states

The accuracy of separation between the mood states is presented in Table 7.5. If certain feature selection and classification strategies demonstrated superior performance compared to others, they were selected in bold.

As expected from the cohort differences presented in Table 7.3 and theoretical considerations, the best results in separation between mood states (using the USM re-sampling strategy) were achieved for separation between mania and depression (90% accuracy with 90% specificity and 90% sensitivity). The LASSO feature selection method demonstrated the best results (with SVM classification), however all other methods have shown higher performance compared to other classification experiments.

Interestingly, for SMOTE oversampling, all feature selection algorithms and classification methods allowed the achievement of perfect separation between mania and depression.

The best classification accuracy of 85% with 100% specificity and 70% sensitivity for separation between euthymia and depression was achieved using LASSO feature selection and SVM classification (USM re-sampling).
Table 7.4: Ranking of features for separation between mood states using the Wilcoxon rank-sum test criteria, mRMR and LASSO, with the top five features in the ranking selected in **bold font**.

|                  | Euthymia vs. mania | Euthymia vs. depression | Mania vs. depression |
|------------------|--------------------|------------------------|----------------------|
|                  | RANK mRMR LASSO    | RANK mRMR LASSO        | RANK mRMR LASSO      |
| Psychomotor dimension |                   |                        |                      |
| LEVEL_AVG        | 24 4 23 32 10 14 16 13 17 |                        |                      |
| LEVEL_GAMMA_K    | 25 27 15 15 18 18 25 17 6  |                        |                      |
| LEVEL_GAMMA_THETA| 31 8 16 17 7 19 29 5 14 |                        |                      |
| TIME_MODERATE    | 18 26 18 33 32 23 21 30 18 |                        |                      |
| TIME_VIGOROUS    | 32 5 24 13 5 24 24 4 26  |                        |                      |
| Disorganisation dimension |                   |                        |                      |
| LEVEL_MSE_1      | 29 31 19 22 20 7 8 7 27 |                        |                      |
| LEVEL_MSE_2      | 23 33 9 20 6 25 11 32 7 |                        |                      |
| LEVEL_MSE_3      | 21 16 25 27 14 26 12 19 28 |                        |                      |
| LEVEL_MSE_4      | 16 22 26 31 12 27 13 24 29 |                        |                      |
| LEVEL_MSE_5      | 14 30 10 34 9 20 17 33 30 |                        |                      |
| DUR_AVG          | 5 21 12 24 34 28 23 16 8 |                        |                      |
| DUR_GAMMA_K      | 15 29 17 10 28 4 30 34 15 |                        |                      |
| DUR_GAMMA_THETA  | 8 7 27 19 17 29 34 23 31 |                        |                      |
| DUR_DFA          | 17 25 20 11 21 5 9 20 9 |                        |                      |
| LEVEL_DTW        | 10 15 13 12 8 10 19 31 11 |                        |                      |
| Mood dimension (sleep) |                   |                        |                      |
| IN_BED_TIME      | 7 11 28 3 3 2 6 3 1 |                        |                      |
| OUT_OF_BED_TIME  | 2 1 1 7 29 30 14 25 21 |                        |                      |
| TIME_IN_BED      | 13 13 8 25 25 11 31 21 22 |                        |                      |
| SLEEP_ONSET_LATENCY | 33 20 14 28 23 6 20 11 12 |                        |                      |
| WAKE_AFTER_SLEEP_ONSET | 27 28 21 2 16 21 3 | 8 32 |                        |                      |
| ACTUAL_SLEEP_TIME| 9 10 4 21 26 31 26 28 33 |                        |                      |
| SLEEP_EFFICIENCY | 22 3 22 8 4 8 27 14 19 |                        |                      |
| NUMBER_OF_WAKE_BOUTS | 11 9 29 18 30 | 15 18 6 23 |                        |                      |
| MEAN_WAKE_BOUT_TIME | 1 6 2 1 1 | 1 1 1 | 1 2 |                        |                      |
| MEAN_SLEEP_BOUT_TIME | 19 32 30 29 27 32 | 15 22 24 |                        |                      |
| MOBILE_TIME      | 12 19 5 23 19 33 28 12 5 |                        |                      |
| IMMOBILE_TIME    | 30 14 31 30 22 12 5 10 13 |                        |                      |
| TAU              | 6 2 6 9 2 3 | 22 2 3 |                        |                      |
| PHI              | 4 18 32 6 24 34 4 | 9 34 |                        |                      |
| IS               | 28 24 7 4 | 13 17 2 | 15 4 |                        |                      |
| IV               | 20 17 11 5 15 9 | 7 29 16 |                        |                      |
Table 7.5: Summary of LOOCV classification accuracy for separation between AMoSS participants’ mood states using different data set balancing, feature selection and classification strategies, with best results selected in **bold font**.

| Data set balancing strategy | USM | SMOTE |
|----------------------------|-----|-------|
| Data set balancing strategy | USM | SMOTE |
| Feature selection          | RANK | mRMR | LASSO | RANK | mRMR | LASSO |
| Euthymia vs. mania          |      |      |       |
| Logistic regression         |      |      |       |
| Accuracy                    | 0.80 | 0.50 | 0.75  | 0.82 | 0.75 | 0.83  |
| Specificity                 | 0.80 | 0.60 | 0.80  | 0.73 | 0.76 | 0.74  |
| Sensitivity                 | 0.80 | 0.40 | 0.70  | 0.91 | 0.73 | 0.93  |
| SVM                         |      |      |       |
| Accuracy                    | 0.70 | 0.60 | 0.75  | 0.82 | **0.87** | 0.83  |
| Specificity                 | 0.90 | 0.20 | 0.80  | 0.68 | **0.73** | 0.72  |
| Sensitivity                 | 0.50 | 1.00 | 0.70  | 0.95 | **0.98** | 0.94  |
| Euthymia vs. depression     |      |      |       |
| Logistic regression         |      |      |       |
| Accuracy                    | 0.80 | 0.70 | 0.80  | 0.82 | 0.85 | 0.82  |
| Specificity                 | 0.80 | 0.70 | 0.90  | 0.85 | 0.89 | 0.84  |
| Sensitivity                 | 0.80 | 0.70 | 0.70  | 0.78 | 0.82 | 0.80  |
| SVM                         |      |      |       |
| Accuracy                    | 0.75 | 0.60 | **0.85** | 0.84 | 0.90 | 0.86  |
| Specificity                 | 0.70 | 0.40 | **1.00** | 0.87 | 0.97 | 0.94  |
| Sensitivity                 | 0.80 | 0.80 | **0.70** | 0.79 | 0.81 | 0.75  |
| Mania vs. depression        |      |      |       |
| Logistic regression         |      |      |       |
| Accuracy                    | 0.85 | 0.80 | 0.85  | **1.00** | 1.00 | 1.00  |
| Specificity                 | 0.80 | 0.90 | 0.80  | **1.00** | 1.00 | 1.00  |
| Sensitivity                 | 0.90 | 0.70 | 0.90  | **1.00** | 1.00 | 1.00  |
| SVM                         |      |      |       |
| Accuracy                    | 0.85 | 0.80 | **0.90** | **1.00** | 1.00 | 1.00  |
| Specificity                 | 0.80 | 0.80 | **0.90** | **1.00** | 1.00 | 1.00  |
| Sensitivity                 | 0.90 | 0.80 | **0.90** | **1.00** | 1.00 | 1.00  |
The best classification accuracy of 80% with 80% specificity and sensitivity for separation between euthymia and mania was achieved using simple RANK feature selection and logistic regression classification.

The results demonstrated for SMOTE re-sampling consistently superseded the results for USM.

7.5 Discussion and conclusions

The analysis of this chapter investigated the differences between objective characteristics of activity in different clinically relevant mood states and the possibility to identify these mood states using only data collected from passive activity sensors using classification techniques.

The first important result is that the classification accuracy demonstrated in identification of clinical states substantially (by approximately 10%) exceeds the classification accuracy achieved in separation between different disorders, presented in Chapter 6. This agrees with the expectation of increased symptom manifestation during clinical episodes, while indicating that the clinical states of patients should be carefully considered when differentiating between mental disorders using short-term recordings. Secondly, the theoretical expectation of observing higher differences between mania and depression rather than any of these states and euthymia was also confirmed in practice.

It is interesting to note that while mood (sleep) characteristics are important features for classification in all cases, the manic state appears to demonstrate elevated characteristics from the disorganisation cluster of symptoms and the depression state has more pronounced changes in sleep characteristics, while psychomotor cluster symptoms are equally relevant in both cases.

These results justify the selected dimensional approach to characterising mental health and indicate the need and importance of further research in this area. Using appropriate change point detection techniques on collected objective behaviour data could potentially
allow for early identification of behaviour abnormalities related to changes in clinical state.

The main limitation of presented research is in limited number of clinical episodes captured with GENEActiv recordings. This, together with the fact that the number of subjects were comparable with the number of captured episodes, led the choice of the analysis using binary classification as opposed to regression between the mood scores and values of behaviour features. Such regression however, could be attempted once more clinical mood episodes are captured.
Chapter 8

Personalised mood modelling

8.1 Diversity of individual symptoms

As was demonstrated in Chapter 7, different mood states can be distinguished from each other based on behavioural characteristics, calculated from physical activity time series. But a universal description of a mental state in terms of these behaviour characteristics is hardly possible due to the diversity of possible symptom combinations and behaviour impairments. For example, the borderline personality disorder patients are known to rate their mood and behaviour as very depressed, however no sign of depression may be obvious to an external observer (Westen et al., 1992). This makes the task of creating a universally valid association between behaviour and mood almost impossible.

While the symptoms that characterise mental illnesses are well defined, the exact patterns of symptom combinations may vary from person to person, as described by the DSM-5 diagnostic criteria (American Psychiatric Association, 2013). More important is the fact that prodrome and early warning signs of mental disorder episodes may also vary quite significantly between different patients (Molnar et al., 1988; Keitner et al., 1996; Perry et al., 1999; Birchwood, 2000; Klosterkötter et al., 2001; Jackson et al., 2003; Berk et al., 2007; Goossens et al., 2010; Sierra et al., 2009).

Early research by Molnar et al. (Molnar et al., 1988) on 20 bipolar patients con-
cluded that the duration and symptoms of manic and depressive prodrome vary a lot between individuals, but are consistent for the same individual and the same episode type. A more extensive study by Keitner et al. (Keitner et al., 1996) on 74 bipolar patients identified that 78% of patients reported prodromal depressive symptoms and 87% reported prodromal manic symptoms (while according to family reports these numbers were even higher). Cognitive, mood, behavioural, neurovegetative and social symptoms were reported in different combinations.

The systematic review of manic and depressive prodromes by Jackson et al. (Jackson et al., 2003) identified that at least 80% of individuals with mood disorder can detect symptoms of prodrome. The most important early symptom of mania was sleep disturbance and early symptoms of depression were inconsistent. Importantly, the randomised control trial on efficacy of teaching patients to recognise early symptoms of relapse performed by Perry et al. (Perry et al., 1999) identified that such teaching was associated with important clinical improvements, in particular at the time of first manic relapse.

All these facts indicate the importance of creating personalised models of mood deterioration for each individual specifically, that would account for inter-individual differences in prodrome symptomatology. This problem can be solved by identifying the relationship between objective behaviours and mood for each subject individually and building personalised regression models to reconstruct the respective scoring system (such as QIDS-16SR, ASRM or GAD-7) using collected objective activity data.

In this chapter regression models have been constructed to identify the relationship between objective activity features and reported subjective mood state. If accurate, such models may allow the meaningful tracking of patients and identification of early warning signs of deterioration.
8.2 Data subset selection

8.2.1 Selection of participants

Unfortunately the GENEActiv data collected in the AMoSS study cannot be used to build a personalised regression model due to the limited number of weekly observations per subject. Despite the fact that correlation between GENEActiv and mobile phone collected data is limited, mostly because activity during sleep cannot be captured with a mobile phone, longitudinal changes in day time behaviours can be inferred from mobile phone data and personalised regression models can be built using data from participants’ smart phones, where data acquisition was continuous for a period of up to one year.

From all collected data the individuals were selected who captured at least 12 mood points (or three months), where data including phone-derived physical activity and self-reported mood was captured simultaneously. Additionally, the only subjects who were retained in the data set were those who had at least two distinct mood states during the recording, according to thresholds defined earlier in Section 7.2.1. The resulting data subset is described in Table 8.1 and distributions of self-reported mood scores presented in Figure 8.1.

Table 8.1: Demographics and data set characteristics of the AMoSS personalised mood regression data subset. For each mood questionnaire the range is represented as the difference between maximum and minimum scale values for each participant.

|                | Healthy controls | Bipolar disorder | Borderline personality disorder | Total |
|----------------|------------------|------------------|---------------------------------|-------|
| Number of participants | 7                | 24               | 12                              | 43    |
| Gender          |                  |                  |                                 |       |
| Gender (females) | 5 females        | 15 females       | 11 females                      | 31 females |
| Phone (Trousers, Jacket, Handbag) | 3.0, 4         | 13.3, 8         | 4.1, 7                          | 20.4, 19 |
| Age (Mean±SD)   | 25.57±2.88       | 36.46±9.71       | 32.00±9.26                      | 33.44±9.56 |
| Height (Mean±SD) | 171.14±6.04     | 171.04±9.64      | 166.67±8.28                     | 169.84±8.83 |
| Weight (Mean±SD) | 62.00±7.16       | 80.81±16.39      | 80.75±18.26                     | 77.73±17.06 |
| BMI (Mean±SD)   | 21.24±2.87       | 27.50±4.61       | 29.20±6.94                      | 26.95±5.70 |

|                | Healthy controls | Bipolar disorder | Borderline personality disorder | Total |
|----------------|------------------|------------------|---------------------------------|-------|
| Mood points (Mean±SD) | 49.14±10.32    | 51.08±47.75      | 37.25±19.71                     | 46.91±37.46 |
| ASRM (Mean±SD) | 8.57±3.82       | 9.67±5.06        | 8.92±4.27                       | 9.28±4.59  |
| QIDS-16SR (Mean±SD) | 10.57±4.12     | 14.33±4.67       | 14.25±4.00                      | 13.70±4.53  |
| GAD-7 (Mean±SD) | 10.43±6.08      | 13.42±3.86       | 11.58±2.71                      | 12.42±4.10  |
Figure 8.1: Distribution of self-reported mood scores between participant groups. Figure a) shows the ASRM scores, b) shows the QIDS-16SR scores and c) shows the GAD-7 scores.

For each collected mood score the preceding week of phone activity data was analysed to identify objective behaviour features most predictive to subjective mood scores and regression models were built to estimate severity of mood symptoms (represented by QIDS-16SR, ASRM and GAD-7 scores) from phone behaviour data.

Note, that due to the personalised nature of regression models, it was possible to analyse all clinical groups, including borderline personality disorder participants. As regression models were built for each subject individually, differences between cohorts were not relevant for the analysis.

8.2.2 Selection of features

Phone data are limited to day-time only collection, capturing activity during the time when the phone was located on the subject’s body. These data do not allow a perfectly accurate reconstruction of activity levels, because phones are not constantly attached to the human body, and may be left at home or located in different pockets, personal carry bags, or left on tables periodically.

Because of these limitations it was not possible to calculate all activity features described in Sections 5.3.3, 5.4.4 and 5.5.6. Psychomotor parameters were excluded as there are no validated thresholds for moderate and vigorous activity derived for phone-based activity data. Sleep-related parameters were excluded as sleep analysis was not possible
to perform using phone data, where the phone was not typically adjacent to a subjects’ body during the sleep period. The excluded features are presented in Table 8.2 and the features used in further analysis are presented in Table 8.3.

Table 8.2: Phone accelerometer-derived activity features, excluded from the analysis due to limitations of phone data acquisition.

| Feature                         | Description                                                                 |
|---------------------------------|-----------------------------------------------------------------------------|
| **Psychomotor features**        |                                                                             |
| TIME_MODERATE                   | Time spent in moderate-intensity activities (3-6 MET)                       |
| TIME_VIGOROUS                   | Time spent in vigorous activities (>6 MET)                                  |
| **Sleep (mood) features**       |                                                                             |
| IN_BED_TIME                     | The time the subjects gets into bed                                         |
| OUT_OF_BED_TIME                 | The time the subject got out of bed                                         |
| TIME_IN_BED                     | Time in bed                                                                 |
| SLEEP_ONSET_LATENCY            | Time it took the subject to fall asleep                                     |
| WAKE_AFTER_SLEEP_ONSET         | Wake after sleep onset                                                      |
| ACTUAL_SLEEP_TIME              | Actual sleep time                                                           |
| SLEEP_EFFICIENCY               | 'Actual sleep time' divided by 'Time in bed' multiplied by 100              |
| NUMBER_OF_WAKE_BOUTS           | Number of continuous blocks scored as WAKE                                  |
| MEAN_WAKE_BOUT_TIME            | Mean wake bout time                                                         |
| MEAN_SLEEP_BOUT_TIME           | Mean sleep bout time                                                        |
| MOBILE_TIME                    | Total duration of epochs with activity (>0) during sleep                    |
| IMMOBILE_TIME                  | Total duration of epochs with no activity during sleep                      |
| TAU                            | Cosinor-derived $\tau$                                                     |
| PHI                            | Sleep midpoint as offset to midnight in minutes                             |

8.3 Data analysis approach

Firstly, daily-calculated objective activity features were pre-processed using smoothing techniques to produce weekly summaries corresponding to mood self-report.

Secondly, regression models for identification of mood were built for each participant separately. Objective weekly activity measures (described in Table 8.3) were used as predictors and self-reported mood scores (total scores of ASRM, QIDS-16SR and GAD-7) as regression targets.

The quality of regression was evaluated using LOOCV strategy, where all but one data points were used to build regression model and the accuracy of regression was estimated
Table 8.3: Phone accelerometer-derived activity features retained for further analysis of personalised mood-activity models.

| Feature       | Description                                                                 |
|---------------|-----------------------------------------------------------------------------|
| **Psychomotor features**                                                                 |
| LEVEL_AVG     | Average level of ENMO activity                                               |
| LEVEL_GAMMA_K| Shape parameter of Gamma distribution fit into ENMO activity                 |
| LEVEL_GAMMA_THETA | Scale parameter of Gamma distribution fit into ENMO activity              |
| **Disorganisation features**                                                            |
| LEVEL_MSE_{N} | $N^{th}$ scale of Multiscale Entropy ($N = 1, 5$)                           |
| DUR_AVG       | Average duration of BOCPD segments                                           |
| DUR_GAMMA_K  | Shape parameter of Gamma distribution fit into BOCPD length                 |
| DUR_GAMMA_THETA | Scale parameter of Gamma distribution fit into BOCPD length            |
| DUR_DFA       | DFA $\alpha$ (scaling exponent) of BOCPD length                              |
| LEVEL_DTW     | Average day-to-day DTW distance of activity level patterns                  |
| **Sleep (mood) features**                                                               |
| L5            | Level of activity during the least active 5 hours                           |
| M10           | Level of activity during the most active 10 hours                            |
| RA            | Relative amplitude between L5 and M10                                        |

using the remaining one (repeating the process for each data point, for each subject).

8.3.1 Smoothing techniques

Data from phone sensors are the subject of quality concerns and behavioural artifacts as described in Chapter 4, making calculation of daily activity features potentially unreliable. To minimise the influence of errors of daily-calculated features on mood regression models a number of smoothing techniques were applied to the time series of activity features with the purpose of reducing the variance in feature values due to feature calculation error.

The objective activity features were computed for every day, subject to data availability. However, mood self-reports were collected once a week and described the subject’s perception of his / her mental state and behaviour during during the previous week. Therefore the objective features for regression should aggregate information from seven days prior to questionnaire delivery and the smoothing techniques described in the follow-
ing sections were parametrised by using a one week analysis window in order to provide a meaningful comparison with self-reported data.

As a baseline for comparison of smoothing techniques, the feature values for the last 24 hours before mood assessment were also used.

### 8.3.1.1 Median filtering

A simple, but robust to outliers, method of smoothing was proposed by Tukey (Tukey, 1977) and uses a running median to calculate the filtered signal. In our case that of behaviour data with ground truth describing the preceding week, and possible weekly behaviour regularities, a fixed seven day window length for the filter was selected, with a smoothing equation defined as

\[
x'_i = \text{Median}_{j=i-7}^i \{x_j\},
\]

where \(x_i\) and \(x'_i\) are the original and smoothed feature values respectively. The median filter, along with a number of improvements to enhance robustness and performance in specific applications is extensively used in image processing (Brownrigg, 1984) and also adopted in clinical time series data analysis (Davies et al., 2004).

### 8.3.1.2 Exponential filtering

A well-known phenomena in subjectively recollected reports is the so-called recall bias (Firth and Torous, 2015), when more recent events are perceived as more important compared to older ones. This phenomena may affect self-reported mood scores and result in objectively identified activity features not offering the best explanation for biased self-reports, despite correctly representing the actual behaviour in the mathematical sense.

The class of filtering techniques that may help address this problem is called exponential smoothing (Hunter, 1986), where more recent samples are weighted higher compared to older samples, thus incorporating the potential recall bias into the model. Exponential smoothing is defined as
\[ x'_{i+1} = \lambda x_i + (1 - \lambda)x'_i, \]  

(8.2)

where \( x_i \) and \( x'_i \) are the original and smoothed measurements respectively and \( \lambda \) is a smoothing factor, describing the relative contribution of current and past measurements and set to \( 2/(N+1) \) with \( N \) (or filter length) equal to seven days, as for the median filter. Exponential smoothing is equivalent to an Autoregressive Integrated Moving Average (ARIMA) (0,1,1) model with no constant term.

Exponential smoothing has proven to be useful in physical activity time series analysis (Lovendahl and Chagunda, 2010). In addition to basic smoothing described above, versions to account for trend (double exponential smoothing) and seasonality (triple exponential smoothing) were proposed (Winters, 1960), but not used in this work due to increased complexity of the model and necessity for (possibly subject specific) prior information to infer model parameters.

8.3.1.3 Gaussian Process filtering

The above filtering techniques assume signal stationarity, however it is well-known that human activity is highly non-stationary and may be self-correlated on different scales. For example, reduced night sleep may result in increased sleep pressure on the following day and earlier sleep onset with longer sleep duration on the following night (Birchler-Pedross et al., 2009). Similarly the external zeitgebers, such as weekly work-rest routine, are likely to influence daily physical activity (Fuster-Garcia et al., 2015).

A good filtering algorithm should incorporate these non-stationarities. A popular framework for signal modelling that allows dealing with various kinds of non-stationary signals in a principled way is offered by Gaussian Processes (GP). A GP is a collection of random variables, any finite number of which have a joint Gaussian distribution (Rasmussen and Williams, 2006). GP defines a family of functions fully specified by mean function \( m(\mathbf{x}) \) and covariance function \( k(\mathbf{x}, \mathbf{x}') \) as
\[ f(x) = \mathcal{GP}(m(x), k(x, x')) , \]
\[ m(x) = \mathbb{E}[f(x)] , \]
\[ k(x, x') = \mathbb{E}[(f(x) - m(x))(f(x') - m(x'))] . \tag{8.3} \]

The definition of mean and covariance functions allows the modelling of different kinds of non-stationarities, with the covariance function being the most interesting topic. In our case, the signal feature of interest was the dependency of current activity on activity on previous days. Similarly to the family of exponential smoothing techniques, many covariance functions were proposed to model different interactions with Gaussian Processes. However, if interactions are simple or not well defined, the squared exponential (SE) is most commonly used (Roberts et al., 2013). The SE covariance function is defined as

\[ k_{SE}(x_i, x_j) = h^2 \exp \left[ -\left( \frac{x_i - x_j}{\lambda} \right)^2 \right] , \tag{8.4} \]

where \( x_i \) and \( x_j \) represent the time points of data collection, \( h \) is an output-scale amplitude and \( \lambda \) is an input scale (of time in our case).

### 8.3.2 Personalised mood regression

The smoothing techniques described in Section 8.3.1, applied to calculated daily activity features, allow the reduction of potential errors introduced by quality issues of phone-based activity data.

These activity features are hypothesised to be associated with mood state, however not all variables may add additional information to the model or even decrease the model’s accuracy due to the curse of dimensionality. Different features may be important as mood predictors for different subjects.

Therefore it is essential to select the best features for regression, to characterise the individual subject. Regression techniques that allow selecting only subsets of variables...
that best describe relationships between predictors and dependent variables are known as regularised regression methods.

8.3.2.1 Regularised regression

The Least Absolute Shrinkage and Selection Operator (LASSO) of Tibshirani (Tibshirani, 1996) extends the linear regression with the Ordinary Least Squares (OLS) method, proposed originally by Legendre (Legendre, 1805) and Gauss (Gauss, 1963), by adding L1 penalty by the number of non-zero regression coefficients.

In multiple linear regression the dependent variable is expressed as a linear combination of \( p \) independent variables:

\[
y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \ldots + \beta_p x_{ip} + \epsilon_i,
\]

where \( x_{ij} \) are observations of \( p \) independent variables, \( y_i \) are dependent variables, \( \beta_i \) are regression coefficients, \( \epsilon_i \) is the observation error and \( i \) indexes the particular observation.

The method of LASSO obtains parameter estimates \( \beta \) by minimising the square of difference between the dependent variable and estimate, subject to L1 constraint

\[
\beta = \arg\min_{\beta} \left( \frac{1}{2N} \sum_{i=1}^{N} (y'_i - y_i)^2 + \lambda \sum_{j=1}^{p} |\beta_j| \right),
\]

where \( \beta \) is the \( p \)-length vector of regression parameter estimates, \( y'_i \) and \( y_i \) are the observed estimated dependent variable values respectively, and \( N \) is the number of observations.

LASSO regression favours zero \( \beta \) coefficients, thus essentially performing feature selection and eliminating non-relevant features from the model. In order to select the best parametrisation for regression in terms of \( \lambda \) (and therefore the best features), LASSO uses a cross-validation approach, with 5-fold CV used in this work. Based on cross-validation results, the value of \( \lambda \) is selected with the minimum MSE (see Figure 8.2). This allows selecting a parametrisation with the number of features providing the best accuracy.
The regression procedure was performed with ASRM, QIDS-16SR and GAD-7 scores as target variables and objective activity features as predictors. The result of this procedure including the set of $\beta$ coefficients for predictors constitute the personalised mood prediction model.

8.3.2.2 Regression quality estimation

LOOCV cross-validation procedure was applied to estimate the generalisation error of regression models, where for each subject the accuracy of regression was calculated by building a number of models on data sets, each excluding one data point, and estimating the model performance on this data point (for each data point).

The model performance was estimated using the Mean Squared Error (MSE)

$$MSE = \frac{1}{N} \sum_{i=1}^{N} (y'_i - y_i)^2, \quad (8.7)$$

and the Mean Absolute Error (MAE)
\[ MAE = \frac{1}{N} \sum_{i=1}^{N} |y'_i - y_i|, \] (8.8)

where \( y'_i \) and \( y_i \) are the observed estimated dependent variable values respectively, and \( N \) is the number of observations.

The MAE estimate was chosen as it provides the estimate error in units of the original mood scale and is easily interpretable by clinical experts, for example the study by Tsanas et al. used MAE to estimate the quality of the model for the prediction of Parkinson’s disorder symptom scoring based on voice analysis (Tsanas et al., 2010).

### 8.4 Analysis results

#### 8.4.1 Smoothing techniques

To minimise the features calculation error, time series of daily objective activity behaviour features for all subjects were processed by three different methods of data smoothing. The example plot of smoothing results for a single activity feature of a single subject is presented in Figure 8.3.

To estimate the quality of smoothing, LASSO regression was performed using data produced by all three methods of smoothing and also the original data from last 24 hours before mood score was acquired. The MAE of regression was calculated using LOOCV approach for each subject, where \( N-1 \) data points were used to build regression model and the error was estimated on the remaining data point, with results presented in Table 8.4.

**Table 8.4:** Comparison of time series smoothing techniques using the MAE of time series prediction across all participants. The MAE for each subject was calculated using LOOCV approach. No statistically significant differences were found between smoothing methods.

|                      | Last 24 hours | Median smoothing | Exponential smoothing | Gaussian Process smoothing |
|----------------------|---------------|------------------|-----------------------|--------------------------|
| ASRM (Mean±SD)       | 2.13±1.63     | 2.14±1.74        | 2.05±1.45             | 2.23±1.98                |
| QDIS-16SR (Mean±SD)  | 2.65±1.47     | 2.68±1.44        | 2.80±1.74             | 2.67±1.36                |
| GAD-7 (Mean±SD)      | 2.51±1.31     | 2.53±1.39        | 2.61±1.46             | 2.55±1.42                |
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Figure 8.3: Comparison of time series smoothing techniques for a single activity feature (LEVEL_AVG, defined in Section 5.3.1) of a single subject. Note, that in the case of LEVEL_AVG smoothing of daily average activity is equivalent to smoothing of the original activity signal.

It can be seen that no single method is superior comparing to all others, with the simple last 24 hours value providing slightly better regression results for QIDS-16SR and GAD-7 models, and exponential smoothing providing better results for ASRM models. The GP smoothing provides a similar fit to the other methods, but also has the attractive property of being able to extrapolate the measurements and fill in missing data. Due to simplicity of the model and similarity of results, the last 24 hours activity method was selected for reporting the regression results.

8.4.2 Personalised regression models

For each subject and each questionnaire (ASRM, QIDS-16SR and GAD-7) regression models were identified as described in Section 8.3.2.1 and using the objective activity features acquired in the last 24 hours before mood score was collected (see example results at Figure 8.4).

Across all subjects and using the features of the last 24 hours the regression MAE was
Figure 8.4: Example of results of mood regression model for a single subject. Regression was performed for all self-reported mood scores and smoothed activity features of a single subject.

2.13±1.63 for ASRM, 2.65±1.47 for QIDS-16SR and 2.51±1.31 for GAD-7 questionnaires as described in Table 8.4.

Between different study groups the accuracy of prediction models was similar, with healthy controls demonstrating the lowest MAE for all mood characteristics as presented in Table 8.5, and significantly lower MAE comparing to bipolar disorder and borderline personality disorder groups for QIDS-16SR scores.

Pearson’s correlation between the self-reported and estimated mood scores was on average between 0.27 and 0.54 for all questionnaires and participants groups with the highest values of 0.54±0.35 for QIDS-16SR of bipolar disorder participants and the lowest values of 0.27±0.33 for ASRM of healthy controls, with no significant difference between groups.

The number of features providing the best LASSO regression performance for personalised mood models was also not significantly different between the groups using the Wilcoxon rank sum test. The average number of features was between 1.6 and 2.97 for all questionnaires and participants groups, with the highest values of 2.97±3.24 for GAD-7
of healthy controls and the lowest values of 1.60 ± 2.12 for ASRM of healthy controls.

Table 8.5: Results of mood score prediction across all participant groups and mood questionnaires. MAE represents the prediction error, r is a Pearson’s correlation coefficient between the target and predicted time series and N is the number of features used for the model. Superscripts indicate that the distributions are different with p < 0.05 according to the Wilcoxon rank sum test. BD, BPD and HC superscripts refer to bipolar disorder, borderline personality disorder and healthy controls, so a BD superscript in the healthy control column indicates that the parameter was significantly different between healthy controls and bipolar patients only.

|                      | Healthy controls | Bipolar disorder          | Borderline personality disorder |
|----------------------|------------------|---------------------------|---------------------------------|
| **ASRM**             |                  |                           |                                 |
| MAE (Mean±SD)        | 1.38±0.85        | 2.16±1.87                 | 2.49±1.40                       |
| MSE (Mean±SD)        | 3.72±3.41        | 10.71±19.79               | 11.63±11.97                     |
| r (Mean±SD)          | 0.27±0.33        | 0.39±0.29                 | 0.35±0.29                       |
| N (Mean±SD)          | 1.60±2.12        | 2.27±2.15                 | 2.37±2.63                       |
| **QIDS-16SR**        |                  |                           |                                 |
| MAE (Mean±SD)        | 1.36±0.38        | 2.68±1.44<sup>HC</sup>    | 3.32±1.50<sup>HC</sup>          |
| MSE (Mean±SD)        | 2.82±1.22<sup>BD</sup><sup>BPD</sup> | 13.62±14.01<sup>HC</sup>  | 19.92±16.42<sup>HC</sup>        |
| r (Mean±SD)          | 0.36±0.29        | 0.54±0.35                 | 0.40±0.39                       |
| N (Mean±SD)          | 2.87±2.79        | 2.75±2.76                 | 2.47±2.37                       |
| **GAD-7**            |                  |                           |                                 |
| MAE (Mean±SD)        | 1.77±1.43        | 2.72±1.39                 | 2.52±0.97                       |
| MSE (Mean±SD)        | 9.14±16.54<sup>BPD</sup> | 13.46±13.51               | 10.54±7.06<sup>HC</sup>        |
| r (Mean±SD)          | 0.39±0.29        | 0.39±0.29                 | 0.31±0.34                       |
| N (Mean±SD)          | 2.97±3.24        | 2.74±2.48                 | 1.94±1.94                       |

The objective activity features most often selected as predictors in personalised regression models are presented in Table 8.6. For ASRM models the feature most often selected for the models was the difference between activity of successive days measured using the Dynamic Time Warping (LEVEL_DTW). For QIDS-16SR and GAD-7 models the shape parameter of activity duration distribution (DUR_GAMMA_K) was the most prevalent feature.

To estimate the possible influence of phone usage styles on the regression results, MAE of regression was compared between users keeping phone in trousers pocket, jacket pocket and handbag, regardless of grouping into disorder categories. The only significant difference in MAE was found for GAD-7 questionnaire between trousers pocket and handbag (see Table 8.7).
Table 8.6: Prevalence of features selected by LASSO regression as the percentage of personalised regression models where each feature was used. The most prevalent features are selected in bold text.

|                        | ASRM (%) | QIDS-16SR (%) | GAD-7 (%) |
|------------------------|----------|---------------|-----------|
| LEVEL_AVG              | 13.95    | 18.60         | 6.98      |
| LEVEL_GAMMA_K         | 23.26    | 23.26         | 16.28     |
| LEVEL_GAMMA_THETA     | 20.93    | 23.26         | 16.28     |
| LEVEL_MSE_1           | 20.93    | 23.26         | 9.30      |
| LEVEL_MSE_2           | 6.98     | 11.63         | 11.63     |
| LEVEL_MSE_3           | 11.63    | 16.28         | 4.65      |
| LEVEL_MSE_4           | 9.30     | 18.60         | 4.65      |
| LEVEL_MSE_5           | 11.63    | 16.28         | 13.95     |
| DUR_AVG               | 9.30     | 9.30          | 6.98      |
| DUR_GAMMA_K          | 18.60    | 37.21         | 27.91     |
| DUR_GAMMA_THETA      | 6.98     | 20.93         | 2.33      |
| DUR_DFA              | 16.28    | 32.56         | 16.28     |
| LEVEL_DTW            | 27.91    | 30.23         | 16.28     |
| L5                   | 25.58    | 20.93         | 20.93     |
| M10                  | 9.30     | 9.30          | 6.98      |
| RA                   | 6.98     | 20.93         | 6.98      |

Table 8.7: Comparison of mood score prediction accuracy depending on the phone usage pattern. Superscripts indicate that the distributions are different with $p < 0.05$ according to the Wilcoxon rank sum test. T, J and H superscripts refer to trousers pocket, jacket pocket and handbag respectively.

|                      | Trousers pocket (Mean±SD) | Jacket pocket (Mean±SD) | Handbag (Mean±SD) |
|----------------------|----------------------------|--------------------------|------------------|
| ASRM (Mean±SD)       | 2.25±1.53                  | 1.76±1.09                | 2.07±1.86        |
| QIDS-16SR (Mean±SD)  | 3.02±1.64                  | 1.79±0.48                | 2.44±1.34        |
| GAD-7 (Mean±SD)      | 2.92±1.34 $^H$            | 3.07±1.69                | 1.97±1.04 $^T$   |

8.5 Discussion and conclusions

As was discussed in Section 6.1, the reliability of diagnosis in psychiatry can be quite low and for most diagnoses moderate-to-good inter-rater agreement between different experts was found (Regier et al., 2013). The correlation between different psychiatric scales depends on the type of scale, for ASRM and MRS $r=0.72$ (Altman et al., 1997) and for QIDS-16SR and HAM-D24 $r=0.84$.

Therefore, despite the average correlation between predicted values of psychiatric questionnaires and self-reported scores was in the range of 0.27 and 0.54, it presents an important and promising result, indicating the possibility for identification of more
powerful features, given that the most predictive features of mood, such as sleep character-
istics (as identified in Chapter 7), were not included in mood prediction models of this chapter. The MAE of scores estimation was in the range of 1.36 to 3.32 points, this corresponds to the ranges reserved in psychiatric questionnaires for a unique identifiable mood state (4-5 points) (as described in Table 3.6), and indicating that clinically relevant results are possible to achieve.

Given that for the analysis of this chapter many of important features, in particular related to sleep, were excluded due to the limitations of data acquisition using mobile phones, improvements in results may be produced by improvements in data acquisition techniques, such as using wearable technology, once the compliance issues described in Section 4.5.3 are resolved.

An interesting observation from the comparison of smoothing techniques is that using the value of objective behaviour features in the last 24 hours directly preceding the collection of subjective behaviour evaluation provides slightly more accurate (although not statistically significant) regression models. This phenomena was expected because weekly self-reports may tend to over-emphasise more recent feelings from the last 24 hours or less (Baranowski, 1988; Stone and Shiffman, 2002; Bowling, 2005; Saunders et al., 2015), and indicates the potential inaccuracies of evaluating symptoms using subjectively assessed mood, which can be prone to artifacts related to mood sampling timing.

Under such circumstances the objective measures of behaviour may provide a more precise (comparing to questionnaires) tool for assessment of symptomatic behaviours and early detection of clinical episodes of disorder, as well as more accurate estimation for the episode duration, important for both diagnostic and treatment purposes.
Chapter 9

Fusing activity and physiological data to improve classification

9.1 Introduction

As was shown in Section 2.4, physiological signals may be helpful in assessing mental health symptoms that are associated with autonomous nervous system activation, specifically in the anxiety dimension but potentially also including reality distortion, mood and other domains, where symptoms include strong subjective experiences. Electrodermal activity (EDA) and heart rate (HR) were found to be useful in studies of mental disorders (Carney et al., 2001; McCraty et al., 2001; Agelink et al., 2002; Cohen et al., 2003), since HRV has been shown to be a good proxy for the state of the autonomous nervous system (Bär et al., 2008) and EDA is known to be linked with parasympathetic nervous system activation (Boucsein, 2012).

The HR signal has attracted increasing attention from the psychophysiological research community due to the ability to characterise both branches of ANS and the availability of standardised analysis techniques, where variability analysis plays the most significant role (Rechlin et al., 1994; Friedman and Thayer, 1998; Agelink et al., 2002; Cohen et al., 2003; Valkonen-Korhonen et al., 2003; Valenza et al., 2014b). Heart rate variability
is also known to be affected by medication (O’Regan et al., 2015), potentially providing an indirect measure of treatment compliance. This thesis therefore presents a preliminary analysis of the potential for including heart rate based metrics as an objective marker of psychiatric health.

9.1.1 Experimental foundations

Studies using HR and EDA signals in the area of mental health cover a wide range of conditions, including panic disorder, depression, schizophrenia and bipolar disorder, with most of the studies performed on a small number of subjects. A number of projects that are most relevant to this research are described below.

McCraty et al. (McCraty et al., 2001) analysed the HRV in patients with panic disorder. 24-hour ECG records from panic disorder patients ($N = 38$, age $38 \pm 7.65$ years) and normal controls ($N = 38$, age $38 \pm 7.86$ years) were analysed and both time (mean, RMSSD) and frequency (HF, LF, VLF, ULF) HRV characteristics were collected. It was found that the VLF and LF power were significantly lower in panic disorder patients compared to normal controls.

Carney et al. (Carney et al., 2001) studied clinical depression in post myocardial infarction patients. Patients with ($N = 307$, age $57.1 \pm 12.3$ years) and without ($N = 366$, $60.9 \pm 11.1$ years) depression had a 24-hour ambulatory ECG before their hospital discharge. Four HRV indices were calculated, including the power in ULF, VLF, LF and HF bands. All HRV indices were significantly lower in patients with depression compared to patients without depression.

Agelink et al. (Agelink et al., 2002) analysed differences in heart rate variability between moderate ($N = 16$, age $44.3 \pm 12.6$ years) and severe ($N = 16$, age $53.5 \pm 15.8$ years) major depression patients, as well as normal controls ($N = 64$, age $46.6 \pm 11.9$ years). For HRV analysis, the coefficient of variation (CV), RMSSD and the power in LF and HF bands were calculated. Patients with severe major depression showed significantly higher heart rate and lower CV, RMSSD and HF, compared to controls, while
in moderately depressed patients the HRV characteristics were lower, but not significantly.

Heart rate variability in bipolar disorder was studied by Cohen et al. (Cohen et al., 2003). Euthymic bipolar patients ($N = 39$, age $38.4 \pm 12.8$ years), and matched by sex and age, normal controls ($N = 39$, age $39.5 \pm 12.8$ years) were recruited for the study. ECG recordings were taken at resting state and HRV indices were calculated, including mean and standard deviation of beat-to-beat intervals, power in VLF, LF, HF bands and total power (TP, $0.01 - 0.40$ Hz). It was found that bipolar patients are characterised by markedly low HRV, independent of specific drug treatments.

Valenza et al. (Valenza et al., 2013) analysed the heart rate in bipolar patients ($N = 3$, ages 38, 55 and 37 years) in the PSYCHE project. Up to 6 data acquisition sessions were performed for each subject in different emotional states and classification accuracy of severe clinical mood states from 68.31% to 97.96% (depending on a subject) was achieved using 5-fold cross validation for intra-subject analysis using heart rate features.

Lanata et al. (Lanata et al., 2015) performed analysis of RR-intervals of bipolar patients ($N = 10$, age not reported) using Sample Entropy and reported the decreased entropy in depression and mania states compared to euthymia (significance tests not performed).

Valenza et al. (Valenza et al., 2014a) performed RR-intervals analysis of bipolar patients ($N = 8$, age not reported) using Multiscale Entropy and Detrended Fluctuation Analysis and identified statistically significant differences between features in depression, hypomania and euthymic states.

However, it is important to point out that many of the above studies failed to do two crucial things. First, they did not attempt to classify patients and therefore provide any indication of the potential accuracy of these features to diagnose or monitor patients. Second, they performed very limited out of sample analysis in order to provide a notion of generalisation of the approaches in diagnosing or monitoring patients outside the very small cohorts analysed.

The question therefore remains if these signals are complimentary to behaviour anal-
ysis described in this thesis, and what would be the predictive accuracy of HR for diagnosis. In order to address this point, in this chapter an analysis of HR and actigraphy is presented for a new patient population, specifically for schizophrenia, where changes in locomotor activity and HR have been shown to be indicative of the disease. This validates the methods on an external population and provides an evaluation of the potential for combining physiology with actigraphy for monitoring mental health.

9.1.2 The case of schizophrenia

Schizophrenia is a chronic illness, affecting about one percent of the population. It is characterised by delusions, hallucinations, disorganisation of speech and behaviour. Onset of schizophrenia usually occurs in early adult years and during the course of the disorder symptoms may wax and wane, or remain relatively stable. Common complications include depression and suicide (about 50% of patients attempt and approximately 10% succeed), usually early in the course of the illness (American Psychiatric Association, 2013). The broad range and diverse combinations of symptoms make differential diagnosis of schizophrenia a complex task that requires a good knowledge of a patient’s history. In addition, the early detection of psychotic relapse/exacerbation often depends on patient self-report which is a particular challenge in an illness in which insight is frequently impaired. Psychotic relapse is a continual threat, largely because of high rates of non-adherence in medication taking. Objective measures which could alert clinicians and caregivers to early signs of relapse would have enormous public health significance.

Walther et al. (Walther et al., 2009) performed a quantitative activity analysis in patients with different schizophrenia subtypes, including paranoid (N=18, age 39.60±9.64 years), catatonic (N=6, age 45.50±12.19 years) and disorganised (N=9, age 36.23±10.26 years). Activity was monitored for 24 hours every two seconds, but only data during wakefulness were included in the main analysis. Three activity parameters were extracted: the mean number of activity counts per hour (AL), the percentage of epochs with non-zero activity (mobility index, MI), and the mean duration of immobility periods (MIP).
Only schizophrenia subtype and type of anti-psychotic were found to have significant effect on AL, MI and MIP.

Hauge et al. (Hauge et al., 2011) analysed differences in locomotor activity of schizophrenia patients (N=24, age 47.4±11.1 years), depressed patients (N=25, age 42.9±10.7 years) and healthy subjects (N=32, age 38.2±13.0 years) in two settings: a) one minute epochs recorded over five hours, and b) one hour epochs recorded over two weeks. Sample Entropy and Fourier analysis were applied and have shown significantly different profiles of activity between all three groups.

Wulff et al. (Wulff et al., 2012) analysed sleep and circadian rhythm disruption in schizophrenia outpatients (N=20, age 38.8±8.6 years) in comparison to healthy unemployed individuals (N=21, age 37.5±9.6 years). Activity and light exposure were recorded every two minutes over six weeks. Activity data were analysed using rest-activity characteristics, cosinor and periodogram analysis. Significant disruption in the sleep and rest-activity cycle was detected in all schizophrenia patients, independently of mood, mental state and anti-psychotic treatment.

Bär et al. (Bär et al., 2008) studied the HRV in schizophrenia patients. ECG data were collected for 2 hours from unmedicated patients with schizophrenia (N = 40, age 34.7 ± 7.1 years) and matched healthy controls (N = 58, age 33.8 ± 8.4 years). Heart rate as well as the time domain (RMSSD) and frequency domain (VLF, LF, HF power) indices of HRV were calculated. The heart rate was significantly higher and the HF power was lower for the schizophrenia patients group.

Rachow et al. (Rachow et al., 2011) analysed the interrelation of skin conductivity levels and cardiac autonomic dysfunction with 18 unmedicated schizophrenia patients and 18 matched controls. They found significantly increased HR (consistent with results of Bär), decreased Root Mean Square of the Successive Differences (RMSSD) in heart beats and decreased complexity (measured with compression entropy) of HR of schizophrenia patients in comparison to controls.

Studies of Walther et al., Hauge et al. and Wulff et al. demonstrated the usefulness
of actigraphy (Walther et al., 2009; Hauge et al., 2011; Wulff et al., 2012), and studies by Bär et al. and Rachow et al. have shown that the heart rate is also a useful signal in the analysis of schizophrenia (Bär et al., 2008; Rachow et al., 2011). This chapter presents the analysis of physical activity (Osipov et al., 2013), as well as combined analysis of physical activity and HR (Osipov et al., 2015) for differentiation between schizophrenia and healthy controls using two different data sets described below.

9.2 Description of the data sets

9.2.1 The Nuffield data set

The first data set was provided by the Nuffield Department of Clinical Neurosciences, University of Oxford and included only actigraphy information from schizophrenia patients and matched healthy controls. Motor activity and light exposure of schizophrenia patients (N=20, age 38.8±8.6 years) and unemployed controls (N=21, age 37.5±9.6 years), were monitored at home for a maximum of 6 weeks (see Table 9.1). For data collection, Actiwatch-L actigraph by CamNTech (Cambridge, UK) was used. The device was continuously worn on the non-dominant wrist with exception of short watch-off intervals due to shower or medical procedures. Actiwatch-L was configured for data collection with one or two minutes epochs.

Table 9.1: Demographics and data set characteristics of the Nuffield schizophrenia data set.

|                     | Healthy controls | Schizophrenia  |
|---------------------|------------------|----------------|
| Number of participants | 21               | 20             |
| Gender              | 8 female         | 5 female       |
| Age (Mean±SD)       | 37.5±9.6         | 38.8±8.6       |
| Medication          | N/A              | All medicated  |
9.2.2 Proteus data set

The second data set was provided by Proteus Digital Health (Redwood City, CA) and included both physical activity and heart rate data, collected from schizophrenia patients and healthy controls. Outpatients with diagnosis of schizophrenia ($N = 16$, age $45.1 \pm 12.3$ years), medicated and in relative symptomatic remission and healthy control subjects ($N = 19$, age $51.7 \pm 8.8$ years) without a history of mental disorders were included in the analysis (see Table 9.2). Accelerometry and the heart rate of study participants were monitored for a maximum of four weeks using an adhesive patch manufactured by Proteus Digital Health (Redwood City, CA) (see Figure 9.1). The device was continuously worn on the body and configured for the acquisition of ECG-derived heart rate (every 10 minutes as a mean HR at 15 second intervals) and locomotor activity (every 5 minutes as a mean acceleration at 15 second intervals).

Table 9.2: Demographics and data set characteristics of the Proteus schizophrenia data set.

|                                | Healthy controls | Schizophrenia       |
|--------------------------------|------------------|---------------------|
| Number of participants        | 19               | 16                  |
| Gender                        | 25% female       | 42% female          |
| Age (Mean±SD)                 | 51.7±8.8         | 45.1±12.3           |
| Medication                    | N/A              | All medicated       |
| Length of disease (years)     | N/A              | 6.4±3.4             |
| Symptoms                      | No history of mental disorders | All in relative symptomatic remission |

Schizophrenia patients were prescribed anti-psychotic medication, including Olanzapine, Risperidone, Aripiprazole, Perphenazine, Fluphenazine, Ziprasidone, Haloperidol and Quetiapine.
9.3 Data analysis approach

9.3.1 Data pre-processing

9.3.1.1 The Nuffield data set

Because actigraphic data were collected with different epoch lengths (one and two minutes) and record duration, the data were pre-processed for analysis according to the following rules:

1. Records were re-sampled for two minutes epoch according to the Actiwatch-L User Manual (CamNtech Ltd, 2008).

2. Records with less than 20 complete days (median length of unemployed controls category) were excluded from analysis.

3. Records were inspected visually and periods without significant missing data (watch-off intervals) were selected.

4. First and last days of every record were discarded as transition periods.
5. Periods of missing data were taken as zero activity. These periods usually represent periods of bathing. Although correction with a non-zero value may at first seem appropriate, it is unclear how a relevant non-zero value could be picked, since we may just be picking an activity value that is similar to normality when the patient is abnormal, or vice versa. A value of zero is unique and simply indicates that something different is happening. Removing the values and concatenating the data either side of the removed segment would not be appropriate as this would affect the meaning of the temporally-related metrics we used.

9.3.1.2 The Proteus data set

Locomotor activity data (recorded in arbitrary units, ranged from zero to one) and heart rate data (recorded in beats per minute, bpm) were collected with a variable recording rate and length. Since most analysis algorithms require evenly sampled data, the data were processed according to the following rules:

1. Data points with an interval, exceeding $1.5 \times$ data collection rate (15 minutes for HR and 7.5 minutes for activity) were labelled as low quality and removed.

2. HR values lower than 20 bpm were labelled as low quality and removed, based on normative values of the human heart rate (Jensen-Urstad et al., 2007).

3. HR data were re-sampled to exactly 10 minute intervals using zero-order hold (sample-and-hold) interpolation. Sample-and-hold interpolation approximates the next value in time series by replicating the previous value.

4. Locomotor activity data were re-sampled to exactly 5 minute intervals using zero-order hold (sample-and-hold) interpolation.

5. For analysis, where synchronous activity and heart rate data were necessary, activity data were down-sampled to 10 minute intervals using linear interpolation. Linear
interpolation approximates the value in time series as a mean of previous and the next value.

6. The data from the device are influenced by motion artifacts, and high levels of activity are correlated to motion, including all data would reduce our ability to separate the independent influences of physiology and motion on the classifier performance. To avoid this bias, an automated quality assessment on the HR data was performed and subjects with more than 10% artifacts removed, consistent with Li et al. (Li et al., 2008). From complete recordings, the 10 days with the lowest percentage of missing data for that subject were selected. Recordings, where more than 10% of data were missing or were of low quality, were discarded.

9.3.2 Analysis methods

The Nuffield data set was analysed using Multiscale Entropy characteristics. For the analysis of Proteus data set four feature groups were selected, representing different dimensions of schizophrenia symptoms, and are described in the next sections (9.3.2.1 through 9.3.2.4).

9.3.2.1 Statistical characteristics

Both locomotor activity and HR have been shown to be affected in schizophrenia (Walther et al., 2009; Hauge et al., 2011; Bär et al., 2008; Rachow et al., 2011), so statistical characteristics of HR and activity were calculated, including mean, median, mode, standard deviation (STD) and inter-quartile range (IQR).

9.3.2.2 Rest-activity characteristics

Recent studies indicate that circadian rhythm disruption plays a significant role in schizophrenia (Wulff et al., 2012), so the rest-activity characteristics of HR and activity, including levels during the Least Active 5 hours, Most Active 10 hours, Relative Amplitude (see
Section 5.5.4), as well as Inter-day Stability and Intra-day Variability (see Section 5.5.5) were included in the analysis.

### 9.3.2.3 Multiscale Entropy

Activity disorganisation is one of the diagnostic criteria for schizophrenia (American Psychiatric Association, 2000). Hauge et al. (Hauge et al., 2011) indicated that entropy can be used to estimate such disorganisation. For the analysis of the Nuffield data set, Multiscale Entropy (MSE) analysis (see Section 5.4.1) was applied to actigraphy and values of entropy at scales from two minutes up to 12 hours were used as features directly. For the analysis of the Proteus data set MSE of activity and HR was included in the analysis and first five scales were calculated and coefficients of a 3rd degree polynomial fitted in a least squares sense into these scales, were used as features for further analysis.

### 9.3.2.4 Transfer Entropy

To estimate the possible coupling between locomotor and cardiovascular activity, Transfer Entropy (TE) between HR and activity signals were calculated as follows

\[
T_{X \rightarrow Y} = H(y_i | y_{i-t}^{(l)}) - H(y_i | y_{i-t}^{(l)}, y_{i-\tau}^{(k)})
\]

(9.1)

where \(i\) is a given point in time, \(\tau\) and \(t\) are the time lags in \(X\) and \(Y\), and \(k\) and \(l\) are the block lengths of past values in \(X\) and \(Y\).

TE estimates directional coupling between signals and measures the reduction of uncertainty, given past knowledge of a secondary signal in comparison with knowledge of a primary signal only. The algorithm is parametrised by primary and secondary signal lags (or the amount of history to take into account) (Schreiber, 2000).

Values of \(k\) and \(l\) were taken as \(k = 1\) and \(l = 1\) as recommended by Lee et al. (Lee et al., 2012). The Darbellay-Vajda signal partitioning scheme (Darbellay and Vajda, 1999; Lee et al., 2012) was used for probability density function estimation. Coefficients
of a $3^{rd}$ degree polynomial, fitted in a least squares sense into the TE values with $t = 1$ and $\tau = \{1, 2, 3, 4, 5\}$, were used as features for further analysis.

### 9.3.2.5 Feature selection and classification

For the analysis of the Nuffield data set the best features to distinguish between schizophrenia and healthy controls subject categories were selected by ordering MSE values according to the absolute value of the standardised u-statistic of a two-sample unpaired Wilcoxon test (RANK). For Proteus data set, a multivariate minimum-Redundancy-Maximum-Relevance (mRMR) criterion (see Section 6.3.1.2) was used to identify the most important features for classification (Peng et al., 2005).

For classification into schizophrenia and normal controls categories, a Support Vector Machine (SVM) with a Gaussian Radial Basis Function (RBF) kernel (see Section 6.3.2.2) was used (Cortes and Vapnik, 1995), $\sigma = 4$, selected using grid search. Due to the limited number of samples in both schizophrenia and control classes, LOOCV was performed for the analysis of the Nuffield data set and 2-fold cross-validation with repeated random sub-sampling (Kohavi, 1995) was used to estimate the classification performance in the Proteus data set, where samples were randomly separated into the training and testing set and 1000 classification experiments performed to estimate the classification performance.

For the Proteus data set, to evaluate the influence of combination of physiological and locomotor activity features, three feature selection and classification experiments were performed:

- Using HR features alone.
- Using locomotor activity features alone.
- Using HR, locomotor activity and Transfer Entropy features.

To evaluate the models, Receiver Operating Characteristic (ROC) curves were created and the Area Under Curve (AUC) was calculated for each model.
9.4 Comparative results of activity, HR, and a combination of both

9.4.1 The Nuffield data set

Classification results for separation between schizophrenia and healthy control classes varied depending on the number of features. The best accuracy of 95.12% was achieved using the best 22 features, 90.24% using two or six best features and usage of only the SampEn on a scale of two minutes provided 87.8% classification accuracy as presented in Table 9.3.

Table 9.3: Ordering of the best entropy features and characteristics of classifier, using the top 25 selected features (scales of MSE calculation, h is hours and m is minutes). Wilcoxon rank-sum test results for features, different with 5% significance level with Bonferroni correction for multiple testing, are denoted by †.

| Nr. | MSE scale | p-value | Accuracy | Specificity | Sensitivity |
|-----|-----------|---------|----------|-------------|-------------|
| 1   | 0h 2m     | 0.000011† | 0.878049 | 0.800000 | 0.952381 |
| 2   | 0h 4m     | 0.000020† | 0.902439 | 0.800000 | 1.000000 |
| 3   | 10h 34m   | 0.024065  | 0.878049 | 0.800000 | 0.952381 |
| 4   | 0h 6m     | 0.000087† | 0.878049 | 0.800000 | 0.952381 |
| 5   | 11h 38m   | 0.040606  | 0.853659 | 0.800000 | 0.904762 |
| 6   | 11h 8m    | 0.055192  | 0.902439 | 0.850000 | 0.952381 |
| 7   | 11h 54m   | 0.065947  | 0.902439 | 0.850000 | 0.952381 |
| 8   | 11h 52m   | 0.092512  | 0.878049 | 0.850000 | 0.904762 |
| 9   | 6h 28m    | 0.000665† | 0.853659 | 0.800000 | 0.904762 |
| 10  | 11h 26m   | 0.103075  | 0.853659 | 0.800000 | 0.904762 |
| 11  | 11h 30m   | 0.103075  | 0.853659 | 0.800000 | 0.904762 |
| 12  | 6h 50m    | 0.000882† | 0.829268 | 0.750000 | 0.904762 |
| 13  | 10h 38m   | 0.114543  | 0.804878 | 0.750000 | 0.857143 |
| 14  | 11h 56m   | 0.123827  | 0.829268 | 0.750000 | 0.904762 |
| 15  | 11h 22m   | 0.127043  | 0.829268 | 0.750000 | 0.904762 |
| 16  | 5h 50m    | 0.001277† | 0.804878 | 0.750000 | 0.857143 |
| 17  | 7h 16m    | 0.001530† | 0.853659 | 0.750000 | 0.952381 |
| 18  | 8h 16m    | 0.001528† | 0.853659 | 0.800000 | 0.904762 |
| 19  | 11h 6m    | 0.158986  | 0.853659 | 0.800000 | 0.904762 |
| 20  | 10h 2m    | 0.162880  | 0.853659 | 0.750000 | 0.952381 |
| 21  | 13h 16m   | 0.162880  | 0.902439 | 0.800000 | 1.000000 |
| 22  | 13h 8m    | 0.166847  | 0.951220 | 0.900000 | 1.000000 |
| 23  | 5h 22m    | 0.001828† | 0.902439 | 0.850000 | 0.952381 |
| 24  | 7h 30m    | 0.001828† | 0.951220 | 0.900000 | 1.000000 |
| 25  | 10h 10m   | 0.187772  | 0.951220 | 0.900000 | 1.000000 |
9.4.2 The Proteus data set

After pre-processing, four records of schizophrenia subjects with an amount of missing data exceeding the 10% threshold were discarded. The missing data were probably caused by the poor contact of adhesive wearable sensor with patient’s skin and motion artifacts, and not related to the diagnosis of the patient. A total of 12 records of schizophrenia patients and 19 records of normal controls were processed for further analysis, with results presented in Tables 9.4 and 9.5.

Table 9.4: Accuracy of Proteus data set classification using locomotor activity, physiology and combined features subsets.

| Accuracy       | Sensitivity | Specificity | Nr. features |
|----------------|-------------|-------------|--------------|
| Heart rate alone | 78.5%       | 82.3%       | 72.2%        | 2            |
| Locomotor activity alone | 85.5%     | 85.3%       | 85.9%        | 5            |
| Combined features   | 95.3%  | 98%         | 91.1%        | 4            |

Table 9.5: Features of HR and locomotor activity of schizophrenia and control subjects (Mean ± STD, arbitrary units for activity and bpm for HR) together with mRMR ranking. The items different with 1% significance level according to two-sided Wilcoxon rank sum test marked with bold font and †.

| Heart Rate | Activity |
|------------|----------|
| Schizophrenia | Controls | Rank | Schizophrenia | Controls | Rank |
| Mean | 82.01 ± 10.46 | 76.11 ± 6.19 | 4 | 0.04 ± 0.02 | 0.06 ± 0.01 | 15† |
| Median | 79.33 ± 10.83 | 74.70 ± 7.10 | 27 | 0.01 ± 0.00 | 0.02 ± 0.00 | 17 |
| Mode | 72.27 ± 12.71 | 69.23 ± 8.19 | 20 | 0.01 ± 0.00 | 0.01 ± 0.00 | 2† |
| STD | 13.95 ± 2.70 | 14.11 ± 2.23 | 21 | 0.08 ± 0.03 | 0.13 ± 0.03 | 1† |
| IQR | 18.50 ± 5.00 | 19.71 ± 4.25 | 29 | 0.02 ± 0.02 | 0.03 ± 0.01 | 8 |

L5 | 1952.19 ± 249.99 | 1831.15 ± 162.50 | 12 | 1.17 ± 0.51 | 1.61 ± 0.33 | 9† |
| M10 | 4311.61 ± 599.30 | 4016.32 ± 322.46 | 7 | 7.15 ± 2.71 | 10.05 ± 5.25 | 13 |
| RA | 0.38 ± 0.03 | 0.37 ± 0.02 | 18 | 0.71 ± 0.08 | 0.70 ± 0.06 | 33 |
| IS | 0.30 ± 0.14 | 0.36 ± 0.12 | 23 | 0.16 ± 0.04 | 0.18 ± 0.03 | 16 |
| IV | 0.60 ± 0.21 | 0.70 ± 0.23 | 19 | 1.23 ± 0.13 | 1.23 ± 0.23 | 28 |

MSE(1) | < 0.01 | < 0.01 | 5 | < 0.01 | < 0.01 | 31 |
| MSE(2) | −0.02 ± 0.12 | 0.05 ± 0.13 | 24 | −0.02 ± 0.04 | −0.01 ± 0.03 | 35 |
| MSE(3) | 0.09 ± 0.34 | −0.20 ± 0.36 | 14 | 0.13 ± 0.13 | 0.12 ± 0.09 | 26 |
| MSE(4) | 1.78 ± 0.38 | 2.35 ± 0.34 | 3† | 0.30 ± 0.11 | 0.31 ± 0.09 | 30 |

TE(1) | < 0.01 | < 0.01 | 10 | < 0.01 | < 0.01 | 32 |
| TE(2) | 0.02 ± 0.04 | 0.00 ± 0.03 | 22 | 0.00 ± 0.06 | 0.03 ± 0.04 | 36 |
| TE(3) | −0.07 ± 0.11 | −0.01 ± 0.07 | 6 | 0.01 ± 0.17 | 0.00 ± 0.13 | 25 |
| TE(4) | 0.19 ± 0.15 | 0.11 ± 0.05 | 11† | 0.38 ± 0.11 | 0.17 ± 0.12 | 34 |

When using HR derived features only, ordered by the mRMR algorithm, the two best
features (including mean and MSE(4)) resulted in a 78.5% classification accuracy with
82.3% sensitivity and 72.2% specificity with an AUC of 0.85.

When using locomotor activity features only, ordered by the mRMR algorithm, the
five best features, (STD, mode, IQR, IS and L5) resulted in a 85.5% classification accuracy
with 85.3% sensitivity and 85.9% specificity with an AUC of 0.9. Note, that despite of
previous finding (Hauge et al., 2011) the MSE of activity was not identified as one of
predictive features.

When HR, locomotor activity and Transfer Entropy features (ordered by the mRMR
algorithm) were used to train an SVM, the four best features, (STD of locomotor ac-
tivity, mode of locomotor activity, MSE(4) of HR and mean of HR) resulted in a 95.3%
classification accuracy with 98% sensitivity and 91.1% specificity with an AUC of 0.99.
The use of SVN classifier could potentially provide over-fitted results, however the use
of cross validation with repeated random sub-sampling (as described in Section 9.3.2.5)
provides a guarantee that our results are reliable estimate of classifier accuracy based on
selected features.

9.5 Discussion and conclusions

Using a machine learning framework, it was possible to achieve classification accuracy of
95.12% using locomotor features alone (the Nuffield data set) and 85.5% (the Proteus
data set). The combination of HR and locomotor activity features provided the best
classification accuracy with almost a 10% increase in accuracy above using locomotor
features alone (85.5% versus 95.3%) and almost 17% improvement on using heart rate
related features alone (78.5% versus 95.3%).

The optimal features set in the Proteus data set included different feature classes,
representing levels of HR, locomotor activity and Multiscale Entropy dynamics across
the time scales of HR. Consistent with previous results and theoretical expectations (Bär
et al., 2008; Rachow et al., 2011), HR was found to be elevated in schizophrenia patients
and the level of locomotor activity decreased. Despite the fact that HR elevation is not significant, it was an independent characteristic of schizophrenia group, as found by mRMR feature selection. The STD of locomotor activity was both significantly different and important from the point of view of classification, as well as the 4th coefficient of a polynomial fit of Multiscale Entropy for HR.

However, these results should be taken with caution. Recent analysis O’Regan et al. (O’Regan et al., 2015) performed on 4750 participants organised in four groups, including depressed and on antidepressants (N=80, 59.4±0.75), depressed and not on antidepressants (N=317, age 60.04±0.43), not depressed and on antidepressants (N=185, age 62.6±0.62) and without depression and not on antidepressants (N=4107, age 61.7±0.13), identified that depressed patients not taking antidepressants did not differ significantly from controls.

But even if the heart rate-based measures reflect purely the influence of medication, then an alternative approach to using this information can be taken. The models based upon heart rate only can be used as a measure of medication adherence and the actigraphy-based model can be used for evaluation the effectiveness of a therapy (if the former model indicates the medication is being taken). Disentangling the two would require a carefully controlled study involving both compliant and non-compliant responders and non responders to treatment.

As indicated by Teicher in his review of actigraphy and motion analysis use in psychiatry (Teicher, 1995), accurate monitoring of activity levels and circadian rhythms has a potential to aid clinicians in diagnosis, however very few studies examined sensitivity and specificity of these features. The analysis of this chapter aimed to fill this gap and added another promising dimension by fusing the HR-based measures of ANS function with locomotor activity analysis and showed that physiological and physical activity signals provide complimentary information for classification of mental health.

While the above analysis was performed on a data set including only schizophrenia patients and controls, and mood disorders symptoms related to the HR changes will be
different, the results are encouraging and suggest that continuous HR acquisition may be an important signal to include in future studies and models of mood disorders.
Chapter 10

Conclusions and future work

10.1 Validity of the approach

In this work a novel approach to psychiatric diagnosis and disorder management was presented, where assessment of symptoms was performed using objectively collected physical activity and derived behaviour features.

10.1.1 The need for objective mental health metrics

In current clinical practice, the diagnosis of mental disorders is primarily based on patient self-reports and infrequent clinical observations (American Psychiatric Association, 2013). This often leads to erroneous conclusions and may result in unnecessary medication, incorrect treatment and decreased quality of life for patients (Regier et al., 2013). Improvements in the diagnostic process, including the introduction of more objective diagnostic criteria suitable for ambulatory assessment is a promising avenue for improving mental health care, and is recognised as a necessary further step in development of the psychiatric field (Singh and Rose, 2009; Insel et al., 2010; Phillips and Kupfer, 2013).

The approach adopted by this thesis was based on the dimensional symptoms framework described by Peter Liddle (Liddle, 2001) and summarised earlier in Table 2.1. In this framework five dimensions of symptoms are defined, including reality distortion, dis-
Table 10.1: Signals for objective assessment of mental health symptoms.

| Signal                | Symptom cluster                                      | Dimension      |
|-----------------------|------------------------------------------------------|----------------|
| Physical activity     | Disorganised and bizarre behaviour,                  | Disorganisation|
|                       | Decreased voluntary motor activity,                  | Psychomotor    |
|                       | Motor agitation,                                     | Psychomotor    |
|                       | Decreased or increased need for sleep,               | Mood           |
|                       | Inappropriate affect                                 | Disorganisation|
| Heart rate            | Feelings of unease, fear or dread,                   | Anxiety        |
|                       | Overactivity of the sympathetic nervous system       | Anxiety        |
| Electrodermal activity| Feelings of unease, fear or dread,                   | Anxiety        |
|                       | Overactivity of the sympathetic nervous system       | Anxiety        |

organisation, psychomotor, mood and anxiety dimensions. The research of this thesis started with the observation that at least three of these dimensions include symptom clusters with manifestations in physical activity or behaviour, thus the usage of physiological signals may give an insight into these symptoms, as can be seen from Table 10.1.

With the latest developments in quantified-self domain and wearable technologies it may be possible to objectively assess human behaviours (and symptoms) continuously and nearly in real-time, providing the patient and the clinician with a powerful tool for accurate diagnosis and management of mental disorders, free from subjective perception bias and accurately capturing the complete temporal picture of symptoms.

10.1.2 The approach of this thesis

This thesis approached the topic of objective mental health from the perspective of identifying “quantifiable symptoms” of disorders and clinical states, based on an accepted set of clinical practice definitions (American Psychiatric Association, 2013). These definitions were converted into hypothesised mathematical descriptions of objectively collected
physical activity data (activity features), based on state-of-the-art methods from sleep and physical activity research, as well as the latest developments in psychophysiology.

Models were built to reproduce existing clinical scores using the above mentioned features, and a number of machine learning techniques were assessed for creating accurate models to (a) distinguish between the disorder and healthy state and (b) identify clinical state within the disorder.

Physical activity data were selected for this analysis due to its descriptive power, which were capable of characterising different groups of symptoms, and simplicity of acquisition, with different modalities available for capturing locomotor activity signals, including research grade wearable sensors and consumer mobile phones with acceleration sensors.

The resulting framework followed the dimensional model of symptomatology and has a potential benefit of not only being diagnostically accurate, but also providing intuitively clear and actionable information for both clinical specialists and patients.

10.1.3 Summary of main contributions

Chapter 3 describes a platform for the collection of activity and behaviour data for the purpose of mental health symptoms analysis used by the AMoSS study. This client-server platform was developed and deployed by the author, and used to collect data from mobile phones of patients with mental disorders and healthy controls (a total of 150 subjects) in an ambulatory environment and for the duration of more then one year, representing a substantial improvement compared to previous studies, where data acquisition was limited to three months (see Table 3.1). The ongoing technical support of participants was provided by study assistants from non-technical backgrounds, thus proving the possibility of using smart-phone and wearable devices as clinical tools outside of research settings.

Chapters 4 and 5 of this work proposed a set of activity data pre-processing methods and a principled framework for computational analysis of mental health symptoms by
mathematical description of symptomatic behaviours. To the author's knowledge, this is the first attempt to define such a framework based on a dimensional approach to psychiatric symptomatology, as opposed to the modality-based (activity, HR, EDA) or phenomena-based (entropy, activity level) approaches of other studies. Based on solid foundations of accelerometry data analysis from population-level physical activity studies, this work built a framework for the extraction of high level behaviour features, such as the characteristics of sleep or stability of 24-hour activity patterns, using modern signal processing and machine learning techniques.

Chapter 6 assessed the difference between health and disorder, the main question of psychiatric diagnosis. Correctly identifying a disorder is important for providing adequate treatment and achieving best patient outcomes. However, it is often difficult to distinguish between different conditions, given that insight in patients is often impaired and correct diagnosis requires a good anamnesis. Objective examination of symptomatic activity patterns may help to distinguish between specific conditions that are difficult to assess using self-reports. In this study the differences between healthy subjects, bipolar and borderline personality disorder patients were analysed, and an accuracy of 70% was achieved for separation between healthy controls and borderline personality disorder, 67% for separation between healthy controls and bipolar disorder, and 80% for separation between bipolar disorder and borderline personality disorder using LOOCV. Note, that these results were achieved using only one least symptomatic week of activity data.

Chapter 7 analysed the difference in objective behaviour characteristics between clinical states, specifically mood states in bipolar disorder where mood tends to be well expressed and represents the main characteristic of the illness. Early identification of deterioration in mood is critical for management of this disorder, but may be a complicated task due to infrequent contact with clinical specialists in the course of ambulatory observations and due to impaired patient insight. This study demonstrates that behaviour correlates may allow for the identification of clinically significant emotional states with 85% accuracy for differentiation between euthymic state and depression, 80% for differ-
entiation between euthymic state and mania and 90% for differentiation between mania and depression using LOOCV. Thus, it was demonstrated that using symptomatic data can provide for a potentially better separation between patients in different emotional states and clinical conditions.

By building personalised models of mood described in Chapter 8 it was possible to achieve a mean average error of prediction of ASRM scores of $2.13 \pm 1.63$ points, QIDS-16SR scores of $2.65 \pm 1.47$ points and GAD-7 scores of $2.51 \pm 1.31$ points, i.e. at the granularity level of clinical state identification with psychiatric questionnaires, and overall average correlation of self-reported and estimated mood scores between 0.27 and 0.54, although below the reported correlation between different psychiatric scales ($r=0.72$ for ASRM and MRS and $r=0.84$ for QIDS-16SR and HAM-D24) (Altman et al., 1997), indicates a promising opportunity for replicating self-reports with behavioural or physiological measurements once data from wearable devices are available to evaluate the complete symptoms assessment framework.

Chapter 9 added physiology into the picture of objective mental health symptoms by analysing combined locomotor activity and heart rate in schizophrenia. The combination of HR and locomotor activity features provided classification accuracy with almost a 10% increase above using locomotor features alone (85.5% versus 95.3%) and almost 17% above using HR related features alone. The optimal features set included different feature classes, representing levels of HR, locomotor activity and Multiscale Entropy dynamics across the time scales of HR. While this analysis was performed on a data set including only schizophrenia patients and controls, and mood disorders symptoms related to the HR changes will be different, the results are encouraging and suggest that continuous HR acquisition may be an important signal to include in future studies and models of mood disorders. Even if the physiological measures reflect purely the influence of medication, then they may be used as a method for identifying medication adherence, separate to the effectiveness of the treatment (measured by actigraphy).
10.2 Current study limitations

The problems of defining objective physiological features for psychological phenomena and assessing mental state using objective measurements were described by Hinton in 1966 (Hinton, 1966), but are still valid today as discussed in Section 2.1.2. The present study addresses many of these problems, but due to the nature of the analysed phenomena has certain limitations, described in detail below.

10.2.1 Link between behaviour and psychological phenomena

Psychological constructs (such as mood) were often based solely on subjectively-reported phenomena and direct behaviour-based measures were not possible to define, therefore indirect correlates were used. For mood, this thesis adopted sleep quality as the best known predictor, based on prior research on the relationship between sleep and mood (Kahn et al., 2013), diagnostic criteria (American Psychiatric Association, 2013) and dimensional symptoms framework (Liddle, 2001). This link is not direct and may be influenced by many external factors, such as work-rest routine and physical illness. However, a person’s sleep when adversely affected by external factors may in turn lead to mood changes, and substantial further research is needed on the nature of these interconnections. This is beyond the scope of the presented thesis.

Other psychological constructs with no direct behaviour correlate that may show bias during reporting, include syndromes of flat and labile affect, as well as most subjective experiences, such as fatigue, elevated or low mood, and hopelessness. In most cases there are no defined objective measures for these phenomena to allow continuous ambulatory monitoring of symptom severity, and the subjective bias can be disorder specific.

Even if a psychological construct has a direct measurable behaviour equivalent, questionnaire based assessments do not consistently provide a reliable ground truth. It was reported for example that physical activity levels, as assessed by individuals themselves or external observers, do not provide a reliable estimation of the actual physical activity
(Ham et al., 2007; Rosenberg et al., 2015). For retrospective mood self-reports, there was positive and negative recall bias identified, as well as recall inaccuracies depending on diagnosis and clinical state (Ebner-Priemer et al., 2006; Ben-Zeev et al., 2009). Inaccuracies in subjective self-reports are also associated with age and mild cognitive impairments (Weston et al., 2011).

10.2.2 Unreliable methods of measurement

Development of micro-electro-mechanical sensor technologies, miniaturisation of electronics and improvement of battery life made continuous behaviour and physiology data acquisition feasible. However research grade instrumentation is not currently suitable for long-term use (for example the GENEActiv device needs to be connected to a computer in order to download acquired data) and consumer-grade devices still suffer from limited usability, with smart phones not collecting activity data during the night and Fitbit wearable sensors being used only 60% of the time, with only 60% of nights covered during usage periods (only 36% of nights assessed). Moreover, the low cost of consumer devices may lead to higher inter-device quality variance.

There are promising new developments in behaviour-sensing taking place in the field of smart watch technology that could provide easy-to-use instruments addressing multiple user needs, and therefore leading to better compliance with usage. Smart watch technology development is still at an early stage, with the need to re-charge every two days being the main limiting usability factor (based on the author’s experience).

10.2.3 Ill-defined psychological constructs

Existing definitions of symptoms are mostly based on subjective impressions about patient behaviours, and are often vague and difficult to reformulate in measurable terms, especially if behaviour is assessed continuously and non-invasively in an ambulatory environment. For example, the behavioural construct of “impulsivity” is widely acknowledged
as an important characteristic in many mental disorders and clinical states, including the attention deficit hyperactivity disorder, borderline personality disorder and mania, and defined as

> “behaviour without adequate thought, the tendency to act with less fore-thought than do most individuals of equal ability and knowledge, or a predisposition toward rapid, unplanned reactions to internal or external stimuli without regard to the negative consequences of these reactions”

It is clear that such a definition is ambiguous and subjective (“adequate thought” is not defined), and also not specific. The existing objective impulsivity measures, including the Balloon Analogue Risk Task (BART) (Lejuez et al., 2002), Cued Go No-Go (Marczinski and Fillmore, 2003) and Immediate and Delayed Memory Tasks (IMT/DMT) (Dougherty et al., 2002), are suitable only for laboratory settings and address mostly attentional and immediate reaction aspects of impulsivity. The most comprehensive Barratt Impulsiveness Scale (BIS-11) (Barratt and Patton, 1995) covers all factors contributing to a persons’ impulsivity, but is based on self-reporting of otherwise not measured behaviours.

A similar construct defined for the assessment of schizophrenia is “behaviour disorganisation” with a dedicated cluster allocated to it in the dimensional symptoms framework of Liddle (Liddle, 2001). The link between impulsivity and disorganisation is not very well understood, and was never assessed in a principled manner, making the definition of objective behaviour measures of impulsivity and disorganisation potentially unreliable.

The test-retest reliability of a diagnosis based on DSM-5 criteria for most diagnoses has moderate-to-good inter-rater agreement with an inter-class Kappa of 0.40-0.79 (Regier et al., 2013). Diagnostic criteria for many mental disorders, although well understood by clinicians, often do not help in distinguishing diagnostic entities due to differences in possible symptom manifestations and dependence on clinical states. For example for
bipolar disorder and borderline personality disorder current clinical practice is reported to be inadequate to reliably distinguish between the two (Saunders et al., 2015).

10.2.4 Influence of external factors

As was previously discussed in the context of sleep, external factors may influence behaviour measures. This problem may not be of the highest importance for the analysis of mental health, as mainly slow variations and semi-permanent changes in behaviour characteristics are symptomatic, and therefore the appropriate filtering techniques introduced in Chapter 8 may address the issue. However, in some real-world scenarios, such as for example a patient going on vacation, changes in behaviour may not be easily distinguishable from symptoms of manic episode. Further research is necessary on the introduction of context information into the behaviour and mood models, for example mobile phones with in-built location sensing may be able to help in this regard.

10.2.5 Difference in individual characteristics

Even if all of the issues above are properly addressed, there is a substantial difference in individual behaviour manifestation of mood states. The important limitation of the current study is therefore the limited number of subjects and data points for clinical states assessment that may not reflect the complete picture of possible symptomatic behaviours.

Despite being perhaps the most comprehensive project of its kind, the AMoSS study includes only 50 patients with bipolar disorder and 30 patients with borderline personality disorder (less for the presented analysis, which deals with a less complete data set). This cohort does not represent the complete spectrum of possible symptom manifestations, and may not provide a substantial number of clinically validated disorder episodes. The current study is therefore of an exploratory nature, assessing the viability of the described approaches and providing useful information for future researchers on promising techniques and research directions. Despite these limitations, to the author’s knowl-
edge the study in this thesis provides the most in-depth study of automated psychiatric symptom evaluation so far published.

10.3 Future work

The most important problem in the field of objective mental health analysis is the growing number of studies with a small number of subjects, where data were collected in different conditions, including ambulatory and hospital, with participants often being medicated and in different phases of their illness. Furthermore, activity and physiology information has often been collected using different methods, and analysis techniques varied greatly, making the task of results generalisation almost impossible.

These limitation serve as a prompt for the collection of large scale data sets that could be shared by researchers in the field, including patients representing the complete spectrum of symptoms and allowing application of different analysis methods to compare results in well-controlled conditions. Such collection is already feasible using a range of consumer devices, such as smart phones, fitness trackers and smart watches. Once such data sets become available, the results of this work may be further validated and objective activity features related to specific symptoms of mental health.

Study cohorts should allow stratification by age, gender, medication and sociodemographic status to allow eliminating confounding factors and more precisely identifying behaviours related to disorder within certain population or treatment regimen. Compliance remains to be an issue, specifically in mental health patients, thus the data acquisition modalities shall be usable and useful outside of the research context, and not carrying stigma on study participants. The example of such devices are smart watches, where technology allows for collection of a range of potentially useful signals continuously and improving on conventional watches, thus bringing a direct benefit to participants.

These data sets should include not only information about locomotor activity (and if it is included - it must go beyond simple step counts), but also physiological data,
such as heart rate and variability (which show the capability for improvement of diagnostic results), and electrodermal activity, for complete assessment of individual symptom correlations.

Given the range of possible individual symptoms of mental disorders, essentially covering all possible aspects of individual behaviours and social interaction patterns, it is important to also acquire and analyse non-conventional potential symptom correlates, such as information about social networking (including both mobile text messaging and online social networking) and geo-location data, to analyse possible deviations from individual normal behaviour patterns.

Such information may also be used as an important source of information about possible confounding factors, influencing the accuracy of actigraphic analysis. For example, knowing that an individual has changed his base location (for example while going on holiday) we may expect that his or her model of normality will change as well, and introduce this information into the diagnostic model to improve the accuracy of analysis results.

Last, but not least, is the need for improved accuracy and reliability of data acquisition instrumentation, including both technical characteristics and perceived user benefit, which transforms into compliance. Unified data formats should become available as well as reference data processing algorithms, making possible comparison of results between different studies. The use of proprietary algorithms to process actigraphy make it difficult to create analysis methods that work on more than one (version of) a particular device.

Further advances in the field will be problematic without close cooperation between clinical experts and data scientists to identify more specific and objective behaviour patterns, relevant to particular symptoms of mental health. This would allow the development of computational data analysis methods to identify activity or behaviour features, that are characteristic specifically to these symptoms. Thus, experimental psychiatry and biomedical data analysis should develop hand-in-hand, and, it is to be hoped, contribute to the development of the emerging field of “computational psychiatry”.
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Appendix A

The Altman Self-Rating scale for Mania (ASRM)

A.1 Instructions

1. On this questionnaire are groups of five statements; read each group of statements carefully.

2. Choose the one statement in each group that best describes the way you have been feeling for the past week.

3. Circle the number next to the statement you picked.

*Please note:* The word "occasionally" when used here means once or twice; "often" means several times or more; "frequently" means most of the time.

A.2 Questions

1. Positive mood:

   (a) I do not feel happier or more cheerful than usual.

   (b) I occasionally feel happier or more cheerful than usual.
(c) I often feel happier or more cheerful than usual.
(d) I feel happier or more cheerful than usual most of the time.
(e) I feel happier or more cheerful than usual all of the time.

2. Self-confidence:

(a) I do not feel more self-confident than usual.
(b) I occasionally feel more self-confident than usual.
(c) I often feel more self-confident than usual.
(d) I feel more self-confident than usual.
(e) I feel extremely self-confident all of the time.

3. Sleep patterns:

(a) I do not need less sleep than usual.
(b) I occasionally need less sleep than usual.
(c) I often need less sleep than usual.
(d) I frequently need less sleep than usual.
(e) I can go all day and night without any sleep and still not feel tired.

4. Speech:

(a) I do not talk more than usual.
(b) I occasionally talk more than usual.
(c) I often talk more than usual.
(d) I frequently talk more than usual.
(e) I talk constantly and cannot be interrupted.

5. Activity level:
(a) I have not been more active (either socially, sexually, at work, home or school) than usual.

(b) I have occasionally been more active than usual.

(c) I have often been more active than usual.

(d) I have frequently been more active than usual.

(e) I am constantly active or on the go all the time.
Appendix B

The Quick Inventory of Depressive Symptomatology, Self-Report

(QIDS-SR16)

B.1 Instructions

Please circle the one response to each item that best describes you for the past seven days.

B.2 Questions

1. Falling Asleep:

   (a) I never take longer than 30 minutes to fall asleep.

   (b) I take at least 30 minutes to fall asleep, less than half the time.

   (c) I take at least 30 minutes to fall asleep, more than half the time.

   (d) I take more than 60 minutes to fall asleep, more than half the time.

2. Sleep During the Night:
(a) I do not wake up at night.
(b) I have a restless, light sleep with a few brief awakenings each night.
(c) I wake up at least once a night, but I go back to sleep easily.
(d) I awaken more than once a night and stay awake for 20 minutes or more, more than half the time.

3. Waking Up Too Early:
(a) Most of the time, I awaken no more than 30 minutes before I need to get up.
(b) More than half the time, I awaken more than 30 minutes before I need to get up.
(c) I almost always awaken at least one hour or so before I need to, but I go back to sleep eventually.
(d) I awaken at least one hour before I need to, and can’t go back to sleep.

4. Sleeping Too Much:
(a) I sleep no longer than 7–8 hours/night, without napping during the day.
(b) I sleep no longer than 10 hours in a 24-hour period including naps.
(c) I sleep no longer than 12 hours in a 24-hour period including naps.
(d) I sleep longer than 12 hours in a 24-hour period including naps.

5. Feeling Sad:
(a) I do not feel sad.
(b) I feel sad less than half the time.
(c) I feel sad more than half the time.
(d) I feel sad nearly all of the time.

6. Decreased Appetite:
(a) There is no change in my usual appetite.
(b) I eat somewhat less often or lesser amounts of food than usual.
(c) I eat much less than usual and only with personal effort.
(d) I rarely eat within a 24-hour period, and only with extreme personal effort or when others persuade me to eat.

7. Increased Appetite:

(a) There is no change from my usual appetite.
(b) I feel a need to eat more frequently than usual.
(c) I regularly eat more often and/or greater amounts of food than usual.
(d) I feel driven to overeat both at mealtime and between meals.

8. Decreased Weight (Within the Last Two Weeks):

(a) I have not had a change in my weight.
(b) I feel as if I’ve had a slight weight loss.
(c) I have lost 2 pounds or more.
(d) I have lost 5 pounds or more.

9. Increased Weight (Within the Last Two Weeks):

(a) I have not had a change in my weight.
(b) I feel as if I’ve had a slight weight gain.
(c) I have gained 2 pounds or more.
(d) I have gained 5 pounds or more.

10. Concentration/Decision Making:

(a) There is no change in my usual capacity to concentrate or make decisions.
(b) I occasionally feel indecisive or find that my attention wanders.
(c) Most of the time, I struggle to focus my attention or to make decisions.
(d) I cannot concentrate well enough to read or cannot make even minor decisions.

11. View of Myself:

(a) I see myself as equally worthwhile and deserving as other people.
(b) I am more self-blaming than usual.
(c) I largely believe that I cause problems for others.
(d) I think almost constantly about major and minor defects in myself.

12. Thoughts of Death or Suicide:

(a) I do not think of suicide or death.
(b) I feel that life is empty or wonder if it’s worth living.
(c) I think of suicide or death several times a week for several minutes.
(d) I think of suicide or death several times a day in some detail, or I have made specific plans for suicide or have actually tried to take my life.

13. General Interest:

(a) There is no change from usual in how interested I am in other people or activities.
(b) I notice that I am less interested in people or activities.
(c) I find I have interest in only one or two of my formerly pursued activities.
(d) I have virtually no interest in formerly pursued activities.

14. Energy Level:

(a) There is no change in my usual level of energy.
(b) I get tired more easily than usual.
(c) I have to make a big effort to start or finish my usual daily activities (for example, shopping, homework, cooking or going to work).

(d) I really cannot carry out most of my usual daily activities because I just don’t have the energy.

15. Feeling Slowed Down:

(a) I think, speak, and move at my usual rate of speed.

(b) I find that my thinking is slowed down or my voice sounds dull or flat.

(c) It takes me several seconds to respond to most questions and I’m sure my thinking is slowed.

(d) I am often unable to respond to questions without extreme effort.

16. Feeling Restless:

(a) I do not feel restless.

(b) I’m often fidgety, wringing my hands, or need to shift how I am sitting.

(c) I have impulses to move about and am quite restless.

(d) At times, I am unable to stay seated and need to pace around.
Appendix C

The Generalised Anxiety Disorder

7-item scale (GAD-7)

C.1 Instructions

Over the last 2 weeks, how often have you been bothered by the following problems?

C.2 Questions

1. Feeling nervous, anxious, or on edge:
   
   (a) Not at all.
   
   (b) Several days.
   
   (c) More than half the days.
   
   (d) Nearly every day.

2. Not being able to stop or control worrying:

   (a) Not at all.

   (b) Several days.
(c) More than half the days.
(d) Nearly every day.

3. Worrying too much about different things:

(a) Not at all.
(b) Several days.
(c) More than half the days.
(d) Nearly every day.

4. Trouble relaxing:

(a) Not at all.
(b) Several days.
(c) More than half the days.
(d) Nearly every day.

5. Being so restless that it is hard to sit still:

(a) Not at all.
(b) Several days.
(c) More than half the days.
(d) Nearly every day.

6. Becoming easily annoyed or irritable:

(a) Not at all.
(b) Several days.
(c) More than half the days.
(d) Nearly every day.
7. Feeling afraid as if something awful might happen:

(a) Not at all.

(b) Several days.

(c) More than half the days.

(d) Nearly every day.