New indices for assessing changes in seasons and in timing characteristics of air temperature
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Abstract
Previous studies examining climate change and changes in the timing of seasons have used a fixed temperature threshold for season onset. In this study, the timing of seasons was determined using non-fixed threshold methods. Twelve new timing indices were defined to account for shifts in seasons and season onset day, thermal centroid day, and length. The Mann-Kendall test, Theil-Sen’s slope estimator, sequential Mann-Kendall test, and least square linear regression were used to assess trends. The timing indices were examined using data from two meteorological stations in Iran with 50 years of records. Spatio-temporal variations in each index over 30 years (1987–2016) were then determined for Khuzestan province in southwestern Iran. Trend analysis for several indices indicated that the timing of seasons had probably changed in the south and west of the study area, while mountainous regions showed non-significant trends. Based on the hottest and coldest 90-day periods (summer and winter, respectively), during the three decades studied, spring lengthened by 5–10 days/decade in the plain region of Khuzestan province and autumn shortened by about 5–8 days/decade. The centroid of winter occurred earlier, by 2–5 days/decade, in the plains area, while the thermal centroid of summer did not change significantly. Overall, the difference between the thermal centroid of winter and summer ($C_{\text{win-sum}}$) in the plains area significantly decreased, by 6–8 days/decade, in the 30-year period.

Abbreviations

- $O_{\text{sum}}$: Beginning day of summer
- $E_{\text{sum}}$: End day of summer
- $O_{\text{win}}$: Beginning day of winter
- $E_{\text{win}}$: End day of winter
- $L_{\text{spr}}$: Number of spring days (length of spring)
- $L_{\text{aut}}$: Number of autumn days (length of autumn)
- $C_{\text{spr}}$: Centroid of spring
- $C_{\text{sum}}$: Centroid of summer
- $C_{\text{aut}}$: Centroid of autumn
- $C_{\text{win}}$: Centroid of winter
- $C_{\text{win-sum}}$: Difference between centroid of winter and summer in a year
- $C_{\text{n.sum-win}}$: Difference between centroid of next summer and winter in two consecutive years
- $SHC$: Slope of change from hot season to cold season
- $SCH$: Slope of change from cold season to hot season
- $T_{\text{aut}}$: Mean daily temperature between points $E_{\text{win}}$ and $O_{\text{sum}}$ in a year
- $T_{\text{spr}}$: Mean daily mean temperature between point $O_{\text{sum}}$ of next year and point $E_{\text{win}}$ of current year in two consecutive years
- $T_{\text{sum}}$: Mean maximum 90-day moving average temperature
- $T_{\text{win}}$: Mean minimum 90-day moving average temperature
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1 Introduction

Global warming caused by increasing emissions of greenhouse gases is a major concern around the world (Allen et al. 2010; Vörösmarty et al. 2000). The mean ambient air temperature of the Earth rose by approximately 0.85 °C from 1880 to 2012 (Allen and Sheridan 2016; Hartmann et al. 2013). This is reported to have caused climate change (Richardson et al. 2018), with increasing frequency of droughts, floods, and extreme weather events in many parts
of the world (AghaKouchak et al. 2014; Hirabayashi et al. 2013; Knox 1993; Kundzewicz et al. 2014; Prospero and Lamb 2003). In addition, climate change has strong influences on health (McMichael et al. 2006; Patz et al. 2005; Watts et al. 2015), agriculture (Peña-Lévano et al. 2019), and water availability (Christensen et al. 2004; Haddeland et al. 2014; Piao et al. 2010). A number of metrological parameters are affected, among which temperature plays a major role in the impact of climate change (Ahmadi et al. 2018). Therefore, extensive research has been performed to determine the impact of climate change on temperature in different parts of the world (Alexander et al. 2006; Fallah-Ghalhari et al. 2019; Yin et al. 2019). Minimum, mean, and maximum daily temperature have been taken as the most important temperature characteristics in analysis of climate change (Dimri 2019; Moberg and Jones 2005; Scorzini et al. 2018; Vincent et al. 2018, 2005). In addition to minimum and maximum daily temperatures, numerous temperature indices have been introduced to monitor different characteristics of air temperature and possible changes or variations in climate (Frich et al. 2002; Kiktev et al. 2003; Qian and Lin 2004). These indices provide essential information about temperature characteristics, for example, total number of frost days, number of ice days, warm days, cold temperature percentiles, warm temperature percentiles, consecutive warm days, consecutive cold days, etc. They have been widely used to describe the magnitude, intensity, frequency, and duration of temperature changes (Erlat and Türkes 2012; Jylhä et al. 2008; Qian and Lin 2004; Wang et al. 2013; Zhou and Ren 2011). Some studies have examined earlier onset of spring, extended summer, warm days, summer days, and warm and cold spell duration (e.g., Collazo et al. 2019; Park et al. 2018; Tong et al. 2019; Wang et al. 2017; Zhu et al. 2019). However, the timing and seasonality of temperature changes have been less well studied.

It is very important to identify variations in seasonal cycles and, in particular, extensions to the warm period, since seasonal changes can affect national energy consumption, agricultural activities, human health, the environment, and wildlife (Garonna et al. 2016; Mazaris et al. 2013; Sparks and Braslavská 2001; Tol 2009). Day-count indicators based on temperature threshold have been developed (Liu et al. 2008; Song et al. 2009; Yang et al. 2013). However, a given fixed threshold is not reasonable for all regions, since air temperature is related to geographical location of a region and a predetermined threshold is not appropriate for specifying seasons in areas with strong climate heterogeneity (Peña-Ortiz et al. 2015). To resolve this issue, de la Franca et al. (2013) proposed that spring and winter start once the average daily temperature of a 6-day period is equal to the 25th percentile of temperature data. For summer and autumn, it is proposed that the 75th percentile of temperature data be considered (de la Franca et al. 2013) or that summer and winter be categorized as the hottest and coldest 90 days, respectively, in a long-term period (Yan et al. 2011). In the meteorological definition of the seasons, each season starts on the first day of a month that includes a solar equinox or solstice (Trenberth 1983).

The main aim of this study was to develop new indices that better address the timing and seasonal pattern of air temperature and identify possible changes. A framework based on the hottest and coldest 90 days of the year was used to explore variations in the timing of seasons, and 12 new timing indices and four temperature indices were developed. Based on these novel timing indices, a new seasonal configuration was developed to quantify timing changes in seasons without considering any set temperature threshold for seasons.

The framework and indices were tested using daily recorded temperature data (50 years, 1967–2016) from two meteorological stations, Ahvaz and Abadan, in southwestern Iran. A dataset of daily temperature for 11 other meteorological stations with at least 30 years of records (minimum 1987–2016) was then used to evaluate spatio-temporal variations in the indices in Khuzestan province in southwestern Iran. Possible trends for each parameter were examined using parametric and non-parametric statistical tests (Mann-Kendall test, sequential Mann-Kendall test, linear regression trend, and Spearman rank correlation test). In addition, the magnitude of trends was measured using the Theil-Sen estimator and slope of linear regression methods.

2 Material and methods

2.1 Study area and dataset

Khuzestan province in southwestern Iran (29° 57′–33° 0′ N; 47° 40′–50° 33′ E) comprises an area of 64,057 km² (~4% of the total area of Iran). The geography of the province consists of plains in central and southern parts and mountainous regions in the north (Fig. 1). Land elevation ranges from 0 on the coast of the Persian Gulf to 3740 m above sea level (m a.s.l.) in the Zagros Mountains. The mountainous area has moderate weather in summer and cold weather in winter, while the central and southern plains have a warm climate. Around 20% of the total area of the province (approximately 1.3 million ha) is classified as arid, mostly in the south and southwest. During summer, daily temperatures in southwestern parts customarily exceed 45 °C. Ahvaz city, the capital of the province, is one of the hottest places in Iran, with the maximum daily temperature in the city having reached 54 °C during the past five decades.

In this study, new timing and thermal indices were developed based on 50 years (1967–2016) of daily temperature data taken from the meteorological stations in the cities of Ahvaz and Abadan (Fig. 1; Table 1). Spatial analysis of indices for Khuzestan province was based on 30-year temperature data from 11 selected meteorological stations, six of which are inside the province and the remaining five are in neighboring
provinces (Fig. 1). All data were obtained through Islamic Republic of Iran Meteorological Organization (IRIMO 2017). Mean daily temperature was computed from the minimum and maximum records. Missing daily data (less than 5%) were replaced by a mean value for preceding and following days.

2.2 Timing indices

To develop the timing indices and evaluate possible seasonal thermal changes, we considered two major seasons, cold (winter) and hot (summer), defined based on the coldest and warmest 90 consecutive days, respectively. The reason for the choice of 90 days for summer and winter is that the length of the meteorological seasons is approximately 90 days. We also considered two transition seasons between the hot and cold seasons (autumn) and between the cold and hot (spring) seasons (Fig. 2). This schematic seasonal pattern was produced based on the mean daily temperature (1986–1987) at Ahvaz meteorological station (Fig. 2).

In order to determine the onset of each season and possible changes in thermal and seasonal timing, 90-day moving averages (blue curve in Fig. 2) were computed using the original daily temperature time series data (black curve in Fig. 2). In the 90-day (blue curve) moving average time series, each point represents an average of itself and 89 days ahead. Based on this curve, the coldest and warmest 90 days (minimum and maximum of the 90-day moving average) used for defining winter and summer, respectively, were selected for each year.

| Stations            | Latitude (N) | Longitude (E) | Elevation (m a.s.l.) | Time period (years) |
|---------------------|--------------|---------------|----------------------|---------------------|
| Ahvaz               | 31° 20'      | 48° 40'       | 22.5                 | 50                  |
| Abadan              | 30° 22'      | 48° 15'       | 6.6                  | 50                  |
| Mahshahr            | 30° 33'      | 49° 50'       | 6.2                  | 30                  |
| Bostan              | 30° 43'      | 48°           | 7.8                  | 30                  |
| Dezful              | 32° 16'      | 48° 25'       | 82.9                 | 30                  |
| Masjedsoleyman      | 31° 56'      | 49° 17'       | 320.5                | 30                  |
| Bushehr             | 28° 59'      | 50° 50'       | 19.6                 | 30                  |
| Ilam                | 33° 34'      | 46° 26'       | 1337                 | 30                  |
| Khoramabad          | 33° 26'      | 48° 17'       | 1147.8               | 30                  |
| Shahrekord          | 32° 17'      | 50° 51'       | 2048                 | 30                  |
| Yasuj               | 30° 50'      | 51° 41'       | 1831.5               | 30                  |

Table 1 Characteristics of the meteorological stations from which long-term recorded data were taken
Based on this seasonal configuration, we developed 12 timing indices to quantify seasonal changes. These were as follows: $O_{\text{sum}}$, $E_{\text{sum}}$, $O_{\text{win}}$, $E_{\text{win}}$, $L_{\text{spr}}$, $L_{\text{aut}}$, $C_{\text{sum}}$, $C_{\text{aut}}$, $C_{\text{win}}$, $C_{\text{win-sum}}$, and $C_{\text{n.sum-win}}$, as illustrated in Fig. 2.

Among these, $O_{\text{sum}}$, $E_{\text{sum}}$ ($O_{\text{sum}} + 89$), $O_{\text{win}}$, and $E_{\text{win}}$ ($O_{\text{win}} + 89$) represent the onset and end day of summer and winter, respectively. The number of days between summer and winter in each year determines the length of autumn ($L_{\text{aut}}$):

$$L_{\text{aut}} = O_{\text{win}} - E_{\text{sum}}$$ (1)

Likewise, the length of spring ($L_{\text{spr}}$) is calculated as the number of days between winter and the next summer:

$$L_{\text{spr}} = O_{(\text{next})\text{sum}} - E_{\text{win}}$$ (2)

The thermal centroid for each season was used as another season timing parameter:

$$x = \frac{\sum_{i=1}^{n} A_i x_i}{\sum_{i=1}^{n} A_i}$$ (3)

where $x_i$ is the $i$th day, $A_i$ is the trapezoidal area under the temperature curve between two successive days, and $n$ represents the number of days in each season. Based on Eq. (3), we defined centroid of summer ($C_{\text{sum}}$), centroid of winter ($C_{\text{win}}$), centroid of spring ($C_{\text{spr}}$), and centroid of autumn ($C_{\text{aut}}$).

The rate of thermal change between cold (winter) and hot (summer) seasons was quantified as the slope of changing from hot to cold season (SHC) and cold to hot season (SCH):

$$\text{SHC} = \frac{(T_{\text{Owin}} - T_{\text{Esum}})}{L_{\text{aut}}}$$ (4)

$$\text{SCH} = \frac{|(T_{\text{Ewin}} - T_{O(\text{next})\text{sum}})|}{L_{\text{spr}}}$$ (5)

where $T_{\text{Owin}}$ is the temperature of summer onset date, $T_{\text{Esum}}$ is the temperature of summer end date, $T_{\text{Ewin}}$ is the temperature of winter end date, and $T_{O(\text{next})\text{sum}}$ is the temperature of summer onset day in the next year.

### 2.3 Thermal indices

For air temperature, the mean temperature in each season was considered the thermal threshold: $T_{\text{spr}}$ was defined as the average daily mean temperature between point $O_{\text{sum}}$ of the next year and point $E_{\text{win}}$ of the current year in two consecutive years (Fig. 2). $T_{\text{sum}}$ was calculated the mean maximum 90-day moving average temperature in each year, $T_{\text{aut}}$ as the average daily mean temperature between points $E_{\text{sum}}$ and $O_{\text{win}}$ in each year, and $T_{\text{win}}$ as the mean minimum 90-day moving average temperature in each year. Thus, we set the mean temperature on the onset day of each season in any period as the threshold, because the seasons changed at these temperatures.

### 2.4 Trend analysis

We evaluated possible changes and shifts in the seasonal pattern of the new indices in the study region using several well-known parametric and non-parametric statistical tests.

#### 2.4.1 MK and SQMK

The non-parametric Mann-Kendall (MK) test (Kendall 1975; Mann 1945) can be used to detect trends in datasets that are not distributed normally (Zhai and Feng 2009). Statistic $Z$ in the MK test determines the significance of a trend. The null hypothesis of no trend is accepted if $-Z_{1-\alpha/2} > Z > Z_{1-\alpha/2}$, where $\alpha$ is the significance level. In this study, confidence levels of 90% and 95% ($\alpha = 10\%$ and 5%) were considered for detection of significant trends in the data. The magnitude of a trend in the time series is commonly predicted using Theil-Sen estimator (Sen 1968; Theil 1992). More details of the above methods can be found in Sayemuzzaman and Jha (2014).

The sequential Mann-Kendall (SQMK) test (Sneyers 1990) was used to specify the beginning of significant trends in the datasets. In this method, two indicators, called $U(t)$ and $U'(t)$, are defined based on the original time series and a retrograde
series starting from the end of the original time series, respectively (Shrestha et al. 2019). Abrupt changes in the dataset are identified by plotting \( U(t) \) and \( U'(t) \), with the intersection of these two curves indicating a potential location for an abrupt change. The change becomes significant when \( U(t) \) exceeds the line associated with \(+1.96\) or \(-1.96\) for an upward or downward trend, respectively.

Before application of the MK and SQMK tests, the time series should be serially independent, since any positive serial correlation in the dataset may increase the chance of rejection of the null hypothesis of no trend (Yue and Hashino 2003). Several approaches have been introduced to remove possible serial correlation in the time series (Tabari et al. 2012; Von Storch 1999). In this study, we used the trend-free pre-whitening method (TFPW) (Yue et al. 2002).

### 2.4.2 LSLR

Least square linear regression (LSLR) is a parametric test used to identify the existence of linear trends in time series based on the least squares technique (Haan 1977). The significance of linear trends is examined using the Student’s \( t \) test. The statistic \( t \) is defined as follows:

\[
t = \frac{b}{S_b}
\]

where \( b \) is the estimated slope of the regression line between the variable and the time and \( S_b \) is the standard error of estimated slope. The null hypothesis of \( b = 0 \) (no trend) is rejected when \(|t| > t(n-2, 1-\alpha/2)\) in the Student’s \( t \) distribution with \( n-2 \) degrees of freedom, where \( n \) is the length of the time series.

### 2.5 Interpolation method

To determine the spatial distribution of each index over Khuzestan province, we used the ordinary Kriging estimator, which has been extensively employed in similar studies (Bhusal et al. 2018; Ozturk and Kilic 2016). We used ArcGIS 10.5 software to produce the zoning maps over the province.

### 3 Results

The results obtained are presented separately: (i) for the Ahvaz and Abadan stations with 50 years of daily temperature data (1967–2016) and (ii) for Khuzestan province, based on spatio-temporal analysis.

#### 3.1 Timing and thermal indices for Ahvaz and Abadan stations

The time series for 10 of the 12 new timing indices were generated based on the 50-year recorded daily temperature from Ahvaz (Fig. 3) and Abadan (Fig. A1 in Appendix A). The trend for each index was also evaluated (Fig. 3 for Ahvaz; Fig. A1 for Abadan). Of note, the trends for \( O_{\text{sum}} \) and \( O_{\text{win}} \) are identical to the trends for \( E_{\text{sum}} \) and \( E_{\text{win}} \), respectively.

##### 3.1.1 Spring length (\( L_{\text{spr}} \)) and autumn length (\( L_{\text{aut}} \))

The analysis revealed that the length of spring (number of spring days, \( L_{\text{spr}} \)) increased significantly (95% confidence level) at both Ahvaz and Abadan stations in the period 1967–2016. According to the Theil-Sen estimator, spring lengthened by approximately 4 days/decade at Ahvaz and 2 days/decade at Abadan (Fig. 3a; Fig. A1a). Overall, the spring period lengthened by nearly 20 days at Ahvaz and 10 days at Abadan between 1967 and 2016. At Ahvaz, the average length of spring in the first decade of the study period (1967–1976) was 85.1 days, while in the last decade (2007–2016), it was 105.2 days.

Both Ahvaz and Abadan displayed significant downward trends of 3.7 and 2 days/decade, respectively, in the length of autumn (\( L_{\text{aut}} \)) (Fig. 3b; Fig. A1b). As summer and winter were each assumed to be 90 days, we concluded that the warm seasons (spring and summer) are getting longer in the study area, while the cold seasons (autumn and winter) are getting shorter. In addition, the relative length of the four seasons changed. For example, at Ahvaz, autumn, winter, spring, and summer were 100, 90, 85, and 90 days long, respectively, in 1967–1976, but the values changed to 80, 90, 105, and 90 days in 2007–2016.

Based on the SQMK results, abrupt changes in \( L_{\text{spr}} \) and \( L_{\text{aut}} \) occurred in 1999 and 2001 at Ahvaz (Fig. 4; Table 2). There was a trend for increasing \( L_{\text{spr}} \) during 2005–2016 (Fig. 4a). An abrupt negative trend for \( L_{\text{aut}} \) was detected in 2001, but the trend only became significant in 2007. The critical points for the trends in \( L_{\text{spr}} \) and \( L_{\text{aut}} \) approximately complied with each other. The SQMK results for Abadan station are summarized in Table 2.

##### 3.1.2 Shift in centroid of seasons (\( C_{\text{sum}}, C_{\text{win}}, C_{\text{spr}}, C_{\text{aut}} \))

The centroid of summer (\( C_{\text{sum}} \)) at Ahvaz and Abadan shifted forward by 10 and 5 days, respectively, while the centroid of winter (\( C_{\text{win}} \)) at these stations moved backward by 7 and 5 days, respectively, during 1967–2016 (Fig. 3c, d; Fig. A1c, A1d). Thus, the hot season has been moving forward, while the period with the coldest days has been moving back, which means that the centroids of summer and winter are
getting closer within years. This confirms findings in the previous section on shortening length of autumn. For Ahvaz, mean $C_{\text{sum}}$ occurred on July 20 (202th day of the year) in 1992–2016, whereas it occurred on July 14 (196th day) in the initial 25 years. It is worth mentioning that the positive and negative trends observed for $C_{\text{sum}}$ and $C_{\text{win}}$ were significant at Ahvaz and non-significant at Abadan. Significant positive trends ($\alpha = 5\%$) were observed for the spring centroid ($C_{\text{spr}}$), with a forward shift in $C_{\text{spr}}$ at both Ahvaz and Abadan stations (Fig. 3i; Fig. A1i). At Ahvaz, the average $C_{\text{spr}}$ value in early and late decades of the study period was May 6 and May 17, respectively, indicating that it had shifted by approximately 11 days. As regards the centroid of autumn ($C_{\text{aut}}$), at Ahvaz, it changed from October 5 (279th day of the year) in 1967–1976 to October 9 (283th day) in 2007–2016 (Fig. 3j), which was a smaller shift than observed for $C_{\text{spr}}$. The results of the MK test also indicated a non-significant trend for $C_{\text{aut}}$ and a significant positive trend for $C_{\text{spr}}$ in Ahvaz city (Fig. 3i, j).

The abrupt change point in $C_{\text{sum}}$ at Ahvaz occurred in 1983 and the positive trend exceeded the 95% confidence level in 1991 (Fig. 4d; Table 2). The centroid of winter ($C_{\text{win}}$) did not show any clear trend until 1998, when a non-significant decreasing trend began and continued into recent years. For brevity, the SQMK results for Abadan are reported briefly in Table 2. Based on the $U(t)$ curves (Fig. 4), $C_{\text{spr}}$ experienced an abrupt change point in 2000 and the trend became significant...
(95% confidence level) in 2006. An obvious change point for $C_{\text{aut}}$ appeared in 1980 and an increasing trend with 95% confidence level began in 1990 and remained significant for about 20 years, becoming non-significant around 2010 (Fig. 4e).

### Table 2 Results of the sequential Mann-Kendall (SQMK) test for the different timing indices at the Ahvaz and Abadan meteorological stations

| Index        | Sign of trend | Ahvaz               | Abadan               |
|--------------|---------------|---------------------|----------------------|
| $L_{\text{spr}}$ | +             | Point of abrupt change 1999 | 2003 |
| $L_{\text{aut}}$ | –             | Point of abrupt change 2001 | 2003 |
| $O_{\text{sum}}$ | +             | Point of abrupt change 1979 | 1983, 1987, 1988 |
| $O_{\text{win}}$ | –             | Point of abrupt change 2008 | 2005 |
| $C_{\text{win}}$ | –             | Point of abrupt change 2004 | 2004 |
| $C_{\text{sum}}$ | +             | Point of abrupt change 1983 | 1984, 1986, 1988 |
| $C_{\text{spr}}$ | +             | Point of abrupt change 1999 | 2003 |
| $C_{\text{aut}}$ | +             | Point of abrupt change 1979 | 1970, 1972, 1974, 2009 |
| $C_{\text{win-sum}}$ | –             | Point of abrupt change 1999 | 2003 |
| $C_{\text{n.sum-win}}$ | +             | Point of abrupt change 1985–1987, 1988–1989 | 1991–1994, 1997–2016 |

3.1.3 Shift in $C_{\text{win-sum}}$ and $C_{\text{n.sum-win}}$

The differences between the centroids of winter and summer in every year ($C_{\text{win-sum}}$) and between two successive years...

![Fig. 4 Sequential Mann-Kendall test statistics for eight timing indices at Ahvaz meteorological station. a $L_{\text{spr}}$, b $L_{\text{aut}}$, c $C_{\text{spr}}$, d $C_{\text{sum}}$, e $C_{\text{aut}}$, f $C_{\text{win}}$, g $C_{\text{win-sum}}$, h $C_{\text{n.sum-win}}$](image)
(C_{\text{n,summer-winter}}) may be employed to examine the variations in the length of autumn and spring, respectively. Accordingly, $C_{\text{winter-summer}}$ has experienced a significant decreasing trend, of 4 and 2 days/decade at Ahvaz and Abadan respectively (Fig. 3e; Appendix A, Fig. 1e), indicating that the centroids of summers and winters are becoming closer to one another. This may be interpreted as a declining tendency in the number of autumn days. In contrast, the centroids of summer and winter in two consecutive years are moving farther apart by approximately 2 and 1 days/decade at the Ahvaz and Abadan stations (Fig. 3f; Appendix A, Fig. 1f), indicating a rise in the number of spring days. The decreasing and increasing trend for $C_{\text{winter-summer}}$ and $C_{\text{summer-winter}}$ at Ahvaz are apparent in Fig. 4g and h, respectively.

### 3.1.4 Shift in the onset of summer (O_{\text{summer}}) and winter (O_{\text{winter}})

The onset of summer ($O_{\text{summer}}$) showed an advancing trend and $O_{\text{winter}}$ showed a retreating trend at both Ahvaz and Abadan (Fig. 3g, h; Fig. A1g, A1h). Based on the Theil-Sen estimator values, $O_{\text{summer}}$ shifted forward by around 2 days/decade and $O_{\text{winter}}$ shifted backward by about 1.5 days/decade at Ahvaz, while $O_{\text{summer}}$ shifted forward and $O_{\text{winter}}$ backward at a rate of 1 days/decade at Abadan. At Ahvaz, the average $O_{\text{summer}}$ date was May 25 in 1967–1976 and it moved to June 7 in 2007–2016. Mean $O_{\text{winter}}$ shifted backward from November 29 in 1967–1976 to November 23 in 2007–2016. The results of the SQMK test for $O_{\text{summer}}$ and $O_{\text{winter}}$ indicated that the point of abrupt change occurred in 1979 and 2008, respectively (Table 2). The trend in $O_{\text{summer}}$ became significant from 1991 at Ahvaz station. None of these indices passed the confidence level of 95% at Abadan (Table 2).

### 3.1.5 Thermal value and thresholds

The mean temperature in each season showed a significant positive trend at both stations (Fig. 5; Fig. A2 in Appendix A). Summer and spring experienced the greatest increasing trend in temperature, followed by winter, at both stations. According to the Theil-Sen estimator values, summer and spring became warmer by approximately 0.7 °C/decade at Ahvaz, where the average summer temperature rose significantly from 35.37 °C in 1967–1976 to 38.16 °C in 2007–2016. Mean winter temperature rose by about 0.4 and 0.5 °C/decade at Ahvaz and Abadan, respectively, while mean autumn temperature rose by 0.3 °C/decade in both cities. The Student’s $t$ values confirmed the significant rising trend in temperature in all seasons (Fig. 5; Fig. A2), as also reported in recent literature (Ahmadi et al. 2018; Tabari et al. 2012). The abrupt change in mean daily temperature at Ahvaz occurred in 1994 for winter, 1990 for spring, 1986 for summer, and 2002 for autumn (Table 3).

The thermal threshold for the changing seasons increased significantly at both sites (Table 4). At Ahvaz, the maximum change in seasonal threshold was observed in spring (3.39 °C) and the minimum in autumn (1.61 °C), while at Abadan, the maximum change was observed in summer (2.68 °C) and the minimum in winter (1.54 °C). The maximum thresholds for all seasons occurred in the last decade (2007–2016) for both cities (Table 4). The minimum thresholds for both cities were observed in the first decade (1967–1976) for all seasons except autumn, for which the minimum thermal threshold was observed in the third (1987–1996) and second decade (1977–1986) in Ahvaz (26.53 °C) and Abadan (26.33 °C), respectively.

The temperatures of summer and winter onsets ($T_{\text{onset,summer}}$ and $T_{\text{onset,winter}}$) have experienced significant upward trends at Ahvaz station (Fig. 5e, f), where the magnitude of thermal change for summer and winter onset was 0.08 °C/year and 0.06 °C/year, respectively. In addition, the average of $T_{\text{onset,summer}}$ in the first decade of study period was 34.05 °C, while it increased to 36.77 °C in the last decade. Considering winter onsets, the temperature average of winter onset rose from 14.45 °C in 1967–1976 to 16.66 °C in 2007–2016.

### 3.1.6 Shift in slope indices (SHC and SCH)

The rate of thermal change between the cold (winter) and hot (summer) seasons was quantified using the SHC and SCH indices. Interestingly, SHC displayed a strongly significant rising trend at both Ahvaz and Abadan. This indicates that not only has the denominator ($L_{\text{aut}}$) in Eq. 4 followed a downward trend, but the numerator in Eq. 4 also has experienced an upward trend. The $z$ value for SC at Ahvaz and Abadan was 3.66 and 3.18, respectively, which was much higher than the value for the 95% confidence level, signifying highly significant differences. This indicates that the slope of temperature variations in autumn has increased in the past five decades. However, no spatial trend was observed for SCH at Ahvaz and Abadan stations. The explanation for this may be that both the numerator and denominator in Eq. 5 have experienced increasing trends, resulting in an ineffective trend for SCH. The results of the SQMK test for Ahvaz and Abadan and the magnitude of trends are summarized in Table 3. Ahvaz station experienced an abrupt change in SHC in 2000, and the change became significant in 2005.

### 3.2 Spatio-temporal variation in thermal and timing indices in Khuzestan province

Spatio-temporal changes in the timing indices were determined for the case of Khuzestan province (1987–2016). Based on the $z$ values, seven of the 12 new timing indices, including $L_{\text{sprt}}, L_{\text{aut}}, O_{\text{summer}},$ and $O_{\text{winter}},$ showed a significant trend in central, southern, and southwestern parts of the province, while in the north and northeast, the trends in all indices were non-significant (Fig. 6). Overall, therefore, the mountainous
area of the study region was less affected by changes in the seasons, while the trends intensified across the plains area from the mountains in the north and northeast to the coast of the Persian Gulf in the south.

In the south of the province, the length of spring (L_{spr}) increased by approximately 8–10 days/decade, while L_{aut} became shorter by approximately 7–8 days/decade. Moving from south to north, the increase in L_{spr} and decrease in L_{aut} declined to 2–4 days/decade (Fig. 7a, b). The centroid of summer (C_{sum}) showed relatively non-significant upward and downward variations in almost all areas of the province (Fig. 6c). The maximum change in C_{sum} occurred in the south, where it shifted forward by 2–3 days/decade (Fig. 6c). The centroid of winter (C_{win}) moved at a rate of 3–5 day/decade in the majority of the province (Fig. 7d). Similar to L_{spr}, the maximum variation in C_{spr} occurred in the south of the province (Fig. 7i), where it moved forward by roughly 4–5 days/decade. Interestingly, the onset of winter (O_{win}) showed a significant trend in the whole province, shifting backward by between 3 and 5 days (Figs. 6h and 7h), which was the
maximum change in southern and central zones. Onset of summer ($O_{\text{sum}}$) showed non-significant negative and positive trends in northern and southern parts of the province, respectively (Fig. 6g).

**Table 4** Thermal thresholds for changes in the seasons in Ahvaz and Abadan

| Period          | Ahvaz                        | Abadan                      |
|-----------------|------------------------------|------------------------------|
|                 | Spring | Summer | Autumn | Winter | Spring | Summer | Autumn | Winter |
| 1967–1976       | 23.17  | 35.37  | 26.86  | 12.26  | 24.42  | 35.30  | 27.34  | 13.11  |
| 1977–1986       | 24.95  | 36.25  | 26.92  | 13.54  | 25.40  | 35.68  | 26.33  | 13.45  |
| 1987–1996       | 25.24  | 36.65  | 26.53  | 13.17  | 25.38  | 36.22  | 26.61  | 13.24  |
| 1997–2006       | 26.52  | 37.88  | 27.74  | 14.16  | 26.82  | 37.52  | 27.63  | 14.06  |
| 2007–2016       | 26.56  | 38.16  | 28.14  | 14.48  | 27.00  | 37.97  | 28.25  | 14.66  |
| 1967–2016       | 25.33  | 36.86  | 27.24  | 13.52  | 25.83  | 36.54  | 27.23  | 13.70  |
| Maximum         | 26.56  | 38.16  | 28.14  | 14.48  | 27.00  | 37.97  | 28.25  | 14.66  |
| Minimum         | 23.17  | 35.37  | 26.53  | 12.26  | 24.42  | 35.30  | 26.33  | 13.11  |
| Maximum change  | 3.39   | 2.78   | 1.61   | 2.22   | 2.58   | 2.68   | 1.93   | 1.54   |
Trend analysis revealed strongly increasing temperature trends in all seasons across the main parts of Khuzestan province (Fig. 8). The maximum temperature changes were generally in the south, west, and central areas. In spring, the maximum change in mean temperature occurred in the west of the province, where the temperature increased by about 0.8–1 °C/decade (Figs. 8a and 9a). There was a considerable increase in temperature in summer in all areas of the province; from east to west, the mean temperature rose by 0.15 to 1.4 °C/decade, signifying intensive temperature increases in the west (Figs. 8b and 9b). The rate of temperature increase in autumn varied from 0.4 to 0.9 °C/decade in the past three decades (Figs. 8c and 9c). In winter, almost all of the province showed a significant increasing trend in temperature, at a rate of 0.5 to 0.8 °C/decade (Figs. 8d and 9d). The change in SHC was most significant in the southwest and decreased along a transect from southwest to northeast (Fig. 8e). In contrast, the changes in SCH followed no special trend within Khuzestan province (Fig. 8f).

Seven indices showed statistically significant trends in the plains area of the province: $L_{spr}$, $C_{spr}$, SHC, $L_{aut}$, $C_{win}$, $O_{win}$, and $C_{win-sum}$. Significant increasing trends were observed for $L_{spr}$ (5–9 day/decade), $C_{spr}$ (3–5 days/decade), and SHC (days/decade) and significant decreasing trends for $L_{aut}$ (5–8 day/decade), $C_{win}$ (3–5 days/decade), $O_{win}$ (3–4 days/decade), and $C_{win-sum}$ (6–8 days/decade).

Spatial analysis of 30-year mean ambient temperature in the seasons in Khuzestan showed that the central steppes and western plain areas had experienced the greatest changes (about 1 °C per decade).
4 Discussion

Increases in global average temperatures have been well-documented in the literature, but other characteristics of temperature, like regional and seasonal variability or timing, have been less well studied (Allen and Sheridan 2016; Rogers 2013; Trenberth 1983). Among the different thermal characteristics of climate change, timing is an important issue for many bio-climatological processes, as, e.g., earlier onset of spring/summer or delayed onset of autumn and shortening of winter can have impacts on flowering dates (Sperling et al. 2019; Woznicki et al. 2019), migratory species (Fraser et al. 2019; Helm et al. 2019; Schmaljohann 2019), and human adaptation to extreme temperature environments.

Fig. 8 Spatial maps of Mann-Kendall statistic z for thermal indices in Khuzestan province in the period 1987–2016. a Spring temperature. b Summer temperature. c Winter temperature. d Autumn temperature. e Slope of change from hot to cold season (SHC). f Slope of change from cold to hot season (SCH).

Fig. 9 Spatial maps of trend magnitude (Theil-Sen slope estimator) for thermal indices in Khuzestan province in the period 1987–2016. a Spring temperature. b Summer temperature. c Winter temperature. d Autumn temperature. e Slope of change from hot to cold season (SHC). f Slope of change from cold to hot season (SCH).
In this work, we developed a new configuration of the seasons in order to quantify changes in timing in thermal climate characteristics. We defined the seasons mainly based on the temperature (Dong et al. 2010) but used temperature data to define a new seasonal pattern. Seasonal characteristics vary from year to year or place to place. Of the four traditional seasons, there is a coldest season and a warmest season, which are called winter and summer in all climates. We used these two seasons as a benchmark for assessing changes in the timing of thermal characteristics. In our approach, in any region with any climate, the two sets of 90 consecutive days in a calendar year (representing two sets of 3 months) with the highest and lowest mean temperature are defined as summer and winter, respectively. Based on this new configuration of seasons, we defined the onset day of winter and summer for each year and assessed possible changes in the start date of each season. Based on this benchmark system, we developed two new variables for evaluating the timing characteristics of temperature in the transitions from hot to cold season (autumn) and cold to hot season (winter). To our knowledge, no previous study has considered the length of autumn and spring as a variable when assessing climate change. These transition seasons are not necessarily 3 months each, and clear criteria have to be applied to assess the length and onset day for autumn and spring, as shown here for the case study of Khuzestan province.

Threshold values for different seasons and bioclimatological processes have been widely used for exploring changes in seasons or for irrigation scheduling. For example, Klein Tank and Können (2003) used a threshold of 25 °C for summer in Europe (Klein Tank and Können 2003). In Britain, a temperature threshold of 14 °C for summer days has been considered (Kirbyshire and Bigg 2010). Zhang (1934) proposed 10 °C and 22 °C as the threshold values for winter and summer in China (Zhang 1934). Many pre-defined temperature thresholds are roughly used in the literature to calculate indices proposed by the ETCCDI team (Panda et al. 2014; Tong et al. 2019; Wang et al. 2017). As indicated above, a range of values have been defined as thresholds for summer and winter, since the onset of seasons depends on the geographical location of a region. Therefore, it is not reasonable to use a fixed threshold for determining the onset of seasons when studying the timing of seasons on larger scales. In this study, we developed a dynamic approach for defining the thermal threshold for changes in season. We recommend our seasonal configuration approach to defining the temperature threshold for different seasons as mean temperature for each season, as it was able to reveal annual or periodic changes in the case study area.

In this study, we also developed a timing index called centroid of season that can be defined for each season or any specific period. This index is based on the concept of centroid in geometry and on data on the daily temperature in each season or over the year. The centroid is a unique date or day of the year for each season in each year and can be used as a supplementary index when assessing timing changes in the thermal characteristics of climate.

5 Conclusions

We present 12 new indices for quantifying timing characteristics of air temperature, in order to gain a better understanding of the seasonal configuration. These indices deal with onset day, centroid day, and length of different seasons, and we applied them in a framework to study variations in the timing of seasons. Based on 50 years of temperature data recorded at Ahvaz city in southern Iran, 10 out of the 12 indices revealed significant trends (95% confidence level). It was found that spring (autumn) increased (decreased) by approximately 4 days/decade in the study period and that the thermal centroid of spring, summer, and autumn had shifted forward by 2, 2.2, and 0.8 days/decade, respectively, while the thermal centroid of winter had moved backward by 1.4 days/decades. The onset of the hottest 90-day period (summer) had advanced at a rate of 2 days/decade, whereas the onset of the coldest 90-day period (winter) had been delayed by 1.5 days/decade.

Comparison of the difference between centroid of summers and centroid of winters revealed a significant decrease (4 days/decade). Using 30 years of temperature data, a zoning map was developed for the case of Khuzestan province in southwest Iran. This showed that south, southwest, and central areas of the province (plain region with low elevation) had generally experienced significant changes in the timing indices, while mountainous regions, mostly located in the northeast, had experienced non-significant changes.
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