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Abstract—Differentiable ARchiTecture Search (DARTS) has attracted much attention due to its simplicity and significant improvement in efficiency. However, the excessive accumulation of the skip connection, when training epochs become large, makes it suffer from weak stability and low robustness, thus limiting its practical applications. Many works have attempted to restrict the accumulation of skip connections by indicators or manual design. These methods, however, are susceptible to human priors and hyper-parameters. In this work, we suggest a more subtle and direct approach that no longer explicitly searches for skip connections in the search stage, based on the paradox that skip connections were proposed to guarantee the performance of very deep networks, but the networks in the search stage of differentiable architecture search are actually very shallow. Instead, by introducing channel importance ranking and channel allocation strategy, the skip connections are implicitly searched and automatically refilled unimportant channels in the evaluation stage. Our method, dubbed Adaptive Channel Allocation (ACA) strategy, is a general-purpose approach for differentiable architecture search, which universally works in DARTS variants without introducing human priors, indicators, or hyper-parameters. Extensive experiments on various datasets and DARTS variants verify that the ACA strategy is the most effective among existing methods in improving robustness and dealing with the collapse issue when training epochs become large.
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I. INTRODUCTION

Neural Architecture Search (NAS) has recently attracted enormous attention since it has brought up the prospect of automating the customization of neural architecture for specific tasks. Compared to traditional reinforcement learning-based NAS and evolution-based NAS, Differentiable ARchiTecture Search (DARTS) reduces the search cost to the same order of magnitude as training a single neural network, enabling NAS to be applied to more expensive problems than image classification, such as semantic segmentation [1], disparity estimation [2], etc.

DARTS employs an elegant gradient-based search framework to perform differentiable joint optimization between the operation strength and the super-net weights [3], and thus combines the super-net search and candidate sub-network evaluation into one step. It creates a ripple effect in the NAS community and motivates a slew of new initiatives to make further improvements [4]–[8].

Despite its simplicity and computational efficiency, DARTS has been challenged for lacking resilience and stability. Many studies [9]–[12] have found that the derived target-net often collapses in the evaluation stage when skip connection dominates the created architecture, especially after a long search stage [13], which is well-known as the collapse issue [12]. Accordingly, researchers attempt to restrict the accumulation of skip connections by adding human priors, designing indicators, or using hyper-parameters. P-DARTS [6] and DARTS+ [10] alleviate the collapse issue by directly constraining the number of skip connections to a fixed number, which is a strong handcrafted prior. R-DARTS [9] indicates that the validation loss concerning the architecture parameters has higher Hessian eigenvalues when the derived architecture generalizes poorly. So R-DARTS [9] and SDARTS [14] attempt to enhance the robustness by regularizing for a lower Hessian eigenvalue. The main disadvantage of indicator-based approaches is that they impose strong priors by directly manipulating the derived model, which is dubious and equivalent to touching the test set [12]. DARTS− [12], on the other hand, attempts to factor out the advantage of the skip connection with an auxiliary skip connection. However, the auxiliary skip connection introduces additional hyper-parameters. β-DARTS [15] uses beta-decay regularization to balance the importance of different operations.

Since the skip connection is unfavorable for a robust and stable search, existing works aim to restrict the overaccumulation of skip connections in the search phase. However, we argue the reason might be that skip connections are unsuitable to be explicitly searched in the search stage. Skip connections were first proposed to construct a residual block with convolutions that could be used to build deeper networks with hundreds of layers without sacrificing the performance [16]. However, the super-net in differentiable architecture search is shallow, with only eight stacked cells. So it appears illogical to search the position of skip connections in the shallow super-net and then construct a deep target-net based on the searched cells. The strong evidence is that, as reported by many works [9], [13], DARTS can find a sound architecture by the first 50 epochs but converges to a dramatically poor architecture, with almost all operations being skip connections after searching for standard epochs (200 epochs), leading to a contradiction that skip connections are the most important operations for shallow networks. However, such architecture
performs poorly in the evaluation stage, as verified in our followup experiments.

As a result, we conjecture if it is possible to no longer explicitly search for the skip connection in the search phase. Intuitively, removing the skip connection will lead to degradation in the performance of the searched architecture as the skip connection is an important candidate operation in the search space of most NAS works [4]–[7], [17]. So we conducted a preliminary experiment by simply removing the skip connection from the search stage of DARTS and randomly refilling them with fixed allocated channels in the evaluation stage. Surprisingly, the results exhibit excellent stability without any performance degradation.

This preliminary experiment encourages us to propose a new Adaptive Channel Allocation (ACA) strategy to implicitly search and automatically refill the skip connections to unimportant channels in the evaluation stage, where unimportant channels indicate channels that have less impact if removed from the model. Specifically, the channels are first ranked based on the channel’s importance, and then the unimportant channels are refilled by skip connections. The ratio of channels of refilled skip connections is determined by the operation strength consistent with the search stage. Thus, the position of skip connections could be automatically determined, and a stable search could be achieved without performance degradation.

Our main contributions are as follows:

- We propose a novel adaptive channel allocation (ACA) strategy that first implicitly searches the skip connection to boost robust differentiable architecture search without introducing extra handcrafted prior, indicators or hyper-parameters.
- We design a measurement study with experiments to show that it is unnecessary to explicitly search the position of skip connections in cell-based differentiable architecture search, and the severe degradation with training epochs increasing can be solved by simply removing skip connections from the search stage and refilling them to the target-net.
- The proposed ACA strategy is a general-purpose robust approach that universally works in DARTS variants without extra search cost.
- We conduct thorough experiments across four search spaces and three datasets to demonstrate the ACA strategy is most effective among existing methods for robustifying DARTS, which can consistently improve the performance and robustness of differentiable architecture search on large search epochs.

II. RELATED WORK

This section reviews the previous primary efforts on neural architecture search (NAS), especially DARTS-based approaches related to stability and robustness, and highlights how our work differs.

**Neural architecture search.** NAS-RL [18] and MetaQNN [19], using reinforcement learning as a search strategy to explore the search space, are considered pioneers in the field of NAS. Subsequently, evolution-based methods assume the possibility of applying genetic operations to force a single architecture or a family to evolve towards better performance to search for neural architectures [20]–[23]. As the above methods are often very expensive, various works aim to reduce the search costs by, e.g., weight sharing within search models [24]–[27], multi-fidelity optimization [28]–[31], and employing network morphisms [23], [32]–[34]. However, their applicability often remains restricted to simple tasks or small datasets. A recent line of DARTS-based works focuses on relaxing the discrete NAS problem to a continuous one by performing differentiable joint optimization between the architecture parameters and the super-net weights and thus combines searching super-net and evaluating candidate sub-networks into one step [3], [6], [7], [35]–[37].

**Stable DARTS variants.** Despite the simplicity of DARTS-based approaches, DARTS [3] is known to be unstable due to the performance collapse [5], [9], [17]. Some recent works find that the performance collapse is due to the domination of skip connection in the generated architecture [9], [11], [12]. Existing works have been devoted to resolving it by restricting or transferring the advantage of skip connections. Some works [9], [14] design indicators like Hessian eigenvalues or add perturbations to regularize the indicators. However, these methods rely heavily on the accuracy of the indicators. P-DARTS [6] and DARTS+ [10] employ a strong human prior to reducing the collapse issue by directly constraining the number of skip connections to a fixed number. Fair DARTS [11] argues that the unfair advantage of skip connections lies in exclusive competition and changes the softmax activation to sigmoid activation to reduce competition. However, Fair DARTS can not limit the unfair advantage of skip connections that they often lead to the fastest way of gradient descent. SGAS [38] employs a greedy strategy where the unfair advantage of skip connections could be prevented from taking effect. But greedy underestimation may prune out potential good operations too early. DARTS– [12] attempts to factor out the advantage of skip connections with an auxiliary skip connection. \( \beta \)-DARTS, introduced by Ye et al. [15], employs beta-decay regularization to balance the significance of various operations. Single-DARTS [39] uses single-level optimization to update network weights and architecture parameters simultaneously, which obviously alleviates performance collapse.

All these works attempt to restrict the skip connection in the final derived target-net by elaborate designs, while we aim to employ a direct and effective approach to stabilize DARTS by removing skip connections from the search stage and automatically refilling them in the evaluation stage.

III. METHODOLOGY

In this section, we first briefly review the differentiable architecture search widely adopted in existing works. Then we design some preliminary experiments to explore the relationship between the collapse issue and the accumulation of skip connections. Based on the results, we develop our final method of adaptive channel allocation to achieve a robust differentiable architecture search.
The forward propagation of the target-net for evaluation is formulated as follows:

\[
x_j = \sum_{(i,k) \in S_j} o_k(w^{(i,j)}_k, x_i), \tag{3}
\]

\[
S_j = \{(i, k) | A^{(i,j)}_k = 1, \forall i < j, 1 \leq k \leq K\}, \tag{4}
\]

where \(A^{(i,j)}_k \in \{0, 1\}\) is a binary variable that indicates whether operation \(o_k\) in \(e^{(i,j)}\) is retained. Comparing Equation 2 and Equation 3, the handcrafted rule only retains edges with a fixed topology and discards operation strength \(p^{(i,j)}_k\), which causes all retained operations in the target-net to have the same operation strength. However, the strength of different operations in the super-net is not the same.

B. Motivation

Many works [9]–[12] have discovered that the derived architecture of differentiable architecture search frequently collapses after a long search stage and the primary reason is that skip connection dominates the generated architecture. Fair DARTS [11] analyzes that the skip connection works well in the training phase as it can be in cooperation with convolutions. However, DARTS picks the top-performing operation (skip connection here) and discards its collaborator (convolution) before the evaluation stage, resulting in a degenerate model. DARTS—[12] argues that the unfair advantage of the skip connection comes from its extra function in preventing gradient vanishing. Here, we believe that the performance degradation is due to the explicit searching of skip connections in the search phase.

Skip connections were first presented as a way to construct a residual block with convolutions so as to deepen the network to hundreds of layers without accuracy degradation [16]. The super-net in differentiable architecture search, however, is shallow, with just eight stacked cells. So, it appears unreasonable to explicitly search the position of skip connections in the shallow super-net and then construct a deep target-net based on the searched cells. To verify our claim, we first explore the performance of DARTS after removing skip connections from the search stage. We run DARTS five times on the original operation space and on the reduced space without skip connections, respectively. The target-nets are retrained for 600 epochs.

The results are illustrated in Fig. 2. We show by dashed lines the tendency of performance in Fig. 2 (a). The test error of DARTS increases rapidly with the increase of the search epochs. The corresponding percentage of skip connections in all the retained operations is shown in Fig. 2 (b). Clearly, the DARTS test error strongly correlates with the percentage of skip connections. With the increment of epochs, the unfair advantage of skip connections will gradually increase their architecture parameters. Because DARTS picks the top-one operation, skip connection dominates the final architecture. DARTS suffers severe degradation when skip connections dominate the searched architectures, which is in line with the observation of previous works [9]–[12]. Inspired by this observation, we conduct a preliminary experiment by simply

Fig. 1. The overall pipeline of DARTS. (a) Super-net in the search stage. (b) Target-net in the evaluation stage.

A. Preliminaries

DARTS-based approaches search the architectures in cell-based search space [3], [6], [7], represented by a directed acyclic graph (DAG) composed of a set of nodes \(N = \{x_1, \ldots, x_j, \ldots, x_N\}\) and a set of edges \(E = \{e^{(i,j)} | 1 \leq i < j \leq N\}\). As illustrated in Fig. 1 (a), each node defines a latent representation (e.g., feature maps) and each edge contains \(K\) operations (e.g., \(3 \times 3\) convolution) in accordance with the candidate operations \(O = \{o_1, o_2, \cdots, o_k, \cdots, o_K\}\).

To make the search space continuous, continuous relaxation is adopted to the categorical choice of a particular operation \(o_k\) by a softmax over all possible operations in each edge \(e^{(i,j)}\):

\[
p^{(i,j)}_k = \frac{\exp \left( \alpha^{(i,j)}_k \right)}{\sum_k \exp \left( \alpha^{(i,j)}_k \right)}, \tag{1}
\]

where \(\alpha^{(i,j)}_k\) is the architecture parameters related to operation \(o_k\) in \(e^{(i,j)}\) and \(p^{(i,j)}_k \in (0, 1)\) indicates the operation strength of operation \(o_k\). Then, the forward propagation in the cell of the super-net can be formulated as:

\[
x_j = \sum_{i < j} \sum_{k=1}^{K} p^{(i,j)}_k o_k(w^{(i,j)}_k, x_i), \tag{2}
\]

where \(w^{(i,j)}_k\) is the internal weights related to \(o_k\) in \(e^{(i,j)}\) and becomes none for non-parametric operations, such as max pooling.

After the search stage, as illustrated in Fig. 1 (b), the cell of the target-net is derived according to a handcrafted rule by regarding \(p^{(i,j)}_k\) as the operation’s importance, in which only the top-2 strongest input operations (from distinct nodes \(x_i\)) of each node \(x_j\) are projected onto 1, and others 0. This target-net will be trained from scratch and finally get tested after retraining in the evaluation stage.
Fig. 2. The comparison of DARTS and DARTS-S (DARTS without skip connection in the search stage) on the (a) test error and (b) percentage of skip connections.

Fig. 3. The proposed adaptive channel allocation method. In the target-net, we first employ scaling factors in batch normalization to assess the channel importance. Important channels are allocated to the original operations, and the remaining channels are assigned to skip connections. The number of allocated channels is determined by the operation strength inherited from the search stage.

C. The Proposed Adaptive Channel Allocation Strategy

We can deduce from the comparison of DARTS and DARTS-S that DARTS shows better performance and much better stability after removing skip connections from the search stage and refilling them to the target-net with fixed allocated channels of 8 in the evaluation stage. As shown by solid lines, DARTS without skip connection in the search stage (DARTS-S) has a consistent performance with the increment of searched epochs and exhibits smaller standard deviations than the original DARTS.

We can deduce from the comparison of DARTS and DARTS-S that DARTS shows better performance and much better stability after removing skip connections from the search stage and refilling them to the target-net. Consequently, we can conclude that the existing framework is somewhat unreasonable to search the position of skip connections in the shallow super-net and then construct a deep target-net based on the searched cells. In DARTS-S, however, the process of refilling skip connections in the evaluation stage is rough and manual. It motivates us to create a new strategy for implicitly searching and automatically refilling skip connections in the proper positions in the evaluation stage.

Fig. 4. Schematic illustration of the cell in the target-net of (a) traditional DARTS variants and (b) the proposed ACA-based variants.
space, allowing it to work in various DARTS variants universally. In the search stage, ACA enables implicitly searching the position of skip connections by innovatively inheriting the operation strength \( p_k^{(i,j)} \) of each retained operation \( o_k \) in the search stage. Based on the value of \( p_k^{(i,j)} \), we assign different numbers of channels for each operation.

Following Equation 4, we use \( S = \{(i, j, k)|A_k^{(i,j)} = 1, \forall i < j, 1 \leq k \leq K\} \) to indicate all retained operations in the derived cell, where \( A_k^{(i,j)} \in \{0, 1\} \) is a binary variable that indicates whether operation \( o_k \) in \( e^{(i,j)} \) is retained. Then the relative channel ratio of \( o_k^{(i,j)} \) could be formulated as the ratio of its operation strength to the maximum retained operation strength in the whole cell:

\[
q_k^{(i,j)} = \frac{p_k^{(i,j)}}{\max_{(i,j,k) \in S} \{p_k^{(i,j)}\}}, \tag{5}
\]

where the operation strength \( p_k^{(i,j)} \) inherits from the search stage (Equation 1).

Let \( C_k^{(i,j)} \) denotes the number of output channels of operation \( o_k^{(i,j)} \), the allocated number of channels of \( o_k^{(i,j)} \) is:

\[
\hat{C}_k^{(i,j)} = \lfloor q_k^{(i,j)} \cdot C_k^{(i,j)} \rfloor, \tag{6}
\]

where \( \lfloor \cdot \rfloor \) indicates the rounding symbol. As a result, stronger operations will be allocated more channels, and the strongest operations will be allocated all channels. The different numbers of channels of various operations achieve operation-wise attention.

However, allocating different numbers of channels to various operations in a network is difficult in practice. Moreover, according to Equation 3, the output of different operations could be added together before being used as the input to the next node. So inconsistent channels could break the forward propagation. Consequently, we employ the skip connection to fill the missing channels of weak operations, preventing the cell structure from being broken. The allocated number of channels of skip connection in each \( o_k \) is formulated as:

\[
\tilde{C}_k^{(i,j)} = \hat{C}_k^{(i,j)} - C_k^{(i,j)} - \hat{C}_k^{(i,j)}. \tag{7}
\]

The refilled skip connections prevent the cell structure from being broken. On the other hand, as illustrated in Fig. 3, the target-net automatically assigns a varied number of channels for the skip connection for different operations based on the inherited operation strength. Then, the super-net achieves an implicit search of the skip connection when it determines the operation strength of each operation. Thereafter, even if the skip connections are removed from the search space, the degradation in performance will not occur.

The most crucial factor for channel allocation is how to select channels for original operations and skip connections. We employ a strategy from network slimming [40] by leveraging the scaling factors in batch normalization (BN) layers to determine the channel importance. Then, for each operation, the unimportant channels are replaced by the skip connection, and the critical channels for the operation remain unchanged. In deep learning, the BN layer plays a crucial role in normalizing internal activations using mini-batch statistics. Let the input and output of a BN layer be \( z_{\text{in}} \) and \( z_{\text{out}} \), respectively. And

\[
B \text{ stands for the current mini-batch. The BN layer performs the following transformation:}
\[
\hat{z} = \frac{z_{\text{in}} - \mu_B}{\sigma_B + \epsilon}; \quad z_{\text{out}} = \gamma \hat{z} + \beta. \tag{8}
\]

Here, \( \mu_B \) and \( \sigma_B \) represent the mean and standard deviation values of the input activations over the mini-batch \( B \). \( \gamma \) and \( \beta \) are trainable affine transformation parameters, allowing for the normalized activations to be linearly transformed to any desired scales. It is common practice to incorporate a BN layer after a convolutional layer with channel-wise scaling/shifting parameters. Therefore, we can directly utilize the scaling factors provided by the \( \gamma \) parameters in the BN layers as channel importance. Because we drop out parameter-free operations like MaxPool, this strategy can be applied to all searched operations. The overall algorithm is provided in Algorithm 1.

Furthermore, as existing DARTS variants retain edges with a fixed topology and discard the operation strength in the target-net (see Fig. 4), they only have limited diversity. The inherited \( p_k^{(i,j)} \) relaxes the relative channel ratio of each operation in the target-net from 1 to \( (0, 1] \), resulting in a large rise in the diversity of possible architectures in the search space. After introducing the ACA strategy, the architecture space of DARTS variants will be expanded at least \( 2 \times 10^{12} \) times.

D. Fine-tuning

Channel manipulation may temporarily lead to some accuracy loss. But this can be largely compensated by the following fine-tuning process [40]. Following network slimming [40], we fine-tune the model for several epochs after refilling the skip connections.

E. Discussion on Relationships with Prior Works

Adaptive channel allocation, as the key strategy in this work, aims to address the performance collapse in differentiable

**Algorithm 1 Adaptive Channel Allocation**

**Require:**

- Retained operation \( S = \{(i, j, k)|A_k^{(i,j)} = 1, \forall i < j, 1 \leq k \leq K\} \);
- Operation strength \( \{p_k^{(i,j)}\}, (i, j, k) \in S; \) Channel number \( C \).

**Ensure:**

- Number of channels for each retained operation \( \{C_k^{(i,j)}\} \);
- Number of channels for the skip connection \( \{\tilde{C}_k^{(i,j)}\} \).

1: Determine the largest operation strength in the retained operations
2: for each operation in \( S \) do
3: Calculate channel ratio \( q_k^{(i,j)} \) based on Equation 5
4: Calculate \( \hat{C}_k^{(i,j)} \) based on Equation 6
5: Calculate \( \tilde{C}_k^{(i,j)} \) based on Equation 7
6: Gain \( \gamma_k^{(i,j)} \) for each channel based on Equation 8
7: end for
8: Return \( \{C_k^{(i,j)}\}, \{\tilde{C}_k^{(i,j)}\}, \{\gamma_k^{(i,j)}\} \).
neural architecture search. PC-DARTS employs a channel sampling strategy, which is comparable to our channel allocation strategy. Channel sampling is employed in the search stage, which aims to reduce computational overhead with a hyper-parameter $K$ requiring careful calibration. It works on multiple candidate operations of each edge by randomly sampling part of channels for forward propagation. In contrast, our channel allocation is a deriving strategy to address the performance collapse by automatically refilling skip connections based on channel importance and inherited operation strength. Moreover, we introduce no handcrafted prior, indicator or hyper-parameter compared to previous works [6], [9], [10], [12], [14], thus greatly reducing the burden of shifting to different variants and tasks.

By adopting the ACA strategy, the differentiable neural architecture search can be viewed as a combination of ResNet [16] and DenseNet [41]. In the search stage, we combine features through summation before they are passed into the next node, which is in line with the strategy of ResNet. In the evaluation stage, we combine features of retained operations and skip connections by concatenation, which is similar to DenseNet. The reason for combining features through summation in the search phase is that the summation enables a better mixture of candidate operations for differentiable optimization. Instead, the summation is unsuitable for the evaluation stage because the operation strength could be balanced.

F. Discussion on Inconsistency

The inconsistency of existing DARTS variants comes from two aspects. First, each edge contains multiple operations during the search but a single operation during retraining. Second, operations have different operation strengths during the search but the same operation strength during retraining. Our method eliminates the second inconsistency by adding skip connections in the retraining based on the inherited operation strength in the search stage. The first inconsistency also exists in our method. However, it is hard to say the first inconsistency is increased in our method. Specifically, for existing DARTS variants, most skip connections exist in search but are removed during retraining. In contrast, for our method, the skip connection is removed from the search and exists in retraining.

IV. EXPERIMENTS

In this section, we first perform experiments on CIFAR-10 to investigate the combination of our approaches with DARTS and representative variants for robustifying DARTS in Section IV-A. Then we perform experiments using a large search epoch for a thorough and comprehensive analysis of search stability (Section IV-B). We also show our results on ImageNet (Section IV-D). In Section IV-E, we illustrate the visualization of our searched cells. In the end, we investigate the robustness of our methods in different search spaces, including cell space (Section IV-F) and operation space (Section IV-G).

A. Experiments on CIFAR-10 under Standard Search Space

Setting. Following the convention [3], [6], [7], [9], we launch extensive experiments on CIFAR-10 [42] dataset. CIFAR-10 contains 60K images, consisting of 50K training and 10K testing images. These images are equally distributed over 10 classes and each of them has a spatial resolution of $32 \times 32$. Based on the observation in Section III-B, we employ adaptive channel allocation (ACA) to combine with DARTS to search convolution cells on CIFAR-10 after removing skip connections from the standard operation space. The macro architecture is constructed by stacking the cells 8 times in the search stage and 20 times in the evaluation stage. Each cell contains 7 nodes (2 input nodes, 4 intermediate nodes, and 1 output node). For a fair comparison, we follow the original setting of DARTS [3] for detailed settings for the search and evaluation stages. Specifically, in the search stage, the network weights are optimized by momentum Stochastic Gradient Descent, with a learning rate annealed down to zero following a cosine schedule without restart, a momentum of 0.9, and a weight decay of $3 \times 10^{-4}$. In the evaluation stage, the models are trained from scratch for 600 epochs and then finetuned for 10 epochs.

To demonstrate the universal effectiveness of the proposed ACA strategy, we also test it on popular DARTS variants aimed at improving stability or robustness, including P-DARTS [6] (shown as ACA-P-DARTS), PC-DARTS [7] (shown as ACA-PC-DARTS), R-DARTS [9] (shown as ACA-R-DARTS), SDARTS-ADV [14] (shown as ACA-SDARTS-ADV), DARTS- [12] (shown as ACA-DARTS-), and β-DARTS [15] (shown as ACA-β-DARTS). We show the results of all models after searching for 50 epochs as well as 200 epochs to further explore the stability. All the average results are obtained on 5 independently searched models. We can not compare the performance on architecture datasets of NAS Benchmarks [43]–[45] as they only contain architectures consisting of standard operations.

Results. Table I shows the comparison of our method with DARTS and state-of-the-art algorithms aimed at stabilizing DARTS. Compared to DARTS (1st), adaptive channel allocation (ACA-DARTS (1st)) decreases the test error from 3.00% to 2.78% after searching for 50 epochs, and significantly decreases the test error from 5.41% to 2.76% after searching for 200 epochs. When applied to other variants, the adaptive channel allocation technique achieves performance improvements for all baselines. After searching for 200 epochs, the improvements become significant, even if the baselines are designed for robustifying DARTS.

B. Performance with Longer Epochs

Setting. Experiments on CIFAR-10 show that the ACA strategy can improve the performance of DARTS and the variants aimed at strengthening stability after searching for large epochs. Here, we explore larger epochs to allow a thorough and comprehensive analysis of the search stability. Specifically, we compare ACA-DARTS (2nd) with DARTS (2nd) [3] to demonstrate the effectiveness of our ACA strategy. Additionally, we the results of PC-DARTS [7], R-DARTS [9],
TABLE I
Comparison with state-of-the-art approaches related to robustifying DARTS on CIFAR-10. Each result is averaged from 5 independently searched models to represent the robustness. 1st means using the first-order approximation. 2nd means using the second-order approximation.

| Architecture       | Test Error (%) | Params* (M) | Search Cost† (GPU-days) | Robustifying Method |
|--------------------|----------------|-------------|--------------------------|---------------------|
|                    | 50 epochs      | 200 epochs  |                          |                     |
| DARTS (1st) [3]    | 3.00±0.14      | 5.41±0.30   | 3.3±0.4                 | 0.4                 | -                    |
| ACA-DARTS (1st)    | 2.78±0.10      | 2.76±0.13   | 3.5±0.2                 | 0.4                 | ACA                  |
| DARTS (2nd) [3]    | 2.76±0.09      | 4.12±0.21   | 3.4±0.3                 | 1.0                 | -                    |
| ACA-DARTS (2nd)    | 2.68±0.09      | 2.69±0.11   | 3.6±0.2                 | 1.0                 | ACA                  |
| PC-DARTS [7]       | 2.57±0.07      | 3.85±0.19   | 3.6±0.3                 | 0.1                 | channel sampling     |
| ACA-PC-DARTS       | 2.54±0.09      | 2.74±0.11   | 3.6±0.2                 | 0.1                 | ACA+channel sampling |
| P-DARTS† [6]       | 2.81±0.14      | 2.93±0.15   | 3.4±0.3                 | 0.3                 | human prior          |
| ACA-P-DARTS        | 2.73±0.12      | 2.76±0.11   | 3.5±0.2                 | 0.3                 | ACA+human prior      |
| R-DARTS [9]        | 2.95±0.21      | 4.34±0.21   | 3.4±0.3                 | 0.4                 | indicators           |
| ACA-R-DARTS        | 2.81±0.13      | 2.82±0.09   | 3.6±0.2                 | 0.4                 | ACA+indicators       |
| DARTS- [12]        | 2.59±0.08      | 3.45±0.15   | 3.5±0.2                 | 0.4                 | hyper-parameters     |
| ACA-DARTS-         | 2.59±0.09      | 2.72±0.07   | 3.5±0.1                 | 0.4                 | ACA+hyper-parameters |
| SDARTS-ADV [14]    | 2.61±0.02      | 3.14±0.14   | 3.3±0.1                 | 1.3                 | indicators           |
| ACA-SDARTS-ADV     | 2.58±0.08      | 2.73±0.08   | 3.4±0.2                 | 1.2                 | ACA+indicators       |
| β-DARTS [15]       | 2.53±0.08      | 2.79±0.11   | 3.8±0.2                 | 0.4                 | beta decay           |
| ACA-β-DARTS        | 2.52±0.10      | 2.56±0.09   | 3.8±0.2                 | 0.4                 | ACA+beta decay       |

* Parameters of the models after searching for 50 epochs. Parameters under 200 epochs are similar to 50 epochs.
† Search cost for 50 epochs. The search cost of 200 epochs takes about 4 times that of 50 epochs.
‡ 5 independent searches using their released code.

The architectures derived after searching for large epochs are visualized in Fig. 6. All architectures are constructed by stacking the cells 8 times in the search stage and 20 times in the evaluation stage. Each cell contains 7 nodes (2 input nodes, 4 intermediate nodes, and 1 output node). The first and second nodes of cell $k$ are set equal to the outputs of cell $k-2$ and cell $k-1$, respectively. Cells located at the $1/3$ and $2/3$ of the total depth of the network are reduction cells, in which all the operations adjacent to the input nodes are of stride two. And other cells are normal cells. The number behind each operation in a cell represents its channel ratio. The channel ratio calculates the allocated number of channels, and the remaining channels are allocated to skip connections. It is worth noting that all the architectures are reasonable, without the domination of skip connections in the final architectures.

SDARTS-ADV [14], DARTS- [12], and β-DARTS [15] for comparison. P-DARTS [6] is not included because of its strong human prior. We run every NAS algorithm for 50, 100, 200, 300, 600, and 1000 epochs. Note that such large epochs are far from overfitting because there is still much room for improvement in the training accuracy.

Results As illustrated in Fig. 5, DARTS (2nd) [3] generates architectures with deteriorating performance as the search epoch becomes large, which is in line with the observation in previous works [9]-[12]. Indicators introduced by R-DARTS [9], channel sampling in PC-DARTS [7] and auxiliary skip connection in DARTS- [12] take some effects. However, they are only effective for the first few search epochs. β-DARTS [15] is the most effective baseline, but it also suffers from performance degeneration after the search epochs are larger than 300. In contrast, ACA-DARTS (2nd) can successfully survive and overcome the instability issue even for 1000 epochs without introducing extra handcrafted prior, indicators, or hyper-parameters. Note that such strong robustness on large epochs does not occur for any other methods.

Fig. 5. Test accuracy on CIFAR-10 after searching for large epochs (best view in color).
Fig. 6. Searched normal cells and reduction cells by ACA-DARTS on CIFAR-10 dataset with large search epochs. (a) Normal cell of 200 search epochs. (b) Reduction cell of 200 search epochs. (c) Normal cell of 300 search epochs. (d) Reduction cell of 300 search epochs. (e) Normal cell of 600 search epochs. (f) Reduction cell of 600 search epochs. (g) Normal cell of 1000 search epochs. (h) Reduction cell of 1000 search epochs. The number behind each operation represents its channel ratio.

TABLE II

| Architecture         | Test Error (%) | Params (M) | Search Cost GPU-days | Robustifying Method |
|----------------------|----------------|------------|----------------------|---------------------|
|                      | 50 epochs      | 200 epochs |                      |                     |
| DARTS (1st) [3]      | 3.11±0.17      | 4.95±0.31  | 3.6±0.3              | 0.6                 | -                   |
| ACA-DARTS (1st)      | **2.68±0.15**  | **2.59±0.17** | 3.5±0.3              | 0.4                 | ACA                 |
| DARTS (2nd) [3]      | 2.84±0.13      | 4.35±0.19  | 3.5±0.1              | 1.2                 | -                   |
| ACA-DARTS (2nd)      | **2.58±0.12**  | **2.52±0.13** | 3.5±0.2              | 0.8                 | ACA                 |
| PC-DARTS [7]         | 2.82±0.19      | 3.49±0.17  | 3.5±0.2              | 0.2                 | channel sampling    |
| ACA-PC-DARTS         | **2.60±0.23**  | **2.56±0.14** | 3.4±0.2              | 0.1                 | ACA+channel sampling|
| DARTS- [12]          | 2.67±0.15      | 3.07±0.12  | 3.6±0.1              | 0.6                 | hyper-parameters    |
| ACA-DARTS-           | **2.61±0.13**  | **2.57±0.08** | 3.6±0.2              | 0.4                 | ACA+hyper-parameters|
| SDARTS-ADV [14]      | 2.67±0.07      | 3.28±0.16  | 3.5±0.2              | 1.6                 | indicators          |
| ACA-SDARTS-ADV      | **2.59±0.09**  | **2.55±0.06** | 3.6±0.3              | 1.2                 | ACA+indicators      |
| GOLD-NAS [46]        | 2.53±0.08      | 2.60±0.17  | 3.7±0.3              | 1.1                 | hyper-parameters    |
| ACA-GOLD-NAS         | **2.53±0.11**  | **2.53±0.09** | 3.7±0.3              | 1.1                 | ACA+hyper-parameters|
| β-DARTS [15]         | **2.57±0.11**  | 2.79±0.13  | 3.8±0.3              | 0.6                 | beta decay          |
| ACA-β-DARTS          | 2.58±0.13      | **2.49±0.06** | 3.8±0.2              | 0.4                 | ACA+beta decay      |
| Single-DARTS [39]    | 2.58±0.10      | 2.73±0.09  | 3.4±0.2              | 0.6                 | single-level         |
| ACA-Single-DARTS     | **2.54±0.14**  | **2.52±0.08** | 3.5±0.2              | 0.4                 | ACA+single-level     |

C. Experiments on CIFAR-10 under Complex Search Space

Search space. Traditionally, DARTS and its variations have relied on numerous manually crafted rules to determine the ultimate architecture. These rules include constraints such as each edge preserving only one operator, each inner node retaining two of its predecessors, and the architecture being shared among cells of the same type (normal and reduction). While these constraints contribute to the stability of the search process, they also constrain the flexibility of architecture exploration. For instance, the requirement for low-level and high-level layers to have identical topological complexity may not always yield optimal solutions. A recent work [13] highlights...
the importance of evaluating NAS approaches within a more intricate search space, with fewer heuristic rules. Motivated by this, GOLD-NAS [46] relaxes the heuristic constraints, providing higher flexibility to the final architecture. Specifically, it allows each edge to retain an arbitrary number of operators (directly summed into the output), each inner node to preserve an arbitrary number of predecessors and render all cell architectures independent. To accommodate limited GPU memory, it adopts the strategy of preserving two operators, SkipConnect and $3 \times 3$ SepConv, in each edge.

It is crucial to recognize that reducing the number of candidate operators does not simplify the search task. Even with only two candidates per edge, the expanded space remains vast, estimated at $3.1 \times 10^{117}$ architectures, far surpassing the capacity of the original space with $1.1 \times 10^{118}$ architectures. Navigating this enlarged space without heuristic rules demands more sophisticated search methods.

**Setting.** Following GOLD-NAS, we independently search 14 cells in the search stage and use the searched 14 cells for the re-train procedure. The initial channels before the first cell are set to 36. During the search, architectural parameters are initialized to zeros, with a batch size of 96. We integrate adaptive channel allocation (ACA) with various NAS methods, including DARTS [3], PC-DARTS [7], DARTS- [12], SDARTS-ADV [14], GOLD-NAS [46], $\beta$-DARTS [15], and Single-DARTS [39], to search cells on CIFAR-10 after excluding skip connections from the complex operation space. P-DARTS [6] and R-DARTS [9], which under-performed in the original search space, are excluded due to the time limitations. Notably, except for GOLD-NAS, all methods include the Zero operation in their search space, where the Zero operation simply replaces every value in the input feature map with zeros, i.e., no connection.

**Results.** Table II presents a comparison of our method with DARTS and state-of-the-art methods aiming at stabilizing DARTS in the complex search space. Several conclusions can be drawn from these results. First, when searching for 50 epochs, our ACA strategy can boost the performance of most algorithms. Second, when searching for 200 epochs, our ACA strategy can significantly improve the performance of all methods. Third, all existing methods perform worse after searching for longer epochs due to the existence of SkipConnect. Fourth, after combining with the ACA strategy, most methods perform better after searching for longer epochs, indicating that a longer search is necessary when the performance collapse issue is addressed.

### D. Experiments on ImageNet under Standard Search Space

**Setting.** The ImageNet [47] dataset contains 1.3M training images and 50K validation images, all of which are high-resolution and roughly equally distributed over 1,000 object categories. We test the performance of the adaptive channel allocation strategy on ImageNet. We follow the original setting of DARTS and DARTS variants for a fair comparison. Here, the macro architecture is obtained by stacking the cells 8 times in the search stage and 14 times in the evaluation stage. We show the results of all models after searching for 50 epochs as well as 200 epochs to further explore the stability. We train the network for 250 epochs by an SGD optimizer with an annealing learning rate initialized as 0.5, a weight decay of $3 \times 10^{-5}$, and a momentum of 0.9. Similar to previous works [6], [7], we also employ auxiliary loss of tower and label smoothing to enhance the training. We finetune the models with a learning rate of $10^{-3}$ for only 5 epochs. Following the conventions [3], [7], [48], we apply the **mobile setting**, where the number of multi-add operations does not exceed 600M and the input image size is fixed to $224 \times 224$.

**Results.** As illustrated in Table III, ACA-DARTS outperforms DARTS by a large margin. Furthermore, the adaptive channel allocation strategy achieves improved performance when applied to the popular DARTS variants, including P-DARTS [6], PC-DARTS [7], R-DARTS [9], SDARTS-ADV [14], and $\beta$-DARTS [15]. The results demonstrate the effectiveness of our method on large-scale tasks. Our best run achieves a top-1 test error of 23.9\%, which is competitive amongst popular NAS methods. In addition, after searching for 200 epochs, the ACA strategy can improve the performance of all baselines significantly.

#### E. Visualization on the Searched Cells

On the original search space, we visualize the searched normal cells and reduction cells of ACA-DARTS (2nd) on CIFAR-10 and ImageNet in Fig. 7. The main difference between our searched cells and those of other DARTS-based approaches is the channel ratio for each operation. The channel ratio for other approaches is fixed as one, even if the retained operations have unequal contributions. In contrast, our channel ratio is calculated by inherited operation strength $p_{k(i,j)}$. Then the stronger operation will be allocated more channels, and the remaining unimportant channels are allocated to skip connections, achieving operation-wised attention and implicit skip connections.
connection search. Furthermore, the inherited $p^{(i,j)}_k$ increases the diversity significantly.

On the complex search space, we visualize the searched architectures of ACA-DARTS (2nd) on CIFAR-10 in Fig. 8. From the two architectures, we observe some interesting features. First, for the $k$-th cell, the input connections from the $(k - 2)$-th cell are more than those from the $(k - 1)$-th cell. Second, connections are denser at the deeper parts in both architectures. Third, the connections between cells are denser than those within cells. Fourth, channel ratios are smaller in the deeper parts of both architectures, indicating SkipConnects are more important in deeper layers.

F. Exploration the Robustness on Cell Space

In DARTS-based approaches, there are two types of cells in both super-net and target-net. Cells located at the 1/3 and 2/3
Table IV

| Method                | S     | S7 |
|-----------------------|-------|----|
| DARTS (2nd)           | 2.76±0.09 | 4.05±0.15 |
| PC-DARTS              | 2.57±0.07 | 3.08±0.06 |
| DARTS−                | 2.59±0.08 | 3.90±0.17 |
| ACA-DARTS (2nd)       | 2.70±0.08 | 2.68±0.09 |
| ACA-PC-DARTS          | 2.56±0.11 | 2.54±0.09 |
| ACA-DARTS−            | 2.59±0.10 | 2.59±0.09 |

G. Exploration the Robustness on Operation Space

The standard DARTS space S contains 8 operations: \{3 × 3 SepConv (sep3), 5 × 5 SepConv (sep5), 3 × 3 dilated SepConv (dil3), 5 × 5 dilated SepConv (dil5), 3 × 3 MaxPool (max3), 3 × 3 AvePool (avg3), SkipConnect, and Zero\}

Zela et al. [9] propose four popular reduced spaces \(S1−S4\) to demonstrate that the derived architecture in DARTS collapses when skip connection dominates the generated architecture. Similarly, we propose another three reduced spaces \(S5−S7\) to explore the robustness on reduced operation space.

**S5**: This search space discards skip connections compared to S. It is the basic search space of ACA-DARTS, corresponding to S of DARTS-based approaches.

**S6**: In this space, the pooling operations and Zero are further discarded. So the set of candidate operations is \{3 × 3 SepConv, 5 × 5 SepConv, 3 × 3 dilated SepConv, 5 × 5 dilated SepConv\}. We discard pooling operations because there are fixed pooling operations at the head and tail of the target-net in the DARTS framework. Besides, the main body of the excellent manual architectures does not contain pooling operations. Zero operation is discarded at the end of the search stage in the original DARTS, so we remove it from the operation space.

**S7**: Compared to S6, S7 has one more operation of Skip-Connect. The set of candidate operations includes \{3 × 3 SepConv, 5 × 5 SepConv, 3 × 3 dilated SepConv, 5 × 5 dilated SepConv, and SkipConnect\}. This space will be used for DARTS-based approaches as a natural control group.

We investigate the performance of ACA-DARTS in the S5 and S6 operation spaces on CIFAR-10. As a comparison, we also show the results of several DARTS-based approaches in the S and S7 operation spaces. As shown in Table IV, the performance of DARTS-based approaches drops dramatically after pooling operations and Zero be removed from the operation space (from S to S7). Specifically, DARTS has a decline of 1.29% for DARTS, PC-DARTS has a decline of 0.51%, and DARTS− has a decline of 1.31%. In contrast, ACA-DARTS is robust to the absence of pooling operations and Zero (from S5 to S6). Hence, we can conclude that ACA-DARTS is far more robust to the absence of relatively unimportant operations than other DARTS-based approaches. Because the number of operations in S6 is half that of S, the ACA strategy can further improve the efficiency of differentiable architecture by employing a smaller operation space without losing any accuracy.
V. ABLATION STUDY

A. Necessity of the Refilling

We conduct ablation studies on refilling skip connections and adaptive channel allocation to better understand their function. The results on CIFAR-10 are shown in Table V. When the target-net does not contain refilled skip connections, the evaluation stage is the same as DARTS, and the performance declines dramatically. The skip connections can not be refilled automatically when the channel allocation strategy is removed, so we randomly allocate eight channels to the skip connections. The performance suffers considerably without channel allocation, verifying that the contribution of different retained operations is not identical. Channel importance ranking is part of adaptive channel allocation. When removing it from adaptive channel allocation by using random allocation, the performance of our method also declines, demonstrating that allocating unimportant channels to skip connections is a better strategy than random allocation. The architectures without refilled skip connections and without adaptive channel allocation are illustrated in Figure 1 and Figure 2, respectively, in the Appendix.

B. Orthogonal Combination with PC-DARTS

PC-DARTS employs a partial channel strategy, which is comparable to our channel allocation strategy. The main difference is that their channel sampling strategy works on multiple candidate operations of each edge in the search stage to reduce the computational overhead with a hyper-parameter $K$ that requires careful calibration, whereas our channel allocation strategy works on one retained operation of each edge in the target-net to stabilize the searched architecture and achieves operation-wise attention. Another difference is that the channels are randomly sampled in PC-DARTS, while the channels in the channel allocation strategy are filled based on the channel importance. For a fair comparison of channel sampling in PC-DARTS with (w/) and without (w/o) ACA strategy, we remove the strong prior of channel shuffling, and then experiments are repeated with different seeds under the same setting.

As shown in Table VI, PC-DARTS combines ACA strategy (ACA-PC-DARTS) can marginally improve the performance of PC-DARTS, which is 0.19% on average for CIFAR-10 and 0.50% on average for CIFAR-100.

VI. CONCLUSION

In this work, we proposed a novel adaptive channel allocation strategy to enhance the robustness of differentiable architecture search and addressed the architecture degradation issue of differentiable architecture search methods. Our motivation lies in the paradox that skip connections were proposed to guarantee the performance of very deep networks but networks in the search stage of differentiable architecture search are actually very shallow. We removed the skip connection operation from the search space and then implicitly search it by adaptive channel allocation strategy based on channel importance. In this way, the adaptive channel allocation strategy can universally work in DARTS variants to achieve a stable search with high accuracy without introducing extra handcrafted prior, indicators, or hyper-parameters.

Our work conveys two important messages for future research. On the one hand, the skip connection may be unsuitable to be explicitly searched in the search phase of differentiable architecture search methods as it obviously increases the collapse risk. On the other hand, the importance of the searched operations is unequal, raising the prospect of operation-wise attention.
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