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Abstract—Motivated by the emerging delay-sensitive applications of the Internet of Things (IoT), there has been a resurgence of interest in developing medium access control (MAC) protocols in a time-slotted framework. The resource-constrained, ad-hoc nature of wireless networks typical of the IoT also forces the amount of control information exchanged across the network - required to make scheduling decisions - to a minimum. In a previous article we proposed a protocol called QZMAC that (i) provides provably low mean delay, (ii) has distributed control (i.e., there is no central scheduler), and (iii) does not require explicit exchange of state information or control signals.

In the present article, we implement and demonstrate the performance of QZMAC on a test bed consisting of CC2420 based Crossbow telosB motes, running the 6TiSCH communication stack on the Contiki operating system over the 2.4GHz ISM band. QZMAC achieves its near-optimal delay performance using a clever combination of polling and contention modes. We demonstrate the polling and the contention modes of QZMAC separately. We use an Adaptive Synchronization Technique in our implementation which we also demonstrate. Our network shows good delay performance even in the presence of heavy interference from ambient WiFi networks.

Index Terms—Internet of Things (IoT), Medium Access Control (MAC) protocols, IEEE 802.15.4, 6TiSCH.

I. INTRODUCTION

In the Internet of Things (IoT), wireless access networks will connect embedded sensors to the infrastructure network (see Fig. 1). Since these embedded devices will be resource-challenged, the wireless medium access control (MAC) protocols will need to be simple, and decentralized, and should not require explicit exchange of state information and control signals. However, some of the emerging applications might expect low packet delivery delays as well [1]. Moreover, emerging standards for IoT applications, such as the DetNet and 6TiSCH [2], have shown considerable interest in systems with a synchronous time-slotted framework.

In an earlier article [3], we proposed and analyzed QZMAC, a low mean delay MAC protocol for N collocated nodes sharing a time-slotted wireless channel, which requires no centralized control and no explicit exchange of state information. It may be noted that, for this setting, a centralised scheduler with full queue length information can just schedule any nonempty queue in each slot. The challenge, therefore, is to develop a distributed mechanism, without explicit exchange of queue length information, that achieves mean delay very close to that of the centralised scheduler. QZMAC accomplishes this through a clever combination of contention and polling.

It is well known that, while contention access (ALOHA, CSMA etc.) performs well at low contention, it can result in very large delays and possibly instability under high contention [4]. Despite attempts having been made to stabilize CSMA (all relevant theoretical references are provided in our earlier article [3]), the delay of these algorithms still remains prohibitively high. Poled access (e.g., 1-limited cyclic service, which we will call TDMA in this paper) on the other hand, shows the opposite behavior. It is, hence, desirable to have protocols that can behave like TDMA under high contention and CSMA under low contention. There have been many attempts at proposing protocols that achieve this, especially in the context of wireless sensor networks.

The design of these protocols, however, has been heuristic and without recourse to known results in optimal scheduling of queues. Further, little attention appears to have been paid to distributed scheduling in the TDMA context, such that each node uses only locally available information. If the empty-nonempty statuses of queues are known at a central scheduler, then ideal performance can be achieved. In the context of partial information about queue occupancies, the aim, at each scheduling instant, is to minimize the time it takes for the system to find a nonempty queue and allow it to transmit and, as Sec. II shows, QZMAC is designed to do precisely this.

We implemented QZMAC as a new module in 6TiSCH communication stack under Contiki OS [5]. We exploit the slots architecture defined in IEEE 802.15.4-2015e TSCH and the API provided by Contiki OS. We test our implementation under COOJA simulation environment. Then we port our program to a testbed containing 5 Crossbow telosB motes.
including a Border Router. Through the test bed experiment, we verified the working of polling mode, contention mode, detection of channel state using CCA and synchronization within the network.

II. SYSTEM DESCRIPTION AND THE QZMAC PROTOCOL

We consider \( N \) sensor nodes sharing a time-slotted wireless channel to transmit packets (each of which fits into one slot) to a common receiver that we call the IoT Gateway (see Fig. 1). Our objective, as stated before, is to construct a protocol that (a) shows good delay performance, (b) smoothly transitions from contention access to polled access depending upon system load\(^1\), and (c) can be implemented in a decentralized manner. We aim to accomplish this by a combination of insights from theory and practice. We first limit ourselves to scheduling decisions based solely on buffer occupancy information gleaned from a node when it is transmitting. This obviates the need for the nodes to, for example, periodically exchange buffer information. Our optimal scheduling analysis in this setting [3, Thm. III.2] shows that the polling policy with lowest mean delay allows the currently transmitting node to continue until it is empty and then switches to the node that hasn’t transmitted the longest. We therefore need only to know if nodes are empty or nonempty for scheduling. The first two of the \( T_p \) minislots in Fig. 2 are reserved for this.

QZMAC achieves this in a decentralized manner by employing a special time slot structure. Each time slot comprises a Scheduling and a Transmission and the former is further subdivided into multiple minislots (Fig. 2). Each minislot is long enough for the nodes to perform a Clear Channel Assessment (CCA) to determine if there some node is transmitting over the channel. The nodes all maintain a vector \( V(t) \) containing the number of slots since each of the \( N \) nodes transmitted. The entry corresponding to the incumbent, called the Primary User (PU), is obviously 0. Furthermore, to accommodate the fact that polling with partial information might schedule an empty queue, QZMAC also possesses a contention phase, that takes place over the \( T_c \) minislots as described below. At time slot \( t \geq 0 \):

1) If the PU (say \( j \)) is nonempty, it begins transmission in the first minislot. All queues sense this and update \( V(t) \) as follows:

\[ V_i(t+1) = \begin{cases} 0, & \text{if } i = j \\ V_i(t) + 1, & \text{otherwise} \end{cases} \]  

\(^1\)By “load” we mean the total rate of packet arrival to the network.

2) If it is empty, the node \( i^* := \arg \max_{1 \leq i < N} V_i(t) \) is allowed to transmit (in the next minislot). The queues update \( V(t) \) as in the previous step, replacing \( j \) with \( i^* \).

3) If \( i^* \) is empty, the node that won the previous contention (whenever it occurred), henceforth called the Secondary User (SU), is allowed to transmit.

4) Finally, if this is also empty, the queues contend over the \( T_c \) minislots (using a random backoff mechanism). Suppose there is no collision and an SU, say \( k \), wins, then Node \( k \) will transmit one packet during this slot.

A. Discussion

To begin with, the description of QZMAC clearly shows that no explicit information exchange is required to implement the protocol. The empty-nonempty statuses of relevant nodes are inferred from channel activity. While this certainly limits the geographical spread of a network over which QZMAC can be run (to prevent CCA errors), the decentralized nature, ease of implementation and excellent delay performance make it a very good candidate for single hop IoT applications envisioned in many upcoming 5G networks.

Secondly, when the system is lightly loaded, most of the packet buffers are empty and the \( T_p \) polling minislots will mostly fail to identify a nonempty node. This means that QZMAC enters its contention phase (Step 4) and behaves mostly like a contention protocol. But when the system is heavily loaded, polling mostly succeeds and QZMAC behaves like a polling protocol thus achieving the smooth, load-dependent transition from contention to polled access we required. QZMAC thus, is a legitimate hybrid MAC protocol.

III. IMPLEMENTATION

We implemented the QZMAC algorithm as an additional module in the MAC layer of the 6TiSCH communication stack under Contiki [5]. A configurable interface is available within Contiki for interaction between MAC layer and upper layers. This interface is basically set of callback functions. The transmitter and receiver modules are implemented as separate “protothreads” [6]. The radio always remains in polling mode to receive a packet and an interrupt is generated whenever there is a transmission to take place. We used Contiki driver API to manage other miscellaneous wireless transceiver functionalities.

We carry out our experiment over Channel 15 of the 2.4 GHz ISM band. We deployed CC2420 based telosb (sky) motes placed equidistant from the receiver node on a circular table Fig. 3. Here, the node placed in the center acts as a “Border Router” (BR). The BR is always connected to a PC (host) through a USB cable, collects the data from the sensor nodes and sends it to the host (corresponding to the IoT Gateway in Fig. 1) which can be further routed to the internet Nodes 1 to 4 are sensor nodes.

The nodes form a 1-hop fully connected network. We used the “Routing Protocol for Low-Power and Lossy Links” (RPL) to form the route within the network [7] and verified the working of our firmware on the COOJA simulator [8], before compiling it on to real target motes. We now describe our experimentation methodology in detail.
Every node timestamps the instant it starts receiving the EB, and then aligns its internal timers so that its slot starts from the leading edge of every slot. In our implementation, we used the slots implemented as part of TSCH within Contiki (sans the channel hopping utility), where each slot is 10ms long. A time slot is sufficiently long for the transmitter to transmit the longest possible packet and for the receiver to send back an acknowledgment. The slots are further divided into polling mini slots and contention mini slots as shown in Fig. 2. It is not easy to keep synchronization maintained at the level of the mini slots, so we designed the mini slots using two standard Clear Channel Assessment (CCA) duration, where 1 CCA duration is 128 microseconds. Through our experiments, we verified that clock drifts were not affecting the protocol’s working across the mini slots. In our implementation, We used 9 contention and 3 polling mini slots i.e. \( T_c = 9 \), and \( T_p = 3 \).

### B. Time Synchronization

For our experiment, we used the Adaptive Synchronisation Technique. The Border Router broadcasts Enhanced Beacons (EBs) periodically containing a field indicating the current slot number also known as Absolute Slot Number (ASN). The other nodes store the ASN value and increment it every slot to keep the time slot number aligned. To align the time slot boundaries, the first mini-slot begins after a guard time offset of \( T_{\text{TsOffset}} \) from the leading edge of every slot. Every node timestamps the instant it starts receiving the EB, and then aligns its internal timers so that its slot starts exactly \( T_{\text{TsOffset}} \) before the reception of EB. In our implementation we used \( T_{\text{TsOffset}} = 1.8 \) ms.

### C. PU, SU, and V-vector implementation

We preprogrammed the nodes with the variables \( PU \) for primary user, \( SU \) for secondary user and \( V \), the vector indicating the number of slots that have elapsed since each node was served last. During implementation, we randomly assigned values to \( PU \) and \( SU \) with the id of a node in network and we initialized \( V \) as \( V_i = i \), with \( i \) being the node id of the \( i \)-th deployed mote. The preprogramming ensures that the value of these variables are same across all the nodes and prevents the conflicts in computing \( i^* \) in Step 2 of QZMAC.

### D. Detection of Contention winner

In \( T_p = 2 \), \( i^* := \arg \max_{1 \leq i \leq N} V_i(t) \) is found, \( PU \) variable is updated with \( i^* \) & node \( i^* \) transmits as explained in step 2 of QZMAC and other nodes perform CCA. If the CCA is successful during \( T_p = 2 \) mini slots, the protocol enters contention mode (Step 3 .4 in QZMAC). In this mode all non empty nodes draw a number \( 'x' \) at random between 1 to 9. The nodes goes into back-off for \( x-2 \) duration, then performs CCA. If CCA is successful, they transmit during the remainder of that slot. This step ensures that the node drawing minimum \( 'x' \), wins the contention and will transmit. The receive procedure, which is implemented as as separate protothread, intercepts the ongoing transmission and processes the packet partially to extract the id of the transmitter before discarding the packet and update the \( SU \) variable as in step 4.

If two nodes draw same \( 'x' \), then collision occurs.

### IV. CONCLUSION

In conclusion, our demo will feature the following items:

- Working of the Contention and Polling modes
- CCA status inference across the slots, and
- Synchronization within the network

In the future, we plan to test the robustness of QZMAC to CCA errors, variable rate arrival processes, radio duty cycling and nodes entering and leaving the network. Another crucial question this test bed will help answer is the energy consumption of networks running QZMAC versus other hybrid MAC protocols.
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