Impact of Raising Switching Stages on the Reliability of Interconnection Networks

Fathollah Bistouni¹, Mohsen Jahanshahi²,*

¹ Department of Computer Engineering, Central Tehran Branch, Islamic Azad University, Tehran, Iran.
Email: fat.bistouni.Eng@iauctb.ac.ir
² Department of Computer Engineering, Central Tehran Branch, Islamic Azad University, Tehran, Iran.
IEEE Senior Member, Email: mjahanshahi@iauctb.ac.ir
*Corresponding author

Abstract

Multistage Interconnection Networks (MINs) are a cost-effective idea for connection between different nodes in multi-processor systems. In the meantime, understanding the impact of increasing the number of stages (i.e. a famous method for improving fault tolerance) on the reliability of these networks is essential. Last studies on this challenging issue, revealed that adding one switching stage to MINs is preferable to two in terms of reliability. However, there were some non-negligible gaps in previous researches: (i) The probability of failure for terminal nodes was not considered in the calculation of reliability. (ii) Numerical results were only based on the small size of the network, i.e. 8 × 8. (iii) Reliability analyses were time-independent. (iv) The lack of some important parameters such as the mean time to failure and availability was noticeable. Therefore, this paper will take a more comprehensive analysis of reliability to meet the above specifications.
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1. Introduction

Interconnection networks (INs) are responsible to interconnect processors, memories and other peripherals within parallel computers, which require some kinds of communication subsystems to do so. Moreover, most of the proposals in the context of ATM (Asynchronous Transfer Mode) networks follow self-routing MINs (Multistage Interconnection Networks) [1, 2]. In addition, different proposed interconnection topologies for parallel computing have been examined and adapted to networks-on-chip (NoCs) [3, 4].
Performance and cost are two key parameters in selecting an appropriate IN. In addition, MINs are one of the cost-effective options to meet these needs [5-17]. On the other hand, reliability is an essential requirement for improving the efficiency of these networks [18-26].

One popular idea to improve the fault tolerance and reliability of the MINs is increasing the number of switching stages. Therefore, in order to evaluate the effect of increasing the number of stages on reliability, Ref. [27] examines the network reliability (i.e. all terminal reliability) of the most recognized MINs named shuffle-exchange network (SEN) and SEN+ (SEN with one additional stage). In this work, an exact reliability equation for the SEN of size $N \times N$ was obtained. Also, relatively accurate reliability equations were calculated for the SEN+ of size $8 \times 8$ and $16 \times 16$ using the continuous-time Markov chain (CTMC) approach. In addition, an approximation technique for determining the reliability of the larger SEN+s was considered by providing reliability bounds. In this study, it was shown that the SEN+ was superior to the SEN in terms of reliability. In other words, this research reflects the fact that adding one additional stage to the SEN can result in improved reliability. For a more comprehensive analysis, in Ref. [28], a reliability analysis of the SEN, SEN+, and SEN+2 (SEN with two additional stages) was conducted to assess the impact of several additional stages on the SEN reliability. In this study, it was concluded that the SEN+ had the highest reliability and SEN+2 had the lowest one. Also, SEN achieved higher reliability than SEN+2. This latter result was surprising, since in previous studies, SEN has been considered the most unreliable networks, and it failed in case of a single fault. Therefore, a re-analysis of the reliability of three networks of SEN, SEN+, and SEN+2 was performed in [29]. The results of this study indicated that SEN+ and SEN+2 held the same functionality in terms of reliability. Also, the reliability of these networks is always more than the single-path SEN reliability. Therefore, it was concluded that one extra stage could achieve better performance for SEN compared to two extra stages.

Although the previous works [28, 29] are able to provide useful information about the impact of increasing the number of stages on the reliability, there are some gaps in these works as follows: (i) Terminal nodes failure are not taken into account in the analysis of reliability. (ii) A small network size (i.e. $8 \times 8$) is used to obtain the numerical results. (iii) Reliability analyses were static in terms of time. (iv) Important metrics of mean time to failure (MTTF) and availability have not been evaluated, but these metrics are very effective to determine the efficiency of a system in terms of reliability.

In addition, it should be noted that although some of the reported works meet some of the requirements above they are not complete enough. For this purpose, in [19],
terminal and broadcast reliability for SEN and SEN+ have been analyzed properly. However, this work does not fully assess the impact of increasing the number of stages on reliability for the following reasons: (1) It covers the two networks SEN and SEN+. Therefore, this study is only appropriate for investigating the impact of a single stage on the given MINs. However, we need to understand the impact of multiple stages in MINs as well. To achieve this goal, SEN+2 network should also be taken into account in the reliability analysis. (2) It covers just two aspects of reliability: terminal and broadcast reliability. However, a comprehensive analysis is required to analyze the network reliability too. (3) Although the probability of failure is intended for switch nodes, it is not considered for terminal nodes in the calculation of reliability. While, there is the possibility of failure for the terminal nodes such as processors and memory modules in a real system. (4) Availability parameter (most common system reliability metric used in repairable systems) is not analyzed. As another example, in [22], proper analysis has been done on the networks of SEN and SEN+ in terms of terminal reliability. However, there are also important gaps in this work similarly to that of the work in [19]. This means that for a comprehensive analysis, we also need to analyze the reliability of the SEN+2. In addition, all three aspects of reliability namely terminal reliability, broadcast reliability and network reliability need to be analyzed. Also, a reasonable assumption is that there is a possibility of failure in the terminal nodes like switch nodes.

Although full analyzes have been done in the area of MINs reliability, no one can provide a comprehensive picture of the impact of increasing the number of switching stages on these networks. However, increasing the number of stages in the MINs is a common technique to improve the fault tolerance and reliability of MINs. Therefore, a proper understanding of the impact of this technique on MINs reliability is crucial and valuable for researchers in this area. Consequently, the purpose of this paper is to undertake a more extensive analysis of reliability in order to meet the above needs and is also to obtain more comprehensive information about the MINs reliability.

The rest of this paper is organized as follows: SEN, SEN+, and SEN+2 network structures will be described in section 2. Time-independent and time-dependent reliability will be analyzed in sections 3 and 4, respectively. The MTTF will be evaluated in section 5. Availability will be analyzed in section 6. An analytical discussion will be given in section 7. At the end, some conclusions will be derived in section 8.
2. Background and contribution

2.1 The structure of networks

In this sub-section, SEN, SEN+, and SEN+2 network structures will be explained. SENs of size $N \times N$ are comprised of $(\log_2 N)$ stages, and each stage contains $N/2$ switching elements of size $2 \times 2$. A SEN of size $8 \times 8$ is shown in Fig. 1 (a). The network complexity of an $N \times N$ SEN is $\frac{N}{2} (\log_2 N)$. In this network, there is only one path between each source-destination pair.

A SEN+ (SEN with one additional stage) of size $N \times N$ is comprised of $(\log_2 N) + 1$ stages, and each stage contains $N/2$ switching elements of size $2 \times 2$. A SEN+ of size $8 \times 8$ is shown in Fig. 1 (b). The network complexity of an $N \times N$ SEN+ network is $\frac{N}{2}((\log_2 N) + 1)$. In this network, there are two paths between each source-destination pair.

A SEN+2 (SEN with two additional stages) of size $N \times N$ is comprised of $(\log_2 N) + 2$ stages, and each stage contains $N/2$ switching elements of size $2 \times 2$. A SEN+2 of size $8 \times 8$ is shown in Fig. 1 (c). The network complexity of an $N \times N$ SEN+2 network is $\frac{N}{2}((\log_2 N) + 2)$. In this network, there are four paths between each source-destination pair.
2.1 Contribution

This sub-section is set out to illustrate what are the contributions of this paper and what has been exploited from previous works. Like Refs. [19, 22, 27, 28, 29], the first similarity of this research with previous works is the use of the same networks (i.e. SEN and its variants) for study. The reasons for this action are as follows: (1) The most important reason for this issue is to make this study comparable to previous works. Like many previous works, this research evaluates the SEN and its variants, thus the results of this research will be comparable to the results obtained from previous works. (2) SEN is topologically identical with many MINs known as Banyan-type MINs or single-path MINs such as Delta, Baseline, and Generalized Cube. Therefore, analyzes performed on the SEN will be applicable about the performance of all Banyan-type MINs.

In addition, it should be noted that in Section 3, Eqs. (1) through (9) are based on [29]. However, the analyzes made in Section 3 and all sections of the paper, as well as Eqs. (10) through (50) are part of the contributions of this paper.

Now, let us take a closer look at the contributions of this paper. The contributions for this paper can be listed as follows:

(1) Contributions in relation to analyze:

(a) In Section 3, an analysis of terminal reliability, broadcast reliability, and network reliability has been performed for SEN, SEN+, and SEN+2. In the previous works, the numerical results obtained for these three dimensions of reliability for the SEN and its variants were often based on a small network size of 8×8. However, the numerical analysis performed in Section 3 is for different network sizes from 8×8 through 2048×2048. (b) In the previous works, reliability analyzes conducted on the reliability of the SEN and its variants (i.e. SEN+ and SEN+2) were based on a time-independent strategy. In Section 4 of this paper, for the first time, a
comprehensive analysis of the reliability of these networks is presented in all three reliability dimensions namely terminal, broadcast, and network as a function of time. In addition, different types of network size are considered in this analysis. Another noteworthy point in this analysis is that the probability of failure of memory modules and processors is also considered in the analysis of reliability, the assumption that was lost in previous works. (c) The time-to-failure analysis is a common analysis to assess reliability in terms of the expected time to failure. Many scholars in assessing the effectiveness of interconnection networks have also underlined it. However, none of the previous works has done this analysis on the SEN and its variants in order to evaluate the performance of these networks and thus the method of increasing the number of stages in terms of mean time to failure (MTTF). Therefore, in Section 5 of this paper, this parameter has been analyzed for different network sizes from 8×8 through 2048×2048. The reliability of processors and memory units are also taken into account in this analysis. (d) A common assumption is that the components of a system can be repaired in case of failure. In this case, the availability can be taken into account for the assessment of repairable systems. However, so far little attention has been paid to examining this metric in interconnection networks. In addition, to the best of our knowledge, the method of increasing the number of stages has not been investigated using SEN's availability analysis and its variants. That's why Section 6 of this article offers a detailed analysis of availability for SEN, SEN+, and SEN+2. In addition, this analysis has been done for different network sizes from 8×8 through 2048×2048.

According to the discussion above, important deficiencies of previous works have been solved in this paper. These cases can be summarized as follows: The different network sizes are considered in the time-independent analysis of reliability. The time-dependent reliability analysis is performed for the first time for all three networks of SEN, SEN+, and SEN+2, taking into account different network sizes and different reliability dimensions. In addition, the reliability of processors and memory modules is also considered in this paper. This case was not considered in almost any of the previous works in the area of MINs because of simplification in the calculations. Nevertheless, using this new methodology can improve considerably the accuracy of reliability analyzes. For the first time, MTTF analysis for all three SEN-based networks has been done in this paper taking into account different network sizes and different dimensions of reliability (i.e. terminal, broadcast, and network). The availability of which is one of the most important parameters in network reliability engineering has received little attention in the field of interconnection networks. Therefore, the other contribution of this paper id to analyze the availability of SEN, SEN+, and SEN+2, taking into account different
network sizes.
As a result, it is quite evident that the analyzes carried out in this paper and the methodology used in these analyzes are quite comprehensive, accurate, and more reliable in comparison with previous works in this field.

(2) Contributions in relation to the results of this research:
In addition to the methodology used in the analyzes contained in this paper that solves many shortcomings in previous works, the results of these analyzes are very important as well. In order to clarify the significance of these results, first, the most important results of the previous works should be considered: In [27], in order to evaluate the efficiency of the method of increasing the number of stages, the reliability of the SEN and SEN+ is analyzed and compared with each other. According to this study, SEN+'s reliability is better than SEN's reliability, which results in the confirmation of the efficiency of increasing the number of stages in the MINs. In [28], a time-independent reliability analysis has been performed on the SEN, SEN+, and SEN+2 for a small network size of 8×8. According to this research, although SEN+ improves reliability compared to SEN, SEN+ reliability is the lowest reliability among these three networks. In other words, the study done in [28] confirmed the addition of one stage to the MINs, but it does not confirm adding more than one stage to them in terms of reliability. In [29], a more precise method has been used to analyze reliability in SEN, SEN+, and SEN+2 compared to the previous works. The results of this study showed that the SEN+ and SEN+2 are close in reliability, but their reliability are always better than reliability of the SEN. As can be seen, in previous works, using more precise methods, researchers have gradually achieved more accurate and new results about the efficiency of the method of increasing the number of stage in MINs. On the other hand, as discussed, one of the contributions of a paper is to provide the most complete reliability analysis using a more precise and comprehensive methodology compared to previous works. That is why in this paper, new results are obtained about the efficiency of the SEN and its variants (as will be analyzed in Sections 3 through 6), which modifies the results of previous studies. In summary, these results are as follows:
As will be analyzed in Sections 3 through 6, when the network size and operating time increases, SEN+2's reliability is higher than SEN and SEN+'s reliability. In other words, contrary to previous works, the results of this paper demonstrate that SEN+2 is a better option for use in large size and long working times. In addition, these results emphasize that the size of the system and the working time should be taken into account in choosing a suitable network. Nevertheless, these important metrics have been neglected in previous studies.
3. Time-independent reliability analysis

Recently, in [29], in order to assess the impact of increasing the number of stages to the MINs, time-independent terminal, broadcast, and network equations were calculated for SEN, SEN+, and SEN+2. However, in this work, the numerical results were limited to a small network of size 8×8. Thus, to achieve a more comprehensive analysis, there is a need to analyze these networks in the scenario of large-scale networks. Therefore, the purpose of this section is to fill this gap.

Let \( r \) be the probability of a switching element being operational. Based on [29], terminal reliability \( (R_T) \), broadcast reliability \( (R_B) \), and network reliability \( (R_N) \) equations for SEN, SEN+, and SEN+2 of size \( N \times N \) are given by:

\[
R_T(SEN) = r^{\log_2 N}
\]

\[
R_T(SEN+) = r^2 \left( 1 - \left( 1 - r^{(\log_2 N)-1} \right)^2 \right)
\]

\[
R_T(SEN+2) = r^2 \left( 1 - \left( 1 - \left( 1 - r^{(\log_2 N)-2} \right)^2 \right) \right)^2
\]

\[
R_B(SEN) = r^{N-1}
\]

\[
R_B(SEN+) = r^{\frac{(N+2)}{2}} \left( 1 - \left( 1 - r^{\frac{(N-2)}{2}} \right)^2 \right)
\]

\[
R_B(SEN+2) = \left( r^{\frac{(N+2)}{2}} \right)^2 \left( 1 - \left( 1 - \left( 1 - r^{\frac{(N-4)}{4}} \right)^2 \right) \right)^2 \left( 1 - (1 - r)^{\frac{N-4}{4}} \right)
\]

\[
R_N(SEN) = \frac{N}{r^{\log_2 N}}
\]

\[
R_N(SEN+) = r^N \left( 1 - (1 - r)^2 \right)^{\frac{N}{2}} \left( 1 - r^{\frac{N}{4}(\log_2 N)-2} \right)^2
\]

\[
R_N(SEN+2) = r^N \left( 1 - (1 - r)^2 \right)^{\frac{N}{2}} \left( 1 - r^{\frac{N}{8}(\log_2 N)-2} \right)^4 \left( 1 - (1 - r^2)^2 \right)
\]

According to the above equations, for a medium switch reliability \( r = 0.95 \), terminal reliability, broadcast reliability, and network reliability analysis results in terms of network size are shown in Figs. 2, 3, and 4.

As previously mentioned, the results of [29] for network of size 8×8 showed that SEN+ and SEN+2 had the same functionality in terms of reliability. Also, the reliability of these networks has been always more than the single-path SEN reliability. However, according to the Figs. 2, 3, and 4, it is obvious that as the
network size increases, SEN+2 becomes more preferable to two other networks in terms of reliability. That is why the analysis of reliability is essential for large-scale network scenarios.

Figure 2. Time-independent terminal reliability vs. network size.

Figure 3. Time-independent broadcast reliability vs. network size.
4. Time-dependent reliability analysis

One of the most important metrics that affects the reliability of a system is the time. Therefore, it is essential to consider this important parameter in the reliability analysis. However, so far, there has been no complete analysis of shuffle-exchange networks reliability as time-dependent. Another important point is that the terminal nodes such as processors (sources) and memory modules (destinations) are prone to failure in the network, which affects the reliability of the network. However, so far, in the time-dependent reliability analysis of MINs, the probability of failure has been merely intended for switch nodes. Therefore, in this section, the contribution is to fill these gaps. The assumptions made in this time-dependent analysis are listed as follows:

(1) Existing at least one fault-free path between each source-destination pair is necessary to deliver data between them. Therefore, in INs, reliability is defined as the probability of existence of at least one fault-free path between certain sets of sources and destinations.

(2) It will be assumed that each processor (source), memory module (destination), and switching element may fail.

(3) All failures are statistically independent.

(4) The failures are assumed to be exponentially distributed. Therefore, we define $\gamma$, $\delta$, and $\lambda$ as the failure rate of a processor, a memory, and a $2 \times 2$ switching element, respectively. Then the corresponding reliabilities are given by: $R_P(t) = e^{-\gamma t}$, $R_M(t) = e^{-\delta t}$, and $R_S(t) = e^{-\lambda t}$. In addition, based on [32], it is assumed that a reasonable estimate for $\gamma$ and $\delta$ is equal to 0.0001 per hour. Also, according to research conducted on C.mmp system [30] (C.mmp is a canonical multiprocessor
system with a 16×16 crossbar switch) and also based on [31], it is assumed that a reasonable estimate for \( \lambda \) is equal to 0.0000017 per hour.

(5) The network components have two states: working or failing. It should be noted that in order to obtain time-dependent reliability equations, time-dependent probabilities (i.e. component reliabilities) can be replaced with time-independent probabilities in time-independent reliability equations. In addition, the analysis carried out in this section has used a new methodology in comparison with previous works. In this analysis, in addition to the failure probability of the switches, the failure probability is considered for processors and memory modules as well. Furthermore, different failure rates are considered for each of the components.

Therefore, time-dependent terminal reliability, broadcast reliability, and network reliability for SEN, SEN+, and SEN+2 are given by:

\[
R_T(\text{SEN}) = e^{-\gamma t} e^{-(\log_2 N) \lambda t} e^{-\delta t} \\
R_T(\text{SEN}+) = e^{-\gamma t} e^{-\delta t} \left( e^{-2\lambda t} \left( 1 - \left( 1 - e^{-(\log_2 N-1) \lambda t} \right)^2 \right) \right) \\
R_T(\text{SEN}+2) = e^{-\gamma t} e^{-\delta t} \left( e^{-2\lambda t} \left( 1 - \left( 1 - e^{-(\log_2 N-2) \lambda t} \right)^2 \right) \right)^2 \\
R_B(\text{SEN}) = e^{-\gamma t} e^{-(N-1) \lambda t} e^{-N\delta t} \\
R_B(\text{SEN}+) = e^{-\gamma t} e^{-N\delta t} \left( e^{-\left(\frac{(N+2)}{2}\right) \lambda t} \left( 1 - \left( 1 - e^{-\left(\frac{(N-2)}{2}\right) \lambda t} \right)^2 \right) \right) \\
R_B(\text{SEN}+2) = e^{-\gamma t} e^{-N\delta t} \left( e^{-\left(\frac{(N+2)}{2}\right) \lambda t} \left( 1 - \left( 1 - e^{-\left(\frac{(N-4)}{2}\right) \lambda t} \right)^2 \right) \right)^2 \left( 1 - \left( 1 - e^{-\lambda t} \right)^2 \right)^{\frac{N-4}{2}} \right) \\
R_N(\text{SEN}) = e^{-N\gamma t} e^{-\left(\frac{N \log_2 N}{2}\right) \lambda t} e^{-N\delta t} \\
R_N(\text{SEN}+) = e^{-N\gamma t} e^{-N\delta t} \left( e^{-N\lambda t} \left( 1 - \left( 1 - e^{-\lambda t} \right)^2 \right)^N \right) \left( 1 - \left( 1 - e^{-\left(\frac{N \log_2 (N-2)}{2}\right) \lambda t} \right)^2 \right) \right) \\
R_N(\text{SEN}+2) = e^{-N\gamma t} e^{-N\delta t} \left( e^{-N\lambda t} \left( 1 - \left( 1 - e^{-\lambda t} \right)^2 \right)^N \right) \left( 1 - \left( 1 - e^{-\left(\frac{N \log_2 (N-2)}{2}\right) \lambda t} \right)^4 \right) \left( 1 - \left( 1 - e^{-\left(\frac{N \log_2 (N-4)}{2}\right) \lambda t} \right)^2 \right) \right)
\]

According to Eqs. (10) through (12), the numerical results of time-dependent terminal reliability analysis for network sizes (N) of 8, 128, and 512, as a function of time are summarized in table 1. First, consider the network size of 8. According
to table 1, for all operating times, both SEN+ and SEN+2 networks have a performance very close to each other in terms of terminal reliability. On the other hand, the terminal reliability of these networks is better than that of a SEN. This time, consider the network sizes of 128 and 512. According to table 1, SEN+ outperforms SEN in terms of terminal reliability for all operating times. In addition, SEN+2 outperforms SEN+ in terms of terminal reliability for all operating times. In other words, although the terminal reliability of SEN+ and SEN+2 are quite similar to each other in a small network size such as 8×8, SEN+2 outperforms SEN+ in terms of terminal reliability in larger network sizes such as 128×128 and 512×512. As a result, for small-scale systems, adding one extra stage to SEN is a better option than two, in terms of terminal reliability. However, for systems with large sizes, adding two extra stages to SEN has a higher efficiency than one, in terms of terminal reliability.

Table 1. Terminal reliability as a function of time.

| Time (Hr) | N = 8   | N = 128 | N = 512 |
|-----------|---------|---------|---------|
|           | SEN     | SEN+    | SEN     | SEN+    | SEN     | SEN+    |
| 500       | 0.9025  | 0.9032  | 0.9032  | 0.8994  | 0.9032  | 0.8979  |
|           | 33      | 98      | 98      | 70      | 77      | 98      |
| 1000      | 0.8145  | 0.8159  | 0.8159  | 0.8090  | 0.8158  | 0.8159  |
|           | 66      | 42      | 42      | 46      | 68      | 42      |
| 1500      | 0.7351  | 0.7370  | 0.7370  | 0.7277  | 0.7368  | 0.7370  |
|           | 73      | 31      | 30      | 12      | 80      | 29      |
| 2000      | 0.6635  | 0.6657  | 0.6657  | 0.6545  | 0.6655  | 0.6657  |
|           | 17      | 47      | 47      | 55      | 50      | 44      |
| 2500      | 0.5988  | 0.6013  | 0.6013  | 0.5887  | 0.6010  | 0.6013  |
|           | 46      | 54      | 54      | 52      | 52      | 49      |
| 3000      | 0.5404  | 0.5431  | 0.5431  | 0.5295  | 0.5427  | 0.5431  |
|           | 79      | 86      | 86      | 65      | 49      | 99      |
| 3500      | 0.4878  | 0.4906  | 0.4906  | 0.4763  | 0.4901  | 0.4906  |
|           | 00      | 42      | 42      | 27      | 07      | 32      |
| 4000      | 0.4402  | 0.4431  | 0.4431  | 0.4284  | 0.4425  | 0.4431  |
|           | 55      | 79      | 78      | 42      | 51      | 65      |

According to Eqs. (13) through (15), time-dependent broadcast reliability analysis for operating times from 500 to 4000 hours and network sizes (N) of 8, 128, and 512 are listed in table 2. According to this table, in all network sizes and at all operating times, SEN+2 has a better broadcast reliability compared to SEN and SEN+. Also, SEN+ outperforms SEN in terms of broadcast reliability. Considering Eqs. (16) through (18), the results of time-dependent network reliability analysis versus time for small network size of 8, middle network size of 128, and relatively large network size of 512 are shown in table 3. First, consider the network size of 8. As table 3 shows, the best results belong to the SEN+ and SEN+2. Reliabilities of these networks are quite close to each other and are higher.
than the reliability of the SEN. Now, consider the network sizes of 128 and 512. As table 3 shows, SEN+2 is better than two other networks in terms of network reliability for all operating times.

In total, according to tables 1, 2, and 3, it can be concluded that for small network sizes such as 8×8, one additional stage has a better impact on the performance of MINs than two. However, for large-scale systems, the situation is vice versa. In other words, determining the number of stages to improve the reliability of the MINs efficiently needs to consider the size of the system.

**Table 2.** Broadcast reliability as a function of time.

| Time (Hr) | \( N = 8 \) | \( N = 128 \) | \( N = 512 \) |
| --- | --- | --- | --- |
| 0 | 0.633 | 0.634 | 0.0014 | 0.0014 | 4.696 | 5.06 | 5.826 |
| 100 | 0.401 | 0.403 | 0.000 | 0.000 | 2.205 | 2.976 | 3.389 |
| 150 | 0.254 | 0.255 | 2.856 | 3.271 | 3.444 | 1.035 | 1.527 | 1.964 |
| 200 | 0.161 | 0.162 | 4.052 | 4.817 | 5.000 | 4.862 | 7.655 | 1.132 |
| 250 | 0.102 | 0.103 | 5.749 | 7.069 | 7.474 | 2.283 | 3.778 | 6.485 |
| 300 | 0.064 | 0.065 | 8.157 | 1.034 | 1.17 | 1.072 | 1.843 | 3.687 |
| 350 | 0.041 | 0.041 | 1.157 | 1.510 | 1.669 | 5.035 | 8.912 | 2.081 |
| 400 | 0.026 | 0.026 | 1.642 | 2.199 | 2.493 | 2.364 | 4.282 | 1.166 |
| 450 | 0.054 | 0.040 | 4.04 | 4.96 | 5.03 | 4.862 | 7.655 | 1.132 |

**Table 3.** Network reliability as a function of time.

| Time (Hr) | \( N = 8 \) | \( N = 128 \) | \( N = 512 \) |
| --- | --- | --- | --- |
| 0 | 0.444 | 0.446 | 0.000 | 0.002 | 8.196E- | 3.682E- |
| 100 | 0.197 | 0.199 | 3.559 | 5.783 | 6.112 | 6.717E- | 5.489E- |
| 150 | 0.087 | 0.088 | 6.714 | 1.347 | 1.507 | 5.505E- | 1.026E- |
| 200 | 0.039 | 0.039 | 1.266 | 3.096 | 3.706 | 4.512E- | 1.851E- |
| 250 | 0.017 | 0.017 | 2.389 | 7.039 | 9.090 | 3.698E- | 3.288E- |
| 300 | 0.007 | 0.007 | 4.507 | 1.587 | 2.223 | 3.031E- | 5.801E- |
| 350 | 0.002 | 0.002 | 4.507 | 1.587 | 2.223 | 3.031E- | 5.801E- |
| 400 | 0.002 | 0.002 | 4.507 | 1.587 | 2.223 | 3.031E- | 5.801E- |
| 450 | 0.002 | 0.002 | 4.507 | 1.587 | 2.223 | 3.031E- | 5.801E- |
Another important metric that we should investigate is the time that a system is available, often referred to as “uptime” in the IT industry. “Time to failure” of a system can be defined as the length of time that a system is online between outages or failures. The mean time to failure (MTTF) is the average of the time to failure or in other words, the MTTF is the expected value of the time to failure. Therefore, because of crucial nature of this parameter, it also will be analyzed in this paper.

The MTTF is calculated by the following equation:

\[
MTTF = \int_{0}^{\infty} R(t)dt
\]  

(19)

According to Eq. (19), MTTF can be calculated by integrating the time-dependent reliability equation over time from the starting time at \( t = 0 \) to infinity. Consequently, if the reliability equations obtained in the previous section are placed in Eq. (19), the MTTF equation can be obtained for each network. As an example, consider the terminal reliability of the SEN network (Eq. (10)). To obtain the MTTF equation for this reliability equation, Eq. (10) should be placed in Eq. (19). As a result, we have:

\[
MTTF_{T}(SEN) = \int_{0}^{\infty} \left( e^{-\gamma t} e^{-(\log_{2} N)\lambda t} e^{-\delta t} \right) dt
\]

\[
= \left( \lim_{t \to \infty} - \frac{\ln(2) e^{-t \log_{2} N - ty - t\delta}}{\lambda \ln(N) + \ln(2)\gamma + \ln(2)\delta} \right) + \frac{\ln(2)}{\lambda \ln(N) + \ln(2)\gamma + \ln(2)\delta}
\]  

(20)

In addition, in order to obtain the numerical results for Eq. (20), it is enough to place the appropriate values for different variables including the failure rates of the different nodes (i.e. \( \lambda \), \( \gamma \), and \( \delta \)) and the size of the network (i.e. \( N \)).

Therefore, according to Eq. (19), we have:

\[
MTTF_{T}(SEN +) = \int_{0}^{\infty} \left( e^{-\gamma t} e^{-\delta t} \left( e^{-2\lambda t} \left( 1 - \left( 1 - e^{-(\log_{2} N)\lambda t} \right)^2 \right) \right) \right) dt
\]

(21)

\[
MTTF_{T}(SEN + 2) = \int_{0}^{\infty} \left( e^{-\gamma t} e^{-\delta t} \left( e^{-2\lambda t} \left( 1 - \left( 1 - e^{-2\lambda t} \left( 1 - e^{-2\lambda t} \left( 1 - e^{-(\log_{2} N)\lambda t} \right)^2 \right) \right) \right) \right) \right) dt
\]

(22)
According to the Eqs. (20) through (22), terminal MTTF analysis results as a function of network size are summarized in table 4. Considering this table, the best and worst results are obtained by the SEN+2 and SEN, respectively. In network size of 8, SEN+ and SEN+2 networks have a performance very close to each other in terms of terminal MTTF. However, as the network size increases, the advantage of SEN+2 to SEN+ becomes more apparent. According to table 4, the reason is that although the terminal MTTF decreases by increasing network size in both SEN+ and SEN+2, the increase in network size has less negative impact on the reliability of the SEN+2, compared to SEN+. In other words, according to these results, in network size of 8, it has been proved that annexation of one extra stage to the SEN is more rational than two, in terms of terminal MTTF. However, in network sizes of 16 onwards, adding two extra stages to the network is more efficient than one in terms of terminal MTTF.

| Time (Hr) | SEN   | SEN+  | SEN+2 |
|-----------|-------|-------|-------|
| 8         | 4875.6704046806435 | 4913.805954531999 | 4913.745085175846 |
| 16        | 4835.5899419729203 | 4910.678199190802 | 4913.5651958112385 |
| 32        | 4796.16306954443646 | 4906.452928482102 | 4913.264263108909 |
| 64        | 4757.3739295908663 | 4901.209264894021 | 4912.834771130299 |
| 128       | 4719.2071731949036 | 4895.02063456989 | 4912.26466541135 |
| 256       | 4681.6479400749067 | 4887.955228061418 | 4910.540985544743 |
| 512       | 4644.6818392940086 | 4880.076418732741 | 4910.650014367519 |
| 1024      | 4608.294960875576  | 4871.443143228474 | 4909.577603338668 |
According to the Eqs. (23) through (25), broadcast MTTF analysis results as a function of network size are summarized in Table 5. According to this table, SEN+ has higher broadcast MTTF compared to SEN, especially at small network sizes. However, as the network size increases, the performance of these two networks is close to each other in terms of broadcast MTTF. Also, SEN+2 achieves higher broadcast MTTF compared to SEN+. However, the superiority of SEN+2 compared to SEN+ is weak and they have a close performance, especially in large network sizes. In general, it can be concluded that the idea of increasing the number of stages in the MINs is not an efficient idea in terms of broadcast MTTF, especially in large-scale systems. Although this idea leads to an increase in hardware cost because of the increased number of switching elements, it does not provide a good performance in terms of broadcast MTTF, especially in large network sizes.

Table 5. Broadcast MTTF as a function of network size.

| Time (Hr) | SEN     | SEN+    | SEN+2   |
|-----------|---------|---------|---------|
| 8         | 1096.6114705559 | 1100.6472445577 | 1100.6771433805 |
| 16        | 579.5421616922 | 582.93342979215 | 582.98029851559 |
| 32        | 298.2670683329 | 300.3650734000 | 300.39776433278 |
| 64        | 151.3523330962 | 152.51046055148 | 152.52930100537 |
| 128       | 76.24333823832 | 76.85032738411 | 76.860900797548 |
| 256       | 38.26506208506 | 38.57606296611 | 38.581265392078 |
| 512       | 19.16858192747 | 19.325917272586 | 19.328558481204 |
| 1024      | 9.59329182619 | 9.6724575171799 | 9.6737888666464 |
| 2048      | 4.79827343760 | 4.8386070376840 | 4.8392751948194 |

According to the Eqs. (26) through (28), network MTTF analysis results as a function of network size are summarized in Table 6. According to Table 6, for the network MTTF, there is a similar situation to broadcast MTTF. This means that although increasing the number of stages can lead to an improvement in the network reliability; this improvement is slight, especially in networks with large sizes.

In general, according to Table 4, 5, and 6, it can be concluded that the idea of adding extra stages to the MINs, can lead to suitable improvement in terminal MTTF. Also,
in small network sizes, augmenting one additional stage to the SEN meets higher performance, but in large network sizes, adding two is more acceptable in terms of terminal MTTF. However, in case of broadcast and network MTTF, the idea of increasing the number of stages cannot provide the network with a significant improvement.

Table 6. Network MTTF as a function of network size.

| Time (Hr) | SEN       | SEN+     | SEN+2    |
|-----------|-----------|----------|----------|
| 8         | 617.1315724512 | 619.72406470627 | 619.72406468814 | 617.13157245124 |
| 16        | 307.2763028515 | 309.85458307302 | 309.86271685516 | 307.27630285152 |
| 32        | 152.9987760097 | 154.92074686864 | 154.93152972097 | 152.99877600979 |
| 64        | 76.1823507313 | 77.455758679390 | 77.465807627026 | 76.18235073135 |
| 128       | 37.93396455450 | 38.724923350878 | 38.732914102158 | 37.933964554503 |
| 256       | 18.88902321083 | 19.360668120720 | 19.366459354244 | 18.889023210831 |
| 512       | 9.405851191909 | 9.6792830620109 | 9.6832300075887 | 9.4058511919095 |
| 1024      | 4.683752997601 | 4.839046172212 | 4.8416149971682 | 4.6837529976019 |
| 2048      | 2.332368043945 | 2.4191828257507 | 2.4208073762861 | 2.3323680439455 |

6. Availability

In reliability engineering, a reasonable assumption is to consider reparability in the system performance analysis. On the other hand, the most common system performance metric used in repairable systems is availability [33, 34]. The dictionary defines available as “present or ready for immediate use”. This definition has direct applicability in the word of telecommunications. However, from a technical standpoint, availability is defined as the degree to which a system, subsystem or equipment lies in a specified operable and committable state at the start of a mission, when the mission is called for at an unknown, i.e. a random time [33]. Simply put, availability is the portion of time a system is in a functioning condition. This is often described as a mission capable rate.

Often when a component fails, the system is not ideal in terms of detection, isolation, and reconfiguration procedures. This defect is called imperfect coverage. Coverage is defined as the probability of successful reconfiguration of a system considering a component fault happens [31]. Thus, this important factor is used to analyze the availability in this section. In fact, using this important factor will bring
analysis closer to practical scenarios. In practical scenarios, systems are not ideal and there are some failure probabilities in their various functions. When a failure occurs in one of the switches of a MIN, some mechanisms are needed to deal with it by performing some tasks, such as identifying the failure and identifying its location [35, 36]. However, any of these tasks may be confronted with a problem. For example, if the number of failures at a particular time exceeds a certain value, their identification may be disturbed [37]. As another example, when network size increases, the number of network components also increases and the amount of redundant switches in the network can also be increased, which makes it difficult to detect the failure of the switches [31, 38]. Therefore, The effect of this uncovered failure can spread throughout the network, and it may lead to the failure of the entire system, even with the presence of redundancies in the network [35]. This mode is called coverage failure state.

A Markov model is used to combine imperfect coverage and repair in an availability model as a usual approach. However, for fault tolerant MINs the construction of an overall Markov model and its solution is difficult due to the complex structure. Hierarchical composition approach can solve this problem. In this approach, each subsystem is modeled as a Markov chain in which the system availability is modeled as series independent Markov components. Moreover, since the switches have high reliability, a logical assumption would be to rule out multiple repairs on the system.

For series systems consisting of N components, we will use the Markov state transition diagram in Fig. 5. In this figure, we assume each component’s time to failure is exponentially distributed with failure rate of $\lambda$. In this figure, in state 0, the system is functioning with all components operational. Also, in state 1, system is failed with the failure in one of the components. In this state, a failed component can be repaired at rate of $\mu$.

The transition matrix ($A$) for Fig. 5 is given by:

$$A = \begin{pmatrix} -N\lambda & N\lambda \\ \mu & -\mu \end{pmatrix}$$

(29)

By applying Eq. (30) [33], we can solve the state equations to determine the probabilities of state occupation $P = [P_0 \ P_1]$.

$$P \cdot A = \bar{0}$$

$$= [P_0 \ P_1].\begin{pmatrix} -N\lambda & N\lambda \\ \mu & -\mu \end{pmatrix}$$

(30)

The set of linear equations is thus:

$$-P_0N\lambda + P_1\mu = 0$$

(31)
According to Eqs. (31) through (33), we have:

\[ P_0 N \lambda - P_1 \mu = 0 \]  
(32)

\[ P_0 + P_1 = 1 \]  
(33)

We define the set of all possible system states as \( S = \{S_0, S_1, \ldots, S_r\} \) and a set \( W \) as the subset of \( S \) containing only those states where the system is working. Therefore, the availability of the system (A) is the sum of all probabilities in \( W \):

\[ A = \sum_{i \in W} P_i = P_0 \]  
(36)

Therefore, availability for a series system consisting of \( N \) components (shown in Fig. 5) is calculated by the following equation:

\[ A = \frac{\mu}{N \lambda + \mu} \]  
(37)

**Figure 5.** Series system Markov state transition diagram.

This time, consider a system consisting of two components in parallel. For this system, we will use the Markov state transition diagram in Fig. 6.

\[ \begin{align*}
\text{State 0} & \xrightarrow{\lambda} \text{State 1} \\
\mu & \xrightarrow{\mu} \text{State 1} \\
2(1-c)\lambda & \xrightarrow{\nu} \text{CF}
\end{align*} \]

**Figure 6.** Parallel system Markov state transition diagram.

In Fig. 6, the system is functioning with both components operational in state 0; the
system is functioning with only one component operational in state 1; and system is failed in state 2. In addition, in this figure, CF is the coverage failure state. If coverage is perfect \( (c = 1) \), system is operational as long as one of the two components is operational. However, if coverage is imperfect then there is probability \( (1 - c) \) that the system fails upon the failure of the first component (i.e. coverage failure state). Here it should be noted that, as shown in Fig. 6, there is a repair transition (with rate \( \nu \)) from the coverage failure state to state 1. In this case, the main recovery method from coverage failure state is to reboot the system. Many researchers have developed this technique \[39-42\]. Generally, in this method, when a fault or failure is not detected due to imperfect coverage, it can be cleared by the reboot or reset operation. For this purpose, it is possible to consider a rate of reboot on a daily basis, for example, the rate proposed in \[42\] is 10 per day.

The transition matrix \( \mathbb{A} \) for Fig. 6 is given by:

\[
\mathbb{A} = \begin{pmatrix}
-(2c\lambda + 2(1-c)\lambda) & 2c\lambda & 0 & 2(1-c)\lambda \\
\mu & -(\mu + \lambda) & \lambda & 0 \\
0 & \mu & -\mu & 0 \\
0 & \nu & 0 & -\nu
\end{pmatrix}
\]  

By applying the state equation matrix definition to determine the linear algebraic equations in terms of state occupation probabilities, \( \mathbb{P} = [P_0 \quad P_1 \quad P_2 \quad P_{CF}] \).

\[
\mathbb{P} \cdot \mathbb{A} = \mathbb{0}
\]  

\[
= [P_0 \quad P_1 \quad P_2 \quad P_{CF}] \cdot \begin{pmatrix}
-(2c\lambda + 2(1-c)\lambda) & 2c\lambda & 0 & 2(1-c)\lambda \\
\mu & -(\mu + \lambda) & \lambda & 0 \\
0 & \mu & -\mu & 0 \\
0 & \nu & 0 & -\nu
\end{pmatrix}
\]  

\[\begin{align*}
-P_0(2c\lambda + 2(1-c)\lambda) + P_1\mu &= 0 \\
2P_0\lambda - P_1(\mu + \lambda) + P_2\mu + P_{CF}\nu &= 0 \\
P_1\lambda - P_2\mu &= 0 \\
2P_0(1-c)\lambda - P_{CF}\nu &= 0 \\
P_0 + P_1 + P_2 + P_{CF} &= 1
\end{align*}\]

The availability of the system \( A \) is the sum of all probabilities in \( W \):

\[
A = \sum_{i \in W} P_i = P_0 + P_1
\]
Therefore, by solving the simultaneous equations for $\mathbb{P}$, we have:

$$
A = \frac{\nu^2}{v(\mu(2\lambda + \mu) + 2\lambda^2) + 2\lambda(1-c)\mu^2 + \lambda(1-c)\mu^2} \left(1 + \frac{\mu}{2\lambda} + \frac{\lambda^2}{\mu^2} + \frac{2\lambda}{\mu} + \frac{2\lambda}{\mu^2}ight) + \frac{\mu^2}{2\lambda + \mu} + \frac{\lambda^2}{\mu^2} + \frac{2\lambda}{\mu} + \frac{2\lambda}{\mu^2}
$$

(46)

In parallel systems with more than two components, availability can be calculated by calculating the failure rates for the sub-systems and replacing this failure rate in the above equation with $\lambda$.

Now, given the above discussions, we will calculate the all-terminal availability for each of the networks of SEN, SEN+, and SEN+2. In this analysis, we will consider the following assumptions:

1. It will be assumed that each switching element may fail.
2. All failures are statistically independent.
3. The failures are assumed to be exponentially distributed. Therefore, we define $\lambda$ as the failure rate of a 2×2 switching element (SE2). In addition, according to research conducted on C.mmp system [30] (C.mmp is a canonical multiprocessor system with a 16×16 crossbar switch) and also based on [31], it is assumed that a reasonable estimate for $\lambda$ is equal to 0.0000017 per hour.
4. According to studies in [31], we will assume that $\mu = 10^4\lambda$ and $\nu = \mu/10$.
5. The switches have high reliability. Therefore, a logical assumption would be to rule out multiple repairs on the system.

In terms of all-terminal reliability, the $N\times N$ SEN network is a system composed of $N/2 (\log_2 N)$ switching element in series. Therefore, availability for this network is calculated as follows:

$$
A(\text{SEN}) = \frac{\mu}{\left(\frac{N}{2} (\log_2 N)\right) \lambda + \mu}
$$

(47)

In case of the SEN+ network, its RBD and Markov state transition diagram corresponding to each part of this RBD are shown in Fig. 7.
Figure 7. Markov state transition diagram for SEN+.

According to Fig. 7, availability for SEN+ network is given by:

$$A(SEN\,+) = \left(\frac{\mu}{N\lambda + \mu}\right) \left(\frac{1 + 2\lambda/\mu}{1 + 2(\lambda/\mu) + 2\lambda(1 - c)/\nu + 2\lambda^2/\mu^2}\right)^{\frac{N}{2}} \left(\frac{1 + 2\lambda/\mu}{1 + 2(\lambda/\mu) + 2\lambda(1 - c)/\nu + 2\lambda^2/\mu^2}\right)^{\frac{N}{4}} \left(\frac{1 + 2\lambda/\mu}{1 + 2(\lambda/\mu) + 2\lambda(1 - c)/\nu + 2\lambda^2/\mu^2}\right)^{\frac{N}{4}}$$

(48)

Also, in case of the SEN+2 network, its RBD and Markov state transition diagram corresponding to each part of this RBD are shown in Fig. 8. According to this figure, availability for SEN+2 network is given by:

$$A(SEN\,+2) = \left(\frac{\mu}{N\lambda + \mu}\right) \left(\frac{1 + 2\lambda/\mu}{1 + 2(\lambda/\mu) + 2\lambda(1 - c)/\nu + 2\lambda^2/\mu^2}\right)^{\frac{N}{2}} \left(\frac{1 + 2\lambda/\mu}{1 + 2(\lambda/\mu) + 2\lambda(1 - c)/\nu + 2\lambda^2/\mu^2}\right)^{\frac{N}{4}} \left(\frac{1 + 2\lambda/\mu}{1 + 2(\lambda/\mu) + 2\lambda(1 - c)/\nu + 2\lambda^2/\mu^2}\right)^{\frac{N}{4}}$$

(49)

In Eq. (49), $\lambda_S$ is calculated as follows:

$$\lambda_S = \frac{N\lambda(\log_2(N) - 2) \left(1 - \frac{N\lambda(\log_2(N) - 2)}{8}\right)}{4 \left(2 - \frac{N\lambda(\log_2(N) - 2)}{8}\right)}$$

(50)
According to Eqs. (47) through (50), the results of availability analysis as a function of network size are shown in Fig. 9. In these results, in the event of the SEN+ and SEN+2, two cases have been considered: perfect coverage (c = 1) and imperfect coverage (c = 0.99). According to this figure, the best and weakest results belong to SEN+2 (c = 1) and SEN, respectively. Also, as the network size increases, SEN+2 achieves higher superiority compared to other networks. In other words, this result reflects the fact a MIN with two extra stages can provide higher efficiency than a MIN with one stage. However, for small-scale systems such as size 8×8 and 16×16, adding one stage is more efficient than two, in terms of availability due to cost-effectiveness reasons.

Another important point is the coverage parameter (c). As Fig. 9 shows, as long as this parameter is less than one, it has a significant negative impact on network availability. As a result, one way to improve availability of the networks is to use strategies to increase the probability of coverage.
Figure 9. Availability as a function of network size.

7. Discussion

The parameters analyzed in this paper were as follows: (1) Time-independent terminal, broadcast, and network reliability analysis: In this case, the contribution of this paper was to analyze reliability of the MINs for different network sizes. The conclusion of this analysis indicates that as the network size increases, SEN+2 becomes more advantageous compared to two other networks in terms of reliability. (2) Time-dependent terminal reliability, broadcast reliability, and network reliability analysis: In this case, the contribution of this paper indicates that so far, there has been no complete analysis of shuffle-exchange networks reliability as time-dependent. Therefore, this is the first full time-dependent reliability analysis of SENs. Another important point is that processors (sources) and memory modules (destinations) are prone to failure in the network like switching elements. However, so far, the probability of failure has been merely intended for switch nodes. In contrast, this paper assumes that each processor (source), memory module (destination), and switching element may fail. The conclusion of this analysis is that as the network size increases, SEN+2 gets a more appropriate choice compared to two other networks in terms of reliability. Conclusions derived from this analysis indicate that for small-scale systems, although adding one extra stage to SEN has lower hardware cost than two, it improves the reliability to a higher level. However,
for large-scale systems, two extra stage MINs show greater competence compared to one, in terms of reliability. In other words, determining the number of stages to improve the reliability of the MINs efficiently needs to consider the size of the system. (3) Terminal MTTF, broadcast MTTF, and network MTTF analysis: In this case, the contribution of this paper was that there has been no complete analysis of shuffle-exchange networks MTTF. Therefore, this was the first full time-dependent MTTF analysis of SENs. Another important point is that in contrast to previous works, this paper assumes that each processor (source), memory module (destination) similarly to switching element may fail. Conclusions derived from this analysis are: The idea of adding extra stages to the MINs, can lead to suitable improvement in terminal MTTF. Also, in small network sizes, one extra stage SEN is more efficient, but in large network sizes, two extra stage SENs provide more benefits in terms of terminal MTTF. However, in case of broadcast and network MTTF, the idea of increasing the number of stages cannot provide a significant improvement to the network. (4) Availability analysis: In this case, the contribution of this paper is that almost none of the previous analyses on the reliability of the MINs have been discussed the reparability of system components in reliability analysis. Therefore, this paper analyzes the availability (most common system reliability metric used in repairable systems) of the SEN, SEN+, and SEN+2 with perfect and imperfect coverage as well as online-repair assumptions. Conclusions derived from this analysis are: To improve availability in systems with large sizes, concatenating two extra stages to a MIN is more suitable method. However, for small-scale systems such as size 8×8 and 16×16, using one extra stage provides more efficient condition for MINs than two in terms of availability due to cost-effectiveness reasons.

8. Conclusion and future works

In this paper, the impact of adding extra stages to MINs was extensively evaluated by reliability analyses on the three networks of SEN (one of the most popular MINs), SEN+ (SEN with one additional stage), and SEN+2 (SEN with two additional stages). In general, the results of this analysis are as follows: For small-scale systems, although adding one extra stage to SEN has lower hardware cost than two, it improves the reliability to a higher level. However, for large-scale systems, two extra stage MINs show greater competence compared to one, in terms of reliability, availability and terminal MTTF. However, in case of broadcast and network MTTF, the idea of increasing the number of stages cannot provide a significant improvement to the network. One of the most important future works in this domain is to calculate an optimal value for the number of switching stages
added to various MINs in terms of reliability.
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