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Abstract

Gravity is perturbatively renormalizable for the physical states which can be conveniently defined via foliation-based quantization. In recent sequels, one-loop analysis was explicitly carried out for Einstein-scalar and Einstein-Maxwell systems. Various germane issues and all-loop renormalizability have been addressed. In the present work we make further progress by carrying out several additional tasks. Firstly, we present an alternative 4D-covariant derivation of the physical state condition by examining gauge choice-independence of a scattering amplitude. To this end, a careful dichotomy between the ordinary, and large gauge symmetries is required and appropriate gauge-fixing of the ordinary symmetry must be performed. Secondly, vacuum energy is analyzed in a finite-temperature setup. A variant optimal perturbation theory is implemented to two-loop. The renormalized mass determined by the optimal perturbation theory turns out to be on the order of the temperature, allowing one to avoid the cosmological constant problem. The third task that we take up is examination of the possibility of asymptotic freedom in finite-temperature quantum electrodynamics. In spite of the debates in the literature, the idea remains reasonable.
1 Introduction

Although quantum gravitational effects (reviews of various approaches to quantization of a matter-gravity system can be found, e.g., in [1–5]) are often set aside, it has become increasingly clear through a series of recent works [6–19] that they are crucial for solving some of the outstanding problems in theoretical and astrophysical physics. For instance, they have proven to be indispensable for precisely formulating (and potentially solving) the black hole information paradox [20] [6–8].

Quantized gravity ought also to be an optimal arena for a systematic formulation (and resolution) of cosmological constant problem (see, e.g., [25–27] for reviews of the problem), since the resolution would require renormalization of the vacuum energy. A systematic analysis of vacuum energy has recently been conducted in a quantized gravity setup with finite-temperature [9]. In the present work we provide a brief review of some of these developments, and press on.

For quantization, there are many aspects of the analysis with which one must be concerned. These include boundary conditions [28] [3] [29] [7], identification of the physical states [30] [31] [32], removal of the trace mode of the fluctuation metric [33] [34], technical but crucial issues surrounding the background field method (BFM) [35] [36] [37–40], and gauge choice-(in)dependence [41–46] [40]. For all of these it is crucial to carefully analyze the gauge symmetries, including large gauge transformations (LGTs) [47] [48]. The presence of large gauge symmetry makes the subject complicated but, at the same time, rich. For one thing it clearly demonstrates the necessity of Hilbert space extension by including non-Dirichlet boundary conditions. Our previous works recognizing the importance of the non-Dirichlet boundary conditions include [49–51]. They were subsequently analyzed in [7] [40]. Derivation of the physical states and some pertinent analyses can be found in the early sequels of [37] [32]. The pathology associated with the trace mode [52] [53] was reviewed in [34,38,39] and its removal by gauging away was presented in [38–40,50].

A refined application of the BFM [38] [39] [40] is vital for computing the one-particle-irreducible (1PI) action. Our approach also sheds light on the subtle and difficult issue of gauge choice (in)dependence of the 1PI action [40].

In the foliation-based quantization (FBQ) [34,54,55] it is the Lagrangian counterpart of the Hamiltonian constraint that leads to the physical state condition (PSC). More specifically, the lapse field equation of the Lagrangian Arnowitt-Deser-Misner (ADM) formalism was imposed as the physical state constraint in the previous sequels. In the present work the condition is alternatively derived from the gauge choice-independence of scattering amplitudes, after examining the gauge invariance...
issue of the boundary terms. The derivation of the PSC in this manner has two advantages over the previous. Firstly, the setup is manifestly 4D-covariant (other than splitting the gauge parameter $\epsilon_{\mu}$ into $\epsilon_{\mu} = (\epsilon_i, \epsilon_3)$) because we do not, for the main task, resort to the ADM formalism. Secondly, the whole procedure is entirely within more established practice of quantum field theory: previously, the physical state condition was derived with hindsight of Dirac’s method of quantizing a constrained system. Here, the condition is derived based on the conceptually more rudimentary requirement of gauge choice-independence of a scattering amplitude.

As an application of our quantization approach, we have recently tackled [9] the cosmological constant (CC) problem. Here we extend the one-loop analysis therein to two-loop. The CC problem was originally formulated in [56] with a generic system that contains a massive field whose contribution to the vacuum energy vastly exceeds the observed value of the CC. A good example is a loop contribution of the Standard Model (SM) Higgs field. The vacuum energy is defined as a minimum of the effective potential. In vacuum energy computation both the ultraviolet (UV) and infrared (IR) structures play roles. To some extent the UV and IR contributions to the vacuum energy are intertwined. Given that renormalization procedure is involved, the relevance of the UV structure is evident. The relevance of the infrared structure is subtler. As demonstrated in Casimir energy analysis (see, e.g., the account in [57]), it is necessary to pay close attention to the infrared structure for proper evaluation of vacuum energy. (In the Casimir case this is often done by employing an infrared regulator of a finite-size box in momentum cutoff regularization.) We believe that the lesson learned from the Casimir case should be valid more generally: the vacuum energy of a system should be determined essentially by the low-energy sector of the theory, thus a meticulous description of the structure is desirable. Once temperature enters one deals with three different scales: the renormalized mass, the artificial energy scale introduced in dimensional regularization, and the temperature scale. As reviewed in [9], convergence of perturbation theory dictates that these scales be on the same orders of magnitudes as one another. We show that there exists an optimal perturbation theory (OPT) [58] procedure that quantitatively enforces this qualitative requirement.

In another line of research we examine the issue of quantum electrodynamics (QED) asymptotic freedom [59] in a finite-temperature setup. Unlike our initial impression, it is likely that one must undertake the whole renormalization procedure, including other coupling constants, in order to properly investigate the potential asymptotic freedom at zero- or finite- temperature. This complication notwithstanding, QED asymptotic freedom remains a reasonable possibility.

The rest of the paper is organized as follows. In section 2 we examine the ordinary and large gauge symmetries, gauge-fixing, and
residual gauge invariance. We note that the sector with a Dirichlet boundary condition should merely account for a ‘ground state’ in the tower of the Hilbert space of the states arising from all possible boundary conditions. Non-Dirichlet boundary conditions are clearly motivated by large gauge transformations (LGTs). We discuss where the large gauge symmetry stands in the whole procedure of determining the PSC. We show that independence of the S-matrix under the residual symmetry leads to the physical state condition. Where useful, we use analogies with string theory. For instance, the ADM Lagrangian approach is analogous to lightcone string quantization, whereas the present covariant quantization is analogous, to some extent, to old covariant quantization. Section 3 is devoted to finite-temperature vacuum energy analysis. In section 3.1 we start by reviewing the zero-temperature CC problem. In section 3.2, we extend it to a finite-temperature setup. With the quantized metric contribution understood in [9], we focus on flat space analysis of a real Higgs-type scalar system in a flat background. We recap two-loop effective potential computation in the refined background field method. In addition to the standard resummation, a non-perturbative technique of the so-called optimal perturbation theory was introduced in the literature for improved convergence. The way of implementing OPT is not unique. Our goal is to show that there exists a variant OPT procedure that allows one to avoid the CC problem. In section 4, we take an Einstein-scalar system in the finite-temperature framework of quantized gravity to examine the possibility of asymptotic freedom of QED proposed in [59]. In spite of the debates in the literature, we conclude that QED asymptotic freedom remains a reasonable possibility. In section 5 we conclude with a summary, implications of our results, and future directions. A glossary of some terms are given in Appendix A.

2 Gauge symmetries, fixing, and PSC

A crucial initial step in covariant gravity quantization involves handling of the constraints. Since a gravity system is a gauge system, its quantization can be dealt with, in part, by Dirac’s method (see, e.g., [60] for a review), according to which second-class constraints can be formulated by Dirac brackets. The brackets are supplanted by the corresponding commutators at the quantum level. The core difficulty in quantization lies in first-class constraints. As explicitly demonstrated in recent works [10,34,38–40], a first-class constraint can be taken care of by fixing the gauge symmetry that it generates [60]. More specifically, the following was done [34] in the Lagrangian ADM setup: with the lapse function and shift vector non-dynamical, their field equations were imposed as constraints upon gauge-fixing the lapse function and shift vector. This was in addition to bulk gauge-fixing (e.g., by the de Donder gauge). It was essentially the lapse field equation - the counter-part of the Hamiltonian constraint in the ADM Hamiltonian formalism (see [61] for a critical
review of the Hamiltonian formalism of general relativity) - that led to reduction of the physical states. Although the ADM setup provides a convenient arena for and elucidates certain aspects of the quantization, one loses manifest 4D covariance. As we show in section 2.2, however, there is an alternative method of obtaining the physical state condition while maintaining the 4D covariance - which is almost always useful - in the intermediate steps: the condition is derived from gauge choice independence of scattering amplitudes, after examining the gauge-invariance issue of the boundary terms.\(^2\)

We restrict our discussion to an asymptotically flat spacetime to prevent the analysis from getting too abstract, although the formalism may well be potent enough to cover more generic spacetimes. Furthermore, many interesting geometries are classified as an asymptotically flat spacetime. The advantage of considering an asymptotically flat spacetime is that it allows one to introduce a radial coordinate and, as we will discuss, one can do things more covariantly without resorting to the ADM formalism. We still split the gauge parameter \(\epsilon_\mu\) into

\[
\epsilon_\mu = (\epsilon_i, \epsilon_{(3)})
\]

with \(x^{\mu=3} \equiv r\), the radial direction, and ultimately focus on \(\epsilon_{(3)}\).

In section 2.1 we start by reviewing the central idea behind the FBQ approach. We review aspects of the ‘small’ (i.e., ordinary) and large gauge transformations. Although the asymptotic symmetry should in general be larger than the large gauge symmetry, we use the latter to be specific. The discussion will remain valid even if one takes the asymptotic symmetry. Some key ideas were explained in detail in the previous review [10]; here the focus is on the latest developments. The ‘small’ gauge transformation is redundancy of the degrees of freedom whereas the large represents part of the moduli (a collection of inequivalent vacua) of the theory [47] [48]. The reason for contrasting the large gauge symmetry with the ordinary gauge symmetry is to bring out precisely which symmetry is responsible for the PSC: it is part of - viz., residual symmetry of - the ordinary gauge symmetry whose handling in the manner described below leads to the PSC. With the preliminary discussions in section 2.1, we derive in section 2.2 the physical state condition (14) by requiring gauge-choice independence of a scattering amplitude under the residual symmetry.

### 2.1 Review of gauge symmetry and its fixing

The central idea on which the FBQ hinges is renormalizability of the physical sector associated with a 3D hypersurface in an asymptotic region. How does the reduction to the 3D hypersurface come about? As well known in gravitational (as well as non-gravitational gauge) theories, covariant gauges do not entirely exhaust the gauge

\(^2\)This is another case of the observation made in [50]; consideration of boundary physics leads to the same result obtained by considering bulk physics.
freedom, but instead leave measure-zero (i.e., 3D) residual gauge redundancy. The key observation that led to the new approach to gravity quantization [34] was that suitable and complete gauge-fixing of 4D diffeomorphism and its residual symmetry leads to reduced support of the physical spectrum. More specifically, gauge-fixing of the 3D residual symmetry reduces the support of the physical states onto a holographic screen, a 3D hypersurface at an asymptotic location.

Although 4D diffeomorphism is something well-established, there are several fine but nonetheless crucial issues that one must carefully discern. This is partially due to the fact that the two types of gauge transformations, the ordinary (or ‘small’) and the large, are ‘tangled’. It takes some care to disentangle the two, a required step to determine the physical states in the present approach. Also, the observer-dependent effects are tied with the gauge transformations and resulting foliations [62] [51]. Let us note that there are two kinds of residual symmetry, both of which correspond to each type of the gauge symmetry: the first is the residual symmetry of ordinary diffeomorphism. The residual symmetry of the second kind is associated with the large gauge symmetry. (For convenience we are viewing, at the moment, the large symmetry as the residual symmetry of the small and large symmetries combined.) It will be lucrative to invoke analogies with string theory: the large gauge symmetry is an analogue of modular group whereas the residual symmetry is analogous to conformal Killing group.

As for the ordinary gauge symmetry, it will be useful to briefly remind us of the derivation of the PSC in the Lagrangian ADM setup before getting to the quantitative details of the 4D-covariant derivation. The residual symmetry associated with \( \epsilon^i \) is used to gauge-fix the shift vector, as analyzed in the earlier sequels. With this, one can focus on the gauge parameter of the form
\[
\epsilon^\mu = (0, 0, 0, \epsilon^{(3)}(t, r, \theta, \phi))
\]
with a property
\[
\epsilon^{(3)} \equiv \epsilon^\mu = 3(t, r, \theta, \phi) \to 0 \text{ as } r \to \infty.
\]

The residual symmetry of ordinary gauge symmetry that leads to the physical state condition is one associated with \( \epsilon^{(3)} \). One first fixes the lapse by using the residual 3D symmetry generated by \( \epsilon^{(3)} \).\(^3\) The lapse equation of motion is a first-class constraint and generates, in the Dirac formulation, a translation along the ‘time-’ i.e., \( r \)-direction. Thus an \( r \)-translation is part of the gauge redundancy (but not part of the moduli). The lapse equation of motion as a constraint reduces the support of the physical states to a hypersurface at the asymptotic region of \( r = \infty \).

It is also useful to distinguish the above residual symmetry from the conformal-type symmetry contained in the diffeomorphism. The latter takes a special form

\(^3\)For a simpler background, such as a Schwarzschild background, the lapse function need not be fixed - it is determined while solving the shift vector constraint. In general, one should use the symmetry to fix the lapse.
and is associated with the trace part of the fluctuation metric. This can be seen by recasting the diffeomorphism transformation with a parameter \( \xi^\mu \),

\[
\delta g_{\mu\nu} = \nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu,
\]

into the form

\[
\delta g_{\mu\nu} = \frac{1}{2} (\nabla_\kappa \xi^\kappa) g_{\mu\nu} + (Lg)_{\mu\nu},
\]

where \((Lg)_{\mu\nu}\) denotes the traceless part of the Lie derivative

\[
(Lg)_{\mu\nu} \equiv \nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu - \frac{1}{2} (\nabla_\kappa \xi^\kappa) g_{\mu\nu}.
\]

The first term in (4) takes the form of a conformal transformation. This symmetry must be removed by gauge-fixing of the trace piece of the fluctuation metric [50].

Remarks on the large gauge symmetry are in order. As previously mentioned, a Dirichlet boundary condition should cover merely the measure-zero subset of possible boundary terms and conditions. Recall that the Dirichlet boundary condition has a special status in that it is imposed when defining the canonical momenta. (Once the momenta are defined, one may consider other types of boundary conditions.) Since an LGT will not, generally speaking, preserve the boundary conditions (because, for one thing, it will not preserve the momenta), different boundary conditions should be viewed as different sectors of the theory. For this reason the large gauge symmetry is analogous to global symmetry or moduli. For us an LGT will be an asymptotically non-vanishing 3D transformation in the \((t, \theta, \phi)\) space. (It is also the degrees of freedom associated with the reduced action: the large gauge symmetry must be non-perturbative degrees of freedom of the reduced action obtained in [7].) Now consider the 4D action with boundary terms. An LGT mixes the time and spatial coordinates and will not, in general, leave the content of the original boundary condition invariant. In addition, due to the mixing of the coordinates, observer-dependent effects will enter [62] [51].

Another not unrelated key ingredient in deriving the PSC is careful treatment of the boundary dynamics, including boundary terms with the corresponding boundary conditions. The boundary terms are important not only on their own, but also for identifying the physical states. Although Dirichlet boundary conditions are widely used in gravity (as well as other field theories), it has been shown that the Hilbert space must be extended so as to include non-Dirichlet sectors. The point is that exclusive imposition of a Dirichlet boundary condition cannot be justified since an ordinary gauge transformation does not preserve them (more precisely, the content of the boundary condition, though the form of the boundary term should be invariant). What is missed by restricting to the Dirichlet boundary condition is the entire boundary dynamics. The sector with the Dirichlet boundary condition should only account for a ‘ground state’ of the tower of the Hilbert space of states coming from all possible boundary conditions. For this reason, the physical state condition should be derived in the setup of an extended Hilbert space.
2.2 Alternative derivation of PSC

With the preliminary in section 2.1, we are ready to derive the PSC from gauge choice-independence of a scattering amplitude. As pointed out before, the Lagrangian ADM method is analogous to string theory lightcone quantization in that one maximally exploits gauge-fixing. In old covariant quantization, on the other hand, the physical states are realized through imposition of appropriate constraints. Here, we do something similar in spirit: we impose the ‘lapse constraint’ without explicitly fixing the ‘lapse’. (Quotation marks since the analysis is conducted in the 4D-covariant framework.) This may be regarded as a ‘cohomological’ way of obtaining the physical states. The physical states must be invariant under $r$-translation, which is part of the residual symmetry. In general, a bulk state cannot satisfy this condition, and one must turn to a state that has support on an asymptotic boundary. The weaker form of the physical state condition (14) can be derived by carefully examining the Dirichlet and Neumann boundary conditions, as we now do.

Let us start with an Einstein-Hilbert (EH) action with a York-Gibbons-Hawking (YGH) boundary term:

$$ S_{EH+YGH} = S_{EH} + S_{YGH} $$

where $\gamma_{\mu\nu}$ denotes the induced metric on the boundary $\partial V$; $\varepsilon$ takes $\varepsilon = -1$ for the usual foliation with the genuine time coordinate $x^{\mu=0} = t$, whereas it takes $\varepsilon = 1$ for the $r$-foliation. Let us first quickly remind us of the standard procedure of obtaining the equation of motion with the Dirichlet boundary condition. Variation of the Einstein-Hilbert action consists of bulk terms and a boundary term. The former leads to the equation of motion; the latter comes from

$$ \int_{\partial V} \sqrt{g} \, n^\mu \left[ \nabla_\kappa \delta g_{\mu\nu} - \nabla_\nu \delta g_{\mu\kappa} \right] \tag{8} $$

where $\delta$ denotes an arbitrary variation (as opposed to the symmetry variation, $\delta_s$, below). By employing the standard splitting $g^{\mu\kappa} = \varepsilon n^\nu n^\kappa + \gamma^{\mu\kappa}$, $n_\mu$ being the unit normal to $\partial V$, and noting the (anti)symmetry in $(\mu, k)$, one gets

$$ = \int_{\partial V} \sqrt{g} \, n^\mu \gamma^{\mu\kappa} \left[ \nabla_\kappa \delta g_{\mu\nu} - \nabla_\nu \delta g_{\mu\kappa} \right]. \tag{9} $$

The second term inside the parentheses is canceled against $\delta S_{GHY}$; requiring vanishing of the first term is the Dirichlet boundary condition.
As for the ‘cohomological’ determination of the physical states, one must consider a symmetry variation instead, and establish invariance of the action under the residual symmetry of the ordinary gauge symmetry. Then the physical states will be ones invariant under $r$-translation. It would be ideal to consider the most general boundary terms if such terms were known. This not being the case, we are content to demonstrate invariance for the Dirichlet and Neumann sectors. For the Dirichlet case, the exact same steps above apply when considering a symmetry variation instead of an arbitrary variation. One just needs to use the gauge parameter $\epsilon^\mu$ such that $\epsilon^\mu \to 0$ as $x^{\mu=3} \equiv r \to \infty$, in order for the metric variation $\delta g_{\mu\nu}$ to preserve the Dirichlet boundary condition. As for the Neumann case we consider the action of $S_{EH}$ alone without $S_{YGH}$ [63]. We show that the action with the Neumann boundary condition is invariant so far as one imposes the traceless condition. The second term inside the square parenthesis in (8) vanishes due to the traceless condition:

$$\int_{\partial V} \sqrt{-g} \, n^\mu g^{\nu\kappa} (-) \nabla_\mu \delta g_{\nu\kappa} = 0.$$  \hspace{1cm} (10)

As for the first term, note that

$$\nabla^\nu \delta g_{\mu\nu} = g^{\nu\nu'} \nabla_{\nu'} \delta g_{\mu\nu} = g^{\nu\nu'} \nabla_{\nu'} L g_{\mu\nu} = g^{\nu\nu'} \left( \left[ \nabla_{\nu'}, L \right] g_{\mu\nu} + L [\nabla_{\nu'}] g_{\mu\nu} \right)$$ \hspace{1cm} (11)

where $L$ denotes a Lie derivative. The second term in the far right-hand side of (11) vanishes; the first term vanishes as well since $[\nabla_{\nu'}, L] = \frac{\partial \nu}{\partial x^{\nu}} \nabla_{\nu}$ [64] [54, 55] acting on the metric vanishes.

Let us pause and recapitulate. With the YGH boundary term added, one gets invariance, $\delta \epsilon S_{EH+YGH} = 0$, once one imposes the Dirichlet boundary condition $\gamma^{\nu\kappa} \nabla_\kappa \delta g_{\mu\nu} = 0$. It has also been shown that with the Neumann boundary condition, namely, without the YGH boundary term, one gets $\delta_S S_{EH} = 0$ as far as one imposes the traceless condition. The point is that if one does not remove the traceless mode, one can nevertheless achieve the invariance of the action including the boundary terms by imposing the Dirichlet boundary condition. What we have just shown above is that once one imposes the traceless condition, the gauge variation of $S_{EH}$ vanishes without the use or presence of the YGH term.\footnote{This is not without a subtlety; see the comments at the end.}

Let us now employ the 3+1 splitting of $\epsilon^\mu$ in the 4D approach and focus on $\epsilon^{(3)}$. Denote by $Q$ the transformation generated by the ‘time’ translation: $\delta_\epsilon$ is promoted, at the quantum level, to the corresponding charge operator, $Q_\epsilon$. Let us briefly pause and translate things into the ADM Lagrangian perspective. $Q_{\epsilon^{(3)}}$ is nothing but the lapse function constraint (with gauge parameter $\epsilon^{(3)}$ included).\footnote{One can alternatively proceed with the boundary expression in terms of $K$, the trace of the second fundamental form. The invariance just established implies $\delta_\epsilon K = 0$. This means that the Dirichlet or Neumann is preserved by a gauge transformation.}
The connection between $Q_{\epsilon}^{(3)}$ and the lapse field equation is that the lapse function may be gauge-fixed by the symmetry generated by $Q_{\epsilon}^{(3)}$. This means that in the Lagrangian ADM formalism $Q_{\epsilon}^{(3)}$ is the lapse field equation.

Finally, the invariance that we have established amounts, at the quantum level, to

$$[Q_{\epsilon}^{(3)}, S_{EH+YGH}] = 0 \quad (12)$$

for the Dirichlet case, and

$$[Q_{\epsilon}^{(3)}, S_{EH}] = 0 \quad (13)$$

for the Neumann case. Therefore the physical content of the theory is determined by the physical state condition in analogy with a cohomological case:

$$Q_{\epsilon}^{(3)}|_{\text{physical state}} = 0. \quad (14)$$

To end this section, we comment on the aforementioned subtlety in establishing the invariance of the action with the boundary terms. The subtlety is present in any boundary condition; we illustrate it with the Dirichlet boundary condition by taking the first term of (9). Although the first term does not vanish in the transformed coordinate system with the Dirichlet boundary condition that is natural in the new coordinates, one sets this aside and achieves the invariance up to this point. The ‘deficit’ is subsequently addressed through the channel of the observer-dependent effects [62] [7,51].

3 Vacuum energy in finite temperature

When the characteristic scale of the theory under consideration, say, the electroweak scale, is much higher than the ‘room’ temperature or the temperature of cosmic microwave background (CMB), it is standard practice to employ zero-temperature field theory. Although employing zero-temperature field theory may seem innocuous, our analysis indicates otherwise: finite-temperature effects reveal, when properly taken into account, how to carry out perturbation theory in a ‘natural’ manner. In this section we extend the analysis in [9] to two-loop and show that finite-temperature effects are the key to avoiding the CC fine-tuning problem. We analyze the CC problem by taking an Einstein-scalar system with a Higgs-type potential. Dimensional regularization, which has a well-known advantage in dealing with a gauge system, is employed.

With temperature present one deals with three different scales: the renormalized mass, the artificial energy scale introduced by dimensional regularization, and the

\[^6\text{Interestingly, the role of thermodynamics in determining vacuum energy has recently been explored in [65,66], the works that I became aware after completion of [9].}\]
temperature scale itself. A potential danger in disregarding (in spite of a low temperature) the finite-temperature effects and turning to zero-temperature theory is hinted at by well-known patterns in perturbation series: logarithms of ratios of these scales appear in the series. As lucidly reviewed in [9], convergence of perturbation theory makes it necessary for these scales to be on the same order of magnitude as one another; it is not at all clear whether taking zero-temperature field theory with a large renormalized scalar mass would yield results that are consistent with ones obtained by taking a low temperature limit of the system at finite temperature. What we convey below is that although the two approaches should be compatible, there is a (bigger) price to pay for the zero-temperature approach: a posteriori, the unnaturalness of the approach manifests as the CC problem.

Regardless of justification for applying zero-temperature field theory to a low but nonzero temperature system, it would be valuable to have techniques that can cover physics from near Planck temperature to the CMB temperature. An obstruction to such a full-range description is finite-temperature infrared problems. The most serious among those is the ‘Linde problem’ [67] at QCD-scale temperature. Resummation and various non-perturbative techniques were introduced to deal with the problem (see, e.g., [68] and [69]). The focus of the present work is low temperature, the temperature of CMB. In particular, we explore reformulation of the CC problem - which was originally formulated in the zero-temperature setup - as a zero-temperature limit of a finite-temperature setup. In the main body we show that the finite-temperature effects are in fact crucial - they allow one to avoid the CC fine-tuning problem once the convergence property of the perturbation series is improved through a variant of optimal perturbation theory (OPT).

The analysis in the present work has the following components: UV divergence removal in finite temperature, OPT-improved resummation and renormalization, and the house keeping setup of quantized gravity. Ultraviolet renormalization at finite temperature is guaranteed if the zero-temperature renormalizability is established, and plays an important role - similar to that in Casimir energy computation - through renormalization conditions. In the finite-temperature literature, resummation was introduced long ago to mitigate the temperature-induced divergences in the infrared regime. The convergence properties can be further improved with a touch of non-perturbative techniques, OPT. The OPT that we implement in this work is a relatively minor, but nonetheless crucial, variation of the widely used kind. It is these OPT-organized finite-temperature effects that ultimately turn out to be central to the proposed resolution of the CC problem.

We show in the main body that the optimized renormalized mass turns out to be essentially the temperature. We believe that this allows one to identify (and solve) the cosmological constant problem at its root. With the renormalized mass determined, the following task still remains: the zero-temperature theory has been quite successful for other purposes, and there, the renormalized mass is taken quite
close to the pole mass value. In the SM case, the renormalized Higgs mass is taken to be close to the physical value, 125 GeV, within a few percent. If one now wants to take the renormalized mass to be around the CMB temperature, which is much smaller than the pole mass, one must maintain that the perturbation theory with the corresponding mass preserves the success of the SM. As analyzed in [9] renormalization invariance of physical quantities - which implies a certain additional resummation identified therein - can be invoked to confirm that.

In section 3.1 we review the refined BFM computation of the effective potential and CC problem. We do this for zero-temperature as in the original work of [56]. In section 3.2 we formulate the problem in the finite-temperature context. Our analysis borrows [9] a high-temperature expansion of the effective potential, in spite of the fact that the temperature considered is that of CMB. In the effective potential analysis one encounters a novelty: the potential becomes complex, indicating instability of the vacuum [9].

3.1 Review of CC problem

In this subsection we present a brief and streamlined review of zero-temperature computation of the effective potential in the refined BFM [37] [39] [10, 40], thereby setting the stage for the two-loop analysis in section 3.2. We give an account of the CC problem in dimensional regularization, which is also employed in the two-loop analysis. (Recall that momentum cutoff regularization was employed in the original observation of the CC problem in [56].) Several different non-perturbative techniques were put forth to deal with the infrared divergence problem; we adopt a version of OPT in which the renormalized mass itself plays the role of a variational parameter.

The CC problem was originally established by considering quantized matter fields in a flat spacetime at zero temperature. It will be useful to review the CC problem in the same setup (but with dimensional regularization), prior to finite-temperature treatment. Ultimately, the entire two-loop analysis will have to be founded on a setup of quantum gravity: renormalization of CC would not have a rationale were it not for quantized gravity. Happily, the analysis can be carried over to the quantized gravity setup - where the CC comes to have its proper meaning - without any major difficulty [9].

The refined - as opposed to the conventional - BFM is employed for two reasons: firstly, it makes it clear that, for the vacuum energy, what one needs is an onshell value of the offshell potential. For this one should solve the quantum-corrected offshell potential for its minimum. Employing the refined BFM avoids, as we elaborate below, possible confusion on the onshell vs. offshell issue. Secondly, whereas employing the refined BFM is a matter of convenience for the matter sector, this is not the case for the graviton sector. For the graviton sector, it is necessary to employ...
the refined BFM to ensure covariance of the effective action [37] [38].

Consider the following renormalized scalar action in a flat background at zero temperature:

$$S(\zeta) = -\int d^4x \left[ \frac{1}{2} \partial_\mu \zeta \partial^\mu \zeta + \frac{1}{4} \tilde{\lambda} \left( \zeta^2 + \frac{\nu^2}{\tilde{\lambda}} \right)^2 \right]$$  \hspace{1cm} (15)

where we have defined

$$\tilde{\lambda} \equiv \frac{1}{6} \lambda. \hspace{1cm} (16)$$

Note we have adopted the complete-square form of the potential, instead of the more usual $V = \frac{1}{2} \nu^2 \zeta^2 + \frac{1}{4} \tilde{\lambda} \zeta^4$. As addressed in more detail in [9], whether one should use the complete-square form or the more usual form is not part of the CC problem; it is an independent problem whose answer must ultimately be given by experiment. Our goal of establishing the absence of the fine-tuning-problem can be more handily achieved with the complete-square form. With it, the classical potential vanishes onshell - namely, once one sets $\zeta$ to

$$\zeta_0^2 = -\frac{\nu^2}{\tilde{\lambda}}. \hspace{1cm} (17)$$

Compare the conventional and refined BFMs. In the former one shifts the field according to

$$\zeta \rightarrow \zeta + \zeta_0; \hspace{1cm} (18)$$

which yields

$$S(\zeta + \zeta_0) = -\int d^4x \frac{1}{4} \tilde{\lambda} \left( \zeta_0^2 + \frac{\nu^2}{\tilde{\lambda}} \right)^2 \hspace{1cm} (19)$$

where the $\zeta$-linear term has been omitted as usual. The effective potential is obtained by integrating out $\zeta$ running on the loops with $\zeta_0$s sitting as external legs in a 1PI diagram. In the refined BFM, on the other hand, the shift is taken to be

$$\zeta \rightarrow \zeta + \tilde{\zeta}, \hspace{1cm} \tilde{\zeta} \equiv \zeta_c + \xi. \hspace{1cm} (20)$$

$\zeta_c$ denotes a classical solution of the original action; $\xi$ is the background field.\(^7\) In the conventional BFM, $\zeta_0$ is taken to be a constant (as demonstrated in (18)) when one is interested in the effective potential and its vacuum solution. In the refined

\(^7\)This is the case in the so-called second-layer perturbation. In the first-layer perturbation $\tilde{\zeta}$ is taken as the background field [40].
BFM, a solution $\zeta_c$ will of course be a function of the coordinates in general. With the shift in (20) one gets

$$S(\zeta + \tilde{\zeta}) = -\int d^4x \left[ \frac{1}{2} \partial_\mu \tilde{\zeta} \partial^\mu \tilde{\zeta} + \frac{1}{4} \lambda \left( \tilde{\zeta}^2 + \frac{\nu^2}{\lambda} \right)^2 \right]$$
$$- \int d^4x \left[ \frac{1}{2} \partial_\mu \zeta \partial^\mu \zeta + \frac{1}{2} \mu^2 \zeta^2 \right] - \int d^4x \frac{3}{2} \tilde{\zeta}^2 \tilde{\zeta} \zeta + \frac{1}{4} \zeta^4 \right). \quad (21)$$

If one is interested in the effective potential as opposed to the effective action, the conventional BFM becomes equivalent to the refined upon identifying $\zeta_0 = \tilde{\zeta}$; which BFM to employ is a matter of convenience in this sense. However, things are much subtler in the gravity sector: it is only the refined BFM that yields the correct results. In dimensional regularization, one introduces a scale parameter $\mu$:

$$S(\zeta + \tilde{\zeta}) = -\int d^4x \left[ \frac{1}{2} \partial_\mu \tilde{\zeta} \partial^\mu \tilde{\zeta} + \frac{1}{4} \lambda \mu^2 \left( \tilde{\zeta}^2 + \frac{\nu^2}{\lambda \mu^2} \right)^2 \right]$$
$$- \int d^4x \left[ \frac{1}{2} \partial_\mu \zeta \partial^\mu \zeta + \frac{1}{2} \nu^2 \zeta^2 \right] - \int d^4x \frac{3}{2} \tilde{\zeta}^2 \tilde{\zeta} \zeta^3 + \frac{1}{4} \zeta^4 \right). \quad (22)$$

The effective action can be computed by organizing the diagrams in order of increasing number of external $\tilde{\zeta}$-fields. Since we are interested in the potential part of the effective action, for which one can treat $\tilde{\zeta}$ as constant, it is more efficacious to collect the terms quadratic in $\zeta$ and treat them as part of the kinetic term:

$$\exp \left( i \Gamma^{1\text{-loop}}(\tilde{\zeta}) \right) = \int d\zeta \exp \left[ \frac{i}{2} \int d^4x \left( \frac{1}{2} \partial_\mu \zeta \partial^\mu \zeta + \frac{1}{2} M^2(\nu, \tilde{\zeta}) \zeta^2 \right) \right] \quad (23)$$

where

$$M^2(\nu, \tilde{\zeta}) = \nu^2 + 3 \tilde{\zeta}^2. \quad (24)$$

Note that for the one-loop effective potential, only the kinetic terms contribute, as indicated above. One gets

$$V^{1\text{-loop}} = -\frac{i}{2(2\pi)^4} \int d^4p \ln \frac{i}{\pi} \left[ p^2 + M^2(\nu, \tilde{\zeta}) \right]. \quad (25)$$

Combining the tree and one-loop results yields

$$V(\tilde{\zeta}) = \frac{1}{4} \lambda \left( \tilde{\zeta}^2 + \frac{\nu^2}{\lambda} \right)^2 - \frac{i}{2(2\pi)^4} \int d^4p \ln \left[ \frac{i}{\pi} \left( p^2 + M^2(\nu, \tilde{\zeta}) \right) \right]. \quad (26)$$

In dimensional regularization:

$$V^{1\text{-loop}} = -\frac{1}{32\pi^2} \left( \frac{1}{2\varepsilon} + \ldots \right) M^4(\nu, \tilde{\zeta}). \quad (27)$$
The $\frac{1}{2}$ term must be subtracted out by a CC counter-term. To see the CC problem, it is sufficient to consider the leading order: the minimum of the one-loop corrected potential occurs at

$$\tilde{\zeta}_m = \sqrt{-\frac{\nu^2}{\lambda}} + \mathcal{O}(h).$$  \hspace{1cm} (28)

The CC, i.e., the value of the potential evaluated at $\tilde{\zeta}_m$ above, is on the order of

$$\sim M^4 \bigg|_{\tilde{\zeta} = \tilde{\zeta}_m} \sim \nu^4.$$  \hspace{1cm} (29)

In Standard Model, the renormalized mass in the modified minimal subtraction ($\overline{\text{MS}}$) scheme is determined at the end by requiring the pole of the Green’s function to take the physical value, or 125 GeV in the case of the Higgs field. The renormalized mass turns out to be quite close to the pole masses, usually within a few percent. Upon substituting the physical value of $\nu$, i.e., the value of $\nu$ corresponding to the physical value of the Higgs mass, the result above leads to a CC value enormously bigger than that of the observed. This is the CC problem: a highly fine-tuned renormalization procedure is required to bring the theoretical one-loop value down to the much smaller observed value.

As reviewed above, the CC fine-tuning problem is quite generically present as long as the renormalized mass (its fourth power, to be precise) is much larger than the observed value of the CC. One is then naturally led to the question of whether or not there exists a rationale by which one can employ a renormalized mass of the Higgs field that is far smaller than 125 GeV and carry out the renormalization program. We point out two (relatively) well-known facts as a positive indicator toward such a program. One is flexibility in renormalization schemes, also known as renormalization conditions or subtraction schemes. After UV regularization one must subtract out the infinite part and fix the finite part of the vacuum energy. In $\overline{\text{MS}}$ scheme one removes essentially only $\frac{1}{\tilde{\zeta}}$ part. This fixes the finite part; at this point the renormalized mass is yet to be determined. It is determined by matching the pole value of the 2-point function with the physical value of the field, 125 GeV for the Higgs field. In the proposed new scheme it is the value of the renormalized mass, instead of the finite part, that is first fixed (to be on the order of the temperature). Subsequent matching with the physical mass then determines the finite part. The other sign is one associated with the presence of temperature. Once temperature enters, the zero-temperature setup becomes unsuited (which seems to manifest as the CC fine-tuning eventually). An indication of this comes from energy scalings in finite-temperature loop analysis. Recall that in zero temperature a loop analysis typically yields logarithmic factors such as $\ln \frac{m}{\mu}$, where $m$ is the renormalized mass of the field and $\mu$ the renormalization scale. For the benefit of convergence, it is necessary to choose $\mu \sim m$. By the same token it will be necessary to take $\mu \sim m \sim T$ once
the temperature enters. In the present work this scaling is quantitatively achieved in the course of improving the perturbative analysis by optimal perturbation theory (OPT) after standard thermal resummation - we show that there exists an OPT procedure that enforces the scaling.

3.2 finite-T analysis and resolution of CC problem

For CC renormalization all of the fields, including the metric, must be quantized and their contributions to the CC counted. For the pure graviton sector, the structure of \( n \)-loop contributions with \( n \geq 2 \) have been analyzed in [9]. In this section we focus on the matter sector and conduct two-loop analysis of thermal effects by taking a gravity-Higgs system in a flat background. Consideration of a flat non-dynamical metric background is for simplicity, for one thing. Naively, the contributions of massive matter fields to the CC are expected to be larger than those of the gravitons. The variant OPT unravels, however, that the ultimate determining factor of the CC in the present scheme is the temperature.

We consider a slightly modified version of the widely-adopted OPT. In the widely-used version (see, e.g., [70]), an artificial mass term is added and subsequently subtracted out. This is one way of ensuring that the artificial mass term would not have any effect on the full closed-form results. Although the mass term would not affect the full closed results, it, serving as a variational parameter, does improve finite-order analysis: in the present implementation of OPT, the renormalized mass itself will serve as the OPT parameter to be determined by principle of minimal sensitivity (PMS) [58]. As known in the context of the variational principle in quantum mechanics, there is no unique scheme for implementing the principle. For instance, the more variational parameters one introduces, the more accurate the approximation generally becomes. Our OPT is one that has an advantage of achieving avoidance of the CC problem. What is important for the CC problem is that such OPT exists.

Below, we first discuss several issues including justification and benefits of considering a flat spacetime. We then carry out two-loop analysis in a flat spacetime. We review computation of the potential with the standard resummation by carefully keeping track of the relevant structures. Our OPT is then implemented, and optimized renormalized mass is determined. One encounters the novelty mentioned in the introduction to this section in that the potential becomes complex.\(^8\)

\(^8\)Strictly speaking, the potential itself remains real even at two-loop. However, the vev of the scalar field becomes complex. It is expected that the complexity of the potential will become manifest at three-loop.

Taking both finite-temperature (see, e.g., [71] [72] [73] for reviews) and metric-loop effects into account requires intensive effort. To be entirely realistic, one would also have to consider an FRLW-type time-dependent background. Needless to say,
doing all these at the same time should be a daunting task\(^9\): one would first need to realize the FRLW background as a solution of the Einstein-scalar system. Although this may be possible in a certain series approximation, a closed analytic form of the solution would be desirable for ensuing analysis. Furthermore, the propagators in such a background would be highly involved even without the presence of temperature. One would be hampered by these technical complexities early on in the undertaking.

Fortunately, however, the crux of the CC resolution can be captured by considering a scalar system in a flat spacetime [39] [40]. A flat-spacetime analysis is in fact more than a toy model. This is especially so for UV divergences, since they come from high-energy virtual particles. In other words, since the UV divergences originate locally from a short-distance, they are insensitive to the global geometry. Similarly, a finite-temperature theory can employ the same UV regularization as the zero-temperature theory. As for the things that depend on the infrared structure, the prime example of which is vacuum energy, one must in principle consider the actual background. As we show below the energy scale is correlated with the temperature. Ideally, one should thus use the actual curved background when the temperature becomes low. The difference between using the actual curved background and a flat one instead lies in finite parts. The finite parts can (and must) be adjusted by the renormalization conditions anyway.

We now come to the heart of section 3. Because we will be interested in temperature much lower than the electroweak (EW) scale, an obvious question is whether or not there would be any room for finite-temperature effects. The answer is affirmative, as we show. We conduct the standard resummation followed by variant OPT implementation. The one-loop observation in [9] that the CC problem is avoided is extended to two-loop.

The finite-temperature propagator associated with the action (15) is

\[
<\zeta(x_1)\zeta(x_2)> = T\sum_n e^{-i\omega_n(\tau_1-\tau_2)} \int \frac{d^3k}{(2\pi)^3} \frac{e^{i k\cdot(x_1-x_2)}}{i(\omega_n^2 + k^2 + M^2)}
\]

where \(\omega_n \equiv 2\pi T n\) (\(n = 0, 1, 2, \ldots\)) and \(M^2 \equiv \nu^2\) before resummation. (See eq. (33) for comparison.) At one-loop, renormalization of mass and coupling is necessary. Renormalization of the constant part of the potential, \(\frac{\nu^4}{4\lambda}\), is also needed. By introducing the renormalization constants, \(Z_0, Z_1, Z_2\), the bare action may be written
\[ S_B(\zeta) = - \int d^4x \left[ \frac{1}{2} \partial_\mu \zeta \partial^\mu \zeta + \frac{1}{2} Z_1 \nu^2 \zeta^2 \right] - \int d^4x \frac{Z_2 \bar{\lambda}}{4} \zeta^4 - \int d^4x \frac{Z_0 \nu^4}{4\bar{\lambda}}. \] 

(31)

Precise forms of the two-loop parts of the renormalization constant \(Z\)'s are not needed for the goal. By the same token it is not necessary to keep track of the wavefunction renormalization constant \(Z_3\): since we employ \(\overline{\text{MS}}\) scheme (initially), \(Z_3\) is determined by offsetting the divergences remaining after being partially canceled by the other \(Z\)-constants' contributions.

The starting point of the OPT-improved thermal resummation can be taken to be the following renormalized action

\[ S(\zeta) = - \int d^4x \frac{1}{2} \partial_\mu \zeta \partial^\mu \zeta - \int d^4x \left( \frac{1}{2} M^2 \zeta^2 + \frac{\lambda}{4!} \zeta^4 \right) - \int d^4x \frac{3\nu^4}{2\lambda} \] 

(32)

where

\[ M^2(T) \equiv \nu^2 + \frac{\lambda}{24} T^2. \] 

(33)

A word of caution: we take the expression \(M^2(T) \equiv \nu^2 + \frac{\lambda}{24} T^2\) only for the purpose of computing the loop contributions: later when we sum up the classical and loop contributions (see eq. (41)), we use \(M^2 \equiv \nu^2\) for the classical action so that the classical action is nothing but eq. (15).\(^{10}\) In the refined BFM one shifts the field according to (20):

\[ \zeta \rightarrow \zeta + \bar{\zeta}, \quad \bar{\zeta} \equiv \zeta_c + \xi. \] 

(34)

With this shift one gets

\[ S(\zeta + \bar{\zeta}) = - \int d^4x \left( \frac{1}{2} \partial_\mu \bar{\zeta} \partial^\mu \bar{\zeta} + \frac{1}{2} M^2 \bar{\zeta}^2 + \frac{1}{24} \lambda \mu^{2\varepsilon} \zeta^4 \right) - \int d^4x \frac{3\nu^4}{2\lambda \mu^{2\varepsilon}} \]

\[ - \int d^4x \left[ \frac{1}{2} \partial_\mu \zeta \partial^\mu \zeta + \frac{1}{2} M^2(\nu, \bar{\zeta}) \bar{\zeta}^2 \right] - \int d^4x \frac{\lambda}{6} \mu^{2\varepsilon} \left( \frac{3}{2} \bar{\zeta}^2 \zeta^2 + \bar{\zeta} \zeta^3 + \frac{1}{4} \zeta^4 \right). \] 

(35)

The one-loop effective potential is fairly standard and can be found in textbooks. Combined with the classical part it is given by

\[ V_{\text{classical+one-loop}}(\bar{\zeta}) = \frac{3\nu^4}{2\lambda} - \frac{\pi^2 T^4}{90} - \frac{\bar{M}^4}{32\pi^2} \ln \frac{\mu e^{7\varepsilon}}{4\pi T} + \frac{1}{24} \bar{M}^2 T^2 \]

\[ + \frac{1}{2} M^2 \bar{\zeta}^2 - \frac{1}{12\pi} \bar{M}^3 T + \frac{1}{4!} \lambda \zeta^4 + \mathcal{O}\left( \frac{\bar{M}^6}{T^2} \right). \]

(36)

\(^{10}\)One may consider using the expression \(M^2(T) \equiv \nu^2 + \frac{\lambda}{24} T^2\) for the classical action even when summing up the classical and loop contributions. This would be finite renormalization of the mass term. The qualitative conclusion on the CC problem remains unchanged. Here we follow the standard resummation and use eq. (15) for the classical action.
At two-loop, things become significantly more involved. For the field-dependent part of the potential one can borrow the result obtained in [74] [75]. For our purpose it is also necessary to keep track of the field-independent terms, especially the temperature-dependent terms. Let us enumerate and categorize the two-loop-relevant diagrams. The first kind of the two-loop-relevant diagrams are those with two actual loops; they are given in Fig. 1 (a) and (b). The second kind are the diagrams involving one-loop counter vertices, Fig. 1 (c) - (e). We illustrate the computation by taking the diagram in Fig. 1 (a). For Fig. 1 (a), including the pure temperature-dependent terms, one gets

\[
\mu^2 V_{(a)} = \frac{1}{24} \lambda \mu^4 \epsilon \int d^4 x \ < \zeta^4 > \\
= \frac{\lambda}{1152} T^4 - \frac{\lambda}{192 \pi} T^3 \tilde{M} - \frac{\lambda}{768 \pi^2} \left( \frac{1}{\epsilon} + i \epsilon + 2 \ln \bar{\mu} \frac{T}{T} - 2 c_B - 6 \right) T^2 \tilde{M}^2 \\
+ \frac{\lambda}{4} \frac{\tilde{M}^3 T}{(4 \pi)^3} \left( \frac{1}{\epsilon} + 2 \ln \bar{\mu} \frac{T}{T} - 2 c_B \right) + \frac{\lambda}{8} \frac{\tilde{M}^4}{(4 \pi)^4} \left( \frac{1}{\epsilon} + 2 \ln \bar{\mu} \frac{T}{T} - 2 c_B \right)^2 + \mathcal{O}(\lambda^{5/2} T^4) 
\]

where

\[
\tilde{M}^2(T, \zeta) = \nu^2 + \frac{\lambda}{24} T^2 + \frac{\lambda}{2} \zeta^2. 
\]

and

\[
i_\epsilon \equiv \ln \frac{\bar{\mu}}{T^2} - 4 \ln 3 + c_H, \quad c_H \equiv 5.3025, \quad c_B \equiv \ln 4 \pi - \gamma_E.
\]

The result presented in [75] is that it includes only the first line (without the first term since only the field-dependent terms were kept track of). The second line is not important for our purposes either: when analyzing the minima of the potential below, appropriate \( \hbar \)-scaling of the fields will be introduced, and given that \( \hbar \)-scaling,
the terms in the second line are sub-leaking. The rest of the diagrams are as follows.

\[
\begin{align*}
\mu^{2\varepsilon} V_{(b)} &= \frac{\mu^{2\varepsilon} \lambda^2 \zeta^2 T^2}{48(4\pi)^2} \left( -\frac{1}{\varepsilon} - i\varepsilon - \ln \frac{\mu^2}{T^2} - 2 \ln \frac{T^2}{M^2} - 2 + c_H \right) + \cdots \\
\mu^{2\varepsilon} V_{(c)} &= \frac{1}{32(4\pi)^2} \lambda^2 \mu^{2\varepsilon} T^2 \zeta^2 \left( \frac{1}{\varepsilon} + i\varepsilon \right) + \cdots \\
\mu^{2\varepsilon} V_{(d)} &= \frac{1}{48(4\pi)^2} M^2 \lambda T^2 \left( \frac{1}{\varepsilon} + i\varepsilon \right) + \cdots \\
\mu^{2\varepsilon} V_{(e)} &= -\frac{\lambda}{48} T^2 \left[ \frac{T^2}{12} - \tilde{M} T - \frac{\tilde{M}^2}{16\pi^2} \left( \frac{1}{\varepsilon} + 2 \ln \frac{\tilde{\mu}}{T} - 2c_B \right) \right].
\end{align*}
\]

Fig. 1 (c) comes from the counter-term that removes the divergence in (27). Again, there are \(M\)-dependent terms omitted here: given the \(\hbar\)-scaling, they are sub-leading. Combining the classical, one-loop, and all of the two-loop diagrams one can show after some algebra that

\[
\begin{align*}
V_{cl} + V_{1\text{loop}} + \mu^{2\varepsilon} \left( V_{(a)} + V_{(b)} + V_{(c)} + V_{(d)} + V_{(e)} \right) &= \frac{3\mu^4}{2\lambda} - \frac{\pi^2 T^4}{90} - \frac{\lambda}{1152} T^4 + \frac{i\varepsilon}{48(4\pi)^2} M^2 \lambda T^2 + \frac{1}{24} \tilde{M}^2 T^2 + \frac{1}{2} M^2 \zeta^2 + \frac{1}{24} \lambda \zeta^4 \\
&\quad + \frac{1}{(4\pi)^2} \frac{1}{48} \lambda^2 \left[ \frac{1}{2} i\varepsilon - \ln \frac{\mu^2}{T^2} - 2 \ln \frac{T^2}{M^2} - 2 + c_H \right] \zeta^2 T^2 \\
&\quad - \frac{1}{64\pi^2} \left( \ln \frac{\mu^2}{T^2} - 2c_B \right) \tilde{M}^4 - \frac{1}{2} \tilde{M}^2 T - \frac{\lambda}{48(4\pi)^2} \left( i\varepsilon - 6 \right) T^2 \tilde{M}^2
\end{align*}
\]

where \(M^2, \tilde{M}^2\) are given in (33) and (38), respectively. Above, the \(\frac{1}{\varepsilon}\) terms have been removed by renormalization. Before implementing our OPT, we first find the minimum location and value of the potential. Instead of dealing directly with the \(\tilde{\zeta}\) field, it is more convenient to treat \(\tilde{\zeta} M\) as the variable, from which the corresponding value of \(\tilde{\zeta}\) can be easily read off. To better reveal the structure, we introduce the following rescalings\(^\text{11}\):

\[
\begin{align*}
M^2 &= H^2 \mathcal{M}^2 = \hbar \mathcal{M}^2 \\
\tilde{M}^2 &= H^2 \tilde{\mathcal{M}}^2 = \hbar \tilde{\mathcal{M}}^2
\end{align*}
\]

where

\[
\hbar \equiv H^2
\]

\(^\text{11}\)Since the upper limit of the imaginary time integration is taken as \(\int \frac{\hbar}{T}\), the temperature itself comes with an inverse power of \(\hbar\). We keep this \(\hbar\) implicit. (Equivalently one can introduce \(\tilde{T}\) such that \(T = \hbar \tilde{T}\), and use \(\tilde{T}\) instead.) This simply means that the loop corrections remain small even with finite temperature, and the strength of the correction terms is determined by their overall \(\hbar\) powers.
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and display the $H$-dependence. For the terms that have explicit $\tilde{\zeta}$-dependence, we also make the following substitution
\[
\tilde{\zeta}^2 = \frac{2}{\lambda} (\tilde{M}^2 - M^2).
\] (44)

This is of course to cast the potential into an expression having $\tilde{M}$ as the variable. Once the potential is rewritten in terms of the rescaled variables, it becomes clear why the previous omission of the higher-$M, \tilde{M}$ terms is justified to the given order (which is two-loop). With these arrangements one can take the following form of the potential as the starting point of the analysis:
\[
V_{tot} = \frac{3\nu^4}{2L} + H^2 \left( -\frac{M^2\nu^2}{L} + \frac{\tilde{M}^2\nu^2}{L} - \frac{1}{90}\pi^2 T^4 \right)
\] (45) 

\[+ H^4 \left( \frac{\mathcal{M}^4}{6L} - \frac{\mathcal{M}^2 \tilde{M}^2}{3L} + \frac{\tilde{M}^4}{6L} + \frac{\tilde{M}^2 T^2}{24} - \frac{LT^4}{1152} \right) - \frac{H^5 \tilde{M}^3 T}{12\pi} + O(H^6).\]

The solution of $\frac{\partial V_{tot}}{\partial \tilde{M}} = 0$ gives the following minimum location in terms of $\tilde{M}^2$:
\[
\tilde{M}^2 = -3\nu^2 - \frac{LT^2}{8} + \mathcal{M}^2 + \frac{3\sqrt{3}LT\sqrt{-\nu^2}}{8\pi}
\] 
\[+ \frac{H^2}{128\pi^2 \nu^2} \left( 9L^2 \nu^2 T^2 + \sqrt{3}\pi \left( LT^2 - 8\mathcal{M}^2 \right) LT \sqrt{-\nu^2} \right) + \cdots.\] (46) 

Substituting this into $V_{tot}$ above yields the onshell potential. The PMS condition $\frac{\partial V_{tot}(\nu)}{\partial \nu} = 0$ admits\(^{12}\)
\[
\nu = 0
\] (47)

which implies
\[
\mathcal{M}^2 = \frac{1}{24} LT^2
\] (48)

This translates into
\[
\tilde{\zeta}^2 = -\frac{T^2}{4} H^2 + i\frac{\sqrt{3}L}{8\pi} T^3 H^3 + \cdots
\] (49)

which then leads to the following value of the optimized potential:
\[
V_{tot} = -\frac{\pi^2}{90} h T^4 + \frac{19L}{1152} h^2 T^4 + O\left(h^5\right).
\] (50)

This result confirms at two-loop the resolution of the CC problem proposed in the one-loop analysis in [9].

\(^{12}\)The other branches of the solutions have undesirable features. For instance, in those branches the small $\mathcal{M}$-expansion is not justified.
4 On potential QED asymptotic freedom

In this section we discuss the possibility mentioned in [40] in regards to potential asymptotic freedom of finite-temperature QED. We consider an Einstein-Maxwell system and revisit the issue by taking finite-temperature effects into account. Full analysis of the issue will require work solely dedicated to this endeavor. Postponing such full-scale investigation to future work, here we outline the analysis necessary to get to the bottom of the problem. It turns out that to properly investigate QED asymptotic freedom at zero- or finite- temperature, one must undertake the whole renormalization procedure of the theory, not just renormalization of the CC. As for the case of CC renormalization, the finite part after divergence subtraction will be important. The conclusion that we draw based on the analysis below is that QED asymptotic freedom remains a reasonable possibility.

Inspired by the work of [76] which studies the quantum gravitational effects on a Yang-Mills gauge coupling constant, QED asymptotic freedom was put forth in [59] wherein an additional term to the beta function was obtained. Let us quote eq. (12) of [59] for convenience:

\[ \beta(E, e) = \frac{e^3}{12\pi^2} - \frac{\kappa^2}{32\pi^2} \left( E^2 + \frac{3}{2}\Lambda \right) e. \]  

The additional term, \(-\frac{\kappa^2}{32\pi^2} E^2 e\), where \(E\) denotes the characteristic energy scale, has the same form as the second term in the parentheses. This then led the author to propose potential asymptotic freedom in QED. The proposal of [59] as well as that of [76] was debated in [77] and [78]. In particular, it was suggested in [77] that such an additional term will be absent in de Donder gauge. As observed in those works the analysis must entail careful sorting-out of the tricky issue of gauge choice-(in)dependence of the effective action. This suggests the possibility that the potential gauge choice-dependence may be responsible for the different outcomes. It was noted in [40] that finite-temperature effects should not be subject to such a gauge choice issue, and may lead to a term analogous to the one obtained in [59]. This must be so at least qualitatively: the fact that the presence of temperature makes contributions that appear inside the parentheses in (51) should be independent of the gauge choice.

The system considered in [76] was a non-Abelian gauge theory coupled to gravity. A non-Abelian case has more diagrams than an Abelian case: for instance the graph in Fig. 1 of [76] - which is present due to cubic gauge coupling - does not arise in an Einstein-Maxwell case. Once one considers finite temperature and resummation, there are diagrams that additionally contribute to the beta function both in the Abelian and non-Abelian cases. These diagrams are of the type shown in Fig. 2 (a). The explicit expression for the vertex represented by a cross in Fig. 2 (a) can
Figure 2: Diagrams relevant for (a) gauge coupling (b) cosmological constant; the curly lines represent gravitons be found by examining the matter part of the Einstein-Maxwell action,

\[ S_{\text{matter}} = -\frac{1}{4} \int \sqrt{-\tilde{g}} \tilde{F}_{\mu\nu}^2. \] (52)

By introducing the fluctuation fields, \((h_{\mu\nu}, a_\mu)\), and background fields, \((\tilde{g}_{\mu\nu}, \tilde{A}_\mu)\),

\[ \tilde{g}_{\mu\nu} \equiv h_{\mu\nu} + \tilde{g}_{\mu\nu}, \quad \tilde{A}_\mu \equiv a_\mu + \tilde{A}_\mu \] (53)

and expanding the matter action, one gets

\[ S_{\text{matter}} = \int -\frac{1}{4} \sqrt{-\tilde{g}} \left[ \tilde{g}^{\mu\nu} \tilde{g}^{\rho\sigma} - \tilde{g}^{\mu\nu} h^{\rho\sigma} - \tilde{g}^{\rho\sigma} h^{\mu\nu} + \frac{1}{2} \tilde{g}^{\mu\nu} \tilde{g}^{\rho\sigma} h + \tilde{g}^{\mu\nu} h^{\rho\sigma} h_\kappa + \tilde{g}^{\rho\sigma} h^{\mu\kappa} h_\nu \\
- \frac{1}{2} \tilde{g}^{\mu\nu} h h^{\rho\sigma} - \frac{1}{2} \tilde{g}^{\rho\sigma} h h^{\mu\nu} + h^{\mu\nu} h^{\rho\sigma} + \frac{1}{8} \tilde{g}^{\mu\nu} \tilde{g}^{\rho\sigma} (h^2 - 2 h_{\kappa\kappa_2} h^{\kappa_1 \kappa_2}) \right] \left( f_{\mu\rho} f_{\nu\sigma} + 2 f_{\mu\rho} \tilde{F}_{\nu\sigma} + \tilde{F}_{\mu\rho} \tilde{F}_{\nu\sigma} \right) \] (54)

where \(f_{\mu\nu}, \tilde{F}_{\mu\nu}\) denote the field strength associated with \(a_\rho, \tilde{A}_\rho\), respectively. The aforementioned vertex - which we call \(V_{\tilde{F}\tilde{F}}\) - is given by the term containing \(\tilde{F}_{\mu\rho} \tilde{F}_{\nu\sigma}\) above:

\[ V_{\tilde{F}\tilde{F}} \equiv -\frac{1}{4} \sqrt{-\tilde{g}} \left[ \tilde{g}^{\mu\nu} \tilde{g}^{\rho\sigma} - \tilde{g}^{\mu\nu} h^{\rho\sigma} - \tilde{g}^{\rho\sigma} h^{\mu\nu} + \frac{1}{2} \tilde{g}^{\mu\nu} \tilde{g}^{\rho\sigma} h + \tilde{g}^{\mu\nu} h^{\rho\sigma} h_\kappa + \tilde{g}^{\rho\sigma} h^{\mu\kappa} h_\nu \\
- \frac{1}{2} \tilde{g}^{\mu\nu} h h^{\rho\sigma} - \frac{1}{2} \tilde{g}^{\rho\sigma} h h^{\mu\nu} + h^{\mu\nu} h^{\rho\sigma} + \frac{1}{8} \tilde{g}^{\mu\nu} \tilde{g}^{\rho\sigma} (h^2 - 2 h_{\kappa\kappa_2} h^{\kappa_1 \kappa_2}) \right] \tilde{F}_{\mu\rho} \tilde{F}_{\nu\sigma}. \] (55)

For renormalization of the gauge coupling, we consider \(V_{\tilde{F}\tilde{F}}\) as an interaction vertex. (This is technically simpler than including \(V_{\tilde{F}\tilde{F}}\) as part of the graviton kinetic term.) At zero temperature the diagram vanishes in dimensional regularization when the \(\Lambda\)-CC term is either absent or not treated as a formal graviton mass term. This is
not the case in the finite-temperature case. One should also consider Fig. 2 (b) - which contributes to the CC. In other words the diagram in Fig. 2 (b) generates a CC term whose contribution to the graviton mass term must be taken into account when conducting the standard resummation.

Carrying out explicit evaluation of the diagrams and renormalization procedure will be very technically involved. For instance, computations of the diagrams in Fig. 2 will require the terms in quartic order of the metric fluctuation $h_{\mu\nu}$ in the expanded Einstein-Hilbert action; this is quite lengthy. (It is given, e.g., in eq. (A.6) of [79].) It is still possible to make some observations on the outcome, which connects us to the conclusion drawn in the beginning. The contribution of Fig. 2 (b) to the CC will contain several types of terms, some of which will depend on the temperature. (Because of this, QED asymptotic freedom will occur conditionally, depending on the temperature.) Those terms will in turn contribute to the right-hand side of the beta-function calculation. As for the relative signs of those terms, we expect both signs to be present, which is different from the status of the $E^2$ term in (51). The renormalization conditions will also matter since it will determine the finite parts. All of these seem to suggest that a systematic procedure of the renormalization, including the Newton’s constant, would be necessary. One would also presumably need experimentally-derived inputs. In spite of these complications, the possibility of the QED asymptotic freedom seems reasonable.

Lastly, recall that we have considered the presence of temperature for the reason stated before: finite-temperature effects should not be subject to the gauge choice-dependence issue. However, even if one considers the zero-temperature case, one would get various contributions, including the finite part, to the right-hand side of the beta-function calculation. This should conditionally imply QED asymptotic freedom.

5 Conclusion

It has recently turned out that quantization of gravity - which itself has been among the most evasive problems - holds the key to some other longstanding problems in theoretical physics. In this work we have carried out three exercises in the course of furthering progress. As established in the recent sequels, one of the essential ingredients for the FBQ is reduction of the support of the physical states. Whereas the PSC was derived in the ADM formalism in the earlier works, in the present work we have derived it in the 4D-covariant framework. Applying the quantized gravity setup to another longstanding CC problem, we have explored the finite-temperature effects in that context. Obviously, the crucial question is whether or not, in the case of a low temperature, the finite-temperature effects can be dismissed as unimportant and/or irrelevant. A qualitative scaling argument suggests that they
should be crucial. It is shown that there exists a quantitative rationale - a variant OPT - that confirms the essential role of the finite-temperature effects in avoiding the CC fine-tuning. In another direction we have reexamined the possibility of QED asymptotic freedom put forth in [59]. We conclude that the QED asymptotic freedom remains a reasonable possibility, and to settle the matter it is necessary to conduct the entire renormalization procedure by paying close attention to the finite parts after divergence subtractions.

In the body it was seen that the low energy sector is important for vacuum energy. Another qualitative way of seeing this is to examine the partition function in the canonical formalism,

\[ Z = \sum_{n} < n| e^{-\frac{H}{T}} | n >. \] (56)

A schematic notation is used above: the sum represents a combination of discrete sum and continuous momentum integration. Since the ultraviolet structure is determined by the momenta going to infinity, the structure will not be sensitive to the finite temperature. What is also clear from the expression is that the low energy states, i.e., states or virtual particles having energy \( \sim T \) or lower, should be important. Put differently, the presence of the nonzero temperature changes the infrared structure of the theory.

Let us comment on an intriguing implication of the present vacuum energy analysis. Although temperature enters the analysis in a rather ‘mechanical’ way, the fact that the CC is accounted for by a finite-temperature effect seems to reflect something profound about the nature of the spacetime. As well understood in cosmology, temperature is not just an indicator of the average kinetic energy of the particles (in the non-relativistic limit). It is also closely tied with expansion of the Universe. The present analysis reveals that it additionally serves as a measure of vacuum energy. Part of the vacuum energy comes from matter loops, and the vacuum energy in turn causes the expansion of the Universe. This inter-correlation of matter, vacuum energy, temperature, and expansion should be a manifestation of what may perhaps be described as the ‘organic’ nature of the spacetime.

There are several future directions:

One of the more urgent problems to better understand is in regard to boundary terms and conditions, regardless of the fact that much effort has been invested. For instance, the Neumann boundary condition that we have focused on results by not adding the YGH term [63]. Will there be more general types of the Neumann boundary conditions? More narrowly, one considers a gauge parameter \( \epsilon^{\mu} \) with the property \( \epsilon^{\mu} \to 0 \) as \( x^{3} \to \infty \) in the Dirichlet boundary condition; will this restriction have to be lifted in the Neumann boundary condition? If so, how can such a transformation be distinguished from an LGT? Presumably such a restriction should be
kept in the Neumann boundary condition as well. For one thing, lifting the restriction would interfere with partial integrations. This status of matter means that the boundary conditions are determined solely by added boundary terms. Further investigation is desirable for a more thorough understanding of boundary terms and conditions in general.

Consideration of finite-temperature effects is a crucial component in describing the thermal history of our Universe. Since the Universe was at higher temperatures in previous eras, it will be a meaningful endeavor to explore whether one could come up with a streamlining description covering the entire temperature range, say, from the electroweak era to the present. (The present results seem to signal toward an affirmative answer.) One must ultimately deal with the finite-temperature infrared problem. It will also be of great interest to examine whether or not the variant OPT could shed some new light on the possibility of first-order and second-order phase transitions.
A Glossary of some terms

FBQ (foliation-based quantization): It is an approach of quantizing gravity, proposed in [34]. It has ingredients of both canonical quantization and covariant quantization. One of the key features is that appropriate and complete gauge-fixing leads to the physical sector of the theory, which has support on a hypersurface located in an asymptotic boundary.

PSC (physical state condition): Just as one finds two polarization components after fixing the gauge symmetry of Maxwell’s theory, one can fix the diffeomorphism symmetry of gravity and obtain the physical spectrum of the theory. The procedure is more involved due to the large amount of the gauge degrees of freedom. At a more technical level, the difficulty of the procedure is attributed to the fact that first-class constraints are involved. The PCS was initially obtained in Arnowitt-Deser-Misner formalism. When solving the first class constraint, the commutation relation between Lie and covariant derivatives [64] plays a crucial role.

BFM (background field method): The background field method is a convenient way of computing the 1PI effective action by splitting the fields into fluctuations and backgrounds, followed by integrating out the fluctuations. The refined version employed in the present work (and its sequels) is based on eq. (16.1.17) of [80], wherein it was called the external field method. When applied to a metric field, care must be exercised in dealing with the trace piece of the fluctuation. More pedagogical technical details of the present method were given in [37] and [38]. More thorough applications and some subtleties of the method can be found in [40].

OPT (optimal perturbation theory): Optimal perturbation theory has its origin in the variational principle in quantum mechanics. Not surprisingly, some of the early applications were in the context of quantum mechanics, such as an anharmonic oscillator. In the work of [58], the notion was applied to renormalization condition of quantum field theory. The resulting perturbation theory was named OPT.

PMS (principle of minimal sensitivity): The values of the variational parameters in quantum mechanics are determined in such a way as to minimize the energy of the wave function. By invoking renormalization group invariance of physical quantities, it was put forth in [58] that an optimal renormalization condition must be one that is stable under its variation. The variational principle in this specific context of the renormalization conditions was dubbed the principle of minimal sensitivity.
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