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Abstract
Let $G$ be a semisimple real algebraic Lie group of real rank at least two and $U$ the unipotent radical of a non-trivial parabolic subgroup. We prove that a discrete Zariski dense subgroup of $G$ that contains an irreducible lattice of $U$ is an arithmetic lattice of $G$. This solves a conjecture of Margulis and extends previous works of Selberg and Hee Oh.
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1 Introduction

In the mid 90’s, G. Margulis raised the following conjecture.

**Conjecture 1.1.** Let $G$ be a semisimple real algebraic Lie group of real rank at least 2 and $U$ be a non-trivial horospherical subgroup of $G$. Let $\Gamma$ be a discrete Zariski dense subgroup of $G$ that contains an irreducible lattice $\Delta$ of $U$. Then $\Gamma$ is a non-cocompact irreducible arithmetic lattice of $G$.

This conjecture is first quoted by Hee Oh in [23] and in [27]. Indeed her work in [25] is a major contribution towards it (see Section 1.2). This conjecture is also reported by Lizhen Ji in his summary [14, Section 7] of the work of Margulis. The main feature here is that “$\Gamma$ is a lattice” is a conclusion, not an assumption. The aim of this paper is to prove (Theorem 2.16) that Conjecture 1.1 is true.

1.1 Arithmeticity of discrete groups

We quickly recall the relevant definitions. See Chapter 2 for more details and Section 2.3 for examples.

A *semisimple real algebraic Lie group* is a subgroup $G \subset \text{GL}(N, \mathbb{R})$ which is defined by polynomial equations with real coefficients and whose Lie algebra $\mathfrak{g}$ is semisimple. The real rank of $G$ is the dimension of the maximal split
tori of $G$. The group $G$ is endowed with two topologies: the Lie group topology and the Zariski topology. We denote by $G_e$ the connected component of $G$.

A horospherical subgroup $U$ of $G$ is the stable group of an element $g$ in $G$ i.e. $U := \{ u \in G \mid \lim_{n \to \infty} g^nu g^{-n} = e \}$. The normalizer $P$ of such a group $U$ is called a parabolic subgroup, and the group $U$ is the unipotent radical of $P$.

A lattice $\Delta$ of $U$ is a discrete cocompact subgroup of $U$. It is said to be irreducible if it intersects trivially every proper normal subgroup of $G_e$ (see also Remark 4.4 for equivalent definitions). If such a lattice $\Delta$ exists, the group $U$ meets non-trivially all the simple normal subgroups of $G_e$. In particular, the group $G_e$ has no compact factors.

A discrete subgroup $\Gamma$ of $G$ is said to be irreducible if, for all proper normal subgroup $G'$ of $G_e$ the intersection $\Gamma \cap G'$ is finite. A lattice $\Gamma$ of $G$ is a discrete subgroup of $G$ such that the quotient $G/\Gamma$ has finite volume. For instance, discrete cocompacts subgroups of $G$ are lattices of $G$. In this preprint we will only deal with irreducible non-cocompact lattices of $G$.

If one can choose an embedding $G \hookrightarrow GL(N, \mathbb{R})$ and polynomial equations defining $G$ with rational coefficients, the group $G_Q := G \cap GL(N, \mathbb{Q})$ is dense in $G$. This group $G_Q$ is then called a $\mathbb{Q}$-form of $G$ and the subgroup of integral points $G_Z := G \cap GL(N, \mathbb{Z})$ is a lattice of $G$. When $G$ is adjoint, an irreducible non-cocompact lattice $\Gamma$ of $G$ is said to be arithmetic if there exists a $\mathbb{Q}$-form of $G$ such that $\Gamma$ and $G_Z$ are commensurable.

Remark 1.2. - When $G$ is simple, every lattice of $U$ is irreducible.
- The irreducibility assumption on the lattice $\Delta$ of $U$ in Conjecture 1.1 can be weakened to an indecomposability assumption (see Definition 2.14).
- A non-cocompact irreducible arithmetic lattice $\Gamma$ of $G$ is always Zariski dense and always intersects cocompactly at least one non-trivial horospherical subgroup $U$ of $G$.
- The higher rank assumption in Conjecture 1.1 is necessary: In $G = SL(2, \mathbb{R})$, the subgroup of $SL(2, \mathbb{Z})$ generated by the matrices $\begin{pmatrix} 1 & 3 \\ 0 & 1 \end{pmatrix}$ and $\begin{pmatrix} 1 & 0 \\ 3 & 1 \end{pmatrix}$ has infinite index in $SL(2, \mathbb{Z})$ and therefore is not a lattice in $G$. More generally when $G$ is a simple real algebraic Lie group of real rank one, when $U, U^-$ are two distinct non-trivial horospherical subgroups of $G$, and when $\Delta, \Delta^-$ are lattices in $U$ and $U^-$, there always exist finite index subgroups $\Delta'$ and $\Delta'^-$ in $\Delta$ and $\Delta^-$ that play ping-pong on the flag variety $G/P$. The group generated by $\Delta'$ and $\Delta'^-$ is then a discrete subgroup of $G$, isomorphic to the free product $\Delta' \ast \Delta'^-$, and of infinite covolume in $G$. 
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When \( G \) isn’t adjoint, an irreducible non-cocompact lattice of \( G \) is arithmetic if its image in the adjoint group of \( G \) is arithmetic.

### 1.2 Motivations and previous results

We present some history of Conjecture 1.1 and related questions, as well as previous partial results towards it.

The fundamental finiteness theorem of Borel and Harish-Chandra in [5] in the 60’s tells us that in a real semisimple algebraic Lie group \( G \) defined over \( \mathbb{Q} \) the group \( G_{\mathbb{Z}} \) of integral points is a lattice.

The celebrated arithmeticity theorem of Margulis in [19] and [20] in the 70’s tells us that an irreducible lattice \( \Gamma_0 \) in a real semisimple algebraic group \( G \) with no compact factors and of real rank at least two is an arithmetic group. This means that there exists a real semisimple algebraic group \( H \) defined over \( \mathbb{Q} \) and a group morphism \( \pi : H \to G \) with compact kernel and finite index image such that \( \Gamma_0 \) is commensurable to \( \pi(H_{\mathbb{Z}}) \).

The proof was a fantastic application of ergodic theory. Before proving the general case, Margulis first proved in [18] his arithmeticity theorem for non-cocompact lattices and showed that, in this case, one can choose \( \pi \) to have finite kernel. The strategy for this first case relied on a previous result of Kazhdan and Margulis in [16], which implies that there exists a horospherical subgroup \( U \) of \( G \) such that the intersection \( U \cap \Gamma_0 \) is an irreducible lattice in \( U \) see [18, Theorem 7.1.1] and also [30]. It also used a previous result of Borel in [3] which says that the lattice \( \Gamma_0 \) is Zariski dense in \( G \).

The Margulis arithmeticity theorem was the resolution of a conjecture of Selberg. In fact A. Selberg, using tricky computations, was able to prove the arithmeticity of non-cocompact irreducible lattices \( \Gamma_0 \) when \( G \) is a product of copies of \( \text{SL}(2, \mathbb{R}) \) and \( \text{SL}(2, \mathbb{C}) \). In the early 90’s A. Selberg announced that his unpublished proof applied not only to irreducible lattices but also to any discrete and Zariski dense subgroup \( \Gamma \) of \( G \) that intersects the maximal unipotent subgroup \( U \) of \( G \) in an irreducible lattice.

Moreover, by a previous result of Raghunathan and Venkataramana in [31] and [36], it was known that Conjecture 1.1 was true for a subgroup of an arithmetic group. Indeed, their results say that if \( G \) is an absolutely \( \mathbb{Q} \)-simple algebraic group of real rank at least two, and \( U, U^- \) is a pair of non-trivial opposite maximal horospherical subgroups defined over \( \mathbb{Q} \) then any subgroup \( \Gamma \) of \( G_{\mathbb{Z}} \) that contains lattices in both \( U \) and \( U^- \) has finite index in \( G_{\mathbb{Z}} \).
All these partial results lead G. Margulis to formulate his Conjecture. The formulation of Margulis Conjecture as quoted in [23], [27] and [14] seems slightly different from Conjecture 1.1: it deals with the arithmeticity of discrete subgroups of G that contain lattices in a pair of opposite horospherical subgroups. But Hee Oh has proved later in [26] that the two formulations are equivalent (see also Section 5.1).

In her PhD thesis [25] in 1997, Hee Oh proved Conjecture 1.1 in many cases where G is absolutely simple. For instance she proved it for all simple \( \mathbb{R} \)-split groups G, except for \( G = \text{SL}(3, \mathbb{R}) \) and P a minimal parabolic subgroup. Her proof relied on a clever combination of Ratner’s classification theorem ([32], [33]), Weil’s local rigidity theorem for lattices and a construction of \( \mathbb{Q} \)-forms of Margulis ([18]). The remaining unproven cases with G absolutely simple consisted of four infinite families of pairs \((G, P)\) and two exceptional cases. Among them was the pair \( G = \text{SL}(n, \mathbb{H}), n \geq 3 \) and P the stabilizer of a quaternionic line in \( \mathbb{H}^n \), and also the pair \( G = \text{SO}(2, n + 2), n \geq 2 \) and P the stabilizer of an isotropic 2-plane. Neither can this method deal with products G of real rank one groups.

Selberg’s preprint [35] became available only in 2008 (see also [11, Conjecture 1.7] for partial results towards Selberg’s theorem). After simplifying Selberg’s ideas in [2], Benoist and Oh solved in [1] the last remaining \( \mathbb{R} \)-split simple group, i.e. when \( G = \text{SL}(3, \mathbb{R}) \) and P is a minimal parabolic subgroup.

Motivated by these new results, the second author focused on Conjecture 1.1 in his PhD thesis. First, building on Selberg’s approach, S. Miquel solved Conjecture 1.1 when G is a product of real rank one groups in [22]. Second, in the unpublished part of his thesis, using a case by case analysis relying on Hee Oh’s approach, he was able to deal with all simple algebraic groups G except for one family: when \( G = \text{SO}(2, 4n + 2), n \geq 1 \) and P is the stabilizer of an isotropic 2-plane. Neither can these methods deal with groups G with both real rank one and higher rank factors.

Pursuing our efforts on that family after the PhD defense, we found a new strategy which does not rely on tricky computations, avoids the use of Ratner’s classification theorem and Weil’s rigidity theorem and gives a full and unified answer to Margulis Conjecture 1.1.

**1.3 Strategy of proof**

We now explain the strategy of the proof of Conjecture 1.1 and the organization of this paper.
1.3.1 Reflexive commutative and Heisenberg horospherical $U$

A horospherical subgroup $U$ of $G$ is said to be reflexive if $U$ is conjugate to an opposite horospherical group $U^-$ (see §2.2.1). We will say that $U$ is Heisenberg if it is two-step nilpotent and if the group $P$ acts on the center $\mathfrak{z}$ of the Lie algebra $\mathfrak{u}$ of $U$ by similarities for a suitable Euclidean norm. This implies that $U$ is reflexive. More details will be given in Chapter 2.

According to reduction steps due to Hee Oh in [25] and [26], which we will recall in Chapter 5, it is enough to prove Conjecture 1.1 in two cases: when $U$ is reflexive commutative and when $U$ is Heisenberg. One can also assume that the discrete subgroup $\Gamma$ contains an element $g_0$ such that $U^{-1} = g_0Ug_0^{-1}$.

Let $\Lambda$ and $\Lambda^-$ be lattices of $\mathfrak{u}$ and $\mathfrak{u}^-$ such that $\exp(\Lambda) \subset \Gamma$ and $\exp(\Lambda^-) \subset \Gamma$.

1.3.2 Orbits of horospherical lattices

The reductive group $L := P \cap P^-$, intersection of the normalizers of $\mathfrak{u}$ and $\mathfrak{u}^-$, acts by conjugation both on the space of lattices $\mathcal{X}(\mathfrak{u})$ of $\mathfrak{u}$ and $\mathcal{X}(\mathfrak{u}^-)$ of $\mathfrak{u}^-$. In both cases, we will check in Chapter 3 (Proposition 3.15) that

$$\text{the single } L\text{-orbit } L\Lambda \text{ is closed in the space } \mathcal{X}(\mathfrak{u}) \text{ and}$$

$$\text{the double } L\text{-orbit } L(\Lambda, \Lambda^-) \text{ is closed in } \mathcal{X}(\mathfrak{u}) \times \mathcal{X}(\mathfrak{u}^-). \quad (1.1)$$

We will be able to prove (1.1) without using Ratner’s classification theorem or Weil’s rigidity theorem. This explains why we can work directly with the group $L$ instead of working as in [25] with the subgroup $S$ of $L$ generated by its unipotent elements. Indeed the remaining open cases in [25] were exactly those for which $S$ is much smaller than $L$. For instance in the case where $G = \text{SO}(2, n+2)$, $n \geq 4$ and $P$ is the stabilizer of an isotropic 2-plane, the group $S \simeq \text{SL}(2, \mathbb{R})$ is much smaller than the group $L \simeq \text{GL}(2, \mathbb{R}) \times \text{SO}(n, \mathbb{R})$.

The strategy to prove (1.1) is to introduce a polynomial function $\Phi$ on $G$ which is semi-invariant by multiplication by $L$ and such that the sets $\Phi(\Gamma)$ and $\Phi(\Gamma w_0)$ are closed discrete subsets of $\mathbb{R}$, where $w_0$ is the longest element of the Weyl group (Corollary 3.9). We then focus on two polynomial functions given by $F(X) := \Phi(e^X w_0)$ for $X$ in $\mathfrak{u}$ and $G(X, Y) := \Phi(e^X e^Y)$ for $X$ in $\mathfrak{u}$ and $Y$ in $\mathfrak{u}^-$. The former will be used to prove that the single $L$-orbit is closed and the latter to prove that the double $L$-orbit is closed. The two main properties of these polynomials are their $L$-invariance and the discreteness of the sets $F(\Lambda)$ and $G(\Lambda, \Lambda^-)$. 

1.3.3 Construction of the function $\Phi$

Assume first that $u$ is reflexive commutative. The key idea in order to construct $\Phi$ is to think of $G$ as a group of $3 \times 3$ block matrices acting on the natural 3-terms grading $g = g_{-1} \oplus g_0 \oplus g_1$, where $u^{-} = g_{-1}$, $l = g_0$ and $u = g_1$ are the Lie algebras of $U^{-}$, $L$ and $U$. We then extract the right-lower block $M(g) \in \text{End}(u)$. The function $\Phi(g)$ is nothing but the determinant $\Phi(g) = \det(M(g))$. The fact that $\Phi(\Gamma)$ is a discrete set follows from an application of the Bruhat decomposition of $G$ and a repeated application of the Mahler compactness criterion.

When $u$ is Heisenberg, one uses the same construction relying on the natural 5-terms grading $g = g_{-2} \oplus \cdots \oplus g_2$, thinking of $G$ as a group of $5 \times 5$ block-matrices and extracting the right-lower block $M(g) \in \text{End}(\mathfrak{g})$.

A key algebraic property of the function $F$ will be checked in Chapter 6. It says that the group $L$, seen as a subgroup of the group $\text{Aut}_{\text{gr}}(u)$ of graded automorphisms of $u$, is, up to finite index, equal to the subgroup $H$ that preserve $F$ up to a scalar multiple (Proposition 3.13). This property is not surprising since, when $g$ is absolutely simple, the group $L$ is either equal to $\text{Aut}_{\text{gr}}(u)$ or is a maximal subgroup of $\text{Aut}_{\text{gr}}(u)$ up to finite index.

1.3.4 Stabilizer of horospherical lattices and construction of $G_{\mathbb{Q}}$

In Chapter 4, we deduce from (1.1) that

$$\text{the stabilizer } L_{\Lambda,\Lambda^{-}} \text{ of } (\Lambda,\Lambda^{-}) \text{ is infinite},$$

(1.2) except in one case: when the restricted root system of $G$ is of type $A_2$. This exceptional case is dealt with in Lemma 4.16.ii. When the parabolic subgroup $P$ is not minimal, the proof of (1.2) relies on Dani-Margulis’ recurrence theorem for unipotent flow (see Proposition 4.14). When $P$ is minimal, the proof of (1.2) relies once more on the Mahler compactness criterion (see Lemmas 4.15 and 4.16). Note that when $G$ is of rank one this stabilizer $L_{\Lambda,\Lambda^{-}}$ is always finite. The higher rank assumption is used here through the non-compactness of the subgroup $L_0 := \{\ell \in L \mid \det_u(\text{Ad}\ell) = 1\}$.

Once (1.2) is proven, we introduce the subgroup $\Gamma' \subset \Gamma$ generated by $\exp(\Lambda)$ and $\exp(\Lambda^{-})$ and its normalizer $\Gamma'' := N_G(\Gamma')$ which is discrete and contains this infinite group $L_{\Lambda,\Lambda^{-}}$. We denote by $Q$ the Zariski closure of $\Gamma'' \cap P$. Its Lie algebra $\mathfrak{q}$ is endowed with a natural $\mathbb{Q}$-form. We check that the various $\mathbb{Q}$-forms on the spaces $\text{Ad}_g(\mathfrak{q})$, for $g$ in $\Gamma''$, are induced by a
\[\Gamma''\text{-invariant } \mathbb{Q}\text{-form on } g. \] This tells us that \(\Gamma''\) is included in a \(\mathbb{Q}\)-form \(G_{\mathbb{Q}}\) of \(G\) (Proposition 4.11). Using a result (Proposition 4.10) of Raghunathan and Venkataramana, we then conclude that the group \(\Gamma'\) is commensurable to \(G_{\mathbb{Z}}\) (Corollary 4.13). The group \(\Gamma\) too.

The above strategy can also be extended to products of semisimple groups over various local fields (see Section 5.4).

2 Notation

We collect in this chapter a few definitions and notations that we will use freely all over this paper.

2.1 Algebraic groups

Let \(G\) be a complex linear algebraic group. This means that \(G\) is a subgroup of \(\text{GL}(V)\), for some finite dimensional complex vector space \(V\) and \(G\) is the set of zeroes of a family \(\mathcal{P}\) of polynomials on \(V\):

\[G = \{g \in \text{GL}(V) \mid P(g) = 0 \text{ for all } P \text{ in } \mathcal{P}\}\]

Given a basis \(B\) of \(V\), we will say that \(G\) is defined over \(\mathbb{R}\) (resp. \(\mathbb{Q}\)) if the family \(\mathcal{P}\) can be chosen with polynomials with real (resp. rational) coefficients in \(B\). In that case, we will denote by \(G_{\mathbb{R}}\) (resp. \(G_{\mathbb{Q}}\)) the set of elements of \(G\) with real (resp. rational) coefficients. We will say that the groups \(G_{\mathbb{R}}\) and \(G_{\mathbb{Q}}\) are a real form and a \(\mathbb{Q}\)-form of \(G\), respectively. We also call the group \(G = G_{\mathbb{R}}\) a real algebraic Lie group and denote its Lie algebra by the corresponding gothic letter \(g\).

This naive approach of algebraic groups, avoiding functors and schemes, will be enough for our purpose.

Let \(G\) be a \emph{semisimple} real algebraic Lie group. This means that the Lie algebra \(g\) is semisimple i.e. \(g\) is a direct sum of simple ideals \(g_a\) where \(a\) runs over a finite set \(A\). Since the morphism \(G \rightarrow \text{Aut}(g)\) has finite kernel and finite index image, we will often assume, without loss of generality, that \(G\) is \emph{adjoint}. This means that \(G\) is isomorphic to the Zariski connected component of \(\text{Aut}(g)\).

The group \(G\) or the Lie algebra \(g\) is said to be \emph{absolutely simple} if the complexified Lie algebra \(g_{\mathbb{C}}\) is simple. When \(g\) is simple but not absolutely simple it has a complex structure.
Example 2.1. - When $G$ is the orthogonal group $G = O(d, \mathbb{C})$, the groups $G = O(p, q)$, with $p + q = d$ are real forms of $G$.
- For any quadratic form $Q$ with rational coefficients and signature $(p, q)$, the orthogonal group $O(Q, \mathbb{Q})$ is a $\mathbb{Q}$-form of $O(p, q)$. Two quadratic forms $Q_1$ and $Q_2$ give $\mathbb{Q}$-isomorphic $\mathbb{Q}$-forms if and only if they are proportional.
- When $d = 2m$, the quaternionic orthogonal groups $G = O(m, \mathbb{H})$ is also a real form of $G$. Using quaternion division algebras over $\mathbb{Q}$, one also constructs many $\mathbb{Q}$-forms of this group $G$.
- More generally, by a theorem of Borel, every non-compact simple real algebraic Lie group $G$ admits at least one $\mathbb{Q}$-form $G_\mathbb{Q}$ containing non-trivial unipotent elements.
- The semisimple real algebraic Lie group $G = SL(2, \mathbb{C})$ is simple but not absolutely simple. Its complexified Lie algebra is $\mathfrak{g}_\mathbb{C} \simeq \mathfrak{sl}(2, \mathbb{C}) \oplus \mathfrak{sl}(2, \mathbb{C})$.

2.2 Parabolic and horospherical subgroups

We recall a few properties of parabolic subgroups.

2.2.1 Definition

Let $G$ be a Zariski connected semisimple real algebraic Lie group. A unipotent subgroup $U$ of $G$ is a subgroup whose elements are unipotent. Note that the maximal unipotent subgroups are all conjugate. By definition, a minimal parabolic subgroup $P_0$ of $G$ is the normalizer of a maximal unipotent subgroup $U_0$ of $G$. A parabolic subgroup $P$ of $G$ is a group that contains a minimal parabolic subgroup $P_0$. A horospherical subgroup $U$ of $G$ is the unipotent radical of a non-trivial parabolic subgroup $P$ i.e. the largest normal unipotent subgroup of $P$. The parabolic subgroup $P$ is both the normalizer of $U$ and of its Lie algebra $\mathfrak{p}$. This Lie algebra $\mathfrak{p}$ of $P$ is called a parabolic subalgebra and the Lie algebra $\mathfrak{u}$ of $U$ is called a horospherical subalgebra.

A parabolic subgroup $P^-$ is said to be opposite to the parabolic subgroup $P$ if the intersection $L := P^- \cap P$ is a Levi subgroup for both $P$ and $P^-$. We will also say that the unipotent radical $U^-$ of $P^-$ is opposite to the unipotent radical $U$ of $P$. One then has the equality $P = LU$ and $P^- = LU^-$. All parabolic subgroups opposite to $P$ are conjugate by an element of $U$. The set $\Omega := U^- LU = \{ g \in G \mid P^- \text{ is opposite to } gPg^{-1} \}$ is then a Zariski open set in $G$. See [6] for more details.
2.2.2 Root systems

We recall the construction of the standard minimal parabolic subalgebra \( p_0 \). Let \( A \) be a maximal split torus of \( G \) and \( a \) its Lie algebra. The real rank \( r \) of \( G \) is the dimension of \( a \). Let \( \Sigma \) be the set of restricted roots i.e. of roots of \( a \) in \( g \), let \( \Sigma^+ \subset \Sigma \) be a choice of positive roots and \( \Pi \subset \Sigma^+ \) be the corresponding set of simple roots. This set \( \Pi = \{\alpha_1, \ldots, \alpha_r\} \) is a basis of \( a^* \). Let \( W \) be the Weyl group of \( \Sigma \) and \( w_0 \) be the element of \( W \) such that \( w_0(\Pi) = -\Pi \). For every \( \alpha \in \Sigma \cup \{0\} \), let \( g_\alpha \) be the corresponding weight space so that one has

\[
\mathfrak{g} = \bigoplus_{\alpha \in \Sigma \cup \{0\}} g_\alpha, \quad \text{and} \quad \mathfrak{u}_\Pi := \bigoplus_{\alpha \in \Sigma^+} g_\alpha \quad \text{and} \quad \mathfrak{p}_\Pi := \bigoplus_{\alpha \in \Sigma^+ \cup \{0\}} g_\alpha
\]

are respectively a maximal unipotent subalgebra and a minimal parabolic subalgebra of \( \mathfrak{g} \).

We now explain the construction of the finitely many parabolic subalgebras \( p \) containing \( p_\Pi \). They are parametrized by the subsets \( \theta \) of \( \Pi \). For such a subset \( \theta \subset \Pi \), we introduce the function \( n_\theta : \Sigma \cup \{0\} \rightarrow \mathbb{Z} \) defined by

\[
n_\theta (\sum_{i \leq r} k_i \alpha_i) := \sum_{\alpha_i \in \theta} k_i, \quad \text{for all} \quad k_i \in \mathbb{Z}.
\]

The Lie subalgebras

\[
\mathfrak{u}_\theta := \bigoplus_{n_\theta(\alpha) > 0} g_\alpha \quad \text{and} \quad \mathfrak{p}_\theta := \bigoplus_{n_\theta(\alpha) \geq 0} g_\alpha
\]

are the standard horospherical Lie subalgebra and the standard parabolic Lie subalgebra associated to \( \theta \). The Lie subalgebras

\[
\mathfrak{u}_\theta^- := \bigoplus_{n_\theta(\alpha) < 0} g_\alpha \quad \text{and} \quad \mathfrak{p}_\theta^- := \bigoplus_{n_\theta(\alpha) \leq 0} g_\alpha
\]

are the standard opposite horospherical Lie subalgebra and the standard opposite parabolic Lie subalgebra. The intersection \( l_\theta := \mathfrak{p}_\theta \cap \mathfrak{p}_\theta^- \) is a Levi subalgebra of both \( \mathfrak{p}_\theta \) and \( \mathfrak{p}_\theta^- \). The horospherical Lie subalgebra \( \mathfrak{u}_\theta \) is reflexive if and only if one has \( w_0(\theta) = -\theta \).
Note that any pair of opposite horospherical subalgebras \((u, u^-)\) of \(g\) is equal to a pair \((u_\theta, u^-_\theta)\) given by a suitable choice of \(A, \Sigma^+\) and \(\theta\). The classification of reflexive commutative horospherical subalgebras will be recalled in Section 6.1.

**Definition 2.2.** One says that the center \(\mathfrak{z}\) of \(u\) is a root space if the action of \(A\) on \(\mathfrak{z}\) is scalar. This means that \(u\) is included in a simple ideal of \(g\) and \(\mathfrak{z}\) is the root space \(g_{\tilde{\alpha}}\) associated to the corresponding largest root \(\tilde{\alpha}\) of \(\Sigma\).

**Definition 2.3.** We will say that the horospherical group \(U\) is Heisenberg if \(g\) is simple, \(u\) is two-step nilpotent and, the center \(\mathfrak{z}\) of \(u\) is a root space.

The Heisenberg horospherical Lie subalgebras are always reflexive. Their classification will be recalled in Section 6.2.

### 2.2.3 Graded Lie algebras

The structure of horospherical Lie subalgebras can be understood using the grading of \(g\) induced by the function \(n_\theta\). The following lemma on root systems is classical.

**Lemma 2.4.** Assume \(g\) is a complex semisimple Lie algebra.

a) If \(\alpha, \beta\) and \(\alpha + \beta\) are roots, then \([g_\alpha, g_\beta] = g_{\alpha + \beta}\).

b) For any positive roots \(\beta_1, \ldots, \beta_k\) whose sum \(\beta_1 + \cdots + \beta_k\) is a root, there exists a permutation \(\sigma\) of \([1, k]\) such that all \(\beta_{\sigma(1)} + \cdots + \beta_{\sigma(j)}\) are roots.

c) If \(g\) is simple and \(\beta_1\) is a positive root, there exists a sequence \(\beta_2, \ldots, \beta_k\) of simple roots such that all \(\beta_1 + \cdots + \beta_j\) are roots and \(\beta_1 + \cdots + \beta_k\) is the largest root \(\bar{\alpha}\).

**Proof of Lemma 2.4.**

a) This is [8, Prop.4 §VIII.2.2].

b) This is [7, Prop. 19 §VI.1.6].

c) The adjoint representation has a unique highest weight \(\tilde{\alpha}\). \(\square\)

Fix a subset \(\theta \subset \Pi\). Let \(s := \max\{n_\theta(\alpha) \mid \alpha \in \Sigma\}\). For \(j \in \mathbb{Z}\), we denote by \(g_j := \bigoplus_{n_\theta(\alpha) = j} g_\alpha\) so that one has

\[
g = g_{-s} \oplus \cdots \oplus g_0 \oplus \cdots \oplus g_s, \quad (2.4)
\]

\[
l_\theta = g_0, \quad u_\theta = g_1 \oplus \cdots \oplus g_s, \quad p_\theta = l_\theta \oplus u_\theta,
\]
\[ u_\theta = g_{-s} \oplus \ldots \oplus g_{-1} , \quad p_\theta = l_\theta \oplus u_\theta . \]

For latter use, the following lemma will be useful, in which \( g \) is a real semisimple Lie algebra.

**Lemma 2.5.** 

a) One has the equality \([g_1, g_j] = g_{j+1}\) for all \( j \geq 1 \).

b) The Lie algebra \( u_\theta \) is \( s \)-step nilpotent.

c) The center of \( u_\theta \) is \( z = g_{s} \).

d) When \( g \) is simple, the Lie subalgebra \( g' = g_{-s} \oplus [g_{-s}, g_s] \oplus g_s \) is also simple.

**Proof.** We can assume \( g \) complex and simple.

a) and b) follow from Lemma 2.4.a and 2.4.b.

c) follows from Lemma 2.4.a and 2.4.c.

d) The semisimplicity of \( g' \) follows from [8, Prop.2 §VIII.3.1]. Let us prove the simplicity. Since the Lie algebra \( g_0 \) normalizes \( g_s \) and \( g_{-s} \), it normalizes \( g' \) and hence it also normalizes all the simple ideals \( i \) of \( g' \). Such an ideal \( i \) must intersect \( g_s \). According to Lemma 2.4.c, the subspace \( g_s \) is an irreducible \( g_0 \)-module. Therefore the ideal \( i \) contains \( g_s \) and hence is equal to \( g' \). This proves that \( g' \) is simple.

**Remark 2.6.** For \( \theta \subset \Pi \) we introduce the element \( h_\theta \in a \) by

\[
\alpha_i(h_\theta) = 1 \text{ if } \alpha_i \in \theta \quad \text{and} \quad \alpha_i(h_\theta) = 0 \text{ if } \alpha_i \notin \theta, \quad (2.5)
\]

so that one has the equality \( n_\theta(\alpha) = \alpha(h_\theta) \) for all \( \alpha \in \Sigma \cup \{0\} \). In the decomposition (2.4) the spaces \( g_j \) are the eigenspaces of \( \text{ad} h_\theta \) for the eigenvalue \( j \).

### 2.3 Examples of horospherical subgroups

To be concrete we now discuss explicit examples.

Let \( G = \text{SL}(d, \mathbb{R}) \), \( d \geq 3 \) and \( a = \{ x = \text{diag}(x_1, \ldots, x_d) / \text{tr}(x) = 0 \} \). The set of roots is \( \Sigma = \{ e_i^* - e_j^* , \; 1 \leq i \neq j \leq d \} \) and the root spaces \( g_{e_i^*-e_j^*} \) are one dimensional with basis \( E_{i,j} = e_j^* \otimes e_i \). We take \( \Sigma^+ = \{ e_i^* - e_j^* , \; 1 \leq i < j \leq d \} \) so that \( \Pi = \{ \alpha_i := e_{i+1}^* - e_i^* , \; 1 \leq i < d \} \). The corresponding maximal horospherical and minimal parabolic subalgebras are, say when \( d = 4 \),

\[
\begin{align*}
u_n &= \left\{ \begin{pmatrix} 0 & * & * & * \\ 0 & 0 & * & * \\ 0 & 0 & 0 & * \\ 0 & 0 & 0 & 0 \end{pmatrix} \right\} , \\
p_n &= \left\{ \begin{pmatrix} * & * & * & * \\ 0 & * & * & * \\ 0 & 0 & * & * \\ 0 & 0 & 0 & * \end{pmatrix} \right\} .
\end{align*}
\]
We now describe the horospherical Lie algebras \( u_\theta \) in terms of block matrices.

When the set \( \theta \) contains only one simple root, \( \theta = \{ \alpha_{d_1} \} \), one has a block decomposition given by the equality \( d = d_1 + d_2 \):

\[
\begin{align*}
    u_\theta &= \left\{ \begin{pmatrix} 0 & B \\ 0 & 0 \end{pmatrix} \right\}, \\
    l_\theta &= \left\{ \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} \right\}, \\
    u^-_\theta &= \left\{ \begin{pmatrix} 0 & 0 \\ C & 0 \end{pmatrix} \right\}.
\end{align*}
\]

This horospherical Lie algebra \( u_\theta \) is reflexive when \( d_1 = d_2 \). Conjecture 1.1 for this case is already proven in [25], but our strategy for this reflexive commutative case is new even when \( d_1 = d_2 = 2 \). The reader is advised to keep this particular example in mind.

When the set \( \theta \) contains two simple roots, \( \theta = \{ \alpha_{d_1}, \alpha_{d_1+d_2} \} \), one has a block decomposition given by the equality \( d = d_1 + d_2 + d_3 \):

\[
\begin{align*}
    u_\theta &= \left\{ \begin{pmatrix} 0 & * & * \\ * & 0 & * \\ 0 & * & 0 \end{pmatrix} \right\}, \\
    l_\theta &= \left\{ \begin{pmatrix} * & 0 & 0 \\ 0 & * & 0 \\ 0 & * & 0 \end{pmatrix} \right\}, \\
    u^-_\theta &= \left\{ \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & * \end{pmatrix} \right\}.
\end{align*}
\]

This horospherical algebra \( u_\theta \) is reflexive when \( d_1 = d_3 \), and is Heisenberg when \( d_1 = d_3 = 1 \). Conjecture 1.1 for this case is already proven in [1] when \( d_2 = 1 \) and in [25] when \( d_2 \geq 2 \), but our strategy for this Heisenberg case is new even for \( d_2 = 1 \) or 2.

Given a horospherical subgroup \( U \) of \( G \), there may exist many arithmetic lattices \( \Gamma \) that intersect \( U \) cocompactly. Here are a few examples:

**Example 2.7.** When \( G = \text{SL}(4, \mathbb{R}) \) and \( U = \left\{ \begin{pmatrix} I & X \\ 0 & I \end{pmatrix} \right\} \) where \( X \in \mathcal{M}(2, \mathbb{R}) \), the following arithmetic lattices \( \Gamma \) intersect \( U \) cocompactly:

(i) \( \Gamma = \text{SL}(4, \mathbb{Z}) \),

(ii) \( \Gamma = \text{SU}(h, \mathbb{Z}[\sqrt{2}]) \) where \( h \) is a non-degenerate hermitian form on \( \mathbb{Q}[\sqrt{2}]^4 \).

(iii) \( \Gamma = \text{SL}(2, \mathbb{H}[\mathbb{Z}]) \) where \( \mathbb{H}[\mathbb{Z}] \) is a quaternion division algebra over \( \mathbb{Q} \).

**Example 2.8.** When \( G = \text{SO}(1, 4) \times \text{SO}(5, \mathbb{C}) \) and \( P \) is the product of the stabilizers of isotropic lines, the group \( U \) is commutative reflexive and isomorphic to \( \mathbb{R}^3 \times \mathbb{C}^3 \). The following group can be embedded in \( G \) as an arithmetic lattice: \( \Gamma = \text{SO}(q, \mathbb{Z}[\sqrt{2}]) \) where \( q = x_1^2 + x_2^2 + x_3^2 + x_4^2 - x_5^2 \).

### 2.4 Discrete subgroups

We now collect results on discrete subgroups of Lie groups.
2.4.1 Arithmetic lattices

Let $G$ be a real algebraic Lie group and $G_e$ its connected component. Two discrete subgroups $\Gamma_1$ and $\Gamma_2$ are said to be commensurable if the group $\Gamma_1 \cap \Gamma_2$ has finite index in both $\Gamma_1$ and $\Gamma_2$. A discrete subgroup $\Gamma$ of $G$ is a lattice if the $G$-invariant measures on the quotient $G/\Gamma$ have finite volume. When $G$ is semisimple, a discrete subgroup $\Gamma \subset G$ is said to be irreducible if, for all proper normal subgroups $G'$ of $G_e$, the intersection $\Gamma \cap G'$ is finite.

Assume now that $G$ is semisimple adjoint. A non-cocompact irreducible discrete subgroup $\Gamma$ of $G$ is called an arithmetic subgroup of $G$ if there exists a $\mathbb{Q}$-form $G_\mathbb{Q}$ of $G$ such that $\Gamma$ is commensurable with $G_\mathbb{Q}$. Such a subgroup is always a lattice. See [4] for more details.

Remark 2.9. The definition of an arithmetic subgroup $\Gamma$ of a semisimple adjoint real algebraic group $G$ used in Margulis’ arithmeticity theorem is more general. It uses an auxiliary compact semisimple real algebraic Lie group $K$ and a $\mathbb{Q}$-form $H_\mathbb{Q}$ of the product $H := G \times K$. A group $\Gamma$ is defined to be arithmetic if it is commensurable with the projection in $G$ of $H_\mathbb{Q}$. When $\Gamma$ is irreducible and the group $K$ is non-trivial all the groups constructed in this way are cocompact. This explains why no auxiliary group $K$ is involved in our definition.

Remark 2.10. When the semisimple group $G$ is not adjoint, we define an arithmetic subgroup of $G$ as a subgroup whose image in the adjoint group is arithmetic. Note that the $\mathbb{Q}$-structure on the adjoint group might not lift to $G$.

2.4.2 Nilpotent lattices

Lemma 2.11. Let $U$ be a unipotent real algebraic Lie group, $u$ be its Lie algebra, and $\Delta$ a lattice of $U$.

a) There exists a unique $\mathbb{Q}$-form $U_\mathbb{Q}$ of $U$ such that $\Delta \subset U_\mathbb{Q}$.

b) The set $u_\mathbb{Q} := \log U_\mathbb{Q}$ is then a $\mathbb{Q}$-form of the Lie algebra $u$.

c) Two lattices $\Delta$ and $\Delta'$ give the same $\mathbb{Q}$-form iff they are commensurable.

Proof. See [29, Chapter 2] or [9, Chapter 5].

A lattice $\Lambda$ in a Lie algebra $u$ is a Lie lattice if $[\Lambda, \Lambda] \subset \Lambda$.

We denote by $C^k\Delta$ and $C^kU$ the descending central sequences of $\Delta$ and $U$. 
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Corollary 2.12. a) There exists a Lie lattice $\Lambda$ of $u$ such that $\exp(\Lambda) \subset \Delta$.
b) For all $k \geq 1$, the group $C^k \Delta$ is a lattice of $C^k U$.
c) Let $U' \subset U$ be a subgroup such that $\Delta \cap U'$ is a lattice in $U'$ and $U''$ be the
centralizer of $U'$ in $U$, then $\Delta \cap U''$ is a lattice in $U''$.

Proof. See also [29, Chapter 2].

We will also need the following lemma.

Lemma 2.13. Let $u$ be a nilpotent real Lie algebra, $H$ be the group of auto-
morphisms of $u$ and $\Lambda$ be a Lie lattice of $u$. Then the orbit $H\Lambda$ is closed in
the space $\mathcal{X}(u)$ of lattices of $u$.

In this lemma, the topology on the GL($u$)-homogeneous space $\mathcal{X}(u)$ is
the quotient topology. It is well-known that for this topology a sequence of
lattices $\Lambda_n$ converges to a lattice $\Lambda_\infty$ if and only if $\Lambda_\infty$ is the set of limits $X_\infty$
of converging sequences $X_n$ with $X_n \in \Lambda_n$.

Proof. Let $\varphi_n$ be a sequence of automorphisms of $u$ such that the sequence
of Lie lattices $\Lambda_n := \varphi_n(\Lambda)$ converges to a lattice $\Lambda_\infty$. Since the lattices
$\Lambda_n$ are Lie lattices, the lattice $\Lambda_\infty$ is also a Lie lattice. We want to find an
automorphism $\psi$ of $u$ such that $\psi(\Lambda) = \Lambda_\infty$.

Let $(X_1, \ldots, X_d)$ be a basis of $\Lambda_\infty$. For all $j \leq d$, there exists a sequence
$X_{j,n}$ with $X_{j,n} \in \Lambda_n$ converging to $X_j$. For $n$ large the family $(X_{1,n}, \ldots, X_{d,n})$
is a basis of $\Lambda_n$. For all $i, j \leq d$, one has a relation

$$[X_i, X_j] = \sum_{k \leq d} c_{i,j}^k X_k \quad \text{with} \quad c_{i,j}^k \in \mathbb{Z}.$$ 

Note that there exists a neighborhood $\Omega_0$ of 0 in $u$ such that, for all $n \geq 1$, one has $\Lambda_n \cap \Omega_0 = \{0\}$. Therefore, for $n$ large, the same relations

$$[X_{i,n}, X_{j,n}] = \sum_{k \leq d} c_{i,j}^k X_{k,n}$$

must be satisfied. The linear map $\psi_n : u \to u$ given by $\psi_n(X_{j,n}) = X_j$ for all
$j \leq d$ is then an automorphism of $u$ such that $\psi_n(\Lambda_n) = \Lambda_\infty$.

2.4.3 Horospherical lattices

Let $G$ be a semisimple real algebraic Lie group, $G_e$ its connected component
and $U$ be a horospherical group of $G$. 
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Definition 2.14. - A lattice $\Delta$ of $U$ is irreducible if for any proper normal subgroup $G'$ of $G_e$, one has $\Delta \cap G' = \{e\}$.
- A lattice $\Delta$ of $U$ is indecomposable if one cannot write $G_e$ as a product $G = G'G''$ of two proper normal subgroups with finite intersection such that the group $(\Delta \cap G')(\Delta \cap G'')$ has finite index in $\Delta$.

These notions depend on the embedding $U \hookrightarrow G$.

For lattices $\Delta \subset U$ included in discrete Zariski dense subset $\Gamma$ of $G$, we will see in Lemma 4.3 that these two notions are equivalent.

The following lemma tells us that when working with a Zariski dense subgroup $\Gamma$ containing a lattice in a reflexive horospherical group, one can assume that $\Gamma$ contains another lattice in an opposite horospherical subgroup.

Lemma 2.15. Let $G$ be a Zariski connected semisimple real algebraic Lie group, $U$ a non-trivial reflexive horospherical subgroup, and $\Gamma$ a discrete subgroup of $G$ that contains an irreducible lattice $\Delta$ of $U$. Then $G_e$ has no compact factors and one has the equivalence

i) $\Gamma$ is Zariski dense,

ii) There exists a horospherical subgroup $U^-$ opposite to $U$ such that $\Gamma$ also contains an irreducible lattice $\Delta^-$ of $U^-$. 

Proof. Since $\Delta$ is irreducible, the group $G_e$ has no compact factors.

i) $\implies$ ii) Since $U$ is reflexive, the set $\{g \in G \mid gUg^{-1} \text{ is opposite to } U\}$ is non-empty and Zariski open in $G$. Therefore it contains an element $g_0$ of $\Gamma$ and the group $\Gamma$ contains the lattice $g_0\Delta g_0^{-1}$ of the opposite group $g_0Ug_0^{-1}$.

ii) $\implies$ i) The lattices $\Delta$ and $\Delta^-$ are Zariski dense respectively in $U$ and $U^-$. Since $\Delta$ is irreducible, the groups $U$ and $U^-$ intersect all the simple normal subgroups of $G$, hence they generate the group $G$. \hfill \Box

We can now state the main theorem of this paper:

Theorem 2.16. Let $G$ be a semisimple real algebraic Lie group of real rank at least 2 and $U$ be a non-trivial horospherical subgroup of $G$. Let $\Gamma$ be a discrete Zariski dense subgroup of $G$ that contains an indecomposable lattice $\Delta$ of $U$. Then $\Gamma$ is a non-cocompact irreducible arithmetic lattice of $G$.

3 Orbits of horospherical lattices

In this chapter we focus on lattices in reflexive horospherical subgroups which are either commutative or Heisenberg. Our aim is to prove that the single
$L$-orbit and the double $L$-orbit in the space of horospherical lattices are closed (Proposition 3.15). More precisely we will explain in this chapter the dynamical part of the proof, and postpone to Chapter 6 the algebraic part (Proposition 3.13.a and Lemma 3.14).

We will keep the following notation throughout this chapter.

**Notation 3.1.** Let $G$ be a semisimple adjoint real algebraic Lie group. Let $P$ and $P^-$ be two opposite parabolic subgroups, $U$ and $U^-$ be their unipotent radicals, and $L := P \cap P^-$ so that $P = LU$ and $P^- = LU^-$. Let $\mathfrak{g}$, $\mathfrak{p}$, $\mathfrak{p}^-$, $\mathfrak{u}$, $\mathfrak{u}^-$ and $\mathfrak{l}$ be the corresponding Lie algebras. Let $\Delta$ be a lattice of $U$ and $\Delta^-$ be a lattice of $U^-$ which are contained in the same discrete subgroup $\Gamma$ of $G$. Let $\Lambda$ and $\Lambda^-$ be Lie lattices of $\mathfrak{u}$ and $\mathfrak{u}^-$ such that $\exp(\Lambda) \subset \Delta$ and $\exp(\Lambda^-) \subset \Delta^-$.

In the next two sections, we begin with generic constructions which do not use the assumption that $\mathfrak{u}$ is reflexive commutative or Heisenberg.

### 3.1 The matrices $M(g)$

The key idea is to think of the elements $g$ of $G$ as block matrices and to extract a suitable block $M(g)$.

Let $\mathfrak{z}$ be the center of $\mathfrak{u}$ and $\pi : \mathfrak{g} \to \mathfrak{g}$ be the $L$-equivariant projection onto $\mathfrak{z}$: in the decomposition (2.4), $\pi$ is the projection on the last factor.

**Definition 3.2.** For $g$ in $G$, we set $M(g) := \pi \text{Ad}g \pi \in \text{End}(\mathfrak{z})$.

This matrix $M(g)$ is the lower-right block of $\text{Ad}g$ in the decomposition (2.4). This is why we will think of $M(g)$ as an element of $\text{End}(\mathfrak{z})$. Notice that the map $M : G \to \text{End}(\mathfrak{z})$ is a polynomial map.

Here are two important features of the projection $\pi$ and the map $M$.

**Lemma 3.3.** a) For $v$ in $U^-$ and $u$ in $U$, one has

$$\pi \text{Ad}v = \text{Ad}u \pi = \pi.$$  

b) When $g$ is in the Zariski open set $\Omega := U^-LU$, i.e. when $g = v\ell u$ with $v \in U^-$, $\ell \in L$, $u \in U$, one has

$$M(g)X = \text{Ad}\ell X, \text{ for all } X \text{ in } \mathfrak{z}. $$
Proof. a) Just notice that the image of \(\text{Ad}v - \text{Id}\) is included in the Kernel \(\bigoplus_{i<s} g_i\) of \(\pi\). Similarly, the operator \(\text{Ad}u\) acts trivially on the image \(\mathfrak{z}\) of \(\pi\). Similarly, the operator \(\text{Ad}u\) acts trivially on the image \(z\) of \(\pi\).

b) Just compute using a): \(\pi \text{Ad}g\pi = \pi \text{Ad}v \text{Ad}l \text{Ad}u\pi = \pi \text{Ad}l\pi\).

Proposition 3.4. With the notation 3.1. The set

\[ \{M(g)X \mid g \in \Gamma \cap \Omega, \ X \in \Lambda \cap \mathfrak{z}\} \]

is a closed discrete subset of \(\mathfrak{z}\).

Proof. Assume by contradiction that there exists a sequence of distinct elements

\[ X'_n = M(g_n)X_n \] with \(g_n \in \Gamma \cap \Omega\) and \(X_n \in \Lambda \cap \mathfrak{z}\)

converging to an element \(X'_\infty \in \mathfrak{z}\). Since \(g_n\) is in \(\Omega\), one can write

\[ g_n = v_n\ell_n u_n \] with \(v_n \in U^-\), \(\ell_n \in L\), \(u_n \in U\).

Since \(\Delta^-\) is cocompact in \(U^-\), after extraction, we can write

\[ v_n = \delta_n^{-1}v'_n \] with \(\delta_n \in \Delta\) and \(v'_n \in U^-\) converging to \(v'_\infty\).

Remembering that \(\mathfrak{z}\) is the center of \(u\) and using (3.2), one computes

\[ \gamma_n := \delta_n g_n e^{X_n} g_n^{-1} \delta_n^{-1} = v'_n \ell_n e^{X_n} \ell_n^{-1} v'_n^{-1} = v'_n e^{X'_n} v'_n^{-1} \] (3.3)

Therefore this sequence \(\gamma_n\) of elements of \(\Gamma\) converges to \(\gamma_\infty := v'_\infty e^{X'_\infty} v'_\infty^{-1}\).

Since \(\Gamma\) is discrete, one must have \(\gamma_n = \gamma_\infty\) for \(n\) large. Since the exponential map restricted to the nilpotent elements of \(\mathfrak{g}\) is injective, one deduces

\[ \text{Ad}(v'_n)X'_n = \text{Ad}(v'_\infty)X'_\infty \] for \(n\) large. (3.4)

Applying the projection \(\pi\) to Equality (3.4) and using (3.1), one concludes \(X'_n = X'_\infty\) for \(n\) large. Contradiction.

The following corollary is worth mentioning even though we will not use it in the rest of the text.

Corollary 3.5. With the notation 3.1. The set \(M(\Gamma \cap \Omega)\) is a closed discrete subset of \(\text{End}(\mathfrak{z})\).

Proof. Since the intersection \(\Lambda \cap \mathfrak{z}\) is a lattice in \(\mathfrak{z}\), it contains a basis \(X_1, \ldots, X_d\) of \(\mathfrak{z}\). According to Proposition 3.4, for all \(j \leq d\), the set of vectors \(\{M(g)X_j \mid g \in \Gamma \cap \Omega\}\) is a closed discrete subset of \(\mathfrak{z}\). Therefore, the set of matrices \(\{M(g) \mid g \in \Gamma \cap \Omega\}\) is a closed discrete subset of \(\text{End}(\mathfrak{z})\). □
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3.2 The function $\Phi(g)$

We now introduce the polynomial function $\Phi$ on $G$.

**Definition 3.6.** Let $\Phi : G \to \mathbb{R}$ be the function on $G$ given by

$$
\Phi(g) := \det_\mathfrak{a}(M(g))
$$

**Proposition 3.7.** With the notation 3.1. The set $\Phi(\Gamma \cap \Omega)$ is a closed discrete subset of $\mathbb{R}$.

**Proof.** Assume by contradiction there exists a sequence of distinct real numbers $\Phi(g_n)$ with $g_n \in \Gamma \cap \Omega$ converging to $\Phi_\infty \in \mathbb{R}$. Since $g_n$ is in $\Gamma \cap \Omega$, by (3.2), the matrices $M(g_n)$ are invertible and, by Proposition 3.4, the following union of lattices of $\mathfrak{a}$

$$
\bigcup_{n \geq 1} M(g_n)(\Lambda \cap \mathfrak{a})
$$

is a closed discrete subset of $\mathfrak{a}$. In particular, one has

$$
\inf_{n \geq 1} \min_{X \in \Lambda \cap \mathfrak{a} \setminus 0} \|M(g_n)X\| > 0. \quad (3.5)
$$

Since the determinants $\Phi(g_n)$ are bounded, one has a uniform upper bound on the covolume of these lattices:

$$
\sup_{n \geq 1} \text{covol}(M(g_n)(\Lambda \cap \mathfrak{a})) < \infty. \quad (3.6)
$$

Conditions (3.5) and (3.6) tell us that this family of lattices of $\mathfrak{a}$ satisfy the Mahler compactness criterion. Therefore, after extraction, the sequence of lattices $M(g_n)(\Lambda \cap \mathfrak{a})$ converges to a lattice $\Lambda_\infty$ of $\mathfrak{a}$. Let $X_1, \ldots, X_d$ be a basis of $\Lambda_\infty$. For all $j \leq d$, there exists $X_{n,j} \in \Lambda \cap \mathfrak{a}$ such that

$$
M(g_n)(X_{n,j}) \text{ converges to } X_j.
$$

Therefore, by Proposition 3.4, one has $M(g_n)X_{n,j} = X_j$ for $n$ large. Hence one has the inclusion of lattices $M(g_n)(\Lambda \cap \mathfrak{a}) \subset \Lambda_\infty$. Since this sequence of lattices converge to $\Lambda_\infty$, this inclusion must be an equality, and computing the covolume of these lattices gives for $n$ large

$$
|\Phi(g_n)| \text{ covol}(\Lambda \cap \mathfrak{a}) = \text{covol}(\Lambda_\infty).
$$

Hence the sequence $|\Phi(g_n)|$ is constant for $n$ large. Therefore, $\Phi(g_n)$ can take only finitely many values. Contradiction. 

\[\square\]
3.3 The function $\Phi(gw_0)$

We assume up to the end of this chapter that $u$ is reflexive commutative or Heisenberg. This allows us to say more on the function $\Phi$.

We recall from Definition 2.3 that Heisenberg horospherical subalgebras are always reflexive (a proof will also be given in Lemma 6.2). We will use the notation of §2.2.2 and 2.2.3. We write $u = u_\theta$ for a subset $\theta$ of the set of simple roots and let $w_0$ be the longest element of the Weyl group so that one has

$$\text{Ad}w_0(u) = u^- \quad \text{and} \quad \text{Ad}w_0(u^-) = u. \quad (3.7)$$

In this case, the parabolic subgroup $P$ is maximal among the reflexive parabolic subgroups of $G$. Indeed, the set $\theta$ contains either one simple root invariant by $-w_0$ or a pair of roots exchanged by $-w_0$.

Here are a few useful properties of the polynomial function $\Phi$. Let $\chi$ be the character of $L$ given by, for $\ell$ in $L$,

$$\chi(\ell) = \det(z(\text{Ad}\ell)). \quad (3.8)$$

**Lemma 3.8.** With the notation 3.1. Assume that $u$ is reflexive commutative or Heisenberg.

a) For all $g$ in $G$, $\ell$, $\ell'$ in $L$, $u$ in $U$, $v$ in $U^-$, one has

$$\Phi(v\ell g\ell'u) = \chi(\ell)\chi(\ell') \Phi(g). \quad (3.9)$$

b) For $g \in G$, one has the equivalence: $g \in \Omega \iff \Phi(g) \neq 0$.

**Proof.**

a) By (3.1) one has the equality: $M(v\ell g\ell'u) = \text{Ad}\ell M(g) \text{Ad}\ell'$.

b) If $g$ is in $\Omega$, one can write $g = v\ell u$ with $v \in U^-$, $\ell \in L$, $u \in U$, and one has $\Phi(g) = \chi(\ell) \neq 0$.

By the Bruhat decomposition, one can write $g = vw\ell u$ with $v \in U^-$, $w \in W$, $\ell \in L$, $u \in U$. If $g$ is not in $\Omega$, one has $\text{Ad}w u \neq u$. The normalizer $Q$ of $3$ in $G$ is a subgroup of $G$ containing $P$. This group $Q$ is a reflexive parabolic subgroup of $G$. Since the normalizer $P$ of $u$ is maximal among the reflexive parabolic subgroups of $G$, one has $P = Q$. Therefore, one also has $\text{Ad}w 3 \neq 3$. Since $W$ permutes the weight spaces $g_\alpha$, this implies that the matrix $M(w) = \pi \text{Ad}w \pi \in \text{End}(3)$ is not invertible. Hence one has $\Phi(w) = 0$ and, by a), one also has $\Phi(g) = 0$. \qed
Corollary 3.9. With the notation 3.1. Assume that \( u \) is reflexive commutative or Heisenberg, and that \( \Gamma \) contains an element \( g_0 \) such that \( \text{Ad}g_0(u) = u^- \).

a) The set \( \Phi(\Gamma) \) is a closed discrete subset of \( \mathbb{R} \).

b) The set \( \Phi(\Gamma w_0) \) is a closed discrete subset of \( \mathbb{R} \).

Proof. a) This follows from Proposition 3.7 and Lemma 3.8

b) Even though the element \( w_0 \) might not be in \( \Gamma \), we will deduce point b) from point a). Since one has the equality \( \text{Ad}(g_0^{-1}w_0)(\mathfrak{z}) = \mathfrak{z} \) the following endomorphism \( M_0 \) is invertible

\[
M_0 := \pi \text{Ad}(g_0^{-1}w_0)\pi \in \text{GL}(\mathfrak{z})
\]

and we compute, for all \( g \in G \),

\[
M(gw_0) = M(gg_0)M_0.
\]

Setting \( m_0 := \det_\mathfrak{z}(M_0) \), we deduce

\[
\Phi(gw_0) = m_0 \Phi(gg_0).
\]

Therefore the set \( \Phi(\Gamma w_0) = m_0 \Phi(\Gamma) \) is a closed discrete subset of \( \mathbb{R} \). \( \square \)

### 3.4 The polynomials \( F(X) \) and \( G(X,Y) \)

We introduce in this section the polynomials \( F(X) \) on \( u \) and \( G(X,Y) \) on \( u \times u^- \). Most of this section focuses on the algebraic properties of these polynomial \( F \) and \( G \) and does not involve the group \( \Gamma \): we study the pairs of automorphisms of \( u \) and \( u^- \) that preserve the polynomials \( F(X) \) and \( G(X,Y) \).

We recall that \( u \) is reflexive commutative or Heisenberg.

**Definition 3.10.** Let \( F : u \to \mathbb{R} \) and \( G : u \times u^- \to \mathbb{R} \) be the polynomial functions given by, for \( X \) in \( u \) and \( Y \) in \( u^- \),

\[
F(X) := \Phi(e^Xw_0) \quad \text{and} \quad G(X,Y) := \Phi(e^Xe^Y).
\]  

(3.10)

**Corollary 3.11.** With the notation 3.1. Assume that \( u \) is reflexive commutative or Heisenberg, and that \( \Gamma \) contains an element \( g_0 \) such that \( \text{Ad}g_0(u) = u^- \).

a) The set \( F(\Lambda) \) is a closed discrete subset of \( \mathbb{R} \).

b) The set \( G(\Lambda \times \Lambda^-) \) is also a closed discrete subset of \( \mathbb{R} \).
Proof. This follows from Corollary 3.9.

The polynomials \( F \) and \( G \) satisfy the following equivariant properties with \( \chi \) as in (3.8):

**Lemma 3.12.** With the notation 3.1. For \( \ell \) in \( L \), \( X \) in \( U \), \( Y \) in \( U^- \), one has

\[
F(\text{Ad} \ell X) = \chi(\ell)^2 F(X), \tag{3.11}
\]
\[
G(\text{Ad} \ell X, \text{Ad} \ell Y) = G(X,Y). \tag{3.12}
\]

Proof. Since \( U \) is reflexive, the automorphism \( \text{Ad} w_0 \) sends the center \( z \) of \( U \) to the center \( z^- \) of \( U^- \). Hence, for all \( \ell \) in \( L \), one has

\[
\chi(w_0 \ell w_0^{-1}) = \chi(\ell)^{-1}, \tag{3.13}
\]
where \( \chi \) is the character of \( L \) introduced in (3.8). One computes using (3.9)

\[
F(\text{Ad} \ell X) = \Phi(\ell e^X w_0 w_0^{-1} \ell^{-1} w_0) = \chi(\ell) \Phi(e^X w_0) \chi(w_0^{-1} \ell^{-1} w_0) = \chi(\ell)^2 F(X).
\]

Similarly, one computes

\[
G(\text{Ad} \ell X, \text{Ad} \ell Y) = \Phi(\ell e^X e^Y \ell^{-1}) = \chi(\ell) G(X,Y) \chi(\ell)^{-1} = G(X,Y).
\]

In the next proposition, we identify implicitly, using the adjoint action, the group \( L \) as a subgroup of the group \( \text{Aut}(U) \) of automorphisms of \( U \). Note that when \( G \) is adjoint, the adjoint representation of \( L \) on \( U \) is faithful.

The following proposition and corollary are a converse to Lemma 3.12.

**Proposition 3.13.** Let \( G \) be an adjoint semisimple real algebraic Lie group. Let \( U, U^- \) be opposite horospherical subgroups and \( L := P \cap P^- \) be the intersection of their normalizers. We assume that \( U \) is reflexive commutative or Heisenberg.

a) Let \( H := \{ \varphi \in \text{Aut}(U) \mid F \circ \varphi \) is proportional to \( F \} \). Then the group \( L \) has finite index in \( H \).

b) Let \( \ell, \ell' \) be elements of \( L \) such that, for all \( X \) in \( U \), \( Y \) in \( U^- \), one has

\[
G(\text{Ad} \ell X, \text{Ad} \ell' Y) = G(X,Y) \tag{3.14}
\]

Then one has the equality \( \ell = \ell' \).
We postpone the purely algebraic proof of Proposition 3.13.a to Section 6.3 and 6.4, splitting it according to the two cases: when \( U \) is reflexive commutative and when \( U \) is Heisenberg. The proof of Proposition 3.13.b will follow from the following lemma.

**Lemma 3.14.** With the notation as in Proposition 3.13. The bilinear form on \( u \times u^- \) given, for all \( X \) in \( u \), \( Y \) in \( u^- \), by

\[
G_2(X, Y) := \text{tr}_3(\pi \text{ad} X \text{ad} Y \pi)
\]  

is a non-degenerate duality between \( u \) and \( u^- \).

The proof of Lemma 3.14 will also be postponed to Section 6.3 and 6.4.

**Proof of Proposition 3.13.b using Lemma 3.14.** One has the equality

\[
G(X, Y) = \det_3(1 + \pi \text{ad} X \text{ad} Y \pi + O(||X|| ||Y||)) = 1 + \text{tr}_3(\pi \text{ad} X \text{ad} Y \pi) + O(||X|| ||Y||).
\]

Extracting the homogeneous component of degree 2 in (3.14), one gets

\[
G_2(\text{Ad}_\ell X, \text{Ad}_{\ell'} Y) = G_2(X, Y) \quad \text{for all} \quad X \text{ in } u, \ Y \text{ in } u^-.
\]

Since, by Proposition 3.13, this bilinear form \( G_2 \) is an \( L \)-invariant non-degenerate duality, this implies \( \text{Ad}_\ell = \text{Ad}_{\ell'} \) on \( u \) and therefore \( \ell = \ell' \). \( \square \)

### 3.5 The single and double orbits are closed

In this section we prove that the single and the double \( L \)-orbits are closed. Note that this fact does not use the higher rank assumption on \( G \) nor the irreducibility assumption on \( \Delta \).

Recall that the **single** orbit is the \( L \)-orbit for the adjoint action of the group \( L \) on the space \( \mathcal{X}(u) \) of lattices in \( u \), and the **double** orbit is the \( L \)-orbit on the product space \( \mathcal{X}(u) \times \mathcal{X}(u^-) \).

**Proposition 3.15.** Let \( G \) be an adjoint semisimple real algebraic Lie group. Let \( U, U^- \) be opposite horospherical subgroups and \( L := P \cap P^- \) be the intersection of their normalizers. Let \( \Lambda, \Lambda^- \) be Lie lattices of \( u \) and \( u^- \) such that \( \exp(\Lambda) \) and \( \exp(\Lambda^-) \) are included in a discrete subgroup \( \Gamma \).

We assume that \( u \) is either reflexive commutative or is Heisenberg, and that \( \Gamma \) contains an element \( g_0 \) such that \( \text{Ad} g_0(u) = u^- \). Then,

a) the single \( L \)-orbit \( L \Lambda \) is closed in the space \( \mathcal{X}(u) \) of lattices of \( u \),

b) the double \( L \)-orbit \( L (\Lambda, \Lambda^-) \) is closed in the product \( \mathcal{X}(u) \times \mathcal{X}(u^-) \).
Proof. \( a\) Let \( \ell_n \in L \) be such that the sequence of lattices \( \text{Ad}\ell_n(\Lambda) \) converges to a lattice \( \Lambda_\infty \) of \( u \). We want to find \( \ell \in L \) such that \( \Lambda_\infty = \text{Ad}\ell(\Lambda) \).

The sequence of covolumes of these lattices also converges. Since the character \( \chi \) introduced in (3.8) and the character \( \ell \mapsto \det_u(\text{Ad}\ell) \) are proportional, the sequence \( \chi(\ell_n) \) also converges. Therefore, without loss of generality, we can assume that

\[
\chi(\ell_n) = 1.
\]

By Lemma 2.13, there exists a sequence of automorphisms \( \varphi_n \in \text{Aut}(u) \) converging to \( e \) such that

\[
\text{Ad}\ell_n(\Lambda) = \varphi_n(\Lambda_\infty) \quad \text{for all } n \geq 1.
\]

For every \( X \) in \( \Lambda_\infty \), there exists \( X_n \) in \( \Lambda \) such that

\[
\text{Ad}\ell_n X_n = \varphi_n(X) \quad \text{for all } n \geq 1.
\]

By Lemma 3.12, the elements \( \ell_n \) preserve the function \( F \) and the sequence

\[
F(X_n) = F(\text{Ad}\ell_n X_n) = F(\varphi_n(X)) \quad \text{converges to } F(X).
\]

This sequence \( F(X_n) \) belongs to the set \( F(\Lambda) \) which is closed and discrete by Corollary 3.11. Therefore this sequence is constant for \( n \) large. Hence, for all \( X \) in \( \Lambda_\infty \), there exists an integer \( n_X \geq 1 \) such that

\[
F(\varphi_n(X)) = F(X) \quad \text{for all } n \geq n_X.
\]

Since the degrees of the polynomials \( F \circ \varphi_n - F \) are uniformly bounded, and since the set \( \Lambda_\infty \) is Zariski dense in \( u \), one can find \( n_X \) independent of \( X \), that is, there exists \( n_0 \geq 1 \) such that

\[
F(\varphi_n(X)) = F(X) \quad \text{for all } n \geq n_0 \text{ and all } X \in u.
\]

This means that \( \varphi_n \) belongs to the group \( H \) of Proposition 3.13.a for \( n \) large.

Since the sequence \( \varphi_n \) converges to \( e \), this Proposition 3.13.a tells us that \( \varphi_n \) also belongs to \( L \) for \( n \) large. Hence the single orbit \( L\Lambda \) is closed.

\( b\) The proof is similar to the proof of \( a \). Let \( \ell_n \) be a sequence in \( L \) such that the limits

\[
\Lambda_\infty = \lim_{n \to \infty} \text{Ad}\ell_n(\Lambda) \quad \text{and } \Lambda^-_\infty = \lim_{n \to \infty} \text{Ad}\ell_n(\Lambda^-)
\]
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exist. By a), there exist sequences $\varepsilon_n$ and $\varepsilon'_n$ in $L$ converging to $e$ such that
$$\text{Ad}\ell_n(\Lambda) = \text{Ad}\varepsilon_n(\Lambda_\infty) \quad \text{and} \quad \text{Ad}\ell_n(\Lambda^-) = \text{Ad}\varepsilon'_n(\Lambda^-)$$

For $(X,Y)$ in $\Lambda_\infty \times \Lambda^-\infty$, there exists a sequence $(X_n, Y_n)$ in $\Lambda \times \Lambda^-$ such that
$$\text{Ad}\ell_n X_n = \text{Ad}\varepsilon_n X \quad \text{and} \quad \text{Ad}\ell_n Y_n = \text{Ad}\varepsilon'_n Y$$

By Lemma 3.12, the elements $\ell_n$ preserve the function $G$ and the sequence
$$G(X_n, Y_n) = G(\text{Ad}\ell_n X_n, \text{Ad}\ell_n Y_n) = G(\text{Ad}\varepsilon_n X_n, \text{Ad}\varepsilon'_n Y_n)$$
converges to $G(X, Y)$. Since this sequence $G(X_n, Y_n)$ belongs to the set $G(\Lambda \times \Lambda^-)$ which is closed and discrete by Corollary 3.11, this sequence is constant for $n$ large. For all $(X, Y)$ in $\Lambda_\infty \times \Lambda^-\infty$, there exists $n_{X,Y} \geq 1$ such that
$$G(\text{Ad}\varepsilon_n X_n, \text{Ad}\varepsilon'_n Y_n) = G(X, Y) \quad \text{for all} \quad n \geq n_{X,Y}$$

As before, these $n_{X,Y}$ can be chosen independently of $(X, Y)$. Therefore, by Proposition 3.13.b, one has $\varepsilon_n = \varepsilon'_n$ for $n$ large. Hence one has the equality $(\Lambda_\infty, \Lambda^-\infty) = \text{Ad}\varepsilon_n^{-1}\text{Ad}\ell_n(\Lambda, \Lambda^-)$, and the double orbit $L(\Lambda, \Lambda^-)$ is closed. \qed

4 Arithmeticity of $\Gamma$

The aim of this Chapter is to deduce our main theorem 2.16 for horospherical subgroups $U$ which are either reflexive commutative or Heisenberg using the closedness of the double $L$-orbit proven in Proposition 3.15. We will prove:

**Proposition 4.1.** Let $G$ be a semisimple real algebraic Lie group of real rank at least two, $P$ be a non-trivial parabolic subgroup, $U$ be its unipotent radical, and $\Gamma$ be a Zariski dense discrete subgroup of $G$ that contains an irreducible lattice $\Delta$ of $U$. Assume $U$ is reflexive commutative or $U$ is Heisenberg.

Then $\Gamma$ is an irreducible arithmetic lattice of $G$.

**Remark 4.2.** Without loss of generality, we can assume $G$ adjoint. By Lemma 2.15, the group $G$ has no compact factors and one can choose an element $g_0$ of $\Gamma$ such that the horospherical subgroup $U^- := g_0Ug_0^{-1}$ is opposite to $U$. Therefore the group $\Gamma$ contains $\exp(\Lambda)$ and $\exp(\Lambda^-)$ where $\Lambda$, $\Lambda^-$ are irreducible lattices in $u$ and $u^-$. Let $L := P \cap P^-$ be the intersection of the normalizers of $U$ and $U^-$. By Proposition 3.15, we know that the double $L$-orbit $L(\Lambda, \Lambda^-)$ is closed. The proof of Proposition 4.1 will then be divided into three cases which are studied separately in Sections 4.5, 4.6 and 4.7.
4.1 Irreducible horospherical lattices

We first discuss the definition 2.14 of irreducible and indecomposable lattices of $U$

The following lemma tells us that for a lattice $\Delta \subset U$ that is included in a discrete Zariski dense subgroup of $G$, being irreducible is equivalent to being indecomposable.

**Lemma 4.3.** Let $G$ be a semisimple real algebraic Lie group, $U \subset G$ a non-trivial horospherical subgroup, and $\Delta \subset U$ a lattice of $U$ which is contained in a discrete Zariski dense subgroup $\Gamma$ of $G$. Then the following are equivalent:

i) $\Gamma$ is irreducible.

ii) $\Delta$ is irreducible.

iii) $\Delta$ is indecomposable.

**Remark 4.4.** Let $\Lambda$ be a Lie lattice of $u$ such that $\exp(\Lambda)$ is contained in $\Delta$. The irreducibility of $\Delta$ is equivalent to the irreducibility of $\Lambda$: ii)' For any proper ideal $g'$ of $g$, one has $\Lambda \cap g' = \{0\}$.

And the indecomposability of $\Delta$ is equivalent to the indecomposability of $\Lambda$: iii)' There does not exist a decomposition $g = g' \oplus g''$ as a sum of proper ideals such that $(\Lambda \cap g') \oplus (\Lambda \cap g'')$ has finite index in $\Lambda$.

**Proof of Lemma 4.3.** Without loss of generality, we can assume $G$ adjoint.

Since $\Delta$ is torsion free, one has i) $\iff$ ii) $\iff$ iii).

Assume that Condition i) is not satisfied. Choose a non-trivial normal subgroup $G'$ of $G$ of minimal dimension such that the group $\Gamma' := \Gamma \cap G'$ is non-trivial. We can decompose $G$ as a product $G = G'G''$ where $G''$ is the centralizer of $G'$. We set $\Delta' := \Delta \cap G'$ and $\Delta'' := \Delta \cap G''$ and we want to prove that the group $\Delta'\Delta''$ has finite index in $\Delta$.

Let $p' : G \to G'$ be the projection on the first factor. Since the group $p' (\Gamma)$ is Zariski dense in $G'$ and normalizes the group $\Gamma'$, the Zariski closure $H'$ of $\Gamma'$ is a normal subgroup of $G'$. Therefore, by minimality of $G'$, one has $H' = G'$ and the group $\Gamma'$ is Zariski dense in $G'$. Since the group $p' (\Gamma)$ normalizes $\Gamma'$, this group $p' (\Gamma)$ is also a discrete subgroup of $G'$.

We decompose the horospherical group $U$ as a product of normal subgroups $U = U'U''$ where $U' := U \cap G'$ and $U'' := U \cap G''$. We have just seen that the group $p'(\Delta)$ is a discrete subgroup of $U'$. Since the group $\Delta$ is a lattice of $U$, this implies that the intersection $\Delta'' = \Delta \cap U''$ is a lattice of $U''$. 26
By the same argument as above the Zariski closure of the group \( \Gamma'' := \Gamma \cap G'' \) is a normal subgroup \( H'' \) of \( G'' \) that contains \( U'' \). Let \( p'' : G \to H'' \) be the projection on the factor \( H'' \). By the same argument as above the group \( p''(\Gamma) \) is a discrete subgroup of \( H'' \). In particular \( p''(\Delta) \) is a discrete subgroup of \( U'' \) and, as above, the intersection \( \Delta' = \Delta \cap U'' \) is a lattice of \( U' \).

Therefore the group \( \Delta' \Delta'' \) is a lattice in \( U \) and has finite index in \( \Delta \).

The following lemma tells us that the existence of an irreducible lattice in \( U \) imposes compatibility conditions on the factors \( U_a \).

**Lemma 4.5.** Let \( G \) be an adjoint semisimple real algebraic Lie group and \( U \subset G \) be a non-trivial horospherical subgroup. Let \( G_a \) be the simple factors of \( G \) and \( U_a := U \cap G_a \). Assume that \( U \) contains an irreducible lattice \( \Delta \). Then

- If one group \( U_a \) is commutative, all the groups \( U_a \) are commutative.
- If one group \( U_a \) is \( s \)-step nilpotent, all the groups \( U_a \) are \( s \)-step nilpotent.

**Proof.** The group \( U \) is \( s \)-step nilpotent for some integer \( s \geq 1 \). This means that the \( s \)-th term \( C^s U \) of the central descending sequence of \( U \) is the last non-trivial one. By Corollary 2.12.b, the subgroup \( C^s \Delta \) is a lattice of the group \( C^s U \). Hence it is non-trivial. By irreducibility of \( \Delta \), the projection of \( C^s \Delta \) on each \( U_a \) is non-trivial. Therefore the group \( C^s U_a \) is non-trivial.

### 4.2 \( \Gamma \)-proper and \( \Gamma \)-compact subgroups

We recall in this section various lemmas due to Margulis in [18] that focus on the intersection of a discrete subgroup of \( G \) with closed subgroups of \( G \). We give the proofs which are short.

Let \( H \) be a locally compact second countable group, let \( \Gamma \subset H \) be a discrete subgroup and \( H_1 \subset H \) be a closed subgroup.

**Definition 4.6.** \( H_1 \) is said to be \( \Gamma \)-compact if \( \Gamma \cap H_1 \) is cocompact in \( H_1 \).

\( H_1 \) is said to be \( \Gamma \)-proper if the injective map \( H_1/(\Gamma \cap H_1) \hookrightarrow H/\Gamma \) is proper.

Here is the interpretation: Let \( x_0 := \Gamma / \Gamma \) be the basis point of \( H/\Gamma \).

- The group \( H_1 \) is \( \Gamma \)-compact if and only if the \( H_1 \)-orbit \( H_1 x_0 \) is compact.
- The group \( H_1 \) is \( \Gamma \)-proper if and only if the \( H_1 \)-orbit \( H_1 x_0 \) is closed in \( H/\Gamma \).

Indeed, it is a classical fact that the topology induced on a closed orbit \( H_1 x_0 \) coincides with the quotient topology on \( H_1/(\Gamma \cap H_1) \).
Lemma 4.7. Let \( H \) be a locally compact second countable group, let \( \Gamma \subset H \) be a discrete subgroup and \( H_1, H_2 \) be two closed subgroups of \( H \).

a) If \( H_1 \) and \( H_2 \) are \( \Gamma \)-proper, then \( H_1 \cap H_2 \) is \( \Gamma \)-proper.

b) If \( H_1 \) is \( \Gamma \)-proper and \( H_2 \) is \( \Gamma \)-compact, then \( H_1 \cap H_2 \) is \( \Gamma \)-compact.

Proof. a) By assumption, both orbits \( H_1x_0 \) and \( H_2x_0 \) of the basis point \( x_0 \) are closed. Since \( \Gamma \) is discrete, all the \( H_1 \cap H_2 \)-orbits in the intersection \( H_1x_0 \cap H_2x_0 \) are open in this intersection. Therefore these orbits are closed.

In particular, the orbit \((H_1 \cap H_2)x_0\) is closed in \( H/\Gamma \).

b) Since \( H_2x_0 \) is compact, the orbit \((H_1 \cap H_2)x_0\) is also compact. \( \square \)

Lemma 4.8. Let \( G \) be a semisimple real algebraic Lie group, \( P \) and \( P^- \) be opposite parabolic subgroups, \( U \) and \( U^- \) their unipotent radicals, and \( L := P \cap P^- \) so that \( P = LU \) and \( P^- = LU^- \).

Let \( P_0 := \{ p \in P \mid \det_\mathbb{A} p = 1 \} \) and \( L_0 := L \cap P_0 \). Let \( \Gamma \) be a discrete subgroup of \( G \).

a) If \( U \) is \( \Gamma \)-compact, the group \( P_0 \) is \( \Gamma \)-proper.

b) If moreover \( U^- \) is \( \Gamma \)-compact, the group \( L_0 \) is also \( \Gamma \)-proper.

c) In this case, the group \((\Gamma \cap L)(\Gamma \cap U)\) has finite index in \( \Gamma \cap P \).

Remark 4.9. The group \( P_0 \) is called the unimodular normalizer of \( U \). Since \( \Gamma \cap P \) normalizes the lattice \( \Delta := \Gamma \cap U \subset U \), one has \( \Gamma \cap P \subset P_0 \).

Proof. a) Let \( p_n \in P_0 \) and \( \gamma_n \in \Gamma \) be sequences such that the sequence \( g_n := p_n \gamma_n \) converges to \( g_\infty \in G \). We want to find a sequence \( \delta_n \in \Gamma \cap P_0 \) such that the sequence \( p_n \delta_n \) has a limit point \( p_\infty \in P_0 \). Since the sequence \( g_n \) converges, there exists a neighborhood \( \Omega_0 \) of \( e \) in \( G \) such that the groups \( \Delta_n := p_n \Delta p_n^{-1} \subset g_n \Gamma g_n^{-1} \) intersect \( \Omega_0 \) trivially. Since these lattices of \( U \) have the same covolume, by the Mahler compactness criterion, after extraction, these lattices \( \Delta_n \) converge to a lattice \( \Delta_\infty \) of \( U \). Therefore the subgroups \( \Delta_n = g_n^{-1} \Delta_n' g_n = \gamma_n^{-1} \Delta \gamma_n \) of \( \Gamma \) converge to the subgroup \( \Delta_\infty := g_\infty^{-1} \Delta_\infty' g_\infty \).

Since \( \Gamma \) is discrete and \( \Delta_\infty \) is finitely generated, there exists \( n_0 \geq 1 \) such that \( \Delta_n = \Delta_\infty \) for all \( n \geq n_0 \). Therefore the elements \( \delta_n := \gamma_n \gamma_{n_0}^{-1} \) belong to \( \Gamma \cap P_0 \) and the sequence \( p_n \delta_n \) converges to \( p_\infty := g_\infty \gamma_{n_0}^{-1} \).

b) By point a), both groups \( P_0 \) and \( P_0^- \) are \( \Gamma \)-proper. Therefore, by Lemma 4.7.a, the group \( L_0 = P_0 \cap P_0^- \) is also \( \Gamma \)-proper.

c) Assume by contradiction that the group \((\Gamma \cap L_0)(\Gamma \cap U)\) has infinite index in \( \Gamma \cap P_0 \). Let \( \gamma_n = u_n \ell_n \) with \( \ell_n \in L_0 \), \( u_n \in U \) be a sequence of elements of \( \Gamma \cap P_0 \) whose images in \((\Gamma \cap U)\backslash G/(\Gamma \cap L_0)\) are distinct. After multiplying on the left by elements of the lattice \( \Delta \subset U \), one can assume
that the sequence \( u_n \) is bounded. Then the sequence \( \ell_n x_0 = u_n^{-1} x_0 \) is also bounded in \( G/\Gamma \). Since \( L_0 \) is \( \Gamma \)-proper, one can find a sequence \( \delta_n \) in \( \Gamma \cap L_0 \) such that the sequence \( m_n := \ell_n \delta_n \) is bounded in \( L_0 \). Then the sequence \( \gamma_n \delta_n = u_n m_n \in \Gamma \cap P_0 \) is also bounded. Since \( \Gamma \) is discrete it can only take finitely many values. Contradiction. \[ \square \]

4.3 The Raghunathan-Venkataramana theorem

The following result of Raghunathan and Venkataramana in \([31]\) and \([36]\) says that in order to prove Theorem 2.16 for \( U \) reflexive, we only have to find a \( \mathbb{Q} \)-structure on \( G \) such that \( \Gamma \subset G_{\mathbb{Q}} \).

Proposition 4.10. Let \( G \) be a semisimple real algebraic Lie group of real rank at least two. Assume that \( G \) is defined over \( \mathbb{Q} \) and is \( \mathbb{Q} \)-simple. Let \( U \) and \( U^- \) be opposite horospherical subgroups which are defined over \( \mathbb{Q} \) and \( \Delta \subset U_{\mathbb{Z}} \) and \( \Delta^- \subset U^-_{\mathbb{Z}} \) be finite index subgroups. Then the subgroup \( \Gamma \) generated by \( \Delta \) and \( \Delta^- \) has finite index in \( G_{\mathbb{Z}} \).

Proof. This proposition is proven in \([31]\) and \([36]\) for maximal opposite horospherical \( \mathbb{Q} \)-subgroups. But Hee Oh explains in \([25, \text{Corollary 2.2.2}]\) how to deduce the general case. Indeed \( U \) and \( U^- \) are normal subgroups in maximal opposite horospherical \( \mathbb{Q} \)-subgroups \( V \) and \( V^- \). Let \( L \) be the intersection of the normalizers of \( U \) and \( U^- \) so that \( V = (L \cap V)U \) and \( V^- = (L \cap V^-)U^- \). There exists a finite index subgroup \( \Delta_L \subset L_{\mathbb{Z}} \) that normalizes both \( \Delta \) and \( \Delta^- \). By \([31]\) and \([36]\), the group generated by the lattices \( (\Delta_L \cap V)\Delta \) and \( (\Delta_L \cap V^-)\Delta^- \) of \( V_{\mathbb{Z}} \) and \( V^-_{\mathbb{Z}} \) has finite index in \( G_{\mathbb{Z}} \) and normalizes \( \Gamma \). Therefore, by the Margulis normal subgroup theorem, \( \Gamma \) has finite index in \( G_{\mathbb{Z}} \). \[ \square \]

4.4 Margulis’ extension of \( \mathbb{Q} \)-forms

In this section we introduce an important tool which allows us to extend a pair of compatible \( \mathbb{Q} \)-forms on \( u \) and \( u^- \) to a \( \mathbb{Q} \)-form on \( g \). This tool (Corollary 4.13) tells us that in order to prove Theorem 2.16 for a reflexive horospherical subgroup \( U \), we only have to find elements of \( L \) that normalize both lattices \( \Lambda \) and \( \Lambda^- \).

Proposition 4.11. Let \( G \) be a semisimple adjoint real algebraic Lie group, \( P, P^- \) be two opposite parabolic subgroups, \( U, U^- \) be their unipotent radicals and \( L = P \cap P^- \). Let \( \Gamma \) be a discrete Zariski dense subgroup of \( G \) such that
Γ ∩ U is an irreducible lattice of U and Γ ∩ U− is an irreducible lattice of U−. Assume that the group Γ ∩ L is infinite.

Then there exists a Q-form GQ of G such that Γ ⊂ GQ.

This proposition is an extension of a result of Margulis [18, Theorem 9.5.1] where it is assumed that Γ is a lattice in G. For the sake of completeness we carefully check below the proof of this extension. Notice that in this proposition there is no higher rank assumption. The proof relies on the following lemma of Margulis [18, Lemma 8.6.2].

**Lemma 4.12.** Let V be a real vector space, and W, W− ⊂ V be two real vector subspaces. Let G ⊂ GL(V) be a Zariski connected algebraic subgroup, and Ω₀ ⊂ G be a Zariski open subset such that:

i) The dimension d := dim(W− ∩ gW) does not depend on g ∈ Ω₀.

ii) The vector subspaces gW for g in Ω₀ span V.

ii)′ The vector subspaces g−¹W− for g in Ω₀ span V.

iii) The vector subspaces W− ∩ gW for g in Ω₀ span W−.

iii)′ The vector subspaces g−¹W− ∩ W for g in Ω₀ span W.

Let Γ ⊂ G be a Zariski dense subgroup. We assume that W and W− are endowed with Q-forms WQ and W−Q satisfying the following compatibility conditions:

iv) For all g in Γ ∩ Ω₀ the subspaces W− ∩ gW of W− are defined over Q.

iv)′ For all g in Γ ∩ Ω₀ the subspaces g−¹W− ∩ W of W are defined over Q.

Then there exists a Q-form GQ on G such that Γ ⊂ GQ.

**Proof of Proposition 4.11.** We apply Lemma 4.12 with V := g and with Ω₀ := U−P. The vector subspaces W and W− will be defined later. Let Q, Q− and H be the Zariski closures of Γ ∩ P, Γ ∩ P− and Γ ∩ L respectively, and let q, q− and ℋ be the Lie algebras of Q, Q− and H.

**First step:** we describe a Q-form on q and q−.

The group Δ := Γ ∩ U is a lattice of U. Hence, by Lemma 2.11.a, there exists a unique Q-form UQ on U such that Δ ⊂ UQ. The group Aut(UQ) × UQ is then a Q-form of the algebraic group Aut(U) × U. The group P = L × U is naturally an algebraic subgroup of Aut(U) × U. This subgroup might not be defined over Q. However the group Γ ∩ P is included in Aut(UQ) × UQ and therefore its Zariski closure Q is defined over Q. Let qQ be the corresponding Q-form of the Lie algebra q of Q. This Q-form is Γ ∩ P-invariant. We use a similar construction for the Q-form on q−.
Second step: we study the intersections $q^- \cap \text{Ad}_g(q)$.

For $g$ in $\Gamma \cap \Omega_0$, the parabolic subgroups $P^-$ and $gPg^{-1}$ are opposite and their intersection $L_g := P^- \cap gPg^{-1}$ is a reductive group. Let $L_g$ be its Lie algebra. The Zariski-closure $H_g$ of the group $\Gamma \cap L_g$ is a subgroup of $Q^-$ which is defined over $\mathbb{Q}$. Hence its Lie algebra $\mathfrak{h}_g$ is a subalgebra of $q^-$ which is defined over $\mathbb{Q}$. Since the groups $U^-$ and $gUg^{-1}$ are $\Gamma$-compact, by Lemma 4.8, the group $(\Gamma \cap L_g)(\Gamma \cap U^-)$ has finite index in $\Gamma \cap P^-$. Therefore, the group $H_gU^-$ has finite index in $Q^-$ and one has $q^- = \mathfrak{h}_g \oplus u^-$. By a similar argument with the element $g^{-1}$, one gets $q = \text{Ad}^{-1}(\mathfrak{h}_g) \oplus u$. Combining these last two equalities, one gets

$$\mathfrak{h}_g = q^- \cap \text{Ad}_g(q). \quad (4.1)$$

This proves that the dimension of this intersection is equal to $\dim q^- - \dim u$, hence does not depend on $g$ and that this intersection is a vector subspace of $q^-$ which is defined over $\mathbb{Q}$.

Third step: we apply Lemma 4.12.

Let $W^- \subset q^-$ be the vector space spanned by $\mathfrak{h}_g$ for $g$ in $\Gamma \cap \Omega_0$, and $W \subset q$ be the vector subspace spanned by $\text{Ad}^{-1}(\mathfrak{h}_g)$, for $g$ in $\Gamma \cap \Omega_0$. The subspace $W^-$ of $q^-$ is defined over $\mathbb{Q}$. Similarly, the subspace $W$ of $q$ is defined over $\mathbb{Q}$. We can now check the assumptions of Lemma 4.12.

i) and iv) By (4.1) one still has the equality

$$\mathfrak{h}_g = W^- \cap \text{Ad}_g(W) \text{ for all } g \text{ in } \Gamma \cap \Omega_0.$$

ii) By Lemma 4.3, the group $\Gamma \cap L$ intersects trivially every proper normal subgroup $G'$ of $G$. Therefore, for any projection $p_a : g \rightarrow g_a$ onto a simple ideal, the Lie algebra $p_a(\mathfrak{h})$ is non-zero. The subspace of $g$ spanned by $\text{Ad}_g(W)$, for $g \in \Gamma \cap \Omega_0$, is an ideal of $g$ that contains $\mathfrak{h}$. Therefore it is equal to $g$.

iii) follows directly from our choice of $W^-$. 

ii)' and iii)' are proven in a similar way.

By Lemma 4.12, there is a $\mathbb{Q}$-form on $G$ such that $\Gamma \subset G_{\mathbb{Q}}$. 

Corollary 4.13. Let $G$ be an adjoint semisimple real algebraic Lie group of real rank at least two. Let $\Gamma$ be a discrete subgroup that contains $\exp(\Lambda)$ and
exp(Λ\(^-\)) where Λ, Λ\(^-\) are irreducible lattices in opposite horospherical Lie subalgebras \(u\) and \(u^-\). Let \(L := P \cap P^-\) be the intersection of the normalizers of \(u\) and \(u^-\). Assume that the stabilizer \(L_{Λ,Λ^-}\) in \(L\) of the pair \((Λ,Λ^-)\) is infinite.

Then \(Γ\) is an irreducible arithmetic lattice of \(G\).

**Proof.** Let \(Γ'\) be the subgroup of \(Γ\) generated by \(\exp(Λ)\) and \(\exp(Λ^-)\). Let \(Γ''\) be the normalizer of \(Γ'\) in \(G\). Since the group \(Γ'\) is discrete and Zariski dense in \(G\), the group \(Γ''\) is also discrete and Zariski dense in \(G\). Since this group \(Γ''\) contains \(\exp(Λ)\), \(\exp(Λ^-)\) and the infinite group \(L_{Λ,Λ^-}\), by Proposition 4.11, there exists a \(Q\)-form \(G_Q\) of \(G\) such that \(Γ'' \subset G_Q\). In particular, one has \(Γ' \subset G_Q\). Since the lattice \(Λ\) is irreducible this \(Q\)-form is \(Q\)-simple. By Raghunathan and Venkataramana’s Proposition 4.10, the group \(Γ'\) is commensurable to the lattice \(G_Z\). The discrete group \(Γ\) is then also commensurable to the lattice \(G_Z\).

4.5 When \(P\) is not a minimal parabolic subgroup

We give the proof of Proposition 4.1 in the next three sections. In almost all cases we will prove that the stabilizer \(L_{Λ,Λ^-}\) of \((Λ,Λ^-)\) in \(L\) is infinite and apply Corollary 4.13.

We first prove Proposition 4.1 when the parabolic \(P\) is not minimal, i.e. when the semisimple group \([L,L]\) is non-compact.

We use the notation of Remark 4.2. Let \(S\) be the product of the non-compact simple factors of \([L,L]\) and let \(H \subset L\) be the closure of the product \(L_{Λ,Λ^-}\). Since \(S\) is a normal subgroup of \(L\), \(H\) is a closed subgroup of \(L\) containing \(S\). By Proposition 3.15, the \(L\)-orbit \(L(Λ,Λ^-)\) is closed. Hence the closure of the \(S\)-orbit \(S(Λ,Λ^-)\) is the orbit \(H(Λ,Λ^-)\).

Note that the Radon \(H\)-invariant measure \(λ_0\) on this orbit \(H(Λ,Λ^-)\) is \(S\)-invariant and \(S\)-ergodic. Let \(X_0(u)\) and \(X_0(u^-)\) be respectively the spaces of lattices of \(u\) and \(u^-\) whose covolume is 1. Applying the following Proposition 4.14 to the finite volume homogeneous space \(X_0 := X_0(u) \times X_0(u^-)\) tells us that \(λ_0\) has finite volume. This means that the stabilizer \(L_{Λ,Λ^-}\) is a lattice in \(H\). Since \(H\) is non-compact this stabilizer \(L_{Λ,Λ^-}\) is infinite and by Corollary 4.13, the group \(Γ\) is an irreducible arithmetic lattice of \(G\). This proves Proposition 4.1 when \(P\) is not minimal.

We have used the following result due to Dani and Margulis.
Proposition 4.14. Let $G_0$ be a real algebraic Lie group, $\Gamma_0$ be a lattice in $G_0$ and $\mathcal{X}_0 = G_0/\Gamma_0$. Let $S_0 \subset G_0$ be a semisimple subgroup then any $S_0$-invariant and ergodic Radon measure $\lambda_0$ on $\mathcal{X}_0$ has finite volume.

**Proof.** See [21, Theorem 11.5]. Write $S_0 = S'_0 S''_0$ where $S'_0$ and $S''_0$ are respectively the product of the compact and non-compact factors of $S_0$. Let $U_0$ be a one parameter unipotent subgroup of $S''_0$ which is not included in a proper normal subgroup of $S''_0$. The Dani-Margulis uniform recurrence theorem for unipotent flow on finite volume homogeneous spaces implies that the Hilbert space $L^2(\mathcal{X}_0, \lambda_0)$ contains non-zero $U_0$-invariant functions. Therefore the Howe-Moore theorem gives a non-zero $S''_0$-invariant function $\varphi \in L^2(\mathcal{X}_0, \lambda_0)$. One can assume $\varphi \geq 0$. Averaging $S'_0$-translates of $\varphi$ gives a non-zero $S_0$-invariant function. By ergodicity this function must be almost surely constant and hence $\lambda_0$ has finite volume.

\[ \square \]

4.6 When $P$ is minimal and $U$ is commutative

In this section we prove Proposition 4.1 when the parabolic $P$ is minimal and $U$ is commutative.

In this case the group $G$ is a product

\[ G = \prod_a G_a \quad \text{where} \quad G_a = \text{PSO}(d_a + 1, 1) \quad \text{with} \quad d_a \geq 1. \quad (4.2) \]

This case is due to the second author in [22]. We present a short proof below using our new approach. Let $L_0 := \{ \ell \in L \mid \det_u(\text{Ad} \, \ell) = 1 \}$.

**Lemma 4.15.** With the notation of Remark 4.2. We assume that $P$ is minimal and $U$ is commutative. Then the $L_0$-orbit $L_0(\Lambda, \Lambda^-)$ is compact

**Proof.** By Proposition 3.15, the $L_0$-orbit $L_0(\Lambda, \Lambda^-)$ is closed. We only need to check that this orbit is relatively compact. By (4.2), $u$ is a direct sum

\[ u = \oplus_a u_a \quad \text{where} \quad u_a = \mathbb{R}^{d_a} \]

are Euclidean vector spaces and $L$ is the product of groups of similarities

\[ L = \prod_a L_a \quad \text{where} \quad L_a = \text{Sim}(\mathbb{R}^{d_a}). \]

We use again the polynomial $F(X)$ introduced in (3.10). By Lemma 6.4.a, $F$ is non zero. Since the group of similarities $\text{Sim}(\mathbb{R}^d)$ has an open orbit on $\mathbb{R}^d$, 33
the group \( L \) also has an open orbit in \( u \), and the polynomial \( F \) is up to scalar the unique \( L \)-semi-invariant polynomial on \( u \) with character \( \chi^2 \) i.e. satisfying the equivariance property (3.11). Therefore, there exists \( c > 0 \) such that

\[
F(X) = c \prod_a \|X_a\|^{2d_a} \quad \text{for all } X = (X_a) \in u.
\]

Since the lattice \( \Lambda \) is irreducible, one has

\[
F(X) \neq 0 \quad \text{for all } X \in \Lambda \setminus \{0\}.
\]

Lemma 3.11 tells us that the set \( F(\Lambda) \) is a closed discrete subset of \( \mathbb{R} \). Therefore the following constant is positive

\[
m := \inf_{X \in \Lambda \setminus \{0\}} F(X) > 0.
\]

Since the function \( F \) is \( L_0 \)-invariant, one computes, for all \( \ell \) in \( L_0 \),

\[
\inf_{X \in \Lambda \setminus \{0\}} \|\text{Ad} \ell(X)\|^{2d} \geq c^{-1} \inf_{X \in \Lambda \setminus \{0\}} F(\text{Ad} \ell(X)) = c^{-1} m > 0,
\]

where \( d := \sum_a d_a \). Since all the lattices \( \text{Ad} \ell(\Lambda) \), with \( \ell \in L_0 \), have the same covolume, by the Mahler compactness theorem, the bound (4.3) tells us that the orbit \( L_0 \Lambda \) is relatively compact. For the same reason the orbit \( L_0 \Lambda^- \) is also relatively compact. \( \square \)

We can conclude the proof of Proposition 4.1 in this case. Since the real rank of \( G \) is at least two the group \( L_0 \) is non-compact. Therefore, by Lemma 4.15, the stabilizer \( L_{\Lambda,\Lambda^-} \) is infinite and by Corollary 4.13, the group \( \Gamma \) is an irreducible arithmetic lattice of \( G \).

4.7 When \( P \) is minimal and \( U \) is Heisenberg

In this section we prove Proposition 4.1 when the parabolic \( P \) is minimal and \( U \) is Heisenberg.

In this case the group \( G \) is a simple real Lie group and its root system \( \Sigma \) is of type \( A_2 \). This means that the root system is \( \Sigma = \{ \pm \alpha_1, \pm \alpha_2, \pm \alpha_3 \} \) with \( \alpha_3 = \alpha_1 + \alpha_2 \) and the Lie algebra \( u \) is the sum

\[
u = g_1 \oplus g_2 \quad \text{with } g_1 := g_{\alpha_1} \oplus g_{\alpha_2} \quad \text{and } g_2 := g_{\alpha_3}.
\]
One can give a list of such groups \( G \): they are the groups \( \text{PGL}(3,K) \), for the fields \( K = \mathbb{R}, \mathbb{C}, \mathbb{H} \), or the group \( \text{Aut}^u(\mathbb{P}^2(\mathbb{O})) \) of collineations of the projective plane over the algebra of octonions. We will not use this list.

The group \( L \) is a product \( L = MA \) where \( M \) is a compact group and \( A \) is a two-dimensional split torus. The group \( L_0 := \{ \ell \in L \mid \det(\text{Ad} \ell) = 1 \} \) is equal to \( L_0 = MA_0 \) where \( A_0 := L_0 \cap A \) is a one-dimensional split torus.

For any root \( \alpha \) we denote by \( G_{\alpha} \) the unipotent group whose Lie algebra is the root space \( g_{\alpha} \) and \( \Gamma_{\alpha} := \Gamma \cap G_{\alpha} \). All these root spaces have the same dimension \( d = 1, 2, 4 \) or \( 8 \).

**Lemma 4.16.** With the notation of Remark 4.2. We assume that \( P \) is minimal and \( U \) is Heisenberg. Then one has the dichotomy:
(i) either the \( L_0 \)-orbit \( L_0(\Lambda, \Lambda^-) \) is compact,
(ii) or \( \Gamma_{\alpha} \) is a lattice in \( G_{\alpha} \) for all \( \alpha \in \Sigma \).

**Proof.** When \( \alpha, \beta \) are two non-opposite roots whose sum is not a root, the product \( G_{\alpha}G_{\beta} \) is a unipotent group. We distinguish two cases.

**First case:** Assume for instance that \( \Gamma \cap G_{\alpha_1}G_{\alpha_3} \subset G_{\alpha_3} \) or \( \Gamma \cap G_{\alpha_2}G_{\alpha_3} \subset G_{\alpha_3} \).

In this case we will prove (i). Assume for instance the second inclusion

\[
(\Gamma \cap G_{\alpha_2}G_{\alpha_3}) \subset G_{\alpha_3}. \tag{4.4}
\]

By Proposition 3.15, the double \( L_0 \)-orbit \( L_0(\Lambda, \Lambda^-) \) is closed. We only need to check that both single orbits \( L_0\Lambda \) and \( L_0\Lambda^- \) are relatively compact. Let \( t \mapsto b_t \) be the one-parameter subgroup of \( L_0 \) whose action on an element \( X = X_1 + X_2 + X_3 \in u \) with \( X_i \in g_{\alpha_i} \), is given by

\[
\text{Ad} b_t(X_1 + X_2 + X_3) = e^t X_1 + e^{-t} X_2 + X_3 \tag{4.5}
\]

By contradiction, assume for instance that the orbit \( L_0\Lambda \) is not relatively compact. Since the orbit \( L_0\Lambda \) is closed this implies that in both directions \( n \to \pm \infty \) the lattices \( \text{Ad} b_n(\Lambda) \) go to infinity. Since all these lattices have the same covolume, by the Mahler compactness criterion, for all \( n > 1 \), one can choose a non-zero element

\[
X_n = X_{n,1} + X_{n,2} + X_{n,3} \in \Lambda \setminus \{0\} \quad \text{with} \quad X_{n,i} \in g_{\alpha_i}. \tag{4.6}
\]

such that

\[
\lim_{n \to \infty} e^n X_{n,1} + e^{-n} X_{n,2} + X_{n,3} = 0. \tag{4.7}
\]
We use again the polynomial $F(X) = \det_1(e^{adX}w_0)$ introduced in (3.10). This polynomial has degree $4d$ and its homogeneous component $F_{4d}$ of degree $4d$ is given in (6.7) by

$$F_{4d}(X_1 + X_2 + X_3) = \det_3(\frac{1}{2^d}ad(X_1 + X_2)^4w_0).$$

According to Lemma 6.7.b, $F_{4d}$ is non zero. Since $L$ has an open orbit in $g_1$, this polynomial $F_{4d}$ is the unique $L$-semi-invariant polynomial on $g_1$ with character $\chi^2$. Therefore there exists $c \neq 0$ such that

$$F_{4d}(X_1 + X_2 + X_3) = c \|X_1\|^{2d} \|X_2\|^{2d},$$

where these norms $\|\cdot\|$ are $M$-invariant norms on $g_{\alpha_i}$. By Corollary 3.11 the set $F(\Lambda)$ is closed and discrete. Since $F(X_n) = F(Adb_n(X_n))$ converges to 0 one gets $F(X_n) = 0$ for $n$ large. The same argument proves that $F(pX_n) = 0$ for $n$ large, for all integer $p \geq 1$.

Therefore, for $n$ large, one has $F_{4d}(X_n) = 0$, i.e.

$$\|X_{n,1}\| \|X_{n,2}\| = 0. \quad (4.8)$$

Since $\Lambda$ is a lattice, combining (4.6), (4.7) and (4.8), one gets $X_{n,1} = 0$ Therefore, by (4.4), one also gets $X_{n,2} = 0$. Using again (4.6), (4.7) one finally gets $X_{n,3} = 0$. Contradiction.

**Second case**: Assume $(\Gamma \cap G_{\alpha_1}G_{\alpha_3}) \not\subset G_{\alpha_3}$ and $(\Gamma \cap G_{\alpha_2}G_{\alpha_3}) \not\subset G_{\alpha_3}$.

We choose elements $g_1 \in (\Gamma \cap G_{\alpha_1}G_{\alpha_3}) \setminus \Gamma_{\alpha_3}$ and $g_2 \in (\Gamma \cap G_{\alpha_2}G_{\alpha_3}) \setminus \Gamma_{\alpha_3}$.

We will prove $(ii)$. By Corollary 2.12.c, we already know that $\Gamma_{\alpha_3}$ is a lattice in $G_{\alpha_3}$ and $\Gamma_{-\alpha_3}$ is a lattice in $G_{-\alpha_3}$.

We claim that $\Gamma_{\alpha_1}$ is a lattice in $G_{\alpha_1}$ and $\Gamma_{-\alpha_2}$ is a lattice in $G_{-\alpha_2}$.

Let $\Gamma'$ be the discrete subgroup of $G$ generated by $g_1$, $\Gamma_{\alpha_3}$ and $\Gamma_{-\alpha_3}$. Let $G'$ be the semidirect product $G' = S' \ltimes U'$ where $S'$ is the simple Lie group of real rank one generated by $G_{\alpha_3}$ and $G_{-\alpha_3}$ and $U'$ is the unipotent group $U' = G_{\alpha_2}G_{-\alpha_2}$. Since the action of $S'$ on $u'$ is irreducible, the Zariski closure of $\Gamma'$ is the group $G'$.

By Auslander’s Proposition 4.17 below, the projection of $\Gamma \cap G'$ on $S'$ is discrete. Since $\Gamma_{\alpha_3}$ is a cocompact lattice in $G_{\alpha_3}$, the group $\Gamma_{\alpha_1}\Gamma_{\alpha_3}$ has finite
index in $\Gamma \cap G_{\alpha_1}G_{\alpha_3}$. The existence of $g_1$ implies then that $\Gamma_{\alpha_1}$ contains an element $g'_1 \neq e$. The inclusion $[g'_1, \Gamma_{-\alpha_3}] \subset \Gamma_{-\alpha_2}$ and the equality $[g'_1, G_{-\alpha_3}] = G_{-\alpha_2}$ imply that $\Gamma_{-\alpha_2}$ is a lattice in $G_{-\alpha_2}$. The inclusion $[\Gamma_{-\alpha_2}, \Gamma_{\alpha_3}] \subset \Gamma_{\alpha_1}$ and the equality $[G_{-\alpha_2}, G_{\alpha_3}] = G_{\alpha_1}$ imply that $\Gamma_{\alpha_1}$ is a lattice in $G_{\alpha_1}$.

Replacing $g_1$ by $g_2$, one deduces that $\Gamma_{\alpha_2}$ is a lattice in $G_{\alpha_2}$ and $\Gamma_{-\alpha_1}$ is a lattice in $G_{-\alpha_1}$ which proves $(ii)$. $\square$

In this proof we have used the following classical result of Auslander which can be found in [29, Thm 8.24].

**Proposition 4.17.** Let $G$ be a real algebraic Lie group which is a semidirect product $G := S \ltimes U$ of a semisimple Lie group $S$ and of a normal unipotent subgroup $U$. Let $p : G \to S$ be the projection and $\Gamma$ be a Zariski dense discrete subgroup of $G$. Then the group $p(\Gamma)$ is a discrete subgroup of $S$.

We now end the proof of Proposition 4.1 when $P$ is minimal and $U$ is Heisenberg, distinguishing between both cases of Lemma 4.16.

In Case $(i)$, since $L_0$ is non-compact, the stabilizer $L_{\Lambda, \Lambda'}$ is infinite and by Corollary 4.13, the group $\Gamma$ is an irreducible arithmetic lattice of $G$.

In Case $(ii)$, the group $\Gamma$ intersects cocompactly the two opposite horospherical subgroups $U' = G_{\alpha_1}G_{-\alpha_2}$ and $U' = G_{-\alpha_1}G_{\alpha_2}$. Let $L' := P' \cap P'$ be the intersection of the normalizers of $U'$ and $U'$. The intersection $\Gamma \cap L'$ is also infinite since it contains $\Gamma_{\alpha_3}$. Therefore by the same Corollary 4.13, the group $\Gamma$ is an irreducible arithmetic lattice of $G$.

This finishes the proof of Proposition 4.1.

### 5 Reduction steps

The aim of this chapter is to prove our main theorem 2.16 for all horospherical groups, relying on the special case when the horospherical group $U$ is either reflexive commutative or Heisenberg (Proposition 4.1). The reduction process relies on the following three steps: Propositions 5.1, 5.2 and 5.3. The first one deals with non-reflexive groups $U$, the second one with reflexive non-Heisenberg $U$ whose center is a root space, and the last one with reflexive non-commutative $U$ whose center is not a root space. For a simple group $G$, this reduction process is due to Hee Oh in [25], [24] and [26]. We extend it here to semisimple groups $G$. We include the proofs for the sake of completeness.
5.1 Non-reflexive horospherical subgroups

We first explain how to reduce the case of non-reflexive horospherical groups to the case of reflexive horospherical groups.

**Proposition 5.1.** Let $G$ be a semisimple real algebraic Lie group, $U$ be a non-reflexive horospherical subgroup, and $\Gamma$ be a Zariski dense discrete subgroup of $G$ that contains an irreducible lattice $\Delta$ of $U$.

Then there exists a larger reflexive horospherical subgroup $U'$ of $G$ containing $U$ such that the group $\Gamma$ also contains an irreducible lattice $\Delta'$ of $U'$.

**Proof.** We will find a larger horospherical subgroup $V \supseteq U$ of $G$ such that the group $\Gamma \cap V$ is also an irreducible lattice of $V$. If $V$ is reflexive we are done. If not, we apply again this construction to $V$ until we get a reflexive horospherical subgroup.

We use the notation of §2.2.2 and §2.2.3. We choose a maximal split torus $A$ of $G$, a set of simple root $\Pi$ and a subset $\theta \subset \Pi$ such that the Lie algebra $u$ and its normalizer $p$ are given by

$$u = \bigoplus_{n_\theta(\alpha) > 0} g_\alpha \quad \text{and} \quad p = l \oplus u \quad \text{with} \quad l := \bigoplus_{n_\theta(\alpha) = 0} g_\alpha$$

(5.1)

where $n_\theta$ is the function on $\Sigma \cup \{0\}$ given by (2.1). Let $P = LU$ be the normalizer of $U$ and $w_0$ be the longest element of the Weyl group $W_G := N_G(a)/Z_G(a)$ of $G$. Since $\Gamma$ is Zariski dense it contains an element $g_0$ in the Zariski open set $Uw_0P$. After replacing $\Gamma$ by a suitable conjugate $w_0\Gamma w_0^{-1}$ with $w_0$ in $U$, we can assume, without loss of generality, that the element $g_0$ is in $w_0P$ so that the group $g_0\Delta g_0^{-1}$ is a lattice in $w_0Uw_0^{-1}$. Note that, since $U$ is non-reflexive, the conjugate $w_0Uw_0^{-1}$ intersects $P$ non-trivially. According to Lemma 4.8.a the group $P_0 := \{g \in P \mid \det_u \text{Ad}g = 1\}$ is $\Gamma$-proper. Therefore, since the group $w_0Uw_0^{-1}$ is $\Gamma$-compact, by Lemma 4.7, the group

$$V' := P_0 \cap w_0Uw_0^{-1}$$

is $\Gamma$-compact.

This non-trivial group $V'$ normalizes $U$ and both $U$ and $V'$ are $\Gamma$-cocompact. Hence the group $V := V'U$ is also a unipotent group and is $\Gamma$-compact.

We now check that $V$ is a horospherical subgroup. We compute its Lie algebra $\mathfrak{v}$. The transformation $\iota := -w_0$ induces a bijection of the set $\Pi$ of
simple roots of $G$. One has the equality $v = \bigoplus_{\alpha} g_\alpha$ where the sum is over the roots $\alpha \in \Sigma$ such that

$$n_\theta(\alpha) > 0 \quad \text{or} \quad (n_\theta(\alpha) = 0 \quad \text{and} \quad n_{\iota(\theta) \cap \theta^c}(\alpha) < 0).$$

We note that the set $\theta^c = \Pi \setminus \theta$ is a set of simple roots for the group $L$. We denote by $w'_0$ the longest element of the Weyl group $W_L := N_L(\mathfrak{a})/Z_L(\mathfrak{a})$ of $L$. The transformation $j := -w'_0$ induces a bijection of the set $\theta^c$ of simple roots of $L$. Therefore, one has the equality $\text{Ad} w'_0(v) = \bigoplus_{\alpha} g_\alpha$ where the sum is over the roots $\alpha \in \Sigma$ such that

$$n_\theta(\alpha) > 0 \quad \text{or} \quad (n_\theta(\alpha) = 0 \quad \text{and} \quad n_{j(\iota(\theta) \cap \theta^c)}(\alpha) > 0).$$

This tells us that this Lie algebra is a standard horospherical Lie algebra

$$\text{Ad} w'_0(v) = u_{\theta'}$$

with $\theta' = \theta \cup j(\iota(\theta) \cap \theta^c)$.

By Lemma 4.3.i), the lattice $\Delta_V := \Gamma \cap V$ of $V$ is irreducible.

5.2 When the center of $u$ is a root space

We now explain how to reduce the case of a reflexive horospherical subalgebra $u$ which is not Heisenberg but whose center is a root space (see Definition 2.2) to the case of a reflexive horospherical subalgebra $u'$ whose center is not a root space.

**Proposition 5.2.** Let $G$ be a semisimple real algebraic Lie group of real rank at least two, $U$ be a non-trivial horospherical subgroup, and $\Gamma$ be a Zariski dense discrete subgroup of $G$ that contains an irreducible lattice $\Delta$ of $U$.

Assume $u$ is reflexive, not Heisenberg, and the center of $u$ is a root space.

Then there exists a smaller reflexive horospherical subgroup $U' \subset U$ of $G$ such that $\Gamma$ also contains an irreducible lattice $\Delta'$ of $U'$ and the center of $u'$ is not a root space.

**Proof of Proposition 5.2.** We use the notation of §2.2.2 and §2.2.3 and write $U = U_{\theta}$ for a subset $\theta$ of the set $\Pi$ of simple roots. Since $\Delta$ is irreducible and since the center $\mathfrak{z}$ of $u$ is a root space, the Lie algebra $\mathfrak{g}$ is simple. The group $U$ is $s$-step nilpotent, where $s = n_\theta(\bar{\alpha}) \geq 3$. The last group $C^s U$ of the descending central sequence is the center of $U$. Let

$$\theta_0 := \{ \alpha_i \in \Pi \mid \bar{\alpha} - \alpha_i \text{ is a root} \}.$$
Since the center of \( u \) is equal to \( g_{\bar{\xi}} \), one has the inclusion \( \theta_0 \subset \theta \). Let \( U' \) be the centralizer of \( C^{s-1}U \) in \( U \). Since the Lie algebra of \( C^{s-1}U \) is \( g_{s-1} \oplus g_s \), the Lie algebra of \( U' \) is \( u' = \bigoplus_\alpha g_\alpha \) where the sum is over the roots \( \alpha \) such that

\[
n_\theta(\alpha) \geq 2 \quad \text{or} \quad (n_\theta(\alpha) = 1 \text{ and } n_{\theta_0}(\alpha) = 0).
\]

This is also the set of roots \( \alpha \) such that \( n_{\theta - \theta_0}(\alpha) \geq 1 \). Therefore one has the equality \( U' = U_{\theta - \theta_0} \). By Corollary 2.12, the group \( \Delta \cap U' \) is a lattice in \( U' \). This lattice is automatically irreducible since \( g \) is simple.

\[ \square \]

5.3 When the center of \( u \) is not a root space

The following proposition is the last of our three reduction steps for Theorem 2.16. It deals with a reflexive non-commutative horospherical subgroup whose center is not a root space.

**Proposition 5.3.** Let \( G \) be a semisimple real algebraic Lie group of real rank at least two, \( U \) be a non-trivial horospherical subgroup, and \( \Gamma \) be a Zariski dense discrete subgroup of \( G \) that contains an irreducible lattice \( \Delta \) of \( U \).

Assume \( u \) is reflexive, non-commutative, and its center is not a root space.

Then the group \( \Gamma \) is an irreducible arithmetic subgroup of \( G \).

Note that in the following proof we use our main theorem 2.16 for a smaller dimensional group \( G' \). This is allowed by induction.

**Proof.** Since \( U \) is reflexive, by Lemma 2.15, there exists an opposite horospherical subgroup \( U^- \) such that the group \( \Delta^- := \Gamma \cap U^- \) is a lattice in \( U^- \). These groups are \( s \)-step nilpotent. Without loss of generality we can assume that the group \( \Gamma \) is generated by \( \Delta \) and \( \Delta^- \). By §2.2.3, there exists a grading

\[
g = g_{-s} \oplus \ldots \oplus g_0 \oplus \ldots \oplus g_s \quad \text{such that}
\]

\[
u^- = g_{-s} \oplus \ldots \oplus g_{-1} , \quad l = g_0 \quad \text{and} \quad u = g_1 \oplus \ldots \oplus g_s.
\]

Let \( U' := Z \) and \( U'^- := Z^- \) be the centers of \( U \) and \( U^- \). The Lie algebras of \( U' \) and \( U'^- \) are \( u' = z = g_s \) and \( u'^- = z^- = g_{-s} \). By Corollary 2.12.c, the groups \( \Delta' := \Gamma \cap U' \) and \( \Delta'^- := \Gamma \cap U'^- \) are lattices in \( U' \) and \( U'^- \).

Let \( \Gamma' \) be the discrete subgroup of \( G \) generated by \( \Delta' \) and \( \Delta'^- \). The Zariski closure of \( \Gamma' \) is the group \( G' \) generated by \( U' \) and \( U'^- \). This group \( G' \) is a semisimple real algebraic Lie group whose Lie algebra is

\[
g' := g_{-s} \oplus l' \oplus g_s \quad \text{with} \quad l' := [g_{-s}, g_s] \subset g_0.
\]
Since \( u' = z \) is not a root space, the real rank of \( G' \) is at least two. The groups \( U' \) and \( U'^{-} \) are opposite horospherical subgroups. They are commutative.

Since \( \Delta \) is irreducible, by Lemma 4.5, for every simple ideal \( g_a \) of \( g \), the intersection \( u'_a := u' \cap g_a \) is non-zero and is the center of \( u_a := u \cap g_a \).

According to Lemma 2.5, the intersection \( g'_a := g' \cap g_a \) is also a simple ideal of \( g' \). Therefore, since the group \( \Delta \) is an irreducible lattice of \( U \), the group \( \Delta' \) is an irreducible lattice of \( U' \).

Using an induction argument, we can apply our main theorem 2.16 to the smaller dimensional group \( \text{Ad}G' \): there exists a \( \mathbb{Q} \)-form \( g'_Q \) of \( g' \) such that \( \Gamma' \) is commensurable with the stabilizer \( G'_Z \) of \( g'_Z \). Let \( P' \) and \( P'^{-} \) be the normalizers of \( U' \) and \( U'^{-} \) in \( G' \) and \( L' := P' \cap P'^{-} \). Since \( L \) normalizes \( U' \) and \( U'^{-} \), this group \( L' \) is a normal subgroup of \( L \) whose real rank is equal to the real rank of \( G' \) and hence is at least two. Moreover the group \( \text{Ad}L' \) is a subgroup of \( \text{Ad}G' \) which is defined over \( \mathbb{Q} \). Let \( L'_0 \) be the intersection of all the kernels of all the characters of \( \text{Ad}L' \) that are defined over \( \mathbb{Q} \).

We claim that the group \( L'_0 \) is non-compact.

- In the case \( G \) is not simple, since the group \( \Delta' \) is an irreducible lattice, the characters \( \ell \mapsto \det_{u'_a}(\text{Ad}\ell) \) of \( \text{Ad}L' \) are not defined over \( \mathbb{Q} \). Hence \( L'_0 \) is non-compact.

- In the case \( G \) is simple, the group \( G' \) is simple too and since \( U \) is abelian, the split center of \( L \) is one-dimensional and \( L'_0 \) is a semisimple group of real rank at least one. Hence \( L'_0 \) is non-compact.

Now, according to Borel and Harish-Chandra theorem, the discrete subgroup \( L'_{0,2} := L_0 \cap G'_2 \) is a lattice of \( L'_0 \) hence is an infinite group. This group stabilizes \( \Delta \) and \( \Delta'^{-} \). Therefore by Corollary 4.13 the group \( \Gamma \) is an irreducible arithmetic lattice of \( G \).

Remark 5.4. Note that in the previous proof, the horospherical subgroup \( U' \) of \( G' \) is not always reflexive. For instance when \( G = \text{SO}(d, \mathbb{C}) \) and \( P \) is the stabilizer of an isotropic \( p \)-plane in \( \mathbb{C}^d \) with \( 1 < p < n/2 \), then the group \( G' \) is \( G' = \text{SL}(p, \mathbb{C}) \) and \( P' := L'U' \) is the stabilizer of a line in \( \mathbb{C}^p \).

5.4 \( S \)-arithmetic setting

Our main result can be extended to product of simple groups over local fields. We just quote the statement complementing our Theorem 2.16.

Proposition 5.5. let \( S \) be a finite set of valuation of \( \mathbb{Q} \) including the archimedean valuation \( \infty \) and at least one finite valuation. For \( p \) in \( S \), let \( G_p \),
be the group of \( \mathbb{Q}_p \)-points of a connected semisimple algebraic \( \mathbb{Q}_p \)-group, and \( U_p \) be a horospherical subgroup of \( G_p \) intersecting non-trivially all the simple factors of \( G_p \). Let \( G = \prod_{p \in S} G_p \), \( U = \prod_{p \in S} U_p \). Let \( \Gamma \) be a discrete subgroup of \( G \) whose image in every \( G_p \) is Zariski dense. Assume that \( \Gamma \) contains a lattice \( \Delta \) of \( U \) such that \( \Delta \cap U_\infty \) is irreducible in \( G_\infty \). Then \( \Gamma \) is a lattice in \( G \).

One can check that a proof similar to the real case works and ensures that \( \Gamma \) is \( S \)-arithmetic. Indeed the main tools we used for real Lie groups have their counterparts on products of Lie groups over \( \mathbb{Q}_p \): the Raghunathan-Venkataaramana theorem, Margulis’ construction of \( \mathbb{Q} \)-forms, the recurrence of unipotent flow of Dani-Margulis (see [17, Thm 1.3]) and the Howe-Moore decay of matrix coefficients. We are not going to write down the details here.

Partial results in this direction were obtained by Hee Oh in [27, Theorem 4.3] when \( G_\infty \) is a higher rank absolutely simple Lie group and by Benoist and Oh in [2, Theorem 1.1] when all the groups \( G_p \) are products of \( \text{SL}(2, \mathbb{Q}_p) \).

6 Horospherical Lie subalgebras

We give the list of the horospherical Lie subalgebras that occur in Chapter 3 and 4, and we deduce from it a proof of Proposition 3.13.a and Lemma 3.14 which are the algebraic parts of the proof of our closedness result in Chapter 3.

6.1 Reflexive commutative horospherical subalgebras

The first class of horospherical subalgebras which play an important role are the reflexive commutative ones.

Let \( \mathfrak{g} \) be a semisimple real Lie algebra and \( \mathfrak{u} \) be a horospherical subalgebra. We will use freely the notation of §2.2.2 and §2.2.3. One can choose a split Cartan subspace \( \mathfrak{a} \) of \( \mathfrak{g} \), a set of simple restricted roots \( \Pi \) and a subset \( \theta \subset \Pi \) such that \( \mathfrak{u} = \mathfrak{u}_\theta \). This Lie algebra \( \mathfrak{u}_\theta \) is commutative if and only if it is the component \( \mathfrak{u}_\theta = \mathfrak{g}_1 \) of a grading

\[
\mathfrak{g} = \mathfrak{g}_{-1} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_1,
\]

One can easily reduce the classification of the reflexive horospherical subalgebras \( \mathfrak{u} \) of \( \mathfrak{g} \) to the case where \( \mathfrak{g} \) is a complex simple Lie algebras. Indeed,
the horospherical subalgebra $\mathfrak{u}$ of $\mathfrak{g}$ is reflexive commutative if and only if its complexification $\mathfrak{u}_C$ is reflexive commutative in $\mathfrak{g}_C$. This horospherical Lie algebra is then a direct sum of reflexive commutative horospherical Lie algebras of the simple ideals of $\mathfrak{g}_C$.

We assume now that the Lie algebra $\mathfrak{g}$ is simple. The commutative horospherical subalgebras $\mathfrak{u}_\theta$ are exactly those for which $\theta$ contains only one simple root $\theta = \{\alpha\}$ and such that $n_\theta(\tilde{\alpha}) = 1$, where $\tilde{\alpha}$ is the largest root of $\Sigma$. This subalgebra is reflexive if and only if $\alpha = -w_0\alpha$. It is therefore very easy to give the list of the reflexive commutative horospherical subgroups: one expresses the largest root as a sum of simple roots $\tilde{\alpha} = \sum_i n_i\alpha_i$ and pick out those simple roots for which $n_i = 1$ and $-w_0\alpha_i = \alpha_i$.

| $\mathfrak{g}$ | Simple roots | $[\mathfrak{l}, \mathfrak{l}]$ | $F(X)$ | $G(X, Y)$ |
|----------------|--------------|-------------------------------|--------|-----------|
| (1) $\mathfrak{sl}(\mathbb{C}^{2n})$ | $n \geq 3$ | $\mathfrak{sl}(\mathbb{C}^n) \oplus \mathfrak{sl}(\mathbb{C}^n)$ | $(\det(X))^{2n}$ | $(\det(1 + XY))^{2n}$ |
| (2) $\mathfrak{so}(\mathbb{C}^{n+2})$ | $n \geq 3$ | $\mathfrak{so}(\mathbb{C}^n)$ | $q(X)^n$ | $(1 - b(X, Y) + \frac{1}{4}q(X)q(Y))^n$ |
| (3) $\mathfrak{sp}(\mathbb{C}^{2n})$ | $n \geq 3$ | $\mathfrak{sl}(\mathbb{C}^n)$ | $(\det(X))^{n+1}$ | $(\det(1 + XY))^{n+1}$ |
| (4) $\mathfrak{so}(\mathbb{C}^{2n})$ | $n \geq 4$ | $\mathfrak{sl}(\mathbb{C}^n)$ | $(\det(X))^{n-1}$ | $(\det(1 + XY))^{n-1}$ |
| (5) $\mathfrak{e}_7$ | | $\mathfrak{e}_6$ | $I_3(X)^{18}$ | $G(X, Y)$ |

Table 1: Reflexive commutative horospherical $\mathfrak{u}$ in complex simple $\mathfrak{g}$

Remark 6.1. We want to point out that, when $\mathfrak{g}$ is a complex Lie algebra, the pair $(\mathfrak{g}, \mathfrak{g}_0)$ is the complexification of a hermitian symmetric pair and the map $(\mathfrak{g}, \mathfrak{u}) \rightarrow (\mathfrak{g}, \mathfrak{g}_0)$ induces a bijection between 
{complex abelian horospherical algebras} and {hermitian symmetric spaces}.
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The reflexive commutative complex horospherical subalgebras correspond to
the hermitian symmetric spaces of tube type (see [13, p.528] or [12, p.97]).

We give in Table 1 this list of reflexive commutative horospherical Lie
algebras \( u \) in a complex simple Lie algebra \( g \). The “grey” points \( \bullet \)
correspond to the subset \( \theta \) of \( \Pi \). Choosing real forms for these pairs \( (g,u) \) gives all the
reflexive commutative horospherical Lie algebras \( u \) in a real absolutely simple
Lie algebra \( g \). We give also the polynomials \( F \) and \( G \) introduced in (3.10).
In this table, \( q \) is a non-degenerate quadratic form on \( \mathbb{C}^{2n} \), \( b \) the associated
bilinear form and \( I_3(X) \) a cubic form on \( \mathbb{C}^{27} \).

6.2 Heisenberg horospherical subalgebras

The second class of horospherical Lie subalgebras which play
an important role are the Heisenberg horospherical subalgebras.

Let \( g \) be a semisimple real algebraic Lie group and \( u \) be a horospherical
subalgebra. Using again the notation of §2.2.2 and §2.2.3, one can choose a
Cartan subspace \( \mathfrak{a} \) of \( g \), a set of simple restricted root \( \Pi \) and a subset \( \theta \subset \Pi \)
such that \( u = u_\theta \). By Definition 2.3, a horospherical Lie subalgebra \( u_\theta \) of \( g \)
is Heisenberg if \( g \) is simple and if \( u_\theta \) is the sum \( u_\theta = g_1 \oplus g_2 \) of a grading

\[
\mathfrak{g} = g_{-2} \oplus g_{-1} \oplus g_0 \oplus g_1 \oplus g_2 ,
\]

where \( g_1 \neq 0 \) and \( g_2 = g_5 \).

The existence of a Heisenberg horospherical subalgebra implies that \( g \) is
not isomorphic to \( \mathfrak{so}(d, 1) \). The next lemma tells us that the converse is true.

**Lemma 6.2.** Let \( g \) be a simple real Lie algebra not isomorphic to \( \mathfrak{so}(d, 1) \).
Then \( g \) contains a Heisenberg horospherical subalgebra \( u \). This Lie subalgebra
is unique up to inner conjugation. In particular it is reflexive.

The Lie algebras \( \mathfrak{g} = \mathfrak{so}(d, 1) \) play a special role since they are the only
simple Lie algebras for which the largest root \( \tilde{\alpha} \) is also a simple root and
hence cannot contain Heisenberg horospherical subalgebras.

**Proof.** If the horospherical Lie subalgebra \( u_\theta \) is Heisenberg, one must have

\[
\theta = \{ \alpha_i \in \Pi \mid \tilde{\alpha} - \alpha_i \in \Sigma \} .
\]

This proves that \( \mathfrak{g} \) contains at most one Heisenberg horospherical subalgebra
up to inner conjugacy.
\[
\begin{array}{|c|c|c|}
\hline
\textbf{g} & \textbf{Simple roots} & \quad [l, l] \\
\hline
(1) & sl(C^{n+2}) & n \geq 1 \\
\hline
(2) & so(C^{n+4}) & n \geq 2 \\
\hline
(3) & sp(C^{2n+2}) & n \geq 1 \\
\hline
(4) & \mathfrak{e}_6 & \\
\hline
(5) & \mathfrak{e}_7 & \\
\hline
(6) & \mathfrak{e}_8 & \\
\hline
(7) & \mathfrak{f}_4 & \\
\hline
(8) & \mathfrak{g}_2 & \\
\hline
\end{array}
\]

\[u \simeq u^{-}\]

In Table 2, we give the list of the pairs \((g, u)\) where \(g\) is a complex simple Lie algebra and \(u\) is a Heisenberg horospherical Lie subalgebra, the grey points \(\circ\) correspond to the subset \(\theta\) of \(\Pi\).

Let us check that the horospherical subalgebra \(u_\theta\) with \(\theta\) given by (6.1) is Heisenberg. Indeed, one has \((\tilde{\alpha}, \alpha_i) = \|\tilde{\alpha}\|^2/2\) for \(\alpha_i \in \theta\) and \((\tilde{\alpha}, \alpha_i) = 0\) for \(\alpha_i \in \theta^c\). One expresses the largest root as a sum of simple roots \(\tilde{\alpha} = \sum n_i \alpha_i\) and one computes \(\sum_{\alpha_i \in \theta} n_i = 2 \sum n_i \frac{(\tilde{\alpha}, \alpha_i)}{\|\tilde{\alpha}\|^2} = 2\). \(\square\)
When \( u \) is a Heisenberg horospherical subalgebra in an absolutely simple real Lie algebra \( g \) with \( \dim z = 1 \), the pair \( (g_C, u_C) \) is still Heisenberg and is in Table 2.

| \( g \) | Simple restricted roots | \( [l, l] \) | \( u \simeq u^- \) |
| --- | --- | --- | --- |
| \( g_{\mathbb{R}} \) | Satake diagram | | |
| \( sl(\mathbb{H}^{n+2}) \) | | \( \mathfrak{sl}(\mathbb{H}^n) \oplus \mathfrak{sl}(\mathbb{H})^2 \) | \( \mathbb{H}^n \oplus \mathbb{H}^n \oplus \mathbb{H} \) |
| \( sl(\mathbb{C}^{2n+4}) \) | | | |
| \( sp(\mathbb{H}^{p+1,q+1}) \) | | \( sp(\mathbb{H}^{p,q}) \oplus \mathfrak{sl}(\mathbb{H}) \) | \( \mathbb{H}^{p,q} \oplus \text{Im}(\mathbb{H}) \) |
| \( sp(\mathbb{C}^{2p+2q+4}) \) | | | |
| \( \mathfrak{c}_6(-5) \) | | \( \mathfrak{so}(8) \) | \( \mathbb{R}^8 \oplus \mathbb{R}^8 \oplus \mathbb{R}^8 \) |
| \( \mathfrak{c}_6 \) | | | |

Table 3: Non-complex Heisenberg \( u \) with \( \dim(z) > 1 \)

In Table 3, we give the list of the remaining pairs \((g, u)\), i.e. those for which \( g \) is an absolutely simple real Lie algebra and \( u \) is a Heisenberg horospherical Lie subalgebra with \( \dim z > 1 \). The grey points \( \bullet \) corresponds to the subset \( \theta \) of \( \Pi \), and the black points \( \bullet \) to the compact simple roots of \( g_C \).

Note that, as in Tables 1 and 2, the Lie algebra \( l \) and the representation of \( l \) in \( u \) can easily be determined by a glance at the Dynkin or Satake diagram (see [15, Prop. 3.1]).

Note that the set \( \theta \) in (6.1) is either a singleton \( \theta = \{\alpha_i\} \) with \(-w_0\alpha_i = \alpha_i \) and \( n_i = 2 \), or a pair \( \theta = \{\alpha_i, \alpha_j\} \) with \(-w_0\alpha_i = \alpha_j \) and \( n_i = n_j = 1 \). This second case occurs if and only if the root system \( \Sigma \) is of type \( A_r \), i.e. in Cases (1), (9) and (11) of Tables 2 and 3.

Example 6.3. We have explicitly computed in Table 1, the polynomials \( F(X) \) for reflexive commutative Lie subalgebras. One can also explicitly compute the polynomials \( F(X) \) for the Heisenberg Lie subalgebras in Tables 2 and 3. Here are three examples where \( F \) is given up to a scalar multiple:

- Case (1): One has \( g = sl(\mathbb{R}^{n+2}) \), \( l = sl(\mathbb{R}^n) \oplus \mathbb{R}^2 \), \( u = \{X = (f, v, z) \in \mathbb{R}^{n} \oplus \mathbb{R}^n \oplus \mathbb{R}\} \), and \( F(X) \simeq f(v)^2 - z^2 \).

- Case (2): One has \( g = so(2, n+2) \), \( l = sl(\mathbb{R}^2) \oplus so(\mathbb{R}^n) \oplus \mathbb{R}^2 \), \( u = \{X = (V, z) \in \mathbb{R}^2 \otimes \mathbb{R}^n \oplus \mathbb{R}\} \), and \( F(X) \simeq \det(V^t V) - z^2 \).
- Case (3): One has $g = \mathfrak{sp}(\mathbb{R}^{2n+4})$, $l = \mathfrak{sp}(\mathbb{R}^{2n}) \oplus \mathbb{R}^2$, $u = \{X = (v, z) \in \mathbb{R}^{2n} \oplus \mathbb{R}\}$, and $F(X) \simeq z^2$.

### 6.3 When $U$ is reflexive commutative

The aim of this section is to prove Proposition 3.13.a and Lemma 3.14 for a reflexive commutative horospherical subgroup.

We first discuss a few facts about reflexive commutative horospherical subalgebras. We use the notation of §6.1: one has $l = g_0$ and $u = g_1$ for some grading $g = g_{-1} \oplus g_0 \oplus g_1$.

We denote by $h_0$ the element of the center of $g_0$ inducing this grading, i.e. such that $\text{ad} h_0 = \pm 1$ on $g_{\pm 1}$.

We set $u_a := u \cap g_a$ where $g_a$ are the simple ideals of $g$. The function

$$F(X) = \det_u(\frac{1}{2}(\text{ad} X)^2 w_0)$$

introduced in (3.10) for $X \in g_1$ is also given by

$$F(X) = \prod_a F_a(X_a) \quad (6.2)$$

where $X = \sum_a X_a$ with $X_a \in u_a$ and

$$F_a(X_a) = \det_{u_a}(\frac{1}{2}(\text{ad} X_a)^2 w_0) \quad (6.3)$$

**Lemma 6.4.** With the notation of Proposition 3.13. We assume that $u$ is reflexive commutative. Then

a) The polynomial $F$ is non-zero and homogeneous of degree $2d := 2 \dim u$.

b) There exists $x_0' \in g_1$ and $y_0' \in g_{-1}$ such that $h_0' := [x_0', y_0'] = 2 h_0$.

c) When $g$ is absolutely simple, the Lie algebra $l$ is maximal in $\mathfrak{gl}(u)$.

d) When $g$ is a simple complex Lie algebra, the only intermediate Lie algebra $h$ between $l$ and $\mathfrak{gl}(u)$ is $\mathfrak{gl}(u, \mathbb{C})$.

This triple $(x_0', h_0', y_0')$ is an $\mathfrak{sl}_2$-triple, this means that one has the bracket relations $[h_0', x_0'] = 2 x_0'$, $[h_0', y_0'] = -2 y_0'$ and $[x_0', y_0'] = h_0'$.

**Proof of Lemma 6.4.** a) By (6.3) the polynomial $F$ is homogeneous of degree $2d$. If $F \equiv 0$, using (3.9), one deduces that the polynomial $\Phi$ is zero on the open dense set $P^{-} U w_0 P$, contradicting the equality $\Phi(e) = 1$.
b) Without loss of generality, we can assume that \( \mathfrak{g} \) is simple. We give a short proof adapted from [34]. Let \( x'_{0} \in \mathfrak{u} \) such that \( F(x'_{0}) \neq 0 \). Since \( F \) is \( L \)-semi-invariant with character \( \chi^{2} \), for \( h \in \mathfrak{l} \), one has,
\[
dF(x'_{0})([h, x'_{0}]) = 2 d\chi(h) F(x'_{0}).
\]
The Killing form \( B \) identifies \( \mathfrak{u}^{-} \) with the dual of \( \mathfrak{u} \) so that
\[
y'_{0} := \frac{B(h_{0}, h_{0})}{d\chi(h_{0})} \frac{dF(x'_{0})}{F(x'_{0})}
\]
is an element of \( \mathfrak{u}^{-} \). One computes, for \( h \in \mathfrak{l} \),
\[
B([x'_{0}, y'_{0}], h) = B(y'_{0}, [h, x'_{0}]) = 2 \frac{B(h_{0}, h_{0})}{d\chi(h_{0})} d\chi(h) = 2 B(h_{0}, h).
\]
Therefore, one has \([x'_{0}, y'_{0}] = 2h_{0} \).

c) Since \( \mathfrak{g}_{\mathbb{C}} \) is simple, the representation of \( L_{\mathbb{C}} \) in \( \mathfrak{u}_{\mathbb{C}} \) is irreducible. The maximality follows from a direct analysis of each case occurring in Table 1. This straightforward analysis can also be seen as a special case of Dynkin’s classification of maximal semisimple Lie subalgebras of classical complex simple Lie algebras in [10]. Indeed, since none of the examples of Table 1 belong to Dynkin’s list of exceptions [28, Table 7 p.236], we deduce that \( \mathfrak{l}_{\mathbb{C}} \) is a maximal subalgebra of \( \mathfrak{gl}(\mathfrak{u}_{\mathbb{C}}) \).

d) Since \( \mathfrak{l} \) and \( \mathfrak{u} \) are complex Lie algebras, the complexified Lie algebra \( \mathfrak{l}_{\mathbb{C}} \) is the sum of two ideals \( \mathfrak{l}_{\mathbb{C}} = \mathfrak{l}_{+} \oplus \mathfrak{l}_{-} \) both isomorphic to \( \mathfrak{l} \) and the representation of \( \mathfrak{l}_{\mathbb{C}} \) in \( \mathfrak{u}_{\mathbb{C}} \) decomposes as the sum of two irreducible representations of \( \mathfrak{l}_{+} \) and \( \mathfrak{l}_{-} \), \( \mathfrak{u}_{\mathbb{C}} = \mathfrak{u}_{+} \oplus \mathfrak{u}_{-} \). Therefore
\[
\mathfrak{u}_{\mathbb{C}} \otimes \mathfrak{u}_{\mathbb{C}} = \mathfrak{u}_{+} \otimes \mathfrak{u}_{+}^{*} \oplus \mathfrak{u}_{+} \otimes \mathfrak{u}_{-}^{*} \oplus \mathfrak{u}_{-} \otimes \mathfrak{u}_{+}^{*} \oplus \mathfrak{u}_{-} \otimes \mathfrak{u}_{-}^{*}.
\]
Since \( \mathfrak{u} \) is not self-dual as a representation of \( \mathfrak{l} \), the two representations in the middle are irreducible and inequivalent. Hence either \( \mathfrak{h}_{\mathbb{C}} \) contains both of them, or \( \mathfrak{h}_{\mathbb{C}} \) is included in \( \mathfrak{gl}(\mathfrak{u}_{+}) \oplus \mathfrak{gl}(\mathfrak{u}_{-}) \). This proves our claim since, by c), the Lie subalgebra \( \mathfrak{l} \) is maximal in \( \mathfrak{gl}(\mathfrak{u}, \mathbb{C}) \).

\[\square\]

Remark 6.5. We want to point out that the proof of d) is valid even in Case (2) of Table 1. Indeed, in this case, the representation of \([\mathfrak{l}, \mathfrak{l}] = \mathfrak{so}(n, \mathbb{C})\) in \( \mathfrak{u} = \mathbb{C}^{n} \) is self-dual, but the representation of \( \mathfrak{l} \) in \( \mathfrak{u} \) is not self-dual.
Proof of Proposition 3.13.a for $u$ reflexive commutative.

Formula (6.2) implies that the group $H$ permutes the factors $u_a$. Hence we can assume that $g$ is simple. By Lemma 6.4.a, the function $F$ on $u$ is $L$-semi-invariant and non-constant.

Assume first that $g$ is absolutely simple. Since $SL(u)$ has an open orbit in $u$, this function $F$ is not $GL(u)$-semi-invariant. Therefore, by Lemma 6.4.c the Lie algebra $\mathfrak{h}$ of the group $H$ is equal to $I$.

Assume now that $g$ has a complex structure. Since $SL(u, \mathbb{C})$ also has an open orbit in $u$, this function $F$ is not $GL(u, \mathbb{C})$-semi-invariant. Therefore, by Lemma 6.4.d the Lie algebra $\mathfrak{h}$ of the group $H$ is equal to $I$.

\[ \square \]

Proof of Lemma 3.14 for $u$ reflexive commutative.

The bilinear form $G_2$ introduced in (3.15) is non-zero. Indeed, using the $\mathfrak{sl}_2$-triple $(x'_0, h'_0, y'_0)$ of Lemma 6.4.b, one has $G_2(x'_0, y'_0) = \text{tr}_I(\text{ad} h'_0) = 2d$. Since this bilinear form $G_2$ is $L$-invariant and the action of $L$ on $u$ is irreducible, this bilinear form is non-degenerate.

\[ \square \]

6.4 When $U$ is Heisenberg

The aim of this section is to prove Proposition 3.13.a and Lemma 3.14 for a Heisenberg horospherical subgroup.

We use the notation of §6.2: $g$ is simple, $I = g_0$ and $u = u_\theta = g_1 \oplus g_2$ for some subset $\theta \subset \Pi$ and some grading

\[ g = g_{-2} \oplus g_{-1} \oplus g_0 \oplus g_1 \oplus g_2. \] (6.4)

We denote by $h_0$ the element of the center of $g_0$ inducing this grading, i.e. such that $\text{ad} h_0 = j$ on $g_j$ for all $j$.

In this case, the polynomial function $F(X)$ introduced in (3.10) is not a homogeneous function anymore. Indeed for $X = V + Z$ with $V \in v := g_1$ and $Z \in \mathfrak{z} := g_2$, it is given by

\[ F(V + Z) = \det_3(\frac{1}{2}(\text{ad} Z)^2 w_0 + \frac{1}{2} \text{ad} Z (\text{ad} V)^2 w_0 + \frac{1}{24} (\text{ad} V)^4 w_0) \] (6.5)

Its homogeneous components of degree $2d$ and $4d$, with $d := \text{dim} \mathfrak{z}$ are

\[ F_{2d}(V + Z) = \det_3(\frac{1}{2}(\text{ad} Z)^2 w_0), \] (6.6)

\[ F_{4d}(V + Z) = \det_3(\frac{1}{24} (\text{ad} V)^4 w_0). \] (6.7)
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Lemma 6.6. With the notation of Proposition 3.13. We assume that \( u = u_\theta \) is Heisenberg. Then

a) The polynomial \( F_{2d} \) is non-zero.

b) There exists \( x_0 \in g_2 \) and \( y_0 \in g_{-2} \) such that \( [x_0, y_0] = h_0 \).

c) Every automorphism \( \varphi \in H \) is graded i.e. \( \varphi(g_1) = g_1 \) and \( \varphi(g_2) = g_2 \).

d) The bilinear form \( G_2 \) introduced in (3.15) is a non-degenerate duality between \( g_2 \) and \( g_{-2} \).

Proof of Lemma 6.6. a) The Lie algebra \( g' := g_{-2} \oplus g'_0 \oplus g_2 \), with \( g'_0 = [g_{-2}, g_2] \) is a simple Lie algebra of real rank one. Therefore its horospherical subalgebra \( u' := g_2 \) is reflexive commutative, and Lemma 6.4.a tells us that the polynomial \( F_{2d} \) is non-zero.

b) The polynomial \( F_{2d} \) on \( g_2 \) is \( L \)-semi-invariant. The existence of the \( sl_2 \)-triple \((x_0, h_0, y_0)\) follows as in the proof of Lemma 6.4.b.

c) Since \( g_2 \) is the center of \( u \), one has \( \varphi(g_2) = g_2 \). Moreover, since \( u \) is Heisenberg, the group \( L \) acts transitively on \( g_2 \setminus \{0\} \), and hence one has the equality \( g_1 = \{X \in u \mid F_{2d}(X) = 0\} \). Therefore, one also has \( \varphi(g_1) = g_1 \).

d) This follows from Proposition 3.13 applied to the reflexive commutative horospherical Lie subalgebra \( u' \) of \( g' \) introduced in a). □

Proof of Lemma 3.14 for \( u \) Heisenberg. We have already seen that \( G_2 \) is a non-degenerate duality between \( g_{-2} \) and \( g_2 \).

This bilinear form \( G_2 \) is non-zero on \( g_{-1} \times g_1 \). Indeed, for every simple root \( \alpha \) in \( \theta \), there exists a \( sl_2 \)-triple \((x_\alpha, h_\alpha, y_\alpha)\) with \( x_\alpha \in g_\alpha \) and \( y_\alpha \in g_{-\alpha} \). Since \( \beta := \tilde{\alpha} - \alpha \) is a root, one has \( [g_\alpha, g_{-\alpha}] = g_\beta \), and the action of \( h_\alpha \) on \( g_\tilde{\alpha} \) is scalar and non-zero. Therefore, one has

\[
G_2(x_\alpha, y_\alpha) = \text{tr}_3(\text{ad} h_\alpha) \neq 0.
\]

This bilinear form \( G_2 \) is \( L \)-invariant and the action of \( L \) on \( g_1 \) is either irreducible or every irreducible component contains one root space \( g_\alpha \), with \( \alpha \in \theta \). Therefore the bilinear form \( G_2 \) is also a non-degenerate duality between \( g_{-1} \) and \( g_1 \). □

Remember that the set \( \theta \) contains either one simple root \( \alpha \) with \( w_0 \alpha = \alpha \) or two simple roots \( \alpha \) and \( -w_0 \alpha \) of the same length.

It remains to prove Proposition 3.13.a. We split the proof into two cases:

6.4.1: when the roots \( \alpha \in \theta \) have the same length as the largest root \( \tilde{\alpha} \).

6.4.2: when \( \theta \) contains a root \( \alpha \) with is shorter than \( \tilde{\alpha} \).
6.4.1 When \( U \) is Heisenberg and \( \| \alpha \| = \| \tilde{\alpha} \| \)

This corresponds to all cases in Tables 2 and 3 except (3) and (10).

**Lemma 6.7.** With the notation of Proposition 3.13. We assume that \( u = u_\theta \) is Heisenberg and \( \| \alpha \| = \| \tilde{\alpha} \| \) for all \( \alpha \in \Theta \). Then

a) There exists \( x'_0 \in g_1 \) and \( y'_0 \in g_{-1} \) such that \( h'_0 := [x'_0, y'_0] = 2 h_0 \).

b) The polynomial \( F_{4d} \) is non-zero.

c) The Lie algebra \( l \) is a maximal Lie subalgebra of the Lie algebra \( \text{der}_{gr}(u) \) of graded derivations of \( u \), except in Case (11) of Table 3 where \( l = \text{der}_{gr}(u) \).

**Example 6.8.** Let \( g \) be the simple Lie algebra \( g = \mathfrak{sl}(3, \mathbb{R}) \), let \( u = g_1 \oplus g_2 \) be the upper triangular horospherical subalgebra and \( u^- = g_{-1} \oplus g_{-2} \) be the lower triangular horospherical subalgebra. A \( \mathfrak{sl}_2 \)-triple \((x_0, h_0, y_0)\) satisfying Lemma 6.6.b is

\[
x_0 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \in g_2, \quad h_0 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix} \in g_0, \quad y_0 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} \in g_{-2}.
\]

The corresponding grading (6.4) of \( g \) is given by this element \( h_0 \). A \( \mathfrak{sl}_2 \)-triple \((x'_0, h'_0, y'_0)\) satisfying Lemma 6.7.a is

\[
x'_0 = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} \in g_1, \quad h'_0 = \begin{pmatrix} 2 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -2 \end{pmatrix} \in g_0, \quad y'_0 = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \in g_{-1}.
\]

**Proof of Lemma 6.7.** Since the subset \( \theta \subset \Pi \) is given by (6.1), the difference \( \beta := \tilde{\alpha} - \alpha \) is a root. Since the roots \( \tilde{\alpha} \) and \( \alpha \) have the same length, the subset \( \Sigma' := \{ \pm \alpha, \pm \beta, \pm \tilde{\alpha} \} \subset \Sigma \) is a root system of type \( A_2 \). Let \( g' \subset g \) be the graded Lie subalgebra spanned by the root spaces \( g_{\pm \alpha}, g_{\pm \beta} \) and \( g_{\pm \tilde{\alpha}} \). It is a simple real Lie algebra with root system \( \Sigma' \). Note that by construction \( g'_{\pm 2} = g'_{\pm 2} \).

By [6, Theorem 7.2], there exists a split simple algebraic subalgebra \( g'' \subset g' \) with the same real rank and same root system as \( g' \). Therefore, this subalgebra \( g'' \) is a graded subalgebra of \( g \) which is isomorphic to \( \mathfrak{sl}(3, \mathbb{R}) \) and the intersections \( u'' := u \cap g'' \) and \( u''^- := u^- \cap g'' \) are the upper and lower triangular horospherical subalgebras of \( \mathfrak{sl}(3, \mathbb{R}) \) given in Example 6.8.

The first \( \mathfrak{sl}_2 \)-triple \((x_0, h_0, y_0)\) of \( g'' \) in Example 6.8 is also the one given by Lemma 6.6.b, and therefore \( h_0 \) is the element of \( g_0 \) inducing the grading (6.4) on \( g \). The second \( \mathfrak{sl}_2 \)-triple \((x'_0, h'_0, y'_0)\) of \( g'' \) in Example 6.8 is the one we are looking for since one has \( h'_0 = 2 h_0 \).
b) We use this $\mathfrak{sl}_2$-triple $(x'_0, h_0', y'_0)$. The centers $\mathfrak{z}$ and $\mathfrak{z}^-$ are respectively the eigenspaces of $ad h'_0$ for the eigenvalues $4$ and $-4$. Therefore the theory of $\mathfrak{sl}_2$-modules tells us that the map $(ad x'_0)^4$ induces a bijection from $\mathfrak{z}^-$ to $\mathfrak{z}$, and $F_{4d}(x'_0) = det_{\mathfrak{z}}((ad x'_0)^4 w_0)$ is non-zero.

c) Recall that the Heisenberg horospherical subalgebra $u$ is graded as $u = v \oplus \mathfrak{z}$. Therefore the group $\text{Aut}_{gr}(u)$ can be seen as a subgroup of $\text{GL}(v)$. The Lie bracket on $u$ gives an antisymmetric bilinear map $\omega : v \times v \to \mathfrak{z}$.

First Case When $|\theta| = 1$.
If $g$ is absolutely simple we replace $g$ by $g_{\mathbb{C}}$. Hence, without loss of generality, we can assume that $g$ is a complex simple Lie algebra. In this case, $v$ is a complex vector space and $\omega$ is a complex symplectic form on $v$. The representation of $L$ in $v$ preserves the complex structure on $v$ and preserves up to scalar the symplectic form $\omega$. This representation is irreducible. By Lemma 6.9, every graded automorphism $\varphi$ of the real Lie algebra $u$ is complex linear or skew-linear. The group of graded automorphisms of $u$ is up to finite index $\text{Aut}_{gr}(u) \simeq \text{Sp}(v, \omega) \times \mathbb{C}^*$. The maximality follows from a direct analysis of each case from (2) to (8) occurring in Table 2. This straightforward analysis can again be seen as a special case of Dynkin’s classification in [10]. Indeed, since none of the examples of Table 2 belong to Dynkin’s list of exceptions [28, Table 7 p.236], we deduce that $l_{\mathbb{C}}$ is a maximal subalgebra of $\mathfrak{sp}(v_{\mathbb{C}}) \oplus \mathbb{C}$.

Second Case When $|\theta| = 2$.
This corresponds to Cases (1), (9) and (11) in Tables 2 and 3.
- Case (1). One has $g = \mathfrak{sl}(\mathbb{C}^{n+2})$ or $g_{\mathbb{C}} = \mathfrak{sl}(\mathbb{C}^{n+2})$. Using again Lemma 6.9, one sees that the Levi Lie algebra $l$ (resp. $l_{\mathbb{C}}$) is isomorphic to $\mathfrak{gl}(\mathbb{C}^n) \oplus \mathbb{C}$ and hence is a maximal Lie subalgebra in $\text{der}_{gr}(u)$ (resp. $\text{der}_{gr}(u_{\mathbb{C}})$), itself isomorphic to $\mathfrak{sp}(\mathbb{C}^{2n}) \oplus \mathbb{C}$.
- Case (9). One has $g_{\mathbb{C}} = \mathfrak{sl}(\mathbb{C}^{2n+4})$, $v_{\mathbb{C}} = \mathbb{C}^2 \otimes \mathbb{C}^{n*} \oplus \mathbb{C}^n \otimes \mathbb{C}^{2*}$ and $\mathfrak{z}_{\mathbb{C}} = \text{End}(\mathbb{C}^2)$. Therefore the Levi Lie algebra $l_{\mathbb{C}} \simeq \mathfrak{gl}(\mathbb{C}^2) \oplus \mathfrak{sl}(\mathbb{C}^n) \oplus \mathfrak{gl}(\mathbb{C}^{2})$ is maximal in $\text{der}_{gr}(u_{\mathbb{C}}) \simeq \mathfrak{sl}(\mathbb{C}^2) \oplus \mathfrak{sl}(\mathbb{C}^n) \oplus \mathfrak{gl}(\mathbb{C}^{2}) \oplus \mathfrak{sp}(\mathbb{C}^{2n}) \oplus \mathbb{C}^2$.
- Case (11). One has $g_{\mathbb{C}} = \mathfrak{e}_6$, $v_{\mathbb{C}} = \mathbb{C}^8 \oplus \mathbb{C}^8$ and $\mathfrak{z}_{\mathbb{C}} = \mathbb{C}^8$. The Levi Lie algebra is $l_{\mathbb{C}} \simeq \mathfrak{so}(\mathbb{C}^8) \oplus \mathbb{C}^2$. Here the three spaces $\mathbb{C}^8$ are the three irreducible 8-dimensional representations of $\mathfrak{so}(\mathbb{C}^8)$, the standard one and the two half-spin representations. Therefore $l_{\mathbb{C}}$ is equal to $\text{der}_{gr}(u_{\mathbb{C}}) \simeq \mathfrak{so}(\mathbb{C}^8) \oplus \mathbb{C}^2$.

In the previous proof, we have used the following.
Lemma 6.9. Let $u$ be a complex Heisenberg Lie algebra. Every automorphism $\varphi$ of the real Lie algebra $u$ is either complex linear or skew-linear.

Proof of Lemma 6.9. One checks it by direct computation. 

Proof of Proposition 3.13.a for $u$ Heisenberg, and $\|\alpha\| = \|\tilde{\alpha}\|$. 
By Lemma 6.7.a, the function $F_{ld}$ on $v$ is $L$-semi-invariant and non-constant. When we are not in Case (11) of Table 3, the derived group of the group $\text{Aut}_{gr}(u)$ has an open orbit in $v$, therefore this function $F_{ld}$ is not $\text{Aut}_{gr}(u)$-semiinvariant. Therefore, by Lemma 6.7.c, the Lie algebra $h$ of the group $H$ is equal to $l$ in all cases. 

6.4.2 When $U$ is Heisenberg and $\|\alpha\| < \|\tilde{\alpha}\|$ 
This corresponds to Case (3) and (10) in Tables 2 and 3.

Lemma 6.10. With the notation of Proposition 3.13. We assume that $u = u_\theta$ is Heisenberg and $\|\alpha\| < \|\tilde{\alpha}\|$. Then the Lie algebra $l$ coincides with the algebra $\text{der}_{gr}(u)$ of graded derivations of $u$.

Proof of Lemma 6.10. - Case (3). One has $g = \mathfrak{sp}(C^{2n+2})$ or $g_C = \mathfrak{sp}(C^{2n+2}).$ Using again Lemma 6.9, one sees that the Levi Lie algebra $l$ (resp. $l_C$) is isomorphic to $\mathfrak{sp}(C^{2n}) \oplus C$ and equal to $\text{der}_{gr}(u)$ (resp. $\text{der}_{gr}(u_C)$).

- Case (10). One has $g_C = \mathfrak{sp}(C^{4n+8})$, $v_C = C^2 \otimes C^{2n}$, $j_C = S^2(C^2)$, and the Levi Lie algebra $l_C \simeq \mathfrak{gl}(C^2) \oplus \mathfrak{sp}(C^{2n})$ is equal to $\text{der}_{gr}(u_C)$. 

Proof of Proposition 3.13.a for $u$ Heisenberg and $\|\alpha\| < \|\tilde{\alpha}\|$ . 
By Lemma 6.6.c, the automorphisms $\varphi \in H$ are graded automorphisms of $u$. By Lemma 6.10, the group $L$ has finite index in the group $\text{Aut}_{gr}(u)$. Therefore the group $L$ also has finite index in $H$. 

6.5 Conclusion

We have now ended the proof of our main Theorem 2.16. To help the reader, we recap the main steps of the proof in a rather informal way.

We wanted to prove that a Zariski dense discrete subgroup $\Gamma$ of a higher rank semisimple real algebraic group $G$ that contains an indecomposable lattice $\Delta = \exp(\Lambda)$ in a non-trivial horospherical subgroup $U$ is arithmetic.
1. We have checked two reduction steps in Chapter 5. In Section 5.1, we have recalled how to reduce this to the case where \( U \) is reflexive so that \( \Gamma \) contains also a lattice \( \Delta^- \exp(\Lambda^-) \) in an opposite horospherical subgroup \( U^- \). In Sections 5.2 and 5.3, we have recalled how to reduce this to the case where \( U \) is reflexive commutative or Heisenberg. This case occupies Chapters 3, 4 and 6.

2. In Chapter 3, we introduced the group \( L := P \cap P^- \) intersection of the normalizers of \( U \) and \( U^- \) and we have proven that the \( L \)-orbit of \( (\Lambda, \Lambda^-) \) is closed. This proof relied on two algebraic facts that do not involve \( \Gamma \). These are Proposition 3.13.a and Lemma 3.14 which describe the linear automorphisms of \( U \) and \( U^- \) that preserve two useful polynomials \( F \) and \( G \).

3. The proof of these two algebraic facts was postponed to Chapter 6. Indeed Sections 6.1 and 6.3 deal with \( U \) reflexive commutative while Sections 6.2 and 6.4 deal with \( U \) Heisenberg.

4. In Chapter 4, we introduced the subgroup \( L_0 \) of elements of \( L \) whose action on \( U \) is volume preserving, so that \([L,L] \subset L_0 \subset L\). The higher rank assumption tells us exactly that this group \( L_0 \) is non-compact. We also introduced the normalizer \( \Gamma'' \) in \( G \) of the subgroup generated by \( \Delta \) and \( \Delta^- \).

In Sections 4.5, 4.6 and 4.7, we focused on the implication

\[
\text{The orbit } L(\Lambda, \Lambda^-) \text{ is closed} \implies \text{The group } L_0 \cap \Gamma'' \text{ is infinite?} \quad (6.8)
\]

In Section 4.5, we deal with the case where the parabolic \( P \) is not minimal, i.e. when \([L,L] \) is not compact. We used Dani-Margulis recurrence theorem to check that the group \([L,L] \cap \Gamma'' \) is a lattice in \([L,L] \). Hence (6.8) is true in this case.

In Section 4.6, we deal with the case where \( P \) is minimal and \( U \) is commutative. Using Mahler compactness criterion, we checked that \( L_0 \cap \Gamma'' \) is a lattice in \( L_0 \). Hence (6.8) is true in this case.

In Section 4.7, we deal with the case where \( P \) is minimal and \( U \) is Heisenberg. In this very special case \( G \) has real rank 2 and is of type \( A_2 \). Using also Mahler compactness criterion, we check that (6.8) is true ... except in the case where \( \Gamma \) intersects cocompactly all the root subgroups of \( G \). But in this case, it is easy to check directly that \( \Gamma \) is arithmetic. Note that this exceptional case occurs for \( G = \text{SL}(3, \mathbb{R}) \) and \( \Gamma = \text{SL}(3, \mathbb{Z}) \) which does not satisfy (6.8).

In Sections 4.3 and 4.4, we conclude, using Raghunathan–Venkataramana’s finiteness theorem and Margulis’s construction of \( \mathbb{Q} \)-forms, by proving
The implication

The group \( L_0 \cap \Gamma'' \) is infinite \( \implies \) The group \( \Gamma \) is arithmetic.

And this ends the proof of Theorem 2.16.

We conclude this paper by two open questions.

**Question 6.11.** Let \( G = \text{SL}(3, \mathbb{R}) \) and \( B = \{ \begin{pmatrix} a & -b & 0 \\ b & a & 0 \\ 0 & 0 & c \end{pmatrix} \in G \} \). Does there exist a Zariski dense discrete subgroup \( \Gamma \) of \( G \) of infinite covolume such that \( \Gamma \cap B \) is Zariski dense in \( B \)?

**Question 6.12.** Let \( G = \text{SL}(2, \mathbb{R}) \times \text{SL}(2, \mathbb{R}) \) and \( H \subset G \) be the diagonal copy of \( \text{SL}(2, \mathbb{R}) \). Let \( \Gamma \) be a discrete Zariski dense subgroup of \( G \) such that \( \Gamma \cap H \) is a lattice in \( H \). Is \( \Gamma \) a lattice in \( G \)?

More generally, let \( \Gamma \) be a discrete subgroup of \( G \) whose projections on the two normal \( \text{SL}(2, \mathbb{R}) \) are dense. Is \( \Gamma \) a lattice in \( G \)?
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