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There are only a very few known relations in statistical dynamics that are valid for systems driven arbitrarily far-from-equilibrium. One of these is the fluctuation theorem, which places conditions on the entropy production probability distribution of nonequilibrium systems. Another recently discovered far-from-equilibrium expression relates nonequilibrium measurements of the work done on a system to equilibrium free energy differences. In this paper, we derive a generalized version of the fluctuation theorem for stochastic, microscopically reversible dynamics. Invoking this generalized theorem provides a succinct proof of the nonequilibrium work relation.

1. INTRODUCTION

Consider some finite classical system coupled to a constant temperature heat bath, and driven out of equilibrium by some time-dependent work process. Most relations of nonequilibrium statistical dynamics that are applicable to systems of this sort are valid only in the linear, near-equilibrium regime. One group of exceptions is the entropy production fluctuation theorems [1–12], which are valid for systems perturbed arbitrarily far away from equilibrium. Although the type of system, range of applicability, and exact interpretation differ, these theorems have the same general form,

\[ \frac{P(\sigma)}{P(-\sigma)} \approx e^{\sigma}. \]  

Here \( P(\sigma) \) is the probability of observing an entropy production rate, \( \sigma \), measured over a trajectory of time \( \tau \). Evans and Searles [2] gave a derivation for driven thermostated deterministic systems that are initially in equilibrium, Gallavotti and Cohen [3] rigorously derived their fluctuation theorem for thermostated deterministic steady state ensembles, and Kurchan [9], Lebowitz and Spohn [11], and Maes [12] have considered systems with stochastic dynamics. The exact interrelation between these results is currently under debate [13–19].

In this paper we will derive the following, somewhat generalized, version of this theorem for stochastic microscopically reversible dynamics:

\[ \frac{P_F(\omega)}{P_R(-\omega)} = e^{\omega}. \]  

Here \( \omega \) is the entropy production of the driven system measured over some time interval, \( P_F(\omega) \) is the probability distribution of this entropy production, and \( P_R(\omega) \) is the probability distribution of the entropy production when the system is driven in a time-reversed manner. This distinction is necessary because we will consider systems driven by a time-dependent process, rather than the steady perturbation considered elsewhere. The use of an entropy production, rather than an entropy production rate, will prove convenient.

As a concrete example of a system for which the above theorem is valid, consider a classical gas confined in a cylinder by a movable piston. The walls of this cylinder are diathermal so that the gas is in thermal contact with the surroundings, which therefore act as the constant temperature heat bath. The gas is initially in equilibrium with a fixed piston. The piston is then moved inwards at a uniform rate, compressing the gas to some new, smaller volume. In the corresponding time-reversed process, the gas starts in equilibrium at the final volume of the forward process, and is then expanded back to the original volume at the same rate that it was compressed by the forward process. The microscopic dynamics of the system will differ for each repetition of this process, as will the entropy production, the heat transfer, and the work performed on the system. The probability distribution of the entropy production is measured over the ensemble of repetitions.

Another expression that is valid in the far-from-equilibrium regime is the recently discovered relationship between the difference in free energies of two equilibrium ensembles, \( \Delta F \), and the amount of work, \( W \), expended in switching between ensembles in a finite amount of time.

\[ \langle e^{-\beta W} \rangle = e^{-\beta \Delta F}. \]  

Here \( \beta = 1/k_B T \), \( k_B \) is the Boltzmann constant, \( T \) is the temperature of the heat bath that is coupled to the system, and \( \langle \cdots \rangle \) indicates an average over many repetitions of the switching process. For the confined gas considered above, the free energy depends on the position of the piston. With Eq. (3), we can calculate the free energy change when the system is compressed to a new volume.
by making many measurements of the work required to effect the change, starting each time from an equilibrated system, and taking the above average. In the limit of instantaneous switching between ensembles, this relation is equivalent to the standard thermodynamic perturbation method used to calculate free energy differences with computer simulations [20, 23].

Equations (2) and (4) are actually closely related. We first note that whenever Eq. (2) is valid, the following useful relation holds [8, Eq. (16)]:

\[
\langle e^{-\omega} \rangle = \int_{-\infty}^{+\infty} P_{\beta}(+\omega)e^{-\omega}d\omega = \int_{-\infty}^{+\infty} P_{R}(-\omega)d\omega = 1.
\]

We shall show in Sec. II that the generalized fluctuation theorem, Eq. (2), can be applied to systems that start in equilibrium, and that the entropy production \(\omega\), for such systems is \(-\beta \Delta F + \beta W\). The nonequilibrium work relation for the free energy change, Eq. (3), can thus be derived by substituting this definition of the entropy production into Eq. (4), and noting that the free energy difference is a state function, and can be moved outside the average.

In the following section we will derive the fluctuation theorem, Eq. (2). Then in Sec. II we will discuss two distinct groups of driven systems for which the theorem is valid. In the first group, systems start in equilibrium, and are then actively perturbed away from equilibrium for a finite amount of time. In the second group, systems are driven into a time symmetric nonequilibrium steady state. We conclude by discussing several approximations that are valid when the entropy production is measured over long time periods. The fluctuation theorem and its approximations are illustrated with data from a simple computer model.

II. THE FLUCTUATION THEOREM

As indicated in the Introduction, we consider finite, classical systems coupled to a heat bath of constant temperature, \(T = 1/\beta\). (All entropies are measured in nats [24], so that Boltzmann’s constant is unity.) The state of the system is specified by \(x\) and \(\lambda\), where \(x\) represents all the dynamical, uncontrolled degrees of freedom, and \(\lambda\) is a controlled, time-dependent parameter. For the confined gas considered in the Introduction, the heat bath is simply the walls of the cylinder, the state vector \(x\) specifies the positions and momenta of all the particles, and \(\lambda\) specifies the current position of the piston. In computer simulations, the controlled parameter could be a microscopic degree of freedom. For example, in a free energy calculation \(\lambda\) could specify the distance between two particles or the chemical identity of an atom or molecule [20, 23].

A particular path through phase space will be specified by the pair of functions \((x(t), \lambda(t))\). It will prove convenient to shift the time origin so that the paths under consideration extend an equal time on either side of that origin, \(t \in \{-\tau, +\tau\}\) or \(t \in \{-\infty, +\infty\}\). Then the corresponding time reversed path can be denoted as \((\pi(-t), \pi(-t))\). The overbar indicates that quantities odd under a time reversal (such as momenta or an external magnetic field) have also changed sign.

The dynamics of the system are required to be stochastic and Markovian [20]. The fluctuation theorem was originally derived for thermostated, reversible, deterministic systems [24]. However, there are fewer technical difficulties if we simply assume stochastic dynamics [20]. We will also require that the dynamics satisfy the following microscopically reversible condition:

\[
\frac{P(x(+t)|\lambda(+t))}{P(x(-t)|\pi(-t))} = \exp\left\{ -\beta Q[x(+t), \lambda(+t)] \right\}.
\]

Here \(P(x(+t)|\lambda(+t))\) is the probability, given \(\lambda(t)\), of following the path \(x(t)\) through phase space, and \(P[\pi(-t)|\pi(-t)]\) is the probability of the corresponding time-reversed path. \(Q\) is the heat, the amount of energy transferred to the system from the bath. The heat is a functional of the path, and odd under a time reversal, i.e., \(Q[x(t), \lambda(t)] = -Q[\pi(-t), \pi(-t)]\).

In current usage, the terms “microscopically reversible” and “detailed balance” are often used interchangeably [26]. However, the original meaning of microscopic reversibility [24, 25] is similar to Eq. (4). It relates the probability of a particular path to its reverse. This is distinct from the principle of detailed balance [26, 21], which refers to the probabilities of changing states without reference to a particular path. It is the condition that \(P(A \rightarrow B) = P(B \rightarrow A) \exp(-\beta \Delta E)\), where \(\Delta E\) is the difference in energy between state \(A\) and state \(B\), and \(P(A \rightarrow B)\) is the probability of moving from state \(A\) to state \(B\) during some finite time interval.

The stochastic dynamics that are typically used to model reversible physical systems coupled to a heat bath, such as the Langevin equation and Metropolis Monte Carlo, are microscopically reversible in the sense of Eq. (5). Generally if the dynamics of a system obey detailed balanced locally in time (i.e. each time step is detailed balanced) then the system is microscopically reversible even if the system is driven from equilibrium by an external perturbation [26, Eq. (9)].

A particular work process is defined by the phase-space distribution at time \(-\tau\), \(\rho(x, -\tau)\), and the value of the control parameter as a function of time, \(\lambda(t)\). Each individual realization of this process is characterized by the path that the system follows through phase space, \(x(t)\). The entropy production, \(\omega\), must be a functional of this path. Clearly there is a change in entropy due to the exchange of energy with the bath. If \(Q\) is the amount of energy that flows out of the bath and into the system, then the entropy of the bath must change by \(-\beta Q\). There is also a change in entropy associated with the change in the microscopic state of the system.
From an information theoretic perspective, the entropy of a microscopic state of a system, \( s(x) = -\ln \rho(x) \), is the amount of information required to describe that state given that the state occurs with probability \( \rho(x) \). The entropy of this (possibly nonequilibrium) ensemble of systems is \( S = -\sum_x \rho(x) \ln \rho(x) \). Thus, for a single realization of a process that takes some initial probability distribution, \( \rho(x_{\tau}) \), and changes it to some different final distribution, \( \rho(x_{\tau'}) \), the entropy production is odd under a time reversal, i.e., \( \omega = \ln \rho(x_{\tau'}) - \ln \rho(x_{\tau}) - \beta Q[t(t), \lambda(t)] \). This is the change in the amount of information required to describe the microscopic state of the system plus the change in entropy of the bath.

Recall that the fluctuation theorem, Eq. (3), compares the entropy production probability distribution of a process with the entropy production distribution of the corresponding time-reversed process. For example, with the confined gas we compare the entropy production when the gas is compressed to the entropy production when the gas is expanded. To allow this comparison of forward and reverse processes we will require that the entropy production is odd under a time reversal, i.e., \( \omega = -\omega_R \), for the process under consideration. This condition is equivalent to requiring that the final distribution of the forward process, \( \rho_f(x_{\tau}) \), is the same (after a time reversal) as the initial phase-space distribution of the reverse process, \( \rho_i(x_{\tau'}) \), and vice versa, i.e., \( \rho_f(x_{\tau}) = \rho_i(x_{\tau'}) \) and \( \rho_i(x_{\tau}) = \rho_f(x_{\tau'}) \). In the next section, we will discuss two broad types of work process that fulfill this condition. Either the system begins and ends in equilibrium or the system begins and ends in the same time symmetric nonequilibrium steady state.

This time-reversal symmetry of the entropy production allows the comparison of the probability of a particular path, \( x(t) \), starting from some specific point in the initial distribution, with the corresponding time-reversed path, \( \frac{\rho_f(x_{\tau})P[x(+t)\lambda(+t)]}{\rho_i(x_{\tau'})P[x(-t)\lambda(-t)]} = e^{+\omega_R} \). This follows from the the conditions that the system is microscopically reversible, Eq. (3) and that the entropy production is odd under a time reversal.

Now consider the probability, \( P_F(\omega) \), of observing a particular value of this entropy production. It can be written as a \( \delta \) function averaged over the ensemble of forward paths,

\[
P_F(\omega) = \int\int\int_{x_{\tau}} \rho_f(x_{\tau})P[x(t)\lambda(t)]\delta(\omega - \omega_F)D[x(t)]dx_{\tau}dx_{\tau'}.
\]

Here \( \int\int\int_{x_{\tau}} D[x(t)]dx_{\tau}dx_{\tau'} \) indicates a sum or suitable normalized integral over all paths through phase space, and all initial and final phase space points, over the appropriate time interval. We can now use Eq. (6) to convert this average over forward paths into an average over reverse paths.

\[
P_F(\omega) = \int\int\int_{x_{\tau}} \rho_i(x_{\tau'})P[x(-t)\lambda(-t)]\delta(\omega + \omega_F)D[x(t)]dx_{\tau}dx_{\tau'}
\]

This time-reversal symmetry of the entropy production function averaged over the ensemble of \( \rho_f(x_{\tau}) = \rho_i(x_{\tau'}) \).

First consider a system that is in equilibrium from time \( t = -\infty \) to \( t = -\tau \). It is then driven from equilibrium by a change in the controlled parameter, \( \lambda \). The system is actively perturbed up to a time \( t = +\tau \), and is then allowed to relax, so that it once again reaches equilibrium at \( t = +\infty \). For the forward process the system starts in the equilibrium ensemble specified by \( \lambda(-\infty) \), and ends...

\[
\omega = \ln \rho(x_{\tau'}) - \ln \rho(x_{\tau}) - \beta Q - \beta p \Delta V.
\]

The fluctuation theorem, Eq. (2), follows as before. It is possible to extend the fluctuation theorem to any standard set of baths, so long as the definitions of microscopic reversibility and the entropy production are consistent. In the rest of this paper we shall only explicitly deal with systems coupled to a single heat bath, but the results generalize directly.

### III. TWO GROUPS OF APPLICABLE SYSTEMS

In this section we will discuss two groups of systems for which the entropy fluctuation theorem, Eq. (2), is valid. These systems must satisfy the condition that the entropy production, Eq. (1), is odd under a time reversal, and therefore that \( \rho_f(x_{\tau}) = \rho_i(x_{\tau'}) \).

First consider a system that is in equilibrium from time \( t = -\infty \) to \( t = -\tau \). It is then driven from equilibrium by a change in the controlled parameter, \( \lambda \). The system is actively perturbed up to a time \( t = +\tau \), and is then allowed to relax, so that it once again reaches equilibrium at \( t = +\infty \). For the forward process the system starts in the equilibrium ensemble specified by \( \lambda(-\infty) \), and ends...
in the ensemble specified by $\lambda(+\infty)$. In the reverse process, the initial and final ensembles are exchanged, and the entropy production is odd under this time reversal. The gas confined in the diathermal cylinder satisfies these conditions if the piston moves only for a finite amount of time.

At first it may appear disadvantageous that the entropy production has been defined between equilibrium ensembles separated by an infinite amount of time. However, for these systems the entropy production has a simple and direct interpretation. The probability distributions of the initial and final ensembles are known from equilibrium statistical mechanics:

$$
\rho_{\text{eq}}(x|\lambda) = \frac{e^{-\beta E(x,\lambda)}}{\sum_x e^{-\beta E(x,\lambda)}}
$$

$$
= \exp \{ \beta F(\beta, \lambda) - \beta E(x,\lambda) \}. \quad (9)
$$

The sum is over all states of the system, and $F(\beta, \lambda) = -\beta^{-1} \ln \sum_x \exp(-\beta E(x, \lambda))$ is the Helmholtz free energy of the system. If these probabilities are substituted into the definition of the entropy production, Eq. (3), then we find that

$$
\omega_F = -\beta \Delta F + \beta W. \quad (10)
$$

Here $W$ is the work and we have used the first law of thermodynamics, $\Delta E = W + Q$.
cycles. The corresponding time reversed process is then identical to the forward process, with both starting and ending in the same steady state ensemble. The entropy production for this system is odd under a time reversal and the fluctuation theorem is valid.

As a second example, consider a fluid under a constant shear [2]. The fluid is contained between parallel walls which move relative to one another, so that $\lambda(t)$ represents the displacement of the walls. Eventually the system settles into a nonequilibrium steady state. A time reversal of this steady-state ensemble will reverse all the velocities, including the velocity of the walls. The resulting ensemble is related to the original one by a simple reflection, and is therefore effectively invariant to the time reversal. Again, the forward process is identical to the forward process. $P(\omega)$ is a periodic, even function from the work distribution of the system that starts in equilibrium.

For a system under a constant perturbation (such as the sheared fluid) this relation is valid for any finite time interval.

\[ P(\omega) = P(-\omega) = e^{\frac{1}{2} \beta Q}. \]  

For a system under a constant perturbation this relation is valid for any finite time interval.

\[ \lim_{\Delta t \to \infty} \frac{P(+\beta Q)}{P(-\beta Q)} = \exp(\beta Q). \]  

\[ (12) \]

Because $-\beta Q$ is the change in entropy of the bath, this heat fluctuation theorem simply ignores the relatively small, and difficult to measure microscopic entropy of the system.

Heat distributions for the simple computer model of a nonequilibrium steady state are shown in Fig. 3, and the

![FIG. 3. Heat probability distribution (—) for the nonequilibrium steady state. The model described in Fig. was relaxed to the steady state, and the heat $Q$ was then measured over 16, 32, 64, 128 and 256 cycles ($\Delta t = 128, 256, 512, 1024$, and 2048). Note that for long times the system forgets its initial state and the heat distribution is almost indistinguishable from the work distribution of the system that starts in equilibrium.]

![FIG. 4. Deviations from the heat fluctuation theorem, Eq. (13), for the distributions of Fig. 3. If the heat fluctuation theorem were exact, then the ratio $r = \beta Q / \ln[P(+\beta Q)/P(-\beta Q)]$ would equal 1 for all $|\beta Q|$. For short times ($\Delta t \leq 256$) the fluctuation theorem is wholly inaccurate. For times significantly longer than the relaxation time of the system ($\Delta t \approx 100$), the fluctuation theorem is accurate except for very large values of $|\beta Q|$.]

\[ (13) \]
validity of the above approximation is shown in Fig. 4. As expected, the heat fluctuation theorem, Eq. (13), is accurate for times much longer than the relaxation time of the system.

Another approximation to the entropy production probability distribution can be made in this long time limit. For long times the entropy production \( \omega \) is the sum of many weakly correlated values and its distribution should be approximately Gaussian by the central limit theorem. If the driving process is time symmetric, then \( P_F(\omega) = P_R(\omega) = P(\omega) \), and the entropy production distribution is further constrained by the fluctuation theorem itself. The only Gaussians that satisfy the fluctuation theorem have a variance twice the mean, \( \sqrt{\langle (\omega - \langle \omega \rangle)^2 \rangle} \). This is a version of the standard fluctuation-dissipation relation. The mean entropy production (dissipation) is related to the fluctuations in the entropy production. If these distributions are Gaussian, then the fluctuation theorem implies the Green-Kubo relations for transport coefficients. However, we have not used the standard assumption that the system is close to equilibrium. Instead, we have assumed that the system is driven by a time symmetric process, and that the entropy production is measured over a long time period.

Gaussian approximations are shown in Figs. 2 and 3 for the work distribution of the simple computer model. For times much longer than the relaxation time of the system these approximations are very accurate, even in the wings of the distributions. This is presumably due to the symmetry imposed by the fluctuation theorem. For a nonsymmetric driving process, this symmetry is broken, and the distributions will not necessarily satisfy the fluctuation-dissipation relation in the long time limit. For example, see Fig. 8 of Ref. [14]. Clearly these distributions will be poorly approximated by the Gaussian distributions considered here.

V. SUMMARY

The fluctuation theorem, Eq. (2), appears to be very general. In this paper we have derived a version that is exact for finite time intervals, and which depends on the following assumptions; the system is finite and classical, and coupled to a set of baths, each characterized by a constant intensive parameter. The dynamics are required to be stochastic, Markovian, and microscopically reversible. Eq. (6), and the entropy production, defined by Eq. (5), must be odd under a time reversal. This final condition is shown to hold for two broad classes of systems, those that start in equilibrium and those in a time symmetric nonequilibrium steady state. For the latter systems the fluctuation theorem holds for entropy productions measured over any integer number of cycles. This generality, and the existence of the nonequilibrium work relation discussed in the Introduction, suggests that other nontrivial consequences of the fluctuation theorem are awaiting study.
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