YOLOSA: Object detection based on 2D local feature superimposed self-attention
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Abstract

We analyzed the network structure of real-time object detection models and found that the features in the feature concatenation stage are very rich. Applying an attention module here can effectively improve the detection accuracy of the model. However, the commonly used attention module or self-attention module shows poor performance in detection accuracy and inference efficiency. Therefore, we propose a novel self-attention module, called 2D local feature superimposed self-attention, for the feature concatenation stage of the neck network. This self-attention module reflects global features through local features and local receptive fields. We also propose and optimize an efficient decoupled head and AB-OTA, and achieve SOTA results. Average precisions of 49.0\% (71FPS, 14ms), 46.1\% (85FPS, 11.7ms), and 39.1\% (107FPS, 9.3ms) were obtained for large, medium, and small-scale models built using our proposed improvements. Our models exceeded YOLOv5 by 0.8\% – 3.1\% in average precision.

1 Introduction

In recent years, the application scenarios of real-time object detection\cite{29,31,1,35,6,23,15,3,7,18,33,21,22} are more and more diverse, including safety protection, defect detection, and visual positioning. The application of object detection greatly reduces the labor cost and improves production efficiency, but it will also lead to the reduction of employment opportunities and the unemployment of some people. However, after some practical investigations of some enterprises in the industrial field, the problem faced by many enterprises is not the problem of labor cost, but the problem of difficult recruitment and the high cost of employee induction training. Therefore, the application of object detection in some industries has a very positive effect, which can help enterprises reduce the recruitment risk and reduce the entry threshold of employees. In addition, the object detection algorithm has its own detection limitations. In many practical application scenarios, man-machine collaboration is better than relying entirely on machines and algorithms. Manual re-inspection is very important, which will increase employment opportunities and solve the problem of unemployment.

Attention mechanisms\cite{14,37,34} have been widely used in vision tasks, such as SENet\cite{14} and CBAM\cite{37}. However, they have seldom been applied for YOLO series\cite{29,31,1,35,6,23,15,3,7} object detection. One such example is the spatial attention mechanism\cite{37} being used in YOLOv4\cite{11}. Along with ViT\cite{5}, self-attention\cite{34} and multi-head self-attention\cite{34} are increasingly being adopted in the field of computer vision, and the advantages of the global attention mechanism\cite{34} are becoming increasingly obvious. However, one-stage object detection\cite{29,31,1,35,6,23,15,3,7,18,33,21,22}...
requires a very high inference speed. Owing to a large number of calculations and parameters, the application of the self-attention module substantially affects the speed of one-stage object detection. Therefore, we propose a self-attention module more suitable for one-stage object detection while ensuring that the inference speed of the original algorithm is retained.

In object detection, an attention module is mainly applied in two places: in the backbone network and in the head network. As the feature information contained in the feature concatenation stage (Fig. 3), before the object detection feature is input into the detection head, is very rich, there will be features from various levels, and adding attention here is very conducive to improving the accuracy of object detection. We tried a variety of attention modules (including CAM[14] and CBAM[37]), but they did not substantially improve the accuracy. Therefore, we turned our attention to self-attention. However, given the large number of channels and the large size of the feature map, using the multi-head self-attention module directly will lead to extensive network calculation and low network inference speed. To overcome this issue, we propose a novel self-attention module called 2D local feature superposition self-attention. We also add an efficient decoupled head and AB-OTA to the model. These two approaches not only optimize the inference efficiency of the anchor-based model but also substantially reduce the number of calculations and parameters of the model.

Contribution. The average precision (AP) of our model showed an improvement of 0.8%–3.1% compared to YOLOv5, where the large-scale model had an AP of 49.0% (+0.8%), the medium-scale model had an AP of 46.1% (+1.5%), and the small-scale model had an AP of 39.1% (+3.1%) (Fig. 1). The contributions of our paper can be summarized as follows:

1. We proposed the 2D local feature superposition self-attention module. This is an efficient module that can directly reflect the global weighted features from the local weighted features superimposed by the weighted feature map of the rows and columns.

2. We added an optimized decoupled head[7], called efficient decoupled head, to the model, which considerably improved the inference efficiency of the model.

3. Based on SIM-OTA[7], we proposed the AB-OTA for the anchor-based model, which is used to select the best ground truth in the same anchor and grid in the training process.
2 YOLOSA

2.1 2D local feature superimposed self-attention (LFSa)

In the neck structure of real-time object detection\cite{30, 31, 35, 29, 31, 33, 23, 15, 16, 7, 18, 33, 21, 22}, the most popular approach is to use the FPN\cite{17} + PAN\cite{20} structure. The feature concatenation stage of this structure (before input to the detection head) concatenates the output of the feature maps from multiple levels of the backbone network. Therefore, the feature information gathered here plays a vital role in the object inference of the detection head. We focused on adding an attention module at this stage and hoped to improve the model’s accuracy performance without affecting its inference speed. After adding the CAM\cite{14} or CBAM\cite{37} at this stage, we found that the accuracy of the model did not improve much (Table \ref{tab:1}). We also tried to add the multi-head self-attention\cite{34} module here, but owing to the sharp increase in the number of model calculations and parameters (The matrix with the shape of $channels \times (h \cdot w)$ is multiplied by its own transpose), the inference speed of the model is very low, which cannot meet the requirements of real-time object detection. To overcome these challenges, we propose a novel self-attention module called 2D local feature superimposed self-attention (Fig. 2).

Figure 2: The figure shows the calculation process of 2D local feature superimposed self-attention (LFSa). The green bracket part is the matmul product of the matrix, which aims to calculate the feature weights and weighted features of the rows or columns of the feature maps. Then, after 1 * 1 convolution and 7 * 7 depthwise convolution, the row or column weighted feature maps is added to obtain the pixel based global weighted feature maps.

Figure 3: Position of LFSa module applied in the FPN\cite{17} + PAN\cite{20} structure as well as feature concatenation stage.
Figure 4: Figure (a) shows the convolution of size = 1 and groups = 1, which is used to get through the global weighted features of rows or columns in the single channel feature map with the channel dimension in LFSa. Figure (b) shows the depthwise convolution[13] of size = 7 and groups = C, which is used to increase the receptive field of sensing the feature map in each channel.

The calculation procedure of LFSa is very similar to that of the self-attention module. We did not calculate the global feature weights for the feature maps of all channels, because doing so would entail a large number of calculations. We only calculated the local feature weights for rows or columns in the feature map of each channel. Assume

\[ X \in \mathbb{R}^{C \times H \times W} \]

is the input feature map, and \( Q, K, \) and \( V \) are the feature maps of \( X \) after convolution with the convolving kernel size of \( 1 \times 1 \). \( Q_i, K_i, \) and \( V_i \) represent the feature map of one channel \( i \in \{0, 1, 2, ..., C\} \). The calculation process can be summarized as follows:

\[ F_{row}^i(X) = \text{Softmax}\left( \frac{Q_i(X)K_i^T(X)}{\sqrt{W}} \right) V_i(X) \]  
\[ F_{col}^i(X) = (\text{Softmax}\left( \frac{Q_i^T(X)K_i(X)}{\sqrt{H}} \right)V_i^T(X))^{T} \]

where \( F_{row}^i(X) \) and \( F_{col}^i(X) \) are globally weighted features for the rows or columns of one channel feature map. Relative to the feature map of one channel, this weighted feature is global, but relative to all channels of one picture, it is local. Next, we used the convolution with a convolving kernel size of \( 1 \times 1 \) to extract the channel features of \( F_{row}^i(X) \) and \( F_{col}^i(X) \) in the dimension of the channel (Fig 4 (a)). As the feature map of each channel is the global weighted feature of the row or column, it is equivalent to using the local receptive field to obtain the global weighted feature of the entire picture based on the row and column in the dimension of the channel. Therefore, the perception of global features is completed through these two steps of extracting local features. This method substantially reduces the amount of calculation and parameters of the model.

As we use \( 1 \times 1 \) convolution to make the receptive field of the feature map of each channel relatively small, if we increase the size of the convolving kernel, it will lead to an increase in the number of calculations and parameters. Therefore, we added a depthwise convolution[13] (Fig 4 (b)) after the \( 1 \times 1 \) convolution and used the \( 7 \times 7 \) large-size convolving kernel to increase the perception of the feature map information of each channel. As each convolving kernel is independent of each channel, the increase of calculation and parameters is within an acceptable range while increasing the receptive field.

In the last step, we added the row global weighted feature maps and the column global weighted feature maps. In this manner, the globally weighted feature map of pixels based on all channel feature maps is obtained. The idea of the global weighted of the self-attention model is realized in another manner, which reduces the number of calculations and parameters of the model substantially. The calculation process can be summarized as follows:

\[ LFSa(X) = X + \text{DepthwiseConv}(\text{Conv}(F_{row}^i(X))) + \text{DepthwiseConv}(\text{Conv}(F_{col}^i(X))) \]
Figure 5: In the figure, the first row contains the object detection results, the second row shows the visualization results of Eigen-CAM [27], and the third row shows the results after removing the heatmap data outside the bounding box and scaling the heatmap in each bounding box.

where Conv represents the convolution layer with a convolving kernel size of $1 \times 1$ and groups of 1, and DepthwiseConv represents the depthwise-convolution layer with a convolving kernel size of $7 \times 7$ and groups equal to the number of channels.

To more intuitively compare the advantages of our LFSa with other attention modules, we used the Eigen-CAM [27] visualization results to analyze the focus of the network on the picture (Fig. 5). Eigen-CAM computes and visualizes the principle components of the learned features/representations from the convolutional layers. Thus, we can intuitively determine the attention of various modules to the detection object through the heatmap in the picture and bounding box. In Fig. 5, our LFSa module focuses more on the object and maximizes the range of attention within the bounding box of the object. In addition, our model pays less attention to the area outside the bounding box of the object, i.e., the background has less interference with the object. Our module also globally stratifies the attention of multiple objects. In Fig. 5 (a), we can see that YOLOv5 + CAM’s attention range has a very large deviation. In addition, if we observe the image in the second row, we can find that except for our LFSa module, the backgrounds of other model inference images have spots of various sizes on the top of the object. This shows that the background has noticeable interference with the detected object, except for in our module. In Fig. 5 (b), compared with other models, our LFSa module’s attention range is closer to the edge of the object and pays more attention to the details. In Fig. 5 (c), our LFSa module divides the attention of different objects from a global perspective, so that the attention of different objects is obviously stratified, and the attention of the same object is roughly the same. This stratification is more obvious in the attention of multiple objects shown in Fig. 5 (d). Therefore, we can see from Fig. 5 that our method is superior to other methods.

We also compared the AP of the LFSa module with other attention modules based on the YOLOv5l[6] model. As presented in Table 1, our LFSa module achieved very good performance, with an increase of 0.7% over the baseline on AP, and the growth rate is much higher than CAM[14] and CBAM[37] modules.
Table 1: Comparison with different attention modules on MS-COCO val2017[19]

| Models           | AP(%) | AP50 | AP75 | APs | APm | APL |
|------------------|-------|------|------|-----|-----|-----|
| YOLOv5l          | 48.2  | 66.9 | -    | -   | -   | -   |
| YOLOv5l+cam      | 48.3 (+0.1) | 66.8 | 52.7 | 31.3 | 53.2 | 61.7 |
| YOLOv5l+cbam     | 48.5 (+0.3) | 67.0 | 53.1 | 32.0 | 53.2 | 62.4 |
| YOLOv5l+LFSa     | 48.9 (+0.7) | 67.1 | 53.0 | 31.8 | 53.9 | 62.6 |

Table 2: Comparison of Parameters, GFLOPs and AP between YOLOX Decoupled Head[7] and YOLOSA Efficient Decoupled Head on MS-COCO val2017[19].

| Models                        | AP(%) | AP50 | Parameters(M) | GFLOPs |
|-------------------------------|-------|------|---------------|--------|
| YOLOv5l                       | 48.2  | 66.9 | 47.0          | 115.4  |
| YOLOv5l + Dcoupled Head       | 48.9 (+0.7) | 67.4 (+0.5) | 50.3 (+3.3) | 150.1 (+34.7) |
| YOLOv5l + Efficient Decoupled Head | 48.6 (+0.4) | 67.2 (+0.3) | 50.1 (+3.1) | 121.2 (+5.8) |

Figure 6: The blue part is the number of network channels of YOLOX[7], while the green part is the number of network channels of the efficient decoupled head.

In general, our LFSa module combines the advantages of the self-attention module[34] and convolutional network. We first calculate the weighted features based on rows/columns of the feature map based on each channel in each picture and then connect the entire picture from the dimension of the channel through the local receptive field of the convolution network, which is the global feature based on the picture. This realizes the idea of the self-attention module from a more efficient perspective.

2.2 Efficient Decoupled Head (EDH)

To resolve the conflict between classification and regression tasks, the decoupled head[7] method is widely used in one-stage object detection[29–31, 1, 35, 6, 23, 15, 3, 7, 18, 33, 21, 22] and two-stage object detection[11, 2, 10, 9, 32, 4, 28]. YOLOX[7] took the lead in applying the decoupled head[7] method to YOLO series[29–31, 1, 35, 6, 23, 15, 3, 7] models and obtained SOTA performance. However, when we applied the decoupled head method to the YOLOv5[6] model, the number of model calculation and the number of model parameters are considerably increased. This method has a noteworthy impact on the inference speed of our model. Accordingly, we made some improvements to the original method to reduce the amount of calculation in the model and improve the inference speed (Fig. 6).

YOLOX[7] passed the output of the FPN[17] + PAN[20] structure through a $1 \times 1$ convolution with 256 channels. Our method passes all outputs through a $1 \times 1$ convolution in which the number of channels is halved and one $3 \times 3$ convolution was removed. As presented in Table 2, our method achieves a slightly lower AP than decoupled head of YOLOX[7], but the number of calculations and parameters of the model are considerably reduced, which speeds up the inference speed of the model substantially.
2.3 AB-OTA

The AB-OTA we proposed is an improvement based on YOLOv5's label assignment rules, mainly referring to YOLOX's SimOTA. YOLOv5 is an anchor-based object detection model. If the same grid on the same anchor of the model matches multiple ground truths, the label assignment rule is usually the last ground truth assignment principle. This leads to random label assignment. Therefore, we proposed a new method for label assignment of the YOLOv5 model. The main calculation process involves calculating the CIoU of the multiple matched ground truth with the predicted value, finding the two largest CIoUs of the ground truth, calculating the cost, and then selecting the one with the lowest cost as the most matched ground truth.

Assume that the ground truth of multiple matches is denoted by \( g_i \), and the predicted value is \( p_j \). The calculation process can be summarized as follows:

\[
\text{val}_{j, \text{idx}_j} = \text{TopK}(\text{CIoU}(g_i, p_j), k = 2) \\
V_{j, I_j} = \text{Min}(L_{\text{cls}}^\text{idx}_{j, j} + \lambda L_{\text{reg}}^\text{idx}_{j, j})
\]

where \( \lambda \) is a balancing coefficient. \( L_{\text{cls}}^\text{idx}_{j, j} \) and \( L_{\text{reg}}^\text{idx}_{j, j} \) are the classification loss and CIoU loss respectively. \( \text{TopK} \) denotes the values/indexes that select the two largest values of CIoU. \( \text{Min} \) is the smallest value/index selected. \( I_j \) is the index of ground truth corresponding to the minimum cost. We eliminated other matched ground truths according to \( I_j \).

3 Experiments

In the interests of fairness, our experimental setup was completely consistent with YOLOv5. In the training process, the same backbone network (CSP), head network, hyperparameters, data augmentation (mosaic, mixup, copy-paste), parameter initialization, set random seed, SiLU activation, cosine annealing scheduler, SPP, and mixed-precision training were used. The inference procedure was also consistent with YOLOv5, involving NMS, rectangular inference, and half-precision inference. Our experiment used the MS-COCO 2017 dataset (MS-COCO 2017 is licensed under a Creative Commons Attribution 4.0 License) to verify YOLOSA, took YOLOv5 experimental data as the baseline, and used a single graphic card (RTX3090 or RTX A6000) to train only 300 epochs.

3.1 Ablation Experiment

Our ablation experiment mainly compared the innovations with baseline (YOLOv5) data on the MS-COCO VAL2017 dataset. Based on the baseline model (YOLOv5 is licensed under a GNU General Public License v3.0), we added innovations and trained 300 epochs, and then verified the trained model. To ensure the contrast effect of each innovation in the ablation experiment, we only added one innovation to the YOLOv5l model at a time, and ensure that other conditions remained unchanged except innovations, such as hyperparameters, set random seeds, data augmentation, cosine annealing scheduler, mixed accuracy training, etc. As summarized in Table 3, each innovation achieved a certain improvement in AP(%) Among them, our 2D local feature superimposed self-attention (LFSa) module engendered an increase of 0.7% in AP, the highest increase among all innovations. The efficient decoupled head and AB-OTA also increased AP by 0.4% and 0.3% respectively. Therefore, we can conclude that our three innovations are novel and effective.

Due to the limited time and resources, we only added each innovation to the YOLOv5l model for the ablation experiment and did not try to add two innovations at a time. This is not covered by our ablation experiment, but we need to point it out in our paper.

3.2 Comparative Experiment

Based on the model size of YOLOv5, our model is also divided into large-scale, medium-scale, and small-scale models. To be fair, the scaling parameters of our model (depth_multiple and 1https://github.com/ultralytics/yolov5/blob/master/data/hyps/hyp.scratch-high.yaml
Table 3: Ablation Experiment on MS-COCO val2017

| Baseline | LFSa | EDH | AB-OTA | AP(%) | AP50 | AP75 | AP_S | AP_M | AP_L |
|----------|------|-----|--------|-------|------|------|------|------|------|
| ✓        | ✓    | ✓   |        | 48.2  | 66.9 | -    | -    | -    | -    |
| ✓        | ✓    | ✓   |        | 48.9(+0.7) | 67.1(+0.2) | 53.0 | 31.8 | 53.9 | 62.6 |
| ✓        | ✓    | ✓   |        | 48.6(+0.4) | 67.2(+0.3) | 52.8 | 31.2 | 54.0 | 61.6 |
| ✓        | ✓    | ✓   |        | 48.5(+0.3) | 67.1(+0.2) | 52.7 | 32.6 | 53.7 | 62.2 |

Table 4: Comparison of YOLOSA and YOLOv5 in terms of AP on MS-COCO 2017 test-dev. All the YOLOSA models are tested at 640*640 resolution, with FP16-precision and batch=1 on a RTX3090.

| Models     | AP(%) | Parameters(M) | GFLOPs | Latency(ms) |
|------------|-------|---------------|--------|-------------|
| YOLOv5-S   | 36.7  | 7.3           | 17.1   | 8.7         |
| YOLOSA-S   | 39.8(+3.1) | 8.9       | 26.1   | 9.3         |
| YOLOv5-M   | 44.5  | 21.4          | 51.4   | 11.1        |
| YOLOSA-M   | 46.1(+1.6) | 25.0       | 70.5   | 11.7        |
| YOLOv5-L   | 48.2  | 47.1          | 115.6  | 13.7        |
| YOLOSA-L   | 49.0(+0.8) | 53.4       | 147.3  | 14.0        |

width_multiple) were the same as YOLOv5. As summarized in Table 4, our models with diverse sizes were compared with YOLOv5 models with diverse sizes in terms of AP, parameters, GFLOPs, and latency on the MS-COCO 2017 test-dev dataset. The YOLOSA-S model performs best, exceeding the AP of YOLOv5-S by 3.1%, and the inference speed is very close to YOLOv5. The AP of YOLOSA-M and YOLOSA-L models also exceeded the YOLOv5-M and YOLOv5-L models by 1.6% and 0.8% respectively.

We also compared our models of diverse sizes with YOLOX models of diverse sizes. As our baseline is YOLOv5, we cannot be consistent with YOLOX in terms of hyperparameters, data augmentation, parameter initialization, activation functions, and so on. However, we hoped that through comparative experiments, we could understand the advantages of the anchor-based model compared with the anchor-free model and the space for optimization. As listed in Table 5, YOLOSA-S exceeded YOLOX-S by 0.2% in AP, but the number of calculations and parameters of the model are less than YOLOX. As YOLOSA is an anchor-based model, it will have three times more parameters and calculations than YOLOX in the detection head (each detection head has three anchors). Therefore, we believe that YOLOSA-S is more effective than YOLOX-S. As we did not have a Tesla v100 graphics card and had only one RTX3090 graphics card for inference, we could not make a clear comparison with regard to speed.

Finally, by comparing the experimental data, we believe that YOLOSA is better than YOLOv5, and surpasses YOLOX in terms of the small-scale model.

Table 5: Comparison of YOLOSA and YOLOX in terms of AP on MS-COCO 2017 test-dev. All the YOLOSA models are tested at 640*640 resolution, with FP16-precision and batch=1 on a RTX3090.

| Models     | AP(%) | Parameters(M) | GFLOPs | Latency(ms) |
|------------|-------|---------------|--------|-------------|
| YOLOX-S    | 39.6  | 9.0           | 26.8   | 9.8         |
| YOLOSA-S   | 39.8(+0.2) | 8.9       | 26.1   | 9.3         |
| YOLOX-M    | 46.4  | 25.3          | 73.8   | 12.3        |
| YOLOSA-M   | 46.1  | 25.0          | 70.5   | 11.7        |
| YOLOX-L    | 50.0  | 54.2          | 155.6  | 14.5        |
| YOLOSA-L   | 49.0  | 53.4          | 147.3  | 14.0        |
Table 6: Comparison of the speed and accuracy of different object detectors on MS-COCO 2017 test-dev[19]. We select all the models trained on 300 epochs for fair comparison.

| Method          | Backbone       | Size   | FPS  | AP(%) | AP50  | AP75  | APs   | APm   | APL   |
|-----------------|----------------|--------|------|-------|-------|-------|-------|-------|-------|
| RetinaNet[18]   | ResNet-50      | 640    | 37   | -     | -     | -     | -     | -     | -     |
| RetinaNet[18]   | ResNet-101     | 640    | 29.4 | -     | -     | -     | -     | -     | -     |
| RetinaNet[18]   | ResNet-50      | 1024   | 19.6 | 40.1  | -     | -     | -     | -     | -     |
| RetinaNet[18]   | ResNet-101     | 1024   | 15.4 | 41.1  | -     | -     | -     | -     | -     |
| YOLOv3 + ASFF*[21] | Darknet-53    | 320    | 60   | 38.1  | 57.4  | 42.1  | 16.1  | 41.6  | 53.6  |
| YOLOv3 + ASFF*[21] | Darknet-53    | 416    | 54   | 40.6  | 60.6  | 45.1  | 20.3  | 44.2  | 54.1  |
| YOLOv3 + ASFF*[21] | Darknet-53    | 608×  | 45.5 | 42.4  | 63.0  | 47.4  | 25.5  | 45.7  | 52.3  |
| YOLOv3 + ASFF*[21] | Darknet-53    | 800×  | 29.4 | 43.9  | 64.1  | 49.2  | 27.0  | 46.6  | 53.4  |
| EfficientDet-D0[33] | Efficient-B0  | 512    | 62.5 | 33.8  | 52.2  | 35.8  | 12.0  | 38.3  | 51.2  |
| EfficientDet-D1[33] | Efficient-B1  | 640    | 50.0 | 39.6  | 58.6  | 42.3  | 17.9  | 44.3  | 56.0  |
| EfficientDet-D2[33] | Efficient-B2  | 768    | 41.7 | 43.0  | 62.3  | 46.2  | 22.5  | 47.0  | 58.4  |
| EfficientDet-D3[33] | Efficient-B3  | 896    | 23.8 | 45.8  | 65.0  | 49.3  | 26.6  | 49.4  | 59.8  |
| YOLOv4[1]       | CSPDarknet-53  | 608    | 62.0 | 43.5  | 65.7  | 47.3  | 26.7  | 46.7  | 53.3  |
| YOLOv4-CSP[35]  | Modified CSP  | 640    | 73.0 | 47.5  | 66.2  | 51.7  | 28.2  | 51.2  | 59.8  |
| YOLOv3-ultralytics² | Darknet-53    | 640    | 95.2 | 44.3  | 64.6  |       |       |       |       |
| YOLOv5-S[6]     | Modified CSP v5 | 640   | 114.9| 36.7  | 55.4  |       |       |       |       |
| YOLOv5-M[6]     | Modified CSP v5 | 640   | 90.1 | 44.5  | 63.1  |       |       |       |       |
| YOLOv5-L[6]     | Modified CSP v5 | 640   | 73.0 | 48.2  | 66.9  |       |       |       |       |
| YOLOSA-S        | Modified CSP v5 | 640   | 107.5| 39.8  | 58.1  | 43.0  | 21.2  | 43.4  | 50.7  |
| YOLOSA-M        | Modified CSP v5 | 640   | 85.5 | 46.1  | 64.5  | 50.1  | 26.7  | 50.5  | 57.8  |
| YOLOSA-L        | Modified CSP v5 | 640   | 67.6 | 49.0  |       | 67.6  | 53.1  | 32.7  | 54.0  | 62.7  |

3.3 Comparison with SOTA

As presented in Table 6, we compared our approach with other SOTA data. As we did not have a Tesla V100 graphics card and the calculation speed of the model depends on hardware and software and cannot be controlled, we used our existing RTX3090 for FPS calculations. In the interests of fairness, we calculated the FPS by ignoring the time required for post-processing and NMS. After comparing our model with other SOTA approaches, it was found that our models of different sizes exceeded the AP(%) of YOLOv5 when FPS was close to YOLOv5.

Due to the limitation of time and resources, we did not experiment with smaller size models and larger size models and compared them with other SOTA models. For example, YOLOv5-X[6], YOLOX-X[7], YOLOX-tiny[7], YOLOv4-tiny[1], etc. Although some larger size models have obtained higher AP. In addition, we only used a single dataset MSCOCO[19] for the experiment and did not compare it with other SOTA models under more datasets. Because YOLOSA is an anchor-based object detection model, we had not compared it with YOLOX, an anchor-free object detection model. They are not mentioned in section 3.3, but they should be within the scope of our paper.

4 Conclusion

In this study, we proposed an efficient self-attention module called 2D local feature superimposed self-attention, as well as Efficient Decoupled Head and AB-OTA. These three innovations constitute our model YOLOSA based on the YOLOv5[6] model. YOLOSA achieved very good performance on AP and FPS. On the MS-COCO 2017 dataset[19], YOLOSA obtained APs of 39.8%, 46.1%, and 49.0%, which exceeded YOLOv5 model’s APs of 3.1%, 1.6%, and 0.8% respectively. Thus, YOLOSA is effective and novel. We hope that our methods can be used in applications in various industries and can help enterprises in different industries reduce costs and improve efficiency while helping them solve the problems of recruitment difficulties and the high cost of employee induction training.

²https://github.com/ultralytics/yolov3
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