Abstract. We analyze the structure of Feigin-Stoyanovsky’s principal subspaces of affine Lie algebra from the jet algebra viewpoint. For type $A$ level one principal subspaces, we show that their shifted multi-graded Hilbert series can be expressed either using the quantum dilogarithm or as certain generating functions “counting” finite-dimensional representations of $A$-type quivers. This notably results in novel fermionic character formulas for these principal subspaces. Moreover, our result implies that all level one principal subspaces of type $A$ are “classically free” as vertex algebras.

We also analyze infinite jet algebras associated to principal subspaces of affine vertex algebras $L_1(so_5)$, $L_1(so_8)$ and $L_1(g_2)$. We derive a new character formula for the principal subspace of $L_1(so_5)$, proving that it is classically free, and present evidence that the principal subspaces of $L_1(so_8)$ and of $L_1(g_2)$ are also classically free.

1. Introduction

Associated varieties and associated schemes are important geometric object attached to vertex algebras. They have been explored in prior works such as [AM18, AL19, AM, AM16, vEH18], and have also garnered attention in theoretical physics, particularly due to their relevance to four-dimensional $\mathcal{N} = 2$ superconformal field theory (SCFT) [BLL+15].

A prominent result established by Arakawa and Li states that there is a surjective map $\psi$ from the infinite jet algebra $J_\infty(R_V)$ of a vertex algebra $V$ to the associated graded algebra $\text{gr}(V)$ [Ara12], where $R_V$ denotes Zhu’s Poisson algebra of $V$. Adopting the nomenclature of [vEH18], we say that $V$ is classically free when $\psi$ is injective. Another phrasing for injectivity is that $V$ is “chiralization” of its Poisson algebra [Li20]. Vertex algebras with this property are relatively common and we expect that they include many interesting rational vertex algebras and of course large families of irrational vertex algebras. It is relatively easy to find counterexamples to injectivity of $\psi$ [AL19, vEH18]. Nevertheless, description of the kernel of the $\psi$-mapping is an intriguing and challenging problem. Very recently, Andrews, Van Ekeren and Heluani [AvEH20] unveiled a remarkable $q$-series identity that enabled them to describe the kernel of $\psi$ for the $c = \frac{1}{2}$ Ising Virasoro vertex algebra.

As in [Li20] (see also [JSM20]), our current focus pertains to associated schemes and infinite jet algebras associated with Feigin-Stoyanovsky’s principal subspaces [FS93, MP12]. Despite significant advancements in our understanding of principal subspaces and their characters with the help of vertex algebra tools (cf. [Geo96, CLM06, CLM10, Pri05]), we have encountered a limitation in the existing character...
formulas to establish the injectivity of the $\psi$ map. This primarily comes from the fact that most character formulas employ simple roots, rather than all positive roots (for some recent result on this subject see for instance [PS18], [But20]). In this paper, in conjunction with [Li20] and an upcoming sequel, we try to fill the gap between two distinct approaches to principal subspaces of affine vertex algebras by studying character formulas coming from all positive roots.

For instance, as demonstrated in the theorem below, the character of the principal subspace of $L_1(\mathfrak{a}_n)$, obtained using positive roots (depicted on the left-hand side of equation (1)), is considerably more intricate when contrasted with the subspace obtained using simple roots (shown on the right-hand side of equation (1)).

**Theorem 1.1.** Let $A$ be the Cartan matrix $((\alpha_i, \alpha_j))_{1 \leq i, j \leq n-1}$ of type $A_{n-1}$, $n \geq 2$, that is

$$\langle \alpha_i, \alpha_j \rangle = \begin{cases} 2 & i = j \\ -1 & |i - j| = 1 \\ 0 & \text{otherwise} \end{cases}$$

and

$$m = (m_{1,2}, ..., m_{n-1,n}) = (m_{i,j})_{1 \leq i < j \leq n}.$$

(a) We have $(q,x_1, ..., x_n)$-series identities:

$$\sum_{m \in \mathbb{N}_{0}^{n-1}/2} q^{B(m)} x_1^{\lambda_1} \cdots x_{n-1}^{\lambda_{n-1}} \prod_{1 \leq i < j \leq n} (q)_{m_{i,j}} = \sum_{k=(k_1, ..., k_{n-1}) \in \mathbb{N}_{0}^{n-1}} q^{\frac{1}{2} k A k^\top} x_1^{k_1} \cdots x_{n-1}^{k_{n-1}},$$

where

$$B(m) = \sum_{1 \leq i < j \leq n} m_{i,j} m_{i,j} + \sum_{1 \leq i < j \leq n} m_{i,j} m_{i,j}$$

$$+ \sum_{1 \leq i < j \leq n} m_{i,j} m_{i,j} + \sum_{j < i < i+1 < j'} m_{i,i+1} m_{j,j'},$$

and

$$\lambda_i = \sum_{1 \leq \ell \leq n} m_{i,\ell}.$$

(b) we have

$$\sum_{m \in \mathbb{N}_{0}^{n-1}/2} q^{B'(m)} x_1^{\lambda_1} \cdots x_{n-1}^{\lambda_{n-1}} \prod_{1 \leq i < j \leq n} (q)_{m_{i,j}} = \sum_{k=(k_1, ..., k_{n-1}) \in \mathbb{N}_{0}^{n-1}} q^{\frac{1}{2} k A k^\top} x_1^{k_1} \cdots x_{n-1}^{k_{n-1}},$$

where

$$B'(m) = \sum_{1 \leq i < j \leq n} m_{i,j} m_{i,j}.$$
and 

\[ \lambda_i = \sum_{1 \leq i \leq n} m_{x,i}. \]

**Example 1.2.** For \( \mathfrak{sl}_3 \), we have \( \lambda_1 = m_{1,1} + m_{1,3}, \lambda_2 = m_{2,3} + m_{1,3} \). Letting new variables \( m = n_1, n = n_2 \) and \( n_1 = m_{1,2}, n_2 = m_{1,3} \) and \( n_3 = m_{2,3} \), both equations (1) and (2) give the following identity (also mentioned in [FS93]):

\[ \sum_{m,n \geq 0} \frac{q^{m^2+n^2-mn}xy}{(q)_m(q)_n} = \sum_{n_1,n_2,n_3 \geq 0} \frac{x^{n_1+n_2+y^n+2+\eta_1+n_1+n_2+n_3}}{(q)_n(q)_n(q)_n). \]

Notice that both the left-hand sides and right-hand sides of our identities in Theorem 1.1 are "stable" with respect to the rank \( n \). In other words, if we let \( m,n = 0 \) in the theorem, then all identities are valid for \( \mathfrak{sl}_{n-1} \) (i.e. for type \( A_{n-2} \)).

In this work we are also concerned with more general \( q \)-series identities

\[ \sum_{n \in \mathbb{Z}_+} \frac{q^{n^2 An^T}x^n}{(q)_{n_1} \cdots (q)_{n_k}} = \sum_{m \in \mathbb{Z}_+} \frac{q^{B(m) U m}}{(q)_{m_1} \cdots (q)_{m_\ell}}, \]

where \( x^n := x_1^{n_1} \cdots x_k^{n_k} \), \( A \) is a positive definite integral \( k \times k \) matrix (e.g. Cartan matrix), \( B(m) \) is a quadratic form \(^1\) on \( \ell \)-dimensional space (in general \( \ell \neq k \)) and \( U \) is a \( k \times \ell \) matrix. We say that the \( q \)-series identity (4) is equivalent to

\[ \sum_{n \in \mathbb{Z}_+} \frac{q^{n^2 An^T}x^n}{(q)_{n_1} \cdots (q)_{n_k}} = \sum_{m \in \mathbb{Z}_+} \frac{q^{B(m) U m}}{(q)_{m_1} \cdots (q)_{m_\ell}}, \]

if for every \( n \) and \( m \) as above with \( Um = n \), relation

\[ B(m) - \frac{1}{2} nAn^T = \tilde{B}(m) - \frac{1}{2} \tilde{A} \tilde{n} \]

holds. Under this condition, (4) implies (5) and vice-versa as all \( x \) coefficients are equal. If we view (4) as an identity among two multi-graded Hilbert series of an algebra (or module), then equivalence of (4) and (5) simply means that (5) can be viewed as an identity between two Hilbert series of the same algebra (or module), but we performed a \( q \)-shift on each graded component of the original algebra with respect to the \( x \)-grading.

The central idea within the proof of Theorem 1.1 revolves around demonstrating that the equations (1) and (2) are indeed equivalent with a pair of equations derived from two distinct sources: on one hand, the quantum dilogarithm identities, and on the other hand, the enumeration of quiver representations. Given that the right-hand side of equations (1) and (2) is the known character formula of the principal subspace \( W(L_0) \) of the level one affine vertex algebra \( L_1(\mathfrak{sl}_n) \), as documented in references [FS93, CLM10], a direct consequence of Theorem 1.1 are two novel character formulas for the principal subspace. Furthermore, building upon an insight from [Fei09] concerning PBW filtrations, we carefully construct a sequence of filtrations applied to specific infinite jet algebras to facilitate an analysis of their Hilbert series. Employing this approach, we establish a result previously outlined in [Li20, Theorem 5.7], namely the demonstration of the classical freeness of \( W(L_0) \). Our outcome additionally provides a novel combinatorial monomial basis for \( W(L_0) \), as detailed in reference [Li20].

\(^1\) Formula for \( B(m) \) is often complicated so we prefer not to use its matrix representation.
Our paper is structured as follows. In Section 2, we revisit standard definitions pertaining to the the $m$-jet algebra, arc algebra, affine vertex algebra and of the Feigin-Stoyanovskiy principal subspace. For the sake of simplicity, we only consider principal subspaces for the vacuum representation. Section 3 introduces two distinct families of filtration applied to specific infinite jet algebras, resulting in two inequalities among Hilbert series (see Proposition 3.4 and Proposition 3.6). In the main part, Section 4 and Section 5, we show equivalences between the identities in (1), (resp. (2)) and the identity derived from the quantum dilogarithm (resp. quiver representations). This equivalence is used to demonstrate classical freeness of $W(A_0)$ (see Corollary 4.4). Moving on to Sections 6 and 7, we employ the level one spinor representations for orthogonal series of affine Lie algebras [FF85] to investigate the $C_2$-algebras of the principal subspace for $L_1(\mathfrak{so}_5)$ and of $L_1(\mathfrak{so}_8)$. Then we prove the following result:

**Theorem 1.3.** The principal subspace $W(A_0)$ of $L_1(\mathfrak{so}_5)$ is classically free.

As a corollary of this theorem, we prove a new $q$-series identity which can be viewed as a $B_2$ version of the pentagon identity for the quantum dilogarithm:\footnote{The pentagon identity is usually associated to $A_2$ root system; see Section 4.1.}

\[
\sum_{r_1,r_2,r_3 \geq 0} y_1^{r_1} y_2^{2r_2+r_3} \frac{y_1^{2} + (r_2+r_3)^2 + r_2 r_3 - r_1 (2r_2)}{(q) r_1 (q) r_2 (q) r_3} = \sum_{n_1,n_2,n_3,n_4,n_5 \geq 0} y_1^{n_1+n_2+n_4} y_2^{2n_1+2n_3+n_4+n_5} \frac{q^{n_1^2+n_2^2+(n_3+n_5)^2+n_4^2+n_5^2+(2n_3+n_5)n_1+n_4(n_1+n_2)+n_1n_4}}{(q) n_1 (q) n_2 (q) n_3 (q) n_4 (q) n_5}
\]

Subsequently, we propose a conjectured expression for the Hilbert series associated with the jet algebra of $R_{W(A_0)}$, where $W(A_0) \subset L_1(\mathfrak{so}_8)$. Should this conjecture hold true, it would consequently establish the classical freedom of this particular principal subspace. Concluding our study, in Section 8, we provide computational evidence that $W(A_0) \subset L_1(\mathfrak{g}_2)$ (here $\mathfrak{g}_2$ is the simple exceptional Lie algebra of type $G_2$) is also classically free.
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2. **Preliminaries**

2.1. **Affine jet and arc algebras.** We first define affine jet algebras. As usual, let $\mathbb{C}[x_1, x_2, \ldots, x_n]$ be the polynomial algebra in $x_i$, $1 \leq i \leq n$ and $f_1, f_2, \ldots, f_\ell$ be some non-zero polynomials in this algebra. We will define the $m$-jet algebra of a finitely-generated commutative algebra:

\[
R = \frac{\mathbb{C}[x_1, x_2, \ldots, x_n]}{(f_1, f_2, \ldots, f_\ell)}.
\]

Firstly, let us introduce new variables $x_{j,(-1-i)}$ for $i = 0, \ldots, m$ and a derivation $T$ on

\[
\mathbb{C}[x_{j,(-1-i)} \mid 0 \leq i \leq m, 1 \leq j \leq n],
\]
defined on generators
\[ T(x_j,(-i-1)) = \begin{cases} 
(-1-i)x_j, & \text{for } i \leq m-1 \\
0, & \text{for } i = m.
\end{cases} \]

Here we identify \( x_j \) with \( x_j(1) \). Set
\[ R_m = \mathbb{C}[x_j,(-i-1) \mid 0 \leq i \leq m, 1 \leq j \leq n] / (T^j f_i \mid i = 1, \ldots, \ell, m \geq j \geq 0), \]
the algebra of \( m \)-jets of \( R \). The infinite jet algebra of \( R \) is
\[ J_\infty(R) = \lim_{\rightarrow} R_m = \mathbb{C}[x_j, 0 \leq i, 1 \leq j \leq n] / (T^j f_i \mid i = 1, \ldots, \ell, j \geq 0). \]

The scheme \( X_\infty = \lim_{\leftarrow} X_m \), where \( X_m = \text{Spec}(R_m) \), is called the infinite jet scheme, or arc space, of \( X = \text{Spec}(R) \).

We often omit "infinite" and call it jet algebra for brevity as we are not interested in the intermediate "finite" \( m \)-jet algebras. This construction is functorial and \( J_\infty(\cdot) \) is right exact. If \( R \) is graded, then \( J_\infty(R) \) is also graded, and we can define the Hilbert-(Poincaré) series of \( J_\infty(R) \) as:
\[ HS_q(J_\infty(R)) := \sum_{m \in \mathbb{Z}} \dim(J_\infty(R)(m))q^m. \]

For later use, we denote the defining ideal of \( J_\infty(R) \) by
\[ \langle f_1, \ldots, f_\ell \rangle : = (T^j f_i \mid i = 1, \ldots, \ell, j \geq 0). \]

2.2. Principal subspaces. Let \( V \) be a vector space. A field is a formal series of the form \( a(z) = \sum_{n \in \mathbb{Z}} a(n)z^{-n-1} \), where \( a(n) \in \text{End}(V) \) and for every \( v \in V \) one has
\[ a(n)v = 0 \]
for \( n \gg 0 \). A vertex algebra is a vector space \( V \), together with a distinguished vector called vacuum \( 1 \in V \), a linear derivation map \( T \in \text{End}(V) \), and the state-field correspondence map
\[ a \mapsto Y(a, z) = \sum_{n \in \mathbb{Z}} a(n)z^{-n-1}, \]
satisfying the usual axioms of creation, \( T \)-derivative properties, and Jacobi identity (for details see for instance [LL12]). A vertex algebra \( V \) is called commutative if \( a(n) = 0 \) for \( n \geq 0 \).

Let \( g \) be a simple finite dimensional complex Lie algebra. Following [LL12], we construct an affine untwisted Kac-Moody Lie algebra \( \hat{g} \) and its vacuum representation of level \( k \neq -h' \),
\[ V_k(g) = U(\hat{g}) \otimes_{U(g[t])} \mathbb{C}_k, \]
which has a natural conformal vertex algebra structure. Here as usual \( g[t] \) acts trivially on the 1-dimensional space \( \mathbb{C}_k \) and the central element \( c \) acts as multiplication with \( k \). We denote by \( L_k(g) \) the irreducible quotient of \( V_k(g) \), also a vertex algebra.
Next we define the principal subspace. We choose simple roots \( \{\alpha_1, \ldots, \alpha_n\} \) of \( \mathfrak{g} \) and denote the set of positive roots by \( \Delta^+ \). Let \( n_+ := \prod_{\alpha \in \Delta^+} \mathbb{C}x_\alpha \), where \( x_\alpha \) is the corresponding root vector of \( \alpha \), and \( \widehat{n}_+ = n_+ \otimes \mathbb{C}[t, t^{-1}] \) be its affinization. For any affine vertex algebra \( L_k(\mathfrak{g}) \), isomorphic to \( L(k\mathfrak{A}_0) \) as a \( \mathfrak{g} \)-module, we define the (FS)-principal subspace of simple \( \widehat{\mathfrak{g}} \)-module \( L_k(\mathfrak{g}) \) as
\[
W(k\mathfrak{A}_0) := U(\widehat{n}_+) \cdot 1,
\]
where \( 1 \) is the vacuum vector. It is easy to see that this is a vertex algebra (without conformal vector). There is also a universal object
\[
N(k\mathfrak{A}_0) := U(\widehat{n}_+) \cdot 2 \subset V_k(\mathfrak{g})
\]
which is isomorphic (using PBW) to \( U(t^{-1}n_+[t^{-1}]) \) as a graded vector space. From the construction we have a natural surjective map
\[
N(k\mathfrak{A}_0) \twoheadrightarrow W(k\mathfrak{A}_0),
\]
with the kernel \( I_{k\mathfrak{A}_0} \). It is an open question to describe this ideal for every \( k \).
Clearly \( I_{k\mathfrak{A}_0} = U(t^{-1}\mathbb{C}[t^{-1}]n_+) \cap I_{\text{max}} \), where \( I_{\text{max}} \) is the maximal ideal in \( V_k(\mathfrak{g}) \).

For \( k = 1 \) and \( \mathfrak{g} \) is of ADE type we have \( W_L \cong W(\Lambda_0) \) where \( W_L \subset V_L \), where \( L \) is the root lattice, and \( W_L \) is the principal space inside the lattice vertex algebra \( V_L \) [MP12]. Principal subspaces were introduced in [FS93] and since then have been studied in many papers some by the authors; see [But14, BK19, But20, Cal08, CLM10, CLM06, Geo96, Kaw15, Li20, LM21, Sad15] and references therein.

Given a vertex algebra \( V \), we define its \( C_2 \)-algebra as:
\[
R_V := V/\langle a_{(-2)}b | a \in V, b \in V \rangle,
\]
where the multiplicative structure is given by
\[
\overline{a} \cdot \overline{b} = a_{(-1)}b
\]
and the Lie bracket by (here \( \overline{x} \) denotes the image of \( x \) in \( R_V \)):
\[
\{\overline{a}, \overline{b}\} = a_{(0)}b.
\]
According to [Zhu96], these operations equip \( R_V \) with a Poisson algebra structure. Then \( X_V := \text{Spec}(R_V) \) is called the associated scheme of \( V \).

**Definition 2.1.** A commutative associative unital algebra \( V \) is called a vertex Poisson algebra if it is equipped with a linear operation,
\[
V \to \text{Hom}(V, z^{-1}V[z^{-1}]), \quad a \to Y_{-}(a, z) = \sum_{n \geq 0} a_{(n)}z^{-n-1},
\]
such that
\[\begin{align*}
(Ta)_n &= -na(n-1), \\
a_{(n)}b &= \sum_{j \geq 0} (-1)^{n+j+1} \frac{T(j)}{j!} b_{(n+j)} a, \\
[a_{(m)}, b_{(n)}] &= \sum_{j \geq 0} \binom{m}{j} a_{(j)} b_{(m+n-j)}, \\
a_{(n)}(b \cdot c) &= (a_{(n)}b) \cdot c + b \cdot (a_{(n)}c),
\end{align*}\]
for \( a, b, c \in V \) and \( m, n \geq 0 \).

Following [Li05], we can define a decreasing sequence of subspaces \( \{F_n(V)\} \) of the algebra \( V \), where for \( n \in \mathbb{Z} \), \( F_n(V) \) is linearly spanned by the vectors
\[
u_{(-1-k_1)}^{(1)} \cdots \nu_{(-1-k_r)}^{(r)} 1
\]
for \( r \geq 1, u^{(1)}, \ldots, u^{(r)} \in V, k_1, \ldots, k_r \geq 0 \) with \( k_1 + \ldots + k_r \geq n \). Then

\[
V = F_0(V) \supset F_1(V) \supset \ldots
\]
such that

\[
u_{(n)} \in F_{r-s-n-1}(V) \quad \text{for} \quad u \in F_r(V), v \in F_s(V), r, s \in \mathbb{N}, n \in \mathbb{Z},
\]

\[
u_{(n)} \in F_{r-s-n}(V) \quad \text{for} \quad u \in F_r(V), v \in F_s(V), r, s, n \in \mathbb{N}.
\]

The corresponding associated graded algebra \( \text{gr}^F(V) = \bigoplus_{n \geq 0} F_n(V)/F_{n+1}(V) \) is a vertex Poisson algebra; sometimes we will omit the superscript \( F \).

According to [Li05], we know that

\[
F_n(V) = \{ \mu_{(-1-i)} \mid u \in V, i \geq 1, v \in F_{n-i}(V) \}.
\]

In particular, \( F_0(V)/F_1(V) = V/C_2(V) = R_V \subset \text{gr}^F(V) \). We can extend this embedding to a surjective map

\[
\psi : J_\infty (R_V) \rightarrow \text{gr}^F(V).
\]

Following [Ara12], \( J_\infty (R_V) \) has a unique vertex Poisson algebra structure such that

\[
u_{(n)} \in \begin{cases} \{ u, v \}, & \text{if} \ n = 0 \\ 0, & \text{if} \ n > 0 \end{cases}
\]

for \( u, v \in J_\infty (R) \). The map \( \psi \) is a vertex Poisson algebra epimorphism.

We say that a vertex algebra is \emph{classically free} if the map \( \psi \) is an isomorphism.

**Example 2.2.** Not every vertex algebra is classically free. For instance, minimal Virasoro vertex algebras \( V = L_{Vir}(c_p, q, 0), \ 2 \leq p < q, \gcd(p, q) = 1 \), are classically free if and only if \( p = 2 \). This can be seen by looking at their characters [FF93, vEH18].

Returning to \( L_{k}(\mathfrak{g}) \) and its principal subspace \( W(k\Lambda_0) \). For these vertex algebras the filtration \( F_n(\cdot) \) is linearly spanned by

\[
u^{(1)}_{(-1-k_1)} \ldots \nu^{(r)}_{(-1-k_r)} 1,
\]

\( k_1, \ldots, k_r \geq 0 \) with \( k_1 + \ldots + k_r \geq n \), where \( \nu^{(i)} \in \mathfrak{g} \) for \( L_{k}(\mathfrak{g}) \), and \( \nu^{(i)} \in n_+ \) for \( W(k\Lambda_0) \). We clearly have \( R_{V_k(\mathfrak{g})} = \mathbb{C}[\mathfrak{g}], \ R_{N(k\Lambda_0)} = \mathbb{C}[n_+], \ R_{L_k(\mathfrak{g})} = \mathbb{C}[\mathfrak{g}]/\mathfrak{I}_{\max}, \ R_{W(k\Lambda_0)} = \mathbb{C}[n_+]/\mathfrak{I}_{k\Lambda_0} \) where \( \mathfrak{I}_{\max} \) denotes the image of \( \mathfrak{I}_{\max} \) under the natural map \( V \rightarrow R_V \), and \( I_{k\Lambda_0} = U(\mathfrak{n}_+) 1 \cap \mathfrak{I}_{\max} \). Taking projection gives

\[
\mathfrak{I}_{k\Lambda_0} \subset \mathbb{C}[n_+] \cap \mathfrak{I}_{\max}.
\]

But in general, without any further assumption, we cannot prove the opposite inclusion. For example, there is nothing that rules out relations of type \( v = x_{\alpha_1}(-1)x_{\alpha_2}(-1)x_{\alpha_3}(-1) + x_{\alpha_1 + \alpha_2 + \alpha_3}(-2)h(-1) \in \mathfrak{I}_{\max} \) where \( h \in \mathfrak{h} \), and \( x_{\alpha_i} \in n_+ \) are some root vectors. This relation would imply \( 0 \neq \bar{v} = x_{\alpha_1}x_{\alpha_2}x_{\alpha_3} \in \mathfrak{I}_{\max} \cap \mathbb{C}[n_+] \) but \( \bar{v} \) is not necessarily in \( \mathfrak{I}_{k\Lambda_0} \). Consequently, for general \( k \), we only have a map

\[
R_{W(k\Lambda_0)} \rightarrow R_{L_k(\mathfrak{g})}
\]

but we additionally require \( \mathfrak{I}_{k\Lambda_0} = \mathbb{C}[n_+] \cap \mathfrak{I}_{\max} \) for the map to be an embedding. We conclude this part with

\[\text{Unlike } \mathfrak{I}_{\max}, \text{ we in general do not know the generators of } I_{k\Lambda_0}, \ k \in \mathbb{N}; \text{ this issue was discussed in several papers, e.g. } [CLM10].\]
Conjecture 2.3. If \( L_k(\mathfrak{g}) \) is classically free, then \( W(k\Lambda_0) \) is also classically free. The converse statement does not seem to hold.

3. Principal subspace \( W(\Lambda_0) \) of \( \mathfrak{sl}_n \)

3.1. Jet algebra \( J_\infty(A) \). The structure of the principal subspace \( W(\Lambda_0) \) of \( \mathfrak{sl}_n \) was already investigated by several authors \([\text{FS93, Cal08, CLM10, Geo96, Sad15}]\). According to \([\text{FFL11, Li20}]\), the \( \mathbb{C}^2 \)-algebra \( R_\wedge(\Lambda_0) \) of the principal subspace of the affine vertex algebra \( L_1(\mathfrak{sl}_n) \) is isomorphic to

\[
A = \mathbb{C}[E_{i,j} | 1 \leq i < j \leq n] / \left( \sum_{\sigma \in S_2} E_{i_1,j_\sigma_1} E_{i_2,j_\sigma_2} | j_1 > i_2 \right),
\]

where we denote by \( E_{i,j} \) the root vectors in \( n_+ \), and \( 1 \leq i_1 \leq i_2 \leq n, 1 \leq j_1 \leq j_2 \leq n \) and \( S_2 \) is the symmetric group on two letters. Throughout this part we use the identification

\[(E_{i,j})_{(-1)} = E_{i,j}\]

as elements of \( J_\infty(R_\wedge(\Lambda_0)) \). Inside the defining quadratic binomial ideal of \( A \) we have the following three types of elements (it is helpful to use graphical interpretation of these elements):

**Type I**: \( E_{i_1,j_1} E_{i_2,j_2} = -E_{i_1,j_2} E_{i_2,j_1} \), where \( 1 \leq i_1 < j_1 \leq n, 1 \leq i_2 < j_2 \leq n, 1 \leq i_1 < i_2 \leq n, 1 \leq j_1 < j_2 \leq n, j_1 > i_2, j_1 > i_2 + 1 \).

**Type II**: \( E_{i_1,j_1} E_{i_2,j_2} = 0 \), where \( 1 \leq i_1 < j_1 \leq n, 1 \leq i_2 < j_2 \leq n, i_1 = i_2, 1 \leq j_1 \leq j_2 \leq n \), or \( 1 \leq i_1 < j_1 \leq n, 1 \leq i_2 < j_2 \leq n, 1 \leq j_1 = j_2 \leq n, 1 \leq i_1 < i_2 \leq n \).

**Type III**: \( E_{i,i+1} E_{j,j'} = -E_{i,j'} E_{j,i+1} \), where \( j < i < i + 1 < j' \).

Remark 3.1. Inside the jet algebra \( J_\infty(A) \), Type I relations generate further relations coming from \( z \)-coefficients of

\[
E^+_{i_1,j_1}(z) E^+_{i_2,j_2}(z) + E^+_{i_1,j_2}(z) E^+_{i_2,j_1}(z) = 0,
\]

\(^4\)The same result also follows from \([\text{CLM10}]\) where the presentation of this principal subspace was given.
where $E_{i,j}^+(z) := \sum_{n \in \mathbb{Z}_{\geq 0}} (E_{i,j})_{(n)} z^{-n-1}$ denotes the holomorphic part of the field $E_{i,j}(z)$. For Type II and III relations, we use similar notation. In order to simplify presentation, we often write $a^+(z) b^+(z) = 0$ to denote a whole family of relations obtained by taking all $z$-coefficients in the expansion.

3.2. Jet algebra $J_\infty(B)$. We let

$$P = \mathbb{C}[E_{i,j} | 1 \leq i < j \leq n].$$

Let us consider another commutative algebra

$$(7) \quad B = \mathbb{C}[E_{i,j} | 1 \leq i < j \leq n]/I,$$

where ideal $I$ is generated by all Type II relations and the left-hand sides of all relations of Type I and Type III. This way $I$ is a monomial ideal. This algebra and its infinite jet algebra are easier to analyze. We will show that

$$HS_q(J_\infty(A)) \leq HS_q(J_\infty(B)),$$

where the inequality among $q$-series has the obvious meaning: all $q$-coefficients on the left-hand side are less than or equal to the corresponding coefficients on the right-hand side. Eventually we will show that additionally $HS_q(J_\infty(B)) = \text{ch}[W(\Lambda_0)]$ which together with $HS_q(J_\infty(A)) \geq \text{ch}[W(\Lambda_0)]$ implies the classical freeness of $W(\Lambda_0)$ (see Section 4).

Let $i$ and $j$ be such that $n-2 \geq i \geq j \geq 1$. Following an idea of E. Feigin on PBW filtrations in [Fe09], for $n \geq 3$, we introduce an increasing filtration $\{G_{i,j}^s\}$, $s \geq 0$, on the jet algebra $G_{i,j}^i = J_\infty(B_{i,j})$, where $B_{i,j}$ is a certain quotient algebra $\mathbb{C}[E_{a,b} | 1 \leq a < b \leq n]/I_{i,j}$ by an ideal generated by quadratic binomials (of degree 2). Roughly speaking, our procedure starts with the initial algebra $A = P/J$ and consists of several steps such that in the terminal algebra $B = P/I$, ideal $I$ is monomial. This resulting algebra is easier to analyze. In particular, we can explicitly compute the Hilbert series of $J_\infty(B)$ using methods of vertex algebra [Li20].

Construction of $gr_{i,j}^i$. Next we define filtrations and corresponding associated graded algebras. Fix a pair $(i, j)$ as above. Suppose that we already constructed algebra $A = P/\mathfrak{g}$, a quotient algebra of $P$, and hence $J_\infty(A)$. We define the filtration $\{G_{i,j}^s\}_{s \geq 0}$ on $J_\infty(A)$ by first defining a filtration on $J_\infty(P)$. Let $G_{i,j}^0(P)$ be differentially generated by

$$E_{i,i+2}, E_{i-1,i+2}, \ldots, E_{j,i+2},$$

that is

$$G_{i,j}^0(P) := \langle E_{m,n} : (m, n) \in \mathcal{E}_{i,j}\rangle_{0}$$

$$= \text{span} \left\{ (E_{i,i+2})_{(k)} (E_{i-1,i+2})_{(k_2)} \cdots (E_{j,i+2})_{(k_{i-j+1})} | \ell \in \mathbb{N}_{\geq 0}, k_m \in \mathbb{Z}_{<0} \right\},$$

where for convenience we let

$$\mathcal{E}_{i,j} = \{(i, i + 2), (i - 1, i + 2), \ldots, (j, i + 2)\}.$$

Then we recursively let $(s \geq 1)$:

$$G_{i,j}^s(P) := \text{span} \left\{ (E_{u,w})_{(i)} v | i \leq -1, (u, u') \notin \mathcal{E}_{i,j}, v \in G_{s-1}^i \right\} + G_{s-1}^i(P).$$
This clearly defines a filtration on \( J_\infty(P) \). To define filtration on \( J_\infty(A) = J_\infty(P)/\mathbb{I}_\partial \) we use the standard construction where we let \( G_{s,j}^i := G_{s,j}^i(P)/(G_{s,j}^i(P) \cap \mathbb{I}_\partial) \) and thus \( G_{s,j}^i/G_{s-1,j}^i \cong G_{s,j}^i(P)/(G_{s,j}^i(P) + G_{s,j}^i(P) \cap \mathbb{I}_\partial) \).

Then the associated graded algebra of \( J_\infty(A) \), for a fixed pair \((i, j)\), is defined as

\[
gr_{i,j}(J_\infty(A)) := \bigoplus_{s \geq 0} \frac{G_{s,j}^i(P)}{(G_{s,j}^i(P) + G_{s,j}^i(P) \cap \mathbb{I}_\partial)}.
\]

Observe that we have a natural homomorphism from \( P \) to \( gr_{i,j}(J_\infty(A)) \) sending \( E_{i,j} \) to its coset. The corresponding kernel will be denoted by \( \mathbb{I}_{i,j+1} \), if \( i > j \), and \( \mathbb{I}_{i+1} \) if \( i = j \).

Since we are dealing a whole family of algebras and filtrations, next we explain every step in the construction including the initial and the terminal step.

**Step 1.1:** At the initial step we let \( B_{0,0} := A = P/\mathbb{I} \). Using the prescription above, we get an algebra homomorphism from \( P \) to \( gr^{1,1}(J_\infty(A)) \), where we send \( E_{i,j} \) to its coset. We restrict the map to \( P \) and denote the kernel (of the restriction) by \( \mathbb{I}_{1,1} \), and define a new algebra

\[
B_{1,1} := \mathbb{C}[E_{i,j}|1 \leq i < j \leq n]/\mathbb{I}_{1,1}.
\]

**Step 2.1:** Define

\[
B_{2,1} := \mathbb{C}[E_{i,j}|1 \leq i < j \leq n]/\mathbb{I}_{2,1},
\]

where \( \mathbb{I}_{2,1} \) is the kernel of the algebra homomorphism from \( P \) to \( gr^{2,1}(J_\infty(B_{1,1})) \), where \( B_{1,1} \) was constructed in Step 1.1.

**Step 2.2:** Define

\[
B_{2,2} := \mathbb{C}[E_{i,j}|1 \leq i < j \leq n]/\mathbb{I}_{2,2},
\]

where \( \mathbb{I}_{2,2} \) is the kernel of the map defined in the same manner as above from \( P \) to \( gr^{2,2}(J_\infty(B_{2,1})) \).

We proceed in this fashion so that the input \( B \)-algebra needed at Step \( i,j \) (with \( 1 < j \leq i \)) is the one constructed in Step \( i,j-1 \) and the \( B \)-input algebra needed for Step \( i.1 \) is the one constructed at Step \( i-1.i-1 \). More explicitly:

**Step i.1:** Define

\[
B_{i,1} := \mathbb{C}[E_{i,j}|1 \leq i < j \leq n]/\mathbb{I}_{i,1}
\]

where \( \mathbb{I}_{i,1} \) is the kernel of the map from \( P \) to \( gr^{i,1}(B_{i-1,i-1}) \).

**Step i,j** (\( 1 < j \leq i \)) Define

\[
B_{i,j} := \mathbb{C}[E_{i,j}|1 \leq i < j \leq n]/\mathbb{I}_{i,j}
\]

where \( \mathbb{I}_{i,j} \) is the kernel of the map from \( P \) to \( gr^{i,j}(B_{i-1,j-1}) \).

This procedure terminates at Step \( n-2,n-2 \), where we reached a desired algebra \( B_{n-2,n-2} \).

The maps that we constructed extend to the corresponding arc algebras. In other words, we have:

**Claim 3.2.** For every \( i \) and \( j \) as above, we have the surjective homomorphism:

\[
\begin{cases}
J_\infty(B_{i,j}) \twoheadrightarrow gr^{i,j}(J_\infty(B_{i,j-1})) & \text{if } i \geq j > 1, \\
J_\infty(B_{i,j}) \twoheadrightarrow gr^{i,j}(J_\infty(B_{i-1,i-1})) & \text{if } j = 1.
\end{cases}
\]

(8)
Proof. We only prove the Claim at Step 1.1. The proof at other steps is analogous using induction. It is clear from the construction that $gr^{1,1}(J_{\infty}(A))$ is generated by $(E_{i,j})(-k)$, so there is a natural algebra epimorphism $\phi$ from $J_{\infty}(P)$ to $gr^{1,1}(J_{\infty}(A))$ (here $B_{0,0} = A$) and the restriction of this map to $P$ has the kernel $I_{1,1}$, $B_{1,1} = P/I_{1,1}$. So we only have to argue that $\phi(I_{1,1})$ = 0, which implies that the surjective map $\phi$ is actually defined on $J_{\infty}(B_{1,1})$. Let $v \in I_{1,1}$. From the construction, we may assume that there exists $s \in N$ such that $v \in G^{1,1}_{s}$ and $v \in G^{1,1}_{s} + \ell \delta \cap G^{1,1}_{s}$. But, by the construction, $G^{1,1}_{s}$ and $\ell \delta$ are invariant under the derivation map $T$, so we have $\phi(T(v)) = 0$. \hfill \Box

**Hilbert series.** Although $gr^{i,j}(J_{\infty}(P))$ has a new grading (with infinite dimensional graded subspaces) we will consider it as a graded algebra with respect to the standard grading inherited from $J_{\infty}(P)$, that is $deg((E_{i,j})(-k)) = k$. Since all $B$-ideals starting with $J$ are homogeneous then $gr^{i,j}(J_{\infty}(B_{1,1}))$ and $gr^{i,1}(J_{\infty}(B_{1,1}))$ are also homogeneous so we have a well-defined Hilbert series and relations

\begin{equation}
\begin{aligned}
HS_{q}(gr^{i,j}(J_{\infty}(B_{1,1}))) &= HS_{q}(J_{\infty}(B_{1,1})) & \text{if } j - 1 \geq 1,
HS_{q}(gr^{i,1}(J_{\infty}(B_{1,1}))) &= HS_{q}(J_{\infty}(B_{1,1})) & \text{if } j = 1.
\end{aligned}
\end{equation}

Claim 3.2 gives a sequence of surjective homomorphisms from which we obtain a chain of inequalities among their Hilbert series:

\begin{equation}
HS_{q}(J_{\infty}(B_{n-2,n-2})) \geq \cdots \geq HS_{q}(J_{\infty}(B_{n-1})) \geq \cdots \geq HS_{q}(J_{\infty}(A)).
\end{equation}

We illustrate how everything in this part works on a simplest non-trivial example.

**Example 3.3.** For $\mathfrak{sl}_3$, we have $A = B$ so there is nothing to prove, so we consider the Lie algebra $\mathfrak{sl}_4$, that is $n = 4$. Then we have

$$A = C[E_{1,2}, E_{1,3}, E_{1,4}, E_{2,3}, E_{2,4}, E_{3,4}] / J,$$

where

$J = \langle E_{1,2}^2, E_{1,3}^2, E_{1,4}^2, E_{2,3}^2, E_{2,4}^2, E_{3,4}^2, E_{1,2}E_{1,3}, E_{1,2}E_{1,4}, E_{1,3}E_{1,4}, E_{2,3}E_{2,4},$

$$E_{1,4}E_{2,3}, E_{1,4}E_{2,4}, E_{1,4}E_{3,4}, E_{2,4}E_{3,4} \rangle.$$

In this case, the relevant algebras are $B_{1,1}, B_{2,1}$ and $B_{2,2}$ constructed in Step 1.1, Step 2.1, and Step 2.2, respectively.

**Step 1.1** Here we write down the spaces $G^{1,1}_{0} \subset J_{\infty}(P)$ and $G^{1,1}_{1} \subset J_{\infty}(P)$ explicitly for convenience:

$$G^{1,1}_{0} = \langle E_{1,3} \rangle_0 = \text{span} \{ (E_{1,3})_{(k)}^\ell \ | \ ell \in N, k \in Z_{<0} \},$$

$$G^{1,1}_{1} = \text{span} \{ (E_{1,2})_{(k_1)}(E_{1,3})_{(k_1)}^\ell (E_{1,4})_{(k_1)}(E_{1,3})_{(k_2)}^\ell (E_{2,3})_{(k_1)}(E_{1,3})_{(k_2)}^\ell,$n

$$(E_{2,4})_{(k_1)}(E_{1,3})_{(k_1)}(E_{1,3})_{(k_2)}^\ell, (E_{3,4})_{(k_1)}(E_{1,3})_{(k_1)}(E_{1,3})_{(k_2)}^\ell \ | \ ell \in N, k_1, k_2 \in Z_{<0} \} + G^{1,1}_{0}.$$n

We claim:

$$B_{1,1} = P / \ell_{1,1} \quad \text{and} \quad I \subset \ell_{1,1},$$

$$I = \langle E_{1,2}^2, E_{1,3}^2, E_{1,4}^2, E_{2,3}^2, E_{2,4}^2, E_{3,4}^2, E_{1,2}E_{1,3}, E_{1,2}E_{1,4}, E_{1,3}E_{1,4}, E_{2,3}E_{2,4}, E_{1,4}E_{3,4},$$

$$E_{1,3}E_{2,3}, E_{1,4}E_{2,4}, E_{1,4}E_{3,4}, E_{2,4}E_{3,4} \rangle.$$

To see that, we first notice that in $gr^{1,1}(J_{\infty}(A))$ all monomial relations for $J$ are present but also $E_{1,3}E_{2,4} = -E_{1,4}E_{2,3}$ yields a new relation. More precisely, at Step 1.1 we have $E_{1,3}E_{2,4} \subset G^{1,1}_{1}$ and $E_{1,4}E_{2,3} \subset G^{1,1}_{2} \setminus G^{1,1}_{1}$. Thus, the relation
Proof. Proposition 3.4. but this stronger result is not needed here. We again obtain until the step \((n, j)\). Indeed, at that step, we have a surjective map from \(I\), i.e., \(I\), belongs to \(I_{n-2,n-2}\). The rest of the argument follows inductively and therefore \(v \in I_{n-2,n-2}\).

Next we consider Type I relations in \(A\), i.e., \(E_{i,j}, E_{i,j} = -E_{i,j}, E_{i,j}\), where \(1 \leq i_1 < j_1 \leq n, 1 \leq i_2 < j_2 \leq n, 1 \leq i_1 < i_2 \leq n, 1 \leq j_1 < j_2 \leq n, j_1 > i_2 + 1\). Following above procedure, we see that these Type I relations belong to \(I_{i,j}\) until the step \((j_1 - 2),(i_1 + 1)\). Indeed, at that step, \(G^{2,j_1-2,i_1+1}\) is generated by \(E_{j_1-2,j_1, E_{j_1-3,j_1, \ldots, E_{i_1+1,j_1}}\). Note

\[E_{i_1,j_1}E_{i_2,j_2} \subseteq G^{2,j_1-2,i_1+1} \setminus G^{2,j_1-2,i_1+1}, \text{ while } E_{i_1,j_1}E_{i_2,j_1} \subseteq G^{2,j_1-2,i_1+1}.\]

Therefore, we get \(E_{i_1,j_1}E_{i_2,j_2} = 0\) in \(B_{i_1-2,i_1+1}\) at the step \((j_1 - 2),(i_1 + 1)\), and these relations also remain true in \(B_{i_1,n-2,n-2}\).

For Type III relations of \(A\), i.e., \(E_{i,i+1}E_{j,j'} = -E_{i,j'}E_{j,i+1}\) where \(j < i < i + 1 < j'\), they give us

\[E_{i,i+1}E_{j,j'} = 0\]

in \(B_{i-1,1}\) at the step \((i - 1),1\) since we have

\[E_{i,i+1}E_{j,j'} \subseteq G^{1-1,1} \setminus G^{1-1,1}, \text{ and } E_{i,j'}E_{j,i+1} \subseteq G^{1-1,1}.\]

Thus, these Type III relations in \(B_{n-2,n-2}\) become \(E_{i,i+1}E_{j,j'} = 0\).
From above arguments and the definition of algebra \( B \), we see that all quotient relations of \( B \) are true in \( B_{n-2,n-2} \). Hence, we obtain the result. \( \square \)

3.3. Jet algebra \( J_\infty(\mathcal{H}) \). If instead of taking the left-hand sides of Type III relations for the generators of the quotient ideal of \( B \), we take the right-hand sides of Type III relations, we get another commutative algebra

\[
H := \mathbb{C}[E_{i,j} | 1 \leq i < j \leq n]/\mathcal{I}.
\]

Following a similar filtration procedure as in Section 3.2, we introduce another family of filtrations, \( G^{i,j} \) which are defined in the same manner as \( G^{i,j}_0 \) just with a different initial generating set for \( G^{i,j}_0 \) (see below). We abuse the notation slightly here and still use \( \text{gr}(J_\infty(\mathcal{H})) \) to denote the associated graded algebra of \( J_\infty(\mathcal{H}) \) but now with respect to the filtration \( G^{i,j} \). The range for \( i \) and \( j \) in this case is:

\[
1 \leq i \leq n - 2, \ 1 \leq j \leq i + 1 \text{ and }
\]

\[
\mathcal{E}'_{i,j} = \{(i + 1, i + 2), (i, i + 2), \ldots, (j, i + 2)\},
\]

so that

\[
G^{i,j}_0(P) = \langle E_{i,j} : (i, j) \in \mathcal{E}'_{i,j} \rangle_0.
\]

**Example 3.5.** For example for \( n = 4 \), we have \( 1 \leq i \leq 2, \ 1 \leq j \leq i + 1 \), and five steps in the construction: Steps 1.1 and 1.2, and Steps 2.1, 2.2, and 2.3. The corresponding generators for \( G^{i,j}_0(P) \) are given by

**Step 1.1** \( G^{1,1}_0 : E_{2,3}, \ E_{1,3} \)

**Step 1.2** \( G^{1,2}_0 : E_{2,3} \)

**Step 2.1** \( G^{2,1}_0 : E_{3,4}, \ E_{2,4}, \ E_{1,4} \)

**Step 2.2** \( G^{2,2}_0 : E_{3,4}, \ E_{2,4} \)

**Step 2.3** \( G^{2,3}_0 : E_{3,4} \)

In general, the construction starts as before with \( A = P/J \) and the jet algebra \( J_\infty(A) \). Then in Step 1.1 we construct a commutative algebra

\[
H_{1,1} := \mathbb{C}[E_{i,j} | 1 \leq i < j \leq n]/\mathcal{T}_{1,1},
\]

where \( \mathcal{T}_{1,1} \) is the kernel of the map from \( P \) to \( \text{gr}^{1,1}(J_\infty(A)) \), by sending \( E_{i,j} \) to its coset. In Step 1.2 we define

\[
H_{1,2} := \mathbb{C}[E_{i,j} | 1 \leq i < j \leq n]/\mathcal{T}_{1,2},
\]

where \( \mathcal{T}_{1,2} \) is the kernel of the map from \( P \) to \( \text{gr}^{1,2}(J_\infty(H_{1,1})) \). Next we move to Step 2.1, etc. until we construct \( \text{gr}^{n-2,n-1}(J_\infty(H_{n-2,n-2})) \) and \( \mathcal{T}_{n-2,n-2} \). As before we can prove that

\[
\mathcal{I} \subset \mathcal{T}_{n-2,n-1}.
\]

Then using exactly the same type of arguments as in Section 3.2, we can prove the following result.

**Proposition 3.6.** We have

\[
HS_q(J_\infty(A)) \leq HS_q(J_\infty(H)).
\]

Next we compute Hilbert series of the jet algebras \( J_\infty(B) \) and \( J_\infty(H) \).
Proposition 3.7. The Hilbert series of $J_\infty(B)$ is

$$
\sum_{m \in \mathbb{N}^{n(n-1)/2}} q^{B(m)} \prod_{1 \leq i < j \leq n} (q)_{a_{i,j}},
$$

and the Hilbert series of $J_\infty(H)$ is

$$
\sum_{m \in \mathbb{N}^{n(n-1)/2}} q^{B'(m)} \prod_{1 \leq i < j \leq n} (q)_{a_{i,j}},
$$

where quadratic forms $B(m)$ and $B'(m)$ are as in Theorem 1.1 (not to be confused with the algebra $B$).

Proof. First, we consider an integral lattice $L$ of rank $\frac{n(n-1)}{2}$ with a basis:

$$\alpha_{1,2}, \ldots, \alpha_{1,n}, \ldots, \alpha_{n-1,n}.$$ 

The symmetric bilinear form of this lattice is defined as:

- $1 \leq i_1 < j_1 \leq n$, $1 \leq i_2 < j_2 \leq n$, $1 \leq j_1 < j_2 \leq n$, $j_1 > i_2 + 1$,
- $1 \leq i_1 < j_1 \leq n$, $1 \leq i_2 < j_2 \leq n$, $1 \leq i_1 = i_2 \leq n$, $1 \leq j_1 < j_2 \leq n$,
- $1 \leq i_1 < j_1 \leq n$, $1 \leq i_2 < j_2 \leq n$, $1 \leq i_1 = j_2 \leq n$, $1 \leq i_2 < j_2 \leq n$,
- $i_1 + 1 = j_1$, $1 \leq i_2 \leq i_1 < i_1 + 1 < j_2 \leq n$,

$(\alpha_{i,j}, \alpha_{i,j}) = 2$ for all $\alpha_{i,j}$, and $(\alpha_{i_1,j_1}, \alpha_{i_2,j_2}) = 0$ otherwise. According to [Li20, Theorem 5.13], we have $J_\infty(B) \cong gr^F(W_L)$. It is known that the character of $W_L \subset V_L$ is given by (11) [MP12, Li20, Kaw15]. Thus, we proved the first identity. The second identity for $HS_q(J_\infty(H))$ follows along the same lines. \qed

Equipped with these explicit formulas, we reduced the problem of classical freeness of $W(\Lambda_0)$ to a statement about characters and Hilbert series.

4. Quantum dilogarithm

The quantum dilogarithm is an important infinite series/product defined as

$$\phi(x) := \prod_{i \geq 0} (1 - q^i x).$$

Using the binomial $q$-series identity we also have

$$\phi(x) = \sum_{n \geq 0} (-1)^n q^{\frac{n(n-1)}{2} x^n} (q)_n,$$

and therefore

$$\phi(-q^{-\frac{1}{2}} x) = \sum_{n \geq 0} q^{\frac{n^2 + n - 1}{2} x^n} (q)_n.$$

Let $x$ and $y$ be non-commutative variables such that $xy = qyx$.

Then the quantum dilogarithm satisfies an important pentagon identity of Faddeev and Kashaev [FK94],

$$\phi(y)\phi(x) = \phi(x)\phi(-yx)\phi(y).$$
This identity is widely used in the derivation of wall-crossing invariants.

4.1. Warm up: Proof of (3) using quantum dilogarithm. We first observe that the two sides are equal if and only if \( \text{Coeff}_{x^m y^n} \) agree. Comparing coefficients on both sides leads to

\[
q^m q^n q^{m_2 + n_2 - mn} = \sum_{n_1 + n_2 = m \atop n_2 + n_3 = n} q^{n_1^2 + n_2^2 + n_1 n_2 + n_2 n_3} (q)_{n_1} (q)_{n_2} (q)_{n_3},
\]

where, after letting \( n_1 = m - n_2 \) and \( n_3 = n - n_2 \), the right hand-side can be rewritten as

\[
\sum_{n_2 \geq 0} q^{(m-n_2)^2+(n-n_2)^2+n_2^2+(m-n_2) n_2+(n-n_2) n_2} (q)_{m-n_2} (q)_{n-n_2} (q)_{n_2}.
\]

After simplifying exponents on both sides we end up with an equivalent identity

\[
\frac{1}{(q)_m (q)_n} = \sum_{n_2 \geq 0} q^{(n-n_2)(m-n_2)} (q)_{m-n_2} (q)_{n-n_2} (q)_{n_2}.
\]

This famous identity appeared in a variety of situation and there are several different proofs in the literature [Zag07], [Lee12] (credited to Zwegers), [FK94], etc.

Using quantum pentagon identity (17) in a slightly different form

\[
\phi(-q^{1/2} y) \phi(-q^{1/2} x) = \phi(-q^{1/2} x) \phi(-q y x) \phi(-q^{1/2} y)
\]

together with Euler’s expansion we get

\[
\sum_{m,n \geq 0} q^{m^2 + n^2} y^m q^n (q)_m (q)_n = \sum_{n_1,n_2,n_3 \geq 0} q^{n_1^2 + n_2 (n_2 + 1) + n_3^2} x^{n_1} (yx)^{n_2} y^{n_3} (q)_{n_1} (q)_{n_2} (q)_{n_3}.
\]

Using easy-to-verify identities

\[
y^m x^n = x^n y^m q^{-mn}, (yx)^{n_2} = x^{n_2} y^{n_2} q^{-1/2 n_2 (n_2 + 1)}
\]

we can write

\[
\sum_{m,n \geq 0} q^{m^2 + n^2 - mn} x^m y^n (q)_m (q)_n = \sum_{n_1,n_2,n_3 \geq 0} q^{n_1^2 + n_2 n_1 + n_2 y^{n_2} + n_3} (q)_{n_1} (q)_{n_2} (q)_{n_3}.
\]

Extracting the term next to \( x^n y^m \) now gives (after letting \( n = n_1 + n_2 \) and \( m = n_2 + n_3 \))

\[
q^{m^2 + n_2^2 - mn} (q)_m (q)_n = \sum_{n_2 \geq 0} q^{(n-n_2)^2 + n_2 (m-n_2)^2} (q)_{n-n_2} (q)_{m-n_2} (q)_{n_2}
\]

which is clearly equivalent to identity (16). \(\square\)

In summary, the pentagonal identity for the quantum dilogarithm (18) is equivalent (according to our definition) to the character identity for the level one principal subspace of \( \mathfrak{sl}_3 \) (3).
4.2. General case. Let $x_i$, $1 \leq i \leq n-1$, be non-commutative variables. Assume that

$$x_i x_{i+1} = qx_{i+1}x_i,$$

and other pairs commute. Then

$$\phi(-\frac{q}{2}x_{n-1}) \cdots \phi(-\frac{q}{2}x_1) = \sum_{k_1, \ldots, k_{n-1} \geq 0} \frac{q^{k_2 + \cdots + k_{n-1}} - q^{-k_2 - \cdots - k_{n-2}k_{n-1}} x_1^{k_1} \cdots x_{n-1}^{k_{n-1}}}{(q)_{k_1} \cdots (q)_{k_{n-1}}}.$$ 

By definition we have two useful formulas:

$$\phi(-q^{\frac{j}{2}}x_{j-1}x_{j-2} \cdots x_i) = \sum_{m \geq 0} (-1)^m q^{\frac{m(m+1)}{2}} (\frac{-q^{\frac{j}{2}} x_{j-1} \cdots x_i}{(q)_m})^m$$

$$= \sum_{m \geq 0} q^{\frac{m^2}{2}} q^{\frac{m(m+1)}{2}} \frac{-q^{\frac{j}{2}} (x_{j-1} \cdots x_i)^m}{(q)_m},$$

$$\phi(-q^{\frac{j}{2}}x_{j-1} \cdots x_i)^m = q^{-(j-1)\frac{m(m+1)}{2}} x_i^m x_{i+1}^m \cdots x_{j-1}^m.$$ 

These two formulas combined together give us

$$\phi(-q^{\frac{j}{2}}x_{j-1}x_{j-2} \cdots x_i) = \sum_{m \geq 0} q^{\frac{(j-1)m^2}{2}} x_i^m x_{i+1}^m \cdots x_{j-1}^m.$$ 

Now for $\phi(-q^{\frac{j}{2}}x_{n-1}) \cdots \phi(-q^{\frac{j}{2}}x_1)$ and formula (17) we commute factors such that $\phi(-q^{\frac{j}{2}}x_i)$ is in front of $\phi(-q^{\frac{j}{2}}x_{i+1})$. Therefore, we get the quantum dilogarithmic identity (in this particular order!):

$$\phi(-q^{\frac{j}{2}}x_{n-1}) \cdots \phi(-q^{\frac{j}{2}}x_1)$$

$$= \phi(-q^{\frac{j}{2}}x_1)$$

$$\cdot \phi(-q x_2 x_1) \phi(-q^{\frac{j}{2}}x_2)$$

$$\cdots$$

$$\cdot \phi(-q^{\frac{n-3}{2}}x_{n-2} \cdots x_1) \phi(-q^{\frac{n-3}{2}}x_{n-2} \cdots x_2) \cdots \phi(-q^{\frac{j}{2}}x_{n-2})$$

$$\cdot \phi(-q^{\frac{n-2}{2}}x_{n-1} \cdots x_1) \phi(-q^{\frac{n-2}{2}}x_{n-1} \cdots x_2) \cdots \phi(-q x_{n-1} x_{n-2}) \phi(-q^{\frac{j}{2}}x_{n-1}).$$

We expand for each $j > i$:

$$\phi(-q^{\frac{j}{2}}x_{j-1}x_{j-2} \cdots x_i) = \sum_{m_{i,j} \geq 0} (-1)^{m_{i,j}} q^{\frac{m_{i,j}(m_{i,j}+1)}{2}} (\frac{-q^{\frac{j-i}{2}}x_{j-1}x_{j-2} \cdots x_i)^{m_{i,j}}}{(q)_{m_{i,j}}}.$$

This allows us to rewrite dilogarithmic identity (24) as an identity in (5):
\[
\sum_{\mathbf{m} \in \mathbb{N}_{\geq 0}^{(n-1)/2}} \frac{q^{C(\mathbf{m})} \cdot F}{\prod_{1 \leq i < j \leq n} (q) m_{i,j}^{k_{i,j}} \cdot \prod_{k=1}^{n-1} (q) k^{k_{k}} \cdot \prod_{1 \leq k < j \leq n} (q) k^{m_{k,j}}} = \sum_{k_1, \ldots, k_{n-1} \geq 0} \frac{k_1^2 + \cdots + k_{n-1}^2 - k_1 k_2 - \cdots - k_{n-2} k_{n-1} \cdot x_1^{k_1} \cdots x_{n-1}^{k_{n-1}}}{(q) k_1 \cdot \cdots \cdot (q) k_{n-1}},
\]

where
\[
C(\mathbf{m}) = \sum_{m_{i,j} \geq 0} \frac{(2 - (j - i)) m_{i,j}^2}{2}
\]

and
\[
F = (x_1^{m_{1,2}})(x_1^{m_{1,3}} x_2^{m_{1,3} + m_{2,3}}) \cdots (x_1^{m_{1,n-1}} x_2^{m_{1,n-1}} \cdots x_{n-1}^{m_{n-1,n}} x_{n-1}^{m_{n-1,n}}).
\]

An application of (19) to \( F \), we get
\[
F = q^{E(\mathbf{m})} x_1^{\lambda_1} \cdots x_n^{\lambda_n},
\]

where \( E(\mathbf{m}) \) is some quadratic form and
\[
\lambda_i = \sum_{1 \leq s \leq i} m_{s,i}. \]

For identities (1) and (26), we let
\[
m_{i, i+1} := k_i - \sum_{1 \leq i < j \leq n} m_{s,t} - \sum_{i+1 \leq s \leq n} m_{s,t} - \sum_{i \leq t < i+1} m_{s,t}.
\]

**Theorem 4.1.** The identity (1) and the quantum dilogarithm identity (24) are equivalent.

**Proof.** We will prove the statement by induction. We already proved that it holds for \( A_2 \) in the previous section (base case). Assume that quantum dilogarithm identity (24) and identity (1) are equivalent for \( A_{n-1} \).

Now we prove the equivalence for \( A_n \). In order to prove that, it suffices to show (with \( m_{i,i+1} \) as above) that

\[
C(\mathbf{m}) + E(\mathbf{m}) - \left( \frac{k_1^2}{2} + \cdots + \frac{k_{n-1}^2}{2} - k_1 k_2 - \cdots - k_{n-2} k_{n-1} \right) = B(\mathbf{m}) - \frac{1}{2} \mathbf{k} \mathbf{A} \mathbf{k}^\top.
\]

Letting \( m_{i,n+1} = 0 \) where \( 1 \leq i \leq n \), in the above equation gives our induction hypothesis. Therefore we need to show that both sides of (27) have the same terms which involve \( m_{i,n+1} \) \((1 \leq i \leq n)\). After expanding both sides of (27), it is easy to see the terms of the form \( k_i k_j \) \((j > i + 1)\) are absent on both sides, and the coefficients of the terms of the form \( k_i k_{i+1} \) equal 1 on both sides (so they cancel out). Similarly, terms of the form \( k_i^2 \) also cancel out.

We are left to analyze 6 possible types of terms involving \( m_{i,n+1} \):

**Type I:** \( m_{i_2,j_2+1} m_{i_1,n+1} \), where \( j_2 + 1 \leq i_1 - 1 \).

\[\begin{array}{cccccc}
\bullet & \cdots & \bullet & \bullet & \bullet & \bullet \\
& \bullet & \cdots & n+1 & \bullet \\
i_1 & i_1 & \cdots & i_1 & \cdots & i_1 \\
& \cdots & \cdots & \cdots & \cdots & \cdots \\
j_2 & \cdots & j_2+1
\end{array}\]
Type II: $m_{i_2, j_2 + 1} m_{i_1, n + 1}$, where $i_2 < i_1 \leq j_2 + 1 < n + 1$. 

Type III: $m_{i_2, j_2 + 1} m_{i_1, n + 1}$, where $i_1 \leq i_2 < j_2 + 1 < n + 1$, or $i_1 < i_2 < j_2 + 1 \leq n + 1$. 

Type IV: $k_i m_{i_1, n + 1}$, where $i_1 \geq i + 1$. 

Type V: $k_i m_{i_1, n + 1}$, where $n \geq i \geq i_1$. 

Type VI: $m_{i, n + 1}^2$, where $n \geq i$. 

Now we compare terms of each type on the left- and right-hand side of (27). We only provide a few details for the sake of brevity. First, on the left-hand side of (27), straightforward computations with powers of the $q$-series give the following coefficients: for terms of Type I and IV coefficients are zero as they are absent from the formula. Similarly, for all Type III terms coefficients are also zero. For Type V and VI the coefficients are $-1$ and 1, respectively. For Type II, we are interested in $q$-powers of $m_{i_2, j_2 + 1} m_{i_1, n + 1}$. Their contribution comes from two sources:

a. $q^{E(m)}$, obtained from rewriting the product of non-commutative variables

$$
\left( \prod_{s=i_2}^{j_2} x_s \right)^{m_{i_2, j_2 + 1} \cdots \left( \prod_{s=i_1}^{n} x_s \right)^{m_{i_1, n + 1} \cdots ,}
$$

in the form $x_1^{\lambda_1} \cdots x_n^{\lambda_n}$. This part contributes with $q^{-(j_2 - i_1) m_{i_1, n + 1} m_{i_2, j_2 + 1}}$.

b. $q^{C(m)}$, where we have

$$
\prod_{s=i_1}^{j_2} q^{m_{s,s+1}^2} = q^{(j_2 - i_1 + 1) m_{i_2, j_2 + 1} m_{i_1, n + 1} + \cdots .}
$$

Therefore, the overall coefficient of Type II terms (in the $q$-exponent) is $(j_2 - i_1 + 1) - (j_2 - i_1) = 1$.

Now we compute coefficients on the right-hand side of (27) for the same six types. Again, Type I terms are absent so their coefficients are zero. We list all possible ways, in which we get contribution of Type II terms:

a. $\sum_{s=i_1}^{j_2} m_{s,s+1}^2 = 2(j_2 - i_1 + 1) m_{i_2, j_2 + 1} m_{i_1, n + 1} + \cdots$,
b. 
\[
\left( \sum_{s=i_1}^{j_2} m_{s, s+1} \right) m_{i_1, n+1} = -(j_2 - i_1 + 1)m_{i_2, j_2+1}m_{i_1, n+1} + \cdots ,
\]

c. 
\[
\left( \sum_{s=i_1}^{j_2} m_{s, s+1} \right) m_{i_2, j_2+1} = -(j_2 - i_1 + 1)m_{i_2, j_2+1}m_{i_1, n+1} + \cdots ,
\]

d. 
\[
m_{i_2, j_2+1}m_{i_1, n+1}.
\]

Adding these up gives the coefficient of Type II to be 1. Along the same lines Type III and IV coefficients are zero, and Type V and VI coefficients are \(-1\) and 1, respectively.

From above argument, we see that both sides of (27) have the same terms which involve \(m_{i, n+1}\) \((1 \leq i \leq n)\). Therefore, two identities are equivalent by induction.

Next result is needed in Section 5 and can be proven as above. Let \(B'(m)\) be as in Theorem 1.1 in the introduction.

**Proposition 4.2.** For the case of \(A_n\), the coefficients of six types of terms in \(B'(m) - \frac{1}{2} kAk^\top\) are:

| Type | Coefficient | Condition |
|------|-------------|-----------|
| I    | 0           |           |
| II   | \(2(j_2 - i_1) + 1\) |           |
| III  | \(2(j_2 - i_2)\) |           |
| IV   | 0           | \(i = i_1, i = n\) |
| V    | -1          | \(i_1 < i < n\) |
| VI   | \(n-i\)    |           |

**Corollary 4.3.** Let \(W(\Lambda_0)\) be the principal subspace of the affine vertex algebra \(L_1(sl_n)\) as in Section 3. Then the Hilbert series of \(J_\infty(R_{W(\Lambda_0)})\) is given by

\[
\sum_{m \in \mathbb{N}^{(n-1)/2}} q^{B(m)} \prod_{1 \leq i < j \leq n} (q)_{n_{i,j}}.
\]

**Proof.** According to Proposition 3.4, Proposition 3.7 and Theorem 4.1, we know that (recall \(A = R_{W(\Lambda_0)}\))

\[
HS_q(J_\infty(R_{W(\Lambda_0)})) \leq \text{ch}[W(\Lambda_0)](q).
\]

Since there exists a grading preserving surjective homomorphism

\[
\psi : J_\infty(R_{W(\Lambda_0)}) \rightarrow gr^F(W(\Lambda_0)),
\]

we also have

\[
HS_q(J_\infty(R_{W(\Lambda_0)})) \geq \text{ch}[W(\Lambda_0)](q)
\]

and the assertion follows. \(\square\)
Finally, we can conclude:

**Corollary 4.4.** The principal subspace $W(\Lambda_0)$ of $L_1(\mathfrak{s}l_n)$ is classically free.

5. **q-identities from quiver representations**

In this part we discuss identity (2) from the perspective of quiver representations following [RWY18]. We will use notations and some formulas from [RWY18], including several basic facts about quiver representations. Indecomposable representations of the quiver $Q$ of type $A_{n-1}$ are in one-to-one correspondence with positive roots of $A_{n-1}$ enumerated by the segments: $[i, j]$, $1 \leq i \leq j \leq n - 1$.

**Theorem 5.1.** [RWY18, Corollary 1.5] Let $Q$ be a quiver of type $A_{n-1}$. Then for every $k = (k_1, \ldots, k_{n-1}) \in \mathbb{N}_{\geq 0}^{n-1}$ we have an identity

$$
\frac{1}{\prod_{i=1}^{n-1} (q)_{k_i}} = \sum_{\eta} q^{\text{codim}(\eta)} \prod_{1 \leq i \leq j \leq n-1} (q)_{m_{[i,j]}(\eta)}
$$

where summation is over all finite-dimensional representations $\eta$ (up to equivalence) of $Q$ such that $\dim(\eta) = k$, $\text{codim}(\eta)$ is the co-dimension of a certain orbit (see below for an explicit formula), and $m_{[i,j]}(\eta)$ indicates the multiplicity of $[i,j]$ in $\eta$.

Recall another result from [RWY18] for codimensions:

**Lemma 5.2.**

$$
\text{codim}(\eta) = \sum_{[I,J] \in \text{ConditionStrands}} m_I \cdot m_J,
$$

where

$$
\text{ConditionStrands} = \{ [I,J] : [I,J] \text{ satisfies conditions (1), (2) or (3)} \},
$$

where strand is a pair $I = [a,b]$, $1 \leq a \leq b \leq n-1$ (corresponding to indecomposable rep of $Q$) and

(1) $I = [w, x-1], J = [x, z]$, $w < x < z$, e.g.,

```
 x --- z
 w          x - 1
```

(2) $I = [w, y], J = [x, z]$, $w < x < y < z$ and the arrows $a_{x-1}$ and $a_y$ point in the same direction, e.g.,

```
 x --- y --- z
 w          y
```

(3) $I = [x, y], J = [w, z]$, $w < x < y < z$ and the arrows $a_{x-1}$ and $a_y$ point in different directions, e.g.,

```
 x --- y --- z
 w          y
```

w
For our purpose, we rewrite (28) as a family of identities in the shape of (5):

\[
(29) \quad \sum_{k=(k_1, \ldots, k_{n-1}) \in \mathbb{N}^{n-1}} \frac{x^k}{\prod_{i=1}^{n-1} (q)k_i} = \sum_\eta q^{\text{codim}(\eta)} x^{\text{dim}(\eta)} \prod_{1 \leq i < j \leq n-1} (q)m_{i,j}(\eta),
\]

and the summation is over all finite-dimensional representation \(\eta\) of \(A_{n-1}\) (up to isomorphism).

**Example 5.3 (\(\alpha_1\)).** Representation \(\eta\) of the \(A_2\) quiver of type \(\text{dim}(\eta) = (m,n)\) over complex numbers is given by \(\mathbb{C}^m \rightarrow \mathbb{C}^n\). Indecomposable representations are given by \([1,1] := \mathbb{C}_0 \rightarrow \mathbb{C}_0\), \([2,2] := \mathbb{C}_0 \rightarrow \mathbb{C}_0\), and \([1,2] := \mathbb{C}_0 \rightarrow \mathbb{C}_0\). Condition (1) is \([1,1],[2,2]\) and there are no pairs with conditions two and three. Therefore we have \(\text{codim}(\eta) = m_{[1,1]}(\eta) \cdot m_{[2,2]}(\eta)\), and we are summing over all representations \(\eta\) with \(\text{dim}(\eta) = k = (m,n)\). That means

\[
\frac{1}{(q)m_n} = \sum_{m_{[1,1]} \cdot m_{[2,2]} \geq 0} q^{m_{[1,1]} \cdot m_{[2,2]}} \frac{1}{(q)m_{[1,1]}(q)m_{[2,2]}(q)m_{[1,2]}},
\]

which is precisely formula (8) (we only have to rewrite \(m-n_2 = n_1\) and \(n-n_2 = n_3\), and use that summation variables are \(m_{[1,1]} = n_1, m_{[1,2]} = n_2\) and \(m_{[2,2]} = n_3\).

Then we can prove the following:

**Theorem 5.4.** The identities (29) and (2) are equivalent for \(n \geq 2\).

*Proof.* We have proved the equivalence for \(A_2\). We assume the edges of the \(A_n\) quiver are all oriented from left to right, i.e., \(\bullet - \cdots \bullet - \cdots \bullet\). Because of the orientation, there is no pair with condition (3) appearing in the formula for \(\text{codim}(\eta)\).

We will prove that these two \(q\)-series identities are equivalent using the induction on \(n\). Assume that (29) and (2) are equivalent for \(A_{n-1}\). For the case of \(A_n\), by identifying \(m_{[i,j]}\) with \(m_{i,j+1}\), and letting \(m_{i,i+1}\) (i.e. \(m_{[i,i]}\)) be

\[
k_i = \sum_{i+1 \leq \ell \leq n+1} m_{s,\ell} - \sum_{i+1 \leq \ell \leq n+1} m_{s,\ell} - \sum_{\ell = i+1} m_{s,\ell},
\]

it is enough to show that

\[
(30) \quad \text{codim}(\eta) = B'(m) - \frac{1}{2} \mathbf{k}A\mathbf{k}^T.
\]

It is clear that we have the same terms involving \(k_i k_j\) (\(1 \leq i \leq j \leq n\)) on both sides of (30). Note that we also have 6 types of terms that involve \(m_{[1,2]} m_{[1,1]} m_{[1,2]} + m_{[2,1]} m_{[1,1]} m_{[1,2]} + \cdots\).

- Terms in \(\text{codim}(\eta)\) that involve Type I term are the following:
  - \(m_{[2,1]} m_{[1,1]} m_{[1,2]} = -m_{[1,2]} m_{[1,1]} m_{[1,2]} + \cdots\).
b. \( m_{[i_1-1,i_1-1]}m_{[i_1,n]} = -m_{[i_2,i_1-1]}m_{[i_1,n]} + \cdots \)

c. \( m_{[i_1-1,i_1-1]}m_{[i_1,i_1]} = m_{[i_2,i_1-1]}m_{[i_1,n]} + \cdots \)

d. \( m_{[i_2,i_1-1]}m_{[i_1,n]} \).

Therefore, the coefficient of each Type I term is 0.

- We list all terms that involve Type II term as following:

\[
m_{[i_1-1,i_1-1]}m_{[i_1,i_1]} + \sum_{s=i_1}^{j_2-1} m_{[s,s]}m_{[s+1,s+1]} + m_{[j_2,j_2]}m_{[j_2+1,j_2+1]} = (2(j_2 - i_1) + 2)m_{[i_2,j_2]}m_{[i_1,n]} + \cdots ,
\]

b. \( m_{[i_1-1,i_1-1]}m_{[i_1,n]} = -m_{[i_2,j_2]}m_{[i_1,n]} + \cdots , \)

c. \( m_{[i_2,j_2]}m_{[j_2+1,j_2+1]} = -m_{[i_2,j_2]}m_{[i_1,n]} + \cdots , \)

d. \( m_{[i_2-1,i_2-1]}m_{[i_2,j_2]} = -m_{[i_2,j_2]}m_{[i_1,n]} + \cdots \).

Therefore, the coefficient of each Type II term is \( 2(j_2 - i_1) + 1 \).

- For Type III terms, we list all possible contributions from \( \text{codim}(\eta) \):

\[
m_{[i_2-1,i_2-1]}m_{[i_2,i_2]} + \sum_{s=i_2}^{j_2-1} m_{[s,s]}m_{[s+1,s+1]} + m_{[j_2,j_2]}m_{[j_2+1,j_2+1]} = (2(j_2 - i_2) + 2)m_{[i_2,j_2]}m_{[i_1,n]} + \cdots ,
\]

b. \( m_{[i_2,j_2]}m_{[j_2+1,j_2+1]} = -m_{[i_2,j_2]}m_{[i_1,n]} + \cdots , \)

c. \( m_{[i_2-1,i_2-1]}m_{[i_2,j_2]} = -m_{[i_2,j_2]}m_{[i_1,n]} + \cdots \).

Thus, the coefficient of each Type III term is \( 2(j_2 - i_2) \).

- For Type IV and Type V terms, we have

\[a. \text{ When } i_1 > i + 1, \text{ there is no term that involves } k_im_{[i_1,n]}.
\]

\[b. \text{ When } i_1 = i + 1, \text{ we have}
\]

\[m_{[i,i]}m_{[i_1,n]} + m_{[i,i]}m_{[i+1,i+1]} = 0(k_im_{[i_1,n]}) + \cdots .\]

\[c. \text{ When } i_1 = i, \text{ the only term that involves } k_im_{[i_1,n]} \text{ is}
\]

\[m_{[i,i]}m_{[i+1,i+1]} = -k_im_{[i_1,n]} + \cdots .\]

\[d. \text{ When } n > i > i_1, \text{ the following term involves } k_im_{[i_1,n]}:
\]

\[m_{[i-1,i-1]}m_{[i,i]} + m_{[i,i]}m_{[i+1,i+1]} = -2k_im_{[i_1,n]} + \cdots ;\]

\[e. \text{ When } i = n, \text{ the only term that involves with } k_im_{[i_1,n]} \text{ is}
\]

\[m_{[n-1,n-1]}m_{[n,n]} = -k_im_{[i_1,n]} + \cdots ;\]

- For Type VI term, we have

\[
\sum_{s=i}^{n-1} m_{[s,s]}m_{[s+1,s+1]} = (n - i)m^2_{[i,i]} + \cdots .
\]

So the coefficient of \( m^2_{[i,i]} \) is \( n - i \).
By induction hypothesis and Proposition 4.2, we see that,

$$B'(m) - \frac{1}{2}kAk^T = \text{codim}(\eta).$$

Thus, two $q$-series identities are equivalent. \qed

\textbf{Remark 5.5.} It was briefly mentioned in [RWY18] that Keller’s quantum dilogarithm identity for type $A$ quivers [Kel11] is closely related to Theorem 5.1. This section can be viewed as a precise clarification of that claim at least for one particular orientation of the quiver.

6. LEVEL ONE PRINCIPAL SUBSPACE OF $B_2$

In this and next section we consider principal subspaces of two level one representations of affine Lie algebras for which we have a well-known spinor realization. For more about level one spinor realization for $B_\ell^{(1)}$ and $D_\ell^{(1)}$ affine Kac-Moody Lie algebras we refer the reader to [FF85].

6.1. \textbf{Spinor representation of $B_\ell^{(1)}$.} Level one affine vertex algebra of type $B_\ell^{(1)}$, denoted by $L_1(\mathfrak{so}_{2\ell+1})$, has a spinor realization via $2\ell + 1$ fermions. We take

$$\mathcal{F}_\ell(Z + 1/2) := \Lambda(a_i(-1/2), a_i(-3/2), \cdots, a_i^*(-1/2), a_i^*(-3/2), \cdots; 1 \leq i \leq \ell)$$

and $\mathcal{F} = \Lambda(e(-1/2), e(-3/2), \cdots)$; here $\Lambda(\cdot)$ denotes the exterior algebra as in [FF85]. Then the even part of the vertex superalgebra

$$\mathcal{F}_\ell(Z + 1/2) \otimes \mathcal{F}$$

is isomorphic to the affine vertex algebra $L_1(\mathfrak{so}_{2\ell+1})$. It is easy to see from the realization that the principal subspace $W(\Lambda_0) \subset L_1(\mathfrak{so}_{2\ell+1})$ is strongly generated by the following fields

$$:a_i a_j : , \quad 1 \leq i < j \leq \ell \quad :a_i a_j^*: \quad 1 \leq i < j , \quad :a_i e : , \quad 1 \leq i \leq \ell.$$ 

Note that we have $\ell(\ell - 1)/2 + \ell(\ell - 1)/2 + \ell = \ell^2$ generators, the dimension of $\mathfrak{n}$. +

6.2. \textbf{Principal subspace of $L_1(\mathfrak{so}_5)$}. For $B_2^{(1)}$, the principal subspace $W(\Lambda_0)$ is generated by

$$:a_1 a_2 :, \quad :a_1 a_2^*: , \quad :a_1 e :, \quad :a_2 e :$$

corresponding to positive roots $\epsilon_1 + \epsilon_2, \epsilon_1 - \epsilon_2, \epsilon_1, \epsilon_2$, respectively. Its $C_2$-algebra, $R_{W(\Lambda_0)}$, is generated by $x_{\epsilon_1 + \epsilon_2}, x_{\epsilon_1 - \epsilon_2}, x_{\epsilon_2}, x_{\epsilon_1}$, and we have the following relations in $R_{W(\Lambda_0)}$:

$$x^2_{\epsilon_1 + \epsilon_2} = 0, \quad x^2_{\epsilon_1 - \epsilon_2} = 0, \quad x^2_{\epsilon_1} - x_{\epsilon_1 + \epsilon_2} x_{\epsilon_1 - \epsilon_2} = 0, \quad x_{\epsilon_2} x_{\epsilon_1 + \epsilon_2} = 0,$$

$$x_{\epsilon_1} x_{\epsilon_1 - \epsilon_2} = 0, \quad x_{\epsilon_1} x_{\epsilon_1 + \epsilon_2} = 0, \quad x^3_{\epsilon_2} = 0, \quad x^2_{\epsilon_2} x_{\epsilon_1} = 0.$$

We denote by $A$ the commutative algebra

$$\mathbb{C}[x_{\epsilon_1 + \epsilon_2}, x_{\epsilon_1 - \epsilon_2}, x_{\epsilon_2}, x_{\epsilon_1}].$$

$$\frac{\mathbb{C}[x_{\epsilon_1 + \epsilon_2}, x_{\epsilon_1 - \epsilon_2}, x_{\epsilon_2}, x_{\epsilon_1}]}{(x^2_{\epsilon_1 + \epsilon_2}, x^2_{\epsilon_1 - \epsilon_2}, x^2_{\epsilon_1} - x_{\epsilon_1 + \epsilon_2} x_{\epsilon_1 - \epsilon_2}, x_{\epsilon_2} x_{\epsilon_1 + \epsilon_2}, x_{\epsilon_1} x_{\epsilon_1 - \epsilon_2}, x_{\epsilon_1} x_{\epsilon_1 + \epsilon_2}, x^2_{\epsilon_2}, x^2_{\epsilon_2} x_{\epsilon_1}).}$$
6.3. **Character formula.** It is known that the character of the principal subspace of $L_1(\mathfrak{so}_3)$ is given by [But14]:

\begin{equation}
\text{ch}[W(\Lambda_0)] = \sum_{r_1, r_2, r_3 \geq 0} \frac{q^{r_1^2 + (r_2 + r_3)^2 + r_3^2 - r_1 (r_2 + 2r_3)}}{(q)_{r_1} (q)_{r_2} (q)_{r_3}}.
\end{equation}

This identity is more complicated because $x_{\alpha_1}(z) = 0$ but $x_{\alpha_2}(z) \neq 0$ for the short root $\alpha_1$. Observe that we do not need to impose $x_{\alpha_1} = 0$ as it follows from other relations.

Let us introduce a filtration, $G$, on $J_\infty(A)$ by letting $G_0$ be generated with $x_{\epsilon_i + \epsilon_2}, x_{\epsilon_i - \epsilon_2}$, and (for $s \geq 1$)

$$G_s = \text{span} \left\{ (x_n)_{(i)} | n \in \{\epsilon_1, \epsilon_2\}, \psi \in G_{s-1} \right\} + G_{s-1}. $$

Then we have the following lemma.

**Lemma 6.1.** The Hilbert series of the jet algebra of

\begin{equation}
B := \mathbb{C}[x_{\epsilon_1 + \epsilon_2}, x_{\epsilon_1 - \epsilon_2}, x_{\epsilon_2}, x_{\epsilon_1}]
\end{equation}

is greater than or equal to $HS_q(gr^G(J_\infty(A)))$.

**Proof.** Since both $J_\infty(B)$ and $gr^G(J_\infty(A))$ are generated by $x_{\epsilon_1 + \epsilon_2}, x_{\epsilon_1 - \epsilon_2}, x_{\epsilon_2}, x_{\epsilon_1}$, it is enough to show that the quotient relations of $J_\infty(B)$ also hold in $gr^G(J_\infty(A))$. Note

$$(x_{\epsilon_1 + \epsilon_2}, x_{\epsilon_1 - \epsilon_2}, x_{\epsilon_2}, x_{\epsilon_1 + \epsilon_2}, x_{\epsilon_1 - \epsilon_2}, x_{\epsilon_1 + \epsilon_2}, x_{\epsilon_2}, x_{\epsilon_1 + \epsilon_2}) \partial$$

are quotient relations of $gr^G(J_\infty(A))$. For the quotient relations of $J_\infty(A)$, $(x_{\epsilon_1}^2 - x_{\epsilon_1 + \epsilon_2} x_{\epsilon_1 - \epsilon_2}) \partial$, we have

$$(x_{\epsilon_1}^2) \partial \subset G_2 \setminus G_0,$$

while $$(x_{\epsilon_1 + \epsilon_2} x_{\epsilon_1 - \epsilon_2}) \partial \subset G_0.$$ Therefore, quotient relations, $(x_{\epsilon_1}^2 - x_{\epsilon_1 + \epsilon_2} x_{\epsilon_1 - \epsilon_2}) \partial$, in $J_\infty(A)$ give us $(x_{\epsilon_1}^2) \partial$ in $gr^G(J_\infty(A))$. The result follows.

**Proposition 6.2.** The Hilbert series of $J_\infty(B)$ is bounded from above by

$$\sum_{n_{1, n_{2, n_3, n_4, n_5} \geq 0}} \frac{q^{n_1^2 + n_2^2 + (n_3 + n_5)^2 + n_4^2 + n_5^2 + (2n_3 + n_5)n_1 + n_4(n_1 + n_2) + n_3 n_4}}{(q)_{n_1} (q)_{n_2} (q)_{n_3} (q)_{n_4} (q)_{n_5}},$$

in the sense that all q-coefficients of $HS_q(J_\infty(B))$ are less or equal to the corresponding q-coefficients of this q-series.

**Proof.** We will prove that $J_\infty(B)$ is spanned by a set of monomials whose character is given by the q-series in the statement. We first observe that we can filter $J_\infty(B)$ with the number of ”particles” of type $x_{\epsilon_2}$. In the zero component of the filtration we have the jet algebra with relations

$$(x_{\epsilon_1 + \epsilon_2}, x_{\epsilon_1 - \epsilon_2}, x_{\epsilon_2}, x_{\epsilon_1 + \epsilon_2}, x_{\epsilon_1 - \epsilon_2}, x_{\epsilon_1} x_{\epsilon_1 + \epsilon_2}) \partial$$

whose Hilbert series is given by [Li20]

$$\sum_{n_{1, n_{2, n_4} \geq 0}} \frac{q^{n_1^2 + n_2^2 + n_4^2 + n_2(n_1 + n_2)}}{(q)_{n_1} (q)_{n_2} (q)_{n_4}}.$$ 

Now we include $x_{\epsilon_2}$ generator and additional relations. It is known that the jet algebra of $\mathbb{C}[x_{\epsilon_2}]/(x_{\epsilon_2}^3)$ admits a combinatorial basis satisfying difference two at the
distance two condition as in Rogers-Selberg identities. Therefore, its Hilbert series is given by
\[
\sum_{n_3, n_5 \geq 0} \frac{q^{(n_3+n_5)^2+n_5^2}}{(q)_3(q)_5}.
\]
This formula can be also explained using jet schemes by letting \( a = x_{e_2}^2 \) and \( b = x_{e_2} \) and considering \( (ab, a - b^2, a^2 \partial) \). Since \( a \) is of degree two, we get contribution \( 2n_1^2 + 2n_3n_5 + n_5^2 \) in the exponent.

To finish the proof we have to analyze two additional relations and their contribution:
\[
x_{e_2}x_{e_1+e_2} = 0 \quad \text{and} \quad x_{e_2}^2x_{e_1} = 0.
\]
The first relation contributes with the boundary condition \((2n_3+n_5)n_1\) in the \(q\) exponent as \((2n_3+n_5)\) counts the power of \(x_{e_2}\) in \((x_{e_2}^2)^{n_3}x_{e_2}^{n_5}\) and we have relation \(x_{e_2}x_{e_1+e_2} = 0\) \((n_1\) summation variable corresponds to \(x_{e_1+e_2}\)). For the second relation, using \(x_{e_2}x_{e_1} \neq 0\) and \(x_{e_2}^2x_{e_1} = 0\), we get a spanning set of monomials involving \(a = x_{e_2}^2\) and \(x_{e_1}\) to be
\[
\{a(-n_1) \cdots a(-n_1)(x_{e_1}(m_1)) \cdots (x_{e_1}(m_1)) | j + 1 \leq n_1, n_s - n_s - 1 \geq 4, m_s - m_s - 1 \geq 2 \},
\]
where \(j + 1 \leq n_1\) (boundary condition), \(n_s - n_s - 1 \geq 4, m_s - m_s - 1 \geq 2\) (difference condition) are coming from \(x_{e_2}^2x_{e_1} = 0, x_{e_2}^2 = 0\) and \(x_{e_1}^2 = 0\), respectively. Then the character of the space spanned by these monomials is at most
\[
\sum_{n_3, n_4 \geq 0} \frac{q^{n_1^2+2n_3^2+n_3n_4}}{(q)_3(q)_4}.
\]
By combining these arguments together, we obtain the result. \(\square\)

Next formula was first discussed in [And81, formula (4.5)]:
\[
\sum_{r_1, r_2, r_3 \geq 0} \frac{q^{r_1^2+(r_2+r_3)^2+r_2^2-r_1(r_2+2r_3)}}{(q)_{r_1}(q)_{r_2}(q)_{r_3}} = \left(\sum_{r_1, r_2, r_3 \geq 0} \frac{q^{r_1^2+r_2^2+r_2^2+r_1(r_2+2r_3)}}{(q)_{r_1}(q)_{r_2}(q)_{r_3}}\right) \left(\sum_{n \geq 0} \frac{q^{n^2}}{(q)_n}\right) = \frac{(-q;q)_\infty(-q;q^2)_\infty}{(q,q^2;q^5)_\infty}.
\]
This formula, in particular implies an interesting relationship between character formulas of three different types of level one principal subspaces (to avoid confusion we added subscripts to indicate the underlying Lie algebra):
\[
\text{ch}[W_{B_2}(\Lambda_0)](\tau) = \text{ch}[W_{A_2}(\Lambda_0)](\tau) \cdot \text{ch}[W_{A_1}(\Lambda_0)](\tau).
\]
Our next result shows that the upper bound obtained in Proposition 6.2 is in fact the character.

**Theorem 6.3.** We have the identity
\[
\sum_{r_1, r_2, r_3 \geq 0} y_1^{r_1}y_2^{2r_2+r_3} \frac{q^{r_1^2+(r_2+r_3)^2+r_2^2-r_1(r_2+2r_3)}}{(q)_{r_1}(q)_{r_2}(q)_{r_3}} = \sum_{n_1, n_2, n_3, n_4, n_5 \geq 0} y_1^{n_1+n_2+n_4}y_2^{n_1+2n_3+n_4+n_5} \frac{q^{n_1^2+n_2^2+(n_3+n_5)^2+n_3^2+n_5^2+(2n_3+n_5)(n_1+n_4)+n_1(n_1+n_2)+n_3n_4}}{(q)_{n_1}(q)_{n_2}(q)_{n_3}(q)_{n_4}(q)_{n_5}}.
\]
Proof. We first prove the identity specialized at $y_1 = y_2 = 1$. We recall a formula from [And81, Lemma 1] (attributed to Askey):

$$\sum_{n_1, \ldots, n_r \geq 0, m_1, \ldots, m_s \geq 0} \frac{q^{Q_1(n_1, \ldots, n_r)} + Q_2(m_1, \ldots, m_s) + m_1n_1}{(q)_{n_1} \cdots (q)_{n_r} (q)_{m_1} \cdots (q)_{m_s}} = \left( \sum_{n_1, \ldots, n_r \geq 0} \frac{q^{Q_1(n_1, \ldots, n_r)}}{(q)_{n_1} \cdots (q)_{n_r}} \right) \left( \sum_{m_1, \ldots, m_s \geq 0} \frac{q^{Q_2(m_1, \ldots, m_s)}}{(q)_{m_1} \cdots (q)_{m_s}} \right),$$

where $Q_1$ and $Q_2$ are quadratic forms. Specialize now, with a more convenient choice of indices, $Q_1(n_1, n_4, n_2) = n_1^2 + n_2^2 + n_3^2 + (n_3 + n_5)1 + n_4(n_1 + n_2) + n_3n_4$ together with (33) now gives the specialized formula. To prove the formula with charge variables $y_1$ and $y_2$ it is sufficient to observe that our argument in Proposition 6.2 is also valid with the charge variables. This means that the left-hand side in (35) is less than or equal the right-hand side for any coefficient $y_1^m y_2^n$. Since these expressions are equal when $y_1 = y_2 = 1$, all coefficients $y_1^m y_2^n$ must be equal on both sides so we have the claimed relation.

Corollary 6.4. The $C_2$-algebra of the principal subspace of $L_1(\mathfrak{so}_5)$, $R(W(\Lambda_0))$, is isomorphic to $A$, and the principal subspace $W(\Lambda_0)$ is classically free.

Proof. As in Section 6.3 we can use the same filtration $G$ on $J_\infty(R_W(\Lambda_0))$. Then using the surjectivity of $\psi$ and previous discussion we have

$$\text{ch}[W(\Lambda_0)](q) \leq HS_q(J_\infty(R_W(\Lambda_0))) = HS_q(gr^G(J_\infty(R_W(\Lambda_0)))) \leq HS_q(gr^G(J_\infty(A)).$$

Also from Lemma 6.1, we get

$$HS_q(gr^G(J_\infty(A)) \leq HS_q(J_\infty(B)) = \text{ch}[W(\Lambda_0)],$$

where in the last equation we use Theorem 6.3 (specialized at $y_1 = y_2 = 1$). By combining these inequalities we get that the character and all intermediate Hilbert series of jet algebras are equal, therefore, $\text{ch}[W(\Lambda_0)](q) = HS_q(J_\infty(R_W(\Lambda_0)))$ and $\psi$ is injective.

7. Level One Principal Subspace of $D_4$

7.1. Spinor representation of $D_4^{(1)}$. Level one affine vertex algebra $L_1(\mathfrak{so}_{2\ell})$ has a spinor realization via $2\ell$ fermions [FF85]. We take

$$F_\ell(Z + 1/2) := \Lambda(a_1(-1/2), a_1(-3/2), \ldots, a_\ell(-1/2), a_\ell(-3/2), \ldots; 1 \leq i \leq \ell).$$

Then the even part of

$$F_\ell(Z + 1/2)$$

is isomorphic to $D_4^{(1)}$-module $L_{2\ell}(\Lambda_0)$, denoted by $L_1(\mathfrak{so}_{2\ell})$ when viewed as a vertex algebra. The principal subspace $W(\Lambda_0) \subset L_1(\mathfrak{so}_{2\ell})$ is strongly generated by

$$a_i a_j ; \quad 1 \leq i < j \leq \ell \quad \text{and} \quad a_i^* a_j^* ; \quad 1 \leq i < j \leq \ell,$$

all together $\ell(\ell - 1) = \ell^2 - \ell$ root vectors.
For $D_4^{(1)}$, the principal subspace is generated by

\[ a_i a_j : a_i a_j^* : (1 \leq i < j \leq 4), \]

corresponding to $\epsilon_i + \epsilon_j, \epsilon_i - \epsilon_j$, respectively. And its $C_2$-algebra, $R_{W(\Lambda_0)}$, is generated by $x_{\epsilon_i + \epsilon_j}, x_{\epsilon_i - \epsilon_j}$ ($1 \leq i < j \leq 4$), which we denote by $W_{ij}$ and $V_{ij}$, respectively. And we have the following relations in $R_{W(\Lambda_0)}$:

\[
\begin{align*}
W_{12} W_{23} &= W_{12} W_{24}, \quad W_{13} W_{34} = W_{23} W_{34}, \quad W_{14} W_{13}, \quad W_{12} W_{13}, \quad W_{12} W_{14}, \\
W_{23} W_{24} &= W_{23} W_{24}, \quad W_{24} W_{23} = W_{34} W_{34}, \quad W_{13} W_{23}, \quad W_{14} W_{24}, \quad W_{14} W_{34}, \\
W_{24} W_{34} &= W_{13} W_{24} = W_{13} W_{14} = W_{12} W_{34}, \quad W_{12} V_{24}, \quad W_{12} V_{24}, \quad W_{13} V_{34}, \\
W_{23} V_{34} &= W_{12} V_{13}, \quad W_{13} V_{12}, \quad W_{12} V_{14}, \quad W_{14} V_{12}, \quad W_{25} V_{24}, W_{24} V_{23}, \\
W_{13} V_{14} &= W_{14} V_{13}, \quad W_{12} V_{12} = W_{13} V_{13} = W_{14} V_{14}, \quad W_{23} W_{23} = W_{24} W_{24}, \\
-W_{13} V_{24} &= W_{23} V_{14} = W_{12} V_{34}, \quad -W_{14} V_{23} = W_{24} V_{13}, \quad V_{12} V_{12}, \quad V_{12} V_{13}, \quad V_{12} V_{14}, \\
V_{23} V_{23} &= V_{23} V_{24}, \quad V_{24} V_{24}, \quad V_{24} V_{34}, \quad V_{13} V_{23}, \quad V_{14} V_{23}, \quad V_{14} V_{34}, \quad V_{24} V_{34}, \\
-W_{13} V_{24} &= V_{23} V_{14}, \quad W_{13} V_{23} + W_{23} V_{13} = W_{23} V_{14} + W_{14} V_{24}.
\end{align*}
\]

We denote by $D$ the algebra $\mathbb{C}[W_{ij}, V_{ij} | 1 \leq i < j \leq 4]/I$, where $I$ is generated by above quadratic relations. We expect that the algebra $D$ is the $C_2$-algebra of $R_{W(\Lambda_0)}$.

### 7.2. Jet algebra and quantum dilogarithm

We first assume

\[ x_1 x_2 = qx_2 x_1, \quad x_2 x_3 = qx_3 x_2, \quad x_2 x_4 = qx_4 x_2. \]

Then by using properties of quantum dilogarithm we have

\[
\begin{align*}
\phi(-q^{\frac{1}{2}} x_1)^\phi(-q^{\frac{1}{2}} x_2)^\phi(-q^{\frac{1}{2}} x_2)^\phi(-q^{\frac{1}{2}} x_1) \\
= \phi(-q^{\frac{1}{2}} x_1)^\phi(-q x_2 x_1)^\phi(-q^{\frac{1}{2}} x_3 x_2 x_1)^\phi(-q^{\frac{1}{2}} x_1)^\phi(-q^{\frac{1}{2}} x_3 x_2 x_1)^\phi(-q^{\frac{1}{2}} x_1)^\phi(-q^{\frac{1}{2}} x_3 x_2 x_1)^\phi(-q^{\frac{1}{2}} x_1)^\phi(-q^{\frac{1}{2}} x_3 x_2 x_1)^\phi(-q^{\frac{1}{2}} x_1) \\
\phi(-q^{\frac{1}{2}} x_1)^\phi(-q x_2 x_1)^\phi(-q x_4 x_2)^\phi(-q x_3 x_2)^\phi(-q^{\frac{1}{2}} x_1)^\phi(-q^{\frac{1}{2}} x_3 x_2 x_1)^\phi(-q^{\frac{1}{2}} x_1)^\phi(-q^{\frac{1}{2}} x_3 x_2 x_1)^\phi(-q^{\frac{1}{2}} x_1) \\
\phi(-q^{\frac{1}{2}} x_1)^\phi(-q x_2 x_1)^\phi(-q x_4 x_2)^\phi(-q x_3 x_2)^\phi(-q^{\frac{1}{2}} x_1)^\phi(-q^{\frac{1}{2}} x_3 x_2 x_1)^\phi(-q^{\frac{1}{2}} x_1)^\phi(-q^{\frac{1}{2}} x_3 x_2 x_1)^\phi(-q^{\frac{1}{2}} x_1) \\
\phi(-q^{\frac{1}{2}} x_1)^\phi(-q x_2 x_1)^\phi(-q x_4 x_2)^\phi(-q x_3 x_2)^\phi(-q^{\frac{1}{2}} x_1)^\phi(-q^{\frac{1}{2}} x_3 x_2 x_1)^\phi(-q^{\frac{1}{2}} x_1)^\phi(-q^{\frac{1}{2}} x_3 x_2 x_1)^\phi(-q^{\frac{1}{2}} x_1).
\end{align*}
\]

It is equivalent with

\[
\sum_{(m,n) \in \mathbb{N}^{12}} q^{B(m,n) x_1^{\lambda_1} x_2^{\lambda_2} x_3^{\lambda_3} x_4^{\lambda_4}} \prod_{1 \leq i < j \leq n} (q^{m_{ij}} q^{n_{ij}}) = \sum_{k \in (k_1, k_2, k_3, k_4) \in \mathbb{N}^4} q^{\frac{1}{2} k^T D k} x_1^{k_1} x_2^{k_2} x_3^{k_3} x_4^{k_4},
\]

where

- $D$ is the Cartan matrix of type $D_4$,
- $(m,n) = (m_{ij}, n_{ij} | 1 \leq i < j \leq n)$,
- $\lambda_1 = m_{12} + m_{13} + m_{14} + n_{14} + n_{13} + n_{12}$,
- $\lambda_2 = m_{23} + m_{14} + m_{13} + m_{24} + n_{24} + n_{23} + n_{13} + 2n_{12} + n_{14}$,
- $\lambda_3 = m_{34} + m_{14} + m_{24} + n_{23} + n_{13} + n_{12}$,
- $\lambda_4 = n_{34} + n_{14} + n_{24} + n_{23} + n_{13} + n_{12}$,
\[ B(m, n) = m_{12}^2 + m_{12}n_{13} + m_{12}m_{14} + m_{12}n_{12} + m_{12}n_{13} + m_{12}n_{14} + m_{13}^2 \\
+ m_{13}m_{14} + m_{13}m_{23} + m_{13}m_{24} + 2m_{13}n_{12} + m_{13}n_{13} + m_{13}n_{14} \\
+ m_{13}n_{23} + m_{13}n_{24} + m_{14}^2 + m_{14}m_{24} + m_{14}m_{34} + m_{14}n_{12} + m_{14}n_{13} \\
+ m_{14}n_{23} + m_{14}n_{24} + m_{23}n_{12} + m_{23}n_{23} + m_{23}n_{24} + m_{24}^2 \\
+ m_{24}m_{34} + m_{24}n_{12} + m_{24}n_{23} + m_{24}n_{24} + m_{34}^2 + m_{34}n_{12} + m_{34}n_{13} + m_{34}n_{23} \\
+ n_{12}^2 + n_{12}n_{13} + n_{12}n_{14} + 2n_{12}n_{23} + n_{12}n_{24} + n_{12}n_{34} + n_{13}^2 \\
+ n_{13}n_{14} + n_{13}n_{23} + n_{13}n_{34} + n_{14}^2 + n_{14}n_{23} + n_{14}n_{24} + n_{14}n_{34} + n_{23}^2 \\
+ n_{23}n_{24} + n_{23}n_{34} + n_{24}^2 + n_{24}n_{34} + n_{34}^2. \]

Note the right-hand side of above identity is the character of the principal subspace of \( L_1(\mathfrak{so}_8) \). Then we have:

**Proposition 7.1.** The following two statements are equivalent:

i The Hilbert series of \( J_\infty(R_{W(\Lambda_0)}) \) equals

\[ \sum_{(m, n) \in \mathbb{N}^2} q^{B(m, n)} \prod_{1 \leq i < j \leq n} (q)_{m_{ij}}(q)_{n_{ij}}. \]

ii The principal subspace \( W(\Lambda_0) \) of \( L_1(\mathfrak{so}_8) \) is classically free.

**Remark 7.2.** For algebra \( D \), we can choose filtration \( G^1 \) and \( G^2 \) by letting \( G^1_0 \) and \( G^2_0 \) be generated with \( \{V_{23}, V_{24}\} \) and \( \{V_{14}, W_{24}\} \), respectively. And let

\[ G^1_s = \text{span} \{ (W_{ij})(n)v, (V_{ij})(n)v | n \leq 1, V_{ij} \neq V_{23}, \text{ or } V_{24}, v \in G^1_{s-1} \} + G^1_{s-1}, \]

and

\[ G^2_s = \text{span} \{ (W_{ij})(n)v, (V_{ij})(n)v | n \leq 1, V_{ij} \neq V_{14}, W_{ij} \neq W_{24}, v \in G^2_{s-1} \} + G^2_{s-1}. \]

Then following the similar argument in Proposition 3.4, it is not hard to see that \( HS_q(J_\infty(D)) \) is less than or equal to

\[ \sum_{(m, n) \in \mathbb{N}^2} q^{B'(m, n)} \prod_{1 \leq i < j \leq n} (q)_{m_{ij}}(q)_{n_{ij}}, \]

where \( B'(m, n) \) differs from \( B(m, n) \) by \( n_{12}n_{23} \) and \( n_{12}m_{13} \), i.e.,

\[ B(m, n) - B'(m, n) = n_{12}n_{23} + n_{12}m_{13}. \]

The method we have used to prove the classically freeness in the case of \( \mathfrak{sl}_n \) fails here, since the "filtration procedure" does not give us a satisfactory upper bound of \( HS_q(J_\infty(D)) \).

In [FL10], a characterization of the \( C_2 \)-algebra of the affine vertex algebra of type \( C \) at non-negative integer level \( k \) was given. For orthogonal series, a certain quotient of the \( C_2 \)-algebra of the affine vertex algebra of type \( D \) at non-negative level was also determined. We hope to use their results to further investigate the freeness of the affine vertex algebra of type \( C \) and \( D \) in the future.
In this part we consider the principal subspace $W(\Lambda_0)$ associated to the exceptional Lie algebra of type $G_2$. We denote the root system of type $G_2$ by $\Delta$ and let $\Delta_+ = \{\alpha_1, \alpha_2, \alpha_1 + \alpha_2, \alpha_1 + 2\alpha_2, \alpha_1 + 3\alpha_2, 2\alpha_1 + 3\alpha_2\}$ be the set of positive roots.

In our computations, we choose a specific realization of the exceptional Lie algebra $\mathfrak{g}_2$ where the root vectors $x_\alpha, \alpha \in \Delta$ are chosen as in [Hes19]. Then as before we consider $n = \text{Span}\{x_\alpha : \alpha \in \Delta_+\}$ and construct the principal subspace vertex algebra $W(\Lambda_0) \subset L_1(\mathfrak{g}_2)$. Let

$$x := x_{\alpha_1}, \ y := x_{\alpha_1 + 3\alpha_2}, \ z := x_{2\alpha_1 + 3\alpha_2}, \ r := x_{\alpha_2}, \ s := x_{\alpha_1 + \alpha_2}, \ v := x_{\alpha_1 + 2\alpha_2},$$

viewed now as elements $R_{W(\Lambda_0)}$. Then we have the following relations in $R_{W(\Lambda_0)}$ (and also in $R_{L(\Lambda_0)}$), which follow by straightforward computation:

$$x^2 = 0, \ y^2 = 0, \ z^2 = 0, \ y z = 0, \ z v = 0, \ y v = 0, \ 2 y s + v^2 = 0, \ y r = 0, \ s^2 - 2x v = 0,$$

$$x s = 0, \ 4 z r - 2 v^2 = 0, \ z s = 0, \ x z = 0, \ -x y + s v = 0, \ r^4 = 0,$$

$$s v^2 = 0, \ r^2 v = 0, \ r^3 s = 0$$

Denote by $I \subset \mathbb{C}[x, y, z, r, s, v]$ the ideal generated by the left-hand sides of the relations above. Then we expect that

$$J_\infty(R_{W(\Lambda_0)}) \cong J_\infty(\mathbb{C}[x, y, z, r, s, v]/I) \cong \text{gr}(W(\Lambda_0)).$$

These isomorphisms imply:

**Conjecture 8.1.** We have an equality of $q$-series

$$HS_q(J_{R_{W(\Lambda_0)}}) = \text{ch}[W(\Lambda_0)].$$

In particular, $W(\Lambda_0)$ is classically free.

We verified the conjecture modulo $O(q^5)$ using Macaulay2.
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