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Abstract—Domain adaptation (DA) approaches address domain shift and enable networks to be applied to different scenarios. Although various image DA approaches have been proposed in recent years, there is limited research toward video DA. This is partly due to the complexity in adapting the different modalities of features in videos, which includes the correlation features extracted as long-range dependencies of pixels across spatiotemporal dimensions. The correlation features are highly associated with action classes and proven their effectiveness in accurate video feature extraction through the supervised action recognition task. Yet correlation features of the same action would differ across domains due to domain shift. Therefore, we propose a novel adversarial correlation adaptation network (ACAN) to align action videos by aligning pixel correlations. ACAN aims to minimize the distribution of correlation information, termed as pixel correlation discrepancy (PCD). Additionally, video DA research is also limited by the lack of cross-domain video datasets with larger domain shifts. We, therefore, introduce a novel HMDB-ARID dataset with a larger domain shift caused by a larger statistical difference between domains. This dataset is built in an effort to leverage current datasets for dark video classification. Empirical results demonstrate the state-of-the-art performance of our proposed ACAN for both existing and the new video DA datasets.

Index Terms—Action recognition, adversarial, correlation, dark videos, domain adaptation (DA).

I. INTRODUCTION

ACTION recognition has long been studied thanks to its applications in various fields. Despite achieving promising results, most research assumes that the distribution of the test data is in line with that of the train data. Meanwhile, due to the high cost of annotating videos, it is desirable if networks trained in one domain could be directly applied to another. However, significant decrease in performances is observed when networks are applied to cross-domain scenarios. To alleviate the impact of domain shift, studies have been conducted on unsupervised domain adaptation (UDA), which aims to leverage data from the labeled source domain to boost performance on the unlabeled target domain [1], [2]. Previously, UDA has been mostly explored on image-based tasks, such as image recognition [3], [4], [5], object detection [6], [7], [8], and person re-identification [9], [10].

Comparatively, there is limited research toward applying DA methods to videos for tasks such as action recognition. This is mainly due to the fact that videos contain data with more modalities, which complicates the adaptation process. Earlier works use the same adaptation strategies as that for image DA while utilizing 3-D convolutional neural networks (3D-CNNs) instead of 2-D CNNs (2D-CNNs) for feature extraction. However, these works produce inferior results due to the fact that the simple strategy of substituting feature extractor ignores the different characteristic between spatial and temporal features. Current improvements in DA methods for video tasks focus on improving alignment along the temporal direction. Such improvements are in line with the additional temporal information provided in videos compared to images. They are achieved mainly through applying attention mechanisms to features of video segments sampled across the temporal direction [11], [12]. Alternatively, auxiliary tasks such as clip order prediction [13] are utilized to extract robust temporal representation [14].

Intuitively, the correlation features in videos in the form of long-range spatiotemporal pixel dependencies are highly associated with an action. In supervised action recognition, such correlation features have been recently exploited to aid the extraction of accurate video features. One significant example is the nonlocal neural network [15], inspired by the nonlocal mean operation for image denoising [16], [17]. The spatiotemporal features are constructed by extracting correlation features, obtained by performing self-attention [18], [19], [20]. The correlation features have brought significant increase in network performance compared to utilizing temporal features only [15], [21], [22], [23], [24]. This is thanks to the fact that...
temporal features only correlate to local pixel dependencies, while long-range dependencies are captured by correlation features. However, correlation features of the same action could be very different, as depicted in Fig. 1. The same action “Push” sampled from two different datasets results in distinct correlation information. Given the close relation between correlation features and the action, it is therefore reasonable to not only align spatial and temporal features alone but also to align correlation features. We therefore propose an adversarial correlation adaptation network (ACAN) that aligns correlation features in an adversarial manner.

For an action within a domain, its correlation features, and the embedded correlation information, would be similar, thanks to the similar appearance and postures of the actors. Yet outliers may be presented in each domain, which may impact the transferability of the network. To cope with such impact, we propose that the joint distribution of correlation information should be aligned. We believe that such a joint distribution of correlation information could be computed as the covariance of the correlation information [25], implemented as its corresponding Gram matrix [26], [27]. Therefore, aligning the correlation features of two domains is interpreted as minimizing the difference between the Gram matrices of the correlation information. While direct minimization of the Gram matrix difference could come at a price of decreasing network discriminability and high-computational cost, we propose to minimize the pixel correlation discrepancy (PCD).

Besides the complexity of the process of video data, the lack of research in DA methods for action recognition and other video-based tasks are also partly due to the lack of sufficient and meaningful cross-domain video datasets. Apart from current video DA datasets, we proposed a new HMDB-ARID dataset from HMDB51 [28] and a recent dark video dataset, ARID [29]. The different illumination conditions of videos in HMDB51 and ARID causes larger domain shift, making the HMDB-ARID dataset more challenging.

Our main contributions are summarized as follows.

1) We proposed a novel ACAN network for domain adaptation (DA) in action recognition by aligning correlation features in the form of long-range spatiotemporal dependencies across domains, which has not been explored by prior works.

2) We further improve the effectiveness of correlation alignment by aligning the joint distribution of correlation information of different domains through minimizing PCD.

3) We introduce a more challenging video DA dataset: the HMDB-ARID dataset. To our knowledge, this is the first video DA dataset that includes videos shot under different illumination, which possess larger domain shift than current video DA datasets.

4) We perform extensive experiments, whose results demonstrate the effectiveness of our proposed method, achieving the state-of-the-art performance across multiple current and novel video DA datasets.

The rest of this article is organized as follows: related works of unsupervised domain-adaptation in video-based tasks, such as action recognition are discussed in Section II. In Section III, we introduce our proposed ACAN with the process of minimizing PCD thoroughly. Further, in Section IV, we introduce our proposed HMDB-ARID dataset in detail. After that, we present and analyze the experimental results of our proposed ACAN on previous and our novel video DA datasets, with a thorough ablation study on the design of ACAN in Section V. Finally, we conclude the article and propose our future work in Section VI.

II. Related Works

A. Action Recognition

Action recognition has shown great progress with the use of CNNs for extracting accurate video features and representations. There exist mainly two branches of work. One of which utilizes the two-stream structure [30], [31], [32], [33], [34], [35], [36], extracting video features through CNNs from both optical flow and RGB inputs. The other path utilizes the 3D-CNN structure [37], [38], [39], [40], [41], [42], [43] to extract video features by extracting spatial and temporal features jointly with only RGB inputs. This path has made further progress by introducing separable CNN [44], [45], improving the efficiency of video feature extraction.

More recently, correlation features in the form of long-range spatiotemporal dependencies have been exploited for further improvements in action recognition. One significant example of which is inspired by the nonlocal means for image filtering task [16], termed the nonlocal block [15], and is introduced with the nonlocal neural network for capturing correlation between spatiotemporal pixels. Works as in [21], [46], and [47] also improve video feature extraction using the same idea, but utilizing different methods such as attention [21], [46] or relation modules [47]. Despite the great progress made in...
action recognition, most models rely on the target supervised data for fine-tuning on the target dataset, and thus could not be applied to different domains or scenarios without sufficient labels or annotations. To this end, unsupervised DA helps improve the transferability of models so that they could be applied without access to target labels during training.

B. Unsupervised Domain Adaptation

In recent years, there has been a rise of research interest in DA, which aims to distill shared knowledge across domains and improve the transferability of models. In our work, we focus on UDA, when labeled target data are not available. With the success of generative adversarial network (GAN) [48], [49], researchers have proposed to construct adversarial loss [3] for DA. Various adversarial-based DA methods [3], [4], [50], [51], [52] have been proposed for a wide range of image-based tasks, such as image recognition [4], [5], [53], [54], object detection [6], [7], [55], semantic segmentation [56], [57], [58], [59], and person re-identification [9], [10], [60], [61].

Despite the progress in UDA for image-based tasks, there have been few works on UDA for video-based tasks (VUDA), such as action recognition [11], [12], [14], [62] and action segmentation [63]. Compared to direct integration of UDA approaches to videos through a simple change of feature extractor, most of these works adapt temporal features more effectively. However, temporal features only correlate to local pixel dependencies. Meanwhile, none of them have explored the alignment of correlation features that correlate to long-range pixel dependencies, which are highly associated with actions and have proven its effectiveness in supervised tasks, yet may be very different across different domains. We therefore propose to align correlation information for better video feature alignment.

III. Method

In video UDA, we are given a source domain with $N_s$ labeled videos $D_s = \{(V_i^s, y_i^s)\}_{i=1}^{N_s}$, and a target domain with $N_t$ unlabeled videos $D_t = \{V_i^t\}_{i=1}^{N_t}$. The source and target domains are characterized by two underlying probability distributions $p_s$ and $p_t$, respectively. The goal of video UDA is to construct a network capable of learning transferable features and minimizing a target classification risk.

Current video DA approaches still rely on aligning only spatial and/or temporal features which correlate local pixel dependencies and fail to align correlation features which correlate long-range pixel dependencies. To cope with this challenge, we propose an adversarial correlation alignment network (ACAN) to align cross-domain correlation features in an adversarial manner. We further introduce the PCD, motivated by the theoretical results in style transfer. We begin this section by presenting the base architecture of ACAN, denoted as ACAN-base, followed by an illustration on the minimization of PCD.

A. Base Architecture

Fig. 2 presents the base architecture of our proposed ACAN, illustrated as ACAN-Base. During training, given a source and target video pair $(V_i^s, V_i^t)$, the source and target video features $f_i^s, f_i^t$ are obtained through a shared 3D-CNN encoder $G_f(\cdot; \theta_f)$. To ensure that both the shared encoder is applicable on both the source and target data, the input source and target videos share the same spatial and temporal dimensions. This is achieved by sampling sequentially the same number of frames from both source and target videos, while each frame is resized and cropped directly. Meanwhile, the high-level source and target video feature $f_i^{hs}, f_i^{ht}$ are extracted from a deeper layer of $G_f(\cdot; \theta_f)$ (e.g., conv4 layer). The high-level video features are processed by a shared correlation extraction module $G_c$, where the correlation features of the input videos are extracted. The results are the source and target pixel correlation matrices $M_i^s, M_i^t$ as well as the source and target correlation feature vectors $f_{ct}^s, f_{ct}^t$. $G_c(\cdot; \theta_c)$ is built based on the nonlocal operation [15], which extracts the correlation features as long-range dependencies between spatiotemporal pixels. To preserve both local and long-range spatiotemporal

Fig. 2. Overview of the structure of ACAN. We first generate video features with a shared 3D-CNN encoder for both source and target domain videos with the same spatial and temporal dimensions. Source and target correlation feature vectors are obtained through high-level video features, extracted from a deeper layer of the encoder. An adversarial domain loss is applied to both the video features and the correlation feature vectors for aligning the video features and correlation feature vectors. Further, aligning the joint correlation information distribution requires the alignment of the Gram matrices constructed from the pixel correlation matrices (PCM). To achieve this, we further introduce the PCD. Figure best viewed in color and zoomed in.
pixel dependencies, the source correlation feature vector and video feature \( f^s_{c, s} \), \( f^t_{c, s} \) are concatenated to form the overall feature representation of source video \( V^s_i \), which would be input to a classifier \( G_y \) for action predictions. The action class prediction loss \( L_y \) is computed with respect to the predictions from \( G_y \), formulated as

\[
L_y = \frac{1}{N_t} \sum_{i=1}^{N_t} L_y \left( G_y (f^s_{c, s} \oplus f^t_{c, s}), y_i \right)
\]

where \( L_y \) is the cross entropy loss function and \( \oplus \) denotes the concatenation operation.

To accommodate the domain shift between source and target domains, adversarial-basedUDA approaches are proved to perform well on image data [3], [50], [51], [52] and language data [64]. We also leverage such technique for VUDA, which aims to align the global distributions with additional domain discriminators that are trained with the feature generators in a min-max fashion. Domain discriminators are designed to discriminate the video features while the feature generators are trained to deceive the domain discriminators. Here the feature generators are referred to as the combination of \( G_f \) and \( G_c \). We adopted separate domain discriminators for the source/target video features \( f^s_{c, s} \) and \( f^t_{c, s} \) and the source/target correlation features \( f^s_{c, t} \) and \( f^t_{c, t} \). The two domain discriminators are denoted as the video domain discriminator \( G_{d, v} (\cdot ; \theta_{d, v}) \) and the correlation domain discriminator \( G_{d, c} (\cdot ; \theta_{d, c}) \). During the adversarial training process, the parameters \( \theta_{d, v} \) and \( \theta_{d, c} \) are learned by minimizing the video domain loss \( L_{vd} \) and the correlation domain loss \( L_{cd} \), respectively, which are formulated as

\[
L_{vd} = \frac{1}{N_v} \sum_{i=1}^{N_v} L_b \left( G_{d, v} (f^s_{c, v}), d_i \right) + \frac{1}{N_v} \sum_{i=1}^{N_v} L_b \left( G_{d, v} (f^t_{c, v}), d_i \right)
\]

\[
L_{cd} = \frac{1}{N_c} \sum_{i=1}^{N_c} L_b \left( G_{d, c} (f^s_{c, c}), d_i \right) + \frac{1}{N_c} \sum_{i=1}^{N_c} L_b \left( G_{d, c} (f^t_{c, c}), d_i \right)
\]

where \( L_b \) is the binary cross-entropy loss of the domain discriminators, while \( d_i \) and \( d_j \) are the domain label for the source and target domains, respectively. Meanwhile, the parameters of the feature extractors \( \theta_f \) and \( \theta_c \) are learned to maximize the domain losses simultaneously. To achieve uniform minimization of the action class prediction loss and the maximization of the domain losses, a gradient reverse layer (GRL) [3] is inserted before each domain discriminator as in Fig. 2.

The overall loss function to be optimized can therefore be formulated as

\[
L = L_y - (\lambda_v L_{vd} + \lambda_c L_{cd})
\]

where \( \lambda_v \) and \( \lambda_c \) are the trade-off weights for the video domain loss and correlation domain loss, respectively.

B. Minimizing Pixel Correlation Discrepancy

In the ACAN-Base network, the same DA approach is applied to both video and correlation features. However, it remains a question whether such an approach is the most effective way for aligning correlation features across different domains? Aligning correlation features can be further achieved through aligning the joint distribution of correlation information. The joint distribution could be computed as the covariance of correlation information, implemented as its corresponding Gram matrix. The key to the above question therefore lies in the expression of the correlation information. As illustrated in Fig. 2, correlation features are extracted from \( G_c \), whose structure is shown in Fig. 3. For the \( i \)th input video, we define the pixel correlation matrix (PCM) \( \mathbf{M}^i_{ct} \) as

\[
\mathbf{M}^i_{ct} = \varphi \left( \Theta (f^s_{ct})^T \varphi (f^t_{ct}) \right)
\]

where \( \varphi \) is the softmax operation. Both \( \Theta (\cdot) \) and \( \varphi (\cdot) \) are linear functions projecting the high-level video features to latent spaces. In practice, they are implemented as convolution layers with a kernel size of \( 1 \times 1 \times 1 \). The value \( \mathbf{M}^i_{ct} (p, q) \) at the \( (p, q) \) position of PCM represents the correlation between the video feature at spatiotemporal point \( f^s_{ct} (p, q) \) and the video feature at spatiotemporal point \( f^t_{ct} (p, q) \). We argue that PCM could be viewed as the correlation information of the video. Therefore, the joint correlation information distribution is constructed as the Gram matrix of the PCM, denoted as \( \mathbf{G}^i \in \mathbb{R}^{N_M \times N_M} \), where \( N_M \) is the number of spatiotemporal points in the feature map \( \Theta (f^s_{ct}) \). \( \mathbf{G}^i \) is computed by

\[
\mathbf{G}^i = \mathbf{M}^i_{ct}^T \mathbf{M}^i_{ct}
\]

The alignment of correlation features thus requires the minimization of the distance between the Gram matrices \( \mathbf{G} \), termed as the video covariance loss \( L_{cs} \), formulated by

\[
L_{cs} = ||\mathbf{E}(\mathbf{G}_s) - \mathbf{E}(\mathbf{G}_t)||^2
\]

where the subscripts \( s \) and \( t \) denotes the Gram matrices for source and target videos respectively. However, such computation is inefficient, requiring a cost of \( O(N_M^2) \). Furthermore, improving network transferability through minimizing \( L_{cs} \) comes at the price of decreasing network discriminability.
To minimize $\mathcal{L}_{o}$ more efficiently while causing less impact on the network’s discriminability, we simplify according to the theory in [65].

**Theorem 1:** Given the Gram matrices $G_s, G_t$ constructed from source and target features $M_s, M_t$, the minimization of distance between the Gram matrices $\mathcal{L}_{o}$ can be seen as a distribution alignment process from $M_s$ to $M_t$.

As proven in [65], the above theorem indicates that minimizing $\mathcal{L}_{o}$ could be reformulated as minimizing the distribution discrepancy of $M_s$ and $M_t$. Set the underlying distributions of $M_s$ be $p_{Ms}$ and that of $M_t$ be $p_{Mt}$. Here we propose the PCD, denote as $d_{M}(p_{Ms}, p_{Mt})$. Computing and minimizing this discrepancy are achieved by representing the distributions $p_{Ms}$ and $p_{Mt}$ as elements on the reproducing kernel Hilbert space (RKHS). As such, the distribution discrepancy could be defined as distance of distribution embedded elements on the RKHS.

Further, to align the distributions of $p_{Ms}$ and $p_{Mt}$ in a more fine-grained manner, it is important to align the distributions taking the relations between relevant classes into consideration. That is to align $p_{Ms}$ and $p_{Mt}$ within the same action classes in source and target domains, instead of aligning it only in by the global distributions. The overall PCD is therefore formulated as

$$d_{M}(p_{Ms}, p_{Mt}) \triangleq E_{c_t} \left\| E_{p_{Ms}(c_t)}[\zeta(M_t)] - E_{p_{Mt}(c_t)}[\zeta(M_t)] \right\|^2_{\mathcal{H}}$$  \hspace{1cm} (8)

where $E_{p_{Ms}(c_t)}$ is the mean embedding of distribution $p_{Ms}$ for action class $c_t$ on the RKHS $\mathcal{H}$. The feature map $\zeta$ is closely related to the RKHS characteristic kernel $k$ by $k(M_s, M_t) = \langle \zeta(M_s), \zeta(M_t) \rangle$. The use of mean embedding for each class enables our PCD to align distributions of correlation information within each action class instead of only focusing on the global correlation information distribution. In practice, we may further assume that each video belongs to a certain action class with a class-related weight $w_{icl}$. We therefore could estimate PCD in (8) as

$$d_{M}(p_{Ms}, p_{Mt}) = \frac{1}{C} \sum_{c_t=1}^{C} \left\| \sum_{i=1}^{N_s} w_{icl}^{s} \zeta(M_t) - \sum_{j=1}^{N_t} w_{icl}^{t} \zeta(M_t) \right\|^2_{\mathcal{H}}$$  \hspace{1cm} (9)

where $C$ is the number of action classes. When computing the weight of a source video for a certain action class, given that the labels are provided, the weight $w_{icl}^{s}$ is computed by

$$w_{icl}^{s} = \frac{y_{i}^{s}}{\sum_{k=1}^{N_s} y_{k}^{s}}$$  \hspace{1cm} (10)

whereas for the target videos, since the labels are not available, we cannot compute the weight $w_{icl}^{t}$ directly. Instead, we utilize the output from the action classifier $G_s$ which characterizes the probability of assigning a given video to an action class. This is denoted as the pseudo-label for a target video and is computed by

$$y_{i}^{t} = G_s(f_{i}^{t} \oplus f_{ct}^{t})$$  \hspace{1cm} (11)

The resulting pseudo-labels of the target videos could be used as in (10) for computing the weight of a target video for an action class. Finally, since the feature map $\zeta$ cannot be computed directly in most cases, we expand (9) while utilizing the characteristic kernel $k$. The PCD could therefore be reformulated as

$$d_{M}(p_{Ms}, p_{Mt}) = \frac{1}{C} \sum_{c_t=1}^{C} \left( \sum_{i=1}^{N_s} \sum_{i=1}^{N_t} w_{icl}^{s} w_{icl}^{t} k(M_t, M_t) ight)$$

$$+ \sum_{j=1}^{N_t} \sum_{j=1}^{N_t} w_{icl}^{t} w_{icl}^{t} k(M_t, M_t)$$

$$- 2 \sum_{i=1}^{N_s} \sum_{j=1}^{N_t} w_{icl}^{s} w_{icl}^{t} k(M_t, M_t)$$  \hspace{1cm} (12)

where the kernel $k$ would typically be of Gaussian form, hence $k(M_t, M_t) = \exp(-\| M_t - M_t \|^2 / 2\sigma^2))$. The overall optimization objective is thus formulated as

$$\mathcal{L} = \mathcal{L}_y - (\lambda_{d} \mathcal{L}_{cd} + \lambda_{r} \mathcal{L}_{rd}) + \lambda_{d} d_{M}$$  \hspace{1cm} (13)

where $\lambda_{d}$ is the trade-off weight for the PCD. Minimizing our proposed PCD is superior in effective alignment of cross-domain correlation features thanks to its relatively solid theoretical motivation. While aligning video features could also be achieved by minimizing feature discrepancies directly through methods such as MMD [66], CORAL [67], these discrepancies cannot measure the correlation difference between the source and the target domains as in PCD which matters to video DA. Therefore, applying MMD or CORAL for video feature alignment produces inferior performances than our proposed approach as illustrated in Section V. For inference, we follow the steps as indicated in Algorithm 1 and obtain the action recognition predictions for the unlabeled target domain videos. Note that the video indices $i, j$ are omitted for simplicity.

**Algorithm 1 Inference ACAN for Target Domain Videos**

**Input:** Target data $V_t \in \mathcal{D}_t$, trained feature generators $G_f$, $G_c$, and trained classifier $G_f$

**Output:** Predicted action class $y_t$

Obtain target video feature $f_t = G_f(V_t)$
Obtain target correlation feature vector $f_{ct} = G_c(V_t)$
Concatenate $f_t$ and $f_{ct}$ to form the overall feature representation of $V_t$ by $f_t \oplus f_{ct}$

$$y_t = G_s(f_t \oplus f_{ct})$$

**IV. HMDB-ARID DATASET**

There are very limited cross-domain benchmark datasets for video DA tasks, therefore hindering the research for video DA. Previous cross-domain datasets introduced for video DA [62], [68], [69] are of very small scale, with not more than six classes, and typically less than 1000 videos. The lack of classes and data over these cross-domain datasets introduces limited...
domain discrepancy, and therefore the performances of DA approaches are saturated. More recently, larger cross-domain video datasets, such as UCF-HMDBfull have been introduced with larger domain discrepancies.

Though larger cross-domain datasets have been introduced, both domains included in these datasets are still based on current well-established action recognition datasets. These action recognition datasets may include different classes with different videos, yet most of them are collected on public video platforms. This would lead to similar video statistics among these datasets, as compared in Table I. Similar video statistics suggest high probability of similar scenarios exist among current action recognition datasets, thus the domain shift between these datasets may not be significant. Consequently, the difficulty of adapting the same model across the different domains with similar video statistics or similar scenarios may be trivial. Video DA approaches that perform well in these cross-domain video datasets may not be well applicable in real-world applications where the gap between domains may be much larger than current cross-domain datasets. We argue that video DA approaches would be more useful for bridging with video domains with large distribution shifts, such as dark videos (adverse illumination) or hazy videos (adverse contrast).

To explore how to leverage current datasets to boost performance on videos shot in adverse environments, we propose a novel cross-domain dataset. It incorporates both the current action recognition dataset and a more recent dark dataset, ARID [29], whose videos are shot under adverse illumination conditions. Compared with current action recognition datasets, videos in ARID are characterized by low brightness and low contrast. Statistically, videos in ARID possess much lower RGB mean value and standard deviation (std), as presented in Table I. The larger statistical differences between ARID and current action recognition datasets, such as HMDB51 [28], would strongly suggest a larger domain shift between the different datasets.

The ARID dataset includes a total of 11 human action classes. These includes drink, jump, pick, pour, push, run, sit, stand, turn, walk, and wave. When proposing the cross-domain HMDB-ARID dataset, we include all 11 action classes in ARID and HMDB51. For both datasets, we follow the official split method to separate the train and validation sets. The HMDB-ARID dataset thus includes 770 training videos and 330 validation videos from HMDB51, and 2288 training videos and 823 validation videos from ARID. Fig. 4 shows the comparison of sampled frames from HMDB-ARID dataset. Compared to previous video DA datasets, besides containing larger domain shift, our dataset also contains a larger number of total videos for both training and validation, as illustrated in Table II.

V. EXPERIMENTS

In this section, we evaluate our proposed ACAN performing cross-domain action recognition on two video DA datasets: UCF-HMDBfull and our new HMDB-ARID. We present the state-of-the-art results on both datasets. We also present detailed ablation studies and qualitative analysis of our proposed ACAN to verify our design.

A. Experimental Settings and Details

We perform action recognition tasks on both the UCF-HMDBfull dataset and our new HMDB-ARID dataset. The UCF-HMDBfull dataset [11] is introduced as an expansion of the original UCF-HMDBsmall dataset [68], with more classes and larger domain discrepancy. The UCF-HMDBfull contains a total of 3209 videos with 12 action classes, all from the original UCF101 [70] and HMDB51 [28] datasets. It includes two settings: UCF→HMDB and HMDB→UCF, where the direction of the arrow symbol is set from the source domain toward the target domain. We use the same splits as provided in the original paper [11]. The novel HMDB-ARID dataset is as introduced in Section IV, and also consist of two settings: HMDB→ARID and ARID→HMDB. For all four settings, we report the top-1 accuracy on the target dataset, averaged on 5 runs with identical settings for each approach.

Our experiments are implemented using the PyTorch [71] library. To obtain video features, we instantiate two 3D-CNNs, I3D [39] and MFNet [72], as \( G_f \) for both source and target domain videos. Both I3D and MFNet are utilized thanks to its performance on current action recognition benchmarks (namely UCF101 [70], HMDB51 [28], and Kinetics [73]). MFNet is also utilized due to its lightweight structure, which enables it to achieve comparable results to that of I3D while requiring a fraction of the parameters and computation power needed.

The source and target feature extractors share parameters. Following the implementation in [72] and [39], the inputs for both I3D and MFNet as the source or target feature extractors are frame sequences of 16 frames sampled sequentially from the original input source or target video. Each frame is of the same resolution obtained by resizing such that the shorter edge is of 240 pixels and cropping the original frame to resolution \( 224 \times 224 \). The correlation extraction module takes the high-level video feature from the output of layer4 in I3D and the output of conv4 layer in MFNet as inputs, which are feature maps of size \( 14 \times 14 \). The stochastic gradient descent algorithm [74] is used for optimization, with the weight decay set to 0.0001 and the momentum to 0.9 for both I3D and MFNet. During training, the batch size is set to 8 samples per GPU. Empirically, our initial learning rate is set to 0.005 and is divided by 10 after 20 and 35 epochs. \( \lambda_n \) is set to 0.5 while

| Dataset | RGB Mean | RGB Std |
|---------|----------|---------|
| HMDB51  | [0.424, 0.364, 0.319] | [0.268, 0.255, 0.260] |
| UCF101  | [0.409, 0.397, 0.358] | [0.266, 0.265, 0.270] |
| Kinetics| [0.432, 0.395, 0.377] | [0.228, 0.222, 0.217] |
| ARID    | [0.079, 0.074, 0.073] | [0.101, 0.098, 0.090] |
TABLE II
COMPARISON OF CURRENT AND OUR NOVEL VIDEO DA DATASETS

| Statistics               | UCF-HMDB$_{small}$ | UCF-Olympic | UCF-HMDB$_{full}$ | HMDB-ARID |
|--------------------------|--------------------|-------------|------------------|-----------|
| Video Length (seconds)   | 1-21               | 1-39        | 1-33             | 1-30      |
| Video Classes #          | 5                  | 6           | 12               | 11        |
| Training Video #         | UCF:482/HMDB:350   | UCF:601/Olympic:250 | UCF:1438/HMDB:340 | HMDB:770/ARID:2288 |
| Validation Video #       | UCF:189/HMDB:150   | UCF:240/Olympic:54   | UCF:571/HMDB:360   | HMDB:330/ARID:323 |

Fig. 4. Sampled frames for each action class from the videos in HMDB-ARID. Note that the sampled frames from HMDB51 are shown in the upper row, whereas the sampled frame from ARID are shown in the lower row. Best viewed zoomed in.

$\lambda_r$ and $\lambda_d$ are both set to 1.0 through empirical results. All experiments are conducted using two NVIDIA GP100 GPUs.

### B. Overall Results

There are limited studies focusing on applying DA approaches to the action recognition task. Here we first compare previous methods utilizing the UCF-HMDB$_{full}$ benchmark. These include TA$^3$N [11], TCoN [12], and SAVA [14]. Due to the different encoders used for the different methods, we report both: 1) the “Source only” results, where the network is trained with supervised source data only and validated on the target data, and is the lower bound performance for the adaptation process; and 2) the “Target only” results, where the network is directly trained and validated with supervised target data and is the upper bound performance for the adaptation process. The comparison of performance should focus on the networks’ improvement with respect to the performance with the “Source only” setting. The comparison should also focus on the distance between the network’s performance and the performance with the “Target only” setting. For the performance of TA$^3$N, we follow the works in [14] and obtain the results by running the publicly available code. Table III shows the comparison of performances between our proposed ACAN and the methods as mentioned on UCF-HMDB$_{full}$.

The performance results in Table III shows that our proposed ACAN achieves the best result under the HMDB→UCF setting and very competitive performance under the UCF→HMDB setting when using either MFNet or I3D as the encoder. More specifically, our ACAN with the MFNet encoder achieves 85.8% top-1 accuracy for UCF→HMDB setting, indicating that the improvement brought by ACAN toward the lower bound of the UCF→HMDB setting is 7.2%. This is significantly higher than that brought by SAVA (1.9%) and TA$^3$N (2.2%). The large improvement brought by ACAN enables our network to perform better on UCF→HMDB setting despite the lower bound of MFNet is lower than that of I3D [39]. Under this setting, our ACAN is also closer to the upper bound of the encoder, with a gap of 10.2%. Comparatively, the gap to the upper bound performance is 15.5% for TA$^3$N and 12.8% for SAVA. Similarly, our ACAN with I3D encoder also performs better than both TA$^3$N and SAVA. Comparatively, ACAN with

| Method                  | Encoder | UCF→HMDB | HMDB→UCF |
|-------------------------|---------|----------|----------|
| Source Only             | TRN-Res101 | 73.1%    | 73.9%    |
| TA$^3$N                 | TRN-Res101 | 75.3%    | 79.3%    |
| TCoN                    | TRN-Res101 | 87.2%    | 89.1%    |
| Target Only             | TRN-Res101 | 90.8%    | 95.6%    |
| Source Only             | I3D     | 80.3%    | 88.8%    |
| SAVA                    | I3D     | 82.2%    | 91.2%    |
| ACAN(Ours)              | I3D     | 85.4%    | 93.8%    |
| Target Only             | I3D     | 95.0%    | 96.8%    |
| Source Only             | MFNet   | 78.6%    | 88.4%    |
| ACAN(Ours)              | MFNet   | 85.8%    | 93.2%    |
| Target Only             | MFNet   | 96.0%    | 97.1%    |
I3D encoder outperforms SAVA by 3.2% while sharing the I3D as the common video feature encoder with SAVA. This further demonstrates the superiority of ACAN over current video DA methods.

The superiority of ACAN further strengthens under the HMDB→UCF setting. Under these settings when utilizing MFNet as the video feature encoder, our proposed ACAN gains a 4.8% improvement toward the lower bound performance, which is greater than that brought by SAVA (2.4%). When utilizing I3D as the video feature encoder as in SAVA, our proposed ACAN gains an exceptional 5.0% improvement toward the lower bound performance. The larger increase built upon the strong I3D encoder enables our ACAN to achieve the best result under this setting with 93.8% top-1 accuracy. The gap toward the upper bound performance is also the smallest among all settings.

The superiority of ACAN further strengthens under the HMDB→UCF setting. Under these settings when utilizing MFNet as the video feature encoder, our proposed ACAN gains a 4.8% improvement toward the lower bound performance, which is greater than that brought by SAVA (2.4%). When utilizing I3D as the video feature encoder as in SAVA, our proposed ACAN gains an exceptional 5.0% improvement toward the lower bound performance. The larger increase built upon the strong I3D encoder enables our ACAN to achieve the best result under this setting with 93.8% top-1 accuracy. The gap toward the upper bound performance is also the smallest among all settings.

The superiority of ACAN further strengthens under the HMDB→UCF setting. Under these settings when utilizing MFNet as the video feature encoder, our proposed ACAN gains a 4.8% improvement toward the lower bound performance, which is greater than that brought by SAVA (2.4%). When utilizing I3D as the video feature encoder as in SAVA, our proposed ACAN gains an exceptional 5.0% improvement toward the lower bound performance. The larger increase built upon the strong I3D encoder enables our ACAN to achieve the best result under this setting with 93.8% top-1 accuracy. The gap toward the upper bound performance is also the smallest among all settings.

**TABLE IV**

RESULTS ON THE TWO SETTINGS FOR HMDB-ARID

| Method       | Encoder | HMDB→ARID | ARID→HMDB |
|--------------|---------|-----------|-----------|
| Source Only  | TRN-Res101 | 17.8%     | 15.7%     |
| TA^3N        | TRN-Res101 | 22.4%     | 19.8%     |
| Target Only  | TRN-Res101 | 52.8%     | 50.9%     |
| Source Only  | MFNet   | 48.3%     | 37.9%     |
| DANN         | MFNet   | 50.7%     | 40.6%     |
| MK-MMD       | MFNet   | 50.2%     | 40.1%     |
| MCD          | MFNet   | 47.6%     | 36.8%     |
| CORAL        | MFNet   | 51.3%     | 41.7%     |
| ACAN(Ours)   | MFNet   | 58.0%     | 46.4%     |
| Target Only  | MFNet   | 76.1%     | 67.6%     |

**TABLE V**

ABALATION EXPERIMENTS ON INCLUDING CORRELATION FEATURES, ON UCF→HMDB AND HMDB→ARID SETTINGS

| Method                              | UCF→HMDB | HMDB→ARID |
|-------------------------------------|----------|-----------|
| Source only w/o. correlation        | 76.1%    | 48.1%     |
| Source only w. correlation          | 78.6%    | 48.3%     |
| Adv. DA w/o. correlation            | 80.2%    | 50.7%     |
| Adv. DA w. correlation              | 84.2%    | 52.6%     |

### C. Ablation Studies

We further justify our proposed design of ACAN through thorough ablation studies. Specifically, we first examine the performance of our ACAN in four scenarios and justify the need for introducing correlation features in the extraction process, the use of two separate domain losses, and the introduction of PCD. We also introduce an alternative form of the joint correlation information distribution difference minimization to compare and justify our current design of PCD. All ablation studies are conducted under the UCF→HMDB and HMDB→ARID settings, with the batch size and other training parameters as mentioned in Section V-A. The MFNet [72] is instantiated as the encoder for all ablation studies.

1) **Necessity of Correlation Feature Alignment:** We first justify the need for correlation features for alignment, which is achieved by: 1) comparing the “Source only” results with and without the introduction of correlation features and 2) comparing the use of adversarial DA approaches with and without correlation features. Results in Table V justifies the use of correlation features, where such strategy consistently improves the performance of the network under both “Source only” training and when DANN method is used for DA. It could also be observed that the use of correlation features brings more improvement when the DANN method is applied. Such observation is consistent with our argument of improving video feature alignment using correlation alignment.

2) **Effectiveness of Domain Loss L_d:** We then justify our design of the domain loss L_d, which is the weighted sum of L_\text{cd} and L_\text{cd}. We compare with the variants of ACAN where either L_\text{cd} or L_\text{cd} alone is used as the domain loss, denoted as ACAN–L_\text{cd} and ACAN–L_\text{cd}. We also tested on the case where the domain loss is not applied (hence aligning correlation features by minimizing PCD alone), denoted as MFNet+PCD. As indicated in Table VI, both losses contribute to the effective alignment of video features. The removal of either loss brings a decrease in network performance for both dataset settings. Further decrease is observed when no domain loss is applied. Meanwhile, the domain discriminators corresponding to either domain loss bring only a negligible growth in computation cost. Hence it is worthwhile to include two separate domain discriminators, with two domain losses for the overall domain loss L_d.

3) **Effectiveness of PCD:** PCD is introduced for improving the effectiveness of correlation alignment by matching the joint correlation information distribution of video domains. We examine the effect of PCD through comparing with the ACAN variant without PCD, which is ACAN-Base as shown
Fig. 5. Class activation maps (CAMs) on ARID, utilizing i) ACAN and ii) MFNet trained with adversarial DA approach. CAMs are obtained from three actions: (a) “Wave,” (b) “Stand,” and (c) “Drink.” We also show the original frames at the top row from which the CAMs are computed. Original frames are tuned brighter for visualization.

Fig. 6. Comparison of t-SNE visualization of video features of both source and target domains under HMDB→ARID. Video features are obtained from (a) ACAN and (b) MFNet trained with the adversarial DA approach. Green dots represent the data from the source domain while the blue dots represent the data from the target domain.

TABLE VI
ABLATION EXPERIMENTS ON THE DOMAIN LOSS $L_d$ ON UCF→HMDB AND HMDB→ARID SETTINGS

| Method       | UCF→HMDB | HMDB→ARID |
|--------------|----------|-----------|
| ACAN         | 85.8%    | 58.0%     |
| ACAN−$L_{cd}$| 84.9%    | 56.9%     |
| ACAN−$L_{cd}$| 84.5%    | 56.7%     |
| MFNet + PCD  | 83.8%    | 56.1%     |

TABLE VII
ABLATION ON PCD AND ALTERNATIVE WAY OF MINIMIZING JOINT CORRELATION INFORMATION DISTRIBUTION DIFFERENCE, ON UCF→HMDB AND HMDB→ARID SETTINGS

| Method       | UCF→HMDB | HMDB→ARID |
|--------------|----------|-----------|
| ACAN         | 85.8%    | 58.0%     |
| ACAN-Base    | 84.2%    | 52.6%     |
| ACAN (l2-norm)| 85.0%  | 54.2%     |

in Fig. 2. The results in Table VII demonstrates the effectiveness of PCD, whose absence results in a noticeable 1.6% accuracy decrease for UCF→HMDB setting, and a significant 5.4% accuracy decrease for HMDB→ARID setting. Though the introduced PCD improves the effectiveness of correlation alignment greatly, minimizing PCD involves kernel estimation which increase computation cost. Inspired by the hypothesis presented in [76], minimizing the joint distribution difference, and hence the distance between distributions $p_{M_s}$ and $p_{M_t}$, could also be achieved through matching the norm of $p_{M_s}$ and $p_{M_t}$ toward a shared restrictive scalar $R$. The computation of distribution distance with this method is simpler given that no kernel estimation is required. In this case, the equation for the overall loss (13) is reformulated as

$$\mathcal{L} = \mathcal{L}_y - (\lambda_v \mathcal{L}_v + \lambda_r \mathcal{L}_{cd}) + \lambda_{dist} \left( L_{dist} \left( \frac{1}{N_s} \sum_{i=1}^{N_s} n(M^i_s) R \right) + L_{dist} \left( \frac{1}{N_t} \sum_{j=1}^{N_t} n(M^j_t) R \right) \right). \quad (14)$$

Here $L_{dist}$ is the distance loss between the norm of PCMs and the restrictive scalar $R$, and is implemented as $L_2$-distance, while $n(\cdot)$ denotes the norm function. $R$ is set to 25 during the experiments. We denote the variant of ACAN with loss function in (14) as ACAN (l2-norm) and compare with the original ACAN. The results in Table VII shows that the variant formulated by (14) could still bring noticeable improvement compared to the ACAN-Base where the distributions of $p_{M_s}$ and $p_{M_t}$ are not aligned. However, compared to PCD, the improvement is relatively minor, which further justifies the effectiveness of the current design of PCD.

D. Qualitative Analysis

To better understand the effect of ACAN, we perform qualitative analysis on trained networks. We first present the class activation maps (CAMs) [77] of the target ARID videos with ACAN and with MFNet (encoder) trained with adversarial DA approach in Fig. 5. The dark videos in ARID make it difficult for accurate video features to be
extracted. Therefore, if correlation alignment is not utilized, the network may fail to focus on the actual action in the target domain. Instead, it may only briefly focus on the whole actor [see Fig. 5(ii-a)], or on unrelated background [see Fig. 5(ii-b)]. With the involvement of correlation features and its alignment, ACAN is able to focus on the waving hand for the “Wave” action, or the person standing for the “Stand” action, thus showing much stronger performance on the HMDB→ARID setting. Further, we visualize the distribution of the source and target domains under the HMDB→ARID setting with t-SNE [78], as shown in Fig. 6. It could be observed that our proposed ACAN can group both the data from the source domain (green dots) and data from the target domain (blue dots) into denser clusters. Our ACAN could also match the target domain data with source domain data more accurately.

VI. CONCLUSION AND FUTURE WORK

In this work, we propose a novel DA method for action recognition across different domains. The new ACAN aligns correlation features in an adversarial manner while minimizing joint correlation information distribution differences by minimizing PCD. We further introduce a novel video DA dataset, HMDB-ARID, with a larger domain shift, and is the first video DA dataset that includes videos shot in adverse conditions. Our method obtains the state-of-the-art results on both the UCF-HMDBfast and HMDB-ARID datasets. We further justify our design via thorough ablation studies and validate the effectiveness of ACAN with qualitative results.

Although state-of-the-art performances have been achieved by the proposed ACAN, we observe that the gap to the upper bound performance obtained by training with supervised target data is still relatively large as depicted in Table IV, suggesting further improvements could be made on the novel HMDB-ARID dataset. Additionally, cross-domain video datasets that involve a variety of large domain shift scenarios, such as blurry or hazy videos may be explored. Video DA approaches that cope with these different large domain shift scenarios would also be further investigated.
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