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ABSTRACT

Deep learning has achieved enormous success in various industrial applications. Companies do not want their valuable data to be stolen by malicious employees to train pirated models. Nor do they wish the data analyzed by the competitors after using them online. We propose a novel solution for dataset protection in this scenario by robustly and reversibly transform the images into adversarial images. We develop a reversible adversarial example generator (RAEG) that introduces slight changes to the images to fool traditional classification models. Even though malicious attacks train pirated models based on the defended versions of the protected images, RAEG can significantly weaken the functionality of these models. Meanwhile, the reversibility of RAEG ensures the performance of authorized models. Extensive experiments demonstrate that RAEG can better protect the data with slight distortion against adversarial defense than previous methods.

Index Terms— Invertible neural network, adversarial example, data protection.

1. INTRODUCTION

Deep learning and neural network models have achieved great success in various fields including image classification and face recognition. Such superior performance causes concerns for both individuals and companies. On the one hand, individuals concern that their data will be analyzed by unauthorized models, leading to privacy leakage. On the other hand, large-scale datasets are necessary to train a satisfying deep model. However, data collecting and labelling are time-consuming and expensive. Therefore, datasets are always seemed as digital properties. Organizations, companies and researchers may charge for their carefully labeled or annotated private datasets and only those authorized are expected to use these datasets. However, unauthorized malicious employees may steal the dataset and send it to the company’s competitors, resulting in economic losses for the company. As a result, it is vital to protect the data from both instance-level as well dataset-level.

Adversarial Examples (AE) [1,16] are specialised in confusing neural networks to make unreliable decisions. The generated examples are indistinguishable with normal ones to the human eye but function drastically different. However, since the generation of AE is gradually irreversible, it also bans the legal users from utilizing the resources. Reversible Adversarial Example (RAE) [28] aims to alleviate this issue by reverting AE using reversible data hiding (RDH). The method first generates the adversarial image using existing AE methods, then embeds the adversarial perturbation into the adversarial image, and generates the stego image using RDH. Due to the characteristic of reversibility, the adversarial perturbation and the original image can be recovered. Yin et al. [29] adopted Reversible Image Transform (RIT) instead of histogram shifting to improve the performance of RAE. However, RAE and RIT are fragile to adversarial defense methods, including Gaussian filtering, JPEG compression, etc. Therefore, the malicious attackers can easily obtain an approximate version of the original images using adversarial defense.

In this paper, we propose Reversible Adversarial Example Generation (RAEG) via an invertible neural network (INN), which takes the defense operations into consideration in the
process of generation. In detail, the original image is fed into a U-shaped invertible neural network to obtain the adversarial image. Through the backward process of INN, we recover the original image with trivial loss. To enhance the robustness of RAEG against defensive operations, we mimic typical image processing operations and require that the protected images through these defenses still capable of fooling networks. Several classifiers with typical architecture are selected as targets for RAEG to attack with. Successful data protection model should enforce both the generated protected images and the attacked images to mislead the targeted models. Figure 1 illustrates a practical application where the images are perturbed by RAEG for copyright protection. Even though the attacker processes the images using traditional blurring process or adversarial defense methods, he cannot successfully recover the images for network training. However, the authenticated receivers can successfully revert the protection process and train their networks based on the recovered images. Therefore, the data owner is not required to launch an unnecessary extra dataset transmission which is time and network consuming.

Extensive experiments demonstrate that RAEG can better protect the data with slight distortion against image purifying operations than previous methods. The models trained upon protected images or their defensed versions are malfunctioned compared to normal ones. Besides, the proposed method can almost perfectly restore the original image, while the previous methods can only restore a blurry version. The models trained upon protected images or their defensed versions are malfunctioned compared to normal ones. Besides, the proposed method can only restore a blurry version.

Our main contributions are summarized as follows:

- We propose a reversible adversarial example generation method based on invertible neural network to protect the dataset. To the best of our knowledge, this is the first work to introduce invertible neural network for generating adversarial examples.

- Considering defense operations, e.g., JPEG compression, we utilize the neural network to mimic these operations and force the generator to resist these operations.

- Extensive experiments show that the quality of adversarial images is considerable, and the ability of misleading the classification model with defense operations is better than traditional RAE methods.

2. RELATED WORK

2.1. Adversarial Attack and Defense

The concept of the adversarial attack is first proposed by Szegedy et al. [17]. IGSM [15] iteratively uses the gradients of the loss with respect to the input image to create a new image that maximizes the loss. C&W [16] is an efficient optimization objective for iteratively finding the adversarial examples with the smallest perturbation. Many other AE methods have been proposed in the past decades [3].

There exist different adversarial defense methods. Most representative methods are based on image denoising, e.g., ComDefend [10] and image reconstruction, e.g., DIPDefend [4]. Besides, traditional image processings such as JPEG compression, Gaussian filter can also serve as lightweight denoising methods. Adversarial training is another powerful technique for defense. To counter the defensive methods, there are also some robust AE methods [2], but the perturbation is much larger and the robustness is not generalized.

2.2. Reversible Adversarial Example

Liu et al. [28] aim at to restoring the original image from the reversible adversarial image using RDH method. In detail, the adversarial image is generated by the existing AE methods, e.g., C&W. Then, RAEG try to hide the difference into the adversarial image using RDH. Due to the limited capacity of RDH, the information of the difference is usually too large, and they alternatively downsample the images and hide the resized difference. Therefore, the original image cannot be perfect restored. Besides, the adversarial defense methods can easily invalidate the RAEG.

To perfectly restore the original image, Yin et al. [29] introduce reversible image transform (RIT) for generating reversible adversarial example. The essence of RIT is permuting the blocks, e.g., 2 × 2, of the original image to match the adversarial image. Then some additional information, e.g., block index, should be embedded into the permuted image using RDH to generate the final image. It can be easily inferred that the permutation causes large distortion, e.g., severe block artifacts. The adversarial ability of RIT degrades a lot resulting from the distortion.

3. METHOD

3.1. Overview

The sketch of our RAEG framework is presented in Figure 2, which consists of a generator, an attack layer for defense simulation, several pre-trained targeted classifiers and a discriminator. The generator $G$ is built on an INN, where given $I$, we generate the protected version $I_{prot}$ using the forward pass. We introduce an attack layer to simulate the real-world image redistribution stage as well as enhance the robustness of the generated adversarial example. Afterwards, we ensemble several pre-trained classifiers as the joint targeted networks. We require that both $I_{atk}$ and $I_{prot}$ should mislead the joint prediction of the ensemble models. In the backward pass, we inversely run $G$ to recover $I$. Finally, we introduce a discriminator to keep high visual quality of the adversarial image.
3.2. Network Architecture

The Generator. As shown in Figure 2, the generator $G$ is composed of three stacked downsampling modules and three upsampling modules. Each module contains a Haar downsampling or upsampling transformation layer and four double-sided affine coupling layers. After the Haar wavelet transformation, the input image or the feature map is decomposed into one low-frequency representation and three high-frequency representations in the vertical, horizontal, and diagonal direction. The wavelet transform is an invertible symmetric transformation, which will not affect the following invertible operations.

Afterwards, the frequency representations are fed to double-side affine coupling (DSAC) block, which are the crucial parts in the invertible process. DSAC block first splits the input feature map $x_i$ into two parts, denoted as $x_i^1$ and $x_i^2$. Then, we apply double-side affine transformations to both $x_i^1$ and $x_i^2$:

$$
\begin{align*}
    x_i^{1+1} &= x_i^1 \odot \exp(\theta_1(x_i^2)) + \phi_1(x_i^2) \\
    x_i^{2+1} &= x_i^2 \odot \exp(\theta_2(x_i^{1+1})) + \phi_2(x_i^{1+1}),
\end{align*}
$$

(1)

where $\theta(\cdot)$ and $\phi(\cdot)$ produce the scale and shift coefficients. The output sub-band feature maps of each block are then concatenated into a complete output feature map, denoted as $(x_i^{1+1}, x_i^{2+1})$. In the reverse process, the input feature map is first split into two sub-band feature maps $x_i^{1+1}$ and $x_i^{2+1}$, and then use double-side affine transformations to get two reversed output sub-band feature maps $x_i^1$ and $x_i^2$:

$$
\begin{align*}
    x_i^2 &= (x_i^{2+1} - \phi_2(x_i^{1+1})) \odot \exp(\theta_2(x_i^{1})) \\
    x_i^1 &= (x_i^{1+1} - \phi_1(x_i^2)) \odot \exp(\theta_1(x_i^2)),
\end{align*}
$$

(2)

where $\odot$ denotes element-wise division. Finally, we concatenate two output sub-band feature maps into the reversed feature map $x_i^r$. Noted that $\theta(\cdot)$ and $\phi(\cdot)$ are not required to be invertible. We use the residual block to construct the subnets. Spectral Normalization (SN) [12] instead of the traditional batch normalization is adopted in each block, since it helps stabilizing the training.

The Defense Simulation. Similar to [31], we mimic typical image preprocessing by differentiable layers. Our defense layer contains five types of typical digital attacks, including Gaussian noise, Gaussian blurring, scaling, random cropping and JPEG compressing. Since JPEG simulation in previous works are reported to have over-fitting problem in that the compression mode is always fixed, we propose to generated the pseudo-JPEG images $I_{jpg}$ by interpolating the results among different methods with varied quality factors.

$$
I_{jpg} = \sum_{J \in J} \sum_{QF \in [10, 100]} \epsilon \cdot J_k(I_{jpg}, QF_k),
$$

(3)

where $QF$ stands for the quality factor, $\epsilon = 1$ and $J \in \{\text{JPEG-SS}[8], \text{JPEG-Mask}[31], \text{MBRS}[13]\}$.

The Ensemble Targeted Networks. We employ four targeted classifiers with different architectures, i.e., VGG16, ResNet-50, ResNet-101 and DenseNet-121. The networks are pre-trained on clean $I$.

The Discriminator. Finally, we introduce a discriminator $D$ to improve the quality of $I_{pref}$, which distinguishes the generated images $I_{pref}$ from the original image $I$.

3.3. Loss Functions

The objective functions include the reconstruction loss $L_{rec}$, the classification loss $L_{cls}$ and the adversarial loss $L_{adv}$. In the following, $\alpha$, $\beta$, $\gamma$, $\delta$ and $\epsilon$ are hyper-parameters.

Reconstruction Loss. We employ a protection loss $L_{pref}$ and a recovery loss $L_{rec}$ respectively to encourage $I_{pref}$ and the re-
Fig. 3. Inversion test of RAEG. We perform different kinds of attacks on the protected images before reconstruction, e.g., JPEG with QF=70 on (a), Gaussian Blur on (b) and rescaling on (c). RAEG can still reverse the images despite the presence of the attacks.

covered image \( \hat{I} \) to resemble \( I \). For \( L_{\text{rec}} \), we have
\[
L_{\text{rec}} = \| I - I_{\text{prt}} \|_1.
\] (4)

For \( L_{\text{prt}} \), we additionally employ the perceptual loss \( L_{\text{per}} \) by employing a VGG16 feature extractor. We compare the feature maps of \( I \) and \( I_{\text{prt}} \) from the second max-pooling layer.
\[
L_{\text{per}} = \alpha \cdot \sum_{i=1}^{N} \frac{1}{H \cdot W \cdot C} | \phi_{\text{pool}}^{gt} - \phi_{\text{pool}}^{pred} |_1 + \| I - \hat{I} \|_1,
\] (5)

where \( H, W, C \) refer to the height, weight and channel number of features.

**Discriminator Loss.** For the discriminator loss, we update \( D \) by minimizing the binary classification loss:
\[
L_{\text{dis}} = \mathbb{E}_I \log(D(I)) + \mathbb{E}_{I_{\text{prt}}} \log(1 - D(I_{\text{prt}})).
\] (6)

The generator aims to fool the discriminator to make wrong predictions on whether an image is an original image or a generated image. The GAN loss \( L_{\text{GAN}} \) is therefore:
\[
L_{\text{GAN}} = \mathbb{E}_{I_{\text{prt}}} \log(D(I_{\text{prt}})).
\] (7)

**Classification Loss.** We use the negative cross entropy (CE) loss to encourage \( I_{\text{prt}} \) to be wrongly predicted by the targeted models. Considering that the \( \ell_1 \) distance term alone might not be powerful enough to recover the trivial details of \( I \), we add an additional CE loss to further encourage \( \hat{I} \) to be correctly classified. Therefore, the classification loss is defined as:
\[
L_{\text{cls}} = CE(f(\hat{I}), l) - \epsilon \cdot CE(f(I_{\text{prt}}), l).
\] (8)

**Total Loss.** The total loss is defined as follow:
\[
L = L_{\text{prt}} + \beta \cdot L_{\text{rev}} + \gamma \cdot L_{\text{cls}} + \delta L_{\text{GAN}}.
\] (9)

**4. EXPERIMENT**

**4.1. Experimental Settings**

We train the target classification networks with batch size 32 in advance and then freeze the parameters. We train the invertible framework for 50 epochs. The hyper-parameters are set as \( \alpha = 0.01, \beta = 1, \gamma = 0.005, \epsilon = 2 \) and \( \delta = 0.01 \). Adam is adopted as the optimizer, and the batch size is 8. The learning rate is \( 10^{-4} \). The models are all trained on NVIDIA RTX 3090 and the training finishes in a week.
Dataset and Evaluation. We evaluate our proposed RAEG on three typical datasets, namely, CelebA-100, Caltech-101 and Mini-ImageNet. We divide the images in each category or class into training set and test set at a ratio of 9 : 1 and resize all the images to 256 × 256 pixels. We employ peak signal to noise ratio (PSNR) and structural similarity (SSIM) in our quantitative image comparisons. We report the Top-1 accuracy during evaluation.

Benchmark. There is no previous work that can simultaneously ensure the robustness of the adversary and provide invertibility. RAE and RIT embed the difference between the original and the adversarial image. However, most robust AE methods [7, 3] introduces too much distortion, which exceeds the maximum capacity of state-of-the-art RDH schemes according to our experiments. Therefore, it is hard to simultaneously ensure robustness and invertibility based on RAE and RIT. We implement respectively RIT and RAE using IGS and CW as AE and RDH-OVT [2] as RDH.

4.2. Qualitative and Quantitative Analysis

Qualitative Results. Figure 3 and Figure 4 provides examples of RAEG inversion test and RAEG-generated protected images where I is acceptably modified for protection. The perturbation is generally represented by contrast change or local area modification. With I kept secret, the overall quality of Iprt is decent enough for normal usage of these images. The average PSNR between I and Iprt in these examples is 28.12dB. In contrast, RIT cannot generate visual-satisfactory protected images in that there are noticeable distortions. Please zoom in for details. The quality of generated image by RAEG is the best, but the robustness of adversary is limited according to the following tests. In Figure 3 the protected images cannot be categorized by traditional classifiers while the reversed images can, and I is nearly same as the I.

Quantitative Comparisons. Table 2 presents the numerical results of our RAEG under various parameters. Their exist a trade-off between the adversary and the visual quality of the protected image. PSNR≈28dB in RAEG provides a considerable trade-off, so we adopt this experimental setting during comparison. As for the recovered image I, the PSNR is around 40dB and SSIM is greater than 0.97.

Table 1. Comparison of accuracy on pre-trained ResNet-50/DenseNet-121 using RAE [28], RIT [29] and RAEG.

| Dataset          | Method      | No | Attack | QF=90 | JPEG | QF=50 | Resize | Gaussian Noise | Medium Filter | ComDefend | DIPDefend |
|------------------|-------------|----|--------|-------|------|-------|--------|----------------|---------------|------------|-----------|
| Caltech -101     | RAE-IGSM    | 0.479 / 0.495 | 0.376 / 0.394 | 0.697 / 0.754 | 0.615 / 0.701 | 0.609 / 0.732 | 0.604 / 0.672 | 0.663 / 0.709 | 0.957 / 0.748 | 0.983 / 0.835 |
|                  | RAE-CW      | 0.656 / 0.673 | 0.955 / 0.958 | 0.961 / 0.967 | 0.755 / 0.712 | 0.816 / 0.822 | 0.833 / 0.799 | 0.748 / 0.752 | 0.871 / 0.921 | 0.991 / 0.903 |
|                  | RIT-IGSM    | 0.679 / 0.850 | 0.697 / 0.854 | 0.693 / 0.854 | 0.677 / 0.872 | 0.729 / 0.888 | 0.693 / 0.829 | 0.779 / 0.891 | 0.747 / 0.893 |           |
| CelebA -100      | RAE-IGSM    | 0.060 / 0.093 | 0.070 / 0.090 | 0.073 / 0.083 | 0.103 / 0.127 | 0.093 / 0.113 | 0.070 / 0.083 | 0.108 / 0.093 | 0.110 / 0.183 |           |
|                  | RAE-CW      | 0.093 / 0.001 | 0.091 / 0.013 | 0.197 / 0.183 | 0.229 / 0.198 | 0.127 / 0.391 | 0.129 / 0.118 | 0.089 / 0.124 | 0.099 / 0.124 |           |
|                  | RIT-IGSM    | 0.114 / 0.442 | 0.380 / 0.428 | 0.137 / 0.421 | 0.127 / 0.391 | 0.174 / 0.515 | 0.204 / 0.522 | 0.224 / 0.539 | 0.197 / 0.572 |           |
| Mini-ImageNet    | RAE-IGSM    | 0.192 / 0.225 | 0.488 / 0.473 | 0.819 / 0.835 | 0.687 / 0.691 | 0.770 / 0.796 | 0.790 / 0.788 | 0.796 / 0.802 | 0.823 / 0.819 |           |
|                  | RAE-CW      | 0.434 / 0.451 | 0.929 / 0.917 | 0.923 / 0.940 | 0.902 / 0.925 | 0.924 / 0.912 | 0.859 / 0.863 | 0.900 / 0.878 | 0.870 / 0.896 |           |
|                  | RIT-IGSM    | 0.572 / 0.805 | 0.586 / 0.791 | 0.623 / 0.791 | 0.609 / 0.813 | 0.751 / 0.879 | 0.655 / 0.799 | 0.755 / 0.860 | 0.751 / 0.880 |           |

Table 2. Results of RAEG under various settings. A, P, S respectively denote Accuracy, PSNR and SSIM.

| Dataset          | Aprt | sprt | Aprv | sprv | Fprt | Frev | Sprt | Srev |
|------------------|------|------|------|------|------|------|------|------|
| Caltech -101     | 0.953 | 0.654 | 0.944 | 30.504 | 45.499 | 0.900 | 0.989 |
|                  | 0.980 | 0.479 | 0.977 | 27.256 | 45.260 | 0.848 | 0.985 |
|                  | 0.956 | 0.166 | 0.941 | 24.167 | 41.684 | 0.728 | 0.963 |
| CelebA -100      | 0.823 | 0.147 | 0.750 | 31.878 | 43.542 | 0.955 | 0.996 |
|                  | 0.828 | 0.460 | 0.823 | 26.720 | 48.042 | 0.901 | 0.999 |
|                  | 0.833 | 0.020 | 0.043 | 25.928 | 38.575 | 0.872 | 0.989 |
| Mini-ImageNet    | 0.926 | 0.211 | 0.889 | 30.415 | 42.262 | 0.893 | 0.983 |
|                  | 0.948 | 0.068 | 0.941 | 27.366 | 39.361 | 0.871 | 0.979 |
|                  | 0.942 | 0.086 | 0.933 | 25.947 | 40.209 | 0.830 | 0.979 |

4.3. Ablation Study

For space limit, we conduct ablation studies on Mini-ImageNet. The accuracies are reported based on a pretrained ResNet-50. Figure 5 and Table 3 respectively showcase and
Table 3. Training networks based on different datasets. The accuracies are from ResNet-50/ResNet-101/DenseNet-121.

| Dataset      | Trained on $L_{atk}$ using ComDefend | Trained on $I$ |
|--------------|---------------------------------------|---------------|
| Caltech-101  | 0.473 / 0.552 / 0.591                 | 0.974 / 0.971 / 0.967 |
| Mini-ImageNet | 0.526 / 0.565 / 0.597                 | 0.935 / 0.955 / 0.952 |
| CelebA-100   | 0.243 / 0.252 / 0.260                 | 0.805 / 0.807 / 0.801 |

Fig. 5. Ablation study on the quality of $L_{prt}$. The performances from the partial setups have noticeable defects.

provide average results from several partial setups. For fair comparison, we let $P_{prt} \approx 27$dB in each test.

Effectiveness of INN Architecture. A typical alternative of INN is to model image protection and image recovery independently using Encoder-Decoder-based networks. However, invertible neural network learns stable invertible distribution mapping, where the forward and back propagation operations are in the same network. From Table 4, we observe that INN-based RAEG provides a better performance.

Influence of the Perceptual Loss and the Discriminator. As show in Table 4, without the perceptual Loss and the discriminator, the overall performance will decline, and more visually unpleasant distortions appear. The results indicate that they do improve the visual quality.

Investigation on the Target Model. Training with one target model can improve the visual quality of $x_{rev}$, but it greatly degrades the robustness in the test stage, which highlights the necessity of training with ensemble targeted networks. The reason is that the attack model can easily find the weakness of a fixed classifier through iteration and ultimately produces a fixed pattern. It results in poor performance generalization.

5. CONCLUSION

In this paper, we design a U-shaped invertible image transfer network to nullify the dataset by generating acceptable perturbations to alter their intrinsic properties. The reversibility of the image transfer network ensures the performance of authorized users. Extensive experiments demonstrate that the proposed method can effectively nullify the images with acceptable distortion.

Table 4. Ablation study on robustness, visual quality and generalization of RAEG.

| Setting                  | $P_{prt}$ | $\Delta_{atk}$ | $\Delta_{rev}$ | $\Delta_{def}$ |
|--------------------------|-----------|-----------------|---------------|---------------|
| G using "Enc-Dec" archite. | 31.37     | 0.479           | 0.569         | 0.803         |
| w/o discriminator        | 37.53     | 0.241           | 0.265         | 0.491         |
| w/o VGG loss             | 38.62     | 0.197           | 0.247         | 0.343         |
| Training with one victim | 42.61     | 0.124           | 0.267         | 0.673         |
| Full Implementation      | 40.14     | 0.093           | 0.082         | 0.122         |
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