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ABSTRACT

We investigate cooperative multi-agent reinforcement learning in environments with off-beat actions, i.e., all actions have execution durations. During execution durations, the environmental changes are not synchronized with action executions. To learn efficient multi-agent coordination in environments with off-beat actions, we propose a novel reward redistribution method built on our novel graph-based episodic memory. We name our solution method as LeGEM. Empirical results on stag-hunter game show that it significantly boosts multi-agent coordination in environments with off-beat actions and achieves leading performance.
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1 INTRODUCTION

Despite the recent successes of multi-agent reinforcement learning (MARL) in autonomous systems [1, 12] and real-time strategy (RTS) video games [10], learning effective multi-agent coordination in environments with off-beat actions remains challenging for MARL. Many cooperative MARL methods [3, 4, 6, 7] fail to learn efficient multi-agent coordination in environments where action durations are caused by off-beat actions. The main reason is TD-learning [8] fails when displaced rewards caused by action durations are used in training. To this end, we propose a novel reward redistribution method built on our novel graph-based episodic memory. We name our method as LeGEM. Empirical results on stag-hunter game show that it significantly boosts multi-agent coordination in environments with off-beat actions and achieves leading performance.

2 PRELIMINARIES

MARL aims to learn optimal policies for all the agents in the team. With TD-learning and a global Q value proxy \(Q_{\text{tot}}\) for the optimal \(Q^*\), \(\{Q_i\}_{i=1}^N\) are optimized via minimizing the loss [2, 11]:

\[\hat{\theta} = \arg \min_{\theta} \mathbb{E}_{D'}[\sum_{t=1}^T ((Q_{\text{tot}}(s_t, a_t)) - r_t + \gamma \max_{a' \in A_s} Q^*_t(s_{t+1}, a'))^2]\]

where \(r_t\) is the parameter of the target \(Q_{\text{tot}}\) and is periodically copied from \(\hat{\theta}\). \(D'\) is a sample from the replay buffer \(D\).

3 METHODOLOGY

3.1 Temporal Recency Reward Redistribution

To learning efficient multi-agent coordination in environment with off-beat actions for MARL methods. We redistribute rewards to agents’ pivot timesteps (we will introduce the method for searching agent’s pivot timesteps in the following subsection). The pivot timestep of each agent is the timestep when the off-beat action was executed and later triggered the reward.

The timestep to which the reward should be distributed is called the final pivot timestep. We denote the final pivot timestep at timestep \(t\) as \(e_t\). For a shared reward at timestep \(t\), each agent’s pivot timestep
Therefore, we can utilize updated transitions with newly replaced $T$ between agents. The length of the trajectory and the triplet $c$ can be different. We can get $e_t$ via proximity:

$$e_t = \arg\min_{t \in [1, N]} \{ t - e_0 \}$$  

(1)

In the example of Fig. 1, the final pivot timestep $e_0$ for timestep 9 is $e_0 = 5$. Then, we can utilize it to update the reward in each transition $(s^\tau, \tilde{u}^\tau, r^\tau, s^{\tau+1})$:

$$\tilde{r}^\tau = \mathbb{I}(e_t \geq t) \cdot r^\tau + \mathbb{I}(e_t < t) \cdot r'$$  

(2)

where $\mathbb{I}(-)$ is the indicator function. $r^\tau$ is replaced with $\tilde{r}^\tau$. This update rule is conducted iteratively from $t = 0$ to $t = T - 1$. To stabilize learning and circumvent the overestimation of the TD target, $r'$ is also updated after Eqn. 2 via $(1 - \gamma (e_t < t) \cdot (1 - \beta)) \cdot r'$. Therefore, we can utilize updated transitions with newly replaced rewards for MARL training. We also present an example in Fig. 2 to illustrate the workflow of our reward redistribution method.

### 3.2 Episodic Memory and Searching Method

The reward redistribution method introduced in Sec. 3.1 relies on certain structures to searching the pivot timestep $e_t$ for agent $i$. We propose our novel episodic memory (EM). During training, each agent $i$ collects its own individual trajectories $T_i$. We then define $T_i$ of agent $i$ as $T_i = \{(s_0^i, \tilde{u}_0^i, r_0^i), \ldots, (s_{T-1}^i, \tilde{u}_{T-1}^i, r_{T-1}^i)\}$, where $T$ is the length of the trajectory and the triplet $(s_0^i, \tilde{u}_0^i, r_0^i)$ represents the observation, action and reward of timestep $t$. $r^\tau$ is globally shared between agents.

**Graphs and Sub-Graph.** Each agent’s episodic memory (EM) has $T$ graphs categorized by the length of the episode. Each graph consists of many sub-graphs that are categorized by the episode return. We define the graph of agent $i$’s EM as a directed graph $\phi_i^k \in \Phi_i$ where $\Phi_i$ is the set of graphs of agent $i$ and $\phi_i^k$ is the $t$-th graph of $\Phi_i$, $t \in \{0, \ldots, T - 1\}$. To model an agent’s behaviour explicitly and make the trajectories easy to represent, we create $T$ graphs for each agent and let $\Phi_i = \{\phi_i^0, \ldots, \phi_i^{T-1}\}$ where $T$ is the maximum depth of all graphs and the maximum length of the episode as well. The maximum level of $\phi_i^k$ is $t + 1$. The graph consists of nodes that are connected by edges. Each node contains visit count and pointers connecting the precursors (nodes at the previous level) and the successors (nodes at the next level). Besides the $\phi_i^t$, we define the sub-graph set of $\phi_i^k$ as $\Psi_i^{\Omega} = \{\phi_i^{t, \omega}\}_{\omega \in \Omega}$ by using the discretized episode return and there are $O$ sub-graphs. $\phi_i^{t, \omega}$ is the $\omega$-th sub-graph whose episode return is the $\omega$-th item in $[0, \ldots, r^T]$ where $r^T$ is the maximum discretized episode return of $\phi_i^k$. We define the key $(\phi_i^t, \tilde{u}_i^k)$ using agent $i$’s $\phi_i^k$ and $\tilde{u}_i^k$ at timestep $t$. The visit count of the node indicates the total number of visits made by agent $i$ to the node. The initial value of the visit count is 1.

**Updating Graph.** Given $\tau_i$ of length $T_i$, if the node is already in the graph at length $t$, we then increase the visit count by 1. Otherwise, we create a new node for level $t$ of the graph and update its pointers. Meanwhile, sub-graphs will be also created and updated.

**Searching method.** We propose our search schemes for our reward redistribution method. For agent $i$, given $\tau_i$, the corresponding graph is $\phi_i^l = \Phi_i[\ell]$ ($\ell = \text{length}(\tau_i) - 1$) and $\phi_i^{(l, \omega)} = \Phi_i^{(l, \omega)}$, and episode return is $r^{l, \omega}$. Agent $i$ searches from the node (the key is $(\phi_i^l, \tilde{u}_i^k)$) and $(\phi_i^l, \tilde{u}_i^k) \in \tau_i$, $(\phi_i^l, \tilde{u}_i^k) \in \tau_i$ at level $t$ in sub-graph $\phi_i^{(l, \omega)}$ to find the pivot timestep $e_t$ for $r^T$. Searching ends when the pattern of decreasing or increasing visit count ends and the corresponding level is the candidate pivot timestep.

### 4 EXPERIMENTS AND CONCLUSION

We conduct experiments on stag-hunt game as shown in Fig. 1. We select QMIX [4], VDN [7], IQL [9] and Qtran [6] as baselines. We implement our method on PyMAML [5] and use 10 random seeds to train each method on the testbed. Results show that with our method LeGEM, MARL methods gain enhanced performance.
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