Enhanced Hand-Oriented Activity Recognition Based on Smartwatch Sensor Data Using LSTMs

Sakorn Mekruksavanich 1, Anuchit Jitpattanakul 2,* and Phichai Youplao 3,4,*

1 Department of Computer Engineering, School of Information and Communication Technology, University of Phayao, Phayao 56000, Thailand; sakorn.me@up.ac.th
2 Intelligent and Nonlinear Dynamic Innovations Research Center, Department of Mathematics, Faculty of Applied Science, King Mongkut’s University of Technology North Bangkok, Bangkok 10800, Thailand
3 Computational Optics Research Group, Advanced Institute of Materials Science, Ton Duc Thang University, District 7, Ho Chi Minh City 729000, Vietnam; preecha.yupapin@tdtu.edu.vn
4 Faculty of Applied Sciences, Ton Duc Thang University, District 7, Ho Chi Minh City 729000, Vietnam
* Correspondence: anuchit.j@sci.kmutnb.ac.th (A.J.); phichai.youplao@tdtu.edu.vn (P.Y.)

Received: 29 August 2020; Accepted: 18 September 2020; Published: 22 September 2020

Abstract: The creation of the Internet of Things (IoT), along with the latest developments in wearable technology, has provided new opportunities in human activity recognition (HAR). The modern smartwatch offers the potential for data from sensors to be relayed to novel IoT platforms, which allow the constant tracking and monitoring of human movement and behavior. Recently, traditional activity recognition techniques have done research in advance by choosing machine learning methods such as artificial neural network, decision tree, support vector machine, and naive Bayes. Nonetheless, these conventional machine learning techniques depend inevitably on heuristically handcrafted feature extraction, in which human domain knowledge is normally limited. This work proposes a hybrid deep learning model called CNN-LSTM that employed Long Short-Term Memory (LSTM) networks for activity recognition with the Convolution Neural Network (CNN). The study makes use of HAR involving smartwatches to categorize hand movements. Using the study based on the Wireless Sensor Data Mining (WISDM) public benchmark dataset, the recognition abilities of the deep learning model can be assessed. The accuracy, precision, recall, and F-measure statistics are employed using the evaluation metrics to assess the recognition abilities of LSTM models proposed. The findings indicate that this hybrid deep learning model offers better performance than its rivals, where the achievement of 96.2% accuracy, while the f-measure is 96.3%, is obtained. The results show that the proposed CNN-LSTM can support an improvement of the performance of activity recognition.
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1. Introduction

Miniature sensors have driven rapid growth in the wearable technology sector, since they permit computerized monitoring at any time [1]. A wide range of affordable wearable products are now available, including smartwatches, smartphones, and smart glasses. Through their internal gyroscopes and accelerometers, these devices are able to record significant quantities of data which can then undergo analysis to determine the various activities the wearer has performed [2]. It is then possible to classify those activities and use the information for various purposes, such as monitoring the elderly [3], tracking exercise [4], or protecting people from office workers’ syndrome [5].
To date, mobile computing and human activity recognition have become popular and complex [6,7]. The data obtained from the various wearable sensors can be treated as time-series data, where a majority of studies have focused on the recognition of activity through the use of smartphones [8–11]. Almost everyone now carries a smartphone, which increases the potential of the applications they use. However, one drawback is the fact that phones are usually carried in bags or pockets, are therefore not consistently positioned on the body. Furthermore, a phone held in the trouser pocket is not ideally positioned to record hand movements, which cannot even be relied upon to maintain the same orientation as it is carried around. For female users, the smartphone is especially inconvenient as many do not even carry it in their pockets, preferring instead to use a handbag. Smartwatches, however, can solve many of these issues, and since they are worn in a fixed position on the wrist, they are the best choice to capture hand movements [12].

There are a number of benefits offered by smartwatches, in which other forms of inertial sensor technology cannot match. Among these include the fact that smartwatches are able to merge the features of a smartphone with the ability to monitor data constantly. Through small screens, it is possible for the user to interact with the smartwatch wherever they are located. The watch can be worn at all times, will be waterproof, and typically has a much longer useful battery lifespan than a smartphone [13]. Moreover, smartphones cannot always be carried during periods of strenuous exercise due to their size and shape. In contrast, smartwatches can be worn while exercising and can, therefore, generate data from the compass, GPS, accelerometer, and gyroscope, as well as monitoring heart rates [14,15].

Today’s greater availability of wearable technology has brought about increased interest in HAR in order to bring about benefits for people’s health and well-being [16]. During the past five years there has been a notable increase in the number of research papers published in this particular field [17], with a majority of these studies focusing on the applications of HAR in conventional machine learning (ML) models. Such models typically employ ML algorithms such as support vector machines, naïve Bayes, decision trees, hidden Markov, and k-nearest neighbor models. The drawback to such approaches, however, is the reliance upon hand-crafted shallow feature extraction, which is a practice that relies heavily upon the knowledge of the humans performing the work [18]. Furthermore, these ML approaches apply independent statistical formulas to segment each time step within the time-series data, which leads to the time and space relationships within the data being lost when the models are trained. However, in more recent years, published studies have begun to show the accomplishments of deep learning (DL) models in addressing complicated HAR issues [19,20]. These techniques differ from the traditional ML approaches since it becomes possible to address high-level features when examining raw data from sensors.

In this study, a smartwatch-based approach to HAR is examined in the context of hand movement recognition using data from sensors in a smartwatch, along with the Wireless Sensor Data Mining (WISDM) public smartwatch dataset, which is composed of IMU sensor data that records the activity of the hands as well as data associated with eating of 51 participants were provided with the data. This study suggested the use of a hybrid deep learning model that employed LSTM networks for recognition performance improvement.

The remaining paper is structured as follows. Section 2 presents the preliminary background and related works in the research work of human activity recognition. In Section 3, an overview of the proposed smartwatch based HAR framework is presented. The details of each process in the framework are described. Section 4 conducts the experiments from various scenarios, as well as showing improvable results by the proposed framework comparing with state-of-the-art evaluation metrics. Finally, Section 5 presents the research conclusion and challenging future points.

2. Preliminary Background

2.1. Human Activity Recognition

The definition of human activity covers all physical movements involved in human life, whether necessary or otherwise. Such activity requires energy to be spent in moving the skeletal muscles,
with examples including walking, eating, sitting, standing, and so forth. When conducting research involving time-series classification, human activity recognition (HAR) faces the challenges of classifying the sequences of data obtained from wearable sensors in time-series format, to determine clearly defined human movements [21–24].

Suppose a human performs some activities according to a pre-defined activity set \( A = \{ a_1, a_2, a_3, \ldots, a_m \} \), where \( m \) means the number categories of physical activity. Given a time-series sequence \( s = \{ d_1, d_2, \ldots, d_t, \ldots, d_n \} \) of sensor data reading is captured from the human activity information, where \( d_t \) means the data sensor reading at time \( t \) and \( n \) denoted of sequence and \( n \geq m \). The HAR task aims to determine a function \( F \) to forecast the physical activity sequence which based on data sensor reading \( s \). The function \( F \) can be defined:

\[
F(s) = \{ a'_1, a'_2, a'_3, \ldots, a'_n \}, \quad a'_n \in A,
\]

Meanwhile the real activity sequence is indicated as:

\[
F(s) = \{ a^*_1, a^*_2, a^*_3, \ldots, a^*_n \}, \quad a^*_n \in A,
\]

The general framework encompassing HAR using wearable sensor data is shown in Figure 1. This framework comprises four key processes which can be employed to categorize the various forms of physical activity based on raw data from the activity sensors. In the first step, the raw data are gathered from the IMU sensors carried in wearable technology. Then in step two, the data are cleaned and prepared through the preprocessing phase [25]. This involves filtering and addressing the issue of missing data from sensor errors by including estimations based on statistical formulas. The data must then be segmented and balanced. However, because the sensor data appears in time-series form, the characteristic features is necessary to be extracted from the high-dimensional data. In the final stage, these features will then be used to train the model through the use of various ML algorithms including naive Bayes, support vector machines, or decision tree. Once trained, the ML model will then be capable of recognizing and categorizing human activity.

2.2. Deep Learning with HAR

Important recent studies of HAR [17] have revealed certain problems associated with conventional machine learning techniques which ultimately influence the ability to recognize human activity. This limitation concerns the choice of hand-crafted features since the selection is dependent upon the skills and knowledge of the person taking the decisions [26]. Within the time span of just a few years, however, deep learning has been applied as a suitable alternative approach which can address these limitations effectively.

Figure 2 shows the deep learning process can eliminate the need for feature extraction in the general HAR framework. Recently, the studies have put forward several models for deep learning, which can be addressed the issues related to the time-series classification of HAR problems. Studies have examined...
some learning models to assess their recognition abilities in terms of miscellaneous benchmark activity datasets. Two of the main models are Convolution Neural Networks (CNNs) and Long Short-Term Memory Networks (LSTMs); they are effective for HAR problems using smartphones since they offer appropriate evaluation metrics. These two models are thus investigated in this study to determine their effectiveness in recognizing hand movements using data from smartwatches.

![Figure 2](image.png)

**Figure 2.** The general framework of HAR using deep learning approaches.

### 3. Proposed Framework

In this section, the proposed framework for hand-oriented activity recognition based on smartwatch sensor data is presented. The overall process of the framework is depicted as Figure 3.

![Figure 3](image.png)

**Figure 3.** The proposed smartwatch-based HAR framework.

The framework consists of four main processes (Data collection, Data preprocessing and segmentation, Deep model training, and Model evaluation).

#### 3.1. Data Collection

The smartwatch data used in the research work is a public benchmark dataset called WISDM from the UCI Repository [27]. This dataset provides tri-axial accelerometer data and tri-axial gyroscope data collected at a rate of 20 Hz from Android smartphones and an Android smartwatch. Data is gathered at a rate of 20 Hz in every 50 ms. The Android smartphone and smartwatch are Samsung Galaxy S5 with Android 6.0 operating system and LG G Watch running with Android Wear 1.5, respectively. These raw sensor data are recorded from 51 subjects with 18 and 25 years who performed 18 pre-defined physical activities. All subjects wear the smartwatch on their dominant hand while they are performing the activities [28,29]. These physical activities can be categorized into three main categories, i.e., non-hand-oriented activities, hand-oriented eating activities, and hand-oriented general activities. Some samples from accelerometer data and gyroscope data are illustrated in Figures 4 and 5, respectively.
Figure 4. Activity accelerometer data for 10 s of (a) kicking, (b) stairs, (c) standing, (d) jogging, (e) sitting, (f) walking, (g) sandwich, (h) chips, (i) drinking, (j) soup, (k) pasta, (l) folding, (m) typing, (n) teeth, (o) catch, (p) clapping, (q) dribbling, and (r) writing.
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Figure 5. Activity gyroscope data for 10 s of (a) kicking, (b) stairs, (c) standing, (d) jogging, (e) sitting, (f) walking, (g) sandwich, (h) chips, (i) drinking, (j) soup, (k) pasta, (l) folding, (m) typing, (n) teeth, (o) catch, (p) clapping, (q) dribbling, and (r) writing.

3.2. Data Preprocessing and Segmentation

The activities from the WISDM dataset have been found to be recorded separately from the exploratory data analysis. This means that each person performs one activity for approximately 3 min in a raw data, followed by the next activity, etc. When looking at the timestamps, it can be seen that the transitions from one activity to the next one are not continuous, but the recording has happened in isolation. The smartphone and smartwatch data is not also synchronized, i.e., they have not been collected in parallel.

This research analyzes the sensor data by exploratory data analysis and finds that there are activity data of 7 subjects did not contain all pre-defined activities. So, the seven subjects are cut-off, i.e., subject number 1616, 1618, 1637, 1638, 1639, 1640, and 1642. To handle time-series data on the
HAR problem with 75% of the overlapping proportion as shown in Figure 6, the smartwatch data remains with 44 subjects from 55 subjects, where the data is also segmented by a sliding window of 10 s. The number of raw sensor data is shown in Table 1.

| Class #Activity | 51 Subjects | Selected 44 Subjects |
|----------------|-------------|-----------------------|
| raw accelerometer data | 3,777,046 | 2,969,030 |
| raw gyroscope data | 3,440,342 | 2,960,050 |

Figure 6. Data segmentation process by a sliding window of 10 s to handle time-series data on the HAR problem.

Given the sampling rate of 20 Hz and the window size of 10 s, there are 200 raw sensor data for each sample. Then these sensor samples are split to 70% as training set and remaining 30% as test set for evaluating the proposed model. The numbers of smartwatch sensor samples used in this work is presented in Table 2.
Table 2. Numbers of sensor samples

|                         | 51 Subjects | Training Set (70%) | Test Set (30%) |
|-------------------------|-------------|--------------------|----------------|
| raw accelerometer data  | 59,380      | 41,566             | 17,814         |
| raw gyroscope data      | 59,201      | 41,441             | 17,760         |

3.3. Deep Model Training

LSTM is an extended deep learning model of recurrent neural networks (RNN) [30]. LSTM is proposed to tackle vanishing and exploding gradient problems [31]. The computational process of the LSTM network can be detailed as the following process: (1) any input data \( X = \{x_0, x_1, x_2, \ldots, x_t, x_{t+1}, \ldots\} \) is turned into the data together with the data of the hidden layer at the last stage to the hidden layer \( H = \{h_0, h_1, h_2, \ldots, h_t, h_{t+1}, \ldots\} \) by the matrix transformation technique, and (2) the hidden layer output passes under an activation function to the last value of the output layer \( Y = \{y_0, y_1, y_2, \ldots, y_t, y_{t+1}, \ldots\} \) as illustrated in Figure 7.

![Figure 7. The unfold structure of one-layer baseline Long Short-Term Memory (LSTM).](image)

The LSTM network consists of the specific characteristic structure for memorizing information for a stretched time. The input and forget gate manipulate process to replace the new result information by comparing the internal memory with the new data feeding. This process enhances gradients to circulate effectively in time.

As shown in Figure 8, input gate \((i)\), forget gate \((f)\), output gate \((o)\) and memory cell \((C)\) of LSTM are designed to control what information should be stored, updated, and deleted. Gating is the technique to pass the needed information selectively [32]. This technique composes of the Sigmoid and the Hadamard product function. Derived output value within range of \([0, 1]\) is allowed the multiplication to proceed the information. This consideration is the effective practice to initialize these gates to a value of 1 or close to 1. So, this situation is not to debilitate training initially. Therefore, each parameter at the moment \(t\) can be defined in the LSTM node.

From Figure 8, each gate that works inside an LSTM cell is mathematically defined as the following expressions [33]:

\[
\begin{align*}
    f_t &= \sigma(U_f x_t + W_f h_{t-1} + b_f) \\
    i_t &= \sigma(U_i x_t + W_i h_{t-1} + b_i) \\
    g_t &= \tanh(U_g x_t + W_g h_{t-1} + b_g) \\
    o_t &= \sigma(U_o x_t + W_o h_{t-1} + b_o)
\end{align*}
\]
\[ c_t = f_t \otimes c_{t-1} + i_t \otimes g_t \tag{7} \]
\[ h_t = o_t \otimes \text{tanh}(c_t) \tag{8} \]

where:
- Forget gate \((f_t)\) manipulates when there is desired unnecessary data to delete.
- Input gate \((i_t)\) manipulates the input activation of new data into the memory cell.
- Input modulation gate \((g_t)\) manipulates the preeminent input to the memory cell.
- Output gate \((o_t)\) manipulates the flow of output.
- Internal state \((c_t)\) manipulates the constitutional recurrence of cell.
- Hidden state \((h_t)\) manipulates the data from the preceding data case inward the context window.

Equations (3)–(8) described the detailed process of LSTM network as following: (1) When there is a need to delete unnecessary data that involves the forget gate. (2) New data which needs to store in memory with an input gate is determined. Then the state value of an old node \(C_{t-1}\) is updated to the new node state \(C_t\). (3) Finally, which data should be output to the layer over with an output gate is determined.

The hybrid LSTM network called CNN-LSTM is proposed to enhance the recognition performance in this research. The CNN-LSTM is consisted of two convolutional layers with one LSTM layers. The structure of CNN-LSTM can be illustrated in Figure 9. The proposed CNN-LSTM model introduces by 1D-CNN two layers with \(3 \times 1\) kernels for extracting deep spatial appearances from smartwatch sensor data. The number of filters is set to 128 and 64 for the first and second 1D-CNN layer, respectively. The rectified linear function is used as the activation function in the proposed model. After the second 1D-CNN layer is processed, the dropout technique is applied. A LSTM layer with 128 units is then applied before a dropout layer for extracting temporal features. Finally, a completely connected dense layer is employed to the LSTM output at the final time step with a SoftMax function. Figure 10 shows accuracy and loss examples of the training process of CNN, LSTM, and the proposed CNN-LSTM. The gap between training and validation accuracy is a clear indication of the overfitting problem. Many gaps in the network affect to increase overfitting problems.

### 3.4. Model Evaluation

Generally four evaluation metrics for multi-class classification are employed to verify the performance of the proposed CNN-LSTM models. Accuracy, precision, recall, and F-measure are considered as performance metrics evaluation in this research work. When correctly recognized, such activity could be classified as True Positive (TP) or True Negative (TN). On the other hand, activity can be classified as False Positive (FP) or False Negative (FN) when incorrectly classified by metrics. True Positive or True Negative derive other performance metrics. Given \(\text{TP} = \sum_{c=1}^{N} \text{TP}_c\) denotes the total true positive rate for a classifier on all classes, \(\text{TN} = \sum_{c=1}^{N} \text{TN}_c\) denotes the total true negative rate,
FP = \sum_{c=1}^{N_c} FP_c \text{ denotes the total false positive rate, and } FN = \sum_{c=1}^{N_c} FN_c \text{ denotes the total false negative rate. These metrics are detailed following.}

**Figure 9.** The proposed Convolution Neural Network (CNN)-LSTM network structure in this research.

**Figure 10.** Accuracy and loss examples of the training process of (a) CNN, (b) LSTM, and (c) proposed CNN-LSTM.
3.4.1. Accuracy

Accuracy shows that ratio of correctly classified issues which is the sum of correct classification divide by the total number of classifications.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \tag{9}
\]

3.4.2. Precision

Similar to accuracy, precision measures the accuracy value based on the negative instance fraction, which is classified as negative. The total precision \((\text{Precision})\) is the average of the precision for each class mean by \(\text{Precision}_c\):

\[
\text{Precision}_c = \frac{TP_c}{TP_c + FP_c} \tag{10}
\]

\[
\text{Precision} = \frac{1}{N} \left( \sum_{c=1}^{N} \frac{TP_c}{TP_c + FP_c} \right) \tag{11}
\]

3.4.3. Recall

Recall shows the effectiveness of correctly forecasted issues as positive instances. The total recall \((\text{Recall})\) is the average of the recall for each class mean by \(\text{Recall}_c\):

\[
\text{Recall}_c = \frac{TP_c}{TP_c + FN_c} \tag{12}
\]

\[
\text{Recall} = \frac{1}{N} \left( \sum_{c=1}^{N} \frac{TP_c}{TP_c + FN_c} \right) \tag{13}
\]

3.4.4. F-Measure

F-measure helps to search the balancing of precision and recall. There is an uneven class distribution (larger amount of actual negatives). The F-measure for each class is denoted by \(\text{F-measure}_c\).

\[
\text{F-measure}_c = 2 \times \frac{\text{Recall}_c \times \text{Precision}_c}{\text{Recall}_c + \text{Precision}_c} \tag{14}
\]

\[
\text{F-measure} = 2 \times \frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \tag{15}
\]

4. Experimental Results

4.1. Experiments

Experimental implementation is conducted by using Python 3.6.9, TensorFlow 2.2.0, Keras 2.3.1, Scikit-Learn, Numpy 1.18.5, and Pandas 1.0.5 libraries in this research. The experiments have been executed on the Google Colab platform with Tesla K80 and also optimized hyperparameters of each deep learning model by SigOpt. Three different experiments are set up with three DL models—CNN, LSTM, and proposed CNN-LSTM—as following scenarios:

- Scenario 1—Only raw accelerometer data,
- Scenario 2—Only raw gyroscope data,
- Scenario 3—Raw accelerometer data and raw gyroscope data.

Table 3 shows layer types of baseline deep learning models (CNN and LSTM) with the proposed CNN-LSTM model.
Table 3. Layer types of baseline deep learning models and the proposed CNN-LSTM mode.

| DL Models   | Layer Types                           |
|-------------|---------------------------------------|
| CNN         | Conv1D–Dropout–Maxpooling–Dense–Softmax |
| LSTM        | Lstm–Dropout–Dense–Softmax            |
| CNN-LSTM    | Conv1D–Conv1d–Dropout–Maxpooling–Lstm–Dropout–Dense–Softmax |

4.2. Experimental Results

For performance evaluation, smartwatch sensor data is used from WISDM dataset by splitting 70% for training models and the remaining 30% for testing the trained models. The experimental results of all three scenarios are shown in Table 4.

Table 4. Experimental results of all three scenarios with two baseline deep learning models and the proposed CNN-LSTM model.

| Scenario     | Model   | Evaluation Metrics |
|--------------|---------|--------------------|
|              |         | Accuracy | Precision | Recall | F-measure |
| Acc.         | CNN     | 89.60     | 89.60     | 89.60  | 89.60     |
|              | LSTM    | 87.80     | 88.00     | 87.80  | 87.90     |
|              | CNN-LSTM| 95.20     | 95.20     | 95.20  | 95.20     |
| Gyro.        | CNN     | 86.40     | 86.90     | 86.40  | 86.50     |
|              | LSTM    | 84.10     | 84.30     | 84.10  | 84.00     |
|              | CNN-LSTM| 95.40     | 95.40     | 95.40  | 95.40     |
| Acc. + Gyro. | CNN     | 93.10     | 93.10     | 93.10  | 93.10     |
|              | LSTM    | 89.60     | 89.70     | 89.60  | 89.60     |
|              | CNN-LSTM| 96.20     | 96.30     | 96.20  | 96.30     |

From the results in Table 4, the proposed CNN-LSTM model outperforms the other DL models in every activity. Though when analyzing the performance metrics recognition with accuracy, precision, recall, and F-measure, results of F-measure metric is only presented because they incorporate accuracy and precision. The confusion matrix for the proposed CNN-LSTM networks is shown in Table 5. Because of focusing on the comparison of different activities in this research, F-measure is chosen as the performance metric for this objective. Moreover, we can compare the effectiveness of the CNN-LSTM with the F-measure of each category of activities. The F-measure results of the different DL models trained from smartwatch sensor data are shown in Figure 11.
Table 5. Confusion Matrix for the proposed CNN-LSTM.

|                | Walking | Jogging | Stairs | Sitting | Standing | Typing | Teeth | Soup | Chips | Pasta | Drinking | Sandwich | Kicking | Catch | Dribbling | Writing | Clapping | Folding | Recall |
|----------------|---------|---------|--------|---------|----------|--------|-------|------|-------|-------|----------|----------|---------|-------|-----------|---------|----------|---------|--------|
| walking        | 952     | 1       | 4      | 1       | 0        | 0      | 0     | 0    | 0     | 0     | 0        | 0        | 0       | 0     | 0         | 0       | 0        | 0       | 98.35% |
| jogging        | 2       | 933     | 5      | 0       | 0        | 0      | 0     | 0    | 0     | 0     | 0        | 0        | 2       | 2     | 1         | 0       | 0        | 0       | 98.73% |
| stairs         | 1       | 1       | 977    | 0       | 0        | 0      | 0     | 0    | 0     | 0     | 0        | 0        | 6       | 2     | 0         | 0       | 0        | 0       | 97.89% |
| sitting        | 0       | 0       | 4      | 956     | 16       | 1      | 0     | 1    | 3     | 2     | 5        | 14       | 0       | 0     | 0         | 0       | 0        | 0       | 94.56% |
| standing       | 2       | 0       | 0      | 26      | 953      | 4      | 0     | 4    | 4     | 0     | 13       | 3        | 2      | 5     | 1         | 0       | 0        | 0       | 93.71% |
| typing         | 0       | 0       | 0      | 7       | 1        | 891    | 3     | 0    | 3     | 2     | 0        | 0        | 0      | 0     | 0         | 24       | 0        | 0       | 95.70% |
| teeth          | 0       | 0       | 0      | 5       | 1        | 2      | 1017  | 1    | 0     | 0     | 0        | 0        | 0      | 0     | 0         | 1       | 0        | 1       | 98.83% |
| soup           | 0       | 0       | 0      | 3       | 3        | 1      | 3     | 920  | 7     | 19    | 3        | 4        | 0      | 0     | 0         | 0       | 0        | 4       | 94.94% |
| chips          | 0       | 0       | 0      | 8       | 3        | 2      | 0     | 10   | 918   | 16    | 8        | 28       | 0      | 0     | 0         | 0       | 0        | 0       | 92.26% |
| pasta          | 0       | 0       | 0      | 5       | 0        | 0      | 6     | 6    | 977   | 3     | 13       | 0        | 0      | 0     | 0         | 4       | 1        | 0       | 96.20% |
| drinking       | 0       | 0       | 0      | 11      | 15       | 1      | 0     | 1    | 4     | 15    | 898      | 40       | 0      | 0     | 7         | 0       | 0        | 0       | 90.52% |
| sandwich       | 0       | 0       | 1      | 9       | 5        | 0      | 2     | 5    | 9     | 27    | 921      | 6        | 0      | 0     | 0         | 0       | 0        | 0       | 93.41% |
| kicking        | 0       | 1       | 5      | 0       | 2        | 0      | 0     | 0    | 0     | 1     | 4        | 6        | 960    | 24    | 0         | 0       | 0        | 3       | 95.43% |
| catch          | 0       | 0       | 0      | 1       | 1        | 0      | 0     | 0    | 0     | 0     | 1        | 1        | 0      | 2     | 986       | 5       | 1        | 0       | 98.70% |
| dribbling      | 0       | 0       | 0      | 0       | 0        | 0      | 0     | 0    | 0     | 0     | 0        | 0        | 0      | 0     | 8         | 963      | 6        | 0       | 98.57% |
| writing        | 0       | 0       | 0      | 7       | 1        | 0      | 0     | 0    | 2     | 0     | 2        | 0        | 2      | 2     | 13        | 1016     | 3        | 0       | 97.13% |
| clapping       | 0       | 0       | 0      | 0       | 0        | 0      | 0     | 0    | 0     | 0     | 0        | 0        | 0      | 0     | 3         | 928      | 3        | 0       | 99.56% |
| folding        | 0       | 0       | 1      | 1       | 0        | 0      | 0     | 0    | 0     | 0     | 0        | 0        | 1      | 0     | 4         | 2        | 3        | 3       | 928     |

Precision 99.50% 99.68% 97.99% 91.66% 95.20% 98.78% 99.41% 97.77% 96.43% 93.31% 94.63% 88.39% 97.56% 95.45% 97.27% 94.69% 98.83% 97.48% 96.20%
Figure 11. F-measure of the different deep learning (DL) models (trained from smartwatch sensor data on the WIDSM dataset) of (a) Non-Hand-Oriented Activities, (b) Hand-Oriented Activities (General), and (c) Hand-Oriented Activities (Eating).
In order to avoid that results are biased by the particular choice of training and test dataset, the second experiment is conducted by utilizing different combination. The training, validation, and test sets are obtained using stratified ten-fold cross validation. As for the subsample, 80% of them, are used as training data. The remaining 20% are split for validation and test sets. In each fold, we ensure that the subsamples from each trial are not assigned to more than one set. The experimental results of stratified ten-fold cross validation with standard deviation value is shown in Table 6.

| Model       | Evaluation Metrics                |
|-------------|----------------------------------|
|             | Accuracy (SD) | Precision (SD) | Recall (SD) | F-Measure (SD) |
| CNN         | 90.92% (+/−0.53%) | 97.12% (+/−0.73%) | 97.17% (+/−1.41%) | 97.14% (+/−0.72%) |
| LSTM        | 93.96% (+/−0.46%) | 99.48% (+/−0.51%) | 98.95% (+/−0.88%) | 99.21% (+/−0.41%) |
| CNN-LSTM    | 97.40% (+/−0.38%) | 98.60% (+/−2.59%) | 99.48% (+/−0.51%) | 99.02% (+/−1.30%) |

4.3. Comparison of Proposed CNN-LSTM Network and Other Conventional Deep Learning Networks

The significance of some deep learning network structures on model operation is explored in this section. As detailed shown in Table 4, three types of model compositions—CNN, LSTM, and the proposed CNN-LSTM—are implemented respectively for experimental results comparison. Activity recognition results are evaluated by the advanced metrics such as accuracy, precision, recall, and F-measure on the test collection. Moreover, the computation speed of training iteration is given. The research experiments are conducted by depended on the WISDM dataset.

The classical convolutional neural network (CNN) structure is commonly followed by a totally-connected layer to incorporate the features extracted from the previous layer. As can be seen that the F-measure of the CNN attends to 93.10% when the trained model is revealed to the test set composing with both accelerometer and gyroscope sensor data. In spite of classical CNN can enhance the recognition performance of the model, a massive number of parameters which more than 4 million model parameters have unavoidably to be carried. Moreover, the training stage time per epoch is still more than 9.21 s. The LSTM structure belongs to the vanilla long short-term memory neural network. This structure gains the capability to perceive temporal information from sequential data. The F-measure result of this model comes to 89.60% when both accelerometer and gyroscope sensor data used for training the model. Different from CNN structure, LSTM structure brings a smaller number of parameters—that are only 52 thousand parameters. The training stage time consumes more than 212.77 s per epoch.

In the proposed CNN-LSTM structure, the sensor data captured from smartwatch are firstly delivered into two layers of CNNs and then transferred to LSTM layers for performing the feature extraction process. Certainly, the proposed model surpasses in F-measure performance from the other deep learning networks with 96.30%. Moreover, the proposed CNN-LSTM brings a small number of parameter—that are 1.6 million model parameters. Furthermore, the model training time is spent only 20.46 s per epoch. So, the proposed model in this work is not only achieved high recognition rate of F-measure metric, but it also greatly simplifies the model structure with a smaller number of parameters.

Considering to model training speed, Figure 10 displays training speed comparison (in term of model loss and model accuracy). It becomes apparent that training loss from the proposed CNN-LSTM is decreasing faster than the baseline CNN and LSTM model. Moreover, the CNN-LSTM is more suitable than the other conventional deep learning models in term of training speed by time training per epoch.

The previous work [27] uses hand-crafted features on conventional machine learning methods (decision tree and k-nearest neighbor) or an ensemble learning (random forest). The results of this work indicated that the random forest (RF) is more outperform than others. So, the proposed
CNN-LSTM model is used to compare with existing trained models by the same smartwatch dataset. The comparative results is summarized in Table 7. The proposed CNN-LSTM can improve the accuracy in every scenario in the combination of sensor data. Generally, the proposed CNN-LSTM model outperform others in the conducted experiments. It is because CNN-LSTM has efficiency at dealing with complicated time series problems. Comparison performance results of the eating activity and general activity between the previous work and the proposed CNN-LSTM model can be shown in Figure 12.

Figure 12. Performance (accuracy %) of comparison results: (a) Comparison results of the eating activity, and (b) Comparison results of the general activity.
Table 7. Performance (% accuracy) of comparison results.

| Activity          | Previous Work | Proposed CNN-LTSM |
|-------------------|---------------|-------------------|
|                   | Acc. | Gyro. | Acc. + Gyro. | Acc. | Gyro. | Acc. + Gyro. |
| Non-hand-oriented |      |       |              |      |       |              |
| Walking           | 87.70| 85.60 | 89.10        | 97.70| 96.60 | 98.30        |
| Jogging           | 96.90| 93.60 | 97.30        | 99.40| 98.70 | 98.70        |
| Stairs            | 85.50| 70.40 | 84.00        | 96.20| 96.50 | 97.90        |
| Sitting           | 87.30| 62.80 | 84.00        | 92.20| 91.80 | 94.60        |
| Standing          | 90.70| 59.00 | 89.70        | 95.30| 92.70 | 93.70        |
| Kicking           | 82.90| 72.70 | 84.40        | 96.80| 96.90 | 95.40        |
| Average           | 88.50| 74.02 | 88.08        | 95.27| 95.53 | 96.43        |
| Hand-oriented general |    |       |              |      |       |              |
| Dribbling         | 91.20| 90.60 | 96.10        | 95.80| 97.90 | 98.60        |
| Catch             | 90.50| 88.70 | 94.40        | 98.20| 98.10 | 98.70        |
| Typing            | 94.10| 83.30 | 92.90        | 95.70| 98.60 | 95.70        |
| Writing           | 89.90| 77.60 | 91.20        | 97.50| 95.40 | 97.10        |
| Clapping          | 95.00| 92.70 | 96.60        | 99.70| 99.30 | 99.40        |
| Teeth             | 91.90| 81.60 | 94.80        | 98.60| 98.90 | 98.80        |
| Folding           | 89.80| 85.30 | 95.20        | 94.60| 97.90 | 98.40        |
| Average           | 91.77| 85.69 | 94.46        | 97.16| 98.01 | 98.10        |
| Hand-oriented eating |    |       |              |      |       |              |
| Soup              | 86.60| 69.10 | 87.30        | 97.30| 91.00 | 94.90        |
| Chips             | 78.80| 60.60 | 80.00        | 88.90| 94.30 | 92.30        |
| Pasta             | 83.30| 68.30 | 84.10        | 93.70| 94.80 | 96.30        |
| Drinking          | 80.90| 65.20 | 80.80        | 87.30| 89.30 | 90.50        |
| Sandwich          | 72.70| 50.50 | 70.90        | 89.20| 88.60 | 93.40        |
| Average           | 80.46| 62.74 | 80.62        | 91.28| 91.60 | 93.48        |

5. Conclusions and Future Works

This work studied hand-oriented activity recognition using sensor data captured from a smartwatch that is collected in the WISDM dataset. The framework for smartwatch-based human activity recognition is proposed to enhance the recognition performance with a hybrid Long Short-Term Memory network. Three scenarios were employed for each deep learning model performance using the different smartwatch sensors. The evaluation metrics such as accuracy, precision, recall, and F-measure were applied. The experimental results show that the proposed CNN-LSTM model outperforms other baseline deep learning models with the highest performance metrics in every scenario. Moreover, the proposed model is compared to other previous works. The comparative results show that the recognition performance of every scenario can be enhanced by the proposed model, especially for hand-oriented activities.

The research of conventional deep learning techniques is generally depended on CNNs and LSTMs in HAR environment. With deep learning CNNs, there are two advantages over other models—local dependency and scale invariance. The CNNs are nonetheless memory networks that be able to only extract spatially deep features from raw sensor data. Moreover, with another conventional deep learning model—LSTMs, these networks can employ the temporal dependencies in raw sensor data appear as the common alternative for human-based movement modelling with captured sensor data. So, with the proposed method CNN-LSTM in this research, an advantage is relied on to aid in extracting both the spatial features and temporal features of the signal data of human activities. For future work, developing other kinds of deep learning models and improving recognition performance through data augmentation techniques are considered for personalized smartwatch based HAR.
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