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Abstract—Exploiting wavefront curvature enables localization with limited infrastructure and hardware complexity. With the introduction of reconfigurable intelligent surfaces (RISs), new opportunities arise, in particular when the RIS is functioning as a lens receiver. We investigate the localization of a transmitter using a RIS-based lens in close proximity to a single receive antenna element attached to reception radio frequency chain. We perform a Fisher information analysis, evaluate the impact of different lens configurations, and propose a two-stage localization algorithm. Our results indicate that positional beamforming can lead to better performance when a priori location information is available, while random beamforming is preferred when a priori information is lacking. Our simulation results for a moderate size lens operating at 28 GHz showcased that decimeter-level accuracy can be attained within 3 meters to the lens.

I. INTRODUCTION

Radio localization and sensing is gaining increased importance in fifth generation (5G) wireless communications systems enabling various commercial applications, such as personal navigation, indoor localization, radar sensing, and robot localization [1]. The combination of increased communication bandwidth and larger antenna arrays in 5G has led to improvements in localization accuracy, rendering efficient localization from a single base station possible [2]. This trend is continuing in beyond 5G research, where extremely large bandwidths at carrier frequencies up to 0.1 THz are being explored together with transceiver architectures based on extremely massive electromagnetically (EM) excited elements [3] (e.g., conventional dipoles and metamaterials), intended for combating path loss due to small element apertures. The latter factors enable a myriad of new opportunities for radio localization and sensing [4, 5].

Reconfigurable intelligent surfaces (RISs) [6], comprising large numbers of EM excited elements with dynamically tunable phase and/or amplitude, have been recently considered as a candidate technology for sixth generation (6G) wireless communication [7]. An RIS can operate as a smart reflector beyond Snell’s law [7] or as a lens with nearly a continuous phase profile [8–10]. For the reflector operation mode, currently the most common via nearly passive hardware, RISs are deployed to enable high signal-to-noise ratios (SNRs) in the presence of obstructed line-of-sight. To achieve this goal, sophisticated signal processing is used for both channel estimation and beamforming optimization [11]. On the other hand, RIS lenses can provide a good trade-off between hardware and signal processing complexity. Due to the usually large size of RISs, the corresponding channel models are distinct from standard multiple input multiple output (MIMO) models, as the following two common assumptions do not hold [12]: (i) constant signal power across the surface; and (ii) the presence of a planar wavefront. Hence, care must be taken when optimizing and evaluating the performance of communication and localization systems including RISs.

In the context of localization, RISs have been gaining attention in the past few years and an overview of the main challenges and opportunities for RIS reflectors can be found in [13]. The position (PEB) and orientation error bounds (OEB) of a MIMO setup were evaluated in [14, 15] which showed that an RIS can significantly enhance localization performance, provided that RIS phase profiles are designed appropriately. The problem was tackled in [15], which proposed a hierarchical RIS phase codebook. In [17], a RIS-aided multi-user localization protocol was proposed, based on signal strength measurements. In contrast, pure time-delay measurements were considered in [18], where RIS phase optimization and RIS selection were evaluated targeting PEB optimization. RIS reflectors have also been applied to sensing, e.g., for posture recognition [19]. RIS lens localization has been treated in [9, 20–22]. In [9], the localization Cramér-Rao bound for a continuous RIS was computed assuming curvature of the wavefront, revealing the impact of the RIS size, as well as RIS-induced impairments and the effect of different RIS deployments. RIS quantization effects on the localization performance were studied in [20]. In [21], the following three different architectures were compared: a RIS lens with a signal antenna, a non-reconfigurable lens with multiple antennas, and a standard planar array. The PEB was derived for all three cases, indicating that accurate localization is possible with a large RIS lens with low hardware complexity. There is also related work, such as [21, 23], on non-reconfigurable lens localization under the planar wavefront assumption, and on localization with curved wavefronts with MIMO radar [24, 25] with unknown transmit signal and fully digital arrays.
In this paper, we study 3-dimensional (3D) localization using the low complexity RIS lens architecture of [22], which consists of reconfigurable discrete RIS lenses and a single antenna attached to a receive radio frequency (RF) chain. Our contributions are as follows: (i) a Fisher information (FI) analysis with a closed form expression of the FI matrix (FIM), showing that the low complexity RIS lens architecture of [22], which consists of reconfigurable discrete RIS lenses and a single antenna attached to a receive radio frequency (RF) chain at each time $t$, can be mathematically expressed as

$$y_t = e^{j(\psi, \phi)} h_{\text{ant}}^T (\rho(p) \circ a(p)) s_t + n_t,$$  \hspace{1cm} (2)$$

where $\psi = \frac{2\pi d}{\lambda}$ is the position vector in the far-field, which accounts for the lack of phase synchronization between transmitter and receiver and all other practical effects such as the phase response of the receive and transmit antennas, $h_{\text{ant}} \in \mathbb{C}^{M \times 1}$ includes the fixed and known channel gains from the RIS lens to the single receive antenna, $\rho(p) \geq 0_M$ is the vector with the amplitudes of the wireless channels among the RIS elements and the transmitter, and $a(p) \in \mathbb{C}^{M \times 1}$ is the vector of channel phases. Notation $n_t$ is the zero-mean additive Gaussian noise with variance $N_0/2$ per real dimension; we assume that $n_t$ is independent and identically distributed. By introducing $w_t = \Omega_t h_{\text{ant}}, W = [w_1, w_2, \ldots, w_T] \in \mathbb{C}^{M \times T}, s = [s_1, s_2, \ldots, s_T]^T$, and $n = [n_1, n_2, \ldots, n_T]^T$, the measurement vector $y = [y_1, y_2, \ldots, y_T]^T$ can be compactly expressed as

$$y = e^{j\theta} \text{diag}(s) W^T (\rho(p) \circ a(p)) + n.$$ \hspace{1cm} (3)$$

For simplicity, we will next assume that $s_t = \sqrt{E_s}$, $\forall t$.

### C. Channel Model

Three channel models (CMs) for $h_{\text{ant}}$, $\rho(p)$, and $a(p)$ are henceforth considered using a common terminology in communication theory: the channel under the plane-wave model is termed as far-field, while under the curved wave model is termed near-field. We note that from an electromagnetic point
of view, both are far-field models. Electromagnetic near-field effects within the Fraunhofer distance are ignored in this work. CM1 is the standard far-field model, where the amplitude of the received signal is constant across the RIS elements and the phase depends on AOA. CM2 is the standard near-field model, where the amplitude is constant and the phase depends on the distance to each RIS element. Finally, CM3 is the improved near-field model from [12], where the amplitude at each RIS element depends on its location with respect to the user location, and the phase is as in CM2. The latter models for the involved channels are mathematically described as follows:

- **CM1 (standard far-field):** Under this model, it holds:
  \[ \rho(p) = \rho 1_M \]  
  where \( \rho^2 = f(\theta, \phi) \frac{A \cos \theta}{4 \pi d^2} \) represents the common power for all RIS elements and \( f(\theta, \phi) \) is a correction factor (see later, in CM3).

- **CM2 (standard near-field):** Under this model, \( \rho(p) = \rho 1_M \) as in CM1, but the phase accounts for wavefront curvature and is given by
  \[ [a(p)]_i = \exp \left( \frac{-2\pi}{\lambda} (||p - q_i|| - d) \right). \]
  It is readily verified that when \( d \gg ||q_i|| \), \( \forall i \), then CM2 reverts to CM1.

- **CM3 (improved near-field):** The amplitudes \( \rho(p) \) can be upper bounded according to [12] Lemma 1 as
  \[ ||\rho(p)||_2^2 = (12\pi)^{-1} \times \frac{\sqrt{xy}}{z^2} \left( \frac{1}{2} \alpha + \frac{1}{2} g(x, y) \right), \]
  where \( \alpha = \frac{(a/2 + (x_i - x), a/2 - (x_i - x))}{(a/2 + (y_i - y), a/2 - (y_i - y))} \), and \( g(x, y) = \sqrt{x^2 + y^2 + x^2 + y^2 + 1} \). In order to ensure consistency between the far-field and near-field models, we have found that \( f(\theta, \phi) = 1 - \sin^2(\theta) \sin^2(\phi) \), which accounts for the specific linear polarization and the associated polarization loss considered in [12]. Then, for \( d \gg ||q_i|| \), \( \forall i \), CM3 reverts to CM2, which in turn reverts to CM1.

These latter models are used throughout this paper, as follows. CM3 (the most realistic one) is used to generate \( h_{\text{ant}} \), and also the actual unknown channel in the performance evaluation. In the Fisher information analysis, phase profile design, and algorithm derivation, simplified models CM1 and CM2 will be considered.

1 As mentioned in [12], “the model used in the signal processing literature for near-field localization is in fact the far-field model of electromagnetics or an approximation thereof.”

2 To see this, note that \( ||p - q_i|| - ||p|| = d(1 + r_i^2 + r_i^2) \frac{d}{d^2} - d \), where \( r_i \) and \( \psi_i \) are defined in Fig. 1. For \( d \gg r_i, \) this becomes \( -r_i \sin \psi_i \), which does not depend on \( d \).

3 More specifically, the model in [12] assumes that the transmitter excites only the component of the electric field along the Y-axis (this is one of the two axis where the RIS lies). Note that this assumption cannot be valid for arbitrary user orientations, so the model should be generalized. This is beyond the scope of the current paper.

### III. Fisher Information Analysis

#### A. Introduction

The observations in baseband for the \( T \) transmitted pilots at the receiver under CM2 can be expressed using (3) as
\[ y = \sqrt{E_s \rho e^{j\theta}} W^T a(p) + n. \]

Introducing the noise-free observation \( \mu = \sqrt{E_s \rho e^{j\theta}} W^T a(p) \) and the \( 5 \times 1 \) vector of unknowns \( \eta = [\rho \theta^T p^T]^T \), the Fisher information matrix (FIM) \( J(\eta) \in \mathbb{R}^{5 \times 5} \) is defined as
\[ J(\eta) = \frac{2}{N_0} \begin{bmatrix} \left( \frac{\partial \mu}{\partial \eta} \right) \left( \frac{\partial \mu}{\partial \eta} \right)^T \end{bmatrix}. \]

Using the latter expression, the PEB in meters is given by
\[ \text{PEB} = \sqrt{\frac{\text{trace}(J^{-1}(\eta))}{3:5}}, \]
and can be related to the root mean squared error (RMSE) of any unbiased estimator \( \hat{p} \) by the inequality:
\[ \text{RMSE} \leq \text{PEB} \leq \sqrt{\text{trace}(J^{-1}(\eta))}. \]

#### B. PEB Derivation

We can write the partial derivatives needed in (2) as \( \partial \mu/\partial \rho = \sqrt{E_s \rho e^{j\theta}} W^T a(p) \), \( \partial \mu/\partial \theta = \sqrt{E_s \rho e^{j\theta}} W^T a(p) \), and \( \partial \mu/\partial p = \sqrt{E_s \rho e^{j\theta}} W^T D(p) \), where \( D(p) = \frac{\partial a(p)}{\partial p} \in \mathbb{C}^{M \times 3} \) which is computed as
\[ \frac{\partial a(p)}{\partial p} = \frac{2 \pi}{\lambda} \left( \text{diag}(a(p)) K^T + a(p) P^T \right). \]

In this expression, \( K = [e_0, e_1, \ldots, e_{M-1}] \) with \( e_i = (q_i - p)/||q_i - p|| \). Introducing the positive semidefinite matrix \( F = W^* W^T \), the non-zero entries of the FIM are given as follows. For its diagonal elements holds:
\[ J(\eta)_{1:2,1:2} = \left[ \begin{array}{c} 2 E_s \frac{a^H(p)}{N_0} F a(p) \\ 2 E_s \frac{a^H(p)}{N_0} F a(p) \end{array} \right], \]

\[ J(\eta)_{3:5,3:5} = \frac{2 E_s \rho^2}{N_0} \left( \begin{array}{c} \Re(\text{diag}(a)^H(p) F D(p)) \\ \Re(\text{diag}(a)^H(p) F D(p)) \end{array} \right), \]

In the off-diagonal elements (above the main diagonal):
\[ J(\eta)_{1:2,3:5} = \frac{2 E_s \rho^2}{N_0} \left( \begin{array}{c} \Re(\text{diag}(a)^H(p) F D(p)) \\ \Re(\text{diag}(a)^H(p) F D(p)) \end{array} \right). \]

The above equation is derived under the equivalent FIM of the user location as
\[ J(p) = J(\eta)_{3:5,3:5} \]

\[ = \left[ \begin{array}{c} 2 E_s \frac{a^H(p)}{N_0} F a(p) \\ 2 E_s \frac{a^H(p)}{N_0} F a(p) \end{array} \right]. \]

By defining \( E = W^* D(p) \) and \( c = W^* a(p) \), we obtain
\[ J(p) = \frac{2 E_s}{N_0} \left( E^H \left( I - c c^H / ||c||^2 \right) E \right) \]

\[ = \frac{2 E_s}{N_0} \left( E^H \Pi_c E \right) = \frac{2 E_s}{N_0} \left( \Pi_c E \right)^H \Pi_c E, \]
where $\Pi_\perp E$ represents the component of $W^T D(p)$ that lies in the subspace orthogonal to $c = W^T a(p)$; $\Pi_\perp$ is the orthogonal projection operator over $c$. Thus, the PEB can be expressed in a compact form up to an SNR scaling factor as $\text{PEB} = \sqrt{\text{trace}(R \{ E^H \Pi_\perp E \})^{-1}}$. Obviously, if the derivative $D(p)$ is almost orthogonal to $a(p)$ (after projection through $W^\top$), then a large amount of positional information is available resulting in small PEB. In other words, the position estimation accuracy depends on how well the RIS phase profile can distinguish the steering vector and its derivative.

In addition, when $d \gg r_i$ (i.e., under the plane wave model), it holds $\text{diag}(a(p))K^T \rightarrow -a(p)p^T/d$, and thus $J(p) \rightarrow 0$. This indicates that the PEB increases further away from the RIS-based lens, irrespective of the path loss.

IV. RIS Phase Profile Design

The performance of the location estimation depends on the choice of RIS phase profiles $\Omega$. In order to remove the effect of the phases in $h_{\text{ant}}$, we set $\Omega_i = \Omega_{\text{ant}}\Omega_t$, where the fixed phases $\Omega_{\text{ant}} = \text{diag}(\omega_{\text{ant},0}, \ldots, \omega_{\text{ant},M-1})$ ensure that $[h_{\text{ant}}^H \Omega_{\text{ant}}]\mid \forall i \mid 22$, exploiting the knowledge of $h_{\text{ant}}$. It then remains to design $\Omega_t = \text{diag}(\overline{\omega}_{t,0}, \ldots, \overline{\omega}_{t,M-1})$. We consider the following three designs for $\overline{\omega}_{t,i} \forall i, t$:

- **Random:** In this approach, we set $\overline{\omega}_{t,i} = \exp(j\psi_{t,i})$, where $\psi_{t,i} \sim U(0, 2\pi)$ independently for each $i$-th RIS element and each time instant $t$.

- **Directional:** We set each phase configuration under CM1 as $\overline{\omega}_{t,i} = \exp(+j\frac{2\pi}{\lambda} k(i(\theta) - \varphi(k)))$, where the samples $\tilde{\varphi}(k)$ and $\varphi(k)$ are obtained from the $a$ priori pdf $p(p)$.

- **Positional:** Under CM2, we set $\overline{\omega}_{t,i} = \exp (+\frac{j2\pi}{\lambda}(\|p(k) - q_i\| - d(k)))$, where $p(k)$ and $d(k)$ are sampled from $p(p)$.

To understand the difference between the different phase profiles, we show the SNR as a function of the location in the plane $Y = X$ for a single realization of a phase profile for each of the three choices. The SNR is defined as

$$\text{SNR} = \frac{1}{T} \sum_{i=1}^{T} E_s \rho_i^2 \|w_i a(p)\|^2. \quad (19)$$

The results are shown in Fig. 3 assuming an a priori position distribution with mean $[0.1 0.1 0.1]^T$ and covariance $0.01I_3$. We observe that the random case leads to uniform SNR for all locations subject to path loss, with reduced values close to the end-fire of the RIS. For the directional case, a higher SNR is achieved along the chosen direction, with reduced SNR in other locations, as compared to the random case. Finally, for the positional case, beams tend to be slightly broader.

V. Location Estimation

A. Maximum Likelihood Estimator

We introduce $\alpha = pe^{j\vartheta}$ so that the maximum likelihood estimate of the channel gain and user location is given by

$$\hat{\alpha}, \hat{p} = \arg \max_{\alpha, p} f(y | \alpha, p)$$

$$= \arg \min_{\alpha, p} \|y - \sqrt{E_s} \alpha W^T a(p)\|^2. \quad (20)$$

Solving for $\alpha$, yields the gain estimation as a function of $p$:

$$\hat{\alpha}(p) = \frac{a^H(p) W^* y}{\sqrt{E_s} \|W^T a(p)\|^2}. \quad (22)$$

Consequently, the estimate $p$ can be calculated as:

$$\hat{p} = \arg \min_p \|y - \sqrt{E_s} \hat{\alpha}(p) W^T a(p)\|^2, \quad (23)$$

$$= \arg \min_p \|\Pi_\perp y\|^2, \quad (24)$$

where $\Pi_\perp$ is the orthogonal projection operator over $c = W^T a(p)$, as defined in (18).

B. Low Complexity Localization

To solve (23), we make use of the underlying structure of the optimization problem in spherical coordinates, which leads to a three-stage estimator, as follows. We first express each $i$-th exponential term in (5) as

$$[a(\vartheta, \varphi)]_i = \exp \left(-j \frac{2\pi}{\lambda} r_i \sin(\vartheta) \cos(\varphi - \psi_i) \right). \quad (25)$$

Similar to (29), we employ the Jacobi-Anger expansion to re-write (25) as

$$[a(\vartheta, \varphi)]_i = \sum_{n=-\infty}^{\infty} J_n \left(-\frac{2\pi}{\lambda} r_i \sin(\vartheta)\right) e^{jn(\varphi - \psi_i)}, \quad (26)$$

where $J_n(\cdot)$ is the $n$-th order Bessel function of the first kind. Neglecting the terms with $|n| > N$ for a given $N$ (note that $|J_n(\cdot)|$ decays to zero as $|n|$ increases), we obtain

$$[a(\vartheta, \varphi)]_i \approx \sum_{n=-N}^{N} J_n \left(-\frac{2\pi}{\lambda} r_i \sin(\vartheta)\right) e^{jn(\varphi - \psi_i)} \quad (27)$$

By defining the following parameters for $n = -N, \ldots, N$:

$$[g_i(\vartheta)]_n = J_n \left(-\frac{2\pi}{\lambda} r_i \sin(\vartheta)\right) e^{-jn\psi_i} \quad (28)$$

$$[h(\varphi)]_n = e^{jn\psi_i}, \quad (29)$$

yields $[a(\vartheta, \varphi)]_i = g_i^\top(\vartheta) h(\varphi)$. It can be easily verified that $a(\vartheta, \varphi) \approx G^\top(\vartheta) h(\varphi)$, where $G(\vartheta) = [g_0(\vartheta) \ldots g_{M-1}(\vartheta)]$. Now, the angular steering vector $a(\vartheta, \varphi)$ has a form that is separable in the angles $\vartheta$ and $\varphi$.

We are now ready to proceed with our three-stage estimator.

1) **Estimation of $\vartheta$:** Under CM1, we rewrite $y$ in (8) as

$$y = \sqrt{E_s} \alpha W^T G^\top(\vartheta) h(\varphi) + n. \quad (30)$$

By introducing the unstructured vector $v = \sqrt{E_s} \alpha W^T G^\top(\vartheta) h(\varphi)$, the estimate of $v$ can be expressed by the following function of $\vartheta$: $\hat{v}(\vartheta) = (G^\top(\vartheta) W^*)^\dagger G^\top(\vartheta) W^* v$. Hence, the estimation for angle $\vartheta$ can be obtained as

$$\hat{\vartheta} = \arg \min_{\vartheta} \|y - W^T G^\top(\vartheta) \hat{v}(\vartheta)\|^2, \quad (31)$$

which can be solved with a simple line search.

2) **Estimation of $\varphi$:** Again, under CM1 and using the estimate $\hat{\vartheta}$, expression (30) can be written as $y = \sqrt{E_s} \alpha W^T G^\top(\vartheta) h(\varphi) + n$. We estimate $\alpha$ for each
Fig. 2. SNR from (19) in dB in the X = Y plane for random, directional, and positional RIS phase profiles, with $m_p = [0.1 \ 0.1 \ 0.1]^\top$ and $\Sigma_p = 0.01I_3$. For visualization purposes, the SNR values are truncated at 0 dB. Infinite resolution of the phase profiles is assumed, though with 2 or 3 bits, the SNR is close to the results in the figure.

value of $\varphi$ similarly as in (22), but replacing $a(p)$ with $G^\top(\hat{\varphi})h(\varphi)$, leading to $\hat{\alpha}(\varphi)$. Then, we can solve for angle $\varphi$ as follows:

$$\hat{\varphi} = \arg\min_{\varphi} \|y - \sqrt{E_s}\hat{\alpha}(\varphi)W^\top G^\top(\hat{\varphi})h(\varphi)\|^2, \quad (32)$$

which requires a second line search.

3) Estimation of $d$: Under CM2, given the estimates $\hat{\varphi}$ and $\hat{\varphi}$, we introduce $p(d) = d[\sin\hat{\varphi}\cos\hat{\varphi} \sin\hat{\varphi}\sin\hat{\varphi}\cos\hat{\varphi}]^\top$, from which we determine $\hat{\alpha}(p(d))$, an unstructured estimate of $\alpha$ as in (22), and finally solve the optimization:

$$\hat{d} = \arg\min_d \|y - \sqrt{E_s}\hat{\alpha}(p(d))W^\top a(p(d))\|^2, \quad (33)$$

which requires a third and final line search.

VI. NUMERICAL RESULTS

A. Simulation Setup

We consider a RIS with $M = 2500$ elements (i.e., $50 \times 50$) at $28$ GHz with $\lambda/2$ spacing and area $A = \lambda^2/4$. The single receive antenna is placed behind the RIS lens at $[0 \ 0 - \lambda]^\top$. The transmit power is $1$ mW, the noise power spectral density is set to $-174$ dBm/Hz and the reception noise figure to $8$ dB. We set the number of time instants to $T = 200$ and the bandwidth to $1$ MHz, so that localization is based on a $0.2$ ms observation. We consider a user with wavevector $k$ along the direction $[1 \ 1 \ 1]^\top$. The channels $h_{\text{ant}}$ and $p(\rho) \circ a(p)$ in (3) are generated according to CM3, as defined in (6) and (7). A priori information of the user location is of the form of a Gaussian pdf $p(p) = \mathcal{N}(p; m_p, \Sigma_p)$ with $\Sigma_p = \sigma^2I_3$. This a priori information is only used to design the RIS phase profiles, not during localization nor in the PEB calculation. The three RIS profiles designs from Section IV will be evaluated for $\sigma \in \{0.1, 1\}$ m. The channel estimator uses $N = 5$ in the expansion (27).

B. PEB Evaluation

The PEB as a function of distance in meters is illustrated in Fig. 3 for the three selected RIS phase profile designs and different values of $\sigma$. As a reference, the PEB corresponding to the prior is shown as a horizontal line. We observe that, even with the simple randomized phase profile, relatively low PEB values can be attained, below 1 m for user location distances up to 10 m from the RIS lens. With directional or positional phase profiles, the PEB can be substantially reduced. The positional phase profile performs slightly better than the directional phase profile, but the difference is negligible. Better a priori information (i.e., smaller $\sigma$) leads to better PEB. Note that for $\sigma = 0.1$ m, the PEB due to the RIS measurements is only better than the a priori PEB below 10 m.

C. Localization Accuracy

In Fig. 4 we show the RMSE of the proposed three-stage localization algorithm, as a function of distance in meters to the RIS. Since we use a finite resolution in the angle and delay domain searches (360 bins for $\varphi$, 90 for $\hat{\varphi}$ and 500 for $d$), combined with the fact that the CM1 model assumed in the first two stages of the algorithm does not hold for small distances, we are unable to attain the PEB in that regime. With this in mind, the performance of the randomized codebook is close to the PEB, leading to sub-meter localization RMSE within 10 meters from the RIS lens. Paradoxically, the performance under the directional RIS phase profile (shown only for $\sigma = 0.1$ m) is far worse than predicted by the bounds. This can be explained as follows: the directional phase profiles focus energy in the direction of the user, which leads to $\|W^{-\top}a(p)\|^2 \approx 0$ for most locations $p$ different from the true location. Hence, the objective function (23) is nearly flat everywhere, with very narrow peaks around the true position. Due to the finite resolution of the proposed estimators, we miss this peak with high probability, leading to outliers and a degraded RMSE.

VII. CONCLUSIONS

We considered the problem of localizing a transmitter in 3D using a RIS-based lens and a single receive antenna with a respective RF chain. By exploiting the wavefront curvature, the user location can be estimated, provided that several RIS phase configurations are used. A Fisher information analysis provides insight into the design of these phase configurations. We have also presented a low-complexity 3D localization algorithm, which transforms the 3D problem into 3 one-dimensional problems. Simulation results confirm the validity of the approach and highlight that RIS configurations optimized for localization performance may suffer from degraded performance when not complemented with high-resolution...
estimators. Based on this, we recommend random RIS phase configurations when low complexity estimation is targeted. There are several avenues for further research, including using the amplitude of the received signal for localization, and the

Fig. 3. PEB as a function of distance to the RIS lens.

Fig. 4. RMSE as a function of distance to the RIS lens.
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