A comparative analysis of eight machine learning models for the prediction of lateral lymph node metastasis in patients with papillary thyroid carcinoma
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Background: Lateral lymph node metastasis (LLNM) is a contributor for poor prognosis in papillary thyroid cancer (PTC). We aimed to develop and validate machine learning (ML) algorithms-based models for predicting the risk of LLNM in these patients.

Methods: This is retrospective study comprising 1236 patients who underwent initial thyroid resection at our institution between January 2019 and March 2022. All patients were randomly split into the training dataset (70%) and the validation dataset (30%). Eight ML algorithms, including the Logistic Regression, Gradient Boosting Machine, Extreme Gradient Boosting, Random Forest (RF), Decision Tree, Neural Network, Support Vector Machine and Bayesian Network were used to evaluate the risk of LLNM. The performance of ML models was evaluated by the area under curve (AUC), sensitivity, specificity, and decision curve analysis.

Results: Among the eight ML algorithms, RF had the highest AUC (0.975), with sensitivity and specificity of 0.903 and 0.959, respectively. It was therefore used to develop as prediction model. The diagnostic performance of RF algorithm was dependent on the following nine top-rank variables: central lymph node ratio, size, central lymph node metastasis, number of foci, location, body mass index, aspect ratio, sex and extrathyroidal extension.

Conclusion: By combining clinical and sonographic characteristics, ML algorithms can achieve acceptable prediction of LLNM, of which the RF model performs best. ML algorithms can help clinicians to identify the risk probability of LLNM in PTC patients.
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Introduction

Thyroid cancer is one of the most common malignant endocrine carcinomas with a rapidly increasing incidence. Papillary thyroid carcinoma (PTC) is the most common histological type of thyroid cancer (1). The incidence of lymph node metastasis (LNM) is high, ranging from 49% to 90% (2, 3). PTC patients with lateral lymph node metastasis (LLNM) are reported to have higher rates of disease persistence, recurrence and distant metastasis than patients with or without central lymph node metastasis (CLNM) (4).

Current methods for assessing preoperative lymphatic status mainly include ultrasound and fine needle aspiration cytology (FNAC). However, the diagnostic sensitivity of ultrasound to cervical LNM is only about 20% to 40% (5, 6). And the false negative rate of FNAC can be as high as 16.7% (7). Hence, occult LLNM has been reported to occur in up to 55% of PTC patients with clinically negative (cN0) lateral neck (8). Prophylactic lateral neck dissection (LND) is not recommended for patients with cN0 lateral neck (9–11). Considering the existence of occult LLNM that is not easily detected preoperatively, some patients undergoing thyroidectomy may have some metastatic lymph nodes in the lateral compartment (12). Therefore, accurate assessment of lateral cervical lymph node status in PTC patients has a guiding role in clinical decision-making.

At present, studies have reported several risk factors of LLNM, and established predictive models. However, these results are inconsistent. Due to the complexity of medical data, there are significant connections between the various factors of predictive models. Therefore, there are also significant differences in the calculation methods of the model. Machine learning (ML) is a new type of artificial intelligence and is widely used in healthcare data analysis (13–17). By using the ML algorithms, data can be accurately processed, connections among important data can be analyzed, and accurate decisions can be made. Through the powerful predictive capabilities of ML algorithms, predictive tools that are better than traditional statistical modeling can be developed in some cases. Unfortunately, there are currently no studies training ML algorithms to predict LLNM of PTC patients.

We aimed to develop models based on eight ML algorithms using clinical and sonographical features. By selecting one model that performs best in predicting the risk of LLNM among PTC patients, individual strategies could be proposed to help clinicians to make therapeutic decisions.

Materials and methods

Patients population

This retrospective study was approved by the Ethics Committee of Changzhou First People’s Hospital, and written informed consent was obtained from all patients. Consecutive patients who underwent initial thyroid resection at our institution between January 2019 and March 2022 were reviewed. The exclusion criteria were as follows: (1) non-PTCs or other subtypes than classic PTC; (2) history of prior treatment for head and neck cancer; (3) history of cervical radiation exposure in childhood; (4) family history of thyroid cancer; (5) history with other malignancy; (6) incomplete clinical data; (7) loss to follow-up; (8) patients who underwent non-cureve surgery (residual tumor or lymph node detected within 6 months of initial surgery). A total of 1236 patients were enrolled in this study.

Surgical strategy

All patients were confirmed as Bethesda Categories V or VI according to ultrasound-guided FNAC. Cervical lymph nodes with the following characteristics were suspected of metastases: hyperechoic changes, roundness or necrosis, loss of the fatty hilum, microcalcification or peripheral vascularity (18). FNAC was performed preoperatively to confirm the histopathological diagnosis of suspicious lateral lymph nodes.

All patients underwent total thyroidectomy or thyroid lobectomy. According to the Chinese guidelines for diagnosis and treatment of differentiated thyroid carcinoma, central neck dissection (CND) was routinely performed for PTC patients. According to the American Thyroid Association guidelines (9) and Chinese guidelines, LND was performed only in patients with high suspicion of LLNM based on preoperative imaging data and FNAC. CND referred to the removal of prelaryngeal, pretracheal and paratracheal lymph nodes. LND included the removal of the lateral lymph nodes, including level II to V, while preserving the spinal accessory nerve, internal jugular vein, or sternocleidomastoid muscle.

Clinicopathological and sonographical features

We included a total of 18 variables in this study. Clinicopathological features included sex, age, body mass index (BMI), diabetes, BRAF V600E mutation, chronic lymphocytic thyroiditis (CLT), maximum tumor size, the number of foci, bilaterality, location, CLNM and central lymph node ratio (CLNR). BMI (kg/m²) was defined as weight (kg) divided by height (m) squared. According to the World Health Organization-BMI standard, enrolled PTC patients were divided into normal (BMI < 25 kg/m²), overweight (25 kg/m² ≤ BMI). The diagnosis of CLT included any of the following: (i) antibodies to thyroid peroxidase level >50 IU/mL, (ii) diffuse heterogeneity on ultrasound, (iii) diffuse lymphocytic thyroiditis on histopathology (19). CLNR was defined as the ratio of
metastatic lymph nodes in the central compartment out of the number of dissected lymph nodes in the central compartment.

Specific evaluation parameters of malignant thyroid lesions included: nodular composition, echogenicity, calcification, aspect ratio and margin, including irregular shape and extrathyroidal extension (ETE). More than two radiologists with 10 years of experience in thyroid cancer ultrasound diagnosis evaluated images.

The surgeon dissected all lymph node specimens according to the level of the neck and sent them to the department of pathology for examination. Each lymph node was fixed in 20% buffered formalin, embedded in paraffin, sectioned, and stained with hematoxylin and eosin. Lymph nodes with suspected cancer involvement were further investigated by using immunohistochemical staining. All pathological specimens were reviewed and cross-checked by two or more experienced pathologists microscopically.

Development of ML-based models

We split all patients randomly into two groups, the training dataset (70%) and the validation dataset (30%). Based on the presence or absence of LLNM, we also divided the overall study population into two groups and compared baseline information. Logistic Regression (LR) was conducted to assess independent predictors associated with LLNM.

Eight types of ML algorithms were applied in this study, including LR, Gradient Boosting Machine (GBM), Extreme Gradient Boosting (XGB), Random Forest (RF), Decision Tree (DT), Neural Network (NNET), Support Vector Machine (SVM) and Bayesian Network (BN) (16, 17, 20–22). Only LR is considered as conventional method among all eight algorithms, and the others are representative supervised ML-based algorithms. Only DT and LR are explainable, where the users are able to identify the function between variables and predicted outcomes. The other algorithms are inexplicable, where function between variables and the outcome is invisible to the user. In order to construct more reliable ML-based predictive models, we used the z-score normalization to preprocess all continuous variables (23).

Validation strategy and feature selection

Overfitting, meaning the model becomes too specific to fit to another dataset, is a common risk, especially when the number of variables is large (24). In order to minimize the adverse effect of overfitting, we adopted 5-fold cross-validation in the training set. The relative importance ranking of each input variable was analyzed in each model. We compared all variables to determine their predictive importance for LLNM. The predictive performance of these models was assessed by the area under the receiver operating characteristic (ROC) curve (AUC). In the comparison of ML algorithms, the closer the AUC was to 1, the better the performance of the model. However, ROC curve is a traditional diagnostic method that focuses only on sensitivity and specificity. In this case, we employed decision curve analysis (DCA) to assess the clinical utility of these models (25).

Statistical analysis

All statistical analysis was performed by using SPSS Version 25.0 software (Chicago, IL, USA), and R software Version 3.5.3 (The R Foundation for Statistical Computing). Pearson Chi-square test or Fisher’s exact test was used for categorical data. Normally distributed quantitative parameters were compared by Student’s t-test, while non-normally distributed parameters were compared by the Mann-Whitney U test. We considered $P$ value < 0.05 to be statistically significant. For independent risk factors for LLNM, odds ratios (ORs) with 95% confidence intervals (CIs) were calculated by using multivariate logistic regression analysis with backward stepwise selection. R software (Version 3.5.3) was used to develop ML-based models and DCA.

Results

Demographics and sonographic features

The 1236 patients were divided into two groups randomly: approximately 866 (70%) cases were conducted as the training dataset, and the remaining around 370 (30%) cases were used as the validation dataset. No significant differences were observed in clinicopathological and sonographic features of thyroid nodules ($P$ $>$ 0.05 for all comparisons), which justified their use as training and validation cohorts (Table 1).

Among the 866 patients in the training cohort, 257 were males and 609 were females. The average age was 45.1 ± 10.5 years (range 18–82 years). Four hundred and eighty-one (55.5%) patients developed CLNM, and 176 (20.3%) patients developed LLNM. The validation cohort consisted of 370 patients (mean age, 46.3 ± 11.2 years), including 93 males and 277 females. CLNM were positive in 190 (51.4%) cases, and LLNM were positive in 64 (17.3%) cases. Baseline epidemiological and sonographic characteristics of the two cohorts are shown in Table 1.

Univariate and multivariate analysis of potential factors for LLNM

In univariable analysis, gender, diabetes, tumor size, number of foci, bilaterality, location, aspect ratio, irregular shape, ETE, microcalcification, CLNM and CLNR were all significantly related with LLNM in all patients ($all P < 0.05$).
| Characteristics                  | Total n=1236 | Training dataset n=866 | Validation dataset n=370 | P value |
|---------------------------------|-------------|------------------------|--------------------------|---------|
| **Sex**                         |             |                        |                          |         |
| Male                            | 350 (28.3%) | 257 (29.7%)            | 93 (25.1%)               | 0.105   |
| Female                          | 886 (71.7%) | 609 (70.3%)            | 277 (74.9%)              |         |
| **Age (Y)**                     |             |                        |                          |         |
| ≥55                             | 226 (18.3%) | 157 (18.1%)            | 69 (18.6%)               | 0.829   |
| <55                             | 1010 (81.7%)| 709 (81.9%)            | 301 (81.4%)              |         |
| **BMI (kg/m²)**                 |             |                        |                          |         |
| Normal                          | 797 (64.5%) | 552 (63.7%)            | 245 (66.2%)              | 0.405   |
| Overweight                      | 439 (35.5%) | 314 (36.3%)            | 125 (33.8%)              |         |
| **Diabetes**                    |             |                        |                          |         |
| Absence                         | 1050 (85.0%)| 739 (85.3%)            | 311 (84.1%)              | 0.564   |
| Presence                        | 186 (15.0%) | 127 (14.7%)            | 59 (15.9%)               |         |
| **BRAF V600E mutation**         |             |                        |                          |         |
| Negative                        | 141 (11.4%) | 93 (10.7%)             | 48 (13.0%)               | 0.258   |
| Positive                        | 1095 (88.6%)| 773 (89.3%)            | 322 (87.0%)              |         |
| **CLT**                         |             |                        |                          |         |
| Presence                        | 397 (32.1%) | 269 (31.1%)            | 128 (34.6%)              | 0.223   |
| Absence                         | 839 (67.9%) | 597 (68.9%)            | 242 (65.4%)              |         |
| **Maximum tumor size (cm)**     |             |                        |                          |         |
| ≤1                              | 726 (58.7%) | 507 (58.5%)            | 219 (59.2%)              | 0.787   |
| >1 to ≤2                        | 345 (27.9%) | 239 (27.6%)            | 106 (28.6%)              |         |
| >2 to ≤4                        | 137 (11.1%) | 101 (11.7%)            | 36 (9.7%)                |         |
| >4                              | 28 (2.3%)   | 19 (2.2%)              | 9 (2.4%)                 |         |
| **The number of foci**          |             |                        |                          |         |
| 1                               | 831 (67.2%) | 582 (67.2%)            | 249 (67.3%)              | 0.922   |
| 2                               | 272 (22.0%) | 189 (21.8%)            | 83 (22.4%)               |         |
| 3 or more                       | 133 (10.8%) | 95 (11.0%)             | 38 (10.3%)               |         |
| **Bilaterality**                |             |                        |                          |         |
| Absence                         | 981 (79.4%) | 684 (79.0%)            | 297 (80.3%)              | 0.609   |
| Presence                        | 255 (20.6%) | 182 (21.0%)            | 73 (19.7%)               |         |
| **Location**                    |             |                        |                          |         |
| Middle/Lower                    | 637 (51.5%) | 434 (50.1%)            | 203 (54.9%)              | 0.126   |
| Upper                           | 599 (48.5%) | 432 (49.9%)            | 167 (45.1%)              |         |
| **Nodular composition**         |             |                        |                          |         |
| Mixed cystic and solid          | 10 (0.8%)   | 7 (0.8%)               | 3 (0.8%)                 | 0.996   |
| Solid                           | 1226 (99.2%)| 859 (99.2%)            | 367 (99.2%)              |         |
| **Hypoechogenicity**            |             |                        |                          |         |
| Absence                         | 53 (4.3%)   | 41 (4.7%)              | 12 (3.2%)                | 0.236   |
| Presence                        | 1183 (95.7%)| 825 (95.3%)            | 358 (96.8%)              |         |
| **A/T**                         |             |                        |                          |         |
| ≤1                              | 441 (35.7%) | 311 (35.9%)            | 130 (35.1%)              | 0.794   |
| >1                              | 795 (64.3%) | 555 (64.1%)            | 240 (64.9%)              |         |
| **Irregular shape**             |             |                        |                          |         |
| Absence                         | 926 (74.9%) | 653 (75.4%)            | 273 (73.8%)              | 0.547   |
| Presence                        | 310 (25.1%) | 213 (24.6%)            | 97 (26.2%)               |         |
| **ETE**                         |             |                        |                          |         |
| Absence                         | 1097 (88.8%)| 770 (88.9%)            | 327 (88.4%)              | 0.785   |
| Presence                        | 139 (11.2%) | 96 (11.1%)             | 43 (11.6%)               |         |

(Continued)
All above parameters were included in the LR. The results showed that male (OR: 1.521, 95% CI: 1.077–2.149, \( P = 0.017 \)), tumor size ranges between 1.0 to 2.0 cm (OR: 1.753, 95% CI: 1.206–2.548, \( P = 0.003 \)), tumor size ranges between 2.0 to 4.0 cm (OR: 3.381, 95% CI: 2.075–5.507, \( P < 0.001 \)), tumor size > 4.0 cm (OR: 2.167, 95% CI: 1.015–5.625, \( P = 0.012 \)), three or more tumor foci (OR: 3.254, 95% CI: 2.014–5.257, \( P < 0.001 \)), tumors located in the upper pole (OR: 2.368, 95% CI: 1.691–3.317, \( P < 0.001 \)), presence of ETE (OR: 9.145, 95% CI: 4.092–20.439, \( P < 0.001 \)), presence of CLNM (OR: 4.261, 95% CI: 2.637–6.887, \( P < 0.001 \)), and CLNR \( \geq 0.5 \) (OR: 1.642–3.449, \( P < 0.001 \)) were independent predictors of LLNM (Table 2).

Predictive performance and clinical usefulness of ML-based models

We used 18 variables to develop predictive models for LLNM based on eight algorithms. Figure 1 and Table 3 show the predictive performance of these models. In the training cohort, the best performance was observed in the RF model, whose AUC was 0.975 (Figure 1A). It was followed by XGB and GBM with AUCs of 0.924 and 0.899, respectively. All ML-based models except DT (AUC=0.777) and SVM (AUC=0.824) were better than the conventional method–LR (AUC=0.837). In the training cohort, the RF model performed the best with an AUC as high as 0.853 (Figure 1B). And the sensitivity and specificity of

| Characteristics | Total n=1236 | Training dataset n=866 | Validation dataset n=370 | \( P \) value |
|-----------------|-------------|-------------------------|--------------------------|-------------|
| Microcalcification | | | | |
| Absence | 440 (35.6%) | 309 (35.7%) | 131 (35.4%) | 0.926 |
| Presence | 796 (64.4%) | 557 (64.3%) | 239 (64.6%) | |
| CLNM | | | | |
| Absence | 565 (45.7%) | 385 (44.5%) | 180 (48.6%) | 0.176 |
| Presence | 671 (54.3%) | 481 (55.5%) | 190 (51.4%) | |
| CLNR | | | | |
| <0.5 | 914 (73.9%) | 630 (72.7%) | 284 (76.8%) | 0.141 |
| \( \geq 0.5 \) | 322 (26.1%) | 236 (27.3%) | 86 (23.2%) | |
| LLNM | | | | |
| Absence | 996 (80.6%) | 690 (79.7%) | 306 (82.7%) | 0.218 |
| Presence | 240 (19.4%) | 176 (20.3%) | 64 (17.3%) | |

PTC, papillary thyroid carcinoma; Y, year; BMI, body mass index; CLT, chronic lymphocytic thyroiditis; A/T, aspect ratio (height divided by width on transverse views); ETE, extrathyroidal extension; CLNM, central lymph node metastasis; CLNR, central lymph node ratio; LLNM, lateral lymph node metastasis.
# TABLE 2 Continued

| Characteristics | Presence (n=240) | Absence(n=996) | P value | Multivariate analysis |
|-----------------|-----------------|----------------|---------|----------------------|
| Negative        | 29 (12.1%)      | 112 (11.2%)    | 0.714   |                      |
| Positive        | 211 (87.9%)     | 884 (88.8%)    |         |                      |
| CLT Presence    | 78 (32.5%)      | 319 (32.0%)    | 0.888   |                      |
| Absence         | 162 (67.5%)     | 677 (68.0%)    |         |                      |
| Maximum tumor size (cm) |               |                |         |                      |
| ≤1              | 80 (33.3%)      | 646 (64.9%)    | Ref     |                      |
| >1 to ≤2        | 99 (41.3%)      | 246 (24.7%)    | 1.753 (1.206–2.548) | 0.003 |
| >2 to ≤4        | 52 (21.7%)      | 85 (8.5%)      | 3.381 (2.075–5.507) | <0.001 |
| >4              | 9 (3.8%)        | 19 (1.9%)      | <0.001  | 2.167 (1.015–5.625) | 0.012 |
| The number of foci |               |                |         |                      |
| 1               | 137 (57.1%)     | 694 (69.7%)    | Ref     |                      |
| 2               | 49 (20.4%)      | 223 (22.4%)    | 1.073 (0.712–1.616) | 0.737 |
| 3 or more       | 54 (22.5%)      | 79 (7.9%)      | <0.001  | 3.254 (2.014–5.257) | <0.001 |
| Bilaterality    |                 |                |         |                      |
| Absence         | 174 (72.5%)     | 807 (81.0%)    | Ref     |                      |
| Presence        | 66 (27.5%)      | 189 (19.0%)    | 1.474 (0.832–2.610) | 0.184 |
| Location        |                 |                |         |                      |
| Middle/Lower    | 79 (32.9%)      | 558 (56.0%)    | Ref     |                      |
| Upper           | 161 (67.1%)     | 438 (44.0%)    | <0.001  | 2.368 (1.691–3.317) | <0.001 |
| Nodular composition |           |                |         |                      |
| Mixed cystic and solid | 2 (0.8%)      | 8 (0.8%)      |         |                      |
| Solid           | 238 (99.2%)     | 988 (99.2%)    | 0.963   |                      |
| Hypoechogenicity|                 |                |         |                      |
| Absence         | 11 (4.6%)       | 42 (4.2%)      |         |                      |
| Presence        | 229 (95.4%)     | 954 (95.8%)    | 0.801   |                      |
| A/T ≤1          | 66 (27.5%)      | 375 (37.7%)    | Ref     |                      |
| >1              | 174 (72.5%)     | 621 (62.3%)    | 1.091 (0.773–1.539) | 0.621 |
| Irregular shape |                 |                |         |                      |
| Absence         | 160 (66.7%)     | 766 (76.9%)    | Ref     |                      |
| Presence        | 80 (33.3%)      | 230 (23.1%)    | 1.016 (0.701–1.473) | 0.933 |
| ETE             |                 |                |         |                      |
| Absence         | 192 (80.0%)     | 905 (90.9%)    | Ref     |                      |
| Presence        | 48 (20.0%)      | 91 (9.1%)      | <0.001  | 9.145 (4.092–20.439) | <0.001 |
| Microcalciﬁcation |            |                |         |                      |
| Absence         | 63 (26.3%)      | 377 (37.9%)    | Ref     |                      |
| Presence        | 177 (73.8%)     | 619 (62.1%)    | <0.001  | 1.305 (0.904–1.883) | 0.156 |
| CLNM Presence   |                 |                |         |                      |
| Absence         | 28 (11.7%)      | 537 (53.9%)    | Ref     |                      |
| Presence        | 212 (88.3%)     | 459 (46.1%)    | <0.001  | 4.261 (2.637–6.887) | <0.001 |
| CLNR <0.5       |                 |                |         |                      |
| Presence        | 104 (43.3%)     | 810 (81.3%)    | Ref     |                      |
| ≥0.5            | 136 (56.7%)     | 186 (18.7%)    | <0.001  | 2.379 (1.642–3.449) | <0.001 |

PTC, papillary thyroid carcinoma; Y, year; BMI, body mass index; CLT, chronic lymphocytic thyroiditis; A/T, aspect ratio (height divided by width on transverse views); ETE, extrathyroidal extension; CLNM, central lymph node metastasis; CLNR, central lymph node ratio; LLNM, lateral lymph node metastasis.
the RF model in the training cohort were 0.903 and 0.959, respectively. The sensitivity and specificity of the RF model in the validation cohort were 0.891 and 0.775, respectively (Table 3). Above results proved the best diagnostic performance of RF model.

Moreover, we applied the mixed Lift curves of the eight ML models in the training cohort. The drawing process of the Lift curve is similar to the ROC curve, the difference is that the Lift value and the robust plane pose change in opposite directions, forming the opposite form of the Lift curve and the ROC curve. Furthermore, the Lift curve considers the accuracy of the classifier: the ratio of the number of positive classes obtained with the classifier to the number of positive classes obtained randomly without the classifier. RF model also has the best diagnostic performance among the current mix Lift curves (Figure 2).

Furthermore, we used the DCA to evaluate the clinical values of these models (Figure 3). Assuming that all patients do not have positive lymph nodes in the latter compartment, the solid black line (negative line) indicates that when no patient accepts LND, net benefit is zero. On the contrary, the solid grey line (positive line) indicates the net benefits when all patients have LLNM and receive LND. According to the incidence of LLNM among patients with PTC, the reasonable range of thresholds was set from 0.3 to 0.9. Almost at the entire range, all ML-based models showed higher net benefits than the two extreme lines (negative line and positive line) except DT. It was noteworthy that RF, XGB and GBM performed significantly better than the others at most of threshold points. Within a threshold range of 0 to 0.7, XGB had a higher net benefit than GBM. But within the threshold range of 0.8 to 0.9, the net benefit of GBM was higher than that of XGB. In almost the entire threshold probability range, the RF model had the highest net benefit, much higher than XGB and GBM.

Relative importance of variables in ML-based models

Considering favorable AUCs and clinical benefits based on the DCA, we selected RF, XGB and GBM as the models with the most potential for predicting LLNM in PTC patients. The relative importance of variables in RF, XGB and GBM for predicting LLNM is shown in Figure 4. Although the importance of variables in these ML algorithms were slightly different among these three models. It was obvious that CLNR, CLNM, size, number of foci and location ranked in the top five. In contrast, solid, hypoechogenicity, BRFA, and diabetes did not contribute much to the prediction of the risk of LLNM in PTC patients.

The relationship between the number of variables and the AUCs of models is shown in Figure 5. The AUC of the RF model plateaued when 9 variables were introduced, while the AUCs of XGB and GBM started to decrease when they reached the highest point (10 variables).

Accordingly, we chose the RF model as the best predictive model according to its best performance in ROC curve, Lift curve and DCA. We further performed the collinearity test for nine top-rank variables in RF model. In general, the variance inflation factor (VIF) and tolerance are most commonly used to detect collinearity. Tolerance and VIF are reciprocal of each other. When the VIF is less than 3, there is no collinearity problem; when the VIF value is greater than 3 and less than 10, there is a moderate degree of collinearity; when the VIF is greater than 10, there is a serious collinearity problem. Likewise, tolerance values greater than 0.1 indicate no collinearity. In our study, the VIF for CLNR, size, CLNM, number of foci, location, BMI, aspect ratio, sex and ETE were 1.493, 1.160, 1.513, 1.042, 1.031, 1.055, 1.049, 1.113 and 1.021, respectively. Moreover, the tolerance value for CLNR, size, CLNM, number
of foci, location, BMI, aspect ratio, sex and ETE were 0.670, 0.862, 0.661, 0.960, 0.970, 0.948, 0.953, 0.898 and 0.979, respectively. The above results indicate that there is no collinearity between the above variables.

At last, The nine top-rank variables were identified to construct the best predictive model, including CLNR, size, CLNM, number of foci, location, BMI, aspect ratio, sex and ETE.

**Discussion**

Although lateral neck is the second most common compartment for LNM, prophylactic LND was not recommended by most clinical guidelines, including National Comprehensive Cancer Network (11), American Thyroid Association guidelines (9), the Japanese Association of

**TABLE 3 Predictive performance comparison of the eight types of machine learning algorithms in the training and validation dataset.**

| Methods | AUC | Sensitivity | Specificity |
|---------|-----|-------------|-------------|
| Training dataset | | | |
| LR | 0.837 | 0.818 | 0.733 |
| GBM | 0.899 | 0.858 | 0.800 |
| XGB | 0.924 | 0.858 | 0.851 |
| RF | 0.975 | 0.903 | 0.959 |
| DT | 0.777 | 0.892 | 0.530 |
| NNET | 0.837 | 0.881 | 0.683 |
| SVM | 0.824 | 0.835 | 0.671 |
| BN | 0.857 | 0.901 | 0.681 |
| Validation dataset | | | |
| LR | 0.761 | 0.859 | 0.578 |
| GBM | 0.815 | 0.891 | 0.601 |
| XGB | 0.816 | 0.766 | 0.732 |
| RF | 0.853 | 0.891 | 0.775 |
| DT | 0.745 | 0.859 | 0.559 |
| NNET | 0.824 | 0.859 | 0.680 |
| SVM | 0.836 | 0.906 | 0.641 |
| BN | 0.822 | 0.762 | 0.712 |

**AUC**, the area under the curve; LR, logistic regression; GBM, gradient boosting machine; XGB, extreme gradient boosting; RF, random forest; DT, decision tree; NNET, neural network; SVM, support vector machine; BN, Bayesian network.

**FIGURE 2** The mixed Lift curves of the eight machine learning models in the training cohort. LR Logistic Regression; GBM Gradient Boosting Machine; XGB Extreme Gradient Boosting; RF Random Forest; DT Decision Tree; NNET Neural Network; SVM Support Vector Machine; BN Bayesian Network.
Endocrine Surgeons and the Japanese Society of Thyroid Surgeons (10). And the indication for prophylactic LND remained controversial (26). Moreover, due to the low metastasis rate in this region as well as the high incidence of postoperative complications, LND is performed only for those with clinically positive LLNM in most medical institutions.

ML algorithms have the advantage of automatically learning from input data and identifying patterns and trends in these data. There are many studies using ML for the differential diagnosis of benign and malignant thyroid nodules (27, 28). However, there are few studies on the application of ML models to predict LNM in PTC patients, especially LLNM. Lee et al. (29) applied a deep learning-based computer-aided diagnosis system to locate and diagnose metastatic lymph nodes in patients with thyroid cancer. But they used only one ML model and did not compare the performance of multiple ML models in distinguishing metastatic lymph nodes in patients with thyroid cancer.

We aimed to predict the risk of LLNM more accurately and filter the best prediction model. In this study, by combining the clinical and imaging characteristics of patients, we developed eight models using the ML algorithm to predict the LLNM of
PTC patients. We first used ROC analysis and mixed Lift curves to evaluate the predictive performance of these models. Most of the eight models maintained high AUCs. Except for DT and SVM, all ML-based models performed better than LR model using a traditional statistical method in predicting LLNM (Figures 1, 2 and Table 3). The clinical value of these models was then assessed using DCA. DCA has enormous clinical utility and has been used in many medical studies. According to DCA, most of these models outperformed the positive line and negative line, indicating that the overall net benefit of performing LND for patients with high risk of LLNM identified by the model was higher than in all patients or no patient undergoing the same surgical procedure. Three models (RF, XGB and GBM) performed better than the others at most of threshold points. At last, combined with the results of ROC, mixed Lift curves and DCA, the RF model performed best in distinguishing between LLNM and non-LLNM. Besides, the validation set confirmed that the RF model was the best predictive model for LLNM of PTC (AUC=0.853).

The RF structure is simple, easy to understand, and more efficient than similar methods. From a computational point of view, RF is a more advanced algorithm based on DT, which can be used for both regression and classification. In addition, RF can be directly used for high-dimensional problems. From a statistical point of view, RF has the following characteristics, that is, the priority of characteristics, different weight coefficients fall into different categories, and illustration and unsupervised learning ability. Moreover, RF is a well-known ML algorithm for classification tasks and is inherently capable of resisting overfitting. According to previous meta-analysis of metastatic lymph node studies (30), computed tomography demonstrated a sensitivity of 81.1% and a specificity of 84.0% in detecting LLNM, and ultrasound demonstrated a sensitivity of 75.8% and a specificity of 88.0%. When we compared the diagnostic performance of the RF model with that in the meta-analysis, our RF model achieved better sensitivity (90.3%) and specificity (95.9%).

Although the link between variables and outcomes in most ML-based models is invisible, the predicted importance of variables in each model could be obtained by using a classifier-specific estimator (Figure 4). Therefore, the nine top-rank variables were considered to be the most important risk factors for LLNM in the RF model: CLNR, size, CLNM, number of foci, location, BMI, aspect ratio, sex and ETE. We also tested the collinearity of these variables and found that there was no collinearity between the above variables. Tumor size is the most important preoperative predictor of LLNM in PTC patients, and CLNR is the most important postoperative predictor of LLNM in PTC patients. Diameter was also reported in previous studies to be an independent risk factor for LLNM in PTC patients (31, 32). This may be attributed to the more extensive the tumors, the more aggressive and proliferative. Lymph node ratio is considered a variable reflecting tumor burden in PTC and other solid tumors (33). It is important to note that LNR is not only affected by disease burden, but also by the extent of neck dissection and pathological examination. This requires the surgeon to remove the central lymph nodes as much as possible and the pathologist to carefully check the status of the removed lymph nodes ensuring the accuracy of the model. According to RF model, for patients with several preoperative risk factors of LLNM, detailed preoperative examinations (such as high-resolution ultrasound by experienced sonographers) should be performed to detect small metastatic lymph nodes early. Moreover, experienced surgeons are recommended to perform detailed operations for these patients, and carbon nanoparticles suspension injection can be used during the operation to prevent the miss of small metastatic lymph nodes.
Furthermore, for patients with high CLNR, heightened vigilance for occult LLNM may be warranted for these patients postoperatively. More closely follow-up should be applied for these patients after surgery. For suspicious lymph nodes detected in the lateral compartment postoperatively, FNAC should be actively conducted to confirm the histopathologic diagnosis, and LND should be considered if necessary.

To our surprise, BMI had no significant significance in univariate analysis ($P=0.077$), but was ranked sixth in the top. In addition, although the seventh-ranked shape (A/T) was statistically significant in univariate variables, it had no significant significance in multivariate analysis. This may be attributed to the amazing advantages of ML-based models in data mining, which can find more relationships between variables and results than traditional methods. Because LR is used to analyze prognostic factors based on linear combinations between variables, if the degree of correlation between variables is high, the analysis is limited by overfitting results. ML models, on the other hand, do not assume a linear combination of variables used, thus reducing the effect of correlations between variables. Therefore, factors including BMI and aspect ratio were important constituent variables of RF models and were used in other ML models at high frequencies. Thus, the AUC of the LR model based on the above factors was significantly lower than the most ML-based models.

The advantage of this research lies in the innovation of technology and method. By using eight ML methods, we outperformed other methods on clinical data and its application. However, there also has limitations. First, because this was a retrospective study, potential selection bias might exist. Second, ML model we built was based on the data from a single institution, which may limit its generality. Moreover, patients enrolled in our study were all native Chinese population, most of whom were female. Residual confounding variables of unmeasured factors such as race and region cannot be ruled out. Last, the AUCs of the training set were higher than that of the validation set, indicating the overfitting in ML algorithms-based models. This may be related to the fact that our models are complicated and the description data is too accurate. We will conduct prospective multicenter institutional trials to achieve more objective conclusions by increasing the amount of data, reducing the number of data characteristics (dimension), and reducing the complexity of the models to reduce overfitting.

In summary, we proved that ML algorithms are feasible to incorporate clinicopathological and sonographic features to predict LLNM in patients with PTC. We used the ML algorithms to construct and compare the performance of eight predictive models, of which the RF model is the best. In the future, we will integrate imaging, molecular, and genetic data to improve the performance of our models, thus providing more accurate methods for clinical and surgical decisions and postoperative follow-up.
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