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Abstract

How would you fairly evaluate two multi-object tracking algorithms (i.e. trackers), each one employing a different object detector? Detectors keep improving, thus trackers can make less effort to estimate object states over time. Is it then fair to compare a new tracker employing a new detector with another tracker using an old detector? In this paper, we propose a novel performance measure, named Tracking Effort Measure (TEM), to evaluate trackers that use different detectors. TEM estimates the improvement that the tracker does with respect to its input data (i.e. detections) at frame level (intra-frame complexity) and sequence level (inter-frame complexity). We evaluate TEM over well-known datasets, four trackers and eight detection sets. Results show that, unlike conventional tracking evaluation measures, TEM can quantify the effort done by the tracker with a reduced correlation on the input detections. Its implementation will be made publicly available online.†

1. Introduction

Multiple Object Tracking (MOT) is nowadays a hot research topic for many domains such as video-surveillance and traffic video monitoring. Several recent MOT algorithms (trackers) follow the tracking-by-detection paradigm [7, 20], which considers detection and tracking separately. While detection aims to locate objects of interest in each frame (e.g. via bounding boxes), tracking determines the correspondences among detections in all frames of the video sequence with the objective of assigning unique identifiers to these detections (IDs).

Performance evaluation measures and benchmarks are pivotal to evaluate the quality of such trackers [7]. Many measures have been proposed for MOT such as Multiple Object Tracking Accuracy (MOTA) [15], Multiple Extended-target Tracking Error (METE) [22] and Higher Order Tracking Accuracy (HOTA) [17]. The situation for detection algorithms is similar to the tracking case. A plethora of detectors exist [33], which are often evaluated using measures such as Precision and Recall [23], and mean Average Precision (mAP) [12].

A critical issue arises when existing performance measures are used to compare new and old trackers. These trackers often use state-of-the-art detectors with increasingly better performance, and therefore, it becomes difficult to estimate the actual improvement of a tracker. It is unclear whether such improvement comes from a better detector or a better tracker. In this situation, the MOT benchmark [9] provides sets of detections that must be used for all participants (i.e. public detections), so the detector dependency is removed. However, detectors keep improving over time and the performance of these public detections does not represent the state-of-the-art anymore [24]. As a result, rankings with more recent detectors (i.e. private detections) are allowed in the MOT benchmark, exhibiting higher performance as compared to using public detections. Therefore, it would desirable to be able to compare different detector-tracker combinations, as current MOT performance measures are unable to address such comparison fairly [30, 17].

In this paper, we contribute to the abovementioned limitations for performance evaluation of tracking-by-detection algorithms. We propose a novel evaluation measure that
can estimate and reduce the dependency between detection and tracking. In particular, we define the measure *intra-frame complexity* to estimate the improvement that the tracker does over the detector at frame-level. We also define the measure *inter-frame complexity* that extends the previous proposal to multiple frames. Finally, we combine both proposed measures to get a final complexity score to compare different detector-tracker combinations. We validate the proposed measures using two MOT benchmark datasets (MOT17 and MOT20) and 32 detector-tracker combinations (four trackers and eight detection sets). Our findings show that our proposal is independent of detector’s performance unlike related MOT performance measures.

This paper is organized as follows: Section 2 discusses the related work, in Section 3 we overview the proposed performance measures, experimental results are given in Section 4, and Section 5 concludes the paper.

### 2. Related work

#### 2.1. Object detection performance

The goal of object detection performance measures is to score the detections based upon the overlap between estimated and ground-truth bounding boxes. Conventional measures are True Positives (TP), False Positives (FP) and False negatives (FN) that account for detections matched with ground-truth, detections not matched with ground-truth and missing detections for existing ground-truth trajectories. Matching is typically computed through the Intersection-Over-Union (IOU) [18], which quantifies the spatial overlap of the corresponding bounding boxes. Precision and Recall measure the number of correct detections with respect to the total number of detections and the number of correct detections with respect to the number of ground-truth ones, respectively [23, 8]. To account for different detector settings leading to different Precision-Recall results, a popular evaluation measure is the Average Precision (AP) [24].

#### 2.2. Visual tracking performance

The goal of multi-object tracking performance measures is to quantify the similarity between estimated and ground-truth trajectories, where each trajectory is represented by a unique object identifier (ID). Several studies have been proposed to analyse similarities among existing measures [6, 13]. Here, we review some of the most popular tracking performance measures.

A typical tracking challenge is the discrimination of objects with similar appearance that may result in identity switches. The measure IDSW counts the number of identity switches that occur for each estimated trajectory [27]. The Multiple Object Tracking Accuracy (MOTA) combines IDS, FN and FP into a single score [1]. However, MOTA has a few limitations [30, 17, 22]: it is dependent on the video frame rate; it is unbounded and can be negative; and its expected behavior is not symmetric in terms of Recall and Precision. The IDFL measure operates at sequence-level by combining Precision and Recall of trajectories [27]. As main limitation of this measure, it requires a localization threshold to determine the matching of trajectories. Similarly to IDFL, the Average Tracking Accuracy (ATA) associates estimated and ground-truth bounding boxes at frame and sequence levels. The Higher Order Tracking Accuracy (HOTA) addresses some limitations of MOTA by performing an evaluation for a set of thresholds, similarly to mAP with Recall and Precision [17]. HOTA evaluates with a single score long-term associations and can also be decomposed into sub-measures to facilitate the inspection of detection and tracking (association) tasks. The METE measure [22] provides a holistic approach to measure the tracking error that accounts for state of the object, without applying thresholds, and for the cardinality. An alternative approach [5] combines measures based on different types of ground-truth information with the objective of approximating the ideal error. Its main limitation is the need for multiple annotations for the same data.

From another perspective, the NLL measure accounts for the uncertainty of the tracker output [25]. Albeit effective, it requires a specific probabilistic output (multi-object posterior) that may not be generated by many current trackers. The TW-TM measure operates on sets of trajectories and includes weighting factors to penalize tracking errors (localization error, FP, FN and IDSWs) [14]. However, configuring such penalization is not straightforward for any tracker. Time-scope restrictions have also been proposed recently for many popular measures [30], allowing to define the relative importance of detection and association. Another measure is proposed in [19] which considers three elements at trajectory level: fragmentation, coverage and cardinality. This measure successfully evaluates a specific type of tracker but is not contrasted against related measures. The average time between failures is also employed to evaluate tracking performance [4].

Other tracking performance measures focus on extracting quality indicators during run-time execution of the tracker without requiring the full trajectory related to multiple-hypothesis outputs [28] or motion-association costs [11]. However, these measures do not employ ground-truth and therefore, their accuracy is lower compared to the previously discussed measures.

In summary, the relationship between detection and tracking in recent trackers has not been properly considered in the related work (with the exception of HOTA) and therefore, existing measures cannot fairly estimate performance for different detector-tracker combinations. Our measure aims at addressing these limitations by quantifying the quality of multi-object trackers irrespective of the detectors.
3. Tracking Effort Measure

Our Tracking Effort Measure (TEM) aims to estimate the performance of the tracking-by-detection components: detection and tracking. We assume that detections are provided in the form of bounding boxes. We measure the performance at both frame-level (intra-frame complexity) and sequence-level (inter-frame complexity). Both measures are combined to produce a final score that compares trackers. We exploit the concepts of spatial overlap and cardinality of the METE measure [22] to formulate our measure.

3.1. Intra-frame complexity

The goal of the intra-frame complexity $E_{\text{intra}}$ is to quantify the effort the tracker makes to improve the detector’s estimated bounding boxes for each frame. For each video sequence, let the intra-frame complexity be defined as

$$E_{\text{intra}} = \frac{1}{K} \sum_{k=1}^{K} E_{\text{intra}}^k,$$  \hspace{1cm} (1)

where $K$ is the total number of frames in the sequence and $E_{\text{intra}}^k \in \mathbb{R}_{[-1, 1]}$ is the effort computed for each frame to measure the difference between the detector and tracker performances. When $E_{\text{intra}}^k = 0$, the tracker maintains the same results as the detector. When $E_{\text{intra}}^k > 0$, the tracker improves the bounding boxes of the detector, for example new bounding boxes are created via temporal interpolation. When $E_{\text{intra}}^k < 0$, the tracker worsens the bounding boxes of the detector, for example some bounding boxes are filtered out because deemed false positive detections.

The frame-level $E_{\text{intra}}^k$ is defined as

$$E_{\text{intra}}^k = \frac{1}{K} \sum_{k=1}^{K} (Q_d^k - Q_l^k),$$  \hspace{1cm} (2)

where $Q_d^k$ is the performance achieved by the detector $d$ at frame $k$ that is defined as

$$Q_d^k = I_d^k \cdot N_d^k = \left(1 - \frac{A_d^k}{L_d^k}\right) \cdot \left(1 - \frac{|V^k| - |U_d^k|}{\max(|V^k|, |U_d^k|)}\right),$$  \hspace{1cm} (3)

where $I_d^k$ quantifies the similarity between the estimated and ground-truth bounding boxes. $A_d^k$ is the total cost of the association between estimated and ground-truth bounding boxes. This cost is computed by using the Hungarian algorithm based on the IOU criterion [16]. We normalize $A_d^k$ by the number of associated bounding boxes $L_d^k$. $|\cdot|$ is the cardinality of a set. $N_d^k$ is the cardinality difference between the set of estimated bounding boxes $U_d^k$ and the set of ground-truth bounding boxes $V_d^k$.

Analogously, $Q_l^k$ is the performance made by the tracker $t$ that we can obtain by substituting the set of estimated bounding boxes produced by $t$ at $k$, i.e. $U_t^k$, to Eq. 3.

Fig. 1 shows an example of detection and tracking results at $k = 180$. The tracker corrects false positive detections, generated due to occlusions by pedestrians passing in front of the objects (one behind the man on the left of the image, near the counter in the shop; and the other is the bounding box furthest to the right). False Positives of the detector are removed by the tracker (gray arrow). Hence, the tracker is better than the detector, so $Q_t^{180} - Q_d^{180}$ is positive.

3.2. Inter-frame complexity

The goal of the inter-frame complexity $E_{\text{inter}}$ is to quantify the tracker’s effort for correctly associating bounding boxes (i.e. estimated detections or tracks) between frame pairs. Let the inter-frame complexity be computed as

$$E_{\text{inter}} = \frac{1}{K-1} \sum_{k=2}^{K} (Y^k + C^k \cdot I DSW_{\text{score}}^k),$$  \hspace{1cm} (4)

where $E_{\text{inter}} \in \mathbb{R}_{[-1, 2]}$ and it considers two terms are considered for each frame: the improvement in the association tasks between consecutive frames ($Y^k \in \mathbb{R}_{[-1, 1]}$) and the ID switches ($IDSW_{\text{score}}^k \in \mathbb{R}_{[0, 1]}$) weighted by the mismatch in the number of objects considered ($C^k \in \mathbb{R}_{[0, 1]}$).

Let the association improvement be defined as

$$Y^k = \left(1 - \frac{B_{d,k}^{t,k-1}}{L_t^{k-1}}\right) - \left(1 - \frac{B_{d,k}^{t,k-1}}{L_d^{k-1}}\right),$$  \hspace{1cm} (5)

where $B_{d,k}^{t,k-1}$ is the total cost for associating the bounding boxes between $k - 1$ and $k$ frames for detection. Similarly $B_{d,k}^{t,k-1}$ is applied to tracking. If $B_{d,k}^{t,k-1}$ is lower than $B_{d,k}^{t,k-1}$, it means that the tracker states (i.e. bounding boxes) are better than the ones generated by the detector, in
a inter-frame context. Association costs are computed with the Hungarian Algorithm using the IOU criterion [16] (as in Eq. 3), and normalized by $L_n^{k,k-1}$ and $L_i^{k,k-1}$, which are the number of associated detection and tracking bounding boxes between consecutive frames, respectively.

Next, we consider the ID switches that may be produced by the tracker between frames $k - 1$ and $k$. Let the ID switch effort at $k$ be defined as

$$IDSW^k_{score} = \left(1 - \frac{IDSW^{k,k-1}}{L_t^{k,k-1}}\right),$$

where $IDSW^{k,k-1}$ are the number of ID switches between frames $k - 1$ and $k$, computed as defined in [27].

The $IDSW^k_{score}$ is weighted according to the number of tracked objects. Hence, we consider the cardinality of the IDs of the tracked objects as

$$C^k = \left(1 - \frac{|ID^{k,k-1} - L_t^{k,k-1}}{\max(|ID^{k,k-1}, L_t^{k,k-1})}\right),$$

where $ID^{k,k-1}$ is the set of unique ground truth IDs for frames $k$ and $k - 1$. For example, if three ground-truth IDs (e.g. $ID^{k-1} = \{1, 2, 3\}$) exist at $k - 1$ and three ground-truth IDs (e.g. $ID^k = \{3, 4, 5\}$) exist at $k$, then $|ID^{k,k-1}| = 5$.

Fig. 2 shows frame-level results for $E_{inter}$. We can observe that few ID switches occur (i.e. high values of the orange line). The $Y^k$ component (red line) is positive on average, indicating that the tracker output makes easier the inter-frame association as compared to the detections. The tracker therefore corrects detector errors (i.e. false positive and false negatives) in the inter-frame context.

### 3.3. Final score

The final effort applied by the tracker, is the combination of both, $E_{intra}$ and $E_{inter}$ complexity efforts. Both efforts are added since a unique performance score is desired for comparison. Let the complexity score be defined as

$$TEM = \alpha \cdot E_{intra} + (1 - \alpha) \cdot E_{inter},$$

where $\alpha$ reweights the terms. To avoid any preference, we consider $\alpha = 0.5$ in this work. Based on this choice of $\alpha$, TEM ranges between -1 ( worst) and 1.5 (best).

### 4. Experimental results

We evaluate the proposed performance measures and compare them against conventional alternatives.

#### 4.1. Setup

##### 4.1.1 Datasets

We evaluate our evaluation measure by using two well-known datasets: MOT17 [21] and MOT20 [10]. We select only the train sequences for both datasets because they have ground truth available. Our selection for MOT17 contains seven sequences with people walking that are captured by different camera angles, while MOT20 contains four sequences depicting crowded indoor and outdoor scenarios. We use 14,247 frames and 2,878 objects to track.

##### 4.1.2 Detectors and Trackers

As we are interested in understanding how different detectors may affect performance measures for tracking, we generate different detection sets that produce different performances based on a realistic detector output.

Specifically, we employ the popular detector Faster-RCNN [26] and produce different sets of detections by changing two parameters, i.e. box\_core\_thresh and box\_pms\_thresh. The former is the minimum score allowed for a detection to be an object or not: the lower the threshold, the larger the number of false positive detections. The latter is related to the non-maximum suppression step, which is in charge of removing duplicated (highly overlapping) bounding boxes of the same object. A high value of box\_pms\_thresh means that there will be more bounding boxes, so a larger number of false positives is expected.

Tab. 1 shows the detection sets we generated by using this configurations, ranging from low performance (set #5) to high performance (set #6). We also consider the ground-truth detections as the set with perfect performance (set #7). The set ‘fine-tune’ corresponds to fine-tuning the detector using all the sequences. The set ‘public MOT’ is the one provided by the organizers of the MOT challenge.
As trackers, we employ four popular approaches: SORT [2], DeepSORT [31], UMA [32] and DAN [29].

By coupling detection sets (eight) and trackers (four), we obtain 32 combinations of detector-tracker results for the analysis presented in the following subsections.

4.1.3 Performance evaluation measures

We selected representative performance measures for comparison. For detection performance, we use mAP (mean Average Precision) [24], Recall [23], Precision [23], TP (True Positives), FP (False Positives) and FN (False Negatives). For tracking performance, we use HOTA (Higher Order Tracking Accuracy) [17] with an IOU score greater than 0 for association (i.e. HOTA(0)), MOTA (Multiple Object Tracking Accuracy) [6], MOTP (Multiple Object Tracking Precision) [6], IDF1 (Identity Drift and Fusion) [27], ATA (Average Tracking Accuracy) [18] and IDSW (Identity Switches) [6].

To compare the proposed performance measures with respect to related work, we use the Pearson product-moment correlation coefficient [6], which estimates the relation between two variables of different scale and ranges from -1 (inverse correlation) to +1 (direct correlation). To estimate the pair-wise correlation, we get the 352 sequence tracking results (11 sequences analyzed with 32 detector-tracker combinations). Then, we select two performance measures and apply them to the 352 tracking results to obtain two performance scores for each sequence (by averaging the frame-level results). Note that performance measures for detection can also be applied to tracking results by removing the associated track identities from tracking results and ground-truth data (i.e. only keeping the bounding boxes). Lastly, we use the Pearson coefficient to compare the two 352-dimensional vectors for the two selected measures.

4.2. Analyzing existing detection and tracking performance evaluation measures

Fig. 3 shows the result of the correlation analysis for the selected detection and tracking performance evaluation measures. For the detection measures, we observe that mAP has a high correlation with Recall, and a low correlation with Precision. For the tracking measures, HOTA, IDF1 and ATA are highly correlated with each other. Our analysis also confirms the observation done in [30], which states that ATA is similar to IDF1. MOTP results to be more correlated with IDF1 and ATA than with MOTA (MOTP measures the average localization accuracy over the TP set).

The correlation between detection and tracking measures shows the following. FP is inversely correlated with all tracking measures, but IDSW. FN is negatively correlated with HOTA, IDF1, MOTP and ATA. Unlike FN and IDSW, FN and MOTA are little correlated.

Moreover, we can observe that MOTA is highly correlated with Precision and negatively correlated with Recall, but not with mAP. This can be problematic as improving the precision of the detector would directly increase the MOTA score, which is a behavior that was also observed in [17]. Also MOTP, IDF1 and ATA have some degree of correlation with Precision. HOTA is highly correlated with mAP. In summary, we empirically observed that the detection performance can somewhat affect the evaluation of the tracking performance, thus making the comparison among trackers difficult to be carried out accurately.

4.3. Results for intra-frame complexity

Fig. 4 shows the correlation matrix for the proposed intra-frame complexity measure $E_{intra}$ and its components. Only detection metrics are included because only the matching between estimated and ground-truth bounding boxes is measured. We can observe two highly corre-
Figure 4: Correlation matrix for the proposed intra-complexity measure $E_{\text{intra}}$ and its components ($Q_d$, $Q_t$, $N_d$, $N_t$, $I_d$ and $I_t$), using 32 detector-tracker combinations over the MOT17 and MOT20 datasets.

The correlation matrix shows the relationships between the intra-complexity measure and its components. The correlation between $E_{\text{intra}}$ and $Q_d$ is negative, while the correlation between $E_{\text{intra}}$ and $Q_t$ is closer to zero. This means that the tracker improves the detector’s predictions on average. $Q_d$ and $Q_t$ are strongly correlated with mAP, which makes them very prone to changes in the detector’s performance. However, we can observe that their difference (i.e. $E_{\text{intra}}$) exhibits a lower correlation (in absolute value) with mAP, Precision and Recall. Therefore, the low correlation of $E_{\text{intra}}$ with the detection measures shows its effectiveness in evaluating the work done by the tracker, removing the dependency with detector’s performance.

4.4. Results for inter-frame complexity

Fig. 5 shows the correlation matrix for the inter-frame complexity measure $E_{\text{inter}}$ and its components ($Y$, $C$ and $IDSW$), using 32 detector-tracker combinations over the MOT17 and MOT20 datasets.

Figure 5: Correlation matrix for the proposed inter-complexity measure $E_{\text{inter}}$ and its components ($Y$, $C$ and $IDSW$), using 32 detector-tracker combinations over the MOT17 and MOT20 datasets.

For the tracking measures, we observe that $E_{\text{inter}}$ has some degree of correlation with HOTA and, to some extent, with MOTA too. This also occurs for the $C$ component. In contrast, $Y$ is inversely correlated with HOTA and MOTA.

In summary, the effort calculated in the context of inter-frame complexity $E_{\text{inter}}$ is valid and meets our expectations as the correlation between the $E_{\text{inter}}$ and Precision/Recall is balanced. However, the correlation of $E_{\text{inter}}$ with mAP is high (albeit lower than HOTA) and may make difficult to evaluate detector-tracker combinations. Similar conclusions can be obtained for the correlation between Recall and $E_{\text{inter}}$, with respect to Recall and MOTA.

4.5. Results for final complexity

TEM is calculated by combining intra-frame and inter-frame efforts with $\alpha = 0.5$ (Eq. 8).

TEM was calculated by combining the correlation matrix for TEM with Recall and Precision, using 32 detector-tracker combinations over the MOT17 and MOT20 datasets.
on detector’s performance (mAP, Precision and Recall) as it results to be lower for the proposed measure TEM as compared to both HOTA and MOTA.

Tab. 2 compares detection measures (mAP, Recall, Precision) and tracking measures (HOTA, ATA, TEM) in the case of six sequences extracted from MOT17 and MOT20 datasets for for two detection sets of Faster R-CNN [26] and the SORT tracker [2]. HOTA’s main trend is related to Recall/mAP (i.e. the higher Recall/mAP, the lower HOTA). However, some sequences like MOT17-02 and MOT17-11 show an opposite outcome with respect to mAP. We can observe a non-consistent behavior of HOTA with respect to Precision. Albeit most of the sequences are directly correlated, some sequences like MOT20-01 and MOT20-02 show an opposite relationship between Precision and HOTA. The proposed TEM measure shows a consistent trend for all sequences, being positively correlated with mAP. Moreover, the improvement in precision does not seem to affect the measure as much as it does in HOTA, giving higher scores when the detector improves mAP. Moreover, detection results for each sequence exhibit similar mAP for sets #1 and #3. However precision is always higher for set #3, which means less FPs. A lower number of FPs implies that the effort of the tracker should be less as the mAP is similar in the two cases. Unlike HOTA/ATA, the proposed TEM is able to capture such effort, giving lower scores when Precision is higher.

5. Conclusions

We explored the evaluation of tracking algorithms employing different detectors by proposing a new performance evaluation measure that disentangles the performance of the detector from that of the tracker. Our new performance evaluation measure accounts for the effort done by the tracker, given different sets of detections with different performances. This measure is based on spatial overlap and cardinality estimations, with the objective of analyzing the tracker effort at two levels: intra-complexity (frame) and inter-complexity (sequence or consecutive frames), by comparing the tracking output with the ground truth. The experimental results identified correlations among existing detection and tracking measures, exhibiting a strong dependency of tracking performance measures with respect to some performance indicators of the detection set. The proposed measures decrease such dependency on detection, making possible to evaluate trackers with different detection sets. Moreover, non-uniform behaviors were observed for well-known measures, unlike the proposed measures which show a consistent behavior. The proposed measures do not pretend to substitute existing measures, but to provide an alternative viewpoint for evaluating different combinations of detectors and trackers. As future work, we will focus on extending the experiments to other detectors and trackers, improving the inter-complexity to reduce its detection dependency and also on designing proper combinations of the proposed performance measures.

Limitation. One limitation of TEM is related to the terms of Eq. 4 that are not equally balanced and this can be observed in the experiment of Fig. 2. $Y^k$ is significantly lower than $IDS\text{W}^k$ and $C^k$. We mitigated this problem by formulating $E_{inter}$ as the sum between $Y$ and the product between $IDS\text{W}$ and $C$. We deem that a more effective way of combining this terms can be formulated.
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