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Purpose: (1) To assess the performance of geometric deep learning in diagnosing glaucoma from a single optical coherence tomography (OCT) scan of the optic nerve head and (2) to compare its performance to that obtained with a three-dimensional (3D) convolutional neural network (CNN), and with a gold-standard parameter, namely, the retinal nerve fiber layer (RNFL) thickness.

Methods: Scans of the optic nerve head were acquired with OCT for 477 glaucoma and 2296 nonglaucoma subjects. All volumes were automatically segmented using deep learning to identify seven major neural and connective tissues. Each optic nerve head was then represented as a 3D point cloud with approximately 1000 points. Geometric deep learning (PointNet) was then used to provide a glaucoma diagnosis from a single 3D point cloud. The performance of our approach (reported using the area under the curve [AUC]) was compared with that obtained with a 3D CNN, and with the RNFL thickness.

Results: PointNet was able to provide a robust glaucoma diagnosis solely from a 3D point cloud (AUC = 0.95 ± 0.01). The performance of PointNet was superior to that obtained with a 3D CNN (AUC = 0.87 ± 0.02 [raw OCT images] and 0.91 ± 0.02 [segmented OCT images]) and with that obtained from RNFL thickness alone (AUC = 0.80 ± 0.03).

Conclusions: We provide a proof of principle for the application of geometric deep learning in glaucoma. Our technique requires significantly less information as input to perform better than a 3D CNN, and with an AUC superior to that obtained from RNFL thickness.

Translational Relevance: Geometric deep learning may help us to improve and simplify diagnosis and prognosis applications in glaucoma.

Introduction

With the development and progression of glaucoma, the optic nerve head (ONH) and the macula typically exhibits complex neural- and connective-tissue structural changes including, but not limited to, thinning of the retinal nerve fiber layer (RNFL) and the macular ganglion cell complex layer; changes in the lamina cribrosa (LC) shape, depth, and curvature; and posterior bowing of the peripapillary sclera. Clinically, optical coherence tomography (OCT) is the mainstay of imaging to observe such changes; however, signal interpretation (by humans
or machines) for glaucoma diagnosis and prognosis remains a challenge.

Recently, a growing number of artificial intelligence (AI) studies have proposed to use deep learning algorithms to provide a robust glaucoma diagnosis from a single OCT scan of the ONH or of the macula. Such applications could have excellent clinical value, for example, by decreasing the number of tests needed to confirm a glaucoma diagnosis. Some of these algorithms were directly applied to the raw OCT scans,\(^8–10\) whereas others first simplified the images to only a few classes (or colors) by highlighting relevant tissue structures.\(^11\) Most algorithms achieved good to excellent performance. However, such algorithms need to be able to handle a considerable amount of information (e.g., voxel intensities distributed on three-dimensional [3D] grids) that could be heavily corrupted by noise, image artifacts, and 3D image orientation issues, thus limiting their ease of use and deployability.

To this end, a family of algorithms fitting under the category of geometric deep learning has been proposed to solve classification problems from structures represented as 3D point clouds (such as those in medical imaging),\(^12\) with excellent performance. Geometric deep learning\(^13\) is an emerging field of AI that proposes inductive biases and network architectures that can efficiently process data structures such as grids, graphs, and cloud of points while respecting their intrinsic symmetries and invariances.\(^14\) In this study, we have leveraged the recently proposed PointNet neural architecture.\(^15\) This deep neural network has been especially designed to process point clouds, that is, an unordered set of points. A PointNet takes a point cloud as input and provides a unified architecture for applications ranging from object classification, part segmentation, to scene semantic parsing. Although simple, it has been demonstrated empirically that PointNets exhibit a performance on par, or even better, than the state of the art.\(^15\) In addition, because structural point clouds do not need to be dense and falling onto regular grids, this intrinsically means the amount of information needed to make, for example, a diagnosis could be significantly decreased, thus decreasing the black box element of AI. For our glaucoma diagnosis application, the ONH can simply be thought of as a complex 3D structure that can be represented by a cloud of points, as has been routinely performed in 3D histomorphometric and finite element studies.\(^16–18\)

In this study, we aimed to apply a geometric deep learning solution (PointNet) to provide a robust glaucoma diagnosis from a single OCT scan of the ONH. Each OCT scan was first preprocessed and each ONH was represented as a 3D point cloud, thus limiting the amount of information to be processed by several orders of magnitude. Our approach was compared with a 3D convolutional neural network (CNN), and its performance compared with that from RNFL thickness alone (the current gold standard).

## Methods

### Patient Recruitment

A total of 2773 subjects (477 with glaucoma and 2296 without glaucoma) were recruited at the Singapore National Eye Center (Singapore) (see Table for further demographic details). All subjects gave written informed consent. The study adhered to the tenets of the Declaration of Helsinki and was approved by the institutional review board of the respective hospital. Subjects with an intraocular pressure of less than 21 mm Hg, healthy optic discs, and normal visual fields tests were considered as not having glaucoma, whereas subjects with glaucomatous optic neuropathy and/or neuroretinal rim narrowing with repeatable glaucomatous visual field defects were considered as having glaucoma. Subjects with corneal abnormalities that have the potential to preclude the quality of the scans were excluded from the study.

### OCT Imaging

Spectral-domain OCT imaging (Spectralis; Heidelberg Engineering, Heidelberg, Germany) was performed on seated subjects under dark room conditions after dilation with tropicamide 1% solution. Images were acquired from either both eyes or one eye of each subject. Each OCT volume consisted of 97 serial horizontal B-scans (approximately 30 μm distance between B-scans; 384 A-scans per B-scan; \(20\times\) signal averaging; axial resolution, approximately 3.87 μm) that covered a rectangular area of \(15° \times 10°\) centered on the ONH. The eye tracking and enhanced depth imaging modalities of the Spectralis were used during image acquisition. In total, we obtained 4770 scans (873 glaucoma and 3897 nonglaucoma scans).

### Automated Segmentation of OCT Images

Because PointNet requires each ONH to be described as a point cloud, it was first necessary

| Table. Summary of Patient Information |
|--------------------------------------|
| **Nonglaucoma** | **Glaucoma** | **Total** |
| No. of patients | 2296 | 477 | 2773 |
| No. of scans | 3897 | 873 | 4770 |
| Age | \(58.7 \pm 10.3\) | \(65.9 \pm 10.6\) |
| Sex (% male) | 61 | 49 | – |
for us to identify (or highlight) the major neural and connective tissues that are involved in glaucoma pathogenesis. To this end, we used the software REFLECTIVITY (Abyss Processing Pte Ltd, Singapore) to automatically segment the following tissue groups: (1) the RNFL and the prelamina, (2) the ganglion cell layer and the inner plexiform layer, (3) all other retinal layers, (4) the retinal pigment epithelium with Bruch’s membrane, (5) the choroid, (6) the peripapillary sclera including the scleral flange, and (7) the LC. All segmented tissues can be observed in Figure 1. Note that REFLECTIVITY was developed from advances in AI-based ONH segmentation as described in our previous publications.\textsuperscript{19,20} It is also important to point out that REFLECTIVITY cannot identify the true posterior boundaries of the peripapillary sclera and of the LC, but instead provides the OCT-visible portions of those two tissues. The AI-based segmentation process assigned a label to each voxel of each 3D OCT scan to indicate the tissue class.

**Point Cloud Generation**

Once each voxel of each 3D OCT scan was assigned a label, the voxels situated at the boundaries between two different tissue groups were automatically identified. The following eight boundaries of interest were identified: anterior and posterior boundaries of the RNFL and the prelamina, and the posterior boundaries of the ganglion cell layer and the inner plexiform layer, other retina layers, retinal pigment epithelium, choroid, sclera, and LC. On average, a total of approximately 50,000 boundary voxels of interest were extracted from each 3D OCT scan. The 3D coordinates as well as the boundary class (expressed as a label varying between 1 and 8) of each boundary voxel of interest was recorded for further
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In this work, we aimed to design a binary classifier to identify whether a given ONH would be classified as glaucoma or not glaucoma. For designing such a classifier, we opted to use a simple and robust solution that produces a probabilistic forecast based only on the geometric properties of the ONH.

For classifying a 3D OCT scan as glaucoma or nonglaucoma, we used a PointNet that processed a point cloud of size $S = 1000$. For this purpose, out of the typically much larger set of points of interest extracted from each OCT scan, a subset of $S = 1000$ points were randomly selected. There are two main reasons for this approach: (1) we have not observed any improved predictive performance with a larger number of points ($S > 1000$), and (2) among all the points of interests extracted from each 3D OCT scan, there is typically a large amount of redundancy. The point location (i.e., 3D coordinates) as well as its boundary class (represented as a one-hot-encoded vector of dimension $N = 8$) were concatenated into a vector of dimension $D = 8 + 3 = 11$. In summary, the PointNet was designed to process point clouds of size $S = 1000$ and dimension $D = 11$.

The dataset of OCT scans was split into training (70%), validation (15%), and test (15%) sets. The split was performed in such a way that scans from the same subject did not exist in different sets. Furthermore, the proportion of glaucoma scans was identical in all the splits. Our network was then trained on a Nvidia 1080Ti GPU card until optimum performance was reached in the validation set in approximately 100 epochs. For this purpose, the standard cross-entropy loss was minimized with the ADAM optimizer. During the training process, each time an OCT scan was processed (i.e., once during each epoch), a newly generated subset of $S = 1000$ points was selected and fed into the PointNet architecture. For enhanced robustness and to further enrich the training set, subsequent to the random subsampling process we also used a data augmentation scheme that applied random rigid transformations to the subsampled point clouds. When applying a rigid transformation to such a point cloud, the rigid transformation was only applied to the spatial coordinates (i.e., the first three coordinates). To evaluate the performance of our method, we reported the area under the receiver operating characteristic curve (ROC-AUC) with uncertainty estimates obtained from a five-fold cross-validation process.

Comparisons With a 3D CNN

To compare the performance of our PointNet with a more traditional approach, we trained a 3D CNN. For this purpose, each volume was linearly resampled to isotropic dimensions $128 \times 128 \times 128$ voxels, and the resized OCT scans were fed into a 3D CNN. We decided to use the 3D CNN architecture that was described by Maetschke et al., because it had been previously optimized to work with 3D OCT scans of the ONH. Briefly, the network was composed of five 3D convolutional layers with ReLU activation, batch normalization, filter banks of sizes $32–32–32–32–32$, filters of sizes $7–5–3–3–3$, and strides of $2–1–1–1–1$. A global average pooling was used to compute the softmax output of the neural network. The standard cross-entropy loss was minimized with the ADAM optimizer. As used during the training of the PointNet, the dataset of OCT scans was split into training (70%), validation (15%), and test (15%) sets, respectively. It was important to use data-augmentation during the training process: random translations and rotations ($\pm 15$ degrees), left–right flips, and additions of Gaussian noise to the voxel intensities. We used early stopping and selected the network with the highest validation ROC-AUC during training. We reported the classification ROC-AUC with uncertainty estimates obtained from a five-fold cross-validation process. To provide a fair comparison with PointNet, we decided to train (and test) the 3D CNN either with raw OCT images, or with stacks of segmented B-Scans (i.e., label images with each pixel taking a value between 0 and 7 to represent the tissue class number).

Comparisons With RNFL Thickness

We wanted to compare the performance of PointNet with that from a gold standard glaucoma parameter, namely, RNFL thickness. RNFL thickness is typically obtained from circular OCT scans. However, such scans were not available for all subjects of our population. Instead, we obtained RNFL thickness from the segmentation software REFLECTIVITY. Briefly, from the 3D segmentation of the OCT scans, the average RNFL thickness was calculated at a distance of 1.4 times the Bruch’s membrane opening radius as the minimum distance between the anterior and posterior boundaries of the RNFL tissue. We then reported the diagnostic power as quantified by the AUC. Because the RNFL thickness is a scalar parameter, no classification algorithm was needed to compute
As the AUC. This strategy also did not require us to specify a single cutoff for RNFL thickness because the performance for all possible RNFL thresholds was evaluated. The AUC was computed for multiple instances (randomly selected scans; each instance represented by 80% of the total population) and was reported as mean ± standard deviation.

**Results**

We evaluated the classification performance of (1) RNFL thickness as a gold standard glaucoma parameter, of (2) the 3D CNN approach, and of (3) our proposed PointNet method by performing a five-fold cross-validation study. The three methods were evaluated on the same splits of the data. The AUCs were found to be 0.80 ± 0.03 for RNFL Thickness, 0.87 ± 0.02 (raw OCT images), 0.91 ± 0.02 (segmented images) for the 3D CNN approach, and 0.95 ± 0.01 for the PointNet method (Fig. 2).

When plotting the AUC for glaucoma diagnosis (mean ± standard deviation) as a function of the number of points used to represent a 3D point cloud, convergence is achieved with S = 1000 points and no further increase in performance is obtained with additional points (Fig. 3).

**Discussion**

In this study, we proposed a relatively simple AI approach based on geometric deep learning to provide a robust glaucoma diagnosis from a single OCT scan of the ONH. Each ONH was first preprocessed as a 3D point cloud to represent all major neural and connective tissue boundaries. Overall, our proposed approach required significantly less information to perform glaucoma classification than other 3D AI approaches. It also performed better than a 3D CNN (originally developed for 3D OCT scans of the ONH), and by taking into account information about both ONH neural and connective tissue layers, it yielded an AUC higher than that obtained from RNFL thickness alone.

In this study, we found that geometric deep learning (PointNet) was well-adapted to perform glaucoma classification with ONH tissues represented as point clouds. In this study, a given ONH was represented with 1000 data points (as a point cloud), which is significantly less than the approximately 18,000,000 data points (or voxels) needed to represent an OCT scan. In other words, we decreased the size of our input by four orders or magnitude. Dealing with smaller inputs may ultimately allow us to reduce the black box effect of AI and allow us to better identify the complex 3D structural and biomechanical signature of the glaucomatous ONH.17

It is interesting to note that our PointNet performed better than a 3D CNN trained on either the raw or the segmented OCT images on the exact same dataset (AUC = 0.95 ± 0.01 for PointNet vs, AUC = 0.87 ± 0.02 [raw images] or AUC = 0.91 ± 0.02 [segmented images] for 3D CNN). For the first comparison with raw scans, this finding may not be surprising because 3D OCT scans typically exhibit a considerable amount of noise and artifacts that would have been otherwise eliminated through a preprocessing segmentation step,
as proposed herein. For the second comparison with segmented scans, our PointNet may be able to better focus on the most important ONH structural features (such as tissue boundaries and, implicitly, tissue thicknesses and curvatures), because such features were given as direct inputs to the network. However, more research would be required to identify the exact 3D landmarks of the ONH that are critical for a diagnosis of glaucoma.

In this study, we found that PointNet was able to provide a higher diagnostic accuracy ($AUC = 0.95 \pm 0.01$) as compared with that obtained from a gold standard glaucoma parameter, that is, RNFL thickness ($AUC = 0.80 \pm 0.03$). This result may not be surprising because the ONHs do not only exhibit neural tissue changes, but also connective tissue changes, such as bending of the peripapillary sclera and changes in LC morphology and pore shape and pathway. PointNet has the advantage of capturing some of these features while minimizing the total amount of information required to establish a diagnosis. PointNet may also help us to identify the contribution of each individual neural or connective tissue for the diagnosis or prognosis of glaucoma. PointNet also provided a higher diagnostic accuracy than that obtained from the vertical cup-to-disc ratio alone ($AUC = 0.91 \pm 0.02$), suggesting that PointNet can exploit more structural information than that coded in the vertical cup-to-disc ratio.

Geometric deep learning may have wide applicability in the field of ophthalmology. It is relatively attractive for its ease of use, ease (and speed) of training, and considerably smaller and simpler input size. Although our first application targeted glaucoma, geometric deep learning could also be used for the diagnosis and prognosis of other optic neuropathies and for a wide range of corneal and retinal disorders.

In conclusion, we provide herein a proof of principle for the application of geometric deep learning in the field of ophthalmology with a special emphasis on glaucoma diagnosis. We found that our technique required significantly less data as input to perform better than a 3D CNN and with an AUC superior to that obtained from RNFL thickness alone. Geometric deep learning may have wide applicability in the field of ophthalmology, and it should be explored for other pathologies.
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