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Abstract—In modern visual SLAM systems, it is a standard practice to retrieve potential candidate map points from overlapping keyframes for further feature matching or direct tracking. In this work, we argue that keyframes are not the optimal choice for this task, due to several inherent limitations, such as weak geometric reasoning and poor scalability. We propose a voxel-map representation to efficiently retrieve map points for visual SLAM. In particular, we organize the map points in a regular voxel grid. Visible points from a camera pose are queried by sampling the camera frustum in a raycasting manner, which can be done in constant time using an efficient voxel hashing method. Compared with keyframes, the retrieved points using our method are geometrically guaranteed to fall in the camera field-of-view, and occluded points can be identified and removed to a certain extent. This method also naturally scales up to large scenes and complicated multi-camera configurations. Experimental results show that our voxel map representation is as efficient as a keyframe map with 5 keyframes and provides significantly higher localization accuracy (average 46% improvement in RMSE) on the EuRoC dataset. The proposed voxel-map representation is a general approach to a fundamental functionality in visual SLAM and widely applicable.

I. INTRODUCTION

Simultaneous Localization and Mapping (SLAM) is fundamental to robotics and plays a pivotal role in various real-world applications, such as augmented/virtual reality and autonomous driving. The past decade has witnessed rapid progress in this field. Today, state-of-the-art SLAM systems, specifically visual-inertial SLAM, execute in real-time on power and memory constrained devices and provide accurate and robust estimate. Despite the remaining challenges in this field [1], SLAM has reached the maturity that enables successful commercial applications (e.g., [2]). Keyframe-based SLAM, among other paradigms such as filter-based method, is arguably the most successful one nowadays. In particular, keyframe-based SLAM relies on the joint nonlinear optimization of keyframes and visible landmarks, namely bundle adjustment (BA) [3], and achieves superior accuracy than filter-based methods [4].

Following seminal work of [5], most state-of-art sparse SLAM systems use parallel threads for tracking (i.e., compute real-time poses for image stream) and BA to alleviate the computational overhead of the nonlinear optimization. The central task of the tracking process, for both direct and feature-based methods, is to find 2D-3D correspondences between the observations in the current image and the map (e.g., 3D points). While different types of maps are used for dense SLAM (e.g., Truncated Signed Distance Field in [6], surfels in [7]), little work has been done exploring alternative map representations for sparse SLAM. Sparse keyframe-based methods use information from nearby-keyframes to associate images to map points. This is a powerful heuristic that is used in many successful systems [5], [8], [9], [10]. Another class of SLAM systems use geometric primitives (e.g., meshes [11] or planes [12], [13])

Ideally, the map representation should, (i) be aware of the geometry of the scene and (ii) be efficient in terms of computation time and memory. Fig. 1 shows how different map representations perform on these axes. The ideal representation should allow better geometric reasoning, which brings higher accuracy, but still be at par with keyframe-based methods in terms of efficiency. We compare the effectiveness of sparse keyframe-based map representations along these axes:

Geometry-awareness: In sparse SLAM, using keyframes and their visible points (i.e., covisibility graph) as the map only allows limited geometric reasoning. The co-visibility graph has no notion of occlusion, and it is difficult to determine and filter occluded points, which may cause wrong data association and erroneous estimation. It is ideal that the points retrieved from the map coincide with the field-of-view

Fig. 1: The optimal SLAM systems should be efficient and have geometrical understanding of the map (denoted by the golden star). Direct methods (red dots) associate each keyframe with a semi-dense depth map. They have more scene information but are not efficient. Sparse keyframe-based SLAM (yellow dots) associate features in the current frame to 3D points from nearby overlapping keyframes. While they are computationally efficient, they do not provide higher level understanding of the geometry of the scene. Other representations using geometric primitives (orange dots) balance geometric information and efficiency, but make assumptions on the scene and do not achieve efficiency as sparse-keyframe methods. This paper proposes a voxel-map for sparse SLAM, that tries to move one step towards optimal map representations for SLAM.

The authors are with the Robotics and Perception Group, Dep. of Informatics, University of Zurich, and Dep. of Neuroinformatics, University of Zurich and ETH Zurich, Switzerland—http://rpg.ifi.uzh.ch. This research was supported by the National Centre of Competence in Research (NCCR) Robotics, through the Swiss National Science Foundation, the SNSF-ERC Starting Grant and Sony R&D Center Europe.

This paper has been accepted for publication at the IEEE International Conference on Robotics and Automation (ICRA), Paris, 2020. ©IEEE

arXiv:2003.02247v1 [cs.RO] 4 Mar 2020
(FoV) of the camera. Unfortunately, there is little geometric guarantee for the points from overlapping keyframes. There may be false positives and missing points.

**Efficiency:** The effectiveness of keyframes in bundle adjustment comes from the fact that they retain most of the information compared with using all the frames [4]. For a local map of $N$ keyframes, increasing $N$ will improve the robustness in general but will result in a longer query time, despite the fact that we are interested in a spatial area of fixed size (i.e., the camera frustum). Moreover, the design of keyframe systems becomes complicated for non-trivial multiple camera systems. For example, setting the images from all cameras as keyframes retain the most information but introduces high redundancy.

Therefore, we argue that using keyframes is not optimal for data association in the tracking process, despite the temptation of using one common representation for different tasks (i.e., BA and point retrieval). In view of the above problems, an ideal map representation for SLAM should be designed for efficient, accurate, geometry-aware points retrieval, rather than simply reusing the keyframes from BA.

In this work, we propose a voxel-map representation that is scalable and geometry-aware. By representing the environment as voxels, the map coverage can be specified directly, instead of implicitly depending on keyframe parameters. Retrieving points from the map is equivalent to accessing the voxels in the area of interest, and the voxel hashing method proposed in [14] allows constant query time for a fixed camera frustum (i.e., fixed number of voxels), regardless of the number of voxels/points in the map. Moreover, since voxels are simply containers for 3D points, modifying the information in the voxel-map (e.g., adding points from a newly added keyframe) is trivial. To query candidate points for data association in SLAM, we propose a raycasting-based method. In particular, we raycast selected pixels from a regular grid in the image to the map and collect the points in the voxels along the rays. Despite its simplicity, this method has two key advantages. First, the points returned by our raycasting method are guaranteed to be all the 3D points in the map that fall in the FoV of the camera, for which keyframe-based methods can only rely on the weak covisibility assumption (see Fig. 6). Second, once we have encountered sufficient 3D points in the nearby voxels along the ray, we can stop checking farther voxels. This gives our method the ability to reason about occlusion to a certain extent. Arguably, this does not provide a complete geometric reasoning as a dense model but is much more efficient. To the best of our knowledge, this is the first work aiming at incorporating a voxel-based representation in sparse SLAM systems. As a general approach, our voxel-map representation can be used as a build block for a wide range of SLAM systems.

The rest of the paper is structured as follows. Section II introduces the voxel map representation for SLAM and describes the raycasting-based query method using the proposed voxel-hashing based map. Section III demonstrates how the proposed method can be integrated into a modern SLAM pipeline. The evaluation of the proposed map representation and the comparison with standard keyframes are presented in Section IV. We then conclude the paper with some discussion in Section V.

II. Voxel Hashing for SLAM

In this section, we explain the data structure used to represent the voxel-map and how it can be integrated within a SLAM pipeline.

A. Voxel hashing data structure

The proposed voxel-map representation is based on the work of Nießner et al. [14]. It stores the map as a hash table as shown in Fig. 2. In particular, the world is comprised of voxels. Each allocated voxel stores its position in the world coordinates, and a list of voxel points (i.e., actual 3D points of interest, such as 3D landmarks in SLAM) that are within this voxel. As for the voxel points, each of them has a position in the world coordinate and also a description. This description is used for 2D-3D data association in the tracking process (i.e., frame-to-map alignment). For feature-based methods, the description of a point is its feature descriptor, whereas for direct methods, the description is the image patch around the location where the feature is extracted.

We use an efficient C++ implementation of hash table to manage the allocation and retrieval of voxels. Each entry in the hash table contains a pointer to an allocated voxel. The allocated voxels are accessed from the hash table using a hashing function of the voxels’ world coordinates. Specifically, the hash value $H(\cdot)$ is computed as [14], [15]:

$$H(x, y, z) = (([x] \cdot p_1) \otimes ([y] \cdot p_2) \otimes ([z] \cdot p_3)) \mod n, \quad (1)$$

where $p_1, p_2$ and $p_3$ are large prime numbers, $\otimes$ the rounding operation, $\otimes$ the bit-wise XOR operator, $\mod$ the modulo operator, $n$ the hash table size.

The goal of voxel hashing is to manage 3D points efficiently. Combining the voxel representation and the hashing method, we can get the points inside a given region (e.g., the camera viewing frustum) in constant time, regardless of
the map size. Alternatives, such as raw point clouds and keyframes, do not scale well as the map size increases. For unstructured point clouds, each point needs to be checked individually to determine whether it falls in the area of interest. Using overlapping keyframes is often a good heuristic, but one still needs to exhaustively check the points in these keyframes, since there is no guarantee that an arbitrary point in an overlapping keyframe will fall in the viewing frustum of the current frame. In other words, keyframes and voxels can be both viewed as proxies of the underlying 3D points of interest, but using hash values based on the voxel positions enable us to directly get points in a precisely defined 3D area of interest, whereas overlapping keyframes can only rely on the weak covisibility assumption. With the voxel-area of interest, whereas overlapping keyframes can only enable us to directly get points in a precisely defined 3D areas of interest. Using overlapping keyframes is often a good heuristic, but one still needs to exhaustively check the points in these keyframes, since there is no guarantee that an arbitrary point in an overlapping keyframe will fall in the viewing frustum of the current frame. In other words, keyframes and voxels can be both viewed as proxies of the underlying 3D points of interest, but using hash values based on the voxel positions enable us to directly get points in a precisely defined 3D area of interest, whereas overlapping keyframes can only rely on the weak covisibility assumption. With the voxel-area of interest, whereas overlapping keyframes can only enable us to directly get points in a precisely defined 3D area of interest, whereas overlapping keyframes can only rely on the weak covisibility assumption. With the voxel-area of interest, whereas overlapping keyframes can only enable us to directly get points in a precisely defined 3D areas of interest.

**Resolving collisions:** Due to the nature of the hash function, collisions can occur if multiple voxels get mapped to the same hash value. To handle these collisions, we divide the hash table into buckets. Each bucket corresponds to a unique hash value. These buckets store the hash entries as a list. In the event of a collision, we accommodate the new voxel by adding the pointer to the corresponding bucket list. With a reasonable selection of hash table size and bucket size, the collisions can be kept minimum.

**B. SLAM map management with voxels**

In general, a map in SLAM stores 3D geometric objects, such as points and lines, against which a new frame can localize. A map is updated over time (e.g., add/delete points, update the information of existing points), and should support efficient query in the tracking process (e.g., what are the possibly matched points in a newly coming image?). Below, we describe the corresponding functionalities in our voxel-map. Note that we do not discard keyframes completely, as keyframe-based BA is still necessary for optimizing the map.

**Insert point:** We find the target bucket in the hash table using the hash function \( H \) on the world coordinates of the point. We then iterate over the hash entries in the bucket. If a voxel exists in the space of the point, we add the point to the voxel. If the position of the point is already occupied (i.e., equality up to a certain precision), we update the description of the point with the newly added one. If such a voxel does not exist, a new voxel is created and added as a hash entry to the bucket; the point is then added to the newly created voxel.

**Delete point:** Deletion is performed similar to insertion. We first calculate the hash value for the point position and then iterate over the hash entries in the target bucket till we find the voxel that fits the point position. The point is then deleted from the voxel.

**Query voxel:** To query 3D points at a given location, we first convert the world coordinates of the query location to integer world coordinates then compute the hash value. If there exists a bucket corresponding to this hash value, we iterate over all the hash entries in the bucket till we find the voxel that fits the query location. If the hash entry exists, we return the pointer to the allocated voxel, which contains exactly the 3D points around the query location. We will describe next how this strategy can be used to query possible visible points from a given pose.

**C. Point query with raycasting**

A necessary function in the tracking process in SLAM is to query the points that is possibly visible in the current frame. This is essentially the same as getting all the points that fall in the camera FoV (up to a cut-off distance). Since our hashing function is based on the voxel position, we directly sample the frustum in a raycasting manner. In particular:

- **Image plane sampling and raycasting:** We first sample pixels from a regular grid on the image plane. Then we backproject these sampled pixels to bearing vectors in 3D space, resulting in \( r \) rays \( \{R_i\}_{i=1}^r \). These rays essentially samples the camera FoV. Note that the rays are expressed in the camera frame.

- **Ray sampling:** For each ray \( R_i \), we sample \( s \) points \( \{^wS_j^i\}_{j=1}^s \) from a depth range of \( D_{\text{min}} \) to \( D_{\text{max}} \). These points are again expressed in the camera frame \( c \), which can be precomputed offline.

- **Points query:** In the context of SLAM, at the query time, we usually have a prior of the current camera pose (e.g., previous camera pose or IMU propagation). With this prior, we can transform the aforementioned sample points to the world frame \( ^wS_j^i \) \( (i = [1, r], j = [1, s]) \), and query the voxels at these sample points using the hashing method in Section II.

The first two steps (shown in Fig. 3 left) essentially discretize the camera frustum in the given distance range. Since the discretization is done in the camera frame, it only needs to be computed once (possibly offline). The time complexity of our approach is \( O(r \cdot s) \). Since the \( r \) and \( s \) are independent of the map size, the query time remains constant, even as the map grows. In contrast, the map query time for keyframe-based map is \( O(k) \), where \( k \) is the number of keyframes and increases with the map size.

In addition, we would like to emphasize that the sampling order for each ray is from the closest voxel to the most distant. In this way, when querying the map along each ray, we only return the first occurring voxel, thus avoiding the occluded voxels along the same ray, as illustrated in Fig. 3.

**III. CASE STUDY: SVO WITH VOXEL MAP**

To demonstrate the practical value of our map representation, we adapt a state-of-the-art keyframe-based sparse SLAM pipeline SVO [9] to use the voxel-hashing based map and raycasting points query. It is worth-noting that the proposed method is a general building block for SLAM, and widely applicable.
SVO is a hybrid pipeline that combines the advantages of direct and feature-based methods. In particular, it first aligns the new image with the previous image by minimizing the photometric error over a sparse set of patches with known depths. This gives a good prior about the pose of the new frame. With the given prior, the pipeline finds the keyframes that overlap with the new frame. The overlapping keyframes are found by projecting selected points from the current frame to the keyframes in the local map (ordered by distance to current keyframe) until a set of $M$ overlapping keyframes are found. Since in most translation motion cases the closest $M$ keyframes with overlap are the latest $M$ keyframes, the average query time depends only on the value of $M$ and not on the map size. The pipeline further searches for matches in the new image for the points from these keyframes by Lucas-Kanade tracking [16]. Once the correspondences are established, the pose is estimated through a motion-only bundle adjustment. The pipeline also has a separate mapping thread, which uses a robust Bayesian filter [17] for depth estimation.

To integrate our proposed voxel-hashing map with SVO, we make the following adaptations:

**Map query for motion estimation:** The pose estimate from sparse image alignment gives a prior to find potential correspondences. Instead of checking overlapping keyframes, we directly sample the camera frustum as described in Section II-C. Our raycasting-based map query return a set of voxels that are visible, without occluded voxels, from the camera frustum. Here we assume points from the same voxel do not occlude each other, which is mostly true considering the sparsity of the map. Then the points within these voxels are tracked as in the original pipeline.

**Map management:** If the depth uncertainty for a point reduce to a certain threshold in the depth filter, a new 3D point is initialized at the estimated depth. This point is then inserted in the voxel map as described in Section II and used for camera pose tracking afterwards. Moreover, during the tracking stage, certain points are labeled as outliers (e.g., in the motion-only bundle adjustment). These points are removed from the voxel map as described in Section II.

**IV. EXPERIMENTAL EVALUATION**

We organize our experimental results in two parts: simulation and real-world experiments. In simulation, we compared the performance of our voxel-map and raycasting map query with a naive-keyframe-based method, in terms of map query time and occlusion handling. We also performed experiments on EuRoC [18] dataset, where we focused on the pose estimation accuracy of overlapping keyframe map, as described in Section III and our proposed approach.

**A. Simulation**

**Map query time:** The goal of this experiment is to show that our method scales better than keyframes as the map size grows. To this purpose, we simulated a map that consists of a straight wall. We then queried the map (i.e., get visible 3D points) at 10 locations along a line parallel to the wall. For different map size, we increased the length of the wall from 100 m to 900 m. To ensure same density of map points, map points increased from 1000 to 9000. We established two different map representations:

**Naive-Keyframe:** We sampled keyframes evenly on the wall, so that each point belongs to a unique keyframe. The maximum number of points in each keyframe was fixed to 100. Therefore, as the length of the wall increases, the number of keyframes in the map also increases. This is to mimic an exploration scenario, where the map keeps expanding. To query the visible points at a given pose, we iterated over the points in the keyframes, and once there is one point visible from the query pose, we considered this keyframe overlapping with the query pose and continued to the next keyframe. The query time was the total time of checking all the keyframes.

**Voxel-hashing:** We allocated sufficient voxels to hold all the map points. The voxel grid size was fixed to 2 m. At query time, we used the raycasting based method described in Section II-C to return a list of visible points.

We compared the map query time for the above representations as the map size varied. Each experiment was repeated
5 times. The results, plotted in Fig. 4, show that for a smaller map size, all methods have similar query time. However, as the map size increased, the query time for the keyframe-based method increased almost linearly; in contrast, the query time using the proposed method remains constant. This makes our method particularly useful to manage map points at a large scale.

**Geometric awareness:** In this experiment, we were interested in validating the occlusion handling capability of our method. We simulated a corridor-like environment and a camera trajectory through the corridor, as shown in Fig. 5a. The naive-keyframe-based and voxel-map were generated in a similar manner as in the previous simulation. We then queried the map for visible points from the poses along the camera trajectory at the point of turn (as shown in Fig. 5a). The visible points were then projected into the image plane for visualization, the color of the points indicates distance from camera (red being farther away and green being closer). The camera was looking at two planes of points at different distances. Ideally, the points on the plane at the farther distance (i.e., red points) should be occluded by the nearer ones (i.e., green points). While the naive-keyframe query had no notion of occlusion (Fig. 5b); our method, thanks to the raycasting query scheme, was able to recognize the farther points along the same ray as occluded (Fig. 5c).

**B. Real-world experiments**

We ran monocular version of SVO in two configurations on EuRoC: 1) the original pipeline with an increase in the number of keyframes in map from 5 to 30; 2) the adapted pipeline described in Section III, which stores all the landmarks in the map, since this has no overhead in saving candidates in the map. Note that we omitted the results on $V1.03$ and $V2.03$, as the aggressiveness in these two sequences made both pipelines (vision-only) unstable so that no meaningful comparison could be made. The Root Mean Squared Error (RMSE) on the tested sequences were computed using the evaluation protocol (SIM3 alignment with all the frames) in [19]. The results are shown in Table I. We also computed the time required for the entire pipeline per frame of the dataset. The results are shown in Table II. It can be seen from Table I that, as the map size increases, the RMSE reduces overall. The results here might vary from the reported values from [9] due to different parameters for the experiment. Table II shows that with an increase in the map size, the computation time increases. This shows the efficiency-accuracy trade-off in keyframe map in terms of computation time and estimation error. In contrast, the voxel map is able to get better accuracy for lower computation time. It does not always outperform all the keyframe sequences because the performance of the voxel map depends on the environment and the voxel size. In the case of $MH.04$, the voxel map did not have a consistent scale across the trajectory, which caused higher RMSE. We emphasize that our method performs similar to the lowest keyframe map size (5 keyframe map i.e., KF5) in terms of computation time, while achieving a higher accuracy. For example, we achieve an improvement ranging from 3% (on $MH.05$) to 80% (on $MH.02$), with an average of 46.2%, as compared to KF5, on the EuRoC sequences. The color of the voxel map indicates the performance with respect to KF5, blue indicating the improvement of the voxel map over KF5 and red indicating the worst performance. We also show the qualitative results in $MH.01$ in Fig. 6, where we can see that the points returned by voxel map were much more consistent with the FoV of the camera.

We evaluated the effect of voxel size on the performance and computation time. We ran the same pipeline of voxel-based map with SVO on the dataset $MH.01$. We increased the voxel size gradually from 0.5m (extreme scenario where a voxel contains a very small number of points.) to 20m (extreme scenario where voxels contain all the map points.) and calculated the inlier ratio, RMSE and average total time required by the pipeline per frame. The inlier ratio is computed as the ratio of successfully reprojected points and the total map points returned by the query. Therefore, higher inlier ratio indicates better map points were retrieved.
by the query. The results in Table III show that the voxel size affects the estimation error as can be evident from the inlier ratio and RMSE. For smaller voxel sizes, the voxel map acts as point cloud representation; however, due to discretization of the space, we miss many map points resulting in a lower inlier ratio and a higher RMSE. The time is also significantly higher as we have to search for many voxels along the rays from the frustrum, which increases the query time. For extremely large voxel sizes, the inlier ratio is also low as we include some points that do not fall in the FoV of camera; while this affects the inlier ratio, the effect on RMSE is acceptable. With this experiment, we show that to get better estimation performance, we need to choose an appropriate voxel size.

C. Discussion

Using the voxel-map brings better geometric reasoning than keyframes, as shown in Section IV-A. Moreover, it is possible to further generate more complicated/useful geometric representations from a regular voxel grid (e.g., distance field for planning [20]), which opens the door to better geometric reasoning for sparse SLAM. Although the focus of this work is not about accuracy, the scalability of our method could benefit the accuracy of SLAM pipelines as well. In general, being able to maintain and query a larger map brings better accuracy for SLAM pipelines. In practice, however, this is usually limited by the computational power for real-time applications. Therefore, we believe our method, due to the constant query time (regardless of map size), is a valuable tool for accurate SLAM pipelines, as shown in Section IV-B. We believe that this approach is a step towards the direction of using maximally efficient map representations (in terms of accuracy, efficiency and geometry awareness) for SLAM.

V. Conclusions and Future Work

In this paper, we proposed a scalable and geometry-aware voxel-map for sparse SLAM, aiming to replace keyframes for data association in the tracking process. The map is organized in voxels, and each voxel can be accessed in constant time using a hashing function on its location. Using the voxel-hashing method, visible points from a camera pose can be efficiently queried by sampling the camera frustrum in constant time, which makes the proposed method scale well with large scenes. Moreover, by sampling the frustrum in a raycasting fashion, we were able to handle occlusion, which is not possible using keyframes. We validated the advantages of the proposed method over keyframes using simulation as well as on real-world data with a modern visual SLAM pipeline.

As future work, we would like to explore the use of the voxel-map in non-trivial multi-camera configurations, where the map management with keyframes becomes complicated. How to efficiently generate high-level geometric structure, such as meshes and dense surface, from the voxel map is also of interest for robotic applications such as motion planning.
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