Modelling Bottlenecks of Bike-Sharing Travel Using the Distinction between Endogenous and Exogenous Demand: A Case Study in Beijing
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Abstract: This paper aims to investigate the internal mechanisms of bottlenecks in bike-sharing travel. We perform kernel density analysis to obtain analysis points and areas designated by buffer areas. Additionally, we improve the spatial lag model through Tobit regression, so as to avoid the interference of autocorrelation and to set reasonable constraints for dependent variables. The proposed model distinguishes between bike-sharing demand determined by land use and other built environmental factors, which helps to define and identify bottlenecks in bike-sharing travel. Based on a Bayesian network fault tree, we define the diagnosis mode of evidence nodes to calculate the posterior probabilities and to determine the most sensitive factors for bottlenecks. We use Beijing city as the case study. The results show that the most sensitive factors that induce bottlenecks in bike-sharing travel are few subway stations, few bus stops, few bus lines, a low density of bike lanes, and more serious home–work separation. The findings presented here can enhance the generation of bike-sharing trips in response to bike-sharing development and contribute to adjusting the urban structure and reconstructing the green infrastructure layout.
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1. Introduction

The combined mode of travel with bike-sharing as a significant part is a key element of traffic systems in large cities, especially in developing mobility as a service (MaaS) [1]. In fact, the emergence of bike-sharing has further reduced the time and space cost of activities and solved the connection problem within the last kilometer. Not surprisingly, over the past few years, it has also enhanced the attractiveness of other public transportation modes, such as subways, which is of great benefit to alleviate urban traffic congestion. In China, however, the popularization of bike-sharing has entered a difficult period. At present, the dispatching and managing scheme for bike-sharing is mainly a simple combination with other travel modes at the system level, ignoring spatial-temporal characteristics of urban travel behavior and other influencing factors at the micro-level. Unreasonable planning and control strategies will only increase the burden on cities. Apart from management issues, bike-sharing has also caused some spatial bottlenecks, which can then spread through the urban environment to other transportation infrastructures; obviously, there is less bike-sharing usage in some areas and cities. These bottlenecks are a large obstruction to bike-sharing advantages, but this obstruction is extremely difficult to understand, as it depends on land use and exogenous elements connected with natural, social, and built environmental factors. This raises the need to take into account theses complicated effects when developing identification and elimination techniques for bottlenecks.
Generally, a bottleneck is defined as the key limiting factor of a whole process, which has different meanings in different fields. A production bottleneck refers to one or several factors that limit the overall level of workflow, including workflow completion time, workflow quality, and so on [2]. Broadly speaking, so-called bottlenecks actually amount to various factors restricting output in the whole process. In terms of traffic engineering, the link with the lowest traffic efficiency in a traffic network can be called a “bottleneck”, such as intersections and road segments with changing lanes [3]. Many comprehensive studies on traffic bottlenecks have put forward the weak points in improving transportation dominance and the service level. Thus, in order to enhance the attraction and usage of bike-sharing, we define the bottlenecks of bike-sharing travel as urban areas that are not conducive to bike-sharing dominance because of the differences in the built environment.

Currently, there has been a rapid expansion of knowledge in the spatial and temporal characteristics of public bicycles, the influencing factors of bike-sharing behavior, the influencing factors of bike–rail transit connection behavior, and the influencing factors of bike–subway commuting behavior. In traffic engineering, large-scale data are dedicated to exploring the spatial and temporal behavior characteristics of shared traffic and put in place control and management of bike-sharing. Among these, one can employ clustering, regression, and so on to describe the travel modes for bike-sharing in different land use [4] and weather conditions [5]. Additionally, urban and transport planners are turning to environmental factors related to bike-sharing and bicycle–rail transit by relying on questionnaire sources to obtain travel choices [6]. This situation is a step forward in the explanation of dispatching strategies, which directly affect operations of the traffic system. In the context of data explosion, all of the studies on the travel characteristics and influencing factors of shared bikes, which stay up-to-date and have high popularity, have made important contributions to the development of transportation. However, a major limitation of the literature related to bike-sharing models is that researchers focus on one aspect based on correlation analysis, while ignoring comprehensive consideration of the environment. More importantly, although the fault theory has been commonly deployed to diagnose problems in the traffic system, little is known about the mechanism of bottleneck generation and diffusion that exists in bike-sharing travel. Therefore, the aim of this paper is to respond to the above-mentioned challenges by applying Bayesian causal networks with a fault tree and obtaining bike-sharing data and spatial data, so as to address the following research questions:

1. Where are the bottlenecks of bike-sharing travel in a city? How can one find them by distinguishing between endogenous and exogenous demand?
2. What are reasons for bottlenecks’ formation in bike-sharing travel? How can one determine the most key elements?

This paper is structured as follows. First, we summarize the related work on influencing factors for bike-sharing travel, as well as the development and application of traffic bottlenecks, in Section 2, based upon which we drew inspiration for our study. Section 3 discusses the methodologies followed to model bottlenecks of bike-sharing travel. Among them, we use hotspot detection with kernel density analysis to establish analysis areas in order to reach our goals and we describe that the land use that has been considered to generate travel demand differs from other environmental elements. In addition, we elaborate on the framework of using the Bayesian causal network with a fault tree model to analyze the generation mechanism and key driving factors of bike-sharing travel bottlenecks. Next, Section 4 presents the description of study area and data. Finally, we demonstrate the fitting results of the bottlenecks model in Section 5. This paper ends with the discussion and conclusions in Section 6.

2. Literature Review

In this section, we present research work that serves as a basis and inspiration for developing our bottleneck model, the mechanism performed in the model, and the study of complex hidden influencing factors.
2.1. Influencing Factors on Bike-Sharing Travel

The influencing factors of bike-sharing can be divided into two categories: time and space. Taking time as the control variable, we focus on the typical modes of shared travel [7]. For example, although the distribution of smaller bike-sharing systems is uncertain, the duration has been proved to be normally distributed in large bike-sharing systems [8]. This is because bike-sharing, as an auxiliary means of transportation, has a high correlation with time [9]. This representation of the temporal fluctuations analyzes the differentiation in bike-sharing travel demand between working days and non-working days, between holidays and non-holidays, and between morning and evening peak hours [10]. Compared with weekends, bike-sharing travel on workdays is more frequent, especially in the morning and evening peak hours [11,12]. In terms of a single day, the largest share of bike-sharing trips often occurs during the afternoon peak hour [13]. Additionally, weather related to time factors actually plays a fundamental role in bike-sharing ridership [14]. For instance, the temperature usually has a different influence during the different time periods within a day, which leads to a non-linear relationship between it and daily bike-sharing usage [15]. Then, daily usage may also vary according to rainfall, snowfall, and wind speed, but these rules may not apply to areas close to colleges and universities [16]. Sometimes, when choosing bike-sharing travel, cyclists tend to focus on the potential risk of the weather, such as PM 2.5 health exposure of bike-sharing cyclists [17].

During the bike-sharing modeling process, built land-use types are usually used to balance the required demand and supply. The built-up land use type indicates the relationship between potential travel demand and locations for a bike-sharing dispatching. This enables the bike-sharing management system (BSMS) and dispatching to transform the time-optimal target into a spatially optimal distribution. In this way, we consider the interaction mechanism between land-use and bike-sharing travel demand. Although the identification of land-use characteristics using bicycle sharing is also a very important application [18], at present, most of the research is mainly focused on describing the bike-sharing travel demand by land-use. Generally, as we are further away from the CBD (central business district), bike flow is expected to decrease, suggesting that accessibility measures seem to correlate with bike-sharing usage at each location [19]. Tighter, denser, flat, more continuous, and more recreational off-street bicycle networks in the CBD are also part of the reason for the higher mileage of bicycle travel (MBT) [20]. More importantly, the poor bicycle network in the suburbs puts vulnerable road users (such as cyclists) at high risk of injury, which makes many road users reluctant to ride bicycles [21]. Therefore, compared with land use, the conception of the built environment (BUE) may be more accurate, which entails considering comprehensive physical, geographical, and socioeconomic factors during the different models’ spatial analysis phases as a bike-sharing management strategy [22,23]. They aim to prove whether the use of bike-sharing is determined by transportation infrastructure [24], number of branches [19], length and density of bike lanes [22,25], social spectrum [26], and so on.

Bike–subway connection has been successfully used in urban transport to consider spatial accessibility aspects, i.e., design of travel chain [27,28]. These research projects typically start with the exploration of the influencing factors for connecting behavior from the perspective of subjective feelings [29]. Bike–metro–transit users pay more attention to bike parking safety, whereas bike–metro–walk users attach importance to parking spaces around metro stations [30]. Other studies by Yang et al. [31] show that key factors in connecting travel choices are gender, employment status, and comfort level associated with the travel experience. Metro–bike rides, for example, are more attractive to male drivers with lower grades or unpleasant commutes. Additionally, other determinants also play an important role in the connection between cycling and rail transit, including travel distance, age, income, personal attitude, travel purpose, and so on [32].
2.2. Traffic Bottleneck Modeling

Because of the increase in vehicle population and its environmental and socioeconomic consequences, such as parking difficulty, soaring urban congestion, and contribution to air and noise pollution, there has been a significant tendency in the past several years to shift traffic planning and management towards more problem-oriented models for traffic bottlenecks [33]. Although the definition of a traffic bottleneck remains uncertain, a traffic bottleneck generally refers to road sections or facilities with limited traffic capacity to objective factors [34]. The traffic capacity of bottleneck sections, which mainly exist in bends, ramps, intersections, and so on, is obviously lower than that of other locations. As a result, an algorithm addressing traffic bottleneck identification (TBI) is considered as the future solution to improve traffic flow and alleviate traffic congestion [35]. Many management and control technology developers have been advancing network models to improve identification accuracy and to promote the efficiency that is determined in terms of other traffic parameters such as delays, capacities, and so on [36–38]. It should be noted that traffic bottleneck identification subject to network has been mainly focused on microscopic traffic problems [39,40], instead of involving the regional scope from the spatial perspective. However, for bike-sharing with a high degree of spatial-temporal freedom, these models provide a good theoretical foundation for identifying and even explaining the mechanism of travel bottlenecks.

Several research projects model the influencing factors on traffic bottlenecks to understand the mechanism of traffic congestion [41]. Some of these studies focused on the traffic-flow-based modelling of different types of information, such as driver–vehicle–road and environmental factors and their impact on the transportation system [42,43]. The change in traffic infrastructures is identified as one of the key factors determining the efficiency of a traffic network and the role of management measures for them is analyzed [44,45]. Generally speaking, regional economic development and construction conditions are limited, resulting in imperfect infrastructure, limited road capacity, and low traffic efficiency [46]. At the same time, unreasonable planning and design of the transportation network as well as the poor built environment lead to low utilization efficiency of transportation infrastructure. A great deal of existing factors and models are particularly valuable to capture causes for bottlenecks of bike-sharing travel in this paper.

3. Method
3.1. Establishing Analysis Areas

In this section, we attempt to establish an analysis of areas of bottlenecks based on the hotspot detection of bike-sharing travel [47–50]. In recent years, kernel density estimation has been widely used in geospatial analysis and it is highly suitable for density estimation of large-scale spatial point data [51]. Figure 1 shows the principle of kernel density estimation. In the study area \( R \), the kernel density estimation model takes any point as the center (i.e., kernel \( k \)) and calculates the density value of target points in bandwidth \( r \), which is determined by the number and distance of material points in the bandwidth.

Figure 2 exhibits the algorithm flow of hotspot detection according to density field. Firstly, data preprocessing is carried out, such as eliminating abnormal data, filling up missing data, and extracting origin–destination from the bike-sharing trajectory. Then, “window analysis”, “minus”, “reclassifying”, “raster to polygon”, and so on is performed. Finally, the hotspots of bike-sharing travel are obtained. More importantly, we are able to establish the sensitive points of bike-sharing travel based on the “scanning heat value”.

The travel hotspots of bike-sharing are defined as analysis points, which are imported into a geographic database to establish the buffer areas around hotspots using geographic information system in order to establish the analysis areas, as shown the Figure 3.” (Sun C, Quan W. Evaluation of Bus Accessibility Based on Hotspot Detection and Matter-Element Analysis [J]. IEEE Access, 2020, PP(99):1-1).
To identify the bottlenecks of bike-sharing travel, we introduce the residual analysis method and deploy trip generation of bike-sharing (TGB) to represent bike-sharing.

**Figure 1.** The model of kernel density estimation.

**Figure 2.** The flowchart of hotspot detection.

**Figure 3.** The analysis areas for modeling bottlenecks of bike-sharing travel. Black spots are hotspots (analysis spots); the circle is the 500 m buffer using the hotspot as the center point; r is the radius of 500 m.

**3.2. Identifying Bike-Sharing Travel Bottlenecks**

To identify the bottlenecks of bike-sharing travel, we introduce the residual analysis method and deploy trip generation of bike-sharing (TGB) to represent bike-sharing.
demand. Herein, bike-sharing demand determined by endogenous factors is defined as endogenous demand, while bike-sharing demand determined by exogenous factors is defined as exogenous demand. Land use is one of the endogenous factors affecting TGB, while other environmental variables are the external factors. By modeling the relationships between land use and TGB, we can predict the ideal TGB determined by land use. The influence of other environmental factors on TGB can be represented by the change in the residual value, which is the difference between the observed TGB value and the predicted TGB value, as shown in Formula (1). This method effectively explores the respective effect of land use and other environmental factors on the TGB, so as to distinguish between endogenous and exogenous demand. In this paper, we define analysis areas with negative residual as the bottlenecks of bike-sharing travel, which can be deployed for investigating the internal driving factors. Briefly, because of the influence from other exogenous environmental factors, the ideal bike-sharing demand that should have been generated based on endogenous factors in these bottleneck areas tends to be weakened and even close to 0. The above definition is based on the following factors: every travel has a specific purpose and destination and travelers go from a specific point of interest to other points of interest according to their own purpose. In other words, the point of interest corresponding to land use is the source of travel occurrence and attraction, while other built environments, although they can affect the willingness and frequency of travel, are not the root cause of users’ travel.

\[
TGB_{HA} = TGB_{obs} - TGB_{CC} \tag{1}
\]

\(TGB_{obs}\) is the actual observed value of the trip-generation of bike-sharing; \(TGB_{CC}\) is the predicted value of the trip-generation of bike-sharing; \(TGB_{HA}\) is the residual of the trip-generation of bike-sharing; and the analysis areas with a negative residual \((TGB_{HA} < 0)\) are defined as bottlenecks of bike-sharing travel in this paper.

Generally, insufficient consideration of variables and autocorrelation are the difficulties in spatial statistical modeling. The former mainly refers to the unmeasurable difference in environmental stochasticity, which is described by residuals \((TGB_{HA})\) in this paper. However, there may also be spatial autocorrelation of TGB, which can lead to incorrect setting and biased results in the common regression model. In addition, as the travel demand cannot be less than zero, this paper introduces and improves the spatial-lag (SL) model and establishes Tobit-SL model based on Tobit regression. This model not only emphasizes the importance of the neighbor effect, but also accords better with the actual situation. Furthermore, as a feasible and simple method, it is reasonable to express land elements through geographical points of interest (POIs). In the Tobit-SL regression model, interest points are divided into several categories and used to represent different land use structures. The endogenous TGB induced by land use and neighbor effect is modeled as follows:

\[
y_i = \rho \sum_{j=1}^{n} W_{ij} y_j + \sum_{q=1}^{Q} P_{Iq} \beta_q + C \tag{2}
\]

\[
TGB_{CC}(i) = \begin{cases} y & \text{if } y > 0 \\ 0 & \text{if } y \leq 0 \end{cases} \tag{3}
\]

where \(TGB_{CC}(i)\) is the trip-generation of bike-sharing influenced by endogenous factors (land use + the neighbor effect) in the \(i\)th analysis area; \(y_i\) is the result of spatial regression, a latent variable; \(W_{ij}\) is the \((i, j)\)th element of the \(n \times n\) order spatial weight matrix; \(Q\) is the number of kinds of interest points, which is 12 in this paper; \(P_{I1} - P_{I12}\) are dining facilities, landscapes, public facilities, companies enterprises, educational facilities, financial insurance facilities, hotel facilities, living facilities, sports facilities, medical facilities, government departments, and residential facilities, respectively; and \(C\) is a constant term.
3.3. Investigating Bottlenecks’ Causes

In this paper, bottlenecks of bike-sharing travel are represented by the analysis areas with negative residuals ($TGB_{HA}$). Therefore, based on the bottleneck identification results in Section 3.2, we model the fault tree of bike-sharing travel, in which the root cause of the travel bottleneck (top-tiered event) is found through step-by-step decomposition [52]. The logical relationship between events in each layer uses AND gate and OR gate to describe the structural function of fault tree of bike-sharing travel, following Formula (4).

$$\phi(X) = \sum_{p=1}^{2^n} \phi(X) \prod_{i=1}^{n} X_i^{Y_i}(1 - X_i)^{1-Y_i}$$

(4)

where $p$ is the state combination serial number of the environmental factors (basic events); $X_i$ is the $i$th environmental factor (basic event); $Y_i$ is a state variable; and $\phi(X)$ is the state value of travel bottleneck (top-tiered event) corresponding to the state combination of the $p$th event, which takes 1 or 0, respectively, indicating whether the bottleneck of bike-sharing occurs or does not occur. The structure of the fault tree model is shown in Figure 4 [53].

![Figure 4](image-url)

**Figure 4.** The demonstration of the structure of the fault tree model.

Bike-sharing service in an area should be regarded as a system. When $TGB_{HA}$ is less than 0, it means that there are other unknown environmental variables that affect the service level of the system in the area, thus weakening the attraction of shared travel in the area. Therefore, by calculating the probability importance and critical importance of the fault tree, we can find out these basic factors that cause the bottleneck of the bike-sharing service system and then improve the sharing rate of bike-sharing travel in the transportation system. Among them, the probability importance degree is used to determine which basic event probability will rapidly reduce the occurrence probability of the top event. On the basis of probability importance, criticality further considers the sensitivity of basic events to top events, indicating the change rate of top event probability caused by the change rate of basic event probability [54]. See Formula (5) for the calculation method of probability and Formula (6) for the calculation method of critical importance.
$$I_{p(i)} = \frac{\partial P(T)}{\partial p_i}$$  \tag{5}$$

$$C_i = \frac{\partial \ln P(T)}{\partial \ln p_i} = p_i P(T) I_{p(i)}$$  \tag{6}$$

where $I_{p(i)}$ is the probability importance of event $i$; $P(T)$ is the probability of occurrence of a top event; $p_i$ is the probability of the $i$th basic event; and $C_i$ is the critical importance of event $i$.

The nodes in Bayesian network are divided into the following: 1) evidence nodes, that is, variables with definite values; 2) the target node, that is, the final inference target of a Bayesian network; and 3) intermediate nodes, that is, the connecting nodes between the evidence node and the target node. The modeling process of the Bayesian network based on a fault tree model is as follows [55,56].

**Step 1.** Determine nodes: The basic events, logic gates, and top events in the fault tree correspond to the evidence nodes, intermediate nodes, and target nodes in Bayesian networks, respectively.

**Step 2.** Establish a directed acyclic graph: The links between events in the fault tree correspond to the nodes in the Bayesian network, thus forming a directed acyclic graph.

**Step 3.** Generate the conditional probability table: The basic event probabilities and logic gates in the fault tree correspond to the prior probabilities of the evidence nodes in the Bayesian network and the conditional probability tables of the corresponding nodes, respectively.

**Step 4.** Calculate the posterior probability of the target node:

For the fault probability in this study, whether bottlenecks happen or not is set as $P(T = 1)$ and $P(T = 0)$, which are both fixed values. The joint probability distribution of each node in Bayesian network is as follows [57]:

$$P(T_1, T_2, \ldots, T_n) = \prod_{i=1}^{n} P(T_i | \text{parents}(T_i))$$  \tag{7}$$

$$P(X = x_i, T = t_i) = P(T = t_i) \times P(X = x_i | T = t_i)$$  \tag{8}$$

Further, the Bayesian formula is shown as follows:

$$P(T = t_i | X = x_i) = \frac{P(T = t_i) \times P(X = x_i | T = t_i)}{\sum_{i=1}^{n} P(X = x_i) P(T = t_i | X = x_i)}$$  \tag{9}$$

Assuming that the bottleneck causes $x_i$ and $T$ are independent of each other, Formula (9) can be simplified as follows:

$$P(T | X = x_i) = \frac{P(T) \times P(X = x_i | T)}{\prod_{i=1}^{n} P(x_i)}$$  \tag{10}$$

In the Bayesian network based on the fault tree, the prior probability of each intermediate node is determined according to the basic event probability and logic gate in the fault tree. According to the logic gate of the fault tree, there are multiple diagnosis modes among each evidence node, so the prior probability of the intermediate node is defined as follows:

$$P(M_k) = \prod_{d_m \in T_i} P(d_m | T)$$  \tag{11}$$
where

\[
P(d_m | T) = \prod_{x_i = \text{true}} P(x_i) \prod_{x_j = \text{false}} (1 - P(x_j))
\]  \hspace{1cm} (12)

where \( P(M_k) \) is the prior probability of the intermediate node; \( d_m \) is the diagnosis mode of each evidence node when \( T \) occurs; and is the probability that \( d_m \) is true given \( T \).

Using the Bayesian network based on fault tree for analysis, can achieve the following goals [58]:

1. **Diagnostic reasoning.** The final variable is defined as failure and the root nodes are sorted by comparing the probability changes.
2. **Causal reasoning.** The evidence node is defined as a fault and the basic node that has the greatest influence on the target node is discriminated.
3. **Sensitivity analysis of intermediate nodes is carried out by variance reduction.** Assuming that variable \( Y \) is the target node with \( a \) states and variable \( X \) is the root node with \( b \) states, when the input value of \( X \) changes, the variance reduction (VR) of \( Y \) is as shown in Formula (13).

\[
VR = V(Y) - V(Y | X)
\]  \hspace{1cm} (13)

where

\[
V(Y) = \sum_a p(a) [N_a - E(Y)]^2
\]  \hspace{1cm} (14)

\[
V(Y | X) = \sum_a p(a | b) [N_a - E(Y | b)]^2
\]  \hspace{1cm} (15)

\[
E(Y) = \sum_a p(a)
\]  \hspace{1cm} (16)

where \( N_a \) is the value of state \( a \); \( E(Y) \) is the initial posterior probability of variable \( Y \); \( E(Y | b) \) is the expected value of variable \( Y \) after the evidence of variable \( X \) has been satisfied; \( V(Y) \) is the initial square of variable \( Y \); and \( V(Y | X) \) is the variance of variable \( Y \) after the evidence of variable \( X \) has been satisfied. The larger the VR value, the greater and more sensitive the influence of this variable on the target node.

### 4. Case Study

#### 4.1. Study Area

This paper uses Beijing as a case study city. Bike-sharing travel is popular in the city of Beijing. This is because Beijing has invested a lot of money into bike-sharing in recent years, with a high coverage rate and utilization rate, among the highest in China. Therefore, by means of bottleneck fault tree–Bayesian networks, this paper aims to investigate the internal mechanisms of bottlenecks in bike-sharing travel for Beijing city. The findings presented here can contribute to adjusting the urban structure and reconstructing the green infrastructure layout. The location and urban morphology of Beijing city is shown in Figure 5.

#### 4.2. Data Description

This paper takes Beijing bike-sharing data provided by open data sources as research data (https://www.biendata.xyz/competition/mobike/data/, accessed on 30 August 2022). The main fields of the dataset include orderID, bikeID, and so on. After data preprocessing (including the deletion of invalid data, redundant, and abnormal data), they are imported into ArcGIS software. Using the clip tool, the OD data of the bike-sharing travel within the study area are obtained. In order to determine the amount of TGB induced by land elements, all POI data in Beijing are obtained using crawler tools, which are divided into 12 categories, mainly including catering facilities, landscapes, and so on, as stated in Formula (2). At the same time, the data of the urban road network, bus stations, subway stations, and intersections are crawled. Secondly, the street view data of the Baidu map are used to obtain the green area, sidewalk length, and bicycle lane length of the road. Finally,
the spatial distribution of topography, altitude, air quality, and precipitation in Beijing was obtained using the literature method.

Figure 5. The location of the research zone.

5. Results and Discussion

5.1. Bottleneck Identification Demonstration

Based on the kernel density analysis algorithm, the OD data are employed to obtain the density field of bike-sharing travel in Beijing. Then, according to the model in Section 3.1, the hotspots’ detection flow in ArcGIS is used to calculate all travel hotspots of bike-sharing. Subsequently, with all of the travel hotspots (analysis points) of bike-sharing as the center, analysis zones are built as the buffer zone with a search radius of 500 m and exported into the geographical database, as shown in Figure 6.

Figure 6. The top 155 analysis regions with the largest residuals.

In order to ensure the accuracy of identification, we first employ Moran’s I index [59,60] and semi-variograms [61,62] to test the spatial correlation and heterogeneity of bike-sharing demand. The results show the following: global Moran’s I = 0.406954, standardized statistic $Z = 535.810289$, significance level $P_1 = 0$, and confidence coefficient CC = 99%. Furthermore, the range of semi-variogram is 1860 m, which is shown as Figure S1 in supplementary files.
Next, the heat values, namely, the density field values in the analysis area, are taken as the representation of the TGB and set as the dependent variable. The number of POIs in the analysis area is used as an independent variable to fit Formulas (2) and (3), as follows. The results show the following: overall significance $p < 0.01$ as well as with $R^2 = 0.678$, which means that the original hypothesis is rejected, that is, the explanatory variables used this model are valid, and the establishment of bike-sharing travel demand model is of great significance. The final results are shown as Table S1 in supplementary files.” (Sun C, Lu J. Bike-sharing Trips Spatial Heterogeneity and Driving Factors. Journal of Transportation Systems Engineering and Information Technology, 2022, 22(03): 198–206).

This Tobit-SL model is employed to predict the theoretical TGB in all analysis areas, which presents the demand induced by land-use and the neighbor effect. The influence of other environmental factors on TGB is described by the change in the residual values according to Formula (1), and the analysis areas with residual values less than 0 are defined as travel bottlenecks of bike-sharing. In order to reduce difficulty caused by too much data, the residuals are divided into several intervals based on the Jenk’s natural breaks method [63,64], and the top 155 analysis regions with the largest residuals are extracted for Bayesian network modeling, as shown in Figure 6.

5.2. Demonstration of the Fault Tree–Bayesian Network

When drawing the fault tree of bike-sharing travel, the top event is the bottlenecks, followed by the natural geographical elements, the built environment of the traffic area, and the socio-economic elements. Most influencing factors such as the number of bus stops, length of bus lines, and so on are continuous variables, which cannot be dealt with by Bayesian networks. Therefore, in order to transform the original data format into an appropriate modeling format, it is necessary to discretize the data. The discretizing algorithm used herein is a non-hierarchical clustering algorithm based on distance, which is also called K-means. Its main principle is to divide the data into predetermined classes based on a minimum error function and use distance as a similarity evaluation standard. This simply means that, the closer the distance between two objects, the greater their similarity. By clustering and discretizing all of the environmental elements in the analysis areas, all of the influencing factors are divided into five grades. The most unfavorable level for bike-sharing travel is set as the basic event of this model, such as poor air (worst), heavy rain (worst), serious traffic congestion (worst), and so on. Therefore, the fault tree model for bottlenecks of bike-sharing travel is as shown in Figure 7.

![Figure 7. The fault tree model for bottlenecks of bike-sharing travel.](image-url)
X1: High altitude  
X2: Heavily heaved terrain  
X3: Heavy rain  
X4: Poor air  
X5: High income  
X6: Few bus stops  
X7: Serious traffic congestion  
X8: Few bus lines  
X9: Few subway station  
X10: Small density of bus lane  
X11: Low road density  
X12: Few car parking  
X13: Few branch roads  
X14: Low sidewalk density  
X15: Low green area ratio  
X16: Small density of bus lane  
X17: Excessive intersections

The Bayesian network is mainly composed of nodes and conditional probability tables, which are mapped to each event and logic gate of the fault tree. Figure 8 shows the conditional probability table of OR gate and AND gate (taking T1 node as an example). The Bayesian network is determined by the topology and model parameters and its topology is shown in Figure 8. The model parameters refer to the prior probability of each evidence node and the conditional probability of the intermediate node and the target node. Among them, the prior probability of the evidence node is determined by the basic event probability of the fault tree. The conditional probability tables of the intermediate node and the target node are determined by independent probability input. The final Bayesian network model of bottlenecks of bike-sharing travel is shown in Figure 9.

Figure 8. Topological structure of the Bayesian network of bottlenecks of bike-sharing travel.

Figure 9. The Bayesian network of bottlenecks of bike-sharing travel based on a fault tree (for example, the probability of the occurrence of event X7 is 23.9% and the probability of non-occurrence is 76.1%).
5.3. Interpretation of Bottleneck Causes

(1) Quantitative Evaluation of Fault Tree

According to Formula (4), the structural function of the fault tree is as follows:

\[
\varphi(X) = X_1 + X_2 + X_3 + X_4 + X_5 + X_6 + X_7 + X_8 + X_9 +
X_{10} + X_{11} + X_{12}X_{13}X_{14}X_{15} + X_{16} + X_{17} + X_{18}
\] (17)

Using Formula (5), the probability importance of basic events is calculated as shown in Table 1.

**Table 1.** The probability importance of basic events.

| Event ID | \( I_p(0) \) | Event ID | \( I_p(0) \) | Event ID | \( I_p(0) \) | Event ID | \( I_p(0) \) | Event ID | \( I_p(0) \) |
|---------|---------------|---------|---------------|---------|---------------|---------|---------------|---------|---------------|
| \( X_1 \) | 1             | \( X_5 \) | 1             | \( X_9 \) | 1             | \( X_{13} \) | 0.0083        | \( X_{17} \) | 1             |
| \( X_2 \) | 1             | \( X_6 \) | 1             | \( X_{10} \) | 1             | \( X_{14} \) | 0.0171        | \( X_{18} \) | 1             |
| \( X_3 \) | 1             | \( X_7 \) | 1             | \( X_{11} \) | 1             | \( X_{15} \) | 0.0073        |             |               |
| \( X_4 \) | 1             | \( X_8 \) | 1             | \( X_{12} \) | 0.0104        | \( X_{16} \) | 1             |             |               |

Combined with the probability importance results, the critical importance order of basic events calculated according to Formula (6) is as follows:

\[
C_{11} > C_8 > C_9 > C_{16} > C_7 > C_5 > C_6 > C_4 > C_3 > C_{17} > C_1 > C_{18} > C_2 > C_{10} > C_{12} > C_{15} > C_{14} > C_{13}
\] (18)

From the above inequality, we can know the influencing degree of each basic event on the travel bottleneck in bike-sharing. Among them, the few subway stations, few bicycle lanes, serious separation of occupation and residence, too many intersections, and few branch roads are the main causes for bottlenecks of bike-sharing travel. When the probabilities of these five events change, the probability of the top event changes greatly, that is, if the probabilities of these five events can be effectively reduced, the probability of bike-sharing travel bottlenecks in the city can be reduced to the greatest extent or the sharing rate of bike travel can be increased, which is ultimately conducive to alleviating traffic congestion and reducing urban pollution.

(2) Quantitative Evaluation of the Fault Tree-Based Bayesian Network

For quantitative analysis of the Bayesian network based on the fault tree, the maximum posterior probability of each intermediate node \( T_1, T_2, \) and \( T_3 \) is calculated according to Formula (10). For example, for \( T_1 \), its maximum posterior probability is shown as follows:

\[
P(T_1|M_1, M_2) = \frac{P(T_1)P(M_1, M_2|T_1)}{P(M_1)P(M_2)}
\] (19)

Among them, for nodes \( M_1 \) and \( M_2 \), it is necessary to judge the diagnosis mode according to the underlying evidence nodes. For example, for node \( M_1 \), its lower evidence nodes \( (X_1, X_2) \) determine its diagnosis mode as follows:

\[
d_1 : (x_1, \overline{x_2}); d_1 : (x_2, \overline{x_1}); d_1 : (x_1, x_2)
\] (20)

According to Formula (11), the maximum posterior probabilities of intermediate nodes \( T_1, T_2, \) and \( T_3 \) are 0.650, 0.614, and 0.998, respectively, that is, the contribution rates of natural environment, social environment, and built environment to the occurrence of travel bottleneck in bike-sharing are 48.7%, 37.5%, and 89.1%, respectively. The total contribution percentage is greater than 100%, which shows that the bottleneck is caused by various factors. In addition, there are dynamic and complex interactions between various factors. The built environment accounts for the largest proportion, which may be caused by users being more sensitive to changes in transportation infrastructure and other factors, as well
as the high correlation between bike-sharing and other modes of travel. For the natural environment, “poor air quality” is the most important reason for the travel bottleneck in bike-sharing, so special attention should be paid to such factors when configuring and dispatching bike-sharing within one region. Finally, the social and economic factors account for a certain proportion. The reason is that, for high-income groups, the time cost is more important, and bike-sharing obviously does not meet the demand. In addition, in areas with severe traffic congestion, the riding environment will be even worse, which will affect the assessment of riding safety.

On the premise that the travel bottleneck occurs in bike-sharing, the occurrence probability of the target node is defined as “1”. Using Bayesian network diagnosis reasoning, the factors that have a great influence on the travel bottleneck are diagnosed by comparing the probability changes of the evidence nodes. The diagnosis reasoning results are shown in Table 2.

Table 2. The diagnosis reasoning results.

| Basic Elements | X_1 | X_2 | X_3 | X_4 | X_5 | X_6 | X_7 | X_8 | X_9 |
|----------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Prior probability | 14.8| 11.0| 17.4| 18.1| 21.9| 20.0| 23.9| 34.8| 29.7|
| Inferred probability | 15.3| 11.4| 18.0| 18.8| 22.7| 20.7| 24.8| 36.1| 30.8|
| Importance order | 14 | 17 | 12 | 11 | 8 | 10 | 7 | 2 | 3 |

| Basic Elements | X_{10} | X_{11} | X_{12} | X_{13} | X_{14} | X_{15} | X_{16} | X_{17} | X_{18} |
|----------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Prior probability | 8.7   | 36.8   | 21.3   | 26.5   | 12.9   | 30.3   | 28.4   | 15.5   | 12.3   |
| Inferred probability | 8.77  | 37.0   | 21.3   | 26.5   | 12.9   | 30.3   | 29.4   | 16.1   | 12.7   |
| Importance order | 18 | 1 | 9 | 6 | 15 | 4 | 5 | 13 | 16 |

It can be seen from Table 2 that the order of importance of the basic influencing factors of travel bottlenecks in each bike-sharing is as follows:

\[ X_{11} > X_8 > X_9 > X_{15} > X_{16} > X_{13} > X_7 > X_5 > X_{12} > \]
\[ X_6 > X_4 > X_3 > X_{17} > X_1 > X_{14} > X_{18} > X_2 > X_{10} \]  

(21)

Further, the sensitivity of the whole network is analyzed. Using Formula (14), with the help of Netica simulation software, we calculate the variance reduction of each evidence node in the Bayesian network of bike-sharing travel bottleneck with T as the target node. Among them, \( a = "X_i = 1 \text{ or } 0 (i = 1, 2, \ldots, n)" \) and \( "b = T = 1 \text{ or } 0" \). Therefore, its calculation expression is simplified following Formula (22). In addition, the results of the sensitivity analysis are presented in Table 3.

\[ VR_{X_i} = \sum_a p(a) [N_a - \sum_a p(a)N_a]^2 - \sum_a p(a|b)[N_a - E(x_i - b)] \]  

(22)

According to Table 3, it is found that the most sensitive evidence nodes (basic factors) in the Bayesian network are few subway stations, few bus stops, few bus lines, a low density of bicycle lanes, and serious home–work separation. Therefore, when making bike-sharing dispatching strategies or planning MaaS and slow-moving traffic systems, we should focus more on the above influencing factors of bike-sharing travel bottlenecks, so as to match supply and demand and enhance the attraction of shared travel. Combined with the characteristics of urban bike-sharing travel in previous studies, it can be seen that this conclusion accords with the actual situation [22,25]. More importantly, a comprehensive and detailed analysis of natural environmental factors, social environmental factors, and built environmental factors will help to adjust the urban structure and reconstruct the infrastructure layout. This means that we can eliminate the bottleneck from the perspective of external factors, so as to enhance the generation of bike-sharing trips in the whole spatial area and to make the greatest contribution to developing green transport and alleviating
traffic congestion. In addition, by comparing and analyzing the diagnostic reasoning results of the bike-sharing travel bottleneck Bayesian network for the quantitative analysis results of the fault tree, we conclude that the output results of the two models are roughly the same. However, the calculation process of the bike-sharing travel bottleneck Bayesian network based on the fault tree is simpler and faster, and the most important thing is that all of the information of environmental factors can be used for parallel computation. Moreover, based on conditional probability, the model analyzes the importance of various basic environmental factors according to variance reduction, In fact, it realizes a polymorphic logic and can be extended to research into other traffic bottlenecks.

Table 3. The results of the sensitivity analysis.

| Basic Elements | X_1  | X_2  | X_3  | X_4  | X_5  | X_6  | X_7  |
|----------------|------|------|------|------|------|------|------|
| Mutual info    | 0.00824 | 0.00599 | 0.00983 | 0.01027 | 0.01272 | 0.01148 | 0.01406 |
| Percent        | 3.77 | 2.74 | 4.5 | 4.7 | 5.82 | 5.25 | 6.43 |
| VR_{Xi}(10^{-2}) | 0.02124 | 0.01511 | 0.02576 | 0.02703 | 0.03429 | 0.03057 | 0.03841 |

| Basic elements | X_8 | X_9 | X_10 | X_11 | X_12 | X_13 | X_14 |
|----------------|-----|-----|------|------|------|------|------|
| Mutual info    | 0.02206 | 0.01816 | 0.00451 | 0.02262 | 0.00000 | 0.00000 | 0.00000 |
| Percent        | 10.1 | 8.3 | 2.06 | 10.3 | 0.000216 | 0.000162 | 0.000388 |
| VR_{Xi}(10^{-2}) | 0.06527 | 0.05166 | 0.01121 | 0.06730 | 0.00000 | 0.00000 | 0.00000 |

| Basic elements | X_15 | X_16 | X_17 | X_18 |
|----------------|------|------|------|------|
| Mutual info    | 0.00000 | 0.01721 | 0.00866 | 0.00675 |
| Percent        | 9.52 \times 10^{-5} | 7.87 | 3.96 | 3.09 |
| VR_{Xi}(10^{-2}) | 0.00000 | 0.04850 | 0.02243 | 0.01715 |

6. Conclusions

We focus on the problem of modeling bottlenecks of bike-sharing travel in hotspot areas with generalized spatial autocorrelation between demands. An SL-Tobit analysis model is proposed, which can be adjusted to distinguish between endogenous and exogenous needs and to consider neighborhood effects. Furthermore, a solution method based on the “Bayesian network based on a fault tree” is suitable for capturing the bottleneck sensitivity of different environmental factors.

Although the causes are more complicated, the sensitivity assessment of bottleneck mechanisms showed some interesting conclusions. We modeled the fault tree of bike-sharing travel, in which the root causes (environmental factors) of bottlenecks (top-tiered event) were found through step-by-step decomposition. By focusing on accuracy improvement, the fault tree Bayesian network overcomes the influence of the lack of variables. Furthermore, a reliable variance-reduction consequence of 155 analysis areas with the largest residual is that the bottlenecks of bike-sharing travel tended to be formulated by few subway station, few bus stops, few bus lines, a low density of bike lanes, and serious home–work separation, which play a relatively decisive role in weakening endogenous demand from land use. Even more interesting, it seems that the introduction of this mechanism assessment increased application value to the project: ① matched supply and demand and enhanced the attraction of shared travel; ② adjusted the urban structure and reconstructed the infrastructure layout; and ③ enhanced TGB and alleviated traffic congestion.

We put forward a few questions that need to be discussed in future work. We need additional reasoning tests to understand the propagation and dissipation process of bottlenecks of bike-sharing travel. There is certain motivation for demonstrating how the influence of time-series indexes may change the distribution and importance of bottlenecks by considering urban roads with a complex network. Lastly, for the purpose of being applied to optimize the efficiency of connections with other public transport, the mechanism...
assessment presented here may need to incorporate a spatial accessibility approach for the direct estimation of spatial-time obstruction.
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