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Abstract: This study mainly analyzed the keyword extraction of English text. First, two commonly used algorithms, the term frequency–inverse document frequency (TF–IDF) algorithm and the keyphrase extraction algorithm (KEA), were introduced. Then, an improved TF–IDF algorithm was designed, which improved the calculation of word frequency, and it was combined with the position weight to improve the performance of keyword extraction. Finally, 100 English literature was selected from the British Academic Written English Corpus for the analysis experiment. The results showed that the improved TF–IDF algorithm had the shortest running time and took only 4.93 s in processing 100 texts; the precision of the algorithms decreased with the increase of the number of extracted keywords. The comparison between the two algorithms demonstrated that the improved TF–IDF algorithm had the best performance, with a precision rate of 71.2%, a recall rate of 52.98%, and an F1 score of 60.75%, when five keywords were extracted from each article. The experimental results show that the improved TF–IDF algorithm is effective in extracting English text keywords, which can be further promoted and applied in practice.
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1 Introduction

With the development of society, there are more and more ways to express information, among which natural language text is the most important one [1] and one of the largest information sources [2]. With the rapid growth of the amount of text information, how to process and retrieve these massive texts has become a more and more important problem [3]. Information retrieval [4], text classification [5], emotional analysis [6], and topic identification [7] have been widely concerned by researchers. In the process of information retrieval, users can find the corresponding web pages by inputting keywords. However, if the keywords input by users are not accurate or the keywords do not appear on the corresponding page, the retrieval effect of information will be greatly affected. Therefore, keywords are very important in text processing [8]. Beliga et al. [9] introduced keyword extraction methods related to supervised and unsupervised methods, analyzed and compared various graph-based methods, and encouraged the development of new graph-based methods for keyword extraction. Biswas et al. [10] studied the extraction of Twitter keywords, proposed an unsupervised graph-based method, extracted keywords using the collective node weight, carried out experiments on five data sets, and found that this method was better than other methods. Hu et al. [11] designed a patent keyword extraction algorithm based on a distributed skip-gram model and conducted experiments on standard data sets and self-made data sets. They found that the method was useful in extracting keywords from patent texts. Zhang et al. [12] studied the TextRank algorithm and conducted experiments on Hulth 2003 and Krapivin 2009 datasets. The results showed that the TextRank
algorithm had an excellent performance, and the results were independent of the text length. Machine learning is a science of artificial intelligence, and its theory and method have been extensively applied in solving complex problems in the engineering application and science field; moreover, it also has good applications in natural language processing [13]. With the explosive growth of information, how to find out the needed information rapidly has become more and more difficult; thus, research on keyword extraction becomes increasingly important. This study compared three keyword extraction algorithms, the term frequency–inverse document frequency (TF–IDF) algorithm, keyphrase extraction algorithm (KEA), and the improved TF–IDF algorithm, and made an experimental analysis in the corpus to verify the effectiveness of the improved algorithm. The improved TF–IDF algorithm is beneficial to improving the extraction effect of keywords, realizing effective information mining, and helping works such as text retrieval and classification, providing a more efficient method for information processing. In practical application, the improved TF–IDF algorithm can be utilized to extract keywords from English texts to provide services for the sorting and retrieval of English questions and English literature and enhance the efficiency and level of text processing.

2 Common keyword extraction algorithms

The TF–IDF algorithm is a classic keyword extraction method [14], which mainly evaluates the importance of a word or a phrase to the text. The importance is related to two factors, TF and IDF. TF refers to the frequency of a word appearing in the document; the higher the frequency is, the more important the word is. The meaning of IDF is as follows. The document where a word is located belongs to a corpus; in this corpus, if the frequency of a word is high, it means that the word is not highly representative and of low importance; if the frequency of a word is low, it means that the word is highly representative and important. Suppose that there is a text \( d \) whose keyword needs to be extracted. After preprocessing, such as word segmentation, the content is regarded as the set of feature words, i.e., \( d_n \) expressed as \( d_i = (t_1, t_2, ..., t_j, ..., t_D) \). For the importance of every feature word \( (t_j) \) in text \( d_n \), it is written as weight \( w_i \).

\[ TF - IDF(d_i, t_j) = TF(d_i, t_j) \times IDF(t_j) = TF(d_i, t_j) \times \lg \left( \frac{M}{DF(t_j)} \right), \]

where \( TF(d_i, t_j) \) stands for the frequency of appearance of \( t_j \) in \( d_i \), \( DF(t_j) \) stands for the number of texts in which \( t_j \) appears in the text set, and \( M \) stands for the number of texts in the text set.

After calculating the weight, \( t_j \) is sorted according to the size of \( w_i \), i.e., \( \text{Sort}(d_i) \). The top \( k \) feature words are taken as the final keywords.

KEA is targeted at English texts [15], and it predicts which keywords are good through machine learning. Its principle is to train a model with documents with marked keywords through a naive Bayes classifier [16] and extract keywords from new documents with the new model. It mainly uses two features. One is the TF–IDF value, and the other is the first appearance position of words. For a feature word, if it appears in the title, abstract, or introduction of a text, it is more likely to be a keyword. The calculation of the first appearance position of words is the ratio of the number of words in front of the feature word when it first appears in the text to the total number of words in the text. When training a Bayesian model, it is assumed that the text to be classified is expressed as follows:

\[ x = \{a_1, a_2, ..., a_n\}. \]

The category collection is expressed as follows:

\[ C = \{y_1, y_2, ..., y_n\}. \]

The probability of every category, \( P(y_i) \), is calculated. The probability of every category to \( a_n \), \( P(y_i|a_n) \), is calculated. After the model training, in the application stage, the probability of \( x \) to every category \( y_i \), \( P(x|y_i) \), is calculated. The category that \( x \) belongs to is \( y_i \) with the highest probability.
3 Improved TF–IDF algorithm

To improve the performance of the TF–IDF algorithm, this study improved it from two aspects. First, in the calculation of TF, the original TF–IDF algorithm treats all keywords equally and gives them higher weight when they appear more frequently. However, considering the actual situation, in the actual English text, there may be some situations. For example, a word appears more frequently in the text, but it is given a high weight though it belongs to the daily use of words and has low discrimination for the text; a word is a rare word that seldom appears in the text, but it is given a low weight though it has a great contribution to the distinction of the text. Given these situations, this study improved the calculation of TF, i.e., adjusting the weight according to the relative appearance times of keywords, and the corresponding formula is expressed as follows:

\[
TF = e^{N_{dt} - N_{\bar{t}}}, \tag{4}
\]

where \(N_{dt}\) stands for the appearance times of keyword \(t\) in text \(d\) and \(N_{\bar{t}}\) stands for the average appearance times of \(t\) in a text set. If the appearance times of a word in the text is less than its average times, then the TF value is smaller than 1, and the weight of the keyword will decrease; otherwise, it will increase. In this way, the influence of common words and rare words on weight can be reduced.

For an English text, the possible positions of candidate keywords are title, introduction, text, and so on. This study mainly divides the positions of keywords into three types. The first type is the title. Title is the summary of the text content and theme. If a word appears in the title, it is most likely to be the final keyword with the highest importance. The second type is the chapter title. Chapter titles can summarize the content of a chapter, and the candidate keywords appearing in the title of a chapter are also very important. The third type is the main body. There is much content in the main body; therefore, the possibility of keywords appearing in the main body is relatively large, but its importance is slightly less than that of the title and chapter title.

Based on calculating the TF–IDF value and the position weight \(p_i\), the feature value of candidate keywords is the product of the position weight and TF–IDF value. The specific calculation method is as follows. It is assumed that there is a text containing 10,000 words; the keyword has been labeled; the title, chapter title, and content of the text are named text 1, text 2, and text 3, respectively; the candidate keywords appearing in these content are named place 1, place 2, and place 3, respectively; and the labeled keyword is named text 4. The formula for calculating the frequency of keywords in different positions is expressed as follows:

\[
p = \frac{m}{n}, \tag{5}
\]

where \(m\) refers to the number of keywords in this part of the content and \(n\) refers to the total number of words in this part of the content. If the statistical text information is shown in Table 1, then the probability of the keyword appearing in the title is:

\[
P1 = \frac{place \ 1}{text \ 1} = \frac{15}{76} = 0.1974 \tag{6}
\]
\[
P2 = \frac{place \ 2}{text \ 2} = \frac{29}{498} = 0.0582 \tag{7}
\]
\[
P3 = \frac{place \ 3}{text \ 3} = \frac{102}{9426} = 0.0108 \tag{8}
\]

According to the results, the position weight of the keyword in the title, chapter title, and main body can be set as 19.7, 5.8, and 1.1%, respectively.

| Name   | Frequency of words | Name   | Frequency of words |
|--------|--------------------|--------|--------------------|
| Place 1| 15                 | Text 1 | 76                 |
| Place 2| 29                 | Text 2 | 498                |
| Place 3| 102                | Text 3 | 9,426              |
4 Experimental analysis

In this study, 100 English literature was randomly selected from the British Academic Written English (BAWE) Corpus [17] as experimental texts. A total of 672 keywords were given by the 100 literature. The content of the literature is presented in Table 2.

Table 2: Experimental data

| Subject                     | Number of documents |
|-----------------------------|---------------------|
| Biology                     | 12                  |
| Military                    | 6                   |
| Power engineering           | 10                  |
| Electrical engineering      | 9                   |
| Chemical engineering        | 7                   |
| Mechanical engineering      | 11                  |
| Water conservancy project   | 8                   |
| Mineral engineering         | 10                  |
| Natural science             | 15                  |
| Architecture science        | 12                  |

The texts were analyzed by StopAnalyzer that is specially used for analyzing English texts. The system can filter out space in the text, convert capital and lowercase letters, and remove stop words. After preprocessing, the remaining words in the text are mainly nouns and verbs, which is more conducive to keyword extraction.

English literature generally provides three to six keywords, no more than 15 at most. To better confirm the performance of the algorithms, the number of keywords to be extracted was set as 5–30.

The results of keyword extraction are presented in Table 3, and the algorithms were evaluated by three indicators, as shown below.

Table 3: Results of keyword extraction

| Manually labeled as the keyword | Not manually labeled as the keyword |
|--------------------------------|-------------------------------------|
| Extracted as the keyword by the algorithm | A | B |
| Not extracted as the keyword by the algorithm | C | D |

(1) Precision:

\[ P = \frac{A}{A + B}. \]  

(9)

(2) Recall rate:

\[ R = \frac{A}{A + C}. \]  

(10)

(3) \( F_1 \) score:

\[ F_1 = \frac{2PR}{P + R}. \]  

(11)

The performance of three algorithms, TF–IDF, KEA, and improved TF–IDF algorithms, in extracting keywords was compared. First, the running time of the algorithms under different numbers of texts is presented in Table 4.
It was seen from Table 4 that the running time of the algorithms increased gradually with the increase of the number of texts. The running time of the Kea algorithm was the longest, followed by the TF–IDF algorithm and the TF–IDF algorithm. When the number of texts was ten, the running time of the improved TF–IDF algorithm was 30.36% shorter than the TF–IDF algorithm and 42.65% shorter than the KEA algorithm; when the number of texts was 100, the running time of the improved TF–IDF algorithm was 6.45% shorter than the TF–IDF algorithm and 13.96% shorter than the KEA algorithm. The reason for the aforementioned result was because the KEA algorithm needed training.

The extraction results of the algorithms when the number of keywords extracted was different are presented in Table 5.

| Number of texts | TF–IDF algorithm (s) | KEA algorithm (s) | Improved TF–IDF algorithm (s) |
|-----------------|----------------------|-------------------|-----------------------------|
| 10              | 1.12                 | 1.36              | 0.78                        |
| 20              | 1.56                 | 1.89              | 1.21                        |
| 30              | 2.08                 | 2.21              | 1.79                        |
| 40              | 2.51                 | 2.78              | 2.33                        |
| 50              | 3.01                 | 3.21              | 2.64                        |
| 60              | 3.46                 | 3.81              | 2.89                        |
| 70              | 3.98                 | 4.23              | 3.46                        |
| 80              | 4.31                 | 4.76              | 3.89                        |
| 90              | 4.86                 | 5.21              | 4.21                        |
| 100             | 5.27                 | 5.73              | 4.93                        |

Table 5: Results of keyword extraction under different algorithms

| The number of keywords extracted from each text | Total number of keywords extracted | Correct number of keywords |
|-----------------------------------------------|-----------------------------------|----------------------------|
| TF–IDF algorithm                               |                                   |                            |
| 5                                             | 500                               | 198                        |
| 10                                            | 1,000                             | 241                        |
| 15                                            | 1,500                             | 307                        |
| 20                                            | 2,000                             | 322                        |
| 25                                            | 2,500                             | 356                        |
| 30                                            | 3,000                             | 409                        |
| KEA algorithm                                  |                                   |                            |
| 5                                             | 500                               | 219                        |
| 10                                            | 1,000                             | 263                        |
| 15                                            | 1,500                             | 321                        |
| 20                                            | 2,000                             | 398                        |
| 25                                            | 2,500                             | 411                        |
| 30                                            | 3,000                             | 489                        |
| Improved TF–IDF algorithm                      |                                   |                            |
| 5                                             | 500                               | 243                        |
| 10                                            | 1,000                             | 289                        |
| 15                                            | 1,500                             | 367                        |
| 20                                            | 2,000                             | 421                        |
| 25                                            | 2,500                             | 478                        |
| 30                                            | 3,000                             | 563                        |

According to the results of keyword extraction, the $P$ value, $R$ value, and $F_1$ value of the algorithms were calculated, and the results are shown in Table 6.

It was seen from Table 5 that the $P$ value of the algorithms decreased with the increase of keywords extracted from each text. The decrease of the $P$ value might be because the number of keywords marked by originally was far less than the number of keywords extracted by the algorithms. With the increase of the
number of keywords extracted, the $R$ value of the algorithms increased, which indicated that the more keywords were extracted, the more marked keywords were included. Due to the rapid decline of the $P$ value, the $F_1$ value also showed a downward trend. To compare the performance of different algorithms, five keywords extracted from each text were taken as an example to compare the $P$ value, $R$ value, and $F_1$ value. The results are shown in Figure 1.

Table 6: Performance comparison between algorithms

| The number of keywords extracted from each text | Precision ($P$) (%) | Recall rate ($R$) (%) | $F_1$ score ($F_1$) (%) |
|-----------------------------------------------|---------------------|----------------------|------------------------|
| TF–IDF algorithm                              |                     |                      |                        |
| 5                                            | 57.80               | 43.01                | 49.32                  |
| 10                                           | 30.80               | 45.83                | 36.84                  |
| 15                                           | 21.40               | 47.77                | 29.56                  |
| 20                                           | 16.75               | 49.85                | 25.07                  |
| 25                                           | 13.88               | 51.64                | 21.88                  |
| 30                                           | 12.27               | 54.76                | 20.04                  |
| KEA algorithm                                 |                     |                      |                        |
| 5                                            | 63.80               | 47.47                | 54.44                  |
| 10                                           | 31.20               | 46.43                | 37.32                  |
| 15                                           | 22.20               | 49.55                | 30.66                  |
| 20                                           | 17.85               | 53.13                | 26.72                  |
| 25                                           | 15.84               | 58.93                | 24.97                  |
| 30                                           | 14.23               | 63.54                | 23.26                  |
| Improved TF–IDF algorithm                     |                     |                      |                        |
| 5                                            | 71.20               | 52.98                | 60.75                  |
| 10                                           | 37.20               | 55.36                | 44.50                  |
| 15                                           | 25.60               | 57.14                | 35.36                  |
| 20                                           | 22.80               | 67.86                | 34.13                  |
| 25                                           | 18.88               | 70.24                | 29.76                  |
| 30                                           | 18.40               | 82.14                | 30.07                  |

Figure 1: Performance comparison between algorithms when extracting five keywords from each text.

Figure 1 shows that the performance of the improved TF–IDF algorithm was significantly better; its accuracy was 71.2 and 13.4% higher than the TF–IDF algorithm and 7.4% higher than the KEA algorithm; its recall rate was 52.98 and 9.97% higher than the TF–IDF algorithm and 5.51% higher than the KEA algorithm; its $F_1$ score was 60.75 and 11.43% higher than the TF–IDF algorithm and 6.31% higher than the KEA algorithm. Therefore, the improved TF–IDF algorithm had good reliability in extracting keywords from English texts.
5 Discussion

In text processing, machine learning methods have been widely used. Onan et al. [18] designed a method that integrated Bayesian logistic regression, naive Bayes, linear discriminant analysis, logistic regression, and support vector machine. They studied sentiment classification of texts and found through experiments that the method showed the highest classification accuracy, 98.86%. Onan and Tocoglu [19] provided an effective sarcasm recognition framework for social media data by pursuing the paradigm of neural language models and deep neural networks, evaluated it on the corpus, and obtained a classification accuracy of 95.3%. Keywords play a very important role in many fields of text processing [20]. In document management [21], the efficiency of document management can be improved by collecting keywords of documents in different fields and establishing corresponding indexes; in text classification [22], the relevance of keywords to texts can be calculated to divide texts with similar semantics into one category; in automatic abstracting [23], the weight of each sentence can be calculated after keyword extraction to determine whether the sentence can become a part of the abstract to realize the automatic abstracting.

This article mainly compared three keyword extraction algorithms, TF–IDF, KEA, and improved TF–IDF algorithms. This study selected 5–30 keywords from each text, and there were 100 texts. The running time of the improved TF–IDF algorithm was the shortest, 4.93 s, which was 6.45% shorter than the TF–IDF algorithm and 13.96% shorter than the KEA algorithm. The precision, recall rate, and F1 score of the algorithms were compared under different numbers of keywords extracted. It was found that the P value and F1 score of the three algorithms decreased with the increase of the number of keywords extracted, while the R value increased, which was because the number of keywords labeled in the text originally was less than the number of keywords extracted by the algorithms. The improved TF–IDF algorithm had significantly improved performance after improving the calculation method of TF and introducing the concept of the position weight; its P value, R value, and F1 score were significantly higher than those of TF–IDF and KEA algorithms. It showed that the improved TF–IDF algorithm had strong applicability in extracting keywords from English texts.

It was found from the experimental results that the TF–IDF algorithm only used word frequency to measure the importance of a word and did not take into account the location information of the word. For KEA, if the structure of a text was poor, the contribution of the first occurrence of the word to the keyword extraction is small; then, the results of keyword extraction will also be affected. In addition, KEA has a strong dependence on the Bayesian algorithm. Bayes assumes that the features are independent of each other. If this hypothesis fails, the trained classifier will have obvious defects, and the effect of keyword extraction will become worse. Table 6 shows that the performance of the TF–IDF algorithm and KEA was general, but this study improved the calculation method of word frequency and combined the position weight to greatly improve the keyword extraction performance of the TF–IDF algorithm. The effectiveness of the improved algorithm was verified. In practical application, the improved TF–IDF algorithm can be used for keyword extraction of English literature to help readers understand the content of the literature better, and it can also be used for keyword extraction of English education resources to improve the intelligent level of teaching and meet the needs of learners.

6 Conclusion

This study compared the performance of three algorithms in extracting keywords from English texts. The results showed that the improved TF–IDF algorithm had the best performance and the shortest running time. The precision, recall rate, and F1 score of the improved TF–IDF algorithm were 71.2, 52.98, and 60.75%, respectively, significantly better than TF–IDF and KEA algorithms. The method can be further promoted and applied in practice. This study also has some defects. In future work, the performance of keyword extraction algorithms will be further improved, and experiments will be carried out in more corpora to perfect the experimental results.
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