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Abstract
Recently, large progress was made in the development towards low-cost PIV (Particle Image Velocimetry) for industrial and educational applications. This paper presents the use of two low-cost action cameras for stereoscopic planar PIV. A continuous wave laser or alternatively an LED was used for illumination and pulsed by a frequency generator. A slight detuning of the light pulsation and camera frame rate minimizes systematic errors by the rolling shutter effect and allows for the synchronization of both cameras by postprocessing without the need of hardware synchronization. The setup was successfully qualified on a rotating particle pattern in a planar and stereoscopic configuration as well as on the jet of an aquarium pump. Since action cameras are intended to be used at outdoor activities, they are small, very robust and work autarkic. In conjunction with the synchronization and image pre-processing scheme presented herein, those cameras enable stereoscopic PIV in harsh environments and even on moving experiments.

1 Introduction
Access to experimental flow data is of crucial importance in a wide range of engineering, science and education. Therefore, experimental methods have established themselves as a foundation of fluid dynamics research next to numerical simulations.

One of the major experimental technique that provides highly resolved flow data is the Particle Image Velocimetry (PIV). Since its origin in the 1980s, PIV became a well-established velocity measurement technique that significantly augmented the study of fluid flows (Adrian 2005). Further improvements of the basic, two-dimensional technique allows to measure all three velocity components in a planar measurement domain which is known as stereoscopic PIV (Arroyo and Greated 1991) or even in a three-dimensional domain with techniques like tomographic PIV (Elsinga et al. 2006) and 3D-particle tracking velocimetry (3D-PTV) (Maas et al. 1993; Nishino et al. 1989; Shnapp et al. 2019; Cierpka et al. 2013). A recent
overview of modern algorithms can be found in Kähler et al. (2016).

PIV is especially well suited for flow visualization and can provide fast and simple access to flow velocities and related properties. Therefore, it is also predestined for educational purposes where it can be employed to provide easy access to complex flow phenomena which otherwise would be hard to understand (Minichiello et al. 2020). Furthermore, very often velocity measurements in harsh industrial environments or in complex moving or rotating systems are necessary to investigate the underlying flow physics.

All this leads towards a wide application of PIV in the field of experimental fluid mechanics research, however, the price of even a simple scientific PIV setup can easily add up to 60,000 - 100,000 €. Therefore, the high system costs are mainly preventing a further spread of PIV into industrial applications as well as undergraduate education, both being areas, where experimental flow visualization would be of great benefit. Therefore, robust and low-cost PIV techniques for flow measurements are desirable.

However, in recent years efforts were made to lower the costs of a PIV setup and expanding its range of application in the above-mentioned fields. The cost for a PIV setup can be split into two major parts: First, the cost of commercial evaluation software and second the cost of the hardware consisting mainly but not exclusively of the laser, cameras, and computing hardware. To circumvent the former, many open-source tools like the OpenPIV Python Package (Liberzon et al. 2021), PIVlab (Thielicke and Stamhuis 2014), JPIV (Vennemann 2007) or a plugin for ImageJ (Tseng 2011), among others, have been made available. A free mobile phone application called ‘smartPIV’ provides mobile phone-based planar PIV, even for non-expert users (Cierpka and Mäder 2019).

For the latter, several different approaches have been proposed and successfully tested, targeting different parts of the experimental hardware. For illumination Willert et al. (2010) suggested the use of a high-performance LED instead of a laser, while Cierpka et al. (2016) successfully employed mobile phone cameras for particle image recording in planar PIV. The application of mobile phone cameras has shown to be promising and, was recently extended for tomographic PIV (Aguirre-Pablo et al. 2017). The time coding in that case was done via different colored LEDs that were consecutively switched on. The different color channels of a single image of the mobile phone camera represent the different frames. The authors reconstructed velocity fields by commercially available software using the colored shadow images. In addition to, the fact that for the four cameras optical access has to be available, the tomographic reconstruction is computationally expensive. Furthermore, the resolution is drastically decreased, since for a Bayer mosaic camera only every fourth pixel (red and blue channel) or every second pixel (green channel) is used.

To the authors knowledge, a stereoscopic PIV setup that benefits from the low cost of mass-produced hardware has not been presented. The main advantages are as follows: a higher seeding concentration in comparison to tomographic approaches, a higher resolution due to the higher seeding concentration and the use of all pixel simultaneously and, only one optical access would be necessary. However, in comparison to tomographic PIV the full velocity vector would be only measured in a plane instead a volume. Therefore, this work proposes a stereoscopic PIV setup that uses low-cost action cameras together with a novel technique for camera synchronization that utilizes the light source for timing. The technique is robust against motion blur or systematic errors caused by the rolling shutter and can be used for planar as well as stereoscopic PIV. A major benefit of the system is that the cameras can be installed autarkic without the need for any wiring. Thus they could even be used in pressure vessels (Cierpka et al. 2019) or on moving experiments (Hoff and Harlander 2019; Kinzel et al. 2009).

The manuscript is structured as follows: at first, the camera characteristics are presented and assessed; second the image reconstruction and synchronization technique is explained, followed by a benchmark experiment using a well-known planar rotational movement. Finally, the stereoscopic setup is described and the suitability is accessed for a free jet flow in water.

2 Camera qualification

2.1 Field of view and spatial resolution

In a first step, the used action cameras (GoPro Hero 5) had to be qualified. The camera uses an image sensor with a pixel size of 1.55 μm × 1.55 μm and offers various kinds of image acquisition, ranging from single images over time series of images to videos with a frame rate up to 240 Hz and different resolutions and fields of view (FOV). While the camera is capable of recording videos with a resolution of up to 3840 × 2160 pixel at a frame rate of 30 Hz, the resolution is significantly reduced to 1280 × 720 pixel and the FOV decreases if a frame rate of 240 Hz is chosen. On the one hand the decreased area of active pixel reduces the possible measurement resolution, but on the other hand limits the occurring barrel distortion of the fish-eye objective of the camera which increases for wider FOV.

Choosing the highest possible frame rate allows for accessing larger velocities (Cierpka et al. 2016). Therefore, the further investigation is based on the 240 Hz video mode. To quantify the spatial resolution and the quality of the optics, camera calibrations were performed using
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a multi-plane calibration target (type 204-15 LaVision GmbH). The camera was positioned with the optical axis perpendicular to the calibration target in varying distances $l$ between 130 mm and 500 mm. A sketch of the setup can be seen in Fig. 1. The distance $l = 130$ mm is the minimum spacing between camera and calibration target required to obtain a focused image, whereas at a distance $l$ of 500 mm the whole calibration target is projected on the camera sensor.

Figure 2 shows the horizontal and vertical spatial resolution (a) and the FOV (b) of the camera as a function of the distance $l$ between the camera and calibration target. It can be seen that the horizontal and vertical spatial resolution for the same distance is approximately equal, ranging from 0.07 mm per pixel at a distance of 130 mm to 0.29 mm per pixel at a distance of 500 mm. This allows to measure an area of approximately $230 \, \text{mm} \times 125 \, \text{mm}$ at a distance of 300 mm, which might apply for many typical PIV setups, especially for educational purposes.

In addition to the FOV and the spatial resolution, the rms of the calibration error was also evaluated. The calibration was performed using the third-order polynomial approach for image mapping (Soloff et al. 1997). The results are presented in Fig. 3 that shows the rms of the calibration error as a function of the distance $l$.

It can be seen that the rms of the calibration fit ranges from 0.09 pixel at a working distance of 135 mm to 0.17 pixel at a working distance of 215 mm. The rms describes the mean absolute deviation from the found marker positions to the predicted marker position by the calibration function, i.e. how good the calibration model is capable to map the true distortions. The large scatter in the rms of the calibration fit, especially for smaller working distances, result from the fact that the calibration target was too large to completely fit on the image sensor and for an increasing working distance more calibration markers entered the images at its border as can be seen in the corners of the calibration image for $l = 145$ mm in Fig. 4 (top).
Due to the fish-eye wide-field objective lens of the camera, the optical distortion of the FOV is largest at the margin. In order to correct these optical distortions by a mapping function, calibration markers should be present also at the edge. In Fig. 4 calibration images for a distance of $l = 145$ mm and 260 mm can be seen. Since only one calibration target with constant spacing between the markers was used for the whole depth range, less calibration markers were imaged for small working distances and the distance in the image between neighboring markers was large (top). This can result in a larger rms error and a significant scatter. With increasing working distance the FOV increases while the magnification decreases, yielding more calibration markers with smaller distance on the image sensor (bottom). With increasing working distance the FOV increases while the magnification decreases, yielding more calibration markers with smaller distance on the image sensor (bottom). Hence, the effect of new markers entering the FOV and the larger distances between the markers becomes less significant. However, this can be further reduced by the use of a calibration target which is adapted to the actual FOV. Nevertheless, the rms errors show that a reliable calibration is possible. This proves the suitability of the optics to be used with common calibration approaches, in particular, considering that the action camera is a mass-produced consumer product with a wide-field objective lens.

### 2.2 Image acquisition

In addition to the quality of the optics, several other camera attributes must be considered. Most important are the rolling shutter, the settings of the virtual aperture of the camera, the recording frequency as well as the ability to synchronize two cameras and the light source in the stereoscopic setup. Like most consumer cameras, the GoPro Hero 5 uses a rolling shutter. This means that in opposite to a global shutter, the pixel information is not read out simultaneously but in a continuous process line by line. This can result in a systematic error of the velocity estimation and, even more decisive, complicates a conventional camera synchronization.

The virtual aperture is a software function that controls the exposure time of the camera to protect the image from overexposure. By default the exposure time is automatically adjusted. However, this function, that is often helpful in everyday use, can result in a loss of information if the aperture closes before the pixel can be read out by the camera. Hence, the automatic adjustment of the virtual aperture must be deactivated in the advanced settings of the camera.

Another factor that highly influences the accuracy of the measurement is the exact knowledge of the recording frequency and its temporal stability. Therefore, the readout frequency of two cameras was characterized in an experiment. The experimental setup consisted of the two cameras and a pulsed high-performance LED (Thorlabs SOLIS-525C with the DC2200 LED driver). The LED was adjusted so that the pulse frequency ($f_p$) equals the nominal frame rate ($f_r$) of the camera, namely 240 Hz. Since the exposure time of the camera cannot be adjusted and to avoid motion blur, pulsed illumination was used and controlled in the current setup by the LED driver. The duration of the light pulses ($t_i$) was set to 50 $\mu$s, which is substantially smaller than the time between consecutive images. This results in a ‘freezing’-effect of the particle image motion since the image sensor is only illuminated for very short times. In addition, the pulsed illumination is necessary using more than one camera as will be explained in Sect. 3.2 since the cameras cannot be synchronized.

Because the pixel are read out continuously by the rolling shutter, a small black stripe appears on the image where the sensor is insensitive to light during the readout process. If the camera frame rate and the pulse frequency align perfectly, the position of the black stripe should remain at the same position over a whole time-series. By determining the position of the black stripe over a larger number of frames, the actual readout frame rate can be estimated. It turned out that the frame rate for both cameras is not only lower than the nominal frame rate with $f_r = 240$ Hz but also differs between the cameras with $\pm 0.001$ Hz. However, the frame rate of both cameras is constant in time. On some images no black stripe could be identified, which indicates that the rolling shutter has a small reset time $t_{reset}$ after the readout of the last pixel row.

At first glance, the deviation seems to be small but it adds up over larger observation times and furthermore, the
cameras require constant synchronization if used in a stereo-
scopic setup. Additionally, to the frame rate, the possibility
to simultaneously start the recording on both cameras was
examined. It is possible to control several cameras using
voice commands, a smartphone app or a remote control-
er. For the investigation, the cameras were controlled using
this remote controller. Even though both cameras were con-
ected to the remote and received the same signal, it was not
possible to reliably start the recording for both cameras at
the same time. Because of that and because of the deviation
in the frame rate of the cameras a new way to synchronize
the cameras had to be found.

3 Image capturing

3.1 Camera recording and synchronization

Since a conventional synchronization between cameras and
light source could not be established, a technique based on
the light pulse frequency \( f_p \) has been developed and applied.
As described in the section above, a light pulse can be used
 to create a snapshot of the scene if there is no other source
of illumination. If the light source runs on a frequency that is
equal or lower than the frame rate of the cameras, the rolling
shutter can read out the whole active sensor before it is illu-
minated again. Regarding the circumstance that the cameras
record with slightly different frequencies, in practice a light
pulse frequency slightly smaller than the lower frame rate,
e.g. 211 Hz must be used.

As inherent for all PIV setups when the light source is
pulsed, the illumination determines the timing scheme. Thus,
the frame rate does not need to be temporally con-
stant as long as it remains higher than the pulse frequency
of the LED. However, the difference in frequencies results
in a number of black pixel rows. This black region in the
images is caused firstly by the readout of the camera, when
the pixel are not sensitive to light and secondly by the times
when the light source is switched off due to the different
frequencies. The height of the black pixel rows also depends
on the ratio of the camera frame rate and the light pulse fre-
quency. The lower the light pulse frequency while keeping
the camera frame rate constant, the larger is the black region.
Since the light pulses occur also during the image readout,
the information obtained from one illumination may be split
onto two camera frames. Therefore, an image reconstruction
method to match those parts of the images and reconstruct
the image information is required (see Sect. 3.2 for details).
At this point it also has to be mentioned, that the velocity
range for the velocity determination is limited by the time
delay between frames. As the light pulse frequency has to be
smaller than the maximum camera frame rate the time delay
is given by \( 1/f_p \), which is in the order of \( \Delta t \sim 5 \text{ ms} \). As the

3.2 Image reconstruction

After recording, all frames of the videos are extracted and
saved as images. As next step a mask was created to define
a region of interest, which increases the robustness of the
image reconstruction.

Subsequently, the actual image reconstruction routine can
be started. In a first step, the routine calculates the average
pixel intensity of the whole image. If the average is below
a background threshold, the image is considered as not illu-
minated and skipped. When the first illuminated image is
detected it is stored in a buffer and the algorithm calculates
the average of each row. The average is then used to deter-
mine the edge of the illumination by comparing the row
averages with a threshold, and the image gets forwarded
in the buffer. The algorithm then continues with the next
camera image and again calculates the row average in order
to determine the edge of the illumination. A new image
containing the information of one light pulse is now gener-
ated by combining the part below the edge of the previous
image with the part above the edge of the recent image, as
displayed in Fig. 5. The reconstructed image is then stored
while that part of the raw image used for the reconstruction
is set to zero and forwarded in the buffer for reconstruction
of the next image. If the illumination coincides with the reset
time of the rolling shutter, no reconstruction is required. The
image gets directly saved, and the related buffer entry is set
to zero. This procedure continues until the desired number
of images is saved or no further camera frames are available.

To allow a quick impression of the result of the recon-
struction, Fig. 6 compares a reconstructed image (a) and an
image recorded using continuous wave (cw) illumination (b).
The images contain the blade of an optical chopper with a
printed particle pattern mounted on it.

In the reconstructed image a black stripe can be seen.
This stripe is a reconstruction artifact and is caused by
an insensitivity of the the pixel rows at readout and corresponds to the rolling shutter position during pulse illumination (white arrow in Fig. 6). While this must be considered as a disadvantage, the reconstructed image has the advantage of a highly reduced motion blur compared to the image with cw illumination image; however, the brightness is lower. Also a temporal allocation, which is essential for stereoscopic processing, is only possible for the

Fig. 5 Sketch of the timing and image reconstruction scheme. The two left columns show the timing of the light source and the camera. The green dashes depict the light pulses. The illumination time of the light pulse $t_i$ is much shorter than $1/f_p$. The black, horizontal dashes in the camera timing column indicate the rolling shutter’s timing, which directly corresponds to the shutter position on the camera sensor. The recording time $1/f_p$ of a single frame consists of the readout time $t_{\text{read}}$ of the camera sensor and the reset time of the rolling shutter $t_{\text{reset}}$. However, since the reset time is much shorter than the readout time, it does not affect the main principle of the image reconstruction, and was, therefore, not further investigated. The third column shows the camera readout resulting from the relative timing between LED and camera. The green color represents the part of the sensor that was illuminated by a light pulse. The black areas result from the requirement $f_r > f_p$. Therefore, some sensor parts are read out twice during the period $1/f_p$. The different hatchings are applied to illustrate the relation between the camera readout and the reconstructed frames in column four, later used for the PIV evaluation. The developed algorithm merges those parts of the camera readout that belongs to the same light pulse. This way, instantaneous snapshots with a temporal distance of $1/f_p$ can be derived. However, due to the pixel’s light insensitivity during the readout process, a small reconstruction artifact, which contains no information, remains.
To introduce the reader to the further used coordinate system and the rotation $\omega$, those were drawn into the image (b).

pulsed illumination mode. To access the suitability of the reconstruction method, an experiment was set up using only one camera, a LED and an optical chopper. To evaluate images with a known displacement a printed particle pattern, with a radius of roughly 40 mm, was attached to the chopping blade of an optical chopper. The chopping blade is powered by a small electrical engine that is closed-loop controlled and provides a uniform, clockwise rotation. The rotation rate $n$ can be preset precisely while also the theoretical value of the velocity can be easily calculated using the equation $u_{\text{circ}}(r) = 2 \cdot \pi \cdot r \cdot n$. In this equation, $u_{\text{circ}}$ denotes the circumferential velocity of the turning wheel in dependence of the radius $r$ and fixed rotation rate $n$ of the chopping blade. For the pulsed illumination, the LED driver was set to deliver a pulse frequency of $f_p = 211$ Hz and an illumination time of $t_i = 20$ $\mu$s. Rotation rates $n$ in the range of 1.5 to 4 Hz were investigated resulting in a velocity $u_{\text{circ}}$ of approximately 0.375 m/s and 1 m/s at radius $r = 40$ mm, respectively.

To not only compare the measurement values with the theoretical value also the performance of the constant wave illumination mode for the same setup was accessed. This mode was already applied for PIV measurements with mobile phone cameras (Cierpka et al. 2016). In this case, the PIV processing was performed using the commercial software DAVIS (LaVision GmbH). However, other PIV software, especially open source software can also be used. For the PIV processing the correlation averaging approach was used due to the temporal constant velocity and to
compensate for the reconstruction artifacts. For the initial pass, an interrogation window size of $128 \times 128$ pixel and interrogation window overlap of 50\% was chosen. The final pass was performed using an interrogation window size of $24 \times 24$ pixel and an overlap of 75\%.

The vector field for the pulsed illumination mode and the rotation rate $n = 4$ Hz is shown in Fig. 7. The visualized data were interpolated onto a polar grid using a cubic interpolation. It can be seen that the velocity increases linearly for an increasing radius as expected. However, small irregularities can be spotted at the center. This is caused by the mounting screws of the chopping blade. A quantitative overview of the velocity that compares the result of the pulsed illumination mode, the cw illumination, and the theoretical value is presented in Fig. 8.

The figure shows circumferential averaged velocity profiles of the measured velocity for $r$ between 25 mm and 35 mm on the left $y$-axis (blue) as well as the absolute averaged deviation between the measured and the theoretical velocity on the right $y$-axis (red). It shows that the averaged velocity profile, especially for the pulsed illumination mode, fits well with the theoretical values. The pulsed illumination mode outperforms the cw illumination mode for the displayed radii with a deviation from the theoretical value of up to 1 mm/s which is about ten times smaller than the difference between the cw exposure and the theoretical value. In comparison to the absolute velocity this corresponds to a deviation smaller than 0.2\% for the pulsed mode and 2\% for the cw mode. In addition to the circumferential averaged profile, non-averaged horizontal profiles of the velocities and the deviations of the velocities from the theoretical values are shown in Fig. 9.

In plot (a) the absolute value of the vertical velocities $|u_y|$ are plotted over the distance from the center $|x|$. The coordinates correspond to the coordinate system introduced in Fig. 6. Solid lines represent the pulsed mode, dashed line the cw mode and the dotted line the theoretical value. It can be seen that velocity profiles of both modes agree reasonably well with the theoretical value, however, the velocity profile of the pulsed mode achieve a better match especially for larger velocities.

A detailed view of the deviation of the velocity profiles from the theoretical values ($|u_y| - |u_{y,t}|$) is shown in plot (b). The detailed view shows that the velocity deviation for the pulsed mode lies predominantly around 5 mm/s with a maximum of $\approx 8$ mm/s and no trend can be discerned. However, the deviation of the cw mode velocity lies constantly higher with a maximum of $\approx 26$ mm/s and a linear increase of the deviation for larger $|x|$ can be distinguished. This is caused by the nature of the rolling shutter.
The rolling shutter moves either contrary or towards the vertical displacement. This means that displacements in the positive y-direction for \( x < 0 \), i.e. vertically upward, are underestimated and in the negative y-direction for \( x < 0 \), i.e. vertically downward, are overestimated. Furthermore, the particle images are elongated in the vertical direction due to motion blur, which increases the overestimation of the vertical velocity for \( x > 0 \) and the underestimation for \( x < 0 \), respectively, and can be clearly seen in Fig. 9b.

4.2 Stereoscopic PIV of a tilted rotating disk

To not only access the suitability for planar motion, but also displacements perpendicular to the measurement plane, a stereoscopic setup using two GoPro Hero 5 cameras was installed. A schematic top view as well as a picture of the used setup is presented in Figs. 10 and 11, respectively.

Both cameras were positioned in such a way that the z-distance between particle pattern and camera optics amounted to 300 mm. The cameras were arranged with a stereo angle \( \alpha \approx 30^\circ \) which is in the range of an optimal stereo angle according to the documentation of the DAVIS software. The pulsed LED was deployed in between the cameras so that the particle pattern was evenly illuminated. In opposite to the 2D-PIV, the optical chopper was placed on top of a precision rotation stage. This arrangement allowed to precisely adjust the optical chopper by a tilt angle \( \beta \) of up to \( \pm 5^\circ \) with a sensitivity of \( \approx 0.04^\circ \).

At the beginning of the experiment calibration videos of a 3D calibration target (type 204-15 LaVision GmbH) were recorded. After the calibration videos were taken, the chopper blade with the particle pattern was translated into the calibration plane. Thus, defining the zero-tilt position of the rotation stage. Subsequently, the LED was adjusted to a pulse frequency of 211 Hz and an exposure time of 30 \( \mu s \) and videos for each tilt angles \( \beta = -5^\circ, -3^\circ, -1^\circ, 0^\circ, 1^\circ, 3^\circ, 5^\circ \) and rotation rates of \( n = 4 \) Hz and 8 Hz were recorded. Again, in order to allow for a successful camera synchronization, the cameras were activated slightly ahead of the LED. Due to the tilt of the optical chopper, the movement of the particle pattern was no longer parallel to the calibration plane but contains an orthogonal component. The analytical description is given by the equations

\[
u_x(y) = 2 \cdot \pi \cdot y \cdot n \cdot \cos(\beta)
\]

for the horizontal component and...
by \( u_z(y) = -2 \cdot \pi \cdot y \cdot n \cdot \sin(\beta) \) for the orthogonal component, respectively.

Subsequent to the video recording the reconstruction algorithm explained in Sect. 3 was applied for both cameras. As the first step of the processing, a polynomial-based calibration was performed using images that were extracted from the calibration video. To improve the calibration and to account for misalignment between particle pattern and calibration target, the initial calibration was refined using the stereo self-calibration (Wieneke 2005). For the self-calibration, the particle images of the velocity measurement with a tilt angle of \( \beta = 0^\circ \) were used. The self-calibration correlates images that were taken at the same time but by different cameras to correct misalignment. Therefore, an exact synchronization of the cameras is crucial in order to successfully apply the self-calibration and improve the calibration fit.

Prior to the PIV interrogation, the image quality was adjusted by applying a sliding average filter. For the stereo-PIV interrogation, the sum-of-correlation approach was chosen, due to the constant nature of the motion. For the initial pass, the overlap was set to 50 \% and interrogation window size of \( 128 \times 128 \) pixel. The final interrogation pass was performed with an interrogation window size of \( 24 \times 24 \) pixel and an overlap of 75 \%. In Fig. 12 the resulting vector field for \( n = 4 \) Hz and \( \beta = 5^\circ \) is presented. The arrows visualize the in-plane-velocity \((u_x \text{ and } u_y)\) and the background color the out of plane velocity \( u_z \).

It can be seen that the magnitude of \( |u_x| \) increases with \( |y| \) as predicted by the equation; however, the \( |u_z| \) is not as symmetrically distributed as predicted. The in-plane velocity \((u_x \text{ and } u_y)\) is evenly distributed across the whole circumference and, in fact, a tilt by \( 5^\circ \) is too small to be properly visualized in this graph. To precisely determine the deviation between the measured velocity \( u_z \) and its theoretical value, Fig. 13 compares the experimentally determined values with the corresponding theoretical values.

![Fig. 12 Velocity field determined from the pulsed mode images of the tilted chopper blade. The images were recorded using a light pulse frequency \( f_p = 211 \) Hz, a rotation rate of \( n = 4 \) Hz and a tilt angle of \( \beta = 5^\circ \). The arrows visualize the in-plane-velocity \((u_x \text{ and } u_y)\) and the background color the out of plane velocity \( u_z \).](image)

![Fig. 13 Vertical velocity profiles of \( u_z \) for different tilt angles \( \beta \) and rotation rate \( n = 4 \) Hz. Subfigure (a) shows the profiles in the lower part of the disk for \( y < 0 \) and subfigure (b) for \( y > 0 \). Solid lines are experimental determined, the dashed lines mark the theoretical values.](image)
respect to the calibration plane. This issue cannot be corrected by self-calibration as this region rotates with the disk. This deviation is negligible for the in-plane velocity components but causes a systematic error for the out-of-plane component, as the in-plane vectors used for the reconstruction of the out-of-plane components do not correspond to the calibration plane. This effect is only present in the plane where the angle between the two cameras is adjusted, i.e. it only affects \( u_z \) if \( |u_z| > 0 \) and thus results in a systematic error in dependence of \( y \) and in dependence of the rotation directions as can be seen in Fig. 12. This problem would never occur for real measurements, as the laser light sheet illuminates always the same plane. However, since the systematic error is the same for every tilt angle, the results can be corrected by subtracting the velocity profile for \( \beta = 0^\circ \) from each velocity profile. A detailed view of the vertical \( u_z \) velocity profile is shown in Fig. 14. In this graph the \( u_z \) velocity is plotted over the vertical distance from the center \( |y| \). It becomes apparent that the velocity is in good approximation symmetrical to the center and increases linearly from \( \approx 3 \text{ mm/s} \) to \( \approx 12 \text{ mm/s} \) with increasing distance.

The results of the subtractions of the zero-tilt velocity profiles are presented in Fig. 15; it can be seen that by the correction the experimental data match the theoretical data very well.

Furthermore, the magnitude of the \( u_z \) component investigated with the rotating disk is comparatively small due to the tilting limitation. Table 2 shows that for larger \( u_z/u_x \) ratios the relative deviation between the uncorrected measured and the predicted velocity rapidly decreases from \( \approx 65\% \) for \( \beta = \pm 1^\circ \) down to \( \approx 13\% \) for \( \beta = \pm 5^\circ \). The absolute velocity deviations of \( u_z \) for \( y = \pm 30 \text{ mm} \) lie within the range of \(-6.75 \text{ mm/s} \) and \(-9.61 \text{ mm/s} \).

### 4.3 Stereoscopic PIV on a free jet

In addition to the quantitative assessment on the tilted rotating disk, the stereoscopic setup was tested on the jet of an aquarium pump. A schematic top view of the measurement setup is shown in Fig. 16.

The aquarium has a size of approximately \( 20 \times 20 \times 30 \text{ cm}^3 \) and was filled with water up to the height of 18 cm. A conventional aquarium pump with a diameter \( d_r \approx 5 \text{ cm} \) was placed in the middle of the glass wall according to Fig. 16 and run with a rotation rate \( n = 1000 \text{ Hz} \) which corresponds to a Reynolds number \( \text{Re} = \frac{\rho \cdot n \cdot d_r^2}{\eta} = 7.85 \times 10^6 \) at the pump propeller, with \( \rho \) and \( \eta \) being the density and the dynamic viscosity of water, respectively. The light sheet was positioned about 1 cm apart from the opposing side of the aquarium perpendicular to the main flow direction of the jet.
cameras were positioned in a stereo angle of 30° and 30 cm apart from the light sheet plane. For the lightsheet a cw laser, pulsed by a function generator with a frequency of $f_p = 211$ Hz and an illumination time of $t_i = 100 \mu s$ in each period, was used.

In those images, the background was already subtracted. For the evaluation videos with a length of 4 min were recorded corresponding to just above 50,000 images for each camera. The evaluation was done using the background-subtracted particle images (see Fig. 17) with a sliding sum-of-correlation approach with a filter length of two. This approach was chosen since the expected displacement was small and it can compensate for the missing particle image information due to the reconstruction artifact. Just as a general remark, in the region of the black stripe due to reconstruction artifacts no reliable velocity determination would be possible and the region should be masked out. This is easily possible, as the position is known for the reconstruction algorithm. Recently, also a very powerful masking tool has been developed that takes the intensity distribution of the surrounding pixel into account and builds a random intensity mask. For details, the interested reader is referred to Anders et al. (2019). Since most often the corrupted region extents only for several lines, the size of the interrogation windows in that direction is larger. This means, using spectral random masking would only decrease the signal-to-noise ratio of the corresponding interrogation window but allow for a valid velocity determination. However, for the current study this masking procedure was not applied.

Fig. 16 Schematic top view of the stereo-PIV setup used for the jet flow investigation

Fig. 17 Example particle images of the jet flow. Image a has been recorded by the camera in the forward scatter arrangement, image b was recorded by the camera in the backward scatter arrangement. The horizontal black stripe in the image center is an reconstruction artifact. The minimum of 100 images that did not contain any reconstruction artifacts was already subtracted.
Since the displacement was small the correlation was not performed with directly consecutive images but with a step width of the three to increase the dynamic velocity range. This way the maximum displacement was increased to \( \approx 13 \) pixel. The used interrogation window size was \( 64 \times 64 \) pixel with an overlap of 50\% for the initial pass an \( 32 \times 32 \) pixel with an overlap of 75\% for the final passes. The averaged and an instantaneous vector field of the flow is shown in Fig. 18.

The average velocity field displays the mean of almost 17,000 instantaneous velocity fields. The temporal average clearly shows that the largest positive out-of-plane component is located in the center and the flow deviates to the sides and flows back at the edges as one would expect from a jet flow near the wall. The instantaneous velocity field shows the turbulence of the flow and the inhomogeneous distribution of \( u_z \). The magnitude of the instantaneous velocity \( u_z \) is about ten times larger than in the averaged velocity \( \langle u_z \rangle \) indicating a highly unsteady flow; however, the jet flow is clearly recognizable which proves that the presented method is also capable of providing instantaneous velocity fields. Horizontally and vertically averaged velocity profiles of the averaged velocity field and the probability density

![Image](a)

**Fig. 18** Vector fields of the jet flow. The vector field in subfigure a shows the averaged value while in subfigure b an instantaneous vector field is displayed. Missing vectors were interpolated (Garcia 2010)
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**Fig. 19** Averaged profiles of all three velocity components. The profiles are averaged along the y-axis (a) or along the x-axis (b)
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**Fig. 20** Probability density function of the jet flow for all three velocity components
functions (PDF) of all velocity components are shown in Fig. 19 and 20.

As already indicated by the averaged velocity field it can be seen that the velocity $u_z$ is largest in the middle of the FOV and decreases towards the borders where the back-flow sets in. However, this is more distinct in along the $x$-axis due to the larger extension of the measuring range into this dimension which was limited in the $y$-axis direction due to the necessary illumination. The maximum probability is also slightly shifted towards small negative $u_x$ values, though the amount of vectors with a high $u_z$ magnitude is larger for positive $u_z$ values. This is in line with the expectations for such a flow. The velocity $u_x$ in the vertically averaged profile and the $u_y$ velocity in the horizontally averaged profile are close to zero at the center and increase in magnitude towards the boundary of the FOV. In the vertically averaged profile, the effect of the sidewalls on the velocity $u_x$ gets apparent which deflects the flow movement in the $x$-direction. This effect is less apparent for the velocity component $u_y$ in the horizontally averaged velocity profile again due to the small extension in this direction. One would expect the velocity $u_y$ in the vertically averaged profile and the velocity $u_x$ in the horizontally averaged profile, respectively, to be close to zero along the whole profile. However, the velocity is slightly positive along most of the profiles. This is due to the fact that the vector field is not exactly centered around the jet as well as the circumstance that the measurement plane is limited by solid walls on three sides and a free surface on top. This is also observable in the PDFs of $u_x$ and $u_y$ which maxima are slightly shifted towards small positive velocities. However, the velocity vectors are evenly distributed around the maximum as expected.

5 Conclusion and outlook

A low-cost stereoscopic PIV setup using two action cameras was proposed and successfully tested. Since action cameras cannot be synchronized with the illumination and their images are captured in rolling shutter mode, a novel approach was developed applying a pulsed illumination with detuned frequency and image reconstruction.

It was shown that the pulsed illumination is robust against motion blur, minimizes errors due to the rolling shutter and, therefore, outperforms the continuous illumination used in many low-cost planar PIV setups. However, using an LED or an cw-laser that can be pulsed by a standard frequency generator, keeps the costs in the order of several hundred Euros and thus two orders of magnitude lower than for a high-performance PIV system.

The presented reconstruction scheme allows for composing image captures with particles illuminated at the same time instant over the entire field of view. However, small reconstruction artifacts remain, which can be neglected applying an ensemble average evaluation, e.g. sliding sum-of-correlation. Moreover, starting the image acquisition before the first illumination pulse allows for a later synchronization of several cameras. Stereoscopic measurements on a rotating particle pattern and on a jet flow demonstrated the capability of this approach for reliable three-component velocity measurements in a plane, even in unsteady flows.

Further developments can be made by using more than two cameras and applying the reconstructed and synchronized images to particle tracking velocimetry. In this way, the presented approach promise volumetric flow measurements in industrial and educational applications at a reasonable costs.

Appendix

In Table 1 the velocities $u_x$, $u_x^*$, $u_y$, $u_z$ and $u_z^*$ as well as the ratio $u_x^*/u_z$ for the different tilt angles and the distances $-30$ mm and $30$ mm are shown. The asterisk denotes the velocity that are corrected either by adding, in the case of $u_x^*$, or by subtraction, in the case of $u_z^*$, the $u_x$ ($\beta = 0$) velocity profile from the measured values. The apostrophe denotes the theoretical velocity.

Table 2 contains the deviation between experimentally determined velocity $u_x$ and the theoretical value $u'_x$, the absolute deviation between the corrected velocity $u_x^*$ and the theoretical value $u_z'$, the relative deviations between $u_x$ and $u_x^*$ as well as between $u_x$ and $u_x'$, and the distances $y = -30$ mm and $30$ mm.
Table 1 Table containing the velocities of \( u_x \) and \( u_z \), the corrected velocities \( u_x' \) and \( u_z' \), the theoretical velocities \( u_x^\ast \) and \( u_z^\ast \), as well as the ratio \( u_x'/u_z' \) for the different tilt angles \( \beta \) and distances. All data was evaluated from pulsed mode images at a rotation rate of \( n = 4 \) Hz.

| \( \beta (^\circ) \) | \( y (\text{mm}) \) | \( u_x (\text{mm/s}) \) | \( u_x^\ast (\text{mm/s}) \) | \( u_x' (\text{mm/s}) \) | \( u_x^\ast (\text{mm/s}) \) | \( u_x'/u_z' (\%) \) |
|---------------------|-----------------|-------------------|--------------------|-----------------|-------------------|-------------------|
| -5                  | -30             | -742.38           | -751.67            | -751.11         | -72.46            | -63.17            | -65.71            | 0.0976            |
| -5                  | 30              | 758.2             | 750.27             | 751.11          | 57.88             | 65.8              | 65.71             | 0.0763            |
| -3                  | -30             | -745.22           | -754.51            | -752.95         | -48.5             | -39.21            | -39.49            | 0.0651            |
| -3                  | 30              | 760.79            | 752.86             | 752.95          | 31.83             | 39.75             | 39.46             | 0.0418            |
| -1                  | -30             | -746.27           | -755.56            | -753.87         | -22.25            | -12.96            | -13.16            | 0.0298            |
| -1                  | 30              | 760.76            | 752.83             | 753.87          | 4.9              | 12.83             | 13.16             | 0.0064            |
| 0                   | -30             | -745.67           | -754.97            | -753.98         | -9.29             | 0                 | 0                 | 0.0125            |
| 0                   | 30              | 761.83            | 753.9              | 753.98          | -7.93             | 0                 | 0                 | 0.0104            |
| 1                   | -30             | -746.13           | -755.42            | -753.87         | 4.53              | 13.82             | 13.16             | 0.0061            |
| 1                   | 30              | 762.43            | 754.51             | 753.87          | -21.28            | -13.35            | -13.16            | 0.0279            |
| 3                   | -30             | -744.17           | -753.46            | -752.95         | 31.52             | 40.81             | 39.46             | 0.0424            |
| 3                   | 30              | 761.72            | 752.86             | 752.95          | -48.45            | -40.52            | -39.46            | 0.0636            |
| 5                   | -30             | -742.06           | -751.35            | -751.11         | 57.89             | 67.19             | 65.71             | 0.078             |
| 5                   | 30              | 758.78            | 750.86             | 751.11          | -75.32            | -67.4             | -65.71            | 0.0993            |

Table 2 Table containing the deviation between experimentally determined velocity \( u_x \) and the theoretical value \( u_x^\ast \), the absolute deviation between the corrected velocity \( u_x' \) and the theoretical value \( u_x^\ast \), the relative deviations between \( u_x \) and \( u_x^\ast \), \( u_x' \) and \( u_x^\ast \) as well as between \( u_x' \) and \( u_x^\ast \) for the different tilt angles and the distances \( y = -30 \) mm and \( 30 \) mm. All data was evaluated from pulsed mode images at a rotation rate of \( n = 4 \) Hz.

| \( \beta (^\circ) \) | \( y (\text{mm}) \) | \( u_x - u_x^\ast (\text{mm/s}) \) | \( u_x' - u_x^\ast (\text{mm/s}) \) | \( |u_x - u_x^\ast|/u_x^\ast (%) \) | \( |u_x' - u_x^\ast|/u_x^\ast (%) \) | \( |u_x' - u_x^\ast|/u_x^\ast (%) \) |
|---------------------|-----------------|-------------------|--------------------|-----------------|-------------------|-------------------|
| -5                  | -30             | -6.75             | 2.54               | 10.27           | 3.87              | 1.16              |
| -5                  | 30              | -7.84             | 0.09               | 11.93           | 0.14              | 0.94              |
| -3                  | -30             | -9.04             | 0.25               | 22.92           | 0.62              | 1.03              |
| -3                  | 30              | -7.63             | 0.29               | 19.35           | 0.74              | 1.04              |
| -1                  | -30             | -9.09             | 0.2                | 69.08           | 1.52              | 1.01              |
| -1                  | 30              | -8.26             | -0.33              | 62.78           | 2.53              | 0.91              |
| 0                   | -30             | -9.29             | 0                  | NaN             | NaN               | NaN               |
| 0                   | 30              | -7.93             | 0                  | NaN             | NaN               | NaN               |
| 1                   | -30             | -8.63             | 0.66               | 65.61           | 5                 | 1.03              |
| 1                   | 30              | -8.12             | -0.19              | 61.7            | 1.45              | 1.14              |
| 3                   | -30             | -7.94             | 1.35               | 20.13           | 3.42              | 1.17              |
| 3                   | 30              | -8.99             | -1.06              | 22.78           | 2.69              | 1.16              |
| 5                   | -30             | -7.82             | 1.47               | 11.9            | 2.24              | 1.21              |
| 5                   | 30              | -9.61             | -1.68              | 14.62           | 2.56              | 1.02              |
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