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Abstract

Quantum computation requires efficient long-term storage devices to preserve quantum states. An attractive candidate for such storage devices is qubits connected to a common dissipative environment. The common environment gives rise to persistent entanglements in these qubit systems. Hence these systems act efficiently as a storage device of entanglement. However, the existence of a common environment often requires the physical proximity of the qubits and hence results in direct dipolar coupling between the qubits. In this work, we investigate the total effect of the dipolar coupling on the environment-induced entanglement using a recently-proposed fluctuation-regulated quantum master equation [A. Chakrabarti and R. Bhattacharyya, Phys. Rev. A 97, 063837 (2018)]. We show that nonsecular part of the dipolar coupling results in reduced entanglement and hence less efficiency of the storage devices. We also discuss the properties of efficient storage that mitigates the detrimental effects of the dipolar coupling on the stored entanglement.
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I. INTRODUCTION

In quantum information processing, the generation and the preservation of entanglements are particularly important operations. The preservation of entanglements is challenging since all quantum systems are, to some extent, coupled to their environments. The dissipation originating from the environment destroys the coherence and entanglement in quantum systems. Naturally, a storage solution that considers the environment’s dissipative nature and yet provides a long-lived entangled state is highly desired.

One of the earliest clues to the solution to this problem was found when two decades ago, Cabrillo et al. and Plenio et al. separately reported the generation of spatially separated entangled atoms [1–3]. While Cabrillo et al. created the entanglement by simultaneous excitation of the atoms, Plenio et al. used a leaky cavity to couple the atoms. In this sense, the later work is possibly the first use of a dissipative environment to generate entanglement in spatially distant atoms. At the same time, Arnesen et al. investigated the entanglement in a Heisenberg 1D spin-chain, where the coupling gives rise to the entanglement but not in the presence of a heat bath [4]. Within a few months, several groups reported that a common dissipative environment gives rise to entangled quantum systems [5–8]. Subsequently, Braun showed that the generation of the entangled states may not require a direct coupling between the quantum systems and can persist for arbitrarily long times [9]. Benatti et al. showed in a series of works that Markovian quantum master equations (QME) could be used to arrive at the persistent bath-induced entanglements [10–13]. It was observed that the final entangled state might depend on the initial value of the entanglement [12, 14]. Later a complete characterization of the entangled phase for a pair of resonant oscillators connected to a common bath was provided by Paz et al. [15]. In the remaining parts of the manuscript, we shall refer to this type of entanglement as the environment-induced entanglement (EIE).

When a pair of qubits are coupled to a single common dissipative environment, one of the eigenstates of the Lindbladian is the singlet state density matrix. Naturally, a pair of qubits prepared in this state will remain unaffected by the dissipator. This remains the basic working principle of the bipartite entanglement storage solution based on the common environment. However, the particular form the dissipator from the common environment is strongly sensitive to the distance between the qubits. In an important work, Zell et al. showed that the entanglement generated by a heat bath is persistent only if the distance
between the quantum systems is small compared to the cutoff wavelength of the system-bath interaction [16]. The physical proximity of the qubits indicates that the qubits could be dipolar coupled.

The works of Zell, McCutcheon, and Jeske showed that the qubit pair must be sufficiently close to have a persistent entanglement; otherwise, the entanglement decays exponentially with the increasing distance between the qubits [16–18]. The analysis relies on the fact that the bath correlation decreases exponentially with a characteristic length scale for a simple bosonic bath. A general setting should also include a qubit pair’s direct dipolar interaction and system-environment coupling in the dynamics. After all, if one restricts the distance between the qubit pair to keep those within the bath-correlation length, it is expected that a dipolar interaction between this qubit pair would have a measurable effect.

An important aspect of the dipolar coupling between the qubits is the contribution from the nonsecular part of the dipolar Hamiltonians. We have shown recently that such terms significantly influence the lifetime of coherences in the case of a time-periodic Hamiltonian [19]. The seminal works of Bloembergen et al. established long ago that the nonsecular parts of the dipolar interactions contributed to the transition probabilities [20]. Therefore, such terms should be included in analyzing two or higher qubit networks. Now despite having a very large volume of literature on this problem, the effect of the dipolar coupling on persistent entanglements has not hitherto been investigated. So, in this work, we specifically seek an answer to the following question: in the context of a dipolar coupled qubit pair in a spatially-correlated and fluctuating environment, how does the dipolar interaction affect the persistent entanglement? A particularly important aspect of this question is whether the higher-order effects of the dipolar coupling play a role in these dynamics.

In the traditional form of the quantum master equation, the system-environment coupling provides the dissipator, and other interactions, such as the drive or the dipolar interactions, contribute to the first-order processes. The fluctuation-regulated quantum master equation shows that other interactions can have a Redfield-like second-order effect in the dynamics in addition to the dissipator from the system-environment coupling [21]. The dissipator from the drive, which provides a non-Bloch decay, has also been verified by Chakrabarti et al. [22]. Later, Chanda et al. have shown that this drive-induced dissipation from FRQME results in an optimal condition of the quantum gates [23]. Moreover, Chatterjee et al. have recently demonstrated that the FRQME could successfully explain the frequency-dependent
non-linear behavior of the light shifts and Bloch-Siegert shifts [24]. Recently, we have studied how such effects give rise to the decoherences in a dipolar coupled systems [19].

So, in this manuscript, we systematically study the effect of such terms on quantum storage solutions. We shall show that a direct dipolar coupling reduces the magnitude of the stored entanglement.

We organize the manuscript in the following order. The description of the system consisting of dipolar coupled qubits, weakly interacting with a spatially correlated bosonic bath is given in section [II]. The dynamical equation for the reduced system using FRQME is introduced in terms of symmetric and anti-symmetric observables in section [III]. The dynamical behaviors and the steady-state solutions are analyzed for different parameter values are described in section [IV]. In the same section, we also demonstrate the generation of the entanglement and their dependence on the dipolar interactions. Finally, we discuss the results, and it’s implication in the environment-mediated information storage device in section [V]. In appendix [A], we provide a brief sketch of the derivation of the recently-proposed FRQME. The complete set of the dynamical equations, including the dipolar coupling and a mixed-mode environment is given in appendix [B].

II. THE MODEL AND ITS HAMILTONIAN

As a specific realization of a qubit, we choose a spin-1/2 particle placed in a static homogeneous magnetic field. We consider two such particles coupled to an environment that is in thermal equilibrium at an inverse temperature \( \beta \). We assume that the spins are dipolar coupled whose strength scales as \( 1/r^3 \), where \( r \) is assumed to be the distance between the two qubits [25].

The full Hamiltonian of the system and the environment can be written as,

\[
\mathcal{H} = \mathcal{H}_1^0 + \mathcal{H}_2^0 + \mathcal{H}_L^0 + \mathcal{H}_{SL} + \mathcal{H}_{DD} + \mathcal{H}_L(t),
\]

(1)

where \( \mathcal{H}_n^0 = \frac{\omega_0}{2} \sigma_n^2 \) is the Zeeman Hamiltonian of the \( n^{th} \) qubit, \( \sigma_{n,\alpha}, \alpha \in x, y, z \) are Pauli matrices for spin-1/2, and \( \omega_0 \) is the Larmor frequency. For simplicity, we assumed that the Larmor frequencies of the two spins are identical. \( \mathcal{H}_L^0 \) is the free Hamiltonian of the environment and can be modeled as a large collection of harmonic oscillators to which the spins are coupled.
The construction of the system-environment coupling is largely motivated by the works of McCutcheon et al. and Jeske et al. Following their works, we write the Hamiltonian of system-environment coupling as $\mathcal{H}_{SL} = \sum_{n=1}^{2} (\sigma_{n}^{+} \mathcal{L}_{-} B(t) \eta(\vec{r}_{n}) + \sigma_{n}^{-} \mathcal{L}_{+} B^{*}(t) \eta^{*}(\vec{r}_{n}))$ where $B(t)$ is the system-environment coupling strength between the spin and the environment, $\eta(\vec{r}_{n})$ is the spatial part of the field due to the environment at the position of $n^{th}$ spin, $\sigma_{\pm}$ are the raising and the lowering operators for $n^{th}$ spin, $\mathcal{L}_{+}$ and $\mathcal{L}_{-}$ are the raising and the lowering operators, which are resonant with the qubit system having identical energy spacings. The correlation between the $\eta(\vec{r})$ decides the nature of the environment. One may choose a suitable correlation to render the environment to be local or common, as discussed in more detail in the next section.

The dipolar interaction can also be conveniently written using the irreducible spherical tensors as

$$\mathcal{H}_{DD} = \omega_{d} \sum_{m=-2}^{2} (-1)^{m} Y_{-m}^{2}(\theta, \phi) T_{m}^{2} = \sum_{m=-2}^{2} \omega_{d,m} T_{m}^{2},$$

where, $Y_{-m}^{2}(\theta, \phi)$ is the spherical harmonics of rank 2 and order $-m$, $T_{m}^{2}$ is the irreducible spherical tensor of rank 2 and order $m$, and $\omega_{d,m} = (-1)^{m} Y_{-m}^{2}(\theta, \phi) \omega_{d}$ is an abbreviated form introduced for notional simplicity. $\theta$ and $\phi$ are the polar and azimuthal angle of the orientation of the dipolar vector w.r.t. the direction of the polarization of the spins, respectively [26, 27]. We also have $\omega_{d} = \sqrt{\frac{6\pi \gamma^{2} \hbar}{5r^{3}}}$, where $\gamma$ is the gyromagnetic ratio of the spin and $r$ is the distance between the spins.

We must note that the assumption of a complete dipolar interaction between the qubits, as given above, instead of a simplified $\vec{\sigma}_{1}.\vec{\sigma}_{2}$ secular form results in certain differences in the dynamics of the qubits. First of all, the secular form (contains only the $T_{0}^{2}$ term) is a part of the full form given above. In the interaction representation, $m \neq 0$ terms are the time-dependent part of dipolar coupling. These terms contribute to the dissipator and result in the reduction of the persistent entanglement of the qubit pairs. Other differences which results from $T_{m}^{2} \forall m \neq 0$ would be discussed in detail in the section III.

Finally, $H_{L}(t)$ denotes time-dependent thermal fluctuations acting on the environment. Since the thermal fluctuations are ubiquitous in an environment, we explicitly take this into account along with the other terms in the Hamiltonian. Since the thermal fluctuations do not destroy the equilibrium of the environment, as a simple model, we assume that $H_{L}(t)$ commutes with the static Hamiltonian of the environment $\mathcal{H}_{L}^{0}$. It is also assumed that the
The timescale of fluctuations is must faster than the timescale of the evolution of the system. The explicit form of the fluctuation Hamiltonian is given by

\[ H_L(t) = \sum_i f_i(t) |\phi_i\rangle \langle \phi_i| \]  

where \( \phi_i \)s are the eigenstates of \( H_L \), \( i \) is the number of energy levels of the environment. Here, \( f_i \) is modeled as the stationary and delta-correlated, Gaussian stochastic variables with standard deviation \( K \). Therefore, \( f_i(t) = 0 \), \( f_i(t_a)f_j(t_b) = \frac{1}{\tau_c} \delta_{ij} \delta(t_a - t_b) \) and \( K^2/2 = 1/\tau_c \).

III. EQUATIONS OF MOTION

To arrive at the equation of motion from the above Hamiltonian, we use recently-introduced fluctuation-regulated quantum master equation, whose form is given by,

\[
\frac{d\rho_s}{dt} = -i \text{Tr}_L \left[ H_{\text{eff}}(t), \rho_s(t) \otimes \rho^{eq}_L \right]^{sec} \\
- \int_0^\infty d\tau \text{Tr}_L \left[ H_{\text{eff}}(t), \left[ H_{\text{eff}}(t-\tau), \rho_s(t) \otimes \rho^{eq}_L \right] \right]^{sec} e^{-|\tau|/\tau_c} \tag{4}
\]

where, \( H_{\text{eff}} \) contains the system-environment coupling and other interactions. We note that the effect of the fluctuations are contained in the kernel \( e^{-|\tau|/\tau_c} \) which is obtained from a cumulant expansion of the propagator containing the fluctuations. The equation is written in the interaction representation w.r.t. to the static Hamiltonians of the system and the environment. Since, FRQME is relatively new, hence we provide a brief summary of its derivation in the appendix [A].

We note that the spectral density functions of the system-environment coupling are obtained as

\[
\int_0^\infty d\tau e^{-\tau/\tau_c} \langle B_{\text{int}}(t) B^*_{\text{int}}(t-\tau) \rangle \text{Tr}_L \left\{ \mathcal{L}_+ \mathcal{L}_- \rho^{eq}_L \right\} \langle \eta(\vec{r}_n) \eta^*(\vec{r}_m) \rangle \tag{5}
\]

where, \( B_{\text{int}}(t) \) is the time-dependent scalar part of the system-environment coupling in the interaction representation and we write the Fourier transform of the time correlation \( \langle B_{\text{int}}(t) B^*_{\text{int}}(t-\tau) \rangle = J \pm i\delta\omega \), with \( J \) and \( \delta\omega \) denoting the real and the imaginary parts. The term \( \langle \eta(\vec{r}_n) \eta(\vec{r}_m) \rangle = \alpha^{1-\delta_{nm}} \) indicates the spatial correlation of the bath. We note that the scalar factor \( \alpha \in [0, 1] \) appears only in the cross terms, when the environment couples two different spins (\( n \neq m \)) through the environment operator. For the operator part, we
assume that $\text{Tr}_L\{\mathcal{L}_L^{\pm} \rho_L^{eq}\} = 1 \pm M_\circ$ where $\rho_L^{eq}$ is the equilibrium density matrix of the environment. This assumption implies that the qubits will inherit equilibrium populations $(1 \pm M_\circ)/2$, i.e., an equilibrium polarization $\langle \sigma_z \rangle = M_\circ$ when the environment is completely local, i.e., $\alpha = 0$. We note again that in the above, it is also assumed that only energy levels of the environment contribute to the above integral whose separation exactly matches with the Larmor frequency of qubits i.e. the resonant modes.

A common environment could be modeled as a tight-binding chain of oscillators to which the qubits are coupled. For such cases, $\alpha$ had been shown to be a decreasing function of the distance between the qubits $r$. It could be chosen to have an exponential form $\alpha = \exp(-r/\xi)$, where $\xi$ is the correlation length of the spatially correlated environment originating from the chain of oscillators. In such a formulation, $\alpha$ remains a measure of the commonness of the environment. We refer to the works of McCutcheon et al. for more details on the spatially correlated environment.

We note that $\alpha = 0$ signifies a separate local environment for each qubit. With $\alpha = 0$, the qubits relax to their equilibrium polarization with a time constant of $1/J$. The $\delta\omega$ terms in the spectral density give rise to the Lamb shifts in equations of the observables, which do not commute with $\sigma_z^{(1,2)}$. On the other hand, $\alpha = 1$ indicates that both the spins are coupled to a single common environment. For intermediate values of $\alpha$, the environment is a mixture of the common and the local environments. Interestingly, since $\alpha$ and the dipolar coupling both are functions of $r$, we expect competition between the two distance-dependent processes and investigate that in this manuscript.

Using FRQME, we obtain the dynamical equation as,

$$\frac{d\rho_s}{dt} = -i[\omega_{d,0} T_0^2 + H_{\text{Lamb}} + H_{\text{dds}}, \rho_s] + D\rho_s + Q\rho_s$$

where, $H_{\text{Lamb}}$ is the Lamb shift from the system-environment coupling, and is given by,

$$H_{\text{Lamb}} = -\sum_{i,j=1}^2 \alpha^{(1-\delta_{ij})} \delta\omega \left((1 + M_\circ)\sigma_z^i \sigma_z^j - (1 - M_\circ)\sigma_z^i \sigma_z^j\right),$$

where, $\alpha$ appears only in the cross terms ($i \neq j$). $H_{\text{dds}}$ is the second order shift similar to the Lamb shift term shown above, arises from the $T_m^2, m \neq 0$ part of the dipolar coupling Hamiltonian, and is given by,

$$H_{\text{dds}} = -\sum_{n=-2 \atop n \neq 0}^2 \delta\kappa_n T_n^2 T_{-n}^2$$
where, $\delta\kappa_m, m \in \{1, 2\}$ is the imaginary part of the spectral density corresponding to $T_m^2$ term from $H_{DD}$. The complex spectral density corresponding to $T_m^2$ term from $H_{DD}$ is given by,

$$\kappa_m + i\delta\kappa_m = \frac{|\omega_{d,m}|^2\tau_c}{1 + (m\omega_c\tau_c)^2} (1 + im\omega_c\tau_c).$$  \hspace{1cm} (9)$$

The form of the dissipator $D\rho_s$ from the system-environment coupling is obtained in the Lindbladian form as,

$$D\rho_s = \sum_{i,j=1}^{2} \alpha^{(1-\delta_{ij})} J \left[ (1 + M_o)(2\sigma^+_i\rho_s\sigma^+_j - \{\sigma^+_i\sigma^+_j, \rho_s\}) \right] + (1 - M_o)(2\sigma^-_i\rho_s\sigma^-_j - \{\sigma^-_i\sigma^-_j, \rho_s\})$$

\hspace{1cm} (10)

The higher-order contributions of the dipolar Hamiltonian, denoted by $Q\rho_s$ in the Eq. (6), is obtained in a Lindbladian form given by,

$$Q\rho_s = \sum_{m=-2}^{2} \kappa_m \left[ 2T_m^2\rho_sT_m^2 - \{T_m^2, T_{-m}^2, \rho_s\} \right].$$

\hspace{1cm} (11)

In case of dipolar interaction, the first order term consists of $m = 0$ term (shown above in Eq. (6)) and the second order contributions are coming from the following combination of $m$ value of $H_{DD}$. They are, $m = \{0, 0\}, \{-1, 1\}, \{-2, 2\}$. Other combinations are not survived under secular combination.

**A. Analysis in terms of observables**

The natural choice for analyzing the master equation described by Eq. (6) is to move to a Liouville space description. Liouville space presentation of this QME is, $\frac{d\rho_s}{dt} = \hat{L}\rho_s$ where, $\hat{L}$ is the Liouvillian superoperator. The resulting Liouvillian matrix is a $n^2 \times n^2$ matrix, and the density matrix is a $n^2 \times 1$ column matrix, where $n$ is the length of the Hilbert space. The size of the Liouvillian is not convenient for algebraic manipulation. We note that the Liouvillian is completely symmetric with respect to exchanging the labels of qubits 1 and 2. Instead of using 15 independent elements of the reduced density matrix $\rho_s$, we use the observables’ expectation values constructed from the Pauli matrices of the qubits. The equations (12) describe the construction of the observables and their expectation values. We note that the positive (negative) signs generate a set of symmetric (asymmetric) observables.
with respect to the exchange of qubit indices. It is clear that we have nine symmetric and six asymmetric observables, which are given by,

\[
M^{(\pm)}_\alpha = \frac{1}{2} \text{Tr}_s[(\sigma_\alpha \otimes I \pm I \otimes \sigma_\alpha) \rho_s]
\]

\[
M^{(\pm)}_{\alpha\beta} = \frac{1}{4} \text{Tr}_s[(\sigma_\alpha \otimes \sigma_\beta \pm \sigma_\beta \otimes \sigma_\alpha) \rho_s], \quad \forall \alpha \neq \beta
\]

\[
M_{\alpha\alpha} = \frac{1}{4} \text{Tr}_s[(\sigma_\alpha \otimes \sigma_\alpha) \rho_s]
\]

(12)

where, \(\alpha, \beta \in \{x, y, z\}\). The symmetric observables are denoted without the superscript (+) in the manuscript’s remaining part, and the antisymmetric observables are denoted by \(A\).

Moreover, instead of using \(M_{xx}\) and \(M_{yy}\), we use \(M_c = M_{xx} + M_{yy}\) and \(A_c = M_{xx} - M_{yy}\), for further simplifications. In terms of observables, we can write the Eq. (6) as inhomogeneous first-order coupled linear differential equations. We construct the equations for all the above observables using Eq. (6) and are shown in the appendix B.

Of the fifteen observables, \(M_z\) evolves to an equilibrium value due to system-environment coupling. Naturally, all observables which are coupled to \(M_z\) would also acquire finite equilibrium value. As such, we investigate only the set of coupled equations containing \(M_z\). The other symmetric and asymmetric observables have zero value in the steady-state and are not important for the storage problem. The coupled equations of interest are given by,

\[
\frac{1}{J} \begin{bmatrix}
\dot{M}_z \\
\dot{M}_{zz} \\
\dot{M}_c
\end{bmatrix} = \begin{bmatrix}
-(2 + \kappa_1^* + 4\kappa_2^*) & 0 & 4M_c \alpha \\
M_c & -((4 + 2\kappa_1^*) & 2\alpha + \kappa_1^* \\
-M_c \alpha & 4\alpha + 2\kappa_1^* & -(2 + \kappa_1^*)
\end{bmatrix} \begin{bmatrix}
M_z \\
M_{zz} \\
M_c
\end{bmatrix} + \begin{bmatrix}
2M_c \\
0 \\
0
\end{bmatrix}
\]

(13)

where, \(\kappa_m^* = \kappa_m/J\). We choose to represent the time in the units of \(1/J\), such that the effect of the dipolar coupling could be investigated using the scaled variables \(\kappa_m^*\). In the dynamical equation of the observables \(\{M_z, M_{zz}, M_c\}\), there are no first-order terms corresponding to \(H_{\text{DD}}\). We note that only the non-secular \((m \neq 0)\) higher-order terms from the dipolar coupling \((\kappa_1 \text{ and } \kappa_2)\) feature in the above equations. Interestingly, the term \(\kappa_1\), which originates from \(m = 1\) terms of the dipolar Hamiltonian, couples the observables \(M_{zz}\) and \(M_c\).
IV. RESULTS

The square matrix is non-singular for \( \alpha \neq 1 \). In this case, the solution does not have any initial value dependence. The steady-state solution is given by,

\[
\begin{align*}
M_z|_{t \to \infty} &= \frac{2M_o(1 + \alpha + \kappa_1^*)}{C_1} \\
M_c|_{t \to \infty} &= \frac{M_o^2 \kappa_1^*}{2C_1} \\
M_{zz}|_{t \to \infty} &= \frac{M_o^2(2 + 2\alpha + \kappa_1^*)}{4C_1}
\end{align*}
\]

(14)

where, \( C_1 = (1 + \kappa_1^*)(2 + \kappa_1^* + 4\kappa_2^*) + \alpha(2 + \kappa_1^* + 4\kappa_2^* - \kappa_1^* M_o^2) \). In the absence of the dipolar-coupling, i.e. \( \kappa_1^* = \kappa_2^* = 0 \), the steady state solution reduces to, \( M_z|_{t \to \infty} = M_o \), \( M_c|_{t \to \infty} = 0 \) and \( M_{zz}|_{t \to \infty} = M_o^2/4 \). The result exactly matches the result of the uncoupled qubits interacting with the regular environment [13, 17].

On the other hand, for \( \alpha = 1 \), there exist a super-operator \( \hat{D} = D \otimes I - I \otimes D^T \), where, \( D = \sigma_x \otimes \sigma_x + \sigma_y \otimes \sigma_y + \sigma_z \otimes \sigma_z \), which commutes with the dissipators in Eq. (6) Moreover, it implies that there exist a conserved quantity,

\[
\frac{d}{dt}(M_{xx} + M_{yy} + M_{zz}) = 0.
\]

(15)

Therefore, the final solution has an initial value dependence. The steady-state dynamics is confined in the observables-\( \{M_z, M_{zz}, M_c\} \). In the Eq. (13), the matrix is singular for \( \alpha = 1 \). The singularity also implies that the final steady state should have an initial value dependency. The steady state solution is given by,

\[
\begin{align*}
M_z|_{t \to \infty} &= \frac{2M_o(3 + 4F)(2 + \kappa_1^*)}{C_2} \\
M_c|_{t \to \infty} &= \frac{-2M_o^2 + 2F(2 + \kappa_1^*)(2 + \kappa_1^* + 4\kappa_2^*)}{C_2} \\
M_{zz}|_{t \to \infty} &= F - M_c|_{t \to \infty}
\end{align*}
\]

(16)

Here, \( C_2 = 4M_o^2 + 3(2 + \kappa_1^*)(2 + \kappa_1^* + 4\kappa_2^*) \). \( F = (M_{xx} + M_{yy} + M_{zz})|_{t \to 0} \). In the absence of the dipolar coupling, i.e. for \( \kappa_1^* = \kappa_2^* = 0 \), the above equations reduce to \( M_z|_{t \to \infty} = M_o(3 + 4F)/(3 + M_o^2) \) and \( M_c|_{t \to \infty} = (4F - M_o^2)/(6 + 2M_o^2) \), \( M_{zz}|_{t \to \infty} = F - M_c|_{t \to \infty} \). This result is in agreement with earlier work [13, 17].

Although Eq (13) appears simple, its general solution as a function of \( t \) in a closed-form is algebraically cumbersome. So, we show the numerical solutions of these equations in
graphical form. Figures 1(a-c) depict the behaviors of $M_z$, $M_c$, and $M_{zz}$ as a function of time (in the scaled units $t \rightarrow Jt$) for various values of $\kappa_1$ as shown in the legends. For these plots, it was assumed that $\kappa_2 = \kappa_1$. The solid lines show the behavior for $\alpha = 1$. We note that since $M_{zz} + M_c$ is a constant of motion for $\alpha = 1$, each of these observables reaches a steady state. The steady-state values are in agreement with the analytical forms given above and show a marked drop in the value of $M_c$ as we increase the dipolar strength. For $\alpha \neq 1$, we obtain different dynamics with the presence of a slower timescale with which the system reaches an eventual steady state. From Eq. (13), we note that $\dot{M}_{zz} + \dot{M}_c \propto (1 - \alpha)$ and hence the slower timescale depends on the departure from the commonness of the environment. This critical slowing down of the dynamics has been reported before, although its dependence on the dipolar strength remains previously unexplored [17].

From an experimental point of view, $\alpha$ tending to the value 1 would be a much more realistic scenario than the well-explored $\alpha = 1$ behavior. We observed that $M_c$ reaches the absolute maximum at the scaled time $\sim 1$ (corresponding to an actual time $1/J$), and the value remains for one or two orders of magnitude until it reaches its final steady-state value with a timescale proportional to $(1 - \alpha)$. Now $M_c$ is the expectation value of $\frac{1}{4}(\sigma_x \otimes \sigma_x + \sigma_y \otimes \sigma_y)$ of which singlet state is the eigenstate having the lowest eigenvalue. This leads to the straightforward result that the persistence of $M_c$ provides us with a long-lived entanglement in the form of a singlet state. In the next section, we explore the dynamics of this entanglement in more detail.

A. Environment-induced entanglement

Entanglement is entirely a quantum mechanical phenomenon of a multipartite system. If a single qubit only interact with it’s local environment, the final steady state is a thermal state, and a thermal state is a highly non-entangled state. On the other-hand the EIE originating from a CE is a well-known since the seminal work of Plenio and others [2, 14, 28–30]. We study the growth and the preservation of entanglements in the system through a well-established measure concurrence [31, 32]. For a bipartite system, the concurrence as a measure was first proposed by Wooters using the eigenvalues of the following Hermitian matrix $\sqrt{\rho_s \tilde{\rho}_s \sqrt{\rho_s}}$, where $\rho_s$ is the given system density matrix and $\tilde{\rho}_s = \sigma_y \otimes \sigma_y \rho^* \sigma_y \otimes \sigma_y$. Alternatively, the eigenvalues can be calculated from the non-Hermitian matrix $\rho \tilde{\rho}$. If $\lambda_i$ are
FIG. 1. (a), (b) and (c) show the behaviors of three observables $M_z$, $M_c$, and $M_{zz}$, respectively, as a function of time in the units of $1/J$. To arrive at these plots, the equation (13) has been solved numerically. For each variable, the relative strength of the dipolar interactions and the system-environment coupling was varied by adjusting the ratio $\kappa^* = \{0, 0.01, 0.1, 1.0, 10, 100\}$. The solid lines show the solutions for $\alpha = 1$ and the dashed lines show the solutions for $\alpha = 0.9999$. In the presence of a completely common environment $\alpha = 1$, the system reaches a steady state in agreement with the solutions in Eq. (16). For $\alpha \neq 1$, the solutions are depicted by dashed lines and the steady states are given by Eq. (14). We also note the presence of a slow timescale in addition to the fast timescale present for $\alpha = 1$ case. The fixed parameter sets are chosen as $\{M_o = 0.9, \kappa^*_2 = \kappa^*_1\}$.

The eigenvalues arranged in the decreasing order, then the concurrence ($C(\rho_s)$) is defined as,

$$C(\rho_s) = \max\{0, \lambda_1 - \lambda_2 - \lambda_3 - \lambda_4\}$$  \hspace{1cm} (17)

If $C(\rho_s) > 0$, then the system has entanglement. For $C(\rho_s) = 0$, we have a separable system. In terms of the observables $\{M_z, M_{zz}, M_c\}$, the expression for the steady state entanglement is given by, 

$$C(\rho_s) = \max\{0, 2|M_c| - \frac{1}{2}\sqrt{(1 + 4M_{zz})^2 - 4M_z^2}\}.$$  \hspace{1cm} (18)
The above Eq. (18) corroborates our earlier assertion that there is a possibility of a persistent entanglement if there is a persistent zero quantum coherence, i.e., \( M_c \neq 0 \). But the converse is not true.

Using Eq. (18), we simulate three situations in which the qubit pair may be used as a storage of entanglement. We prepare the system in an initial singlet state \( \frac{1}{\sqrt{2}}(|01\rangle - |10\rangle) \) and solve the equations of motion as in Eq. (13) for \( \alpha = 1 \) and for \( \alpha = 0.9999 \). Since the singlet state constitutes a decoherence-free subspace for the entire Liouvillian for \( \alpha = 1 \), hence it remains perfectly preserved as shown by the solid lines in Fig. 2(a). On the other hand, for \( \alpha = 0.9999 \), the singlet state remains preserved for a long time, but eventually decays (the dashed lines in Fig. 2(a)). On the other hand, when we prepare the system in a triplet state \( \frac{1}{\sqrt{2}}(|01\rangle + |10\rangle) \), irrespective of the values of \( \alpha \), the system quickly the entanglement at a much shorter time and more so when the dipolar coupling is strong (\( \kappa^* = 100 \) case decays faster than \( \kappa^*_1 = 0.01 \) case). The plots for the triplet case are shown in Fig. 2(b).

Also, as yet another method of generation and storage of entanglement, we prepare the system having a negative dipolar order \( M_{zz} = -1/4 \). In this condition, we have a strong entanglement build up and perfect preservation for \( \alpha = 1 \) (solid lines in Fig. 2(c)). On the other hand, for \( \alpha = 0.9999 \), the entanglement grows to the same value as that of \( \alpha = 1 \) case and remain preserved for several orders of magnitude of time in terms of \( 1/J \). The entanglement eventually decays to zero value. We note that the timescale of preservation is strongly dependent on the dipolar coupling strength. For \( \kappa^*_1 = 1 \), the entanglement build-up is small and decays faster than for \( \kappa^*_1 = 0.01 \). As such, for such storage protocols, the dipolar coupling plays a detrimental role.

To understand the roles of the commonness of the environment \( \alpha \) and the effects of the nonsecular dipolar coupling \( \kappa^*_1 \), we plot the maximum value of the concurrence achieved by using the above protocol, for a range of values of \( \{\alpha, \kappa^*_1\} \). The resulting contour plot is shown in Fig. 3. The contours clearly show that the concurrence is highest for high values of \( \alpha \) and low values of \( \kappa^*_1 \).

V. DISCUSSIONS

Fig. 1(b) shows that \( M_c \) is finite for \( \alpha = 1 \). So, the possibility of persistent EIE only occurs at the critical point \( \alpha = 1 \). For \( 0 < \alpha < 1 \), the EIE survives at the intermediate
FIG. 2. Figure (a) shows the plot of concurrence $C(\rho_s)$ as a function of time for $\alpha = 1$ by solid lines, and $\alpha = 0.9999$ by dashed lines, when the system was initially prepared in a singlet state. We observe that the concurrence is perfectly preserved for $\alpha = 1$ and decays to zero value for $\alpha < 1$. For each $\alpha$ the dipolar coupling (in the scaled unit, $\kappa^*_m = \kappa_m / J$) has been varied over four orders of magnitude from $1e^{-2}$ to $1e+2$, as shown in the figure legends. Figure (b) shows the plot of concurrence $C(\rho_s)$ as a function of time for $\alpha = 1$ by solid lines, and $\alpha = 0.9999$ by dashed lines, when the system was initially prepared in a triplet state. We notice that the triplet state decays almost four orders of magnitude faster than the singlet state. We also observe that stronger dipolar coupling enhances the triplet decay rate. Figure (c) shows the plot of concurrence $C(\rho_s)$ as a function of time for $\alpha = 1$ by solid lines, and $\alpha = 0.9999$ by dashed lines, when the system was initially prepared with zero values for all observables. As $M_c$ builds up in the system, so does the concurrence according to Eq. (18). However, the concurrence later decays for $\alpha < 1$ (shown by dashed lines, as opposed to the solid lines for $\alpha = 1$) with a slower timescale. We note that the stronger dipolar coupling enhances the decay rate. The concurrence is preserved for over one order of magnitude of time ($\sim 1/J$) for small dipolar coupling.

time-scale. Fig. 2(c), captures the time-evolution of $C(\rho_s)$ for $\alpha = 0.9999$ and the initial density matrix $\rho_s^{ini} = 1/4 - (\sigma_z \otimes \sigma_z)/4$. The EIE, as measured via concurrence, grows and
FIG. 3. The figure shows the filled contour of the maximum value of $C(\rho_s)$ a function of $\kappa^*_1$ and $\alpha$. The initial state has been chosen to be $M_z = M_c = 0$ and $M_{zz} = -1/4$, which provides the maximum build-up of the entanglements due to a close-to-common environment with $\alpha = 0.9999$. To arrive at this plot, equations (13) were solved for a specific choice of $\{\kappa^*_1, \alpha\}$ and the concurrence has been calculated as a function of time, and the maximum value is selected. We note that the maximum value of the concurrence monotonically increases with increasing $\alpha$, whereas, increasing the dipolar coupling amplitude, the entanglement between the qubits decays. The color range that has been used in the plot is shown in the color bar on the right with the upper and lower bounds of the range. We observe that with the increase of the dipolar coupling, the maximum value of the concurrence decreases.

attains maximum value in the intermediate time and finally decays to zero at the steady state. The characteristics of the graph is same as $|M_c|$ vs time in the Fig. 1(b). We also show that the value of the $C(\rho_s)$ decreases for an increase in the dipolar interaction in Fig. 2(c). The second order dipolar terms dominate over system-environment terms for larger $\kappa^*_1$, which results in a faster decay of the entanglement.

In case of the dipolar-interaction, the secular term ($m = 0$ in Eq. 2) does not contribute in the time evolution of the following observables $M_{xx}, M_{yy}, M_{zz}, M_z$. We note that the earlier versions of QME are based on the independent rate approximation 33. In such formalism, the secular parts ($m \neq 0$) of the dipolar interactions are taken into account, however secular part does not affect the evolution of the above observables. Since the non-secular contributions had not been included, the previous approaches failed to capture the second-order effect of the following pairs, $m = [\{0, 0\}, \{1, -1\}, \{2, -2\}] 34$. In this context, FRQME is clearly a better tool as it incorporates the effect of those terms in the dissipator.

The concepts for the generation and the preservation of EIE is extensively used in quan-
tum storage devices, in the conceptualization of quantum batteries, and environment medi-
ated information transfer processes \cite{35,38}. Our results show that the dissipators from the
nonsecular part of dipolar coupling play an obstructive role in this process. It is clear from
Fig. 3 that the desirable condition for the maximum sustained concurrence is to reduce $\kappa^*_1$ and to increase $\alpha$. One may increase the physical separation between the qubits to reduce
$\kappa^*_1$. At the same time, it is essential that qubits remain coupled to a common environment
with $\alpha \to 1$. Since $\alpha = \exp(-r/\xi)$, we must have $\xi \gg r$, i.e., an environment with a large
spatial correlation length much larger than the distance between the qubits. This necessi-
tates a suitably engineered quantum reservoir as a common environment. While there are
examples of reservoir engineering \cite{39,41}, we note that Plenio et al. originally reported cou-
pling two physically distant atoms to a lossy cavity \cite{2}. Such methods will be preferable to
an environment created by a tight-binding chain of oscillators since a cavity is much easier
to fabricate.

We note that apparently $\kappa^*_1$ could be reduced by increasing $J$ i.e., the system-environment
relaxation rate, since $\kappa^*_1 = \kappa_1/J$. This would indeed increase the concurrence, as evident in
Fig. 3. However, the length of the time over which the entanglement is preserved increases
with $1/J$. So, any attempt to increase $J$ will result in a shortening of the entanglement
storage time. As such, increasing the qubit separation would be the preferred way to decrease
the dipolar effects on the decay of the entanglement.

McCutcheon et al. showed that one conceptualization of a spatially-correlated environ-
ment was to use a chain of coupled harmonic oscillators. For such an environment, the
correlation length of the environment remains a function of the temperature \cite{17}. It is ex-
pected that with the decrease of temperature, the correlation length will increase. This
facilitates creating efficient storage since the separation of the qubits could be increased.
However, we also note that at lower temperatures, the validity of a Markovian quantum
master equation may become questionable. Particularly, the crucial assumption of the sep-
aration of timescales of the fluctuations and the system dynamics may not hold at very low
temperatures since the fluctuations would have a longer correlation time. As such, lowering
the temperature may benefit the storage devices, however, the present analysis would
probably not be valid at lower temperatures.
VI. CONCLUSION

We demonstrate the detrimental effect of the dipolar interaction on the generation and the preservation of entanglement in a qubit pair that is coupled to a spatially-correlated common environment. Using the formalism of FRQME, we have shown that the second-order contribution of the nonsecular component of the dipolar interaction strongly affects the EIE, which is a major disadvantage for the environment-mediated information storage device. We discuss the efficacy of various engineered environments in mitigating this problem. Our results show that qubits coupled to a spatially correlated lossy cavity would be a preferred solution for entanglement storage.
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Appendix A: Fluctuation-regulated quantum master equation

Since the fluctuation-regulated quantum master equation (FRQME) is relatively new, we provide here a brief sketch of its derivation. For more details, the reader may consult the original work of Chakrabarti et al. [21].

We consider a driven-dissipative quantum system in the presence of thermal fluctuations. Since the thermal fluctuations are ubiquitous, we explicitly introduce the fluctuations as a separate Hamiltonian. The total Hamiltonian of the system and the environment is written as,

\[ \mathcal{H} = \mathcal{H}_s^0 + \mathcal{H}_l^0 + \mathcal{H}_{\text{sl}} + \mathcal{H}_{\text{loc}} + \mathcal{H}_l(t). \]  

(A1)

In the above eq[\ref{A1}] the first two terms represent the free Hamiltonian of the system and environment. \( \mathcal{H}_{\text{sl}} \) is the system-environment coupling Hamiltonian. \( \mathcal{H}_{\text{loc}} \) is the local interaction present in the system, e.g. external drive, dipolar interactions, etc. \( \mathcal{H}_l(t) \) is the
thermal fluctuation Hamiltonian. The form of $\mathcal{H}_L(t)$ is given by,

$$\mathcal{H}_L(t) = \sum_i f_i(t) |\phi_i \rangle \langle \phi_i|$$  \hspace{1cm} (A2)

where, $\phi$s are the eigenstates of $\mathcal{H}_L^i$. $i$ is the number of energy levels in the bath. Here, $f_i$ is modeled as the stationary and delta-correlated, Gaussian stochastic variables with standard deviation $K$. Therefore, $f_i(t) = 0$, $f_i(t_a)f_j(t_b) = \frac{1}{\tau_c} \delta_{ij} \delta(t_a - t_b)$ and $K^2/2 = 1/\tau_c$. Hence, all the coherences in the local environment decays within a time-scale $\tau_c$. For a Markovian system, the time-scale of the evolution should be much larger than $\tau_c$. In this formalism, we use the coarse-grained prescription provided by Cohen-Tannoudji et al. to construct a smooth dynamical equation for the system [33]. The coarse-grained time-scale is defined as $\Delta t$, which is assumed to be $\tau_c << \Delta t << T_1, T_2$. Here $T_1, T_2$ is the system relaxation time-scale. Starting from the von-Neumann Liouville equation of the total density matrix $\rho(t)$ in the interaction frame, the solution at the time-interval $t + \Delta t$ is given by,

$$\rho(t + \Delta t) = \rho(t) - i \int_t^{t+\Delta t} [H_{\text{eff}}(t_1) + H_L(t_1), \rho(t_1)] dt_1$$  \hspace{1cm} (A3)

Here, $H_{\text{eff}}(t)$ is the interaction representation of $\mathcal{H}_{SL} + \mathcal{H}_{\text{loc}}$. The dynamical equation for the system density matrices $\rho_s$ can be constructed by taking the partial trace over bath variables on the both side of the eq[A3]. The commutator including $H_L(t)$ will vanish by taking the partial trace. In the right-hand side the density matrices can be written as, $\rho(t_1) = U(t_1, t)\rho(t)U^\dagger(t_1, t)$, where, $U(t_1, t)$ is the time evolution operator. The following condition, $\tau_c << 1/\omega_{sl}, 1/\omega_{\text{loc}}$ ensures that the time-scale of the fluctuations is much faster than the system-time evolution. Hence, the time-evolution operator must be linear in $H_{\text{eff}}$ but it contains all possible higher order terms in $H_L(t)$. The expression of the finite propagator is given by [21],

$$U(t_1, t) = U_L(t_1, t) - i \int_t^{t_1} dt_2 H_{\text{eff}}(t_2) U_L(t_2, t)$$  \hspace{1cm} (A4)

Here, $U_L(t_1, t) = \mathcal{T} \exp(-i \int_t^{t_1} H_L(t_2) dt_2)$. At the initial time $t$, the system and bath is assumed to be uncorrelated., $\rho(t) = \rho_L^{eq} \otimes \rho_s(t)$. This is known as Born-approximation [33]. By using the form of $U(t_1, t)$ in eq[A3] and taking ensemble average over all $f_i$s, the exponential kernel arises in the second order terms of $H_{\text{eff}}(t)$ $[U_L(t_1)\rho(t)U_L^\dagger(t_2) = \rho_L^{eq} \otimes$
\[ \rho_s(t) e^{-\frac{t_1-t_2}{\tau_c}} \]. The final form of coarse-grained, time-local Markovian master equation given by,

\[
\frac{d\rho_s}{dt} = -i \text{Tr} \left[ H_{\text{eff}}(t), \rho_s(t) \otimes \rho_{eq}^{\text{L}} \right]^{\text{sec}} \\
- \int_0^\infty d\tau \text{Tr} \left[ H_{\text{eff}}(t), \left[ H_{\text{eff}}(t-\tau), \rho_s(t) \otimes \rho_{eq}^{\text{L}} \right] \right]^{\text{sec}} e^{-\frac{\tau}{\tau_c}} \tag{A5} \]

The superscript ‘sec’ denotes the secular approximation, which requires neglecting the contribution of the higher oscillating term of the FRQME. The above form of FRQME can be reduced to the famous Gorini-Kossakowski-Lindblad-Sudarsan (GKLS) form. Hence trace preservation, and complete positivity also holds for FRQME [21]. The main feature of the above eq-(A5) is the presence of an exponential kernel in the second-order terms, which gives a non-diverging behavior for \( H_{\text{eff}} \) in the dynamics. In the presence of periodic drive, the drive-induced dissipation (DID), drive induced shifts (DIS) originated from the second-order terms [23, 24]. Using FRQME, the second-order effect of dipolar interaction in the ‘magic-angle spinning’ (MAS) experiment of NMR spectroscopy has also been studied theoretically by this same authors [19].

Appendix B: Complete set of equations in terms of the observables

The dynamical equation can be written using 15 observables. The equations can be arranged in a block-diagonal from. Equations of each block is presented here. The general form is given by,

\[
\dot{A} = \mathbb{L}A + \mathbb{B} \tag{B1} \]

\( A \) is the column vector of the observables, \( \mathbb{L} \) is the dynamical matrix, \( \mathbb{B} \) is the inhomogeneous term.

The first block consist of \( A_1^T = [M_z \quad M_{zz} \quad M_c] \). the form of \( \mathbb{L} \) is given by,

\[
\mathbb{L}_1 = \begin{bmatrix}
-2J - \kappa_1 - 4\kappa_2 & 0 & 4M_0\alpha J \\
M_0 J & -4J - 2\kappa_1 & 2\alpha J + \kappa_1 \\
-M_0 \alpha J & 4\alpha J + 2\kappa_1 & -2J - \kappa_1
\end{bmatrix} \tag{B2} \]
and \( B^T = [2M_c, J, 0, 0] \). The second block is consist of \( A^T_2 = [M_x, M_y, M_{xz}, M_{yz}] \)

\[
L_2 = \begin{bmatrix}
-\left(\frac{3}{2}\kappa_1 + \kappa_2 + 9\kappa_0 + J\right) & -\delta\kappa_1 - \delta\kappa_2 + \delta\omega & -2M_cJ\alpha & 2M_c\alpha\delta\omega + 6\omega d_0 \\
+\delta\kappa_1 + \delta\kappa_2 - \delta\omega & -\left(\frac{3}{2}\kappa_1 + \kappa_2 + 9\kappa_0 + J\right) & -(2M_c\alpha\delta\omega + 6\omega d_0) & -2M_cJ\alpha \\
M_cJ + M_cJa & \frac{M_c\alpha\delta\omega}{2} + \frac{3}{2}\omega d_0 & -\left(\frac{3}{2}\kappa_1 + \kappa_2 + 9\kappa_0 + 3J + 2Ja\right) & -\delta\kappa_1 - \delta\kappa_2 + \delta\omega \\
-\left(\frac{M_c\alpha\delta\omega}{2} + \frac{3}{2}\omega d_0\right) & M_cJ + \frac{M_cJa}{2} & \frac{\delta\kappa_1}{2} + \delta\kappa_2 - \delta\omega & -\left(\frac{3}{2}\kappa_1 + \kappa_2 + 9\kappa_0 + 3J + 2Ja\right)
\end{bmatrix}
\] (B3)

\( B_2 \) is a null column vector. The third block consists of \( A^T_3 = [M_{xy}, A_c] \). The form of \( L_3 \) is given by,

\[
L_3 = \begin{bmatrix}
-(\kappa_1 + 2\kappa_2 + 2J) & (\delta\kappa_1 + 2\delta\kappa_2 - 2\delta\omega) \\
-(\delta\kappa_1 + 2\delta\kappa_2 - 2\delta\omega) & -(\kappa_1 + 2\kappa_2 + 2J)
\end{bmatrix}
\] (B4)

\( B_3 \) is a null column vector. The fourth block consists of \( A^T_4 = [A_{xy}, A_z] \). The form of \( L_4 \) is given by,

\[
L_4 = \begin{bmatrix}
-(\kappa_1 + 4\kappa_0 + 2J) & (M_c\alpha\delta\omega + \omega d_0) \\
-4(M_c\alpha\delta\omega + \omega d_0) & -(\kappa_1 + 2\kappa_0 + 2J)
\end{bmatrix}
\] (B5)

\( B_4 \) is a null column vector. The fifth block consists of \( A^T_5 = [A_x, A_y, A_{xz}, A_{yz}] \). The form of \( L_5 \) is given by,

\[
L_5 = \begin{bmatrix}
-\left(\frac{3}{2}\kappa_1 + \kappa_2 + \kappa_0 + J\right) & -\delta\kappa_1 - \delta\kappa_2 + \delta\omega & 2M_cJ\alpha & -2M_c\alpha\delta\omega + 2\omega d_0 \\
+\delta\kappa_1 + \delta\kappa_2 - \delta\omega & -\left(\frac{3}{2}\kappa_1 + \kappa_2 + \kappa_0 + J\right) & 2M_c\alpha\delta\omega - 2\omega d_0 & 2M_cJ\alpha \\
M_cJ - \frac{M_cJa}{2} & -\frac{M_c\alpha\delta\omega}{2} + \frac{3}{2}\omega d_0 & -\left(\frac{3}{2}\kappa_1 + \kappa_2 + \kappa_0 + 3J - 2Ja\right) & -\delta\kappa_1 - \delta\kappa_2 + \delta\omega \\
-\frac{M_c\alpha\delta\omega}{2} - \frac{3}{2}\omega d_0 & M_cJ - \frac{M_cJa}{2} & \frac{\delta\kappa_1}{2} + \delta\kappa_2 - \delta\omega & -\left(\frac{3}{2}\kappa_1 + \kappa_2 + \kappa_0 + 3J - 2Ja\right)
\end{bmatrix}
\] (B6)

\( B_5 \) is also null column vector.
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