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Abstract. The numerical approximation of incompressible fluid-structure interaction problems with Lagrange multiplier is generally based on strongly coupled schemes. This delivers unconditional stability but at the expense of solving a computationally demanding coupled system at each time-step. For the case of the coupling with immersed thin-walled solids, we introduce a class of semi-implicit coupling schemes which avoids strongly coupling without compromising stability and accuracy. A priori energy and error estimates are derived. The theoretical results are illustrated through numerical experiments in an academic benchmark. fluid-structure interaction, immersed boundary method, Lagrange multiplier, finite elements, time-splitting schemes.

1. Introduction

The numerical simulation of multi-physics systems coupling an incompressible viscous fluid with an immersed thin-walled elastic solid is of major importance in many engineering and living systems. Among the examples, we can mention the aeroelasticity of parachutes and sailing boats and the mechanics of capsules, biological cells and heart valves (see, e.g., [46, 56, 28, 50, 53, 39, 48, 57]).

These coupled problems often feature large interface displacements, with potential contact between solids, so that the favored spatial discretization is mainly based on unfitted mesh approximations (the fluid mesh is not fitted to the fluid-solid interface). Among these methods, the most popular are the immersed boundary method (see, e.g., [52, 49, 10]) and the fictitious domain method (see, e.g., [37, 6, 27, 42, 17, 2, 14, 25]), which treat the solid in its natural Lagrangian formalism. We refer to [19] for a recent numerical study which compares some of these approaches.

Over the last decade, significant advances have been achieved in the development and the analysis of time splitting schemes that avoid strong coupling without compromising stability and accuracy. The majority of these studies is limited to fitted fluid and solid meshes (see, e.g., [33, 51, 7, 23, 33, 22, 47, 32, 35, 8, 30, 34, 45]). Within the unfitted mesh framework, splitting schemes which efficiently avoid strong coupling are much more rare. The original time-stepping scheme of the immersed boundary method uncouples the fluid and solid time-marchings (actually, the solid solver is never called) but at the price of enforcing severe time-step restrictions for stability (see, e.g., [10]). The splitting schemes reported in [24, 2, 43, 41] are also known to enforce severe time-step restrictions for stability/accuracy or to be sensitive to the amount of added-mass effect.
In the present paper, we introduce a semi-implicit coupling scheme for a formulation based on the introduction of a Lagrange multiplier which avoids the above mentioned issues. The proposed approach generalizes the ideas introduced in [29, 31] to the case of unfitted mesh approximations with Lagrange multipliers (see [12, 14]). The analysis shows, in particular, that the scheme with first-order extrapolation yields unconditional stability and optimal (first-order) accuracy in time. To the best of our knowledge, this is the first time that the full numerical analysis is addressed for linear incompressible fluid-structure interaction problems with Lagrange multipliers. Numerical experiments in an academic test case illustrate the behavior of the proposed approach.

The rest of the paper is organized as follows. Section 2 presents the coupled system and its weak formulation with Lagrange multipliers. The numerical methods are described in Section 3. Section 4 presents the stability and the error analysis. Numerical evidence of the theoretical findings is provided in Section 5.

2. Problem setting and weak formulation

We consider fluid-structure interaction problems characterized by a thin-walled structure immersed in an incompressible viscous fluid. Let $\Omega \subset \mathbb{R}^d$, $d = 2, 3$, be a fixed bounded domain with Lipschitz continuous boundary $\Gamma$. In order to describe the dynamics of the structure immersed in the fluid, we use a Lagrangian framework. The elastic thin-walled structure is represented by its mid-surface (i.e., a curve if $d = 2$ or a surface if $d = 3$). Let $\Sigma \subset \mathbb{R}^d$ be the reference configuration of the thin-walled structure mid-surface. Its current position, denoted by $\Sigma(t)$, is obtained as the image of the deformation mapping $\phi(\cdot, t) : \Sigma \to \Sigma(t) \subset \Omega$. The domain occupied by the fluid is denoted $\Omega(t) = \Omega \setminus \Sigma(t)$ and its boundary by $\partial \Omega(t) = \Gamma \cup \Sigma(t)$. We assume that the interface $\Sigma(t)$ is oriented by a unitary normal vector field $\mathbf{n}$, which induces a positive and a negative side in the fluid domain $\Omega(t)$, with respective unit normals $\mathbf{n}^+ := \mathbf{n}$ and $\mathbf{n}^- := -\mathbf{n}$ on $\Sigma(t)$. Thus, we can define the positive and negative sided-restrictions to $\Sigma(t)$ of a given field $f$ defined in $\Omega(t)$, as $f^+(x) := \lim_{\xi \to 0^+} f(x + \xi \mathbf{n}^+)$, $f^-(x) := \lim_{\xi \to 0^-} f(x + \xi \mathbf{n}^-)$, $\forall x \in \Sigma(t)$, and the normal jump $\|f\mathbf{n}\| := f^+ \mathbf{n}^+ + f^- \mathbf{n}^-$. 

![Figure 1. Geometrical configuration of the FSI problem.](image-url)
We adopt the Eulerian framework to write the Navier-Stokes equations which govern the dynamics of the incompressible fluid and the Lagrangian framework for the elastodynamics of the thin structure. We denote by \( \sigma^f := -pI + 2\mu \nabla \varepsilon(u) \) the Cauchy stress tensor for incompressible fluids, where \( \varepsilon(u) := (\nabla u + (\nabla u)^\top) / 2 \) is the strain tensor. We assume that the abstract linear surface differential operator \( L \) describes the solid elastic effects. Hence, we have the following coupled problem.

**Problem 1.** Given \( u_0, d_0 \) and \( d_1 \), for \( t \in [0, T] \), find the fluid velocity \( u \), the pressure \( p \) in \( \Omega(t) \), the solid displacement \( d \) and velocity \( \dot{d} \) in \( \Sigma \) such that:

- **Fluid sub-problem:**
  \[
  \begin{aligned}
  \rho^f (\partial_t u + u \nabla u) - \text{div} \; \sigma^f &= 0 \quad \text{in} \; \Omega(t), \\
  \text{div} \; u &= 0 \quad \text{in} \; \Omega(t), \\
  u &= 0 \quad \text{on} \; \Gamma.
  \end{aligned}
  \]

- **Solid sub-problem:**
  \[
  \begin{aligned}
  \rho^s \varepsilon \partial_t d + Ld &= f_\Sigma \quad \text{in} \; \Sigma, \\
  \partial_t d &= \dot{d} \quad \text{in} \; \Sigma, \\
  d &= 0 \quad \text{on} \; \partial \Sigma.
  \end{aligned}
  \]

- **Interface coupling conditions:**
  \[
  \begin{aligned}
  \phi = I + d \quad \text{in} \; \Sigma, \\
  u \circ \phi = \dot{d} \quad \text{on} \; \Sigma, \\
  \int_{\Sigma} f_\Sigma \cdot w = - \int_{\Sigma(t)} [\sigma^f u] \cdot w \circ \phi^{-1} \quad \forall w : \Sigma \to \mathbb{R}^d \; \text{smooth}.
  \end{aligned}
  \]

- **Initial conditions:**
  \[
  \begin{aligned}
  u(\cdot, 0) &= u_0 \quad \text{in} \; \Omega(0), \\
  d(\cdot, 0) &= d_0, \quad \dot{d}(\cdot, 0) = d_1 \quad \text{in} \; \Sigma.
  \end{aligned}
  \]

The relation (3)2 enforces the so-called kinematic coupling condition (continuity of velocity across the interface), while (3)3 states that the tractions along the immersed interface have to be equilibrated (dynamic coupling).

**Remark.** In Problem 1, the solid mid-surface is fully identified with the fluid-solid interface \( \Sigma \), by neglecting the solid thickness effects in the interface coupling. This is a rather widespread modeling assumption when coupling thin-walled solids with a 3D media (see, e.g., [26, 44]). Yet, in the context of immersed boundary methods, a correction term is often introduced to remove the across-the-thickness additional fluid mass (see, e.g., [11, 12]).

In the following, we introduce the weak formulation of Problem 1. We shall make use of the standard Sobolev space \( H^1_0(D) \) of the vector valued functions in \( H^1(D) \) which vanish on the boundary \( \Gamma \), and of \( L^2_0(D) \) the subspace of functions in \( L^2(D) \) with zero mean value in \( D \). The corresponding norms are denoted by \( \| \cdot \|_1 \) and \( \| \cdot \|_0 \), respectively. The scalar product in \( L^2(D) \) is denoted by \( (\cdot, \cdot)_D \). The subscript is dropped if \( D = \Omega \). We denote by \( \mathbf{W} \subseteq H^1(\Sigma)^d \) the subspace of admissible deformation which satisfy the Dirichlet boundary condition for the solid. Moreover, we shall use the bilinear forms \( a^f : (H^1_0(\Omega)^d \times L^2_0(\Omega)) \times (H^1_0(\Omega)^d \times L^2_0(\Omega)) \to \mathbb{R} \).
and $a^\ast : \mathbf{W} \times \mathbf{W} \rightarrow \mathbb{R}$ and the trilinear form $b : H^1_0(\Omega)^d \times H^1_0(\Omega)^d \times H^1_0(\Omega)^d \rightarrow \mathbb{R}$, defined by:

$$
a^f((u,p),(v,q)) := 2\mu(c(u),c(v)) - (\nabla v,p) + (\nabla u,q),$$

$$b(z,u,v) := \frac{\rho f}{2}((z \cdot \nabla u,v) - (z \cdot \nabla v,u)), \quad a^\ast(d,w) := (Ld,w)_\Sigma = (d.Lw)_\Sigma.\) We assume that $a^\ast$ is symmetric, continuous and coercive on $\mathbf{W}$ with associated norm $\|\cdot\|_\ast^2 = a^\ast(\cdot,\cdot)$ and that it commutes with the time derivative, that is $\partial_t a^\ast(w(t),w(t)) = 2a^\ast(\partial_t w(t),w(t)).$

By multiplying the relations (1) and (2) by $\rho f(t,\dot{u}), b(u,u,v) + a^f((u,p),(v,q)) = (\|\sigma f\|,v)_{\Sigma(t)} = 0,$

$$
\rho^\ast(\partial_t d,w)_{\Sigma} + a^\ast(d,w) = (f_\Sigma,w)_{\Sigma}.
$$

These relations are coupled through conditions (3). In this work, we will enforce the kinematic coupling (3) variationally using Lagrange multipliers (see, e.g., [12]).

To this purpose we introduce the Lagrange multiplier space $\Lambda := (\frac{1}{2},\Sigma)\}$, the trace space $\mathcal{Z} := \frac{1}{2},\Sigma$ and the bilinear form $c : \Lambda \times \mathcal{Z} \rightarrow \mathbb{R}$, defined as

$$
c(\mu,w) := \langle \mu, w \rangle \quad \forall \mu \in \Lambda, w \in \mathcal{Z},$$

where $\langle \cdot, \cdot \rangle$ denotes the duality pairing between $\Lambda$ and $\mathcal{Z}$. Problem [1] can hence be formulated in weak form as follows:

**Problem 2.** Given $u_0, \mathbf{d}_0, \mathbf{d}_1$ with $u_0 \circ \phi_0 = \mathbf{d}_1$ in $\Sigma$, for $t \in [0,T]$, find $u(t) \in H^1_0(\Omega)^d$, $p(t) \in L^2_0(\Omega)$, $\mathbf{d}(t) \in \mathbf{W}$, $\dot{\mathbf{d}}(t) \in \mathbf{W}$ and $\lambda(t) \in \Lambda$ such that:

$$
\rho^f(\partial_t u(t),v) + b(u(t),u(t),v) + a^f((u(t),p(t)),(v,q))
+ c(\lambda(t),(v \circ \phi)(t)) - c(\mu,u(t),\dot{\mathbf{d}}(t)) = 0
\quad \forall (v,q,\mu) \in H^1_0(\Omega)^d \times L^2_0(\Omega) \times \Lambda,
$$

$$
\rho^\ast(\partial_t d(t),w)_{\Sigma} + a^\ast(d(t),w) = c(\lambda(t),w)
\quad \forall w \in \mathbf{W},
$$

$$
\dot{\mathbf{d}}(t) = \partial_t d(t),
\phi(t) = I + \mathbf{d}(t) \text{ in } \Sigma,
\mathbf{u}(0) = u_0 \text{ in } \Omega, \quad \mathbf{d}(0) = \mathbf{d}_0 \text{ in } \Sigma, \quad \dot{\mathbf{d}}(0) = \mathbf{d}_1 \text{ in } \Sigma.
$$

Comparing Problem 2 with the integral formulation (5), we see that the Lagrange multiplier corresponds to the fluid-structure interaction forces acting on the structure $\lambda = f_\Sigma$. By taking $\mathbf{v} = u(t)$, $q = p(t)$, $w = \dot{\mathbf{d}}(t)$ and $\mu = \lambda(t)$ in Problem 2 we have the following energy estimate:

$$
\rho^f \|u(t)\|_{0,\Omega}^2 + 4\mu \int_0^t \|\varepsilon(u(s))\|_{0,\Omega}^2 ds + \rho^\ast \|\dot{\mathbf{d}}(t)\|_{0,\Sigma}^2 + \|d(t)\|_{\ast}^2
= \rho^f \|u_0\|_{0,\Omega}^2 + \|\mathbf{d}_0\|_{\ast}^2 + \rho^\ast \|\mathbf{d}_1\|_{0,\Sigma}^2.
$$

### 3. Numerical Methods

This section is devoted to the numerical approximation of Problem 2. The next section presents the spatial discretization, using the immersed boundary/fictitious domain finite element method with Lagrange multipliers (see [12], [14]). Section 3.2...
is devoted to the time discretization. In particular, new splitting schemes are introduced by generalizing the ideas introduced in \cite{29,31}.

3.1. **Unfitted mesh based semi-discretization in space.** The weak treatment of the interface coupling in Problem 2 through the Lagrange multiplier, enables the arbitrary choice of the fluid and solid meshes. The main difficulty lies in the computation of the the coupling terms \( c(\mu, v \circ \phi) \), which require to evaluate the velocity basis functions composed with the mapping \( \phi \), and, consequently, to intersect the current configuration of the immersed solid with the fixed underlying fluid mesh. This problem also arises in alternative unfitted mesh methods (see, e.g., \cite{31}).

Let us introduce the finite element spaces we shall use to discretize the problem. We can choose either a pair of space \( V_h \) and \( Q_h \) which satisfy the inf-sup conditions for the Stokes equations or stabilized finite elements. In this paper, we choose the \( P_1/P_1 \) stabilized elements defined as follows. Let \( T_h \) be a regular subdivision of \( \Omega \) into triangles if \( d = 2 \), tetrahedrons if \( d = 3 \) and let \( S_h \) be a regular subdivision of the reference domain \( \Sigma \) into segments if \( d = 2 \) or triangles if \( d = 3 \). We denote by \( h_t \) and \( h_s \) the meshesizes of \( T_h \) and \( S_h \), respectively. We introduce the following finite element spaces

\[
\begin{align*}
V_h &= \{ v \in H^1_0(\Omega)^d : v|_K \in P_1^d \ \forall K \in T_h \}, \\
Q_h &= \{ q \in L^2(\Omega) : q|_K \in P_1 \ \forall K \in T_h \}, \\
W_h &= \{ w \in W : w|_K \in P_1 \ \forall K \in S_h \}, \\
\Lambda_h &= \{ \mu \in H^1(\Sigma)^d : \mu|_K \in P_1^d \ \forall K \in S_h \},
\end{align*}
\]

where \( P_1(K) \) stands for the space of affine polynomials on \( K \). We use the stabilization technique introduced in \cite{21}, by adding the following term in the discrete counterpart of (7):

\[
s_h(p,q) = \gamma \sum_{K \in T_h} h_K^2 (\nabla p, \nabla q)_K \quad \forall p,q \in Q_h,
\]

where \( \gamma > 0 \) is a suitable user-defined constant. We shall use also the broken norm \( |q|_{h,s}^2 = s_h(q,q) \), for all \( q \in Q_h \), and the discrete Stokes bilinear form

\[
a_h^\ell((u,p),(v,q)) := a^\ell((u,p),(v,q)) + s_h(p,q).
\]

The space semi discrete approximation of Problem 2 then reads:

**Problem 3.** Given \( u_{0,h} \in V_h, d_{0,h} \in W_h, d_{1,h} \in W_h \) and \( \phi_{0,h} \in W_h \), for \( t \in [0,T] \), find \( u_h(t) \in V_h, p_h(t) \in Q_h, d_h(t) \in W_h, \dot{d}_h(t) \in W_h \) and \( \lambda_h(t) \in \Lambda_h \) such that:

\[
\begin{align*}
\rho^\ell(\partial_t u_h(t), v) + b(u_h(t), u_h(t), v) + a_h^\ell((u_h(t), p_h(t)), (v,q)) \\
+ c(\lambda_h(t), v \circ \phi_h(t)) - c(\mu, (u_h \circ \phi_h)(t) - \dot{d}_h(t)) &= 0 \\
\forall (v,q,\mu) \in V_h \times Q_h \times \Lambda_h, \\
\rho^\varepsilon(\partial_t d_h(t), w) + a^\varepsilon(d_h(t), w) &= c(\lambda_h(t), w) \\
\forall w \in W_h, \\
\dot{d}_h(t) &= \partial_t d_h(t), \\
\phi_h(t) &= I + d_h(t) \ \text{in} \ \Sigma, \\
u_h(0) &= u_{0,h} \ \text{in} \ \Omega, \ d_h(0) = d_{0,h} \ \text{in} \ \Sigma, \ \dot{d}_h(0) = d_{1,h} \ \text{in} \ \Sigma.
\end{align*}
\]
Let $\rho^f \|u_h(t)\|_{0, \Omega}^2 + 4\mu \int_0^t \|\epsilon(u_h(s))\|_{0, \Omega}^2 ds + \rho^* \|\dot{\mathbf{d}}_h(t)\|_{0, \Sigma}^2 + \|d_h(t)\|_{0, \Sigma}^2$

$$\rho^f \|u_{0,h}\|_{0, \Omega}^2 + 4\mu \sum_{n=1}^{N} \tau \|\epsilon(u^n_h)\|_{0, \Omega}^2 + \rho^* \|\dot{\mathbf{d}}_h^n\|_{0, \Sigma}^2 + \|d_h^n\|_{0, \Sigma}^2 + 2 \sum_{m=1}^{N} \tau |p_{h,m}|_h^2 \\
\leq \rho^f \|u^n_h\|_{0, \Omega}^2 + \rho^* \|\dot{\mathbf{d}}_h^n\|_{0, \Sigma}^2.$$

3.2. Time discretization and splitting schemes. In this subsection, we present a semi-implicit time discretization of Problem 1. Given a positive integer $N$, let $\tau = T/N$ be the time step, and $t_n = n\tau$ for $n = 0, \ldots, N$. For a given function $g$ depending on $t$, we adopt the following notation

$$g^n := g(t_n), \quad \partial_t g^n := \frac{g^n - g^{n-1}}{\tau}, \quad \partial_t^2 g^n := \frac{g^n - 2g^{n-1} + g^{n-2}}{\tau^2}.$$

3.2.1. Strongly coupled scheme. Using the backward Euler scheme and evaluating the term along the structure location at the previous time step, we have the following strongly coupled scheme (see (12)).

**Algorithm 1.** Let $u_{0,h} \in V_h, d_{0,h} \in W_h, d_{1,h} \in W_h$ and $\phi_{0,h} \in W_h$ be given. We set $u^n_h = u_{0,h}, d^n_h = d_{0,h}$ and $\dot{d}_h = d_{1,h}$. For $n = 1, \ldots, N$, perform the following steps:

1. **Step 1.** Find $(u^n_h, p^n_h, \lambda^n_h, d^n_h, \dot{d}_h^n) \in V_h \times Q_h \times \Lambda_h \times W_h \times W_h$ such that:

$$\rho^f (\partial_t u^n_h, v) + b(u^n_h, u^n_h, v) + a_h^f((u^n_h, p^n_h), (v, q)) \begin{cases} \quad + c(\lambda^n_h, v, \phi^{n-1}_h) - c(\mu, u^n_h, \phi^{n-1}_h - \dot{d}_h^n) = 0 \\
\forall (v, q, \mu) \in V_h \times Q_h \times \Lambda_h, \end{cases}$$

$$\rho^* \langle \rho (\partial_t^2 \dot{d}_h^n, w), w \rangle + a^s(d^n_h, w) = c(\lambda^n_h, w) \quad \forall w \in W_h,$$

$$\dot{d}_h^n = \partial_t d^n_h.$$

2. **Step 2.** Update interface: $\phi^n_h = I + \dot{d}_h^n$.

At each time step, Algorithm 1 involves the solution of the monolithic system (13) with a saddle point structure. The existence and uniqueness of the continuous and discrete versions of such problem have been analyzed in [14] in the case of inf-sup stable finite element discretization of the Stokes equation, and optimal a priori error estimates have been deduced according to the theory of discretization of saddle point problems (see, e.g., [9]). More recently, the above analysis has been extended to cover the case of stabilized $P_1/P_1$ elements in [3].

Testing (13) with $(v, q, \mu, w) = (u^n_h, p^n_h, \lambda^n_h, \dot{d}_h^n)$ and using the velocity-displacement relation $d^n_h = \partial_t d^n_h$, the energy estimate (12) extends also to Problem 1 in the following form (see also [12] Proposition 4):

$$\rho^f \|u^n_h\|_{0, \Omega}^2 + 4\mu \sum_{m=1}^{N} \tau \|\epsilon(u^n_h)\|_{0, \Omega}^2 + \rho^* \|\dot{d}_h^n\|_{0, \Sigma}^2 + \|d_h^n\|_{0, \Sigma}^2 + 2 \sum_{m=1}^{N} \tau |p_{h,m}|_h^2 \\
\leq \rho^f \|u^n_h\|_{0, \Omega}^2 + \rho^* \|\dot{d}_h^n\|_{0, \Sigma}^2.$$
solving at each time step a high-dimensional heterogenous system, which can be ill conditioned and computational demanding.

3.2.2. Splitting schemes. In order to circumvent the computational complexity of the strong coupling (Algorithm 1), the time discretizations of the original immersed boundary method introduced a significant time splitting in the computation of the fluid and solid fields (see, e.g., [58, 55, 16, 15, 11]). Basically, the idea consisted in treating explicitly the solid elastic contributions within the fluid and then retrieving the solid displacement directly from the interpolation of the fluid velocity into the solid grid. The fundamental drawback of this approach is that restrictive CFL-like conditions are required for stability (see, e.g., [58, 55, 16, 15, 11]). Within the context of the spatial approximation provided by Problem 3, this solution procedure would take the following form:

Algorithm 2. Let \( u_{0,h} \in V_h, d_{0,h} \in W_h, d_{1,h} \in W_h \) and \( \phi_{0,h} \in W_h \) be given. We set \( u^n = u_{0,h}, d^n = d_{0,h} \) and \( \dot{d}^n = d_{1,h} \) for \( n = 1, \ldots, N \), perform the following steps:

\[
\begin{align*}
\text{Step 1.} & \quad \text{Find } (u^n, p^n, \lambda^n_h, \dot{d}^n) \in V_h \times Q_h \times A_h \times W_h \text{ such that:} \\
\text{(14)} & \quad \frac{\rho}{\partial_t} u^n, v + b(u^n, u^n, v) + a^t_h((u^n, p^n), (v, q)) \\
& \quad + c(\lambda^n_h, v) \circ \phi_h^{n-1} - c(\mu, u^n, \phi_h^{n-1} - \dot{d}^n) = 0 \quad \forall (v, q, \mu) \in V_h \times Q_h \times A_h, \\
& \quad \rho \varepsilon(\partial_t \dot{d}^n, w) = c(\lambda^n_h, w) - a^s(d^n_{h-1}, w) \quad \forall w \in W_h. \\
\text{Step 2.} & \quad \text{Update solid displacement: } \dot{d}^n = \dot{d}^n_{h-1} + \tau \dot{d}^n_h. \\
\text{Step 3.} & \quad \text{Update interface: } \phi^n_h = I + \dot{d}^n_h.
\end{align*}
\]

The main idea behind the splitting of Algorithm 2 is to treat separately the two forcing terms: the solid inertial and elastic contributions are, respectively, implicitly and explicitly coupled with the fluid. The first avoids added-mass stability issues while the second introduces a certain degree of splitting in the time-discretization. Note that, contrarily to Algorithm 1, the solid solver is never called in Algorithm 2.

In fact, this is the source of instability in the scheme. Indeed, a simple argument shows that by testing (14) with \((v, q, \mu) = (u_h^n, p_h^n, \lambda_h^n)\) we get the energy estimate

\[
\begin{align*}
\text{(15)} & \quad \rho \frac{\|u^n\|^2}{\partial_t \Omega} + 4\mu \sum_{m=1}^{N} \tau \|\epsilon(u^n_m)\|_{\partial \Omega}^2 + \rho \varepsilon \|\dot{d}^n_h\|_{\partial \Omega}^2 + \|\dot{d}^n_h\|_{\Sigma}^2 + 2 \sum_{m=1}^{N} \tau |p_h^n|_{s_h}^2 \\
& \quad \leq \rho \frac{\|u^n\|^2}{\partial_t \Omega} + \rho \varepsilon \|\dot{d}^n_h\|_{\partial \Omega}^2 + \|\dot{d}^n_h\|_{\Sigma}^2 + \|\dot{d}^n_h\|_{\partial t}^2 + 2 \sum_{m=1}^{N} \tau a^s(d^n_{h-1} - d^n_{h-1}, \dot{d}^n_h).
\end{align*}
\]

Note that the last term is nothing but the artificial power generated by the explicit treatment of the solid elastic contributions in (14). This can be controlled, but at the expense of enforcing restrictive CFL-like stability conditions (see Remark 3.2.2 for the details).

Remark. In order to get stability from (15), the last term can be controlled via a Gronwall type argument. Indeed, it suffices to use the continuity of \( a^t \) and a
Algorithm 3. Let \( d_h^{m-1}, d_h^m \) be approximations of the displacement at time \( t_n \) and \( t_{n+1} \) respectively. The energy stability properties of the methods are analyzed in the next section, while Section 4.2 provides an a priori error analysis in the case of a linearized version of Problem 4.1.

Note that, if \( d_h \) is a smooth function of \( t \), then the above extrapolations provide an approximation error of order \( r \).

Algorithm 3. Let \( u_{0,h}, d_{0,h}, d_{1,h} \in W_h \) and \( \phi_{0,h} \in W_h \) be given. We set \( i_h^0 = u_{0,h}, d_h^0 = d_{0,h} \) and \( d_h^1 = d_{1,h} \). For \( n = 1, \ldots, N \), perform the following steps:

1. Find \( (u_h^n, p_h^n, \lambda_h^n, d_h^{n-\frac{1}{2}}) \in V_h \times Q_h \times \Lambda_h \) such that

\[
\begin{aligned}
\rho \partial_t u_h^n + b(u_h^{n-1}, u_h^n, v) + a_h^n((u_h^n, p_h^n), (v, q)) &= 0 \\
+c(\lambda_h^n, v \circ \phi_h^{n-1}) - c(\mu, u_h^n \circ \phi_h^{n-1} - d_h^{n-\frac{1}{2}}) &= 0 \\
\forall (v, q, \mu) \in V_h \times Q_h \times \Lambda_h, \\
\rho \varepsilon &\left( d_h^{n-\frac{1}{2}} - d_h^{n-1}, w \right)_\Sigma = c(\lambda_h^n, w) - a^e(d_h^n, w) &\forall w \in W_h,
\end{aligned}
\]

2. Find \( (d_h^n, d_h^\star) \in W_h \times W_h \) such that

\[
\begin{aligned}
\rho \varepsilon (\partial_t d_h^n, w) + a^e(d_h^n, w) &= c(\lambda_h^n, w) &\forall w \in W_h, \\
\dot{d}_h^n &= \partial_t d_h^n.
\end{aligned}
\]

3. Update interface: \( \phi_h^n = I + d_h^n \).

Remark. For a specific choice of the Lagrange multipliers space \( \Lambda_h \), the unknowns \( \lambda_h^n \) and \( d_h^{n-\frac{1}{2}} \) in step 1 of Algorithm 3 can be eliminated in terms of \( (u_h^n, p_h^n) \) (see [18]).

4. Numerical analysis of Algorithm 3

This section is devoted to the numerical analysis of the splitting schemes given by Algorithm 3. The energy stability properties of the methods are analyzed in the next section, while Section 4.2 provides an a priori error analysis in the case of a linearized version of Problem 4.1.
4.1. **Energy stability analysis.** This section is devoted to the analysis of the stability properties of Algorithm 3. To this purpose, we first recall some auxiliary results which will be used later. The first one is a quite general version of discrete Gronwall’s Lemma from [40].

**Lemma 1.** Let \( \tau, B \) and \( a_m, b_m, c_m, \gamma_m \), for integers \( m \geq 1 \), be non negative numbers such that, for \( n \geq 1 \)

\[
a_n + \tau \sum_{m=1}^{n} b_m \leq \tau \sum_{m=1}^{n} \gamma_m a_m + \tau \sum_{m=1}^{n} c_m + B.
\]

Suppose that \( \tau \gamma_m < 1 \) for all \( m \geq 1 \). Then, for \( n \geq 1 \) it holds

\[
a_n + \tau \sum_{m=1}^{n} b_m \leq \exp \left( \tau \sum_{m=1}^{n} \gamma_m \right) \left( \tau \sum_{m=1}^{n} c_m + B \right).
\]

We define a discrete counterpart \( L_h : W \to W_h \) of the elastic operator \( L \) as follows:

\[
(L_h w, z)_\Sigma = a^s(w, z)
\]

for all \( z \in W_h \). In [29, Lemma 1] the following properties of \( L_h \) have been proved:

**Lemma 2.** Let \( Lw \in L^2(\Sigma)^d \), then

\[
|L_h w|_{0,\Sigma} \leq C|Lw|_{0,\Sigma}.
\]

Under the assumption that the mesh \( S_h \) is quasi-uniform, then there exists a positive constant \( C_1 \) such that for all \( w_h \in W_h \) it holds true

\[
L_h w_h \leq C_1 h^{-2} \|w_h\|.
\]

From equation (18) we obtain the following characterization of the intermediate value of the displacement velocity in terms of the solid velocity and displacement:

**Lemma 3.** Let \( \{u_h^n, p_h^n, \Lambda_h^n, \dot{d}_h^{n-\frac{1}{2}}, \dot{d}_h^n, \dot{D}_h^n\}_{n \geq 1} \subset V_h \times Q_h \times A_h \times W_h \times W_h \times W_h \) be given by Algorithm 3. We have

\[
\dot{d}_h^{n-\frac{1}{2}} = \dot{d}_h^n + \frac{\tau}{\rho \beta} L_h (\dot{d}_h^n - \dot{d}_h^{n\ast}).
\]

**Proof.** By subraction (18) form (17) we get

\[
\frac{\rho \beta}{\tau} (\dot{d}_h^{n-\frac{1}{2}} - \dot{d}_h^n, w)_\Sigma - a^s(\dot{d}_h^n - \dot{d}_h^{n\ast}, w) = 0
\]

for all \( w \in W_h \). The relation hence follows by from the definition of the discrete elastic operator [19].

The energy estimate for Algorithm 3 is given in terms of the **discrete energy** \( E_h^n \) and of the **discrete dissipation** \( D_h^n \) defined, respectively, as

\[
E_h^n = \rho^f \|u_h^n\|_{0,\Omega}^2 + \rho^s \|\dot{d}_h^n\|_{0,\Sigma}^2 + \|\dot{D}_h^n\|_{0,\Sigma}^2,
\]

\[
E_h^n = \rho^f \|u_h^n\|_{0,\Omega}^2 + \rho^s \|\dot{d}_h^n\|_{0,\Sigma}^2 + \|\dot{D}_h^n\|_{0,\Sigma}^2,
\]

\[
D_h^n = \sum_{m=1}^{n} \tau (4\mu \|e(u_h^n)\|_{0,\Omega}^2 + 2|p_h^n|_{s_i}^2).
\]

The following theorem states that the splitting scheme is unconditionally stable for \( r = 1 \), while for \( r = 2 \) it is conditionally stable.
Theorem 1. Let \( \{(u^n_h, p_h^n, \lambda^n_h, d_h^n, \hat{d}_h^n, \hat{d}_h^{n-\frac{1}{2}})\}_{n \geq 1} \subset V_h \times Q_h \times A_h \times W_h \times W_h \times W_h \) be given by Algorithm [3].

- Scheme with \( r = 1 \). For \( n \geq 1 \), we have

\[
E_h^n + D_h^n + \tau^2 \| \dot{d}_h^n \|^2 + \frac{\tau}{2\rho \varepsilon} \| L_h d_h^n \|^2_{0, \Omega} \leq E_h^0 + \tau^2 \| \dot{d}_1, h \|^2 + \frac{\tau}{2\rho \varepsilon} \| L_h d_{0, h} \|^2_{0, \Omega}.
\]

- Scheme with \( r = 2 \). Let \( \tau \) and \( h_s \) be such that there exist \( \alpha > 0 \) such that

\[
\left\{ \begin{array}{l}
\tau \leq \alpha \left( \frac{\rho \varepsilon}{C_1} \right)^{\frac{3}{2}} h_s^{\frac{3}{2}}, \\
2\tau \alpha^3 < 1,
\end{array} \right.
\]

then, for \( n \geq 1 \), we have

\[
E_h^n + D_h^n \leq \exp \left( \frac{2\gamma t_n}{1 - 2\gamma} \right) E_h^0.
\]

Proof. By taking \( v = u_h^n, q = p_h^n, w = \dot{d}_h^{n-\frac{1}{2}} \) and \( \mu = -\lambda_h^n \) in [17], and using the well known equality \( 2(a - b, a) = (a^2 - b^2 + (a - b)^2) \), we have

\[
\frac{\rho^2}{2} \left( \| u_h^n \|^2_{0, \Omega} - \| u_h^{n-1} \|^2_{0, \Omega} + \| u_h^n - u_h^{n-1} \|^2_{0, \Omega} \right) + 2\tau \mu \| \epsilon(u_h^n) \|^2_{0, \Omega} + \tau |p_h^n|^2_{0, h_s} \\
+ \rho \varepsilon (\dot{d}_h^{n-\frac{1}{2}} - \dot{d}_h^{n-1}, \dot{d}_h^{n-\frac{1}{2}})_{\Omega} = -\tau a^s(d_h^n, \dot{d}_h^{n-\frac{1}{2}}).
\]

On the other hand, by testing (23) with \( w = \dot{d}_h^{n-\frac{1}{2}} \) and by adding the resulting equation to (28), we get

\[
\frac{\rho^2}{2} \left( \| u_h^n \|^2_{0, \Omega} - \| u_h^{n-1} \|^2_{0, \Omega} + \| u_h^n - u_h^{n-1} \|^2_{0, \Omega} \right) + 2\tau \mu \| \epsilon(u_h^n) \|^2_{0, \Omega} + \tau |p_h^n|^2_{0, h_s} \\
+ \rho \varepsilon (\dot{d}_h^n - \dot{d}_h^{n-1}, \dot{d}_h^{n-\frac{1}{2}})_{\Omega} + \tau a^s(d_h^n, \dot{d}_h^{n-\frac{1}{2}}) = 0.
\]

By introducing in the above equation the characterization of \( \dot{d}_h^{n-\frac{1}{2}} \) given in (22) yields

\[
\frac{\rho^2}{2} \left( \| u_h^n \|^2_{0, \Omega} - \| u_h^{n-1} \|^2_{0, \Omega} + \| u_h^n - u_h^{n-1} \|^2_{0, \Omega} \right) + 2\tau \mu \| \epsilon(u_h^n) \|^2_{0, \Omega} + \tau |p_h^n|^2_{0, h_s} \\
+ \frac{\rho \varepsilon}{2} \left( \| \dot{d}_h^n \|^2_{0, \Omega} - \| \dot{d}_h^{n-1} \|^2_{0, \Omega} + \| \dot{d}_h^n - \dot{d}_h^{n-1} \|^2_{0, \Omega} \right) \\
+ \frac{1}{2} \left( \| \dot{d}_h^n \|^2_{0, \Omega} - \| \dot{d}_h^{n-1} \|^2_{0, \Omega} + \| \dot{d}_h^n - \dot{d}_h^{n-1} \|^2_{0, \Omega} \right) + T_1 + T_2 = 0,
\]

with

\[
T_1 := \tau \left( \dot{d}_h^n - \dot{d}_h^{n-1}, L_h(d_h^n - d_h^{n-1}) \right)_{\Omega}, \quad T_2 := \frac{\tau^2}{\rho \varepsilon} a^s(d_h^n, L_h(d_h^n - d_h^{n-1})).
\]

We estimate this terms as in [28 Theorem 1], by treating each case of extrapolation separately.
Case $r = 1$. We have $d_h^{n*} = d_h^{n-1}$, so that $L_h (d_h^n - d_h^{n*}) = L_h (d_h^n - d_h^{n-1}) = \tau L_h \dot{d}_h^n$. By using the definition of the discrete operator $L_h$ we get the following relations for $T_1$ and $T_2$:

$$
T_1 = \tau^2 \left( \dot{d}_h^n - \dot{d}_h^{n-1}, L_h \dot{d}_h^n \right)_\Sigma = \tau^2 a^\Sigma \left( \dot{d}_h^n - \dot{d}_h^{n-1}, \dot{d}_h^n \right)_\Sigma \\
= \frac{\tau}{2} \left( ||\dot{d}_h^n||^2_{\Sigma} - ||\dot{d}_h^{n-1}||^2_{\Sigma} + ||\dot{d}_h^n - \dot{d}_h^{n-1}||^2_{\Sigma} \right),
$$

$$
T_2 = \frac{\tau^2}{\rho^\varepsilon} \left( L_h d_h^n, L_h (d_h^n - d_h^{n*}) \right)_\Sigma \\
= \frac{\tau^2}{\rho^\varepsilon} \left( ||L_h d_h^n||^2_{0,\Sigma} - ||L_h d_h^{n-1}||^2_{0,\Sigma} + ||L_h (d_h^{n} - d_h^{n-1})||^2_{0,\Sigma} \right).
$$

By inserting these equalities into (29) and summing over $n$, we obtain (25).

Case $r = 2$. We have $d_h^{n*} = d_h^{n-1} + \tau d_h^{n-1}$, which yields

$$
L_h (d_h^n - d_h^{n*}) = L_h (d_h^n - d_h^{n-1} - \tau \dot{d}_h^{n-1}) = \tau L_h (\dot{d}_h^n - \dot{d}_h^{n-1}).
$$

Substituting the last relation in $T_1$ and $T_2$ gives

$$
T_1 = \tau^2 \left( \dot{d}_h^n - \dot{d}_h^{n-1}, L_h (\dot{d}_h^n - \dot{d}_h^{n-1}) \right)_\Sigma \\
= \tau^2 a^\Sigma (\dot{d}_h^n - \dot{d}_h^{n-1}, \dot{d}_h^n - \dot{d}_h^{n-1}) = \tau^2 ||\dot{d}_h^n - \dot{d}_h^{n-1}||^2, \\
T_2 = \frac{\tau^3}{\rho^\varepsilon} a^\Sigma (L_h \dot{d}_h^n, \dot{d}_h^n - \dot{d}_h^{n-1}) = \frac{\tau^3}{\rho^\varepsilon} a^\Sigma (L_h \dot{d}_h^n, \dot{d}_h^n - \dot{d}_h^{n-1}) \\
\geq -\frac{\tau^3}{\rho^\varepsilon} ||L_h d_h^n||_{0,\Sigma} ||\dot{d}_h^n - \dot{d}_h^{n-1}||_s \\
\geq -\frac{\tau^3}{\rho^\varepsilon} c^2 \|d_h^n\|_{0,\Sigma}^2 - \tau^2 \|\dot{d}_h^n - \dot{d}_h^{n-1}\|_{s}^2 \\
\geq -\tau \alpha^3 \|d_h^n\|_{0,\Sigma}^2 - \tau^2 \|\dot{d}_h^n - \dot{d}_h^{n-1}\|_{s}^2.
$$

In the two last bounds of $T_2$, the inverse estimate (21), the Young’s inequality and (26) were used. By inserting these expression into (29) and by summing over $n$, we get

$$
\rho f \|u_h^n\|_{0,\Omega}^2 + \frac{\rho^\varepsilon}{2} a^\Sigma (d_h^n, d_h^n) + \frac{1}{2} \|d_h^n\|^2_{0,\Sigma} + \tau \sum_{m=1}^n \left( 2\mu \epsilon (u_h^n)^2_{0,\Omega} + p_h^n a^\Sigma (d_h^n, d_h^n) \right) \\
\leq \rho f \|u_{0,h}\|_{0,\Omega}^2 + \frac{\rho^\varepsilon}{2} a^\Sigma (d_1,h, d_1,h) + \frac{1}{2} \|d_0,h\|^2_{0,\Sigma} + \tau \sum_{m=1}^n \alpha^3 \|d_h^n\|^2_{s}.
$$

Finally, the estimate (27) follows by applying the discrete Gronwall’s Lemma with $\gamma_m := 2\alpha^3$ and by assuming that (26) holds.

4.2. Error estimates for a linear model problem. This section is devoted to the convergence analysis of Algorithm 8 by assuming that the structure undergoes infinitesimal displacements. We can hence identify the current configuration with the reference one. Therefore the terms in Problem 2 and in Algorithm 8 which contain the composition of a function $v$ with the mappings $\phi$ and $\phi^{n-1}$, respectively, will be written simply as $v|_{\Sigma}$ instead of $v \circ \phi$. Moreover, in order to simplify the presentation, we drop out the non-linear convective term in the fluid and we assume
that the immersed structure is represented by a closed polygonal line or surface (see Fig. 1). As a consequence the discrete spaces \( W_h \) and \( A_h \) coincide,

\[
W_h = A_h.
\]

Since the pressure results to be discontinuous across the structure, we assume that the solution enjoys the following regularity properties for \( 0 < \ell < 1/2 \) and \( 0 < m \leq 1 \):

\[
\begin{align*}
\mathbf{u} &\in (H^1(0,T;H^{1+\ell}(\Omega)))^d, \quad \partial_t \mathbf{u} \in (L^2(0,T;L^2(\Omega)))^d, \\
p &\in H^1(0,T;H^\ell(\Omega)), \quad \lambda \in H^1(0,T;H^{\ell-1/2}(\Sigma))^d, \\
d &\in (H^1(0,T;H^{1+m}(\Sigma)))^d, \quad \mathbf{d} \in (L^\infty(0,T;L^2(\Sigma)))^d, \\
\dot{\mathbf{d}} &\in (H^1(0,T;H^{1+m}(\Sigma)))^d, \quad \partial_t \mathbf{d} \in (L^2(0,T;L^2(\Sigma)))^d.
\end{align*}
\]

We introduce the projection operators which will be used in the proof of the error estimates together with some approximation results. Let \( \Pi_V : H^1_0(\Omega)^d \rightarrow V_h \) and \( \Pi_Q : H^1_0(\Omega)^d \times L^2_0(\Omega) \rightarrow Q_h \) be the Stokes projection operators which to any pair \( (\mathbf{u}, p) \in H^1_0(\Omega)^d \times L^2_0(\Omega) \) associate the solution \( (\Pi_V(\mathbf{u}, p), \Pi_Q(\mathbf{u}, p)) \in V_h \times Q_h \) of the following discrete Stokes equations

\[
a^e_h((\Pi_V(\mathbf{u}, p), \Pi_Q(\mathbf{u}, p)), (\mathbf{v}, q)) = a^e((\mathbf{u}, p), (\mathbf{v}, q)) \quad \forall (\mathbf{v}, q) \in V_h \times Q_h.
\]

Exploiting carefully the stabilization term appearing in the Stokes equations discretized by the stabilized \( P_1/P_1 \) elements, one can extend the standard error estimates to the case of non smooth pressure and velocity, as follows:

\[
\| \mathbf{u} - \Pi_V(\mathbf{u}, p) \|_{1,\Omega} + \| p - \Pi_Q(\mathbf{u}, p) \|_{0,\Omega} \leq C h^\ell \| \mathbf{u} \|_{1+\ell,\Omega} + \| p \|_{\ell,\Omega}.
\]

Moreover, assuming that the domain \( \Omega \) is convex, by standard duality argument one can obtain the estimate in the \( L^2 \)-norm for the velocity, namely

\[
\| \mathbf{u} - \Pi_V(\mathbf{u}, p) \|_{0,\Omega} \leq C h^{1+\ell} \| \mathbf{u} \|_{1+\ell,\Omega} + \| p \|_{\ell,\Omega}.
\]

We denote by \( \Pi_W : \mathbf{W} \rightarrow W_h \) the elliptic projection operator associated to the bilinear form \( a^e \) as follows: for any \( \mathbf{d} \in \mathbf{W} \), \( \Pi_W \mathbf{d} \in W_h \) with

\[
a^e(\Pi_W \mathbf{d}, w_h) = a^e(\mathbf{d}, w_h) \quad \forall w_h \in W_h.
\]

Since \( a^e \) is assumed to be coercive on \( \mathbf{W} \) the following approximation estimate holds true

\[
\| \mathbf{d} - \Pi_W \mathbf{d} \|_s \leq C h^m \| \mathbf{d} \|_{1+m,\Sigma}.
\]

At the end, we introduce the projection operator \( \Pi_\lambda : \Lambda \rightarrow A_h \) for the Lagrange multiplier as follows:

\[
c(\Pi_\lambda \mathbf{\lambda}, w_h) = c(\mathbf{\lambda}, w_h) \quad \forall w_h \in W_h.
\]

We observe that we have used the same discrete space for \( \Lambda_h \) and \( W_h \) and that for smooth functions the bilinear form \( c \) can be seen as the scalar product in \( L^2(\Sigma) \). Then we have the following approximation property.

Lemma 4. Assume that \( \mathcal{S}_h \) be quasi-uniform. We have

\[
\| \mathbf{\lambda} - \Pi_\lambda \mathbf{\lambda} \|_\Lambda \leq C h^\ell \| \mathbf{\lambda} \|_{\ell - \frac{1}{2},\Sigma}
\]

for any \( \mathbf{\lambda} \in H^\ell(\Sigma)^d \).
**Proof.** In the following we shall use the $L^2$-projection $P_0$ onto $W_h$ defined by

$$(w - P_0w, z)_\Sigma = 0 \quad \forall z \in W_h.$$ 

By definition of the norm in the space $\Lambda$ and using (30), we have

$$\|\lambda - \Pi_\Lambda \lambda\|_\Lambda = \sup_{z \in H^{1/2}(\Sigma)^d} \frac{c(\lambda - \Pi_\Lambda \lambda, z)}{\|z\|_{1/2, \Sigma}} = \sup_{z \in H^{1/2}(\Sigma)^d} \frac{c(\lambda, z - P_0z)}{\|z\|_{1/2, \Sigma}} \leq \sup_{z \in H^{1/2}(\Sigma)^d} \frac{c(\lambda, w - P_0w)}{\|w\|_{1/2, \Sigma}} \leq \sup_{w \in H^{1/2}(\Sigma)^d} \frac{\|\lambda\|_{\ell^{-1/2}, \Sigma} \|w - P_0w\|_{1/2-\ell, \Sigma}}{\|w\|_{1/2, \Sigma}}.$$ 

(39)

It remains to bound $\|w - P_0w\|_{H^{1/2-\ell}(\Sigma)^d}$. Since the mesh is quasi uniform, we observe that the $L^2$-projection is stable in $H^1(\Sigma)$, see [3] and the references quoted therein which can weaken the requirement of a quasi-uniform mesh. Therefore by application of interpolation operator theory (see for example [20]) $P_0$ is stable also in $H^{1/2}(\Sigma)$, so that there exists a constant $c_0$ such that

$$\|P_0w\|_{1/2, \Sigma} \leq c_0 \|w\|_{1/2, \Sigma}.$$ 

This implies the following error estimates

$$\|w - P_0w\|_{0, \Sigma} \leq Ch^{1/2} \|w\|_{1/2, \Sigma}$$
$$\|w - P_0w\|_{1/2, \Sigma} \leq (1 + c_0) \|w\|_{1/2, \Sigma}.$$ 

Applying again the interpolation operator theory, we arrive at the desired estimate

$$\|w - P_0w\|_{1/2-\ell, \Sigma} \leq Ch^{\ell} \|w\|_{1/2, \Sigma}$$

and this inserted in (39) concludes the proof. □

The following auxiliary result provides an estimate of the error between the time derivative and the backward finite difference approximation.

**Lemma 5.** Let $X$ be a real Hilbert space endowed with the norm $\|\cdot\|_X$. Then for all $v \in H^2(0, T; X)$ we have

$$\tau \|\partial_t v^n - \partial_t v^n\|_X \leq \tau^{1/2} \|\partial_{tt} v\|_{L^2(t_{n-1}, t_n; X)}.$$ 

Moreover, for all $v \in H^1(0, T; X)$ it holds true

$$\tau \|\partial_t v^n\|_X \leq \tau^{1/2} \|\partial_{tt} v\|_{L^2(t_{n-1}, t_n; X)}.$$ 

(40)
By subtracting equations (17) and (18) from (7) we obtain the error equations.

\[
\begin{aligned}
\rho^t (\partial_t u^n - \partial_t u^n_h, \nu) + a^t ((u^n - u^n_h, p^n - p^n_h), (v, q)) + c(\lambda^n - \lambda_h^n, v|\Sigma) \\
+ c(\mu, (u^n - u^n_h)|\Sigma - (\hat{d}_n - \hat{d}_n^h)|\Sigma) - s_h(p^n_h, q) = 0 \\
\forall (v, q, \mu) \in V_h \times Q_h \times \Lambda_h,
\end{aligned}
\]

\[
\beta^e (\partial_t \hat{d}_n^h - \partial_t \hat{d}_n^h, w) + a^e(\hat{d}_n^h - \hat{d}_n^h, w) - c(\lambda^n - \lambda_h^n, w) = 0 \forall w \in W_h,
\]

where

\[
\beta^e = \beta^d = \beta^s.
\]

In order to simplify the writing, we introduce some notation.

Given \((u^n, p^n, \hat{d}_n^h, \lambda^n) \in H^1_0(\Omega)^d \times L^2(\Omega) \times W \times W \times \Lambda\), we set

\[
u^n := \Pi_Y(u^n, p^n), \quad p^n := \Pi_Q(u^n, p^n), \quad \hat{d}_n^h := \Pi_W \hat{d}_n^h, \quad \lambda^n := \Pi_{\Lambda} \lambda^n
\]

and we split the errors as follows:

\[
\begin{aligned}
\theta^n_h &:= u^n - u^n_h, \\
p^n_h &:= p^n - p^n_h, \quad \phi^n_h : = p^n - p^n_h, \\
\xi^n_h &:= \hat{d}_n^h - \hat{d}_n^h, \\
\lambda^n_h &:= \omega^n_h + \omega^n_h, \\
\omega^n_h &:= \lambda^n_h - \lambda^n_h.
\end{aligned}
\]

In the next lemma we provide an estimate of \(\omega^n_h\) in terms of the other errors.

**Lemma 6.** Let us assume that \(\Omega\) is convex and that the mesh \(S_h\) is quasi-uniform. If \(h_t / h_s\) is sufficiently small, we have

\[
\|\omega^n_h\|_A \leq C \left( \|\omega^n_h\|_A + \frac{1}{2} \|\partial_t u^n\|_{L^2(t_{n-1}, t_n; L^2(\Omega)^d)} + \|\partial_t (\theta^n_h + \phi^n_h)\|_{0, \Omega} + \|\epsilon(\theta^n_h)\|_{0, \Omega} + \|\phi^n_h\|_{0, \Omega} \right)
\]

**Proof.** In [13] Prop. 13 the following inf-sup condition has been proved: there exists a positive constant \(\beta\) such that

\[
\beta \|\omega^n_h\|_A \leq \sup_{\nu \in V_0} \frac{c(\omega^n_h, \nu|\Sigma)}{\|\nu\|_{1, \Omega}},
\]

where \(V_0\) denotes the subspace of \(H^1_0(\Omega)^d\) made of divergence free functions. Therefore, there exists \(\nu \in V_0\) such that

\[
c(\omega^n_h, \nu|\Sigma) \geq \beta \|\omega^n_h\|_A \|\nu\|_{1, \Omega}, \quad \|\nu\|_{1, \Omega} = \|\omega^n_h\|_A.
\]

Let \((\nabla_h, \pi_h) \in V_h \times Q_h\) be the solution of the associated discrete problem

\[
a^d((\nabla_h, \pi_h), (v, q)) = a^d((\nu, 0), (v, q)) \quad \forall (v, q) \in V_h \times Q_h.
\]

The following bounds thus hold true, by taking into account that \(\Omega\) is convex,

\[
\|\nabla_h\|_{1, \Omega} + \|\pi_h\|_{0, \Omega} + \|\pi_h|_{s_h} \leq C \|\nabla\|_{1, \Omega},
\]

\[
\|\nabla - \nabla_h\|_{0, \Omega} \leq Ch_t \|\nabla\|_{1, \Omega},
\]

\[
\|\nabla_h\|_{1, \Omega} \leq \|\nabla\|_{1, \Omega}.
\]

Hence, we have

\[
\beta \|\omega^n_h\|_A \|\nabla\|_{1, \Omega} \leq c(\omega^n_h, \nabla_h|\Sigma) = c(\omega^n_h, \nabla_h - \nabla_h|\Sigma) + c(\omega^n_h, \nabla_h|\Sigma) + c(\lambda^n_h - \lambda^n_h, \nabla_h|\Sigma) + c(\lambda^n - \lambda^n, \nabla_h|\Sigma).
\]
We bound the three terms on the right hand side separately. An inverse inequality, trace theorem and the error estimates above imply
\[
c(\omega_h^r, \nabla|_\Sigma - \nabla_h|_\Sigma) \leq C \left( \frac{h_t}{h_s} \right)^{1/2} \|\omega_h^r\|_\Lambda \|\nabla\|_{1,\Omega}.
\]
For the second term we use Lemma 4 as follows
\[
c(\lambda_h^n - \lambda_h^n, \nabla|_\Sigma) \leq C\|\omega_h^r\|_\Lambda \|\nabla\|_{1,\Omega}.
\]
We use the first equation in (42), the definition of the Stokes projection operator \(\Pi\), and Lemma 4 to estimate the last term in (47), namely
\[
c(\lambda^n - \lambda_h^n, \nabla|_\Sigma) = -\rho^f(\partial_t u^n - \partial_t u_h^n, \nabla_h) - 2\mu(\epsilon(u^n - u_h^n), \epsilon(\nabla_h))
+ (\text{div} \nabla_h, p^n - p_h^n)
\]
\[
= -\rho^f((\partial_t - \partial_t)u^n, \nabla_h) - \rho^f(\epsilon(\theta_h^n + \theta_h^n), \nabla_h)
- 2\mu(\epsilon(\theta_h^n), \epsilon(\nabla_h)) - s_h(\overline{\theta}, \theta^n)
\leq C\|\nabla\|_{1,\Omega} (\frac{\tau}{2} \|\partial_t u\|_{L^2(t_n-1, t_n; L^2(\Omega)^d)}
+ \|\partial_t(\theta_h^n + \theta_h^n)\|_{0,\Omega} + \|\epsilon(\theta_h^n)\|_{0,\Omega} + |\phi^n|_{s_n}).
\]
Putting together the last inequalities in (47) and taking into account (46), we obtain
\[
\beta\|\omega_h^n\|_\Lambda \leq C \left( \frac{h_t}{h_s} \right)^{1/2} \|\omega_h^n\|_\Lambda + C \left( \|\omega_h^n\|_\Lambda + \tau^{1/2} \|\partial_t u\|_{L^2(t_n-1, t_n; L^2(\Omega)^d)}
+ \|\partial_t(\theta_h^n + \theta_h^n)\|_{0,\Omega} + \|\epsilon(\theta_h^n)\|_{0,\Omega} + |\phi^n|_{s_n} \right).
\]
Choosing \(h_t/h_s\) sufficiently small we get (44), which concludes the proof. \(\square\)

The solid intermediate velocity \(\hat{d}_h^{n-1/2}\) provided in Step 1 of Algorithm 3 is actually an approximation of \(\hat{d}_h^n\), hence we introduce the following error
\[
\chi_h^n = \hat{d}_h^n - \hat{d}_h^{n-1/2}.
\]
Hence, owing to (22), we have
\[
\chi_h^n = \xi_h^n - \frac{\tau}{\rho^+} L_h(d_h^n - d_h^{n*}) = \hat{\xi}_h^n + \frac{\tau}{\rho^+} L_h(\xi_h^n - \xi_h^{n*}) - \frac{\tau}{\rho^+} L_h(d^n - d^{n*}).
\]
The following theorem states the main result of this section. It provides an error bound on the discrete approximation errors.

**Theorem 2.** Let \((u^n, p^n, \hat{d}_h^n, \hat{d}_h^{-1/2}, \lambda^n) \in H_0^1(\Omega)^d \times L_0^2(\Omega) \times W \times W \times \Lambda\) be the solution of Problem 2 and let \((\hat{u}_h^n, \hat{p}_h^n, \hat{d}_h^{-1/2}, \hat{\lambda}_h^n) \in V_h \times Q_h \times W_h \times \Lambda_h\) and \((\hat{d}_h^n, \hat{d}_h^n) \in W_h \times W_h\) be given by Algorithm 3 respectively. Then, if \(h_t/h_s\) is sufficiently small, the following bounds hold true:
yields the projection operators introduced in (32), (35) and (37), the error equation (42)

\[
\rho^f ||\theta_h^n||_{0,\Omega}^2 + \rho^s \varepsilon ||\xi_h^n||_{0,\Omega}^2 + ||\xi_h^n||_{\Sigma}^2
\]
\[
\leq C \left( \tau^2 ||\partial_t u^f||_{L^2(0,t_n;L^2(\Omega)^d)}^2 + \tau^2 ||\partial_t d||_{L^2(0,t_n;L^2(\Sigma)^d)}^2 
\right)
\]
\[
+ \tau^2 ||\partial_t \xi_h^n||_{L^2(0,t_n;L^2(\Sigma)^d)}^2 + ||\partial_t \theta_h^n||_{L^2(0,t_n;H^1(\Omega)^d)}^2 
\]
\[
+ \tau^3 ||\partial_t \xi_h^n||_{L^2(0,t_n;L^2(\Sigma)^d)}^2 + \tau^2 ||\partial_t d||_{L^2(0,t_n;L^2(\Sigma)^d)}^2 
\]
\[
+ \frac{\tau}{\rho^s \varepsilon} \varepsilon \left( \sum_{k=1}^n \tau ||\omega_h^k||_{\Sigma}^2 + \tau ||\theta_h^n||_{1,\Omega}^2 + \tau ||\xi_h^n||_{2,\Sigma}^2 + (\rho^s \varepsilon)^2 ||\xi_h^n||_{2,\Sigma}^2 \right).
\]

**Scheme with** **r = 1:**

\[
\rho^f ||\theta_h^n||_{0,\Omega}^2 + \rho^s \varepsilon ||\xi_h^n||_{0,\Omega}^2 + ||\xi_h^n||_{\Sigma}^2
\]
\[
\leq C \left( \tau^2 ||\partial_t u||_{L^2(0,t_n;L^2(\Omega)^d)}^2 + \tau^2 ||\partial_t d||_{L^2(0,t_n;L^2(\Sigma)^d)}^2 
\right)
\]
\[
+ \tau^2 ||\partial_t \xi_h^n||_{L^2(0,t_n;L^2(\Sigma)^d)}^2 + ||\partial_t \theta_h^n||_{L^2(0,t_n;H^1(\Omega)^d)}^2 
\]
\[
+ \tau^3 ||\partial_t \xi_h^n||_{L^2(0,t_n;L^2(\Sigma)^d)}^2 + \tau^2 ||\partial_t d||_{L^2(0,t_n;L^2(\Sigma)^d)}^2 
\]
\[
+ \frac{\tau}{\rho^s \varepsilon} \varepsilon \left( \sum_{k=1}^n \tau ||\omega_h^k||_{\Sigma}^2 + \tau ||\theta_h^n||_{1,\Omega}^2 + \tau ||\xi_h^n||_{2,\Sigma}^2 + (\rho^s \varepsilon)^2 ||\xi_h^n||_{2,\Sigma}^2 \right).
\]

**Scheme with** **r = 2:** let \( \tau \) such that (26) holds true and

\[
\frac{\tau^3}{(\rho^s \varepsilon)^2} \leq 1
\]

then for \( n \geq 1 \)

\[
\rho^f ||\theta_h^n||_{0,\Omega}^2 + \rho^s \varepsilon ||\xi_h^n||_{0,\Omega}^2 + ||\xi_h^n||_{\Sigma}^2
\]
\[
\leq C \left( \tau^2 ||\partial_t u||_{L^2(0,t_n;L^2(\Omega)^d)}^2 + \tau^2 ||\partial_t d||_{L^2(0,t_n;L^2(\Sigma)^d)}^2 
\right)
\]
\[
+ \tau^2 ||\partial_t \xi_h^n||_{L^2(0,t_n;L^2(\Sigma)^d)}^2 + ||\partial_t \theta_h^n||_{L^2(0,t_n;H^1(\Omega)^d)}^2 
\]
\[
+ \tau^3 ||\partial_t \xi_h^n||_{L^2(0,t_n;L^2(\Sigma)^d)}^2 + \tau^2 ||\partial_t d||_{L^2(0,t_n;L^2(\Sigma)^d)}^2 
\]
\[
+ \frac{\tau}{\rho^s \varepsilon} \varepsilon \left( \sum_{k=1}^n \tau ||\omega_h^k||_{\Sigma}^2 + \tau ||\theta_h^n||_{1,\Omega}^2 + \tau ||\xi_h^n||_{2,\Sigma}^2 + (\rho^s \varepsilon)^2 ||\xi_h^n||_{2,\Sigma}^2 \right).
\]

**Proof.** By using the notation introduced in (43) and recalling the definitions of the projection operators introduced in (32), (35) and (37), the error equation (42) yields

\[
\begin{align*}
\rho^f \partial_t \theta_h^n - \theta_h^{n-1}, \theta_h^n & + 2\mu (e(\theta_h^n), v) - (\text{div} \, v, \phi_h^n) + c(\omega_h^n, v|_{\Sigma}) \\
& = -\rho^f (\partial_t u^n - \partial_t u^n, v) - \rho^f (\partial_t \theta_h^n, v) - c(\omega_h^n, v|_{\Sigma}) \quad \forall v \in V_h, \\
(\text{div}(\theta_h^n, q) + s_h(\phi_h^n, q) & = 0 \quad \forall q \in Q_h, \\
\rho^s \varepsilon (\partial_t \xi_h^n, w|_{\Sigma}) + a^s(\xi_h^n, w) - c(\omega_h^n, w) \\
& = -\rho^s \varepsilon (\partial_t d^n - \partial_t d^n, w|_{\Sigma}) - \rho^s \varepsilon (\partial_t \xi_h^n, w|_{\Sigma}) \quad \forall w \in W_h, \\
\partial_t \xi_h^n - \dot{\xi}_h^n & = \dot{d}_h^n + d_h^n.
\end{align*}
\]

We take \( v = \tau \theta_h^n, q = \tau \phi_h^n, w = \tau \chi_h^n, \mu = -\tau \omega_h^n \) and sum the resulting expressions, so that we have

\[
\begin{align*}
\rho^f (\theta_h^n - \theta_h^{n-1}, \theta_h^n & + \tau^2 \mu (e(\theta_h^n), e(\theta_h^n)) + \tau s_h(\phi_h^n, \phi_h^n) \\
& + \rho^s \varepsilon (\xi_h^n - \xi_h^{n-1}, \chi_h^n|_{\Sigma}) + \tau a^s(\xi_h^n, \chi_h^n) \\
= -\tau^2 (\partial_t u^n - \partial_t u^n, \theta_h^n) - \tau \rho^f (\partial_t \theta_h^n, \theta_h^n) - \tau c(\omega_h^n, \theta_h^n|_{\Sigma}) \\
& - \tau \rho^s \varepsilon (\partial_t d^n - \partial_t d^n, \chi_h^n|_{\Sigma}) - \tau \rho^s \varepsilon (\partial_t \xi_h^n, \chi_h^n) + \tau c(\omega_h^n, \theta_h^n|_{\Sigma} - \dot{\xi}_h^n).
\end{align*}
\]
We observe that using (48), last equation in (51) and (35), we have

\[ a^n(\xi^n_h, \chi^n_h) = a^n(\xi^n_h, \partial_t \xi^n_h) + a^n(\xi^n_h, \partial_i d^n - \partial_s d^n). \]

Using the well-known identity \((a - b)a = \frac{1}{2}(a^2 - b^2 + (a - b)^2)\) and (48), we get

\[
\frac{\rho^f}{2} \left( \|\theta^n_h\|_{0, \Omega}^2 - \|\theta^n_{h-1}\|_{0, \Omega}^2 + \|\theta^n_h - \theta^n_{h-1}\|_{0, \Omega}^2 \right) + 2\tau\|\varepsilon(\theta^n_h)\|_{2, \Omega}^2 + \tau|\phi^n_h|_{s, h} \\
+ \frac{\rho^f}{2} \left( \|\xi^n_h\|_{0, \Sigma}^2 - \|\xi^n_{h-1}\|_{0, \Sigma}^2 + \|\xi^n_h - \xi^n_{h-1}\|_{0, \Sigma}^2 \right) \\
+ \frac{1}{2} \left( \|\xi^n_h - \xi^n_{h-1}\|_{n}^2 + \|\xi^n_h - \xi^n_{h-1}\|_{s}^2 \right) = \sum_{i=1}^{8} T_i,
\]

with the notations

\[
T_1 := -\tau \rho^f (\partial_t u^n - \partial_t \theta^n_h, \theta^n_h) - \tau \rho^f (\partial_i \theta^n_{h-1}, \theta^n_h), \\
T_2 := -\tau \rho^s \varepsilon(\partial_t d^n - \partial_s d^n, \xi^n_{h-1})_{\Sigma} - \tau \rho^s \varepsilon(\partial_s \xi^n_{h-1}, \xi^n_{h})_{\Sigma}, \\
T_3 := -\tau a^n(\xi^n_h, \partial_t d^n - \partial_s d^n), \\
T_4 := -\tau c(\omega^n_{h-1}, \theta^n_{h-1} | \xi^n_{h-1}), \\
T_5 := \tau c(\omega^n_{h}, \theta^n_{h} | \xi^n_{h}), \\
T_6 := \frac{\tau^2}{\rho^s} a^n(\xi^n_h, L_h(d^n_h - d^{n*}_h)), \\
T_7 := \tau (\xi^n_{h-1} - \xi^n_{h-1}, L_h(d^n_h - d^{n*}_h))_{\Sigma}, \\
T_8 := \tau^2 (\partial_i \hat{d}^n - \partial_i \hat{d}^n, L_h(d^n_h - d^{n*}_h))_{\Sigma} + \tau^2 (\partial_s \hat{\xi}^n_{h-1}, L_h(d^n_h - d^{n*}_h))_{\Sigma}.
\]

We estimate the first 5 terms which do not depend on \(d^{n*}_h\) using Lemmas 5 and 6, which yields

\[
T_1 \leq C \rho^f \left( \tau^{3/2} \|\partial_t u^n\|_{L^2(t_{n-1}, t_n; L^2(\Omega)^d)} + \tau^{1/2} \|\partial_i \theta^n_{h-1}\|_{L^2(t_{n-1}, t_n; L^2(\Omega)^d)} \right) \|\theta^n_h\|_{0, \Omega}, \\
T_2 \leq C \rho^s \varepsilon \left( \tau^{3/2} \|\partial_t \hat{d}^n\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)} + \tau^{1/2} \|\partial_s \hat{\xi}^n_{h-1}\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)} \right) \|\hat{\xi}^n_h\|_{0, \Sigma}, \\
T_3 \leq C \tau^{3/2} \|\partial_t d^n\|_{L^2(t_{n-1}, t_n; H^1(\Sigma)^d)} \|\xi^n_{h-1}\|_{s, \Sigma}, \\
T_4 \leq C \tau \|\omega^n_{h-1}\|_{A} \|\theta^n_{h-1}\|_{1, \Omega}, \\
T_5 \leq C \tau \|\omega^n_{h}\|_{A} \left( \|\theta^n_{h}\|_{1, \Omega} + \|\hat{\xi}^n_{h}\|_{2, \Sigma} \right).
\]
Using Young’s inequality in (54) and the Korn inequality $K\|\mathbf{v}\|_{1,\Omega} \leq \|\varepsilon(\mathbf{v})\|_{0,\Omega}$ for all $\mathbf{v} \in H^1_0(\Omega)^d$, and adding the resulting inequalities to (52) we have

\[
\frac{\rho^2}{2} \left( \|\theta^n_h\|^2_{0,\Omega} - \|\theta^{n-1}_h\|^2_{0,\Omega} + \|\theta^n_h - \theta^{n-1}_h\|^2_{0,\Omega} \right) + 2\tau\mu K^2 \|\theta^n_h\|^2_{1,\Omega} + \tau|\phi^n_h|_{s,h} \\
+ \frac{\rho^2}{2} \left( \|\dot{\xi}^n_h\|^2_{0,\Omega} - \|\dot{\xi}^{n-1}_h\|^2_{0,\Omega} + \|\dot{\xi}^n_h - \dot{\xi}^{n-1}_h\|^2_{0,\Omega} \right) \\
+ \frac{1}{2} \left( \|\xi^n_h\|^2_{\Omega} - \|\xi^{n-1}_h\|^2_{\Omega} + \|\xi^n_h - \xi^{n-1}_h\|^2_{\Omega} \right) \\
(55) \leq \tau\delta_1 \left( \rho^2 \|\theta^n_h\|^2_{0,\Omega} + \rho \varepsilon \|\dot{\xi}^n_h\|^2_{0,\Omega} + \|\xi^n_h\|^2_{\Omega} + \|\theta^n_h\|^2_{1,\Omega} + |\phi^n_h|_{s,h} \right) \\
+ C \left( \tau^2 \|\partial_t \mathbf{u}\|^2_{L^2(\Omega)} + \|\theta^n_h\|^2_{1,\Omega} \right) \\
+ C \left( \|\partial_t \mathbf{d}\|^2_{L^2(\Omega)} + \|\dot{\xi}^n_h\|^2_{\Omega} \right) \\
+ \|\dot{\theta}^n_h\|^2_{L^2(\Omega)} + \tau \|\omega^n_h\|^2_{\Lambda} + \tau \|\theta^n_h\|^2_{1,\Omega} + \tau \|\dot{\xi}^n_h\|^2_{\Omega} \right) + \sum_{i=6}^{8} T_i.
\]

For the remaining three terms $T_i$ for $i = 6, 7, 8$ we have to take into account the definition of $d^n_h$.

Case $r = 1$. We estimate the term $T_6$ by noting that $d^n_h = d^n_h - \xi^n_h$ and using (19). We have,

\[
T_6 = \frac{\tau^2}{\rho^2} a(\xi^n_h, L_h(d^n_h - d^{n-1}_h)) \\
= \frac{\tau^2}{\rho^2} a(\xi^n_h, L_h(d^n_h - d^{n-1}_h)) + \frac{\tau^2}{\rho^2} a(\xi^n_h, L_h(d^n_h - d^{n-1}_h)) \\
= \frac{\tau^2}{\rho^2} (L_h \xi^n_h, L_h(\xi^n_h - \xi^{n-1}_h)) + \frac{\tau^2}{\rho^2} (L_h \xi^n_h, L_h(d^n_h - d^{n-1}_h)) \Sigma \\
\leq \frac{\tau^2}{2} \rho \|L_h \xi^n_h\|^2_{0,\Sigma} + \|L_h(\xi^n_h - \xi^{n-1}_h)\|^2_{0,\Sigma} \\
+ \frac{\tau^2}{\rho^2} \|L_h \xi^n_h\|^2_{0,\Sigma}\|L_h(d^n_h - d^{n-1}_h)\|^2_{0,\Sigma}.
\]

\[(56)\]
The last equation in (51) implies that $\xi^n - \xi^{n-1} = \tau \dot{\xi}^n + \tau \dot{\xi}_H - \tau (\partial_t d^n - \partial_r d^n) - \tau \partial_r \xi_H$, which inserted in $T_7$ gives

\begin{equation}
T_7 = \tau (\dot{\xi}^n - \dot{\xi}^{n-1}, L_h(d^n - d^{n-1}))_\Sigma \\
= -\tau (\dot{\xi}^n_h - \dot{\xi}^{n-1}_h, L_h(\xi^n_h - \xi^{n-1}_h))_\Sigma + \tau (\dot{\xi}^n - \dot{\xi}^{n-1}, L_h(d^n - d^{n-1}))_\Sigma \\
= -\tau a^*(\xi^n_h - \xi^{n-1}_h, \xi^n - \xi^{n-1}) + \tau (\xi^n_h - \xi^{n-1}_h, L_h(d^n - d^{n-1}))_\Sigma \\
= -\tau^2 a^*(\xi^n_h - \xi^{n-1}_h, \xi^n - \xi^{n-1}) + \tau^2 a^*(\dot{\xi}^n_h - \dot{\xi}^{n-1}_h, \dot{\xi}^n - \dot{\xi}^{n-1})_\Sigma \\
+ \tau^2 a^*(\dot{\xi}^n_h - \dot{\xi}^{n-1}_h, \partial_r d^n - \partial_r d^{n-1}) + \tau^2 a^*(\dot{\xi}^n - \dot{\xi}^{n-1}, \partial_r \xi_H)_\Sigma \\
= -\frac{\tau^2}{2} (||\xi^n||_2^2 - ||\xi^{n-1}||_2^2 + ||\dot{\xi}^n_h - \dot{\xi}^{n-1}_h||_2^2) \\
+ \tau^2 ||\dot{\xi}^n_h - \dot{\xi}^{n-1}_h||_s (||\dot{\xi}^n||_s + \tau^{1/2} ||\partial_r d^n||_{L^2(t_{n-1}, t_n; H^1(\Sigma)^d)} + ||\partial_r \xi_H||_s) \\
+ \tau ||\dot{\xi}^n_h - \dot{\xi}^{n-1}_h||_{0, \Sigma} ||L_h(d^n - d^{n-1})||_{0, \Sigma}.
\end{equation}

The last term can be easily bounded as follows

\begin{equation}
T_8 = \tau^2 (\partial_r \dot{d}^n - \partial_r \dot{d}^{n-1}, L_h(d^n - d^{n-1}))_\Sigma + \tau^2 (\partial_r \dot{\xi}_H, L_h(d^n - d^{n-1}))_\Sigma \\
= -\tau^2 a^*(\partial_r \dot{d}^n - \partial_r \dot{d}^{n-1}, \xi^n - \xi^{n-1}) - \tau^2 a^*(\partial_r \dot{\xi}_H, \xi^n_h - \xi^{n-1}_h)_\Sigma \\
+ \tau^2 (\partial_r \dot{d}^n - \partial_r \dot{d}^{n-1}, L_h(d^n - d^{n-1}))_\Sigma + \tau^2 (\partial_r \dot{\xi}_H, L_h(d^n - d^{n-1}))_\Sigma \\
\leq \tau^2 ||\xi^n_h - \xi^{n-1}_h||_2^2 (||\partial_r \dot{d}^n - \partial_r \dot{d}^{n-1}||_s + ||\partial_r \dot{\xi}_H||_s) \\
+ C ||L_h(d^n - d^{n-1})||_{0, \Sigma} (||\partial_r \dot{d}^n - \partial_r \dot{d}^{n-1}||_{0, \Sigma} + ||\partial_r \dot{\xi}_H||_{0, \Sigma}).
\end{equation}

We estimate $||L_h(d^n - d^{n-1})||_{0, \Sigma}$ on the right hand side of (56) to (58) using (20) and (41) as follows

\begin{equation}
||L_h(d^n - d^{n-1})||_{0, \Sigma} \leq C ||L(d^n - d^{n-1})||_{0, \Sigma} \leq C \tau^{1/2} ||\partial_t Ld||_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}.
\end{equation}
We use Young’s inequality in (50)-(58) and insert the resulting relations into (55), which yields

\[
\frac{\rho l}{2} \left( \|\theta^n_h\|_{\Omega}^2 - \|\theta^{n-1}_h\|_{\Omega}^2 + \|\theta^n_h - \theta^{n-1}_h\|_{\Omega}^2 \right) + 2\tau \mu K^2 \|\theta^n_h\|_{L^2(\Omega)}^2 + \tau \phi^n_h |_{\partial S}
\]
\[
+ \frac{\rho^f}{2} \left( \|\dot{\theta}^n_h\|_{\Omega}^2 - \|\dot{\theta}^{n-1}_h\|_{\Omega}^2 + \|\dot{\theta}^n_h - \dot{\theta}^{n-1}_h\|_{\Omega}^2 \right)
\]
\[
+ \frac{1}{2} \left( \|\dot{\xi}^n_h\|_{\Omega}^2 - \|\dot{\xi}^{n-1}_h\|_{\Omega}^2 + \|\dot{\xi}^n_h - \dot{\xi}^{n-1}_h\|_{\Omega}^2 \right)
\]
\[
+ \frac{1}{2} \tau^2 \left( \|\dot{L}_h \xi^n_h\|_{\Omega}^2 - \|\dot{L}_h \xi^{n-1}_h\|_{\Omega}^2 + \|L_h (\xi^n_h - \xi^{n-1}_h)\|_{\Omega}^2 \right)
\]
\[
+ \frac{\tau^2}{2} \left( \|\dot{\xi}^n_h\|_{S}^2 - \|\dot{\xi}^{n-1}_h\|_{S}^2 + \|\dot{\xi}^n_h - \dot{\xi}^{n-1}_h\|_{S}^2 \right)
\]
\[
\leq \frac{\tau \delta_1}{2} \left( \|\theta^n_h\|_{\Omega, S}^2 + \rho^f \|\theta^n_h\|_{\Omega, S}^2 + \|\theta^n_h\|_{\Omega, S}^2 + \|\theta^n_h\|_{\Omega, S}^2 + \|\phi^n_h\|_{\Omega, S}^2 + \frac{\tau^2}{2} \|L_h \xi^n_h\|_{\Omega, S}^2 \right)
\]
\[
+ \frac{\delta_1}{2} \tau^2 \|\dot{\xi}^n_h - \dot{\xi}^{n-1}_h\|_{S}^2 + \rho^f \|\dot{\xi}^n_h - \dot{\xi}^{n-1}_h\|_{S}^2 + \|\xi^n_h - \xi^{n-1}_h\|_{S}^2 \right)
\]
\[
+ C \left( \|\dot{\theta}^n_h \dot{u}_h\|_{L^2(t_{n-1}, t_n; L^2(\Omega)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 \right) + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; H^1(\Sigma)^d)}^2 + \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2
\]
\[
+ \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2 + \tau \|\dot{\theta}^n_h \dot{d}_h\|_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}^2.
\]

The error estimate (49) follows by choosing $\delta_1 = 1/2$, so that the terms in the second bracket on the right hand side can be absorbed into the left hand side, then we sum over $n$ and apply Lemma[1]

Case $r = 2$. Since $\partial_t d^n_h = \dot{d}^n_h$, we have that

\[
d^n_h - d^n_h = d^n_h - d^{n-1}_h - \tau \dot{d}^{n-1}_h = \tau (\partial_t d^n_h - \dot{d}^n_h) + \tau (\dot{d}^n_h - \dot{d}^{n-1}_h)
\]
\[
= \tau (\dot{d}^n_h - \dot{d}^{n-1}_h) - \tau (\dot{\xi}^n_h - \dot{\xi}^{n-1}_h)
\]

As done for the first two schemes we analyze the three terms $T_i$ with $i = 6, 7, 8$.

\[
T_6 = \frac{\tau^3}{\rho^f} \alpha^2 \left( \xi^n_h, \dot{d}^n_h - \dot{d}^{n-1}_h \right) - \frac{\tau^3}{\rho^f} \alpha^2 \left( \xi^n_h, \dot{\xi}^n_h - \dot{\xi}^{n-1}_h \right)
\]
\[
\leq \frac{\tau^3}{\rho^f} \|\xi^n_h\|_{\partial S} \left( \|\dot{d}^n_h - \dot{d}^{n-1}_h\|_{\partial S} + \|\dot{\xi}^n_h - \dot{\xi}^{n-1}_h\|_{\partial S} \right)
\]

Taking into account the definition (19), we can write $T_7$ and $T_8$ as follows

\[
T_7 = \tau^2 (\dot{\xi}^n_h - \dot{\xi}^{n-1}_h, L_h (\dot{d}^n_h - \dot{d}^{n-1}_h))_\Sigma + \tau^2 \alpha^2 (\dot{\xi}^n_h - \dot{\xi}^{n-1}_h, \dot{\xi}^n_h - \dot{\xi}^{n-1}_h)
\]
\[
\leq \tau^2 \|\dot{\xi}^n_h - \dot{\xi}^{n-1}_h\|_{\partial S} \|L_h (\dot{d}^n_h - \dot{d}^{n-1}_h)\|_{\partial S} + \tau^2 \|\dot{\xi}^n_h - \dot{\xi}^{n-1}_h\|_{\partial S}.
\]
\[ T_h = \tau^3 (\partial_t \dot{d}^n - \partial_x \ddot{d}^n, L_h(d^n_h - d_{n-1}^h))_\Sigma + \tau^3 (\partial_x \dot{\xi}^n_h, L_h(d^n_h - d_{n-1}^h))_\Sigma \]
\[ - \tau^3 \partial_x (\partial_t d^n - \partial_x \ddot{d}^n, \dot{\xi}^n_h - \dot{\xi}_{n-1}^h) - \tau^3 \partial_x (\partial_x \dot{\xi}^n_h, \dot{\xi}^n_h - \dot{\xi}_{n-1}^h) \]
\[ \leq \tau^3 (||\partial_t d^n - \partial_x \ddot{d}^n||_{0, \Sigma} + ||\partial_x \dot{\xi}^n_h||_{0, \Sigma}) ||L_h(d^n_h - d_{n-1}^h)||_{0, \Sigma} \]
\[ + \tau^3 (||\partial_t d^n - \partial_x \ddot{d}^n||_s + ||\partial_x \dot{\xi}^n_h||_s) ||\dot{\xi}^n_h - \dot{\xi}_{n-1}^h||_s \]
Adding (60) to (62) and using Young’s inequality, we obtain
\[ \frac{\rho^1}{2} (||\theta^n_h||_{0, \Omega}^2 - ||\theta_{n-1}^h||_{0, \Omega}^2 + ||\theta^n_h - \theta_{n-1}^h||_{0, \Omega}^2) + 2\tau \mu K^2 ||\theta^n_h||_{1, \Omega}^2 + \tau ||\phi^n_h||_{s, n} \]
\[ + \frac{\rho^\varepsilon}{2} \left( ||\dot{\xi}^n_h||_{0, \Sigma}^2 - ||\dot{\xi}_{n-1}^h||_{0, \Sigma}^2 + ||\dot{\xi}^n_h - \dot{\xi}_{n-1}^h||_{0, \Sigma}^2 \right) \]
\[ + \frac{\tau \delta_1}{2} \left( \rho \||\theta^n_h||_{0, \Omega}^2 + \rho^\varepsilon \||\dot{\xi}^n_h||_{0, \Sigma}^2 + ||\xi^n_h||_{0, \Omega}^2 + ||\theta_{n-1}^h||_{0, \Omega}^2 + ||\phi^n_h||_{s, n}^2 \right) \]
\[ + \frac{\tau}{\delta_1 (\rho^\varepsilon)^2} ||\dot{\xi}^n_h - \dot{\xi}_{n-1}^h||_{0, \Omega}^2 + \frac{\delta_1}{\rho^\varepsilon} \||\dot{\xi}^n_h - \dot{\xi}_{n-1}^h||_{0, \Sigma}^2 \]
\[ + C \left( \tau^2 ||\partial_t u^d||_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)^d} + \tau^2 ||\partial_x \dot{d}||_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)} \right) \]
\[ + \tau^2 ||\partial_x d^t||_{L^2(t_{n-1}, t_n; H^1(\Sigma)^d)} + \tau^2 ||\partial_t \theta^n_h||_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)} \]
\[ + \tau^3 ||\partial_x \dot{\xi}^n_h||_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)} + \tau^3 ||\partial_x \dot{\xi}^n_h||_{L^2(t_{n-1}, t_n; H^1(\Sigma)^d)} \]
\[ + \tau ||\omega^n_h||_{1, \Omega}^2 + ||\theta^n_h||_{1, \Omega}^2 + ||\phi^n_h||_{1, \Omega}^2 + ||\dot{\xi}^n_h||_{0, \Sigma}^2 \]
\[ + \tau^3 ||\ddot{d}^n||_{0, \Sigma}^2 + ||L_h(d^n - d_{n-1}^h)||_{0, \Sigma}^2 \]

For the last two terms in the above inequality, we use again (41), so that we have
\[ ||\ddot{d}^n - \ddot{d}_{n-1}^h||_s \leq \tau^{1/2} ||\ddot{d}||_{L^2(t_{n-1}, t_n; H^1(\Sigma)^d)} \leq \tau^{1/2} ||\ddot{d}||_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)} \]
\[ ||L_h(d^n - d_{n-1}^h)||_{0, \Sigma} \leq C ||L(d^n - d_{n-1}^h)||_{0, \Sigma} \leq C \tau^{1/2} ||\ddot{d}||_{L^2(t_{n-1}, t_n; L^2(\Sigma)^d)}. \]
We choose \( \delta_1 = 1/2 \) and \( \tau \) such that \( \tau^3 (\rho^\varepsilon)^2 \leq 1 \), then the application of Lemma 1 yields the estimate (50).

5. NUMERICAL EXPERIMENTS

In this section, we perform numerical tests to check numerically the performances of the schemes reported in Algorithm 3. In particular, we shall consider stability and convergence, and compare the behavior of the proposed splitting schemes with that of the monolithic one. All the numerical tests are performed using the classical 2D benchmark problem of an elliptic structure that evolves to a circular equilibrium position. The fluid domain \( \Omega \) is the square \([0, 1]^2\) and the initial position of the structure is an ellipse centered at \((0.5, 0.5)\) with the following initial configuration

\[ X_0(s) = \begin{pmatrix} 0.5 + 0.25 \sqrt{2} \cos s \\ 0.5 + 0.25 \sqrt{2} \sin s \end{pmatrix}, \quad s \in [0, 2\pi]. \]

We used the following physical parameters \( \rho^1 = \rho^\varepsilon = 1 \), \( \mu = 1 \). Moreover, we assume that the structure is an elastic string with stiffness \( \kappa = 2 \).
5.1. Stability. The purpose of this paragraph is to illustrate the stability results of Theorem 1. Unconditional stability is obtained for Algorithm 3 with $r = 1$ and conditional stability with $r = 2$. We compare the results with those obtained with the strongly coupled scheme, Algorithm 1, for which unconditional stability has been established in [12].

The model problem consists in the evolution of an ellipsoidal structure toward a circular equilibrium position. The only force that drives the motion is the elastic reaction force to the initial deformation, hence we expect that the energy of the system decreases to a plateau value. In order to check the stability properties of the schemes, we performed long term simulations decreasing the time step while keeping fixed fluid and solid meshes. The fluid mesh is made of $40 \times 40$ square elements subdivided into two triangles, whereas the reference configuration of the structure is divided into 40 subintervals.

Figure 2 reports the time evolution of the total energy of the fluid-structure system, namely,

$$
E^n_h := \rho f \|u^n_h\|_{L^2(\Omega)}^2 + \rho s \varepsilon \|d^n_h\|_{L^2(\Sigma)}^2 + \|d^n_h\|^2_s.
$$

The results of the tests are in agreement with the theoretical analysis. We can appreciate energy decreasing for all the used time steps for Algorithm 1 (a) and for the Algorithm 3 with $r = 1$ (b), whereas we see instability for Algorithm 3 with $r = 2$ (c) when the time step is not sufficiently small.

![Figure 2](image)

(a) Algorithm 1
(b) Algorithm 3 with $r = 1$
(c) Algorithm 3 with $r = 2$

Figure 2. Evolution of the total energy $E^n_h$ for different time-step lengths.

5.2. Convergence. In this paragraph, we numerically investigate the convergence of Algorithms 1 and 3 with respect to the mesh size and to the time-step length. We consider the same model problem as in the previous paragraph, with a different initial configuration of the structure. More precisely, it consists of the static equilibrium of a circular elastic string, centered at the point $(0.5, 0.5)$ with radius 0.25, and immersed in a fluid at rest.

In order to check the convergence rate, we consider as reference solution the one obtained with Algorithm 1 and the following discretization parameters:

$$
h_f = h_s = \frac{1}{256}, \quad \tau = 5 \cdot 10^{-5}.
$$

Tables 1–3 reports the spatial convergence history for Algorithms 1 and 3, respectively. Here, the time-step length is fixed to $\tau = 0.01$ and errors are evaluated at the final time $t = 0.5$. The three schemes provide practically the same behavior and we observe a sub-optimal rate, which is driven by the regularity of the solution.
Table 1. Algorithm [1] Spatial convergence for $\tau = 0.01$.

| $h_f = h_s$ | 1/8 | 1/16 | 1/32 | 1/64 | 1/128 |
|-------------|-----|------|------|------|-------|
| $\|u_n^h - u\|_{0,\Omega}$ | 7.65E-3 | 5.92E-3 | 2.29E-3 | 8.56E-4 | 2.94E-4 |
| Rate | – | 0.37 | 1.37 | 1.42 | 1.54 |
| $\|\dot{d}_n^h - \dot{d}\|_{0,\Sigma}$ | 5.43E-4 | 4.29E-4 | 2.23E-4 | 1.06E-4 | 5.93E-5 |
| Rate | – | 0.34 | 0.94 | 1.07 | 0.84 |
| $\|d_n^h - d\|_s$ | 3E-02 | 1.58E-2 | 8.29E-3 | 4.69E-3 | 2.82E-3 |
| Rate | – | 0.93 | 0.93 | 0.82 | 0.73 |

Table 2. Algorithm [2] with $r = 1$. Spatial convergence for $\tau = 0.01$.

| $h_f = h_s$ | 1/8 | 1/16 | 1/32 | 1/64 | 1/128 |
|-------------|-----|------|------|------|-------|
| $\|u_n^h - u\|_{0,\Omega}$ | 7.61E-3 | 5.91E-3 | 2.28E-3 | 8.53E-4 | 2.93E-4 |
| Rate | – | 0.37 | 1.38 | 1.42 | 1.55 |
| $\|\dot{d}_n^h - \dot{d}\|_{0,\Sigma}$ | 5.17E-4 | 4.15E-4 | 2.19E-4 | 1.05E-4 | 5.91E-5 |
| Rate | – | 0.32 | 0.92 | 1.05 | 0.83 |
| $\|d_n^h - d\|_s$ | 2.99E-2 | 1.57E-2 | 8.28E-3 | 4.69E-3 | 2.82E-3 |
| Rate | – | 0.93 | 0.93 | 0.82 | 0.73 |

Table 3. Algorithm [3] with $r = 2$. Spatial convergence for $\tau = 0.01$.

| $h_f = h_s$ | 1/8 | 1/16 | 1/32 | 1/64 | 1/128 |
|-------------|-----|------|------|------|-------|
| $\|u_n^h - u\|_{0,\Omega}$ | 7.60E-3 | 5.91E-3 | 2.28E-3 | 8.53E-4 | 2.93E-4 |
| Rate | – | 0.36 | 1.38 | 1.42 | 1.54 |
| $\|\dot{d}_n^h - \dot{d}\|_{0,\Sigma}$ | 5.15E-4 | 4.16E-4 | 2.19E-4 | 1.06E-4 | 5.89E-5 |
| Rate | – | 0.31 | 0.93 | 1.05 | 0.84 |
| $\|d_n^h - d\|_s$ | 2.99E-2 | 1.57E-2 | 8.28E-3 | 4.69E-3 | 2.82E-3 |
| Rate | – | 0.93 | 0.93 | 0.82 | 0.73 |

We test now the convergence rate with respect to the time-step length $\tau$. We ran tests with the following mesh sizes $h_f = h_s = 1/64$, varying the time step as follows: $\tau \in \{1/2^i\}_{i=4...8}$. We compute the errors with respect to a reference solution obtained solving, for each advancing scheme, the problem with $\tau_{ref} = 5E-05$ and $h^f_{ref} = h^s_{ref} = 1/64$.

We observe that the partitioned scheme with order two extrapolation results to be stable for sufficiently small values of time step, hence we used values of $\tau$ in the stability range. We can observe that the error of the partitioned scheme with order two extrapolation, approaches the value of the monolithic error when the time step reduces properly. This seems to be in agreement with the convergence results in Theorem 2. As far as the order one partitioned scheme, we can see that the rates of convergence appear to be higher. Actually, the error is much higher for big time steps and it is close to the monolithic error for small ones. All the errors have the same behavior as the time step goes to zero as the theory predicts.
Table 4. Algorithm 1. Temporal convergence for $h_t = h_s = 1/64$.

| $\tau$ | $1/16$ | $1/32$ | $1/64$ | $1/128$ | $1/256$ | $1/512$ |
|--------|--------|--------|--------|--------|--------|--------|
| $\|u^n_h - u\|_{0,\Omega}$ | 2.65E-6 | 1.73E-6 | 1.07E-6 | 5.96E-7 | 3.13E-7 | 1.58E-7 |
| Rate | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| $\|d^n_h - d\|_{0,\Sigma}$ | 6.03E-6 | 4.07E-6 | 2.43E-6 | 1.32E-6 | 6.86E-7 | 3.46E-7 |
| Rate | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

Table 5. Algorithm 3 with $r = 1$. Temporal convergence for $h_t = h_s = 1/64$.

| $\tau$ | $1/16$ | $1/32$ | $1/64$ | $1/128$ | $1/256$ | $1/512$ |
|--------|--------|--------|--------|--------|--------|--------|
| $\|u^n_h - u\|_{0,\Omega}$ | 2.40E-4 | 9.90E-5 | 3.08E-5 | 6.86E-6 | 1.57E-6 | 4.04E-7 |
| Rate | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| $\|d^n_h - d\|_{0,\Sigma}$ | 1.6E-4 | 4.36E-5 | 1.29E-5 | 3.63E-6 | 1.11E-6 | 4.02E-07 |
| Rate | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

Table 6. Algorithm 3 with $r = 2$. Temporal convergence for $h_t = h_s = 1/64$.

| $\tau$ | $1/16$ | $1/32$ | $1/64$ | $1/128$ | $1/256$ | $1/512$ |
|--------|--------|--------|--------|--------|--------|--------|
| $\|u^n_h - u\|_{0,\Omega}$ | 2.21E-4 | 6.34E-5 | 4.64E-6 | 6.39E-7 | 3.17E-7 | 1.59E-7 |
| Rate | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| $\|d^n_h - d\|_{0,\Sigma}$ | 8.32E-5 | 6.06E-5 | 6.04E-6 | 1.40E-06 | 6.83E-7 | 3.40E-07 |
| Rate | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

We report the numerical values of the error and the computed convergence rates in Tables 4, 5, and 6. All the schemes provide a rate of converges which is about 1 confirming the theoretical results of Theorem 2.

5.3. Temporal accuracy. In order to illustrate the accuracy of Algorithms 1 and 3, we show the evolution of two nodes on the structure during the simulation relative to the ellipsoidal structure evolving to a circular configuration. At the beginning of the numerical test, the major and minor axes of the ellipse are aligned with the abscissa en coordinate axes, respectively, see Figure 3.

Figures 4 and 5 show the evolutions of the abscissa of $A$ and of the ordinate of $B$, respectively, for different time-step lengths: $\tau = 0.1, 0.05, 0.01$. The impact of the extrapolation order $r$ on the accuracy of Algorithm 3 is clearly visible with the coarsest discretization. Indeed, for $\tau = 0.1$ we observe that the accuracy of
Algorithm 3 with $r = 2$ is superior to $r = 1$. After time-step refinement, $\tau = 0.05, 0.01$, this difference is negligible and Algorithms 1 and 3 provide very close approximations. These numerical findings are in agreement with relation (22), which shows that Algorithm 3 can be seen as a kinematic perturbation of Algorithm 1. The size of this perturbation depends on both the extrapolation order $r$ and the time-step length $\tau$.  

Figure 3. Computational domain and interface with the control points $A$ and $B$.  

Figure 4. Evolution of the abscissa of point $A$ for different time-step lengths.  

Figure 5. Evolution of the ordinate of point $B$ for different time-step lengths.
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