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Abstract

The massive spread of hate speech, hateful content targeted at specific subpopulations, is a problem of critical social importance. Automated methods of hate speech detection typically employ state-of-the-art deep learning (DL)-based text classifiers—large pretrained neural language models of over 100 million parameters, adapting these models to the task of hate speech detection using relevant labeled datasets. Unfortunately, there are only a few public labeled datasets of limited size that are available for this purpose. We make several contributions with high potential for advancing this state of affairs. We present HyperNetworks for hate speech detection, a special class of DL networks whose weights are regulated by a small-scale auxiliary network. These architectures operate at character-level, as opposed to word or subword-level, and are several orders of magnitude smaller compared to the popular DL classifiers. We further show that training hate detection classifiers using additional large amounts of automatically generated examples is beneficial in general, yet this practice especially boosts the performance of the proposed HyperNetworks. We report the results of extensive experiments, assessing the performance of multiple neural architectures on hate detection using five public datasets. The assessed methods include the pretrained language models of BERT, RoBERTa, ALBERT, MobileBERT and CharBERT, a variant of BERT that incorporates character alongside subword embeddings. In addition to the traditional setup of within-dataset evaluation, we perform cross-dataset evaluation experiments, testing the generalization of the various models in conditions of data shift. Our results show that the proposed HyperNetworks achieve performance that is competitive, and better in some cases, than these pretrained language models, while being smaller by orders of magnitude.
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1. Introduction

Social media platforms are strongly criticised nowadays for enabling the spread of hate speech—the expression of hate or encouraging violence based on race, nationality, religion, and sexual orientation, among others. While social media providers take some measures for fighting hate speech, such as the sampling and screening of suspicious content by dedicated systems and workforce, these measures fail to identify and mitigate the manifestation of hate speech at scale. To this end, automatic methods for detecting hate speech are being developed, where many challenges are yet to be addressed.

In accordance with the advances of neural computing methods for text processing, recently proposed methods of automatic hate detection employ high-performing large neural network architectures, mainly, the transformer-based BERT (Devlin et al., 2019) and its variants, e.g., (Tran et al., 2020; Sarkar et al., 2021; Miok et al., 2021). These models are pretrained as contextual encoders of token and sentence meaning using vast amounts of general unannotated texts. In classification, the underlying meaning of a given text is encoded by these models onto a low-dimension vector space, which is then mapped to specified target categories given labeled examples in another learning step named as fine-tuning.

One key challenge of learning automatic models of hate detection is the paucity and lack of diversity of labeled hate speech examples. Since the vast majority of social media content is not offensive or hateful, a massive amount of data needs to be screened in order to collect a sufficient and representative sample of hate speech examples. Researchers therefore revert to collecting hate speech samples that contain specified terms, or focus on the content posted by accounts that are known to be hateful. Quality labeling demands reaching an inter-coder agreement regarding the correct label for every sample, making the data annotation process complicated, time consuming and expensive. For these reasons, hate speech datasets are in most cases small, topically-biased, and imbalanced, including relatively few hate speech examples (Wiegand et al., 2019; Wullach et al., 2021). Several recent works investigated methods for automatically expanding the existing datasets by means of data augmentation (Feng et al., 2021), for example by means of back translation and paraphrasing (Rizos et al., 2019; Beddiar et al., 2021). In this work, we follow the approach by Wullach et al. (2021), augmenting the available labeled datasets using synthetic hate and non-hate examples generated by GPT-2 (Radford et al., 2019), a pretrained generative language model which we fine-tune to synthesize text sequences that are similar yet diversify the available relevant examples. The datasets that we synthesized in this work are balanced and an order of magnitude larger than any previously explored hate speech datasets, accumulating in total to 10M generated text sequences.

Another main challenge of identifying hate speech automatically is that the textual content posted on social media platforms (e.g., Twitter) in general, and hateful expressions in particular, are often noisy and diverse language-wise, as users tend to quickly adopt new terms and use creative and personalized language styles. State-of-the-art deep-learning hate speech detectors exhibit vocabulary limitations, using a memory expensive lookup table which maps each text token to a high-dimensional embedded vector (Mikolov et al., 2013). These models are therefore challenged by the rich diversity and irregularity of social media language (Kumar et al., 2020).

Finally, a challenge of practical importance is that state-of-the-art deep learning networks are extremely large, reaching up to hundreds of millions, or billions of parameters. The large size of these models and their high latency prevent their deployment at large scale, or in conditions that are resource-limited, such as mobile edge computing (Mach & Becvar, 2017). Ideally, hate detection would be performed in real time at the end device, allowing to alert the user prior
to posting hateful content, yet high-performing compact hate detection models are required to achieve this goal (Tran et al., 2020; Behzadi et al., 2021). In order to alleviate the associated deployment costs, researchers have recently proposed to distill the large pretrained transformer-based models into smaller neural architectures, typically reducing the original model size by up to one magnitude of order, e.g., (Sanh et al., 2019; Jiao et al., 2020; Sun et al., 2020).

In this work, we introduce new learning architectures of hate speech detection that are based on HyperNetworks, a special class of deep learning networks, which utilize weight sharing across layers (Ha et al., 2017). The proposed architectures process the text at character-level—as opposed to token-level. This results in a significant reduction in the total number of learnable parameters, introducing hate detection classifiers that are extremely efficient and compact.

We assess the proposed models alongside several deep learning networks, including the popular large transformer-based BERT and RoBERTA (Liu et al., 2019) architectures, which model text at wordpiece level. We further consider in our experiments the smaller transformer-based models of ALBERT (Lan et al., 2020) and MobileBERT (Sun et al., 2020), a recently introduced distilled variant of BERT, as well as the recently proposed model of CharBERT (Ma et al., 2020), which introduces character embeddings alongside the wordpiece information into BERT. In addition, we experiment with CNN-GRU (Zhang et al., 2018), a smaller neural network model that has previously shown strong results on the task of hate detection, modeling text at word level. Our empirical evaluation applies to five public datasets labeled for hate speech detection. We train and assess the models using examples drawn from a single dataset, as well as report cross-dataset evaluation results, where the models are trained and tested using examples drawn from different datasets. The latter scenario is more challenging, and more realistic in assuming a possible shift in the underlying data distribution. In order to improve generalization, we train the models in both setups using increasing amounts of training examples, leveraging our large-scale resource of synthetic examples.

Our findings extend previous research (Wullach et al., 2021), showing that all of the above networks benefit from data augmentation, especially in data shift conditions, and mainly due to consistent improvements in recall. We find that while the HyperNetwork models are inferior to the larger models given limited amounts of labeled data, training the HyperNetworks using increasing amounts of generated labeled data, up to 1-2M text sequences, consistently improves and achieves competitive and in some cases even better performance than the popular deep learning methods, while requiring only a fraction of the number of parameters.

Based on these results, we believe that the proposed networks, which include only tens of thousands of parameters, pave the way to mobile edge computing (Mach & Becvar, 2017), allowing automatic hate speech deployment in end-user devices with limited computation resources.

The main contributions of this paper are three-fold: (1) the paper presents for the first time the utilization of HyperNetworks for hate speech detection. The proposed networks operate at character-level, and have an exceptionally low number of parameters. (2) by increasing significantly the training data set size via text generation, the proposed solutions are demonstrated to achieve competitive, or better performance in some cases, than state-of-the-art deep learning models, which are orders of magnitude larger than the proposed solutions. (3) the paper is accompanied by a new hate speech corpus that is the largest ever created (10M sequences). This new corpus results from data generation using a state-of-the-art deep generative language model, fine-tuned to approximate the distributions of five hate speech public datasets. Our results indicate that all hate detection models benefit greatly from training using this resource.

1The created dataset will be shared for research purposes upon request to the authors.
The rest of the paper is organized as follows: Section 2 reviews hate speech detection methods and datasets, Section 3 presents the proposed HyperNetworks-based approach, Section 4 provides a detailed performance evaluation, and Section 5 concludes the paper.

2. Background: Hate Speech Methods and Data Resources

Research has proposed several approaches for hate speech detection over the past years, recently employing deep learning approaches. Deep learning classification models are known to perform and generalize well when a large, diverse, and high-quality data resource is available for training. In the lack of such a resource, previous related works constructed datasets for this purpose, which were manually labeled, and are therefore strictly limited in size.

In this Section, we describe several popular public labeled datasets that have been used by researchers for training and evaluating hate speech detectors. Following previous works [Wullach et al., 2021; Wullach et al., 2021], we exploit a large-scale corpus of generated hate and non-hate sequences that extend these datasets for training the various hate classification methods included in our experiments.

This Section further includes a general overview of existing approaches of hate speech detection, including a detailed description of the hate speech classification methods that we apply in this work. Later, we review related literature concerning character-based convolution neural networks and parameter generation via HyperNetworks, as we utilize this methodology in proposing compact and efficient character-based hate detectors.

2.1. Hate speech datasets

The typical process that has been traditionally applied by researchers and practitioners for constructing labeled datasets in general, and of hate speech in particular, involves the identification of authentic hate speech sentences, as well as counter (non-hate) examples. Twitter is often targeted as a source of relevant data; this (and other) public social media platform allows users to share their thoughts and interact with each other freely, making it a fertile ground for expressing all kinds of agendas, some of which may be racist or hateful. The initial retrieval of hate speech examples from Twitter is based on keyword matching, specifying terms that are strongly associated with hate. Once candidate tweets are collected, they are assessed and labeled by human annotators into pre-specified categories. The manual annotation of the examples is intended to result in high-quality ground truth labeled datasets. Yet, manual annotation is costly [Modha et al., 2020], and accordingly, the available datasets each include only a few thousands of labeled examples. Due to their size limit, and biases involved in the dataset collection process, e.g., keyword selection and labeling guidelines, these datasets are under-representative of the numerous forms and shapes in which hate speech may be manifested [Wiegand et al., 2019].

Table 1 details the statistics of five popular public datasets of hate speech, which we experiment with in this work. All of the datasets were manually curated and are of modest size, including a few thousands of labeled examples, out of which a minority contain hate speech.

\footnote{e.g., https://www.hatebase.org/}

\footnote{Another caveat of referring to authentic content within a dataset concerns the discontinued availability of the collected texts by the relevant provider over time. For example, tweets must be stored by their identifier number, where access to the tweet’s content may be defined, impairing the dataset.}
Let us describe the individual datasets listed in Table 1 in more detail. The dataset due to Davidson et al. (2017) (DV) includes tweets labeled by CrowdFlower workers into three categories: hate speech, offensive, or neither. For the purposes of this work, we only consider the examples of the first and latter categories. Waseem and Hovy (2016) created another dataset (WS), considering tweets of accounts which frequently used slurs and terms related to religious, sexual, gender and ethnic minorities; those tweets were manually labeled into the categories of racism, sexism or neither. Again, as we focus on hate speech, and strive at compatible labels across datasets, we only consider the first and latter categories as examples of hate and non-hate, respectively. Another dataset was constructed by SemEval conference organizers (Basile et al., 2019) for the purpose of promoting hate detection (SE). They considered the historical posts of identified hateful Twitter users, narrowed down to tweets that included hateful terms, and had examples labeled by CrowdFlower workers. Many of the tweets labeled as hateful in this dataset target women and immigrants. Founta et al. (2018) (FN) performed iterative sampling and exploration while having tweets annotated using crowdsourcing. Their resulting dataset is relatively large (∼80K examples), and distinguishes between multiple flavors of offensive speech, namely offensive, abusive, hateful, aggressive, cyber bullying, spam and none. In order to maintain our focus on hate speech, we consider the labeled examples associated with the hateful and none categories. Finally, the dataset due to de-Gibert et al. (2018) (WH) was extracted from the extremist StormFront Internet forum. This dataset aims to gauge hate in context, considering also cases where a sentence does not qualify as hate speech on its own, but is interpreted as hateful within a larger context comprised of several sentences.

We leveraged these datasets for (a) training and evaluating several types of hate speech detectors, (b) fine-tuning a pre-trained generative model and automatically producing a large number of additional similar hate speech sequences for training purposes. In our experiments, we split the available examples into fixed train (80%) and test (20%) sets, while maintaining similar class proportions. Only the train examples are used in the sequence generation process. Additional details about these datasets, as well as examples of the tweets generated per dataset, are available in Wullach et al. (2021).

While our experiments concern hate speech detection in English, our approach is language-independent. Being semi-supervised, it requires relevant labeled examples in the target language, as well as a language-specific model decoder such as GPT, for expanding the manually labeled datasets by generating additional examples synthetically. Such resources in non-English languages are currently scarce but are being developed [Mandl et al., 2021; de Vries & Nissim, 2021].
2.2. Hate Speech Detection

Deep learning (DL) can effectively exploit large-scale data, learning latent representations using multi-layered neural network architectures. Various modern DL architectures of text classification consist of a word embedding layer (a dimensionality reduction technique that is commonly utilized in DL-based natural language processing models) that is intended to capture generalized semantic meaning of words, mapping each word in the input sentence into a vector of low-dimension. The following layers learn relevant latent feature representations, where the processed information is fed into a classification layer that predicts the label of the input sentence.

For example, previously, Founta et al. (2019) employed the following DL architecture for detecting hate speech (and other types of offensive texts). They transformed the input words into GloVe word embeddings (Pennington et al., 2014). They then used a recurrent layer comprised of Gated Recurrent Unit (GRU) for generating contextual and sequential word representations, having each word processed given the representations of previous words in the input sentence. Following a dropout layer (intended to prevent over-fitting), the final dense layer outputs the probability that the sentence belongs to each of the targets using a softmax activation function. Other works on hate speech detection employed Convolution neural networks (CNN) for modeling contextual information, e.g., (Badjatiya et al., 2017). CNN applies a filter over the input word representations, processing local features per fixed-size word subsequences. Hierarchical processing, which involves aggregation and down-sampling, consolidates the local features into global representations, which are fed into the final layer that predicts the probability distribution over the target classes.

In this work, we consider a popular DL classification architecture due to Zhang et al. (2018), which comprises both convolution and recurrent processing layers. This architecture has been previously shown to yield top-performance results on the task of hate speech classification, and is therefore evaluated as one of the architectures of choice in our experiments, similar to other related studies (Mathew et al., 2021). In brief, this text classification network consists of a convolution layer applied to the input word embeddings, which is down-sampled using a subsequent max-pooling layer. The following layer is recurrent (GRU), producing hidden state representations per time step. Finally, a global max-pooling layer is applied, and a softmax layer produces a probability distribution over the target classes for the given input. Further implementation details are provided later in this paper.

2.3. Hate Speech Detection with Pre-trained Language Models

More recently, larger and deeper language models (LMs), that have been pretrained on massive heterogeneous corpora, were shown to yield state-of-the-art contextual text representations, leading to further improvement in text classification. We focus our attention on the popular transformer-based language encoder of BERT (Devlin et al., 2019) and its variants, as described below.

**BERT.** Text classification using pretrained language models like BERT (Devlin et al., 2019) has been shown to give state-of-the-art performance on a variety of text processing tasks. While BERT generates task-agnostic contextual word embeddings, it can be optimized to target tasks via fine-tuning (Devlin et al., 2019). We follow the common practice of turning BERT into a text classifier by adding a final feed-forward network, which receives as input the embedding of the input text as processed by BERT (the ‘[CLS]’ token embedding, which has been tuned to
represent the meaning of the whole input text sequence), and outputs the target class probabilities via a softmax layer. Given labeled training data, the extended network parameters, including the weights of the terminal network, as well as BERT parameters, are fine-tuned jointly to optimize classification performance.

**RoBERTa.** This model applies the same architecture as BERT, but has been trained on ten times more data, including news articles and Web content. Due to this augmentation of training data, and other modifications to the pretraining procedure and cost function, RoBERTa has been shown to outperform BERT on multiple benchmark datasets (Liu et al., 2019).

**ALBERT.** The architecture of ALBERT [Lan et al., 2020] was designed as a light variant of the transformer-based BERT model. It enhances BERT in several ways, including a factorization of the embedding parameters and cross-layer parameter sharing; both measures are intended to improve parameter efficiency as well as a form of regularization. ALBERT also replaces the next-sentence-prediction loss that is used in training BERT with sentence-order prediction loss, which focuses on modeling inter-sentence coherence. As a result, ALBERT has been shown to outperform BERT on several multi-sentence encoding tasks (Lan et al., 2020).

It has been shown that while BERT has been pretrained using vast amounts of textual data, namely, all of Wikipedia and Google Books, the word encodings it produces can benefit from further adaptation to the target domain and task (Gururangan et al., 2020). Indeed, there exist multiple works that aim to adapt pretrained models like BERT to the task of hate detection using additional relevant data. Isaksen and Gambäck (2020) report results of fine-tuning the base and large variants of BERT on each of the DV and FN datasets. In addition to the pretrained version of these methods, they adapted the models by further training them using unlabeled examples from additional hate detection datasets. Overall, they found the performance of BERT-base to be comparable or better than BERT-large, but failed to improve the model results using the unlabeled data. Another work introduced HateBERT (Caselli et al., 2020), a model of BERT (base) which was further trained on Reddit comments extracted from communities banned for being offensive, abusive, or hateful. A comparison of BERT and HateBERT on hate detection yielded mixed and non-conclusive results. More recently, Sarkar et al. (2021) introduced fBERT, a variant of BERT (base) which they continued to train using large amounts of tweets that were labeled as offensive using semi-supervised classification. Unlike HateBERT, they achieved performance improvements on several experimental datasets.

In our experiments, we fine-tune and evaluate BERT, RoBERTa and ALBERT as hate detection classifiers on multiple datasets. Similar to other works (Wiegand et al., 2019; Mozafari et al., 2020; Wullach et al., 2021), we consider both within- and cross-dataset evaluation setups, testing the models generalization when trained and tested on examples drawn from different data distributions. Here and elsewhere (Wullach et al., 2021), we show that augmenting the available training datasets with additional generated examples results in substantial performance gains and improved generalization.

Admittedly, while transformer-based pretrained language models yield state-of-the-art performance, they are characterised with large model sizes and high latency. Concretely, here we apply the base configurations of BERT and RoBERTa, which both include 110 million parameters. Ongoing efforts aim to design smaller versions of these models with faster inference times by means of distillation. The distilled models of DistilBERT (Sanh et al., 2019) and TinyBERT (Jiao
et al., 2020) have ~40% and 7.5x less parameters than BERT base, respectively. Here, we experiment with ALBERT, a light and competitive variant of BERT that has 17 million parameters, i.e., ~9x less parameters than BERT base. We further experiment with MobileBERT (Sun et al., 2020), another recently introduced model that distills the pretrained BERT into a deep and thin model that includes 24 million parameters, being 4.3x smaller compared with BERT base.

As detailed in Table 4, the character-based networks that are proposed and evaluated in this work are smaller by orders of magnitude compared with the transformer-based models, as well as compared with CNN-GRU. Yet, we show that these compact models, when trained using large amounts of relevant data, can achieve competitive levels of performance.

2.4. Character-based models

Character-level CNNs have been previously shown to be successful on several natural language processing (NLP) tasks, e.g., (Kim et al., 2016; Zhang et al., 2015; Mehdad & Tetreault, 2016; Vijayaraghavan et al., 2016). Mehdad and Tetreault (2016) considered the task of abusive language detection, and showed that light-weight and simple character-based approaches might be superior to token-based modeling using adequate methods on this task; specifically, they experimented with recurrent neural network architectures. Compared with the character-level deep learning networks proposed previously (Zhang et al., 2015), our solution is more shallow and compact, as it incorporates HyperNetworks (Ha et al., 2017). The HyperNetwork architecture utilizes a relaxed-form of weight sharing across the network layers, enabling adaptive tuning of the network weights according to specific input text sequences. It therefore promotes generalization, while further reducing the parameter space.

The popular deep learning architectures that we consider in this work model language at word-level (CNN-GRU) or sub-word level (BERT and its variants). Sub-word lexicons are typically generated by applying a learning algorithm over the training set, aiming to find the most likely vocabulary representing the training data. A prominent subword representation used by modern language models is WordPiece, which assembles a subword lexicon by applying an iterative token merging procedure (Kudo, 2018).

An important advantage of character-level as opposed to word or sub-word language processing is its flexibility in handling unknown out-of-vocabulary terms, morphological inflections, and noisy word variants that are prevalent on social media. Conversely, it has been shown that the BERT model is highly sensitive to noise in the data, such as spelling mistakes and word variations (Kumar et al., 2020). Previously, several deep contextual language modeling architectures, such as ELMO (Peters et al., 2018), incorporated character-level information. The recently proposed model of CharBERT (Ma et al., 2020) enhances the BERT and RoBERTa models by fusing the representations of characters and subwords, and applies a new pre-training task named NLM (Noisy LM) for unsupervised character representation learning. Overall, CharBERT adds 5M parameters to BERT or RoBERTa, modeling a character channel in addition to the token channel. We experiment with the CharBERT architecture in this work. Unlike CharBERT, the proposed HyperNetwork architectures model the text merely as character sequences, and are orders of magnitude smaller compared with the alternative approaches.

While character-level text processing may place less emphasis on encoding high-level relationships between words (Zhang et al., 2018), this approach is substantially more compact, and requires modest memory resources in comparison to word-level deep networks.

We describe and motivate the use of several variants of character-level HyperNetworks for hate detection (Section 3.1). We further show that such light-weight modeling yields high performance when provided with sufficient amounts of task-specific labeled data, that allows to learn
Figure 1: The proposed HyperHate-Static architecture: The main network (lower part) computes the posterior probability that an input text sequence is hateful. The weights of the two 1D-convolutional layers are generated by the auxiliary network (upper part). The figure shows for illustration purposes a separate auxiliary network per convolutional layer, however, only a single auxiliary network is implemented and the weights for each convolutional layer are determined by the corresponding layer embedding vector $z_j$ for $j = 1, 2$, respectively. The output of the auxiliary network is utilized as weights of each 1D-Convolutional layer, according to (1).

relevant semantic and grammatical phenomena, as well as reduce generalization error (Zhang et al., 2015). Our approach of generating large amounts of hate- and non-hate text sequences for training these models is described in Section 3.2.

3. The Proposed Approach: Character-level HyperNetworks

3.1. Character-level HyperNetworks for Hate Speech Detection

HyperNetworks generally include two sub-networks: a main network—the hate speech detector in our task, and an auxiliary network that generates the weights of the main network. Formally, let $F(x; w) : X \times W \rightarrow Y$ denote the main network, where $x$ is the input text to be classified, $w$ are the parameters of the main network and $y$ is the class label (capital letters represent the space of each variable). The auxiliary network is defined as $G(z; \theta) : Z \times \Theta \rightarrow W$, where $z$ is the auxiliary network input and $\theta$ are the parameters of the auxiliary network. Thus, the auxiliary network computes the weights of the main network, and provides a regularization mechanism over the main network’s weights (Ha et al., 2017). The weight computation mechanism can be either independent of the input text during inference, resulting in a static hypernetwork, or input-dependent (i.e. adaptive) during inference, resulting in a dynamic hypernetwork.

Next, we first describe the details of the main network, and then present two hate speech detection solutions: (i) a static hypernetwork; and (ii) a dynamic hypernetwork.

---

8In some publications, the auxiliary network is referred to as the hypernetwork, yet, in order to avoid ambiguity we refer only to the complete architecture, composed of the main and auxiliary networks, as the hypernetwork.
The main network. Our main network is a character-level CNN, which computes the posterior probability that the input text sequence is hateful. This architecture is inspired by the CNNs proposed in [Zhang et al., 2015], however, our model is more shallow, comprising of two convolutional layers, compared to six in their work.

The text at the network input is represented using an alphabet of 69 characters, comprised of lower-case English letters, digits and other characters, as detailed in Table 2. We conducted a preliminary study to find the optimal letter-casing setting, as the repeated usage of capital letters may be more sensitive, but enlarges the vocabulary composing the training data and prohibits generalization. Our study revealed that using a lower-case setting is preferable in terms of classification performance over both upper- and lower-case character representation in the embedding layer. Therefore, as a pre-processing step we convert the data to a lower-cased representation. Characters that are not in the alphabet are mapped to a vector representation of a designated unknown character. We denote the alphabet of characters as $V_c$. An embedding layer is utilized to map each one of the characters in $V_c$ to a lower-dimensional vector. We set a limit of 120 characters to the input sequences. The length of the sequences varies between 80 to 150 characters, while approximately 75% of the sequences are 120 characters or shorter. We found that a 120 character limit was sufficient for classification, as there was no clear advantage for using longer inputs. We applied padding and truncated sequences that were shorter or longer than this length limit, respectively. Finally, we evaluated several possible embedding dimensions, and chose a dimension of $d_c = 50$, which provided the best results.

The character embedding layer is followed by two convolutional blocks. Each block is comprised of a 1-dimensional convolutional layer with 64 filters and kernel width of 7 with ReLU activation, and a 1-dimensional max pooling layer with a pool size of 4. Next, two consecutive fully-connected (FC) layers are applied with 128 and 32 perceptrons, respectively. A dropout layer is applied to the output of each FC layer, with a dropout probability of 0.5. Finally, an FC layer with a single perceptron and Sigmoid activation is applied to produce the posterior probability that the input text is hateful. We experimented with several hyper-parameters settings, including the number of convolutional layers, and selected the above set of parameter values, which provided the best performance. The complete main network, termed CharCNN, is depicted in the lower part of Figure 1.

HyperHate-Static. Our first hate speech detection solution utilizes CharCNN as the main network $F(x; w)$, and a light-weight auxiliary network $G(z; \theta)$ for generating the weights of the convolutional layers in the main network. The input to the auxiliary network $G$ is an embedding vector $z_j \in \mathbb{R}^Z$, which is learned during network training and encodes the information of the $j$-th convolutional layer of the main network. In our experiments, a layer embedding vector of dimension $Z = 10$ was found to provide good results. Inspired by the static architecture intro-
Figure 2: The proposed HyperHate-Dynamic architecture: The main network (lower part) computes the posterior probability that an input text sequence is hateful. The weights of the two 1D-convolutional layers are generated by the auxiliary network (upper part). The figure shows for illustration purposes a separate auxiliary network per convolutional layer, however, only a single auxiliary network is implemented and the weights for each convolutional layer are determined by the corresponding context vector computed by a bi-directional GRU (Bi-GRU) layer. The auxiliary network utilizes the context vector for generating input-adaptive weights for the corresponding convolutional layer, according to (1) - (3).

Produced in Ha et al. (2017), our auxiliary network $G$ consists of two non-linear layers. The first, denoted as $f_1$, performs a matrix-vector multiplication between the input embedding vector $z_j$ and the learned matrix $W_{in} \in \mathbb{R}^{(Z_{cin}) \times Z}$, followed by a ReLU activation, where $C_{cin} = 64$ is the input depth into both convolutional layers of the main network. The $Z_{cin}$ dimensional vector $o_1$ computed by $f_1$ is reshaped to a matrix $O_1$ of dimensions $C_{cin} \times Z$ and layer $f_2$ multiplies it with a learned matrix $W_{out} \in \mathbb{R}^{Z \times (kC_{cout})}$, where $k = 7$ is the length of each 1D convolutional kernel and $C_{cout} = 64$ is the number of kernels (and consequently feature maps) in both convolutional layers of the main network. The output of layer $f_2$ is a matrix $O_2 \in \mathbb{R}^{C_{cin} \times (kC_{cout})}$ after applying element-wise ReLU activation, yielding the required $C_{cin} \times k \times C_{cout}$ weights for each convolutional layer of the main network. The auxiliary network workflow is described as follows:

$$o_1 = f_1(z_j) = ReLU(W_{in}z_j)$$

(1a)

$$O_1 = \text{reshape}(o_1, [C_{cin} \times Z])$$

(1b)

$$O_2 = f_2(O_1) = ReLU(O_1W_{out}).$$

(1c)

The complete HyperHate-Static architecture is depicted in Figure 1, where the auxiliary network is illustrated in the upper part of the figure: note that the figure shows for illustration purposes a separate auxiliary network per convolutional layer, however, only a single auxiliary network is implemented and the weights for each convolutional layer are determined by the corresponding context vector computed by a bi-directional GRU (Bi-GRU) layer. The auxiliary network utilizes the context vector for generating input-adaptive weights for the corresponding convolutional layer, according to (1) - (3).

7For the first convolutional layer, the embedding layer output (of dimension 50) is padded by zeros to obtain a dimension of 64.
Table 3: Size and input type of the evaluated hate speech detectors.

| Model               | Params | Embedding Granularity        |
|---------------------|--------|-----------------------------|
| CharBERT<sub>BERT</sub> | 130M   | Subword and Character       |
| RoBERTa<sub>base</sub>  | 125M   | WordPiece                   |
| BERT<sub>base – uncased</sub> | 110M   | WordPiece                   |
| MobileBERT           | 24M    | WordPiece                   |
| ALBERT<sub>large – v2</sub> | 18M    | SentencePiece               |
| CNN-GRU              | 2.5M   | Word                        |
| HyperHate-Dynamic    | 129K   | Character                   |
| HyperHate-Static     | 76K    | Character                   |

purposes a separate auxiliary network per convolutional layer, however, only a single instance of the auxiliary network is implemented and the weights for each convolutional layer are determined by the unique layer embedding vector $z_j$ for $j = 1, 2$. The total number of coefficients of the HyperHate-Static network is 76K, as detailed in Table 4.

HyperHate-Dynamic. While the HyperHate-Static model has an exceptionally low number of coefficients, it lacks the capability of adapting the main network coefficients to each different input text sequence, which can facilitate better generalization performance. Therefore, our second solution is a dynamic HyperNetwork, in which the auxiliary network has a similar architecture as in the HyperHate-Static network, excluding the replacement of the static embedding vector $z_j$ by a dynamic context vector $h_j$, computed online per each input text sequence and convolutional layer $j = 1, 2$. The context vector is computed as follows: the input sequence of vectors to the $j$-th convolutional layer of the main network $X_j = [x_{j1}, x_{j2}, ..., x_{jL}]$, where $L$ is the maximal sequence length, is processed by a bidirectional GRU (Bi-GRU) layer, resulting in two final hidden states, one per direction:

\[
\begin{align*}
\vec{h}_{out} &= GRU^\rightarrow(X_j) \\
\vec{h}_{out} &= GRU^\leftarrow(X_j),
\end{align*}
\]

and the context vector is given by:

\[
h_j = \begin{bmatrix} \vec{h}_{out} \\ \vec{h}_{out} \end{bmatrix}. \quad (3)
\]

The context vector $h_j$ is utilized as the input to $f_1$, replacing $z_j$ in Equation 1(a), for dynamically generating the main network weights. The output states of the Bi-GRU consist of 32 units per GRU direction, resulting in a context vector of dimension 64. We applied a recurrent dropout with a drop probability of 0.1, and initialized the GRU weights using a uniform glorot (Glorot & Bengio, 2010) initialization. The complete HyperHate-Dynamic architecture is depicted in Figure 2, where the auxiliary network is illustrated in the upper part of the figure: note that the figure shows for illustration purposes a separate auxiliary network per convolutional layer, however, only a single instance of the auxiliary network is implemented and the weights for each convolutional layer are determined by the dynamic context vector $h_j$ for $j = 1, 2$. The total number of coefficients of the HyperHate-Dynamic network is 129K, as detailed in Table 4.
Table 4: The number of parameters in the proposed HyperHate-Static and HyperHate-Dynamic architectures

| Network | Layer         | HyperHate-Static                                      | HyperHate-Dynamic                                     |
|---------|---------------|-------------------------------------------------------|-------------------------------------------------------|
|         |               | $Z + Z \times (Z \times C_{in})$                      | $W_{GRU} + 2 \times Z \times (Z \times C_{in})$      |
|         |               | $+ Z \times (k \times C_{out})$                       | $+ Z \times (k \times C_{out})$                      |
|         |               | $\left(10,954\right)$                                 | $\left(64,320\right)$                                |
| Auxiliary| Embedding     | $V_c \times d_c$                                      | $V_c \times d_c$                                      |
|         |               | $\left(3,500\right)$                                  | $\left(3,500\right)$                                 |
| Main    | Conv. 1       | Generated by the Auxiliary Network                    | Generated by the Auxiliary Network                    |
|         |               |                                                       |                                                       |
| Main    | Conv. 2       | Generated by the Auxiliary Network                    | Generated by the Auxiliary Network                    |
|         |               |                                                       |                                                       |
| Main    | FC 1          | 128 units                                             | 128 units                                             |
|         |               | $\left(57,472\right)$                                 | $\left(57,472\right)$                                |
|         |               |                                                       |                                                       |
| Main    | FC 2          | 32 units                                              | 32 units                                              |
|         |               | $\left(4,128\right)$                                  | $\left(4,128\right)$                                 |
|         |               |                                                       |                                                       |
| Main    | FC 3          | 1 unit                                                | 1 unit                                                |
|         |               | $\left(33\right)$                                    | $\left(33\right)$                                    |
|         |               |                                                       |                                                       |
|         | Total         | $\left(76,087\right)$                                | $\left(129,453\right)$                               |

3.2. Assessing the Impact of Training Data Augmentation

In this work, we assess the performance of the proposed solutions using varying amounts of training examples. The publicly available hate speech datasets are relatively small and imbalanced. As can be observed in Table 1, these gold-labeled (i.e., manually annotated) datasets include only thousands of examples, where a small minority of the text sequences are hate speech examples. Such a modest-sized selection can hardly represent the rich diversity of hate speech, leading to a large generalization gap (Wullach et al., 2021). Aiming at state-of-the-art text classification performance, and a high level of generalization, we opt for generating a very large number of synthetic hate- and non-hate speech text sequences for training purposes. We follow the data generation workflow proposed in (Wullach et al., 2021), which is based on fine-tuning the GPT-2 (Radford et al., 2019) deep generative language model as described below. Compared with this previous work, we upscale the example generation effort, reaching a total of 10 million synthetic examples, balanced over the two classes of hate and non-hate. The generated sequences are comprised of five sub-datasets of 2 million examples each, corresponding to the data distributions of the five hate speech datasets in Table 1. Thus, the dataset is diverse and allows to improve learning generalization.

Concretely, the first step of the generation workflow, illustrated in Figure 3, is fine-tuning two GPT-2 generative models using the training set of each dataset in Table 1—one using hate speech class examples and another using the non-hate class examples, resulting with a total of 10 fine-tuned GPT-2 models. We fine-tuned a separate GPT-2 model for each dataset and class (hate/non-hate) in order to learn the unique data distribution characterized by each human-labeled dataset and class. The second step of the data generation included sampling of millions of text samples from the 10 fine-tuned models. In order to ensure that the hate speech generated sequences indeed belong to each hate speech class examples, we fine-tuned BERT (base and uncased version) to classify each generated hate speech sequences as hate or non-hate. Post-filtering, a total of 10M sequences comprised our generated corpus, corresponding to 2M per dataset: 1M per each of the hate and non-hate classes.

---

8The hate and non-hate generated sequences are available to the research community upon request from the authors.
Figure 3: The data generation workflow, adapted from (Wullach et al., 2021). Each dataset in Table 1 is used to generate 2M synthetic sequences, and a total of 10M sequences using the five available datasets.

Importantly, we note that each one of the datasets in Table 1 was randomly split into disjoint training (80%) and test (20%) sets. The data generation processes and all the training procedures described in Section 4 were performed using the training sets, whereas hate detection performance was evaluated exclusively using the corresponding held-out testing sets.

4. Performance Evaluation

This Section provides detailed performance evaluation of the proposed character-based HyperNetwork solutions compared to state-of-the-art deep learning architectures of hate detection, including the word-based CNN-GRU hate speech detector by Zhang et al. (2018), and several pretrained Transformer-based models, namely BERT, RoBERTa and ALBERT. Concretely, we experiment with the large variant of the ALBERT model, which was shown to yield comparable results to BERT-base, but is much smaller, including only 18M parameters versus 110M. Both BERT and ALBERT were pretrained using the same data—the BookCorpus and the whole of English Wikipedia, while RoBERTa has been trained using additional data. In addition, we experiment with the newly introduced model of CharBERT, which incorporates character representations into BERT. We train our proposed character-based solutions and the CNN-GRU, and similarly fine-tune the pretrained models, using the available labeled training examples, where we test and compare the performance of the different methods on the held-out labeled examples. We further evaluate learning performance using increasing amounts of synthetic examples, augmenting the labeled data with up to 2M additional generated examples per dataset. While all the models may benefit from this procedure (Wullach et al., 2021), we expect the extended training to improve significantly the character-based models by exposing them to relevant language statistics.
Placing emphasis on learning generalization, our analysis includes two types of experiments, which we refer to as intra-domain and cross-domain hate speech detection. In the intra-domain experiments, we follow the common practice of applying the DL detectors to each dataset independently: the performance of each DL detector is measured using the held-out gold-labeled test examples of every dataset $D_i$, having trained the detector with either the baseline training set, or with the augmented training set available for $D_i$, across the range of 0-2M generated sequences per dataset. In addition, we formed a combined dataset comprised of the union of all datasets (having joined all training and test sets, respectively). The cross-domain experiments aim to evaluate the realistic condition of data distribution shift, where the hate detector is applied to text sequences sampled from a data distribution that is different from the one used for training (Wiegand et al., 2019; Wullach et al., 2021; Wullach et al., 2021). In these experiments, having the detector trained using the training set of dataset $D_s$, it is evaluated on the held-out test set of dataset $D_t \neq D_s$. Again, we trained each DL detector using either the baseline or the augmented training set available for dataset $D_s$, across the range of 0-2M generated sequences per dataset.

We report classification performance with respect to the hate class in terms of Recall, Precision and $F_1$ scores. Recall corresponds to the proportion of true hate speech examples that were automatically identified as hate speech, and Precision is the proportion of correct predictions within the examples identified as hate speech by the detector. $F_1$ is the harmonic mean of those measures, assigning them equal importance. Let us note that assuming that only a small proportion of the data is automatically identified as hate speech, false positive predictions may be tracked relatively easily by means of further human inspection, whereas it is impossible to track false negatives at scale. Therefore, increasing recall by means of improved generalization is of great importance in practice.

4.1. Implementation Details

We implemented all the DL models in TensorFlow (Abadi et al., 2015) and utilized the NVIDIA K-80 GPU for training and testing. In training the proposed HyperHate models, we applied the Adam optimizer with a mini-batch size of 32 samples and an early stopping mechanism, minimizing the binary cross-entropy loss. Additional implementation choices of the proposed HyperNetwork models are discussed in Section 3.

The CNN-GRU detector was trained using the Adam optimizer (Goodfellow et al., 2016), minimizing the binary cross-entropy loss, with early stopping and mini-batch size of 32. The 1D-Convolutional layer includes 100 filters with kernel size of 4, the 1D-MaxPooling layer with pool size of 4, and the GRU output dimension of 100.

Our implementation of BERT and the other pretrained models makes use of the popular HuggingFace Transformers repository. In all cases, we fine-tuned the pretrained model in its uncased setting, with an additional feed-forward layer on top of the final output of the [CLS] token, which yields a probability distribution for a binary classification task. Following a validation step, we fine-tuned the models for 3 epochs with a mini-batch size of 32, and used Adam optimizer with an initial learning rate of 2e-5, performing 1000 warm up steps prior to reaching the initial learning rate. We set a fixed sentence length of 30 tokens, padding input sentences that are shorter and truncating longer sentences. An attention mask was employed to avoid including the padded tokens in the self-attention calculations. Our implementation specifications

9We make our code available at https://github.com/tomerwul/CharLevelHyperNetworks.
10https://github.com/huggingface/transformers
of ALBERT are similar to those utilized for fine-tuning BERT, with the exception of using a text tokenizer that is suited for the ALBERT model.

4.2. Intra-domain Experiments: Results

Figures 4 and 5 report the results of the intra-domain experiments in terms of $F_1$ scores, computed with respect to the hate class. The two figures present the results for the various methods, trained and tested using each of the five source datasets and their union, denoted as the combined dataset. The classifiers’ performance using no (0) augmentation corresponds to training using merely the gold-labeled training portion (80%) of the source datasets. The figures show the results of augmenting this gold-labeled data with increasing amounts of up to 2M class-balanced generated examples.

Several trends are observed in the results. First, we observe that the larger token-based models, including BERT, RoBERTa, and ALBERT, as well as CNN-GRU, dominate the proposed character-based HyperNetwork models when the amount of labeled examples is small (i.e., with no data augmentation). Indeed, it has been previously shown that the models that are pretrained using large amounts of text are advantageous given limited labeled examples (Wullach et al., 2021). It is further observed that, for most of the models and datasets, a boost in the performance is achieved once as few as 5-10K generated examples are added to the gold-labeled data. As the original datasets contain only a few thousands of gold-labeled examples, adding a similar amount of synthetic data increases data diversity, roughly doubling the train set size, where this has a large impact on learning performance.

We further observe in Figures 4 and 5 that the respective $F_1$ Performance levels of the token-based models typically continues to rise slowly or stabilizes as more generated labeled examples are provided. In comparison, the HyperNetwork models that are inferior initially leverage the additional generated training data, where the peak performance using these models is obtained in the range of 1-2 million generated examples. That is, large amounts of data is required to train these models, which were not pretrained, to identify hate- and non-hate related character sequences. Crucially, the figures show that the gap in performance between the large token-based and compact character-based models narrows down with increased levels of data augmentation.

Detailed results including precision, recall and $F_1$ scores using full vs. no augmentation per method and dataset are given in Table 5 (Appendix A). The best results in terms of $F_1$ are highlighted in boldface per dataset in the table. As detailed in Table 5, all of the methods benefit from data augmentation by 2M generated sequences. Mainly, we observe significant and consistent gains in recall with data augmentation for all methods. The recall improvements are more pronounced for the HyperNetwork models, peaking at +153.58% for the HyperHateDynamic model and StormFront (WH) dataset. Notably, the introduction of large amounts of synthetic text sequences may introduce a drift in the data distribution, or noise. As shown, in some cases the precision scores are negative, with a minimum of -31.54% for the ALBERT model and Founta (FN) dataset. Nevertheless, precision declines to a lesser degree compared to the high gains in recall. And, in some cases, both precision and recall benefit from data augmentation (e.g., see the results for most methods on the WS dataset). Overall, hate detection improves with data augmentation, as reflected by the $F_1$ scores, which are overall positive. We note that while $F_1$ performances rise between ~0-20% for the larger models and the individual datasets, the respective improvements for the character-based HyperNetworks are significantly higher, ranging between ~14-70%.
Figure 4: Intra-dataset results (part 1/2): hate-class F1, using increasing amounts of 0-2M generated sequences added as data augmentation.
Figure 5: Intra-dataset results (part 2/2): hate-class F1, using increasing amounts of 0-2M generated sequences added as data augmentation.
Figure 6: Cross-dataset results (part 1/2): hate-class F1, using increasing amounts of 0-2M generated sequences added as data augmentation. The detectors were trained on the left dataset, and tested on the held-out examples of the right dataset, of each dataset pair. The best F1 result per dataset pair are highlighted in boldface.
Figure 7: Cross-dataset results (part 2/2): hate-class F1, using increasing amounts of 0-2M generated sequences added as data augmentation. The detectors were trained on the left dataset, and tested on the held-out examples of the right dataset, of each dataset pair. The best F1 result per dataset pair are highlighted in boldface.
Overall, as shown in Table 5, following data augmentation, the HyperNetwork architectures achieve preferable or competitive results compared with some of the large networks following data augmentation, e.g., achieving best results along with CNN-GRU on the Davidson (DV) test set; outperforming CNN-GRU, BERT, CharBERT and MobileBERT on StormFront (WH), CNN-GRU and ALBERT on the Founta (FN) dataset; and, the model of ALBERT on the Waseem (WS) dataset. Also, these models achieve comparable performance to the large pretrained token-based models, while slightly outperforming ALBERT, MobileBERT and CNN-GRU, on the combined dataset. This result has striking implications considering the difference in size of these types of models.

4.3. Cross-domain Experiments: Results

The results of the cross-domain experiments are displayed in Figures 6 and 7 for eight representative source-target dataset pairs in terms of F1 scores. In the cross-domain setup, the models are trained using the gold-labeled train set of a source dataset \( D_s \), being augmented with synthetic examples generated from the same train data distribution of \( D_s \), and are then evaluated over the held-out test set of a target dataset \( D_t \). The figures show the results of augmenting the gold-labeled training data with increasing amounts of 0-2M class-balanced generated examples.

The cross-domain setup is more challenging learning-wise and is more realistic than the intra-domain setup as it introduces a shift in data distribution. Accordingly, the overall results are dramatically lower compared with the intra-dataset experiments. The extent of drop in performance varies across the dataset pairs, depending on the gap in their characteristics.

Overall, we observe consistent significant performance gains with data augmentation for all methods. In particular, there is a steep rise of recall in most of the experiments. In terms of precision scores, there are substantial gains in some cases due to data augmentation (peaking at +332.25% using HyperNetwork-static, and +229.9% using ALBERT), where in a few cases precision decreased following augmentation (reaching a minimum of -48.21% in one of the experiments, namely the ALBERT model and WS-FN pair; yet, also in that case the overall F1 performance improved due to the larger boost in recall). The boost in recall and overall F1 performance is especially prominent for the HyperNetwork models, e.g., reaching up to +2925% improvement in recall and +1477% in F1 for the HyperHate-Static model and DV-WS pair.

Detailed results, including precision, recall and F1 scores are given in Table 6 (Appendix A), comparing the performance per dataset and method with and without data augmentation by 2M sequences. The best hate detection performance across methods is highlighted in boldface in the table for each dataset pair. It is an overwhelming result that the compact HyperNetwork models reach better performance compared to the larger models in some cases following data augmentation. Specifically, the dynamic HyperNetwork variant yields the best performance score for the DV-SE and the SE-FN pairs (on par with ALBERT, for the latter pair). The Static HyperNetwork model provides the best performance for the FN-SE and WH-FN pairs and is second-best to RoBERTa on the WH-SE pair. In general, it is observed in the table that while all models improve from data augmentation, both of the HyperNetwork configurations gain more in performance following data augmentation in almost all of the experiments as compared to the larger token-based models, both in terms of recall and precision.

Overall, the static and dynamic HyperNetwork variants perform comparably. The best choice of model may depend on the characteristics of the data, and can be determined using validation experiments, following the common practice in machine learning.

To conclude, the reported results demonstrate strong performance of the proposed character-level HyperNetwork solutions on hate detection across data distributions. Presumably, these
compact models are less expressive compared to large pretrained language models such as BERT, RoBERTa and CharBERT. Yet, they achieved superior or competitive performance in a substantial portion of our cross-dataset experiments. We conjecture that character-level processing may be less overfitting to the language statistics observed in training, being more adaptive to word variants and inflections which vary across datasets.

5. Conclusions

In this paper, we proposed light-weight network architectures that make use of efficient mechanisms of weight sharing, namely HyperNetworks, as the backbone of character-based models trained to detect hate speech. Concretely, we described and experimented with a static auxiliary network where the generated weights are fixed during inference, and proposed a novel dynamic auxiliary network that produces input-conditioned weights.

We evaluated hate detection performance using gold-labeled examples of five public datasets, both using intra- and cross-dataset settings, while performing data augmentation using varying amounts of generated synthetic data. Alongside the suggested methods, we reported hate detection results using BERT and RoBERTa, popular pretrained transformer-based models which yield high performance of text classification but are large and computationally expensive. We further evaluated CharBERT, a variant of BERT that incorporates character embeddings, and CNN-GRU, a well-performing token-based hate detection model. The results indicate that the proposed methods, while producing inferior results at first when no augmentation is added, can effectively leverage additional synthetic data and achieve competitive results compared to these state-of-the-art models. Furthermore, we obtained superior results using the proposed architectures in some cases in the challenging cross-dataset setup, simulating the data shift that typically occurs in practice across domains and over time. Thus, the proposed character-level HyperNetwork solutions present a combination of high performance as well as compactness, being smaller by orders of magnitude compared with state-of-the-art architectures, making them suitable for hate detection in general, and applicable for low-memory end devices in particular.

The proposed character-based architectures are language independent. We believe that these methods will prove particularly advantageous in morphology-rich languages, where character sequences can model the variation that is observed in social media text, as well as related word forms. This would require relevant resources of labeled data, and mechanisms of generating additional high-quality relevant texts in the target language (de Vries & Nissim [2021] Feng et al. [2021]). Another interesting direction to explore is the use of data that is automatically labeled using semi-supervised classification (Sarkar et al. [2021]), as alternative or in addition to synthetically generated data, in training the character-based hate detection models.
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### Appendix

A. Detailed Intra-dataset and Cross-dataset results
Table 5: Intra-domain experimental results, demonstrating the impact of augmenting the training data by adding 2M generated sequences per dataset.

| Architecture | FN Baseline Augmented (%) | FN Baseline Augmented (%) | Combined Baseline Augmented (%) | FN Combined Augmented (%) | Combined Combined Augmented (%) |
|--------------|----------------------------|----------------------------|-------------------------------|--------------------------|---------------------------------|
| CNN-GRU Prec. | 0.922 0.861 | -6.61 | 0.748 0.724 | -3.20 | 0.855 0.709 | -17.07 |
| Recall | 0.822 0.891 | +8.39 | 0.471 0.615 | +30.50 | 0.555 0.797 | +43.60 |
| F1 | 0.869 0.875 | +0.76 | 0.578 0.665 | +15.05 | 0.673 0.750 | +11.49 |
| BERT Prec. | 0.981 0.859 | -12.43 | 0.609 0.709 | +14.62 | 0.696 0.716 | +2.87 |
| Recall | 0.706 0.874 | +23.79 | 0.562 0.570 | +1.42 | 0.535 0.826 | +54.39 |
| F1 | 0.821 0.866 | +5.52 | 0.584 0.631 | +10.10 | 0.604 0.767 | +9.12 |
| CharBERT Prec. | 0.979 0.863 | -11.84 | 0.614 0.704 | +14.65 | 0.691 0.727 | +5.20 |
| Recall | 0.694 0.866 | +24.78 | 0.558 0.572 | +2.50 | 0.541 0.831 | +53.60 |
| F1 | 0.812 0.864 | +6.43 | 0.584 0.631 | +7.95 | 0.606 0.775 | +27.79 |
| RoBERTa Prec. | 0.823 0.864 | +4.85 | 0.809 0.755 | -4.20 | 0.64 0.715 | +11.71 |
| Recall | 0.605 0.870 | +43.80 | 0.837 0.810 | +27.15 | 0.642 0.821 | +27.88 |
| F1 | 0.697 0.866 | +24.26 | 0.712 0.792 | +11.13 | 0.641 0.764 | +19.24 |
| ALBERT Prec. | 0.824 0.852 | +3.39 | 0.809 0.776 | -6.01 | 0.640 0.717 | +12.03 |
| Recall | 0.605 0.786 | +29.91 | 0.637 0.813 | +27.62 | 0.642 0.829 | +29.12 |
| F1 | 0.697 0.817 | +17.19 | 0.712 0.794 | +11.40 | 0.641 0.768 | +19.96 |
| MobileBERT Prec. | 0.813 0.828 | +1.59 | 0.705 0.712 | -6.92 | 0.680 0.699 | +2.79 |
| Recall | 0.818 0.843 | +37.07 | 0.514 0.646 | +25.68 | 0.550 0.825 | +50.00 |
| F1 | 0.701 0.835 | +19.17 | 0.614 0.677 | +10.16 | 0.608 0.756 | +24.44 |
| HyperHate-Static Prec. | 0.904 0.881 | -4.75 | 0.898 0.781 | -16.36 | 0.654 0.596 | -8.86 |
| Recall | 0.507 0.891 | +75.73 | 0.453 0.708 | +56.29 | 0.506 0.830 | +64.03 |
| F1 | 0.649 0.875 | +34.80 | 0.602 0.728 | +21.03 | 0.570 0.693 | +21.60 |
| HyperHate-Dynamic Prec. | 0.830 0.832 | -2.11 | 0.730 0.741 | -11.20 | 0.682 0.613 | +10.41 |
| Recall | 0.507 0.867 | +71.00 | 0.265 0.672 | +153.58 | 0.405 0.391 | +120.00 |
| F1 | 0.635 0.849 | +33.69 | 0.391 0.704 | +79.97 | 0.508 0.726 | +42.91 |
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Table 6: Cross-domain experimental results, demonstrating the impact of augmenting the training data by adding 2M generated sequences per dataset.

| Architecture | Baseline | WH-FN | Augmented (%) | WH-SE | Augmented (%) | FN-SE | Augmented (%) |
|--------------|----------|--------|---------------|--------|---------------|--------|---------------|
| CNN-CNN     | Prec.    | 0.100  | 0.286  | +190.00   | 0.502  | -44.02   | -58.22   |
| Recall      | 0.019    | 0.032  | +66.46  | 0.168   | 0.187   | +37.81  |
| BERT        | Prec.    | 0.418  | 0.466  | +83.9    | 0.377  | +42.70  | -14.04  |
| Recall      | 0.122    | 0.186  | +54.22  | 0.028   | 0.077  | +333.74 |
| ChairBERT   | Prec.    | 0.485  | 0.539  | +115.50  | 0.429  | +49.41  | +15.67  |
| Recall      | 0.244    | 0.295  | +20.40  | 0.173   | 0.214  | +168.22 |
| RoBERTa     | Prec.    | 0.439  | 0.528  | +23.11  | 0.417  | +45.43  | +12.14  |
| Recall      | 0.238    | 0.304  | +27.23  | 0.188   | 0.248  | +15.14  |
| Albert      | Prec.    | 0.456  | 0.653  | +126.79  | 0.449  | +47.43  | -14.04  |
| Recall      | 0.288    | 0.653  | +126.79  | 0.173   | 0.659  | +168.22 |
| HypoHate    | Prec.    | 0.011  | 0.133  | +155.59  | 0.028  | +467.9  | -51.86  |
| Recall      | 0.137    | 0.559  | +75.26  | 0.028   | 0.479  | +248.01 |
| HyperHate   | Prec.    | 0.010  | 0.163  | +20.00   | 0.010  | +20.00  | +37.81  |
| Recall      | 0.010    | 0.438  | +169.05  | 0.010   | 0.706  | +221.17 |
| Dynamic     | Prec.    | 0.120  | 0.377  | +237.8   | 0.120  | +237.8  | +126.79 |
| Recall      | 0.120    | 0.666  | +126.79  | 0.120   | 0.666  | +126.79 |

| Architecture | Baseline | WH-FN | Augmented (%) | WH-SE | Augmented (%) | FN-SE | Augmented (%) |
|--------------|----------|--------|---------------|--------|---------------|--------|---------------|
| CNN-CNN     | Prec.    | 0.000  | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| Recall      | 0.000    | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| BERT        | Prec.    | 0.000  | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| Recall      | 0.000    | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| ChairBERT   | Prec.    | 0.000  | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| Recall      | 0.000    | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| RoBERTa     | Prec.    | 0.000  | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| Recall      | 0.000    | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| Albert      | Prec.    | 0.000  | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| Recall      | 0.000    | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| HypoHate    | Prec.    | 0.000  | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| Recall      | 0.000    | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| HyperHate   | Prec.    | 0.000  | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| Recall      | 0.000    | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| Dynamic     | Prec.    | 0.000  | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
| Recall      | 0.000    | 0.000  | 0.000     | 0.000  | 0.000     | 0.000  |
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