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ABSTRACT
Predatory trading bots lurking in Ethereum’s mempool present invisible taxation of traders on automated market makers (AMMs). AMM traders specify a slippage tolerance to indicate the maximum price movement they are willing to accept. This way, traders avoid automatic transaction failure in case of small price movements before their trade request executes. However, while a too-small slippage tolerance may lead to trade failures, a too-large slippage tolerance allows predatory trading bots to profit from sandwich attacks. These bots can extract the difference between the slippage tolerance and the actual price movement as profit.

In this work, we introduce the sandwinch game to analyze sandwich attacks analytically from both the attacker and victim perspectives. Moreover, we provide a simple and highly effective algorithm that traders can use to set the slippage tolerance. We unveil that most broadcasted transactions can avoid sandwich attacks while simultaneously only experiencing a low risk of transaction failure. Thereby, we demonstrate that a constant auto-slippage cannot adjust to varying trade sizes and pool characteristics. Our algorithm outperforms the constant auto-slippage suggested by the biggest AMM, Uniswap, in all performed tests. Specifically, our algorithm repeatedly demonstrates a cost reduction exceeding a factor of 100.

CCS CONCEPTS
• Security and privacy → Distributed systems security; • Theory of computation → Algorithmic game theory.
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1 INTRODUCTION
In 2008, Nakamoto [30] introduced Bitcoin, a fully decentralized currency based on cryptography. The introduction of smart contracts [34] further fueled the initial excitement surrounding cryptocurrencies. Yet, apart from a few niche applications, cryptocurrencies mostly were alternative investment vehicles: you invest a dollar today and hope to have hundreds of dollars tomorrow. The emergence of decentralized finance (DeFi) set off a new wave of interest for cryptocurrencies. DeFi is the first widespread application of cryptocurrencies and utilizes smart contracts running on a blockchain, currently mainly Ethereum [34], to offer financial services without relying on intermediaries. Traditional finance, on the other hand, relies on financial intermediaries, such as banks, brokerages, and exchanges. Thus, traditional finance requires users to trust intermediaries with their assets, while in DeFi, users have full autonomy over their assets.

Decentralized exchanges (DEXes) are a DeFi cornerstone. While centralized exchanges (CEXes) traditionally utilize the limit order book mechanism, matching individual sellers and buyers, traders do not need to be matched to a trading partner with opposite intentions in DEXes. Instead, trades on DEXes execute immediately upon inclusion in a block. When swapping two cryptocurrencies, the fluid exchange rate is determined algorithmically. Generally, the ratio and amount of the cryptocurrency pair, stored in the respective smart contract otherwise referred to as liquidity pool, control the exchange rate.

We observe users starting to acknowledge the benefits of DEXes. The 24hr trading volume of Uniswap [14], the most popular DEX, topped Coinbase’s 24hr trading volume for the first time on 30 August 2020 [1], and repeatedly since. Further, all DEXes, which also include SushiSwap [13], Curve [4], and dexy [6], have more than $27 billion locked as of 10 November 2021 [5].

Despite the undeniable rise in popularity of DeFi applications, the Ethereum peer-to-peer network is recently being characterized as a dark forest, with user transactions broadcast through the network being prey to predatory trading bots. The reason: the rise of DeFi on the Ethereum blockchain is testing some blockchain design principles. DeFi’s smart contracts are dependent on transaction-ordering. One example of an attack that exploits the dependency on transaction-ordering are the omnipresent sandwich attacks on DEX transactions. Sandwich attacks involve front- and back-running a victim transaction—presenting a tax on the victim’s trade by forcing the trade to execute at an unfavorable price and then taking advantage of the created price difference. More than 84,000 transactions were sandwiched on Uniswap in April 2021 alone [36]. Between May 2020 and May 2021, sandwich attacks earned at least 64,217 ETH [36]—presenting an invisible tax on trades.

A year ago, the risk presented to bots performing sandwich attacks was to time the front- and back-running transactions shortly
before and after the victim’s transaction. However, with the recent widespread adoption of flashbots [9] by miners, sandwich attacks have become simpler than ever. Set out to light up the dark forest, front-running-as-a-service, as offered by flashbots, allows attackers to execute sandwich attacks on victim transactions in the mempool virtually risk-free. Flashbots allow anyone submit victim transactions from the mempool directly to the miner along with the attack – guaranteeing a successful attack.

Thus far, the largest DEXes have not reacted to the risks sandwich attacks present to their users. The interfaces of Uniswap and SushiSwap both auto-suggest a fixed slippage tolerance, the maximum acceptable price movement, ignorant to all trade parameters. In this paper, we show that a fixed slippage tolerance is unable to perform well, i.e., prevent sandwich attacks and avoid unnecessary transaction failures due to natural price fluctuations, consistently. Further, both platforms only warn their users of the risk of being front-run when inputting an exorbitant slippage tolerance. Even more startling, when users choose slippage tolerances that we find to be sensible, the two platforms issue warnings. Thus, their suggestions and (missed) warnings ramp up both the loss of their users and the profits of attackers.

1.1 Our Contributions
Our contribution is two-fold:

(1) We analyze sandwich attacks by introducing the sandwich game. The sandwich game formalizes the sandwich attack problem from both the trader’s and the bot’s perspectives.

(2) We provide AMM traders with an algorithm, allowing them to circumvent both unnecessary trade failures and most sandwich attacks. In the evaluation, we show that our algorithm outperforms the auto-slippage suggested by the biggest AMMs, in some cases by a factor of 100 and more.

2 BACKGROUND
DeFi now offers many centralized finance services. DeFi financial services are smart contracts on the blockchain – the Ethereum blockchain hosts most services. DEXes are one momentous DeFi innovation to surface in recent years. However, DEXes present new challenges to blockchain design. While an order’s position in a block used to be inconsequential for simple financial transactions, a transaction’s relative position in a block is essential for many successful attacks. This section covers the preliminaries of sandwich attacks on DEXes.

2.1 Ethereum Blockchain
Ethereum is a public blockchain platform and the home to most DeFi applications, including DEXes such as Uniswap and SushiSwap. Users send their transactions to the mempool – the waiting area for Ethereum transactions. Along with each transaction, users indicate the gas fee (Ethereum’s network transaction fee) they are willing to pay for their transaction. Transactions execute upon the inclusion in a block by a miner.

Until recently, users were over-bidding each other for block inclusion, and miners received the entire gas fee, but this changed with Ethereum’s London Hard Fork update on 5 August 2021 [7]. As part of the London Hard Fork, EIP-1559 launched and changed Ethereum transactions fees. EIP-1559 aims to make transaction fees predictable, dividing the fee into the base fee and the priority fee. Automatically set by the network according to the current network load, the base fee is required for block inclusion and burned by the protocol. The priority fee, on the other hand, is collected by the miners. Thus, with EIP-1559, anyone wishing to make an Ethereum transaction will at least pay the base fee.

2.2 Automated Market Maker
Most DEXes are automated market makers (AMMs). AMMs allow automatic trading of cryptocurrencies by an algorithm. Cryptocurrencies are aggregated in liquidity pools to facilitate this automated trading. A widespread adaptation of the AMM mechanism is Uniswap V2’s, which we will introduce in the following. Note, however, that there are currently two active Uniswap versions: Uniswap V2 and Uniswap V3. This paper discusses and applies to both versions.

Uniswap allows the creation of liquidity pools between any cryptocurrency pair. Then, individual liquidity providers can deposit both cryptocurrencies at equal value in the respective pool. The liquidity aggregation allows traders to exchange the respective tokens in the pool. A transaction fee is levied for every trade and distributed pro-rata amongst the pool’s liquidity providers.

The AMM smart contract specifies the exchange rate offered to trades based on the number of tokens reserved in the liquidity pool. Uniswap utilizes a constant product market maker (CPMM), ensuring that product between the amounts of the two reserved pool currencies stays constant. We consider a liquidity pool between token $X$ and token $Y$, $X \equiv Y$. The respective reserves are $x_t$ and $y_t$ at time $t$. A trader wishing to exchange $\delta_x$ tokens $X$ at time $t$ will receive $\delta_y$ tokens $Y$, where

$$\delta_y = y_t - \frac{x_t \cdot y_t}{x_t + (1 - f)\delta_x} = \frac{y_t(1 - f)\delta_x}{x_t + (1 - f)\delta_x},$$

and $f$ is the transaction fee [18]. The fee is charged on the input amount and is 0.3% in the case of Uniswap.

Trades, however, are not executed immediately upon submission but are first sent to the mempool. Upon inclusion in a block, the trade executes. The delay between submission and execution implies that the pool reserves during execution are unknown to the trader when submitting the swap. Thus, traders indicate their slippage tolerance – the maximum acceptable price movement.

We note that at the time of this writing, the interfaces of most major DEXes [2, 4, 12, 13, 31] suggest an auto-slippage, i.e., the same slippage tolerance is suggested for all transactions, independent of the size and the pool.

2.3 Sandwich Attacks
The aforementioned slippage tolerance simultaneously gives rise to sandwich attacks: front- and back-running victim transactions. Predatory traders listen to transactions in the public mempool and attack those that present profit opportunities by manipulating the transaction ordering and ensuring that one of the attack’s transactions executes before the victim’s transaction (front-running) and one after the victim’s transaction (back-running).

To understand how sandwich attacks present a profit opportunity to bots, consider a victim’s transaction trading $10$ tokens $X$ for...
tokens $Y$ with 1% slippage tolerance and 0.3% transaction fee in a pool holding 100 tokens $X$ and 100 tokens $Y$. The trader is expected to receive 9.066 tokens $Y$ (Equation 1). However, after seeing the transaction in the mempool, a trading bot front-runs the victim by purchasing 0.524 tokens $Y$ with 0.529 tokens $X$. Thereby, the bot raises the price of token $Y$ for the victim to the limit indicated by the slippage tolerance. The following victim’s trade subsequently only buys 8.975 tokens $Y$. Thus, the victim’s trade is executed at a higher price than expected – receiving exactly 1% fewer tokens $Y$ than anticipated. The price of $Y$ is further increased by the victim’s transaction. Finally, the bot concludes the attack by selling 0.524 tokens $Y$ at a higher price and receiving 0.635 tokens $X$. We observe that the bot’s profit from the sandwich attack is 0.106 tokens $X$. Generally, the profitability of sandwich attacks increases with the victim’s transaction size and slippage tolerance.

Before the introduction of flashbots, bots were challenged to time their attacks through strategically setting the gas price, the reward given to the miner for processing the transaction, such that a miner ordering the transactions according to gas price would sandwich the victim’s transactions with the bots attack. As most miners used to sort transactions according to gas price, bots were able to predict the order of transactions. However, there was no guarantee. Further, this resulted in high gas prices for bots as they were overbidding each other in what is commonly referred to as priority gas auctions (PGAs) – the competitive bidding up of gas fees to obtain early block positions.

Since the adaptation of flashbots, it is now possible for bots to achieve a low expected trade cost. With the sandwich game, we analyze how traders optimally set the slippage tolerance to achieve a low expected trade cost.

### 3.2 Attack Model

A trade $T_0$ to exchange $\delta_y$ tokens $X$ entering the mempool at time $t_0$ is identified as $T_0 = (\delta_{xy}, s, f, b, x_0, y_0, t_0)$. Here, $s$ is the specified slippage tolerance and $f$ the transaction fee. The trade would output $\delta_{xy}$ tokens $Y$ if executed at time $t_0$, where

$$\delta_{xy} = y_0 - \frac{x_0 \cdot y_0}{x_0 + (1 - f)\delta_x} = \frac{y_0(1-f)\delta_x}{x_0 + (1 - f)\delta_x}.$$  

Time advances when a trade is executed in pool $X \equiv Y$, and as the transaction might not execute at time $t_0$, $\delta_{xy}$ is only an estimate. Assuming that the trade executed at time $t_1$, the trader will receive $\tilde{\delta}_{xy} = \frac{y_1(1-f)\delta_x}{x_1 + (1 - f)\delta_x}$. tokens $Y$. Depending on the changes in the pool reserves between time $t_0$ and $t_1$, the trader might receive more or less tokens $Y$. In order to control how bad the exchange rate becomes for the traders, they specify a slippage tolerance $s$. The trade will only execute at time $t_1$, if $\tilde{\delta}_{xy} \geq (1-s)\delta_{xy}$. Otherwise, the trade will fail to execute. With the sandwich game, we analyze how traders optimally set the slippage tolerance to achieve a low expected trade cost.

### 3.3 SANDWICH GAME

We start by going through the general mechanism of the game. The victim submits a transaction $T_0$ wishing to exchange $\delta_{xy} > 0$ in pool $X \equiv Y$, with respective reserves $x_0 > 0$ and $y_0 > 0$. The pools transaction fee is $f (0 \leq f < 1)$ and the transaction’s slippage tolerance is $s (0 < s < 1)$. Transaction $T_0 = (\delta_{xy}, s, f, b, x_0, y_0, t_0)$ enters the mempool at time $t_0$. When submitting the trade, the victim expects $\delta_{xy}$ tokens $Y$. $\delta_{xy}$ corresponds to the number of tokens the victim would receive if no other trade is executed beforehand, i.e., if the reserves in the pool do not shift in the meantime (cf. Figure 1a). Thus,

$$\delta_{xy} = \frac{y_0(1-f)\delta_x}{x_0 + (1 - f)\delta_x}.$$  

However, when a sandwich attack occurs, the predatory bot first executes a transaction $T_{A_1}$ exchanging $\delta_{sx} \in T_{A_1}$ tokens $X$ for $\delta_{xy}$ tokens $Y$, where

$$\delta_{xy} = \frac{y_0(1-f)\delta_{sx}}{x_0 + (1 - f)\delta_{sx}}.$$  

We consider the liquidity pool between token $X$ with the correct ordering to the miner by including the victim’s transaction. There are three types of players in the sandwich game: traders, predatory trading bots, and miners. Traders send a DEX transaction to the mempool, representing potential bait to predatory trading bots. Predatory trading bots listen to these incoming transactions and launch a sandwich attack if they consider it profitable: aiming to front- and back-run the trader’s transaction. Finally, miners select and order the transactions from the mempool in a block. From this point on, we will assume that the predatory trading bots are miners themselves or collude with miners – allowing them to strategically order their transactions around the trader’s transaction at no extra cost.

### 3.1 Transaction Model

We consider the liquidity pool between token $X$ and token $Y$, $X \equiv Y$, with respective reserves $x_0$ and $y_0$ at time $t_0$. The current base fee for a Uniswap transaction is denoted by $b$. Note that while the base fee gives the minimum fee per gas, we utilize the minimum fee per Uniswap transaction in our analysis. This simplification is reasonable, as all individual Uniswap V2 transactions require approximately the same amount of gas. Thus, given the base fee per gas, we can compute the approximate base fee for a Uniswap transaction.
\[
\frac{\partial \delta_{\text{diff}}}{\partial \delta_{\text{in}}^2} = \frac{x_0 (\delta_{\text{in}}^2 f(\delta_{\text{in}} (1-f)^2) - (2-f) x_0)}{(\delta_{\text{in}} (1-f)^2 (\delta_{\text{in}} + \delta_{\text{in}} (2-f) f x_0 + x_0^2) + 2 \delta_{\text{in}} (1-f)^2 (2-f) f x_0) + \delta_{\text{in}} (1-f) (1-f) f x_0^2)} + \frac{(\delta_{\text{in}} (1-f)^2 (\delta_{\text{in}} + \delta_{\text{in}} - \delta_{\text{in}} f) + \delta_{\text{in}} (2-f) (1-f) f x_0 + x_0^2)}{(\delta_{\text{in}} (1-f)^2 (\delta_{\text{in}} + \delta_{\text{in}} - \delta_{\text{in}} f) + \delta_{\text{in}} (2-f) (1-f) f x_0 + x_0^2)} + \frac{(\delta_{\text{in}} (1-f)^2 (\delta_{\text{in}} + \delta_{\text{in}} - \delta_{\text{in}} f) + \delta_{\text{in}} (2-f) (1-f) f x_0 + x_0^2)}{(\delta_{\text{in}} (1-f)^2 (\delta_{\text{in}} + \delta_{\text{in}} - \delta_{\text{in}} f) + \delta_{\text{in}} (2-f) (1-f) f x_0 + x_0^2)}
\]

The single zero crossing of \( \frac{\partial \delta_{\text{diff}}}{\partial \delta_{\text{in}}^2} \), such that \( \delta_{\text{in}}^* > 0 \) is located at
\[
\delta_{\text{in}}^* = \frac{(\delta_{\text{in}} (1-f)^2 x_0 - (2-f) f x_0^2)}{((2-f) f x_0 - \delta_{\text{in}} (1-f)^2 f) + \sqrt{\delta_{\text{in}}^2 (1-f)^2 x_0 - (2-f) f x_0^2 + (2-f) f x_0^2 (2-f) f x_0 + x_0^2}}
\]

As
\[
\frac{\partial^2 \delta_{\text{diff}}}{\partial \delta_{\text{in}}^2} \bigg|_{\delta_{\text{in}}^*} < 0,
\]
\( \delta_{\text{in}}^* \) is the trading bot’s optimal input. \( \square \)

While one might expect that the input of the optimal attack \( \delta_{\text{in}}^* \) to be infinite, Lemma 1 shows that this is not the case. The optimal input amount is limited, as the bot performing the sandwich attack needs to pay the fee \( f \) twice, which increases with the input amount.

However, in most cases, traders will specify the slippage tolerance, \( s \), further limiting the maximum input size of the bots attack. In Lemma 2 we find the bot’s maximal input such that the trade executes and show that the bot can compute it analytically.

**Lemma 2. The bot’s maximal input \( \delta_{\text{in}}^* \) for a transaction exchanging \( \delta_{\text{in}} \) tokens with \( s \) slippage tolerance \( s \) such that the victim’s trade still executes can be calculated analytically and is given in the proof.**

We consider a sandwich attack and initial input \( \delta_{\text{in}} \), changing the pool reserves from \( x_0 \) to \( x_1 = x_0 + \delta_{\text{in}} \) tokens \( X \) and from \( y_0 \) to \( y_1 = (x_0 y_0)/(x_0 + \delta_{\text{in}}) \) tokens \( Y \). The new output of the victim transaction, assuming that it goes through will be
\[
\delta_{\text{in}} = \frac{y_1 (1-f) \delta_{\text{in}}}{x_1 + (1-f) \delta_{\text{in}}} \geq \frac{x_0 y_0 x_0 + (1-f) \delta_{\text{in}}}{x_0 + \delta_{\text{in}} + (1-f) \delta_{\text{in}}},
\]
and the victims transaction will go through, if
\[
\delta_{\text{in}} \geq (1-s) \delta_{\text{in}} y_0 (1-f) \delta_{\text{in}} \geq (1-s) \delta_{\text{in}} x_0 + (1-f) \delta_{\text{in}}.
\]

**4.1 Adversary Perspective**

We start by finding the optimal strategy for a predatory trading bot and first find the best attack input \( \delta_{\text{in}} \): the input maximizing \( P_a = \delta_{\text{out}} - \delta_{\text{in}} - 2b \). For this, we consider an arbitrary victim transaction \( T_v = (\delta_{\text{in}}, s, f, b, x_0, y_0, t_0) \) in pool \( X \equiv Y \). First, we consider the case, where \( s \) is not set for the transaction, i.e. \( s = 1 \). We show that bot can then analytically determine the the optimal sandwich attack strategy in Lemma 1.

**Lemma 1. We can analytically determine the trading bot’s optimal input \( \delta_{\text{in}}^* \) when the victim’s transaction \( T_v \) indicates no slippage tolerance, i.e., \( s = 1 \).**

**Proof.** To maximize \( P_a \), it is sufficient for the bot to maximize \( \delta_{\text{diff}} = \delta_{\text{out}} - \delta_{\text{in}}^* \). We start by finding the zero crossing of the derivative of \( \delta_{\text{diff}} \) with respect to \( \delta_{\text{in}}^* \).
Thus, the bot’s maximal input \( (\delta_{ax}^*) \) increases the slippage incurred by the victim to its tolerance, i.e., \( \delta_{ay} = (1 - s)\delta_{ay} \). Solving for \( \delta_{ax}^* \), we find that the maximal input is

\[
\delta_{ax}^* = \frac{\sqrt{n(x_0, f, \delta_{ax}, s)} - \delta_{ax} (1 - f)^{3} - (2 - f)(1 - s)x_0}{2(1 - f)^2},
\]

where

\[
n(x_0, f, \delta_{ax}, s) = (1 - f)^2 (1 - s) (\delta_{ax}^2 (1 - f)^4 (1 - s) + 2\delta_{ax} (1 - f)^2 (2 - f (1 - s))x_0 + (4 - f (4 - f (1 - s)))x_0^2).
\]

Following from Lemma 1 and Lemma 2, we find that the bot’s optimal input is \( \delta_{ax}^{\text{in}} = \min\{\delta_{ax}^0, \delta_{ax}^*\} \) in Theorem 1. In case the profit of the corresponding attack is negative, not profitable attack exist and the bot does not execute any attack.

**Theorem 1.** The bot’s optimal input is \( \delta_{ax}^{\text{in}} = \min\{\delta_{ax}^0, \delta_{ax}^*\} \).

**Proof.** From Lemma 1 we know, that there is a single maximum \( \delta_{ax}^0 \), such that \( \delta_{ax}^{\text{in}} = \min\{\delta_{ax}^0, \delta_{ax}^*\} \). However, in case the victim’s trade does not execute for \( \delta_{ax}^0 = \delta_{ax}^* \), the maximum will be at the endpoint of the permitted interval \( (\delta_{ax}^0, \delta_{ax}^*) \). Thus, \( \delta_{ax}^{\text{in}} = \min\{\delta_{ax}^0, \delta_{ax}^*\} \).

In Figure 2, we show the effects of the slippage tolerance, transaction fee, and trade size in relation to the pool size on a bots profit. Note that the simulation in Figure 2 disregards the base fee, which would remove the constant amount (2b) from the profit. Figure 2a demonstrates that, as expected, a bot’s maximum profit is dependent on both the slippage tolerance and transaction size. For small transaction sizes, even transactions with high slippage tolerances are not attackable. Additionally, higher transaction fees allow higher slippage tolerances before the trades become attackable. Thus, the constant auto-slippage, independent of transaction size and transaction fee, suggested by Uniswap and SushiSwap, appears counter-intuitive.

Further, we show in Theorem 2 that the bot’s maximum profit cannot exceed the victim’s loss. We will rely on this result in Section 4.2 to allow for straightforward computations on the trader side. Seeing that the bot’s maximum profit can trail the victim’s loss, we wonder where the remaining profit is collected. By noticing that sandwich attacks increase the volume in the pool, we conclude that liquidity providers also profit through sandwich attacks.

**Theorem 2.** The bot’s profit cannot exceed the victim’s loss.

**Proof.** Without loss of generality, we assume both the transaction fee \( f \) and the base fee \( b \) to be zero. Both would only decrease the bot’s profit. Note, that without transaction fees, the slippage tolerance will restrict the bot’s optimal input for all \( s \neq 1 \). We will start by analyzing the case where the victim trade \( T_v = (\delta_{ay}, s, f, b, x_0, y_0) \) sets the slippage tolerance \( s \neq 1 \), for \( f \) the bot’s optimal input (Lemma 2) becomes

\[
\delta_{ax}^{\text{in}} = \frac{1}{2} \sqrt{(1 - s) (\delta_{ax}^2 (1 - s) + 4\delta_{ax} x_0 + 4x_0^2) - 2x_0 - \delta_{ay}}.
\]

The bot’s profit is then given by

\[
P_a = \delta_{ax}^{\text{in}} - \delta_{ax}^0 = \frac{\delta_{ay} s (\delta_{ay} + x_0)}{\delta_{ax}^0 s + x_0},
\]

while the victims loss is given as

\[
L_v = s \cdot \frac{x_2 y_2^2}{y_2} = s \cdot \frac{\delta_{ay}^2 (\delta_{ay} + x_0) - \delta_{ay} + \sqrt{\delta_{ay}^2 + \frac{4\delta_{ay} x_0 + 4x_0^2}{1 - s}})^2}{4x_0 (\delta_{ay} + x_0)}.
\]

To obtain the loss \( L_v \), we multiply the victim’s loss in tokens \( Y (s \cdot \delta_{ay}) \) by the price \( p_{Y \rightarrow X} \) at the time the victim’s losses were realized, such that it is in the same currency as the bot’s profit. To show that the profit cannot exceed the loss, we show \( P_a / L_v \leq 1 \).

\[
P_a / L_v = \frac{4x_0 (\delta_{ay} + x_0)^2}{(\delta_{ay} + x_0)^2 \left( \delta_{ay} + \sqrt{\delta_{ay}^2 + \frac{4\delta_{ay} x_0 + 4x_0^2}{1 - s}} \right)^2} \leq \frac{4x_0 (\delta_{ay} + x_0)^2}{(\delta_{ay} + x_0) \left( \delta_{ay} + (\delta_{ay} + 2x_0)^2 \right)} = \frac{x_0}{\delta_{ay} s + x_0} \leq 1.
\]
We turn the case where \( s = 1 \). The bot’s optimal input is then \( \delta_{\text{in}} \rightarrow \infty \) and we find the associated profit to be
\[
\lim_{\delta_{\text{in}} \to \infty} P_a = \lim_{\delta_{\text{in}} \to \infty} \left( \frac{\text{mnt}}{\delta_{\text{in}}} - \frac{\text{mnt}}{\delta_{\text{in}}} \right) = \lim_{\delta_{\text{in}} \to \infty} \left( \delta_{\text{in}} \cdot \left( \delta_{\text{in}} + 2x \cdot \delta_{\text{in}} + 2x \right) + x \right)^2 = \delta_{\text{in}}.
\]
Further, for \( \delta_{\text{in}} \rightarrow \infty \) the victims loss \( L_v = \delta_{\text{in}} \), as \( \lim_{\delta_{\text{in}} \to \infty} \delta_{\text{in}} = 0 \). Thus, the bot’s gain cannot exceed the victim’s loss. \( \square \)

### 4.2 Trader Perspective

Intending to minimize the victim’s expected transaction execution cost, we turn to the victim’s perspective of the sandwich game. We again consider an arbitrary victim’s transaction \( T_v = (\delta_{\text{in}}, s, f, b, x_0, y_0, x_0) \). First, we note that we consider the victim’s transaction unattackable for
\[
\text{if } s \cdot \delta_{\text{in}} \geq 2b,
\]
as \( s \cdot \delta_{\text{in}} \) an upper bound for the bot’s profit (cf. Theorem 2). Note that here the base fee for the transaction is given in currency \( Y \).

Thus, high slippage tolerances and trade sizes make victim trades attackable. Any \( s \leq s_a \), where
\[
s_a = \frac{2b}{\delta_{\text{in}}},
\]

ensure that no profitable sandwich attack for the victim’s transaction exists. However, by selecting a low slippage tolerance, potential victims risk their trade failing to execute due to the natural movements in the pool, from trades, or liquidity withdrawals. Therefore, it is unreasonable to set a low slippage tolerance to avoid a sandwich attack when this low slippage tolerance is associated with high expected costs linked with resubmitting failed transactions.

The costs of transaction failure consist of the cost of redoing the transaction and the cost associated with the price shift between the two blocks. We estimate the cost of redoing the transaction to be \((l + m)b\), where \( l \) is the portion of the base fee used for a failed transaction, and \( m \) is the potential increase of the base fee in the next block. We set \( l = 0.25 \), as the gas used by a failed Uniswap transaction is approximately a quarter of that of a successful transaction [8]. Additionally, we set \( m = 0.125 \), as it is the maximum increase of the base fee within a block [11]. The expected cost of the associated price shift in the pool is denoted by \( \mathbb{E}(\hat{s} > s)\). More precisely, \( -\mathbb{E}(\hat{s} > s) \) is expected fractional price change given that the transaction failed \( (\hat{s} > s) \). Here, \( \hat{s} \) is the block’s price slippage. Finally, we denote the probability of the transaction failing for slippage tolerance \( s \) and trade size \( \delta_{\text{in}} \) as \( p(s, \delta_{\text{in}}) \). Note, that \( p(s, \delta_{\text{in}}) \) can be estimated reliably by looking at the recent history of the pool (cf. Section 5.2).

Thus, an approximate upper bound for redoing the transaction is given as
\[
\sum_{\hat{s} = 1}^{\infty} p(s, \delta_{\text{in}}) \left( (l + m)b + \mathbb{E}(s|\hat{s} > s)\delta_{\text{in}} \right) = \frac{1 - p(s, \delta_{\text{in}})}{p(s, \delta_{\text{in}})} \left( (l + m)b + \mathbb{E}(s|\hat{s} > s)\delta_{\text{in}} \right)
\]

Setting the slippage tolerance to \( s < s_r \), where
\[
s_r = \frac{p(s, \delta_{\text{in}})}{1 - p(s, \delta_{\text{in}})} \left( (l + m)b + \mathbb{E}(s|\hat{s} > s)\delta_{\text{in}} \right),
\]
ensures that the estimated costs associated with the transaction failing to execute do not exceed the costs of a possible sandwich attack. Note, that finding \( s_r \) is possible with a ternary search, as the left side of the equation decreases with \( s \), while the right side of the equation increases with \( s \).

In case \( s_r < s_a \), the potential victim can choose \( s \in [s_r, s_a) \) to make sure that no profitable sandwich attack exists. We will always choose \( s = s = s_a - \epsilon \), where \( \epsilon \to 0^+ \) to minimise the costs of transaction failure. Simultaneously, the victim does not face an unreasonable high expected cost related to the transaction failing. On the other hand, if \( s_r \leq s_a \), the potential victim cannot easily set the slippage tolerance to avoid both sandwich attacks and the risk of having to pay the costs related to the transaction failing. However, as we find in Section 5.3, this generally only occurs for comparatively large transactions. In reality, these transactions are better divided into several smaller trades to reduce their price impact. Price impact is an unrelated effect a trader should consider before executing a trade.

We conclude the analysis by presenting the algorithm utilized by the trader to choose the optimal slippage tolerance in Algorithm 1.

**Algorithm 1 Setting Slippage**

For transaction \( T_v = (\delta_{\text{in}}, s, f, b, x_0, y_0, x_0) \) in pool \( X \Rightarrow Y \)

Calculate \( s_a = \frac{2b}{\delta_{\text{in}}} \) and \( s_r = \frac{p(s, \delta_{\text{in}})}{1 - p(s, \delta_{\text{in}})} \left( (l + m)b + \mathbb{E}(s|\hat{s} > s)\delta_{\text{in}} \right) \) for transaction \( T_v \)

if \( s_r < s_a \):

set \( s = s = s_a - \epsilon \), where \( \epsilon \to 0^+ \)

else:

set \( s = s_r \)

Algorithm 1 can also be used to set the slippage tolerance in Uniswap V3. The implementation of Algorithm 1 will vary only slightly between Uniswap V2 and V3. The estimations of both the probability of the transaction failing for slippage tolerance \( s \) and trade size \( \delta_{\text{in}} \) \( p(s, \delta_{\text{in}}) \) and the expected fractional price change are calculated with the specific liquidity distribution. For Uniswap V2 (cf. Section 5.2) the number of tokens reserved in the pool suffice for the prediction.

### 5 EVALUATION

We analyze past Uniswap data to compare the costs for traders using the slippage tolerance proposed by Uniswap and the sandwich game. The data description follows in the succeeding section.

#### 5.1 Data Description

To collect data, we launch a go-ethereum client and export all transactions executed on Uniswap V2. We collect all Uniswap V2 transactions recorded on Ethereum up to block 11709847 (on 23 January 2021). In the following data analysis, we focus on 120,000 blocks (from block 11589848 to block 11709847) in January 2021, a particularly active time for Uniswap V2 before the launch of
We see that the fractional price change is dependent on the trade size. Thus, the trade activity on Uniswap V2 at this time is uninfluenced by Uniswap V3.² We obtain the price of each cryptocurrency in a common currency, US$ in our case, from the pool reserves and Coinbase [3].

In the following, we analyze data from eight Uniswap pools. The pools analyzed are USDC=WETH, USDC=USDT, WBTC=WETH, DPI=WETH, WBTC=USDC, UNI=USDC, LINK=WETH, and KIMCHI=WETH. We choose pools through a combination of size and type² to represent a representative sample of Uniswap pools.

### 5.2 Slippage Prediction

To understand the price changes between blocks, we start by analyzing the fractional price change in all eight Uniswap pools over 120,000 blocks in January 2021. The absolute fractional price change ($r$) is given as:

$$ r = \frac{\hat{\delta}_{\mu} - \delta_{\mu}}{\delta_{\mu}} = |s|. $$

We see that the fractional price change is dependent on the trade size. Thus, we find the average absolute fractional price change and its volatility for five trade sizes ($10, 100, 1000, 10000, 1000000$) in Table 1 for a selection of four pools. We note that we consider the anticipated trade output ($\delta_{\mu}$) to be the trade size throughout the entire analysis. These trade sizes cover the majority of trades executed on Uniswap – Uniswap’s median trade size was $634$ in 2020 [16].

We notice immediately that the mean absolute fractional price change is small in all considered pools – contradicting the common assumption that the price of cryptocurrencies fluctuates significantly, even between blocks. Instead, we find the price to be relatively constant between two blocks (around 13 seconds). Further, the average absolute price change is significantly less than the fractional slippage tolerance of $5 \cdot 10^{-3}$ proposed by Uniswap across all four pools [15]. The difference is even more startling as slippage only concerns negative price changes.

In the sandwich game, the trader estimates the required slippage tolerance $s$ such that the probability of the transaction failing is $p(s)$. To allow facile computation, we estimate the required slippage tolerance $\hat{s}_p$ such that the probability of transaction failure is $p(s)$ to be the $p(s)$th percentile of the observed fractional price change in the past $w$ blocks. Here, $w$ is the window size used for the estimation. We then compute the accuracy of our estimation over 120,000 blocks and summarize the results in Table 2. There we show the mean ($\mu$) and the relative error ($\sigma$) of the prediction of $\hat{s}_p$ for a given the probability of transaction failure $p(s)$ and window size $w$.

While the approximation is largely inaccurate for the smallest window size ($w = 200$), it is accurate for all larger window sizes. Only for the largest tested slippage tolerance (cf. Table 2c) does the prediction become inaccurate. However, this stems from the probability of transaction failure $p(s) = 0.1$ being large enough, such that in less than a fraction of $p(s)$ blocks, the fractional price change is positive. Consequently, the estimation $\hat{s}_p$ becomes zero. This is true for three of the tested pools: WBTC=USDC (cf. Figure 3f), USDC=USDT (cf. Figure 3d) and DPI=WETH (cf. Figure 3b), and caused by low volume in the pools. If no trade is executed in the pool during a block, the required slippage tolerance is inevitably zero. Only for the most active pool (USDC=WETH), does prediction $\hat{s}_p$ remain accurate for $p(s) = 0.1$ (cf. Figure 3b). However, as these inaccuracies cause the slippage tolerance to be over-estimated rather than under-estimated, they do not cause unnecessary failures. In the following, we will use $w = 2000$ as a window size for the estimation. The estimation does not become noticeably more accurate for larger window sizes, and using $w = 2000$ allows the system to react to changes more quickly.

### 5.3 Setting Slippage

With the ability to predict the required slippage tolerance, we continue by calculating the slippage tolerance’s lower bound, ensuring that the expected cost of transaction failure does not exceed the cost of a sandwich attack. We find this lower bound for trades of sizes: $10, 100, 1000, 10000, 100000$ using Algorithm 1 for each block in our data set. In the following evaluation, we set the base fee to $4$. A base fee of $4$ for a Uniswap V2 transaction is in line with current values [17]. We repeat our evaluation with different base fees ($2$ and $8$) in Appendix B. Over 120,000 blocks, we compute the lower bound for the slippage tolerance ($s_p$) for the eight analyzed pools. As $s_p$ adapts to the current pool characteristics, we compute different values for every block. We visualize the results as a box plot for two trade sizes ($10$ and $100000$) in Figure 4.

Note that even though the trade size differs by a factor of 10,000, $s_p$ only decreases by a factor of 10 (cf. Figures 4a and 4b). Further, we note that for both trade sizes, we observe a similar pattern between

### Table 1: Mean ($\mu$) absolute fractional price change ($r$) and volatility ($\sigma$) of absolute fractional price change for four Uniswap pools: USDC=WETH, USDC=USDT, WBTC=WETH and DPI=WETH.

| Size [$] | USDC=WETH | USDC=USDT | WBTC=WETH | DPI=WETH |
|---------|------------|------------|------------|-----------|
| 10      | $1.80 \times 10^{-4}$ | $6.18 \times 10^{-3}$ | $9.52 \times 10^{-5}$ | $8.31 \times 10^{-4}$ |
| 100     | $1.81 \times 10^{-4}$ | $6.35 \times 10^{-3}$ | $9.52 \times 10^{-5}$ | $8.31 \times 10^{-4}$ |
| 1000    | $1.82 \times 10^{-4}$ | $6.45 \times 10^{-3}$ | $9.52 \times 10^{-5}$ | $8.30 \times 10^{-4}$ |
| 10000   | $1.84 \times 10^{-4}$ | $7.07 \times 10^{-3}$ | $9.51 \times 10^{-5}$ | $8.48 \times 10^{-4}$ |
| 100000  | $1.85 \times 10^{-4}$ | $7.67 \times 10^{-3}$ | $9.42 \times 10^{-5}$ | $1.15 \times 10^{-3}$ |
Table 2: Average ($\mu$) and relative error ($\eta$) of slippage tolerance $s$ prediction using historical percentile for transaction failure probabilities $p(s) \in [0.01, 0.05, 0.1]$ and window sizes $w \in [200, 2000, 20000]$ for four Uniswap pools: USDC=WETH, USDC=USDT, WBTC=WETH and DPI=WETH.

| Window size | USDC=WETH | USDC=USDT | WBTC=WETH | DPI=WETH |
|-------------|-----------|-----------|-----------|----------|
| $200$       | $2.37 \cdot 10^{-3}$ | $6.37 \cdot 10^{-4}$ | $5.12 \cdot 10^{-3}$ | $6.11 \cdot 10^{-3}$ |
| $2000$      | $2.74 \cdot 10^{-3}$ | $9.03 \cdot 10^{-4}$ | $6.06 \cdot 10^{-3}$ | $1.06 \cdot 10^{-3}$ |
| $20000$     | $2.93 \cdot 10^{-3}$ | $9.27 \cdot 10^{-4}$ | $9.14 \cdot 10^{-3}$ | $2.13 \cdot 10^{-3}$ |

(a) $p(s) = 0.01$

| Window size | USDC=WETH | USDC=USDT | WBTC=WETH | DPI=WETH |
|-------------|-----------|-----------|-----------|----------|
| $200$       | $-9.22 \cdot 10^{-4}$ | $0.124 \cdot 10^{-5}$ | $0.24 \cdot 10^{-4}$ | $0.62 \cdot 10^{-4}$ |
| $2000$      | $-9.74 \cdot 10^{-4}$ | $0.013 \cdot 10^{-5}$ | $0.21 \cdot 10^{-4}$ | $0.02 \cdot 10^{-4}$ |
| $20000$     | $-9.88 \cdot 10^{-4}$ | $0.007 \cdot 10^{-5}$ | $0.19 \cdot 10^{-5}$ | $0.02 \cdot 10^{-4}$ |

(b) $p(s) = 0.05$

| Window size | USDC=WETH | USDC=USDT | WBTC=WETH | DPI=WETH |
|-------------|-----------|-----------|-----------|----------|
| $200$       | $-3.49 \cdot 10^{-4}$ | $0.042 \cdot 10^{-6}$ | $0.335 \cdot 10^{-5}$ | $0.19 \cdot 10^{-5}$ |
| $2000$      | $-2.99 \cdot 10^{-4}$ | $0.001 \cdot 10^{-6}$ | $0.314 \cdot 10^{-6}$ | $0.14 \cdot 10^{-5}$ |
| $20000$     | $-2.56 \cdot 10^{-4}$ | $0.003 \cdot 0.00$ | $0.310 \cdot 10^{-6}$ | $0.114 \cdot 10^{-5}$ |

(c) $p(s) = 0.1$

In Figure 5a we compare $s_a$ and $s_r$. We find that the mean value of $s_r$ does not exceed $s_a$ for all transaction sizes analyzed up to $10000$. Note that when looking at the entire data set, $s_r$ never exceeds $s_a$ for these transaction sizes. Thus, for all these transactions, the slippage tolerance can easily be set to $s = s_a - \varepsilon$, $\varepsilon \rightarrow 0^+$, to avoid being attacked and ensure that the costs related to potentially having to redo the transaction are small. Only for the largest transaction size does $s_r$ occasionally exceed $s_a$. The mean value of $s_r$ exceeds $s_a$ in half the pools and in Figure 4b we see that there is at least one block for all pools in which $s_r$ surpasses $s_a$. Thus, when the trade size exceeds $100000$, sandwich attacks are not (always) avoidable with our parameter configuration.

We turn to Figure 5b, where we compare the slippage tolerance chosen by Algorithm 1 ($s$) to the slippage tolerance recommended by Uniswap ($s_u$). We show in blue where $s_u$ is smaller than $s$, in red where $s_u$ exceeds $s$. For small trade sizes, $s_u$ is comparatively small. This unnecessarily small slippage tolerance is up to a factor of 160 smaller than the slippage tolerance at which the trade becomes attackable ($s_a$) and causes easily preventable transaction failures. We notice that independent of the transaction size, Uniswap’s interface warns users that their transaction may be front-run when setting the slippage tolerance slightly below $s_a$ for trades of size $10$ and $100$. As $s_a$ specifies the slippage tolerance at which trades become attackable, they cannot be front-run profitably. Thus, the warning is misleading and can lead to unnecessary transaction failures. We note that while $s_a$ depends on the current base fee, Uniswap’s warnings are fixed and independent of trade size, pool, and base fee. Thus, it suffices to test the Uniswap interface with realistic base fees.

Simultaneously, for large trades, $s_u$ exceeds $s$ by up to a factor of more than 50, and thus opens greater parts of the transaction up for attacks than necessary. For example, when setting the slippage tolerance as indicated by our algorithm for trades of size $10000$, Uniswap warns that the transaction may fail and suggests users use a higher slippage tolerance. While not necessarily incorrect, any transaction may fail, the warning might encourage users to...
choose a higher slippage tolerance. Consequently, these users would encounter excess costs, as we will show in the subsequent section.

5.4 Cost Comparison
To conclude the analysis, we simulate trades of sizes $10, $100, $1000, $10000 and $100000 in every block between blocks 11589848 and 11709847 across all eight pools. We simulate all trades both with the slippage tolerance as specified by Algorithm 1 and with the slippage tolerance suggested by Uniswap. We note that we consider a trade $T = (\delta_x, s, f, b, x_0, y_0, t_0)$ to be attackable, whenever $s \delta_y \geq 2b$ in accordance with Theorem 2.

We summarize the results of the simulation in Table 3, where we show the fractional cost incurred when using our algorithm and the cost incurred when using the slippage tolerance recommended by Uniswap. This cost consists of both of the cost incurred from sandwich attacks and of the costs involved in resubmitting failed transactions. We further provide the detailed results on the number of times transactions fail to execute and suffer sandwich attacks in Appendix A.

Our algorithm is significantly more cost-effective than the suggestions from Uniswap for all analyzed trade sizes in all analyzed pools. We notice that across all pools, very small trades experience no additional costs in our case but fail from time to time with Uniswap’s suggested slippage tolerance. As we saw in Figure 5b, the transactions fail as Uniswap’s constant slippage tolerance is unnecessarily low for small trade sizes and leads to easily avoidable trade failures. While trades of size $10$ are never attacked nor fail when utilizing our algorithm for setting the slippage tolerance, a couple of transactions always fail when using Uniswap’s slippage tolerance suggestion – leading to an infinite cost reduction.

While our protocol for setting the slippage tolerance still saves costs in comparison to the auto-slippage across all pools, we find
the smallest difference in costs for trades of size $1000. We infer that the auto-slippage selected by Uniswap appears reasonable for transactions of size $1000 when the base fee is $4. This finding is in line with our observations from Figure 5b, $s_u$ is closest to the slippage tolerance suggested by Algorithm 1 for trades of size $1000.$

Finally, for large trades ($10000 and $100000), our algorithm consistently demonstrates a high cost reduction of up to a factor of 273. Looking at the results in further detail, we observe differing patterns for high volume pools such as USDC=WETH (cf. Table 3a) and WBTC=WETH (cf. Table 3b) and lower volume pools such as UNI=USDC (cf. Table 3e) and LINK=WETH (cf. Table 3f). In high volume pools, the difference between the costs experienced by trades using our algorithm and Uniswap’s auto-slippage decreases more starkly for large trades. Regardless of this decrease, the difference remains significant across all pools. In comparatively low volume pools, the cost ratio does not decrease noticeably for large trades. Low volume leads to smaller inter-block price movements: allowing our algorithm to select lower slippage tolerances and avoid sandwich attacks. Precisely, while 80% of trades using our slippage tolerance algorithm were attacked for trades of size $100000 in the USDC=WETH (cf. Table 4a), less than 3% of trades were attacked in the low volume pool LINK=WETH (cf. Table 4f).

Thus, we deduce that using a constant auto-slippage, as suggested by both Uniswap and SushiSwap, ignorant of the trade size and pool characteristics, imposes unreasonably high costs on trades. The inefficiency of the constant auto-slippage is highlighted by our algorithm repeatedly demonstrating a cost reduction of a three-figure factor. Further, we note that setting the slippage tolerance per our simple algorithm avoids sandwich attacks for all tested pools and transaction sizes smaller than $100000. This success shows that contrary to common assumptions, traders can mostly avoid being sandwich attacked by setting the slippage tolerance.

To conclude, we infer that in pools with smaller inter-block price movements, the additional costs traders need to face from the transaction ordering tax can be reduced significantly. In Uniswap V3, liquidity providers no longer automatically commit to providing liquidity for the entire price range but can choose to provide liquidity in a smaller price range [19]. As a consequence, their liquidity is up to 4000 times more capital efficient [10]. Thus, we expect inter-block price movements to be even smaller, and our algorithm would allow traders to avoid the invisible tax even further.
Table 3: Cost comparison when using our own algorithm to set the slippage tolerance vs. the slippage tolerance suggested by Uniswap. The fractional cost includes both the costs of being attacked as well as the costs associated with redoing the transactions. The simulation spans over 120,000 blocks, from block 1159848 to block 11709847, and the base fee is set to 4.

### 6 RELATED WORK

The prevalence of front-running on centralized exchanges is a well-studied area [20, 22] and most types of front-running are outlawed in traditional markets [28, 29]. Still, there are legal trading strategies utilized by high-frequency trading (HTF) firms that front-run transactions for profit [26, 33].

Only with the introduction of Ethereum DApps has front-running become a pervasive issue on permissionless blockchains. Eskandir et al. [25] are the first to combine the scattered body of knowledge of front-running on permissionless blockchains at the time. Seeing the effects of front-running on AMM users and the limited actions taken by the AMMs themselves, we offer them a simple way of protecting themselves against such attacks.

Daian et al. [24] present a study on price gas auctions (PGA), analyzing various types of predatory trading behaviors known from traditional finance and adapting to DeFi. They further introduce miner-extractable value (MEV) as a concept and empirically show its risks. MEV measures the profit miners can extract through either arbitrarily including or excluding transactions from blocks or re-ordering transactions within blocks. Subsequently, Qin et al. [32] quantify the transaction ordering tax and provide evidence of miners already extracting MEV. In contrast, we focus specifically on sandwich attacks from both the victims’ and bot’s perspectives by introducing the sandwich game.

Zhou et al. [35] formalize the sandwich attack problem on AMM exchanges. They study the problem analytically and empirically from the attackers’ perspective and quantify when profitable attacks exist. We generalize the analytical sandwich attack problem...
and include the victim perspective – letting victims adjust the slippage tolerance to avoid sandwich attacks. Our analysis reveals that contrary to popular belief, victims can mitigate sandwich attacks in most cases.

A large-scale analysis of sandwich attacks is performed by Züst in [36]: quantifying the frequency and profitability of sandwich attacks and showing that the number of bots performing sandwich attacks is becoming increasingly efficient. While Züst suggests splitting up large trades as a mitigation strategy, we demonstrate that it is generally sufficient for DeFi users to adjust their slippage tolerance to protect against sandwich attacks.

Several solutions to blockchain front-running have been introduced recently. With Tesseract, Bentov et al. [21] introduce an exchange that relies on trusted hardware to resist front-running. Aequitas is a premissioned consensus protocol to achieve order-fairness by Kelkar et al. [27]. Cachin et al. [23] strengthen the fairness notion achieved by Aequitas. In contrast to these works, we show that sandwich attacks are preventable without the need for trusted hardware or premissioned consensus. Further, our approach allows users to protect themselves immediately without having to wait for the DeFi ecosystem to evolve.

7 CONCLUSION

Sandwich attacks are a constant threat to the transactions of traders on AMMs. In this work, we generalized the sandwich attack problem to include both traders and bots. Our model demonstrates that the constant auto-slippage suggested by most AMMs only performs well for a small set of trade parameters. Further, we highlight that, contrary to popular belief, traders can easily avoid most sandwich attacks. An adjustment of the slippage tolerance suffices in most cases and does not face an unnecessarily high risk of trade failure due to an insufficiently small slippage tolerance. The simple algorithm we present can be utilized by traders to protect themselves against sandwich attacks and outperforms the auto-slippage algorithm we present can be utilized by traders to protect themselves against sandwich attacks and outperforms the auto-slippage algorithm suggested by Uniswap in all tested settings – demonstrating a three-figure cost reduction. We foresee the possibility that some solutions to blockchain front-running have been introduced recently. With Tesseract, Bentov et al. [21] introduce an exchange that relies on trusted hardware to resist front-running. Aequitas is a premissioned consensus protocol to achieve order-fairness by Kelkar et al. [27]. Cachin et al. [23] strengthen the fairness notion achieved by Aequitas. In contrast to these works, we show that sandwich attacks are preventable without the need for trusted hardware or premissioned consensus. Further, our approach allows users to protect themselves immediately without having to wait for the DeFi ecosystem to evolve.

Sandwich attacks are a constant threat to the transactions of traders on AMMs. In this work, we generalized the sandwich attack problem to include both traders and bots. Our model demonstrates that the constant auto-slippage suggested by most AMMs only performs well for a small set of trade parameters. Further, we highlight that, contrary to popular belief, traders can easily avoid most sandwich attacks. An adjustment of the slippage tolerance suffices in most cases and does not face an unnecessarily high risk of trade failure due to an insufficiently small slippage tolerance. The simple algorithm we present can be utilized by traders to protect themselves against sandwich attacks and outperforms the auto-slippage algorithm suggested by Uniswap in all tested settings – demonstrating a three-figure cost reduction. We foresee the possibility that some more conservative traders prefer accepting the transaction ordering tax instead of accepting the small risk of transaction failure. However, this would open up the opportunity for AMMs themselves or a new DeFi service to guarantee a given (low) slippage tolerance to their users by amortizing the cost across a pool of users.

While our simple approach is successful at avoiding sandwich attacks without incurring unnecessary costs and allows traders to protect themselves, it does not prevent other predatory trading behaviors leading to MEV. The development of an approach to prevent all predatory trading behaviors is, thus, an open question for future research.
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### A FAILED AND ATTACKED TRADES

Table 4 compares the number of failed and attacked trades when using our slippage tolerance setting algorithm and Uniswap’s suggested slippage tolerance. It is apparent while the constant slippage tolerance used by Uniswap cannot be effective for both different trade patterns and pools. Our simple slippage tolerance algorithm, on the other hand, adjusts well to the varying conditions. We notice that Uniswap’s auto-slippage leads to a similar number of failed trades caused by an insufficient slippage tolerance for all tested trade sizes in a pool. Especially for smaller trade sizes, these failures are unnecessary, as we see when comparing the performance of the auto-slippage to that chosen by our slippage tolerance algorithm. For trade sizes up to a $1000, our algorithm can successfully

#### Table 4: Comparison between the number of failed and attacked trades when using our algorithm to set the slippage tolerance vs. the slippage tolerance suggested by Uniswap. The simulation spans between blocks 11589848 and 1170984. The base fee is set to $4.

|          | failed trades | average failed attempts | attacked trades |
|----------|---------------|-------------------------|-----------------|
|          | ours | UNI | ours | UNI | ours | UNI |
| size [$] |      |     |      |     |      |     |
| 10       | 0    | 253 | 0.0000 | 1.0079 | 0 | 0 |
| 100      | 0    | 253 | 0.0000 | 1.0079 | 0 | 0 |
| 1000     | 36   | 253 | 1.0000 | 1.0079 | 0 | 0 |
| 10000    | 6814 | 253 | 1.1611 | 1.0079 | 0 | 0 |
| 100000   | 14697| 253 | 1.2232 | 1.0079 | 101371 | 119747 |

(a) USDC ⇄ WETH

|          | failed trades | average failed attempts | attacked trades |
|----------|---------------|-------------------------|-----------------|
|          | ours | UNI | ours | UNI | ours | UNI |
| size [$] |      |     |      |     |      |     |
| 10       | 0    | 93  | 0.0000 | 1.0000 | 0 | 0 |
| 100      | 0    | 93  | 0.0000 | 1.0000 | 0 | 0 |
| 1000     | 20   | 93  | 1.0000 | 1.0000 | 0 | 0 |
| 10000    | 1336 | 93  | 1.0352 | 1.0000 | 0 | 0 |
| 100000   | 5964 | 92  | 1.1160 | 1.0000 | 1536 | 119908 |

(c) USDC ⇄ USDT

|          | failed trades | average failed attempts | attacked trades |
|----------|---------------|-------------------------|-----------------|
|          | ours | UNI | ours | UNI | ours | UNI |
| size [$] |      |     |      |     |      |     |
| 10       | 0    | 325 | 0.0000 | 1.0031 | 0 | 0 |
| 100      | 0    | 324 | 0.0000 | 1.0031 | 0 | 0 |
| 1000     | 252  | 325 | 1.0040 | 1.0031 | 0 | 0 |
| 10000    | 482  | 317 | 1.0041 | 1.0032 | 0 | 0 |
| 100000   | 542  | 277 | 1.0037 | 1.0036 | 7872 | 119723 |

(e) UNI ⇄ USDC

|          | failed trades | average failed attempts | attacked trades |
|----------|---------------|-------------------------|-----------------|
|          | ours | UNI | ours | UNI | ours | UNI |
| size [$] |      |     |      |     |      |     |
| 10       | 0    | 305 | 0.0000 | 1.0033 | 0 | 0 |
| 100      | 0    | 305 | 1.0000 | 1.0033 | 0 | 0 |
| 1000     | 56   | 305 | 1.0000 | 1.0033 | 0 | 0 |
| 10000    | 2720 | 305 | 1.1162 | 1.0033 | 0 | 0 |
| 100000   | 6701 | 304 | 1.1310 | 1.0033 | 41511 | 119696 |

(g) DPI ⇄ WETH

|          | failed trades | average failed attempts | attacked trades |
|----------|---------------|-------------------------|-----------------|
|          | ours | UNI | ours | UNI | ours | UNI |
| size [$] |      |     |      |     |      |     |
| 10       | 0    | 183 | 0.0000 | 1.0055 | 0 | 0 |
| 100      | 0    | 183 | 1.0000 | 1.0055 | 0 | 0 |
| 1000     | 57   | 183 | 1.0000 | 1.0055 | 0 | 0 |
| 10000    | 815  | 183 | 1.0049 | 1.0055 | 0 | 0 |
| 100000   | 2591 | 183 | 1.0243 | 1.0055 | 1706 | 119817 |

(h) KIMCHI ⇄ WETH
avoid the vast majority of trade failures in all pools, and simultaneously not a single trade suffers a sandwich attack. All large ($100000$ and $1000000$) trades with Uniswap’s auto-slippage are sandwich attacked or failed to execute. Our algorithm, on the other hand, avoids all sandwich attacks for trades up to size $1000$, while at the same time only experiencing a few, at most $5.5\%$ for trades of size $10000$ in the USDC=WETH pool (cf. Table 4a), trade failures. For the largest trade size ($1000000$), our algorithm cannot avoid all sandwich attacks. Still, trades are only attacked very rarely in comparison to those that use Uniswap’s auto-slippage.

### Table 5: Cost comparison when using our own algorithm to set the slippage tolerance vs. the slippage tolerance suggested to those that use Uniswap’s auto-slippage.

For the largest trade size ($100000$), our algorithm cannot avoid the vast majority of trade failures in all pools, and simultaneously not a single trade suffers a sandwich attack. All large ($100000$ and $1000000$) trades with Uniswap’s auto-slippage are sandwich attacked or failed to execute. Our algorithm, on the other hand, avoids all sandwich attacks for trades up to size $1000$, while at the same time only experiencing a few, at most $5.5\%$ for trades of size $10000$ in the USDC=WETH pool (cf. Table 4a), trade failures. For the largest trade size ($1000000$), our algorithm cannot avoid all sandwich attacks. Still, trades are only attacked very rarely in comparison to those that use Uniswap’s auto-slippage.

#### Cost Comparison ($b = \$2$ AND $b = \$8$)

We repeat the simulation from Section 5.4 with a smaller base fee, i.e., $b = \$2$, and present the results in Table 5. The table shows the fractional cost incurred when trades use our algorithm and the cost incurred by trades using Uniswap’s auto-slippage. For the smaller base fee, our algorithm also saves significant amounts of money in comparison to the suggestions from Uniswap. Due to the lower base fee, smaller trades with Uniswap’s auto-slippage become attackable. Thus, while Uniswap’s auto-slippage appeared reasonable for trades of size $1000$ for $b = \$4$, Uniswap’s auto-slippage is greatly outperformed our algorithm for trades of size $1000$ for $b = \$2$.

| size [$] | fractional cost ours | fractional cost UNI | ratio cost UNI/ours |
|---------|----------------------|---------------------|---------------------|
| 10      | 0,000                | 2,267·10⁻⁴         | ∞                   |
| 100     | 0,000                | 3,545·10⁻⁵         | ∞                   |
| 1000    | 2,652·10⁻⁵          | 5,505·10⁻³         | 207.5644            |
| 10000   | 1,754·10⁻⁴          | 5,054·10⁻³         | 28.8085             |
| 100000  | 3,201·10⁻⁴          | 5,009·10⁻³         | 15.6483             |

(a) USDC=WETH

| size [$] | fractional cost ours | fractional cost UNI | ratio cost UNI/ours |
|---------|----------------------|---------------------|---------------------|
| 10      | 0,000                | 8,311·10⁻⁵         | ∞                   |
| 100     | 0,000                | 1,336·10⁻⁵         | ∞                   |
| 1000    | 7,741·10⁻⁶          | 5,502·10⁻³         | 710.7457            |
| 10000   | 3,257·10⁻⁵          | 5,052·10⁻³         | 155.1261            |
| 100000  | 5,974·10⁻⁵          | 5,007·10⁻³         | 83.8038             |

(c) USDC=USDT

| size [$] | fractional cost ours | fractional cost UNI | ratio cost UNI/ours |
|---------|----------------------|---------------------|---------------------|
| 10      | 0,000                | 3,207·10⁻⁴         | ∞                   |
| 100     | 8,919·10⁻⁶          | 7,606·10⁻⁵         | 8.5274              |
| 1000    | 5,142·10⁻⁵          | 5,537·10⁻³         | 107.6673            |
| 10000   | 5,078·10⁻⁵          | 5,084·10⁻³         | 100.1143            |
| 100000  | 7,058·10⁻⁵          | 5,031·10⁻³         | 71.2869             |

(e) UNI=USDC

| size [$] | fractional cost ours | fractional cost UNI | ratio cost UNI/ours |
|---------|----------------------|---------------------|---------------------|
| 10      | 0,000                | 2,764·10⁻⁴         | ∞                   |
| 100     | 4,539·10⁻⁶          | 4,688·10⁻⁵         | 10.3277             |
| 1000    | 3,002·10⁻⁵          | 5,110·10⁻³         | 183.5702            |
| 10000   | 8,138·10⁻⁵          | 5,059·10⁻³         | 62.1630             |
| 100000  | 1,562·10⁻⁴          | 5,014·10⁻³         | 32.0972             |

(g) DPI=WETH

| size [$] | fractional cost ours | fractional cost UNI | ratio cost UNI/ours |
|---------|----------------------|---------------------|---------------------|
| 10      | 0,000                | 7,441·10⁻⁵         | ∞                   |
| 100     | 4,362·10⁻⁶          | 1,516·10⁻⁵         | 3.3219              |
| 1000    | 1,104·10⁻⁵          | 5,506·10⁻³         | 498.8522            |
| 10000   | 4,659·10⁻⁵          | 5,055·10⁻³         | 108.5005            |
| 100000  | 8,746·10⁻⁵          | 5,010·10⁻³         | 57.2870             |

(b) WBTC=WETH

| size [$] | fractional cost ours | fractional cost UNI | ratio cost UNI/ours |
|---------|----------------------|---------------------|---------------------|
| 10      | 0,000                | 8,026·10⁻⁴         | ∞                   |
| 100     | 5,465·10⁻⁷          | 1,343·10⁻⁴         | 245.7445            |
| 1000    | 7,548·10⁻⁵          | 5,527·10⁻³         | 73.2224             |
| 10000   | 9,881·10⁻⁵          | 5,074·10⁻³         | 51.3471             |
| 100000  | 1,909·10⁻⁴          | 5,028·10⁻³         | 26.3332             |

(d) WBTC=USDC

| size [$] | fractional cost ours | fractional cost UNI | ratio cost UNI/ours |
|---------|----------------------|---------------------|---------------------|
| 10      | 0,000                | 5,707·10⁻⁵         | ∞                   |
| 100     | 1,152·10⁻⁵          | 2,032·10⁻⁵         | 1.7641              |
| 1000    | 1,652·10⁻⁵          | 5,514·10⁻³         | 333.7329            |
| 10000   | 1,635·10⁻⁵          | 5,064·10⁻³         | 309.7068            |
| 100000  | 2,657·10⁻⁵          | 5,019·10⁻³         | 188.8764            |

(f) LINK=WETH

| size [$] | fractional cost ours | fractional cost UNI | ratio cost UNI/ours |
|---------|----------------------|---------------------|---------------------|
| 10      | 0,000                | 1,693·10⁻⁴         | ∞                   |
| 100     | 4,562·10⁻⁶          | 3,134·10⁻⁵         | 6.8693              |
| 1000    | 1,847·10⁻⁵          | 5,509·10⁻³         | 298.3095            |
| 10000   | 2,915·10⁻⁵          | 5,059·10⁻³         | 173.5636            |
| 100000  | 4,424·10⁻⁴          | 5,013·10⁻³         | 113.3132            |

(h) KIMCHI=WETH

Table 5: Cost comparison when using our own algorithm to set the slippage tolerance vs. the slippage tolerance suggested by Uniswap. The fractional cost includes both the costs of being attacked as well as the costs associated with redoing the transactions. The simulation spans between blocks 11589848 and 1170984. The base fee $b$ is set to $\$2$. 


Table 6: Cost comparison when using our own algorithm to set the slippage tolerance vs. the slippage tolerance suggested by Uniswap. The fractional cost includes both the costs of being attacked as well as the costs associated with redoing the transactions. The simulation spans between blocks 11589848 and 1170984. The base fee $b$ is set to $8$.

| size [$] | fractional cost ours | fractional cost UNI | ratio cost UNI/ours |
|----------|----------------------|---------------------|---------------------|
| 10       | 0,000               | 2.267 · 10^{-4}     | ∞                   |
| 100      | 0,000               | 3.545 · 10^{-5}     | ∞                   |
| 1000     | 7.779 · 10^{-7}     | 1.633 · 10^{-5}     | 20.9851             |
| 10000    | 1.025 · 10^{-4}     | 5.203 · 10^{-3}     | 50.7475             |
| 100000   | 2.583 · 10^{-4}     | 5.024 · 10^{-3}     | 19.4491             |

(a) USDC=WETH

| size [$] | fractional cost ours | fractional cost UNI | ratio cost UNI/ours |
|----------|----------------------|---------------------|---------------------|
| 10       | 0,000               | 8.311 · 10^{-5}     | ∞                   |
| 100      | 0,000               | 1.336 · 10^{-5}     | ∞                   |
| 1000     | 4.817 · 10^{-7}     | 6.382 · 10^{-6}     | 13.2498             |
| 10000    | 1.906 · 10^{-5}     | 5.202 · 10^{-3}     | 272.8749            |
| 100000   | 3.806 · 10^{-5}     | 5.022 · 10^{-3}     | 131.9262            |

(c) USDC=USDT

| size [$] | fractional cost ours | fractional cost UNI | ratio cost UNI/ours |
|----------|----------------------|---------------------|---------------------|
| 10       | 0,000               | 3.207 · 10^{-4}     | ∞                   |
| 100      | 0,000               | 7.606 · 10^{-5}     | ∞                   |
| 1000     | 3.632 · 10^{-5}     | 5.147 · 10^{-5}     | 1.4172              |
| 10000    | 5.070 · 10^{-5}     | 5.233 · 10^{-3}     | 103.2274            |
| 100000   | 4.661 · 10^{-5}     | 5.046 · 10^{-3}     | 108.2632            |

(e) UNI=USDC

| size [$] | fractional cost ours | fractional cost UNI | ratio cost UNI/ours |
|----------|----------------------|---------------------|---------------------|
| 10       | 0,000               | 2.764 · 10^{-4}     | ∞                   |
| 100      | 0,000               | 4.688 · 10^{-5}     | ∞                   |
| 1000     | 5.428 · 10^{-6}     | 2.393 · 10^{-5}     | 4.4089              |
| 10000    | 5.853 · 10^{-5}     | 5.208 · 10^{-3}     | 88.9918             |
| 100000   | 1.021 · 10^{-4}     | 5.029 · 10^{-3}     | 49.2509             |

(g) DPI=WETH

Further, when also considering the simulation results with $b = 8$ (cf. Table 6), we see that the general pattern stays the same. Independent of the precise base fee, our algorithm outperforms Uniswap’s auto-slippage. The auto-slippage is too low for smaller trades and consequently small trades fail unnecessarily. On the other hand, for larger trades Uniswap’s auto-slippage is too high and causes all trades to be attackable. It is clear that a constant auto-slippage cannot consistently perform well.