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Abstract
Music is a prevalent part of everyday life and there has been a great deal of interest in the possibility that music facilitates cognition, including memory. Listening to background music has a modulatory effect on internal mood and arousal states, putting the listeners at the optimal levels necessary to enhance memory performance. However, there has been little research on how music-induced mood and arousal influence other aspects of cognition, in particular attention. The aim of the current study was to examine the effect of background music on visual attention. Participants rated an assortment of music clips on mood and arousal levels. The clips that participants rated most positive or negative in mood and highest or lowest in arousal were used during an adaptation of the Posner cueing task (Posner, 1980). This visual attention task was either performed in silence or while listening to background music. A significant interaction between mood and arousal was observed. Participants were fastest when listening to high arousal positive music and slowest when listening to high arousal negative music. Intermediate performance occurred for low arousal negative and low arousal positive music. Thus, changes in music-induced mood and arousal can indeed alter reaction times, with opposite effects observed for high arousal music based on whether it is perceived as positive or negative in mood. However, there is no evidence that musical mood and arousal affect attention because mood and arousal levels do not alter the effect of congruency on either reaction times or accuracy. Thus, although reaction times are faster in the presence of high arousal positive music, this appears unrelated to effects on attention.
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how background music affects attention is especially relevant as it is a crucial requirement for many complex cognitive tasks, such as driving. Therefore, the current study used musical stimuli, which modulated mood and arousal and subsequently observed the recorded impact on task-related performance.

Mood and Arousal

Mood and arousal represent different but related aspects of emotions. According to the circumplex model of affect (Russell, 1980), valence and arousal are interrelated in a highly systematic spatial model, with different emotional states falling in a circle as follows: pleasure (0°), excitement (45°), arousal (90°), distress (135°), displeasure (180°), depression (225°), sleepiness (270°), and relaxation (315°). Although mood typically refers to a long-term psychological state (Sloboda & Juslin, 2001), in this study, the definition of mood is analogous to the definition used in the mood-arousal hypothesis (Husain et al., 2002), in which mood closely corresponds to valence and can be positive or negative (Russell, 1980). For example, in response to music, positive moods are associated with emotions such as happiness, contentment, excitement, or calmness. In contrast, negative moods are typically linked to emotions such as sadness, anger, nervousness, or boredom (Sloboda & Juslin, 2001). Based on the circumplex model of affect (Russell, 1980), emotions can be characterized as points in a two-dimensional circular space, with arousal on the vertical axis and valence on the horizontal axis. The middle of the circle is neutral valence and medium arousal. In this model, negative valence refers to emotional states on the left side of the circle (i.e., distress, displeasure, and depression), whereas positive valence refers to emotional states on the right side (i.e., relaxation, pleasure, and excitement).

Arousal, on the other hand, typically refers to the physiological stimulation or intensity of an emotion in reaction to music (Sloboda & Juslin, 2001) and closely corresponds to activation, such as high and low (Russell, 1980). Thus, descriptions of arousal states may use adjectives such as distressed or elated for high arousal and fatigued or relaxed for low arousal. In the circumplex model of affect (Russell, 1980), high arousal states are on the top half of the circle (i.e., excitement, arousal, and distress), and low arousal states are on the bottom half (i.e., depression, sleepiness, and relaxation).

Although, the measures used in this study fit well into the arousal/valence terminology used in Russell’s circumplex model of affect (1980), the literature on which our research question is based uses the mood-arousal hypothesis (Husain et al., 2002) as a conceptual framework. According to Husain et al. (2002), mood closely corresponds to valence as used in the circumplex model of affect (Russell, 1980), is orthogonal to arousal, and can be positive or negative in nature. Therefore, the use of arousal/mood terminology provides a necessary link to previous research on music and its effects on cognition, while also bearing on the mood-arousal hypothesis (Husain et al., 2002).

In the current study, musical mood and arousal were manipulated in order to examine their effects on attention. To our knowledge, only a few studies have examined the combined effects of music-induced mood and arousal on cognition generally (Greene et al., 2010; Husain et al., 2002; Thompson et al., 2001), and even fewer specifically on attentional processes (Jefferies et al., 2008). It is important to study these constructs together given that all music falls on a spectrum relative to the level of induced mood and arousal, which are not mutually exclusive (Russell, 1980). Thus, studying them in isolation is not representative of their rich modulatory and interactional effects on cognition, which most likely occur in real-world settings. For example, modulating these constructs separately does not significantly affect memory performance (Husain et al., 2002) whereas manipulating them together does (Greene et al., 2010; Husain et al., 2002; Thompson et al., 2001). Consequently, the effects of mood and arousal are examined independently and in conjunction here.

Mood and Attention

In the literature, the effects of mood and arousal on attention are typically manipulated independently (holding either mood or arousal constant). When mood is manipulated and arousal is held constant, participants in a positive mood frequently display enhanced attention, or a broadening of attention breadth, compared with those in a negative mood (Ashby et al., 1999; Chen et al., 2013; Rowe et al., 2007). More specifically, participants shown positive pictures from the International Affective Picture System (IAPS) performed significantly better on an attentional blink task than those shown negative pictures (Olivers & Niewenhuis, 2006). The attentional blink task is a temporal attention paradigm, which relies on detecting a particular target over time, in a series of distractors. Notably, people tend to find it difficult to identify a target when it follows a non-target, particularly when the time between the first and second stimulus is between 0 and 300 milliseconds (Shapiro et al., 1997). In this case, positive mood reduced the ‘attentional blink’ effect, or the difficulty of identifying a second target when it is temporally close to the first, by dispersing attentional resources outside of the scope of the main task (Fredrickson & Branigan, 2005). That being said, positive mood induction can also prove detrimental to performance, as individuals in a positive mood are more susceptible to distractibility from irrelevant information (Biss et al., 2010; Dreisbach & Goschke, 2004; Schmitz et al., 2009). Positive mood promotes exploration of new information (Fredrickson, 1998, 2001), which can either benefit or impair performance depending on the task at hand.

On the other hand, negative mood has often been linked to poorer performance on a variety of cognitive tasks...
(Kovacs & Beck, 1977; Salovey, 1992; Sedikides, 1992). However, temporary negative mood inductions have yielded conflicting results (Isen, 1987, 1990; Olivers & Niewenhuys, 2006). Negative moods have been shown to narrow attentional breadth (Schmitz et al., 2009) and, in some cases, the narrowing of attentional breadth can lead to enhanced performance when compared to positive or neutral moods (Dreisbach & Goschke, 2004; Rowe et al., 2007; Schmitz et al., 2009). For example, although negative mood appears to be less effective as a retrieval cue than positive mood (Olivers & Niewenhuys, 2006), certain kinds of negative moods have been linked to more specific attentional focus and cue utilization (Fenske & Eastwood, 2003; Isen, 1990; Schmitz et al., 2009). In the classic flanker task (Eriksen & Eriksen, 1974), participants that were induced to be in a positive mood displayed greater distractibility in response to the flankers than people in a negative or neutral mood (Rowe et al., 2007). Therefore, a negative mood may be beneficial to performance when external and/or irrelevant information needs to be ignored. In general, according to the classic spotlight theory of attention (Easterbrook, 1959), positive mood broadens the attentional field whereas negative mood narrows it.

In the majority of studies that have examined the effect of mood on attention, music was not used to induce mood. The use of background music as a method of inducing mood and/or arousal, however, is highly beneficial and well established within the literature (Gabrielsson, 2001; Krumhansl, 1997; Peretz, 2001). In fact, in a meta-analysis conducted using principal component analysis, the regulation of mood and arousal was found to be the most important benefit of music, rated higher than even self-awareness and social relatedness, or the idea that music offers a means of social connectedness (Schäfer et al., 2013). In particular, when music is described as happy and fast (in tempo) there is a noticeable improvement in mood and increased arousal, whereas music described as sad and slow negatively affected mood and decreased arousal (Husain et al., 2002). Further still, mood and arousal have an impact on cognition. For example, short-term memory performance is improved, in both children and adults, in the presence of pleasant and calming background music and diminished when listening to unpleasant and arousing background music (Greene et al., 2010; Hallam et al., 2002; Mammarella et al., 2007). Therefore, using musical stimuli in the current study as a method of modifying mood and arousal is highly effective.

**Arousal and Attention**

In general, arousal is important in regulating many cognitive processes (Cahill & McGaugh, 1998). When a stimulus or an event is perceived as important, arousal is increased to prepare the body for action (Yoon et al., 1999). According to the Yerkes-Dodson law (Yerkes & Dodson, 1908), there is an inverted-U relationship between arousal and attentional task performance with extreme levels of arousal impairing performance, and moderate levels facilitating performance (Broadhurst, 1957; Duffy, 1957). Essentially, an optimal level of arousal exists for performance and too little or too much can directly inhibit performance (Yerkes & Dodson, 1908). In addition, according to the arousal-as-information hypothesis (Storbeck & Clore, 2001), arousal may provide information about the importance or urgency of a situation, event or response, which may in turn affect cognition. In particular, the strength of physiological activation (high/low) can affect evaluative processing, active cognitive processing, and memory with high arousal linked to more polarized judgments, increased dedication to current cognitive strategies, and enhanced explicit and implicit memory.

It seems that different tasks require different levels of arousal for optimal performance. Lower arousal is required for difficult or cognitively demanding tasks to facilitate attention and concentration, whereas higher arousal is required to increase motivation for tasks demanding endurance or persistence (Diamond et al., 2007). For example, in a visual search task, low arousal aided performance whereas high arousal proved detrimental (Smilek et al., 2006). High arousal stimuli also seem to capture attention better than low arousal stimuli, regardless of mood (Keil & Ihssen, 2004; Lang et al., 1993; Vogt et al., 2008). For example, when shown images that were rated high in arousal, participants chose to look longer at these images than those that were rated low in arousal (Lang et al., 1993). In sum, the effects of arousal on attention appear to be task-dependent, such as in the case of high arousal, which has been found to be both beneficial and detrimental to performance, depending on the task. We hope to examine these differences further by using music because it is an effective way to manipulate arousal (Schäfer et al., 2013).

**Interaction of Mood and Arousal on Attention**

Most of the existing research on mood and arousal has examined these constructs separately, however, little has been done with respect to their interaction. Evidence seems to support the importance of their interplay given that these properties are highly interrelated (the circumplex model of affect; Russell, 1980) and combine to affect cognition (mood-arousal hypothesis; Husain et al., 2002). Furthermore, the effects of mood and arousal are strongest when they are manipulated together (Greene et al., 2010; Husain et al., 2002; Schellenberg & Hallam, 2005). However, research on the interaction of these properties on cognitive processes, such as attention, remains limited. Moreover, the use of musical stimuli to alter mood and arousal is virtually unexplored, as the majority of research uses visual stimuli, such as images or videos (Schimmack & Derryberry, 2005), and text (Aquino & Arnell, 2007).
In previous work, mood and arousal were altered, using visual stimuli, to examine their effects on visual attention (Aquino & Arnell, 2007; Schimmack & Derryberry, 2005). Results indicated that the more arousing the visual stimulus, the more detrimental it was to performance, regardless of mood (Aquino & Arnell, 2007; Schimmack & Derryberry, 2005). In the Schimmack and Derryberry (2005) study, participants were shown images, varying in mood and arousal, while simultaneously solving mathematical problems or attempting to detect the location of a line. Overall, highly arousing pictures proved distracting to the performance of the tasks at hand, regardless of mood (positive or negative) (Schimmack & Derryberry, 2005). However, given the use of images that could be personally relevant (fears and sexual themes) these results should be interpreted with caution. This was highlighted in a research study conducted by Fernandes et al. (2011), which showed that highest levels of interference on digit parity tasks occurred in high arousal negative and low arousal positive conditions. Participants were significantly slower in high arousal negative and low arousal positive conditions, and the slower reactions times were accompanied by lower accuracy in the high arousal negative condition (Fernandes et al., 2011). However, there may be other factors to consider when examining attentional capture, particularly in the low arousal positive condition (Fernandes et al., 2011).

To our knowledge, only one research study to date has used musical stimuli to induce mood and arousal and examine the effect on attention (Jefferies et al., 2008). Musical excerpts were used to induce short-term emotional states: sad (low arousal negative mood), calm (low arousal positive mood), anxious (high arousal negative mood), and happy (high arousal positive mood). Next, participants performed an attentional blink task, where they were asked to identify letters and ignore digits. Participants in the anxious (HAN) group had the worst performance, consistent with research described above (Fernandes et al., 2011). Meanwhile, participants in the sad (LAN) group had the highest level of performance, consistent with the Fernandes et al. (2011) study, which found that the high arousal positive group had the best reaction times and accuracy. The interpretation for this inconsistency was that low arousal negative mood has a finer temporal resolution (Derryberry & Tucker, 1994; Gasper & Clore, 2002), which either leads to an enhanced ability to switch between tasks or filter external information more efficiently by ignoring irrelevant events (Jefferies et al., 2008; Olivers & Niewenhuis, 2006). Participants in the calm (LAP) and happy (HAP) groups had intermediate levels of performance. This study, therefore, highlighted the importance of assessing mood and arousal in combination, given that mood was dependent on the level of arousal in its effect on attentional performance and vice versa.

The Current Study

Here, we examined how mood and arousal affected visual attention. To distinguish from past research (Jefferies et al., 2008), music clips were selected based on individual ratings of perceived mood and arousal. Music is a very subjective experience (Christenson & Peterson, 1988); therefore, these ratings enabled us to account for individual differences in the perception of these musical properties. The current study used the subsequent ratings to create subject-specific databases for each participant, with music rated as: high arousal positive mood (HAP), high arousal negative mood (HAN), low arousal positive mood (LAP), and low arousal negative mood (LAN). Participants then completed a visual attention task, which is an adaptation of the Posner cueing paradigm (Posner, 1980). In previous research studies using musical stimuli, participants performed an attentional cueing task (Jefferies et al., 2008), which may reflect a filtering mechanism or a consolidation bottleneck (Broadbent, 1958; Jefferies et al., 2008; Shapiro et al., 1997). Attentional blink tasks measure a different aspect of attention, or temporal attention. Posner (1980) cueing tasks, however, are specifically associated with the shifting of spatial attention. Therefore, the current experiment will be looking at a different aspect of attention. This ability to shift attention is relevant to real-world deployment of attention based on cues and may have a practical implication in mediating complex cognitive tasks, such as driving. Lastly, Jefferies et al. (2008) played music prior to participants performing the attention task, in contrast to the current study in which participants performed the task while listening to music because we believe this approach is a more naturalistic representation of how we experience music.

Based on previous literature, optimal performance (for both reaction time and accuracy) was predicted to occur when participants listened to low arousal negative music (Jefferies et al., 2008) and lowest when participants listened to high arousal negative music (Fernandes et al., 2011; Jefferies et al., 2008). The effects of positive mood regardless of arousal are less certain, but we predicted intermediate performances for low arousal positive and high arousal positive music with low arousal positive music potentially affecting reaction times but not accuracy (Fernandes et al., 2011). The effects of low arousal positive mood on the attentional field are of interest due to the inconsistency in the literature (Fernandes et al., 2011) and their potential effect on previous theories of attention such as the spotlight theory (Easterbrook, 1959).

Method

Participants

Fifty students (34 females) between the ages of 18 and 30 years (∥M∥age = 19.2 years, ∥SD∥ = 2.5 years) participated in
this research study. All were right-handed, had normal hearing and normal or corrected-to-normal vision. Participants were compensated one research credit for an hour of their participation. All participants provided informed consent in accordance with the guidelines approved by the designated Psychology Research Ethics Board.

**Materials**

Stimuli were presented using E-Prime 2.0 software (Psychology Software Tools, 2002) on a 14.0” DELL Vostro 3400 laptop and through Sennheiser HD 280 headphones.

**Task and Procedure**

**Music Rating and Selection.** During the first part of the study, participants listened to and rated 50 instrumental music excerpts (for a complete list of stimuli, see Appendix A), taken from a database validated in a prior study (Nguyen & Grahn, 2017). For the original database, experimenters selected music without lyrics from an assortment of musical genres (i.e., jazz, rock, metal, classical, and blues) (Nguyen & Grahn, 2017). Furthermore, they selected music that would most likely be unfamiliar to the participants, had high inter-rater agreement for both mood and arousal, and had mood and arousal levels that remained fairly stable over the duration of the clip (Nguyen & Grahn, 2017). Although the clips were 90 seconds each, participants only heard the first 10 s prior to making their rating. The excerpts were presented through headphones at a comfortable listening volume. All clips were normalized using version 1.3.4 of Audacity(R) recording and editing software (Audacity Team, 2007 [1]) (http://audacity.sourceforge.net) to ensure that they were similar in loudness.

After each clip, participants saw one of two rating scales on the screen: (1) a mood scale or (2) an arousal scale. The mood scale ranged from -3.00 (very negative) to +3.00 (very positive), with 0 designated as neutral mood. The arousal scale ranged from 1.00 (very low arousal) to 7.00 (very high arousal) with 4.00 being designated as moderate arousal. Participants were told to rate each musical excerpt according to what they thought the music expressed or conveyed and not what they personally felt when listening to the music. As a reference, participants were told that mood referred to the positive or negative nature of the music. For example, a positive piece could be associated with words such as “happy” or “calming”, and a negative piece with words such as “sad” or “angry”. Arousal referred to the energy level of the music, with high arousal pieces being associated with words such as “distressing” or “thrilling”, and low arousal pieces with words such as “relaxing” or “dull.”

Both the mood and arousal scales were displayed horizontally, left to right, in the middle of the laptop screen. Participants were instructed to rate each excerpt based on what the music expressed or conveyed. Furthermore, to ensure that the ratings were not confounded, the order of the ratings was counterbalanced across participants: they either rated the mood of all the excerpts, then the arousal, or vice versa. Therefore, participants heard each of the 50 excerpts twice: once to rate for mood and once to rate for arousal.

Prior to the analysis, responses from the arousal scale were converted to the -3.00 to +3.00 scale. Each participant’s individual ratings were used to assign music for that participant to the four music conditions: (1) high arousal positive (HAP), (2) high arousal negative (HAN), (3) low arousal positive (LAP), and (4) low arousal negative (LAN). The highest and lowest rated excerpts were taken for use in the attention task. Initially, a criterion of greater than +2.00 or less than -2.00 on the mood and arousal scales was used. If the initial criterion did not yield three stimuli for each of the four conditions, it was lowered or raised in increments of 0.25 points until each participant had a set of 12 music clips.

**Attention Task.** Following the music rating and selection process, participants completed a simple visual attention task. The task consisted of 15 blocks with 20 trials in each block and participants were able to rest between blocks, if necessary. Each trial comprised four stages: fixation, cue, target, and response. During the fixation stage, participants focused on a black cross, in the middle of a white screen, situated between two empty boxes outlined in black, for 1500 milliseconds (ms). In the cue stage, a black arrow pointing either to the right or to the left box appeared above the black cross. To reduce expectancy effects, the duration of the cue stage varied, in 100 ms steps, between 1000 and 4000 ms. Next, at the target stage, the black arrow disappeared and a target (a black star) appeared in either the right or left box for 1500 ms. After the target stimulus appeared, participants indicated as quickly as possible whether the trial was a congruent trial or ‘match’ (the target appeared in the box indicated by the direction of the cueing arrow) or an incongruent trial or ‘mismatch’ (the target appeared in the box that was not indicated by the cueing arrow) by pressing the appropriately marked key on the keyboard (Figure 1).

Half of the trials in each block were congruent and half of the trials were incongruent. The trial order in each block was randomized. Finally, 12 of the 15 blocks were accompanied by music that was selected in the music rating and selection task (one musical excerpt per block), whereas three of the 15 blocks were completed in silence. There were four music conditions (HAP, LAP, HAN, and LAN), so there were three excerpts for each condition for a total of 12 excerpts. The music began at the start of each block and the excerpt continued to play (on loop if necessary) until the end of the experimental block. The music clips never looped more than once and were repeated, on average, 1.33 times (with the range between 1.02 and 1.69 times). Therefore, any effects due to the repetition of the music should be
negligible. The order of the conditions was randomized. The experiment consisted of one session of approximately one hour, with ~15 minutes for the music rating and selection task, ~35 minutes for the attentional task and ~10 minutes for set-up and debriefing.

Statistical Analysis

Response accuracy and reaction times were analyzed for each participant. Response accuracy was calculated as the percentage of correct responses. Any participants who performed at or below chance on more than half of the experimental blocks were excluded from the analysis. Reaction time was defined as the time between the target’s appearance and the participant’s response. Any responses under 100 ms or over 1000 ms were excluded from the final analysis because reaction times under 100 ms were assumed to be anticipatory responses (Thorpe et al., 1996) and reaction times over 1000 ms were not indicative of spontaneous responses (Hayward & Ristic, 2013). The analysis of reaction times included only trials with correct responses. Reaction time was calculated by taking the average median reaction time for a given condition for a given participant. Response accuracy and reaction times were analyzed with a 2 (musical mood: positive and negative) x 2 (musical arousal: high and low) x 2 (congruency: congruent and incongruent) repeated measures analysis of variance (ANOVA) for each measure. Paired samples t-tests for each of the four music conditions (high arousal positive mood, high arousal negative mood, low arousal positive mood, and low arousal negative mood) compared to the silent condition were conducted to determine whether that music condition differed from silence for both accuracy and reaction times. Post-hoc pairwise comparisons were conducted where appropriate and corrected for multiple comparisons using Bonferroni correction. All hypothesis tests used α = 0.05 for significance. Within-subject errors were calculated using Cousineau’s method (Cousineau, 2005). This method permits one to solve the problem of finding meaningful error bars when plotting confidence intervals for within-subject comparisons by providing a unique confidence interval for each condition, independent of the comparison tested. Data were analyzed with version 18.0 of PASW Statistics for Windows computer software (SPSS Inc., 2009).

Results

Response Accuracy

Data from three participants were excluded from the analysis: two data sets were excluded because of technical issues and one data set was excluded because the overall response accuracy was less than chance for more than half the experiment blocks. The 2 x 2 x 2 ANOVA for response accuracy yielded a significant main effect of congruency, $F(1, 46) = 26.33, p < 0.001$. Participants were more accurate on congruent trials ($M = 88.95\%, SE = 1.21\%$) than on incongruent trials ($M = 85.09\%, SE = 1.55\%$). Neither the mood manipulations, $F(1, 46) = 0.90, p = 0.35$, nor the arousal manipulations, $F(1, 46) = 0.20, p = 0.66$, produced any significant results. There were also no significant interactions between mood, arousal, and congruency.

Paired samples t-tests were conducted for each of the four music conditions compared to silence. No significant
There were no significant main effects of mood, F(1, 46) = 1.49, p = 0.14; M = 87.62%, SE = 1.48%), HAN-SILENT (t(46) = 0.97, p = 0.34; M = 86.81%, SE = 1.64%), LAP-SILENT (t(46) = 1.30, p = 0.20; M = 87.38%, SE = 1.47%), LAN-SILENT (t(46) = 0.40, p = 0.69; M = 86.28%, SE = 1.74%). Thus, accuracy, for all the music conditions, did not significantly differ from silence.

**Reaction Times**

The 2 x 2 x 2 ANOVA for reaction times also yielded a significant main effect of congruency, F(1, 46) = 86.03, p < 0.001. Similarly, participants were faster to respond on the congruent trials (M = 550 ms, SE = 13.32 ms) than on the incongruent trials (M = 601 ms, SE = 13.26 ms). There were no significant main effects of mood, F(1, 46) = 1.41, p = 0.24, or arousal, F(1, 46) = 0.11, p = 0.75. However, there was a significant interaction between mood and arousal, F(1, 46) = 4.21, p = 0.04. Participants were fastest when they listened to HAP music (M = 566 ms, SE = 14.41 ms), slowest when they listened to HAN music (M = 583 ms, SE = 14.35 ms), and intermediate when they listened to LAP (M = 579 ms, SE = 12.81 ms) and LAN (M = 574 ms, SE = 13.55 ms) music. Follow-up paired samples t-tests confirmed that participants were significantly faster to respond when they listened to HAP music compared to HAN music, t(46) = 1.97, p = 0.05, but reaction times did not significantly differ between any other conditions (Figure 2). No other interactions were significant.

The paired samples t-tests comparing each of the four music conditions to silence yielded a significant difference in reaction time between HAP (M = 566 ms, SE = 14.41 ms) and silence (M = 584 ms, SE = 13.97 ms), t(46) = 2.46, p = 0.02. Therefore, HAP music provided a tangible benefit to reaction times. No other music conditions significantly differed from silence: HAN-SILENT (t(46) = 0.13, p = 0.89), LAP-SILENT (t(46) = 1.53, p = 0.13), LAN-SILENT (t(46) = 0.83, p = 0.41).

**Discussion**

The current study investigated how background music, varying in mood and arousal, played simultaneously during an adaptation of the Posner cueing task (Posner, 1980) affected task performance and visual attention. This is in contrast to previous studies that used music to alter mood and arousal prior to the performance of a cognitive task (Greene et al., 2010; Husain et al., 2002; Thompson et al., 2001). We predicted that background music should affect visual attention, by modulating mood and arousal. In particular, best performance should occur in the presence of low arousal negative music and worst performance in the presence of high arousal negative music (Fernandes et al., 2011; Jefferies et al., 2008). Meanwhile, positive mood, regardless of arousal, should produce intermediate levels of performance (Jefferies et al., 2008).

First, accuracy did not significantly differ between any music condition and silence. In contrast, reaction times were significantly faster in the high arousal positive music condition compared to silence but did not differ between any other music condition and silence. For congruency, as expected, there was a significant main effect: participants were faster and more accurate on congruent trials than incongruent ones. Neither the mood nor arousal manipulations produced any significant main effects, however, the interaction between mood and arousal for reaction times was significant, driven by the fact that high arousal positive music reaction times were fastest, while high arousal negative music reaction times were slowest. Thus, high arousal positive music significantly decreased reaction times relative to high arousal negative music and also relative to silence.

Reaction time and accuracy may reflect different aspects of voluntary and involuntary attention (Prinzmetal et al., 2005). Voluntary attention requires strategic resource allocation, which enhances both the perceptual representation of the stimulus (hence, also enhances accuracy) and the allocation of attention to the cued location (hence, faster reaction time) (Prinzmetal et al., 2005). Voluntary attention therefore influences both response accuracy and reaction times. In contrast, involuntary attention is thought to reflect reflexive orienting and affect the decision to respond to the cued location in space, therefore not having an impact on the perceptual representation of the stimulus (Prinzmetal et al., 2005). Thus, involuntary attention affects reaction times, but not response accuracy. In the current version
of the Posner cueing task, involuntary attention was tapped, by making the cue uninformative and non-predictive (50% of trials were congruent and 50% were incongruent), in contrast to the classic Posner paradigm, which uses an informative cue (80% predictive of the target location). This adaptation results in involuntary, reflexive responses to the cue, as participants still respond to the cue by shifting attention, but are aware that the cue is uninformative, so they do not need to allocate voluntary attention (Eimer, 1997; Hommel et al., 2001; Pratt & Hommel, 2003; Ristic et al., 2002; Tipples, 2002). Given that mood and arousal did not significantly affect response accuracy, this would suggest that we are not tapping into voluntary attention. In contrast, reaction times were affected by an interaction of mood and arousal thus suggesting that involuntary attention may be altered by mood and arousal states. However, to fully support this conclusion, a three-way interaction of mood, arousal, and congruency would need to be observed: larger congruency/incongruency differences imply greater attention is being deployed, and in the current study, the congruency/incongruency differences did not significantly differ across mood and arousal levels. Therefore, the effects of mood and arousal on performance likely arise from non-attentional factors, such as motor circuits or motor readiness that may be implicated in reaction time responses.

Consistent with past literature, a congruency effect was found on both accuracy and reaction times (Posner, 1980). Specifically, in support of previous findings, on congruent trials there was a significant increase in perceptual accuracy (Carrasco, 2011) and a decrease in reaction times (Coull & Nobre, 1998). Covert attention, as modulated by cue direction, to a particular location in space facilitates processing in this area and thus decreases reaction time (Posner et al., 1978). Furthermore, the presence of covert cues also leads to more intense processing of stimuli leading to increased detection rates and by extension perceptual accuracy (Prinzmetal et al., 2005). The results are therefore consistent with the literature in regards to congruency effects on performance. In terms of music conditions, there were no differences in accuracy related to mood or arousal, suggesting that the effects of music, when present, were restricted to enhanced processing of a given spatial location rather than stimulus-processing itself.

Past literature has used different types of attentional paradigms to assess the effect of music on attention. When participants were asked to identify two targets in a rapid sequence (an attentional blink task) in the presence of background music and silence, during the music condition, participants were better at identifying the second target in comparison to the silent condition (Olivers & Nieuwenhuis, 2006). In another attentional blink study that manipulated mood and arousal like the current study, listening to low arousal negative music produced the best performance on detecting the second target and high arousal negative music produced the worst performance (Jefferies et al., 2008). Meanwhile, both types of positive music produced intermediate performance (Jefferies et al., 2008). In the current study, we predicted that mood and arousal would interact to affect visual attention, and this prediction was supported: there was a significant interaction between mood and arousal on reaction times. Reaction times were shortest in the presence of HAP and LAN music and longest in the presence of LAP and HAN music. Furthermore, the decrease in reaction time in the presence of HAP music showed a benefit of music over silence. Thus, the fact that high arousal negative music elicited the poorest performance is consistent with Jefferies et al. (2008), but the fact that high arousal positive music elicited the best performance is in contrast with Jefferies et al. (2008). The difference in outcomes between the current study and previous studies is likely in part related to the tasks, and the different aspects of attention indexed: spatial versus temporal. The attentional blink task indexes the availability of attention over time, with targets that occur shortly after a previous target often being missed. The cueing task used here indexes how attention is allocated in space. Therefore, speculatively, high arousal positive music may speed up spatial orienting, but, in the attentional blink task, might not help with disengaging attention from the first target in time to improve detection of the second. In fact, the reaction time benefit during high arousal positive music coupled with the significant main effect of congruency, provide some support that participants were orienting and therefore reacting more quickly. On the other hand, low arousal negative music may have benefitted attentional blink performance by having a lower density of musical events relative to high arousal music, thus creating less rapidly unfolding information to process at the same time as the temporally rapid presentation of targets in the task. Jefferies et al. (2008) suggest that low arousal negative mood is associated with attention to the details of perceptual experience at the expense of gist (Derryberry & Tucker, 1994; Gasper & Clore, 2002; Huber et al., 2004). This logic could be applicable in the temporal domain: participants were more likely to focus on temporal detail, effectively enhancing the temporal resolution of their attentional focus, aiding target detection in the attentional blink task (Jefferies et al., 2008).

In general, however, it appears that high arousal negative music may hinder attentional processing, regardless of tasks. Results for the attentional blink task showed second-target accuracy was lowest for those in a high arousal negative mood. Similarly, results for the cueing task showed slowest reaction time when participants were listening to high arousal negative music. Therefore, the interaction of high arousal and negative mood has a profound effect on the control of attention.
In previous studies, attentional performance was not compared to a silent condition (Jefféries et al., 2008). Therefore, a silent condition was included here. Overall, background music only improved reaction times when the music was high arousal and positive, otherwise background music had no effect compared to silence. Moreover, background music had no effect on accuracy compared to silence. Listening to music may be cognitively demanding (Nguyen & Grahn, 2017), and these demands may negate potentially positive benefits associated with particular mood and arousal levels. Another issue to consider is that transfer effects from music blocks to subsequent silent blocks may have occurred. The blocks were randomized in order, so that transfer effects of music with particular mood and arousal levels should have averaged out over the session, but any general effects of music (rather than specific effects of different combinations of mood and arousal levels) could have persisted.

An important factor to keep in mind when attempting to induce a particular mood or arousal state is the time required to effectively do so. In general, most studies suggest that one minute of music (Robinson et al., 2012) is enough to induce a given mood or arousal state (for review see Västfjäll, 2002). Our timing of the mood and arousal inductions was within these constraints, but it is possible that even ~2 minutes may not have been enough (Eich & Metcalfe, 1989), or that the music did not provide a strong enough effect (Västfjäll, 2002). Furthermore, the mood or arousal state itself may vary over time (Västfjäll, 2002). Therefore, the music may not have significantly affected task-related performance because the strength of the induction was too weak, or participants required more exposure time. However, we believe that this is unlikely because music was played throughout the task and not simply prior to execution. In addition, participants rated the musical pieces prior to the task to measure induced mood and arousal and only the most effective pieces were selected for use in the experimental portion.

Finally, in regard to the generalization of the results of this study, we focused in particular on the findings of Jefféries et al. (2008), the only other study of which we are aware of that explored the interaction of mood and arousal on attention. The current study used participant ratings to select music, accounting in part for the subjectivity of musical experience. The use of tailored music would have been expected to strengthen the mood and arousal manipulation. However, we did not find such an effect compared to other studies. Another important difference was that Jefféries et al. (2008) had participants ruminate on thoughts consistent with the mood and arousal of the music they were listening to, potentially strengthening the effects of the manipulations.

In conclusion, we explored the interaction between musical mood and arousal on cueing of visual attention and found that mood modulated the effect of high arousal music, with high arousal positive music enhancing reaction times relative to high arousal negative music. Although we did not find a reliable effect of music on visual attention, high arousal positive music improved overall reaction times compared to silence. The practical implications of the findings suggest that listening to high arousal positive music may benefit reflexive reaction times. These results may have implications for the effect of music on everyday tasks that require rapid reactions, such as driving.
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### Table 1. A complete list of the musical excerpts used in the rating portion of this research study, with their average mood and arousal ratings.

| Music                          | Genre               | Condition | Arousal rating | Mood rating |
|-------------------------------|---------------------|-----------|----------------|-------------|
| TemptingTime.wav              | metal               | HAN       | 1.66667        | 1.356       |
| Bittersweet.wav               | classical           | LAN       | -0.93333       | 1.407       |
| Burn1.wav                     | metal               | HAN       | 1.93333        | 1.486       |
| Burn2.wav                     | metal               | LAN       | 0.86667        | 1.521       |
| WorldsCollide.wav             | metal               | HAN       | 1.73333        | 1.988       |
| Escape.wav                    | electronica         | HAP       | 2.06667        | 1.163       |
| KillerJoe.wav                 | jazz                | LAP       | -1.13333       | 0.990       |
| NotAPressure.wav              | jazz                | HAP       | 1.66667        | 1.242       |
| Oleazinho.wav                 | pop                 | LAP       | -0.33333       | 1.907       |
| PromQueen.wav                 | alternative/rock    | LAP       | -1.73333       | 1.792       |
| CliffsOfDover.wav             | alternative/rock    | HAP       | 1.46667        | 1.373       |
| ComeHomeTo.wav                | jazz                | LAP       | -1.00000       | 1.580       |
| Conclusion.wav                | classical           | LAN       | -1.13333       | 1.922       |
| Ghosts.wav                    | electronica         | HAP       | 2.46667        | 1.125       |
| Consciousness.wav             | alternative/rock    | HAP       | 1.53333        | 1.175       |
| HelloMyLovely.wav             | jazz                | LAP       | -1.26667       | 1.521       |
| TheKingdomWithin.wav          | jazz                | HAP       | -0.46667       | 1.163       |
| AllegrettoVivace.wav           | classical           | HAP       | -0.33333       | 1.407       |
| MegaSnake.wav                 | alternative/rock    | HAP       | 1.53333        | 1.897       |
| BlessedSpirits.wav            | classical           | LAP       | -1.46667       | 1.633       |
| Akiko.wav                     | electronica         | LAP       | -0.53333       | 1.033       |
| WhatAmIL2.wav                 | alternative/rock    | HAP       | 2.26667        | 1.280       |
| SatchBoogie.wav               | alternative/rock    | HAP       | 2.06667        | 1.685       |
| SurfingAlien.wav              | alternative/rock    | HAP       | 1.33333        | 1.100       |
| Ketlot.wav                    | metal               | HAN       | 0.33333        | 1.183       |
| ResurrectionII2.wav           | classical           | HAP       | 1.33333        | 1.183       |
| OrbitalElements.wav           | metal               | HAN       | 1.80000        | 1.642       |
| QuasiAdagio.wav               | classical           | LAN       | -1.40000       | 1.699       |
| ClubbedToDeathI.wav           | piano               | HAP       | -1.20000       | 1.407       |
| SceneAuxChamps.wav            | classical           | HAP       | -0.73333       | 1.543       |
| SFX.wav                       | electronica         | HAN       | 1.53333        | 2.042       |
| SymphonyG.wav                 | classical           | HAP       | -0.46667       | 1.242       |
| GiveYouAway.wav               | alternative/rock    | HAP       | -0.53333       | 0.845       |
| Appalachian.wav               | alternative/rock    | HAP       | 1.53333        | 1.060       |
| CAFO.wav                      | metal               | HAP       | 2.60000        | 0.632       |
| Carnival.wav                  | classical           | HAP       | 1.86667        | 1.187       |
| ChopinPreludeE.wav            | classical           | LAN       | -1.73333       | 0.704       |
| DernierJour.wav               | piano               | HAP       | -1.73333       | 0.961       |
| Enchanted.wav                 | pop                 | HAP       | 1.33333        | 1.175       |
| FlikMachine.wav               | pop                 | HAP       | 1.86667        | 0.915       |
| HappySong.wav                 | pop                 | HAP       | 1.13333        | 0.990       |
| ImWishing.wav                 | piano               | HAP       | -1.73333       | 0.961       |
| LionelRichieI.wav             | metal               | HAN       | 1.26667        | 1.163       |
| Montenegro.wav                | electronica         | HAP       | 2.33333        | 0.617       |
| PanicAttack.wav               | metal               | HAP       | 2.86667        | 1.496       |
| PoliceFire.wav                | classical           | HAP       | -2.46667       | 0.900       |
| SadPiano.wav                  | piano               | HAP       | -2.20000       | 1.767       |
| SensesComeAlive.wav           | piano               | HAP       | -1.73333       | 1.291       |
| TarzanFight.wav               | classical           | HAN       | 1.33333        | 1.335       |
| TigerDragon.wav               | world               | LAN       | -2.33333       | 1.302       |
1. Tempting Time – Animals as Leaders
2. Bittersweet – Apocalyptica
3. Burn – Apocalyptica
4. Burn – Apocalyptica
5. Worlds Collide – Apocalyptica
6. Escape (Phynn Mix) – Fictivision
7. Killer Joe – Benny Golson
8. Not a Pressure – Unknown
9. O Leazinho – Brooks Williams
10. Burn Girl Prom Queen – Mogwai
11. Cliffs Of Dover – Eric Johnson
12. You’d be So Nice to Come Home to – Cole Porter
13. Conclusion – Apocalyptica
14. Ghosts ‘N’ Stuff – Deadmau5
15. Stream of Consciousness – Dream Theater
16. Hello My Lovely – Enrico Pieranunzi
17. The Kingdom Within – Eric Kloss
18. Piano Concerto No. 1 in E-flat Major, S. 124 III Allegretto Vivace – Franz Liszt
19. Glasgow Mega-Snake – Mogwai
20. Orfeo ed Euridice, opera, Wq 41: Dance of the Blessed Spirits – Various Artists
21. Akiko – Guitar
22. I Know You Are But What Am I? – Mogwai
23. Satch Boogie – Joe Satriani
24. Surfing with the Alien – Joe Satriani
25. Kellot – Apocalyptica
26. Symphony No. 2 in C-Minor “Resurrection” – Rafael Kubelik and the Bavarian Symphony Orchestra
27. Orbital Elements – Obscura
28. Piano Concerto No. 1 in E-Flat Major – Franz Liszt
29. Clubbed to Death (Kurayamino Variation) – Rob Dougan
30. Berlioz: Symphonie Fantastique, Op. 14 – 3. Scene Aux Champs – Michael Tilson Thomas: San Francisco Symphony Orchestra
31. SFX – The Upbeats
32. Christmas Oratorio, BWV 248: Sinfonia in G – Various Artists
33. The Little Things Give you Away – Linkin Park
34. Appalachian Snowfall – Trans-Siberian Orchestra
35. Cafo – Animals As Leaders
36. Carnival Overture (Op. 92) – Antonin Dvořák
37. Prelude in E-Minor (Op. 28: No. 4) – Frédéric Chopin
38. Le Dernier Jour – Marje
39. Enchanted Suite – Alan Menken
40. The Flik Machine – Randy Newman
41. Life’s a Happy Song – Amy Adams, Feist, Jason Segel, Mickey Rooney and Walter
42. I’m Wishing – Frank Churchill
43. You’re Lionel Richie – Mogwai
44. Montenegro – David Guetta
45. Panic Attack – Dream Theater
46. Static – Godspeed You Black Emperor!
47. Hear Me Cry – Thomas C. Sanchez
48. Senses Come Alive – Roger Saint-Denis
49. Die Gorillas – Various Artists
50. Crouching Tiger, Hidden Dragon – Tan Dun with Yo-Yo Ma