Entanglement Forging with generative neural network models
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The optimal use of quantum and classical computational techniques together is important to address problems that cannot be easily solved by quantum computations alone. This is the case of the ground state problem for quantum many-body systems. We show here that probabilistic generative models can work in conjunction with quantum algorithms to design hybrid quantum-classical variational ansätze that forge entanglement to lower quantum resource overhead. The variational ansätze comprise parametrized quantum circuits on two separate quantum registers, and a classical generative neural network that can entangle them by learning a Schmidt decomposition of the whole system. The method presented is efficient in terms of the number of measurements required to achieve fixed precision on expected values of observables. To demonstrate its effectiveness, we perform numerical experiments on the transverse field Ising model in one and two dimensions, and fermionic systems such as the t-V Hamiltonian of spinless fermions on a lattice.

I. INTRODUCTION

In recent years quantum computing processors have been steadily improved and some small-scale simulations of quantum chemistry [1–4] and many-body [5, 6] simulations have been successfully executed on quantum processors. It is believed that for ground state problems quantum computers have an advantage over their classical counterpart, however no algorithm that can solve it exactly in the most general setting exists [7], especially when taking into account finite quantum resources. At the same time, machine learning (ML) algorithms and especially generative neural networks (NNs) have shown to be efficient tools to find ground state energies of many-body systems in the form of neural network quantum states [8]. There are several different proposals to classically correlate observables from non-interacting systems [9–23] all with the purpose of reducing the amount of quantum resources to be used by a quantum processor.

Classically forged entanglement as introduced in [14] refers to the emulation of properties of a 2N-qubit state via the embedding of two N-qubit subsystems in a classical computation. To better understand how this classical computation can be achieved one can start from the Schmidt decomposition of a state

\[ |\psi\rangle = U_A \otimes V_B \sum_{\sigma} \lambda_\sigma |\sigma\rangle_A |\sigma\rangle_B , \]

where \( \sigma = (\sigma_1, \ldots, \sigma_N) \in \{0, 1\}^N \) denotes a N-bit string, \( U_A \) and \( V_B \) are unitaries acting on the subsystems \( A \) and \( B \), and \( \lambda_\sigma \) are the Schmidt coefficients which are non-negative. The Schmidt decomposition is the most general form a two-partite pure state can be written in. If one manages to determine both the Schmidt coefficients \( \lambda_\sigma \), and the unitaries \( U_A, V_B \) exactly, one can theoretically forge any pure state. Inspired by the Schmidt decomposition we introduce a quantum-classical hybrid ansatz. We show that with the use of a generative NN model it is possible to approximate the Schmidt coefficients and, together with trainable circuit unitaries \( U_A \), one can approximate the ground state of many-body states with high accuracy. More concretely, we find the ground states of the transverse field Ising model (TFIM) with periodic boundary conditions in 1 and 2 dimensions at its critical point with a classically forged state. We show that the ground state energy is reached with high accuracy and that the \( \langle Z_i Z_j \rangle \) correlators of the exact diagonalization can be reproduced. Furthermore, we show that our approach can also be applied to fermionic systems such as the t-V model of spinless fermions and forge the required entanglement.

II. HEISENBERG FORGING

We start by summarizing the entanglement forging framework introduced in [14], specializing it to states where we set \( U_A = V_B \). We can then drop the subscript for the unitary operator \( U \), and obtain the state

\[ |\psi\rangle = U \otimes \sum_{\sigma} \lambda_\sigma |\sigma\rangle_A |\sigma\rangle_B . \]

By parametrizing \( U \) and \( \lambda_\sigma \) we create an ansatz that is restricted to systems which are symmetric under the permutation of systems \( A \) and \( B \), such as translational invariant systems. We are interested to estimate observables such as for example Hamiltonians of the form \( H = \sum_i h_i \) with \( h_i \in \{I, X, Y, Z\}^\otimes N \), where \( I, X, Y, Z \) are the Pauli matrices. We denote a general Pauli observable \( O_A \otimes O_B \) via two operators that act on each subsystem respectively and the goal is to estimate the expectation value

\[ \mu = \langle \psi | O_A \otimes O_B | \psi \rangle . \]

The expectation value for an observable defined only on one subsystem (e.g. \( O_B = I \)) simplifies to \( \mu = \sum_{\sigma} \lambda^2_\sigma \langle U | O_A U | \sigma \rangle \), which can be estimated via sampling \( \sigma \sim \lambda^2_\sigma \), preparing the circuit \( U | \sigma \rangle \) and measuring...
\[ \langle \sigma | U_A U | \sigma \rangle \] To estimate an observable acting on both subsystems we can rewrite
\[
O_A \otimes O_B + O_B \otimes O_A = \frac{a_0}{2} \left( \{O_A, O_B\} \otimes I + I \otimes \{O_A, O_B\} \right) + \sum_{\alpha, \beta \in \{0, 1\}} a_{\alpha, \beta} C_{\alpha, \beta} \otimes C_{\alpha, \beta},
\]
where \( \{O_A, O_B\} = O_A O_B + O_B O_A \) denotes the anticommutator, \( |a_{\alpha, \beta}| \leq 1 \) are real coefficients and \( C_{\alpha, \beta} \) are \( N \)-qubit Clifford operators which we characterize below. We make use of the permutational invariance of the system that allows us to swap the observables of the subsystems and symmetrize \( \mu \) for the swap of \( O_A \) and \( O_B \), \( \mu = (\langle \psi | O_A \otimes O_B | \psi \rangle + |\psi | O_B \otimes O_A | \psi \rangle) / 2 \). Considering equation 4, we obtain
\[
\mu = a_0 \sum_{\sigma} \lambda_2^2 \text{Re}(\langle \sigma | U_A O_A U_B | \sigma \rangle) + \sum_{\alpha, \beta \in \{0, 1\}} \frac{a_{\alpha, \beta}}{2} \langle \psi | C_{\alpha, \beta}^* \otimes C_{\alpha, \beta} | \psi \rangle,
\]
we use the short hand notation
\[
\mu_{\alpha, \beta} = \langle \psi | C_{\alpha, \beta}^* \otimes C_{\alpha, \beta} | \psi \rangle = \lambda_2 \lambda_{\sigma} | \langle \sigma | U^1 C_{\alpha, \beta} U | \sigma \rangle |^2
\]
we define the function \( R(\sigma, \sigma') = \lambda_{\sigma'} / \lambda_{\sigma} \) and interpret \( | \langle \sigma' | U^1 C_{\alpha, \beta} U | \sigma \rangle |^2 \) as a conditional probability \( p_{\alpha, \beta}(\sigma | \sigma') \) of how likely it is to sample \( \sigma' \) from a circuit \( U^1 C_{\alpha, \beta} U | \sigma \rangle \). As a consequence, we can rewrite
\[
\mu_{\alpha, \beta} = \sum_{\sigma} \lambda_2^2 \sum_{\sigma'} R(\sigma, \sigma') p_{\alpha, \beta}(\sigma' | \sigma),
\]
which can be estimated via sampling \( \sigma \sim \lambda_2^2 \) and \( \sigma' \sim p(\sigma' | \sigma) \). This simplification is a consequence of setting \( U_A = V_B \) at the beginning of this section. Without this restriction of the ansatz, at least to our knowledge, it would not be possible to estimate \( \mu_{\alpha, \beta} \) efficiently. The simplification also addresses some of the issues with the scalability of measurement requirements arising in other attempts to combine classical and quantum sampling, such as in [24, 25].

### A. Neural Network Ansatz

If we assume a small number of Schmidt coefficients in the decomposition of equation (2), then sampling from them is a simple task that can be achieved in time linear with the number of coefficients [14]. However if the number of coefficients considered grows fast with the system size, naive sampling can become prohibitive. On the other hand, the use of a generative model can open the possibility of sampling distributions of up to exponentially many coefficients. Artificial neural networks are likely the most powerful known computational technique to approximate high-dimensional probability densities.

To see how they can play a role here, we use a parametrized function \( \lambda_2(\sigma) \) to approximate \( \lambda_{\sigma} \) with trainable parameters \( \Theta \). The Schmidt coefficients are normalized \( \sum_{\sigma} | \lambda_{\sigma} |^2 = 1 \) which allows us to interpret \( | \lambda_{\sigma} |^2 \) as a probability density over the spin variables. We use then neural networks representations for this probability density. We specifically consider auto-regressive neural networks (ARNNs) [26] to model these probabilities. The coefficients \( \lambda_{\sigma} \) can be chosen to be real or complex. For our experiments here we assumed them to be real and non-negative. The main requirements on the models is that we can sample them efficiently and that we have access to the function \( R(\sigma, \sigma') = \lambda_{\sigma'} / \lambda_{\sigma} \) to evaluate the classical part of equation 8. ARNNs are particularly suitable for the task at hand because they can be sampled directly, and efficiently, without Markov chain Monte Carlo. Also, they allow to efficiently compute normalized probability densities, hence the ratio \( R(\sigma, \sigma') \). The idea of an ARNN is to model the probability distribution \( p(\sigma) \) of a sample \( \sigma \) with the conditional probabilities \( p(\sigma) = \prod_{i=1}^N p(\sigma_i | \sigma_{<i}) \), where \( \sigma_{<i} \) denotes all the bits before \( \sigma_i \). To achieve this we use a dense ARNN architecture shown in Figure 1. The ARNN returns an output \( \hat{\sigma} \in [0, 1]^N \) for each input \( \sigma \in \{0, 1\}^N \) and the probability \( p(\sigma_i = 1) \) is given by \( \hat{\sigma}_i \). To obtain a sample from the ARNN one can sample \( \sigma \) elementwise from the Bernoulli distribution \((1 - \hat{\sigma}_i)^{\hat{\sigma}_i}\) starting at the element \( \sigma_0 \) and recursively sampling all elements \( \sigma_i \), given an input to the ARNN \( \sigma_{<i} \).

### B. Quantum Circuit Ansatz

For our hybrid quantum-classical scheme, one needs to pick a parametrized quantum circuit to be used as ansatz. For the systems considered in this work we parameterize the unitary \( U \) as shown in Figure 2, using a repeating pattern of general one-qubit \( SU(2) \) rotations \( \text{Rot}(\phi, \omega, \gamma) = R_z(\gamma) R_y(\omega) R_z(\phi) \) followed by \( \text{CNOT}_{i+1} \) gates acting on neighboring qubits \( i \) and \( i+1 \). We refer to the combina-
The energy of a general system is given by
\[ E(\sigma, \omega) = \langle \sigma | U_\lambda | \sigma \rangle + \sum_{\alpha, \beta} \langle \sigma | C_{\alpha,\beta} U | \sigma \rangle^2 \]
which is to be minimized via gradient descent. The sum over \( i \in A \) and \( j \in B \) indicates all the terms of the system acting on both subsystems \( A \) and \( B \) where the index \( i \) is in subsystem \( A \) and \( j \) is in subsystem \( B \). To take the gradient with respect to the parameters \( \theta \) and \( \omega \) we make use of the log likelihood “trick” which allows us to rewrite
\[
\nabla_\theta \sum_{\sigma} p_\theta(\sigma) f(\sigma) = E[\nabla_\theta \log p_\theta(\sigma) f(\sigma)].
\]
Where the expectation value \( E[\cdot] \) can be estimated with samples from the distribution \( p_\theta(\sigma) \), i.e. one can sum \( \sum_{\sigma} p_\theta(\sigma) \).

Therefore, the derivative of the energy with respect to the parameters of the NN \( \theta \) reads:
\[
\nabla_\theta E(\theta, \omega) = E_\lambda \left[ \nabla_\theta \log (\lambda(\sigma)^2) \right] \langle H_A \rangle_\sigma + \langle H_B \rangle_\sigma
+ \sum_{O_i \in A} \left\{ \langle O_i^\dagger O_j \rangle_\sigma + \sum_{\alpha, \beta \in \{0,1\}} E_p[R(\sigma, \sigma')] \right\}
+ \sum_{O_i \in A} \sum_{\alpha, \beta \in \{0,1\}} E_p[\nabla_\omega R(\sigma, \sigma')] \right].
\]
The two expectation values are according to the distributions \( E_\lambda = E_{\sigma \sim p_\theta(\sigma)^2} \) and \( E_p = E_{\sigma \sim p_\theta(\sigma)} \). We here used the short hand notation \( p_{\alpha,\beta}^{ij}(\sigma | \sigma') = |(\sigma'|U^\dagger C_{\alpha,\beta} U | \sigma \rangle^2 \rangle \) to indicate that the Clifford \( C_{\alpha,\beta}^{ij} \) depends on \( \alpha \) and \( \beta \) and also on the operators \( O_i \) and \( O_j \). The derivative of the energy with respect to the parameters \( \omega \) of the unitaries is:
\[
\nabla_\omega E(\theta, \omega) = E_\lambda \left[ \nabla_\omega \langle H_A \rangle_\sigma + \nabla_\omega \langle H_B \rangle_\sigma \right]
+ \sum_{O_i \in A} \left\{ \nabla_\omega \langle O_i O_j \rangle_\sigma \right\}
+ \sum_{\alpha, \beta \in \{0,1\}} E_p[\nabla_\omega \log p_{\alpha,\beta}^{ij}(\sigma | \sigma) R(\sigma, \sigma')] \right].
\]
To make the energy minimization of the parameterized quantum circuit scalable and therefore, independent of the exact evaluation of \( p_{\alpha,\beta}^{ij} \) on can use gradient free methods, such as for example simultaneous perturbation stochastic approximation (SPSA) [27].

### III. SPINS IN ONE DIMENSION

For a better understanding of the algorithm we present the 1D TFIM model with PBC in detail. We have two equally sized subsystems \( A \) and \( B \) with \( N \) qubits each. The TFIM Hamiltonian can be split into three operators which we can evaluate separately. The operators \( H_A \) and \( H_B \) act only on subsystem \( A \) or \( B \) and \( \sum_i O_i^A \otimes O_i^B \) connects the two subsystems. More concretely, \( H_A = H_B = \sum_i X_i + H_{Z} = \sum_i X_i + H_{Z} \) and \( \sum_i O_i^A \otimes O_i^B = Z_i^A Z_i^B + Z_i^A Z_i^B \) because
of the periodic boundary conditions. The variational energy of the system is given by

$$E(\theta, \omega) = 2\langle H_A \rangle + 2\langle \sigma_A^0 \otimes \sigma_B^0 \rangle,$$

which is to be minimized via gradient descent. Note that $$\langle \sigma_A^0 \otimes \sigma_B^0 \rangle = \langle \sigma_A^N \otimes \sigma_B^N \rangle$$ because of the translation invariance. Hence, the factor 2. The Hamiltonians $$H_A$$ and $$H_B$$ act only on one of the subsystems and, therefore, one can evaluate the energy directly via

$$\langle H_A \rangle = \sum_{\sigma} \langle \sigma | U^\dagger H_A U | \sigma \rangle. \quad (14)$$

One can sample $$\sigma$$ from the classical distribution $$\lambda_\theta^2$$ and calculate the mean of the expectation values $$\langle \sigma | U^\dagger H_A U | \sigma \rangle$$.

Analogously, one can evaluate the first term of equation 5 for operators that act on both systems, e.g. $$\langle O_A \otimes O_B \rangle$$ simply by replacing $$\langle \sigma | U^\dagger H_A U | \sigma \rangle$$ with $$\langle \sigma | U^\dagger O_A O_B U | \sigma \rangle$$. To be even more specific let’s assume we evaluate the expectation value $$\langle \sigma | U^\dagger Z_i^N U | \sigma \rangle$$.

For the second term of equation 5, $$\mu_{\alpha, \beta}$$ has to be calculated. To do so we first sample $$\sigma \sim \lambda_\theta^2$$, prepare the circuit $$U^\dagger Z_i \sigma U$$ and measure each qubit in the Z basis to obtain samples of $$\sigma'_i$$. Then we evaluate $$R(\sigma, \sigma')$$ and take the average over several samples of $$\sigma'$$ to approximate $$\sum_{\sigma'} R(\sigma, \sigma') \rho(\sigma' | \sigma)$$.

In Figure 4 we show the gradient descent progress of the energy optimization of a one dimensional TFIM Hamiltonian at the critical point with 8 spins. We find the ground state energy with high accuracy and we can reproduce the spin-spin correlators $$\langle Z_i Z_j \rangle$$ of the ground state shown in figure 5.

**IV. SPINS IN TWO DIMENSIONS**

For the 2 dimensional case, we study the TFIM Hamiltonian as shown in Figure 6. Compared to the one dimensional case we add two more terms that couple the subsystems. Therefore, the energy is

$$E(\theta, \omega) = 2\langle H_A \rangle + 2\langle Z_A^i \otimes Z_B^i \rangle + 2\langle Z_A^i \otimes Z_B^j \rangle,$$

$$H_A = H_B = \sum_{(i,j)} Z_i Z_j + \sum_i X_i.$$

Again, we used the fact that for our ansatz where the unitary $$U_\omega$$ for both subsystems is equal if follows that $$\langle Z_A^i \otimes Z_B^i \rangle = \langle Z_A^i \otimes Z_B^j \rangle$$. The optimization of the energy is equivalent to the 1D case and the optimization of the energy is shown in Figure 7. The energy converges to the value calculated by exact diagonalization and the qubit-qubit correlators, shown in figure 8, coincide highly with the exact values.

**V. LATTICE FERMIONS**

As long as the qubit Hamiltonian has permutational symmetry along the partition of the system, our forging procedure can also be applied to fermionic systems. With the help of the Jordan-Wigner transformation we can map the t-V-Hamiltonian

$$H = -t \sum_{(i,j)} (a_i^\dagger a_j + a_j^\dagger a_i) + V \sum_{(i,j)} a_i^\dagger a_j^\dagger a_j a_i \quad (16)$$

to a qubit Hamiltonian. For example, for a $$2 \times 2$$ system of spinless fermions with periodic boundaries and $$t = V = 1$$.
the qubit Hamiltonian reads

\[
H_{q\beta} = \frac{1}{2} \left[ X_1 X_2 + X_1 Z_2 X_3 + Y_1 Y_2 + Y_1 Z_2 Y_3 \right. \\
\left. + X_2 Z_3 X_4 + Y_2 Z_3 Y_4 + X_3 X_4 + Y_3 Y_4 \right] \\
+ \frac{1}{4} \left[ Z_1 Z_2 + Z_1 Z_3 + Z_2 Z_4 + Z_3 Z_4 \right].
\]

This Hamiltonian can be split into two partitions \( H_A \) and \( H_B \) and an interacting term \( H_I \) such that \( H_{q\beta} = H_A + H_B + H_I \) and \( H_A = H_B \). Therefore the mirror symmetry of the system is fulfilled and our ansatz can capture the groundstate of this system. We split the 4-qubit system into two subsystems, where qubit 1 and 2 build subsystem A and qubit 3 and 4 build subsystem B. As for the previous examples, the observables that act only on one subsystem are evaluated with

\[
\mu = \sum_\sigma \chi_\sigma^2 (\sigma U^\dagger O_A U | \sigma). 
\]

For the observables that act on both subsystems we obtain the expectation value through equation 5. The unitary \( C_{\alpha,\beta} \) for general observables \( O_A \) and \( O_B \) is given by

\[
C_{\alpha,\beta} = \frac{1}{2} \left[ I + (-1)^\alpha O_A + (-1)^\beta O_B - (-1)^{\alpha+\beta} O_A O_B \right].
\]

More details and how to decompose them into standard qubit gates are described in [14]. In figure 9 we show the energy throughout the training for spinless fermions.

VI. METHODS

The numerical simulations of the quantum circuits have been done in pennylane [28] with the JAX [29] backend. The optimization of the classical part has been performed in Netket[30]. All the code is accessible on Github [31].

VII. DISCUSSION AND CONCLUSION

Through the combination of classical probabilistic models and quantum circuits we have demonstrated expressive variational quantum-classical ansätze with an overall reduced amount of computational resources. We have proposed and numerically tested a quantum-classical entanglement forging approach with an overall polynomial cost in the estimation of observables. An auto-regressive neural networks was used to learn the Schmidt decomposition of a target state to approximate it. We have shown through proof-of-principle numerics that the method works on 1D and 2D transverse field Ising model, finding ground states energies and two-point correlation functions with high accuracy. Furthermore, we have shown that our method can also be applied to fermionic sys-
tems in presence of permutational symmetries of subsystems. It remains not clear whether the approach here presented can address systems that do not have subsystem permutational symmetries. We foresee this could be an interesting research question.
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