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ABSTRACT
Spectral-based subspace clustering methods have proved successful in many challenging applications such as gene sequencing, image recognition, and motion segmentation. In this work, we first propose a novel spectral-based subspace clustering algorithm that seeks to represent each point as a sparse convex combination of a few nearby points. We then extend the algorithm to constrained clustering and active learning settings. Our motivation for developing such a framework stems from the fact that typically either a small amount of labelled data is available in advance; or it is possible to label some points at a cost. The latter scenario is typically encountered in the process of validating a cluster assignment. Extensive experiments on simulated and real data sets show that the proposed approach is effective and competitive with state-of-the-art methods.
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1 Introduction
In many challenging real-world applications involving the grouping of high-dimensional data, different clusters can be well approximated as lower dimensional subspaces. This is the case for example in gene sequencing (McWilliams and Montana, 2014), face clustering (Elhamifar and Vidal, 2013), motion segmentation (Rao et al., 2010), and text mining (Peng et al., 2018). The problem of simultaneously estimating the subspace corresponding to each cluster and partitioning a group of points into clusters according to these subspaces is called subspace clustering (Vidal, 2011).

Spectral methods for subspace clustering have demonstrated excellent performance in numerous real-world applications (Liu et al., 2012; Lu et al., 2012; Elhamifar and Vidal, 2013; Li and Vidal, 2015; Huang et al., 2015). These methods construct an affinity matrix for spectral clustering by solving an optimisation problem that aims to approximate each point through a linear combination of other points from the same subspace. In this paper we first propose a method called Weighted Sparse Simplex Representation (WSSR). Our method is based on the Sparse Simplex Representation (SSR) of Huang et al. (2013), in which each point is approximated through a convex combination of other points. This method was not proposed as a subspace clustering method, but rather for modelling the brain anatomical and genetic networks. We modify SSR to ensure that each point is approximated through a sparse convex combination of nearby neighbours, and thus obtain an algorithm that is effective for the subspace clustering problem.

Due to the complete lack of labelled data clustering methods rarely achieve perfect performance. In practice, it is often the case that a small amount of data is either available in advance, or can be obtained at a certain cost. The latter scenario is very common during the process of validating a clustering result. If labelled data are available the clustering algorithm should be able to accommodate this external information (constrained clustering). Even more interesting is the active learning setting in which the choice of points to be labelled is a part of the learning problem. In this case the algorithm should choose to query the labels of points so as to maximise the quality of the overall model. In this work, we propose an iterative active learning and constrained clustering framework for WSSR. We draw upon the work of Peng and Pavlidis (2019) to select informative points to query for subspace clustering. The cluster assignment
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is updated after obtaining the labels of these points. Our proposed constrained clustering approach is guaranteed to produce an assignment that is consistent with all the available labels.

The rest of this paper is organised as follows. In Section 2, we discuss some relevant existing literature in the areas of subspace clustering, constrained clustering, and active learning. In Section 3, we propose the problem formulation of the Weighted Sparse Simplex Representation (WSSR), discuss its properties, and present an approach for solving the problem. In Section 4, we propose an integrated active learning and constrained clustering framework. We demonstrate the effectiveness of our proposed methodology on synthetic and real data in Section 5 and 6, and provide concluding remarks in Section 7.

2 Related Work

The linear subspace clustering problem can be defined as follows. A collection of $N$ data points $\mathcal{X} = \{x_i\}_{i=1}^{N} \subset \mathbb{R}^p$ is drawn from a union of $K$ linear subspaces $\{S_k\}_{k=1}^{K}$ with added noise. Each subspace can be defined as,

$$S_k = \{x \in \mathbb{R}^p | x = V_k y\}, \text{ for } k = 1, \ldots, K,$$

where $V_k \in \mathbb{R}^{P \times P_k}$, with $1 \leq P_k < P$, is a matrix whose columns constitute a basis for $S_k$, and $y \in \mathbb{R}^{P_k}$ is the representation of $x$ in terms of the columns of $V_k$. The goal of subspace clustering is to find the number of subspaces $K$; the subspace dimensions $\{P_k\}_{k=1}^{K}$; a basis $\{V_k\}_{k=1}^{K}$ for each subspace; and finally the assignments of the points in $\mathcal{X}$ to clusters. A natural formulation of this problem is as the minimisation of the reconstruction error,

$$\sum_{i=1}^{N} \min_{V_1, \ldots, V_K} \left\{ \min_{k=1, \ldots, K} \|x_i - V_k V_k^T x_i\|^2 \right\}.$$  

$K$-subspace clustering (KSC) (Bradley and Mangasarian, 2000) is an iterative algorithm to solve the problem in (2). Like the classical $K$-means clustering, KSC alternates between estimating the subspace bases (for a fixed cluster assignment), and assigning points to clusters (for a fixed set of bases). However, iterative algorithms are very sensitive to initialisation and most often converge to poor local minima (Lipor and Balzano, 2017).

Currently the most effective approach to subspace clustering is through spectral-based methods (Lu et al., 2012; Elhamifar and Vidal, 2013; Hu et al., 2014; You et al., 2016). Spectral-based methods consist of two steps: first an affinity matrix is estimated, and then normalised spectral clustering (Ng et al., 2002) is applied to this affinity matrix. The affinity matrix is constructed by exploiting the self-expressive property: any $x_i \in S_k$ can be expressed as a linear combination of $P_k$ other points from $S_k$. Thus, for each $x_i \in \mathcal{X}$ they first solve a convex optimisation problem of the form,

$$\beta_i^* = \min_{\beta \in \mathbb{R}^{p-1}} \|x_i - X_{-i} \beta_i\|_p + \rho \|\beta_i\|_q,$$  

where $X_{-i} = [x_1, \ldots, x_{i-1}, x_{i+1} \ldots, x_N] \in \mathbb{R}^{p \times (N-1)}$ is a matrix whose columns correspond to the points in $\mathcal{X} \setminus \{x_i\}$; and $\rho > 0$ is a penalty parameter. The first term in the objective function quantifies the error of approximating $x_i$ through $X_{-i} \beta_i$. The penalty (regularisation) term is included to promote solutions in which $\beta_i^*$ is small (and ideally zero) if $x_j$ belongs to a different subspace than $x_i$. After solving the problem in (3) for each $x_i \in \mathcal{X}$, the affinity matrix is typically defined as $A = (|B| + |B|^{-1})/2$, where $B = [\beta_1^*, \ldots, \beta_N^*]$. Least Squares Regression (LSR) (Lu et al., 2012) uses the $L_2$-norm for both the approximation error, and the regularisation term ($p = q = 2$). Smooth Representation Clustering (SMR) (Hu et al., 2014) also uses the $L_2$-norm on the approximation error, while the penalty term is given by $\|L^{1/2} \beta_i\|_2$ in which $L$ a positive definite Laplacian matrix constructed from pairwise similarities. The main advantage of using the $L_2$-norm is that the optimisation problem has a closed-form solution. However the resulting coefficient vectors are dense and hence the affinity matrix contains connections between points from different subspaces. The most prominent spectral-based subspace clustering algorithm is Sparse Subspace Clustering (SSC) (Elhamifar and Vidal, 2013). In its most general formulation, SSC accommodates the possibility that points from each subspace are contaminated by both noise and sparse outlying entries. In SSC, $\beta_i^*$ is the solution to the following problem,

$$\min_{\beta \in \mathbb{R}^{p-1}} \|\beta_i\|_1 + \rho \|\eta_i\|_1 + \frac{\rho \|\zeta_i\|_2^2}{2},$$

s.t. $x_i = X_{-i} \beta_i + \eta_i + \zeta_i$.

SSC therefore decomposes the approximation error into two components ($\eta_i$ and $\zeta_i$), which are measured with different norms. Following the success of SSC, several variants have been proposed, including SSC with Orthogonal Matching
Pursuit (SSC-OMP) (You et al., 2016), Structured Sparse Subspace Clustering (S3C) (Li et al., 2017), and Affine Sparse Subspace Clustering (ASSC) (Li et al., 2018a). The method most closely connected to our approach is the Sparse Simplex Representation (SSR) algorithm, proposed by [Huang et al., 2013] for the modelling of brain networks. SSR solves the problem in (3) using \( p = 2 \) and \( q = 1 \) with the additional constraint that the coefficient vector has to lie in the \( (N-1) \)-dimensional unit simplex \( \beta \in \mathbb{R}^{N-1} \). Since SSR approximates \( x_i \) through a convex combination of other points, the coefficients have a probabilistic interpretation. However, SSR induces no regularisation since \( \|\beta_i\|_1 = 1 \) for all \( \beta_i \in \mathbb{R}^{N-1} \), hence coefficient vectors are dense.

We next provide a short overview of clustering with external information, called constrained clustering (Basu et al., 2008), and active learning. Due to space limitations, we only mention the work that is most closely related to our problem. In constrained clustering, the external information can be either in the form of class labels or as pairwise “must-link” and “cannot-link” constraints. Spectral methods for constrained clustering incorporate this information by modifying the affinity matrix. Constrained Spectral Partitioning (CSP) (Wang and Davidson, 2010) introduces a pairwise constraint matrix and solves a modified normalised cut spectral clustering problem. Partition Level Constrained Clustering (PLCC) (Liu et al., 2018) forms a pairwise constraint matrix through a side information matrix which is included as a penalty term into the normalised cut objective. Constrained Structured Sparse Subspace Clustering (CS3C) (Li et al., 2017) is specifically designed for subspace clustering. CS3C incorporates a side information matrix that encodes the pairwise constraints into the formulation of S3C. The algorithm alternates between solving for the coefficient matrix and solving for the cluster labels. Constrained clustering algorithms that rely exclusively on modifying the affinity matrix cannot guarantee that all the constraints will be satisfied. CS3C+ (Li et al., 2018b) is an extension of CS3C that applies constrained \( K \)-means algorithm (Wagstaff et al., 2001) within the spectral clustering stage, to ensure constraints are satisfied.

In active learning the algorithm controls the choice of points for which external information is obtained. The majority of active learning techniques are designed for supervised methods, and little research has considered the problem of active learning for subspace clustering (Lipor and Balzano, 2015, 2017; Peng and Pavlidis, 2019). Lipor and Balzano (2015) extend the second strategy for spectral clustering by setting the affinity of “must-link” and “cannot-link” pairs of points to one and zero, respectively. Both strategies by Lipor and Balzano (2015) are effective in identifying mislabelled points. However, correctly assigning these points is not guaranteed to maximally improve the accuracy of the estimated subspaces, hence the overall quality of the clustering. Peng and Pavlidis (2019) propose an active learning strategy for sequentially querying point(s) to maximise the decrease of the overall reconstruction error in (2).

### 3 Weighted Sparse Simplex Representation

In this section, we describe the proposed spectral-based subspace clustering method, called Weighted Sparse Simplex Representation (WSSR). Here we describe the WSSR algorithm under the assumption that no labelled data is available. The constrained clustering version described in the next section accommodates the case of having a subset of labelled observations at the start of the learning process.

Let \( d_{ij} \geq 0 \) denote a measure of dissimilarity between \( x_i, x_j \in \mathcal{X} \), and \( \mathcal{I} \) the set of indices of all points in \( \mathcal{X} \setminus \{i\} \) with finite dissimilarity to \( x_i \), that is \( \mathcal{I} = \{1 \leq j \leq N|d_{ij} < \infty, j \neq i\} \). In WSSR, the coefficient vector for each \( x_i \in \mathcal{X} \) is the solution to the following convex optimisation problem,

\[
\beta_i^* = \arg \min_{\beta_i} \frac{1}{2} \|x_i - \tilde{X}_x \beta_i\|^2 + \rho \|D_{x_i} \beta_i\|_1 + \frac{\xi}{2} \|D_{x_i} \beta_i\|^2_2
\]

subject to \( \beta_i^T 1 = 1, \beta_i \geq 0 \),

where \( \rho, \xi > 0 \) are penalty parameters, \( \tilde{X}_x \in \mathbb{R}^{p \times |\mathcal{I}|} \) is a matrix whose columns are the scaled versions of the points in \( \mathcal{X} \), and \( D_{x_i} = \text{diag}(d_{ij}) \) is a diagonal matrix of finite pairwise dissimilarities between \( x_i \) and the points in \( \mathcal{X} \). We first outline our motivation for the choice of penalty function, and then discuss the definition of \( \tilde{X}_x \) and the choice of \( d_{ij} \) in the next paragraph. The use of both an \( L_1 \) and an \( L_2 \)-norm in (5) is motivated by the elastic net formulation (Zou and Hastie, 2005). The \( L_1 \)-norm penalty promotes solutions in which coefficients of dissimilar points are zero. The \( L_2 \)-norm penalty encourages what is known as the grouping effect: if a group of points induces a similar approximation error, then either all points in the group are represented in \( \beta_i^* \), or none is. This is desirable for subspace clustering, because the points in such a group should belong to the same subspace. In this case, if this subspace is different from the one \( \beta_i \) belongs to, then all points should be assigned a coefficient of zero. If instead the group of points are from the same
subspace as \( x_i \), then it is beneficial to connect \( x_i \) to all of them, because this increases the probability that points from each subspace will belong to a single connected component of the graph defined by the affinity matrix \( A \).

Spectral subspace clustering algorithms commonly normalise the points in \( \mathcal{X} \) to have unit \( L_2 \)-norm prior to estimating the coefficient vectors \cite{Elhamifar2013, You2016}. The simple example in Figure 1 illustrates that this normalisation tends to increase cluster separability. In the following, we denote \( \bar{x}_i = x_i / \|x_i\|_2 \). However, projecting the data onto the unit sphere has important implications for the WSSR problem. In \( \mathcal{H} = \{ y | x^T_i y = 1 \} \) we want the two conflicting objectives of minimising the approximation error and selecting a few nearby points to be separate. Fig. 2 contains an example that shows that this is not true after projecting onto the unit sphere. In Fig. 2 the point closest to \( \bar{x}_i \) on the unit sphere is \( \bar{x}_1 \). The direction of \( \bar{x}_i \) can be perfectly approximated by a convex combination of \( \bar{x}_1 \) and \( \bar{x}_2 \), but all convex combinations \( \alpha \bar{x}_1 + (1 - \alpha) \bar{x}_2 \) with \( \alpha \in (0, 1) \) have an \( L_2 \)-norm less than one. Since the cardinality of \( \beta_i \) affects the length of the approximation, it affects both the penalty term and the approximation error. A simple solution
to address this problem is to scale every point $x_j$ with $j \in I$ such that $\bar{x}_j' = \frac{t_j}{\|x_j\|_2} x_j$ lies on the hyperplane perpendicular to the unit sphere at $\bar{x}_j$, $\bar{x}_j' \in \{ x \in \mathbb{R}^d | x^T \bar{x}_j = 1 \}$. Note that this implies that if $x_j^T \bar{x}_j < 0$, then $t_j'$ is negative. An inspection of Figure 1 suggests that this is sensible. An appropriate measure of pairwise dissimilarity given the aforementioned preprocessing steps is the inverse cosine similarity,

$$d_{ij} = \|x_i\|_2 \|x_j\|_2 / (x_i^T x_j) = \|x_i^T x_j\|^{-1}.$$  

(6)

Since $d_{ij}$ is infinite when $x_j^T x_i = 0$, such points could never be assigned a non-zero coefficient, therefore they are excluded from $\hat{X}_T$.

We now return to the optimisation problem in (5). Due to the constraint $\beta_j \in \Delta^{|I|}$ and the fact that $d_T > 0$, $\|D_T \beta_i\|_1 = d_{ij}^T \beta_i$. This implies that the objective function is a quadratic, and the minimisation problem in (5) is equivalent to the one below,

$$\min_{\beta_i} \frac{1}{2} \beta_i^T (\hat{X}_j^T \hat{X}_j + \xi D_T^2) \beta_i + (\rho d_T - \hat{X}_j^T \hat{x}_i)^T \beta_i.$$  

(7)

Moreover, $f(\beta_i)$ is guaranteed to be strictly convex whenever $\xi > 0$. Therefore WSSR corresponds to the following quadratic programme (QP),

$$\beta_i^* = \min_{\beta_i} f(\beta_i), \quad \text{s.t.} \quad \beta_i \geq 0, \quad \beta_i^T 1 = 1.$$  

(8)

The choice of $\rho$ in (8) is critical to obtain an affinity matrix that accurately captures the cluster structure. The ridge penalty parameter, $\xi$, is typically assigned with a small value, e.g. $10^{-4}$ (Gaines et al., 2018). For “large” $\rho$, the optimal solution assigns a coefficient of one to the nearest neighbour of $\bar{x}_i$, and all other coefficients are zero. This is clearly undesirable. Setting this parameter is complicated by the fact that an appropriate choice of $\rho$ differs for each $\hat{x}_i$. Lemma 1 is a result which can be used to obtain a lower bound on $\rho$ such that the solution of (8) is the “nearest neighbour” approximation. The proof of this lemma, as well as a second lemma which establishes its geometric interpretation can be found in Appendix B.

**Lemma 1.** Let $j$ denote the index of the $j$-th nearest neighbour of $\bar{x}_i$, and $\bar{x}_i^{(j)}$ denote the $j$-th nearest neighbour of $\bar{x}_i$. Assume that $\hat{x}_i^{(1)}$ is unique and that $\hat{x}_i^{(1)} \neq \bar{x}_i$. We also assume that the pairwise dissimilarities satisfy:

$$\|\bar{x}_i - \hat{x}_i^{(j)}\|_2 > \|\bar{x}_i - \hat{x}_i^{(k)}\|_2 \Rightarrow d_{ij} > d_{ik},$$

$$\|\bar{x}_i - \hat{x}_i^{(j)}\|_2 = \|\bar{x}_i - \hat{x}_i^{(k)}\|_2 \Rightarrow d_{ij} = d_{ik}.$$  

If

$$e_1 = [1, 0, \ldots, 0]^T = \arg \min_{\beta_i \in \Delta^{|I|}} \frac{1}{2} \beta_i^T (\hat{X}_j^T \hat{X}_j + \xi D_T^2) \beta_i + (\rho \hat{X}_j^T \bar{x}_i)^T \beta_i,$$

then

$$\rho > \max \left\{ 0, \frac{1}{\max_j \{ (\hat{x}_i^{(1)} - \hat{x}_i^{(j)})^T (\hat{x}_i^{(1)} - \bar{x}_i) + \xi (d_{ij}^{(1)})^2 / d_{ij}^{(j)} \}} \right\}.$$  

(9)

Note that our definition of pairwise dissimilarities satisfies the requirements of the lemma. The proof uses directional derivatives and the convexity of the objective function. In effect, Lemma 1 states that there are cases in which the nearest-neighbour approximation is optimal for all $\rho > 0$. This occurs when it is possible to define a hyperplane that contains $\hat{x}_i^{(1)}$, the nearest neighbour of $\bar{x}_i$, and separates the column vectors in $\hat{X}_T$ from $\bar{x}_i$. In all other cases, there exists a positive value of $\rho$ such that $\beta_i^*$ has cardinality greater than one.

We close this section by outlining a simple proximal gradient descent algorithm (Parikh and Boyd, 2014) that is faster for large instances of the problem than standard QP solvers. To this end, we first express (8) as an unconstrained minimisation problem through the use of an indicator function,

$$\min_{\beta_i} f(\beta_i) + \mathbb{1}_{\Delta^{|I|}}(\beta_i),$$

where $\mathbb{1}_{\Delta^{|I|}}(\beta_i)$ is zero for $\beta_i \in \Delta^{|I|}$ and infinity otherwise. At each iteration, proximal gradient descent updates $\beta_i^*$ by projecting onto the unit simplex a step of the standard gradient descent,

$$\beta_i^{t+1} = \arg \min_{\beta_i \in \Delta^{|I|}} \frac{1}{2} \|\beta_i - \beta_i^* + \eta_t \nabla f(\beta_i^*)\|_2^2,$$

where $\eta_t$ is the step size at iteration $t$. Projecting onto $\Delta^{|I|}$ can be achieved via a simple algorithm with complexity $O(|I| \log(|I|))$ (Wang and Carreira-Perpinán, 2013).
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4 Active learning and constrained clustering

In this section, we describe the process of identifying informative points to query (active learning), and then updating the clustering model to accommodate the most recent labels (constrained clustering). The constrained clustering algorithm described in this section would also be used if a subset of labelled observations was available at the start of the learning process.

We adopt the active learning strategy of [Peng and Pavlidis 2019], that queries the points whose label information is expected to induce the largest reduction in the reconstruction error function (defined in (9)). Let \( U \subset \{1, \ldots, N\} \) denote the set of indices of the unlabelled points, and \( L \subset \{1, \ldots, N\} \) denote the set of indices of labelled points. Furthermore, let \( \{c_i\}_{i=1}^N \) denote the cluster assignment of each point, and \( \{l_i\}_{i \in L} \) the class labels for the labelled points. To quantify the expected reduction in reconstruction error after obtaining the label of \( x_i \), with \( i \in U \), we estimate two quantities. The first is the decrease in reconstruction error that will result if \( x_i \) is removed from cluster \( c_i \). This is measured by the function \( U_1(x_i, V_{c_i}) \), where \( V_{c_i} \) is a matrix containing a basis for cluster \( c_i \). The second is the increase in reconstruction error due to the addition of \( x_i \) to a different cluster \( c'_j \). This is measured by the function \( U_2(x_i, V_{c'_j}) \). To estimate \( U_2 \) we assume that \( c'_j \) is the cluster that is the second nearest to \( x_i \). This assumption is not guaranteed to hold but it is valid in the vast majority of cases. According to Peng and Pavlidis [2019] the most informative point to query is,

\[
x_i^* = \arg\max_{i \in U} \left\{ U_1(x_i, V_{c_i}) - U_2(x_i, V_{c'_j}) \right\},
\]

(10)

The difficulty in calculating \( U_1(x_i, V_{c_i}) \) and \( U_2(x_i, V_{c'_j}) \) is that one needs to account for the fact that a change in the cluster assignment of \( x_i \) affects \( V_{c_i} \) and \( V_{c'_j} \). Recall that (irrespective of the choice of the clustering algorithm), the basis \( V_k \) for each cluster (subspace) \( k \) is computed by performing Principal Component Analysis (PCA) on the set of points assigned to this cluster. The advantage of the approach by Peng and Pavlidis [2019] is that this is recognised, and a computationally efficient method to approximate \( U_1 \) and \( U_2 \) is proposed. In particular, using perturbation results for PCA [Critchley 1985], a first-order approximation of the change in \( V_{c_i} \) and \( V_{c'_j} \) is computed at a cost of \( O(P) \) (compared to the cost of PCA which is \( O(\min\{N_kP^2, N^2_kP\}) \), where \( N_k \) is the number of points in cluster \( k \)).

Once the labels of the queried points are obtained we proceed to the constrained clustering stage in which we update the cluster assignment to accommodate the new information. The first step in our approach modifies pairwise dissimilarities between points in a manner similar to the work of Li et al. [2017]. Specifically, for each \( x_i \in \mathcal{X} \) we update all pairwise dissimilarities \( d_{ij} \in \mathbf{d}_x \) according to,

\[
d_{ij} = \begin{cases}
\frac{||x_i||^2 ||x_j||^2}{\|x_i-x_j\|^2} e^{1-2 \mathbf{1}(l_i = l_j)} + \alpha \mathbf{1}(c_i \neq c_j), & \text{if } i, j \in L, \\
\frac{||x_i||^2 ||x_j||^2}{\|x_i-x_j\|^2} + \alpha \mathbf{1}(c_i \neq c_j), & \text{otherwise}.
\end{cases}
\]

(11)

The first fraction is the dissimilarity measure in the absence of any label information as defined in (6). If the labels of both \( x_i \) and \( x_j \) are known and they are different then the dissimilarity is first scaled by \( e \) and a constant \( \alpha \in [0, 1] \) is added. If \( l_i = l_j \), then the original dissimilarity is scaled by \( e^{-1} \). If the label of either \( x_i \) or \( x_j \) is unknown then no scaling is applied, but if in the previous step the two points were assigned to different clusters then their dissimilarity is increased by \( \alpha \). The term \( \alpha \) quantifies the confidence of the algorithm in the previous cluster assignment. A simple and effective heuristic is to assign \( \alpha \) equal to the proportion of labelled data.

After updating pairwise dissimilarities through (11) we update the coefficient vectors for each point by solving the problem in (8). The resulting affinity matrix is the input to the normalised spectral clustering of Ng et al. [2002]. This cluster assignment is not guaranteed to satisfy all the constraints. To ensure constraint satisfaction we use this clustering as the initialisation point for the \( K \)-Subspace Clustering with Constraints (KSCC) algorithm of Peng and Pavlidis [2019].

KSCC is an iterative algorithm to optimise the following objective function,

\[
\min_{v_{1}, \ldots, v_{K}} \frac{1}{2} \left\{ \sum_{i \in U} \min_{k=1, \ldots, K} \|x_i - V_k^T V_k^T x_i\|_2^2 + \min_{p \in P(K)} \sum_{k=1}^{K} \sum_{l_j \in L, l_j \neq k} \|x_j - V_k^T V_k^T x_j\|_2^2 \right\},
\]

(12)

where \( P \) denotes a permutation of the indices \( \{1, \ldots, K\} \), and \( P(K) \) is the set of all such permutations. The first term is the reconstruction error for the unlabelled points. The second term quantifies the reconstruction error for the labelled points. To this end we have to identify the appropriate mapping between class labels and cluster labels. Hence we consider all possible mappings (permutations of labels one to \( K \)) and select the one producing the lowest reconstruction error. The inner sum in the second term ensures that all points of the same class are assigned to a unique cluster. Thus
all the constraints are satisfied at each iteration. KSCC monotonically reduces the value of the objective function. Therefore it converges to the local minimum of (12) whose region of attraction contains the WSSR cluster assignment. The computational complexity of KSCC is the same as KSC, which is \(O(\min\{NkP^2, N_k^2P\})\). We summarise the whole active learning and constrained clustering framework in procedural form in Algorithm 1. We refer to this constrained version of WSSR as WSSR+.

**Algorithm 1: Active Learning and Constrained Clustering with WSSR**

**Input**: WSSR-related parameters; Sets of ‘must-link’ and ‘cannot-link’ constraints: \(S_M, S_C\); Penalty parameter: \(\alpha\); Number of points to query in each iteration: \(b\)

1. **Active learning**
   - Query the \(b\) most informative point according to (10)

2. **Constraint incorporation**
   - For \(x \in X\):
     1. Compute the updated weight vector \(d^*\) according to (11)
     2. Normalise and stretch each column vector in \(X\)
     3. Solve the WSSR problem in (5) to obtain the coefficient vector \(\beta\)

3. **End**
   - Combine all \(\beta\)s to obtain the coefficient matrix \(B \in \mathbb{R}^{N \times N}\)
   - Apply normalised cut spectral clustering \(\text{Ng et al. [2002]}\) to the data affinity matrix \(A = \frac{1}{2} (|B| + |B|^T)\)

4. **Constraint satisfaction**
   - Enforce the constraint information using KSCC (Peng and Pavlidis [2019]) and obtain the updated cluster labels

5 Experiments on Synthetic Data

In this section, we conduct experiments on synthetic data to evaluate the performance of WSSR under various subspace settings. We compare to the following state-of-the-art spectral-based subspace clustering methods: SSC (Elhamifar and Vidal [2013]), S3C (Li and Vidal [2015]), ASSC (Li et al. [2018a]), SSC-OMP (You et al. [2016]), LSR (Lu et al. [2012]), and SMR (Hu et al. [2014]). Performance results of various methods are compared in terms of varying angles between subspaces, varying noise levels, and varying subspace dimensions.

5.1 Varying Angles between Subspaces

In this set of experiments, we generate data from two one-dimensional subspaces embedded in a three-dimensional space. Each cluster contains 200 data points drawn from one of the subspaces. In addition, additive Gaussian noise with standard deviation \(\sigma = 0.01\) is added to the data uniformly. We vary the angles between the two subspace to be between 10 and 60 degrees, and evaluate the performance of various algorithms under each setting. The default settings are adopted for all subspace clustering algorithms that we provide comparisons to. Let \(k\) denote the maximum number of points being considered in the sparse representation. Both SSC-OMP and SMR have \(k = 10\) in their default parameter settings. We adopt the same setting and set \(p = 0.01\). Performance results as evaluated by clustering accuracy are reported in Table 1.

It can be seen that WSSR achieves the best performance across all settings, and its performance steadily improves with the increase of the angles between subspaces. Similar performance improvement with the increase of \(\theta\) can also be observed in SSR, as well as other algorithms. However, the performance of SSR is significantly worse than that of WSSR when the angles are small. SSC and S3C achieve strong performance across all scenarios as well. It is worth noting that the performance of ASSC is noticeably worse than other algorithms, which could be explained by the fact that all clusters come from linear subspaces. The performance of SMR is a close second to WSSR in five out of six scenarios. This could be attributed to its affinity to WSSR, as SMR applies the Frobenius norm on the error matrix and it also makes use of \(k\) nearest neighbours.

5.2 Varying Noise Levels

Next, we explore the effect of various noise levels on cluster performance. Again we generate data from two subspaces, each containing 200 data points. The angle between two subspaces is set to be 60 degrees, so that the angle between subspaces does not play a big role in determining the cluster performance. One of the subspaces is one-dimensional,
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$$\theta = 10 \quad \theta = 20 \quad \theta = 30 \quad \theta = 40 \quad \theta = 50 \quad \theta = 60$$

|          | WSSR     | SSR      | SSC      | S3C      | ASSC     | S3C-OMP  | LSR      | SMR      |
|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| $\sigma = 0.0$ | 0.978    | 0.568    | 0.943    | 0.963    | 0.520    | 0.863    | 0.898    | 0.968    |
| $\sigma = 0.1$ | 0.973    | 0.865    | 0.815    | 0.973    | 0.570    | 0.893    | 0.878    | 0.960    |
| $\sigma = 0.2$ | 0.993    | 0.528    | 0.990    | 0.990    | 0.568    | 0.848    | 0.900    | 0.990    |
| $\sigma = 0.3$ | 0.993    | 0.905    | 0.950    | 0.970    | 0.510    | 0.823    | 0.873    | 0.975    |
| $\sigma = 0.4$ | 0.990    | 0.985    | 0.985    | 0.983    | 0.528    | 0.528    | 0.940    | 0.978    |
| $\sigma = 0.5$ | 0.993    | 0.993    | 0.993    | 0.993    | 0.510    | 0.558    | 0.930    | 0.988    |

Table 1: Accuracy of various subspace clustering algorithms on synthetic data with varying angles between subspaces.

and the other is two-dimensional. This difference to the previous set of experiments is to increase the intersection between the two subspaces as the noise level increases. Additive Gaussian noise with zero mean and standard deviation $\sigma$ is added to the data uniformly, in which $\sigma$ ranges from 0.0 to 0.5. The parameter settings for all algorithms remain the same as before, and the performance results are reported in Table 2.

Firstly, the clustering accuracy of almost all algorithms decreases with the increase of noise levels. Secondly, most algorithms have close to or exactly perfect clustering accuracy in the noise-free scenario. However the performance of most algorithms degrades rapidly with the increase of noise level, whereas the performance of WSSR stays competitive. Very poor performance from ASSC can be observed across all noise levels, for reasons explained in the previous set of experiments. It is worth noting that all SSC-based methods (SSC, S3C, ASSC, SSC-OMP) yield poor performance in the presence of varying levels of noise. In comparison, the methods (WSSR, SSR, LSR, SMR) that use the Frobenius norm on the error matrix or the $L_2$-norm on the reconstruction error have favourable performance. However, none of them (apart from WSSR) have a sparsity inducing term in the objective function.

|          | $\sigma = 0.0$ | $\sigma = 0.1$ | $\sigma = 0.2$ | $\sigma = 0.3$ | $\sigma = 0.4$ | $\sigma = 0.5$ |
|----------|----------------|----------------|----------------|----------------|----------------|----------------|
| WSSR     | 1.000          | 0.970          | 0.945          | 0.883          | 0.815          | 0.745          |
| SSR      | 1.000          | 0.940          | 0.848          | 0.805          | 0.780          | 0.725          |
| SSC      | 1.000          | 0.633          | 0.503          | 0.513          | 0.508          | 0.555          |
| S3C      | 0.980          | 0.685          | 0.575          | 0.608          | 0.523          | 0.593          |
| ASSC     | 0.605          | 0.530          | 0.553          | 0.558          | 0.503          | 0.543          |
| S3C-OMP  | 1.000          | 0.730          | 0.575          | 0.510          | 0.518          | 0.530          |
| LSR      | 1.000          | 0.943          | 0.900          | 0.838          | 0.788          | 0.735          |
| SMR      | 0.980          | 0.935          | 0.868          | 0.810          | 0.775          | 0.705          |

Table 2: Accuracy of various subspace clustering algorithms on synthetic data with varying noise levels.

Next, we further investigate the reason behind the slightly less than perfect performance of S3C and SMR, and the poor performance of ASSC in the noise-free scenario. Shown in Figure 3 are the affinity matrices for WSSR, S3C, SMR, and ASSC. It is clear to see that the entries in the affinity matrix of WSSR are sparse yet the block-diagonal structure is very clear. The affinity matrix of S3C also exhibits a block-diagonal structure and is very sparse. However, the majority of the non-zero entries are concentrated on a few key data points. Such an unbalanced affinity matrix can lead to undesirable spectral clustering performance. The affinity matrix of both SMR and ASSC are very dense. However the block diagonal structure can still be easily detected in the affinity matrix of SMR, whereas the entries in ASSC are more evenly spread out. Therefore, it is not surprising that the performance of ASSC is much worse than that of the other methods.

5.3 Varying Subspace Dimensions

Another aspect we would like to investigate is how clustering performance changes with the increase of subspace dimensions $P_k$ under a fixed ambient space dimension $P$. Intuitively, one would expect the performance to get worse as $P_k$ increases. This is because the intersection among clusters is likely to increase as the subspace dimension grows. In this set of experiments, we fix the ambient space dimension to be 20 and allow the subspace dimension to vary between 2 and 16. The data are generated from 4 subspaces, and all subspaces have equal subspace dimension. Additive noise with $\sigma = 0.01$ is added to the data uniformly. We set the neighbourhood size $k$ in WSSR to be 50, and keep $\rho = 0.01$. 
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(a) WSSR.  (b) S3C.  (c) SMR.  (d) ASSC.

Figure 3: Visualisation of the affinity matrix in the noise-free scenario. Zeroes in the affinity matrix are shown in black colour.

The default parameter settings are adopted for all other methods. The performance results of various methods are reported in Table 3.

| $P_k$ | WSSR | S3C | SMR | ASSC | SSC-OMP | LSR | SMR |
|-------|------|-----|-----|------|---------|-----|-----|
| 2     | 1.000 | 0.999 | 1.000 | 0.845 | 0.414 | 0.861 | 0.999 |
| 4     | 1.000 | 0.999 | 1.000 | 0.998 | 1.000 | 0.998 | 0.968 |
| 6     | 1.000 | 1.000 | 0.999 | 1.000 | 0.999 | 0.998 | 0.968 |
| 8     | 1.000 | 1.000 | 0.999 | 1.000 | 0.999 | 0.998 | 0.981 |
| 10    | 1.000 | 1.000 | 0.999 | 1.000 | 0.999 | 0.998 | 0.981 |
| 12    | 1.000 | 1.000 | 0.999 | 1.000 | 0.999 | 0.998 | 0.981 |
| 14    | 0.991 | 0.991 | 0.964 | 0.964 | 0.964 | 0.964 | 0.964 |
| 16    | 0.874 | 0.809 | 0.728 | 0.728 | 0.728 | 0.728 | 0.728 |

Table 3: Accuracy of various subspace clustering algorithms on synthetic data with varying subspace dimensions.

We observe that WSSR achieves the best performance across all settings, though the accuracy becomes less than perfect when $P_k$ is greater than 12. This is because the increase of subspace dimensions likely increases the intersection between subspaces hence induces more noise. When we move our focus to the performance of SSC-based methods, we see that both SSC and S3C also have near perfect clustering accuracy for $P_k$ up to 12. Then the results get slightly worse for higher values of $P_k$. For $P_k$ less than 16, the results of ASSC are much better than in the previous set of varying noise experiments. This shows that ASSC has the subspace recovery ability when the noise level is small. SSC-OMP has worse accuracy than its base method SSC, which could be attributed to its default neighbourhood size. SSR, LSR and SMR maintain good performance throughout when $P_k$ is relatively small, however their performance degrades sharply as $P_k$ increases.

6 Experiments on Real Data

In this section we use real datasets to assess the performance of WSSR with and without side information. As mentioned at the end of Section 4, we refer to WSSR with side information as WSSR+. We evaluate the following aspects of our proposed framework: (1) How does WSSR compare with other state-of-the-art subspace clustering methods? (2) How does the performance of WSSR+ compare with other constrained clustering methods? (3) What are the additional benefits of the active learning component?

6.1 Experiments on MNIST

In this section, we conduct experiments comparing WSSR with other state-of-the-art subspace clustering algorithms on the MNIST handwritten digits data (LeCun et al., 1998). This database contains greyscale images of handwritten digits numbered from 0 to 9, and has been widely used in the machine learning literature to benchmark the performance of supervised and unsupervised learning methods. In the context of subspace clustering, You et al. (2016) used the MNIST data set to demonstrate the effectiveness of SSC-OMP.

We compare the performance of WSSR to that of SSC-OMP, SSC (Elhamifar and Vidal, 2013), ASSC (Li et al., 2018a), S3C (Li and Vidal, 2015), LSR (Lu et al., 2012), SMR (Hu et al., 2014), and FGNSC (Yang et al., 2019). We use the
default parameter settings for SSC, ASSC, and SSC-OMP. For LSR we use the standard version of the algorithm that includes the constraint that the diagonal entries of the coefficient matrix must be zero. The default parameter setting for SMR uses \( k = 4 \) for the \( k \)-nearest neighbour graph. We adopt the default setting of FGNSC, which uses SMR as the base algorithm to obtain the initial affinity matrix. In WSSR, we set \( k = 10 \) and \( \rho = 0.01 \). That is, we consider a 10-nearest neighbourhood for each data point, which is the same as the default setting in SSC-OMP.

The original MNIST data set contains 60,000 points in \( P = 3472 \) dimensions organised in 10 clusters (digits 0 to 9). We conduct two sets of experiments on this data. The first set of experiments investigates the effect of the number of clusters \( K \) on the performance of various algorithms. We randomly select \( K \in \{2, 3, 5, 8, 10\} \) clusters out of the 10 digits. Each cluster contains 100 randomly sampled points, and the full dataset is then projected onto 200 dimensions using PCA.

The second set of experiments explores the effect of the total number of data points \( N \) on the performance, following the experimental design proposed by [You et al., 2016]. Specifically, we randomly select \( N_k \in \{50, 100, 200, 400, 600\} \) points from each cluster out of all 10 clusters. The full data are then projected onto 500 dimensions using PCA. For the each choice of \( K \) and \( N_k \) we randomly sample 20 data sets and apply all methods on these 20 sets. Table 4 reports the median and standard deviation of clustering accuracy of each algorithm.

| Algorithm | \( K = 2 \) | \( K = 3 \) | \( K = 5 \) | \( K = 8 \) | \( K = 10 \) |
|----------|-------------|-------------|-------------|-------------|-------------|
| WSSR     | 1.00        | 0.01        | 0.99        | 0.98        | 0.98        |
| SSR      | 0.95        | 0.09        | 0.89        | 0.68        | 0.64        |
| SSC      | 0.99        | 0.03        | 0.91        | 0.80        | 0.78        |
| S3C      | 0.99        | 0.02        | 0.97        | 0.79        | 0.82        |
| ASSC     | 0.99        | 0.01        | 0.97        | 0.95        | 0.90        |
| SSC-OMP  | 0.98        | 0.01        | 0.97        | 0.95        | 0.90        |
| LSR      | 0.98        | 0.11        | 0.68        | 0.86        | 0.82        |
| SMR      | 0.99        | 0.04        | 0.98        | 0.92        | 0.86        |
| FGNSC    | 0.99        | 0.06        | 0.98        | 0.83        | 0.84        |

Table 4: Median clustering accuracy along with the standard deviations on the MNIST handwritten digits data across 20 replications with varying number of clusters.

It can be seen that WSSR achieves the best performance across all settings. In particular, it achieves perfect clustering accuracy for both \( K = 2 \) and \( 3 \). It is also worth noting that the performance variability is relatively small as compared to other methods. For the competing algorithms, we see that a few algorithms have excellent performance when \( K \) is small. However the performance degrades in general with the increase of \( K \). This is especially the case with SSR, which performs poorly even when \( K=5 \). Both SSC and S3C have very similar performance to each other, with S3C having slightly higher accuracy scores on two scenarios. The performance of ASSC is higher than both of the previous two, and has similar performance to that of SSC-OMP. However, SSC-OMP has an obvious advantage over the other SSC-based methods when \( K \) is large. The median performance of LSR seems to be the worst out of all methods, and is the most variable especially when \( K \) is small. SMR and FGNSC have the same level of performance when \( K = 2 \) and \( 3 \), which is not surprising given that the affinity matrix of FGNSC is adapted from that of SMR. However, the performance of FGNSC is less stable for larger values of \( K \). It has been observed in our experiments that the performance of FGNSC is highly sensitive to the parameter values.

The performance results for the second set of experiments with varying number of points per cluster are reported in Table 4. WSSR is again the best performing algorithm across all settings, and indeed the most stable of all as well. It can be seen that SSC-OMP is the algorithm with the second best performance in most settings. The performance of SSC-OMP reported here is consistent with what is reported in [You et al., 2016]. In general, the cluster performance improves with increasing number of points. Although this increase does not seem to provide an obvious performance boost for SSR. At the same time, the performance for SSC, ASSC, and LSR also become more stable as \( N \) increases, which is not the case for SMR. With that said, FGNSC provides performance improvement in addition to the performance of SMR in most scenarios.

All experiments were performed on a cloud computing machine with 5 CPU cores and 15GB of RAM. For each of the two sets of experiments on the MNIST data set, we present a comparison of the median computational times in log-scale for different algorithms. Both figures indicate that S3C is the most computationally intensive method. SSC and ASSC have similar computational times because they are based on the same optimisation framework. SSC-OMP and LSR are the most efficient out of all methods. SSC-OMP is the SSC variant that is most suitable for large-scale problems, while LSR has a closed-form solution. The computational time for WSSR is comparable to that of SSC and ASSC for small problems, while the comparison becomes more favourable to WSSR when as \( N \) and \( K \) increase. In
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|                | $N = 500$ | $N = 1000$ | $N = 2000$ | $N = 4000$ | $N = 6000$ |
|----------------|-----------|------------|------------|------------|------------|
|                | Med       | Std        | Med        | Std        | Med        | Std        |
| WSSR           | 0.96      | 0.03       | 0.98       | 0.00       | 0.98       | 0.00       |
| SSR            | 0.55      | 0.04       | 0.61       | 0.05       | 0.61       | 0.04       |
| SSC            | 0.78      | 0.04       | 0.81       | 0.03       | 0.82       | 0.02       |
| S3C            | 0.78      | 0.04       | 0.82       | 0.04       | 0.82       | 0.03       |
| ASSC           | 0.82      | 0.04       | 0.85       | 0.04       | 0.83       | 0.02       |
| SSC-OMP        | 0.83      | 0.04       | 0.88       | 0.03       | 0.91       | 0.02       |
| LSR            | 0.66      | 0.04       | 0.74       | 0.03       | 0.78       | 0.02       |
| SMR            | 0.76      | 0.03       | 0.82       | 0.05       | 0.88       | 0.04       |
| FGNSC          | 0.77      | 0.03       | 0.85       | 0.03       | 0.87       | 0.04       |

Table 5: Median clustering accuracy along with the standard deviations on the MNIST handwritten digits data across 20 replications with varying number of points per cluster.

particular from Fig. 4b we see that for larger instances ($N \geq 200$) WSSR is the third fastest algorithm, while its running time is almost equal to that of LSR when $N = 600$.

Figure 4: Median running times (in log-scale of seconds) of different algorithms on the MNIST handwritten digits data.

6.2 Experiments on USPS

In this subsection, we evaluate the performance of different subspace clustering methods on the USPS digits data [Hull 1994]. USPS is another widely used benchmark data set, which has been used to demonstrate the effectiveness of subspace clustering methods [Hu et al., 2014; Yang et al., 2019]. USPS consists of 9298 images of handwritten digits that range from 0 to 9, and each image contains $16 \times 16$ pixels. We follow the exact same experimental settings as in Hu et al. (2014), which uses the first 100 images from each digit.

We investigate the performance of various algorithms under varying number of clusters $K$. All experiments are conducted for 20 replications, and we report both the median and standard deviation of the clustering accuracy. For $K$ from 2 to 8, we randomly sample data from $K$ digits. Therefore the variability in the cluster performance comes from both the variability in the subset of the data, and the variability of the corresponding algorithm. For $K = 10$, we use the
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|       | $K = 2$ | $K = 3$ | $K = 5$ | $K = 8$ | $K = 10$ |
|-------|---------|---------|---------|---------|----------|
| Med   | 1.00    | 0.99    | 0.98    | 0.97    | 0.97     |
| Std   | 0.01    | 0.01    | 0.01    | 0.00    | 0.00     |

Table 6: Median clustering accuracy along with the standard deviations on the USPS data across 20 replications.

same data set with 1000 images across all replications. In this case, the standard deviation reflects only the variability of the algorithms.

SSC, S3C, and ASSC exhibit similar performance for all values of $K$. On the USPS data set, the performance of these methods degrades much more as $K$ increases compared to the MNIST data set. Performance variability is also higher for $K = 2, 3$ as evinced by the higher values of the reported standard deviations. SSC-OMP performs worse than the previous three SSC variants in every case. LSR fails to achieve high accuracy across all settings, and is it also characterised by a much higher performance variability when $K$ is small. SSR, SMR and FGNSC have excellent performance when $K$ is small. However, their performance decreases with the increase of $K$, though the performance degrade more gradually for SMR and FGNSC than the previously discussed methods. WSSR is the best performing method on this data set. It manages to achieve median accuracy that is close to perfect, and very small performance variability for all values of $K$.

6.3 WSSR+ Experiments

In this section, we assess the performance of the proposed framework for constrained clustering in two cases. First, when a random subset of labelled points is available at the outset, and second when the active learning is used to select which points to label. As in the previous section we use the MNIST and USPS data sets, and consider different values of $K$. For the constrained clustering problem, for each data set and for different values of $K$, we obtain the labels of a proportion $p \in \{0.1, 0.2, 0.3\}$ of randomly selected points. We compare the performance of WSSR+ to that of Partition Level Constrained Clustering (PLCC) (Liu et al., 2018) and Constrained Spectral Partitioning (CSP) (Wang et al., 2014). To ensure a fair comparison, the same initial affinity matrix is used in all three constrained clustering algorithms. In particular the initial affinity matrix is the one produced by WSSR. PLCC involves one tuning parameter, $\lambda$, which controls the weight assigned on the side information. Although in Liu et al. (2018) it is recommended to set $\lambda$ to be above 10,000 for stable performance, we found that in our experiments this is a poor choice. Instead we sampled 20 random values for $\lambda$ in the range (0,1) and chose the one that produced the highest clustering accuracy. CSP involves no tuning parameters.

Tables 7 and 8 report the results for MNIST and USPS respectively. The columns titled “Med” and “Std” report the median and the standard deviation of clustering accuracy for the three algorithms over 20 replications for different values of $p$. In both tables there is an additional column labelled AL. This column reports the performance on the same data set with 1000 images across all replications. In this case, the standard deviation reflects only the variability of the algorithms.

For the MNIST data set when $K$ is in the range [2, 5], WSSR (without any label information) produces a perfect clustering. For these cases, we inspect whether various constrained clustering algorithms retain this performance after additional class information becomes available. WSSR+ accommodates the label information for all values of $p$ without degrading accuracy on the rest of the data. This is not the case for PLCC and CSP. The performance difference between the constrained version of WSSR+ and the other two constrained clustering algorithms becomes more pronounced when $K = 8, 10$. The performance of neither CSP nor PLCC is guaranteed to increase as the proportion of labelled points increases, and both algorithms exhibit higher variability compared to WSSR+. The performance of PLCC and CSP is considerably improved if the points whose label information is available are chosen through the active learning strategy of Peng and Pavlidis (2019) compared to random sampling. This benefit is smallest for the WSSR+ since the algorithm achieves near perfect accuracy for all values of $K$ on the MNIST data set.
Table 7: Clustering accuracy of various constrained clustering methods on the MNIST data. The initial affinity matrix for all methods is produced by WSSR. The column AL reports performance when the corresponding proportion of labelled points are selected through active learning rather than randomly.

| $K$ | Pct. | WSSR | WSSR+ | PLCC | CSP |
|-----|------|------|-------|------|-----|
|     |      | AL   | Med   | Std  | AL  | Med   | Std  | AL  | Med   | Std |
| 2   | 10%  | 1.00 | 1.00  | 0.00 | 1.00| 1.00  | 0.00 | 1.00| 1.00  | 0.00 |
|     | 20%  | 1.00 | 1.00  | 0.00 | 1.00| 1.00  | 0.00 | 1.00| 1.00  | 0.00 |
|     | 30%  | 1.00 | 1.00  | 0.00 | 0.94| 0.94  | 0.00 | 1.00| 1.00  | 0.00 |
| 3   | 10%  | 1.00 | 1.00  | 0.00 | 1.00| 0.99  | 0.00 | 0.79| 0.79  | 0.00 |
|     | 20%  | 1.00 | 1.00  | 0.00 | 1.00| 0.99  | 0.00 | 0.80| 0.80  | 0.00 |
|     | 30%  | 1.00 | 1.00  | 0.00 | 1.00| 0.52  | 0.01 | 1.00| 1.00  | 0.00 |
| 5   | 10%  | 0.99 | 0.98  | 0.00 | 0.86| 0.86  | 0.00 | 0.97| 0.97  | 0.00 |
|     | 20%  | 0.99 | 0.98  | 0.00 | 0.86| 0.86  | 0.05 | 0.99| 0.99  | 0.00 |
|     | 30%  | 0.99 | 0.99  | 0.00 | 0.85| 0.85  | 0.05 | 0.99| 0.99  | 0.07 |
| 8   | 10%  | 0.98 | 0.98  | 0.00 | 0.79| 0.79  | 0.00 | 0.97| 0.97  | 0.00 |
|     | 20%  | 0.99 | 0.98  | 0.00 | 0.77| 0.77  | 0.06 | 0.97| 0.97  | 0.00 |
|     | 30%  | 0.99 | 0.99  | 0.00 | 0.80| 0.80  | 0.02 | 0.97| 0.97  | 0.00 |
| 10  | 10%  | 0.98 | 0.98  | 0.00 | 0.97| 0.97  | 0.00 | 0.98| 0.98  | 0.00 |
|     | 20%  | 0.98 | 0.98  | 0.00 | 0.98| 0.98  | 0.01 | 0.79| 0.79  | 0.00 |
|     | 30%  | 0.98 | 0.98  | 0.00 | 0.89| 0.89  | 0.01 | 0.97| 0.97  | 0.00 |

Table 8: Clustering accuracy of constrained clustering algorithms on the USPS data. The initial affinity matrix for all methods is produced by WSSR. The column AL reports performance when the corresponding proportion of labelled points are selected through active learning rather than randomly.

| $K$ | Pct. | WSSR | WSSR+ | PLCC | CSP |
|-----|------|------|-------|------|-----|
|     |      | AL   | Med   | Std  | AL  | Med   | Std  | AL  | Med   | Std |
| 2   | 10%  | 1.00 | 1.00  | 0.00 | 1.00| 1.00  | 0.00 | 1.00| 1.00  | 0.00 |
|     | 20%  | 1.00 | 1.00  | 0.00 | 1.00| 1.00  | 0.00 | 1.00| 1.00  | 0.00 |
|     | 30%  | 1.00 | 1.00  | 0.00 | 0.94| 1.00  | 0.00 | 1.00| 1.00  | 0.00 |
| 3   | 10%  | 1.00 | 1.00  | 0.00 | 1.00| 1.00  | 0.00 | 0.68| 0.68  | 0.00 |
|     | 20%  | 1.00 | 1.00  | 0.00 | 1.00| 1.00  | 0.00 | 1.00| 1.00  | 0.00 |
|     | 30%  | 1.00 | 1.00  | 0.00 | 1.00| 1.00  | 0.00 | 0.68| 1.00  | 0.00 |
| 5   | 10%  | 0.99 | 0.98  | 0.00 | 0.86| 0.86  | 0.06 | 0.97| 0.97  | 0.00 |
|     | 20%  | 0.99 | 0.98  | 0.00 | 0.86| 0.86  | 0.05 | 0.99| 0.99  | 0.00 |
|     | 30%  | 0.99 | 0.99  | 0.00 | 0.85| 0.85  | 0.05 | 0.99| 0.99  | 0.00 |
| 8   | 10%  | 0.98 | 0.98  | 0.00 | 0.79| 0.79  | 0.05 | 0.97| 0.97  | 0.00 |
|     | 20%  | 0.99 | 0.98  | 0.00 | 0.77| 0.77  | 0.06 | 0.98| 0.98  | 0.00 |
|     | 30%  | 0.99 | 0.99  | 0.00 | 0.80| 0.80  | 0.02 | 0.98| 0.98  | 0.00 |
| 10  | 10%  | 0.98 | 0.98  | 0.00 | 0.97| 0.97  | 0.00 | 0.98| 0.98  | 0.00 |
|     | 20%  | 0.98 | 0.98  | 0.00 | 0.98| 0.98  | 0.01 | 0.79| 0.79  | 0.00 |
|     | 30%  | 0.98 | 0.98  | 0.00 | 0.89| 0.89  | 0.01 | 0.97| 0.97  | 0.00 |

Table 8: Clustering accuracy of constrained clustering algorithms on the USPS data. The initial affinity matrix for all methods is produced by WSSR. The column AL reports performance when the corresponding proportion of labelled points are selected through active learning rather than randomly.
7 Conclusions & Future Work

In this work, we proposed a subspace clustering method called Weighted Sparse Simplex Representation (WSSR), which relies on estimating an affinity matrix by approximating each data point as a sparse convex combination of nearby points. We derived a lemma that provides a lower bound which can be used to select the only critical penalty parameter in our formulation. Experimental results show that WSSR is competitive with state-of-the-art subspace clustering methods. We also extended this approach to the problem of constrained clustering (where external information about the actual assignment of some points is available); and to active learning (in which case choosing which points will be queried is part of the learning problem). The active learning approach we adopt aims to query points whose label information can maximally improve the quality of the overall cluster assignment. The constrained clustering approach combines the strengths of spectral methods and constrained \textit{K}-subspace clustering and ensures that the resulting clustering is consistent with all the label information available. Experiments conducted on both synthetic and real data sets demonstrate the effectiveness of our proposed methodology in all three scenarios: (a) subspace clustering without any side information; (b) constrained subspace clustering with fixed side information; and (c) active learning.

In this work we focused on subspace clustering. For this problem the inverse cosine similarity is a natural proximity measure after projecting the data onto the unit sphere. It would be interesting to explore other affinity measures that can potentially be used to capture data from affine subspaces and manifolds.
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A KKT Conditions for Optimality

In this section, we derive the Karush-Kuhn-Tucker (KKT) conditions for our proposed WSSR problem formulation. For any optimisation problem with differentiable objective and constraint functions for which strong duality holds, the KKT conditions are necessary and sufficient conditions for obtaining the optimal solution (Boyd and Vandenberghe 2004).

Firstly, the stationarity condition in the KKT conditions states that when optimality is achieved, the derivative of the Lagrangian with respect to \( \beta_i \) is zero. The Lagrangian \( L(\beta_i; \lambda, \mu_i) \) associated with the WSSR problem in (5) can be expressed as

\[
L(\beta_i; \lambda, \mu_i) = \frac{1}{2} \beta_i^\top (\hat{X}_i^\top \hat{X}_i + \xi D_{\hat{X}}^\top D_{\hat{X}}) \beta_i + (\rho d_{\hat{X}} - \hat{X}_i^\top \hat{x}_i)^\top \beta_i - \mu_i^\top \beta_i + \lambda_i (\beta_i^\top 1 - 1),
\]

in which \( \lambda_i \) is a scalar and \( \mu_i \) is a vector of non-negative Lagrange multipliers. Thus, the stationarity condition gives the following

\[
\nabla L(\beta_i; \lambda, \mu_i) = (\hat{X}_i^\top \hat{X}_i + \xi D_{\hat{X}}^\top D_{\hat{X}}) \beta_i - \hat{X}_i^\top \hat{x}_i + \rho d_{\hat{X}} + \lambda_i 1 = 0,
\]

which can be simplified to

\[
\beta_i = (\hat{X}_i^\top \hat{X}_i + \xi D_{\hat{X}}^\top D_{\hat{X}})^{-1} (\hat{X}_i^\top \hat{x}_i + \mu_i - \rho d_{\hat{X}} + \lambda_i 1).
\]

Since all diagonal entries in \( D_{\hat{X}} \) are positive, the matrix \( (\hat{X}_i^\top \hat{X}_i + \xi D_{\hat{X}}^\top D_{\hat{X}}) \) is full rank thus invertible.

Secondly, the KKT conditions state that any primal optimal \( \beta_i \) must satisfy both the equality and inequality constraints in (5). In addition, any dual optimal \( \lambda_i \) and \( \mu_i \) must satisfy the dual feasibility constraint \( \mu_i \geq 0 \). Thirdly, the KKT conditions state that \( \mu_{ij} \beta_{ij} = 0 \) for all \( j \in I \) for any primal optimal \( \beta_i \) and dual optimal \( \mu_i \) when strong duality holds. This is called the complementary slackness condition. To put everything together, when strong duality holds, any primal optimal \( \beta_i \) and any dual optimal \( \lambda_i \) and \( \mu_i \) must satisfy the following KKT conditions:

- Stationarity: \( \beta_i = (\hat{X}_i^\top \hat{X}_i + \xi D_{\hat{X}}^\top D_{\hat{X}})^{-1} (\hat{X}_i^\top \hat{x}_i + \mu_i - \rho d_{\hat{X}} + \lambda_i 1) \),
- Equality constraint: \( \beta_i^\top 1 = 1 \),
- Inequality constraint: \( \beta_i \geq 0 \),
- Dual feasibility: \( \mu_i \geq 0 \),
- Complementary slackness: \( \mu_{ij} \beta_{ij} = 0, \quad \forall \ j \in I \).

B Necessary and Sufficient Conditions for the Trivial Solution

In Section B.1 and B.2, we investigate the necessary and sufficient conditions under which the trivial solution is obtained. That is, only the most similar point is chosen and has coefficient one.

B.1 Necessary Condition for the Trivial Solution

Consider the WSSR problem formulation in (5) for a given \( \mathbf{x} \in \mathcal{X} \), which we restate below:

\[
\min_{\beta_i} \frac{1}{2} \beta_i^\top (\hat{X}_i^\top \hat{X}_i + \xi D_{\hat{X}}^\top D_{\hat{X}}) \beta_i + (\rho d_{\hat{X}} - \hat{X}_i^\top \hat{x}_i)^\top \beta_i \quad \text{s.t.} \quad \beta_i^\top 1 = 1, \quad \beta_i \geq 0.
\]

Without loss of generality, we assume that \( \hat{X}_i = [\hat{x}_i(1), \hat{x}_i(2), \ldots, \hat{x}_i(|I|)] \) where \( \hat{x}_i(k) \) \((k \in \{1, 2, \ldots, |I|\})\) is the \( k \)-th nearest neighbour of \( \hat{x}_i \) that lies on the perpendicular hyperplane of \( \hat{x}_i \). Similarly \( d_{\hat{X}} = \text{diag}(D_{\hat{X}}) = [d_{\hat{X}(1)}, d_{\hat{X}(2)}, \ldots, d_{\hat{X}(|I|)}]^\top \). Let \( \beta_i^* \) denote the optimal solution to (16), we establish the necessary condition for the trivial solution that \( ||\beta_i^*||_\infty = 1 \) in Proposition [1].

**Proposition 1.** Assume the nearest neighbour of \( \hat{x}_i \) \((\hat{x}_i = \hat{x}_j)\) is unique, i.e. \( \hat{x}_i(1) \neq \hat{x}_i(j) \) for \( j \neq 1 \). If the solution of the WSSR problem in (16) is given by \( \beta_i^* = \mathbf{e}_i = [1, 0, 0, \ldots, 0]^\top \in \mathbb{R}^{|I|} \), then the following holds

\[
\rho > \max \left\{ 0, \max_{j \in \{2, \ldots, |I|\}} \frac{(\hat{x}_i(1) - \hat{x}_i(j))^\top (\hat{x}_i(1) - \hat{x}_i) + \xi (d_{i(1)}^2)}{d_{i(j)}^2 - d_{i(1)}^2} \right\}.
\]
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Proof. To establish the above claim, it suffices to show that the directional derivative of the objective function at \( e_1 \) is positive for all feasible directions in the unit simplex \( \Delta^{|I|} \). Without causing confusion, we drop the subscript \( i \) in the following proof for ease of notation. Let us denote the objective function value in (16) as \( f(\beta) \), then the derivative of the objective function is

\[
\nabla f(\beta) = (\hat{x}_I^T \hat{x}_I + \xi D_1^T D_2) \beta + \rho d_I - \hat{x}_I^T \hat{x} = H \beta + \rho \begin{bmatrix} d(1) \\ d(2) \\ \vdots \\ d(\|I\|) \end{bmatrix} - \begin{bmatrix} (\hat{x}(1)^T \hat{x}) \\ (\hat{x}(2)^T \hat{x}) \\ \vdots \\ (\hat{x}^{|I|)^T \hat{x}} \end{bmatrix},
\]

where

\[
H = \begin{bmatrix}
(\hat{x}(1)^T \hat{x}(1) + \xi (d(1))^2) & (\hat{x}(1)^T \hat{x}(2) + \xi (d(2))^2) & \cdots & (\hat{x}(1)^T \hat{x}^{|I|}) \\
(\hat{x}(2)^T \hat{x}(1)) & (\hat{x}(2)^T \hat{x}(2) + \xi (d(2))^2) & \cdots & (\hat{x}(2)^T \hat{x}^{|I|}) \\
\vdots & \vdots & \ddots & \vdots \\
(\hat{x}^{|I|)^T \hat{x}(1)) & (\hat{x}^{|I|)^T \hat{x}(2)) & \cdots & (\hat{x}^{|I|)^T \hat{x}^{|I|})
\end{bmatrix}.
\]

Therefore \( \nabla f(e_1) \) is equal to

\[
\nabla f(e_1) = \begin{bmatrix}
(\hat{x}(1)^T \hat{x}(1) + \xi (d(1))^2) \\
(\hat{x}(2)^T \hat{x}(1)) \\
\vdots \\
(\hat{x}^{|I|)^T \hat{x}}(1))
\end{bmatrix} + \rho \begin{bmatrix} d(1) \\ d(2) \\ \vdots \\ d(\|I\|) \end{bmatrix} - \begin{bmatrix} (\hat{x}(1)^T \hat{x}) \\ (\hat{x}(2)^T \hat{x}) \\ \vdots \\ (\hat{x}^{|I|)^T \hat{x}} \end{bmatrix}.
\]

The directional derivative of \( f \) at point \( \beta \) in the direction \( e_j \) is given by \( \nabla f(\beta)^T e_j \) for \( j \in \{1, 2, \ldots, |I|\} \). To ensure that the directional derivative of \( f \) at \( e_1 \) towards any feasible direction (that is any direction that retains \( \beta \) within the unit simplex \( \Delta^{|I|} \)) is positive, it suffices to ensure that

\[
\nabla f(e_1)^T (e_j - e_1) > 0, \quad \forall j \in \{2, \ldots, |I|\}.
\]

The above condition holds if the following holds

\[
\rho > \max_{j \in \{2, \ldots, |I|\}} \frac{(\hat{x}(1)^T - \hat{x}(j)^T)^T (\hat{x}(1)^T - \hat{x}) + \xi (d(1)^2)}{d_i^{(j)} - d_i^{(1)}}.
\]

(17) is obtained by combining the above inequality with the requirement that \( \rho \geq 0 \).

B.2 Sufficient Condition for the Trivial Solution

Next, we show that (19) is a sufficient condition for the trivial solution \( \beta^*_t = e_1 \).

**Proposition 2.** Assume the nearest neighbour of \( \hat{x}_i (\hat{x} = \hat{x}) \) is unique, i.e. \( \hat{x}_i^{(1)} \neq \hat{x}_i^{(j)} \) for \( (j) \neq (1) \). If the following holds

\[
\rho > \max_{j \in \{2, \ldots, |I|\}} \frac{(\hat{x}_i^{(1)} - \hat{x}_i^{(j)})^T (\hat{x}_i^{(1)} - \hat{x}_i) + \xi (d_i^{(1)^2})}{d_i^{(j)} - d_i^{(1)}},
\]

then the solution to (16) is given by \( \beta^*_t = e_1 \). In addition, if for all \( j \in \{2, \ldots, |I|\} \) we have

\[
(\hat{x}_i^{(j)} - \hat{x}_i^{(1)})^T (\hat{x}_i - \hat{x}_i^{(1)}) \leq 0,
\]

then the solution to (16) is given by \( \beta^*_t = e_1 \) for all \( \rho > 0 \).

**Proof.** For the first part of the proposition, if (20) holds, then for all \( j \in \{2, \ldots, |I|\} \) we have

\[
\rho > \frac{(\hat{x}_i^{(1)} - \hat{x}_i^{(j)})^T (\hat{x}_i^{(1)} - \hat{x}_i) + \xi (d_i^{(1)^2})}{d_i^{(j)} - d_i^{(1)}},
\]

\[
\Leftrightarrow (\hat{x}_i^{(j)})^T (\hat{x}_i^{(1)} - \hat{x}_i) + \rho d_i^{(j)} > (\hat{x}_i^{(1)} - \hat{x}_i) + \xi (d_i^{(1)^2}) + \rho d_i^{(1)}
\]

\[
\Leftrightarrow \nabla f(e_1)^T e_j > \nabla f(e_1)^T e_1
\]

\[
\Leftrightarrow \nabla f(e_1)^T (e_j - e_1) > 0.
\]
The last line from above means that the directional derivative at $e_1$ towards any other feasible direction within the unit simplex $\Delta^{(N-1)}$ is positive. Thus the solution to (16) is given by $\beta^* = e_1$.

For the second part of the proposition, we first provide a geometric interpretation in Figure 5 for the meaning of the statement. In Figure 5, $\bar{x}_i$ is the point to be approximated and $\tilde{x}^{(1)}_i$ is its nearest neighbour on the unit sphere. The bold black line is the perpendicular hyperplane of $\bar{x}_i - \tilde{x}^{(1)}_i$, which is denoted by $\mathcal{H} = \{y | y^T (\bar{x}_i - \tilde{x}^{(1)}_i) = 0 \}$. Assume that all points apart from $\bar{x}_i$ and $\tilde{x}^{(1)}_i$ lie on one side of the hyperplane $\mathcal{H}$, opposite the side to which $\bar{x}_i$ resides in. That is, $\left( \bar{x}_i - \tilde{x}^{(1)}_i \right)^T \left( \bar{x}_i - \tilde{x}^{(1)}_i \right) \leq 0$ for all $j \in \{2, \ldots, |I|\}$. We can see that $\mathcal{H}$ is a supporting hyperplane for $\text{conv}(\tilde{x} \setminus \{\bar{x}_i\})$. Consider for an arbitrary point $y = Y\beta \in \text{conv}(\tilde{x} \setminus \{\bar{x}_i\})$, we have

$$\left( \bar{x}_i - \tilde{x}^{(1)}_i \right)^T \left( Y\beta - \tilde{x}^{(1)}_i \right) = \left( \bar{x}_i - \tilde{x}^{(1)}_i \right)^T \left[ \sum_{j=1}^{\left|I\right|} \beta_j \left( \tilde{x}^{(j)}_i - \tilde{x}^{(1)}_i \right) \right] = \sum_{j=1}^{\left|I\right|} \beta_j \left( \bar{x}_i - \tilde{x}^{(1)}_i \right)^T \left( \tilde{x}^{(j)}_i - \tilde{x}^{(1)}_i \right) \leq 0.$$

That is, all points apart from $\bar{x}_i$ and $\tilde{x}^{(1)}_i$ lie on one side of the supporting hyperplane $\mathcal{H} = \{y | y^T (\bar{x}_i - \tilde{x}^{(1)}_i) = 0 \}$. That is, $\left( \tilde{x}^{(j)}_i - \tilde{x}^{(1)}_i \right)^T \left( \bar{x}_i - \tilde{x}^{(1)}_i \right) \leq 0$. In this case, any linear combination of the column vectors in $Y$ would be further away from $\bar{x}_i$ than using $\tilde{x}^{(1)}_i$ itself as the approximation.

Therefore, the proposition says if $\left( \bar{x}_i - \tilde{x}^{(1)}_i \right)^T \left( \bar{x}_i - \tilde{x}^{(1)}_i \right) \leq 0$ is satisfied for all $j \in \{2, \ldots, |I|\}$, then the trivial solution can be obtained for any $\rho > 0$.

### C WSSR+ Experiments on UCI Benchmark Data

In this section, we conduct further experiments to compare WSSR+ with other state-of-the-art constrained clustering methods on data sets that do not exhibit subspace structure. The experiments are conducted on four UCI benchmark data...
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sets (Dua and Graff, 2017), which have been used previously to demonstrate the effectiveness of constrained spectral clustering methods (Wang et al., 2014; Liu et al., 2018). A summary of the data characteristics can be found in Table 9.

| Data sets | No. of points (N) | No. of features (P) | No. of clusters (K) |
|-----------|-------------------|---------------------|---------------------|
| iris      | 150               | 4                   | 3                   |
| wine      | 178               | 13                  | 3                   |
| ecoli     | 336               | 343                 | 8                   |
| glass     | 214               | 9                   | 6                   |

Table 9: A summary of the UCI benchmark data sets.

Performance results in terms of clustering accuracy are reported in Table 10 under varying proportions of side information. For each proportion $p\%$ of side information, we run all experiments for 20 replications and report the median clustering accuracy along with the standard deviation. For each data set, the best performance results are highlighted in bold, and the second best performance results are underlined.

| Data | Pct. | WSSR | WSSR+ | PLCC | CSP | LCVQE |
|------|------|------|-------|------|-----|-------|
|      |      | Med  | Std   | Med  | Std | Med   | Std   |
| iris | 10%  | 0.97 | 0.00  | 0.97 | 0.00| 0.94  | 0.14  | 0.90  | 0.01 |
|      | 20%  | 0.97 | 0.00  | 0.98 | 0.01| 0.98  | 0.07  | 0.92  | 0.02 |
|      | 30%  | 0.98 | 0.01  | 0.99 | 0.01| 0.98  | 0.12  | 0.93  | 0.01 |
| wine | 10%  | 0.86 | 0.02  | 0.85 | 0.01| 0.68  | 0.06  | 0.71  | 0.02 |
|      | 20%  | 0.88 | 0.02  | 0.86 | 0.01| 0.75  | 0.07  | 0.73  | 0.03 |
|      | 30%  | 0.88 | 0.02  | 0.87 | 0.04| 0.85  | 0.05  | 0.71  | 0.04 |
| ecoli| 10%  | 0.77 | 0.01  | 0.67 | 0.06| 0.76  | 0.03  | 0.77  | 0.03 |
|      | 20%  | 0.80 | 0.01  | 0.82 | 0.02| 0.76  | 0.02  | 0.80  | 0.05 |
|      | 30%  | 0.81 | 0.02  | 0.71 | 0.05| 0.76  | 0.02  | 0.80  | 0.03 |
| glass| 10%  | 0.69 | 0.01  | 0.67 | 0.04| 0.65  | 0.09  | 0.58  | 0.02 |
|      | 20%  | 0.69 | 0.01  | 0.66 | 0.01| 0.69  | 0.04  | 0.60  | 0.04 |
|      | 30%  | 0.70 | 0.01  | 0.60 | 0.03| 0.72  | 0.04  | 0.61  | 0.04 |

Table 10: Clustering accuracy of various spectral-based constrained clustering methods on UCI benchmark data sets.

It is worth noting that all the initial clustering accuracy scores achieved by WSSR here are significantly better than that produced by spectral clustering as reported in Liu et al. (2018). As a result, the performance results for all three competing methods are much better than what have been previously reported. With that said, it can be seen that extra side information can have a negative impact on the resulting accuracy. For example, this is the case for PLCC on both ecoli and glass data sets, in which the performance degrades with the increase of side information.

Overall, WSSR+ has a favourable performance against all three competing methods. In particular, it enjoys the best performance across all side information levels on the wine data set and remains one of the top two performers on the remaining data sets. As opposed to the adverse effects that have been observed in the competing methods, the performance of WSSR+ improves consistently with the increase of side information. The performance of PLCC appears to be similarly competitive to that of WSSR+. However the standard deviation from PLCC can be comparatively big on data sets such as ecoli and glass. The performance variability in PLCC undermines its reliability and seemingly high median clustering accuracy.

To further investigate the stability of various methods, we provide detailed performance visualisations for all methods on all data sets in Figure [6]. Each plot presents the minimum, median, and maximum performance of each constrained clustering method across 20 replications. The proportion of known class labels $p\%$ range from 0.1 to 1.0, with 1.0 being all class labels are known. High variability can be observed from the performance of CSP (on iris data set) and LCVQE (on wine and glass data sets). It also becomes obvious that even for methods that have relatively small variability, such as PLCC and WSSR+, consistent performance improvement is not always achieved on all data sets. In particular, the clustering accuracy of PLCC decreases when the available side information increased to 40% on the iris data. Taking into account both consistent and stable performance improvement, WSSR+ is competitive against these state-of-the-art methods.
Figure 6: The clustering accuracy (min, median, max) of various constrained clustering algorithms over 20 replications.