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Abstract

In this paper, which addresses smooth spoken interaction between human users and conversational agents, we present an experimental study that evaluates a method for user-adaptive coordination of agent communicative behavior. Our method adapts the pause duration preceding agent utterances and the agent gaze duration to reduce the discomfort perceived by individual users during interaction. The experimental results showed a statistically significant tendency: the duration of the agent pause and the gaze converged during interaction with the method. The method also significantly improved the perceived relevance of the agent communicative behavior.

1 Introduction

Conversational agents have been studied as an effective human-computer interface for such purposes as training decision-making in team activities (Traum and Rickel, 2002), learning support (Johnson et al., 2002), museum guides (Kopp et al., 2005), and community facilitators (Zheng et al., 2005; Fujie et al., 2009). They will play a crucial role in establishing a society where humans and robots collaborate through natural interaction. However, agents cannot produce their intended effects when the smooth flow of interaction is disturbed. To fully exploit the promise of agents, we need to achieve smooth interaction between human users and agents.

Although various types of modalities have been used in human-computer interfaces, speech has drawn a great deal of interest because it is one of the most pervasive communication methods in our daily lives and we usually perform it without any special effort (Nass and Brave, 2005). In this paper, we are interested in smooth spoken dialogues between users and agents.

A spoken dialogue is a joint activity among participants (Clark, 1996). For such a joint activity to be smooth and successful, participants need to coordinate their communicative behaviors in various ways. In human dialogues, participants agree on lexical choices to refer to objects (Brennan and Clark, 1996) and coordinate eye gaze (Richardson and Dale, 2005) and whose turn it is to speak (Sacks et al., 1974). They become more similar to their partners as the dialogue proceeds in many aspects such as pitch, speech rate, and pause structure (Burgoon et al., 1995; Hayashi et al., 2009). Such coordination serves to make conversation flow easily and intelligibly (Garrod and Pickering, 2004).

The coordination of communicative behaviors also plays a crucial role in smooth human-agent interaction. Previous work addressed human behavior adaptation to agents (Oviatt et al., 2004), agent behavior adaptation to human partners (Mitsunaga et al., 2005; Tapus and Matarić, 2007), and the mutual adaptation of human and agent behavior (Breazeal, 2003).

In this paper, which addresses smooth spoken interaction between human users and agents, we focus on the adaptation of agent communicative behavior to individual users in spoken dialogues.
with flexible turn-taking. We present a method for user-adaptive coordination of agent communicative behavior to reduce the discomfort perceived by individual users during the interaction and show experimental results that evaluate how the method influences agent communicative behavior and improves its relevance as perceived by users. For evaluation purposes, we used a quiz-style multi-party spoken dialogue system (Minami et al., 2007; Dohsaka et al., 2009). A quiz-style dialogue is a kind of thought-evoking dialogue that can stir user thinking and activate communication (Higashinaka et al., 2007a; Dohsaka et al., 2009). This characteristic is expected to be advantageous for evaluation experiments since it encourages involvement in the dialogue.

Our method adapts agent communicative behavior based on policy gradient reinforcement learning (Sutton et al., 2000; Kohl and Stone, 2004). The policy gradient method has been used for robot communicative behavior adaptation (Mitsunaga et al., 2005; Tapus and Matarić, 2007). However, both studies dealt with scenario-based interaction in which a user and a robot acted with predetermined timing. In contrast, we focus on spoken dialogues in which users and agents can speak with more flexible timing. In addition, we allow for two- and three-party interactions among a user and two agents. It remains unclear whether the policy gradient method can successfully adapt agent communicative behavior to a user in two- or three-party spoken dialogues with flexible turn-taking. Although this paper focuses on agent behavior adaptation to human users, we believe that our investigation of the agent behavior adaptation mechanism in flexible spoken interaction will contribute to conversational interfaces where human users and agents can mutually adapt their communicative behaviors.

As agent communicative behavior to be adapted, this paper focuses on the pause duration preceding agent utterances and the agent gaze duration. In conversation, the participant pause duration is influenced by partners, and the coordination of pause structure leads to smooth communication (Burgoon et al., 1995; Hayashi et al., 2009). Without pause structure coordination, undesired speech overlaps or utterance collisions are likely to occur between users and agents, which may disturb smooth communication. Funakoshi et al. proposed a method to prevent undesired speech overlaps in human-robot speech interactions by using a robot’s subtle expressions produced by a blinking LED attached to its chest (Funakoshi et al., 2008). In their method, a blinking light notifies users about such internal states of the robot as processing or busy and helps users identify the robot pause structures; however, we are concerned with the adaptation of robot pause structures to users.

Gaze coordination is causally related to the success of communication (Richardson and Dale, 2005), and the amount of gaze influences conversational turn-taking (Vertegaal and Ding, 2002). The relevant control of agent gaze duration is thus essential to the smooth flow of conversation. Moreover, since the amount of gaze is related to specific interpersonal attitudes among participants and is also subject to such individual differences as personalities (Argyle and Cook, 1976), agent gaze duration must be adapted to individual users.

In the following, Section 2 describes our quiz-style multi-party spoken dialogue system. Section 3 shows our method for the user-adaptive coordination of agent communicative behavior. Section 4 explains the experiment, and Section 5 describes its results. Section 6 concludes our paper.

2 Quiz-Style Spoken Dialogue System

To evaluate a method for agent communicative behavior adaptation, we used a quiz-style multi-party spoken dialogue system based on a quiz-style two-party spoken dialogue system (Minami et al., 2007) and extended it to perform multi-party interaction (Dohsaka et al., 2009).

In this system, a human user and one or two agents interact. The two agents include a quizmaster and a peer. The quizmaster agent creates a “Who is this?” quiz about a famous person and presents hints one by one to the user and the peer agent, who participates in the interaction and guesses the correct answer in the same way that the user does.

The hints are automatically created from the biographical facts of people in Wikipedia1 and ranked based on the difficulty of solving the quizzes experienced by users (Higashinaka et al., 2007b). Since users must consider the hints to offer reasonable answers, the system can stimulate their thinking and encourage them to engage in the interaction (Higashinaka et al., 2007a). In addition, the peer agent’s presence and the agent’s empathic expressions improve user satisfaction and

1http://ja.wikipedia.org/
Figure 1: User interacting with two agents using the quiz-style spoken dialogue system increase user utterances (Dohsaka et al., 2009).

Figure 1 shows a human user interacting with the two agents, both of whom are physically embodied robots. The system utilizes an extremely large vocabulary with continuous speech recognition (Hori et al., 2007). Agent utterances are produced by speech synthesis. The agents can gaze at other participants by directing their faces to them. At each point of the dialogue, the system chooses the next speaker and its utterance based on the dialogue state that the system maintains, the preconditions of the individual utterances, and a few turn-taking rules (Dohsaka et al., 2009). The agent pause and gaze durations are controlled based on the adaptation method described in Section 3.

A sample dialogue among a user and two agents is depicted in Figure 2. Master is the quizmaster agent, and Peer is the peer agent. The agent utterances are classified as either spontaneous or responsive. Spontaneous utterances are those made after an agent takes his turn in an unforced manner, and responsive utterances are responses to the other's utterances. In the sample dialogue, spon identifies spontaneous and res identifies responsive utterances.

Quizmaster agent Master makes spontaneous utterances such as presenting hints (lines 1 and 5), indicating the quiz difficulty, and addressing listeners. It also makes such responsive utterances as evaluating the other’s answers (lines 3, 9, and 11). Peer agent Peer makes such spontaneous utterances as showing its own difficulty (line 4), giving an answer (line 8), giving feedback when its own or the other’s answer is right (line 12), and addressing listeners. It also makes such responsive utterances as showing empathy to the user (line 7).

3 Method for Agent Communicative Behavior Adaptation

We apply policy gradient reinforcement learning (Sutton et al., 2000; Kohl and Stone, 2004) to the user-adaptive coordination of agent communicative behavior. A policy gradient method is a reinforcement learning (RL) approach that directly optimizes a parameterized policy by gradient ascent based on the gradient of the expected reward with respect to the policy parameters. Although RL methods have recently been applied to optimizing dialogue management in spoken dialogue systems (Williams and Young, 2007; Minami et al., 2009), these previous studies utilized RL methods based on the value-function estimation. The policy gradient method is an alternative approach to RL that has the following merits. It can handle continuous and large action spaces (Kimura and Kobayashi, 1998) and is usually assured to converge to a locally optimal policy in such action spaces (Sutton et al., 2000). Moreover, it does not need to explicitly estimate the value function, and it is incremental, requiring only a constant amount of computation per learning step (Kimura and Kobayashi, 1998).

Due to these advantages, the policy gradient method is suitable for adapting agent communicative behavior to a user during interaction, because
Figure 3: Pseudocode for user-adaptive coordination of agent communicative behavior

`\( \Theta = [\theta_j] \leftarrow \text{initial policy (policy parameter vector of size } n \)\)

`\( \epsilon = [\epsilon_j] \leftarrow \text{step size vector of size } n \)\)

`\( \eta \leftarrow \text{overall scalar step size} \)\)

`\( \text{max} A \leftarrow 0 \) (greatest absolute value of reward ever observed in adaptation process)

`\( \text{while dialogue continues} \)\)

`\( \text{for } i = 1 \text{ to } T \)\)

`\( \text{for } j = 1 \text{ to } n \)\)

`\( r_j \leftarrow \text{random choice from } \{-1, 0, 1\} \)\)

`\( R^i_j \leftarrow \theta_j + \epsilon_j \ast r_j \)\)

`\( \text{if } (\text{Avg}_{0,j} > \text{Avg}_{+,j} \text{ and } \text{Avg}_{0,j} > \text{Avg}_{-,j}) \)\)

`\( a_j \leftarrow 0 \)\)

`\( \text{else} \)\)

`\( a_j \leftarrow \frac{\text{Avg}_{+,j} - \text{Avg}_{-,j}}{\text{max} C} \)\)

`\( \forall j (a_j \leftarrow a_j + \eta) \)\)

`\( \text{max} C \leftarrow \text{maximum of absolute value of reward in current adaptation cycle} \)\)

`\( \text{if } (\text{max} C > \text{max} A) \)\)

`\( \text{max} A \leftarrow \text{max} C \) (update maxA)

`\( \text{else} \)\)

`\( A \leftarrow A \ast \frac{\text{max} C}{\text{max} A} \)\)

`\( \Theta \leftarrow \Theta + A \)\)

Figure 3: Pseudocode for user-adaptive coordination of agent communicative behavior

It can naturally incorporate such continuous parameters as pause and gaze duration and incrementally adapt agent behavior. In fact, the policy gradient method has been successfully used for robot behavior adaptation (Mitsunaga et al., 2005; Tapus and Matarić, 2007). In this paper, we apply this method to agent communicative behavior adaptation in spoken dialogues with flexible turn-taking.

Figure 3 shows our method for the user-adaptive coordination of agent communicative behavior. This method is a modification of an algorithm presented by Kohl and Stone (2004) in that the gradient is adjusted based on the maximum absolute value of the reward obtained during each adaptation cycle.

The agent communicative behaviors are determined based on a policy that is represented as vector \( \Theta(= [\theta_j]) \) of \( n \) policy parameters. In the quiz-style dialogues, the behavior of both the quizmaster and peer agents is controlled based on the same policy parameters. The method adapts the behavior of both agents to individual users by adapting the policy parameters. In this experiment, we used the following four parameters \( (n = 4) \):

- pre-spontaneous-utterance pause duration \( \sigma_{\text{spont}} \)
- pre-responsive-utterance pause duration \( \sigma_{\text{res}} \)
- gaze duration \( \sigma_{\text{gaze}} \)
- hint interval \( \sigma_{\text{hint}} \)

As shown above, we used two types of pause duration since the relevant pause duration can be dependent on dialogue acts (Itoh et al., 2009). Although our main concern is the pause and gaze duration, we examined the hint interval as a parameter particular to quiz-style dialogues.

To adapt the policy parameters to individual users, we first generate \( T \) random perturbations \( [R^1, \ldots, R^T] \) of current policy \( \Theta \) by randomly adding \( \epsilon_j, 0, -\epsilon_j \) to each parameter \( \theta_j \) of \( \Theta \) in lines 6 to 9, where \( \epsilon_j \) is a step size set for each parameter. In the experiment, we set \( T \) to 10. The step sizes of the parameters used in the experiment will be shown later in Table 1.

Dialogue per hint (a hint dialogue) is then performed based on each perturbation policy \( R^i \), and the reward for each hint dialogue is obtained in lines 10 to 11. All agent behaviors in a hint dialogue are determined based on the same perturbation policy. As we will explain in Section 4, in the experiment, we regarded the magnitude of discomfort perceived by users during a hint dialogue as a negative reward. Users signified discomfort by pressing buttons on the controller held in their hands. After performing hint dialogues for all \( T \) perturbations \( R^i \), gradient \( A(= [a_j]) \) is computed in lines 12 to 19. The gradient is normalized by...
Table 1: Initial values and step sizes of policy parameters: $\sigma_{\text{spon}}$ (pre-spontaneous-utterance pause duration), $\sigma_{\text{res}}$ (pre-responsive-utterance pause duration), $\sigma_{\text{gaze}}$ (gaze duration), and $\sigma_{\text{hint}}$ (hint duration).

| Parameters   | $\sigma_{\text{spon}}$ (sec.) | $\sigma_{\text{res}}$ (sec.) | $\sigma_{\text{gaze}}$ (sec.) | $\sigma_{\text{hint}}$ (sec.) |
|--------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| Initial value| 4.96                          | 0.53                          | 3.04                          | 27.7                          |
| Step size    | 0.50                          | 0.20                          | 0.30                          | 2.5                           |

The policy parameters were updated based on the magnitude of discomfort perceived by users. In this experiment, users were told to concentrate on the discomfort caused by agent pause and gaze duration and signified it by pressing buttons on the controller held in their hands at three levels of magnitude: ‘3’, ‘2’, and ‘1’. The sum of discomfort obtained during a hint dialogue was normalized with respect to the hint dialogue length, and the normalized values were regarded as negative rewards. Ideally we should estimate user discomfort from such user behaviors as pause structure and eye gaze. However, as the first step toward that goal, in this experiment we adopted this setting in which users directly signified their discomfort by pressing buttons.

Table 1 shows the initial values and the step sizes of the policy parameters used in the experiment. To obtain the relevant initial values, we conducted a preparatory experiment in which ten other participants performed quiz-style dialogues under the same conditions as this experiment. The initial values in this experiment were set to the averaged final values of the policy parameters in the preparatory experiment. The step sizes were determined as approximately one-tenth of the initial values except for the pre-responsive-utterance pause, for which the step size was set to 200 msec based on the limits of human perception.

Before and after the adaptation, the users filled out the following questionnaire items (7-point Likert scale) to evaluate the relevance of agent pause and gaze duration:

- Did you feel that the pause duration preceding the agent utterances was relevant?
- Did you feel that the agent gaze duration was relevant while the agents were speaking or listening to you?

5 Results

5.1 Convergence of policy parameters

The policy parameters were updated based on the adaptation method during the user-agent interaction. Figure 4 exemplifies how the policy parameter values changed during the adaptation cycles with a user engaged in the two-party dialogue.
Therefore we used a nonparametric test, the Wilcoxon signed-rank test, to compare user evaluations before and after the adaptation. Each user evaluation was measured by a Likert question. The rating of a single Likert question is an ordinal measure, and we generally cannot apply a parametric statistical test to an ordinal measure. Therefore we used a nonparametric test, the Wilcoxon signed-rank test, to compare user evaluations before and after the adaptation.

### Table 2: Statistics of final values of policy parameters

| Parameters | $\sigma_{\text{spon}}$ (sec.) | $\sigma_{\text{res}}$ (sec.) | $\sigma_{\text{gaze}}$ (sec.) | $\sigma_{\text{hint}}$ (sec.) |
|------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| Two-party dialogues | | | | |
| Average | 5.04 | 0.62 | 3.10 | 25.8 |
| Min | 3.90 | 0.39 | 2.40 | 19.5 |
| Max | 6.17 | 1.18 | 3.69 | 31.2 |
| Std. | 0.72 | 0.21 | 0.36 | 2.7 |
| Three-party dialogues | | | | |
| Average | 4.86 | 0.62 | 3.15 | 27.4 |
| Min | 4.07 | 0.35 | 2.52 | 22.0 |
| Max | 5.54 | 0.90 | 3.58 | 32.7 |
| Std. | 0.44 | 0.18 | 0.27 | 2.5 |

For each policy parameter, we compared the RAC averages in the first and in the last three adaptation cycles: the first-phase RAC and the last-phase RAC. As shown in Figure 5, the last-phase RAC tends to be smaller than the first-phase RAC. The Kolmogorov-Smirnov test showed that the assumption of normality ($p > 0.2$) was met for each group. By applying the paired Welch’s t-test, as shown in Figure 5, we found that the last-phase RAC is significantly smaller than the first-phase RAC except for the hint interval in the two-party dialogues. This shows that the agent pause and gaze duration converged during the interaction in both the two- and three-party dialogues. The hint interval is unlikely to converge, probably because it is a longer period than the pause and gaze duration and is subject to various factors. Moreover, it greatly depends on user interest.

### 5.2 User evaluations

Figure 6 shows the subjective user evaluations of the relevance of agent pause and gaze duration before and after the adaptation. Each user evaluation was measured by a Likert question. The rating of a single Likert question is an ordinal measure, and we generally cannot apply a parametric statistical test to an ordinal measure. Therefore we used a nonparametric test, the Wilcoxon signed-rank test, to compare user evaluations before and after the adaptation.
adaption. The F-test for the homogeneity of variances \( p > 0.1 \) showed that the data satisfied the statistical test assumption.

We found that in both the two- and three-party dialogues, the relevance of the agent pause and gaze duration significantly improved during the two-hour adaptation process \( p < 0.01 \) for gaze duration in the two-party dialogues, \( p < 0.05 \) for other cases. The p-values are shown in Figure 6. No significant differences between gender were found.

These results on the convergence of policy parameters and user evaluations show that the policy-gradient-based method can adapt agent communicative behavior to individual users in spoken dialogues with flexible turn-taking.

6 Conclusion

In this paper, addressing smooth spoken interaction between human users and conversational agents, we presented a method for user-adaptive coordination of agent communicative behavior and experimentally evaluated how it can adapt agent behavior to individual users in spoken dialogues with flexible turn-taking. The method coordinates agent pause and gaze duration based on policy gradient reinforcement learning to reduce the discomfort perceived by individual users during interaction. We experimentally evaluated the method in a setting where the users performed two- and three-party quiz-style dialogues and specified their discomfort by pressing buttons held in their hands. Our experimental results showed a statistically significant tendency: the agent pause and gaze duration converged during interaction with the method in both two- or three-party dialogues. The method also significantly improved the perceived relevance of the agent communicative behavior in both two- and three-party dialogues. These results indicate that in spoken dialogues with flexible turn-taking, the policy-gradient-based method can adapt agent communicative behavior to individual users.

Many directions for future work remain. First, we will analyze how users adapt their communicative behaviors with our method. Second, we need to automatically estimate user discomfort or satisfaction based on such user behaviors as pause structure, prosody, eye gaze, and body posture. Third, we will extend the adaptation method to regulate agent behavior based on dialogue states, since one limitation of the current method is its inability to recognize them. Fourth, we are interested in the adaptation of additional higher-level actions like the relevant choice of dialogue topics based on the level of user interest.
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