Parameter estimation for threshold Ornstein-Uhlenbeck processes from discrete observations
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Abstract
Assuming that a threshold Ornstein-Uhlenbeck process is observed at discrete time instants, we propose generalized moment estimators to estimate the parameters. Our theoretical basis is the celebrated ergodic theorem. To use this theorem we need to find the explicit form of the invariant measure. With the sampling time step \( h \) > 0 arbitrarily fixed, we prove the strong consistency and asymptotic normality of our estimators as the sample size \( N \to \infty \).

Keywords: Threshold Ornstein-Uhlenbeck process; invariant measure; ergodic theorem; generalized moment estimators; strong consistency; asymptotic normality.

2010 MSC: 62M05, 62F12

1. Introduction
Let \( W = \{W(t)\}_{t \geq 0} \) be a one-dimensional standard Brownian motion on a filtered probability space \( (\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \geq 0}) \) and let a threshold Ornstein-Uhlenbeck (hereafter abbreviated as OU) process \( X \) be described by the following stochastic differential equation (SDE):

\[
\begin{align*}
dX_t &= \sum_{i=1}^{m} (\beta_i - \alpha_i X_t)I(\theta_{i-1} < X_t \leq \theta_i)dt + \sigma dW_t, \\
\end{align*}
\]

(1.1)

where \( \theta_i, i = 0, 1, \ldots, m \) with \(-\infty = \theta_0 < \theta_1 < \theta_2 < \cdots < \theta_m = \infty \) are the so-called thresholds; \( \beta_i \in \mathbb{R} \) and \( \alpha_i > 0 \) are the drift parameters; \( \sigma > 0 \) is the diffusion parameter; \( X_0 \in \mathbb{R} \) is a given initial condition; and \( I(\cdot) \) denotes the indicator function. The existence and uniqueness of the solution to the above equation (1.1) have been known (e.g. Bass and Pardoux, 1987). Assume that the parameters \( \alpha_i \) and \( \beta_i \) are unknown and assume that we can observe the state \( X_t \) of the process at discrete time instants \( t_k = kh, k = 1, 2, \ldots, N \), where \( h \) is an arbitrarily given fixed time step. This paper aims to estimate the unknown parameters \( \Theta = (\alpha_1, \ldots, \alpha_m, \beta_1, \ldots, \beta_m) \) in (1.1) by using the obtained observations \( \{X_{kh}, k = 1, 2, \ldots, N\} \).

The models with different levels of thresholds have been widely studied and applied in various fields. On one hand, the threshold autoregressive models are introduced to model the nonlinearities in nonlinear time series. Tong (1983) found that it is more suitable to use the threshold models to describe the asymmetry in the variance-generating mechanism. Brockwell et al. (1991), as well as, Brockwell and Hyndman (1992) investigated the problems of modelling and forecasting the continuous-time threshold process. Browne and Whitt (1995) showed that the
piecewise-linear diffusion tends to be a good approximation for some birth-and-death processes. The threshold processes also played an important role in finance, we refer to the works of Chi et al. (2017), Decamps et al. (2006), Jiang et al. (2018), Siu et al. (2006), Siu (2016) and references therein. On the other hand, the threshold diffusion processes have a close tie with the skew diffusion processes that have been widely treated in financial literature (see Ding et al., 2020; Gairat and Shcherbakov, 2017; Wang et al., 2015; Zhuo and Menoukeu-Pamen, 2017; Zhuo et al., 2017).

While the threshold models are applied, an important problem is to estimate the parameters $\Theta$ through the available historical data. There have been some approaches to estimate the parameters for threshold diffusion processes such as least squares estimation, likelihood estimation, and Bayesian estimation. We refer the readers to Brockwell et al. (2007), Chan (1993), Kutoyants (2012), Lejay and Pigato (2020), and Stramer and Roberts (2007). Let us also mention that in Su and Chan (2015, 2017), the authors proposed the novel quasi-likelihood estimators and test. Within the above mentioned estimation methods, the observations are supposed to be obtained continuously. Since real data are usually collected at discrete time instants, it is necessary to estimate the parameters when only discrete observations are available. To our best knowledge, the problem to estimate parameters for a continuous-time threshold diffusion processes based on discrete observations is under-explored.

One situation in the discrete-time observations is that one has the high-frequency data, which means that in our observations $\{X_{kh}, k = 1, 2, \cdots, N\}$, we have $h$ depends on $N$, $h \to 0$, and $Nh \to \infty$. In this case it is possible to approximate the (stochastic) integral by its “Riemann-Ito” sum to modify the continuous-time estimators to the discrete ones.

In reality, the continuous or high-frequency observations are usually impossible or very costly that we cannot have the luxury to collect such large amount of data. As a consequence, the time step $h$ must be allowed to be an arbitrarily fixed constant. Hence, we cannot borrow methods that are only valid for continuous-time observations or for high-frequency data. The present work proposes a completely different approach to address this problem. Our approach is motivated by the previous works of the construction of the estimators: the ergodic type estimators for the OU process driven by fractional Brownian motion (e.g. Hu and Song, 2013); the ergodic type estimators for the reflected OU process driven by standard Brownian motions (e.g. Hu et al., 2015); and the ergodic type estimators for the OU process driven by stable Lévy motions (e.g. Cheng et al., 2020).

Similar to the above mentioned papers, we use the ergodic theorem to obtain the generalized moment estimators for the parameters. To this end, we need first to prove the ergodic theorem for our threshold diffusion (1.1). Namely, we need to prove that there is a probability density function $\psi(x)$ such that

$$\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(X_{t_k}) = \int_{\mathbb{R}} f(x) \psi(x) dx$$

and we also need to find the explicit form of the probability density $\psi(x)$. This is done in Section 2. After obtaining the explicit dependence of the probability density on the parameters we let

$$\frac{1}{N} \sum_{k=1}^{N} f_i(X_{t_k}) = \int_{\mathbb{R}} f_i(x) \psi(x) dx$$

(1.2)

for different appropriately chosen functions $f_i$ to obtain a suitable system of algebraic equations for the parameters. In Equation (1.1) there are $3m$ unknown parameters $\alpha_1, \cdots, \alpha_m, \beta_1, \cdots, \beta_m, \theta_1, \cdots, \theta_{m-1}, \sigma$. Presumably, we can choose $3m$ different functions $f$ so that we obtain a system of $3m$ equations for the $3m$ unknowns. However,
some parameters are coupled with each other and cannot be separated. For example, from Remark 3.1, when
$m = 2, \theta_0 = -\infty, \theta_1 = 0, \theta_2 = \infty, \beta_1 = \beta_2 = 0$, we see that if \((\Theta, \psi)\) remains the same, then the invariant probability density \(\psi_1\) remains the same function. So, even in this simplest case we cannot expect to use (1.2) to
estimate \(\alpha_1, \alpha_2, \) and \(\sigma\) simultaneously. To avoid this identifiability problem in this paper we focus on the estimation of the parameters \(\Theta\) assuming \(\theta_1, \cdots, \theta_{m-1}, \sigma\) are known. Furthermore, to better convey our idea, we focus on the case that \(m = 2, \theta_0 = -\infty, \theta_2 = \infty, \) and the parameters \(\theta = \theta_1\) and \(\sigma\) are known. This means that we shall focus on the following equation:

\[
dX_t = (\beta_1 - \alpha_1 X_t)I(\{X_t \leq \theta\})dt + (\beta_2 - \alpha_2 X_t)I(\{X_t > \theta\})dt + \sigma dW_t, \tag{1.3}
\]

where \(\theta \in \mathbb{R}, \beta_1, \beta_2 \in \mathbb{R}, \alpha_1, \alpha_2 \in (0, \infty), \) and \(\sigma \in (0, \infty).\) However, it should be mentioned that if \(\sigma\) and \(\theta\) are unknown, we may assume that the data are collected from the high-frequency type. In this case, \(\sigma\) and \(\theta\) can be estimated in the manners of Kutoyants (2012) and Su and Chan (2015), respectively. Now that we have four parameters \(\Theta = (\alpha_1, \alpha_2, \beta_1, \beta_2)\), so we only need to choose four different \(f\) to obtain a system of four equations. However, since the invariant probability density \(\psi\) depends on the parameters in a very complex way it is hard to know whether the solution exists (locally and globally) uniquely. One of the major contributions of this work is to appropriately use the conditional moments so that we can obtain some manageable equations. This will be carried out in Section 3. We briefly summarize our efforts in that section as follows.

1. In Section 3.1, we assume \(\beta_1 = \beta_2 = \theta = 0.\) The conditional moments are introduced to obtain the explicit generalized moment estimators for \(\alpha_1\) and \(\alpha_2.\) Furthermore, the strong consistency and asymptotic normality of the estimators are obtained.

2. In Section 3.2, we assume that \(\beta_1 = \beta_2 = 0\) whereas \(\theta\) is known but is not equal to 0. In this case, we can obtain two uncoupled algebraic equations for the two parameters \(\alpha_1\) and \(\alpha_2\) by conditional moments. Each of these equations will be shown to have a globally unique solution, yielding the generalized moment estimators for \(\alpha_1\) and \(\alpha_2,\) although not explicitly. The strong consistency and asymptotic normality of the estimators are obtained.

3. In Section 3.3, we further assume that \(\theta\) is known but is equal to not 0 and we want to estimate all the four parameters \((\alpha_1, \alpha_2, \beta_1, \beta_2).\) We use the conditional moments to invert the four equations into two uncoupled systems of equations to obtain the generalized estimators for \(\alpha_1, \alpha_2, \beta_1,\) and \(\beta_2.\) The Jacobians (which are independent of data) of the two systems are computed, whose non-degeneracy implies that both systems have unique local solutions. To seek an answer for global uniqueness we reduce the problem to a simpler one of finding the zeros of two functions, both of a single variable. If the derivatives (now involving observation data) of such functions are nonzero, then the global uniqueness holds by the mean value theorem.

In our cases (2) and (3) the explicit solution to the system of algebraic equations is still hard to obtain. But there are many standard methods, such as the Newton-Raphson iteration method. It is available to solve the nonlinear system in Matlab and Mathematica by the built-in functions “fsolve” and “FindRoot”, respectively. In Section 4, some numerical experiments are provided to show the efficiency of our estimation approach. Section 5 concludes this paper.
2. Ergodicity and invariant density

Before proceeding to construct our estimators, we need some stationary and ergodic properties of the threshold diffusion process described by (1.1). The following proposition is adopted from Brockwell et al. (1991), Brockwell and Hyndman (1992), and Browne and Whitt (1995).

Proposition 2.1. Suppose that $\sigma > 0$. Then the process defined by (1.1) has a stationary distribution if and only if
\[
\lim_{x \to -\infty} (-\alpha_1 x^2 + 2\beta_1 x) < 0, \quad \lim_{x \to \infty} (-\alpha_m x^2 + 2\beta_m x) < 0.
\]
Furthermore, the stationary density is given by
\[
\psi(x) = \sum_{i=1}^{m} k_i \exp \left( -\frac{\alpha_i x^2 + 2\beta_i x}{\sigma^2} \right) I(\theta_{i-1} < x \leq \theta_i),
\]
where $k_i$ are uniquely determined by the system of $m$ equations:
\[
\int_{-\infty}^{\infty} \psi(x) dx = 1, \quad \text{and} \quad \psi(\theta_i -) = \psi(\theta_i +), \quad i = 1, 2, \ldots, m - 1.
\]

Remark 2.2. The constants $k_i, i = 1, 2, \ldots, m$ depends on the parameters in the equation (1.1). This is one of the main reasons to make the analysis of the system of algebraic equations sophisticated.

Although the stationary density function $\psi(\cdot)$ is not Gaussian, it is a mixture of Gaussian densities and has finite moments of all orders. Moreover, if the threshold OU process $X$ is stationary, it is also geometrically ergodic (see Stramer et al., 1996). The following lemma describes the stochastic stability of threshold OU processes and plays a crucial role in our estimation approach.

Lemma 2.3. The $h$-skeleton sampled chain \{X_{kh} : k \geq 0\} which comes from the process $X$ defined by (1.1) is ergodic, namely, the following ergodic identity holds: for any $X_0 \in S := \mathbb{R}$ and for any $f \in L_1(\mathbb{R}, \psi(x) dx)$,
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(X_{kh}) = \mathbb{E}[f(X_{\infty})] = \int_{\mathbb{R}} f(x) \psi(x) dx, \ a.s.
\]

Proof. It suffices to show that the process $X$ is bounded in probability on average and is a $T$-process (see Meyn and Tweedie, 1993, Theorem 8.1). We note that the threshold diffusion process $X$ is a $\varphi$-irreducible $T$-process, where $\varphi$ is a Lebesgue measure (see Stramer et al., 1996). Moreover, since for $i = 1, 2,$
\[
\lim_{|x| \to \infty} (-\alpha_i x^2 + 2\beta_i x) < 0,
\]
we have from Stramer et al. (1996, Theorem 5.1) that $X$ is a positive Harris recurrent process. Finally, by virtue of Meyn and Tweedie (1993, Theorem 3.2(ii)), we conclude that $X$ is bounded in probability on average. \hfill $\square$

Using the same definitions as that in Karlin and Taylor (1981), the scale density function $s(x)$, scale measure $S(x)$, and speed density function $m(x)$ are given by
\[
s(x) = \begin{cases} 
  c_1 \exp \left( -\frac{2\beta_1 x}{\sigma^2} + \frac{\alpha_1 x^2}{\sigma^2} \right), & x \leq \theta, \\
  c_2 \exp \left( -\frac{2\beta_2 x}{\sigma^2} + \frac{\alpha_2 x^2}{\sigma^2} \right), & x > \theta,
\end{cases}
\]
\[
S(x) = \int_{-\infty}^{x} s(y) dy, \quad m(x) = \frac{2}{s(x)\sigma^2},
\]
where \( c_1 = \exp \left( -\frac{2\beta_i \theta}{\sigma^2} + \frac{\alpha_i \theta^2}{\sigma^2} \right) \) and \( c_2 = \exp \left( -\frac{2\beta_i \theta}{\sigma^2} + \frac{\alpha_i \theta^2}{\sigma^2} \right) \). For \( i = 1, 2 \), let
\[
\tilde{z}_i = \frac{\sqrt{2\alpha_i}}{\sigma} \left( \theta - \frac{\beta_i}{\alpha_i} \right), \quad b_i = \frac{\beta_i^2}{\sigma^2 \alpha_i}.
\]
Then the coefficients \( k_1 \) and \( k_2 \) of \( \psi(x) \) are given by
\[
k_1 = \frac{1}{\sigma \sqrt{\pi} \phi(\tilde{z}_2)} \phi(\tilde{z}_2) / \sqrt{\alpha_1 + \phi(\tilde{z}_1)e^{b_1} \phi(-\tilde{z}_2) / \sqrt{\alpha_2}},
\]
\[
k_2 = \frac{1}{\sigma \sqrt{\pi} \phi(\tilde{z}_2)} \phi(\tilde{z}_1) / \sqrt{\alpha_1 + \phi(\tilde{z}_1)e^{b_2} \phi(-\tilde{z}_2) / \sqrt{\alpha_2}},
\]
where \( \phi(x) := \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \) is the normal density, \( \Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-y^2/2} dy \) is the standard normal distribution function. Although the SDE (1.3) has no explicit solution, we can derive the spectral expansion of its transition density, see the proof in Appendix A.

**Proposition 2.4.** For \( i = 1, 2 \), set
\[
z_i = \frac{\sqrt{2\alpha_i}}{\sigma} \left( x - \frac{\beta_i}{\alpha_i} \right), \quad \nu_i = \frac{\lambda}{\alpha_i},
\]
\[
\tilde{z}_i = \frac{\sqrt{2\alpha_i}}{\sigma} \left( \theta - \frac{\beta_i}{\alpha_i} \right), \quad \theta = \frac{2\beta_1 \theta + 2\beta_2 \theta - \alpha_1 \theta^2 - \alpha_2 \theta^2}{\sigma^2}.
\]
Let \( D_0(z) \) and \( H_0(z) \) denote the parabolic cylinder function and Hermite function respectively (see Buchholz, 1969; Lebedev, 1965). Let \( 0 \leq \lambda_1 < \lambda_2 < \cdots < \lambda_n \to \infty \) as \( n \to \infty \) be the simple discrete zeros of the Wronskian equation:
\[
\omega(\lambda) = \exp(\eta) 2^{1-\frac{\alpha_1+\alpha_2}{2}} \sigma^{-1} \left[ \nu_2 \sqrt{\alpha_2} H_{\nu_1}(-\frac{\tilde{z}_1}{\sqrt{2}}) H_{\nu_2-1}(\frac{\tilde{z}_2}{\sqrt{2}}) + \nu_1 \sqrt{\alpha_1} H_{\nu_2}(\frac{\tilde{z}_2}{\sqrt{2}}) H_{\nu_1-1}(-\frac{\tilde{z}_1}{\sqrt{2}}) \right] = 0. \tag{2.3}
\]
Denote
\[
\varphi_n(x) = \begin{cases} 
\sqrt{\frac{\eta(\theta, \lambda_n)}{\omega'(\lambda_n)\xi(x, \lambda_n)}} & x \leq \theta, \\
\text{sign}(\xi(x, \lambda_n) \eta(\theta, \lambda_n)) \sqrt{\frac{\xi(\theta, \lambda_n)}{\omega'(\lambda_n)\eta(\theta, \lambda_n)}} & x > \theta,
\end{cases}
\]
with
\[
\xi(x, \lambda) = \exp \left( \frac{\theta^2}{4} \right) D_{\nu_1}(-z_1), \quad \eta(x, \lambda) = \exp \left( \frac{\theta^2}{4} \right) D_{\nu_2}(z_2).
\]
Then, the spectral expansion of the transition density of \( X \) (defined from \( P(X_t \in A \mid X_0 = x) = \int_A \rho_t(x, y) dy \) for any Borel set \( A \) of \( \mathbb{R} \)) is given by
\[
\rho_t(x, y) = m(y) \sum_{n=1}^{\infty} \exp(-\lambda_n t) \varphi_n(x) \varphi_n(y).
\]

3. Estimate \( \alpha_i \) and \( \beta_i \)

In this section we attempt to construct generalized moment estimators for the parameters \( \alpha = (\alpha_1, \alpha_2)^T \) and \( \beta = (\beta_1, \beta_2)^T \), where \( T \) denotes the transpose of a vector, and to study their strong consistency and asymptotic normality. We classify our study into several cases according to the drift parameters.
3.1. Case I: Estimate $\alpha_i$ for known $\beta_i = 0$ and $\theta = 0$

Here we consider the case $\beta_i = 0$, $i = 1, 2$ and $\theta = 0$. In this case the equation becomes

$$dX_t = -\alpha_1 X_t I(X_t \leq 0)dt - \alpha_2 X_t I(X_t > 0)dt + \sigma dW_t.$$  

(3.1)

Then the stationary density of $X$ is given by

$$\psi_1(x) = \frac{2\sqrt{\alpha_1 \alpha_2}}{\sqrt{\pi(\alpha_1 + \alpha_2)}} \left[ \exp \left( -\frac{\alpha_1 x^2}{\sigma^2} \right) I(x \leq 0) + \exp \left( -\frac{\alpha_2 x^2}{\sigma^2} \right) I(x > 0) \right].$$  

(3.2)

Remark 3.1. It is easily observed that $\psi_1(x)$ depends only on $\frac{\alpha_1}{\sigma^2}$ and $\frac{\alpha_2}{\sigma^2}$.

From this identity we have

Proposition 3.2. Let $X_{\infty} = \lim_{t \to \infty} X_t$ and define

$$L_n = \mathbb{E} \left[ (-X_{\infty})^n I(X_{\infty} \leq 0) \right], \quad R_n = \mathbb{E} \left[ X_{\infty}^n I(X_{\infty} > 0) \right].$$

Then for any real number $n > 0$,

$$L_n = \frac{\sigma^n \sqrt{\alpha_1 \alpha_2}}{\alpha_1^{(n+1)/2} \sqrt{\pi(\alpha_1 + \alpha_2)}} \Gamma \left( \frac{n+1}{2} \right),$$  

(3.3)

$$R_n = \frac{\sigma^n \sqrt{\alpha_1 \alpha_2}}{\alpha_2^{(n+1)/2} \sqrt{\pi(\alpha_1 + \alpha_2)}} \Gamma \left( \frac{n+1}{2} \right),$$  

(3.4)

where $\Gamma(\cdot)$ denotes the Gamma function $\Gamma(\alpha) = \int_0^\infty x^{\alpha-1} e^{-x} dx$.

From the above expressions (3.3)-(3.4) and by some elementary calculations, we can represent the parameters $\alpha_1$ and $\alpha_2$ in terms of $L_n$ and $R_n$ as

$$\alpha_1 = \left\{ \frac{\sigma^n \Gamma \left( \frac{n+1}{2} \right)}{\sqrt{\pi L_n} \left( \frac{L_n}{L_n} \right)^{n+1}} + 1 \right\}^{\frac{1}{n}},$$  

(3.5)

$$\alpha_2 = \left\{ \frac{\sigma^n \Gamma \left( \frac{n+1}{2} \right)}{\sqrt{\pi R_n} \left( \frac{R_n}{R_n} \right)^{n+1}} + 1 \right\}^{\frac{1}{n}}.$$  

(3.6)

Since $L_n > 0$ and $R_n > 0$, $\alpha_1$ and $\alpha_2$ are well-defined by (3.5) and (3.6).

Setting

$$\tilde{L}_{n,N} = \frac{1}{N} \sum_{k=1}^N (-X_{kh})^n I(X_{kh} \leq 0), \quad \tilde{R}_{n,N} = \frac{1}{N} \sum_{k=1}^N (X_{kh})^n I(X_{kh} > 0),$$

we naturally construct the generalized moment estimators for $\alpha_1, \alpha_2$ as follows:

$$\tilde{\alpha}_{1,n,N} = \left\{ \frac{\sigma^n \Gamma \left( \frac{n+1}{2} \right)}{\sqrt{\pi \tilde{L}_{n,N}} \left( \frac{\tilde{L}_{n,N}}{L_{n,N}} \right)^{n+1}} + 1 \right\}^{\frac{1}{n}},$$  

(3.7)

$$\tilde{\alpha}_{2,n,N} = \left\{ \frac{\sigma^n \Gamma \left( \frac{n+1}{2} \right)}{\sqrt{\pi \tilde{R}_{n,N}} \left( \frac{\tilde{R}_{n,N}}{R_{n,N}} \right)^{n+1}} + 1 \right\}^{\frac{1}{n}}.$$  

(3.8)

We will show the strong consistency and asymptotic normality of the estimators $\tilde{\alpha}_{1,n,N}$ and $\tilde{\alpha}_{2,n,N}$ of $\alpha_1$ and $\alpha_2$ in the following theorems.
Remark 3.3. Although the expectation of \((-X_\infty)^n I(X_\infty \leq 0)\) (or \(X_\infty^n I(X_\infty > 0)\)) is not the \(n\)-th order moment in the conventional sense, it captures sufficient information about the parameters and the motivation of the estimation scheme in this paper stems from the generalized moment estimation. For this reason, we still use the term of "generalized moment estimators".

Theorem 3.4. Fix any real number \(n > 0\) and fix any time step size \(h > 0\). Then \(\hat{\alpha}_{1,n,N} \to \alpha_1\) and \(\hat{\alpha}_{2,n,N} \to \alpha_2\) almost surely as \(N \to \infty\), where \(\hat{\alpha}_{1,n,N}, \hat{\alpha}_{2,n,N}\) are defined by (3.7) and (3.8) respectively.

Proof. The straightforward applications of Lemma 2.3 to \(f_1(x) = (-x)^n I(x \leq 0)\) and \(f_2(x) = x^n I(x > 0)\) yield
\[
\lim_{N \to \infty} \hat{L}_{n,N} = L_n > 0, \quad \lim_{N \to \infty} \hat{R}_{n,N} = R_n > 0, \text{ a.s.}
\]
which imply the theorem by (3.5)-(3.8). \(\square\)

Next, we study the central limit theorem (CLT) for the estimators. In comparison to Theorem 2 in Hu et al. (2015), we shall discuss the joint asymptotic normality of the estimators. Before stating our theorem we need the following notations. Denote
\[
g_{1n}(x) = (-x)^n I(x \leq 0), \quad g_{2n}(x) = x^n I(x > 0).
\]
Let \(\tilde{X}_0\) be a random variable with probability density function \(\psi_1\) given by (3.2), independent of the Brownian motion and let \(\tilde{X}_t\) be the solution to (3.1) with initial condition \(\tilde{X}_0\). From Meyn and Tweedie (2009, Theorem 17.0.1), we get that
\[
\sigma^n_i := \text{Cov}(g_{in}(\tilde{X}_0), g_{jn}(\tilde{X}_0)) + \sum_{k=1}^{\infty} \left[ \text{Cov}(g_{in}(\tilde{X}_0), g_{jn}(\tilde{X}_{kh})) + \text{Cov}(g_{jn}(\tilde{X}_0), g_{in}(\tilde{X}_{kh})) \right], \quad (3.9)
\]
where \(i, j = 1, 2\), are well defined and are given by (B.2) with \(\theta = 0\). Let \(G_{i,n}, i = 1, 2\) be defined on \(\mathbb{R}^2\) by
\[
G_{1,n}(x, y) = \left\{ \frac{\sigma^n \Gamma \left( \frac{n+1}{2} \right)}{\sqrt{\pi} x \left( \frac{x}{y} \right)^{\frac{n+1}{2}} + 1} \right\}^\frac{1}{2}, \quad G_{2,n}(x, y) = \left\{ \frac{\sigma^n \Gamma \left( \frac{n+1}{2} \right)}{\sqrt{\pi} y \left( \frac{x}{y} \right)^{\frac{n+1}{2}} + 1} \right\}^\frac{1}{2}
\]
which are the functions corresponding to (3.7) and (3.8). Denote \(G_n = (G_{1,n}, G_{2,n}) : \mathbb{R}^2 \to \mathbb{R}^2\).

Now we can state our main result of this subsection.

Theorem 3.5. Fix an arbitrary \(h > 0\). Denote \(\alpha = (\alpha_1, \alpha_2)^T\) and \(\hat{\alpha}_{n,N} = (\hat{\alpha}_{1,n,N}, \hat{\alpha}_{2,n,N})^T\), where \(\hat{\alpha}_{1,n,N}, \hat{\alpha}_{2,n,N}\) are defined by (3.7) and (3.8) respectively. Then as \(N \to \infty\),
\[
\sqrt{N} \left( \hat{\alpha}_{n,N} - \alpha \right) \Rightarrow \mathcal{N} \left( 0, \nabla G_n(L_n, R_n), \Sigma_n \right) \nabla G_n(L_n, R_n)^T ,
\]
where the symbol \(\Rightarrow\) denotes convergence in distribution, \(\mathcal{N}(\mu, \Sigma)\) stands for the normal random vector with mean \(\mu\) and variance \(\Sigma\), and \(\Sigma_n := (\sigma^n_{ij})_{1 \leq i, j \leq 2}\) with \(\sigma^n_{ij}\) being defined by (3.9) or equivalently by (B.2) with \(\theta = 0\).

Proof. The proof is carried out in two steps. First, we establish the bivariate CLT for \((\hat{L}_{n,N}, \hat{R}_{n,N})^T\), then we employ the bivariate delta method. Recall that \(\{X_{kh}\}\) is a positive Harris chain with invariant probability \(\psi\) (Lemma 2.3) and is \(V\)-uniformly ergodic with a function \(V(x) = x^{2m} + 1\) or \(V(x) = e^{x^{2m}} + 1\) (see Stramer et al., 1996, Theorem 5.1). That is to say, there exist \(R \in (0, \infty)\) and \(\rho \in (0, 1)\) such that for all \(x \in \mathbb{R}\),
\[
||P^n(x, \cdot) - \psi||V \leq RV(x)\rho^n ,
\]
where $V$-norm $||\nu||_V := \sup_{g: g \leq V} |\nu(g)|$, $\nu$ is any signed measure (see Meyn and Tweedie, 2009, Page 334), and $P^n(x, B) := P_{n,h}(x, B) := \mathbb{P}(X_{n,h} \in B)$ is an $n$-step transition probability function of the sampled chain \{X_{kh}\}_{k \geq 0} from the initial point $x$ to set $B$. Then from Meyn and Tweedie (2009, Theorem 17.0.1), for any $(a_1, a_2) \in \mathbb{R}^2$, letting $A(x) = a_1 x^n I(x \leq 0) + a_2 x^n I(x > 0)$, we know that
\[
\sqrt{N}(a_1 \hat{L}_{n,N} + a_2 \hat{R}_{n,N}) = \frac{1}{\sqrt{N}} \sum_{k=1}^{N} A(X_{kh}) =: \frac{1}{\sqrt{N}} S_n(A)
\]
converges to some normal random variable $Z_{a_1, a_2}$ in the sense of distribution. By the Cramér-Wold device we know that $\sqrt{N}(\hat{L}_{n,N}, \hat{R}_{n,N})^T$ converges jointly to a (two-dimensional) normal vector. Moreover, in view of the multivariable Markov chain CLT (Brooks et al., 2011, Section 1.8.1), we have
\[
\sqrt{N}((\hat{L}_{n,N}, \hat{R}_{n,N})^T - (L_{n,N}, R_{n,N})^T) \Rightarrow N(0, \Sigma_n),
\]
where $\sigma_{ij}^n$ is defined by (3.9). Let us recall the sufficient conditions of the multivariate delta method (see van der Vaart, 1998): all partial derivatives $\partial G_j(x, y)/\partial x$ and $\partial G_j(x, y)/\partial y$ exist for $(x, y)$ in a neighborhood of $(L_n, R_n)$ (notice that $L_n > 0$ and $R_n > 0$) and are continuous at $(L_n, R_n)$. It is clear that the conditions are justified. From the multivariate delta method, the following desired result follows
\[
\sqrt{N}\left(G_n(\hat{L}_{n,N}, \hat{R}_{n,N}) - G_n(L_n, R_n)\right) \Rightarrow N\left(0, \nabla G_n(L_n, R_n) \cdot \Sigma_n \cdot \nabla G_n(L_n, R_n)^T\right).
\]
Hence, we complete the proof. \hfill \Box

**Remark 3.6.** The asymptotic variance is given by $\nabla G_n(L_n, R_n) \cdot \Sigma_n \cdot \nabla G_n(L_n, R_n)^T$. Our numerical experiments show that the estimators perform better when $\alpha_1$ and $\alpha_2$ are smaller in terms of mean squared error (MSE), see Figure 1, where we set $\sigma = 1, h = 0.5, N = 100,000$. From Figure 1, we also see that the best estimators is to choose the moment $n$ to be between 2 and 4.

### 3.2. Case II: Estimate $\alpha_i$ for known $\beta_i = 0$ and $\theta \neq 0$

Now we consider the case $\theta \neq 0, \beta_i = 0, i = 1, 2$. Recall the explicit expression for the stationary density we obtained in Section 2:
\[
\psi_2(x) = k_1 \exp\left(-\frac{\alpha_1 x^2}{\sigma^2}\right) I(x \leq \theta) + k_2 \exp\left(-\frac{\alpha_2 x^2}{\sigma^2}\right) I(x > \theta),
\]
where $k_1$ and $k_2$ are determined by $\psi_2(\theta^-) = \psi_2(\theta^+)$ and $\int_{-\infty}^{\infty} \psi_2(x) dx = 1$. The constants $k_1$ and $k_2$ are complicated functions of the unknown parameters $\alpha_1$ and $\alpha_2$. We shall use the technique of conditional moments to get rid of them. Since the stationary distribution of $X$ is Gaussian conditioned to stay in the interval $(-\infty, \theta)$ or the interval $(\theta, \infty)$, we shall focus on the conditional moments of $X_{\infty}$. Some elementary calculations give
\[
\begin{align*}
\mathbb{E}[X_{\infty} | X_{\infty} \leq \theta] &= \frac{\mathbb{E}[X_{\infty} I(X_{\infty} \leq \theta)]}{\mathbb{E}[I(X_{\infty} \leq \theta)]} = \frac{\sigma}{\sqrt{2\alpha_1}} \frac{\phi(-\sqrt{2\alpha_1} \theta/\sigma)}{1 - \Phi(-\sqrt{2\alpha_1} \theta/\sigma)}, \\
\mathbb{E}[X_{\infty} | X_{\infty} > \theta] &= \frac{\mathbb{E}[X_{\infty} I(X_{\infty} > \theta)]}{\mathbb{E}[I(X_{\infty} > \theta)]} = \frac{\sigma}{\sqrt{2\alpha_2}} \frac{\phi(\sqrt{2\alpha_2} \theta/\sigma)}{1 - \Phi(\sqrt{2\alpha_2} \theta/\sigma)}.
\end{align*}
\]
For simplicity of notations, we set
\[
\hat{L}_{n,N}^\theta = \frac{1}{N} \sum_{k=1}^{N} X_{kh}^n I(X_{kh} \leq \theta), \quad \hat{R}_{n,N}^\theta = \frac{1}{N} \sum_{k=1}^{N} X_{kh}^n I(X_{kh} > \theta),
\]
(3.10)
Motivated from the approximations $\hat{L}_n, N \approx L_n$ and $\hat{R}_n, N \approx R_n$, we use the following equations to construct our estimators for the parameters $\alpha_1, \alpha_2$:

$$\begin{align*}
\frac{\hat{L}_1}{L_0} &= \frac{\sigma}{\sqrt{2\alpha_1}} \phi(-\sqrt{2\alpha_1} \theta/\sigma), \\
\frac{\hat{R}_1}{R_0} &= \frac{\sigma}{\sqrt{2\alpha_2}} \phi(\sqrt{2\alpha_2} \theta/\sigma).
\end{align*}$$

Let

$$x = \frac{\sqrt{2\alpha_1} \theta}{\sigma}, \quad y = \frac{\sqrt{2\alpha_2} \theta}{\sigma},$$

and

$$A(x) = \frac{\phi(-x)}{1 - \Phi(-x)}, \quad B(y) = \frac{\phi(y)}{1 - \Phi(y)}.$$
These are two uncoupled equations, so we can solve them separately. To see if there is a unique solution to each of the above equations or not, we use the simple mean value theorem: if a differentiable function \( f \) has nonzero derivatives on an interval \( I \), then it is injective. Using the fact that \( A'(x) = -xA(x) - A^2(x) \) and \( B'(y) = -yB(y) + B^2(y) \), we can compute the derivatives of \( K_1 \) and \( K_2 \) as follows:

\[
\begin{align*}
\frac{dK_1}{dx} &= A(x) \left( \frac{1}{x^2} + 1 + \frac{A(x)}{x} \right), \\
\frac{dK_2}{dy} &= -B(y) \left( \frac{1}{y^2} + 1 - \frac{B(y)}{y} \right).
\end{align*}
\]

To investigate the monotonicity of \( K_i, i = 1, 2 \), it is equivalent to show the positivity or negativity of \( F_1(x) = \frac{1}{x} + 1 + \frac{A}{x} \) and \( F_2(y) := \frac{1}{y} + 1 - \frac{B}{y} \). Since \( F_1(-y) = F_2(y) \), to show each of the equation in (3.14) has a unique solution in \( \mathbb{R} \), we only need to show \( F_1(x) > 0 \) for all \( x \neq 0 \). Denote \( \tilde{F}(x) := 1 - \Phi(-x) + x^2(1 - \Phi(-x)) + x\phi(-x) \).

Then \( F_1(x) = \tilde{F}(x)/[x^2(1 - \Phi(-x))] \). Note that

\[
\tilde{F}(x) = 2\phi(x) + 2x\Phi(x), \quad \tilde{F}''(x) = 2\Phi(x) > 0.
\]

Since \( \lim_{x \to -\infty} \tilde{F}''(x) = 0 \), we see \( \tilde{F}''(x) > 0 \). Now we can conclude that \( \tilde{F}(x) > 0 \) from \( \lim_{x \to -\infty} \tilde{F}(x) = 0 \). Therefore, there exists a continuous inverse function \( H = (H_1, H_2) \) of \((K_1, K_2)\) such that

\[
\hat{x}_N := H_1 \left( \frac{\hat{L}_{n,N}^\theta}{\hat{L}_{0,N}^\theta} \right), \quad \hat{y}_N := H_2 \left( \frac{\hat{R}_{n,N}^\theta}{\hat{R}_{0,N}^\theta} \right).
\]

From the ergodic theorem we know that \( \hat{L}_{n,N}^\theta \) and \( \hat{R}_{n,N}^\theta \) converge almost surely to \( L_n^\theta \) and \( R_n^\theta \) defined by (3.11). Thus, the estimators \( \hat{x}_N \) and \( \hat{y}_N \) converge almost surely to the parameters

\[
x = H_1(K_1(x)) = \frac{\sqrt{2\sigma_1\theta}}{\sigma}, \quad y = H_2(K_2(y)) = \frac{\sqrt{2\sigma_2\theta}}{\sigma} \tag{3.15}
\]

respectively, as \( N \to \infty \). Now the relationship (3.13) between \((x, y)\) and \((\alpha_1, \alpha_2)\) yields the following theorem.

**Theorem 3.7.** For any sample size \( N \) the system of equations (3.14) has a unique solution \((\hat{x}_N, \hat{y}_N)\). The generalized moment estimators defined by

\[
\hat{\alpha}_1,N = \frac{1}{2} \left( \frac{\sigma \hat{x}_N}{\theta} \right)^2, \quad \hat{\alpha}_2,N = \frac{1}{2} \left( \frac{\sigma \hat{y}_N}{\theta} \right)^2
\]

are strongly consistent, namely, \((\hat{\alpha}_1,N, \hat{\alpha}_2,N)\) converges to \((\alpha_1, \alpha_2)\) almost surely.

Compared with the case I, the estimators only have implicit expressions in terms of the inverse functions \( H_1 \) and \( H_2 \). Nevertheless, it is clear that \( H_1 \) and \( H_2 \) are continuously differentiable. Hence, we can exhibit the following CLT for the estimators \( \hat{\alpha}_{i,N}, i = 1, 2 \).

**Theorem 3.8.** As \( N \to \infty \),

\[
\sqrt{N} \left( (\hat{\alpha}_1,N, \hat{\alpha}_2,N)^T - (\alpha_1, \alpha_2)^T \right) \Rightarrow \mathcal{N}(0, \hat{\Sigma}),
\]

where \( \hat{\Sigma} \) is given by (3.16) below.

**Proof.** The proof is similar to that of Theorem 3.5, so we only provide a sketch of the proof. Set

\[
F_1(x) = I(x \leq \theta), \quad F_2(x) = xI(x \leq \theta), \\
F_3(x) = I(x > \theta), \quad F_4(x) = xI(x > \theta).
\]
From Meyn and Tweedie (2009, Theorem 17.0.1), we get that for \( i, j = 1, 2, 3, 4 \),

\[
\tilde{\gamma}_{ij} := \text{Cov}(F_i(\tilde{X}_0), F_j(\tilde{X}_0)) + \sum_{k=1}^{\infty} \left[ \text{Cov}(F_i(\tilde{X}_0), F_j(\tilde{X}_{kh})) + \text{Cov}(F_j(\tilde{X}_0), F_i(\tilde{X}_{kh})) \right],
\]

are well defined and non-negative. They can be computed by using (B.2) as follows:

\[
\tilde{\gamma}_{ij} = \sigma(F_i, F_j), \quad i, j = 1, 2, 3, 4.
\]

Denote \( \tilde{\Sigma}_2 := (\tilde{\gamma}_{ij})_{1 \leq i, j \leq 4} \), then we have

\[
\sqrt{N} \left( (\tilde{L}_0^0, \tilde{L}_1^0, \tilde{R}_0^0, \tilde{R}_1^0)^T - (L_0^0, L_1^0, R_0^0, R_1^0)^T \right) \Rightarrow N(0, \tilde{\Sigma}_2).
\]

Define two functions by \( h_1(x_1, x_2) := H_1(x_1, x_2) \) and \( h_2(x_3, x_4) := H_2(x_3, x_4) \) and set two maps

\[
h : (x_1, x_2, x_3, x_4) \mapsto (h_1(x_1, x_2), h_2(x_3, x_4)),
\]

\[
l : (x_1, x_2) \mapsto \left( \frac{\sigma^2 x_1^2}{2 \theta^2}, \frac{\sigma^2 x_2^2}{2 \theta^2} \right).
\]

By the multivariate delta method, we have

\[
\sqrt{N} \left( l(h(\tilde{L}_0^0, \tilde{L}_1^0, \tilde{R}_0^0, \tilde{R}_1^0)^T - h(L_0^0, L_1^0, R_0^0, R_1^0)^T) \right) \Rightarrow N(0, \tilde{\Sigma}),
\]

where \( \Sigma = \nabla h(L_0^0, L_1^0, R_0^0, R_1^0) \tilde{\Sigma}_2 \nabla h(L_0^0, L_1^0, R_0^0, R_1^0)^T \). Applying the multivariate delta method again, we get the desired CLT result

\[
\sqrt{N} \left( l(h(\tilde{L}_0^0, \tilde{L}_1^0, \tilde{R}_0^0, \tilde{R}_1^0)^T - l(h(L_0^0, L_1^0, R_0^0, R_1^0))^T) \right) \Rightarrow N(0, \tilde{\Sigma}),
\]

where

\[
\tilde{\Sigma} := \nabla l(h(L_0^0, L_1^0, R_0^0, R_1^0)) \Sigma \nabla l(h(L_0^0, L_1^0, R_0^0, R_1^0))^T.
\]

The proof is then completed. \( \square \)

### 3.3. Case III: Estimate \( \beta_1 \) and \( \alpha_1 \) for known \( \theta \neq 0 \)

In this subsection, we extend our approach to multiple-parameter case, where \( \theta \neq 0 \). The stationary density is given by

\[
\psi_3(x) = k_1 \exp \left( -\frac{\alpha_1 x^2 + 2 \beta_1 x}{\sigma^2} \right) I(x \leq \theta) + k_2 \exp \left( -\frac{\alpha_2 x^2 + 2 \beta_2 x}{\sigma^2} \right) I(x > \theta),
\]

where \( k_1 \) and \( k_2 \) are defined by (2.1) and (2.2). We can obtain the following stationary moments:

\[
\begin{align*}
\mathbb{E}[X_1 | X_1 \leq \theta] &= -\frac{\sigma}{\sqrt{2 \alpha_1}} \phi \left( \frac{\sqrt{2 \alpha_1} \theta}{\sigma} - \frac{2 \beta_1}{\sqrt{2 \alpha_1} \sigma} \right) + \beta_1, \\
\mathbb{E}[X_1^2 | X_1 \leq \theta] &= \frac{\sigma^2}{2 \alpha_1} + \left( \frac{\beta_1}{\alpha_1} \right)^2 + \phi \left( \frac{\sqrt{2 \alpha_1} \theta}{\sigma} - \frac{2 \beta_1}{\sqrt{2 \alpha_1} \sigma} \right) \left( -\theta - \frac{\beta_1}{\alpha_1} \right) \frac{\sigma}{\sqrt{2 \alpha_1}}, \\
\mathbb{E}[X_1 | X_1 > \theta] &= \frac{\sigma}{\sqrt{2 \alpha_2}} \phi \left( \frac{\sqrt{2 \alpha_2} \theta}{\sigma} - \frac{2 \beta_2}{\sqrt{2 \alpha_2} \sigma} \right), \\
\mathbb{E}[X_1^2 | X_1 > \theta] &= \frac{\sigma^2}{2 \alpha_2} + \left( \frac{\beta_2}{\alpha_2} \right)^2 + \phi \left( \frac{\sqrt{2 \alpha_2} \theta}{\sigma} - \frac{2 \beta_2}{\sqrt{2 \alpha_2} \sigma} \right) \left( \theta + \frac{\beta_1}{\alpha_1} \right) \frac{\sigma}{\sqrt{2 \alpha_2}}.
\end{align*}
\]
Denote the right-hand sides of the above identities by $\bar{K}_i$, $i = 1, 2, 3, 4$. Let

$$
v = \frac{\beta_1}{\alpha_1}, \quad u = \frac{\sqrt{2\alpha_1} \theta}{\sigma} - \frac{2\beta_1}{\sqrt{2\alpha_1} \sigma} = \frac{\sqrt{2\alpha_1} (\theta - v)}{\sigma}, \quad A(u) = \frac{\phi(-u)}{1 - \Phi(-u)}, \quad (3.19)
$$
$$
z = \frac{\beta_2}{\alpha_2}, \quad \omega = \frac{\sqrt{2\alpha_2} \theta}{\sigma} - \frac{2\beta_2}{\sqrt{2\alpha_2} \sigma} = \frac{\sqrt{2\alpha_2} (\theta - z)}{\sigma}, \quad B(\omega) = \frac{\phi(\omega)}{1 - \Phi(\omega)}. \quad (3.20)
$$

Then we can rewrite $\bar{K}_i$ as

$$
k_1(u, v) = \frac{v - \theta}{u} A(u) + v,
$$
$$
k_2(u, v) = \left(\frac{\theta - v}{u}\right)^2 + v^2 - A(u) \frac{\theta^2 - v^2}{u},
$$
$$
k_3(\omega, z) = \frac{\theta - z}{\omega} B(\omega) + z,
$$
$$
k_4(\omega, z) = \left(\frac{\theta - z}{\omega}\right)^2 + z^2 + B(\omega) \frac{\theta^2 - z^2}{\omega}. \quad (3.21)
$$

Similar to the previous cases, we approximate the left hand sides of (3.18) by the following statistics for $i = 1, 2$:

$$
\hat{L}_{i,N}^\theta / \bar{K}_{i,N}^\theta \approx E[(X_\infty)^i I(X_\infty \leq \theta)] / E[I(X_\infty \leq \theta)],
$$
$$
\hat{R}_{i,N}^\theta / \bar{R}_{i,N}^\theta \approx E[(X_\infty)^i I(X_\infty \leq \theta)] / E[I(X_\infty > \theta)],
$$

Motivated by (3.18) and (3.21) we first propose the following estimators $\hat{v}_N, \hat{u}_N, \hat{z}_N,$ and $\hat{\omega}_N$ to estimate $v, u, z, \omega$ by solving the following system

$$
\begin{align*}
\frac{\hat{L}_{1,N}^\theta}{\bar{L}_{0,N}^\theta} &= \frac{v - \theta}{u} A(u) + v, \\
\frac{\hat{L}_{2,N}^\theta}{\bar{L}_{0,N}^\theta} &= \left(\frac{\theta - v}{u}\right)^2 + v^2 - A(u) \frac{\theta^2 - v^2}{u}, \\
\frac{\hat{R}_{1,N}^\theta}{\bar{R}_{0,N}^\theta} &= \frac{\theta - z}{\omega} B(\omega) + z, \\
\frac{\hat{R}_{2,N}^\theta}{\bar{R}_{0,N}^\theta} &= \left(\frac{\theta - z}{\omega}\right)^2 + z^2 + B(\omega) \frac{\theta^2 - z^2}{\omega}.
\end{align*} \quad (3.22)
$$

Next we need to solve this system of four equations. First, we observe that this system of four equations is decoupled as two systems, each consisting two equations. Let us first study the first pair of equations in (3.22):

$$
\begin{align*}
\frac{\hat{L}_{1,N}^\theta}{\bar{L}_{0,N}^\theta} &= \frac{v - \theta}{u} A(u) + v =: \bar{K}_1(u, v), \\
\frac{\hat{L}_{2,N}^\theta}{\bar{L}_{0,N}^\theta} &= \left(\frac{\theta - v}{u}\right)^2 + v^2 - A(u) \frac{\theta^2 - v^2}{u} =: \bar{K}_2(u, v).
\end{align*} \quad (3.23)
$$

The partial derivatives of $\bar{K}_1, \bar{K}_2$ are given by

$$
\begin{align*}
\frac{\partial \bar{K}_1}{\partial u} &= -\frac{v - \theta}{u^2} A(u) - (v - \theta) A(u) - A^2(u) \frac{v - \theta}{u}, \\
\frac{\partial \bar{K}_1}{\partial v} &= \frac{A(u)}{u} + 1, \\
\frac{\partial \bar{K}_2}{\partial u} &= -\frac{2(\theta - v)^2}{u^3} - \left(-u A(u) - A^2(u)\right) \frac{\theta^2 - v^2}{u} + A(u) \frac{\theta^2 - v^2}{u^2}, \\
\frac{\partial \bar{K}_2}{\partial v} &= -\frac{2(\theta - v)}{u^2} + 2 + \frac{2A(u)v}{u}.
\end{align*}
$$
The Jacobian matrix $J_1$ of $(K_1, K_2)$ is given by

$$J_1 = \left( \begin{array}{cc} \frac{\partial K_1}{\partial u} & \frac{\partial K_1}{\partial v} \\ \frac{\partial K_2}{\partial u} & \frac{\partial K_2}{\partial v} \end{array} \right).$$

The determinant of $J_1$ is

$$\det(J_1) = -(v - \theta)^2 \frac{A(u)u^3 + 3A(u)u + A^1(u)u + 2A^2(u)u^2 + 3A^2(u)}{u^3}.$$

Let $D_1(u) = A(u)u^3 + 3A(u)u + A^1(u)u + 2A^2(u)u^2 + 3A^2(u) - 2$. To show that $\det(J_1) \neq 0$ for all $u \neq 0$ and $v \neq \theta$ it suffices to show that $D_1(u) < 0$. From the Figure 2, we can see that $D_1(u) < 0$ for all $u \in [-10, 5]$.

Let

$$D_1 = \{(u, v) \in \mathbb{R}^2 ; v \neq \theta \text{ and } D_1(u) = A(u)u^3 + 3A(u)u + A^1(u)u + 2A^2(u)u^2 + 3A^2(u) - 2 \neq 0\}.$$

The Figure 2 implies $\{(u, v), u \in (-10, 5), v \neq 0\} \subseteq D_1$. If necessary, one can enlarge the interval $(-10, 5)$. If $(u_0, v_0) \in D_1$ is from the true parameters $(\alpha_1, \beta_1)$, then by the ergodic Lemma 2.3 we know that when $N$ goes to infinity (3.23) will become true identities with the right-hand side replaced by $(u_0, v_0)$. Thus, when $N$ is sufficiently large $\left( \frac{\tilde{I}^\theta_{1,N}}{I_{0,N}}, \frac{\tilde{I}^\theta_{2,N}}{I_{0,N}} \right)$ will be in any given neighbourhood of $(\tilde{K}_1(u_0, v_0), \tilde{K}_2(u_0, v_0))$. On the other hand, it is obvious that $D_1$ is an open set in $\mathbb{R}^2$ and $\tilde{K}_1, \tilde{K}_2$ are continuous functions of $(u, v)$. Since $\det(J_1) \neq 0$ on $D_1$, by the inverse function theorem there is one unique solution pair $(u, v) \in D_1$ in some neighbourhood of $(u_0, v_0)$ such that the system of equations (3.23) are satisfied. This gives the existence and local uniqueness of the solution to the system of equations (3.23).

Now we consider the second pair of equations in (3.22).

$$\begin{cases}
\frac{\tilde{K}^\theta_{1,N}}{\tilde{I}^\theta_{1,N}} = \theta - z \frac{B(\omega)}{\omega} + z =: \tilde{K}_3(\omega, z), \\
\frac{\tilde{K}^\theta_{2,N}}{\tilde{I}^\theta_{2,N}} = \left( \frac{\theta - z}{\omega} \right)^2 + z^2 + B(\omega) \frac{\theta^2 - z^2}{\omega} =: \tilde{K}_4(\omega, z).
\end{cases}$$

The partial derivatives of $\tilde{K}_3(\omega, z), \tilde{K}_4(\omega, z)$ are

$$\begin{align*}
\frac{\partial \tilde{K}_3}{\partial \omega} &= \frac{\theta - z}{\omega^2} B(\omega) - (\theta - z) B(\omega) + B^2(\omega) \frac{\theta - z}{\omega} \\
\frac{\partial \tilde{K}_3}{\partial z} &= -\frac{B(\omega)}{\omega} + 1, \\
\frac{\partial \tilde{K}_4}{\partial \omega} &= \frac{2(\theta - z)^2}{\omega^3} + (-\omega B(\omega) + B^2(\omega)) \frac{\theta^2 - z^2}{\omega} - B(\omega) \frac{\theta^2 - z^2}{\omega^2}, \\
\frac{\partial \tilde{K}_4}{\partial z} &= \frac{2(\theta - z)}{\omega^2} + 2z - \frac{2B(\omega)z}{\omega}.
\end{align*}$$

The determinant of the Jacobian matrix $J_2$ of $(\tilde{K}_3, \tilde{K}_4)$ is

$$\det(J_2) = \frac{(\theta - z)^2}{\omega^3} (B(\omega) - 3B(\omega) \omega - 3B^2(\omega) - 2).$$

Let $D_2(\omega) = B(\omega) - 3B(\omega) \omega - 3B^2(\omega) - 2$. From the Figure 3, we see that $D_2(\omega) < 0$ for all $\omega \in [-5, 5]$. Denote

$$D_2 = \left\{ (z, \omega) \in \mathbb{R}^2 ; z \neq \theta \text{ and } \right\}$$
\[ D_2(\omega) = B(\omega)\omega^3 + 3B(\omega)\omega + B^3(\omega)\omega - 2B^2(\omega)\omega^2 - 3B^2(\omega) - 2 \neq 0 \] .

Analogous to the argument for the system of equations (3.23) we can prove the existence and local uniqueness of the solution to the system of equations (3.24).

Once we have the existence and local uniqueness of the system of equations (3.23) and (3.24) we can follow the substitutions (3.19) and (3.20) to obtain the generalized moment estimators \( \hat{\alpha}_{i,N} \) and \( \hat{\beta}_{i,N} \) for \( \alpha_i \) and \( \beta_i, i = 1, 2 \). We summarize the above as the following theorem.

**Theorem 3.9.** Let \( (\alpha_1, \beta_1, \alpha_2, \beta_2) \) be the true parameters such that \( (u, v) \) and \( (z, \omega) \) defined by (3.19) and (3.20) are in \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \), respectively. Then, when \( N \) is sufficiently large the systems of equations (3.23) and (3.24) have solutions \( (\hat{u}_N, \hat{v}_N) \) and \( (\hat{\omega}_N, \hat{z}_N) \), respectively. The solutions are unique in a neighbourhood of \( (u, v) \) and a neighbourhood of \( (\omega, z) \). If we define

\[
\begin{aligned}
\hat{\alpha}_{1,N} &= \frac{\hat{u}_N^2 \sigma^2}{2(\theta - \hat{v}_N)^2}, \\
\hat{\alpha}_{2,N} &= \frac{\hat{u}_N^2 \sigma^2}{2(\theta - \hat{v}_N)^2}, \\
\hat{\beta}_{1,N} &= \hat{v}_N \hat{\alpha}_{1,N}, \\
\hat{\beta}_{2,N} &= \hat{z}_N \hat{\alpha}_{2,N},
\end{aligned}
\]

(3.25)

then when \( N \to \infty \), we have

\[
(\hat{\alpha}_{1,N}, \hat{\alpha}_{2,N}, \hat{\beta}_{1,N}, \hat{\beta}_{2,N}) \to (\alpha_1, \alpha_2, \beta_1, \beta_2) \quad \text{almost surely}.
\]

**Remark 3.10.** If \( u = 0, \omega = 0 \), i.e., \( \frac{\alpha_i}{\sigma} = v = z = \theta \), \( i = 1, 2 \). We can estimate \( (\alpha_1, \alpha_2) \) by solving

\[
\begin{align*}
\frac{\hat{L}_{1,N}}{L_{0,N}} &= -\frac{\sigma}{\sqrt{\pi} \alpha_1} + \theta, \\
\frac{\hat{R}_{1,N}}{R_{0,N}} &= \frac{\sigma}{\sqrt{\pi} \alpha_2} + \theta.
\end{align*}
\]

Then \( \hat{\beta}_i = \theta \hat{\alpha}_i, i = 1, 2 \).

We also have the CLT for the above estimators. Before stating the theorem, let us describe the asymptotic variances. Let

\[
\begin{aligned}
G_1(x) &= I(x \leq \theta), \quad G_2(x) = xI(x \leq \theta), \quad G_3(x) = x^2I(x \leq \theta), \\
G_4(x) &= I(x > \theta), \quad G_5(x) = xI(x > \theta), \quad G_6(x) = x^2I(x > \theta).
\end{aligned}
\]

Denote

\[
\bar{\Sigma}_3 = (\sigma_{ij})_{1 \leq i,j \leq 6}, \quad \text{where} \quad \sigma_{ij} = \sigma(G_i, G_j), 1 \leq i, j \leq 6
\]

with \( \sigma(G_i, G_j) \) being defined by (B.2). Then we have as before,

\[
\sqrt{N} \left( (\hat{L}_{0,N}, \hat{L}_{1,N}, \hat{R}_{0,N}, \hat{R}_{1,N}, \hat{R}_{2,N}, \hat{R}_{0,N})^T - (L_{0,N}, L_{1,N}, R_{0,N}, R_{1,N}, R_{2,N})^T \right) \Rightarrow \mathcal{N}(0, \bar{\Sigma}_3).
\]

Let \( (u, v) = (\kappa_1(x_1, x_2), \kappa_2(x_1, x_2)) \) be the inverse mapping of \( (\bar{K}_1(u, v), \bar{K}_2(u, v)) \) defined by (3.23) and let \( (\omega, z) = (\kappa_3(x_3, x_4), \kappa_4(x_3, x_4)) \) be the inverse mapping of \( (\bar{K}_3(u, v), \bar{K}_4(u, v)) \) defined by (3.24). Comparing with (3.25)-(3.26) and denoting \( x = (x_1, x_2, x_3, x_4, x_5, x_6) \), we introduce

\[
\begin{align*}
\rho_1(x) &= \frac{(\kappa_1 \frac{x_1}{x_2}, \frac{x_2}{x_1})^2 \sigma^2}{2(\theta - \kappa_2 \frac{x_2}{x_1}, \frac{x_1}{x_2})^2}, \\
\rho_2(x) &= \frac{(\kappa_2 \frac{x_2}{x_1}, \frac{x_1}{x_2})^2 \sigma^2}{2(\theta - \kappa_4 \frac{x_3}{x_4}, \frac{x_4}{x_3})^2}, \\
\rho_3(x) &= \kappa_2 \frac{x_2}{x_1} x_3 \rho_1(x); \\
\rho_4(x) &= \kappa_4 \frac{x_5}{x_4} x_6 \rho_2(x).
\end{align*}
\]
Figure 2: The plot of $D_1(u)$. 
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Figure 2: The plot of $D_1(u)$. 
Define a map \( \rho : \mathbb{R}^6 \ni x \mapsto (\rho_1(x), \rho_2(x), \rho_3(x), \rho_4(x)) \in \mathbb{R}^4 \). Now we establish the following asymptotic normality theorem.

**Theorem 3.11.** As \( N \to \infty \), we have the following asymptotic normality:

\[
\sqrt{N} \left( \left( \hat{\alpha}_{1,N}, \hat{\alpha}_{2,N}, \hat{\beta}_{1,N}, \hat{\beta}_{2,N} \right)^T - (\alpha_1, \alpha_2, \beta_1, \beta_2)^T \right) \Rightarrow N(0, \bar{\Sigma}_3),
\]

where

\[
\bar{\Sigma}_3 = \nabla \rho(L^\theta_0, L^\theta_1, L^\theta_2, R^\theta_0, R^\theta_1, R^\theta_2) \bar{\Sigma}_3 \nabla \rho(L^\theta_0, L^\theta_1, L^\theta_2, R^\theta_0, R^\theta_1, R^\theta_2)^T.
\]

**Theorem 3.9** gives domains \( \mathbb{D}_1 \) and \( \mathbb{D}_2 \) so that we can find generalized moment estimators \( \hat{\alpha}_{1,N}, \hat{\alpha}_{2,N}, \hat{\beta}_{1,N}, \hat{\beta}_{2,N} \) of \( \alpha_1, \alpha_2, \beta_1, \beta_2 \). On the one hand, although the functions \( D_1 \) and \( D_2 \) are explicit, we still have difficulty to know the shapes of \( \mathbb{D}_1 \) and \( \mathbb{D}_2 \). Our numerical experiments suggest that \( D_1(u) \neq 0 \) and \( D_2(u) \neq 0 \) for all \( u \in \mathbb{R} \). However, we cannot conclude this analytically. On the other hand, as we know that the implicit function theorem is a local one in high dimensions. This means that the solutions to (3.23) and to (3.24) are unique only in a neighbourhood of the true parameters. The method of nondegeneracy of the determinant cannot be used to guarantee the existence of a global inverse function. For example, the mapping \( (f(x,y), g(x,y)) = (e^x \cos y, e^x \sin y) \) from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \) has a strictly positive Jacobian determinant \( J(f,g) = e^x \) on the whole plane \( \mathbb{R}^2 \). But it is not an injection as a mapping from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \). Therefore, **Theorem 3.9** is powerful when we know a priori roughly the range of the true parameters. For example, in the modelling of the financial market, we know roughly the long memory Hurst parameter \( H \) is around 0.5. But in some other cases researchers do not have any idea about the parameter ranges. Thus, a natural question arises: What should we do if there are more than one solution to (3.23) and to (3.24)?

![Figure 3: D2(u)](image)

Now we are going to address this global uniqueness issue (existence is not an issue by **Theorem 3.9**).

From the first equation of (3.23) we have

\[
v = \frac{\hat{L}^\theta_{1,N} + \theta \hat{A}(u)}{\hat{L}^\theta_{0,N} + \theta A(u)}. \quad (3.27)
\]
Substituting it to the second equation of (3.23) we obtain
\[ u \left( \frac{\tilde{T}_1^\theta}{\tilde{T}_0^\theta} - \theta \right)^2 + u \left( \frac{\tilde{T}_1^\theta}{\tilde{L}_0^\theta} + \theta A(u) \right)^2 - A(u) \left[ \theta^2 (u + A(u))^2 - \left( \frac{\tilde{T}_1^\theta}{u \tilde{L}_0^\theta} + \theta A(u) \right)^2 \right] - u(u + A(u)) \frac{\tilde{T}_2^\theta}{\tilde{L}_0^\theta} = 0. \] (3.28)

This is one equation on one unknown \( u \). Solving \( F_1(u) = 0 \) to get \( \hat{u}_N \) and substituting it into (3.27), we can get \( \hat{v}_N \). Notice that the quantities \( \frac{\tilde{T}_1^\theta}{\tilde{T}_0^\theta} \) and \( \frac{\tilde{T}_2^\theta}{\tilde{L}_0^\theta} \) appeared in (3.25) can be computed from real data.

We can proceed similarly for the system of equations (3.24). From its first equation we see
\[ z = \frac{\omega R_{1,N}^\theta - \theta B(\omega)}{\omega - B(\omega)}. \] (3.29)

Substituting it to the second equation of (3.24) we have
\[ \omega \left( \frac{R_{1,N}^\theta}{R_{0,N}^\theta} - \theta \right)^2 + \omega \left( \frac{R_{1,N}^\theta}{R_{0,N}^\theta} - \theta B(\omega) \right)^2 + B(\omega) \left[ \theta^2 (\omega - B(\omega))^2 - \left( \frac{R_{1,N}^\theta}{\omega R_{0,N}^\theta} - \theta B(\omega) \right)^2 \right] - \omega(\omega - B(\omega))^2 \frac{R_{2,N}^\theta}{R_{0,N}^\theta} = 0. \] (3.30)

Denote the left-hand side by \( F_2(\omega) \). Solving \( F_2(\omega) = 0 \) and substituting it into (3.27) yields \( \hat{\omega}_N \). Notice that the quantities \( \frac{R_{1,N}^\theta}{R_{0,N}^\theta} \) and \( \frac{R_{2,N}^\theta}{R_{0,N}^\theta} \) appeared in (3.25) can also be computed from real data. We simulate a sample of the process (1.3) and plot the graphs \( F_1(u) \) and \( F_2(\omega) \) in Figure 4. We take \( \sigma = 1, \alpha_1 = 0.1, \alpha_2 = 0.5, \beta_1 = 0.2, \beta_2 = 0.5, \theta = 0.3, h = 0.5, N = 100,000 \). It can be seen that since the case of \( u = 0 \) and \( \omega = 0 \) is excluded in Remark 3.10, there exists only one root for \( F_1 \) (or \( F_2 \)).

4. Numerical experiments

To validate our estimation scheme discussed in Section 3, we conduct some numerical experiments in this section. Table 1 and Table 2 demonstrate the mean and standard deviation of the estimators \( \hat{\theta}_{1,n,N} \) and \( \hat{\theta}_{2,n,N} \) with
Table 1: Mean of the estimators $\hat{\alpha}$ through 1,000 sample paths. The true parameters are setting as: $\alpha_1 = 0.02$, $\alpha_2 = 0.05$.

| n  | Mean 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|----|--------|---|---|---|---|---|---|
| $\alpha_1$ | 0.0198 | 0.0199 | 0.0199 | 0.0200 | 0.0200 | 0.0200 | 0.0201 |
| $\alpha_2$ | 0.0497 | 0.0497 | 0.0495 | 0.0496 | 0.0497 | 0.0497 | 0.0497 |

Table 2: Standard deviation of the estimators $\hat{\alpha}$ through 1,000 sample paths. The true parameters are setting as: $\alpha_1 = 0.02$, $\alpha_2 = 0.05$.

| n  | Std 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|----|-------|---|---|---|---|---|---|
| $\alpha_1$ | 0.0012 | 0.0011 | 0.0011 | 0.0011 | 0.0012 | 0.0013 | 0.0015 |
| $\alpha_2$ | 0.0027 | 0.0025 | 0.0023 | 0.0023 | 0.0025 | 0.0026 | 0.0030 |

$\sigma = 1$ and taking the order $n \in \{1, 2, 3, 4, 5, 6, 7\}$, $\theta = 0$, $\beta_1 = \beta_2 = 0$ through 1,000 sample paths. Here we set the simulation parameters as: $h = 0.5$, $N = 100,000$, $X_0 = 0$. Based on the numerical results, it can be seen that the estimators have good consistency and the estimators corresponding the order $n = 2, 3$ are recommended. By using the built-in function “fsolve” in Matlab to solve the system in (3.14), for given parameters $h = 0.5$, $\theta = 0.1$, $\beta_1 = \beta_2 = 0$, and $\sigma = 0.6$, we estimate the parameters $\alpha_1$ and $\alpha_2$ in Table 3 and show the standard deviation in Table 4.

5. Conclusion

We conclude the paper here. In this paper, we have proposed the stationary moment estimators for the two-regime threshold OU process. Our approach can be extended to more threshold diffusion processes, including the threshold square-root process, where $X$ is a positive process almost surely with the diffusion term $\sigma(x) = \sum_{i=1}^{m} \sigma_i \sqrt{1} I(\theta_{i-1} < x \leq \theta_i)$, $0 = \theta_0 < \theta_1 < \theta_2 < \cdots < \theta_m = \infty$. In the multi threshold OU case, the stationary density is given by

$$
\psi(x) = \sum_{i=1}^{m} k_i \exp \left( -\frac{\alpha_i x^2 + \beta_i x}{\sigma_i^2} \right) I(\theta_{i-1} < x \leq \theta_i),
$$

with $k_i$ determined by $\int_{-\infty}^{\infty} \psi(x) dx$ and $\sigma_i^2 \psi(\theta_i -) = \sigma_{i+1}^2 \psi(\theta_i +)$, $i = 1, \ldots, m - 1$. Notice that $\psi(x)$ may be not continuous at the point $\theta_i$. In addition, our estimation approach may be extended to estimate $\alpha_i$, $\beta_i$, $\theta$, and $\sigma$ simultaneously. For the related reference, we mention the recent work in Cheng et al. (2020). They employed the ergodic theorem for $X_{t_k} - X_{t_{k-1}}$, and derived its characteristic function under the stationary distribution. For the threshold process, it is more difficult to conduct these because of the nonlinear term of the threshold distribution. The problem of estimating $\alpha_i$, $\beta_i$, $\theta$, and $\sigma$ simultaneously will be studied in a future work.

Table 3: Mean of the estimators $\hat{\alpha}$ through 1,000 sample paths. The true parameters are setting as: $\alpha_1 = 0.1$, $\alpha_2 = 0.2$, $\theta = 0.1$.

| N($\times 10^4$) |
|------------------|
| Mean 0.8 | 1.2 | 1.6 | 2.0 |
| $\alpha_1$ | 0.0981 | 0.0979 | 0.0977 | 0.0974 |
| $\alpha_2$ | 0.1917 | 0.1911 | 0.1910 | 0.1908 |
Table 4: Standard deviation of the estimators $\hat{\alpha}$ through 1,000 sample paths. The true parameters are setting as: $\alpha_1 = 0.1$, $\alpha_2 = 0.2$, $\theta = 0.1$

|      | 0.8   | 1.2   | 1.6   | 2.0   |
|------|-------|-------|-------|-------|
| $\alpha_1$ | 0.0094 | 0.0074 | 0.0065 | 0.0056 |
| $\alpha_2$ | 0.0150 | 0.0122 | 0.0103 | 0.0090 |

**Appendix A. Proof of Proposition 2.4**

We compute the transition probability by the spectral expansion method in Linetsky (2005). The proof is similar to Theorem 3.2 in Decamps et al. (2006) and Proposition 3.1 in Wang et al. (2015). So we just show the main computation procedure here. For more details we refer the reader to Proposition 3.1 in Wang et al. (2015).

The spectral expansion of the density is written as

$$p_t(x, y) = \sum_{n=1}^{\infty} \exp(-\lambda t) \varphi_n(x) \varphi_n(y), \quad \text{(A.1)}$$

where $\varphi_n(x)$ is the normalized eigenfunction associated to $\lambda_n$. It is well-known that

$$\xi(x, \lambda) = \exp\left(\frac{z^2}{4}\right) D_v(-z_1)$$

and

$$\eta(x, \lambda) = \exp\left(\frac{z_2^2}{4}\right) D_v(z_2)$$

are the solutions with continuous scale derivatives to the following Strum-Liouville equation

$$\frac{1}{2} \sigma^2 u''(x) + (\beta_1 - \alpha_1 x) u'(x) = -\lambda u(x), \quad x \leq \theta,$$

and

$$\frac{1}{2} \sigma^2 u''(x) + (\beta_2 - \alpha_2 x) u'(x) = -\lambda u(x), \quad x \geq \theta,$$

respectively.

The Wronskian is given by

$$\omega(\lambda) = \xi(\theta, \lambda) \eta'(\theta, \lambda) s(\theta) - \eta(\theta, \lambda) \xi'(\theta, \lambda) s(\theta),$$

where $\eta'(\theta, \lambda) = \frac{\partial \eta(x, \lambda)}{\partial x} \bigg|_{x=\theta}$ and $\xi'(\theta, \lambda) = \frac{\partial \xi(x, \lambda)}{\partial x} \bigg|_{x=\theta}$. Noticing that the Hermite function $H_v(z)$ satisfies the recurrence relation (see Lebedev, 1965, Page 289) as

$$\frac{\partial H_v(z)}{\partial z} = 2v H_{v-1}(z),$$

we get functions $\omega(\lambda)$ and $\varphi_n(x)$ in (2.3) and (2.4) respectively. Thus, the proof is completed.

**Appendix B. Computation of the asymptotic covariances**

In this section we compute the covariance $\sigma$ in Theorems 3.5, 3.8 and 3.11 in details by using the invariant measure $\psi_3$ given by (3.17) and by the transition probability density function. We give a general formula. For any functions $f$ and $g$ we denote $\langle f \rangle = \int_{\mathbb{R}} f(x) dx$ and $\langle f, g \rangle = \langle fg \rangle$. Let $p_t(x, y)$ be the transition density of (1.3)
which is also given by (A.1). Define $P_t f(x) = \int_R p_t(x, y) f(y) dy$. Then, we have
\[ \mathbb{E} \left[ g(\tilde{X}_{kh})|\tilde{X}_0 \right] = P_{kh} g(\tilde{X}_0). \]

For any two functions $f, g : \mathbb{R} \to \mathbb{R}$ if the following covariance is convergent, then it can be computed as
\[
\sigma(f, g) = \text{Cov} \left[ f(\tilde{X}_0), g(\tilde{X}_0) \right] + \sum_{k=1}^{\infty} \text{Cov} \left[ f(\tilde{X}_0), g(\tilde{X}_{kh}) \right] + \sum_{k=1}^{\infty} \text{Cov} \left[ g(\tilde{X}_0), f(\tilde{X}_{kh}) \right]
\]
\[
= \text{Cov} \left[ f(\tilde{X}_0), g(\tilde{X}_0) \right] + \sum_{k=1}^{\infty} \left\{ \mathbb{E} \left[ f(\tilde{X}_0)g(\tilde{X}_{kh}) \right] - \mathbb{E} \left[ f(\tilde{X}_0) \right] \mathbb{E} \left[ g(\tilde{X}_{kh}) \right] \right\}
\]
\[
+ \sum_{k=1}^{\infty} \left\{ \mathbb{E} \left[ g(\tilde{X}_0)f(\tilde{X}_{kh}) \right] - \mathbb{E} \left[ g(\tilde{X}_0) \right] \mathbb{E} \left[ f(\tilde{X}_{kh}) \right] \right\}
\]
\[
= \text{Cov} \left[ f(\tilde{X}_0), g(\tilde{X}_0) \right] + \sum_{k=1}^{\infty} \left\{ \mathbb{E} \left[ f(\tilde{X}_0)(P_{kh}g)(\tilde{X}_0) \right] - \mathbb{E} \left[ f(\tilde{X}_0) \right] \mathbb{E} \left[ (P_{kh}g)(\tilde{X}_0) \right] \right\}
\]
\[
+ \sum_{k=1}^{\infty} \left\{ \mathbb{E} \left[ g(\tilde{X}_0)(P_{kh}f)(\tilde{X}_0) \right] - \mathbb{E} \left[ g(\tilde{X}_0) \right] \mathbb{E} \left[ (P_{kh}f)(\tilde{X}_0) \right] \right\}.
\]

Denote $\psi_f := \sum_{k=1}^{\infty} P_{kh} f$ and $\tilde{\psi}_f = \psi_f - \langle \psi_3, \psi_f \rangle$. Then, we have
\[
\psi_f = (I - P_h)^{-1} P_h f, \quad \tilde{\psi}_f = (I - P_h)^{-1} P_h f - \langle \psi_3, (I - P_h)^{-1} P_h f \rangle. \tag{B.1}
\]

We also denote $\tilde{f} = f - \langle \psi_3, f \rangle = \langle \psi_3 f \rangle$. With these notations, we have
\[
\sigma(f, g) = \langle \psi_3 f g \rangle - \langle \psi_3 f \rangle \langle \psi_3 g \rangle + \langle \psi_3 g \tilde{\psi}_f \rangle - \langle \psi_3 g \rangle \langle \psi_3 \tilde{\psi}_f \rangle + \langle \psi_3 f \tilde{\psi}_g \rangle - \langle \psi_3 f \rangle \langle \psi_3 \tilde{\psi}_g \rangle
\]
\[
= \langle \psi_3 \tilde{f} \tilde{g} \rangle + \langle \psi_3 g \tilde{\psi}_f \rangle + \langle \psi_3 f \tilde{\psi}_g \rangle. \tag{B.2}
\]
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