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Abstract—There is a continuous growth in demand for time-sensitive applications which has shifted the cloud paradigm from a centralized computing architecture towards distributed heterogeneous computing platforms where resources located at the edge of the network are used to provide cloud-like services. This paradigm is widely known as fog computing. Virtual machines (VMs) have been widely utilized in both paradigms to enhance the network scalability, improve resource utilization, and energy efficiency. Moreover, Passive Optical Networks (PONs) are a technology suited to handling the enormous volumes of data generated in the access network due to their energy efficiency and large bandwidth. In this paper, we utilize a PON to provide the connectivity between multiple distributed fog units to achieve federated (i.e. cooperative) computing units in the access network to serve intensive demands. We propose a mixed integer linear program (MILP) to optimize the VM placement in the federated fog computing units with the objective of minimizing the total power consumption while considering inter-VM traffic. The results show a significant power saving as a result of the proposed optimization model by up to 52%, in the VM-allocation compared to a baseline approach that allocates the VM requests while neglecting the power consumption and inter-VMs traffic in the optimization framework.
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I. INTRODUCTION (HEADING 1)

The demand for time-sensitive applications such as tactile IoT, virtual reality, and connected devices is continuously growing. These applications usually generate unprecedented amounts of data that are difficult for centralized cloud architectures to handle and result in high latency, low spare capacity, and increased power consumption. Therefore, researcher are considering a paradigm shift from centralized architectures towards distributed ones. Fog computing was first coined by Cisco to overcome the issue of centralized processing by the cloud and help by considering computing resources closer to end-user devices. However, Fog Computing is characterized by limited computational resources in terms of processing cycles and storage capacity. Therefore, it faces many challenges such as performance, resource allocation and orchestration, and reliability [1]–[8]. Therefore, the capacity of fog units should be addressed to process the intensive end-users demands. The authors in [9] proposed a generic cloud-edge architecture with the aim of facilitating both vertical and horizontal offloading between processing servers. The problem is formulated as a mixed integer nonlinear programming (MINLP) with the objective of optimizing both the workload and capacity during the offloading process.

Moreover, the access network is a critical segment of the network connecting the end-user devices to the Central Office. The end-users as well as enterprise environments constantly require a reliable access network that can provide high bandwidth, low power consumption and low latency. Passive Optical Networks have shown their ability to satisfy such end-user requirements as well as a potential to absorb future growth. PONs have now become a popular network technology in the access and cloud domains due to their energy efficiency and high bandwidths that are particularly suited to time-sensitive application demands [10]–[13]. Typically, the PON architecture includes passive devices such as Arrayed Waveguide gratings Routers (AWGR), couplers/splitters, and possibly Fiber Bragg gratings [14].

Virtualization is currently one of the most effective techniques for achieving energy-efficient fog and cloud environments. Virtualization allows multiple virtual machines (VMs) that represent independent applications to run on a single physical machine (server), thus, a Fog computing environment can host a set of distributed applications, each of which runs as a collection of VMs. The VMs are isolated from each other and each VM can utilize a portion of the physical server resources according to the needs of the application by allocating CPU, memory, and bandwidth resources to them [15], [16]. However, some VMs need to communicate with other VMs to complete their tasks. Thus, such VMs could be placed on the same server or on a different server. The traffic between VMs placed in different servers is based on VMs communication that can be considered an “east-west” traffic. The east-west traffic increases the networking power consumption in the data centres environment [17], [18]. Therefore, considering the inter-VMs traffic in the VMs placement optimization is essential in order to achieve an energy-efficient fog computing environment. The authors in [19] investigated the impact of inter-VM traffic on the power consumption. The proposed VM allocation model tackled the cooperation and synchronization communication traffic between VM pairs to optimize the energy efficiency of cloud computing. The authors in [20] show that considering the inter-VMs traffic pattern in the VMs placement model can have a considerable impact on the reduction of the total power consumption.

In this paper, we improve the energy efficiency of distributed federated fog units by optimizing VMs placement whilst taking into consideration the inter-VMs traffic. We benefit from our previous work in energy efficiency that tackled areas such as distributed processing in the IoT/Fog layer [21]–[24], green core and data centre (DC) networks [25]–[34], [35]–[40], network virtualization and service
embedding in core and IoT networks [41]–[44] and machine learning and network optimization for healthcare systems [45]–[48] and network coding in the core network [49], [50]. Our previous work in [1] optimized connectivity among distributed fog units to facilitate the communication between different servers. Also, our work in [51] extended the available capacity in fog units by enabling the borrowing of data processing capabilities from nearby fog units to serve intensive VM demands originating from the end user devices. This allowed us to scale up the use of fog processing, while employing a MILP model to optimize the VMs placement taking into consideration the inter VMs traffic. The reminder of this paper is organized as follows: Section 2 explains the proposed architecture and the optimization model. Section 3 presents and discusses the results. Finally, Section 4 concludes the paper and outlines areas for future work.

II. VM PLACEMENT OPTIMIZATION FRAMEWORK

A. The Federated Fog Computing over PON Architecture

As shown in Fig. 1, we consider three distributed fog computing cells connected to each other through WDM-PON in the access network [1]. Each PON cell has two racks of servers, each of which has four servers for hosting the VMs, and each server is equipped with an Optical Network Unit (ONU) acting as a transceiver to send and receive traffic. All three Fog cells share the same Optical Line Terminal (OLT) located in the central office. The OLT is responsible for receiving the VMs requests from the end-user firstly, and is then responsible for placing these VMs based on the resource availability of the fog cells. To make use of the WDM-PON connectivity, each cell has an arrayed waveguide grating routers (AWGRs) to achieve full connectivity between racks of servers located within the same fog cell or between racks in different fog cells. The details of the WDM PON connectivity is given in our previous work in [1]. The inter-VM traffic, which flows between VMs placed in different servers, could be traffic flow within the same rack or traffic flow between different racks. Thus, the inter-VM traffic should pass through the AWGR to communicate with other rack(s) within the same cells or in different cells.

B. MILP Model.

In this section, we develop a MILP model to minimize the total power consumption of the fog architecture shown in Fig. 1, by optimizing the VMs placement subject to processing and networking capacity constraints.

The parameters used in the VM allocation model are as follows:

| Parameter | Description |
|-----------|-------------|
| $S$       | Set of servers |
| $P$       | Set of PON groups (i.e., racks) |
| $P_s$     | Set of PON cells, each one represents a fog computing unit |
| $S_{p}$   | Set of servers within a PON group |
| $S_{p}$   | Set of servers within a PON cell |
| $VM$      | Set of VM requests |
| $I$       | Idle power consumption of the server |
| $M$       | Maximum power consumption of the server |
| $C$       | CPU capacity of the server |
| $R$       | Memory capacity of the server |
| $C_{VM}$  | CPU capacity of VM request |
| $R_{VM}$  | Memory capacity of VM request |
| $T_{if}$  | Traffic demand between VMs $i$ and $f$ ($i$ and $f \in VM$) |

Fig. 1. Federated Fog Computing units over PON
\[ SPC = \sum_{s \in S} \left( I A_s + O \sum_{i \in VM} P_s^i \right) \] (1)

2. The power consumption of ONU attached to each activated server \((ONU_{PC}) [51]:\)

\[ ONUPC = \frac{PO}{DO} \sum_{s \in S} T^s \] (2)

The MILP model is defined as follows:

Minimize:

\[ S_{PC} + ONU_{PC} \] (4)

Subject to the following constraints:

\[ \sum_{i \in VM} R_{VM} W_s^i \leq R, \quad \forall s \in S \] (5)

Constraint (5) ensures that the memory capacity of servers is not exceeded.

\[ \sum_{i \in VM} C_{VM} W_s^i \leq C, \quad \forall s \in S \] (6)

Constraint (6) ensures that the processing capacity of servers is not exceeded.

\[ T^s \leq DO, \quad \forall s \in S \] (7)

Constraint (7) ensures that the total traffic passing through each server does not exceed the data rate of its ONU.

C. Results and Discussion

In this section, we evaluate the power savings obtained as a result of the proposed optimized resource allocation model. The model considered three different VM distribution scenarios, which are 10 VMs, 15 VMs, and 20 VMs - with random distributed values for the CPU demand, memory demand and inter-VM traffic rates as illustrated in Table 3. The VM processing requirements are uniformly distributed across three workloads (10%, 50% and 100%) of the server CPU capacity. The inter-VM traffic demands (i.e. data rates) are distributed uniformly between 100 Mbps and 10 Gbps. Each VM can communicate randomly with up to 4 VMs. The input parameters used in the MILP model are presented in Table 1.

| TABLE I. THE INPUT DATA IN MILP MODEL |
|---------------------------------------|
| Maximum power consumption of the server [52]. | 457W. |
| Idle power consumption of the server. (66% of Maximum power) [52]. | 301.6W. |
| Processing capacity of the server [52]. | 2.5 GHz, 280k MIPS. |
| Processing requirement of the VMs. (10%, 50% & 100%) of servers’ CPU capacity. | 16GB. |
| Memory capacity (RAM) of the server [52]. | 100-500 MB. |
| Memory capacity of the VMs. | 2.5W. |
| ONU power consumption [53]. | 10 Gbps. |
| ONU data rate [53]. | 100 Mbps-10 Gbps. |
| Inter-VMs traffic demand. | 60 Gbps. |
| Capacity of physical link (Wc). | 1000. |

We have compared the power consumption of the proposed approach for the VM placement problem with a baseline solution. Note that the proposed model’s objective function is composed of minimizing the power consumption of the physical machines (servers) that are in charge of hosting the VMs and the power consumption of the ONU that are in charge of broadcast and aggregating the traffic flow between servers as a result of inter-VMs traffic. On the other hand, the baseline VM placement model neglects minimizing the processing and networking power consumption, and places the VMs requests without considering inter-VMs traffic demand. Fig. 2 and Fig. 3 present the total power consumption for the three sets of VMs (10 VMs, 15 VMs and 20 VMs) and the number of activated servers needed for hosting these sets. As shown in Fig. 2 the total power...
consumption is substantially reduced under the proposed approach in comparison to the baseline approach. This is due to the number of activated servers needed to serve the VMs as shown in Fig. 3, the number of servers is fewer with the proposed model. Accordingly, the proposed model with the objective of minimizing the total power consumption has reduced the power consumption of 10 VMs, 15 VMs and 20 VMs by 42%, 52% and 41% respectively in comparison to the baseline. The proposed model places the VMs with high inter-VM traffic in the same server as much as possible in order to reduce the number of activated servers and also to reduce the amount of the traffic traversing to other servers. This results in a reduction of the total power consumption. On the other hand, the baseline VMs placement model places the VMs randomly without considering the inter-VM traffic demand and the workload of the VMs to reduce the total power consumption.

![Fig. 2. Power Consumption of proposed model versus baseline VMs placement model](image)

![Fig. 3. Number of activated servers in the proposed model versus baseline VMs placement model](image)

**III. CONCLUSIONS AND FUTURE WORK**

This paper developed a MILP model to optimize the placement of VMs in federated fog computing units over a WDM PON while considering the inter-VM traffic. The results showed power savings of up to 52% compared to a baseline VM-placement model. Future work aims to extend the proposed MILP model to consider a weighted objective function that incorporates delay and power consumption, mobility-aware workload assignment and developing heuristics that are suitable for real-time implementations.
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