A mixed-element two-grid discretization for Helmholtz transmission eigenvalues
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Abstract

The Helmholtz transmission eigenvalue problem has received much concern in materials science, so it’s significant to explore the efficient calculational method of the problem to mathematics and mechanics community. In this paper, based on a variational formulation proposed by Cakon, Monk and Sun, we introduce a mixed-element two-grid discretization and prove error estimates for this method theoretically. Some numerical results are presented to confirm the theoretical analysis and show that the method here is efficient.
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1 Introduction

The transmission eigenvalue problem is a hot topic in mathematics and mechanics community because it has widely applications in materials science. For instance, the measured transmission eigenvalues can be used to estimate properties of the scatterer [1, 2], and the transport through a quantum-scale device may be uniquely characterized by its transmission eigenvalues [3]. For that reason, there exist many researches such as [4, 5, 6, 7] for the numerical treatments of transmission eigenvalue problem.

We know that the transmission eigenvalue problem is difficult to solve because it is a quadratic and non-selfadjoint problem and its knowledge system is not covered by the standard theory of eigenvalue problems [7]. To solve the problem, [8] uses multigrid method with one correction step on each iteration, [9] applies iterative method to compute the transmission eigenvalues. Both of them transform the problem to a series of selfadjoint eigenvalue problems. However, the two-grid discretization could be used to solve non-selfadjoint finite eigenvalue problems directly. It is first introduced by Xu [10], then popularized on many
eigenvalue problems (see [11, 12, 13, 14, 15, 16, 17]). Recently [17] utilizes a $H^2$ conforming element two-grid discretization to compute the transmission eigenvalues successfully. From it we know before using the two-grid discretization we need a good variational formulation firstly. At this field, Cakoni, Monk and Sun [7] bring forth a new weak formulation and make the error analysis for transmission eigenvalues of the finite element approximation. Based on the framework of [7], we propose a mixed-element two-grid discretization to calculate these eigenvalues.

Now we introduce the characteristics of our method. The main idea is to transform a eigenvalue problem to two eigenvalue problems on a coarse grid $\pi_H$ and two boundary value problems on a fine grid $\pi_h$. And the coefficient matrices of the two problems on the grid $\pi_h$ are the same such that we don’t need much time to assemble the matrices respectively. In addition, this method can keep fast rate of convergence which will be proved by our numerical results later. To analyse the correctness of mixed-element two-grid discretization we shall do the error estimates for eigenfunctions in norm $\| \cdot \|_{H^1_0(\Omega) \times L^2(\Omega)}$. Inspired by [17], we prove it by using Aubin-Nitsche technique and we also discuss the error estimate of eigenvalues under the condition of $n \in L^\infty(\Omega)$. By the way, the estimates in norm $\| \cdot \|_{H^1_0(\Omega) \times L^2(\Omega)}$ is very important to a posteriori error estimates which is the foundation of adaptive method.

In this paper, we need the basic theory of finite element methods of [18, 19, 20]. Suppose that $C$ is a positive constant independent of $h$, which may not be the same constant in different places. For simplicity, we use symbol $a \lesssim b$ to replace $a \leq Cb$.

2 The finite element method

The Helmholtz transmission eigenvalue problem is: Find $k \in \mathbb{C}$, $w, \sigma \in L^2(\Omega)$, $w - \sigma \in H^2(\Omega)$ which satisfy

\[
\begin{align*}
\Delta w + k^2 n(x) w &= 0, \quad \text{in } \Omega, \\
\Delta \sigma + k^2 \sigma &= 0, \quad \text{in } \Omega, \\
w - \sigma &= 0, \quad \text{on } \partial \Omega, \\
\frac{\partial w}{\partial \nu} - \frac{\partial \sigma}{\partial \nu} &= 0, \quad \text{on } \partial \Omega,
\end{align*}
\]

where $\Omega \subset \mathbb{R}^2$ is a bounded Lipschitz domain, real valued function $n \in L^\infty(\Omega)$ such that $n - 1$ is strictly positive (or strictly negative) almost everywhere in $\Omega$.

Regarding the problem (2.1)-(2.4) papers [21, 22] transform it to a quadratic eigenvalue problem: Find $k^2 \in \mathbb{C}$, $k^2 \neq 0$, $u = w - \sigma \in H^2_0(\Omega)$ such that

\[
\int_{\Omega} \frac{1}{n(x) - 1} (\Delta u + k^2 u)(\Delta \nu + k^2 n(x) \nu) dx = 0, \quad \forall \nu \in H^2_0(\Omega).
\]
Assume that there exists some constant \( \delta > 0 \) such that
\[
1 + \delta \leq \inf_{\Omega} n(x) \leq n(x) \leq \sup_{\Omega} n(x) < \infty.
\]
Then we employ some symbols from [7], let
\[
(u, v)_{n-1} = \int_{\Omega} \frac{1}{n-1} uvdx,
\]
\[
(u, v) = \int_{\Omega} uvdx.
\]
And we define the sesquilinear form \( A \) on \((H_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega)) \times (H_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega))\) by
\[
A((u, w), (v, z)) = (\Delta u, \Delta v)_{n-1} + (\nabla w, \nabla z).
\] (2.6)

For convenience, define Hilbert space \( H = H_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega) \) with norm \( \|(u, w)\|_{H} = \|u\|_{2} + \|w\|_{1} \) and \( H_{1} = H_{0}^{2}(\Omega) \times L^{2}(\Omega) \) with norm \( \|(u, w)\|_{H_{1}} = \|u\|_{1} + \|w\|_{0} \).

Note that \( A(\cdot, \cdot) \) is an inner product on \( H = H_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega) \), norm \( \|\cdot\|_{A} = A(\cdot, \cdot)^{\frac{1}{2}} \) is equivalent to the norm \( \|\cdot\|_{H} \), and \( H \hookrightarrow H_{1} \) compactly.

Let
\[
B((u, w), (v, z)) = -((u, \Delta v)_{n-1} + (\Delta u, nv)_{n-1} - (\nabla w, \nabla v) + (nu, z)_{n-1})).
\] (2.7)

When \( n \in L^{\infty}(\Omega) \),
\[
|B((u, w), (v, z))| = |(u, \Delta v)_{n-1} + (\Delta u, nv)_{n-1} - (\nabla w, \nabla v) + (nu, z)_{n-1}|
\]
\[
\lesssim \|u\|_{0}\|v\|_{2} + \frac{n}{n-1} \Delta u\|v\|_{1} + \|w\|_{0}\|v\|_{2} + \|u\|_{0}\|z\|_{0}
\]
\[
\lesssim (\|u\|_{0} + \frac{n}{n-1} \Delta u\|v\|_{1} + \|w\|_{0}\|v\|_{2} + \|u\|_{0}\|z\|_{0})(v, z)\|H, \forall (u, w), (v, z) \in H. \] (2.8)

When \( n \in W^{1,\infty}(\Omega) \),
\[
|B((u, w), (v, z))| = |(u, \Delta v)_{n-1} - (\nabla u, \nabla (\frac{n}{n-1}v)) + (w, \Delta v) + (nu, z)_{n-1}|
\]
\[
\lesssim \|u\|_{0}\|v\|_{2} + \|u\|_{1}\|v\|_{1} + \|w\|_{0}\|v\|_{2} + \|u\|_{0}\|z\|_{0}
\]
\[
\lesssim (\|u\|_{1} + \|w\|_{0})(\|v\|_{2} + \|z\|_{1})
\]
\[
= \|(u, w)\|_{H_{1}}\|(v, z)\|_{H}, \forall (u, w) \in H_{1}, \forall (v, z) \in H. \] (2.9)

(2.8) and (2.9) tell us that for any given \((u, w) \in H\) or \((u, w) \in H_{1}\), \[B((u, w), (v, z))\] is a continuous linear form on \( H \).
In paper [7] Monk et al. establish the weak formulation of (2.1)-(2.4): find \((u, w) \in H\) and \(\lambda \in \mathbb{C}\) such that
\[
\lambda A((u, w), (v, z)) = B((u, w), (v, z)), \quad \forall (v, z) \in H. \tag{2.10}
\]
The number \((\lambda)\) is transmission eigenvalue.

The source problem associated with (2.10) is: For any given \((f, g) \in H_1\), find \((\psi, \varphi) \in H\) such that
\[
A((\psi, \varphi), (v, z)) = B((f, g), (v, z)), \quad \forall (v, z) \in H. \tag{2.11}
\]
From Lax-Milgram theorem we know that (2.11) exists an unique solution, therefore we define the corresponding solution operator \(T : H_1 \to H\) by
\[
A(T(f, g), (v, z)) = B((f, g), (v, z)), \quad \forall (v, z) \in H. \tag{2.12}
\]
Then, in operator notation, the problem of (2.10) is to find \((u, w) \in H \setminus \{0\}\) and \(\lambda \in \mathbb{C}\) such that
\[
T(u, w) = \lambda (u, w). \tag{2.13}
\]
Referring to Theorem 2.2 of [17] we can deduce the following result:

**Lemma 2.1.** When \(n \in L^\infty(\Omega)\), the operator \(T : H_1 \to H\) is compact, and when \(n \in W^{1, \infty}(\Omega)\), \(T : H_1 \to H_1\) is compact.

The dual problem of (2.10) is: Find \((u^*, w^*) \in H \setminus \{0\}\) and \(\lambda^* \in \mathbb{C}\) such that
\[
\nabla^* A((v, z), (u^*, w^*)) = B((v, z), (u^*, w^*)), \quad \forall (v, z) \in H. \tag{2.14}
\]
Note that (2.10) and (2.14) are connected via \(\lambda = \overline{\lambda^*}\).

Using the same method we define corresponding operator \(T^* : H_1 \to H\) by
\[
A((v, z), T^*(f, g)) = B((v, z), (f, g)), \quad \forall (v, z) \in H, \tag{2.15}
\]
and (2.15) has the equivalent operator form:
\[
T^*(u, w) = \lambda^*(u, w). \tag{2.16}
\]
It’s obvious that \(T^*\) is the adjoint operator of \(T\) in the sense of inner product \(A(\cdot, \cdot)\), in fact
\[
A(T(f, g), (v, z)) = B((f, g), (v, z)) = A((f, g), T^*(v, z)), \quad \forall (f, g), (v, z) \in H. \tag{2.17}
\]

Let \(\pi_h\) be a shape-regular grid of \(\Omega\) with mesh size \(h\). As the same with [7], we use \(X_h \subset H^2_0(\Omega)\) and \(Y_h \subset H^1_0(\Omega)\) to compute the finite dimensional problem. Let \(H_h = X_h \times Y_h\) and \(H_h \subset H\). The \(X_h\) can be made up of one of the Argyris element, the Bell element, and the Bonger-Fox-Schmit element (see
On the other hand, $Y_h$ can be built with bilinear Lagrange element or biquadratic Lagrange element \[19\]. Then the finite element approximation of (2.10) is: Find $\lambda_h \in \mathbb{C}$, $(u_h, w_h) \in H_h \setminus \{0\}$ such that

$$
\lambda_h A((u_h, w_h), (v, z)) = B((u_h, w_h), (v, z)), \quad \forall (v, z) \in H_h. \quad (2.18)
$$

Consider the approximate source problem: For any given $(f, g) \in H_1$, find $(\psi_h, \varphi_h) \in H_h$ such that

$$
A((\psi_h, \varphi_h), (v, z)) = B((f, g), (v, z)), \quad \forall (v, z) \in H_h. \quad (2.19)
$$

And then, the associated solution operator $T_h : H_1 \rightarrow H_h$ satisfies

$$
A(T_h(f, g), (v, z)) = B((f, g), (v, z)), \quad \forall (v, z) \in H_h. \quad (2.20)
$$

The equation (2.18) has the operator form:

$$
T_h(u_h, w_h) = \lambda_h(u_h, w_h). \quad (2.21)
$$

Using the same method we can easily give the finite element approximate problem of (2.14) and define the conjugated operator $T_h^* : H_1^* \rightarrow H_h$ in the sense of inner product $A(\cdot, \cdot)$ on $H_h$. We omit it here striving for conciseness.

Now define the projection operator $P_h : H^2(\Omega) \rightarrow X_h$ and $P_h^2 : H^1(\Omega) \rightarrow Y_h$ by

$$
(\Delta(u - P_h^1u), \Delta v)_{n-1} = 0, \quad \forall v \in X_h, \quad (2.22)
$$

$$
(\nabla(w - P_h^2w), \nabla z) = 0, \quad \forall z \in Y_h. \quad (2.23)
$$

Let

$$
P_h(u, w) = (P_h^1u, P_h^2w), \quad \forall (u, w) \in H. \quad (2.24)
$$

Then $P_h : H \rightarrow H_h$ and

$$
A((u, w) - P_h(u, w), (v, z)) = A((u, w) - (P_h^1u, P_h^2w), (v, z)) = (\Delta(u - P_h^1u), \Delta v)_{n-1} + (\nabla(w - P_h^2w), \nabla z) = 0, \quad \forall (v, z) \in H_h. \quad (2.25)
$$

$P_h : H \rightarrow H_h$ is the Ritz projection.

Utilizing (2.21), (2.12) and (2.20) we get that for any $(u, w) \in H$,

$$
A(P_h T(u, w) - T_h(u, w), (v, z)) = A(P_h T(u, w) - T(u, w), (v, z)) + A(T(u, w) - T_h(u, w), (v, z)) = 0, \quad \forall (v, z) \in H_h. \quad (2.26)
$$

So

$$
T_h = P_h T. \quad (2.27)
$$

5
3 Error analysis

Throughout this paper, we suppose the following condition (C1) holds:

(C1) If $(\psi, \varphi) \in H$, then as $h \to 0$,
\[
\inf_{(v,z) \in H_h} \| (\psi, \varphi) - (v,z) \|_H \to 0.
\]

For the operators $T$ and $T_h$, we have the following important conclusions:

**Theorem 3.1.** Let $n \in L^\infty(\Omega)$, then
\[
\| T - T_h \|_H \to 0,
\]
(3.1)

and when $n \in W^{1,\infty}(\Omega)$, there exists
\[
\| T - T_h \|_{H_1} \to 0.
\]
(3.2)

**Proof.** Based on Lemma 2.1, using the method which is similar with the proof of Theorem 3.1 in [17] we can easily get the conclusions above. \qed

As usual, we suppose $\lambda = \lambda_k$ is the $k$th eigenvalue of (2.10) with the algebraic multiplicity $q$ and the ascent $\alpha$ ($\lambda_k = \lambda_{k+1} = \cdots = \lambda_{k+q-1}$). $\lambda^* = \lambda_k$ is an eigenvalue of (2.14). Eigenvalues $\lambda_{k,h}, \cdots, \lambda_{k+q-1,h}$ of (2.18) will converge to $\lambda$ due to the Theorem 3.1.

We define $E$ as the spectral projection associated with $T$ and $\lambda_k$, range $R(E)$ is the space of generalized eigenfunctions associated with $T$ and $\lambda$. Let $E_h$ be the spectral projection associated with $T_h$ and the eigenvalues $\lambda_{k,h}, \cdots, \lambda_{k+q-1,h}$ and let $M_h(\lambda)$ be the space of generalized eigenfunctions associated with $T_h$ and $\lambda_{k,h}, \cdots, \lambda_{k+q-1,h}$, it’s obvious that the range $R(E_h) = M_h(\lambda)$ if $h$ is small enough. On the dual problem (2.14) and its finite element approximate problem, the definitions of $E^*, R(E^*), E_h^*, M_h(\lambda^*)$ and $R(E_h^*)$ are also analogous to the former.

Given two closed subspaces $V$ and $U$, let
\[
\delta(V, U) = \sup_{(u,w) \in V} \inf_{(v,z) \in U} \| (u,w) - (v,z) \|_H,
\]
\[
\theta(V, U)_1 = \sup_{(u,w) \in V} \inf_{(v,z) \in U} \| (u,w) - (v,z) \|_{H_1},
\]
and define the gaps between $R(E)$ and $R(E_h)$ in $\| \cdot \|_H$ by
\[
\hat{\delta}(R(E), R(E_h)) = \max \{ \delta(R(E), R(E_h)), \delta(R(E_h), R(E)) \},
\]
and in $\| \cdot \|_{H_1}$ by
\[
\hat{\theta}(R(E), R(E_h))_1 = \max \{ \theta(R(E), R(E_h))_1, \theta(R(E_h), R(E))_1 \}.
\]
Define

$$\varepsilon_h(\lambda) = \sup_{(u,\omega) \in R(E)} \inf_{(v,z) \in H_h} \|(u,\omega) - (v,z)\|_H,$$

$$\varepsilon^*_h(\lambda^*) = \sup_{(u^*,\omega^*) \in R(E^*)} \inf_{(v^*,z^*) \in H_h} \|(u^*,\omega^*) - (v^*,z^*)\|_H.$$ 

From (C1) we know that

$$\varepsilon_h(\lambda) \to 0 (h \to 0), \quad \varepsilon^*_h(\lambda^*) \to 0 (h \to 0).$$

The following theorem has been proved by [7] with the condition of $n$ is smooth. Thanks to Theorem 3.1, we know the error estimates also hold when $n \in L^\infty(\Omega)$.

**Theorem 3.2.** Suppose $n \in L^\infty(\Omega)$, then

$$\hat{\delta}(R(E), R(E_h)) \lesssim \varepsilon_h(\lambda),$$

$$|\lambda^{-1} - (1 - \frac{1}{q} \sum_{j=1}^q \lambda_{j,h})^{-1}| \lesssim \varepsilon_h(\lambda) \varepsilon^*_h(\lambda^*),$$

$$|\lambda^{-1} - \lambda^{*,h}_{\lambda^*}| \lesssim [\varepsilon_h(\lambda) \varepsilon^*_h(\lambda^*)]^{\frac{1}{2}}.$$  

Let $(u_h, w_h)$ with $\|(u_h, w_h)\|_A = 1$ is eigenfunction corresponding to $\lambda_{j,h}$ ($j = 1, 2, \ldots, q$), then there exists eigenfunction $(u, w)$ corresponding to $\lambda$, such that

$$\|(u_h, w_h) - (u, w)\|_H \lesssim \varepsilon_h(\lambda) \frac{1}{h}.$$  

The operator interpolation theory (see [19]) tells us that the following condition (C2) holds:  

(C2) If $\psi \in H^2_0(\Omega) \cap H^{2+\sigma_1}(\Omega), (\sigma_1 \in (0, 2]),$ then

$$\inf_{v \in X_h} \|\psi - v\|_s \lesssim h^{2+\sigma_1-s} \|\psi\|_{2+\sigma_1}, \quad s = 1, 2$$

if $\varphi \in H^1_0(\Omega) \cap H^{1+\sigma_2}(\Omega), (\sigma_2 \in (0, 1]$ for bilinear Lagrange element, $\sigma_2 \in (0, 2]$ for biquadratic Lagrange element), then

$$\inf_{v \in X_h} \|\varphi - v\|_t \lesssim h^{1+\sigma_2-t} \|\varphi\|_{1+\sigma_2}, \quad t = 0, 1$$

**Corollary 3.3.** Suppose that $n \in L^\infty(\Omega), R(E), R(E^*) \subset H \cap (H^{2+\sigma_1}(\Omega) \times H^{1+\sigma_2}(\Omega))$, and (C2) is valid. Then (3.3), (3.4), (3.5) hold with

$$\varepsilon_h(\lambda) \lesssim h^\sigma, \quad \varepsilon^*_h(\lambda^*) \lesssim h^\sigma, \quad \sigma = \min\{\sigma_1, \sigma_2\}.$$ 

Next, referring to [17], we use the Aubin-Nitsche technique to discuss the error estimates in norm $\|\cdot\|_{H_1}$. We need the following regularity assumption:

(A1) For any $\xi \in H^{-1}(\Omega)$, there exists $\psi \in H^{2+\sigma_1}(\Omega)$ satisfying

$$\Delta \left(\frac{1}{n-1} \Delta \psi\right) = \xi, \quad \text{in } \Omega,$$

$$\psi = \frac{\partial \psi}{\partial \nu} = 0 \quad \text{on } \partial \Omega,$$

$$\Delta \left(\frac{1}{n-1} \Delta \psi\right) = \xi, \quad \text{in } \Omega,$$

$$\psi = \frac{\partial \psi}{\partial \nu} = 0 \quad \text{on } \partial \Omega,$$
\[ \|\psi\|_{2+r_1} \leq C_p \|\xi\|_{-1}, \quad (\|\xi\|_{-1} = \sup_{0 \neq v \in H_1^0(\Omega)} \frac{|(\xi, v)|}{\|v\|_1}). \quad (3.10) \]

where \( r_1 \in (0, 1] \), \( C_p \) is the prior constant dependent on the equation and \( \Omega \) but independent of the right-hand side \( \xi \) of the equation.

Consider the auxiliary boundary value problem with the assumption of \( n \in W^{2,\infty}(\Omega) \) (if \( \partial \Omega \) is a convex polygon, \( r_1 \) can reach the value 1 (see [23]):

\[ \Delta \left( \frac{1}{n-1} \Delta \phi_1 \right) = -\Delta (u - P_h^1 u), \quad \text{in } \Omega, \quad (3.11) \]
\[ \phi_1 = \frac{\partial \phi_1}{\partial \nu} = 0, \quad \text{on } \partial \Omega. \quad (3.12) \]

Assume (A1) holds, then we can deduce that

\[ \|\phi_1\|_{2+r_1} \leq \|\Delta (u - P_h^1 u)\|_{-1} = \left( \sup_{v \in H_1^0(\Omega)} |(\Delta (u - P_h^1 u), v)| \right) \]
\[ = \left( \sup_{v \in H_1^0(\Omega)} |(\nabla (u - P_h^1 v), \nabla v)| \right) \leq \|u - P_h^1 u\|_1 \|v\|_1 \]
\[ \lesssim \|u - P_h^1 u\|_1. \quad (3.13) \]

The weak form of (3.11), (3.12) is

\[ (\Delta v, \Delta \phi_1)_{n-1} = (\nabla v, \nabla (u - P_h^1 u)), \quad \forall v \in H_0^2(\Omega). \]

Let \( v = u - P_h^1 u \), take the definition \( P_h^1 \), then

\[ (\Delta (u - P_h^1 u), \Delta (\phi_1 - P_h^1 \phi_1))_{n-1} = (\nabla (u - P_h^1 u), \nabla (u - P_h^1 u)). \]

Using (3.7) and (3.13) we get

\[ \|\nabla (u - P_h^1 u)\|^2 \lesssim \|\Delta (u - P_h^1 u)\|_0 \|\Delta (\phi_1 - P_h^1 \phi_1)\|_0 \]
\[ \lesssim \|\Delta (u - P_h^1 u)\|_0 \|\phi_1 - P_h^1 \phi_1\|_2 \lesssim \|\Delta (u - P_h^1 u)\|_0 h^{r_1} \|\phi_1\|_{2+r_1} \]
\[ \lesssim h^{r_1} \|\Delta (u - P_h^1 u)\|_0 \|u - P_h^1 u\|_1. \]

So

\[ \|u - P_h^1 u\|_1 \lesssim h^{r_1} \|u - P_h^1 u\|_2. \quad (3.14) \]

We also need the regularity assumption (see [24]):

(A2) For any \( f \in L^2(\Omega) \), there exist \( \varphi \in H^{1+r_2} \) which satisfies

\[ \Delta \varphi = f, \quad \text{in } \Omega, \]
\[ \varphi = 0, \quad \text{on } \partial \Omega, \]
\[ \|\varphi\|_{1+r_2} \leq C_p \|f\|_0. \quad (3.15) \]
where \( r_2 \in (0, 1] \), \( C_p \) is the prior constant dependent on the equation and \( \Omega \).

The auxiliary boundary value problem is:
\[
\Delta \phi_2 = w - P_h^2 w, \quad \text{in } \Omega, \\
\phi_2 = 0, \quad \text{on } \partial \Omega. 
\] (3.16) (3.17)

Assume (A2) holds, then
\[
\|\phi_2\|_{1+r_2} \lesssim \|w - P_h^2 w\|_0. 
\] (3.18)

The associated weak form of (3.16)-(3.17):
\[
(\nabla \phi_2, \nabla z) = (w - P_h^2 w, z), \quad \forall z \in H_0^1(\Omega).
\]

Let \( z = w - P_h^2 w \), and use the definition \( P_h^2 \), then
\[
(\nabla (\phi_2 - P_h^2 \phi_2), \nabla (w - P_h^2 w)) = (w - P_h^2 w, w - P_h^2 w)
\]

Combining (3.16) with (3.18), we deduce that
\[
\|w - P_h^2 w\|_0 \lesssim \|\nabla (w - P_h^2 w)\|_0 \|\nabla (\phi_2 - P_h^2 \phi_2)\|_0 \\
\lesssim \|w - P_h^2 w\|_1 \|\phi_2 - P_h^2 \phi_2\|_1 \lesssim \|w - P_h^2 w\|_1 h^{r_2} \|\phi_2\|_{1+r_2}. 
\]

So
\[
\|w - P_h^2 w\|_0 \lesssim h^{r_2} \|w - P_h^2 w\|_1. 
\] (3.19)

Now we have the following lemma.

**Lemma 3.4.** Suppose that (C1), (C2), (A1) and (A2) are valid, then for \((u, w) \in H\),
\[
\|(u, w) - P_h(u, w)\|_{H^1} \lesssim h^r \|(u, w) - P_h(u, w)\|_H. 
\] (3.20)

**Proof.** Combining (3.14) with (3.19), we know
\[
\|(u, w) - P_h(u, w)\|_{H^1} = \|(u - P_h^1 u, w - P_h^1 w)\|_{H^1} \\
= \|u - P_h^1 u\|_1 + \|w - P_h^1 w\|_0 \lesssim h^{r_1} \|u - P_h^1 u\|_2 + h^{r_2} \|w - P_h^1 w\|_1 \\
\lesssim h^r (\|u - P_h^1 u\|_2 + \|w - P_h^1 w\|_1) = h^r \|(u, w) - P_h(u, w)\|_H.
\]

The proof is complete.

**Theorem 3.5.** Suppose that (C1), (C2), (A1) and (A2) are valid, and \( n \in W^{2,\infty}(\Omega), r \in (0, 1] \). Then
\[
\hat{\theta}(R(E), R(E_h))_1 \lesssim h^r \varepsilon_h(\lambda). 
\] (3.21)

Let \( \lambda_h \) be the eigenvalue of (2.18) which converges to \( \lambda \), and let \((u_h, w_h)\) with \( \|(u_h, w_h)\|_A = 1 \) be an eigenfunction associated with \( \lambda_h \), then there exists eigenfunction \((u, w)\) corresponding to \( \lambda \), such that
\[
\|(u_h, \omega_h) - (u, \omega)\|_{H^1} \lesssim (h^r \varepsilon_h(\lambda))^{\frac{1}{r}}. 
\] (3.22)
Proof. In $R(E)$ the norm $\parallel \cdot \parallel_H$ is equivalent to the norm $\parallel \cdot \parallel_{H_1}$, and $TR(E) \subset R(E)$, referring to (3.20) we know that

$$\|(T - T_h)|_{R(E)}\|_{H_1} = \sup_{(u,w) \in R(E)} \frac{\|T(u,w) - T_h(u,w)\|_{H_1}}{\|(u,w)\|_{H_1}} \leq \sup_{(u,w) \in R(E)} \frac{\|T(u,w) - P_hT(u,w)\|_{H}}{\|(u,w)\|_{H}} = h^r \sup_{(u,w) \in R(E)} \frac{\|T(u,w) - P_hT(u,w)\|_{H_1}}{\|T(u,w)\|_{H}} \leq h^r \varepsilon_h(\lambda).$$

Combining Theorem 3.1 with Theorem 7.1 in [18], we get

$$\hat{\theta}(R(E), R(E_h))_1 \lesssim \|(T - T_h)|_{R(E)}\|_{H_1} \lesssim h^r \varepsilon_h(\lambda).$$

And from Theorem 7.4 in [18] we have

$$\|u_h - u\|_{H_1} \lesssim \|(T - T_h)|_{R(E)}\|_{H_1}^{\frac{1}{2}} \lesssim (h^r \varepsilon_h(\lambda))^{\frac{1}{2}}. $$

So we complete the proof.

If we take the same method in this section, we can deduce the error estimates of finite element approximation for the dual problem (2.14), the following results can be easily get

(3.23)

$$\|(u^*_h, \omega^*_h) - (u^*, \omega^*)\|_H \lesssim \varepsilon_h^*(\lambda^*)^{\frac{1}{2}},$$

(3.24)

$$\|(u^*_h, \omega^*_h) - (u^*, \omega^*)\|_{H_1} \lesssim (h^r \varepsilon_h^*(\lambda^*))^{\frac{1}{2}}.$$

4 A mixed-element two-grid discretization

Now we use the two-grid discretization to deal with the transmission eigenvalues problem and consider its error estimates.

Definition 4.1. $\forall (v, z), (v^*, z^*) \in H, B((v, z), (v^*, z^*)) \neq 0$, define

$$A((v, z), (v^*, z^*)) = B((v, z), (v^*, z^*))$$

as the generalized Rayleigh quotient of $(v, z)$ and $(v^*, z^*)$.

Now take three steps to achieve the two-grid discretization.

Step 1. Solve (2.18) on a coarse grid $\pi_H$: Find $\lambda_H \in \mathbb{C}, (u_H, w_H) \in H_H$ such that $\|(u_H, w_H)\|_A = 1$ and

$$\lambda_H A((u_H, w_H), (v, z)) = B((u_H, w_H), (v, z)), \quad \forall (v, z) \in H_H.$$
and find \((u_H^*, w_H^*) \in R(E^*_H)\) with \(\|(u_H^*, w_H^*)\|_A = 1\) such that \(B((u_H, w_H), (u_H^*, w_H^*))\) has a positive lower bound uniformly with respect to \(H\).

**Step 2.** Solve two linear boundary value problems on a fine grid \(\pi_h\): Find \((u^h, w^h) \in H_h\) such that

\[
\lambda_H A((u^h, w^h), (v, z)) = B((u_H, w_H), (v, z)), \quad \forall (v, z) \in H_h,
\]

and find \((u^{h*}, w^{h*}) \in H_h\) such that

\[
\lambda_H A((v, z), (u^{h*}, w^{h*})) = B((v, z), (u_H^*, w_H^*)), \quad \forall (v, z) \in H_h.
\]

**Step 3.** Compute the generalized Rayleigh quotient

\[
(\lambda^h)^{-1} = \frac{A((u^h, w^h), (u^{h*}, w^{h*}))}{B((u^h, w^h), (u^{h*}, w^{h*}))}
\]

Thanks to [17] we get the following lemma.

**Lemma 4.1.** Let \((u_H^-, w_H^-)\) be the orthogonal projection of \((u_H, w_H)\) to \(R(E^*_H)\) in the sense of inner product \(A(\cdot, \cdot)\), and let

\[
(u_H^*, w_H^*) = \frac{(u_H^-, w_H^-)}{\|(u_H^-, w_H^-)\|_A}.
\]  

(4.1)

Then \(|B((u_H, w_H), (u_H^*, w_H^*))|\) has a positive lower bound uniformly with respect to \(H\).

And referring to [13] [17] [18], we have the lemma as follow:

**Lemma 4.2.** Let \((\lambda, u, w)\) and \((\lambda^*, u^*, w^*)\) be the eigenpair of (2.10) and (2.14), respectively. Then, \(\forall (v, z), (v^*, z^*) \in H, B((v, z), (v^*, z^*)) \neq 0\), the generalized Rayleigh quotient satisfies

\[
\frac{A((v, z), (v^*, z^*))}{B((v, z), (v^*, z^*))} - \lambda^{-1} = \frac{A((v, z) - (u, w), (v^*, z^*) - (u^*, w^*))}{B((v, z) - (u, w), (v^*, z^*) - (u^*, w^*))} - \lambda^{-1}\frac{B((v, z) - (u, w), (v^*, z^*) - (u^*, w^*))}{B((v, z), (v^*, z^*))}.
\]  

(4.2)

**Theorem 4.3.** Let \(\lambda_H, (u_H, w_H), (u_H^*, w_H^*), \lambda^h, (u^h, w^h), (u^{h*}, w^{h*})\) be the numerical eigenpairs obtained by the procedure of two-grid discretization and let \(\lambda\) be the eigenvalue of (2.10) which is approximated by \(\lambda_H\). Assume that the ascents of both \(\lambda\) and \(\lambda_H\) are equal to 1, and (C1), (C2), (A1), (A2) are valid, \(n \in W^{2,\infty}(\Omega)\). Then there exists \((u, w) \in R(E)\) and \((u^*, w^*) \in R(E^*)\) such that when \(H\) is properly small there hold

\[
\|(u^h, w^h) - (u, w)\|_H \lesssim H^r \varepsilon_H(\lambda) + \varepsilon_h(\lambda),
\]  

(4.3)

\[
\|(u^{h*}, w^{h*}) - (u^*, w^*)\|_H \lesssim H^r \varepsilon_H^*(\lambda^*) + \varepsilon_h^*(\lambda^*),
\]  

(4.4)

\[
|\lambda^h - 1| \lesssim \{H^r \varepsilon_H(\lambda) + \varepsilon_h(\lambda)\}\{H^r \varepsilon_H^*(\lambda^*) + \varepsilon_h^*(\lambda^*)\},
\]  

(4.5)

where \(r \in (0, 1]\).
Then using Theorem 3.5 we can derive that

\begin{align*}
|\lambda^{-1}(u, w)| &\leq \frac{\lambda^{-1}(u, w)}{|\lambda^{-1}(\lambda_H)(u_H, w_H)|} - \frac{\lambda^{-1}(u, w)}{|\lambda^{-1}(\lambda_H)(u_H, w_H)|} \\
&\leq \inf_{(v, z) \in R(E)} \|\lambda^{-1}(\lambda_H)(u_H, w_H)\| H_1 - \|v, z\| H_1 \\
&\lesssim \tilde{\theta}(R(E), R(E_h))_1.
\end{align*}

Note that \((u, w)\) is also the eigenfunction in \(R(E)\) which leads that \((u, w) = \lambda^{-1}T(u, w)\). The definition of the continuous linear operator \(T_h : H_1 \to H_h\) implies us

\begin{align*}
\|\lambda^{-1}T_h(u_H, w_H) - \lambda^{-1}T_h(u, w)\| H_1 &\lesssim \|\lambda^{-1}(u_H, w_H) - \lambda^{-1}(u, w)\| H_1.
\end{align*}

Then using Theorem 3.5 we can derive that

\begin{align*}
\|((u^h, w^h) - (u, w))\| H &\leq \|\lambda^{-1}T_h(u_H, w_H) - \lambda^{-1}T_h(u, w)\| H \\
&\leq \|\lambda^{-1}T_h(u_H, w_H) - \lambda^{-1}T_h(u, w)\| H_1 + \|\lambda^{-1}T_h(u, w) - \lambda^{-1}T(u, w)\| H \\
&\lesssim \tilde{\theta}(R(E), R(E_h))_1 + \varepsilon_h(\lambda) \\
&\lesssim H^\varepsilon_H(\lambda) + \varepsilon_h(\lambda).
\end{align*}

Now we complete the proof of (4.3), and using the same method we can prove (4.4). From (4.2), we have

\begin{align*}
|\lambda^{-1} - \lambda^{-1}| &\leq \frac{A((u^h, w^h) - (u, w), (u^{hs}, w^{hs}) - (u^*, w^*))}{B((u^h, w^h), (u^{hs}, w^{hs}))} \\
&\quad - \frac{\lambda^{-1}B((u^h, w^h) - (u, w), (u^{hs}, w^{hs}) - (u^*, w^*))}{B((u^h, w^h), (u^{hs}, w^{hs}))} \\
&\leq \frac{A((u^h, w^h) - (u, w), (u^{hs}, w^{hs}) - (u^*, w^*))}{B((u^h, w^h), (u^{hs}, w^{hs}))} \\
&\quad + |\lambda^{-1}B((u^h, w^h) - (u, w), (u^{hs}, w^{hs}) - (u^*, w^*))| \\
&\lesssim \frac{\|((u^h, w^h) - (u, w))\| A\|((u^{hs}, w^{hs}) - (u^*, w^*))\| A}{B((u^h, w^h), (u^{hs}, w^{hs}))} \\
&\quad + \frac{\|((u^h, w^h) - (u, w))\| H_1\|((u^{hs}, w^{hs}) - (u^*, w^*))\| H_1}{B((u^h, w^h), (u^{hs}, w^{hs}))} \\
&\lesssim \frac{\|((u^h, w^h) - (u, w))\| H\|((u^{hs}, w^{hs}) - (u^*, w^*))\| H}{B((u^h, w^h), (u^{hs}, w^{hs}))}.
\end{align*}

\begin{align*}
B((u^h, w^h), (u^{hs}, w^{hs})) &= B((u^h, w^h), (u^{hs}, w^{hs})) - B((u, w), (u^*, w^*)) \\
&\quad + B((u, w), (u^*, w^*)) - B((u_H, w_H), (u_H^*, w_H^*)) + B((u_H, w_H), (u_H^*, w_H^*)).
\end{align*}
We know that \((u^h, w^h)\) and \((u_H, w_H)\) approximate the same eigenfunction \((u, w)\), \((u^{h*}, w^{h*})\) and \((u^*_H, w^*_H)\) approximate the same adjoint eigenfunction \((u^*, w^*)\), and \(|B((u_H, w_H), (u^*_H, w^*_H))|\) has a positive lower bound uniformly with respect to \(H\). So
\[
|\{(\lambda^h)^{-1} - \lambda^{-1}\}| \lesssim \frac{\|(u^h, w^h) - (u, w)\|_H}{B((u^h, w^h), (u^{h*}, w^{h*}))} \cdot \|(u^{h*}, w^{h*}) - (u^*, w^*)\|_H.
\]

Referring to (4.3) and (4.4) we get (4.5).

**Corollary 4.4.** Assume that the conditions of Theorem 4.3 hold, and \(R(E), R(E^*) \subseteq H \cap (H^{2+\sigma_1}(\Omega) \times H^{2+\sigma_2}(\Omega))\). Then \(\{4.3\}, \{4.5\}\) hold with
\[
\varepsilon_H(\lambda) \leq H^*, \varepsilon_H^*(\lambda) \leq H^*, \varepsilon_h(\lambda) \leq h^*, \varepsilon_h^*(\lambda) \leq h^*, \sigma = \min\{\sigma_1, \sigma_2\}. \quad (4.6)
\]

## 5 Numerical results

Now we show some examples in the last section. The numerical results of finite element discretization and two-grid discretization are both presented in our experiment. In this section, \(X_h \in H^2_0(\Omega)\) consists of BFS element, \(Y_h \in H^2_0(\Omega)\) consists of biquadratic Lagrange element. Let \(\{\phi_i\}_{i=1}^{N_h}\) be the basis for \(X_h\) and \(\{\psi_i\}_{i=1}^{M_h}\) be the basis for \(Y_h\). We define the following matrices

| Matrix | Dimension | Definition |
|--------|-----------|------------|
| \(A^1\) | \(N_h \times N_h\) | \(A^1_{ij} = (\Delta \phi_j, \Delta \phi_i)_{n-1}\) |
| \(A^2\) | \(M_h \times M_h\) | \(A^2_{ij} = (\nabla \psi_j, \nabla \psi_i)\) |
| \(S^1\) | \(N_h \times N_h\) | \(S^1_{ij} = (\phi_j, \Delta \phi_i)_{n-1}\) |
| \(S^2\) | \(N_h \times N_h\) | \(S^2_{ij} = (\Delta \phi_j, n\phi_i)_{n-1}\) |
| \(R\) | \(M_h \times M_h\) | \(R_{ij} = (\nabla \psi_j, \nabla \psi_i)\) |
| \(M\) | \(M_h \times M_h\) | \(M_{ij} = (n \phi_j, \psi_i)_{n-1}\) |

Then the finite element approximation \(\{2.18\}\) and its dual conjugated problem can be written as follows (see [7]):
\[
\lambda_h \left( A^1 \begin{array}{c} 0 \\ 0 \end{array} \right) \begin{pmatrix} u \\ w \end{pmatrix} = - \left( S^1 + S^2 \begin{array}{c} -R \\ M \end{array} \right) \begin{pmatrix} u \\ w \end{pmatrix}, \quad (5.1)
\]
\[
\lambda_h \left( \begin{array}{c} A^1 \\ 0 \end{array} \right) \left( \begin{array}{c} u^* \\ w^* \end{array} \right) = - \left( S^1 + S^2 \begin{array}{c} -R \\ M \end{array} \right) \left( \begin{array}{c} u^* \\ w^* \end{array} \right), \quad (5.2)
\]

where \(u = (u_1, \cdots, u_{N_h})^T\) and \(w = (w_1, \cdots, w_{M_h})^T\) such that \(u_h = \sum_{i=1}^{N_h} u_i \phi_i\) and \(w_h = \sum_{i=1}^{M_h} w_i \psi_i\) \((u^*\) and \(w^*\) are similar to \(u\) and \(w\)). We use the Matlab eigs command to compute the eigenvalues and the eigenfunctions.

As for two-grid discretization, we assemble the following matrices:
\[
\lambda_H \left( A^1 \begin{array}{c} 0 \\ 0 \end{array} \right) \begin{pmatrix} u_h \\ w_h \end{pmatrix} = - \left( S^1 + S^2 \begin{array}{c} -R \\ M \end{array} \right) \begin{pmatrix} u_h \\ w_h \end{pmatrix}, \quad (5.3)
\]
Table 1: The eigenvalues on the unit square, \( n = 16 \).

| \( j \) | \( H \) | \( h \) | \( k_{j,H} \) | \( k_{j,h} \) | \( k_j^h \) |
|--------|--------|--------|-------------|-------------|-------------|
| 1      | \( \sqrt{2} \) | \( 2 \) | 1.8853376219 | 1.879696028 | 1.8796663603 |
| 1      | \( \sqrt{2} \) | \( 8 \) | 1.8800198464 | 1.879592802 | 1.879591892 |
| 1      | \( \sqrt{2} \) | \( 16 \) | 1.8796196028 | 1.879591286 | 1.879591180 |
| 1      | \( \sqrt{2} \) | \( 32 \) | 1.8796196028 | 1.879591286 | 1.879591180 |
| 1      | \( \sqrt{2} \) | \( 64 \) | 1.8796196028 | 1.879591286 | 1.879591180 |
| 1      | \( \sqrt{2} \) | \( 128 \) | 1.8796196028 | 1.879591286 | 1.879591180 |
| 1      | \( \sqrt{2} \) | \( 256 \) | 1.8796196028 | 1.879591286 | 1.879591180 |
| 2      | \( \sqrt{2} \) | \( 4 \) | 2.4663673974 | 2.444361679 | 2.4452943055 |
| 2      | \( \sqrt{2} \) | \( 8 \) | 2.4461052685 | 2.442734340 | 2.442366150 |
| 2      | \( \sqrt{2} \) | \( 16 \) | 2.4442441026 | 2.442361033 | 2.442361438 |
| 2      | \( \sqrt{2} \) | \( 32 \) | 2.44361792 | 2.442361014 | 2.442361033 |
| 2      | \( \sqrt{2} \) | \( 64 \) | 2.44361792 | 2.442361014 | 2.442361033 |
| 2      | \( \sqrt{2} \) | \( 128 \) | 2.44361792 | 2.442361014 | 2.442361033 |
| 2      | \( \sqrt{2} \) | \( 256 \) | 2.44361792 | 2.442361014 | 2.442361033 |

\[
\lambda_H \left( \begin{array}{cc} A_1 & 0 \\ 0 & A_2 \end{array} \right) \left( \begin{array}{c} u_h^H \\ w_h^* \end{array} \right) = \left( \begin{array}{cc} S^1 + S^2 & -R \\ M & 0 \end{array} \right) \left( \begin{array}{c} u_H^* \\ w_H^* \end{array} \right). \tag{5.4}
\]

The final purpose is to find the scalar \( k \in \mathbb{C} \), therefore we use some symbols marking the values we get from our numerical experiment:

- \( k_{j,H} = \frac{1}{\sqrt{\lambda_{j,H}}} \): the \( j \)-th eigenvalue of (2.18) on \( \pi_H \),
- \( k_{j,h} = \frac{1}{\sqrt{\lambda_{j,h}}} \): the \( j \)-th eigenvalue of (2.18) on \( \pi_h \),
- \( k_j^h = \frac{1}{\sqrt{\lambda_j^h}} \): the \( j \)-th eigenvalue via the procedure of two-grid discretization.

We implement all computations using MATLAB 2012a on a Dell notebook PC with 16G memory. Our program is compiled under the package of iFEM [25].

**Example 1.** We chose the unit square \( \Omega = (\frac{-1}{2}, \frac{1}{2}) \times (\frac{-1}{2}, \frac{1}{2}) \) and consider the function \( n(x) = 16 \) and \( n(x) = 8 + x_1 - x_2 \) since we can then compare the results computed here with the other literature. In addition, we add a computing example \( n(x) = 8 + 4|x| \) in the unit square.

From Tables 1-2 we see that our results are the same as the numerical results in [17]. Tables 1-3 tell us both traditional computational method and two-grid discretization have fast rates of convergence, and achieve the same convergence order in computing the eigenvalues. We also find that for real eigenvalues, as \( h \)}
Table 2: The eigenvalues on the unit square, $n = 8 + x_1 - x_2$.

| $j$ | $H$ | $h$ | $k_{j,H}$ | $k_{j,h}$ | $k_j^2$ |
|-----|-----|-----|-----------|-----------|---------|
| 1   |     |     | 2.8377800453 | 2.8222600331 | 2.8223680171 |
| 1   |     |     | 2.8223753032 | 2.8221938157 | 2.8221943214 |
| 1   |     |     | 2.8222600331 | 2.8221896223 | 2.8221896244 |
| 1   |     |     | 2.8222600331 | 2.8221895384 | 2.8221893606 |
| 1   |     |     | 2.8221938157 | 2.8221893421 | 2.8221893420 |
| 2   |     |     | 3.5767095970 | 3.5389113678 | 3.5413242169 |
| 5,6 |     |     | 4.4421169489 | 4.466278055 | 4.4975272996 |
|     |     |     | ±0.8175028917i | ±0.8718292888i | ±0.865562063i |
| 2   |     |     | 3.5418934854 | 3.5387103645 | 3.5387154444 |
| 5,6 |     |     | 4.4966139921 | 4.4965576676 | 4.4964873836 |
|     |     |     | ±0.8766783148i | ±0.8715036461 | ±0.8715549008 |
| 2   |     |     | 3.5389113678 | 3.5386975540 | 3.5386977744 |
| 5,6 |     |     | 4.4966278055 | 4.4965519778 | 4.4965519568 |
|     |     |     | ±0.87618292888i | ±0.8714831489 | ±0.8714833311 |
| 2   |     |     | 3.5389113678 | 3.5386967489 | 3.5386969986 |
| 5,6 |     |     | 4.4965519559 | 4.4965519536 | 4.4965519547 |
|     |     |     | ±0.8715036461i | ±0.8714817861 | ±0.8714817865 |

Table 3: The eigenvalues on the unit square, $n = 8 + 4|x|$.

| $j$ | $H$ | $h$ | $k_{j,H}$ | $k_{j,h}$ | $k_j^2$ |
|-----|-----|-----|-----------|-----------|---------|
| 1   |     |     | 2.6153609845 | 2.6036641359 | 2.6037141997 |
| 1   |     |     | 2.6044614497 | 2.6036117648 | 2.603612672 |
| 1   |     |     | 2.6036641359 | 2.6036084278 | 2.6036081300 |
| 1   |     |     | 2.6036641359 | 2.6036082152 | 2.6036082174 |
| 1   |     |     | 2.6036117648 | 2.6036082015 | 2.6036082016 |
| 2,3 |     | 2.3 | 3.3100272777 | 3.2863070722 | 3.287630633 |
| 2,3 |     | 2.3 | 3.288679496 | 3.2861317830 | 3.286137926 |
| 2,3 |     | 2.3 | 3.2863070722 | 3.2861205736 | 3.286120596 |
| 2,3 |     | 2.3 | 3.2863070722 | 3.2861198684 | 3.2861198936 |
| 2,3 |     | 2.3 | 3.2861317830 | 3.2861198243 | 3.2861198235 |
| 4   |     |     | 3.8113648152 | 3.7967178330 | 3.798024033 |
| 4   |     |     | 3.7987461560 | 3.7965708629 | 3.7965804312 |
| 4   |     |     | 3.7967178330 | 3.7965612849 | 3.7965613281 |
| 4   |     |     | 3.7967178330 | 3.7965606792 | 3.7965607226 |
| 4   |     |     | 3.7965708629 | 3.7965606412 | 3.7965606413 |
Figure 1: Relative error curves on the unit square with $n = 16$

Figure 2: Relative error curves on the unit square with $n = 8 + x_1 - x_2$
Figure 3: Relative error curves on the unit square with $n = 8 + 4|x|$

Table 4: The eigenvalues on the L-shaped domain, $n = 16$.

| $j$ | $H$ | $h$ | $k_{j,H}$ | $k_{j,h}$ | $k_h^i$ |
|-----|-----|-----|-----------|-----------|--------|
| 1   | 1.496809397 | 1.4802425308 | 1.4806917664 |
| 1   | 1.4850588790 | 1.478045044 | 1.478125377 |
| 1   | 1.4802425308 | 1.477011526 | 1.477099626 |
| 1   | 1.478045044 | 1.4765287608 | 1.476527848 |
| 1   | 1.478045044 | — | 1.4763971753 |
| 2   | 1.5755693911 | 1.5698997470 | 1.569924378 |
| 2   | 1.5705428361 | 1.5697715392 | 1.569719333 |
| 2   | 1.5698997470 | 1.5697385282 | 1.56973527 |
| 2   | 1.5697715392 | 1.5697386308 | 1.56973537 |
| 2   | 1.5697715392 | — | 1.569726719 |
| 3   | 1.7158442839 | 1.7061791095 | 1.705782065 |
| 3   | 1.7077892476 | 1.7055794987 | 1.705517631 |
| 3   | 1.7061791095 | 1.7052949847 | 1.7052821504 |
| 3   | 1.7055794987 | 1.7051612774 | 1.7051584514 |
| 3   | 1.7055794987 | — | 1.7050946832 |
| 4   | 1.787137125 | 1.7831474550 | 1.7831764131 |
| 4   | 1.7834444240 | 1.7832107586 | 1.783207597 |
| 4   | 1.7831474550 | 1.7831121038 | 1.783110947 |
| 4   | 1.7831207586 | 1.7831163288 | 1.7831163281 |
| 4   | 1.7831207586 | — | 1.7831163130 |
Table 5: The eigenvalues on the L-shaped domain, $n = 8 + x_1 - x_2$.

| $j$ | $H = 1$ | $h$ | $k_{j,H}$ | $k_{j,h}$ | $k^2$ |
|-----|--------|-----|-----------|-----------|------|
| 1   | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.3273092209 | 2.3069609372 | 2.3077590615 |
| 1   | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.3126825597 | 2.3043812480 | 2.304505243 |
| 1   | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.3069609372 | 2.302153953 | 2.302156195 |
| 1   | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.3043812480 | 2.3026187675 | 2.302623111 |
| 1   | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.3043812480 | — | 2.3023645323 |
| 2   | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.4080210782 | 2.3960501482 | 2.396193118 |
| 2   | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.3973860151 | 2.3957859638 | 2.395876865 |
| 2   | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.3960501482 | 2.3957181881 | 2.395782403 |
| 2   | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.3957859638 | 2.3956993970 | 2.3956994013 |
| 2   | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.3957859638 | — | 2.3956940981 |
| 5,6 | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.9007574473 | 2.9272578941 | 2.9226353850 |
| 5,6 | $\frac{1}{4}$ | $\frac{1}{8}$ | ±0.6019761082i | ±0.5686107059i | ±0.5684665341i |
| 5,6 | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.9290487145 | 2.9272578941 | 2.9249315763 |
| 5,6 | $\frac{1}{4}$ | $\frac{1}{8}$ | ±0.5742896976i | ±0.5664393903i | ±0.5664545461i |
| 5,6 | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.9272578941 | 2.9249315763 | 2.9245399519 |
| 5,6 | $\frac{1}{4}$ | $\frac{1}{8}$ | ±0.5686107059i | ±0.5654937271i | ±0.5654547602i |
| 5,6 | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.9257100894 | 2.9245399519 | 2.9243585119 |
| 5,6 | $\frac{1}{4}$ | $\frac{1}{8}$ | ±0.5664339303i | ±0.5649922199i | ±0.5649922074i |
| 5,6 | $\frac{1}{4}$ | $\frac{1}{8}$ | 2.9257100894 | — | 2.9243585119 |
| 5,6 | $\frac{1}{4}$ | $\frac{1}{8}$ | ±0.5664339303i | ±0.5647798350i | ±0.5647798350i |

Figure 4: Relative error curves on the L-shaped domain with $n = 16$. 
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Table 6: The eigenvalues on the L-shaped domain, $n = 8 + 4|x|$.  

| $j$ | $H$ | $h$ | $k_{j,H}$ | $k_{j,h}$ | $k_h^j$ |
|-----|-----|-----|-----------|-----------|--------|
| 1   |     |     | 1.8901335914 | 1.8737882252 | 1.8742672861 |
| 1   |     |     | 1.8784255776 | 1.8716730328 | 1.8717681399 |
| 1   |     |     | 1.8737882252 | 1.8706818414 | 1.8707028764 |
| 1   |     |     | 1.8716730328 | 1.8702153831 | 1.8702200612 |
| 1   |     |     | 1.8716730328 | —           | 1.8700019875 |
| 2   |     |     | 2.006347086 | 1.9980861736 | 1.9981277663 |
| 2   |     |     | 1.9990284890 | 1.9978995077 | 1.9978999562 |
| 2   |     |     | 1.9980861736 | 1.9978514092 | 1.9978514411 |
| 2   |     |     | 1.9978995077 | 1.9978380258 | 1.9978380285 |
| 2   |     |     | 1.9978995077 | —           | 1.9978342423 |
| 3   |     |     | 2.1999897619 | 2.1946361010 | 2.1946838299 |
| 3   |     |     | 2.1950294577 | 2.1946045829 | 2.1946047250 |
| 3   |     |     | 2.1946361010 | 2.1946010623 | 2.1946010528 |
| 3   |     |     | 2.1946045829 | 2.1946004195 | 2.1946004187 |
| 3   |     |     | 2.1946045829 | —           | 2.1946002595 |
| 4   |     |     | 2.2917609881 | 2.2632424103 | 2.2626212924 |
| 4   |     |     | 2.2677627165 | 2.261497394 | 2.261530804 |
| 4   |     |     | 2.2632424103 | 2.2606409892 | 2.2606589214 |
| 4   |     |     | 2.261497394 | 2.2602536398 | 2.2602586660 |
| 4   |     |     | 2.261497394 | —           | 2.2600736729 |

Figure 5: Relative error curves on the L-shaped domain with $n = 8 + x_1 - x_2$.  
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Figure 6: Relative error curves on the L-shaped domain with $n = 8 + 4|x|$

decreases gradually, $k_{j,h}$ and $k^h_j$ decrease simultaneously to approximate to the exact solution. So we have reason to believe that the two-grid discretization is efficient. It’s worthwhile to note that $r = 1$ and $(u, w) \in H^1_0 \times H^1_0(\Omega)$ on unite square according to the regularity theory. When the ascent $\alpha = 1$, based on (3.5) and (3.9), convergence order of eigenvalue approximation $k_{j,h}$ is 4; according to (4.5) and (4.6), while $H^3 \lesssim h^2$, we also can make the convergence order of $k^h_j$ achieving 4. Using $k_1, \sqrt{256}$ as the exact value $k_1$, we plot relative error curves. As expected, Figures 1-3 tell us the convergence order satisfies the conclusion we get above.

Example 2. We consider the L-shaped domain $\Omega = (-1,1) \times (-1,1) \setminus ([0,1] \times [-1,0])$ with the function $n(x) = 16$, $u(x) = 8 + x_1 - x_2$ and $n(x) = 8 + 4|x|$. The numerical results are presented in Tables 4-6. We find that when $h = \sqrt{256}$, the finite element discretization method is out of memory during computing, but the two-grid discretization method can finish the computational mission successfully. We infer it is due to the eigs command which may occupy much more physical memory. Therefore we believe the two-grid discretization is more advantage than the traditional one. Taking $k_1, \sqrt{256}$ as the exact value $k_1$, we plot relative error curves. Figures 4-6 suggest that the convergence rates are slow relatively since the smoothness of functions $(u, w)$ is weak for the L-shaped domain.
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