A SHARPENED STRICHARTZ INEQUALITY FOR RADIAL FUNCTIONS
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Abstract. We prove a new sharpened version of the Strichartz inequality for radial solutions of the Schrödinger equation in two dimensions. We establish an improved upper bound for functions that nearly extremize the inequality, with a negative second term that measures the distance from the initial data to Gaussians.

1. Introduction

Let \( 2 \leq p, q \leq \infty \) satisfy \( \frac{d}{p} + \frac{2}{q} = \frac{d}{2} \) and \( (p, q, d) \neq (\infty, 2, 2) \). The Strichartz estimate for the Schrödinger equation (see [18, Theorem 2.3]) states that there exists a constant \( C > 0 \) such that
\[
\|u(x, t)\|_{L^p(\mathbb{R}^d, dx)} \|u(x, t)\|_{L^q(\mathbb{R}, dt)} \leq C \|f(x)\|_{L^2(\mathbb{R}^d, dx)},
\]
for all \( f \in L^2(\mathbb{R}^d) \), where \( u(x, t) \) is the solution of the Schrödinger equation in \( \mathbb{R}^d \)
\[
\begin{aligned}
\partial_t u(x, t) &= i\Delta u(x, t), \\
u(x, 0) &= f(x).
\end{aligned}
\]
Letting
\[
C(p, q, d) = \sup_{f \neq 0} \frac{\|u(x, t)\|_{L^p(\mathbb{R}^d, dx)} \|u(x, t)\|_{L^q(\mathbb{R}, dt)}}{\|f(x)\|_{L^2(\mathbb{R}^d, dx)}},
\]
we say that a function \( f \neq 0 \) maximizes (1) if it realizes the supremum at (2). It is conjectured that a function \( f \) maximizes (1) if and only if it has the form \( Ae^{-B|x|^2+v \cdot x} \), where \( A, B \in \mathbb{C}, \text{Re} B > 0 \) and \( v \in \mathbb{C}^d \). If that is the case, it is then easy to show that \( C(p, q, d) = [p^{-1/2}2^{1/p-1/4}]^d \).

This long-standing conjecture still is largely open, but for some few even exponents (where some extra structure emerges) it is known to be true. The first to prove this conjecture for \( (p, q, d) \in \{(6, 6, 1); (4, 4, 2)\} \) was Foschi [10]. Hundertmark and Zharnitsky [14] also gave an alternative proof for these two cases. Later on, Carneiro [5] and Bennett, Bez, Carbery and Hundertmark [4] gave other alternative proofs for these cases, including in addition the new case \( (p, q, d) = (4, 8, 1) \).

The present author also gave recently a new proof for all these exponents in [11], where the novelty was the use of orthogonal polynomial expansions to transform
the desired sharp estimate into a series of finite-dimensional sharp inequalities for matrices that can be solved by generating functions techniques. It was already noticed in [11, Appendix] that the case \((p, q, d) = (4, 4, 2)\) is special in some way (for instance, the matrices that appear here are doubly stochastic) and that something more could be said in this situation.

It is worth mentioning that orthogonal polynomials have been used to produce sharp estimates in Harmonic Analysis in several instances. The first most notorious and original use was in Beckner’s thesis [2], where he proved the sharp Hausdorff-Young inequality using Hermite polynomial expansions. More recently, Foschi [9] used spherical harmonics and Gegenbauer polynomials in his proof of the sharp Tomas-Stein adjoint Fourier restriction inequality for the sphere. Later on, this strategy was extended by Carneiro and Oliveira e Silva [6] for other dimensions and even exponents. Smoothing estimates for a general class of Schrödinger operators were also produced in [3] using Gegenbauer polynomials.

Inspired by the work of Christ [7], in the present paper we prove a sharpened version of the Strichartz inequality for radial functions and exponents \((p, q, d) = (4, 4, 2)\) by performing a near-extremizer analysis that allow us to relate the distance from an extremizer (a Gaussian) to the inequality itself.

1.1. Main results. We will be only focused on the sharp Strichartz estimate \([1]\) with exponents \((p, q, d) = (4, 4, 2)\) and for this reason we state it explicitly: If \(u(x, t)\) solves (SE) with initial data \(f \in L^2(\mathbb{R}^2)\) then

\[
\|u\|_{L^4(\mathbb{R}^2 \times \mathbb{R})} \leq \frac{1}{\sqrt{2}} \|f\|_{L^2(\mathbb{R}^2)},
\]

and equality is attained if and only if \(f(x) = Ae^{-B|x|^2 + v \cdot x},\) where \(A, B \in \mathbb{C},\) \(\text{Re} B > 0\) and \(v \in \mathbb{C}^2.\)

We say that a function \(x \in \mathbb{R}^d \mapsto f(x)\) is radial if it depends only on \(|x|\), where \(|x|\) is the Euclidean norm of \(x\). We denote by \(L^2_{\text{rad}}(\mathbb{R}^d)\) the space of radial functions in \(L^2(\mathbb{R}^d)\). Also, for a function \(g \in L^2(\mathbb{R}^d)\) and a family of functions \(\mathcal{F} \subset L^2(\mathbb{R}^d)\) we define

\[
\text{Dist}_{L^2(\mathbb{R}^d)}(g, \mathcal{F}) = \inf \{ \|g - f\|_{L^2(\mathbb{R}^d)} : f \in \mathcal{F} \}.
\]

We simply write \(\text{Dist}(g, \mathcal{F})\) when it is clear by the context that this supposed to be calculated in \(L^2(\mathbb{R}^d)\). We now state the main result of this paper, which is a sharpening of \([8]\).

**Theorem 1.** Let \(f \in L^2_{\text{rad}}(\mathbb{R}^2)\) and let \(u(x, t)\) solve (SE) with initial data \(f\). There exists an universal constant \(\gamma > 0\) such that

\[
\|u\|_{L^4(\mathbb{R}^2 \times \mathbb{R})} \leq \frac{1}{\sqrt{2}} \|f\|_{L^2(\mathbb{R}^2)} \left[ 1 - \gamma \frac{\text{Dist}^2_{L^2(\mathbb{R}^4)}(f \otimes f, L^2_{\text{rad}}(\mathbb{R}^4))}{\|f\|_{L^2(\mathbb{R}^2)}} \right]^{1/4},
\]

where \(f \otimes f(x, y) = f(x)f(y)\) for \((x, y) \in \mathbb{R}^2 \times \mathbb{R}^2.\)

**Remarks.**
(1) We prove the above inequality with $\gamma = 4\pi^{-2}$, however we believe it can be improved a little and it should hold with $\gamma = 3/4$, which is best possible (see the remark after Theorem 3).

(2) The result [14] Theorem 1.3 implies that

$$\frac{1}{4}\|f\|_{L^2(\mathbb{R}^2)}^4 - \|u\|_{L^2(\mathbb{R}^2 \times \mathbb{R})}^4 = \frac{1}{4}\text{Dist}^2(f \otimes f, L^2_{u,v}(\mathbb{R}^4)),$$

where $L^2_{u,v}(\mathbb{R}^4)$ is the subspace of functions invariant under rotations that fix the directions $u = (1, 0, 1, 0)$ and $v = (0, 1, 0, 1)$. In this way, our result can be interpret as

$$\text{Dist}(f \otimes f, L^2_{u,v}(\mathbb{R}^4)) \gtrsim \text{Dist}(f \otimes f, L^2_{rad}(\mathbb{R}^4))$$

for radial $f$.

In [13] Theorem 1, Christ shows a quantitative relation between the distance of $f \otimes f$ to the subspace of radial functions and the distance to radial Gaussians. It can be deduce from this result that

$$\text{Dist}_{L^2(\mathbb{R}^2)}(f \otimes f, L^2_{rad}(\mathbb{R}^4)) \approx \|f\|_{L^2(\mathbb{R}^4)} \text{Dist}_{L^2(\mathbb{R}^4)}(f, \mathcal{G}),$$

where the implied constants (from above and below) depend only on the dimension $d$. Above

$$\mathcal{G} = \{ae^{-b|x|^2} : a, b \in \mathbb{C}, \text{Re} b > 0\}$$

is the space of radial Gaussians in $\mathbb{R}^d$. In particular, we obtain the following corollary.

**Corollary 2.** Let $f \in L^2_{rad}(\mathbb{R}^2)$ and let $u(x, t)$ solve (SE) with initial data $f$. There exists an universal constant $\Gamma > 0$ such that

$$\|u\|_{L^4(\mathbb{R}^2 \times \mathbb{R})} \leq \frac{1}{\sqrt{2}}\|f\|_{L^2(\mathbb{R}^2)} \left[1 - \frac{\text{Dist}^2_{L^2(\mathbb{R}^2)}(f, \mathcal{G})}{\|f\|_{L^2(\mathbb{R}^2)}}\right]^{1/4}.$$

**Remark.** The corollary begs the question whether this inequality holds as well for non-radial initial data $f$. We believe this to be true, but we have no formal proof.

**Theorem 3.** Let $g : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{C}$ be a function in $L^2(\mathbb{R}^2 \times \mathbb{R}^2)$ such that $g(x, y)$ is radial in $x \in \mathbb{R}^2$ and $y \in \mathbb{R}^2$, that is, $g(x, y)$ depends only on $|x|$ and $|y|$. Let $u(x, y, t)$ solve (SE) in $\mathbb{R}^2 \times \mathbb{R}^2$ with initial data $u(x, y, 0) = g(x, y)$. There exists an universal constant $\gamma > 0$ such that

$$\int_{\mathbb{R}^2} \int_{\mathbb{R}^2} |u(x, x, t)|^2 \, dx \, dt \leq \frac{1}{4} \int_{\mathbb{R}^2 \times \mathbb{R}^2} |g(x, y)|^2 \, dx \, dy - \frac{\gamma}{4} \text{Dist}^2_{L^2(\mathbb{R}^4)}(g, L^2_{rad}(\mathbb{R}^4))$$

(4)

**Remarks.**

(1) Theorem 1, with the same $\gamma$, follows directly from Theorem 3 by taking $g(x, y) = f(x)f(y)$. We prove the above inequality with $\gamma = 4\pi^{-2}$, but we believe it should hold with $\gamma = 3/4$. The optimality of $\gamma = 3/4$ is supported by numerical computations presented in Section 4. This would
be best possible since the function
\[ g(x, y) = (1 - 2\pi|x|^2)(1 - 2\pi|y|^2)e^{-\pi|x|^2 + |y|^2} = \Psi_1(x)\Psi_1(y), \]
attains equality in (4) with \( \gamma = 3/4 \), and this can easily be shown with the aid of Theorem \( \text{(ii)} \) and Lemma \( \text{(i)} \).

(2) We prove Theorem \( 3 \) by using some of the techniques developed in \( \text{(i)} \). We transform inequality (4), using Laguerre polynomial expansions, into a series of finite-dimensional inequalities for doubly-stochastic matrices and we show that these matrices have spectral gaps uniformly bounded away from zero.

1.2. Conjectures for other even exponents. In dimension 1 there are two other even exponents \((p, q, d) = (6, 6, 1)\) and \((p, q, d) = (4, 8, 1)\) where analogous sharp inequalities should hold. Although sharing several similarities with the two-dimensional case, in the one-dimensional case the matrices that appear no longer are doubly stochastic (which is crucial in our proofs) and a new idea is needed to overcome this issue. However, we have preformed numerical simulations that strongly suggest that that the following conjectures are true.

**Conjecture 1.** Let \( g : \mathbb{R} \times \mathbb{R} \times \mathbb{R} \to \mathbb{C} \) be a function in \( L^2(\mathbb{R} \times \mathbb{R} \times \mathbb{R}) \) such that \( g(x, y, z) \) is even in each variable. Let \( u(x, y, z, t) \) be a solution of \((SE)\) in \( \mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) with initial data \( g(x, y, z) \). Then there exists a universal constant \( \alpha > 0 \) such that
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} |u(x, x, x, t)|^2 dx dt \leq \frac{1}{12} \int_{\mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}} |g(x, y, z)|^2 dx dy dz - \alpha \text{Dist}_{L^2(\mathbb{R}^3)}(g, L^2_{rad}(\mathbb{R}^3)).
\]

**Conjecture 2.** Let \( g : \mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \to \mathbb{C} \) be a function in \( L^2(\mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}) \) such that \( g(x, y, z, w) \) is even in each variable. Let \( u(x, y, z, w, t) \) be a solution of \((SE)\) in \( \mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) with initial data \( g(x, y, z, w) \). Then there exists a universal constant \( \beta > 0 \) such that
\[
\int_{\mathbb{R}} \int_{\mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}} |u(x, x, y, y, t)|^2 dx dy dt \leq \frac{1}{4} \int_{\mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}} |g(x, y, z, w)|^2 dx dy dz dw - \beta \text{Dist}_{L^2(\mathbb{R}^4)}(g, L^2_{rad}(\mathbb{R}^4)).
\]

Choosing \( f \in L^2(\mathbb{R}) \) even and letting \( g(x, y, z) = f(x)f(y)f(z) \) and \( g(x, y, z, w) = f(x)f(y)f(z)f(w) \) respectively in the above conjectures, we would get sharpened Strichartz inequalities analogous to Theorem \( \text{(ii)} \) for the exponents \((p, q, d) = (6, 6, 1)\) and \((p, q, d) = (4, 8, 1)\) respectively.

2. Preliminaries

In this section we present some preliminary results that will be used in the proof of Theorem \( 3 \) in Section 3.
2.1. Inequalities for doubly stochastic matrices. A matrix $A = [a_{i,j}]_{i,j=1,...,n}$ is said to be doubly stochastic if $a_{i,j} \geq 0$ for all $i,j$ and $A^T 1 = A 1 = 1$, where $1 = (1,1,...,1)$. In what follows $| \cdot |$ is the euclidean norm in $\mathbb{C}^n$, $\langle \cdot , \cdot \rangle$ is the Hermitian inner product in $\mathbb{C}^n$ and $\text{Dist}(v,(1)) = \inf_{\lambda \in \mathbb{C}} |\langle v - \lambda 1 \rangle|$.

**Lemma 4.** Let $A = [a_{i,j}]_{i,j=1,...,n}$ be doubly stochastic and assume that $\mu = n \min_{i,j} \{a_{i,j}\} > 0$. Then for any vector $v \in \mathbb{C}^n$ we have

$$|\langle Av,v \rangle| \leq |v|^2 - \mu \text{Dist}(v,(1))^2. \quad (5)$$

**Proof.** Let $e_i$ denote the coordinate vectors. We have

$$|\langle Av,e_i \rangle|^2 = \left| \sum_{j=1}^n a_{i,j} v_j \right|^2 = \left| \sum_{j=1}^n \sqrt{a_{i,j}} \sqrt{a_{i,j}} v_j \right|^2 \leq \left( \sum_{j=1}^n a_{i,j} \right) \left( \sum_{j=1}^n a_{i,j} |v_j|^2 \right) = \sum_{j=1}^n a_{i,j} |v_j|^2,$$

where we have used only the Cauchy-Schwarz inequality. Thus, we obtain

$$|Av|^2 = \sum_{i=1}^n |\langle Av,e_i \rangle|^2 \leq \sum_{i=1}^n \sum_{j=1}^n |a_{i,j}| |v_j|^2 = \sum_{i=1}^n \left( \sum_{j=1}^n a_{i,j} \right) |v_j|^2 = \sum_{j=1}^n |v_j|^2 = |v|^2.$$

Now let $B = \left[ a_{i,j} - \frac{\mu}{n} \right]_{i,j=1,...,n}$ (note that we always have $\mu \leq 1$ and $\mu = 1$ if and only if $a_{i,j} = 1/n$ for all $i,j$ and in this case inequality (5) is trivial). Clearly $B$ is also doubly stochastic and we obtain

$$|Bv|^2 \leq |v|^2$$

for all $v \in \mathbb{C}^n$. However, if $v$ is orthogonal to $1$ then $(1-\mu)Bv = Av$. Let $v \in \mathbb{C}^n$ be any vector and write $v = c 1 + v_0$ where $v_0$ is orthogonal to $1$. Note that $\text{Dist}(v,(1)) = |v_0|$ and that $Av_0$ is also orthogonal to $1$. We then obtain

$$|\langle Av,v \rangle| = |c|^2 n + (1-\mu) \langle Bv_0,v_0 \rangle \leq |c|^2 n + (1-\mu) |v_0|^2 = |v|^2 - \mu \text{Dist}(v,(1))^2.$$

This finishes the proof. 

We will also need another way of producing the same inequality of Lemma 4 via spectral properties of $A$. Let

$$\sigma_1(A) = \sup \{ |\sigma| : \sigma \text{ is an eigenvalue of } A \}$$

and

$$\sigma_2(A) = \sup \{ |\sigma| : \sigma \text{ is an eigenvalue of } A \text{ and } |\sigma| < \sigma_1(A) \}.$$ 

Define the spectral gap of $A$ as follows

$$SG(A) = \sigma_1(A) - \sigma_2(A).$$

If all the eigenvalues of $A$ have the same moduli define $SG(A) = 0$. Clearly, if $A$ is doubly stochastic then by Lemma 4 we have $\sigma_1(A) = 1$. 


Lemma 5. Let $A = [a_{i,j}]_{i,j=1,\ldots,n}$ be a doubly stochastic and symmetric matrix such that $\mu := n \min_{i,j} \{a_{i,j}\} > 0$. Then

$$\|(Av, v)\| \leq |v|^2 - \text{SG}(A)\text{Dist}(v, \{1\})^2,$$

for all $v \in \mathbb{C}^n$. Moreover:

1. $\text{SG}(A) \geq \mu$;

2. Let $A^k = [a_{i,j}^{(k)}]_{i,j=1,\ldots,n}$ denote the powers of $A$ and let $\theta \in [0,1]$. Then $\text{SG}(A) \geq 1 - \theta$ if and only if for some $C > 0$ we have

$$\sup_{i,j=1,\ldots,n} \left| a_{i,j}^{(k)} - 1/n \right| \leq C\theta^k.$$

Proof. Let $v_1, v_2, \ldots, v_n$ be an orthogonal basis of eigenvectors of $A$ with eigenvalues $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n$ (repeated according their multiplicity), where $v_1 = 1$ and $\sigma_1(A) = \lambda_1 = 1$. The assumption $\mu > 0$ in conjunction with Lemma 4 implies that the only eigenvalue of modulus one is $\lambda_1 = 1$, which in turn implies that $\sigma_2(A) = \max\{\lambda_2, -\lambda_n\} < 1$. Let $v = c_11 + c_2v_2 + \ldots + c_nv_n$. Noting that $\text{Dist}(v, \{1\}) = |v - c_1v_1|$ we obtain

$$\|(Av, v)\| = \sum_{i=1}^n \lambda_i |c_i|^2 |v_i|^2 = |v|^2 \sum_{i=1}^n |c_i|^2 |v_i|^2 - \sum_{i=2}^n (1 - \lambda_i) |c_i|^2 |v_i|^2 \\ \leq |v|^2 - \text{SG}(A)\text{Dist}(v, \{1\})^2.$$

Item (1) is a trivial consequence of the spectral gap being always non-negative. It is easy to see that $B = [a_{i,j}^{(k)} - \mu/n]_{i,j=1,\ldots,n}$ is symmetric and doubly stochastic and that $\text{SG}(B) = (\text{SG}(A) - \mu) / (1 - \mu) \geq 0$ (again, if $\mu = 1$ then $a_{i,j} = 1/n$ for all $i,j$ and this lemma is trivial).

We now prove item (2). Letting $v = \langle v, 1 \rangle 1/n + c_2v_2 + \ldots + c_nv_n$ we deduce that

$$|A^k v - \langle v, 1 \rangle 1/n| = |\lambda_2 c_2v_2 + \ldots + \lambda_n c_nv_n| = O(\sigma_2(A)^k).$$

(6)

In particular,

$$a_{i,j}^{(k)} - 1/n = \langle A^k e_i, e_j \rangle - \langle e_i, 1 \rangle \langle e_j, 1 \rangle/n = O(\sigma_2(A)^k).$$

Thus if $\text{SG}(A) \geq 1 - \theta$ then $\sigma_2(A) \leq \theta$ and we obtain $|a_{i,j}^{(k)} - 1/n| \leq C\theta^k$ for some $C > 0$. Conversely, assume that $|a_{i,j}^{(k)} - 1/n| \leq C\theta^k$. Taking $v = 1 + v_1 + v_n$ it is easy to see from (6) that

$$|A^k v - 1| \geq c\sigma_2(A)^k,$$

for some $c > 0$. However, we also have

$$|A^k v - 1|^2 = |A^k(v_2 + v_n)|^2 = \sum_{i=1}^n \sum_{j=1}^n a_{i,j}^{(k)} \langle v_2 + v_n, e_j \rangle^2 \\ = \sum_{i=1}^n \sum_{j=1}^n (a_{i,j}^{(k)} - 1/n) \langle v_2 + v_n, e_j \rangle^2 \\ \leq C^2 n^2 \theta^{2k}|v_2 + v_n|^2.$$

Thus $\theta \geq \sigma_2(A)$, that is $\text{SG}(A) \geq 1 - \theta$. This finishes the proof. \[\square\]
2.2. Laguerre polynomials. In what follows we will need some of the results presented in [11, Section 2.2.1] to perform our analysis and for that reason we follow most of the notation used there.

For any $\nu > -1$ we denote by $\{L_\nu^n(x)\}_{n \geq 0}$ the generalized Laguerre polynomials associated with the parameter $\nu$ (we write $L_n(x) = L_0^n(x)$ for simplicity). In the sense of [17, Chapters 2 and 5], these are the orthogonal polynomials associated with the measure $e^{-x}x^\nu dx$ (for $x > 0$) and normalized by the condition

$$\int_0^\infty |L_\nu^n(x)|^2 e^{-x}x^\nu dx = L_\nu^n(0) = \frac{(n + \nu)}{n}.$$

They are known to form an orthogonal basis in the space $L^2(\mathbb{R}^+, e^{-x}x^\nu dx)$ and, as a consequence, this implies that for any given dimension $d$ the functions

$$\Psi_\nu^n(x) = L_\nu^n(2\pi|x|^2)e^{-\pi|x|^2},$$

with $\nu = d/2 - 1$, form an orthogonal basis in $L^2_{\text{rad}}(\mathbb{R}^d)$ and

$$\|\Psi_\nu^n\|_{L^2(\mathbb{R}^d)}^2 = 2^{-(\nu+1)} \left(\frac{n + \nu}{n}\right).$$

We simply write $\Psi_n$ when $\nu = 0$. This implies that the set

$$\{\Psi_\nu^m(x)\Psi_\nu^n(y)\}_{m,n \geq 0}$$

forms an orthogonal basis in $L^2_{\text{rad}}(\mathbb{R}^d) \otimes L^2_{\text{rad}}(\mathbb{R}^d)$, that is, the sub-space of functions $g : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{C}$ in $L^2(\mathbb{R}^d \times \mathbb{R}^d)$ such that $g(x,y)$ is radial in $x$ and $y$. Thus, any function $g \in L^2_{\text{rad}}(\mathbb{R}^d) \otimes L^2_{\text{rad}}(\mathbb{R}^d)$ can be uniquely written in the form

$$g(x,y) = \sum_{m,n \geq 0} \varphi(m,n)\Psi_\nu^m(x)\Psi_\nu^n(x),$$

for some coefficients $\varphi(m,n)$.

Let $G = l^2(\mathbb{Z}_+^2)$ be the Hilbert space of complex sequences $\{\varphi(a,b)\}_{a,b \geq 0}$ with norm

$$\|\varphi\|_G^2 := \sum_{a,b \geq 0} |\varphi(a,b)|^2 < \infty,$$

and Hermitian inner product

$$\langle \varphi, \psi \rangle_G = \sum_{a,b \geq 0} \varphi(a,b)\overline{\psi(a,b)}.$$

Let $Q : G \rightarrow G$ be the operator

$$Q\varphi(a,b) = \sum_{c,d \geq 0} \varphi(c,d)Q(a,b,c,d),$$

where

$$Q(a,b,c,d) = \int_0^\infty L_\omega(x/2)L_\lambda(x/2)L\omega(x/2)L_\lambda(x/2)e^{-x}dx.$$
orthogonal and their direct sum is dense in $G$. We also have that $\dim(G_S) = S + 1$ and $Q(G_S) \subset G_S$. Letting $Q_S$ denote the restriction of $Q$ to the subspace $G_S$, we conclude that the operator $Q_S$ can be represented by the following matrix

$$Q_S = [Q(a, S - a, c, S - c)]_{a, c=0,...,S}. \quad (8)$$

It turns out that we can use the operator $Q$ to identify the quantities appearing in Theorem 3. The next theorem is implicit in the proof of [11, Theorem 6], but it can easily be deduced from it and that is why we omit the proof.

**Theorem 6.** Let $g(x, y) = \sum_{m,n \geq 0} \varphi(m,n)\Psi_m(x)\Psi_n(y)$ belong to $L^2(\mathbb{R}^2 \times \mathbb{R}^2)$, where $g(x, y)$ is radial in $x \in \mathbb{R}^2$ and $y \in \mathbb{R}^2$. Let $u(x, y, t)$ solve (SE) in $\mathbb{R}^2 \times \mathbb{R}^2$ with initial data $g(x, y)$. We have

$$\hat{\mathbb{R}}^2 |u(x,x,t)|^2 dxdx = \frac{1}{16} \langle \phi, Q\phi \rangle_G$$

and

$$\frac{1}{4} \int_{\mathbb{R}^2 \times \mathbb{R}^2} |g(x,y)|dxdy = \frac{1}{16} \|\phi\|^2_G.$$

Moreover, for any $S \geq 0$ the matrix $Q_S$ at (8) is a positive semi-definite doubly stochastic matrix with strictly positive entries. In particular, we conclude that $\|Q\|_{G \to G} = 1$. Furthermore, a sequence $\varphi \in G$ satisfies

$$\langle \varphi, Q\varphi \rangle_G = \|\varphi\|^2_G$$

if and only if it has the property that $\varphi(a,b) = \varphi(c,d)$ whenever $a + b = c + d$.

Let $G_{rad}$ denote the subspace of sequences $\varphi \in G$ such that $\varphi(a,b) = \varphi(c,d)$ whenever $a + b = c + d$. In the same way as before, if $\Gamma \subset G$ is a set we define

$$\text{Dist}(\varphi, \Gamma) = \inf \{ \|\varphi - \psi\|_G : \psi \in \Gamma \}.$$

We have the following lemma.

**Lemma 7.** Let $g(x, y) = \sum_{m,n \geq 0} \varphi(m,n)\Psi_m(x)\Psi_n(y)$ belong to $L^2(\mathbb{R}^2) \otimes L^2(\mathbb{R}^2)$. Then

$$\text{Dist}(g, L^2_{rad}(\mathbb{R}^4))^2 = \frac{1}{4} \text{Dist}(\varphi, G_{rad})^2.$$

**Proof.** Since

$$\left\{ \frac{\Psi_S}{\sqrt{(S + 1)/4}} \right\}_{S \geq 0}$$

is an orthonormal basis of $L^2_{rad}(\mathbb{R}^4)$ we have

$$\text{Dist}(g, L^2_{rad}(\mathbb{R}^4))^2 = \|g - P_{rad}(g)\|^2_{L^2(\mathbb{R}^4)},$$

where

$$P_{rad}(g) = \sum_{S \geq 0} \frac{\langle g, \Psi_S \rangle_{L^2(\mathbb{R}^4)}}{(S + 1)/4} \Psi_S.$$
We conclude that we have ϕ for all ϕ. Letting Dist(□)

This finishes the proof.

Using the above formula we obtain

\[ \langle g, \Psi_S^1 \rangle_{L^2(\mathbb{R}^4)} = \sum_{n,m \geq 0} \varphi(m,n) \int_{\mathbb{R}^2} \Psi_n(x) \Psi_a(x) dx \int_{\mathbb{R}^2} \Psi_m(y) \Psi_b(y) dy \]

\[ = \sum_{a+b=S} \varphi(a,b) \int_{\mathbb{R}^2} \Psi_a(x)^2 dx \int_{\mathbb{R}^2} \Psi_b(y)^2 dy \]

\[ = \frac{1}{4} \sum_{a+b=S} \varphi(a,b). \]

We conclude that

\[ P_{rad}(g) = \sum_{S \geq 0} \left( \sum_{a+b=S} \frac{\varphi(a,b)}{S+1} \right) \Psi_S^1. \]

This implies that

\[ \text{Dist}^2 \left( g, L^2_{rad}(\mathbb{R}^4) \right) \]

\[ = \left\| \sum_{n,m \geq 0} \varphi(m,n) \Psi_n \otimes \Psi_m - \sum_{S \geq 0} \left( \frac{\sum_{a+b=S} \varphi(a,b)}{S+1} \right) \Psi_S^1 \right\|^2_{L^2(\mathbb{R}^4)} \]

\[ = \left\| \sum_{S \geq 0} \sum_{m+n=S} \left[ \left( \varphi(m,n) - \frac{\sum_{a+b=S} \varphi(a,b)}{S+1} \right) \Psi_n \otimes \Psi_m \right] \right\|^2_{L^2(\mathbb{R}^4)} \]

\[ = \frac{1}{4} \sum_{S \geq 1} \sum_{m+n=S} \left| \varphi(m,n) - \frac{\sum_{a+b=S} \varphi(a,b)}{S+1} \right|^2. \]

On the other hand, let \( P_S : \mathcal{G} \to \mathcal{G}_S \) denote the projection onto the space \( \mathcal{G}_S \). Let \( 1_S : \mathbb{Z}_4^2 \to \mathbb{C} \) be defined as \( 1_S(a,b) = 1 \) if \( a+b \equiv S \pmod{4} \) and \( 1_S(a,b) = 0 \) if \( a+b \not\equiv S \pmod{4} \). Letting \( \text{Dist}(\varphi, (1_S)) = \inf_{\lambda \in \mathbb{C}} \| \varphi - \lambda 1_S \|_\mathcal{G} \) we obtain

\[ \text{Dist}^2(\varphi, \mathcal{G}_{rad}) = \sum_{S \geq 1} \text{Dist}^2(\varphi, (1_S)) \]

\[ = \sum_{S \geq 1} \sum_{a+b=S} \left| \varphi(a,b) - \frac{\sum_{c+d=S} \varphi(c,d)}{S+1} \right|^2. \quad (9) \]

This finishes the proof. □

Theorem 5 and Lemma 6 imply that Theorem 3 is equivalent to the inequality

\[ \langle \varphi, \mathcal{Q}\varphi \rangle_\mathcal{G} \leq \| \varphi \|^2_\mathcal{G} - \gamma \text{Dist}(\varphi, \mathcal{G}_{rad})^2 \]

(10)

for all \( \varphi \in \mathcal{G} \) (the constant \( \gamma \) above being the same as in inequality (1)). By Lemma 6 we have

\[ \langle \varphi, \mathcal{Q}\varphi \rangle_\mathcal{G} \leq \| \varphi \|^2_\mathcal{G} - \text{SG}(Q_S)\text{Dist}(\varphi, (1_S))^2, \]
for all $\varphi \in G$. Using identity (9) in conjunction with the fact that the spaces $G$ decompose $G$ into a sum of mutually orthogonal subspaces we obtain

$$\langle \varphi, Q\varphi \rangle_G = \sum_{S \geq 0} \langle P_S(\varphi), QP_S(\varphi) \rangle_G$$

$$\leq \sum_{S \geq 0} \|P_S(\varphi)\|^2 - \sum_{S \geq 1} SG(Q_S) \text{Dist}(P_S(\varphi), (1_S))^2$$

$$\leq \sum_{S \geq 0} \|P_S(\varphi)\|^2 - \inf_{S \geq 1} \{SG(Q_S)\} \sum_{S \geq 1} \text{Dist}(P_S(\varphi), (1_S))^2$$

$$= \|\varphi\|^2 - \inf_{S \geq 1} \{SG(Q_S)\} \text{Dist}(\varphi, G_{rad}).$$

Hence, if $\inf_{S \geq 1} \{SG(Q_S)\} > 0$ then inequality (10) holds with

$$\gamma = \inf_{S \geq 1} \{SG(Q_S)\}.$$

Thus if we prove that the sequence of matrices $Q_S$ have spectral gaps uniformly bounded away from zero we prove Theorem 3. We compile this information in the following Lemma.

**Lemma 8.** If

$$\inf_{S \geq 1} \{SG(Q_S)\} \geq \delta > 0$$

then Theorem 3 holds with

$$\gamma = \delta.$$

3. **Proof of Theorem 3**

Consider the matrix $Q_S$ defined in (8). We will show that the spectral gap of $Q_S$ is uniformly bounded from below. In particular, we will show that

$$SG(Q_S) \geq \frac{4}{\pi^2}$$

for all $S \geq 1$. Hence, by the Lemma 8 we conclude that Theorem 3 is true with $\gamma = \frac{4}{\pi^2}$. We note that the above lower bound is not best possible and numerical computations show that $SG(Q_1) = 1$ and suggest that

$$SG(Q_S) = \frac{3}{4}$$

for all $S \geq 2$. We address this issue in the Section 4.

**Step 1.** Let $Q_S^k = [Q^{(t)}(a, S - a, c, S - c)]_{a,c=0,...,S}$ denote the powers of matrix $Q_S$. For simplicity we write $L_{a_1a_2...a_n}(x) = L_{a_1}(x)L_{a_2}(x)...L_{a_n}(x)$ for given integers $a_1, a_2, ..., a_n$. We then deduce that

$$Q^{(2)}(a,b,c,d)$$

$$= \int_0^\infty L_{ab}(x/2) \int_0^\infty \left[ \sum_{m+n=S} L_{nm}(x/2)L_{mn}(y/2) \right] L_{cd}(y/2)e^{-y}dye^{-x}dx$$

if $a + b = c + d = S$. Let

$$K_S(x,y) = \sum_{m+n=S} L_{nm}(x/2)L_{mn}(y/2)$$
and define the following kernel operator over $L^2([0, \infty), e^{-x}dx)$

$$K_S(f)(x) = \int_0^\infty K_S(x, y)f(y)e^{-y}dy. \quad (12)$$

We conclude that

$$Q^{(2)}(a, b, c, d) = \int_0^\infty L_{ab}(x/2)K_S(L_{cd}(\cdot / 2))(x)e^{-x}dx$$

if $a + b = c + d = S$. It is now a straightforward calculation to deduce that

$$Q^{(\ell+1)}(a, b, c, d) = \int_0^\infty L_{ab}(x/2)K_S^{(\ell)}(L_{cd}(\cdot / 2))(x)e^{-x}$$

(13)

for any integer $\ell \geq 1$, where $K_S^{(\ell)}$ is the $\ell$-fold composition of $K_S$.

**Step 2.** We are going to perform a spectral analysis on $K_S$ which ultimately will give us spectral information about matrix $Q_S$. In this direction, we will need to represent $K_S$ in the basis $\{L_n(x)\}_{n \geq 0}$. We have the following lemma that we postpone the proof for the final steps.

**Lemma 9.** If $n > S$ then

$$K_S(L_n) = 0. \quad (14)$$

If $0 \leq m, n \leq S$ we have

$$\int_0^\infty L_m(x)K_S(L_n)(x)e^{-x}dx = \frac{1}{4^p} \sum \binom{2i}{i} \binom{2j}{j} \binom{2u}{u} \binom{2v}{v}, \quad (15)$$

where the summation is taken over $i, j, u, v \geq 0$ such that $i + j = S - n, u + v = n$ and $j + v = m$. Moreover, if $\kappa_{m,n}$ is the quantity on the left hand side of $(15)$ then the matrix $[\kappa_{m,n}]_{m,n=0,...,S}$ is symmetric and doubly stochastic.

By Lemma 9 the operator $K_S$ has a finite dimensional range and can be represented by the following matrix (with an abuse of notation)

$$K_S = [\kappa_{m,n}]_{m,n=0,...,S}$$

where

$$\kappa_{m,n} = \int_0^\infty L_m(x)K_S(L_n)(x)e^{-x}dx.$$ 

Recall that $\int_0^\infty L_n(x)^2e^{-x}dx = 1$, hence, roughly speaking, each $L_n(x)$ works as the coordinate vector $e_n$. We claim that

$$\kappa_{m,n} \geq \frac{4}{\pi^2(S + 1)}.\quad (16)$$

First, we have the following inequality (which can be derived from Stirling’s formula)

$$\binom{2p}{p} \frac{1}{4^p} \geq \frac{1}{\sqrt{\pi(p + 1/2)}}.$$
for all $p \geq 0$ and the quotient between both sides above converge to 1 as $p \to \infty$.

Using this inequality in conjunction with identity (15) we obtain

$$\pi^2 \kappa_{m,n} \geq \sum \frac{1}{\sqrt{(i + 1/2)(j + 1/2)(u + 1/2)(v + 1/2)}}$$

(17)

where the summation is taken over $i, j, u, v \geq 0$ such that $i + j = S - n$, $u + v = n$ and $j + v = m$. Note that these conditions imply that $i + u = S - m$. Secondly, using inequality $1/\sqrt{ts} \geq 2/(t + s)$ for $t, s > 0$, we obtain

$$\frac{1}{\sqrt{(i + 1/2)(j + 1/2)(u + 1/2)(v + 1/2)}} \geq \frac{4}{(i + u + 1)(j + v + 1)}$$

(18)

$$= \frac{4}{(S - m + 1)(m + 1)},$$

(18)

and

$$\frac{1}{\sqrt{(i + 1/2)(j + 1/2)(u + 1/2)(v + 1/2)}} \geq \frac{4}{(i + j + 1)(u + v + 1)}$$

(19)

$$= \frac{4}{(S - n + 1)(n + 1)}.$$

We separate our argument in cases. If $m \leq \min\{n, S - n\}$ then by (17) and (18) we have

$$\pi^2 \kappa_{m,n} \geq \frac{4}{(S - m + 1)(m + 1)} \sum_{j=0}^{m} 1 = \frac{4}{S - m + 1} \geq \frac{4}{S + 1}.$$

If $m > \max\{n, S - n\}$ then by (17) and (18) we have

$$\pi^2 \kappa_{m,n} \geq \frac{4}{(S - m + 1)(m + 1)} \sum_{j=m-n}^{S-n} 1 = \frac{4}{m + 1} \geq \frac{4}{S + 1}. $$

If $S - n < m \leq n$ then by (17) and (19) we have

$$\pi^2 \kappa_{m,n} \geq \frac{4}{(S - n + 1)(n + 1)} \sum_{j=0}^{n-m} 1 = \frac{4}{n + 1} \geq \frac{4}{S + 1}. $$

If $n < m \leq S - n$ then by (17) and (19) we have

$$\pi^2 \kappa_{m,n} \geq \frac{4}{(S - n + 1)(n + 1)} \sum_{j=m-n}^{m} 1 = \frac{4}{S - n + 1} \geq \frac{4}{S + 1}. $$

This proves the claim.

We can now apply Lemma 5 item (1) to extract information about the spectral gap of $K_S$, that is,

$$\text{SG}(K_S) \geq \frac{4}{\pi^2}.$$

By Lemma 5 item (2) we deduce that

$$|\kappa_{m,n}^{(\ell)} - 1/(S + 1)| \leq C \left(\frac{\pi^2 - 4}{\pi^2}\right)^\ell$$

(20)
for some constant $C$ which does not depend on $\ell$, where
\[
\kappa_{m,n}^{(\ell)} = \int_0^\infty L_m(x) K_{S}^{(\ell)}(L_n(x)) e^{-x} \, dx
\]
are the coefficients of the $\ell$ power of matrix $K_S$ associated with the $\ell$-fold composition $K_S^{(\ell)}$.

**Step 3.** An important formula for Laguerre polynomials is the summation formula [13, Formula 8.977-1], which has the following identity as a particular case
\[
L_1 S(x+y) = \sum_{n=0}^S L_n(x) L_{S-n}(y).
\] (21)

Plugging $y=0$ we also have $L_1 S(x) = \sum_{n=0}^S L_n(x)$. Now, for any $a,b \geq 0$ with $a+b=S$ let
\[
L_{ab}(x/2) = \sum_{n=0}^S p_n(a,b) L_n(x),
\]
where $p_n(a,b)$ are the coefficients of the expansion of $L_{ab}(x/2)$ in terms of the Laguerre polynomials $L_n(x)$. We obtain that
\[
\sum_{n=0}^S p_n(a,b) = L_{ab}(0) = 1.
\]

We can now go back to the matrix $Q_S^\ell$ and use identity [13] to deduce that
\[
Q_S^{\ell+1}(a,b,c,d) - \frac{1}{S+1} = \int_0^\infty L_{ab}(x/2) K_S^{(\ell)}[L_{cd}(\cdot/2)](x) e^{-x} \, dx - \frac{1}{S+1}
\]
\[
= \sum_{n,m=0}^S p_n(a,b)p_n(c,d) \kappa_{m,n}^{(\ell)} - \frac{1}{S+1}
\]
\[
= \sum_{n,m=0}^S p_n(a,b)p_n(c,d) \left[ \kappa_{m,n}^{(\ell)} - \frac{1}{S+1} \right]
\]
if $a+b = c + d = S$. We can now apply inequality (20) to obtain that
\[
\left| Q_S^{\ell+1}(a,b,c,d) - \frac{1}{S+1} \right| \leq C \left( \frac{\pi^2 - 4}{\pi^2} \right)^{\ell}
\]
for some constant $C$ independent of $\ell$. Finally, we can apply again Lemma 5 item (2) to deduce that
\[
SG(Q_S) \geq \frac{4}{\pi^2}.
\]
This proves the desired inequality (11) and finishes the proof of the theorem.

**Step 4.** We now turn our attention to the proof of Lemma 9. The Poisson kernel associated with the Laguerre polynomials $L_n(x)$ is given by (see [13, Formula 8.976-1])
\[
P(x,y;w) = \sum_{n \geq 0} L_n(x)L_n(y) w^n = \frac{e^{-\frac{(x+y)w}{1-w}}}{1-w} I_0 \left( 2\sqrt{wxy} \right)
\] (22)
and defined for all $0 < w < 1$, where the function $I_0$ above is the modified Bessel function of the first kind associated with parameter $\nu = 0$ (see [13] Section 8.4) for basic facts about Bessel functions). This is an important kernel since realizes the multiplication operator $L_n \mapsto w^n L_n$, that is,

$$\int_0^{\infty} P(x, y; w) L_n(y)e^{-y}dy = w^n L_n(x).$$

Recall now the definition [12] of $K_S$ and its associated kernel $K_S(x, y)$. For $0 < w < 1$ we obtain

$$G(x, y; w) := \sum_{S \geq 0} K_S(x, y)w^S = \sum_{S \geq 0} \sum_{m+n=S} L_m(x/2)L_n(y/2)w^S$$

$$= P(x/2, y/2; w)^2$$

$$= e^{-(x+y)w} \left( \frac{\sqrt{wx}}{1-w} \right)^2 I_0 \left( \frac{\sqrt{wx}}{1-w} \right).$$

Given its form above, it is reasonable to expect that the kernel $G(x, y; w)$ behaves similarly to $P(x, y; w)$ and that is indeed the case. Using identity [19] p.150(1)] and the fact that $I_0(z) = J_0(iz)$ ($J_0(z)$ is the Bessel function of the first kind) we derive the following identity

$$I_0(z)^2 = \int_0^{\pi/2} I_0(2z \cos(t))dt,$$

where the integral sign above stands for $\frac{2}{\pi} \int_0^{\pi/2}$. We then obtain the following useful representation linking the kernels $G(x, y; w)$ and $P(x, y; w)$

$$G(x, y; w) = \int_0^{\pi/2} e^{-(x+y)w} \left( \frac{2 \cos(t)\sqrt{wx}}{1-w} \right) I_0 \left( \frac{\sqrt{wx}}{1-w} \right) dt$$

$$= \int_0^{\pi/2} e^{-x \sin^2(t)/1-w} e^{-y \sin^2(t)/1-w} \left( \frac{2 \sqrt{wx} \cos(t)}{1-w} \right) I_0 \left( \frac{\sqrt{wx} \cos(t)}{1-w} \right) dt$$

$$= \int_0^{\pi/2} e^{-x \sin^2(t)/1-w} P(x \cos^2(t), y; w)dt.$$ 

This implies that

$$\sum_{S \geq 0} K_S(L_n(x))w^S = \int_G^{\infty} G(x, y; w)L_n(y)e^{-y}dy$$

$$= \int_0^{\pi/2} e^{-x \sin^2(t)/1-w} \int_0^{\infty} P(x \cos^2(t), y; w)L_n(y)e^{-y}dydt$$

$$= w^n \int_0^{\pi/2} e^{-x \sin^2(t)/1-w} L_n(x \cos^2(t))dt.$$ 

Using now the following generating function for the Laguerre polynomials \{L_n(x)\} (which can be derived from [22] by plugging $y = 0$)

$$\sum_{\ell \geq 0} L_\ell(x)w^\ell = \frac{e^{-x/w}}{1-w},$$

(23)
we finally obtain

$$\sum_{S \geq 0} K_S(L_n)(x)w^S = \sum_{\ell \geq n} w^\ell \int_0^{\pi/2} L_{\ell-n}(x \sin^2(t))L_n(x \cos^2(t)) dt.$$ 

Comparing the powers of $w$ in the above expression we conclude that

$$K_S(L_n) = 0$$

if $n > S$, which already shows identity (14) of Lemma 9 and that

$$K_S(L_n)(x) = \int_0^{\pi/2} L_{S-n}(x \sin^2(t))L_n(x \cos^2(t)) dt.$$ \hspace{1cm} (24)

if $0 \leq n \leq S$.

**Step 5.** We will now use identity (24) to prove identity (15) of Lemma 9 and finish the proof. Define the following function

$$T(w_1, w_2, w_3) = \sum_{a,b,c \geq 0} \int_0^{\pi/2} \int_0^\infty L_a(x \sin^2(t))L_b(x \cos^2(t))L_c(x)e^{-x} dx dt w_1^a w_2^b w_3^c.$$ \hspace{1cm} (25)

for $0 < w_1, w_2, w_3 < 1$. Using formula (24) we obtain that

$$T(w_1, w_2, w_3) = \frac{1}{(1-w_1)(1-w_2)(1-w_3)} \int_0^{\pi/2} \int_0^\infty e^{-x} \left[ 1 + \frac{m^2((\alpha+1)^2+\cos^2(\alpha+1)\sin^2(t)+w_1 w_2 w_3)\tan(t)}{1-w_1 w_2 w_3} \right] dx dt$$

$$= \int_0^{\pi/2} \left[ 1 - (w_1 + w_2 w_3) \cos^2(t) - (w_2 + w_1 w_3) \sin^2(t) + w_1 w_2 w_3 \right]^{-1} dt$$

$$= [1 + w_1 w_2 w_3]^{-1} \int_0^{\pi/2} \left[ 1 - A \cos^2(t) - B \sin^2(t) \right]^{-1} dt$$

where $A = \frac{w_1+w_2 w_3}{1-w_1}$ and $B = \frac{w_2 + w_1 w_3}{1-w_2}$. The final integral above is doable via a change of variables $s = \sqrt{\frac{1-A}{1-B}} \tan(t)$ and we obtain

$$T(w_1, w_2, w_3) = \left[ 1 + w_1 w_2 w_3 \right]^{-1} \left[ (1-A)(1-B) \right]^{-1/2}$$

$$= \left[ (1-w_1)(1-w_2 w_3)(1-w_2)(1-w_1 w_3) \right]^{-1/2}$$

$$= \sum_{i,j,u,v \geq 0} \binom{2i}{i} \binom{2j}{j} \binom{2u}{u} \binom{2v}{v} \frac{w_1^i w_2^j w_3^u w_2 w_3^v (w_1 w_3)^{i+j+v}}{4^{i+j+u+v}}$$

$$= \sum_{a,b,c \geq 0} \frac{w_1^a w_2^b w_3^c}{4^{a+b}} \sum_{\substack{i+j=a \\ u+v=b \\ i+j+u=v \ \ \ } \binom{2i}{i} \binom{2j}{j} \binom{2u}{u} \binom{2v}{v},$$

where above we used the power series expansion $[1 - w]^{-1/2} = \sum_{n \geq 0} 4^{-n} \binom{2n}{n} w^n$. Using (24) and comparing the power series coefficients of $T$ in the above identity with definition (25), we conclude that identity (15) of Lemma 9 is true.

It remains to show that $[K_{n,m}]_{n,m=0,\ldots,S}$ is symmetric and doubly stochastic. The fact that $K_S$ is self-adjoint (it is given by a real-valued kernel) clearly implies
that the matrix \( [\kappa_{n,m}]_{n,m=0,\ldots,S} \) is symmetric. Using (21) and (24) we obtain

\[
\mathcal{K}_S(L_1^S)(x) = \sum_{n=0}^{S} \mathcal{K}_S(L_n)(x) = \sum_{n=0}^{S} \int_{0}^{\pi/2} L_{S-n}(x \sin^2(t)) L_n(x \cos^2(t)) dt
\]

\[
= \int_{0}^{\pi/2} L_1^S(x) dt = L_1^S(x).
\]

That is, \( L_1^S(x) \) is the eigenfunction associated with the eigenvalue 1. This implies that

\[
\sum_{n=0}^{S} \kappa_{m,n} = \int_{0}^{\infty} L_m(x) \left[ \sum_{n=0}^{S} \mathcal{K}_S(L_n)(x) \right] e^{-x} dx = \int_{0}^{\infty} L_m(x) L_1^S(x) e^{-x} dx
\]

\[
= \int_{0}^{\infty} L_1^S(x) e^{-x} dx + \int_{0}^{\infty} [L_m(x) - 1] L_1^S(x) e^{-x} dx
\]

\[
= \sum_{n=0}^{S} \int_{0}^{\infty} L_n(x) e^{-x} dx + \int_{0}^{\infty} \frac{L_m(x) - 1}{x} L_1^S(x) x e^{-x} dx
\]

\[
= 1 + 0,
\]

where above we used that \( L_1^S(x) \) is orthogonal, with respect to \( x e^{-x} dx \), to any polynomial with degree less than \( S \) (recall that \( L_m(0) = 1 \)). This proves that \( [\kappa_{n,m}]_{n,m=0,\ldots,S} \) is also doubly stochastic and finishes the proof of the Lemma 9.

4. Concluding Remarks

4.1. A combinatorial point of view. “Members of four different clubs, each wearing a hat with an insignia of his club, hang their hats on entering the hall. When they leave there is a power failure and the departing guests scramble for hats in the dark. Assuming the hats were picked at an entirely random fashion, would you bet that the number of guests wearing hats with wrong insignias is even?”

This is a very nice extract from [12], where the authors continue the work initiated in [11] and give a pure combinatorial proof of the following remarkable fact:

\[
2^{a+b+c+d} \int_{0}^{\infty} L_a(x/2) L_b(x/2) L_c(x/2) L_d(x/2) e^{-x} dx
\]

\[
= \# \{ \text{Events where we have an even number of guests with wrong hats} \} - \# \{ \text{Events where we have an odd number of guests with wrong hats} \} > 0,
\]

where \( a, b, c, d \) are respectively the number of members in each club. We conclude that is more likely to have an even number of guests wearing hats with wrong insignias. What is also a remarkable coincidence is that these same coefficients appear in the calculation of the \( \|u\|_{L^4([\mathbb{R}^2 \times \mathbb{R}])} \)-norm for a solution of the Schrödinger equation \( u(x,t) \) in two dimensions and that information about these coefficients can be translated into information about \( u(x,t) \) (some more details in [11 Appendix]).
Moreover, Conjecture 3 points to a not yet known quantitative lower bound
\[
\{ \text{Events where we have an even number of guests with wrong hats} \} 
- \# \{ \text{Events where we have an odd number of guests with wrong hats} \} 
\geq \frac{2^{a+b+c+d+1}}{\pi(a+b+c+d+1)},
\]
if \( a + b = c + d\), which is best possible asymptotically (besides the multiplying constant) if \( d = 0 \) and \( |a - b| \leq 1 \).

4.2. Numerical simulations. In this part we comment about numerical simulations done with the help of MATLAB [15] and PARI/GP [16] and the conjectures they seem to indicate.

First, one can simply plot representations of matrices \( Q_S \) in shades of gray, where larger entries of \( Q_S \) produce darker tones. By inspection we find out that larger values accumulate at the diagonals of \( Q_S \) and smaller values in the mid rows and columns. This pattern is repeated in every single representation of \( Q_S \) we were able to compute and they directly point to the following conjecture, which we verified to hold for \( S \leq 30 \).

**Conjecture 3.** Let \( a + b = c + d = S \). Then
\[
Q(a, b, c, d) \geq Q([S/2], [S/2], S, 0).
\]
That is, the minimal element of \( Q_S \) lies in the first column with the middle row.

It is a fun calculation (that we leave to the reader) using the generating function
\[
Q(a, b, a+b, 0) = \frac{(2a)(2b)}{4a+b} \geq \frac{2}{\pi(a+b+1)}.
\]
Thus, Conjecture 3 in conjunction with Lemmas 5 and 8 would imply Theorem 3 with \( \gamma = 2/\pi \) (hence producing a better constant than \( \gamma = 4/\pi^2 \)).

Secondly, one can try to compute eigenvalues. Numerical calculations of the eigenvalues of \( Q_S \) suggest the existence of a very structured relation between these matrices for different \( S \)’s. Let \( Eig(Q_S) \) denote the set of eigenvalues of \( Q_S \) and let \( Eig(Q) \) be the set of eigenvalues of the full operator \( Q \) defined in (7). It is easy to see that \( \cup_{S \geq 0} Eig(Q_S) = Eig(Q) \). However, numerical simulations point to the following conjecture.

**Conjecture 4.** Let \( \lambda(n) = \frac{(2n)^2}{n^2} \). Then
\[
Eig(Q_S) = \{ \lambda(0), \lambda(1), ..., \lambda([S/2]), 0 \}.
\]
Moreover, each non-zero eigenvalue has multiplicity 1 and the zero eigenvalue has multiplicity \([S/2]\).

The Laguerre polynomials expand in monomials with rational coefficients whenever the parameter \( \nu \) is rational, therefore using rational arithmetic one can compute
the coefficients $Q(a, b, c, d)$ explicitly, which will consist of rational numbers. Thus, we can compute the characteristic polynomial $p_S(\lambda)$ of each $Q_S$, which will then have only rational coefficients as well. Thus, we can precisely evaluate $p_S(\lambda(n))$ using rational arithmetic and verify that it vanishes at each $\lambda(0), \lambda(1), \ldots, \lambda([S/2])$ with order 1 and vanishes at $\lambda = 0$ with order $[S/2]$. Using this procedure we confirmed the conjecture above for $S \leq 30$.

One way of guessing this conjecture is by plotting the eigenvalues of, say, $Q_{30}$ and realize that they decrease as $1/n$. Then plotting the difference of the reciprocals of the eigenvalues of $Q_{30}$ we can clearly see they approximating $\pi$. This suggests that they have the following asymptotic approximation $1/(\pi n)$. However, using (10) we can also try the approximation $\lambda(n)$ (since $\lambda(n) \sim 1/(\pi n)$). It turns out that this was so remarkably accurate that it could only be case that $\lambda(n)$ is the true value for these eigenvalues. In particular, Conjecture 4 would imply that $SG(Q_S) = \lambda(0) - \lambda(1) = 3/4$ for all $S \geq 2$, and we would be able to use Lemma 8 to prove Theorem 3 with $\gamma = 3/4$, which is best possible.
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