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Abstract

We propose and investigate a model for mate searching and marriage in large societies based on a stochastic matching process and simple decision rules. Agents have preferences among themselves given by some probability distribution. They randomly search for better mates, forming new couples and breaking apart in the process. Marriage is implemented in the model by adding the decision of stopping searching for a better mate when the affinity between a couple is higher than a certain fixed amount. We show that the average utility in the system with marriage can be higher than in the system without it. Part of our results can be summarized in what sounds like a piece of advice: don’t marry the first person you like and don’t search for the love of your life, but get married if you like your partner more than a sigma above average. We also find that the average utility attained in our stochastic model is smaller than the one associated with a stable matching achieved using the Gale-Shapley algorithm. This can be taken as a formal argument in favor of a central planner (perhaps an app) with the information to coordinate the marriage market in order to set a stable matching. To roughly test the adequacy of our model to describe existent societies, we compare the evolution of the fraction of married couples in our model with real-world data and obtain good agreement. In the last section, we formulate the model in the limit of an infinite number of agents and find an analytical expression for the evolution of the system.
1 Introduction

Consider the following situation: you have a mate and wonder whether you should propose marriage or not. There are many aspects of marriage to consider, but you are mainly concerned with marriage as a search strategy. You like your mate, but you are unsure if it is enough. After all, there may be someone out there that you would like even more, but it is unlikely that you will get to know this person if you get married. Perhaps, the best is to stay open to the possibility of meeting a potential better mate by not getting married. However, if your relationship is symmetric in this respect, you may become single because your mate left you for someone else. So while marriage closes off some of the opportunities that you would otherwise have, on the other hand, it protects you from the risk of being left out. So you ask yourself: as a search strategy, is it beneficial to get married? Or does the potential benefit of meeting a person with whom you have a greater affinity outweigh the chances of being alone because your current partner has left you?

A famous problem related to this subject is the stable matching problem \[1\]. It is the problem of finding a stable matching between two groups of agents with preferences among themselves. If we interpret the groups as man and woman, then a matching is a bijection between these two genders, and a matching is stable if there are no man and woman who both prefer each other over their respective mate. Since its inception, there has been extensive research on the mathematical structure of stable matching and related algorithmic questions \[1–4\]. The notion of stable matching is fundamental to understand a variety of markets, as one can find in the recent review \[5\]. Furthermore, matching theory is a relevant tool for market design \[6\]. However, when it comes to large societies, the concept of stable matching may not be important. After all, it is likely that there are two agents that would rather be together than be with their respective mates. But, in a large society, this blocking pair may not yet know each other. Also, the likelihood that this will happen depends on the type of relationship they have. If they are married, in principle, they will not be open to the possibility of matching someone else. Otherwise, they may eventually match a better mate. To make these ideas precise and to answer the question from the previous paragraph, we propose a model for dating and marriage based on a random matching process and simple decision rules.

The model contains a number \(N\) of agents with preferences among themselves sampled by a Gaussian distribution. Initially, all agents are singles, and the system evolves in a certain number \(T\) of discrete steps. At each step, they will match in pairs by random
chance. If the agents of the matched pair like each other more than their previous mates, or more than being single, they will form a new couple. An agent becomes single if its partner starts a new relationship. Marriage is implemented in the model by adding the decision of stopping searching for a better mate when an agent finds another one with an affinity higher than a certain fixed value $\Lambda$. This parameter should be interpreted as exogenous in the sense that it characterizes the decision behavior of the agents of a given society with respect to marriage. We simulate this system for different values of $\Lambda$ and we computed the average utility in each case as a function of the number of steps. Part of the conclusions one can extract from the results we obtained, answers the question from the first paragraph. The answer sounds like a piece of advice: don’t marry the first person you like and don’t search for the love of your life, but get married if you like your partner more than a sigma above average.

The idea of using formal tools for the study of marriage is not new \[7–9\]. Following the recent taxonomy for models of the marriage market proposed in \[10\], our model fits best in the category of search models (see \[11,14\] for a detailed presentation of the work in search theory, and \[15,20\] for examples of search models of marriage). However, our approach is very different from the more traditional one in economics. We investigate the step-by-step evolution of our system of agents by randomly matching them and applying the simple decision rules mentioned in the previous paragraph. We are particularly interested in the limit $N \gg T$, i.e., when the number of agents is much larger than the number of times agents match one another. We start from an initial state with everyone single to an advanced stage with a fraction of agents in a married or unmarried relationship. Then, search frictions come from the interplay between the benefit of finding a better mate and the cost of being left. As done in \[20\], we did not concentrate on the steady-state as in most investigations in search theory. Our non-standard approach suggests a rough empirical test of our model: we can compare the fraction of married couples at each step in our model with the fraction of persons of a given generation that are married at a certain age. We did this test by comparing Fig. (7) and Fig. (8), which arguably gives a good agreement when taken into account the purposeful simplicity of our model.

Another famous problem somewhat related to the one we are interested in here is the secretary problem (see \[21\] for a review). Very briefly, the secretary problem is an optimal stopping problem, where applicants for a position are presented sequentially, and it is necessary to choose the best candidate constrained by the condition that an applicant cannot be chosen after being rejected. In its simplest form, the parameter that
characterizes applicants is sampled by the same distribution. This feature, however, is one of the essential differences between the secretary problem and the problem we are considering. The marriage market has externalities, which are manifested in the fact that the probability distributions that sample potential mates changes over time. In principle, with these distributions, which we will compute in section (3), one could formulate our model as a generalization of the secretary problem.

The paper is organized as follow: in section (2.1) we will present our model and in (2.2) the results obtained in our simulations. In section (2.3), we will answer some possible objections to the results and we will compare the evolution of married couples in our model and real-world data. In section (3) we will formulate our model in the large $N$ limit giving an analytical formulation and generalizing many assumptions. The steps of evolution for the analytical setup will be worked out in sections (3.1) and (3.2), and in (3.3) we will derive the asymptotic $t \to \infty$ limit for the model with marriage. A Mathematica notebook with the material in this article can be accessed in [22].

2 Model and results

As mentioned in the introduction, we are particularly interested in exploring the limit $N \gg T$. That is, when the number of agents that makes society is much larger than the number of times agents match with one another. We will see that in this limit the important degrees of freedom are not individual preferences but their probability distribution among society.

2.1 Stochastic matching model for mate searching

The model contains $N$ agents with preferences among themselves described by a utility function [23]. This information is encoded in the off-diagonal elements of the affinity matrix $A \in \mathbb{R}^{N \times N}$, where $A_{ij}$ is the utility for agent $i$ to be in a couple with agent $j$. Note that $A$ is not symmetric in general because the utility for agent $i$ to be with agent $j$ is not necessarily the same as the reverse. In addition, $A_{ij}$ is not positive in general, as it’s common to find people you’d rather be single than date. We will often refer to the collection of agents of our model as the society.

In large societies, the probability distribution that generates the affinity matrix is more important than its actual values. Indeed, the preferences of agent $k$ concerning the
other agents of society are encoded by \( \{A_{kj} : 1 \leq j \leq N \text{ and } j \neq k\} \). The histogram with these values, as in Fig. (1), will distribute according to some probability distribution. As it happens with many human traits, it may be reasonable to assume that these values are generated by a Gaussian distribution, i.e., \( A_{kj} \sim \mathcal{N}(\mu_k, \sigma_k) \) for all \( 1 \leq j \leq N \) with \( j \neq k \) and each \( 1 \leq k \leq N \). In principle, one may think that it is more realistic to assume that the preferences of different agents are given by distributions defined with different parameters \( \mu \) and \( \sigma \). Note, however, that the values of the \( k \)–column of the affinity matrix, \( \{A_{j k} : 1 \leq j \leq N \text{ and } j \neq k\} \), encodes the way agent \( k \) is liked by society. Therefore, if agents indeed have preferences given by different Gaussian distributions, then the distribution that generates the columns of the affinity matrix will not in general be Gaussian. Hence, to have both lines and columns consistently Gaussian, we may assume that all off-diagonal entries of the affinity matrix are generated by the same Gaussian distribution, that is \( A_{kj} \sim \mathcal{N}(\mu, \sigma) \) for all \( 1 \leq j \leq N \) and \( 1 \leq k \leq N \) with \( j \neq k \). When this is the case, we will say that we are dealing with the Gaussian model. For comparison and to make concrete our analytical investigations of section (3), we will also study the Uniform model, i.e., \( A_{ij} \sim U(\mu - 2\sigma, \mu + 2\sigma) \).

The diagonal elements of the affinity matrix are the utilities when agents are singles. We also believe it is reasonable to assume these values are generated by a Gaussian distribution. Note, that the mean of the diagonal elements gives the average utility when all agents are single. On the other hand, the mean of the off-diagonal elements can be interpreted as the average utility when agents form random couples. Therefore,
the relationship between the mean of these two distributions encodes how being single compares to dating a random agent in society. We do not believe this two quantities are generically the same. But, for concreteness, we will present our results assuming they are. However, we will show in section (2.3) that our conclusions still hold when this is not the case. In addition, in our analytical formulation of section (3), these distributions will be generic.

The dynamics of the system happen in discrete steps $t \in \mathbb{N}$. At each step $t$, all agents match at random with a new agent. More precisely, at each step, there is a random matching between all agents. That is, a bijection

$$\mu_t : \{1, 2, \ldots, N\} \rightarrow \{1, 2, \ldots, N\}$$

generated by a random process with uniform distribution. The matching $\mu_t$ maps $k$ to $\mu_t(k)$, the agent $k$ match at $t$. Suppose first, that agent $k$ is single at $t$ having $u^k_t = A_{kk}$, and match with agent $l = \mu_{t+1}(k)$ at $t + 1$. These two agents will form a couple if they like themselves, more precisely we will have

$$u^k_{t+1} = \begin{cases} A_{kl}, & A_{kl} > u^k_t = A_{kk} \text{ and } A_{lk} > u^l_t, \\ u^k_t, & \text{otherwise.} \end{cases}$$

Now, suppose agent $k$ is in a couple with agent $m$ at $t$. In this case $u^k_t = A_{km}$ and $u^m_t = A_{mk}$. At step $t + 1$, let agent $k$ match with agent $l = \mu_{t+1}(k)$ and $m$ with agent $n = \mu_{t+1}(m)$. Then, if the affinity among matched agents is larger then the affinity between the mates, a new couple will be formed and the old couples will break apart. More precisely

$$u^k_{t+1} = \begin{cases} A_{kl}, & \text{if } A_{kl} > u^k_t \text{ and } A_{lk} > u^l_t, \\ A_{kk}, & \text{if } A_{mn} > u^m_t \text{ and } A_{nm} > u^n_t, \\ u^k_t, & \text{otherwise.} \end{cases}$$

We start the system with all agents as singles, that is $u^k_0 = A_{kk}$ for all $1 \leq k \leq N$. We should emphasize that here, a couple is not a married couple. We will introduce marriage in the next section.
Running the simulation by $T$ steps produces a $N \times T$ matrix \( \{ u^k_t : 1 \leq k \leq N, 1 \leq t \leq T \} \) that gives the utility of agent $k$ at each step $t$. As we are interested in large societies $T \ll N$, we are more interested in the average utility and its variance:

\[
u_t \equiv \frac{1}{N} \sum_{k=1}^{N} u^k_t, \quad \sigma_t \equiv \sqrt{\frac{1}{N} \sum_{k=1}^{N} (u^k_t)^2 - \left( \frac{1}{N} \sum_{k=1}^{N} u^k_t \right)^2}
\]

(in fact, all moments carry aggregate information of the system, but we will postpone to section (3) the treatment of higher moments). The marked difference between $u^k_t$ and $u_t$ can be visualized by plotting their values for a simulation of the Gaussian $\mathcal{N}(0,1)$ model with $N = 10,000$:

![Figure 2: Evolution of the utility of four agents, distinguished by color, in the Gaussian model $\mathcal{N}(0,1)$ with $N = 10,000$](image1)

![Figure 3: Evolution of average utility with band equal to the variance in the Gaussian model $\mathcal{N}(0,1)$ with $N = 10,000$](image2)

The plot for the Uniform model $U(-2,2)$, which has variance $\sigma = 1$, is very similar and hardly distinguishable visually from the above ones.

As in Fig. (2) and Fig. (3), the results we will present were obtained in simulations using $\mu = 0$ and $\sigma = 1$. However, for the case that all entries of the affinity matrix are given by the same distribution, there is a symmetry that allow us to translate the results to generic $\mu$ and $\sigma$. Note, that the dynamical equations (2) and (3), depends on inequalities between values of the affinity matrix such as $A_{ij} > A_{kl}$. This fact implies that the dynamics of the system will be the same if we shift and re-scale all values of the affinity matrix $A_{ij} \rightarrow \tilde{A}_{ij} = \sigma A_{ij} + \mu$. But this corresponds to using generic $\mu$ and $\sigma$ instead of 0 and 1. By doing so, the utility of each agent at each step will shift and
re-scale accordingly, that is \( u^k_t \rightarrow \sigma u^k_t + \mu \). Hence we can translate the results obtained for \( \mu = 0 \) and \( \sigma = 1 \) to generic \( \mu \) and \( \sigma \). In symbols, we have:

\[
\text{if } (\mu = 0, \sigma = 1) \mapsto u^k_t \quad \text{then } (\mu, \sigma) \mapsto \sigma u^k_t + \mu.
\] (5)

Using this dictionary we can easily translate the results of Fig. (2) and Fig. (3) to general \( \mu \) and \( \sigma \). We will have \( u^k_t \rightarrow \sigma u^k_t + \mu \) and \( u_t \rightarrow \sigma u_t + \mu \). Therefore, it suffices to think of 0 as \( \mu \) and interpret the units of the vertical axis as given in terms of \( \sigma \).

As stressed before, in large societies the number of matchings we have during our lifetimes is much smaller than the number of agents that make our societies \( T \ll N \). In particular, the asymptotic limit \( T \rightarrow \infty \) doesn’t seem to be important. This resonates with the famous Keynes quote “in the long run we are all dead” [24], which can be read as the advice that asymptotic limits and equilibrium states are not always relevant. In addition, the asymptotic limit \( T \rightarrow \infty \) does not approach any equilibrium state in this model. Imagine for simplicity 3 agents, \( A, B \) and \( C \). Suppose \( A \) has higher affinity with agent \( C \), \( B \) with \( C \), and \( C \) with \( A \). At each step one of the agents does not match and they will remain in an eternal dance, which is not uncommon in modern relationships. The fact that this system never stabilizes shows that even generalized concepts of stability [25–28] may not be important to understand the matching of couples in large societies.

### 2.2 Adding the decision of getting married

We can implement the decision of getting married in our stochastic matching model in the following way. If the affinity between a couple is higher than a certain fixed value \( \Lambda \in \mathbb{R} \), then the couple will not match with new agents in the next steps of the evolution. In this case, we say that the couple is married. More precisely,

\[
\text{the } (k, l)\text{-couple is married at } t \text{ if } u^k_t = A_{kl} > \Lambda \quad \text{and} \quad u^l_t = A_{lk} > \Lambda.
\] (6)

Let \( \mathcal{M}_{t-1} \subseteq \{1, 2, \ldots N\} \) be the set of agents married at time \( t - 1 \), then the matching at time \( t \) will not include them

\[
\mu^\Lambda_t : \{1, 2, \ldots, N\} - \mathcal{M}_{t-1} \rightarrow \{1, 2, \ldots, N\} - \mathcal{M}_{t-1},
\] (7)
where \( \{1, 2, \ldots, N\} - \mathcal{M}_{t-1} = \mathcal{M}_t^c \) is the complement of \( \mathcal{M}_t \) over \( \{1, 2, \ldots, N\} \), that is, the set of unmarried agents. Note that for each value of \( \Lambda \) we will have a different simulation. Therefore, in this model, marriage is a one real parameter family. We should interpret \( \Lambda \) as exogenous in the sense that it characterizes the decision behavior of the agents of a given society. Different societies will have different values of \( \Lambda \). This will become clear with the discussion following the comparison between Fig. (7) and Fig. (8) in the next section. A natural generalization of this setup is attained by having a different value of \( \Lambda \) for each agent, i.e., \( \{\Lambda_k : 1 \leq k \leq N\} \). Assuming that \( \Lambda_k \sim \mathcal{N}(\Lambda, \sigma_\Lambda) \) for all \( 1 \leq k \leq N \), as we did for the elements of the affinity matrix, then the case we are investigating can be thought of as the \( \sigma_\Lambda \to 0 \) limit.

As in Eq. (5), results obtained using \( \mu = 0, \sigma = 1 \) can be translated to results obtained for generic \( \mu \) and \( \sigma \). However, from Eq. (6), one sees that it is necessary to shift and re-scale \( \Lambda \) to preserve the dynamic. More precisely, let \( u^k_t \) be the utility of agent \( k \) obtained for \( \mu = 0, \sigma = 1 \) and \( \Lambda \). Then, the simulation for generic \( \mu \) and \( \sigma \), will give \( \sigma u^k_t + \mu \) if one uses \( \sigma \Lambda + \mu \) instead of \( \Lambda \). In symbols we have:

\[
\text{if} \quad (\mu = 0, \sigma = 1, \Lambda) \mapsto u^k_t \quad \text{then} \quad (\mu, \sigma, \sigma \Lambda + \mu) \mapsto \sigma u^k_t + \mu.
\]  
(8)

We see that our results are still generic for \( \mu \) and \( \sigma \) with the appropriate transformation of \( \Lambda \).

We can compare the average utility in the system with and without marriage for different values of \( \Lambda \). Our results are presented in Fig. (4a) and Fig. (4b). The most significant lessons from our stochastic model can be extracted from these figures. Note that if we have \( \Lambda > A_{ij} \) for all \( i, j \), then marriage will not affect the dynamics of the system. Therefore, for sufficiently large \( \Lambda \) (and finite \( N \)), the system with marriage evolves the same way as the system without it. On the other hand, if \( \Lambda < A_{ij} \) for all \( i, j \), then every agent will marry with the first matched agent they like, and the average utility will get smaller as one can see from the plots. The lesson we can extract from this result is that we should not get married to the first person we like. However, for some intermediary values of \( \Lambda \approx \sigma \), the average utility is consistently larger in the system with marriage. Therefore, it is reasonable to conclude that we should marry if we like our partner more than a sigma above average. For \( \Lambda \approx \sigma \), the lines cross, therefore, there will be a different value \( \Lambda_t \) that maximizes the average utility at different steps \( t \).

To help further clarify the possible interpretations of the results, consider the following
scenario. During our lives, we can take all opportunities we have to match others, pursuing the dream of finding the greatest love of our lives. Alternatively, after finding someone who makes us happy more than a certain amount, we can decide to stop this search. From the results of this model we may conclude that, on average, it is better to stick with someone good enough than always be looking for the big love of our lives. The conjunction of these results justifies the sentence we advertised before: don’t marry the first person you like and don’t search for the love of your life, but get married if you like your partner more than a sigma above average.

There is a second interpretation for these results that personally motivated this model. Suppose you are dating, and you should decide if you will engage in monogamy or non-monogamy. The most salient difference is that in non-monogamy, you and your mate would be open to match with others. To decide, you need to consider several features of your preferences. For example, how much you like to match new people periodically. Whether you have enough time to spend with your mate and sporadic matches. How jealous you feel when your mate match with others. To mention but a few. In addition, the openness characteristic of non-monogamous relations increases the chances of matching with someone either you or your mate have more affinity. Hence, you may wonder if the odds of finding someone better pays the cons of being left out by your mate. If one interprets what we called a couple as non-monogamy, and what we called a married couple as monogamy, then the model proposed addresses this question and gives a negative answer. The significant conclusion is that, if you are in all respects unsure whether you
prefer monogamy or non-monogamy, the benefit of marriage as a search strategy disclosed by this model should tip the balance in favor of monogamy. Perhaps, in the future, this interpretation will be more significant as the number of people that experience non-monogamous relationships is growing \cite{29}. However, throughout the paper, we will stick to the first interpretation.

It is also interesting to plot the evolution of $u_t$ with the variance as we did in the previous section for the model with and without marriage. In Fig. (5), we see that the system with marriage and $\Lambda = \sigma$, have a higher mean and a lower variance. If agents value equality with respect to relationships, this fact can be interpreted as another benefit of marriage.

It is important to emphasize that the benefits of marriage as a search strategy disclosed using this model may be irrelevant when other aspects of marriage are considered. There are many layers of our preferences concerning relationships that are not taken into account by this model. For example, although an agent that does not marry will end up on average with someone with a lower affinity, it nevertheless may be the case that this agent gets a surplus of utility associated with the fact of participating in multiple relations during his lifetime. As another example, in general it is painful to break apart. However, this loss is not considered in the model. But would rather add another benefit to the society with marriage. Overall, evidence seems to suggest that marriage is beneficial in a number of respects \cite{30}.

A salient simplification of our model is that in real life, the affinity between agents is not time-independent. It is worth to mention, that if we include a time-dependent affinity,
then our model will already include divorce. Indeed, given a married couple, their affinity may get smaller than \( \Lambda \). When this happens, the married couple will unmarry and may break apart if one of the participants finds another mate. A time-dependent affinity would also account for the spontaneous break-up of couples. It suffices that the affinity between the couple gets smaller than the utility for one of the mates to be single. Understanding the average dynamical behavior of the affinity between agents is beyond the scope of this paper. Perhaps, the affinity is an oscillatory function with higher amplitude as the time with a given mate passes. As it often happens, old couples frequently oscillate between high-affinity and low-affinity states.

2.3 Discussion, comments and empirical comparison

A possible point of concern, is the fact that we did not distinguished man and woman as in the original marriage problem [1]. One could then think that we are actually dealing with something related to the roommate problem instead [1]. This distinctions, however, are not important for our model. We can partition society into two, making matching just between agents not of the same group. The evolution of average utility for such a system is visually indistinguishable from Fig. (5a) and Fig. (5b), giving the same pattern and disclosing the same benefits outlined before. One can even partition society into groups of different sizes, and the results are still very similar. For this situation, the matching in Eq. (4) is a random surjective function from the smallest partition to the largest one. A random subset of agents that make the large partition is left out from the matching process at each step. Several variations are possible in this setup. For example, we could select a subset of one of the partitions and make it match with itself as well. This subset could then be interpreted as bisexual agents. This flexibility of our model goes in line with the present diversity of modern relationships and contrasts with results for the matching problem. Many results, such as the Gale-Shapley algorithm, depend on the fact that both sets in the matching process have the same number of elements [4].

It is interesting to compare the value for the average utility attained in our model with the value obtained using the Gale–Shapley algorithmic solution to the matching problem [1]. We use the Gale-Shapley algorithm to find a stable matching and then we computed the average utility associated with it \( u_{G-S} \). We did this for different values of \( N \). For all \( N \) studied, \( u_{G-S} \) is much higher than the values obtained in our model. For example, in the Gaussian model with \( N \approx 1.000 \) we found \( u_{G-S} \approx 4 \). This is another indication that the concept of stable matching is not relevant to understand the matching
of couples in large societies. However, the fact that $u_{G-S}$ is larger than $u_t$ for $t \approx 100$, implies that the market of relationships in large societies is sub-optimal. If in the future we are able to infer the affinity between agents using correlated manifest properties, such as age, personality, political bias, level of education, etc., then we could use the Gale-Shapley algorithm to spell a stable matching, and society average utility with respect to relationships would be much higher.

As mentioned in the discussion after Fig. (1), we assumed for concreteness that the diagonal and off-diagonal elements of the affinity matrix are given by the same distribution. So, one might rightly worry that our results are not valid if this is not the case. To address this concern, we simulate our model assuming that $A_{kk} = 0$ for all $1 \leq k \leq N$ and that $A_{ij} = \mathcal{N}(\mu, 1)$ for all $1 \leq i \leq N$ and $1 \leq j \leq N$ with $i \neq j$, for different values of $\mu$ and $\Lambda = \mu + \sigma = \mu + 1$. Note that $A_{kk} = 0$ is obtained formally using $\mu = 0$ and taking the limit $\sigma \to 0$ for the distribution $\mathcal{N}(\mu, \sigma)$ that generates the diagonal elements of the affinity matrix. Furthermore, in this limit, there is no loss of generality in assuming that $\sigma = 1$ for the off-diagonal elements. This happens because, when $A_{kk} = 0$ for all $1 \leq k \leq N$, the dynamical equations (2) and (3), are still invariant under re-scaling of $A_{ij}$ and therefore the results obtained for $\sigma = 1$ can be translated to generic $\sigma$ as we did in (5). The results we obtained are presented in Fig. (6). The following considerations are helpful to interpolate the figures and get a better picture of the system as a function of $\mu$. For values of $\mu$ less than $-2\sigma = -2$, an agent is unlikely to find one it likes more than being single, and the behavior of the system will be very similar to that of Fig. (6a). On the other extreme, if $\mu > 2\sigma = 2$, agents will prefer to date any other agent than being single as they did for $\mu = 2\sigma = 2$, and the dynamics will be very similar to that of Fig. (6d). The difference, in this case, will be that the average utility will range on a different scale set by $\mu$. Because for all values we have the average utility in the system with marriage higher than in the system without it, we are confident in concluding that this is a robust feature of our model. Therefore, the advice we extracted seems to hold in more general contexts.

Another objection to the results presented in the previous section is that the assumption of a homogeneous society is clearly false. What is interesting, however, is that for a finite number of agents, this homogeneity is already broken. More precisely, for all agents $k$, its affinity with the other agents is given by $\{A_{jk} : 1 \leq j \leq N$ and $j \neq k\}$, which is generated by the same distribution but is, in general, a different collection of numbers for each agent. To make this point more clear consider the following. We can select all
Figure 6: Average utility evolution in the model with $A_{kk} = 0$ for all $1 \leq k \leq N$ and $A_{ij} \sim \mathcal{N}(\mu, 1)$ for all $1 \leq i \leq N$ and $1 \leq j \leq N$ with $i \neq j$ and $N = 10,000$. The orange dots corresponds to the system with marriage and $\Lambda = \mu + 1$, and the blue dots to the system without marriage.
agents \( k \) such that the average of the collection \( \{ A_{jk} : 1 \leq j \leq N \text{ and } j \neq k \} \) is larger than a certain positive value. We can pick this value in a way that we have just 1\% of all agents selected. This will represent the 1\% most liked agents of the system. Conversely, we can do the same and get the 1\% less liked agents. It is then interesting to follow the evolution of average utility for these different sets of agents. One finds that marriage is more beneficial to those that are not that liked. This agrees with intuition. If everyone likes you, you should not be concerned with marriage as a search strategy. It is easier for you to find a nice partner that also likes you and your mate is less likely to leave you because of someone else.

It is hard to measure the average utility in a real societies, but the number of married couples is not. By comparing the share of married couples in our model and existent societies we can test the adequacy of our model to describe reality. We have

![Figure 7: Share of married agents in the Gaussian model \( \mathcal{N}(0, 1) \) with \( N = 10,000 \) at each step for different values of \( \Lambda \). From the bottom to the upper lines we have \( \Lambda = 1.5, 1, 0.5, 0, -2 \).](image)

![Figure 8: Share of men in England and Wales who were married by a certain age \([31]\). From the bottom to the upper lines we have men who were born at 1980, 1970, 1960, 1950, 1940 respectively.](image)

which is arguably a good agreement when taken into account that we purposely ignore some relevant aspects of marriage, such as divorce. We highlight, though, that we could implement divorce by having a time-dependent affinity, as mentioned in the last paragraph of section \((2.2)\). We also call attention to the fact that the similar behavior of the two plots was not built-in our stochastic matching model in any way. It is a pure dynamical consequence.

The trends of a declining number of married men in Fig. \((8)\) can be interpreted in the framework of our model as a shift to higher \( \Lambda \). This agrees with rough expectations. In
the past, marriage was enforced by tradition and many couples get married without high affinity. Progressive movements diminished the forces of tradition and people became more rigorous to get married. If we go further and assume that each generation in Fig. (8) is associated with a value of \( \Lambda \) with the same color in Fig. (7), we can see in Fig. (4a) that the average utility concerning relationships increased from 1940 to 1970, and perhaps starts decreasing from 1970 to 1980. This being true, would suggest that the progressive movements benefited the matching markets of traditional societies by increasing \( \Lambda \). But perhaps, \( \Lambda \) went too high and needs to be balanced. The right balance can be achieved following the piece of advice extracted from the results of the previous section: get married if you like your partner more than a sigma above average. As mentioned before, the steps \( t \) are likely not linearly related to chronological time. If initial steps are compressed, as it is reasonable to assume, the initial convex behavior of the real-world data in Fig. (8) may be attained.

To end this section, we will give an operational answer to the question that opened this work. The affinity matrix contains information that is not accessible to the agents. They discover their affinity just when they match. Therefore, agents don’t know the value of sigma before the evolution of the system. However, one can use the utility attained from previous matchings as an input to calculate a mean and a variation and then use these estimates to decide if one proposes marriage or not. More precisely, let \( \{u_t : 0 \leq t \leq T\} \) be the utility of some agent at steps \( 0 \leq t \leq T \). This agent should propose marriage at step \( T + 1 \) if:

\[
\frac{u_{T+1}}{T} > \frac{1}{T} \sum_{t=0}^{T} u_t + \sqrt{\left(\frac{1}{T} \sum_{t=0}^{T} u_t^2\right) - \left(\frac{1}{T} \sum_{t=0}^{T} u_t\right)^2}.
\]

(9)

It is left to the agent the inner task of correctly estimate its affinity with the agents it already matched. This is by no mean a simple task, as we so commonly fool ourselves in matters of love. Perhaps, this is not even a well defined quantity after all.

### 3 Analytical formulation in the large \( N \) limit

In the previous section, we focused on the evolution of the average utility and its variance, disclosing some of the benefits of marriage as a search strategy. The average utility and its variance are aggregate quantities calculated from the set of values \( \{u^k_t : 1 \leq k \leq N\} \)
(a) Gaussian model, $U_0 \sim \mathcal{N}(0, 1)$.

(b) Uniform model, $U_0 \sim U(-2, 2)$.

Figure 9: Histogram of $\{u^k_t : 1 \leq k \leq 10,000\}$ at $t = 100$ with bin size 0.1 for the model with marriage with $\Lambda = 1$ (orange) and without marriage (blue). The vertical axis is the number of agents and the horizontal axis the utility. Together with the histograms in Fig. (1), this gives a visualization of the evolution of the system.

At each step $t$. However, this set of values contains much more information as one can see visually with its histograms in Fig. (9a) and Fig. (9b). Another way to collect this information is to introduce a random variable $U_t$ with a finite number of outcomes $\{u^k_t : 1 \leq k \leq N\}$ occurring with probabilities $\frac{1}{N}$. Then, the average utility will be given by the expectation value of $U_t$, i.e. $E[U_t]$, and the variance by $(E[U_t^2] - E[U_t]^2)^{\frac{1}{2}}$, where

$$E[U^n_t] = \frac{1}{N} \sum_{i=1}^{N} (u^k_t)^n, \quad (10)$$

is the $n-$moment of the random variable $U_t$. This form of collecting the information shows more precisely what information we are missing by analyzing just the average utility and its variance: we are missing the higher moments of $U_t$.

At $t = 0$ we have $u^k_0 = A_{kk} \sim U_0$ which is given by a known distribution with probability density function $p_0(u)$. Therefore, $U_0$ is a random variable sampled by this distribution and approximates the actual distribution as $N \to \infty$. In this limit, we have

$$E[U^n_0] = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} A_{kk}^n = \int_{-\infty}^{\infty} u^n p_0(u) du \quad (11)$$

We see that we have complete information of the system at $t = 0$ as $N \to \infty$ because we know the probability distribution of $U_0$ and we can calculate explicit all moments.
$E[U_0^n]$. For finite $N$, if we run the simulation and compare $E[U_0^n]$ with the corresponding quantity in the limit as $N \to \infty$, they will not be exactly equal. However, if we do a large number of simulations and average the results we will get better approximations to the value obtained in the limit. This considerations shows that the probability distribution $p_t(u)$ that samples the values $\{u^k_t : 1 \leq k \leq N\}$ is more fundamental than the actual values.

The objects of interest in this section are the probability distribution function $p_t(u)$ and the moments $E[U_0^n]$. The first gives the probability of finding an agent with utility $u$ at time $t$, and the second characterizes this distribution. In fact, both objects can be thought as different aspects of the same mathematical construct seems one can be built from the other. To get $E[U_0^n]$ from $p_t(u)$ it suffices to integrate $u^n$ with weight $p_t(u)$. To get $p_t(u)$ from $E[U_0^n]$ is a bit more laborious, one needs to compute the characteristic function

$$E[e^{ikU_t}] = \int_{-\infty}^{\infty} e^{iku} p_t(u) = \sum_{n=0}^{\infty} E[U_0^n] \frac{(ik)^n}{n!}, \quad (12)$$

using the moments $E[U_0^n]$, and then take the inverse Fourier transform. From this discussion, one sees that a formula for computing $E[U_0^n]$ from $E[U_0^{n-1}]$ is equivalent to finding $p_t(u)$ from $p_{t-1}(u)$. This is the task of this section. In section (3.1) we will work out $p_1(u)$. In section (3.2) we will write the general evolution equation for $p_t(u)$ in terms of its moments $E[U_0^n]$. In both sections we will be concerned with our model without marriage. Then, in section (3.3) we will find the distribution for married couples.

Before starting, we should mention that, although more tractable analytically and more fundamental seems approximated by any finite implementation, this continuous version of the problem lack some features that approximate the computational implementation with reality. Apart from the salient unrealistic fact that real societies have a finite number of agents, another important feature of $N \to \infty$ is that in this limit the society is indeed homogeneous. For a finite number of agents $N$, homogeneity is broken and we end up with agents that are more or less liked than others. This departure from homogeneity among agents is certainly an important feature of real societies as we all have experiences with people that are more liked than others. We explored this feature in the previous section, and we mentioned that the more liked agents receive, on average, a smaller benefit from marriage than the agents who are not that liked. This sort of analysis is not possible in the continuum version where the system is indeed homogeneous.
3.1 Warm-up: distribution after the first step

As a preparation for the next section, we will find an analytical equation for \( E[U_{1n}] \) for our model without marriage given the random variable \( U_0 \). To do that, note that agents are either coupled or singles at each step. Couples and singles behave differently and we need to consider them separately to find the equation for \( E[U_{1n}] \). Furthermore, because agents are either coupled or singles, \( p_t(u) \) can be decomposed as

\[
p_t(u) = b_t p_{ct}(u) + r_t p_{st}(u),
\]

with \( p_{ct}(u) \) and \( p_{st}(u) \) respectively the utility distribution for the coupled and single agents, and \( b_t, r_t \) the proportion of couples and singles in the population. If we introduce random variables for the couples and singles, \( C_t \) and \( S_t \), the decomposition \((13)\) is equivalent to the following relation between the moments of these random variables:

\[
E[U_{1n}] = b_t E[C_{1n}] + r_t E[S_{1n}],
\]

therefore, to find \( E[U_{1n}] \) we need to find \( b_1, E[C_{1n}], r_1 \) and \( E[S_{1n}] \).

At \( t = 0 \) all agents are singles therefore \( b_0 = 0 \) and \( r_0 = 1 \). The diagonal elements of the affinity matrix encodes the utility when agents are singles and is an input of the model. Hence, these elements are generated by the random variable \( U_0 \) with probability distribution equals \( p_0(t) \). The off-diagonal elements of the affinity matrix may be generated by another distribution as emphasized in the discussion after Fig. (1). We will denote the probability distribution that generates these elements by \( p_A(u) \).

Let’s start with \( b_1 \). This number is the probability of forming a couple at \( t = 1 \). All agents are singles at \( t = 0 \) and match at random at \( t = 1 \). If two agents, described by the random variables \( K \) and \( L \) match, they will form a couple if they like each other. More precisely,

\[
c_0(K, L) \equiv \int_K^\infty p_A(u)du \int_L^\infty p_A(u)du,
\]

where \( p_A(u) \) is the probability distribution function that generates the off-diagonal elements of the affinity matrix. The random variables \( K \) and \( L \) are distributed according
to $U_0$ seems agents are single at $t = 0$. Then, the expectation value of $c_0(K, L)$ gives $b_1$, that is

$$b_1 = E[c_0(K, L)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} c_0(k, l)p_0(k)p_0(l)dkdl, \quad A, B \sim U_0. \quad (16)$$

Conversely, the probability that agent $K$ will stay single at $t = 1$, is the complement of $c_0(K, L)$. This quantity is composed of two contributions, either agent $L$ likes agent $K$ but agent $K$ does not like agent $L$. Or agent $L$ does not like agent $K$. More precisely,

$$s_0(K, L) \equiv 1 - c_0(K, L) = \int_{-\infty}^{K} p_A(u)du \int_{L}^{\infty} p_A(u)du + \int_{-\infty}^{L} p_A(u)du. \quad (17)$$

As before,

$$r_1 = E[s_0(K, L)], \quad K, L \sim U_0. \quad (18)$$

Because (17) is the complement of (15), it is easy to check that indeed

$$E[U_0^1] \equiv b_1 E[C_0^1] + r_1 E[S_0^1] = b_1 + r_1 = E[c_0(A, B) + s_0(A, B)] = E[1] = 1. \quad (19)$$

For the homogeneous Gaussian and Uniform model we studied, with all elements of the affinity matrix generated by the same distribution, we have

$$b_1 = \frac{1}{4}, \quad r_1 = \frac{3}{4}. \quad (20)$$

This results can be compared with simulations by counting the number of couples and singles at $t = 1$ and dividing by $N$. In a typical simulation of the Uniform model with $N = 10,000$ and $\sigma = 1$ we got

$$b_1^{\exp} = \frac{2430}{10000} = 24.3\%, \quad r_1^{\exp} = \frac{7570}{10000} = 75.7\%, \quad (21)$$

which differs from the $N \to \infty$ values, in the 0.1% level.
Now, it is easy to generalize the expressions for $b_1$ and $r_1$ to give $E[C_1^n]$ and $E[S_1^n]$ instead. We have $E[C_0^n] = E[S_0^n] = 1$, and for $n > 0$ we have

$$E[C_1^n] = E[c_n(K, L)], \quad E[S_1^n] = E[s_n(K, L)], \quad K, L \sim U_0, \quad (22)$$

where

$$c_n(K, L) \equiv \int_K^\infty u^n p_A(u) du \int_L^\infty p_A(u) du, \quad (23)$$

$$s_n(K, L) \equiv 1 - c_n(K, L) = K^n \int_{-\infty}^K p_A(u) du \int_L^\infty p_A(u) du + K^n \int_{-\infty}^L p_A(u) du. \quad (24)$$

Using Eq. (16), (18) and (22) in Eq. (14) we can compute $E[U_n^1]$ as we wanted.

For the Uniform model with the diagonal and off-diagonal elements of the affinity matrix generated by the same distribution we have

$$p_0(u) = p_A(u) = \frac{1}{4\sigma} \begin{cases} 1 & \text{if } -2\sigma \leq u \leq 2\sigma \\ 0 & \text{otherwise} \end{cases}. \quad (25)$$

Using this formula in Eq. (22) we can compute

$$E[C_1^n] = \frac{(2n + 3)(2\sigma)^n + (-2\sigma)^n}{2(n + 1)(n + 2)}, \quad E[S_1^n] = \frac{(4n + 7)(2\sigma)^n + (2n + 5)(-2\sigma)^n}{2(n + 1)(n + 2)}, \quad (26)$$

which together with Eq. (20) can be used to find $E[U_n^1]$. By considering the couples and singles separately at step 1, we can compare the values of Eq. (26) with the sample moments obtained in the simulation. This comparison gave good agreement, although we were not systematic in estimating the uncertainties. By taking the inverse Fourier transform of the characteristic function given by Eq. (12), we can compute the utility probability distribution of couples and singles,

$$p_{c1}(u) = \frac{2\sigma + u}{2\sigma} p_0(u), \quad (27)$$

$$p_{s1}(u) = \frac{6\sigma + u}{6\sigma} p_0(u). \quad (28)$$
Their sum, with factors $b_1$ and $r_1$ gives the probability distribution of $U_1$ namely

$$p_1(u) = b_1 p_{c1}(u) + r_1 p_{s1}(u) = \frac{4\sigma + u}{4\sigma} p_0(u).$$  \hspace{1cm} (29)$$

A visual check of the results is to compare the normalized histogram obtained in the simulations and the plot of these probability distribution functions. We have

(a) Distributions at step 0 and 1. \hspace{1cm} (b) Distributions for singles and couples at 1

Figure 10: In Fig. (10a), the orange line is the initial distribution Eq. (25) and the blue line the distribution at step 1 Eq. (29) with $\sigma = 1$. In Fig. (10b), the orange and green lines are respectively the distribution for couples Eq. (27) and singles Eq. (28) at step 1, both for $\sigma = 1$. We also plotted the corresponding histogram for the simulation with $N = 10,000$ and $\sigma = 1$.

For the Gaussian system, the integrals are more involved, but it would be interesting to explore and see if it is also possible to find an expression for $p_{c1}(u)$ and $p_{s1}(u)$ in terms of familiar functions. As the first step in this direction, we calculate the mean of $U_1$ in the Gaussian model. With Eq. (29), one can also calculate it for the Uniform model. These two results are:

$$E[U_1] = \begin{cases} \displaystyle \frac{\sigma}{2\sqrt{\pi}}, & \text{if Gaussian}, \\ \displaystyle \frac{\sigma}{3}, & \text{if Uniform}. \end{cases} \hspace{1cm} (30)$$

It is nice to see that both are consistent with the dictionary explained in Eq. (5).

It is currently beyond our mathematical prowess to prove that the distribution $p_1(u)$ is indeed what is obtained in the simulation at step 1 in the limit $N \to \infty$. However, the
intuitive derivation together with the visual fit between the histograms and the distributions are already compelling reasons to believe that this is indeed the case. In addition, one can compare the sampled moments of the simulation with the moments of the distribution. Such an analysis also gives a good agreement between the two. In any case, it would be interesting to have formal proof of this fact.

3.2 Evolution equations in the large \( N \) limit

In the previous section, the equations were simple because all agents were single at \( t = 0 \). Now, we have a distribution \( p_{c1}(u) \) and \( p_{s1}(u) \) for the utility of couples and singles. The singles will behave as in the previous section, but the couples behave differently.

If an agent \( K \) and \( M \) are a couple at step 1 and they match with agents \( L \) and \( N \) at step 2, then the probability for agent \( K \) to be in a couple at step 2 decomposes in five pieces. If agent \( L \) likes agent \( K \), either agent \( K \) also likes agent \( L \) and they form a couple or agent \( K \) does not like agent \( L \) but agents \( M \) and \( N \) does not form a couple as well. Otherwise, if agent \( L \) does not like agent \( K \), then it will remain in a couple if agents \( M \) and \( N \) do not form a couple. Furthermore, the probability that agents \( M \) and \( N \) will not form a couple can be decomposed into two parts. Either \( M \) likes \( N \) but \( N \) does not like \( M \), or \( N \) does not like \( M \). Already making the generalization we did from Eq. (15) to Eq. (23) we will have

\[
c_n(K, L, M, N) \equiv \int_{L}^{\infty} p_A(u)du \left( \int_{K}^{\infty} p_A(u)u^n du + f(K, M, N) \int_{-\infty}^{K} p_A(u)du \right) + f(K, M, N) \int_{-\infty}^{L} p_A(u)du, \tag{31}
\]

with

\[
f(K, M, N) \equiv K^n \int_{N}^{\infty} p_A(u)du \int_{-\infty}^{M} p_A(u)du + K^n \int_{-\infty}^{N} p_A(u)du. \tag{32}
\]

The moments of \( C_t \) at each time will have a contribution that comes from the singles given by Eq. (23) and a part given by Eq. (31). Each part is proportional to the fraction of singles and couples in society at the previous step. We hence have
\[ b_{t+1} = b_t E[c_0(K_c, L, M, N)] + r_t E[c_0(K_s, L)], \quad (33) \]
\[ E[C^0_{t+1}] = b_t E[c_0(K_c, L, M, N)] + r_t E[c_n(K_s, L)], \quad n > 0 \quad (34) \]

with \( K_s \sim S_t, K_c, M \sim C_t, L, N \sim U_t \). In words, \( K_s \) is a single, \( K_c, M \) a couple, and \( L, N \) either couple or single. Note that for \( n = 0 \), \( E[C^n_{t+1}] \) is not defined by Eq. (34), seems \( E[C^0_{t+1}] = E[1] = 1 \) and not \( E[C^0_{t+1}] = b_{t+1} \neq 1 \).

Conversely, agent \( K \) will be single at \( t = 2 \) if \( L \) and \( N \) form a new couple, and either if \( L \) does not like \( K \) or if \( L \) likes \( K \) but \( K \) does not like \( L \). More precisely, and generalizing we have

\[ s_n(K, L, M, N) \equiv 1 - c(K, L, M, N) = g(M, N) \int_{L}^{\infty} p_A(u)du \int_{-\infty}^{K} p_A(u)du \]
\[ + g(M, N) \int_{-\infty}^{L} p_A(u)du, \quad (35) \]

with

\[ g(M, N) \equiv E[U^n_0] \int_{M}^{\infty} p_A(u)du \int_{N}^{\infty} p_A(u)du, \quad (36) \]

where we used \( E[U^n_0] \) instead of \( K \) to account for the fact that in this case, the agent \( K \) will end up single getting back to its initial distribution \( U_0 \). Because \( U_0 \) does not appear anywhere else, we already use its expectation value instead of \( U_0 \). Taking the expectation values as we did in Eq. (34) and Eq. (33) gives

\[ r_{t+1} = b_t E[s_0(K_c, L, M, N)] + r_t E[s_0(K_s, L)], \quad (37) \]
\[ E[S^0_{t+1}] = b_t E[s_0(K_c, L, M, N)] + r_t E[s_n(K_s, L)], \quad n > 0 \quad (38) \]

and conversely \( K_s \sim S_t, K_c, M \sim C_t, L, N \sim U_t \). As before, for \( n = 0 \), \( E[S^n_{t+1}] \) is not defined by Eq. (34), seems \( E[S^0_{t+1}] = E[1] = 1 \) and not \( E[S^0_{t+1}] = r_{t+1} \neq 1 \).

Note that the evolution equations (33), (34), (37) and (38) are equal the ones given in the previous section because for \( t = 0 \) we have \( b_0 = 0 \) and \( r_0 = 1 \) which sets the first
terms in each case to zero. In addition, at \( t = 0 \) we have \( S_0 \sim U_0 \). It is easy to prove that this evolution equation preserves probability. Because

\[
s_0(K, L, M, N) + c_0(K, L, M, N) = s_0(K, L) + c_0(K, L) = 1, \quad (39)
\]

we have

\[
b_{t+1} + r_{t+1} = b_t + r_t, \quad (40)
\]

therefore, if \( E[U_0^0] = b_0 + r_0 = 1 \), by induction we will have \( E[U_t^0] = b_t + r_t = 1 \) for all \( t \). Combining all this expressions we had accomplished the desired result of formulating the dynamics of the system in an analytic way. We built a mathematical machinery to compute \( p_{t+1}(u) \) given the four components of \( p_t(u) = b_t p_{ct}(u) + r_t p_{st}(u) \).

Using the trick of computing the Fourier transform of the characteristic function given in Eq. (12), for the Uniform model at \( t = 2 \) we have

\[
p_2(u) = \frac{1861}{5184} p_{c2}(u) + \frac{3323}{5184} p_{s2}(u), \quad (41)
\]

with

\[
p_{c2}(u) = \frac{3(2\sigma + u)(2258\sigma + 335u)}{7444(2\sigma)^3}, \quad p_{s2}(u) = \frac{3233(2\sigma)^2 + 3672\sigma u + 270u^2}{6646(2\sigma)^3}. \quad (42)
\]

To compare, in one of the simulations we obtained

\[
b_2^{\text{exp}} = \frac{1737}{5000}, \quad r_2^{\text{exp}} = \frac{3263}{5000}, \quad (43)
\]

which differs from the \( N \to \infty \) values, in the 0.01% level. More distributions can be computed. However, the exact expressions, although polynomials in \( u \) and \( L \), have coefficients that are so big that this paper lacks space to include them here. A plot with \( p_t(u) \) for \( t = 0, 1, 2, 3, 4 \) is included bellow as well as \( p_2(u) \) with the histogram obtained from the simulations:
As mentioned in the previous section, we do not know how to rigorously prove that this system of equations for the evolution of $p_t(u)$ is indeed the $N \to \infty$ limit of the model we proposed in the previous section. However, the intuitive derivation, the self-consistent fact that the evolution preserves probability, and the good agreement with the simulations, strongly suggests that this is indeed the case. On the other hand, there are many details and subtleties, so it may be the case that there are higher-order effects that we are not considering. As a final comment. It would be interesting to take the continuum limit in $t$ and find a differential equation that describes the evolution of the continuum probability distribution $p_c(u, t)$ and $p_s(u, t)$. Quantum mechanics deals with the unitary evolution of amplitudes. Perhaps, one could find a quantum mechanical analog of this system.

### 3.3 Probability distribution for married couples

In the model with marriage, married couples decouple from the system because they do not break. More precisely, they are not selected in the matching process as in Eq. (7). This sole fact, allows us to derive an expression for the utility distribution for married couples. This derivation will highlight the fact that this distribution is the same at all steps of the evolution of the system. As the system evolves, a larger fraction of agents will get married until all agents are married and then the system will not evolve anymore. Therefore, the asymptotic utility distribution for the system with marriage.

Figure 11: Distribution $p_2(u)$ Eq. (41) and histogram obtained in the simulation with $N = 10,000$ and $\sigma = 1$ at step $t = 2$.

Figure 12: Distributions $p_t(u)$ with $t = 0, 1, 2, 3, 4$ corresponding to the lines from the bottom to the upper one at $u = 2$. 

As mentioned in the previous section, we do not know how to rigorously prove that this system of equations for the evolution of $p_t(u)$ is indeed the $N \to \infty$ limit of the model we proposed in the previous section. However, the intuitive derivation, the self-consistent fact that the evolution preserves probability, and the good agreement with the simulations, strongly suggests that this is indeed the case. On the other hand, there are many details and subtleties, so it may be the case that there are higher-order effects that we are not considering. As a final comment. It would be interesting to take the continuum limit in $t$ and find a differential equation that describes the evolution of the continuum probability distribution $p_c(u, t)$ and $p_s(u, t)$. Quantum mechanics deals with the unitary evolution of amplitudes. Perhaps, one could find a quantum mechanical analog of this system.

### 3.3 Probability distribution for married couples

In the model with marriage, married couples decouple from the system because they do not break. More precisely, they are not selected in the matching process as in Eq. (7). This sole fact, allows us to derive an expression for the utility distribution for married couples. This derivation will highlight the fact that this distribution is the same at all steps of the evolution of the system. As the system evolves, a larger fraction of agents will get married until all agents are married and then the system will not evolve anymore. Therefore, the asymptotic utility distribution for the system with marriage.
is equal to the probability distribution of married couples at each step. In this section, we will find an analytical expression for this expression and compute it for the uniform model.

To start constructing this distribution first consider the agents that have an initial utility $u < \Lambda$. Eventually, they will meet an agent that will make their utility to be larger than $\Lambda$ and get marriage. Because the affinity with other agents is given by a distribution $p_0(u)$, the probability it will get married to an agent with affinity $u$ will end up being proportional to $p_0(u)$ but larger than $\Lambda$. Hence we will have

$$\frac{p_0(u)\Theta(u - \Lambda)}{\int_{-\infty}^{\Lambda} p_0(s)ds} \int_{-\infty}^{\Lambda} p_0(x)dx$$

where the second-factor accounts to the volume of agents with $u < \Lambda$. For an agent with initial utility $u \geq \Lambda$, the same will hold, but now the final distribution needs to be larger than $u$ and not $\Lambda$, that is

$$\frac{p_0(u)\Theta(u - x)}{\int_{-\infty}^{x} p_0(s)ds}.$$  \hspace{0.5cm} (46)$$

Integrating for all values of $x$ larger than $\Lambda$ gives our ansatz for the final probability distribution:

$$p_\infty(u) = \int_{-\Lambda}^{\infty} \frac{p_0(u)\Theta(u - x)}{\int_{-\infty}^{\Lambda} p_0(s)ds} p_0(x)dx + \int_{-\Lambda}^{\Lambda} \frac{p_0(u)\Theta(u - \Lambda)}{\int_{-\infty}^{\Lambda} p_0(s)ds} \int_{-\infty}^{\Lambda} p_0(x)dx.  \hspace{0.5cm} (47)$$

Note that $p_\infty(u)$ is indeed normalized seems

$$\int_{-\infty}^{\infty} p_\infty(u)du = \int_{-\Lambda}^{\infty} p_0(u)du + \int_{-\Lambda}^{\Lambda} p_0(u)du = 1.$$  \hspace{0.5cm} (48)$$

Recall that, $p_\infty(u)$ is the distribution for the married couples at each step of the evolution of the system.
For the Uniform model we have

\[ p_{\infty}(u) = \ln \left( \frac{2\sigma - \Lambda}{2\sigma - u} \right) \Theta(u - \Lambda) p_0(u) + \frac{\Lambda + 2\sigma}{2\sigma - \Lambda} \Theta(u - \Lambda) p_0(u), \]  

(49)

where we used that

\[ \int_{\Lambda}^{\infty} \frac{\Theta(u - x)}{\int_x^\infty p_0(s) ds} p_0(x) dx = \Theta(u - \Lambda) \int_{\Lambda}^u \frac{1}{2\sigma - x} dx = \ln \left( \frac{2\sigma - \Lambda}{2\sigma - u} \right) \Theta(u - \Lambda). \]  

(50)

Visually, for \( \sigma = 1 \), the distributions for different values of \( \Lambda \) looks like

![Figure 13: Asymptotic probability density function \( p_{\infty}(u) \) for \( \sigma = 1 \) and \( \Lambda = 1, 0, -2 \).](image)

Note that the first term of \( p_{\infty}(u) \) in Eq. (49) diverges as \( u \to 2\sigma \), therefore, we need to regulate \( p_{\infty}(u) \) to compute expectation values \( E[U_{\infty}^n] \). This can be done by integrating from \(-2\sigma\) to \(2\sigma(1 - \epsilon)\) instead of \(2\sigma\), and then taking the limit \( \epsilon \to 0 \). This regularization procedure gives

\[ E[U_{\infty}^n] = \frac{(2\sigma)^n}{2(n + 1)} \left[ H_{n+1} + \ln \left( 1 - \frac{\Lambda}{2\sigma} \right) + B_{\frac{\Lambda}{2\sigma}}(n + 2, 0) \right] + \frac{\Lambda + 2\sigma}{2\sigma - \Lambda} \frac{(2\sigma)^{n+1} - \Lambda^{n+1}}{2\sigma(n + 1)} \]  

(51)

where \( H_n \) is the \( n \)-th harmonic number and \( B_x(a,b) \) is the incomplete beta function. We compared these values with the sample moments obtained for the married couples at each
step of the evolution of our system for different values of $\Lambda$ and $\sigma$ and we obtained a good agreement. In particular, we have

$$E[U_\infty] = \frac{3\Lambda^2}{16\sigma} + \frac{3\Lambda}{4} + \frac{7\sigma}{4}, \quad (52)$$

which gives $\sigma$ for $\Lambda = -2\sigma$. In the simulation without marriage with $N = 10.000$ and $\sigma = 1$ we got $u_{100} \simeq 1.27$ which is a bit larger than the value $u_\infty = \sigma = 1$. This result comes to reinforce the conclusions from the previous section (2.2): don’t marry the first person you like. In addition, the average utility Eq. (52), as a function of $\Lambda$, attains its maximum value of $4\sigma$ for $\Lambda = 2\sigma$. The value of $4\sigma$ for $\sigma = 1$ is much larger than the values attained in our computational simulations in section (2.2). Naively, this could suggest that the larger the value we establish to get married the better. But this is not true for steps $t \sim 100$ as we showed with Fig. (5a) and Fig. (5b). This situation is a clear illustration of Keynes famous quote “in the long run we are all dead” [24]. Finally, it is nice to check that the expression for $E[U_\infty]$, is consistent with the dictionary explained in Eq. (8). We indeed have

$$\sigma \times E[U_\infty] \bigg|_{\sigma=1} = \frac{3\Lambda^2}{16} + \frac{3\sigma\Lambda}{4} + \frac{7\sigma}{4} = E[U_\infty] \bigg|_{\Lambda=\sigma\Lambda}. \quad (53)$$

### 4 Conclusions

We proposed and investigated a model for mate searching and marriage in large societies based on a stochastic matching process and simple decision rules. By investigating this model, we disclosed some benefits of marriage as a search strategy. Most significantly, the average utility in the system with marriage can be higher than in the system without it. We summarized some of our results in what sounds like a piece of advice: don’t marry the first person you like and don’t search for the love of your life, but get married if you like your partner more than a sigma above average. We also mentioned that the average utility attained in our stochastic model is smaller than the one associated with a stable matching achieved using the Gale-Shapley algorithm. This can be taken as a formal argument in favor of a central planner (perhaps an app) with the information to coordinate the marriage market in order to set a stable matching. To roughly test the adequacy of our model to describe existent societies, we compared the evolution of
the number of married couples between our model and real-world data and obtained an arguably good agreement. Lastly, we formulated the model in the limit of an infinite number of agents and found an analytical expression for the evolution of the system.

This work left open many directions for investigation. For those with a mathematical bend, it would be relevant to prove that the evolution of our model in the large $N$ limit is indeed given by the evolution equations of section (3). It would be interesting to explore and try to understand the $t \to \infty$ limit in the system without marriage for finite $N$ and also $N \to \infty$. For those interested in the adequacy of this model to describe reality, it would be important to do a more systematic comparison between the fraction of couples in our model and real societies, as we did in Fig. (7) and Fig. (8). One could try to model a mapping between steps of evolution and chronological time. By doing so, it would be easier to infer $\Lambda$ from the fraction of couples and one would be able to discover the value of $\Lambda$ for different societies. Combined with our study of the average utility as a function of $\Lambda$, summarized in Fig. (4), one could then advise the agents of a given society to be more or less selective to get married. For those interested in perfecting this model to describe reality, it would be relevant to investigate the fact that the affinity of a couple changes as time together passes. With a dynamical affinity, it would be possible to investigate new connections with real data, as the rate of divorce. As we have just shown, there are many open directions to advance the understanding of our stochastic matching model. Hopefully, this study will pave the way for future works.

Acknowledgments: This work was motivated by personal experiences with my girlfriend Lis, whom I thank for her love and companionship. As I am sure that our affinities are more than one sigma above the average, I hope the results presented here will convince her that we should get married, as they have convinced me. I would also like to thank Seth Koren for his valuable comments.
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