Abstract

Low-Rank Representation (LRR) is a popular tool to identify the data that are generated by a union of subspaces. However, the size of the regularized matrix of LRR is proportional to $n^2$, where $n$ is the number of samples, which hinders LRR for large scale problems. In this paper, we study how to scale up the LRR method accurately and memory efficiently. In particular, we propose an online implementation that reduces the memory cost from $O(n^2)$ to $O(pd)$, with $p$ being the ambient dimension and $d$ being some expected rank. There are two key techniques in our algorithm: one is to reformulate the nuclear norm to an equivalent matrix factorization form and the other is to introduce an auxiliary variable working as a basis dictionary of the underlying data, which combined together makes the problem amenable to stochastic optimization. We establish a theoretical guarantee that the sequence of solutions produced by our algorithm will converge to a stationary point asymptotically. Numerical experiments on subspace recovery and subspace clustering tasks demonstrate the efficacy and robustness of the proposed algorithm.

1 Introduction

The nuclear norm has been extensively studied in the last decade and finds successful applications in matrix completion, matrix decomposition, subspace clustering, robust principal component analysis (RPCA), to name a few.

However, in the face of big data, there are two challenges for solving a nuclear norm regularized problem which obstructs its practical success. First, it is usually computationally expensive to optimize such problems. For example, an SDP solver can obtain accurate enough solution but is not scalable to large matrices. The singular value thresholding technique needs to compute the SVD in each iteration, which is also not practical. Second, the memory cost of popular nuclear solvers is often proportional to the size of the regularized matrix. Although for specific problems such as matrix completion, it can be reduced to the number of observed entries, in general, the huge memory cost still hinders most of batch based nuclear norm solvers.

In this paper, we aim at scaling up the nuclear norm accurately and memory efficiently. Particularly, we address the worst case in terms of memory cost – the size of the nuclear norm regularized matrix is $n$ by $n$. Such a problem mainly emerges in low-rank subspace clustering and extensions of matrix completion problem. We study the following formulation (termed LRR) proposed by for the low-rank subspace clustering problem:

\[
\min_{X,E} \|X\|_* + \lambda \|E\|_1, \text{ s.t. } Z = ZX + E.
\]
Here, $Z \in \mathbb{R}^{p \times n}$ is the observation matrix with $n$ samples lying in a $p$ dimensional subspace and $E \in \mathbb{R}^{p \times n}$ is some sparse corruption. The program pursues a low-rank representation $X \in \mathbb{R}^{n \times n}$ among all candidates, each of which can be represented as a linear combination of the atoms in the dictionary $Z$. Note that in the above formulation, there is typically no sparsity assumption on $X$. Hence, most recently developed nuclear norm solvers [21, 19, 17] are not applicable to large scale LRR as the memory cost is $O(n^2)$; see Section 1.1 for a detailed discussion on this issue. Our algorithm, in contrast, aims to scale up the nuclear norm in an online manner, where the memory cost is independent of the sample size.

**Technical Challenges.** Generally speaking, the LRR problem we investigate here can be viewed as a coding algorithm, with the dataset itself being the dictionary and the low-rank matrix $X$ being the code. Using the dataset as the dictionary makes LRR difficult for online implementation for two reasons: 1) memory issues. Compared to sparse coding [25] – another popular coding algorithm whose dictionary is with fixed size and hence can be kept in memory, the dictionary of LRR grows with samples. 2) More seriously, at each iteration, we can only access a part of the dictionary (in fact, only one column of $Z$), and we aim to recover the corresponding entries in $X$ while preserving a global low-rank structure for it. This makes our problem setting totally different from [25], although part of our proof is inspired by theirs.

Our main contributions are three-folds: 1) We study the low-rank subspace clustering problem as an example and propose to scale up the nuclear norm in an online manner, which reduces the memory cost from $O(n^2)$ to $O(pd)$, where $d$ is some expected matrix rank. 2) By introducing an auxiliary variable, our algorithm can simultaneously recover the underlying subspace, estimate the representation matrix $X$ and identify the corruption $E$. 3) We theoretically show that the sequence of solutions produced by our algorithm converge to a stationary point of LRR formulation asymptotically.

### 1.1 Related Work

We discuss some related work in the literature. Some of the previous work concerns the theoretical analysis on the conditions under which the nuclear norm based program can exactly recover a low rank matrix. As the matrix nuclear norm is analogous to the vector $\ell_1$ norm, [2] extended the consistency results of Lasso to the nuclear norm minimization problem and provide sufficient and necessary conditions for the rank consistency. [9] concerned the nuclear norm regularized matrix completion problem and showed that under some mild assumptions, the missing entries can be exactly recovered. [11] and [8] then independently proved that under similar conditions, solving a convex program consisting of a nuclear norm regularization and a weighted $\ell_1$ norm penalty can exactly recover the entries that may be arbitrarily (but sparsely) corrupted. [28] showed that a family of rank minimization problems with affine constraints can be exactly solved when the mapping operator satisfies some restricted isometry property [10]. Recently, [29] tackled the unrealistic assumptions of previous work by adding some very mild assumptions, which bridges the gap between the theory and practice.

There is also a considerable amount of work on the efficient implementation of solving nuclear norm regularized problems. [7] proposed the singular value thresholding (SVT) technique and gave convergence analysis. However, since SVT calls SVD in each iteration, it is not scalable to large problems. [19] utilized a sparse SDP solver developed by [16] to derive a simple yet efficient algorithm. However, the memory requirement of their algorithm is proportional to the observed entries, making it impractical when the regularized matrix is large and dense. [11] combined stochastic subgradient and incremental SVD to boost efficiency. But for the LRR problem, the type of the loss function does not meet their requirements and thus, it is still computationally and memory expensive to use their algorithm for LRR. A recently proposed algorithm in [17] employed an active subspace selection strategy for efficiency. However, it also required $O(n^2)$ memory space, which is not practical when $n$ is large.

To tackle the memory bottleneck, [14] utilized a reformulation of the nuclear norm and proposed an online algorithm for RPCA. However, their algorithm cannot address the partial dictionary issue that emerges in online implementation of LRR. Moreover, while they proposed to simultaneously recover the subspace and identify the corruption, our algorithm can additionally learn the clustering matrix.
2 Notations and Problem Setup

We use bold letters, e.g., $\mathbf{v}$ to denote a vector. The $\ell_2$ norm and $\ell_1$ norm of a vector $\mathbf{v}$ are denoted by $\|\mathbf{v}\|_2$ and $\|\mathbf{v}\|_1$ respectively. Capital letters such as $M$ are used to denote a matrix, and its transpose is denoted by $M^\top$. The capital letter $I$ is reserved for identity matrix. The $j$-th column of a matrix $M$ is denoted by $m_j$. There are three matrix norms that will be used: $\|M\|_*$ for the nuclear norm, $\|M\|_F$ for the Frobenius norm and $\|M\|_1$ is the $\ell_1$ norm of the matrix seen as a long vector. For an integer $n$, we use $[n]$ to denote the integer set $\{1, 2, \cdots, n\}$. Finally, the trace of a square matrix $M$ is denoted as $\text{Tr}(M)$.

Our goal is to learn the representation matrix $X$ and corruption matrix $E$ in an online manner. The first technique for our online low-rank subspace clustering (OLRSC) algorithm is a non-convex reformulation of the nuclear norm. Assume the rank of $X$ is at most $d$. Then \cite{28} shows that,

$$\|X\|_* = \min_{U, V, X = UV^\top} \frac{1}{2} \left( \|U\|_F^2 + \|V\|_F^2 \right), \quad (2.1)$$

where $U \in \mathbb{R}^{n \times d}$ and $V \in \mathbb{R}^{n \times d}$. In this way, Eq. (1.1) can be written as:

$$\min_{U, V, E} \frac{1}{2} \left( \|U\|_F^2 + \|V\|_F^2 \right) + \lambda \|E\|_1,$$

s.t. $Z = ZU^\top + E$.

Note that this technique is also utilized in \cite{14} for online RPCA. However, it is unfortunate that the size of $U$ and $V$ in our problem are both proportional to $n$ and the dictionary is partially observed in each iteration, which results inapplicability of their algorithm to LRR. Another challenge for online implementation is that, all the rows of $U$ are coupled together at this moment as $U$ is left multiplied by $Z$ in the constraint. This makes it hard to sequentially update the rows of $U$ (each row of $U$ corresponds to a row in $X$).

To handle these two issues, our main novelty is to introduce an auxiliary variable $D = ZU$, whose size is $p$ by $d$ that is independent from the sample size $n$. Note that in this way, we have $Z = DV^\top + E$, which provides an intuition on the role of $D$. Namely, $D$ can be seen as a basis dictionary of the clean data, with each row of $V$ being the coefficient for each sample.

Combining these two key techniques, we derive an equivalent reformulation of LRR:

$$\min_{U, V, E} \frac{1}{2} \left( \|U\|_F^2 + \|V\|_F^2 \right) + \lambda \|E\|_1,$$

s.t. $Z = DV^\top + E$, $\quad D = ZU$.

By penalizing the equality constraints in the objective function, we obtain a regularized version of the above formulation as follows:

$$\min_{D, U, V, E} \frac{\lambda_1}{2} \|Z - DV^\top - E\|_F^2 + \frac{1}{2} \left( \|U\|_F^2 + \|V\|_F^2 \right)$$

$$\quad + \frac{\lambda_2}{2} \|D - ZU\|_F^2, \quad (2.2)$$

Let $z_i, \ e_i, \ u_i, \ v_i$ be the $i$-th column of matrices $Z, \ E, \ U^\top$ and $V^\top$ respectively and define the following two functions:

$$\tilde{\ell}(z, D, v, e) = \frac{\lambda_1}{2} \|z - Dv - e\|_2^2 + \frac{1}{2} \|v\|_2^2 + \lambda_2 \|e\|_1, \quad (2.3)$$

and

$$\tilde{\ell}(Z, D, U) = \sum_{i=1}^n \frac{1}{2} \|u_i\|_2^2 + \frac{\lambda_2}{2} \|D - \sum_{i=1}^n z_i u_i^\top\|_F^2. \quad (2.4)$$

Then Eq. (2.2) can be rewritten as:

$$\min_{D} \min_{U, V, E} \sum_{i=1}^n \tilde{\ell}(z_i, D, v_i, e_i) + \tilde{\ell}(Z, D, U), \quad (2.5)$$
which is equivalent to minimizing the following empirical loss function:

\[ f_n(D) \triangleq \frac{1}{n} \sum_{i=1}^{n} \ell(z_i, D) + \frac{1}{n} h(Z, D), \quad (2.6) \]

where

\[ \ell(z, D) \triangleq \min_{v, e} \ell(z, D, v, e), \]

and

\[ h(Z, D) \triangleq \min_U h(Z, D, U). \quad (2.8) \]

In Section 3 we will present our online algorithm for Problem (2.6). Before that, we shall first derive the optimal solutions \( U^*, V^* \) and \( E^* \) for Eq. (2.6), based on which we are able to formulate the expected loss function.

### 2.1 Optimal \( U^*, V^* \) and \( E^* \) of Eq. (2.6)

Given \( D \), we need to compute the optimal solutions \( U^*, V^* \) and \( E^* \) to evaluate the objective value of \( f_n(D) \). What is of interest here is that the optimization procedure of \( U \) is totally different from \( V \) and \( E \). According to Eq. (2.7), when \( D \) is given, each \( v_i^* \) and \( e_i^* \) can be solved by only accessing the \( i \)-th sample \( z_i \). However, the optimal \( u_i^* \) depends on the whole dataset as the second term in Eq. (2.4) couples all the \( u_i \)’s. Fortunately, we can obtain a closed form solution for the \( u_i \)’s as follows:

\[ u_i^* = \frac{1}{n} D^\top \left( \frac{1}{\lambda_3 n} I + \frac{1}{n} N_n \right)^{-1} z_i, \quad \forall i \in [n], \quad (2.9) \]

where \( N_n = \sum_{i=1}^{n} z_i z_i^\top \). Thus,

\[ h(Z, D) = \frac{1}{n^2} \sum_{i=1}^{n} \frac{1}{2} \left\| D^\top \left( \frac{1}{\lambda_3 n} I + \frac{1}{n} N_n \right)^{-1} z_i \right\|_2^2 + \frac{\lambda_3}{2n^2} \left\| \left( \frac{1}{n} I + \frac{\lambda_3}{n} N_n \right)^{-1} D \right\|_F^2. \]

### 2.2 Expected Loss Function

In stochastic optimization, we are mainly interested in the expected loss function, which is defined as the limit of the empirical loss function when \( n \) tends to infinity. If we assume that all the samples are drawn i.i.d. from some unknown distribution, we have

\[ \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \ell(z_i, D) = \mathbb{E}_z[\ell(z, D)]. \]

If we further assume that the smallest singular value of \( \frac{1}{n} N_n \) is bounded away from zero, we have

\[ \lim_{n \to \infty} \frac{1}{n} h(Z, D) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \frac{1}{2} \left\| D^\top \left( \frac{1}{\lambda_3 n} I + \frac{1}{n} N_n \right)^{-1} z_i \right\|_2^2 \leq \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} c = 0. \]

Here \( c \) is some constant. Also it is clear that \( h(Z, D) \) is always non-negative which follows that

\[ \lim_{n \to \infty} \frac{1}{n} h(Z, D) = 0. \]

Finally, the expected loss function is formulated as follows:

\[ f(D) \triangleq \lim_{n \to \infty} f_n(D) = \mathbb{E}_z[\ell(z, D)], \quad (2.10) \]

### 3 Algorithm

Our OLRSC algorithm is summarized in Algorithm 1. We optimize the variables in an alternative manner which is shown to be a successful strategy [20]. To start up, we first initialize \( D \) with a random matrix \( D_0 \). Then at the \( t \)-th iteration, the optimal solutions \( \{v_t, e_t\} \) are produced by
Algorithm 1 OLRSC – Alternating Minimization

**Input:** \( Z \in \mathbb{R}^{p \times n} \) (observed samples), parameters \( \lambda_1, \lambda_2 \) and \( \lambda_3 \), random matrix \( D_0 \in \mathbb{R}^{p \times d} \) (initial basis), zero matrix \( M_0, A_0 \) and \( B_0 \).

**Output:** Optimal basis \( D_n \).

1: for \( t = 1 \) to \( n \) do
2: Access the \( t \)-th sample \( z_t \).
3: Compute the coefficient and noise:
   \[
   \{ v_t, e_t \} = \arg\min_{v, e} \tilde{\ell}(z_t, D_{t-1}, v, e), \quad (3.1)
   \]
   \[
   u_t = \arg\min_u \tilde{\ell}_2(z_t, D_{t-1}, M_{t-1}, u). \quad (3.2)
   \]
4: Update the accumulation matrices:
   \[
   M_t \leftarrow M_{t-1} + z_t u_t^\top,
   A_t \leftarrow A_{t-1} + v_t v_t^\top,
   B_t \leftarrow B_{t-1} + (z_t - e_t)v_t^\top.
   \]
5: Update the basis:
   \[
   D_t = \arg\min_D g_t(D)
   = \arg\min_D \left[ \frac{1}{t} \left( \frac{1}{2} \text{Tr}(D^\top D(\lambda_1 A_t + \lambda_3 I)) - \text{Tr}(D^\top (\lambda_1 B_t + \lambda_3 M_t)) \right) \right]. \quad (3.3)
   \]
6: end for

minimizing the objective function \( \tilde{\ell}(z_t, D_{t-1}, v, e) \) over \( v \) and \( e \). To obtain \( u_t \), we minimize the function \( \tilde{\ell}_2(z_t, D_{t-1}, M_{t-1}, u) \), which is defined as:

\[
\tilde{\ell}_2(z, D, M, u) = \frac{1}{2} \|u\|^2_2 + \frac{\lambda_3}{2} \|D - M u^\top\|^2_F. \quad (3.4)
\]

Finally, with all the past information \( F_t = \{ z_i, v_i, e_i, u_i \}_{i=1}^t \) on hand, we optimize the following surrogate function

\[
g_t(D) \triangleq \frac{1}{t} \left( \sum_{i=1}^t \tilde{\ell}(z_i, D, v_i, e_i) + \sum_{i=1}^t \frac{1}{2} \|u_i\|^2_2 + \frac{\lambda_3}{2} \|D - M_i\|^2_F \right) \quad (3.5)
\]
to obtain a new iterate \( D_t \).

We now explain implementation details for solving Eq. (3.1), (3.2) and (3.3) in the following subsections.

3.1 Solve Eq. (3.1)

Given \( D \), it is not easy to jointly optimize over \( v \) and \( e \). However, we note that if \( e \) is fixed, we can optimize \( v \) in closed form:

\[
v = (D^\top D + \frac{1}{\lambda_1} I)^{-1} D^\top (z - e). \quad (3.6)
\]

Conversely, given \( v \), we obtain the optimal \( e \) via soft-thresholding [15]:

\[
e = S_{\lambda_2/\lambda_1}[z - Dv]. \quad (3.7)
\]

Thus, we utilize coordinate descent algorithm to optimize \( v \) and \( e \). See Algorithm 2 in the supplement for details. Since the objective function is jointly and strongly convex over \( v \) and \( e \), we attain a global optimum when the the sequence of the iterates converges (see Section 2.7 in [3]).
3.2 Solve Eq. (3.2)

According to the first order optimality condition of Eq. (3.4), we can solve $u_t$ in closed form:

$$u_t = (\|z_t\|_2^2 + \frac{1}{\lambda_3})^{-1}(D_{t-1} - M_{t-1})^T z_t. \quad (3.8)$$

As we discussed in Section 2.1, the optimal values of variables $v$ and $e$ can be “accurately” solved by only accessing the $t$-th sample $z_t$ if $D$ is given. However, this does not hold for the variable $u$. In fact, even though $D$ is given, the optimal $u_t$ depends on the whole dataset, see Eq. (2.9). In stochastic optimization, we only store the current sample. Thus we have to “approximately” solve $u_t$.

Here, we give some intuition on the objective function $\tilde{\ell}_2^2(z, D, M, u)$. Actually, our strategy can be seen as a one-pass block coordinate descent algorithm for the objective function $\tilde{h}(Z, D, U)$. Assume we have $n$ samples in total. We initialize all the $u_t$’s with a zero vector. After accessing the $t$-th sample $z_t$, we only update $u_t$ with other $u$’s being kept. In this way, optimizing $\tilde{h}(Z, D, U)$ is equivalent to minimizing the function $\tilde{\ell}_2^2(z_t, D, M_{t-1}, u)$. So after revealing all the samples, each $u_t$ is sequentially updated only once. In this point of view, we verify that $g_t(D)$ is a surrogate function of $f_t(D)$.

3.3 Solve Eq. (3.3)

We can compute the minimizer of $g_t(D)$ by examining its first order optimality condition. In this way, we will obtain a closed form solution for $D_t$. However, for computational efficiency, we apply block coordinate descent algorithm to optimize $D$. See Algorithm 3 in the supplement for details. Also note that although we aim to minimize Eq. (3.5), which seems to require all the past information, we actually only need to record $A_t$, $B_t$ and $M_t$ as shown in Algorithm 1 whose sizes are independent of $n$.

4 Main Results and Proof Sketch

4.1 Assumptions

We make the following assumptions throughout this section.

1. The observed data are generated i.i.d. from some distribution and there exist constants $\alpha_0$ and $\alpha_1$, such that $0 < \alpha_0 \leq \|z\|_2 \leq \alpha_1$ almost surely.

2. The smallest singular value of the averaged cumulation matrix $N_t = \frac{1}{t} \sum_{i=1}^t z_i z_i^T$ is lower bounded away from zero.

3. The surrogate functions $g_t(D)$ in Eq. (3.5) are strongly convex. That is, we assume that the smallest singular value of the positive semi-definite matrix $\frac{1}{t} A_t$ defined in Algorithm 1 is not smaller than some positive constant $\beta_0$. Note that we can easily enforce this assumption by adding a term $\frac{\beta_0}{t} ||D||_F^2$ to $g_t(D)$.

4.2 Main Theorem

Based on these assumptions, we establish the main result of this paper.

**Theorem 4.1 (Convergence of $D_t$).** Let $\{D_t\}$ be the optimal basis produced by Algorithm 1 and let $f(D)$ be the expected loss function defined in Eq. (2.10). Then $D_t$ converges to a stationary point of $f(D)$ when $t$ goes to infinity.

Note that since the reformulation of the nuclear norm (2.1) is non-convex, we can only guarantee that the solution is a stationary point in general [3]. However, as we will demonstrate in Section 6, the obtained solutions always work well compared to state-of-the-art solvers.

---

1Note that “accurately” and “approximately” here mean that when only $D$ and $z_t$ are given, whether we can obtain the same solution $\{v_t, e_t, u_t\}$ as for the batch problem (2.6).
4.3 Proof Outline

We sketch the proof and leave the details in the supplement. In this section, the letter $c$ and its subscript variants are reserved to denote universal constants. We first show that the positive stochastic process $w_t \overset{\Delta}{=} g_t(D_t)$ is a quasi-martingale, which is guaranteed to converge almost surely \[5\]. To this end, we need to uniformly bound the stochastic variables in our problem which is a fundamental result that will be heavily used in the subsequent proofs. That is,

**Proposition 4.2.** Let $\{u_t\}, \{v_t\}, \{e_t\}$ and $\{D_t\}$ be the optimal solutions produced by Algorithm\[7\]

Then,

1. $v_t$, $e_t$, $\frac{1}{t} A_t$ and $\frac{1}{t} B_t$ are uniformly bounded.
2. $M_t$ is uniformly bounded.
3. $D_t$ is supported by some compact set $\mathcal{D}$.
4. $u_t$ is uniformly bounded.

Next, we examine the difference of $w_{t+1}$ and $w_t$:

\[
 w_{t+1} - w_t = g_{t+1}(D_{t+1}) - g_{t+1}(D_t) + \frac{f'_i(D_{t+1}) - g'_i(D_t)}{t+1} + \frac{\ell(z_{t+1}, D_t) - f'_i(D_t)}{t+1} + r_t, \tag{4.1}
\]

where we define $f'_i(D_t) = \frac{1}{t} \sum_{i=1}^{t} \ell(z_i, D_t)$, $g'_i(D_t) = \frac{1}{t} \sum_{i=1}^{t} \ell(z_i, D_t, v_i, e_i)$ and

\[
 r_t = \frac{1}{t+1} \sum_{i=1}^{t+1} \frac{1}{2} \|u_i\|^2 + \frac{\lambda_i}{2(t+1)} \|D_t - M_t\|^2_F - \frac{1}{t} \sum_{i=1}^{t} \frac{1}{2} \|u_i\|^2 - \frac{\lambda_i}{2t} \|D_t - M_t\|^2_F.
\]

Since $D_{t+1}$ minimizes $g_{t+1}(D)$, we have $g_{t+1}(D_{t+1}) - g_{t+1}(D_t) \leq 0$. Also $g'_i(D_t)$ is the surrogate of $f'_i(D_t)$, so $f'_i(D_t) - g'_i(D_t) \leq 0$. In addition, according to the definition of $M_t$ (see Algorithm\[1\]) and the closed form solution of $u_t$ \(5.8\), we can show that $r_t \leq 0$. Hence, $w_{t+1} - w_t$ is upper bounded by $\frac{\ell(z_{t+1}, D_t) - f'_i(D_t)}{t+1}$.

Then, we show that $\{\ell(z, D)\}$ is P-Donsker \[31\], for which the difference of the empirical loss and expected loss can be uniformly upper bounded by $O(1/\sqrt{t})$. Therefore, by taking the expectation conditioned on the past filtration $\mathcal{F}_t$, we can bound the conditional expectation of $w_{t+1} - w_t$ as follows:

\[
 \mathbb{E}[w_{t+1} - w_t \mid \mathcal{F}_t] \leq \frac{c}{\sqrt{t(t+1)}}.
\]

Now we have verified all the hypotheses in Lemma\[13.3\] and we conclude that $g_t(D_t)$ converges almost surely, which is formally stated in the following theorem.

**Theorem 4.3** (Convergence of the surrogate function $g_t(D_t)$). The surrogate function $g_t(D_t)$ we defined in Eq. \(5.5\) converges almost surely, where $D_t$ is the solution produced by Algorithm\[7\].

**Remark 4.1.** Note that when we bound $w_{t+1} - w_t$, a critical step is that we separate the surrogate function $g_t(D)$ into two parts: one associated with the summation of $\ell(z_i, D, v_i, e_i)$ (denoted by $g'_i(D)$) and the other associated with $u_i$’s. The first component is a surrogate of a family of P-Donsker functions, and the second component has a closed form solution. These two characterizations together allow us to derive a uniform bound for $w_{t+1} - w_t$.

Since $g_t(D)$ works as a surrogate for $f_t(D)$, we expect that $f_t(D)$ and $g_t(D)$ will converge to the same limit almost surely. The following theorem conforms our intuition.

**Theorem 4.4** (Convergence of $f_t(D_t)$). Let $f_t(D_t)$ be the empirical loss function defined in Eq. \(2.6\) and $D_t$ be the solution produced by the Algorithm\[7\] Let $b_t = g_t(D_t) - f_t(D_t)$. Then, $b_t$ converges almost surely to 0. Thus, $f_t(D_t)$ converges almost surely to the same limit of $g_t(D_t)$.

To prove Theorem\[4.4\] we again separate $f_t(D_t)$ and $g_t(D_t)$ into two components as aforementioned. Also note that $f'_t(D_t) - g'_t(D_t)$ can be expressed by the other terms in Eq. \(4.1\). These together give

\[
 \frac{b_t}{t+1} = g_{t+1}(D_{t+1}) - g_{t+1}(D_t) + \frac{\ell(z_{t+1}, D_t) - f'_t(D_t)}{t+1} + w_t - w_{t+1} + \frac{q_t}{t+1} + r_t,
\]
where
\[
q_t = \frac{1}{t} \sum_{i=1}^{t} \frac{1}{2} \| u_i \|_2^2 + \frac{\lambda_3}{2t} \| D_t - M_t \|_F^2 - \frac{1}{t} \sum_{i=1}^{t} \frac{1}{2} \left( \frac{1}{\lambda_3 t} I + \frac{1}{t} N_t \right)^{-1} z_i \|^2_2 \\
- \frac{\lambda_3}{2t^3} \left( \left( I + \frac{1}{t} N_t \right)^{-1} D_t \right)_{i,j}^2.
\]

According to the uniform boundedness result from Proposition 4.2, combined with a tighter bound on \( r_t \), we prove that \( \frac{d}{dt} q_t + r_t \) can be bounded by \( \frac{1}{t^2} \). Also, taking a conditional expectation gives a bound on \( \frac{1}{t^2} \). Finally, \( w_t - w_{t+1} \) can be bounded by utilizing the result from Lemma D.3. Putting them together, we have \( \sum_{i=1}^{\infty} \frac{b_i}{t+1} < +\infty \).

Next, we prove that \( |b_{t+1} - b_t| \) can be upper bounded by \( O(1/t) \). This is verified by showing that it can be bounded by \( |g_t(D_{t+1}) - g_t(D_t)| + |f_t(D_{t+1}) - f_t(D_t)| \) plus an \( O(1/t) \) term. In addition, by examining the gradient of \( g_t(D) \) and \( f_t(D) \), we show that they are uniformly Lipschitz. Moreover, the strong convexity assumption of \( g_t(D) \) allows us to show that \( \| D_{t+1} - D_t \|_F = O(1/t) \). Combining this fact with the Lipschitz property, we establish the \( O(1/t) \) bound for \( |b_{t+1} - b_t| \).

Finally, applying Lemma D.4 we conclude that \( b_i \) converges to 0 almost surely. Namely, \( f_t(D_t) \) converges to the same limit of \( g_t(D_t) \) almost surely. Thus establishing Theorem 4.4.

Note that \( f(D) \) is the limit of \( f_t(D) \). From the central limit theorem, we know that they converge to the same limit almost surely. This simple fact gives the following theorem.

**Theorem 4.5 (Convergence of \( f(D_t) \)).** Let \( f(D) \) be the expected loss function we defined in Eq. (2.10) and let \( D_t \) be the optimal solution produced by Algorithm 7. Then \( f(D_t) \) converges almost surely to the same limit of \( g_t(D_t) \).

To prove our main theorem 4.1, we only need to verify that the gradient of \( f(D_t) \) vanishes as \( t \) goes to infinity. This can be achieved by taking a first order Taylor expansion for \( f(D_t) \) and \( g_t(D_t) \). However, it is notable that since we are now considering the infinite situation, it is essential for us to show that the second order derivatives of them always exist (or, uniformly bounded), which is equivalent to proving that \( \nabla f(D) \) and \( \nabla g_t(D) \) are uniformly Lipschitz. Equipped with this property, we show that \( \nabla f(D_t) \) goes to be equal to \( \nabla g_t(D_t) \) when \( t \) tends to infinity. Since \( D_t \) minimizes \( g_t(D) \), we always have \( \nabla g_t(D_t) = 0 \), which concludes the proof.

## 5 Extension to Matrix Completion

The vanilla matrix completion problem [9] seeks a low-rank matrix \( X \) to approximate the observed data \( Z \), subject to an equality constraint. However, it is well known that the assumption in their work that the locations of observed entries are sampled uniformly is not practical [29]. To handle the issue that the observed entries in \( Z \) are typically not uniform in real world applications, [22] proposed the following formulation (termed LRFD):

\[
\min_X \| X \|_*, \text{ s.t. } \mathcal{P}_\Omega(Z - AX) = 0,
\]

where \( A \) is a given matrix with size \( p \times n \). Although the above formulation is proved to be able to handle the non-uniform data and capture additional structure of the data, the regularized matrix \( X \) here is not necessary to be sparse and its size is \( n \times n \). Hence recently established solvers [19][18][17] are not scalable for LRFD if \( n \) is large. We show that this problem can be cast into our framework. To see this, we first construct an indicator matrix \( M \), with the \((i,j)\)-th entry of \( M \) being \( M_{ij} = 1 \) if \((i,j) \in \Omega \) and \( M_{ij} = \frac{1}{m} \) otherwise. Then one can simply verify that LRFD is equivalent to the following problem

\[
\min_{X,E} \frac{\lambda_1}{2} \| Z - AX - E \|_F^2 + \| X \|_* + \| M \circ E \|_1
\]

when \( m \) goes to infinity. Here, “\( \circ \)” denotes entry-wise product. We elaborate in the supplement that how this program can be solved by slightly modifying our algorithm.
In this section, we report some simulation results to show the effectiveness and robustness of our algorithm. We first demonstrate that OLRSC can be used for robust subspace recovery. Then we utilize spectral clustering technique \[27\] for subspace clustering.

### Data Generation
We use 5 disjoint subspaces \( \{S_k\}_{k=1}^{5} \subset \mathbb{R}^p \), whose bases are denoted by \( \{L_k\}_{k=1}^{5} \subset \mathbb{R}^{p \times d_k} \). The clean data matrix \( \bar{Z}_k \subset S_k \) is then produced by \( \bar{Z}_k = L_k R_k \), where \( R_k \subset \mathbb{R}^{n_k \times d_k} \). Both of the entries of \( L_k \)’s and \( R_k \)’s are sampled i.i.d. from the normal distribution. Finally, the observed data matrix \( Z \) is generated by \( Z = \bar{Z} + E \), where \( \bar{Z} \) is the column-wise concatenation of \( \bar{Z}_k \)’s followed by a random permutation, \( E \) is the sparse corruption whose \( \rho \) fraction entries are non-zero and follow an i.i.d. uniform distribution over \([-2, 2]\).

### Evaluation Metric
We evaluate the fitness of the recovered subspaces \( D \) and the groundtruth bases \( L \) (concatenation of \( L_k \)’s) by the Expressed Variance (EV) \[32\]. The values of EV are scaled between 0 and 1, and a higher value means better recovery. We also measure the performance of subspace clustering by Subspace Misclassification Rates (SMR) \[12\]. SMR also ranges in \([0, 1]\), and a lower value indicates a more accurate clustering.

### Other Settings
The ambient dimension \( p \) is set to be 200 and the intrinsic dimension \( d_k \)’s are set to be a same value and we use \( d = 5d_k \). Throughout our experiments, \( \lambda_1 = 1 \), \( \lambda_2 = \frac{1}{\sqrt{n}} \) and \( \lambda_3 = 1 \). We follow the default setting of the parameters for all the baselines. Each experiment will be repeated 10 times and we plot the averaged result. If not specified, there are 5000 samples in each small subspace \( S_k \), so that the total number of samples is 25,000.

### 6.1 Subspace Recovery
We first illustrate that OLRSC can effectively recover the underlying subspaces. Here, we set \( d_k = 0.05 \). We plot the EV curve against the number of samples of our algorithm and three baselines: OR-PCA \[14\], LRR and PCP \[21\]. As shown in Figure 1 LRR and PCP always achieve the best performance as they are formulated in a batch manner. Our algorithm and OR-PCA can always converge to a favorable point after revealing all the samples. However, compared with OR-PCA, OLRSC is more robust when a large fraction of entries are corrupted (\( \rho = 0.5 \)). This suggests that OLRSC can handle much harder tasks than OR-PCA possibly because OLRSC explicitly take into account that the data are generated from a union of small subspaces.

### 6.2 Subspace Clustering
We now examine the subspace clustering problem and compare our algorithm with three baselines: OR-PCA, LRR and SSC \[12\]. In order to perform clustering, we collect all the \( u \)’s and \( v \)’s to form the representation matrix \( X = UV^\top \). For OR-PCA, we use \( V_0V_0^\top \) as the similarity matrix \[23\], where \( V_0 \) is the row space of \( Z_0 = U_0 \Sigma_0 V_0^\top \) and \( Z_0 \) is the clean matrix recovered by OR-PCA. OLRSC and OR-PCA are conducted with totally 10 epochs and we plot the SMR at the end of each epoch. The reason we repeat them for several epochs is that, since each sample is only revealed once in an online algorithm, although it is sufficient to estimate the subspace, no forward correction is applied on the coefficients (e.g., \( \hat{U} \) and \( V \) in OLRSC), which will be used to cluster samples.

The subspace clustering results are illustrated in Figure 2. We observe that when the data is nearly clean (\( \rho = 0.01 \)), all the algorithms perform comparably. As we tune the \( \rho \) to be 0.2, LRR and
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**Figure 2:** SMR in each epoch. A lower SMR means better subspace clustering.

**Figure 3:** The influence of \( d \) on subspace recovery.

SSC degrade a bit. When \( \rho \) is increased to 0.4 or higher, LRR and SSC cannot identify the correct cluster as they have no exact recovery guarantee for sparse corruption. However, for these hard cases, OLRSC still reports satisfactory results. Particularly, when \( \rho = 0.6 \), OLRSC can identify 10% samples more than OR-PCA after 10 epochs. We also note that for the relatively simple cases, OLRSC converges slightly slower than OR-PCA. This is possibly due to two reasons: First, we actually implement an online version for Eq. (2.2), which can be seen as a regularized version of LRR. When the data are highly corrupted, a regularized version might be a better choice. Second, the improvement of SMR may come from the non-convex formulation, which is recently shown to be superior to the convex counterpart [26]. To fully understand the rational behind this phenomenon is an important direction for future research.

### 6.3 Influence of the Rank

A key ingredient of our formulation is a factorization on the regularized matrix, which requires an explicit estimation on the rank of the clean data \( \bar{Z} \). Here we examine the influence of the selection of \( d \) (which plays as an upper bound of the true rank). We report both EV and SMR for different \( d \) under a range of corruptions. We set the number of samples in each subspace to be 1000 and \( d_k = 10 \). Since the five subspaces are disjoint, the true rank is 50. We also repeat the optimization procedure for 10 epochs.

From Figure 4 we observe that our algorithm cannot recover the true subspace if \( d \) is smaller than the true rank. On the other hand, when \( d \) is sufficiently large (at least larger than the true rank), our algorithm can perfectly estimate the subspace. This agrees with the results in [6].

In Figure 4 we illustrate the influence of \( d \) on subspace clustering. Generally speaking, OLRSC can consistently identify the cluster of the data points if \( d \) is sufficiently large. However, different from the subspace recovery task, here the requirement for \( d \) seems to be slightly relaxed. In particular, we notice that if we pick \( d \) as 40 (smaller than the true rank), OLRSC still performs comparably to the larger selections. The relaxed requirement of \( d \) may benefit from the fact that the spectral clustering step in the subspace clustering task can correct some wrong points to a degree as suggested by [30].

### 7 Conclusion

In this paper, we proposed a method to scale up the nuclear norm in a memory efficient manner when the size of the regularized matrix is proportional to \( O(n^2) \). We considered the low-rank subspace clustering problem as an example, and developed an online algorithm whose memory cost is \( O(pd) \) – two orders of magnitude more memory efficient than the batch counterpart. Moreover, our
algorithm can simultaneously recover the underlying subspaces and learn the clustering matrix, as well as identify the possible corruptions. The two key techniques of our algorithm are to utilize a non-convex reformulation of the nuclear norm and to introduce an auxiliary variable. We then presented an alternating minimization schema to optimize the stochastic variables. We also established a theoretical guarantee that the solution produced by our algorithm will converge to a stationary point. Moreover, we extended our algorithm to other significant problems such as matrix completion. Finally, via simulations, we empirically showed the robustness and effectiveness of OLRSC. Notably, compared with a recently developed online algorithm OR-PCA, OLRSC is more robust for subspace recovery and subspace clustering when a large number of entries are corrupted.
A Optimal solution $U^*$ for Eq. (2.8)

The optimal solution $U$ for Eq. (2.8) is given by:

$$\frac{\partial \tilde{h}(Z, D, U)}{\partial U} = U + \lambda_3 (Z^T ZU - Z^T D) = 0$$

$$\Rightarrow U^* = (\frac{1}{\lambda_3} I + Z^T Z)^{-1} Z^T D$$

Then,

$$U^*^T = D^T (\frac{1}{\lambda_3} I + Z^T Z)^{-1}$$

$$= \lambda_3 D^T Z \sum_{j=0}^{\infty} (-\lambda_3 Z^T Z)^j$$

$$= \lambda_3 D^T \left[ \sum_{j=0}^{\infty} (-\lambda_3 ZZ^T)^j \right] Z$$

$$= D^T \left( \frac{1}{\lambda_3} I + ZZ^T \right)^{-1} Z$$

$$= D^T \left( \frac{1}{\lambda_3} I + \sum_{i=1}^{n} z_i z_i^T \right)^{-1} Z$$

Note that $u_i$ is the column of $U^T$. So for each $i \in [n]$,

$$u_i^* = D^T \left( \frac{1}{\lambda_3} I + \sum_{i=1}^{n} z_i z_i^T \right)^{-1} z_i$$

$$= \frac{1}{n} D^T \left( \frac{1}{\lambda_3 n} I + \frac{1}{n} N_n \right)^{-1} z_i$$

Here, $N_n = \sum_{i=1}^{n} z_i z_i^T$.

Also,

$$ZU^*^T = Z \left( \frac{1}{\lambda_3} I + Z^T Z \right)^{-1} Z^T D$$

$$= \lambda_3 Z \left( I + \lambda_3 Z^T Z \right)^{-1} Z^T D$$

$$= \lambda_3 \left[ \sum_{j=0}^{\infty} (-\lambda_3 Z^T Z)^j \right] Z^T D$$

$$= \lambda_3 \sum_{j=0}^{\infty} (-\lambda_3)^j (ZZ^T)^{j+1} D$$

$$= D - \left( I + \lambda_3 ZZ^T \right)^{-1} D$$

$$= D - \left( I + \lambda_3 \sum_{i=1}^{n} z_i z_i^T \right)^{-1} D$$

$$= D - \frac{1}{n} \left( \frac{1}{n} I + \frac{\lambda_3}{n} N_n \right)^{-1} D$$
Thus,
\[
h(Z, D) = \sum_{i=1}^{n} \frac{1}{2} \left\| \frac{1}{n} D^\top \left( \frac{1}{\lambda_3 n} I + \frac{1}{n} N_n \right)^{-1} z_i \right\|^2_2 \\
+ \frac{\lambda_3}{2} \left\| \frac{1}{n} \left( \frac{1}{n} I + \frac{1}{n} N_n \right)^{-1} D \right\|_F^2 \\
= \frac{1}{n^2} \sum_{i=1}^{n} \frac{1}{2} \left\| D^\top \left( \frac{1}{\lambda_3 n} I + \frac{1}{n} N_n \right)^{-1} z_i \right\|^2_2 \\
+ \frac{\lambda_3}{2n^2} \left\| \left( \frac{1}{n} I + \frac{1}{n} N_n \right)^{-1} D \right\|_F^2.
\]

B Algorithm Details

**Algorithm 2** Solve Eq. (3.1)

**Input:** \( D \in \mathbb{R}^{p \times d} \), \( z \in \mathbb{R}^p \), parameter \( \lambda_1 \) and \( \lambda_2 \)

**Output:** Optimal \( v \) and \( e \).

1: Set \( e = 0 \).
2: repeat
3: Update \( v \):
\[
v = (D^\top D + \frac{1}{\lambda_1} I)^{-1} D^\top (z - e).
\]
4: Update the noise \( e \):
\[
e = S_{\lambda_2 / \lambda_1} [z - Dv].
\]
5: until convergence

**Algorithm 3** Solve Eq. (3.3)

**Input:** \( D \in \mathbb{R}^{p \times d} \) in the previous iteration, accumulation matrix \( M \), \( A \) and \( B \), parameter \( \lambda_1 \) and \( \lambda_3 \).

**Output:** Optimal \( D \) (updated).

1: Denote \( \tilde{A} = \lambda_1 A + \lambda_3 I \) and \( \tilde{B} = \lambda_1 B + \lambda_3 M \).
2: repeat
3: for \( j = 1 \) to \( d \) do
4: Update the \( j \)-th column of \( D \):
\[
d_j \leftarrow d_j - \frac{1}{\tilde{A}_j} \left( D \tilde{a}_j - \tilde{b}_j \right)
\]
5: end for
6: until convergence

For Algorithm 2 we set a threshold \( \epsilon = 0.001 \). Let \( \{v', e'\} \) and \( \{v'', e''\} \) be the two consecutive iterates. If the maximum of \( \|v' - v''\|_2 \) and \( \|e' - e''\|_2 \) is less than \( \epsilon \), then we stop Algorithm 2.

For Algorithm 3 we observe that a one-pass update on the dictionary \( D \) is enough for the final convergence of \( D \), as we shown in the experiments.
C Extension to Matrix Completion

For the vanilla matrix completion problem, it approximates the observed data Z with a low-rank matrix X. That is,

$$\min_X \|X\|_*, \quad \text{s.t. } P_{\Omega}(Z - X) = 0.$$ 

Here, $\Omega$ is the index set of observed entries and $P_{\Omega}(M) = m_{ij}$ if $(i, j) \in \Omega$ and zeros otherwise. In such formulation, we sometimes can expect that $X$ is sparse since $Z$ is sparse, which allows efficient computation of recent solvers [19, 1, 17].

However, as suggested by [22], in practice, samples in $Z$ will exhibit clustering structure beyond the low-rankness. To better handle such additional structure, they proposed a new formulation termed LRFD as we mentioned in Section 5:

$$\min_X \|X\|_*, \quad \text{s.t. } P_{\Omega}(Z - AX) = 0.$$ 

The benefit of LRFD is that it captures both the low-rank and clustering structure. However, at this moment, $AX$ is used to approximate $Z$ instead of $X$. So it is not necessary for $X$ to be sparse, which hinders the applicability of recently established batch based solvers.

Now we show how Eq. (5.1) can be solved by slightly modifying our OLRSC algorithm. By utilizing the factorization form (2.1) and introduce $D = AU$, we obtain:

$$\min_{U, V, E} \frac{\lambda_1}{2} \|Z - DV^T - E\|_F^2 + \frac{1}{2} \left(\|U\|_F^2 + \|V\|_F^2\right) + \|M \circ E\|_1.$$ 

Define

$$\tilde{\ell}(z, D, v, e) = \frac{\lambda_1}{2} \|z - Dv - e\|_2^2 + \frac{1}{2} \|v\|_2^2 + \|m \circ e\|_1,$$

$$\tilde{h}(Z, D, U) = \frac{1}{2} \|U\|_F^2 + \frac{\lambda_3}{2} \|D - AU\|_F^2,$$

and

$$\ell(z, D) = \min_{v, e} \tilde{\ell}(z, D, v, e),$$

$$h(Z, D) = \min_U \tilde{h}(Z, D, U).$$

One can easily check that all other derivations, such as empirical loss function, expected loss function, surrogate function, are same with OLRSC. What we need to modify is the optimization schema for $\ell(z, D)$. To be more detailed, for this problem, the optimal $e$ is given by a different way. Let

$$\Omega_1 = \{j \mid m(j) = m, j \in [p]\},$$

$$\Omega_2 = \{j \mid m(j) = \frac{1}{m}, j \in [p]\},$$

where $m(j)$ is the $j$-th element of $m$. Then, $\tilde{\ell}(z, D, v, e)$ can be rewritten as:

$$\tilde{\ell}(z, D, v, e)$$

$$= \left(\frac{\lambda_1}{2} \|z_{\Omega_1} - (Dv)_{\Omega_1} - e_{\Omega_1}\|_2^2 + \frac{1}{2} \|v_{\Omega_1}\|_2^2 + \frac{\lambda_3}{m} \|e_{\Omega_1}\|_1\right)$$

$$+ \left(\frac{\lambda_1}{2} \|z_{\Omega_2} - (Dv)_{\Omega_2} - e_{\Omega_2}\|_2^2 + \frac{1}{2} \|v_{\Omega_2}\|_2^2 + \frac{\lambda_3}{m} \|e_{\Omega_2}\|_1\right).$$

Note that $z$ and $D$ are given which allows us to compute the optimal $e_{\Omega_1}$ and $e_{\Omega_2}$ separately via soft-thresholding.
D Proof Preliminaries

Lemma D.1 (Corollary of Theorem 4.1 from [3]). Let \( f : \mathbb{R}^p \times \mathbb{R}^q \to \mathbb{R} \). Suppose that for all \( x \in \mathbb{R}^p \) the function \( f(x, \cdot) \) is differentiable, and that \( f \) and \( \nabla_u f(x,u) \) are continuous on \( \mathbb{R}^p \times \mathbb{R}^q \). Let \( v(u) \) be the optimal value function \( v(u) = \min_{x \in C} f(x,u) \), where \( C \) is a compact subset of \( \mathbb{R}^p \). Then \( v(u) \) is directionally differentiable. Furthermore, if for \( u_0 \in \mathbb{R}^q \), \( f(\cdot, u_0) \) has unique minimizer \( x_0 \) then \( v(u) \) is differentiable in \( u_0 \) and \( \nabla_u v(u_0) = \nabla_u f(x_0, u_0) \).

Lemma D.2 (Corollary of Donsker theorem [31]). Let \( F = \{ f_0 : \mathcal{X} \to \mathbb{R}, \theta \in \Theta \} \) be a set of measurable functions indexed by a bounded subset \( \Theta \) of \( \mathbb{R}^d \). Suppose that there exists a constant \( K \) such that

\[
|f_{\theta_1}(x) - f_{\theta_2}(x)| \leq K \| \theta_1 - \theta_2 \|_2 ,
\]

for every \( \theta_1 \) and \( \theta_2 \) in \( \Theta \) and \( x \) in \( \mathcal{X} \). Then, \( F \) is \( P \)-Donsker. For any \( f \) in \( F \), let us define \( \mathbb{P}_n f, \mathbb{P} f \) and \( G_n f \) as

\[
\mathbb{P}_n f = \frac{1}{n} \sum_{i=1}^{n} f(X_i) ,
\]

\[
\mathbb{P} f = \mathbb{E}[f(X)] ,
\]

\[
G_n f = \sqrt{n}(\mathbb{P}_n f - \mathbb{P} f) .
\]

Lemma D.3 (Sufficient condition of convergence for a stochastic process [5]). Let \( (\Omega, \mathcal{F}, P) \) be a measurable probability space, \( u_t \), for \( t \geq 0 \), be the realization of a stochastic process and \( \mathcal{F}_t \) be the filtration by the past information at time \( t \). Let

\[
\delta_t = 1 \text{ if } \mathbb{E}[|u_{t+1} - u_t| | \mathcal{F}_t] > 0 ,
\]

\[
0 \text{ otherwise.}
\]

If for all \( t \), \( u_t \geq 0 \) and \( \sum_{t=1}^{\infty} \mathbb{E}[(\delta_t (u_{t+1} - u_t))] < \infty \), then \( u_t \) is a quasi-martingale and converges almost surely. Moreover,

\[
\sum_{t=1}^{\infty} \mathbb{E}[|u_{t+1} - u_t| | \mathcal{F}_t] < +\infty \ a.s.
\]

Lemma D.4 (Lemma 8 from [25]). Let \( a_t, b_t \) be two real sequences such that for all \( t \), \( a_t \geq 0 \), \( b_t \geq 0 \), \( \sum_{t=1}^{\infty} a_t = \infty \), \( \sum_{t=1}^{\infty} a_t b_t < \infty \), \( \exists K > 0 \), such that \( |b_{t+1} - b_t| < K a_t \). Then, \( \lim_{t \to +\infty} b_t = 0 \).

E Proof Details

E.1 Proof of Boundedness

**Proposition E.1.** Let \( \{ u_t \} \), \( \{ v_t \} \), \( \{ e_t \} \) and \( \{ D_t \} \) be the optimal solutions produced by Algorithm [7].

Then,

1. \( v_t, e_t, \frac{1}{t} A_t \) and \( \frac{1}{t} B_t \) are uniformly bounded.
2. \( M_t \) is uniformly bounded.
3. \( D_t \) is supported by some compact set \( \mathcal{D} \).
4. \( u_t \) is uniformly bounded.

**Proof.** Let us consider the optimization problem [3, 33]. As the trivial solution \( \{ v_t', e_t' \} = \{ 0, 0 \} \) are feasible, we have

\[
\tilde{\ell}_1(z_t, D_{t-1}, 0, 0) = \frac{\lambda_1}{2} \| z_t \|_2^2 .
\]
Therefore, the optimal solution should satisfy:
\[
\frac{1}{2} \| z_t - D_{t-1} v_t - e_t \|_2^2 + \frac{1}{2} \| v_t \|_2^2 + \lambda_2 \| e_t \|_1 \leq \frac{1}{2} \| z_t \|_2^2,
\]
which implies
\[
\frac{1}{2} \| v_t \|_2^2 \leq \frac{\lambda_2}{\lambda_1} \| z_t \|_2^2,
\]
\[
\lambda_2 \| e_t \|_1 \leq \frac{\lambda_2}{\lambda_1} \| z_t \|_2^2.
\]
Since \( z_t \) is uniformly bounded (Assumption 1), \( v_t \) and \( e_t \) are uniformly bounded.
To examine the uniform bound for \( \frac{1}{t} A_t \) and \( \frac{1}{t} B_t \), note that
\[
\frac{1}{t} A_t = \frac{1}{t} \sum_{i=1}^{t} v_i v_i^\top,
\]
\[
\frac{1}{t} B_t = \frac{1}{t} \sum_{i=1}^{t} (z_i - e_i) v_i^\top.
\]
Since for each \( i \), \( v_i \), \( e_i \) and \( z_i \) are uniformly bounded, \( \frac{1}{t} A_t \) and \( \frac{1}{t} B_t \) are uniformly bounded.

Now we derive the bound for \( M_t \). All the information we have is:

1. \( M_t = \sum_{i=1}^{t} z_i u_i^\top \) (definition of \( M_t \)).
2. \( u_t = (\| z_t \|_2^2 + \frac{1}{\lambda_3})^{-1} (D_{t-1} - M_{t-1})^\top z_t \) (closed form solution).
3. \( D_t (\lambda_1 A_t + \lambda_3 I) = \lambda_1 B_t + \lambda_3 M_t \) (first order optimality condition of Eq. (3.8)).
4. \( \frac{1}{t} A_t, \frac{1}{t} B_t, \frac{1}{t} N_t \) are uniformly upper bounded (Claim 1).
5. The smallest singular values of \( \frac{1}{t} N_t \) and \( \frac{1}{t} A_t \) are uniformly lower bounded away from zero (Assumption 2 and 3).

For simplicity, we write \( D_t \) as:
\[
D_t = (\lambda_1 B_t + \lambda_3 M_t) Q_t^{-1},
\]
where
\[
Q_t = \lambda_1 A_t + \lambda_3 I.
\]
Note that as we assume \( \frac{1}{t} A_t \) is positive definite, \( Q_t \) is always invertible.
From the definition of \( M_t \) and Eq. (3.8), we know that
\[
M_{t+1} - M_t = z_{t+1} u_{t+1}^\top = \left( \| z_{t+1} \|_2^2 + \frac{1}{\lambda_3} \right)^{-1} z_{t+1} z_{t+1}^\top (D_t - M_t)
\]
\[
= P_t D_t - P_t M_t
\]
\[
= P_t (\lambda_1 B_t + \lambda_3 M_t) Q_t^{-1} - P_t M_t,
\]
where
\[
P_t = \left( \| z_{t+1} \|_2^2 + \frac{1}{\lambda_3} \right)^{-1} z_{t+1} z_{t+1}^\top.
\]
By multiplying \( Q_t \) on both sides of Eq. (E.2), we have
\[
(M_{t+1} - M_t) Q_t = \lambda_1 P_t B_t - \lambda_1 P_t M_t A_t
\]
\[
\Rightarrow M_{t+1} = (M_t - \lambda_1 P_t M_t A_t Q_t^{-1}) + \lambda_1 P_t B_t Q_t^{-1}
\]
(E.3)
By applying the Taylor expansion on $Q_t^{-1}$, we have

$$Q_t^{-1} = (\lambda_1 A_t + \lambda_3 I)^{-1} = \frac{1}{\lambda_3} \sum_{i=0}^{+\infty} \left(-\frac{\lambda_1}{\lambda_3} A_t\right)^i.$$

Thus,

$$A_t Q_t^{-1} = \frac{1}{\lambda_3} \sum_{i=0}^{+\infty} \left(-\frac{\lambda_1}{\lambda_3} A_t\right)^{i+1} = \frac{1}{\lambda_1} \left[\sum_{i=-1}^{+\infty} \left(-\frac{\lambda_1}{\lambda_3} A_t\right)^{i+1} - 1\right] = \frac{1}{\lambda_1} \left(I + \frac{\lambda_1}{\lambda_3} A_t\right)^{-1} + \frac{1}{\lambda_1} I.$$

So $M_{t+1}$ is given by

$$M_{t+1} = (I - P_t) M_t + P_t M_t \left(I + \frac{\lambda_1}{\lambda_3} A_t\right)^{-1} + \lambda_3 P_t B_t Q_t^{-1}.$$  \hspace{1cm} (E.4)

We first show that $P_t B_t Q_t^{-1}$ is uniformly bounded.

$$\|P_t B_t Q_t^{-1}\| = \left\|P_t \left(\frac{1}{t} B_t\right) \left(\frac{1}{t} Q_t\right)^{-1}\right\| \leq \|P_t\| \left\|\frac{1}{t} B_t\right\| \left\|\left(\frac{1}{t} Q_t\right)^{-1}\right\|.$$

Since we assume that \{z_t\} are uniformly upper bounded (Assumption 1), there exists a constant $\alpha_1$, such that for all $t > 0$,

$$\|z_t\|_2 \leq \alpha_1.$$

So we have

$$\|P_{t+1}\| \leq \frac{\lambda_3 \alpha_1^2}{\lambda_3 \alpha_1^2 + 1}.$$

Next, as we have shown that $\frac{1}{t} B_t$ can be uniformly bounded, there exists a constant $c_1$, such that for all $t > 0$,

$$\left\|\frac{1}{t} B_t\right\| \leq c_1.$$

And,

$$\left\|\left(\frac{1}{t} Q_t\right)^{-1}\right\| = \frac{1}{\sigma_{\min}\left(\frac{1}{t} Q_t\right)} \leq \frac{1}{\sigma_{\min}\left(\frac{1}{t} A_t + \frac{\lambda_1}{t} I\right)} \leq \frac{1}{\lambda_3 + \lambda_1 \beta_0}.$$
Thus, $\lambda_1 P_t B_t Q_t^{-1}$ is uniformly bounded by a constant, say $c_2$. That is,

$$\|\lambda_1 P_t B_t Q_t^{-1}\| \leq c_2. \quad (E.5)$$

It follows that $W_t$ can be bounded:

$$\|W_t\| \leq \|P_t\| \cdot \|M_t\| \cdot \left\|\left(I + \frac{\lambda_1}{\lambda_3} A_t\right)^{-1}\right\| + c_2$$

$$\leq \frac{\zeta_1}{\alpha_1^2 + \frac{1}{\lambda_3}} \cdot \frac{\lambda_3}{\lambda_3 + \lambda_1 \beta_0} \cdot \|M_t\| + c_2 \quad (E.6)$$

where $\zeta_1$ is derived by utilizing the assumption that $z$ is upper bounded by $\alpha_1$ and the smallest singular value of $\frac{1}{t} A_t$ is lower bounded by $\beta_0$. The last inequality always holds for some uniform constant $c_3$.

From Assumption 2 we know that the singular values of $\frac{1}{t} \sum_{i=1}^t z_i z_i^\top$ should uniformly span the diagonal. Thus, there exists a constant $\tau$, such that for all $i > 0$, $\frac{1}{t} \sum_{i=1}^{i+\tau} z_i z_i^\top$ is uniformly bounded away from zero with high probability.

Let $m_1 = \|M_1\|$. Now we pick a constant $t^*$, such that

$$\frac{c_3 \tau}{t^*} \left(\frac{1}{\alpha_0} + 1\right) \leq 0.5. \quad (E.7)$$

We also have a constant $w^*$, such that for all $t \leq t^*$,

$$\|W_t\| \leq w^*,$$

$$\frac{c_3}{t} m_1 + 0.5 w^* + c_2 \leq w^*. \quad (E.8)$$

Based on this, we first derive a bound for all $\|M_t\|$, with $t \leq t^*$. We know that there exists an integer $k^*$ (which is a uniform constant), such that $k^*(\tau + 1) \leq t^* < (k^* + 1)(\tau + 1)$. Our strategy is to bound $\|M_t\|$ in each interval $[(k-1)(\tau + 1), k(\tau + 1)]$. We start our reasoning from the first interval $[1, \tau + 1]$.

It is easy to induce from Eq. (E.4) that for all $t > 0$,

$$M_{t+1} = \prod_{i=1}^t (I - P_t) M_1 + \sum_{j=1}^{t-1} \prod_{i=j+1}^t (I - P_t) W_j + W_t.$$  

Thus,

$$\|M_{t+1}\|$$

$$= \left\|\prod_{i=1}^t (I - P_t) M_1 + \sum_{j=1}^{t-1} \prod_{i=j+1}^t (I - P_t) W_j + W_\tau\right\|$$

$$\leq \left\|\prod_{i=1}^t (I - P_t) M_1\right\| + \left\|\sum_{j=1}^{t-1} \prod_{i=j+1}^t (I - P_t) W_j + W_\tau\right\|$$

$$\leq \zeta_1 \cdot \|M_t\| + \tau w^*$$

$$\leq \left(1 - \alpha_0\right) m_1 + \tau w^*.$$  

Here, $\zeta_1$ holds because $\left\|\prod_{i=j+1}^t (I - P_t)\right\| \leq 1$ for all $j \in [\tau - 1]$. $\zeta_2$ holds because the singular values of $P_t$'s have span over the diagonal so the largest singular value of $\prod_{i=1}^t (I - P_t)$ is $1 - \alpha_0$, where $\alpha_0$ is the lower bound for all $z_i$'s (see Assumption 1).
For $M_{2(\tau+1)}$, we can similarly obtain
\[
\|M_{2(\tau+1)}\| \leq (1 - \alpha_0)^2 m_1 + (1 - \alpha_0)\tau w^* + \tau w^*.
\]

More generally, for any integer $k \leq k^*$,
\[
\|M_{k(\tau+1)}\| \leq (1 - \alpha_0)^k m_1 + \sum_{j=0}^{k-1} (1 - \alpha_0)^j \tau w^*
\]
\[
\leq m_1 + \frac{\tau w^*}{\alpha_0}.
\]

Hence, we obtain a uniform bound for $\|M_{k(\tau+1)}\|$, with $k \in [k^*]$. For any $i \in ((k-1)(\tau+1), k(\tau+1))$, they can simply bounded by
\[
\|M_i\| \leq m_1 + \frac{\tau w^*}{\alpha_0} + (i - (k - 1)(\tau + 1))w^*
\]
\[
\leq m_1 + \frac{\tau w^*}{\alpha_0} + \tau w^*.
\]

Therefore, for all the current $M_i$’s, we can bound them as follows:
\[
\|M_i\| \leq m_1 + \frac{\tau w^*}{\alpha_0} + \tau w^*, \forall t = 1, 2, \ldots, t^*.
\] (E.9)

From Eq. (E.8) and Eq. (E.9), we know that for all $t \leq t^*$,
\[
\|W_t\| \leq w^*,
\]
\[
\|M_t\| \leq m_1 + \frac{\tau w^*}{\alpha_0} + \tau w^*.
\]

Next, we show that the bounds still hold for $\|W_{t^*+1}\|$ and $\|M_{t^*+1}\|$, which completes our induction.

For $\|M_{t^*+1}\|$, it can simply be bounded in the same way as aforementioned because all the $W_t$’s are bounded by $w^*$ for $t < t^* + 1$. That is,
\[
\|M_{t^*+1}\| \leq \|M_{k^*(\tau+1)}\| + (t^* + 1 - k^*(\tau + 1))w^*
\]
\[
\leq m_1 + \frac{\tau w^*}{\alpha_0} + \tau w^*.
\] (E.10)

For $\|W_{t^*+1}\|$, from Eq. (E.6), we know
\[
\|W_{t^*+1}\| \leq \frac{c_3}{t^* + 1} \|M_{t^*+1}\| + c_2
\]
\[
\leq \frac{c_3}{t^* + 1} (m_1 + \frac{\tau w^*}{\alpha_0} + \tau w^*) + c_2
\]
\[
= \frac{c_3 m_1}{t^* + 1} + \frac{c_3 \tau}{t^* + 1} + \frac{1}{\alpha_0} + 1)w^* + c_2
\]
\[
\leq \frac{c_3 m_1}{t^* + 1} + 0.5w^* + c_2
\]
\[
\leq c_2 w^*.
\] (E.11)

Here, $\zeta_1$ is derived by utilizing Eq. (E.7) and $\zeta_2$ is derived by Eq. (E.8).

From Eq. (E.10) and Eq. (E.11), we know that the bound for $\|M_t\|$ and $\|W_t\|$’s, with $t \leq t^*$, still holds for $t = t^* + 1$. Thus we complete the induction and conclude that for all $t > 0$, we have
\[
\|M_t\| \leq m_1 + \frac{\tau w^*}{\alpha_0} + \tau w^*,
\]
\[
\|W_t\| \leq w^*.
\]

Thus, $M_t$ is uniformly bounded.
From Eq. (E.1), we know that
\[
D_t = \lambda_1 B_t \left( \lambda_1 A_t + \lambda_3 I \right)^{-1} + \lambda_3 M_t \left( \lambda_1 A_t + \lambda_3 I \right)^{-1} \\
= \lambda_1 \left( \frac{1}{t} B_t \right) \left( \frac{\lambda_1}{t} A_t + \frac{\lambda_3}{t} I \right)^{-1} \\
+ \frac{\lambda_3}{t} M_t \left( \frac{\lambda_1}{t} A_t + \frac{\lambda_3}{t} I \right)^{-1}.
\]

Since \( \frac{1}{t} A_t, \frac{1}{t} B_t \) and \( M_t \) are all uniformly bounded, \( D_t \) is also uniformly bounded.

By examining the closed form of \( u_t \), and note that we have proved the uniform boundedness of \( D_t \) and \( M_t \), we conclude that \( \{u_t\} \) are uniformly bounded.

**Corollary E.2.** Let \( v_t, e_t, u_t \) and \( D_t \) be the optimal solutions produced by Algorithm [7].

1. \( \hat{\ell}(z_t, D_t, v_t, e_t) \) and \( \ell(z_t, D_t) \) are both uniformly bounded.

2. \( \frac{1}{t} \hat{h}(Z, D, U) \) is uniformly bounded.

3. The surrogate function \( g_t(D_t) \) defined in Eq. (3.5) is uniformly bounded and Lipschitz.

**Proof.** To see the uniform boundedness of \( \hat{\ell}(z_t, D_t, v_t, e_t) \), we just need to examine the definition of \( \ell(z_t, D_t, v_t, e_t) \) (see Eq. (2.3)) and notice that \( z_t, D_t, v_t \) and \( e_t \) are all uniformly bounded. This implies that \( \ell(z_t, D_t, v_t, e_t) \) is uniformly bounded and so is \( \ell(z_t, D_t) \).

Similarly, we can show that \( \frac{1}{t} \hat{h}(Z, D, U) \) is uniformly bounded.

The uniform boundedness of \( g_t(D_t) \) follows immediately as \( \hat{\ell}(z_t, D_t, v_t, e_t) \) and \( \frac{1}{t} \hat{h}(Z, D, U) \) are both uniformly bounded. To show that \( g_t(D) \) is Lipschitz, we show that the gradient of \( g_t(D) \) is uniformly bounded for all \( D \in D \).

\[
\| \nabla g_t(D) \|_F = \left\| \lambda_1 D A_t + \frac{\lambda_3}{t} I - \lambda_1 \frac{B_t}{t} - \frac{\lambda_3}{t} M_t \right\|_F \\
\leq \lambda_1 \|D\|_F \left\| \frac{A_t}{t} \right\|_F + \left\| \frac{\lambda_3}{t} I \right\|_F + \lambda_1 \left\| \frac{B_t}{t} \right\|_F \\
+ \left\| \frac{\lambda_3}{t} M_t \right\|_F.
\]

Notice that each term on the right side of the inequality is uniformly bounded. Thus the gradient of \( g_t(D) \) is uniformly bounded and \( g_t(D) \) is Lipschitz.

**Proposition E.3.** Let \( D \in D \) and denote the minimizer of \( \hat{\ell}(z, D, v, e) \) as:

\[
\{v', e'\} = \arg \min_{v, e} \hat{\ell}(z, D, v, e).
\]

Then, the function \( \ell(z, L) \) is continuously differentiable and

\[
\nabla_D \ell(z, D) = (Dv' + e' - z)v'^T.
\]

Furthermore, \( \ell(z, \cdot) \) is uniformly Lipschitz.

**Proof.** By fixing the variable \( z \), the function \( \hat{\ell} \) can be seen as a mapping:

\[
\mathbb{R}^{d+p} \times D \to \mathbb{R}
\]

\[
([v; e], D) \mapsto \hat{\ell}(z, D, v, e)
\]

It is easy to show that for all \([v; e] \in \mathbb{R}^{d+p}, \hat{\ell}(z, \cdot, v, e) \) is differentiable. Also \( \ell(z, \cdot, \cdot) \) is continuous on \( \mathbb{R}^{d+p} \times D \). \( \nabla_D \ell(z, D, v, e) = (Dv + e - z)v'^T \) is continuous on \( \mathbb{R}^{d+p} \times D \). \( \forall D \in D \),
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since $\ell(z, D, v, e)$ is strongly convex w.r.t. $v$, it has a unique minimizer $\{v', e'\}$. Thus Lemma [D.1] applies and we prove that $\ell(z, D)$ is differentiable in $D$ and
\[
\nabla_D \ell(z, D) = (Dv' + e' - z)v'^\top.
\]
Since every term in $\nabla_D \ell(z, D)$ is uniformly bounded (Assumption [I] and Proposition [4.2]), we conclude that the gradient of $\ell(z, D)$ is uniformly bounded, implying that $\ell(z, D)$ is uniformly Lipschitz w.r.t. $D$.

**Corollary E.4.** Let $f_i(D)$ be the empirical loss function defined in Eq. (2.6). Then $f_i(D)$ is uniformly bounded and Lipschitz.

**Proof.** Since $\ell(z, D)$ can be uniformly bounded (Corollary [E.2]), we only need to show that $\frac{1}{t} h(Z, D)$ is uniformly bounded. Note that we have derived the form $\frac{1}{t} h(Z, D)$ as follows:
\[
\frac{1}{t} h(Z, D) = \frac{1}{t} \sum_{i=1}^{t} \frac{1}{2} \left\| D^\top \left( \frac{1}{\lambda_3 t} I + \frac{1}{t} N_i \right)^{-1} z_i \right\|_2^2 + \frac{1}{2} \left\| \frac{\lambda_3}{2t^3} \left( \frac{1}{t} I + \frac{\lambda_3}{t} N_i \right)^{-1} \right\|_F^2
\]
where $N_i = \sum_{t=1}^{t} z_i z_i^\top$. Since every term in the above equation can be uniformly bounded, $h(Z, D)$ is uniformly bounded and so is $f_i(D)$.

To show that $f_i(D)$ is uniformly Lipschitz, we show that its gradient can be uniformly bounded.
\[
\nabla f_i(D) = \frac{1}{t} \sum_{i=1}^{t} \nabla \ell(z_i, D) + \frac{1}{t} \nabla h(Z, D)
\]
\[
= \frac{1}{t} \sum_{i=1}^{t} (D v_i + e_i - z_i) v_i^\top
\]
\[+ \frac{1}{t^2} \sum_{i=1}^{t} \left( \frac{1}{\lambda_3 t} I + \frac{1}{t} N_i \right)^{-1} z_i z_i^\top \left( \frac{1}{\lambda_3 t} I + \frac{1}{t} N_i \right)^{-1} D
\]
\[+ \frac{\lambda_3}{t^3} \left( \frac{1}{t} I + \frac{\lambda_3}{t} N_i \right)^{-2} D.
\]
Then the Frobenius norm of $\nabla f_i(D)$ can be bounded by:
\[
\| \nabla f_i(D) \|_F \leq \frac{1}{t} \sum_{i=1}^{t} \| D v_i + e_i - z_i \|_2 \cdot \| v_i \|_2
\]
\[+ \frac{1}{t^2} \sum_{i=1}^{t} \left\| \left( \frac{1}{\lambda_3 t} I + \frac{1}{t} N_i \right)^{-1} \right\|_F^2 \cdot \| z_i \|_2 \cdot \| D \|_F
\]
\[+ \frac{\lambda_3}{t^3} \left\| \left( \frac{1}{t} I + \frac{\lambda_3}{t} N_i \right)^{-1} \right\|_F^2 \cdot \| D \|_F.
\]
One can easily check that the right side of the inequality is uniformly bounded. Thus $\| \nabla f_i(D) \|_F$ is uniformly bounded, implying that $f_i(D)$ is uniformly Lipschitz.

**E.2 Proof of P-Donsker**

**Proposition E.5.** Let $f'_i(D) = \frac{1}{t} \sum_{i=1}^{t} \ell(z_i, D)$ and $f(D)$ be the expected loss function defined in Eq. (2.10). Then we have
\[
\E[\sqrt{t} \| f'_i - f \|_\infty] = O(1).
\]
First, we bound the last four terms. We have in Proposition 4.2,

**Proof.** Here, to show the convergence of Theorem E.6 (Convergence of the surrogate function defined in Eq. (3.5)) is non-negative and the samples are drawn randomly. We define \( D \) (Proposition E.3). Thus, \( \{\ell(z, D)\} \) is P-Donsker (see the definition in Lemma D.2). Furthermore, as \( \ell(z, D) \) is non-negative and uniformly bounded, so is \( \ell^2(z, D) \). So we have \( \mathbb{E}_z[\ell^2(z, D)] \) being uniformly bounded. Since we have verified all the hypotheses in Lemma D.2 we obtain the result that

\[
\mathbb{E}[\sqrt{t} \|f'_t - f\|_\infty] = O(1).
\]

\[\square\]

**E.3 Proof of convergence of \( g_t(D) \)**

**Theorem E.6** (Convergence of the surrogate function \( g_t(D_t) \)). The surrogate function \( g_t(D_t) \) we defined in Eq. (3.5) converges almost surely, where \( D_t \) is the solution produced by Algorithm 7.

**Proof.** Note that \( g_t(D_t) \) can be viewed as a stochastic positive process since every term in \( g_t(D_t) \) is non-negative and the samples are drawn randomly. We define

\[
u_t = g_t(D_t).
\]

To show the convergence of \( u_t \), we need to bound the difference of \( u_{t+1} \) and \( u_t \):

\[
\begin{align*}
\nu_{t+1} - \nu_t &= g_{t+1}(D_{t+1}) - g_t(D_t) \\
&= g_{t+1}(D_{t+1}) - g_{t+1}(D_t) + g_{t+1}(D_t) - g_t(D_t) \\
&= g_{t+1}(D_{t+1}) - g_{t+1}(D_t) + \frac{1}{t+1} \ell(z_{t+1}, D_t) - \frac{1}{t+1} g'_t(D_t) \\
&\quad + \left\{ \frac{1}{t+1} \sum_{i=1}^{t+1} \frac{1}{2} \|u_i\|^2 + \frac{\lambda_3}{2(t+1)} \|D_t - M_{t+1}\|_F^2 \\
&\quad - \frac{1}{t} \sum_{i=1}^{t} \frac{1}{2} \|u_i\|^2 - \frac{\lambda_3}{2t} \|D_t - M_t\|_F^2 \right\} \\
&= g_{t+1}(D_{t+1}) - g_{t+1}(D_t) + \frac{f'_t(D_t) - g'_t(D_t)}{t+1} \\
&\quad + \frac{\ell(z_{t+1}, D_t) - f'_t(D_t)}{t+1} + \left\{ \frac{1}{t+1} \sum_{i=1}^{t+1} \frac{1}{2} \|u_i\|^2 \\
&\quad + \frac{\lambda_3}{2(t+1)} \|D_t - M_{t+1}\|_F^2 - \frac{1}{t} \sum_{i=1}^{t} \frac{1}{2} \|u_i\|^2 \\
&\quad - \frac{\lambda_3}{2t} \|D_t - M_t\|_F^2 \right\}.
\end{align*}
\]

(E.12)

Here,

\[
g'_t(D_t) = \frac{1}{t} \sum_{i=1}^{t} \ell(z_i, D, v_i, e_i).
\]

(E.13)

First, we bound the last four terms. We have

\[
\begin{align*}
\frac{1}{t+1} \sum_{i=1}^{t+1} \frac{1}{2} \|u_i\|^2 - \frac{1}{t} \sum_{i=1}^{t} \|u_i\|^2 &\leq \frac{-1}{t(t+1)} \sum_{i=1}^{t} \frac{1}{2} \|u_i\|^2 + \frac{1}{2(t+1)} \|u_{t+1}\|^2 \\
&\leq \frac{1}{2(t+1)} \|u_{t+1}\|^2.
\end{align*}
\]

(E.14)
And

\[
\frac{\lambda_3}{2(t+1)} \|D_t - M_{t+1}\|_F^2 - \frac{\lambda_3}{2t} \|D_t - M_t\|_F^2
\]

\[
= -\frac{\lambda_3}{2t(t+1)} \|D_t - M_t\|_F^2 + \frac{\lambda_3}{2(t+1)} \|z_{t+1}u_{t+1}^\top\|_F^2
\]

\[
- \frac{\lambda_3}{t+1} \text{Tr}((D_t - M_t)^\top z_{t+1}u_{t+1}^\top)
\]

\[
= -\frac{\lambda_3}{2t(t+1)} \|D_t - M_t\|_F^2 + \frac{\lambda_3}{2(t+1)} \|z_{t+1}u_{t+1}^\top\|_F^2
\]

\[
- \frac{\lambda_3}{t+1} \left( \|z_{t+1}\|^2_2 + \frac{1}{\lambda_3} \|u_{t+1}\|^2_2 \right)
\]

\[
\leq \frac{1}{t+1} \left( \frac{\lambda_3}{2} \|z_{t+1}u_{t+1}^\top\|^2_F - (\lambda_3 \|z_{t+1}\|^2_2 + 1) \|u_{t+1}\|^2_2 \right)
\]

\[
\leq \frac{1}{t+1} \left( -\frac{\lambda_3}{2} \|z_{t+1}\|^2_2 \|u_{t+1}\|^2_2 - \|u_{t+1}\|^2_2 \right)
\]

where the first equality is derived by the fact that $M_{t+1} = M_t + z_{t+1}u_{t+1}^\top$, and the second equality

Combining Eq. \((E.14)\) and Eq. \((E.15)\), we know that

\[
\frac{1}{t+1} \sum_{i=1}^{t+1} \frac{1}{2} \|u_i\|^2_2 - \frac{1}{t} \sum_{i=1}^{t} \|u_i\|^2_2
\]

\[
+ \frac{\lambda_3}{2(t+1)} \|D_t - M_{t+1}\|_F^2 - \frac{\lambda_3}{2t} \|D_t - M_t\|_F^2
\]

\[
\leq \frac{1}{2(t+1)} \|u_{t+1}\|^2_2
\]

\[
+ \frac{1}{t+1} \left( -\frac{\lambda_3}{2} \|z_{t+1}\|^2_2 \|u_{t+1}\|^2_2 - \|u_{t+1}\|^2_2 \right)
\]

\[
\leq \frac{1}{t+1} \left( -\frac{\lambda_3}{2} \|z_{t+1}\|^2_2 \|u_{t+1}\|^2_2 - \frac{1}{2} \|u_{t+1}\|^2_2 \right)
\]

\[
\leq 0.
\]

Therefore,

\[
u_{t+1} - u_t
\]

\[
\leq g_{t+1}(D_{t+1}) - g_{t+1}(D_t) + \frac{1}{t+1} \ell(z_{t+1}, D_t)
\]

\[
- \frac{1}{t+1} g_t'(D_t)
\]

\[
g_{t+1}(D_{t+1}) - g_{t+1}(D_t) + \frac{f_t'(D_t) - g_t'(D_t)}{t+1}
\]

\[
+ \frac{\ell(z_{t+1}, D_t) - f_t'(D_t)}{t+1}
\]

\[
\leq \frac{\ell(z_{t+1}, D_t) - f_t'(D_t)}{t+1},
\]

where $f_t'(D)$ is defined in Proposition \((E.3)\) and the last inequality holds because $D_{t+1}$ is the mini-

mizer of $g_{t+1}(D)$ and $g_t'(D)$ is a surrogate function of $f_t'(D)$. 
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Let $\mathcal{F}_t$ be the filtration of the past information. We take the expectation on the above equation conditioned on $\mathcal{F}_t$:

$$
\mathbb{E}[u_{t+1} - u_t \mid \mathcal{F}_t] \leq \frac{\mathbb{E}[\ell(z_{t+1}, D_t) \mid \mathcal{F}_t] - f'_t(D_t)}{t+1}
\leq \frac{f(D_t) - f'_t(D_t)}{t+1}
\leq \frac{\|f - f'_t\|_\infty}{t+1}.
$$

From Proposition E.5, we know

$$
\mathbb{E}[\|f - f'_t\|_\infty] = O\left(\frac{1}{\sqrt{t}}\right).
$$

Thus,

$$
\mathbb{E}[\mathbb{E}[u_{t+1} - u_t \mid \mathcal{F}_t]] = \mathbb{E}[\max\{\mathbb{E}[u_{t+1} - u_t \mid \mathcal{F}_t], 0\}]
\leq \frac{c}{\sqrt{t}(t+1)},
$$

where $c$ is some constant.

Now let us define the index set

$$
\mathcal{T} = \{t \mid \mathbb{E}[u_{t+1} - u_t \mid \mathcal{F}_t] > 0\},
$$

and the indicator

$$
\delta_t = \begin{cases} 
1 & \text{if } t \in \mathcal{T}, \\
0 & \text{otherwise.}
\end{cases}
$$

We have

$$
\sum_{t=1}^{\infty} \mathbb{E}[^{\delta_t}(u_{t+1} - u_t)] = \sum_{t \in \mathcal{T}} \mathbb{E}[u_{t+1} - u_t]
= \sum_{t \in \mathcal{T}} \mathbb{E}[\mathbb{E}[u_{t+1} - u_t \mid \mathcal{F}_t]]
= \sum_{t=1}^{\infty} \mathbb{E}[\mathbb{E}[u_{t+1} - u_t \mid \mathcal{F}_t]]^+
\leq +\infty.
$$

Thus, Lemma D.3 applies. That is, $g_t(D_t)$ is a quasi-martingale and converges almost surely. Moreover,

$$
\sum_{t=1}^{\infty} |\mathbb{E}[u_{t+1} - u_t \mid \mathcal{F}_t]| < +\infty \text{ a.s.} \quad (E.16)
$$

E.4 Proof of Difference of $D_t$

**Proposition E.7.** Let $\{D_t\}_{t=1}^{\infty}$ be the basis sequence produced by the Algorithm[1] Then,

$$
\|D_{t+1} - D_t\|_F = O\left(\frac{1}{t}\right). \quad (E.17)
$$

**Proof.** According the strong convexity of $g_t(D)$ (Assumption3), we have,

$$
g_t(D_{t+1}) - g_t(D_t) \geq \frac{\beta_0}{2} \|D_{t+1} - D_t\|_F^2, \quad (E.18)
$$
On the other hand,
\[ g_t(D_{t+1}) - g_t(D_t) \]
\[ = g_t(D_{t+1}) - g_{t+1}(D_{t+1}) + g_{t+1}(D_{t+1}) - g_{t+1}(D_t) \]
\[ + g_{t+1}(D_t) - g_t(D_t) \]
\[ \leq g_t(D_{t+1}) - g_{t+1}(D_{t+1}) + g_{t+1}(D_t) - g_t(D_t) \]
\[ = G_t(D_{t+1}) - G_t(D_t). \] 

(E.19)

Note that the inequality is derived by the fact that \( g_{t+1}(D_{t+1}) - g_{t+1}(D_t) \leq 0 \), as \( D_{t+1} \) is the minimizer of \( g_{t+1}(D) \). And we denote \( g_t(D) - g_{t+1}(D) \) by \( G_t(D) \).

By a simple calculation, we obtain the gradient of \( G_t(D) \):
\[ \nabla G_t(D) \]
\[ = \nabla g_t(D) - \nabla g_{t+1}(D) \]
\[ = \frac{1}{t} [D(\lambda_1 A_t + \lambda_3 I) - (\lambda_1 B_t + \lambda_3 M_t)] \]
\[ - \frac{1}{t+1} [D(\lambda_1 A_{t+1} + \lambda_3 I) - (\lambda_1 B_{t+1} + \lambda_3 M_{t+1})] \]
\[ = \frac{1}{t} [D(\lambda_1 A_t + \lambda_3 I) - \frac{\lambda_1 t}{t+1} A_{t+1} - \lambda_3 \frac{t}{t+1} I) \]
\[ + \frac{\lambda_1 t}{t+1} B_{t+1} - \lambda_1 B_t + \frac{\lambda_3 t}{t+1} M_{t+1} - \lambda_3 M_t] \]
\[ = \frac{1}{t} [\nabla \lambda_1 (A_{t+1} - \lambda_1 v_{t+1} v_{t+1}^\top + \frac{\lambda_3}{t+1} I) \]
\[ + \lambda_1 (z_{t+1} - e_{t+1}) v_{t+1}^\top - \frac{\lambda_1}{t+1} B_{t+1} \]
\[ + \lambda_3 z_{t+1}^\top u_{t+1}^\top - \frac{\lambda_3}{t+1} M_{t+1} \]

So the Frobenius norm of \( \nabla G_t(D) \) follows immediately:
\[ \|\nabla G_t(D)\|_F \]
\[ \leq \frac{1}{t} \left[ \|D\|_F \left( \lambda_1 \left\| \frac{A_{t+1}}{t+1} \right\|_F + \lambda_1 \left\| v_{t+1} v_{t+1}^\top \right\|_F + \frac{\lambda_3}{t+1} \|I\|_F \right) \]
\[ + \lambda_1 \left\| (z_{t+1} - e_{t+1}) v_{t+1}^\top \right\|_F + \lambda_1 \left\| B_{t+1} \right\|_{t+1} \]
\[ + \lambda_3 \left\| z_{t+1}^\top u_{t+1}^\top \right\|_F + \frac{\lambda_3}{t+1} \|M_{t+1}\|_F \right] \]
\[ = \frac{1}{t} \left[ \|D\|_F \left( \lambda_1 \left\| \frac{A_{t+1}}{t+1} \right\|_F + \lambda_1 \left\| v_{t+1} v_{t+1}^\top \right\|_F \right) \]
\[ + \lambda_1 \left\| (z_{t+1} - e_{t+1}) v_{t+1}^\top \right\|_F + \lambda_1 \left\| B_{t+1} \right\|_{t+1} \]
\[ + \lambda_3 \left\| z_{t+1}^\top u_{t+1}^\top \right\|_F + \frac{\lambda_3}{t+1} \left[ \|I\|_F + \|M_{t+1}\|_F \right] \].

We know from Proposition (E.19) that all the terms in the above equation are uniformly bounded. Thus, there exist constants \( c_1, c_2 \) and \( c_3 \), such that
\[ \|\nabla G_t(D)\|_F \leq \frac{1}{t} [c_1 \|D\|_F + c_2] + \frac{c_3}{t(t+1)}. \]

According to the first order Taylor expansion,
\[ G_t(D_{t+1}) - G_t(D_t) \]
\[ = \text{Tr} \left( (D_{t+1} - D_t) \nabla G_t (\alpha D_t + (1 - \alpha) D_{t+1}) \right) \]
\[ \leq \|D_{t+1} - D_t\|_F \cdot \|\nabla G_t (\alpha D_t + (1 - \alpha) D_{t+1})\|_F, \]
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where $\alpha$ is a constant between 0 and 1. According to Proposition 4.2, $D_t$ and $D_{t+1}$ are uniformly bounded, so $\alpha D_t + (1 - \alpha) D_{t+1}$ is uniformly bounded. Thus, there exists a constant $c_4$, such that

$$\|\nabla G_t (\alpha L_t + (1 - \alpha) L_{t+1})\|_F \leq \frac{c_4}{t} + \frac{c_3}{t(t+1)},$$

resulting that

$$G_t(D_{t+1}) - G_t(D_t) \leq \left( \frac{c_4}{t} + \frac{c_3}{t(t+1)} \right) \|D_{t+1} - D_t\|_F.$$

Combining Eq. (E.18), Eq. (E.19) and the above equation, we have

$$\|D_{t+1} - D_t\|_F = \frac{2c_4}{\beta_0} + \frac{1}{t} + \frac{2c_3}{\beta_0} \cdot \frac{1}{t(t+1)}.$$

\[ \square \]

E.5 Proof for convergence of $f_t(D_t)$

**Theorem E.8** (Convergence of $f_t(D_t)$). Let $f_t(D_t)$ be the empirical loss function defined in Eq. (2.6) and $D_t$ be the solution produced by the Algorithm 1. Let $b_t = g_t(D_t) - f_t(D_t)$. Then, $b_t$ converges almost surely to 0. Thus, $f_t(D_t)$ converges almost surely to the same limit of $g_t(D_t)$.

**Proof.** Let $f_t'(D)$ and $g_t'(D)$ be those defined in Proposition E.5 and Theorem 4.3 respectively. Then,

$$b_t = g_t(D_t) - f_t'(D_t)$$

$$= g_t(D_t) - f_t'(D_t) + \left( \frac{1}{t} \sum_{i=1}^{t} \frac{1}{2} \|u_i\|^2 + \frac{\lambda_3}{2t} \|D_t - M_t\|_F^2 \right)$$

$$- \frac{1}{t^2} \sum_{i=1}^{t} \frac{1}{2} \left\|D_t^T \left( \frac{1}{\lambda_3 t} I + \frac{1}{t} N_t \right)^{-1} z_i \right\|^2_2$$

$$- \frac{\lambda_3}{2t^2} \left\| \left( \frac{1}{t} I + \frac{\lambda_3}{t} N_t \right)^{-1} D_t \right\|^2_F$$

$$= g_t'(D_t) - f_t'(D_t) + q_t(D_t),$$

where $g_t(D_t)$ denotes the last four terms. Combining Eq. (E.12) we have

$$\frac{b_t}{t+1} = \frac{g_t(D_t) - f_t'(D_t)}{t+1} + \frac{q_t(D_t)}{t+1}$$

$$= g_{t+1}(D_{t+1}) - g_t(D_t) + \frac{\ell(z_{t+1}, D_t) - f_t'(D_t)}{t+1}$$

$$+ u_t - u_{t+1} + \left\{ \frac{q_t(D_t)}{t+1} + \frac{1}{t+1} \sum_{i=1}^{t+1} \frac{1}{2} \|u_i\|^2 \right\}$$

$$+ \frac{\lambda_3}{2(t+1)} \|D_t - M_{t+1}\|_F^2 - \frac{1}{t} \sum_{i=1}^{t} \frac{1}{2} \|u_i\|^2_2$$

$$- \frac{\lambda_3}{2t} \|D_t - M_t\|_F^2.$$ 

Note that we naturally have

$$\frac{q_t(D_t)}{t+1} \leq \frac{1}{t(t+1)} \sum_{i=1}^{t} \frac{1}{2} \|u_i\|^2 + \frac{\lambda_3}{2t(t+1)} \|D_t - M_t\|_F^2$$

$$\leq \frac{1}{t(t+1)} \sum_{i=1}^{t} \frac{1}{2} \|u_i\|^2 + \frac{c}{2t(t+1)},$$
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where the second inequality holds as $D_t$ and $M_t$ are both uniformly bounded (see Proposition 4.2).

Also, from Eq. (E.14), we know

\[
\frac{1}{t+1} \sum_{i=1}^{t+1} \frac{1}{2} \|u_i\|^2 - \frac{1}{t} \sum_{i=1}^{t} \|u_i\|^2 = \frac{-1}{t+1} \sum_{i=1}^{t} \frac{1}{2} \|u_i\|^2 + \frac{1}{2(t+1)} \|u_{t+1}\|^2.
\]

And from Eq. (E.15)

\[
\frac{\lambda_3}{2(t+1)} \|D_t - M_{t+1}\|^2_F - \frac{\lambda_3}{2t} \|D_t - M_t\|^2_F \\
\leq \frac{1}{t+1} \left( \frac{\lambda_3}{2} \frac{\|z_{t+1}\|^2_2}{2} \frac{\|u_{t+1}\|^2_2}{2} - \frac{\|u_{t+1}\|^2_2}{2} \right)
\]

Thus,

\[
\frac{q_t(D_t)}{t+1} + \frac{1}{t+1} \sum_{i=1}^{t+1} \frac{1}{2} \|u_i\|^2 + \frac{\lambda_3}{2(t+1)} \|D_t - M_{t+1}\|^2_F \\
- \frac{1}{t} \sum_{i=1}^{t} \frac{1}{2} \|u_i\|^2 - \frac{\lambda_3}{2t} \|D_t - M_t\|^2_F \\
\leq \frac{c}{2t(t+1)} + \frac{1}{2(t+1)} \|u_{t+1}\|^2_2 \\
+ \frac{1}{t+1} \left( -\frac{\lambda_3}{2} \frac{\|z_{t+1}\|^2_2}{2} \frac{\|u_{t+1}\|^2_2}{2} - \frac{\|u_{t+1}\|^2_2}{2} \right) \\
= \frac{c}{2(t+1)} - \frac{1}{2(t+1)} \|u_{t+1}\|^2_2 - \frac{\lambda_3}{2(t+1)} \frac{\|z_{t+1}\|^2_2}{2} \frac{\|u_{t+1}\|^2_2}{2}
\]

Therefore,

\[
\frac{b_t}{t+1} \leq g_{t+1}(D_{t+1}) - g_{t+1}(D_t) + \frac{\ell(z_{t+1}, D_t) - f_t'(D_t)}{t+1} \\
+ u_t - u_{t+1} + \frac{c}{2t(t+1)} \\
\leq \frac{\ell(z_{t+1}, D_t) - f_t'(D_t)}{t+1} + u_t - u_{t+1} + \frac{c}{2t(t+1)}.
\]

By taking the expectation conditioned on the past information $\mathcal{F}_t$, we have

\[
\frac{b_t}{t+1} \leq \frac{f(D_t) - f_t(D_t)}{t+1} + \mathbb{E}[u_t - u_{t+1} | \mathcal{F}_t] + \frac{c}{2t(t+1)} \\
\leq \frac{c_1}{\sqrt{t(t+1)}} + \mathbb{E}[u_t - u_{t+1} | \mathcal{F}_t] + \frac{c}{2t(t+1)},
\]

where the second inequality holds by applying Proposition E.5. Thus,

\[
\sum_{t=1}^{\infty} \frac{b_t}{t+1} \leq \sum_{t=1}^{\infty} \frac{c_1}{\sqrt{t(t+1)}} + \sum_{t=1}^{\infty} \mathbb{E}[u_t - u_{t+1} | \mathcal{F}_t] + \frac{c}{2t(t+1)} \\
\leq +\infty.
\]
Here, the last inequality is derived by applying Eq. (E.16).

Next, we examine the difference between $b_{t+1}$ and $b_t$:

$$|b_{t+1} - b_t| = |g_{t+1}(D_{t+1}) - f_{t+1}(D_{t+1}) - g_t(D_t) + f_t(D_t)|$$

$$\leq |g_{t+1}(D_{t+1}) - g_t(D_{t+1})| + |g_t(D_{t+1}) - g_t(D_t)|$$

$$+ |f_{t+1}(D_{t+1}) - f_t(D_{t+1})| + |f_t(D_{t+1}) - f_t(D_t)|.$$  \hspace{1cm} (E.20)

For the first term on the right side,

$$|g_{t+1}(D_{t+1}) - g_t(D_{t+1})| = |g_{t+1}'(D_{t+1}) - g_t'(D_{t+1}) + \frac{1}{t+1} \sum_{i=1}^{t+1} \frac{1}{2} \|u_i\|^2$$

$$- \frac{1}{t} \sum_{i=1}^{t} \frac{1}{2} \|u_i\|^2 + \frac{\lambda_3}{2(t+1)} \|D_{t+1} - M_t\|^2_F$$

$$- \frac{\lambda_3}{2t} \|D_{t+1} - M_t\|^2_F$$

$$\leq |g_{t+1}'(D_{t+1}) - g_t'(D_{t+1})| + \frac{1}{t(t+1)} \sum_{i=1}^{t} \frac{1}{2} \|u_i\|^2$$

$$+ \frac{1}{2(t+1)} \|u_{t+1}\|^2 + \frac{\lambda_3}{2(t+1)} \|D_{t+1} - M_t\|^2_F$$

$$+ \frac{\lambda_3}{2(t+1)} \|z_{t+1}u_{t+1}^T\|^2_F$$

$$\leq \frac{c_1}{t+1}$$

$$\leq c_2 \frac{c_1}{t+1},$$

where $c_1$ and $c_2$ are some uniform constants. Note that $\zeta_1$ holds because all the $u_i$'s, $D_{t+1}$, $M_t$ and $z_{t+1}$ are uniformly bounded (see Proposition [4.2]), and $\zeta_2$ holds because $\ell(z_{t+1}, D_{t+1})$ and $g_t'(D_{t+1})$ are uniformly bounded (see Corollary [E.2]).

For the third term on the right side of Eq. (E.20), we can similarly derive

$$|f_{t+1}(D_{t+1}) - f_t(D_{t+1})|$$

$$\leq |f_{t+1}'(D_{t+1}) - f_t'(D_{t+1})| + \frac{c_3}{t+1}$$

$$= \left| \frac{1}{t+1} f((z_{t+1}, D_{t+1}) - f_{t+1}'(D_{t+1})) \right| + \frac{c_3}{t+1}$$

$$\leq \frac{c_3}{t+1},$$

where $c_3$ and $c_4$ are some uniform constants, and $\zeta_3$ holds as $\ell(z_{t+1}, D_{t+1})$ and $f_t'(D_{t+1})$ are both uniformly bounded (see Corollary [E.4]).
From Corollary E.2 and Corollary E.4, we know that both \( g_t(D) \) and \( f_t(D) \) are uniformly Lipschitz. That is, there exists uniform constants \( \kappa_1, \kappa_2 \), such that
\[
|g_t(D_{t+1}) - g_t(D_t)| \leq \kappa_1 \|D_{t+1} - D_t\|_F \leq \frac{\kappa_3}{t+1}
\]
\[
|f_t(D_{t+1}) - f_t(D_t)| \leq \kappa_2 \|D_{t+1} - D_t\|_F \leq \frac{\kappa_4}{t+1}.
\]

Here, \( \zeta_4 \) and \( \zeta_5 \) are derived by applying Proposition E.7 and \( \kappa_3 \) and \( \kappa_4 \) are some uniform constants. Finally, we have a bound for Eq. (E.20):
\[
|b_{t+1} - b_t| \leq \frac{\kappa_0}{t+1},
\]
where \( \kappa_0 \) is some uniform constant.

By applying Lemma D.4, we conclude that \( \{b_t\} \) converges to zero. That is,
\[
\lim_{t \to +\infty} g_t(D_t) - f_t(D_t) = 0.
\]

Since we have proved in Theorem 4.3 that \( g_t(D_t) \) converges almost surely, we conclude that \( f_t(D_t) \) converges almost surely to the same limit of \( g_t(D_t) \).

**Theorem E.9** (Convergence of \( f(D_t) \)). Let \( f(D) \) be the expected loss function we defined in Eq. (2.10) and let \( D_t \) be the optimal solution produced by Algorithm 7. Then \( f(D_t) \) converges almost surely to the same limit of \( f(D_t) \) (or \( g_t(D_t) \)).

**Proof.** According to the central limit theorem, we know that \( \sqrt{7}(f(D_t) - f(D_t)) \) is bounded, implying
\[
\lim_{t \to +\infty} f(D_t) - f(D_t) = 0, \quad a.s.
\]

**E.6 Proof of gradient of \( f(D) \)**

**Proposition E.10** (Gradient of \( f(D) \)). Let \( f(D) \) be the expected loss function which is defined in Eq. (2.10). Then, \( f(D) \) is continuously differentiable and \( \nabla f(D) = \mathbb{E}_u [\nabla_D \ell(z, D)] \). Moreover, \( \nabla f(D) \) is uniformly Lipschitz on \( D \).

**Proof.** We have shown in Proposition E.3 that \( \ell(z, D) \) is continuously differentiable, \( f(D) \) is also continuously differentiable and we have \( \nabla f(D) = \mathbb{E}_u [\nabla_D \ell(z, D)] \).

Next, we prove the Lipschitz of \( \nabla f(D) \). Let \( v'(z', D') \) and \( e'(z', D') \) be the minimizer of \( \hat{\ell}(z', D, v, e) \). Since \( \hat{\ell}(z, D, v, e) \) has a unique minimum and is continuous in \( z, D, v \) and \( e \), \( v'(z', D') \) and \( e'(z', D') \) is continuous in \( z \) and \( D \).

Let \( A = \{j \mid e_j' \neq 0\} \). According the first order optimality condition, we know that
\[
\frac{\partial \hat{\ell}(z, D, v, e)}{\partial e} = 0
\]
\[
\Rightarrow \lambda_1(z - Dv - e) \in \lambda_2 \|e\|_1
\]
\[
\Rightarrow |(z - Dv - e)| = \frac{\lambda_2}{\lambda_1}, \forall j \in A.
\]

Since \( z - Dv - e \) is continuous in \( z \) and \( D \), there exists an open neighborhood \( V \), such that for all \( (z'', D'') \in V \), if \( j \notin A \), then \( |(z'' - D''v'' - e'')| < \frac{\lambda_2}{\lambda_1} \) and \( e'' = 0 \). That is, the support set of \( e' \) will not change.

Let us denote \( H = [D I], r = [v^\top e^\top]^\top \) and define the function
\[
\hat{\ell}(z, H, r_A) = \frac{\lambda_1}{2} \|z - HA r_A\|_2^2 + \frac{1}{2} \|[I 0] r_A\|_2^2 + \lambda_2 \|[0 I] r_A\|_1
\]
Since \( \tilde{\ell}(z, D_A, \cdot) \) is strongly convex, there exists a uniform constant \( \kappa_1 \), such that for all \( r' \),

\[
\tilde{\ell}(z', H'_A, r'_A) - \tilde{\ell}(z', H'_A, r'_A) \\
\geq \kappa_1 \| r''_A - r'_A \|^2 \\
= \kappa_1 \left( \| v'' - v' \|^2 + \| e''_A - e'_A \|^2 \right).
\]

(E.21)

On the other hand,

\[
\tilde{\ell}(z', H'_A, r'_A) - \tilde{\ell}(z', H'_A, r'_A) \\
= \tilde{\ell}(z', H'_A, r'_A) - \tilde{\ell}(z'', H''_A, r''_A) + \tilde{\ell}(z'', H''_A, r''_A) \\
- \tilde{\ell}(z', H'_A, r'_A) \\
\leq \tilde{\ell}(z', H'_A, r'_A) - \tilde{\ell}(z'', H''_A, r''_A) + \tilde{\ell}(z'', H''_A, r''_A) \\
- \tilde{\ell}(z', H'_A, r'_A),
\]

(E.22)

where the last inequality holds because \( r'' \) is the minimizer of \( \tilde{\ell}(z', H'', r) \).

We shall prove that \( \tilde{\ell}(z', H'_A, r_A) - \tilde{\ell}(z'', H''_A, r_A) \) is Lipschitz w.r.t. \( r \), which implies the Lipschitz of \( v'(z, D) \) and \( e'(z, D) \).

\[
\nabla_r \left( \tilde{\ell}(z', H'_A, r_A) - \tilde{\ell}(z'', H''_A, r_A) \right) \\
= \lambda_1 \left[ H''_A (H'_A - H'_A) + (H'_A - H'_A)^\top H''_A + H''_A (z'' - z') \\
+ (H''_A - H''_A)^\top z' \right].
\]

Note that \( \| H'_A \|_F, \| H''_A \|_F \) and \( z'' \) are all uniformly bounded. Hence, there exists uniform constants \( c_1 \) and \( c_2 \), such that

\[
\| \nabla_r \left( \tilde{\ell}(z', H'_A, r_A) - \tilde{\ell}(z'', H''_A, r_A) \right) \|_2 \leq c_1 \| H'_A - H''_A \|_F \\
+ c_2 \| z' - z'' \|_2,
\]

which implies that \( \tilde{\ell}(z', H'_A, r_A) - \tilde{\ell}(z'', H''_A, r_A) \) is Lipschitz with Lipschitz constant \( c(H'_A, H''_A, z', z'') = c_1 \| H'_A - H''_A \|_F + c_2 \| z' - z'' \|_2 \). Combining this fact with Eq. (E.21) and Eq. (E.22), we obtain

\[
\kappa_1 \| r''_A - r'_A \|^2 \\
\leq c(H'_A, H''_A, z', z'') \| r''_A - r'_A \|_2.
\]

Therefore, \( r(z, D) \) is Lipschitz and so are \( v(z, D) \) and \( e(z, D) \). Note that according to Proposition 3.3,

\[
\nabla f(D') - \nabla f(D'') \\
= \mathbb{E}_z \left[ (H'z' - z)v'^\top - (H''z' - z)v'^\top \right] \\
= \mathbb{E}_z \left[ H'z'(v' - v'') + (H' - H'')v'v'^\top + H''(r' - r'')v'^\top + z(v'' - v') \right].
\]

So,

\[
\| \nabla f(D') - \nabla f(D'') \|_F \\
\leq \mathbb{E}_z \left[ \| H'z' \|_2 \| v' - v'' \|_2 + \| H' - H'' \|_F \| r'v'^\top \|_F \\
+ \| H'' \|_F \| r' - r'' \|_2 \| v'' \|_2 + \| z \|_2 \| v' - v'' \|_2 \right] \\
\leq c_2 \mathbb{E}_z \left[ \gamma_1 + \gamma_2 \| z \|_2 \right] \| H' - H'' \|_F \]

\[
\leq \gamma_0 \| D' - D'' \|_F.
\]
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where $\gamma_0$, $\gamma_1$ and $\gamma_2$ are all uniform constants. Here, $\zeta_1$ holds because for any function $s(z)$, we have $\|E_x[s(z)]\|_F \leq E_x[\|s(z)\|_F]$. $\zeta_2$ is derived by using the result that $r(z, H)$ and $v(z, H)$ are both Lipschitz and $H'$, $H''$, $r'$, $r''$, $v'$ and $v''$ are all uniformly bounded. $\zeta_3$ holds because $\mathbf{z}$ is uniformly bounded and actually $\|H' - H''\|_F = \|D' - D''\|_F$. Thus, we complete the proof.

E.7 Proof of stationary point

**Theorem E.11** (Convergence of $D_t$). Let $\{D_t\}$ be the optimal basis produced by Algorithm[7] and let $f(D)$ be the expected loss function defined in Eq. (2.10). Then $D_t$ converges to a stationary point of $f(D)$ when $t$ goes to infinity.

**Proof.** Since $\frac{1}{h}A_t$ and $\frac{1}{h}B_t$ are uniformly bounded (Proposition 4.2), there exist sub-sequences of $\{\frac{1}{t}A_t\}$ and $\{\frac{1}{t}B_t\}$ that converge to $A_\infty$ and $B_\infty$ respectively. Then $D_t$ will converge to $D_\infty$. Let $W$ be an arbitrary matrix in $\mathbb{R}^{p \times d}$ and $\{h_k\}$ be any positive sequence that converges to zero. As $g_t$ is a surrogate function of $f_t$, for all $t$ and $k$, we have

$$g_t(D_t + h_kW) \geq f_t(D_t + h_kW).$$

Let $t$ tend to infinity, and note that $f(D) = \lim_{t \to \infty} f_t(D)$, we have

$$g_\infty(D_\infty + h_kW) \geq f(D_\infty + h_kW).$$

Note that the Lipschitz of $\nabla f$ indicates that the second derivative of $f(D)$ is uniformly bounded. By a simple calculation, we can also show that it also holds for $g_t(D)$. This fact implies that we can take the first order Taylor expansion for both $g_t(D)$ and $f(D)$ even when $t$ tends to infinity (because the second order derivatives of them always exist). That is,

$$\text{Tr}(h_kW^\top \nabla g_\infty(D_\infty)) + o(h_kW) \geq \text{Tr}(h_kW^\top \nabla f(D_\infty)) + o(h_kW)$$

By multiplying $\frac{1}{h_k\|W\|_F}$ on both sides and note that $\{h_k\}$ is a positive sequence, it follows that

$$\text{Tr}(\frac{1}{\|W\|_F} W^\top \nabla g_\infty(D_\infty)) + \frac{o(h_kW)}{h_k\|W\|_F} \geq \text{Tr}(\frac{1}{\|W\|_F} W^\top \nabla f(D_\infty)) + \frac{o(h_kW)}{h_k\|W\|_F}$$

Now let $k$ go to infinity,

$$\text{Tr}(\frac{1}{\|W\|_F} W^\top \nabla g_\infty(D_\infty)) \geq \text{Tr}(\frac{1}{\|W\|_F} W^\top \nabla f(D_\infty))$$

Note that this inequality holds for any matrix $W \in \mathbb{R}^{p \times d}$, so we actually have

$$\nabla g_\infty(D_\infty) = \nabla f(D_\infty).$$

As $D_\infty$ is the minimizer of $g_\infty(D)$, we have

$$\nabla f(D_\infty) = \nabla g_\infty(D_\infty) = 0.$$
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