Sparse Graph Learning with Eigen-gap for Spectral Filter Training in Graph Convolutional Networks
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Abstract—It is now known that the expressive power of graph convolutional neural nets (GCN) does not grow infinitely with the number of layers. Instead, the GCN output approaches a subspace spanned by the first eigenvector of the normalized graph Laplacian matrix with the convergence rate characterized by the “eigen-gap”: the difference between the Laplacian’s first two distinct eigenvalues. To promote a deeper GCN architecture with sufficient expressiveness, in this paper, given an empirical covariance matrix \( C \) computed from observable data, we learn a sparse graph Laplacian matrix \( \tilde{L} \) closest to \( C^{-1} \) while maintaining a desirable eigen-gap that slows down convergence. Specifically, we first define a sparse graph learning problem with constraints on the first eigenvector (the most common signal) and the eigen-gap. We solve the corresponding dual problem greedily, where a locally optimal eigen-pair is computed one at a time via a fast approximation of a semi-definite programming (SDP) formulation. The computed \( \tilde{L} \) with the desired eigen-gap is normalized spectrally and used for supervised training of GCN for a targeted task. Experiments show that our proposal produced deeper GCNs and smaller errors compared to a competing scheme without explicit eigen-gap optimization.

Index Terms—Sparse graph learning, graph convolutional networks, graph signal processing

I. INTRODUCTION

Given an underlying graph structure, graph convolutional networks (GCN) [1] performs graph filtering and point-wise non-linear operation (e.g., ReLU) in a sequence of neural layers for a range of tasks, such as graph signal interpolation, denoising, and node classification [1]–[3]. It has been observed, however, that the expressive power of GCN does not grow infinitely with the number of layers; for a given task, a GCN starts to oversmooth as the number of layers grows, resulting in stagnant or even worsening performance [4], [5].

This undesirable phenomenon has been empirically observed [6] and studied analytically recently [7], [8]. Specifically, [7] proved that the GCN output approaches a subspace spanned by the first eigenvector of the normalized graph Laplacian matrix \( \tilde{L} \) with the convergence rate characterized by the “eigen-gap”: the difference between the first and second dominant eigenvalues\(^2\) of matrix \( P = I - \tilde{L} \)—typically the first two eigenvalues of \( \tilde{L} \). Given that sparser graphs in general have smaller eigen-gaps (e.g., a complete unweighted graph has maximum eigen-gap of 2), [7] showed that for random Erdős-Rényi graphs with edge probability \( p \), sparser graphs (smaller \( p \)) converge to the aforementioned subspace at a slower pace. Similar in approach to achieve graph sparsity, [8] randomly removed edges from a pre-chosen graph topology in layers during training, resulting in more expressiveness in the trained GCNs.

Orthogonally, graph signal processing (GSP) studies discrete signals residing on combinatorial graphs [11], [12]. A key assumption in GSP is that an underlying similarity graph capturing pairwise correlations is available as input, before spectral filters are designed and applied to signals on top based on spectral graph theory [13]. Given a training set of graph signal observations generated from the same statistical model, there exist many graph learning algorithms [14]–[16] that compute a most likely sparse inverse covariance matrix (interpreted as a generalized graph Laplacian matrix), which is subsequently used for GSP processing like compression [17], [18], denoising [19], [20] and interpolation [21].

In this paper, leveraging a recent spectral graph learning scheme [22], we learn a sparse graph from empirical data with a tunable eigen-gap, in order to promote expressiveness in the trained GCN and optimize performance. Unlike works [7], [8] that indirectly induced eigen-gaps by sparsifying graphs heuristically in the nodal domain, we directly engineer an eigen-gap by optimizing one eigen-pair of the graph Laplacian at a time in the spectral domain.

Specifically, we first formulate a sparse graph learning problem similar to graphical lasso (GLASSO) [14], but with additional constraints on the first eigenvector (the most common signal) and the eigen-gap. We solve the corresponding dual problem greedily, where each locally optimal eigen-pair is computed via a fast approximation of a semi-definite programming relaxation (SDR) [23]. The learned graph Laplacian \( \tilde{L} \) with the desired eigen-gap is normalized spectrally and used for supervised training of GCN at a targeted task. Experimental results show that when the pre-set eigen-gap was

---

\(^1\)A dominant eigenvalue is the largest eigenvalue in magnitude.

\(^2\)The relationship between convergence rate and eigen-gap of a matrix is found also in Perron-Frobenius theorem for a discrete-time Markov chain [9] and the power iteration method in numerical linear algebra [10].
smaller, the optimal number of GCN network layers increased. Further, compared to [8], our computed graph achieved smaller predictive error, since by creating an eigen-gap in the spectral domain, we avoided random dropping of strong correlation edges that are important for graph filtering.

II. PRELIMINARIES

A. Graph Definitions

A graph \( \mathcal{G}(\mathcal{V}, \mathcal{E}, \mathcal{W}) \) is defined by a set of \( N \) nodes \( \mathcal{V} = \{1, \ldots, N\} \), edges \( \mathcal{E} = \{(i, j)\} \), and an adjacency matrix \( \mathcal{W} \). \( W_{i,j} \in \mathbb{R} \) is the edge weight if \( (i, j) \in \mathcal{E} \), and \( W_{i,j} = 0 \) otherwise. Self-loops may exist, in which case \( W_{i,i} \in \mathbb{R}^+ \) is the weight of the self-loop for node \( i \). Degree matrix \( \mathcal{D} \) has diagonal entries \( D_{i,i} = \sum_j W_{i,j} \). A combinatorial graph Laplacian matrix \( \mathcal{L} \) is defined as \( \mathcal{L} = \mathcal{D} - \mathcal{W} \), which is positive semi-definite (PSD) for a positive graph [12]. If self-loops exist, then the generalized graph Laplacian matrix \( \tilde{\mathcal{L}} \), defined as \( \tilde{\mathcal{L}} = \mathcal{D} - \mathcal{W} + \text{diag}(\mathcal{W}) \), is typically used.

B. Hilbert Space Definitions

We first define a vector space \( S \) of real, symmetric matrices in \( \mathbb{R}^{N \times N} \). We next define an inner product \( \langle \cdot, \cdot \rangle \) for two matrices \( \mathbf{A}, \mathbf{B} \in S \) as

\[
\langle \mathbf{A}, \mathbf{B} \rangle = \text{tr}(\mathbf{B}^\top \mathbf{A}) = \sum_{i,j} A_{ij} B_{ij}.
\]

Assuming Cauchy sequence convergence, the vector space endowed with an inner product is a Hilbert space \( \mathcal{H} \) [24]. We focus on a subspace \( \mathcal{H}^+ \subset \mathcal{H} \) that contains PSD matrices, i.e., \( \mathcal{H}^+ = \{ \mathbf{A} \in \mathcal{H} | \mathbf{A} \succeq 0 \} \). It can be easily proven that \( \mathcal{H}^+ \) is a convex cone [25].

C. Graph Convolutional Network

For a given graph \( \mathcal{G}(\mathcal{V}, \mathcal{E}, \mathcal{W}) \), a GCN [1] associated with \( \mathcal{G} \) is defined as follows. Denote by \( \tilde{\mathcal{W}} = \mathcal{W} + \mathcal{I}_N \) and \( \tilde{\mathcal{D}} = \mathcal{D} + \mathcal{I}_N \) the adjacency and degree matrices augmented with self-loops, respectively. The augmented normalized Laplacian [26] is defined by \( \tilde{\mathcal{L}} = \tilde{\mathcal{D}}^{-1/2} \tilde{\mathcal{W}} \tilde{\mathcal{D}}^{-1/2} \) and we set \( \mathbf{P} = \mathcal{I}_N - \tilde{\mathcal{L}} \). Let \( L, C \in \mathbb{N}_+ \) be the layer and channel sizes, respectively. With weights \( \Theta^{(l)} \in \mathbb{R}^{C \times C}, l \in \{1, \ldots, L\} \), the GCN is defined by \( f_l = f_{l-1} \circ \cdots \circ f_1 \) where \( f_l : \mathbb{R}^{N \times C} \rightarrow \mathbb{R}^{N \times C} \) is defined by \( f_l(\mathbf{X}) = \text{ReLU}(\mathbf{PX}\Theta^{(l)}) \).

D. Convergence to Invariant Subspace

Several studies [4], [5] have reported that the expressive power of GCN does not grow with layer number; node representations become indistinguishable (known as over-smoothing) when many layers are stacked in the GCN, leading to performance degradation. To understand this undesirable phenomenon, [7] provided theoretical conditions under which the output of GCN exponentially converges to the invariant subspace, which is the eigenspace corresponding to the lowest frequency of the graph Laplacian matrix and has "no information" other than connected components and node degrees.

Given definitions in Sec. II-C, let \( \lambda_1 \leq \cdots \leq \lambda_N \) be the eigenvalues of \( \mathbf{P} \). Suppose \( \mathcal{G} \) has \( M \) connected components, define \( \lambda = \max_{n=1, \ldots, N-M} |\lambda_n| < 1 \) and \( \lambda_{N-M+1} = \cdots = \lambda_N = 1 \). With initial value \( \mathbf{X}^0 \), the distance between the output of \( l \)-th layer \( \mathbf{X}^{(l)} \) and the invariant subspace \( \mathcal{M} \) satisfies

\[
d_M(\mathbf{X}^{(l)}) \leq (s\lambda)^l d_M(\mathbf{X}^{(0)}),
\]

where \( s = \sup_{t=1, \ldots, L} s_t \) and \( s_t \) is the maximum singular value of \( \Theta^{(t)} \). In particular, \( d_M(\mathbf{X}^{(0)}) \) exponentially converges to 0 if \( s\lambda < 1 \). Thus, the gap between \( \lambda \) and \( \lambda_N \) should be minimized to slow down convergence to the invariant subspace and avoid oversmoothing.

III. SPECTRAL GRAPH LEARNING

We propose a spectral graph learning scheme to enhance GCN’s expressiveness and optimize its performance. Given an empirical covariance matrix \( \mathbf{C} \) estimated from data, we compute matrix \( \mathbf{C} \) that has a desired eigen-gap and a pre-specified last eigenvector \( \mathbf{u} \). \( \mathbf{u} \) is also the first eigenvector of to-be-constructed graph Laplacian \( \mathbf{L} = \mathbf{C}^{-1} \), and is set to the mean signal of the training data—the most likely signal assuming a Gaussian Markov random field (GMRF) generation model [27]. We first describe a projection operator \( \text{Proj}(\mathbf{C}) \) projecting \( \mathbf{C} \) onto a convex cone \( \mathcal{H}^+_{\mathbf{C}} \) of real symmetric matrices sharing the same last eigenvector \( \mathbf{u} \) with a desired eigen-gap \( \kappa \). We then use \( \text{Proj}(\cdot) \) in a modified GLASSO formulation [14] to derive an iterative optimization algorithm.

A. Computing Last Eigen-Pair \((\lambda_N, \mathbf{u})\)

Given an empirical covariance matrix \( \mathbf{C} \), we first project \( \mathbf{C} \) onto the rank-1 eigen-component \( \mathbf{U} = \mathbf{u}\mathbf{u}^\top \) to maximize the inner product \( \langle \mathbf{C}, \mathbf{U} \rangle \). The resulting residual signal \( \mathbf{E}_{N-1} \) is

\[
\mathbf{E}_{N-1} = \mathbf{C} - \langle \mathbf{C}, \mathbf{U} \rangle \mathbf{U}.
\]

It can be easily proven that \( \langle \mathbf{C}, \mathbf{U} \rangle \geq 0 \) [25]. Thus, the last eigen-pair of \( \mathbf{C} \) is \( (\lambda_N, \mathbf{v}_N) = (\langle \mathbf{C}, \mathbf{U} \rangle, \mathbf{U}) \).

B. Computing Next Eigen-Pair \((\lambda_{N-1}, \mathbf{v}_{N-1})\)

Next, we compute the \((N-1)\)-th eigen-pair \((\lambda_{N-1}, \mathbf{v}_{N-1})\). We seek a vector \( \mathbf{v}_{N-1} \) that maximizes the following inner product:

\[
v_{N-1} = \arg \max_{\mathbf{v}} \langle \mathbf{E}_{N-1}, \mathbf{vv}^\top \rangle, \quad \text{s.t.} \quad \begin{cases} \mathbf{u}^\top \mathbf{v} = 0 \\ \|\mathbf{v}\|_2 = 1 \end{cases}.
\]

The constraints require eigenvectors of a real symmetric matrix \( \mathbf{C} \) to be orthonormal. Objective in (4) is equivalent to \( \text{tr}(\mathbf{v}^\top \mathbf{E}_{N-1} \mathbf{v}) \), which is quadratic and convex, given \( \mathbf{E}_{N-1} \) can be proven to be PSD [25]. Thus, the maximization (4) is non-convex and NP-hard.

1) SDP Relaxation: Instead of solving (4) directly, we relax it via semi-definite programming relaxation (SDR) [23] as follows. Define first \( \mathbf{V} = \mathbf{vv}^\top \). Adding constraint \( \text{tr}(\mathbf{V}) = 1 \) would imply \( \|\mathbf{v}\|_2 = 1 \). Rank-1 constraint \( \mathbf{V} = \mathbf{vv}^\top \) implies \( \mathbf{V} \succeq 0 \) but not vice versa. Thus, by relaxing \( \mathbf{V} = \mathbf{vv}^\top \) to the less stringent \( \mathbf{V} \succeq 0 \), we get the following SDR formulation:

\[
\max_{\mathbf{V}} \langle \mathbf{E}_{N-1}, \mathbf{V} \rangle, \quad \text{s.t.} \quad \begin{cases} \langle \mathbf{U}, \mathbf{V} \rangle = 0 \\ \text{tr}(\mathbf{V}) = 1 \\ \mathbf{V} \succeq 0 \end{cases}.
\]
(5) has a linear objective and a set of linear constraints plus a PSD cone constraint, and thus is an semi-definite programming (SDP) problem. SDR is commonly used to approximate quadratically constrained quadratic programs (QCQP) [28], where (4) is a special case. SDP can be solved in polynomial time using off-the-shelf solvers [23]. Given computed solution \( V \) to (5), we compute its rank-1 approximation \( vv^\top \), where \( v \) is the last eigenvector of \( V \) corresponding to the largest eigenvalue. \( v \) is then the next eigenvector \( v_{N-1} \) for \( C \).

2) Fast Approximation: Because matrix variable \( V \) in (5) has size \( N \times N \), for large graphs this is still expensive. Thus, we perform a fast approximation when \( N \) is large. We first approximate \( E_{N-1} \) with its rank-1 approximation \( ee^\top \), where \( e \) is the last eigenvector of \( E_{N-1} \). We then formulate the following problem:

\[
\max_v e^\top v, \quad \text{s.t. } \begin{cases} 
  u^\top v = 0 \\
  \|v\|_2^2 \leq 1 
\end{cases}.
\]

(6)

The first constraint is the same as the first constraint is (4). The second constraint is a relaxation of \( \|v\|_2 = 1 \) in (4), so that the feasible space is a convex set.

Then, we rewrite the constrained problem (6) into the corresponding unconstrained version:

\[
\min_v -e^\top v + \gamma v^\top uu^\top v + \Phi_1(v)
\]

(7)

where \( \gamma > 0 \) is a penalty weight parameter, and \( \Phi_1(v) \) is a convex function in \( v \) defined as

\[
\Phi_1(v) = \begin{cases} 
  0 & \text{if } \|v\|_2^2 \leq 1 \\
  \infty & \text{o.w.}
\end{cases}.
\]

(8)

Denote by \( \Theta(v) = -e^\top v + \gamma v^\top uu^\top v \). Thus, the objective in (7) is composed of two functions: i) \( \Theta(v) \) is convex and differentiable w.r.t. \( v \) with gradient \( \nabla \Theta(v) = -e + 2\gamma uu^\top v \), and ii) \( \Phi_1(v) \) is convex and non-differentiable. One can thus optimize (7) using proximal gradient (PG) [30]. For initialization, we set the first solution to be \( v^0 = e/\|e\|_2 \).

3) Compute Eigenvalue \( \lambda_{N-1} \): Given \( v_{N-1} \), we compute the corresponding eigenvalue \( \lambda_{N-1} \) as

\[
\lambda_{N-1} = \max \left( \lambda_N - \kappa, (E_{N-1}, v_{N-1}v_{N-1}^\top) \right)
\]

(9)

where \( \kappa > 0 \) is a chosen parameter so that there is a desired eigen-gap between the last two eigenvalues \( \lambda_N \) and \( \lambda_{N-1} \). Residual signal is now \( E_{N-2} = E_{N-1} - \lambda_{N-1}v_{N-1}v_{N-1}^\top \). 

C. Computing Remaining Eigen-Pairs \( (\lambda_i, v_i) \): Computing remaining eigen-pairs \( (\lambda_i, v_i) \) for \( i \in \{N - 2, \ldots, 1\} \) is a straightforward extension. Given residual signal \( E_i = E_{i+1} - \lambda_{i+1}v_{i+1}v_{i+1}^\top \), we first compute its rank-1 approximation \( E_i \approx ee^\top \), where \( e \) is the last eigenvector of \( E_i \), again computed in linear time using LOBPCG. We formulate a similar optimization to (7) as

\[
\min_v -e^\top v + \gamma v^\top YY^\top v + \Phi_1(v)
\]

(10)

where \( Y \in \mathbb{R}^{N \times (N-1)} \) is composed of last eigenvector \( u \) and previously computed eigenvectors \( \{v_j\}_{j=i+1}^{N-1} \) as columns, i.e.,

\[
Y = \left[ v_{N-1} \ldots v_{i+1} \right].
\]

(11)

Optimal solution \( v_i \) to (10) can be computed using PG again. The corresponding eigenvalue \( \lambda_i \) is

\[
\lambda_i = \min \left( \lambda_{i+1}, (E_i, v_iv_i^\top) \right)
\]

(12)

(12) ensures that the computed eigenvalues satisfy \( \lambda_i \leq \lambda_{i+1} \).

D. GLASSO Formulation

The previous eigen-component computation constitutes a projection \( C = \text{Proj}(\tilde{C}) \)—one can prove this operator is indeed idempotent, i.e., \( \text{Proj}(\text{Proj}(C)) = \text{Proj}(C) \) [25]. Next, we formulate the following GLASSO-like optimization problem to estimate a graph Laplacian matrix \( L \) [31]:

\[
\min_{L^{-1} \in H_{++}^N} \text{Tr}(L\tilde{C}) - \log \det L + \rho \|L\|_1
\]

(13)

where \( \rho > 0 \) is a shrinkage parameter for the \( l_1 \)-norm. The only difference from GLASSO is that (13) has an additional constraint \( L^{-1} \in H_{++}^N \). \( H_{++}^N \) is a set of matrices with the last eigenvector being \( u \) and the desirable eigen-gap \( \kappa \).

We solve (13) iteratively using our projection operator \( \text{Proj}(\cdot) \) and a variant of the block Coordinate descent (BCD) algorithm in [32]. Specifically, similarly done in [22], we solve the dual of GLASSO as follows. Note first that the \( l_1 \)-norm in (13) can be written as

\[
\|L\|_1 = \max_{U \leq 1} \text{Tr}(LU)
\]

(14)

where \( \|U\|_\infty \) is the maximum absolute value element of the symmetric matrix \( U \). Hence, the dual problem of GLASSO that seeks an estimated covariance matrix \( C = L^{-1} \) is

\[
\min_{C \in H_{++}^N} -\log \det C, \quad \text{s.t. } \|C - \tilde{C}\|_{\infty} \leq \rho
\]

(15)

where \( C = \tilde{C} + U \) implies that the primal and dual variables are related via \( L = (C + U)^{-1} \) [15]. To solve (15), we update one row-column pair of \( C \) in (15) in each iteration following optimization procedure in [15].

Our algorithm to solve (13) is thus as follows. We minimize the GLASSO terms in (13) by solving its dual (15) — iteratively updating one row / column of \( C \). We then project \( C \) to \( H_{++}^N \) using our projection operator. We repeat these two steps till convergence. Note that both steps are computed using covariance \( C \) directly, and thus inversion to graph Laplacian \( L = C^{-1} \) is not necessary until convergence, when we output a solution.

IV. GRAPH CONVOLUTIONAL NETWORKS TRAINING

We employ the learned generalized graph Laplacian \( L \) as an underlying topology to train GCNs [1]. The graph convolution at the \( l \)-th layer outputs the following:

\[
X_l = \text{ReLU}(PX_l^{(l)}G^{(l)}),
\]

(16)
where $\mathbf{P}$ is the normalized and self-loop-augmented adjacency matrix, $\mathbf{X}^{(l)}$ and $\mathbf{\Theta}^{(l)}$ are the input feature and network parameters at the $l$-th layer.

To compute $\mathbf{P}$, we need to normalize the given generalized graph Laplacian $\mathbf{L}$ learned in Section III, so that the convergence theorem in [7] is applicable. However, the normalization adopted in GCN [11] is not applicable since it changes the order of engineered eigen-gaps. Instead, we spectrally normalize $\mathbf{L}$ via

$$\mathbf{P} = \mathbf{I}_N - \mathbf{L}, \quad \mathbf{L} = \frac{2}{\mu_{\max}}(\mathbf{L} - 1/\lambda_N \mathbf{I}_N), \quad (17)$$

where $1/\lambda_N$ is the smallest eigenvalue of $\mathbf{L}$, so that the smallest eigenvalue of $\mathbf{P}$ equals to 0 and the largest eigenvalue of $\mathbf{P}$ equals to 1, then $d_{\mathcal{M}}(\mathbf{X})$ does not vanish after graph convolution. $\mu_{\max}$ is the maximum eigenvalue for all $\mathbf{L}$ with different eigen-gaps, so that the eigenvalues of $\mathbf{P}$ is normalized into range $[0,2]$, and the order of the eigen-gap is preserved.

V. EXPERIMENTS

We conducted experiments using the METR-LA [33] dataset to validate our proposed scheme that relieves over-smoothing and increases the optimal GCN layer number with smaller eigen-gaps. Further, by comparing against recent proposal DropEdge [8], our proposed scheme achieved larger optimal layer numbers and lower prediction errors.

A. Dataset and Evaluation Metric

**Dataset.** The METR-LA dataset [33] used in the experiments contains traffic speed data in four months (from March 1st 2012 to June 30th 2012) from 207 sensors in the Los Angeles County. The sensors sampled the speed data every 5 minutes. Our task is to predict the current traffic speed using historical speed data from 50 minutes ago to 5 minutes ago as the input feature. In our experiments, we randomly sampled 70% data as training dataset, 20% as validation dataset and 10% as test dataset.

**Evaluation Metric.** We use Mean Squared Error (MSE) as our evaluation metric defined as:

$$\text{MSE}(\mathbf{x}, \hat{\mathbf{x}}) = \frac{1}{N} \sum_{i=1}^{N} (x_i - \hat{x}_i)^2 \quad (18)$$

where $\mathbf{x} = [x_1, \ldots, x_N]$ are the ground truth values, and $\hat{\mathbf{x}} = [\hat{x}_1, \ldots, \hat{x}_N]$ are the predicted values.

B. Experimental Settings

For graph learning, we computed the empirical covariance matrix $\mathbf{C}$ with all the observations in the training data, and used the mean signal in the training data as the first eigenvector of Laplacian $\mathbf{L}$ (last eigenvector $\mathbf{u}$ of computed covariance $\mathbf{C}$). Sparsity parameter $\rho$ in (13) was set to $10^{-4}$. The GCN training was implemented in PyTorch and was optimized by Adam [34]. Our GCN model was consisted of $L$ GCN blocks ($L = [1,9]$) and two linear layers. Each GCN block contained a graph convolutional layer, a BatchNorm layer and an activation layer (leaky ReLU).

C. Comparison among Different Eigen-gaps

For graph learning, we set eigen-gap as $\kappa \in \{1.0, 3.0, 5.0, 7.0, 8.0\}$ and compared against the solution produced without eigen-gap modification, which had eigen-gap 8.5083. Fig. 1 shows the results for GCN training using graph Laplacian matrices learned with eigen-gap $\kappa$ and the original eigen-gap. Results with 1 layer were omitted since the values were too large. As shown in Fig. 1, smaller eigen-gap relieved over-smoothing during the GCN training and achieved larger optimal number of layers. For example, for eigen-gap 1.0, the optimal result was achieved with layer 6, while for larger eigen-gaps, the optimal results were reached at layer 1. The MSE results are also shown in Table I, where the optimal results are highlighted in bold font.

D. Comparison with State-of-the-art Methods

We compared our method with recent DropEdge [8]. Same experimental settings were used for DropEdge with drop rate $p = \{0,0.3,0.5\}$. The MSE results are shown in Fig. 2. We observe that our method had better performance in terms of slowing down over-smoothing and achieving lower prediction error. Specifically, DropEdge achieved the optimal results at the second layer with MSE 0.0107, while our method increased the optimal layer number to 6 with gap 1.0, and achieved lower MSE 0.0094.

| TABLE I | MSE RESULTS WITH DIFFERENT LAYER SIZE OF GCN MODELS USING LAPLACIAN MATRICES LEARNED WITH DIFFERENT Eigen-gaps. |
|---|---|---|---|---|---|---|---|---|
| layers | gap = 1 | gap = 3 | gap = 5 | gap = 7 | gap = 8 | gap = 8.5083 |
| 1 | 0.00953 | 0.00948 | 0.00954 | 0.00946 | 0.0096 | 0.00946 |
| 2 | 0.00949 | 0.00955 | 0.00961 | 0.00968 | 0.00981 | 0.01046 |
| 3 | 0.00948 | 0.0096 | 0.00992 | 0.00983 | 0.01032 | 0.01156 |
| 4 | 0.0095 | 0.00982 | 0.00956 | 0.00981 | 0.01086 | 0.01205 |
| 5 | 0.00954 | 0.00976 | 0.00991 | 0.00993 | 0.01156 | 0.01247 |
| 6 | 0.00994 | 0.00965 | 0.00988 | 0.01054 | 0.01142 | 0.01268 |
| 7 | 0.0097 | 0.00993 | 0.00983 | 0.01079 | 0.01209 | 0.01317 |
| 8 | 0.00944 | 0.00967 | 0.01054 | 0.01084 | 0.01177 | 0.0125 |
| 9 | 0.00969 | 0.01001 | 0.01012 | 0.0116 | 0.01347 | 0.01322 |

Fig. 1. MSE results with different layer sizes of GCN models using Laplacian matrices learned with different eigen-gaps.

\[ \text{MSE}(\mathbf{x}, \hat{\mathbf{x}}) = \frac{1}{N} \sum_{i=1}^{N} (x_i - \hat{x}_i)^2, \quad (18) \]
VI. CONCLUSION

To improve the expressiveness of a graph convolutional network (GCN), we propose to learn a graph Laplacian matrix from data in the spectral domain, such that a target eigen-gap (the difference between the Laplacian’s two distinct dominant eigenvalues) can be directly engineered. Specifically, we compute each eigen-pair greedily via a fast approximation of a semi-definite programming (SDP) formulation. The eigen-gap slows down the inevitable convergence to the subspace spanned by the first eigenvector of the Laplacian, and leads to more optimal depth layers (more expressiveness) and lower loss function values during supervised GCN training. Compared to a recent work [8] that drops edges randomly to improve graph sparsity, our proposal produced deeper GCNs.
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