Structural effects of spike protein D614G mutation in SARS-CoV-2
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ABSTRACT A single mutation from aspartate to glycine at position 614 has dominated all circulating variants of the severe acute respiratory syndrome coronavirus 2. D614G mutation induces structural changes in the spike (S) protein that strengthen the virus infectivity. Here, we use molecular dynamics simulations to dissect the effects of mutation and 630-loop rigidification on S-protein structure. The introduction of the mutation orders the 630-loop structure and thereby induces global structural changes toward the cryoelectron microscopy structure of the D614G S-protein. The ordered 630-loop weakens local interactions between the 614th residue and others in contrast to disordered structures in the wild-type protein. The mutation allosterically alters global interactions between receptor-binding domains, forming an asymmetric and mobile down conformation and facilitating transitions toward up conformation. The loss of salt bridge between D614 and K854 upon the mutation generally stabilizes S-protein protomer, including the fusion peptide proximal region that mediates membrane fusion. Understanding the molecular basis of D614G mutation is crucial as it dominates in all variants of concern, including Delta and Omicron.

INTRODUCTION

The emergence of new variants of the severe acute respiratory syndrome coronavirus 2 continues to threaten global efforts to stop the pandemic despite the development of several vaccines and drugs. Mutations in spike (S) protein are central to the variants and might increase the viral infection rate. The mechanism that underlines various mutations and how they might alter the S-protein structure and viral infectivity is still illusive. Using all-atom molecular dynamics simulations, we elucidate structural changes in S-protein induced upon the D614G mutation. The loss of the anionic charge upon the mutation affects S-protein structure locally and globally. This includes the 630-loop rigidification, N-terminal subunit-outward rotation, and the break of symmetry in receptor-binding domains, which facilitate the transition to the angiotensin-converting enzyme-2-accessible up conformation. Dissecting the structural effects of the dominant mutation would impact the way that we target new severe acute respiratory syndrome coronavirus 2 variants.

SIGNIFICANCE The emergence of new variants of the severe acute respiratory syndrome coronavirus 2 continues to threaten global efforts to stop the pandemic despite the development of several vaccines and drugs. Mutations in spike (S) protein are central to the variants and might increase the viral infection rate. The mechanism that underlines various mutations and how they might alter the S-protein structure and viral infectivity is still illusive. Using all-atom molecular dynamics simulations, we elucidate structural changes in S-protein induced upon the D614G mutation. The loss of the anionic charge upon the mutation affects S-protein structure locally and globally. This includes the 630-loop rigidification, N-terminal subunit-outward rotation, and the break of symmetry in receptor-binding domains, which facilitate the transition to the angiotensin-converting enzyme-2-accessible up conformation. Dissecting the structural effects of the dominant mutation would impact the way that we target new severe acute respiratory syndrome coronavirus 2 variants.
its cycle (15–17). It is formed of two subunits connected by a furin cleavage site (15,18). This includes the N-terminal subunit (S1), which mediates the virus binding to the host cell angiotensin-converting enzyme-2 (ACE2), and the C-terminal subunit (S2), which mediates membrane fusion upon cleavage from S1 (19–21). S1 consists of four domains, the N-terminal domain (NTD), the receptor-binding domain (RBD), and two subdomains (SD1 and SD2). The RBD undergoes an essential conformational change from ACE2 inaccessible (down) to ACE2 accessible (up), initiating the cell entry (20,21). Mutations in S protein have been reported in both subunits, whereas the majority of variations occur in S1 (1,4,13,14). This includes 1) RBD mutations such as N501Y, E484K, and L452R, with enhanced ACE2 and/or reduced antibody binding affinities (4,6,7,22); 2) NTD mutations/deletions (e.g., H69-, H70-, and R158G) with direct effects on NTD antibody binding (5,23); and 3) distal mutations in SD1 and SD2 with allosteric effects on the RBD structure and motion, such as the D614G and A570D mutations, which shift RBD down/up populations (12,24,25).

The D614G mutation is one of the early spotted dominant mutations in S1, as of March 2020 (10). It occurs as a result of a single nucleotide mutation (A to G) at the 23,403 position in the original Wuhan strain (26). G614 has become globally dominant and currently occurs in all variants of concern and interest including Alpha, Beta, Gamma, Delta, Lambda, Mu, and even Omicron, suggesting its convergent evolution and central role (27). Several studies investigated the effect of this mutation on the viral infectivity, severity, neutralization, and S-protein structure (2,11,12,24,28–32).

Notably, D614G shows an enhanced transmissibility and infectivity rate not only in different cell lines but also in different species, which have been correlated to higher viral load (12). The mutation is neither associated with higher mortality rate nor reduced neutralization (27). The effect of mutation is mainly exerted at the membrane fusion step, where G614 S-protein (S-G614) conformational equilibrium is shifted toward the ACE2 accessible (up) conformation, as reported in several studies (24,28,29,32,33). However, contrasting reports exist on how the D614G mutation affects ACE2 binding and whether it causes weakened or stronger binding (11,30). The mutation has also been found to increase S-protein stability, where it prevents premature cleavage of the two subunits before ACE2 binding, while it enhances the cleavage upon binding (11,29).

Cryoelectron microscopy (cryo-EM) studies on S-G614 have revealed several structural differences with respect to wild type (S-D614). This includes an outward rotation in S1 (away from S2), a more flexible RBD, a flexible down conformation, and slightly open conformations even in down (24,29,32). Likewise, a recent single-molecule Förster resonance energy transfer study suggests the formation of partially open or widely open conformations (34). Consequently, several mechanisms were proposed to explain structural basis of the abovementioned allosteric effects. Originally, such structural effects were attributed to break of a hydrogen bond with the adjacent S2 protomer Thr859, based on a wild-type cryo-EM structure (10). Although several studies advocated such hypothesis (28,33), this proposal was later challenged by suggesting the formation of a salt bridge with Lys854 as shown in wild-type cryo-EM structures (Fig. 1) (24,32). Note that D614 is located in SD2 at the interface with the adjacent protomer fusion peptide proximal region (FPPR); FPPR mediates membrane fusion after proteolysis at the TMPRSS2 cleavage site (29,32). Likewise, D614 is neighbored to a generally unresolved loop region, in the majority of S-protein cryo-EM structures, known as the 630 loop (Fig. 1). Notably, Zhange et al. (32) sheds more light on structural changes upon D614G mutation, showing the rigidification of this loop in S-G614. This loop, then, inserts into a gap between NTD and SD1, forming multiple hydrophobic contacts (Fig. 1). The authors also suggested that the insertion is hindered in S-D614 due to a smaller gap, forming a disordered 630 loop. In contrast, the rigidification was also observed in the wild-type S-D614 at low pH (D614 neutral), where it forms a helical structure (Fig. 1) (35). Although D614G has been extensively studied, the link between the mutation and structural changes are still elusive.
Here, we use classical molecular dynamics (MD) simulations to scrutinize the atomistic basis on D614G mutation, ordered versus disordered 630 loops, and their structural ramification on S-protein conformation, stability, and, subsequently, infectivity.

**MATERIALS AND METHODS**

The wild-type S-D614 cryo-EM structure (PDB: 6ZGE) (36) was used as the initial model for all simulations as it has a 2.6 Å resolution and only lacks a small number of residues per protomer. The missing residues, namely 71–75, 677–688, and 941–943, were modeled using modeller 9.19 program (37). In addition, the 630 loop was partly resolved, with the only missing residues between C617 and W633. Consequently, the missing region was modeled as a flexible loop only in the D614loop simulation (disorder 630 loop). In all other simulations with an ordered 630 loop, the residues 610–650 were inserted from the wild-type cryo-EM structure at pH 4.0 (PDB: 6XLU) (35) upon protomer alignment with PDB: 6ZGE using the VMD program (38). The protonation state of D614 and mutation to Gly 1 was performed using CHARMM-GUI (39). Like our previous study, 18 N-glycans and 1 O-glycan were added per protomer based on previous experimental and computational studies (40–42). The full list of added glycans is found in Fig. S2 of our previous study (42). In addition, 14 disulfide bonds were modeled in each protomer. CHARMM-GUI was also used to make the final model by adding 0.15 NaCl and solvation box. Four simulation models were made as listed in Table 1. The total numbers of atoms in the simulation models, D614SS, G614SS, DH614SS, and D614 loop, are shown in Table 1. The total numbers of atoms in each protomer. CHARMM-GUI was also used to make the final model by adding 0.15 NaCl and solvation box. Four simulation models were made as listed in Table 1. The total numbers of atoms in the simulation models, D614SS, G614SS, DH614SS, and D614 loop, are shown in Table 1. All simulations were performed using GENESIS 2.0 beta MD software on a Fugaku supercomputer (43,44) with an overall average performance of 55 ns/day using 128 nodes. Two independent simulations for each system (24 ns each) were performed for each system with a total simulation time of 8 μs. Protein and glycans were parametrized using the CHARMM 36m force field, while CHARMM TIP3P was used for water molecules (45). All simulations were first minimized for 5,000 steps while applying positional restraints of 1 kcal/mol Å² on the protein backbone and weak restraint of 0.1 kcal mol⁻¹ Å⁻² on all heavy atoms. Then, all systems were gradually heated to 310 K using the velocity Verlet integrator and stochastic velocity rescaling thermostat (46–48). Subsequently, all simulations were equilibrated in a step manner: 1) in an NVT ensemble with stochastic velocity rescaling thermostat and MTK barostat (47); 2) in an NPT ensemble with stochastic velocity rescaling thermostat and MTK barostat (47); 3) in an NVT upon after removing all restraints; and 4) with a multiple step-time integrator with time steps of 2.5 and 5 fs for the fast and slow motions, respectively (49,50). Finally, a production run was performed in the NVT using a multiple time-step integrator and stochastic velocity rescaling thermostat. The first 200 ns of each production run was excluded from analysis since it was considered as a part of the equilibration process. Smooth particle mesh Ewald (51) was used to compute electrostatic interactions with 128 × 128 × 128 grids and the sixth-order B-spline function. The group-based approach was used to evaluate temperature, where the thermostat was applied every 10 steps (49). Bonds involving hydrogen atoms and water molecules were constrained with the SHAKE/RATTLE algorithm (52).

Simulation trajectories was analyzed using GENESIS 1.6 analysis tools. Principal component analysis (PCA) was performed using all the available cryo-EM S-protein structures with down conformation in the PDB released by the end of September 2021. Structures that include other molecules, such as neutralizing antibodies, were excluded from the selection to avoid any induced conformational changes due to the binding. Also, structures that lack resolutions at the regions involved in the coarse-grained (CG) model preparation (discussed below) were also excluded. A total of 52 structures were selected for PCA including 156 protomers. Similar to our previous work, we represent all selected structures using a CG beads model, while we use 11 beads instead of 9 per protomer to represent S2 better. Our model consists of two beads for the RBD (core and top), three beads for the NTD (core, base and top), one bead for SD1 and SD2 each, and four beads for S2. We performed PCA for both the monomeric structure (11 beads) and the trimeric one (33 beads) using the selected 156 and 52 structures, respectively. Root-mean-square deviation (RMSD) analyses on S1 were performed using only the Cα atoms upon fitting S2 (residues 689–827 and 854–1134). Likewise, only rigid regions in the RBD (328–444, 462–468, 489–501, 501–533) and the NTD (14–69, 183–143, 165–172, 186–245, and 263–306) were used for the analysis. Stride in VMD was used to assign secondary structures in the 630-loop region. Average interresidue contact was also calculated with the iTRAj plugin in VMD (38). Electrostatic potential was performed with ABPS in PyMOL (53). Solvent-accessible surface areas were also calculated using PyMOL with a probe radius of 7.2 Å. The distance between the two RBDs, the hinge angle, and solvent-accessible surface area (SASA) analyses were performed using the last 200 ns of the simulation to characterize changes after the conformational shift of S protein. The definition of the hinge angle is the same as that in our previous work. All structural figures were made using PyMOL (53), and VMD was used for trajectories visualization (38). In contact analysis, a “contact” pair is defined as those with an atomic distance less than 2.5 Å, and the selected pairs with a 30% occurrence threshold in any protomer are discussed.

**RESULTS AND DISCUSSION**

MD simulations of three S-D614 and one S-G614 systems (Table 1; Fig. S1) were carried out. These systems include disordered 630 loops (in D614loop) or an ordered loop (in D614SS, Dp614SS, and G614SS) as well as different types of the 614th residue, namely anionic Asp (in D614loop and D614SS), neutral Asp (in Dp614SS), and Gly (in G614SS). Taking advantage of the trimeric nature of S protein, we analyzed six protomers per system from two independent 1 μs simulations; summing up to simulation data corresponds to 6 μs per system (24 μs in total). In the main text, we discuss the comparison of one of the replicas between different molecular models as for the 614th residue and the 630-loop structure. Due to the limitation of conformational sampling in classical MD simulations, two replicas in each system do not show completely identical results, including monomer and trimer PCA projections (Figs. 2 and S2), RMSD analysis (Fig. S3), RMS fluctuation (RMSF) analysis (Figs. 4 d and S12), and analysis of main distances (Fig. S7). However, the general trend in the effect on the mutation and the 630-loop structure is kept in the replicas. It is also difficult to obtain completely the same results.
for each protomer in each simulation, although the same molecular model was used. This is also caused by the insufficient conformational sampling. To understand molecular mechanisms upon the mutation and relate one feature to another, the variation of results in each protomer might be useful instead of performing significantly longer MD simulations.

The effects of 630-loop secondary structure on S-protein conformation

To assign induced conformational changes by the mutation, we utilize the vast number of S-protein cryo-EM structures, guided by the work of Henderson et al. (54) and our previous study (42). We constructed a CG model with 11 beads per protomer (Fig. 2a; Table S1) of the 52 S-protein three RBD down structures (156 promoters). Next, we performed PCA for the monomeric (11 beads) as well as trimeric (33 beads) models. Fig. 2a shows that the first and second PCs both represent an outward motion of S1 with respect to S2, with a total contribution of over 84% in the observed motions. Similar PCs were also obtained for the 33-bead trimeric model (Fig. S2a). The projection of the 156 protomers on the PC1-PC2 map in Fig. 2a roughly separates S-G614 (orange) from S-D614 (gray) structures along PC1, though some protomers of S-D614 are found in the S-G614 distribution. Notably, the PDB structures of S-D614 with a disordered 630 loop (PDB: 6ZGE) (36) and those with an ordered loop (PDB: 7KRQ) (32) are distinctive, while S-D614 at low pH with an ordered loop (PDB: 6XLU) (35) lays in the middle between them. They are separated similarly in the trimeric PCA (Fig. S2c).

The last 800 ns MD simulations of all six promoters per system were projected along the same PC1-PC2 space (Figs. 2b and S2a). A clear difference can be seen between the simulations of D614SS, G614SS, and D614GSS (start from an ordered 630 loop) and D614loop (from a disordered 630 loop), where D614loop projection overlaps only with wild-type cryo-EM structures. In contrast, all the other simulations (D614SS, G614SS, and D614GSS) show projections toward the S-G614 structures. Projections of two G614SS protomers (Chains B and C) cover the objective S-G614 (PDB: 7KRQ). In Fig. 2c, the final structure of G614SS (B) aligns almost perfectly with the cryo-EM structure (PDB: 7KRQ) upon fitting S2. RMSD analysis of individual and combined S1 domains suggests the differences of structure ensembles between the wild-type and mutant structures (Figs. 2d and S3). Few protomers in D614SS (chain B) and D614GSS (chain A) could cover the S-G614 structure (Figs. 2b and S3). PCA for the trimeric model (Fig. S2d) shows more clear differences upon the D614G mutation, where only G614SS samples toward the cryo-EM structure (PDB: 7KRQ) in both runs, while D614SS and D614GSS projections only align with wild-type structure.

The predicted outward motion in S1 was further analyzed via the interdomain angles in S1, which is defined using the center of mass of adjacent domains, namely SD1, SD2, and the base of NTD (NTD(b)). Fig. S4 shows that the angle increases in all simulations with an ordered 630 loop (D614SS, G614SS, and D614GSS). The angle in D614loop distributes between 67° and 85°, while D614SS and G614SS show angle distributions between 74° and 90°. Note that in G614SS, chain B also shows the largest shift, which is in consistent with the monomeric PCA. We also calculate the angle between nonadjacent domains, namely the RBD, SD2, and the core of NTD. Even using this definition, increases of the angles in D614SS, G614SS, and D614GSS (with ordered 630 loops) could be seen. Fig. S5a shows the interdomain angles in cryo-EM structures, wherein G614 conformations have an Sd1_SD2_NTD(b) angle larger than 84°, while D614 shows a much wider distribution with the lowest minimum around 80°. Fig. S5b shows the angle distributions obtained from all MD simulations, which align with PCA results in Fig. 2b. The D614loop has a distinct distribution from the other simulations with a rigidified 630 loop.

The 630-loop rigidification drives an insertion and the interdomain angle in S1 increases (Fig. S4) regardless of the nature of 614 residue. The motions do not necessary shift the S-protein conformation to a mutant one (Fig. S3). Trimeric PCAs (Fig. S2d) may suggest that both an ordered 630 loop and a D614G mutation are required to reproduce key features of global structure in S-G614. To a lesser extent, the 630-loop rigidification in S-D614 could drive changes in one protomer (Fig. 2b), raising the question of if the loop rigidification could happen in S-D614. A previous study suggested that an ordered loop is not observed in wild-type S-D614 due to a limited gap between the NTD and SD1 (32). In contrast, our simulation suggests the formation of this gap as a consequence of the 630-loop rigidification. In addition, projection of S-D614 cryo-EM structures shows a wider distribution along PC1, which might suggest that the mutation shifts the conformational ensemble to specific orientations.

To study the effects of D614G mutation and the 630 loop on structural changes, we first focus on the two protomer Bs in G614SS (in Fig. 2b) compared with the D614SS structure. Fig. S6a shows that the loop insertion in D614SS breaks the backbone hydrogen bonding between the linker regions connecting the NTD to SD1 (residues 315–321) and SD1 to SD2 (residues 590–595). In contrast, protomer B in G614SS maintains such interactions. Fig. S6b emphasizes this result. The breaking of hydrogen bonding was found to be directly correlated to the formation of stronger hydrophobic interactions between 630-loop and NTD_SD1 linker regions, as shown in Fig. S6c and d. Such a stronger 630-loop/linker interaction was correlated to the formation of a sharp angle in the 630 loop nearby the mutation site (Fig. S6c and e). Notably, the protomer in G614SS, which lacks hydrogen-bonding interactions between linker.
regions, is the only protomer that shows the formation of a sharp angle in the 630 loop and, subsequently, strong hydrophobic interactions between 630-loop and linker residues. To date, not much consideration has been given to the modeling of the missing 630-loop conformation and its effect on global S-protein structure. In the previous models, the loop was simply treated as helical or disordered (40,42,55). Ironically, the modeling of such a small region (less than 30 residues) has a great effect on the S-protein structures and motions, suggesting that more careful modeling of S variants is required, especially if the mutation site is located near an experimentally unresolved region.

Order versus disorder 630 loop in S-D614

The correlation between D614G mutation and 630-loop rigidification as well as the possibility of secondary structure formation in the 630 loop were uncertain. It was also unclear how the presence of the anionic residue (D614) affects the loop conformation nearby. To answer these questions, we compare simulation results of S-D614 with ordered (D614_{SS}) and disordered (D614_{loop}) 630 loops. Structural and electrostatic potential analyses show that D614 is located at the interface of a hydrophobic pocket (Fig. 3 a) with one charged residue in its vicinity (K854). D614 was previously proposed to be stabilized by H-bonding with T859 based on a cryo-EM structure (PDB: 6VSB) (10,28). However, the PDB structure shows that the orientation of both residues does not reflect direct interaction. Fig. 3 a also shows that, in PDB: 6ZGE, D614 forms two possible hydrogen bonds (H-bonds): one with K854 and the other with the main chain of G594. Accordingly, we first analyze the total number of H-bonds that could stabilize the side chain of anionic D614. Figs. 3 b and S8 signify differences of D614 stabilization in the presence of an ordered (D614_{SS}) and disordered 630 loop (D614_{loop}), where the loop rigidification reduces the total number of H-bonds in all six protomers in D614_{SS} simulations. Similarly, the probability of H-bond formation between D614 and K854 has a great effect on the main chain of G954. Accordingly, we first analyze the total number of H-bonds that could stabilize the side chain of anionic D614. Figs. 3 b and S8 signify differences of D614 stabilization in the presence of an ordered (D614_{SS}) and disordered 630 loop (D614_{loop}), where the loop rigidification reduces the total number of H-bonds in all six protomers in D614_{SS} simulations. Similarly, the probability of H-bond formation between D614 and K854 is also reduced in D614_{SS}. Note that the salt bridge between D614 and K854 was formed just after the equilibration regardless of the 630-loop structure. The weakening of the D614 interaction with K854 is reflected in their C\alpha distance (Fig. S7 a), which increases from 8.5–11.5 Å in D614_{loop} to 7–13 Å in D614_{SS}. Note that the C\alpha distances further increased in G614_{SS} upon the
mutation. Fig. 3c shows the H-bond formation of a D614 side chain with any residues in MD simulations. D614loop reflects the dominancy of two main H-bonds with K854 and G594, in agreement with the cryo-EM structure (Fig. 3a). In contrast, the formation of secondary structure in the 630 loop of D614SS diminishes the interaction with G594, while the interaction with K854 is maintained with a lesser number of H-bonds (Figs. 3b and S8). Such a reduction in stabilization might originate from the reorientation of D614 due to loop rigidification. The interaction between D614 and K854 was drastically reduced in neutral D614 in D614SS. Only few H-bond partners are identified (in Figs. 3c and S8). In summary, our data show that the anionic D614 is better stabilized in the presence of a disordered 630 loop, where rigidification weakens its interactions.

Although unfolding of the 630 loop is beyond the scope of this study, we compare the relative stability of the helical structure adjacent to the mutation site. Fig. 3d illustrates
that the stability of the helical structure between residues V620 and A623 might be reduced in D614<sub>SS</sub>, as indicated by an average of 71.1% with large standard deviations (SDs) of 28.2%, with a minimum probability of 25% in protomer B2. The protonation of D614 (D<sub>H614<sub>SS</sub></sub>) increases this average to 85.4% while reducing the SD to 20. Notably, the D614G mutation further enhances the stability in the same region considering the reduction of SD to 10 with an average of 78.4% and a minimum population of 66.1%. Indeed, a much longer simulation and a probably enhanced sampling approach are necessary to test secondary structure formation in both wild-type and mutant structures. Furthermore, all three systems with an ordered loop (D614<sub>SS</sub>, D<sub>H614<sub>SS</sub></sub>, and G614<sub>SS</sub>) show the extension of the adjacent β-sheet to include Q613. Such extension is diminished in D614<sub>loop</sub>, probably due to the kink region formed by a stronger salt bridge between D614 and K854 (<Fig. 3 a>) as well as an interaction with G594. These results align with the experimental observation of the shortened distance between G614 and A647 to 2.7 Å in the S-G614 cryo-EM structure (PDB: 6XS6) (28), indicating the elongation of the β-sheet.

The 630-loop rigidification in S-G614 was previously suggested, in part, due to the formation of hydrophobic interactions upon the insertion between SD1 and NTD (32). In fact, the 630-loop region (615–642) is highly hydrophobic and is formed of five Val, two Pro, two Ala, Leu, Ile, and Trp residues. <Fig. 3 e> shows hydrophobic contacts between one of the residues in the 630 loop with rest of the S protein, wherein a switch of interactions is observed upon the change from disordered to ordered loop. For instance, V615 interacts with V635 in D614<sub>loop</sub>, while it interacts with V620 in D614<sub>SS</sub>. The shift in the interactions aligns with the calculated Cα distance between V615 and V635, which increases the average distances from 8 Å in D614<sub>loop</sub> to over 16 Å in all other systems with an ordered loop (<Fig. S7 b>). The formation of an ordered 630 loop forms several interactions including V620/V624, A626/ L629, I624/L629, and P631/V635, as well as interactions with NTD(b), SD1, and the linker region reflecting a loop insertion. No significant difference is observed comparing the results in D614<sub>SS</sub> with G614<sub>SS</sub>(Figs. 3 e and S9). Thus, the formation of hydrophobic contacts is a consequence of 630-loop rigidification and not directly related to the mutation. In fact, the disordered 630 loop also shows the formation of fluctuating hydrophobic interactions, which could compensate for stability.

A comparison of H-bonding, hydrophobic interactions, and secondary structure stability suggests that structural changes mainly originate from the breaking of the salt bridge between D614 and K854 upon the mutation. In the Wild-type S-D614 the formation of a flexible 630 loop is preferred to stabilize the anionic charge of D614. The salt bridges between D614 and K854 and between D614 and G594 play important roles in forming a kink structure around Q613. This hinders the formation of a β-sheet and, subsequently, allows for a different pattern of hydrophobic interactions, including those between V615 and V635. In contrast, the D614G mutation sets the loop region free from this interaction, extending the β-sheet to include Q613, which increases the distance between V615 and V635, leading to the formation of different forms of hydrophobic contacts. In addition, the loss of interaction between D614 and K854 sets the loop region free, as indicated by their Cα distance, which permits an insertion between SD1 and the NTD. Our results explain the possibility of observing an ordered loop in S-D614 at low pH (35) due to the breaking of the salt bridge. This hypothesis can be confirmed experimentally upon mutating the K854 in wild type or by reducing the hydrophobicity at the D614 S2 interface.

Structural ramifications of D614G mutation on RBD

Two main mechanisms have been proposed to explain superior transmission rate in D614G, which includes a regulated shedding mechanism of S1/S2 depending on the absence or presence of ACE2, and the shift in conformational equilibrium toward the RBD up (29,32). To understand the allosteric effect of the mutation, we compare our simulations results of wild type with disordered loop (D614<sub>loop</sub>) with G614<sub>SS</sub>. <Fig. 4 a> shows that a change in one RBD due to a mutation is expected to alter the neighboring RBD organization. In <Fig. 4 b>, we calculate the center-of-mass distances between all three RBDs. The interdomain RBD distances were increased in S-G614, wherein RBD (B) shows the largest distances. Furthermore, the hinge angle defined by RBD with respect to SD1 in G614<sub>SS</sub> reflects a higher hinge angle in one of the RBDs compared with wild type (D614<sub>loop</sub>). These results suggest that a S-G614-like structure leads to more spacing between asymmetric RBDs, which forms a slightly more open conformation, in agreement with the cryo-EM structure (32). <Fig. S10, a and b>, shows that a similar effect is observed upon the rigidification of the 630 loop in S-D614 (D614<sub>SS</sub>) but to a lesser extent, supporting our finding that S-D614 would prefer a flexible loop.

The effect of RBD rearrangement on the exposure of the receptor-binding motif (RBM; residues 410–510) and glycans covered in down was examined. In the presence of glycan, the RBM average SASA value was slightly reduced from 1,635.2 Å<sup>2</sup> in D614<sub>loop</sub> to 1,530.9 Å<sup>2</sup> in G614<sub>SS</sub> with SDs of 225.7 and 246.8, respectively. Similarly, in the absence of glycan, the total SASA value was reduced more significantly, from 3,812.3 to 3,576.4 Å<sup>2</sup> with SDs of 243.1 and 460.8, respectively. This difference was scrutinized by calculating the SASA per residue, which indicates an overall reduction in the absence of glycan (<Fig. 4 c>). Plotting the difference in the accessibility on the RBM surface reflects a shift of residue exposure due to the RBD
rearrangements. K444 has become relatively more solvent exposed in S-G614, while V445 has higher accessibility in S-D614. Furthermore, E484, an important point of mutation in S variants, is found to be less exposed in G614 SS. Comparison of SASA values in the absence of glycans (Fig. 4c) clearly shows large differences in accessibility between G614SS and D614 SS, especially in residues between 470 and 503, suggesting that the RBD rearrangement can alter the RBM accessibility in down.

The effect of D614G mutation on S-protein stability is examined by calculating the RMSF in all protomers. G614SS shows an overall stabilizing effect upon the mutation in all domains (Fig. 4d), in comparison to D614loop. Remarkably, the FPPR has enhanced the conformational stability in S-G614. Despite the ordered loop in D614loop, FPPR has larger fluctuations that suggest general destabilizing effects in S-D614 regardless of the 630-loop conformation. Neutral D614 (D614SS) increases FPPR stability, confirming the role of salt bridge between D614 and K854 in the observed instability. The furin cleavage site is also found to be relatively stable in G614SS and D614SS while the presence of anionic D614 shows higher fluctuations. Fig. 4d also shows that the rearrangement of RBDs loosens its hook region, leading to higher fluctuations and disorders in this region. The disordering of the region has been observed in other S-protein variants of concern that includes D614G (1).

In summary, comparison of wild type with a disordered loop and S-G614 with an ordered 630 loop describes the
allosteric effect of the mutation. The 630-loop rigidification and insertion between SD1 and the NTD alter the RBD organization, forming asymmetric down due to their larger RBD-RBD distances. The increase in the RBD-RBD distances allows the formation of a mobile RBD hook region as shown from the RMSF results, which might help initiate the transition to up state. The change of RBD organization was also found to reduce RBM accessibility, as indicated by calculated SASA values in the absence of glycan as well as a shift of residue exposure in the presence of glycans. Finally, RMSF analysis also shows a global effect of the mutation where the loss of a salt bridge stabilizes FPPR.

Protomer B in G614SS, which shows the closest RMSD with respect to the cryo-EM structure of the mutant, indicates that the conversion between wild-type and mutant structures is accompanied by several structural features. This includes the 630-loop insertion between the NTD and SD1 and the increased interdomain angles leading to outward motion in S1 while maintaining linker/linker backbone interactions. The increase of RBD-RBD distances with slightly larger hinge angles might facilitate down to up transition.

The allosteric effect of a D614G mutation alters S-protein conformation at a different level that goes beyond the S1 rotation observed in cryo-EM structures. First, the break of the symmetry and the formation of flexible down is a prerequisite for N343 glycan contact changes that initiate transition from down to up, as suggested previously (42). In addition, a higher disorder in the RBD hook region might also help loosen the interaction between different RBDs and enhance the transition toward up, which aligns with the previous proposal for E484K mutant (1). These results might explain the origin of the observed higher population in up compared with wild type. Likewise, Gobeil et al. (1) previously suggested that the increase in RBD mobility in down reduces the barrier for up transition in B.1.1.17. Second, the rearrangement of the RBD is also found to alter the RBD interface and residue solvent exposure, as indicated by the SASA per residue. Such a reduction in accessibility might partially compensate for the larger exposure to neutralization due to the conformational shift toward up. Indeed, S-G614 was found to be moderately more sensitive to neutralization despite a large shift in the up population (30). Third, our simulations also show the stabilizing effect upon the mutation, especially on FPPR and the furin cleavage site. It also increases conformational stability upon the protonation of D614. Note that the cryo-EM structure also suggests a change from disorder to order upon mutation. Gobeil et al. (1) suggested the regulatory role of the FPPR region and 630-loop order/disorder on S-protein stability and structural rearrangement, based on their cryo-EM study of different variants of concern.

CONCLUSION

In this study, we performed classical MD simulations to examine the effect of D614G mutation and 630-loop rigidification starting from a wild-type S-protein cryo-EM structure. Projection of all simulations along the cryo-EM-based PC1-PC2 space shows the role of the ordered 630 loop in inducing an outward motion in S1. G614SS simulation shifts the S-protein conformation toward the mutant cryo-EM structure. Analysis of H-bonding patterns in wild type with the ordered and disordered loops indicates a weaker stabilization of anionic D614 in the presence of an ordered 630 loop. Likewise, secondary structure analysis suggests that instability of the 630 loop in the presence of anionic D614 explains the disordered loop in wild-type cryo-EM structures. The loss of the salt bridge between the 614th residue and K854 and the H-bond with G594 mainly causes the observed structural changes in S-G614, wherein an ordered 630 loop inserts between SD1 and the NTD. The loop insertion allosterically reorganizes the RBD arrangements and interactions at the interface, forming a mobile asymmetric down state with a lesser barrier toward up. The breaking of the salt bridge between D614 and K854 alters not only the 630-loop conformation but also has a general stabilizing effect on FPPR and the furin cleavage region, which, in part, explains the experimentally observed stabilized prefusion state in S-G614. In summary, our results dissect the observed structural transition in D614G, showing how a single mutation could have a drastic structural effect. It also points out the importance of careful modeling of S-protein structures in the upcoming emerging variants. Notably, understanding the molecular basis and consequence of mutation is crucial for vaccine and antiviral drug development.
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