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The metal–support interaction plays a critical role in heterogeneous catalysis. Under reducing conditions, oxidic supports may interact with supported metal particles, by either forming an oxide overlayer or an alloy. The structure of both the support and the nanoparticle, as well as of the interface itself, changes in response to varying environmental conditions. Here, we present a fully \( \text{ab initio} \) approach to predict the structures and energetics of such systems for a range of transition metals (\( \text{Me} = \text{Cu, Ru, Pd, Ag, Rh, Os, Ir, Pt, Au} \)) supported on titania surfaces as a function of gas atmosphere composition. The competing formation of a monolayer comprising fully oxidized titania (\( \text{TiO}_2 \)), its reduced forms (\( \text{Ti}_2\text{O}_3, \text{TiO} \)), and the Ti–Me surface alloy, is investigated. The stability of each of these phases is found to be very sensitive to the environmental conditions and the supported metal. Encapsulation of metal, also known as classical strong metal–support interaction (SMSI), was predicted by thermodynamic driving force analysis. We show that a simple parameter, the Ti–Me alloy formation energy, is a good descriptor for the strength of the interaction between metal substrates and reduced titania monolayers and has predictive power towards the conditions under which an overlayer is stable. The presented thermochemical data and phase diagram analysis can be used to identify the structure and stability of supported metal catalysts under realistic conditions.

1 Introduction

Transition metal nanoparticles on oxide supports are among the most important heterogeneous catalysts and are widely used in chemicals transformation, environmental pollution control and sustainable energy systems.1,2 One of the basic roles of the oxide support is to enhance metal dispersion and prevent sintering.3 In many cases, the support is not chemically inert and participates in the catalytic cycle. The metal–support interaction (MSI) gives rise to unique phenomena at the interface between the metal and the oxide, such as electron transfer,4,5 chemical composition rearrangement,6,7 morphology reconstruction,8,9 and the formation of interfacial perimeter.10 These interfacial phenomena have a profound impact on both the stability and catalytic activity of supported metal catalysts, and render the MSI one of the most effective strategies to tune catalytic performance.11–16 A specific case of MSI is the encapsulation of metal particles by (partially) reduced oxide overlayers migrated from the support, also known as the strong metal–support interaction (SMSI), which was first introduced in 1978 by Tauster et al. for titania supported platinum catalysts.17 Since then, SMSI effects have been subject to intense investigation and significant debate.18–22 The effect of SMSI is multi-fold. On the one hand, it could be detrimental for the catalytic function, due to physical blocking of adsorption sites on nanoparticles,23,24 On the other hand, it opens a new way to decorate metal nanoparticles by oxide overlayers and/or form a novel interface between the nanoparticle and the support, thereby paving a novel pathway to deliberate altering of catalytic performance.25–28 SMSI is widely observed between Pt-group metals and reducible oxide supports, such as \( \text{Nb}_2\text{O}_5, \text{Fe}_2\text{O}_3,\text{CeO}_2,\text{V}_2\text{O}_3 \) (ref. 32) and \( \text{Ta}_2\text{O}_5 \),33 and was further extended to non-reducible \( \text{SiO}_2,\text{transition-metal carbides}^{34} \) and group IB metals.16

The SMSI effect strongly depends on the gas atmosphere and shows a dynamic behavior under reactive environments.27 For instance, the thickness and the structure of \( \text{TiO}_x \) overlayers on the \( \text{Pd} \) (111) surface are very sensitive to the partial pressure of oxygen and hydrogen, with dynamic formation and removal of \( \text{TiO}_x \) oxide overlayers.27 Our recent work showed that the migration of reduced titanium oxide onto a platinum particle surface and the formation of an Ti–Pt alloy...
are competing mechanisms during high-temperature reduction.\textsuperscript{18}

From the thermodynamic point of view, SMSI processes are driven by the minimization of the total free energy of the system. The influence of the bulk, surface and interface energy should be taken into consideration for accurate thermodynamic calculations. However, thermodynamic data on metal/oxide interfaces are rarely available, and, consequently, only bulk and surface data are typically used in the thermodynamic calculations as a reasonable first approximation.\textsuperscript{18} At the same time, for thin oxide overlayers, where the ratio of interface to bulk is large, the interface energy plays a significant role. Besides, chemical composition of the interfacial phases is often different from that of the bulk phase. The metal and the oxide can possess different stoichiometry and form complex phases at the interface.\textsuperscript{39} As a result, despite the importance of and the interest in SMSI, thermodynamic tools, capable of predicting the SMSI state under realistic conditions, are largely unexplored.

Utilizing \textit{ab initio} density functional theory (DFT) to calculate the interface energies for every combination of oxide/metal interface can be very expensive and time-consuming. Identifying a simple, rule of thumb, descriptor, which depends only on properties of the oxide support and the metal, or the properties of bulk systems, would enable circumventing this difficulty and thus saving considerable amount of both computational and human time. Recently, prediction by theory has seen a lot of progress due to considerable advances in the development of materials science databases and machine learning tools.\textsuperscript{40–45} Previously, the adsorption energy of oxygen on metal surfaces and the formation energy of the metal oxide have been reported as reasonable descriptors for the interface strength between fully oxidized supports and metal substrates.\textsuperscript{34,46} For partially reduced supports, the stability of the formed overlayers has a linear scaling relation with the adsorption energy of the oxide-constituting metal atom on the corresponding metal surface.\textsuperscript{47}

The goal of this study is to rationally understand the interaction of TiO\textsubscript{x} layers with metal surfaces, and to subsequently propose a universal descriptor, applicable to overlayers of different composition on a wide range of transition metals. In order to achieve this, we conducted a systematic \textit{ab initio} investigation of the thermodynamics of SMSI phenomena between a range of surfaces, such as TiO\textsubscript{2}, Ti\textsubscript{2}O\textsubscript{3}, TiO, Ti–Me alloy, and a group of late transition metals (Pt, Pd, Ru, Os, Rh, Ir, Cu, Ag and Au). This study increased the complexity of the considered models step by step, to derive a suitable descriptor for the stability of overlayers. Initially, the stability of unsupported TiO\textsubscript{x} structures was studied to understand geometrical arrangement of such a monolayer in comparison to its bulk structure and to assess its stability. Consequently, the layers were brought into contact with metal (111) surfaces, which drastically changes the stability and structure due to the newly formed TiO\textsubscript{x}–Me interface. Finally, these structures were considered under the influence of different gas phase and temperature conditions.

As a result, we were able to identify a simple, universal and easily calculable descriptor, the formation energy of the Me–Ti alloy, that accurately predicts the stability of reduced TiO\textsubscript{x} monolayers on metal substrates. Based on the stability of these monolayers, we were able to construct phase diagrams of all considered systems, which can be used to understand and predict the structure of supported metal catalysts observed under experimental conditions.

2 Results and discussion

2.1 Unsupported monolayers

The TiO\textsubscript{x} monolayers were cut from the thermodynamically most stable crystal facets of bulk rutile and anatase, which are the (110) and (101) facets, respectively. Fig. 1(a) shows that both rutile and anatase monolayers have two-coordinated oxygen atoms (O\textsubscript{2c}) at the top and the bottom, and three-coordinated oxygen atoms (O\textsubscript{3c}) in the middle. The main difference between the two monolayers is that titanium atoms are four-coordinated (Ti\textsubscript{4c}) in the rutile monolayer and five-coordinated (Ti\textsubscript{5c}) in the case of anatase. At the most stable geometry, the anatase monolayer has a slightly denser structure (0.187 nm\textsuperscript{2} per Ti atom) compared to the rutile monolayer (0.195 nm\textsuperscript{2} per Ti atom), due to the higher coordination number of titanium atoms in anatase.

The stability of the single monolayer (ML) is calculated by:

\[
\Delta E_{\text{ML}} = E_{\text{TiO}_{x}}^{\text{ML}} - E_{\text{TiO}_{x}}^{\text{bulk}},
\]

which is the difference between the energy per TiO\textsubscript{x} formula unit of a fully relaxed single TiO\textsubscript{x} monolayer and the energy of the TiO\textsubscript{x} bulk. The anatase monolayer exhibits remarkable stability: it is only 0.34 eV higher in energy compared to the bulk, as opposed to 2.05 eV in the case of the rutile monolayer. This is consistent with the fact that anatase is the first titania phase to be formed in many processes.\textsuperscript{48} Another titania monolayer with lepidocrocite-like structure has also been reported to possess high stability.\textsuperscript{23,49} However, since its stability range is very similar to that of the anatase (101) monolayer, it is not considered here.

A Ti\textsubscript{2}O\textsubscript{3} monolayer was cut from the (001) facet of the most stable bulk structure (\textit{z}-Ti\textsubscript{2}O\textsubscript{3}). Fig. 1(b) shows that the optimized monolayer maintains a hexagonal unit cell, with a two-coordinated oxygen atom (O\textsubscript{2c}) in the middle, and a three-coordinated titanium (Ti\textsubscript{3c}) atom at the top and the bottom, forming a rumpling structure. When the unit cell size increases, the \textit{z}-Ti\textsubscript{2}O\textsubscript{3} monolayer undergoes a slight transformation with a displacement of the top and the bottom titanium atoms into the middle of the structure, and of the oxygen atoms into the bridge sites between two titanium atoms. This eventually results in a conversion of the whole structure into a flat honeycomb configuration. This transformation makes the honeycomb monolayer 0.4 eV more stable than the original monolayer cut from the \textit{z}-Ti\textsubscript{2}O\textsubscript{3}, which is marked by a star in Fig. 1(b).

A TiO monolayer was cut from the (111) facet of the rock-salt bulk TiO with cubic unit cell. Fig. 1(c) shows that the monolayer has a hexagonal unit cell, with a three-coordinated oxygen atom (O\textsubscript{3c}) and a three-coordinated titanium (Ti\textsubscript{3c}) atom. Similarly to
the Ti$_2$O$_3$ monolayer, the TiO monolayer can have either a rumpling structure in a unit cell designated here as “dense” (d-TiO), or a flat structure in a unit cell designated as “sparse” (s-TiO). The stabilities of these two optimized monolayers are very close with only 0.1 eV difference.

### 2.2 Supported monolayers

Having derived the structure of unsupported TiO$_2$ monolayers, consequently, these structures as well as Ti–Me alloy layers are studied when positioned as topmost layer of metal surface. An anatase monolayer interacts with the metal surface mainly through forming the bond between aO$_{2c}$ oxygen and a metal atom, as shown in Fig. 2 (a, left). Rutile monolayer, on the other hand, binds strongly with the metal substrate through both O$_{3c}$ and Ti$_{4c}$ atoms, resulting in a dramatic geometry reconstruction. Fig. 2 (a, right) shows that the both anatase and rutile monolayers bind stronger to the metals located to the left in the transition metal series of the periodic table of elements (Ru $>$ Rh $>$ Pd $>$ Ag, and Os $>$ Ir $>$ Pt $>$ Au), and stronger to 3d metals than to 4d and 5d ones (Cu $>$ Ag $>$ Au). This trend can be explained by the d-band model, which shows that the interaction between the metal substrate and the adsorbed oxygen atom is determined by the d-band center with respect to the Fermi level of metal substrate. A lower d-band center corresponds to an increase in filling of the anti-bonding state, leading to a weaker binding between the metal and the oxygen atom. The d-band center of transition metals decreases from left to right (Ru $>$ Rh $>$ Pd $>$ Ag, and Os $>$ Ir $>$ Pt $>$ Au) and from top to bottom (Cu $>$ Ag $>$ Au) along the periodic table. This is also consistent with previous literature, where both the adsorption energy of oxygen on metal and the formation energy of the metal oxide have been reported as reasonable descriptors for the interface strength between an oxide and a metal.

Despite of the similar trend, rutile monolayer show large stability difference (around 0.4 eV) between Pt and Au surfaces, as well as between Pd and Ag surfaces. This difference can be attributed from the different binding strength between titanium atom and metal surfaces, which will be discussed in the following part. Overall, both supported rutile and anatase monolayers are less stable with respect to their bulk counterparts for all considered metals, indicating that fully oxidized titania is most stable in its bulk form.

Both the Ti$_2$O$_3$ monolayer and the metal (111) surface have a hexagonal unit cell. Therefore, they can form a commensurate interface with titanium and oxygen atoms located in the high-symmetry sites (atop, bridge and hollow) on the (111) surface. There is a dramatic geometry reconstruction of the $\alpha$-Ti$_2$O$_3$ monolayer, with the top titanium atoms moving close to the interface and forming a flat titanium plane instead of the rumpling structure observed in the unsupported case (Fig. 1(b)). The supported honeycomb monolayer also has a significant structural reordering compared to the unsupported one, with the oxygen atoms relaxing outwards and the titanium atoms approaching the (111) surface. The stability of the monolayer can be decomposed into two contributions: the first one is the energy gained upon the formation of the chemical bonds between the monolayer and the substrate, and the second one is the energy loss due to the strain to keep the lattice constants of the monolayer aligned with those of the substrate. The eventual monolayer structure is a result of the system trying to accommodate these two effects in an optimal way. Fig. 2 (b, right) shows that $\alpha$-Ti$_2$O$_3$ monolayers is significantly less stable than the honeycomb monolayer, especially for copper surface which has the smallest lattice constant, indicating that high stain energy is responsible for the lower stability of $\alpha$-Ti$_2$O$_3$ monolayers. In the case of honeycomb monolayers, Pd, Pt, Ag and Au prefer a commensurate interface, while Cu, Ru, Os, Rh and Ir prefer an incommensurate interface which could helps decreasing the strain further.

In contrast to TiO$_2$, the partially reduced Ti$_2$O$_3$ shows a strong interaction with metal substrate, resulting in stable supported Ti$_2$O$_3$ monolayers with respect to their bulk counterparts in the cases of Ru, Rh, Pd, Os, Ir, Pt substrates. Besides,
Fig. 2 (b, left) shows that the Ti$_2$O$_3$ monolayer interacts with metals substrate mainly through titanium–metal bonds, resulting in a different stability trend along the periodic table than the TiO$_2$ monolayers. Ti$_2$O$_3$ monolayers bind weakly to the Cu, Ag and Au surfaces, while they bind strongly to the Ru, Rh, Pd, Os, Ir and Pt surfaces. TiO monolayers exhibit the opposite trend. Fig. S1(a)† shows the electron density difference for the Ti$_2$O$_3$ monolayer on Pt (111). The most visible effect is the accumulation of electron density in the interfacial region between the metal and the oxide. The excess electron density originates mainly from the Ti$^{3+}$ cations and the metal atoms in the first layer of the substrate, which both display large negative difference densities. Fig. S1(b)† shows that the atom-like peak of the d$_{z^2}$ component of Ti$^{3+}$ in the unsupported monolayer is pushed above the Fermi level and is entirely emptied when the monolayer is supported by Pt (111), indicating the electron is
transferred from Ti\(^{4+}\) cations to the surface. Therefore, the titanium–metal bonds dominate the interfacial bonding here, as opposed to oxygen–metal bonds in the case of TiO\(_2\). Similar bonding character has previously been reported in the case of N\(_2\)O\(_5\) and V\(_2\)O\(_3\) honeycomb monolayers on metal (111) substrates.\(^{29,51}\)

TiO monolayers can also form a commensurate interface with the metal (111) surface. Fig. 2 (c, left) shows the commensurate interface models of the dense (d-TiO) and sparse (s-TiO) TiO phases on the Pt (111) surface. Similarly to Ti\(_2\)O\(_3\), the metal-supported monolayer interacts with a metal substrate through the titanium–metal bond, with the oxygen atoms relaxing outwards the (111) surface. In the dense TiO case, both the titanium and oxygen atoms are located at the hollow surface sites. The Ti–Ti distance is 2.80 Å, which is the same as the Pt–Pt bond length. In the sparse TiO case, one half of titanium atoms is located at the hollow sites, while the other half is located at the atop site, with a longer Ti–Ti distance of 3.24 Å. Fig. 2 (c, right) shows that on metal substrates with the larger unit cell, such as Au and Ag, TiO prefers to form the d-TiO monolayer, while for the metal substrates with smaller unit cells, the s-TiO monolayer is preferred. In all cases, TiO monolayers show a strong interaction with metal substrates. In the most stable case of platinum, the supported TiO monolayer is 1.1 eV more stable than its bulk counterpart. The stability of supported TiO monolayers exhibits a similar trend along the periodic table as the 4d metals.

A TiMe\(_3\) alloy monolayer was modeled by substituting surface metal atoms either in the top or in the second layer of the metal substrate with titanium, a clean (111) surface and a bulk platinum and titanium phase, respectively. Fig. 2 (d, left) shows typical structures of such top- and second-layer surface alloys for the case of titanium on metal (111) surfaces. The relative stability of the TiMe\(_3\) overlayers compared to their bulk counterparts is given by:

\[
\Delta G_{\text{TiMe}_3/(111)} = G_{\text{TiMe}_3/(111)} + G_{\text{Me}} - G_{\text{Me}/(111)} - G_{\text{Ti}},
\]

where \(G_{\text{TiMe}_3/(111)}, G_{\text{Me}/(111)}, G_{\text{Me}}\) and \(G_{\text{Ti}}\) are the free energies of the surface with one surface metal atom replaced by titanium atom, a clean (111) surface and a bulk platinum and titanium phase, respectively. Fig. 2 (d, right) shows that the alloy formation is always preferred in the case of second layer substitution, effectively incorporating titanium atoms into the bulk structure of the substrate metal. This is consistent with the fact that metallic titanium has a higher surface energy compared to other metals.\(^{52}\) Alloying of titanium into the second layer of the palladium surface has also been demonstrated experimentally.\(^{53}\) The surface alloys are again more stable for metals with empty d orbital and the 5d metals, as seen in the case of Ti\(_2\)O\(_3\) and TiO monolayers. Stability of the surface alloys increases along the series for the 4d metals (Ru < Rh < Pd) and the 5d metals (Os < Ir < Pt), while this is not obvious for the most stable structures of Ti\(_2\)O\(_3\) and TiO monolayers. This trend is partially arisen from the strain energy due to the atomic radius difference between titanium and other metals (atomic radii follow the trend: Ru < Rh < Pd and Os < Ir < Pt). Similar trends were also observed for the commensurate honeycomb Ti\(_2\)O\(_3\) monolayers and d-TiO monolayers with high strain energy.

### 2.3 Descriptor

Having established the structures and the main trends in relative stability of different TiO\(_2\)/metal phases, we proceed with identifying a descriptor suitable for predictive quality modeling of the binding strength at oxide/metal interfaces. In the case of reduced TiO\(_2\), the monolayer and metal substrate interaction is associated with the d electron transfer from the titanium cations towards the metal substrate. The amount of charge transferred can be estimated with the Bader charge analysis method.\(^{24}\) Fig. 3(a) shows the monolayer stability as a function of the difference between the Bader charge on titanium atoms in the supported monolayer and the unsupported one. The negative charge difference on the titanium atoms indicates a charge transfer from the titanium to the metal substrate, which agrees with the electron density difference analysis in Fig. S1.\(^{†}\) However, no single linear relationship successfully describes all considered substrate metals. Instead, the considered metals can be separated into two groups according to their stability. The first group, comprising Cu, Ag and Au, shows higher electron transfer but, at the same time, lower stability. This can be rationalized in terms of the d orbital of these metals being already full, thus the energy gained by the electron transfer from Ti atoms being small compared to the elements with lower d orbital occupation. These constitute the second group, comprising Pd, Pt, Ir, Rh, Os, and Ru. Similar trends to those outlined above for Ti\(_2\)O\(_3\) are also observed in the case of the TiO monolayer and the TiMe\(_3\) surface alloy. Another possible descriptor is the surface energy of the metal substrates. Strong metal–support interaction is usually reported in systems with high surface energy, thus one would expect the oxide to interact stronger with the metal substrate with high surface energy.\(^{39}\) However, Fig. S2\(^{†}\) shows that there is no clear relationship between the monolayer stability and the surface energy of the (111) metal surface.

Since the titanium–metal bonds dominate the interfacial bonding, we investigated whether the interfacial binding strength is correlated to the formation energy of the Ti–Me alloy. As several alloys can be formed for a given Me–Ti binary system, the formation energy of the most stable one was chosen in each case (see Table S5\(^{†}\)). For example, Fig. S3 in the ESI\(^{†}\) demonstrates how this choice is made in the case of Ti–Pt alloy. The descriptor for a binary system is, therefore, defined as the formation energy of the most stable alloy phase, corresponding to this system. We found that, as shown in Fig. 3(b), the stability of Ti\(_2\)O\(_3\), TiO and Ti–Me alloy monolayers increases linearly from metal to metal with the descriptor, shown by high \(R^2\) values of 0.95, 0.95 and 0.90, respectively. The slopes for the linear fitting equations are 1.30, 1.94 and 4.71 for Ti\(_3^+,\) Ti\(_2^+\) and Ti\(^+,\) respectively, suggesting that the more reduced the monolayer is, the stronger the metal–titanium bond is. Since the alloy formation energy can be computed very quickly, or even be...
found tabulated in various databases,\textsuperscript{25} it enables rapid prediction of the interfacial interaction strength and efficient pre-screening of the most favorable monolayer compositions.

The relatively poor prediction for some of the TiMe\textsubscript{3} surface alloys, notably TiPd\textsubscript{3} (see Fig. 3(a)), compared to the cases of Ti\textsubscript{2}O\textsubscript{3} and TiO monolayers is partially arisen from the high strain energy, which was introduced upon replacing the surface metal atoms with titanium atoms. Whereas the strain energy in the cases of Ti\textsubscript{2}O\textsubscript{3} and TiO monolayers is effectively minimized by using several interface models with different combinations of supercells, for the TiMe\textsubscript{3} alloy this could not be achieved. This is especially obvious for the 4d metals (Ru, Rh and Pd), where large atomic radii of Pd compared to that of Ru and Rh increases the strain energy in the TiPd\textsubscript{3} surface alloy, resulting in a smaller DFT calculated value of the alloy formation energy compared to the one predicted by the descriptor. As such, prediction of the SMSI through the formation energies of the alloys as a descriptor made for metals with significantly different atomic radii will be somewhat less reliable.

We further calculated the stability of the Ti\textsubscript{2}O\textsubscript{3} monolayer on two Pt–Au alloy substrates (Pt\textsubscript{3}Au and PtAu\textsubscript{3}) as an example to validate the extent of the predictive power of this descriptor. The definition of the descriptor for Pt–Au alloys is given in the ESI.\textsuperscript{†} The DFT calculated energies of the Ti\textsubscript{2}O\textsubscript{3} monolayers, which are indicated by the stars in Fig. 3(b), fall into the previously predicted linear relationship, with the energy “error” smaller than 0.15 eV. Furthermore, the here suggested descriptor can also be successfully applied to alloys with more complex structures, such as Pt–Ag, Cu–Ag and Pt–Ir, for which the Pm\textsubscript{3}m structure was used. Fig. S4 in the ESI\textsuperscript{†} shows that our descriptor predicted relative stability for TiO\textsubscript{x} monolayers versus the value calculated by DFT within 0.13 eV. We are, therefore, confident that the accuracy of the descriptor is adequate for prediction of the relative stabilities of the TiO\textsubscript{x} monolayers for all considered systems, and is general enough to extend the proposed model for other systems as well.

2.4 Phase diagrams of monolayers

To understand the structure dependence on the gas environment, the effect of the gaseous composition on the relative stabilities of different monolayers on a range of metal substrates was investigated by \textit{ab initio} atomistic thermodynamics modeling. The calculated Gibbs free energies for different monolayers on Me (111) surfaces at 600 °C as a function of hydrogen pressure are summarized in Fig. S3.\textsuperscript{†} At lower hydrogen pressure (<10\textsuperscript{-6} Pa), all reduced monolayers exhibit negative formation energies, indicating that encapsulation of these metal nanoparticles by a monolayer is thermodynamically favourable.
For Au, Ag and Cu, the Ti$_2$O$_3$ monolayers has similar Gibbs free energies as the bulk TiO$_2$, leading to the competition between an encapsulation state and a clean metal surface state.

To illustrate more clearly these distinctions, we calculated the phase diagrams of the monolayers as a function of hydrogen pressure and temperature. Fig. 4 shows the phase diagrams of monolayers on the Pt (111), Au (111) and Ag (111) surfaces, representing strong, mediate and weak interactions with the reduced monolayers, respectively. Fig. S4† shows the phase diagrams for other metal surfaces (Cu, Ru, Rh, Pd, Os, Ir). The stability of TiO$_x$ strongly correlates with the strength of the bonding between titanium and the metal atoms of the support, and thus changes dramatically with the supporting surface. On the Pt (111) surface, Ti$_2$O$_3$ monolayer is stable at low temperature (0 °C) when $P_{H_2} > 1 \times 10^{-2}$ Pa. At high temperature (600 °C), the presence of hydrogen makes the Ti$_2$O$_3$ monolayer stable already...
at partial pressures as low as $10^{-4}$ Pa. No stable range was found for the TiO monolayer on Pt (111) surface. On the Au (111) surface, Ti$_2$O$_3$ monolayer is not stable at low temperature ($T < 200$ °C) when $P_{H_2} < 10^{10}$ Pa. There is a stability range for TiO monolayer between Ti$_2$O$_3$ monolayer and the TiAu$_3$ surface alloy. On the Ag (111) surface, the stability ranges of all monolayers shift towards high temperatures and hydrogen partial pressures. The TiAg$_3$ surface alloy is only stable at very high temperatures and pressures. Overall, the stability of the monolayer is very sensitive to temperature and pressure. By either lowering the temperature or the hydrogen partial pressure, the monolayer stability transforms in the following order: alloy $\rightarrow$ (TiO) $\rightarrow$ Ti$_2$O$_3$ $\rightarrow$ clean surface.

Based on the linear relationship between the binding strength and the proposed descriptor, a phase diagram as a function of external conditions and of the descriptor can be constructed. As an illustration, Fig. 5 shows such a phase diagram at 600 °C (see Fig. S5† for the phase diagrams at 25 °C, 400 °C and 800 °C for comparison). Values of the descriptor for platinum and silver are marked by the arrows. The stability ranges of Ti$_2$O$_3$ and TiMe$_3$ monolayers increase with the absolute value of the descriptor, while the TiO monolayer is not stable on surfaces with a descriptor value higher than 0.6 eV, as in the case of Pt (111) surface, which agrees with the phase diagram in Fig. 4. The descriptor is not limited to pure metals. Values of the descriptor for Pt–Ag alloys, such as Pt$_4$Ag$_2$, Pt$_6$Ag and Pt$_8$Ag, can be calculated based on the linear combination of the descriptors for pure elements. The structure of an overlayer on these alloy surfaces can then be predicted based on the phase diagram.

With the external environmental conditions controlled experimentally, and with the descriptor reflecting the materials composition, such phase diagrams serve as a “structure–material–environment” map (Fig. 5). Using this map, one can choose the materials and the environmental conditions required to get the structure needed for a specific catalytic application.

3 Conclusions

In summary, this work presents a systematic $ab$ $initio$ investigation of fully oxidized and reduced titania monolayers deposited on Cu, Ru, Pd, Ag, Rh, Os, Ir, Pt and Au (111) surfaces. Titania monolayers with the anatase structure are more stable than those with the rutile structure. Reduced titania monolayers exhibit strong interaction with the metal through the electron transfer from the titanium cation to the metal substrate. The binding strength at the interfaces between the metal and the reduced titania varies substantially, ranging from particularly strong (Pt and Pd) to relatively weak (Cu and Ag).

The alloy formation energy is a simple and reliable descriptor for the binding strength between a reduced titania monolayer and a metal substrate. The alloy formation energy descriptor reflects the material’s composition at relevant environmental conditions, and thus can be used to identify the material structure at reactive conditions. In the case of alloys comprising metals with significantly different atomic radii, the descriptor might underestimate the effect of the increased strain energy. Notwithstanding this limitation, since alloy formation energies can either be found tabulated or easily computed, using them as a descriptor enables rapid prescreening of the materials with the given interfacial interaction strength.

The analysis of the phase diagrams of various monolayers as a function of temperature and hydrogen pressure indicates that

---

Table 1: TiO$_2$/Me(111) supercells used for building the interface models. Cu (lattice constant of 3.65 Å), Pt (3.97 Å) and Au (4.20 Å) were chosen to represent substrates with small, medium and large lattice constants, respectively. As no bulk structure corresponds to the Ti$_2$O$_3$ honeycomb monolayer, no mismatch was calculated in this case.

| Oxide                  | Supercell | Metal                  | Supercell | Mismatch |
|-----------------------|-----------|------------------------|-----------|----------|
| TiO$_2$ rutile (110)  | 2 x 6     | (111)                  | 5 x $4\sqrt{3}$ | -0.02    |
| TiO$_2$ anatase (101) | 1 x 5     | (111)                  | 4 x $4\sqrt{3}$ | -0.07    |
| α-Ti$_2$O$_3$ (0001)  | 3 x 3     | (111)                  | $3\sqrt{3} x 3\sqrt{3}$ | -0.09    |
| Ti$_2$O$_3$ honeycomb | 3 x 3     | (111)                  | 3 x 3     | -0.01    |
|                       | 4 x 4     | (111)                  | 5 x $\sqrt{3}$ | 0.07     |
|                       | 4 x 4     | (111)                  | $\sqrt{19} x \sqrt{19}$ | 0.13     |
|                       | 5 x 5     | (111)                  | $\sqrt{31} x \sqrt{31}$ | -0.13    |
|                       | 5 x 5     | (111)                  | $\sqrt{57} x \sqrt{57}$ | -0.08    |
| TiO Fm3m (111)        | $\sqrt{3} x \sqrt{3}$ | (111)                  | 2 x 2     | -0.01    |
|                       | $\sqrt{3} x \sqrt{3}$ | (111)                  | 2 x 2     | -0.13    |

---
the stability range of monolayers are sensitive to the supporting metal, the temperature and the reducing atmosphere used to induce the SMSI. The constructed phase diagrams can be used to predict the complex dynamical behavior of SMSI, and may help to control the structure of supported metal catalysts.

4 Computational details

4.1 Electronic structure methodology

DFT calculations were performed using the Quickstep module in the CP2K simulation package. The generalized gradient approximation (GGA) using the Perdew, Burke and Ernzerhof (PBE) functional was chosen to evaluate the exchange–correlation energy. Valence electrons were treated explicitly, whereas interactions with the frozen atom core were described using Goedecker–Teter–Hutter (GTH) pseudo potentials. A double-zeta valence plus polarization (DZVP) basis set, optimized according to the Mol-Opt method, has been used. A cutoff of 500 Ry has been used for the auxiliary plane wave expansion of the charge density. Brillouin zone integration was performed with a reciprocal space mesh consisting of only the gamma point. A strict convergence criterion of $10^{-7}$ Ha was used for the SCF calculations. For transition metal oxides, DFT+U method is important to describe the electronic properties strongly correlated interactions with the frozen atom core were described using DFT+U (PBE) functional was chosen to evaluate the exchange interaction from the d electrons. Detailed comparison of DFT+U vs. PBE was performed. The equilibrium phase diagram for different surface structures, e.g. TiO$_2$/Me (111) vs. TiO$_2$/Me (111), is calculated by solving the following equation:

$$G_{\text{TiO}_2/\text{Me}(111)}(T,P) - G_{\text{TiO}_2/\text{Me}(111)}(T,P) - (m-n)\mu_0(T,P) = 0$$

where $m$ and $n$ are the numbers of oxygen atoms in the surface species TiO$_m$ and TiO$_n$, respectively. The equilibrium point $(T,P)$ is then plotted.

4.2 Formation energy of alloy

Alloy formation energy $E_f$ of a system of $n$ atoms of element A and $m$ atoms of element B is calculated as:

$$E_f = E_{\text{A}_{m}\text{B}_{n}} - nE_A - mE_B,$$

where $E_{\text{A}_{m}\text{B}_{n}}$ is the calculated total energy for the system and $E_A$ and $E_B$ are the energies per atom of elements A and B in their reference state, i.e. in the low temperature crystal structure at equilibrium lattice spacing.

Geometrical structures of all considered alloys were taken from the Materials Project database. The formation energies were calculated using the computational setup described in Section 4.1.

The general way of calculating the energies of complex systems from first principles and comparing their relative stabilities has previously been discussed in great detail by the group of Ceder. This work uses an analogous methodology.

4.3 Ab initio thermodynamics

The effect of the gaseous environment on the relative stability of the considered surface structure was captured by the method of ab initio atomistic thermodynamics. The Gibbs free energy of a gas phase at temperature $T$ and partial pressure $P$ is given by:

$$G(T,P) = E^\text{DFT} + E^{\text{ZPE}} + \Delta G(T,P^0) + k_B T \ln(P/P^0),$$

where $E^\text{DFT}$ is the energy calculated by DFT at 0 K, $E^{\text{ZPE}}$ is the zero point energy, $P^0$ is the standard pressure, and $\Delta G(T,P^0)$ includes the contributions from translational, rotational, vibrational and electronic free energy terms of the species under consideration. The detailed derivation for $\Delta G(T,P)$ can be found elsewhere. These were implemented in the Atomic Simulation Environment (ASE) Python package. The change of the Gibbs free energy of the solid phase with $T$ and $P$ is much smaller compared to the gas phase, and it is therefore neglected in this study. The relative stability of the TiO$_2$ overlayers compared to their bulk counterparts is given by:

$$\Delta G_{\text{TiO}_2}(111) = G_{\text{TiO}_2}(111) - G_{\text{TiO}_2}(111),$$

where $G_{\text{TiO}_2}(111)$, $G_{\text{TiO}_2}(111)$, and $G_{\text{TiO}_2}(111)$ are the free energies of the surface with a TiO$_2$ overlay, a clean (111) surface and a bulk TiO$_2$ phase, respectively.

4.4 Interface models

In this work, the face-centered cubic (FCC) structure and its closest packed (111) surfaces are considered. This choice is governed by the nature of the considered systems. For pure metals, we note that Rh, Ir, Ni, Pd, Pt, Cu, Ag, and Au have an FCC structure, while Ru and Os have a hexagonal closest packed (HCP) structure. Both FCC and HCP are closest packed structures, and their closest packed surfaces (the most stable surfaces) have the same structure, and the only difference between FCC and HCP is the packing sequence, with “A–B–C–A–B–C–” for FCC and “A–B–A–B–” for HCP. As a result, our choice corresponds to the most stable surfaces for all considered metals. Therefore, all the metal substrates were modeled by four FCC (111) atomic layers with the positions of two bottom layers fixed.

The oxide monolayers were then deposited on top of metal substrates. Since metal substrates have a range of lattice constants, several oxide supercells were used to minimize the strain at the interfaces. Table 1 shows all interface models used in these calculations. A rectangular Me (111) unit cell (abbreviated as $1 \times \sqrt{3}$) was used for the rectangular TiO$_2$ unit cell. It is important to note that the optimal lattice constants of the oxide monolayers on metal substrates can differ from those of the bulk oxides. Thus the lattice mismatch in Table 1 was used only as a reference to build the interface models that are as realistic as possible, and can not be used to estimate the real strain in the interface.
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