A recursive pattern recognition approach to selection web services in cloud environment
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Abstract. There are optimization problems in the Cloud for the selection of web services, due to the large number of services available by different cloud providers and the diversity of quality of service parameters of each of them. This work proposes the adaptation of a pattern recognition model based on the systematic functioning of the brain called Ar2p for the selection of web services in composition activities in Cloud environments. The web services are represented as patterns to be recognized by Ar2p, which determines the necessary and sufficient web services that constitute the composition of services that meet its functional and non-functional requirements. The services composition and activity selection have been formalized through a logical-mathematical model of web service recognition mechanisms in two steps, one that describes the syntactic search of the service and the second, which offers filtering through quality of service parameters. An adaptive implementation of the final model allows its recognition modules to be provided with any desired optimization strategy.

1. Introduction
Systems based on web services composition (WSC) rules were originally built to be used within a single organization, for a single domain, and a specific application, such as commercial transactional systems. Nowadays, they have been extended to be used in multi-organizational environments (heterogeneous and large-scale domains), this has been possible thanks, in part, to the fact that web services, whose applications are based on the service oriented architecture (SOA) paradigm and they are able to use Cloud computing resources.

The dynamical environment of cloud resources means that the task of composing services is not carried out in a static manner as is usually the case in conventional SOA, since in the cloud the composition depends on parameters for the use of computational resources that, although they are by nature elastic, there are considerations of use [1] that involve hardware as a service (I/O, memory and CPU), in this respect some services will consume more resources than others, generating an inconvenience of monetary costs (monetary increase) and hardware disposition [2]. Tasks such as the search, negotiation and monitoring of a web service (WS) are very important, and consequently there may be non-functional requirements that must be taken into account and that must support cloud computing environments with quality parameters that ensure compliance with the requirements of applicants and suppliers, as well as the ability to establish agreements on the provision and acquisition of computing resources through static or dynamic negotiations if the composition requires it.
Although customer growth has been exponential in this model, the problem lies in the amount of WS that can be composed to meet a particular requirement [3], it is difficult for users to analyze the options that suit their needs, even more so when implementing software under this model.

Problems with the selecting and searching for WS have been widely studied in several investigations [3-5] some of them are: High algorithmic complexity in search processes due to the considerable number of SWs that have similar functionalities, different WS selection heuristics that must infer the functionality of a service when ambiguity exists in the description and handling of incomplete information in the web context, different forms of solution integration that allow giving the same result for different models of WSC and selection processes that must take into account non-functional requirements in dynamic environments.

The objective of this work is to present a strategy for the selection of SW based on recursive pattern recognition algorithm called Ar2p [6], a model is established that allows: recognizing and filtering those WS with ambiguity and similarity in the information of their descriptors, and selecting through a heuristic pattern recognition the WS that satisfy functional and non-functional requirements of the WSC.

2. Compositing web services on cloud

The WS selection in cloud computing is denoted as a nondeterministic polynomial time (NP) [7] problem since the WS are highly configurable components, from the definition phase to the execution stage, becoming dynamic scenarios par excellence, this means that the composition of an application can be modeled from the static or the dynamic, understanding each level from the perspective of the creation of the WSC model (workflows) with WS already known or selected with reflective processes or semantic processes in execution time and managed automatically [8].

WS are described by providers through service level agreement (SLA), it is there where the provider defines the characteristics of use of the service, its quality parameters and its rules of negotiation (benefit agreements when one of the parties does not fulfill its role). In [9] it is highlighted how in Cloud environments there is a problem of standardization of the SLA and therefore their difficulty when negotiating and defining characteristics necessary for the correct execution of a WSC.

Composition then requires that the services involved in it is under an appropriate quality of service (QoS) seen from the WS and WSC level, with the appropriate management of the SLAs containing the set of non-functional requirements that each service would need for its composition becoming relevant. At the current time the solution heuristics and optimization of composition services have been studied and converge in the efficient administration of the SLAs [9-10], however there are inconveniences to guarantee QoS in the life cycle of the composition, a resource for example may not adapt to a particular service making its execution environment change and therefore affect QoS parameters and see its committed workflow.

Composition based systems therefore require the ability to adapt to the conditions that a QoS parameter requires. Cloud composition platforms and providers are varied, where it is necessary that a proposed solution for composition challenges be as transparent as possible without affecting the performance of them whose searching and selecting problems are addressed so that the execution engines increase their performance when creating the WSC.

3. Related works

Research in the field of web services compositions has grown considerably, a sample of which can be seen in the works [8,11] where they are related in three large study groups: middleware solutions, frameworks and groups concerning compositions made through frontend abstract models that interact with composition engines, these are mainly based on pure SOA environments. However, for the case study for this research, a searching range is taken to include only studies dealing with composition and selection in cloud environments. In the work presented in [12] develops a heuristic of service selection based on multicloud, based on a combinatorial optimization process carried out through the Greedy-WSC algorithm and an algorithm based on ant colony optimization applied to web service compositions in cloud computing. In [13] they developed a model taking into account dynamic QoS where they
monitor the quality of service values of each SW present in the composition, as well as using a strategy using genetic algorithms to search and select the SW, their results are compared with proposals of exhaustive search algorithms and random selection algorithms. A work to be highlighted by the use of a data model for the representation of clouds, providers and services, can be found in [14], it establishes the representation of clouds and SW to perform a preliminary search according to the QoS parameter that must meet both the service and the composition, five QoS metrics are established and with these the system solves its optimization problem through entire programming.

Qingtao, et al. [15] proposes a selection method in WSC based on the hidden markov model, whose function is to predict the necessary services on a composition and where they are located in a multinube environment, its importance resides in the fact of being able to make compositions not only with atomic services but also compounds, its system has the function of predicting the total quality of the composition and balancing it in such a way as to ensure that the services are optimal for the different composition models. Wang, et al. [16] implements a selection and composition strategy based on the skyline operator for the SW filtering process and the composition is done through a particle optimization algorithm (swarp) that allows to have a finite set of solutions for which a WS is a candidate on a composition.

4. Pattern recognition

Computational pattern recognition is referred to as a set of algorithms and techniques whose purpose is to discover and recognize an entity (physical or its representation in a digital model) through elementary characteristics that allow them to be classified for later processing with recognized entities [17,18]. Recognition patterns have been widely studied [19,20], mainly the papers point to selection methods based on predefined characteristics over a data set that is usually of considerable size.

**Figure 1. Ar2p pattern recognition model [21].**
Ar2p [21] is a recognition model based on the systematic functioning of the brain, this work proposes its adaptation of a recognition model for the selection of WS in composition activities on cloud environments. Ar2p is developed from the mind theory of pattern recognition through which memory handles a hierarchy of patterns and these are perceived through our senses conceptually called “sensors”, when one of our senses is activated, the pattern is recognized.

The Ar2p general model is shown in Figure 1, each oval represents a recognition module, this way there are several levels that can recognize atomic patterns (characteristics with only one attribute/value) in the $X_i$ levels, likewise, the $X_m$ levels would have the functionality of recognizing complex patterns derived from the learning of the sub-levels. Each recognition module aims to recognize its corresponding pattern; that is, a copy of the pattern in the real world in such a way that recognition can occur at any level. Ar2p has two strategies to recognize a pattern, one by key signals and the second by partial recognition of signals. The first strategy uses the weight of importance of the input signals identified as keys, and the second uses the partial or total presence of the signals, in this way, for example, a pattern can be recognized by a single key signal or by the sum of the partial signals, if and only if they pass an observation space. Ar2p’s advantage is its level of uniformity as it offers that each function the underlying recognition modules is the same and this process runs recursive.

5. Recursive pattern recognition to selection web services

Service-composition is based on the atomic WS involved in the composition model, and algorithms are needed to ensure the correct coupling and operation of the WS, each of which has different quality-conditions, so the selection of services that meet the non-functional requirements demanded by the entities is the objective for the selection of WS. Taking Ar2p’s provided base, the following three theorems are defined:

**Theorem 1.** A WSC is defined as an abstract model on a directed acyclic graph, where each node represents a WS, the relationship of each node is made by its edges that represent input and return parameters. Each node has a set of QoS parameters, it must be established that WS are the necessary ones to satisfy the abstract model of composition.

**Theorem 2.** Recognition through key signals. A key signal activates a recognizing module when a value is greater than or equal to the value defined in a desired QoS parameter in each of the nodes.

**Theorem 3.** Recognition through partial signals. A pattern is recognized if the QoS value lies within the range of the quality acceptance threshold.

Formal specification of the operating activities data is established for the selection:

- **WS Providers:** A provider defines its services in form of a service specification file (WSF): $\text{WSF} = \{\text{WS}_1, \text{WS}_2, \text{WS}_3, ..., \text{WS}_n\}$ where each WS$_i$ corresponds to the WS deployed in that provider.
- **Cloud (C):** A Cloud may contain a finite number of providers that expose their WSFs, in a form: $\text{C} = \{\text{WSF}_1, \text{WSF}_2, \text{WSF}_3, ..., \text{WSF}_n\}$, where “n” is the number of WS providers.
- **WS:** WS is defined as a set of input (I), output (O) data and their non-functional requirements (RNF). The specification of this data is given according to WS standards and they are easily identifiable in the registration directories of each provider. Therefore, a WS is a 3-tuple $< \text{I}, \text{O}, |\text{RNF}| >$ and $|\text{RNF}|$ can be an RNF vector.
- **SLA:** it defines agreements to use the services between the client and the supplier, its function is to specify and clarify the performance expectations, establish responsibility, and specify options and outcomes if the performance or quality of service are not agreed by both parties.
Therefore, an SLA should be complied with for each WSC and these SLAs are defined as: 

$$\text{SLA} = \{\text{RNF}_1, \text{RNF}_2, \text{RNF}_3, \text{RNF}_4, \text{RNF}_5\}$$

where RNF are the nonfunctional requirements of each service and of the WSF and m the cardinality of the set of RNFs for the WSF whose maximum value will be five (5). These RNF are contained in the 3-tuple of the WS definition. Quality parameters used are taken from the research presented in [14].

**Figure 2.** Pattern recognition system for WSC.

Figure 2 shows the system of pattern recognition for web services. System is top-down, and its way of learning is by reinforcement, i.e. each WS must achieve the objectives or rewards of each recognizing module. However, the system can recognize in three levels, being the functional and the total those used in an abstract model of composition. Targets can be achieved in three ways: first, basic recognition consisting only of those WS whose description of services corresponds syntactically to a WS of some repository defined in group C; second, functional recognition, which corresponds to WSs that are recognized by key signals and can be used directly in the composition; and third, total recognition, at this level the composition model will achieve to satisfaction all WSs with their corresponding quality parameters. Modules architecture allows to operate with different strategies and optimization heuristics, that is, for the syntactic recognition module, any string recognition algorithm can be implemented. It should be noted that the key and partial recognition modules can be interchanged in their selection process. A general recognition algorithm (Algorithm 1) is described to follow.

Algorithm 1 works in the following way, the system receives a pattern with the registration of the data described in Figure 2, line 2 loads in memory the information of the WS and the abstract composition model, and each node will have its own recognition process; the process starts with the syntactic recognition of the service to filter and optimize the data that will be processed by the following recognition modules (line 4). Results obtained by this first filter will be processed by the key recognition module (line 7); however, it may be the case that the system only has partial recognition in which case the process would move to line 15. The recognition modules process is similar (8 line up to 14 line), for each WS incident information it is calculated if it complies with the optimal quality parameter, in order for the WS to be recognized it must pass through all the key signals that are defined for that particular node. Partial recognition selection process only changes that for its recognition only needs to activate signals that pass at a pre-defined quality threshold.
Algorithm 1. General recognition algorithm.

Input: S(Xi)
load_data S(Xi)
L=generate_list_WS(y)
If Recognize_syntactically(L)
create WS candidates on LC
Update pattern information -Partial learning
if |key sign| >0
for key_sign to
    if Recognizing_key_signal (i, LC)
        Create WS candidates on LC - Updating Partial
        Pattern Information
end_for
if |LC'| == |key sign|
Create WS Applicants on LC_keysii. Update pattern information -Learning with functional recognition.
else
    LC_keys=LC
if |partial_signal| >0
for key_partial to
    if Recognizing_key_signal(i, LC_keys)
        Create WS Applicants on LC and Update partial pattern information
        Update pattern information -Learning with functional
Create WS_list with LC_keys
Sending recognition to a higher level
end

6. Conclusion
WS selection strategy presented offers a dynamic model for the recognition of services over service involved in the composition. Ar2p as the basis of the solution offers learning by reinforcement in three basic levels, whose partial results could be used in a system with non-restrictive QoS parameters. Recursive behavior of the model makes the implementation of the modules at the software development level fast and easily scalable with the use of any optimization strategy that could be applied on each recognizing module. Ar2p’s characteristic functioning as a biological model of the neocortex offers a way of dividing the problem of composition selection into functional and descriptive tasks, whose conception of solution can be adapted to other search models.
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