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The need for large-scale production of highly accurate simulated event samples for the extensive physics programme of the ATLAS experiment at the Large Hadron Collider motivates the development of new simulation techniques. Building on the recent success of deep learning algorithms, variational autoencoders and generative adversarial networks are investigated for modelling the response of the central region of the ATLAS electromagnetic calorimeter to photons of various energies. The properties of synthesised showers are compared with showers from a full detector simulation using Geant4. Both variational autoencoders and generative adversarial networks are capable of quickly simulating electromagnetic showers with correct total energies and stochasticity, though the modelling of some shower shape distributions requires more refinement. This feasibility study demonstrates the potential of using such algorithms for ATLAS fast calorimeter simulation in the future and shows a possible way to complement current simulation techniques.
1 Introduction

The extensive physics programme of the ATLAS experiment [1] at the Large Hadron Collider [2] relies on highly accurate Monte Carlo (MC) simulation as a basis for hypothesis tests that compare physics models to collision data. Part of the simulation chain includes the interaction of incoming particles with the ATLAS detector. Calorimeters are a key detector technology used for measuring the energy and position of charged and neutral particles; however, it is computationally intensive to simulate their response to incoming particles. ATLAS employs sampling calorimeters where particles lose their energy in a cascade (called a shower) of electromagnetic and hadronic interactions with a dense absorber material. The number of particles produced in these interactions is subsequently measured in thin sampling layers of an active medium interleaved with the absorber material.

The deposition of energy from a developing shower in the calorimeter is a stochastic process that cannot be calculated from first principles rather is modelled with a precise simulation. It requires the calculation of interactions of particles with matter at the microscopic level as implemented using the Geant4 toolkit [3]. This simulation process is inherently slow and thus becomes a bottleneck in the ATLAS simulation pipeline [4, 5]. To meet the growing demands of physics analyses on MC simulation, ATLAS already relies strongly on fast calorimeter simulation techniques based on thousands of individual parameterisations of the calorimeter response in the directions longitudinal and transverse to the axis of the shower, given the pseudorapidity and initial energy of a single particle [6].

In recent years, it has been demonstrated that deep neural networks can accurately model the underlying distributions of rich, structured data for a wide range of applications, notably in the areas of computer vision, natural language processing and signal processing. The ability to embed complex distributions in a low-dimensional manifold has been leveraged to generate samples of higher dimensionality and
approximate the underlying probability densities. Among the most promising approaches to generative
models are variational autoencoders (VAEs) \cite{7, 8} and generative adversarial networks (GANs) \cite{9}, which
have been used to simulate the response of idealised and future high-granularity calorimeters \cite{10–14}.
This paper presents novel applications of generative models as alternatives to techniques currently used \cite{6}
in the fast simulation of the ATLAS calorimeter response. Notably, the two models presented in this
paper address the challenge of reproducing the true distributions of shower properties when using simple
generative models. Alongside the model presented in Ref. \cite{6}, this is one of the first applications of
generative models using the real ATLAS detector geometry instead of a simplified model and is the first to
use the readout of energy deposits recorded by the cells of the ATLAS calorimeter.

The simulation approach used in ATLAS focuses on single-particle simulations resulting in additive energy
deposits in the calorimeter. Fast-simulation approaches replace Geant4 for the simulation of individual
particles showering in the calorimeter. The ATLAS calorimeter is particularly challenging due to its
complex structure, which comprises several layers of cells with varying geometry and depth, following
an accordion shape in the radial direction in several layers. This paper focuses on generating showers
for single photons covering a range of energies from 1 GeV to 262 GeV in a narrow slice of the central
pseudorapidity region of the electromagnetic calorimeter.\footnote{ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates \((r, \phi)\) are used in the transverse plane, \(\phi\) being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle \(\theta\) as \(\eta = -\ln \tan (\theta/2)\). Angular distance is measured in units of \(\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}\).} The calorimeter geometry in the central region
is more uniform than in other regions, and the electromagnetic showers of photons are intrinsically less
complex than showers initiated by hadrons. By focusing on a narrow region of the calorimeter it is possible
to neglect the dependence of the calorimeter response on the pseudorapidity of the incident particle. These
approaches demonstrate the feasibility of using such models to generate particle showers that reproduce
numerous details of the Geant4 simulation, and this work shows possible ways to complement current
techniques.

The paper is organised as follows. Section 2 describes the design of the ATLAS detector, and the geometry
of the calorimeter system in particular. The Monte Carlo simulation samples are described in Section 3.
Section 4 presents a comprehensive summary of the deep generative models exploited in this work, as
well as their optimisation. The results obtained by these algorithms are reviewed in Section 5, with the
challenges faced discussed in Section 6. Section 7 summarises the achievements and challenges presented
in the paper.

\section{ATLAS calorimeter}

The ATLAS experiment at the LHC is a multipurpose particle detector with a forward–backward symmetric
cylindrical geometry, covering the full 4\(\pi\) solid angle almost hermetically by combining several subdetector
systems installed in layers around the interaction point.

Starting at the beamline and moving radially outwards, the ATLAS detector comprises an inner tracker
covering the central \(|\eta|\) region, a thin superconducting solenoid, a calorimeter system, and a muon
spectrometer based on a system of air-core toroidal superconducting magnets. The calorimeter system
consists of separate electromagnetic (EM) and hadronic calorimeters, which are designed to capture
and record the energy from different types of incident particles, and a forward calorimeter covering a pseudorapidity range of $3.2 < |\eta| < 4.9$. The EM and hadronic calorimeters covering the lower $|\eta|$ range are divided into the barrel and endcap regions.

The EM calorimeter in the barrel region, which covers $|\eta| < 1.475$, is a lead/liquid-argon (LAr) sampling calorimeter with an accordion geometry in the $\phi$ direction. It is constructed from accordion-shaped kapton electrodes and lead absorber plates with varying size in different regions of the detector, as shown in Figure 1. This geometry allows modules to overlap each other and eliminates intermodule gaps. The design provides EM energy measurements with high granularity and longitudinal segmentation into multiple layers, capturing the shower development in depth. The three layers in the central region of the EM barrel are labelled as front, middle and back. In the region $|\eta| < 1.8$, the ATLAS experiment is equipped with a LAr presampler detector to correct for the energy lost by electrons and photons upstream of the calorimeter and thus to improve the energy measurements in this region. The EM calorimeter is surrounded by a hadronic sampling calorimeter consisting of steel absorbers and active scintillator tiles, covering the central pseudorapidity range ($|\eta| < 1.7$).

The ATLAS EM calorimeter is segmented into three-dimensional cells, which are rectangular in the $\eta$–$\phi$ plane, follow the accordion shape in $r$, and vary in shape and size in the $(r/z, \eta, \phi)$ space. The EM calorimeter is over 22 electromagnetic radiation lengths in depth at $|\eta| \approx 0$, ensuring that there is little leakage of EM showers into the hadronic calorimeter. Throughout the paper, the raw $\eta$ and $\phi$ values of the calorimeter cells are used. These do not include corrections for imperfections in the detector, such as it sagging under its own weight, or misalignment.

Among the three EM barrel layers, the middle layer is the thickest and receives the largest energy deposit from EM showers. The front layer is thinner and exhibits a fine granularity in $|\eta| < 1.475$ (eight times finer than in the middle layer), but is four times less granular in $\phi$. In the back layer, less energy is deposited than in the front and middle layers. The detailed structure of the EM calorimeter system is shown in Figure 1.

3 Monte Carlo samples and preprocessing

The ATLAS simulation infrastructure, consisting of event generation, detector simulation and digitisation, was used to produce and validate the samples used in the studies presented in this paper. Dedicated samples of single photons were simulated in the ATLAS calorimeter using GEANT4 with the standard ATLAS Run 2 geometry, allowing the models to focus on simulating the showers initiated by photons which did not convert in the ATLAS inner tracking detector (ID). This simulation infrastructure is a component of an extensive software suite [16] which is also used in the reconstruction and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.

Training samples of individual photon showers were generated for nine discrete particle energies logarithmically spaced between 1024 and 262144 MeV, with the energy doubling in each step. These energy points are labelled by the nearest integer value in GeV. The showers are uniformly distributed in $0.20 < |\eta| < 0.25$, which corresponds to the width in $\eta$ of one cell in the back layer, and uniformly spread across the whole range of azimuthal angle $\phi$. Each simulated sample contains approximately 10 000 generated events, for a total of nearly 90 000 events. The initial ‘MC-truth’ particles were generated on the front surface of the calorimeter, representing the handover boundary between the ID and calorimeter in the Integrated Simulation Framework [4]. Thus, the showers are not subject to energy losses in the ID or the LAr cryostat. The generated samples do not include displacements corresponding to the expected beam
Figure 1: Schematic of a slice of the ATLAS electromagnetic calorimeter at \( \eta = 0 \) [15]. The cell geometry and relative depths of the individual layers are labelled for the front (Layer 1), middle (Layer 2) and back (Layer 3). The accordion structure can be seen along the depths of all sampling layers. The size and geometry of the cells in the presampler (PS) are shown to scale.

spread in the ATLAS interaction region, and their direction of propagation is consistent with production at the interaction point. In the digitisation of the Geant4 hit output for the training samples, some detector effects like electronic noise, crosstalk between neighbouring cells and dead cells are turned off. The true energy deposits considered in each cell only concern energy deposits in the sensitive material, which for the electromagnetic calorimeter is liquid argon, with a timing cut of 300 ns applied to the readout, and with Birks’ law [17] applied to the energy response. The sampling fraction of the calorimeter layer is subsequently applied to normalise the energy deposits in order to account for the energy deposited in the inactive material.

Since Geant4 is used for the simulation of the ID in the default ATLAS simulation chain, an additional set of testing samples, each with 5000 photon showers per energy point, was produced. These samples are used to assess the performance of the models when incorporated into the full simulation chain, replacing only the simulation of the calorimeter. These samples contain photons generated on the front surface of the calorimeter across a range to emulate the typical spread of collision vertex positions along the z-axis. The photons were generated in the simulation as originating directly from the surface of the calorimeter instead of from the interaction point in order to explicitly exclude energy losses in the ID. This makes possible a modular combined simulation of the ID and the calorimeter in the ATLAS simulation framework, each with their own simulation code, e.g. full detailed simulation in the ID with Geant4 and fast simulation approaches in the calorimeter. The lack of ID simulation does not impact the assessment of the performance, as in all cases the models will produce showers for the energies of photons as they reach the calorimeter and are independent of the previous stages. All detector and digitisation effects are
included, in contrast to the samples produced for training. Finally, photon reconstruction [18] is applied to the simulated showers, and all shower shape variables used to assess the performance of the simulation approaches are calculated as part of the photon reconstruction algorithm.

The showers originating from photons deposit the majority of their energy in the EM calorimeter, especially those from low-energy photons. Therefore, to simplify the task, only layers of the EM calorimeter are considered. As a further simplification, calorimeter cells are approximated by cuboids and do not follow the accordion shape, and only the energy deposits within a rectangular selection are considered for each layer. The dimensions of the rectangle in the middle layer are chosen to be $7 \times 7$ cells in $\eta \times \phi$, containing more than 99% of the total energy deposited by a typical electromagnetic shower in this layer. This selection is consistent with other fast calorimeter simulations used in ATLAS.

The dimensions in the remaining layers are chosen such that the spread in $\eta$ and $\phi$ in the middle layer rectangle is covered. As the cells in each layer do not have the same size in $\eta$ and $\phi$, it is not possible to select a single window with the same dimensions in $\Delta \eta$ and $\Delta \phi$ for all layers which lines up with cell edges in a $7 \times 7$ selection in the middle layer. To select the cell windows in each layer, two slightly different approaches are employed. In both approaches the cells are selected with respect to the impact cell, defined as the cell closest to the extrapolated trajectory of the photon. In both approaches a fixed window size is used for each layer. The two approaches differ only in how to select the cell window in the front and back layers, which has only a small impact on the overall performance. The two models aim to reproduce the energies deposited in each of the cells within the windows across all layers, after accounting for the sampling fraction in each layer.

In the first approach, used by the GAN, the cells in the presampler, front and back layers are chosen such that they cover the area of all cells in the $7 \times 7$ window in the middle layer; this results in cell windows which are larger in $\phi$ ($\eta$) in the front (back) layer. The window size in number of cells for the presampler, front and back layer are $7 \times 3$, $56 \times 3$ and $4 \times 7$, respectively. In total, the energy deposits in 266 cells are considered. Due to the different sizes of the cells in the front and back layers, and because the cell edges are designed to align with those in other layers, the cell windows in the front and back layers are not centred on the window in the middle layer but instead ‘overhang’ in the $\phi$ or $\eta$ direction respectively. There are four (two) possible alignments of the cell window in the front (back) layer relative to the cell window in the middle layer.

The second approach, which is used by the VAE, makes use of the impact position in each layer to select the centre cell for the cell window in that layer. Since an odd number of cells in both $\eta$ and $\phi$ per layer are required in order to have only one centre cell per layer, this results in an additional row of cells in $\eta$ in the front and back layers, corresponding to an additional 10 cells. In total, the energy deposits in 276 cells are considered. In both cell-window approaches, when simulating new showers the energies of cells outside of the selected cell windows are set to zero.

In this paper the detailed simulation samples are produced with Geant4 without any simplifications applied; training samples are produced with Geant4 with simplifications applied; and generated data are showers produced by the two models, the VAE and the GAN. All three samples are simulated data.

4 Models

The architecture of the studied neural networks, the objective functions used in the training, the tuning of the hyperparameters and their impact on the shower simulation are discussed in this section. A general
introduction to machine learning is given, for example, in Refs. [19, 20]. Two fundamentally different architectures were studied, a VAE and a GAN. It should be emphasised that in both cases the training data are given as an unstructured vector of calorimeter cell energies, along with a few additional condition parameters. The correlations between deposits in neighbouring cells, within the same layer or in depth, are learned directly from the training data without being reflected in the architecture. Although convolutional layers were studied to exploit information about the local structure, they did not bring any improvement over dense layers. Furthermore, determining which trained model produces the most realistic showers across all ranges of energies and distributions is a fundamental challenge in the optimisation of generative models for use in calorimeter simulation and requires visual inspection of a range of key distributions. It is not trivial to quantify the performance trade off in different observables and across the different energy values.

4.1 Variational autoencoders

VAEs [7, 8] are a class of unsupervised learning models combining deep learning with variational inference. They are composed of two stacked neural networks, acting as an encoder and a decoder respectively, and can be used as generative models. VAEs are latent-variable models that introduce a set of random variables that are not directly observed but are used to reveal underlying structures in data. As such, the encoder \( q_\theta(z|x) \) compresses the input data \( x \), in this case the energy deposits of a calorimeter shower, into a lower-dimensional latent variable \( z \). The learnable parameters of the encoder are denoted by \( \theta \). It should be explicitly noted that this latent representation is stochastic, i.e. \( q_\theta(z|x) \) maps \( x \) to a full distribution rather than being a function \( x \mapsto z \). The decoder \( p_\phi(x|z) \) learns the inverse mapping, thus reconstructing the original input from this latent representation. The learnable parameters of the decoder are denoted by \( \phi \). Once the model is trained, the decoder can be used independently of the encoder to generate data \( \tilde{x} \); new calorimeter showers are synthesised by sampling \( z \) according to the prior probability density function \( p(z) \), which they are assumed to follow, and then sampling \( \tilde{x} \) from \( p_\phi(x|z) \). The prior distribution of the latent variable \( p(z) \) is chosen to be a multivariate normal distribution with a covariance equal to the identity matrix.

The model explored in this paper is composed of two stacked neural networks each comprising four hidden layers. The input to the encoder is the energy of each of the cells in the window selected for each layer, as introduced in Section 3. As a result, the output of the decoder consists of the energies of 276 cells for each shower. The architecture is illustrated in Figure 2. The implemented model is conditioned [21, 22] on the energy of the incident particle to generate showers corresponding to a specific energy. The encoder and decoder networks are connected and trained together, but only the decoder is used to generate new showers. The training maximises the variational lower bound on the marginal log-likelihood for the data, approximated with the reconstruction loss, and the Kullback–Leibler divergence [23] \( D_{KL} \) of the distribution of the encoded latent space with respect to \( p(z) \). The total loss is given by

\[
\log p(x) \geq E_{z \sim q_\theta(z|x)} [ \log p_\phi(x|z) ] - D_{KL}(q_\theta(z|x) \| p(z)) .
\]

The variational lower bound \( E_{z \sim q_\theta(z|x)} [ \log p_\phi(x|z) ] \) measures the expectation value of the log probability of inputs reconstructed by the decoder \( p_\phi(x|z) \), with \( z \) sampled from the encoded latent space distribution \( q_\theta(z|x) \) for the given input data \( x \). This penalises the VAE for generating output distributions different from the input training data \( x \) and thus characterises the capacity of the decoder to recover data from the
Figure 2: Schematic representation of the architecture of the VAE presented in this paper. It is composed of two stacked neural networks, each consisting of four hidden layers with 281, 500, 100, and 50 nodes, arranged so that the networks acts as an encoder and decoder (with the layer structure reversed). The encoder compresses the input, comprising 276 cell energies and the five energy fractions, into a five-dimensional latent space, with encoded events constrained to follow a multidimensional Gaussian distribution. The latent variable $z$, whose prior distribution is chosen to be a multivariate normal distribution, is formed by combining an encoded mean $\mu$ and standard deviation $\sigma$ for each encoded event with a factor $\epsilon$ sampled from the unit normal distribution. The decoder takes the latent space as an input and tries to reconstruct the original inputs. The model uses a tanh activation function for the hidden layers and a sigmoid function for the output layer. The implemented algorithm is conditioned on the energy of the incident particle to generate showers corresponding to a specific energy. The condition is passed to both the encoder and decoder networks alongside their inputs.

 latent representation. Assuming that the reconstructed input data $\tilde{x}$ differ from the true input samples $x$ in a normally distributed way, the mean squared error $\|\tilde{x} - x\|^2_2$ is used as the reconstruction loss. The second term, the negative Kullback–Leibler divergence, measures the divergence of the encoded latent space distribution $q_{\theta}(z|x)$ from the chosen prior probability density function $p(z)$. It is defined as

$$-D_{KL}(q_{\theta}(z|x)||p(z)) = \frac{1}{2} \sum_{i=1}^{n} \left( 1 + \log \left( \frac{\sigma_i^2(x)}{\sigma_i^2(x)} \right) - \frac{\sigma_i^2(x)}{\sigma_i^2(x)} - \mu_i^2(x) + \sigma_i^2(x) \right),$$

where $\mu_i$ and $\sigma_i$ enter $q_{\theta}(z|x)$ as the normal distribution $N(\mu, \sigma)$ and $n$ is the number of latent-space dimensions.

For fast calorimeter simulation, the objective function is scaled by a weight for each term, controlling the relative importance of the contributions during the optimisation of the model, as proposed by the $\beta$-VAE model [24]. The $D_{KL}$ term acts as a regularisation, and changing its weight directly affects the generated distributions. In contrast to the values proposed in Ref. [24], $D_{KL}$ is multiplied by a weight $w_{KL}$ in the interval $[0, 1]$ to prioritise reconstruction performance over accurately matching the latent space distribution to the chosen prior $p(z)$. At the maximum value for the weight, the loss becomes equivalent to the true variational lower bound, as seen in Eq. (1).

The VAE in this paper is implemented in Keras 2.3.1 [25], using TensorFlow 1.15.0 [26] as the backend with mini-batch gradient descent via the Adam optimiser [27]. It is trained on an NVIDIA® Titan X Pascal graphics card with a processing power of 3584 cores, each clocked at 1417 MHz, for a total of 1000 epochs, which results in a maximum training time of around 4 hours for the networks. A hyperparameter scan is
performed to find the best network architecture and hyperparameter settings. The final network is chosen by minimising the total loss after training for a set number of epochs and inspecting the physics observables of new showers generated by sampling from the latent space according to the prior distribution \( p(z) \).

**Data reparametrisation**

When training the VAE on the absolute energies in all of the cells, even with the condition of the photon energy, it was found that the network could accurately model either the total energy of the shower or the distribution of cell energies within each layer, but not both with the same model. In order to address this issue the representation of the inputs entering the network was reparametrised to simplify the learning process. Per shower, the energies of the cells within each layer are normalised to the total energy recorded in that layer. For a cell \( j \) in layer \( i \), its new value is given by the ratio

\[
R_{Cell(i,j)} = \frac{E_{Cell(i,j)}}{E_{Layer(i)}} = \frac{E_{Cell(i,j)}}{\sum_{j=1}^{N_i} E_{Cell(i,j)}},
\]

where \( N_i \) is the number of cells in the selected window for each of the four layers.

In order to preserve the correlations of the energies across layers, and to retrieve the absolute energy of each cell from the output of the decoder, the VAE is tasked with learning the energy deposited in each layer and the total energy of the shower. This is encoded as five additional features provided as input to the model. For each event the total energy of the shower divided by the MC-truth energy of the photon, and the energy in each layer divided by the total energy of the shower, are provided as additional inputs which are to be reconstructed. Consequently, the input and output of the model each consist of 281 features, alongside the MC-truth energy of the input particle used to condition the model.

Furthermore, to improve the performance in reconstructing the shape of the showers within each layer a modification is made to the reconstruction loss term in the loss function. To capture the importance of accurately reconstructing the energies of cells closer to the shower centre while accommodating the variability of cell energies at the edges of the shower, a weight term for each of the \( m \) input features is incorporated into the reconstruction loss:

\[
L_{VAE}(x, \tilde{x}) = ||\tilde{x} - x||_w^2 + w_{KL} \frac{1}{2} \left( 1 + \log \left( \sigma^2(x) \right) - \mu^2(x) - \sigma^2(x) \right).
\]

The weights \( w_i \) are derived from the width of the input distribution per feature \( i \) over all training events. To assign a higher importance to input features with a narrower spread of values, the weights \( w_i \) are calculated per feature from the inverse of the standard deviation calculated over all showers. These weights are derived in the same way for all 281 features. The full loss function used in the training is therefore

\[
L_{VAE}(x, \tilde{x}) = ||\tilde{x} - x||_w^2 + w_{KL} \frac{1}{2} \left( 1 + \log \left( \sigma^2(x) \right) - \mu^2(x) - \sigma^2(x) \right).
\]
4.2 Generative adversarial networks

GANs are unsupervised learning algorithms implemented as a deep generative neural network taking feedback from an additional discriminative neural network. Originally developed as a minimax game [28] for generating realistic-looking natural images [9], GANs have a wide range of applications, including calorimeter simulation [10–12]. The gradient-penalty-based Wasserstein GAN (WGAN-GP) is a slightly modified algorithm that is widely used because it is more stable during training [29, 30]. This is the flavour of GAN used in this paper and from now on is referred to as the GAN. The GAN is composed of three neural networks: a generator, a standard critic and an additional critic for the total energy. The model is conditioned on the energy of the incident particle, its position within the impact cell and the alignments of the cell windows across the layers in $\eta$ and $\phi$, discussed in Section 3. The detailed architecture of the three networks is illustrated in Figure 3.

A series of preprocessing steps are applied to each of the neural network inputs to make the learning easier. Firstly, the cell energies for each shower are normalised by the true energy of the incident particle.
Although it is susceptible to confirmation biases, the strategy was found to be better than using standard A regulariser on the sum of magnitudes of the outputs is applied to the final layer of the generator to \((GPW)\). The algorithm is further extended to estimate conditional probabilities, leaving the evaluation of TensorFlow 1.3.0 [26] as the backend, and the networks are trained with mini-batch gradient descent using the RMSProp optimiser [33].

The loss function for each of the critics is

\[
L_{\text{Critic}} = E_{\hat{x} \sim p_{\text{gen}}} \left[ D(\hat{x}) \right] - E_{x \sim p_{\text{GANv4}}} \left[ D(x) \right] + \beta E_{\hat{x} \sim p_{\text{GANv4}}} \left[ (||\nabla_{\hat{x}} D(\hat{x})||_2 - 1)^2 \right].
\]

Here, \(p_{\text{GANv4}}\) is the GeANT4 probability distribution, \(p_{\text{gen}}\) is the probability distribution of outputs from the generator network (which takes a standard-normal-distributed latent space as input), \(D(x)\) is the output of the critic network for real showers from GeANT4 and \(D(\hat{x})\) is the output for showers generated by the generator. During training, the critic \(D\) tries to maximise the distance between the predictions for the showers drawn from GeANT4 and those from the generator. The term \(E_{\hat{x} \sim p_{\text{gen}}} \left[ D(\hat{x}) \right]\) represents the critic’s ability to correctly identify synthesised showers, while the term \(E_{x \sim p_{\text{GANv4}}} \left[ D(x) \right]\) represents the ability of the critic to correctly identify showers from GeANT4.

The last term in the loss function, \(\beta E_{\hat{x} \sim p_{\text{GANv4}}} \left[ (||\nabla_{\hat{x}} D(\hat{x})||_2 - 1)^2 \right]\), is the two-sided gradient penalty (which leads to the ‘GP’ in WGAN-GP). Here \(D(\hat{x})\) is the output of the critic for a mixture of real and generated showers, where \(\hat{x}\) can be interpreted as a random point along the straight line connecting a point from the real distribution \(p_{\text{GANv4}}\) and generator distribution \(p_{\text{gen}}\). The value of the hyperparameter \(\beta\) indicates the relative importance of the final term in the loss function and is known as the ‘gradient penalty weight’ (GPW). The algorithm is further extended to estimate conditional probabilities, leaving the evaluation of the gradient penalty over the showers unchanged.

For the energy critic, the input image of the shower is replaced by the total energy of the three-dimensional image. The loss function remains the same, although \(x\), \(\hat{x}\) and \(\hat{x}\) are now taken as the sums over all respective values.

A regulariser on the sum of magnitudes of the outputs is applied to the final layer of the generator to encourage the generation of sparse energy deposits. The GAN is trained for 25 000 epochs, but the best epoch is chosen manually due to epoch-to-epoch fluctuations in performance. After a primary, loose shortlisting based on the RMS difference between the covariance matrices of the GAN and GeANT4 distributions, the best model is chosen through visual inspection of the energy resolution and the ability of the GAN to condition on the calorimeter geometry, manifested by its modelling of the mean \(\eta\) in the back layer and width in \(\phi\) for the front layer. A similar strategy is also employed in hyperparameter searches. Although it is susceptible to confirmation biases, the strategy was found to be better than using standard statistical distance measures such as Kolmogorov–Smirnov or Anderson–Darling tests, due to the difficulty in quantitatively assessing performance across multiple distributions and a wide range of energies.

The training for 25 000 epochs was completed in 79 hours using approximately 50% of the available training data on an NVIDIA® Kepler™ GK210 GPU with a processing power of 2496 cores, each clocked at 562 MHz. The card has a video RAM size of 12 GB with a clock speed of 5 GHz. The training data are read from memory. Although trained on different hardware to the VAE, this has a negligible impact on comparisons of model performance. The model is implemented in Keras 2.0.8 [25], using TensorFlow 1.3.0 [26] as the backend, and the networks are trained with mini-batch gradient descent using the RMSProp optimiser [33].
4.2.1 Energy critic

When training a WGAN-GP with a single critic, it was found that the model failed to simultaneously reproduce the energy resolution of the detector and the lateral shower shapes. This is because in gradient-penalty-based Wasserstein GANs, the gradient penalty prevents the critic from making sharp decisions based on every cell of the input. For example, a GPW of \(10^{-13}\) allowed better modelling of the energy resolution of the detector at the cost of poorer lateral shape distributions and training stability. The final choice was optimised for the overall network performance, not just the total energy.

Disentangling the two tasks into separate critic networks allows the injection of domain priorities into the training algorithm. In addition to the original critic which focuses on the shower shapes, an additional energy critic with a GPW of \(10^{-8}\) is trained to be blind to all aspects of the calorimeter image except the total energy. The generator network is trained against the critic and energy critic simultaneously with a loss ratio of \(1 : 10^{-6}\), forcing it to learn the shower shapes and the total energy distributions simultaneously. The combined loss for the generator is

\[
L_{\text{Generator}} = E_{\tilde{x} - p_{\text{gen}}} [D(\tilde{x})] + 10^{-6} \cdot E_{\tilde{x} - p_{\text{gen}}} \left[ D_{E} \left( \sum_{\text{cells}} \tilde{x} \right) \right],
\]

where \(D(\tilde{x})\) and \(D_{E} (\sum_{\text{cells}} \tilde{x})\) are the outputs of the first critic and the energy critic for a generated image \(\tilde{x}\). This concept could be extended further with the insertion of additional physics observables as inputs to the second critic, or additional critics, if necessary, in order to explicitly indicate the importance of modelling particular physics-motivated features to the generator within the training algorithm.

4.3 Comparison with prior work

In contrast to other approaches in previous work, the models in this paper are trained and evaluated using samples produced with the detailed simulation model used by the ATLAS Collaboration.

This is one of the first applications of generative models using the real ATLAS detector geometry instead of a ‘toy’ detector model, and it is the first to use the readout of the energy deposits recorded by the cells of the ATLAS calorimeter. Although the study is performed in a small region in \(\eta\), the full \(\phi\) range is simulated. This introduces various complications, such as the changing geometry of the calorimeter. However, it also presents many benefits, such as the ability to perform a direct comparison with the full simulation of interactions in the calorimeter from Geant4. These comparisons are performed in terms of memory footprint and speed. Future comparisons with current state-of-the-art fast simulation approaches are also simplified. Comparisons with reconstructed physics objects can also be performed after implementation in the full simulation chain used by the ATLAS experiment. The effect of calibration, which is tuned using only Geant4 simulations, can also be studied. Overall, this makes it possible to understand the differences at the level of real physics analyses and not just in the study of a shower simulation.

As mentioned previously, the geometry of the ATLAS calorimeter itself presents its own challenges. The ATLAS calorimeter is constructed from cells arranged in several layers radially around the interaction point, comprising cells of varying size and depth. This creates a varying arrangement of calorimeter cells depending on where in the calorimeter the cell selection is performed. The detector geometries presented in Refs. [10–14], in contrast, model a cuboidal block of detector volume which does not require any further window selection. Furthermore, in the models presented in this paper, only the four EM calorimeter layers are considered and information about the depth of a shower is not represented by coordinates in the
direction, but rather by a label for each layer. This has the effect of simplifying the geometry in the radial direction, but it also adds a complication when modelling the propagation of the shower through the detector. Since the cells in the different layers have different sizes, this adds complexity especially when selecting and ordering the relevant cells. To address this challenge, the input is simplified by representing the cells as a single concatenated vector with no spatial information or relationship preserved, instead of using three-dimensional convolutional layers in the networks. Any spatial relationship between cells in generated showers is therefore learned by the two models.

Similarly to previous approaches which have focused on a block of calorimeter layers, the models in this paper are trained to model showers only in a narrow $\eta$ window in the ATLAS detector. This removes the challenge of modelling the changing combination of layers and varying granularity of cells across the different layers of the ATLAS detector.

In comparison to the models presented in Refs. [13, 14], which synthesise particle showers in high-granularity calorimeters, the architectures of the two models presented in this paper are much less complex. Instead, the challenges faced in accurately simulating particle showers, such that they are able to reproduce global distributions constructed from the generated outputs, are addressed by using innovative adaptations. The most notable of these are the additional critic in the WGAN to improve the modelling of the overall calorimeter energy response, and the reparametrisation of the inputs in the VAE whereby the network is trained on relative energies instead of absolute values. Problems with WGAN-GPs, similar to those addressed by the network presented in this paper, have been encountered in other applications in high-energy physics, and were addressed using a Maximum Mean Discrepancy loss term [34] and postprocessing networks [13].

Furthermore, in contrast to other approaches, only fully connected layers are employed in the networks, and the calorimeter design and structure is not reflected in the design of the models.

5 Results

To assess the quality of the generative models described in this paper, generated electromagnetic showers for single photons with various energies are compared with the training samples and the detailed simulation. Comparisons with the training samples are used to assess whether the energy deposits in the cells are well modelled, before the addition of digitisation noise which would hide the true modelling. The detailed simulation is used to assess the real performance of these models in the setting where they would be employed. Due to the stochastic nature of shower development in the calorimeter, it is not possible to determine the quality of the shower generation by looking at individual showers. Instead, relevant distributions used during event reconstruction and particle identification, such as the total energy, the energy deposited in each calorimeter layer and the relative distribution of energies in the calorimeter cells, are compared. This tests the quality of the shower generation and also whether probabilities and correlations in the shower development are reproduced correctly.

All observables studied test the ability of the models not only to generate realistic showers, but also to capture complex underlying correlations between the deposits in different cells in all layers. This presents a challenge to all generative models, which are normally designed and employed to generate realistic and accurate-looking samples in isolation, rather than capturing and reproducing complex underlying correlations and distributions from the data.
Furthermore, all distributions used to assess the performance are unseen during the training, with no optimisation of the models via comparisons with the detailed simulation or for the observables describing the shower substructure. The models were optimised to maximise their ability to reconstruct the total shower energy across all energy points equally well, with performance assessed on only a few simple shower-shape observables constructed from the training samples in addition. Comparisons with the detailed simulation also present additional challenges, as several effects from the detailed simulation, such as underlying correlations arising from the $z$-spread of the photons (emulating the range of collision vertex positions), are not shown to the models during training and thus they will not learn this behaviour.

Three energy points from the nine used in training the models, 4 GeV, 65 GeV and 262 GeV, are compared. The 262 GeV and 65 GeV energy points are the highest- and third-highest energy points used in training respectively. High-energy showers are known to be the hardest to model due to the higher degree of complexity and substructure which is present in showers from more energetic incident particles. Due to the difficulty of the task and the various challenges presented in defining single metrics, as discussed in Section 6, the relative performance of these models is therefore assessed qualitatively by observing the modelling across multiple distributions.

### 5.1 Shower generation

The models presented in this paper are designed to produce the same calorimeter response to a specific photon energy as the full detector simulation. The energy deposited in the individual calorimeter layers is shown in Figure 4 for photons with an energy of 65 GeV. Both the VAE and GAN reproduce the range of energy values in the training data. They also produce distributions similar to those in the training data, with the VAE reproducing the distribution of the deposits in individual layers more accurately in the front and middle layer. Poorer agreement is observed in the presampler and in the back layer, where both models simulate showers with lower energies than in training data. It should be noted that in comparison with the GAN, the VAE is additionally tasked with reconstructing the fraction of the total shower energy that is recorded in each layer, which has a large impact on the ability to reconstruct these distributions.

The average shower shape measured inside the calorimeter layers depends strongly on the longitudinal shower profile in the calorimeter and is used, for example, to distinguish photons from electrons. The modelling of the longitudinal shower development is shown in Figure 5 for photons with different energies. The reconstructed longitudinal shower centre, referred to as shower depth, is the energy-weighted mean of the longitudinal centre positions $d_i$ of all calorimeter layers,

$$d = \frac{1}{E} \sum_{i \text{layers}} E_i d_i,$$

with $d_i$ taken from the nominal geometry description. Both models are able to reproduce the trend between the typical depth of the showers and the incident particle energies, showing that they are able to learn about correlations between energy deposits in different layers. Compared to the GAN, the VAE demonstrates better agreement across all energy points in modelling not just the range of shower depths but also the distributions. This is consistent with the observed performance of the VAE and GAN in modelling the individual layer energies. Another measure of longitudinal shower shape is the second $\lambda$ moment of the shower [35], which is shown in Figure 6. This observable measures the spread of energy in the longitudinal development of the shower, in contrast to the shower depth, which measures the mean position. The second $\lambda$ moment is used in Figure 6 to compare the models with the detailed Geant4 simulation as it is sensitive
Figure 4: Energy deposited in the individual calorimeter layers, (a) the presampler, (b) the front layer, (c) the middle layer, and (d) the back layer, for photons with an energy of 65 GeV. The energy deposits from the Geant4 training data (black markers) are shown as reference points and compared with those from a VAE (solid red line) and a GAN (solid blue line). The error bars and the hatched bands indicate the statistical uncertainty of the training data and the synthesised samples, respectively. The underflow and overflow are included in the first and last bin of each distribution, respectively. All showers are simulated consistent with the training samples, considering only the energy deposits in the cells of the four electromagnetic calorimeter layers without digitisation and crosstalk noise.
to the noise and digitisation of the cells. It provides a stringent test of the ability of the two models to correctly capture correlations between the energies deposited in the cells of all four layers of the EM calorimeter. Here the VAE is able to follow the overall distribution for energies up to 65 GeV, but the GAN is unable to model the observable in all but the lowest-energy showers.

Figure 7 shows the total energy response of the calorimeter, $E$, to photons with energies of 4 GeV, 65 GeV, and 262 GeV. Figure 8(a) shows the simulated energy as a function of true photon energy, comparing the models’ ability to recover the mean shower energy and the energy resolution across all generated showers for a given true energy, testing the reproduction of the stochasticity of the shower energy. The error bars indicate the resolution of the simulated energy deposits. The statistical standard error of the mean is not shown; it is negligible given the amount of simulated data for each energy point. The GAN reproduces the mean shower energy simulated by Geant4 for all energy points better than the VAE, with the VAE showing significant deviations from the Geant4 simulation, particularly at low energies, indicating a systematic underestimation. The GAN also models the energy spread better than the VAE for all energies, although both the GAN and VAE underestimate it at lower energies and overestimate it at higher energies. The same plot is shown in Figure 8(b) for reconstructed photons generated using the samples with full detector simulation including digitisation and readout noise. The level of agreement between Geant4 and both the VAE and GAN is similar to that seen in Figure 8(a). In the absence of the energy critic, the energy resolution of the GAN was too large by a factor of two at high energies. Without the reparametrised inputs for the VAE, the spread as measured by the RMS was several times too large.

In addition to the detector energy response and general shower shape, there are further distributions which must be well modelled in order for the generative models to be considered for use in the simulation chain. These distributions are used to identify the nature of the incident particle which produced the shower in the ATLAS detector, and describe the substructure of the shower [18]. The performance of the two generative models in attempting to reproduce four of these distributions, namely $w_{\text{tot}}$, $R_\eta$, $R_\phi$ and $w_{\eta^2}$, is shown in Figures 9, 10, 11, and 12 respectively. The four variables describe the lateral shape of the shower in the front and middle layers of the EM calorimeter, and definitions of the variables can be found in Ref. [18]. For these comparisons, the detailed simulation is used. The GAN and VAE show a similar level of agreement with the Geant4 simulation at low energies, but at higher energies the VAE reproduces the distributions more accurately than the GAN.

Another measure of performance is the time taken by a model to generate a new shower relative to the time taken by the full simulation in Geant4. For the full simulation, the amount of time required to simulate a single particle scales linearly with the particle energy. For both the VAE and the GAN, there is no energy dependence because the showers are generated in the same manner for all energy points. Furthermore, the time required by the models to generate a photon shower is an order of magnitude less for photons with an energy of 8 GeV and over two orders of magnitude less at 262 GeV. The memory footprint of the generative models is also very small, with only about 5 MB needed to generate showers for photons. This is small enough to encourage development of such methods for a wider region of the detector. As is the case for the current fast simulation approaches, the generative models simulate showers quickly enough for other aspects of the simulation code to dominate the required computation time.

### 5.2 Modelling of particle impact position within a cell

In the case of the GAN, two conditioning parameters are provided to the model in order to account for the impact position of the incoming particle with respect to the centre of the impact cell, extrapolated from its
Figure 5: Reconstructed longitudinal shower centre (shower depth) for photons with an energy of (a) 4 GeV, (b) 65 GeV and (c) 262 GeV. The shower depth for the Geant4 training data (black markers) are shown as reference points and compared with those from a VAE (solid red line) and a GAN (solid blue line). The error bars and the hatched bands indicate the statistical uncertainty of the training data and the synthesised samples, respectively. The underflow and overflow are included in the first and last bin of each distribution, respectively. All showers are simulated consistent with the training samples, considering only the energy deposits in the cells of the four electromagnetic calorimeter layers without digitisation and crosstalk noise.
Figure 6: Reconstructed second $\lambda$ moment of showers for photons with an energy of (a) 4 GeV, (b) 65 GeV and (c) 262 GeV. The second $\lambda$ moment for the full detector simulation (black markers) is shown as reference points and compared with that from a VAE (solid red line) and a GAN (solid blue line). The error bars and the hatched bands indicate the statistical uncertainty of the training data and the synthesised samples, respectively. The underflow and overflow are included in the first and last bin of each distribution, respectively. All showers are simulated using the full simulation chain, including both the inner detector and the digitisation and crosstalk noise.
Figure 7: Total energy response of the calorimeter to photons with an energy of (a) 4 GeV, (b) 65 GeV, and (c) 262 GeV. The calorimeter response for the \textsc{Geant4} training data (black markers) are shown as reference points and compared with those from a VAE (solid red line) and a GAN (solid blue line). The error bars and the hatched bands indicate the statistical uncertainty of the training data and the synthesised samples, respectively. The underflow and overflow are included in the first and last bin of each distribution, respectively. All showers are simulated consistent with the training samples, considering only the energy deposits in the cells of the four electromagnetic calorimeter layers without digitisation and crosstalk noise.
true trajectory. This offset can have an effect on the shower shape, with the showers on average not being centred on the centre of the impact cell which was used to select the window, but instead on the true impact point within that cell.

To visualise the performance of these two conditioning parameters, Figure 13 shows the average energy-weighted shower centre in $\eta$, with respect to the centre of the impact cell, as a function of the true displacement of the incoming particle from the centre of the impact cell in the middle layer. Although there is not perfect agreement, the trend is well modelled with ‘S’ shapes for each impact cell. This level of agreement results in an improvement in the lateral development of generated showers in comparison with models trained without the impact position information. For the VAE, which was not conditioned on these parameters, the average position is always the centre of the impact cell in each layer for all values of the particle impact $\eta$. In the front layer, this appears as a step function with seven steps, one for each cell, and a flat distribution in the middle layer as the impact position is always in the centre cell.

5.3 Interpolation and extrapolation

A key consideration when training a generative model is its ability to infer and model distributions for points which were not seen during training. In the case of shower simulation, one of the key properties of an incoming particle is its energy, which is used as a conditioning input in both of the architectures presented in this paper. However, in total only nine discrete energies were used in the simulation of the samples used to train the networks, whereas there is a continuous distribution of possible energies.
Figure 9: Total lateral shower width $w_{s\text{tot}}$ in the front EM layer for photons with an energy of (a) 4 GeV, (b) 65 GeV, and (c) 262 GeV. The calorimeter response for the full detector simulation (black markers) is shown as reference points and compared with that from a VAE (solid red line) and a GAN (solid blue line). The error bars indicate the statistical uncertainty of the detailed simulation and the synthesised samples. All showers are simulated using the full simulation chain, including both the inner detector and digitisation and crosstalk noise.
Figure 10: The energy ratio $R_{\eta}$ in the middle EM layer for photons with an energy of (a) 4 GeV, (b) 65 GeV, and (c) 262 GeV. The calorimeter response for the full detector simulation (black markers) is shown as reference points and compared with that from a VAE (solid red line) and a GAN (solid blue line). The error bars indicate the statistical uncertainty of the detailed simulation and the synthesised samples. All showers are simulated using the full simulation chain, including both the inner detector and digitisation and crosstalk noise.
Figure 11: The energy ratio $R_\phi$ in the middle EM layer for photons with an energy of (a) 4 GeV, (b) 65 GeV, and (c) 262 GeV. The calorimeter response for the full detector simulation (black markers) is shown as reference points and compared with that from a VAE (solid red line) and a GAN (solid blue line). The error bars indicate the statistical uncertainty of the detailed simulation and the synthesised samples. All showers are simulated using the full simulation chain, including both the inner detector and digitisation and crosstalk noise.
Figure 12: Lateral shower width $w_{\eta^2}$ in the middle EM layer for photons with an energy of (a) 4 GeV, (b) 65 GeV, and (c) 262 GeV. The calorimeter response for the full detector simulation (black markers) is shown as reference points and compared with that from a VAE (solid red line) and a GAN (solid blue line). The error bars indicate the statistical uncertainty of the detailed simulation and the synthesised samples. All showers are simulated using the full simulation chain, including both the inner detector and the digitisation and crosstalk noise.
A test of the performance of these generative models is how well showers for particles with novel MC-truth energies are modelled. To test this, two cases are considered, interpolation and extrapolation. Two new energy points are considered, 25 GeV, which falls roughly halfway between two energy points (16 GeV and 32 GeV), and 524 GeV, which is twice as large as the highest energy point seen during training. New showers are generated at these energies using the VAE and GAN and compared with showers simulated using the full simulation chain. Generative models are expected to perform well at interpolation. However, they are not expected to deliver the same level of performance when extrapolating outside of the known distributions.

To assess the interpolation performance, showers for photons with an MC-truth energy of 25 GeV are generated using the VAE and GAN, and compared with showers produced using the Geant4 simulation. The total energy response of the detector and the reconstructed longitudinal shower centre for these showers are shown in Figure 14 compared with the training data. The second $\lambda$ moments are shown in Figure 15 compared with the detailed simulation. Figure 16 shows the $R_\eta$ and $R_\phi$ shower shape observables used in electron and photon identification compared with the detailed simulation. The level of performance is the same as seen for neighbouring energy points used to train the models, demonstrating that the models are able to interpolate to energy points not seen during training.

To test the extrapolation performance, showers are generated for photons with an MC-truth energy of 524 GeV. The chosen energy point is a factor of two larger than any of the photon energies seen during training. Figure 17 shows the total calorimeter energy response in comparison with the detailed simulation. The total energy response is not as well modelled as the highest energy point used in training, seen in
Figure 14: The (a) total energy response of the calorimeter and (b) reconstructed longitudinal shower centre (shower depth) for photons with an energy of 25 GeV. This energy is not seen during training and demonstrates the ability of the models to interpolate to other energies. The distributions for the Geant4 training data (black markers) are shown as reference points and compared with those from a VAE (solid red line) and a GAN (solid blue line). The error bars and the hatched bands indicate the statistical uncertainty of the training data and the synthesised samples, respectively. The underflow and overflow are included in the first and last bin of each distribution, respectively. All showers are simulated consistent with the training samples, considering only the energy deposits in the cells of the four electromagnetic calorimeter layers without digitisation and crosstalk noise.

Figure 7(c), illustrating the difficulty in extrapolating to higher energies, although both models generate showers with energies close to the target values. One way to address this challenge is to include showers at additional energy points in the training which exceed the expected kinematic end point for showers in the ATLAS calorimeter. Fewer examples are needed in the extrapolation region than in the area of interest, but this does illustrate one of the drawbacks of using generative models for simulation.

6 Challenges

Developing these models has highlighted challenges from both the physics context and machine learning domain. While many of these were successfully overcome in this paper, there remain outstanding challenges for future approaches to address.

One of the main difficulties in generative modelling is defining what is the best model. Because the models are trained on the cell energies, and particle showers are stochastic in nature, it is not possible to look at examples of individual simulated showers and determine if the model performs well. Instead, distributions need to be studied to determine not how real a single shower looks, but rather whether the probability density functions for all shower types are accurately modelled, given the underlying correlations. Furthermore, as there are a large number of physics distributions that must be considered, it is not trivial to combine these into a single quantitative score of performance. Although it is possible to rule out poorly
Figure 15: Reconstructed second $\lambda$ moment of showers for photons with an energy of 25 GeV. This energy is not seen during training and demonstrates the ability of the models to interpolate to other energies. The distributions for the full detector simulation (black markers) are shown as reference points and compared with those from a VAE (solid red line) and a GAN (solid blue line). The error bars and the hatched bands indicate the statistical uncertainty of the detailed simulation and the synthesised samples, respectively. The underflow and overflow are included in the first and last bin of each distribution, respectively. All showers are simulated using the full simulation chain, including both the inner detector and the digitisation and crosstalk noise.

Performing models with some quantitative metrics, human judgement has to be used to determine which model performs best overall. Often this results in manual investigation of a large number of distributions.

The difficulty of selecting the best-performing model also contributes to one of the challenges in optimising a GAN. Since GANs do not converge in training and are constantly evolving, finding the best-performing model for the task requires finding not only the best hyperparameters but also the optimal epoch of each training. This is often called ‘epoch picking’ and is a common technique in the application of GANs. In combination with their long training times, having to qualitatively evaluate a large number of models and epochs made it difficult to explore the full hyperparameter space and identify the best-performing GAN.

In the case of VAEs, which are trained to minimise a target objective, the process of optimising the model is simpler; only the hyperparameters need to be optimised and the epoch where the training objective is minimised can be safely assumed to be the best epoch. Furthermore, as they are also much simpler in structure, VAEs are typically faster than GANs to train and therefore optimise. This presents one potential advantage of VAEs relative to GANs. However, the difficulty of qualitatively choosing the best-performing model over a large number of distributions remains a challenge.

Another challenge is encountered when extending the techniques to include other regions of the detector. Individual layers do not cover the whole $\eta$ range, and different combinations of layers cover different regions of the detector. As a result, the granularity of the cells in each respective layer does not remain constant across the $\eta$ range, and the number of relevant layers for the simulation varies depending on particle type and displacement in $\eta$. To overcome this challenge, the changing composition of layers and non-constant cell granularities will need to be addressed. One approach to the changing cell geometry is to
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Figure 16: Energy ratios (a) $R_\eta$ and (b) $R_\phi$ in the middle EM layer for photons with an energy of 25 GeV. This energy is not seen during training and demonstrates the ability of the models to interpolate to other energies. The distributions for the full detector simulation (black markers) are shown as reference points and compared with those from a VAE (solid red line) and a GAN (solid blue line). The error bars indicate the statistical uncertainty of the detailed simulation and the synthesised samples. All showers are simulated using the full simulation chain, including both the inner detector and the digitisation and crosstalk noise.

move to a polar coordinate voxelisation, centred on the extrapolated particle trajectory, which can remain constant across $\eta$. This approach has been adopted in the latest version of the ATLAS fast calorimeter simulation for pions [6]. The granularity of these voxels will need to be optimised to preserve shower observables after assigning the energy deposits to cells. In total, the ATLAS calorimeter has 24 different layers of cells, which cover different $\eta$ regions. Here, modelling the showers in the boundary regions might prove particularly challenging, especially where the depths of layers can change significantly.
Figure 17: Total energy response of the calorimeter for photons with an energy of 524 GeV. This energy is not seen during training and illustrates the extent to which the models are able to extrapolate to higher energies. The calorimeter response for the full detector simulation (black markers) is shown as reference points and compared with that from a VAE (solid red line) and a GAN (solid blue line). The error bars and the hatched bands indicate the statistical uncertainty of the detailed simulation and the synthesised samples, respectively. All showers are simulated using the full simulation chain, including both the inner detector and the digitisation and crosstalk noise.

7 Conclusion

This paper presents a novel application of generative models for simulating particle showers in the ATLAS electromagnetic calorimeter. Two models, a VAE and a GAN, are trained to learn the response of the EM calorimeter to unconverted photons with energies between approximately 1 GeV and 262 GeV in the range 0.20 < |\eta| < 0.25. The typical computational time required to generate new showers with either the VAE or the GAN is up to two orders of magnitude less than in the full Geant4 simulation, with a very small memory footprint of order 5 MB needed to model the slice of the detector covered by these models. The VAE is able to model the shape of the showers’ distributions better on average than the GAN, whilst the GAN is able to model the total energy of the showers more accurately. Furthermore, due to additional conditional parameters, the GAN is able to capture underlying correlations with the impact position of the incoming particle not learned by the VAE.

The complexity of the geometry of the ATLAS EM calorimeter, in particular the correlations between neighbouring cells, within one layer or in depth, is learned directly from the training samples without being reflected in the architecture, which bodes well for the generality of the technique. For the two models presented here, a key area of future improvement for the GAN is in the longitudinal shower development, whereas for the VAE it lies in accurately modelling the total energy of the shower. Additionally, for the reconstruction and identification of electrons and photons, there are several key distributions which would need to match the detailed simulation from Geant4 more accurately in order to avoid introducing further sources of disagreement between simulated showers and those recorded by the ATLAS detector in particle collisions. Nonetheless, the techniques presented in this paper demonstrate the feasibility of using such...
models for fast calorimeter simulation for the ATLAS experiment in the future and show a possible way to complement current techniques in order to achieve the required accuracy for physics analysis.
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