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Abstract
As an established academic journal in the e-commerce and digital platforms fields, Electronic Markets (EM) features a diverse range of topics and occupies a significant role in the information systems field. The study investigates EM’s topic diversity over the time period 2009–2020 using a text mining analysis and a bibliometric analysis and identifies 28 cluster groups. The analysis reveals that the top three topics are 1) service quality, 2) blockchain and other shared trust building solutions, their impact and credibility, as well as 3) consumer buying behavior and interactions. EM’s core identity lies in a balanced set of core themes that bring technological, business or human/social perspectives to the research of networked business and digital economy. This includes research on digital and smart services, applications, consumer behavior and business models, as well as technology and e-commerce data. Ethical and sustainability related topics are however still less present in EM.
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Introduction
As an academic journal established in the field of information systems (IS) in 1991, Electronic Markets (EM) deals with the variety of social, economic and societal influences that information technology (IT) exerts on the interaction processes between companies and their customers. This has resulted in a growing body of topics dealing with networked business and the digital economy.1 At the same time, the diversity of topics also increases the need for scientifically grounded knowledge to create a sound knowledge base for decision-making at the organizational and societal levels when introducing, developing and implementing goods and services. Over the past years, EM has published a significant number of articles relating to the field of the digital economy, thus addressing the rise of new technological and societal advancements in this domain. The relevance and popularity of such research is reflected in the journal’s reputation, among other factors. EM holds a number of top rankings and recently achieved a high impact factor in comparison with other IS journals.2 To underscore its increasing relevance, it is helpful to periodically evaluate this diversity of topics using rigorous analytical methods such as structured literature analyses, meta-analyses, or quantitative and qualitative content analyses. This helps to ensure continuous quality assessment and topic timeliness. An extensive analysis of a domain’s or a journal’s diversity is of great relevance in describing and comprehensively defining its core identity and uncovering not only established topics and thematic trends that have arisen over time, but also unexplored
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topics that may be candidates for future research efforts (Goyal et al., 2018; Hassan & Loebbecke, 2017). This has already been proposed and implemented for related domains, such as knowledge management (Serenko, 2013) or the IS discipline in general (Jeyaraj & Zadeh, 2020). In the IS discipline, which is still a relatively young research field, the regular analysis of research streams and the diversity of topics is particularly essential for uncovering developments and trends and establishing guidelines for future research agendas (Jeyaraj & Zadeh, 2020; Palvia et al., 2015).

Such efforts have already been made for research on electronic markets as well, where multiple studies have been published in which the authors analyzed the thematized topics and their development over time by applying research methods such as automated content analyses or literature reviews (e.g., Alt & Klein, 2011; Pucihar, 2020). Similarly, in thematically related conferences such as BLED, one can find further examples of studies that, based on the same background, investigate conference publications thoroughly on a meta level and thus draw conclusions and suggest recommendations for action in the field of e-business (e.g., Clarke, 2012; Dreher, 2012; Fteimi et al., 2020; Pucihar, 2020).

In this context, the methods used for data collection and analysis are also undergoing a change such that both are trending toward the use of machine learning algorithms (Buchkremer et al., 2019). Evidently, there is a need for rapid and extensive modes of inquiry into existing bodies of knowledge, but at the same time, we have to consider the trustworthiness of the sources and the reputation of the publishers.

Our paper contributes to the aforementioned research efforts and seeks to answer specific calls for further research. In line with previous studies (e.g., Pucihar, 2020) employing automated techniques to analyze articles published in EM, we ultimately follow the same overarching goal of detecting the identity of the discipline. However, from a methodological viewpoint, we employ two methods. First, we use a document-based cluster analysis approach that represents unsupervised machine learning, a text mining technique that has not been used to analyze the journal’s content and topics thus far. Thereafter, we apply a bibliometric approach to analyze the citations of the articles in EM. This allows us to evaluate not only the volumes, but also the impact of the various topics published in EM. One contribution of our paper is thus the application of an innovative methodological approach that combines results from clustering and bibliometric analysis. Using an analysis period from the years 2009 to 2020 further distinguishes this paper from other recent studies.

To analyze the core identity of the EM, our paper addresses the following research questions:

RQ1: Which key topics have been discussed in the EM journal over the research period and which of these topics predominate?

RQ2: Which of the key topics are most impactful within the research community?

To address the aforementioned research questions, we apply a comprehensive document-based cluster analysis as part of a text mining analysis on 330 research publications published in the EM since 2009 to 2020. As a first result, 28 topical cluster groups are derived, which provide information about frequent topics discussed in the journal’s publications and their relevance. Subsequently, we evaluate as a complementary step which authors and papers were most cited in the community with a bibliometric analysis utilizing the Scopus and Web of Science (formerly ISI) databases. The results are reviewed in the context of the previously generated cluster groups.

The remainder of this paper is structured as follows. First, we discuss recent literature, which has contributed to the discovery of the core of knowledge within the EM community in particular and the IS domain in general. In Sect. 3 we introduce our research methods. Section 4 presents the main results of the text mining and bibliometric analyses. We proceed with a thorough discussion of our results and conclude with a summary, in which we describe several contributions and derive implications for future research.

Theoretical background

There are several articles focusing on the content analysis of major IS journals. An analysis of abstracts in Management Information Systems Quarterly (MISQ) using the software Leximancer by Indulska et al. (2012) showed how MISQ’s dominant theme drifted from systems development in the 1970s to the use of information in organizations in the early 2000s. On the other hand, Sidorova et al. (2007) applied latent semantic analysis and text mining methods to investigate 1,615 abstracts (from 1985 to 2006) from MISQ, Information Systems Research (ISR) and the Journal of Management Information Systems (JMIS) with respect to emerging and declining research topics, respectively. The analysis took temporal differences and dynamics in different time spans into consideration and showed how, at the turn of the century, the attention of these three journals focused on online consumer behavior, website design and trust in IT-enabled relationships. The results were included in a research agenda and emphasized the need to pay more attention to the “rigor” factor henceforth.

The same methodological approach was applied in a more recent study by Goyal et al. (2018), who also aimed to identify research topics in the IS domain during the period from
2000 to 2017. Focusing on four top IS journals—MISQ, ISR, JMIS and Journal of the Association for Information Systems (JAIS)—the authors provided an overview of thematic trends first for the entire corpus and then broken down by journal. Subsequently, they performed a cluster analysis to derive eleven main research topics. The most dominant research theme by far in all four journals was knowledge management, which was followed by technology adoption, e-commerce, recommender systems and security. A manual content analysis of seven major IS journals (for the time period between 2004 and 2013) performed by Palvia et al. (2015) showed, in turn, that the largest research theme in general was e-commerce. IS adoption and usage articles were mainly published in Information & Management (I&M), MISQ and JAIS, whereas e-commerce articles were specifically most dominant in ISR, JMIS and I&M. These analyses showed the popularity of e-commerce research. However, their results showed only high-level categories and cannot be utilized to characterize the types of topics that are discussed within the e-commerce research theme.

EM was established in 1991, and since then, it has followed a highly interdisciplinary perspective that reflects the belief that only an interdisciplinary approach can cover the full range of possible impacts of electronic markets on economic systems, and thus on societies. Alt and Klein (2011) presented an analysis of the themes and topics in electronic markets research, paying specific attention to the growing proliferation of the discipline. The authors analyzed important developments over 20 years in this field and summarized their insights in three main perspectives on electronic markets (i.e., economic environment, governance model, and business model) together with three essential drivers for these perspectives (i.e., technology push, market dynamics, and institutional design). Subsequently, six propositions were made to foster the discussion and pave the way for future trends. The authors also pointed out the need for a systematic, sustainable and interdisciplinary perspective in electronic markets.

On the occasion of EM’s 30th anniversary, Pucihar (2020) analyzed the contents of 211 of its publications and 356 BLED papers via an automatic content analysis using Leximancer software. The analysis, which covered data from 2012 to 2019, led to the derivation of concepts (i.e., words) linked in the form of concept maps. The latter showed connections between the themes and their respective concepts, while identifying themes that were either particularly hot or irrelevant. For the EM journal in particular, four central themes were identified: information, service, business and online. The data from the BLED conference revealed a deviation to the journal, as its second most relevant theme—process—did not appear. The remaining four most important themes of the conference were business, social, information and health. The author used the results to develop future research perspectives and called for further emphasis on responsible and sustainable design solutions and business models.

The preceding remarks show the diversity of analysis techniques that are applied in the IS discipline to identify the investigated research themes and topical trends.

By specifically focusing on automatically grouping articles published in EM with similar topics rather than on the temporal component, we continue this tradition using a quantitative research approach and introduce cluster analysis as a promising text mining technique to determine similar cluster groups of documents and reveal major themes in EM. A bibliometric analysis is further employed to investigate the topics and their relevance and answer both research questions. The methodological approach is described in detail in the following section.

Research design

Text mining is defined as a “knowledge intensive process in which a user interacts with a document collection [...] using a suite of analysis tools” (Feldmann & Sanger, 2007, p. 1). By exploring the corpus of literature through the application of algorithms and methods from interdisciplinary research fields (e.g., natural language processing, information retrieval), insightful knowledge, new patterns and correlations can be discovered. As a result from this typical process flow of text mining (cf. Feldmann & Sanger, 2007), semantically related themes and document clusters, topics with related terms or simply a frequency count list can be derived. Simultaneously with text mining analysis, we also carried out traditional bibliometric analysis of the same research articles. The detailed process flow for our combined text and bibliometric analysis together with a summary of the applied analysis tasks used in this study is visualized in Fig. 1.

Overall, we performed the analysis in five main steps, during which multiple tasks took place. The research questions and the overall research aim were defined in Step 1. The collection of data was subsequently initiated in Step 2. We proceeded with the preprocessing analysis in Step 3, which consisted of multiple actions. The process continued by applying dedicated algorithms and methods to analyze the text and discover interesting patterns and insights in Step 4. In Step 5 of the study, the results were evaluated, discussed and deployed. As our research questions have been described above, we focus hereinafter on the remaining four steps.

---
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Data collection

In Step 2, we collected the dataset for the text mining analysis using the Scopus database, which contains as a scientific metadatabase a comprehensive collection of current and scientific publications, including EM.

The data collection covered the time span from 2009 up to 2020. Since our focus was on the analysis of research articles, we excluded editorials, discussion papers, interviews or errata. This refinement resulted in a collection of 330 datasets consisting of the titles, abstracts and keywords, which were exported to a .csv file. Since scientific abstracts generally represent a summary of the main insights of a paper, these selection criteria fit the purpose of our analysis well.4

For the subsequent bibliometric analysis, we also recorded citation frequencies for all 330 articles via Scopus and the Web of Science databases. This allowed us to compare and contrast citation frequencies across more than one database.

Figure 2 visualizes the yearly distribution of the final dataset of EM articles and shows an increasing trend, in which the peak was reached in 2019 with 60 articles published. Since data collection was completed in August 2020, we included also 45 research articles published by August 2020.

We performed the text mining analysis using R, an open-source software environment for statistical data analysis (Feinerer et al., 2008), while the subsequent complementary bibliometric analysis was done in MS Excel.

Preprocessing

In Step 3 for text mining analysis, we divided the entire dataset into two separate corpora. Corpus 1 included all available titles and abstracts, and Corpus 2 consisted of
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keywords for all analyzed articles. Whereas a cluster analysis was performed on all available titles and abstracts in Corpus 1, we decided to separately analyze the keywords in Corpus 2 using a frequency count analysis. This allowed us to compare single and compound keywords (which are originally separated by semicolons in the dataset) with the themes identified through the cluster analysis (which is performed on running text and therefore reveals unigrams only).

Prior to the core text mining analysis, in which the clustering algorithms were applied, among others, some preprocessing steps were necessary to harmonize both corpora. We undertook some preprocessing steps on all running text in Corpus 1. We first performed case harmonization to ensure that different writing forms of terms (e.g., business vs. Business) are considered as a single term. Furthermore, we also removed numbers and punctuation marks. In addition to general stopwords elimination (e.g., prepositions, articles), some names and term sequences (e.g., University of St. Gallen) that were mentioned at the end of the majority of the abstracts were excluded as well due to their irrelevance for the cluster analysis. Last, to group inflected term forms and harmonize their different notations to their lemma, we implemented and applied a lemmatization algorithm. A document term matrix was finally created to store information on the frequency of the relevant terms in each corpus using a mathematical representation. This matrix served as the base for the subsequent cluster analysis.

Due to their comma-separated presentation, the keywords in Corpus 2 required fewer preprocessing steps than the running text in Corpus 1. Overall, we also performed case harmonization to revert all terms to their lowercase form and to obtain consolidated results when counting keyword frequencies in later steps. The removal of some punctuation marks (e.g., dots, hyphens) as well as possible extra whitespace was also performed. The keywords were identified by semicolon separation and saved in the form of a document term matrix. The citation data, consisting of article title, author(s), publication year and citation indexes, was collected in an Excel file. It was possible to analyze these data without any further preprocessing.

Data analysis

Cluster analysis Generally, a cluster analysis “classifies a sample of entities into meaningful, mutually exclusive groups based on similarities among the entities” (Balijepally et al., 2011, p. 376). As a powerful classification tool, cluster analysis is used in research, among other things, to reveal relationships between the explored data. Dependent on the data and the analysis goal, a variety of clustering algorithms can be chosen from to perform the clustering task (Balijepally et al., 2011). We performed agglomerative hierarchical clustering that has the advantage of the bottom-up and pairwise assignment of documents to clusters, which are represented in a tree-based form (i.e., dendrogram), thus enabling a detailed tracking of cluster formation (Zhao et al., 2005). During an iterative stepwise procedure, two similar or homogenous documents are assigned to a cluster based on their (dis)similarity, which is computed using an appropriate similarity measure (Huang, 2008). Once all documents are assigned to one single cluster (at the top of the dendrogram), the cluster analysis terminates. We computed the cosine similarity, which quantifies the similarity of sparse documents that usually consist of a multitude of words (attributes) using a vectorized representation. This similarity measure has wide application in text mining. With results ranging between the values 0 and 1 (1 means that a document pair is exactly alike and that its respective vectors are aligned), the similarities between document pairs are determined based on the cosine angles of their vectors. According to the following mathematical formula, their dot product is divided by the vector’s magnitudes (Han et al., 2011; Li & Han, 2013; Vijaymeena & Kavitha, 2016):
Next, we chose the clustering algorithm, a crucial decision for the further analysis (Balijepally et al., 2011). To ensure stability of results, we first computed the agglomerative coefficient based on four common hierarchical clustering algorithms (single, complete, average, ward) to calculate the strength of the cluster structure (values closer to 1 indicate a stronger structure). With a value of 0.9946, Ward’s method indicated the strongest clustering structure for our dataset, leading us to select this method. By applying Ward’s clustering algorithm, we also relied on a popular method in the domain of linguistic analysis (Szmrecsanyi, 2012). Ward’s clustering (also called the minimum variance clustering, or the minimum variance algorithm) has the advantage of building compact, evenly sized clusters (Murtagh & Legendre, 2014), which allows compensating for the drawbacks and computing requirements of other clustering methods. Due to the large dataset that was classified in the cluster analysis, we implemented a method that enabled us to derive related groups of clusters. The algorithm thus summarized the stepwise clustered documents automatically according to thematically related main cluster groups.

When determining the final amount of cluster groups, we first run several iterations with different numbers of cluster groups and then assessed visually the dendrogram and also compared both the interpretability and meaningfulness of the resulting cluster groups. Both methods originally belong to the set of methods that an analyst may invoke to determine the optimal number of clusters in cluster analyses in general, a challenge for which no one standard solution exists (Balijepally et al., 2011). Thus, the number of cluster groups that should be set for the algorithm was discussed by the research team and tested with different iterations (10, 12, 15, 18, 20, 23, 25, 28, 30 and 40). Subsequently, we checked in which run the most meaningful results were achieved and, finally, chose 28 cluster groups. In this context, “meaningful” implies that the generated cluster groups are neither too generic nor too detailed (e.g., readability and expressiveness of cluster groups, no significant thematic overlaps between them) so that an observer is able to gain a compact overview of the various clustering topics without sacrificing clarity.

For each clustered article, three terms were automatically determined as labels, which sufficiently identified the respective article. For this purpose, the algorithm used the previously generated document term matrix as base. Since this matrix included information about the frequencies of terms per document, the algorithm was able to select those terms which appeared at least three times per document and as a label set.

Frequency count analysis

By applying a frequency count analysis, we aimed to gain information on the frequency of unique keywords that appeared in our dataset. We analyzed unigrams (i.e., single words such as benefit or success) as well as multigrams (i.e., compound words such as business process). As a final step in this analysis, we summarized different lexical occurrences of a keyword (e.g., terms and their abbreviations).

Bibliometric analysis

In addition to the application of various text mining algorithms, we performed bibliometric analyses to complement the main results of cluster analysis through quantitative techniques and broaden our knowledge acquired about the research field (Liu et al., 2020). We thereby adhere to the tradition, in which other EM authors conducted bibliometric analyses for different purposes in EM (e.g., Fischbach et al., 2011; Liu et al., 2020). In bibliometric analyses, researchers generally evaluate bibliographic data on records collected from a publication database and apply mathematical and statistical techniques. In doing so, it is possible to uncover interesting insights and summarize the structure of the dataset as well as the publications’ content (Donthu et al., 2021; Hassan & Loebbecke, 2017; Zupic & Čater, 2015). Advantages to qualitative review-based analyses stem among others from the possibility of explorative pattern detection, an improved understanding of the research field, and the objective analysis (Daim et al., 2006; Fischbach et al., 2011; Liu et al., 2020).

By following the workflow proposed by Zupic and Čater (2015) according to five steps (cf. Fig. 1), we carried out the bibliometric analysis supplementary to the cluster analysis and based on our research questions. We utilized two widely known citation databases—Web of Science and Scopus—from which we retrieved the number of citations for each of the 330 articles and then calculate the most-cited authors and the most-cited publications. Thus, we were able to link the most-cited papers to the cluster groups determined previously by the cluster analysis. The bibliometric analysis as well as the visualization of its results were conducted in MS Excel.

Evaluation and interpretation of results

An important part of each text mining project is the evaluation and verification of the results. Depending on the type of data analyzed, this can be done, for example, using statistical methods or in a qualitative manner through team discussions and a detailed inspection of the results.

We evaluated the results of our cluster analysis in multiple ways. For example, we checked the correctness of the automatic assignment of the articles to the clusters by randomly inspecting some papers per cluster group and

$$\text{Cos}(\mathbf{x}, \mathbf{y}) = \frac{\mathbf{x} \cdot \mathbf{y}}{|\mathbf{x}| |\mathbf{y}|}$$
checking their thematic similarity and association with the respective cluster group. We also validated the manual labeling process of the cluster groups (i.e., their naming) with a meaningful theme. One of the authors and two experienced master’s students studying IS performed the initial labeling process independently after a short briefing and coded the 28 cluster groups, beginning with the most frequent terms contained therein as well as their personal judgment. Subsequently, the analysts’ results were compared with each other. In the case of 14 cluster groups and their labels, all three analysts fully agreed in their selection. In the case of ten other cluster groups, the semantic meaning of the chosen label was similar, although all analysts chose different wordings. However, no immediate agreement could be reached on the labels of the four remaining cluster groups. Of these four cases, the team discussed the coding results and jointly selected a meaningful final label. As we favor descriptive labeling, we decided not to provide names that were too short to describe the contents of the cluster groups as holistically as possible. Last, to give the reader a wider overview of the clustering results and to allow easier comparison to previous research, we manually categorized the cluster groups obtained by the automated cluster analysis into six major themes.

Interpreting the results from the bibliometric analysis involved discussing key findings (cf. next section) and examining the results with regard to the cluster analysis to link them to each other.

**Main results of text mining analysis**

**Clustering analysis—results and description**

Next, we present the results of the cluster analysis. Due to the dendrogram size, we include it in the electronic appendix of the manuscript. The dendrogram illustrates the general formation of the analyzed articles into 28 cluster groups. Table 1 lists an overview of all 28 cluster groups, a selection of their prevailing terms, and their article coverage. For identification purposes, the original cluster group ID (C_ID) is shown in Column 1, whereas the numbers in Column 2 depict the cluster groups in descending order according to the articles’ number. The respective major topics determined are shown in Column 3. Selected terms that occur frequently (> = twice) in the respective cluster groups are listed in the Column 4, while Column 5 indicates the number of articles per cluster group (in absolute and percentage values). The last column shows the research theme.

The three largest cluster groups are (in descending order): *service quality* (#28, core theme: digital and smart products and services), *blockchain and other shared trust building solutions, their impact and credibility* (#10, core theme: technology) and *consumer buying behavior and interactions* (#14, core theme: consumer behavior/online interactions).

In the following, we will dissect each of these top groups to illustrate them in detail.

The largest cluster group (see Fig. 3) resulting from the analysis comprises 26 articles and addresses the topic *service quality*. The articles thereby reveal a clear tendency toward linking new technological trends and the automation of services into the context of fields such as marketing, tourism, hospitality, automotive and health care. Key terms mentioned in this context include *data, service, robot, firm, design and travel*. The articles in this category discuss service quality from multiple angles. For instance, the findings of Akter et al., (2010, 2013) show that service quality and perceived trust explain continuance intentions, and that that service quality has a positive effect on customer satisfaction. Sigala (2015) and Huotari and Hamari (2017), in turn, discuss gamification elements from the perspective of service quality and marketing. The implications of using robots in services —such as whether they will provide service enhancement or cost reduction (Belanche et al., 2021)— is discussed in several papers (e.g., Belanche et al., 2021; Hofmann et al., 2020; Manthiou et al., 2021). Furthermore, customer-centered services and business models are analyzed (e.g., Menschner et al., 2011; Setia et al., 2015). The cluster group thus ties in with thematic intersections of some other cluster groups we identified (e.g., #1, #20 and #27).

All in all, the cluster group discusses service quality in many contexts, such as mHealth (e.g., Akter et al., 2010, 2013; Wiegard & Breitner, 2019), hospitality and travel (e.g., Manthiou et al., 2021; Novak & Schwabe, 2009; Rhe & Yang, 2015; Schmidt-Rauch & Schwabe, 2014), financial services (e.g., Chompis et al., 2014; Stamenkov & Dika, 2016; Tu, 2012) and automotive (e.g., Grieger & Ludwig, 2019).

We labeled the second-largest cluster group #10 (in terms of article coverage) as *blockchain and other shared trust building solutions, their impact and credibility* (see Fig. 4). It covers 25 articles (8%). Popular terms in this cluster group are *blockchain, technological, marketplace, benefit, competition, risk, cost and trust*. Earlier papers typically discuss risks and trustworthiness in online business (e.g., Gao & Liu, 2014; Keating et al., 2009; Munnukka & Jarvi, 2014; Nicolaou, 2011; Sha, 2009) and the more recent ones thematize adoption of blockchain technologies and their impact on trust and organization and business (e.g., Albrecht et al., 2020; Derks et al., 2018; Kollmann et al., 2020; Marella et al., 2020; Ostern, 2020; Weking et al., 2020a, b). In addition to the introduction of technologies (e.g., Ostern, 2020) and Bitcoin cryptocurrency (e.g., Derks et al., 2018), aspects of management and the attainment of competitive advantages (e.g., Shao et al., 2012) and network effects play an important role (e.g., Bons et al., 2020), as do the associated introduction and implementation costs. It is also worth
mentioning that in some articles, the cultural aspect and the incentives for use in a business setting are addressed and credited with the implementation of the technology.

In cluster group #14 (see Fig. 5), attention is directed toward consumer buying behavior and interactions. This item ranks third out of 28 cluster groups in terms of coverage. 23 (7%) of the articles are clustered together, which often mention terms such as behavior (e.g., Liu & Sutanto, 2012), bid, purchase, (e.g., Pappas et al., 2014), online and performance (e.g., Ghazali et al., 2016). Other interesting labels include communities, emotion and group buying. The papers typically discuss e.g., buyer's behavior,

| C_ID | Rank | Cluster group topic                                                                 | Dominant terms per cluster group                                                                 | # Articles | Core Theme                                      |
|------|------|-------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------|-----------|-----------------------------------------------|
| 28   | 1    | Service quality                                                                     | attribute, data, design, firm, free, robot, service, travel                                      | 26 (8%)  | Digital & smart products & services (17%)     |
| 24   | 16   | Custom-developed services                                                            | standard, service                                                                              | 10 (3%)   |                                               |
| 7    | 18   | Information services and firm image                                                  | information, intention                                                                        | 8 (2%)    |                                               |
| 25   | 19   | Investments in cloud services                                                        | cloud, custom-developed, investment, service, smart                                           | 8 (2%)    |                                               |
| 27   | 20   | Smart services                                                                       | assurance, benefit, blockchain, competition, cost, cultural, marketplace, risk, structural,    | 8 (2%)    |                                               |
| 10   | 2    | Blockchain and other shared trust building solutions, their impact and credibility   | technology, trust                                                                            | 25 (8%)   | Technology (23%)                             |
| 11   | 4    | Business software development and standards                                          | business, change, development, enterprise social software, research, standard, software, virtual | 21 (6%)   |                                               |
| 9    | 17   | Technology adoption                                                                  | adoption                                                                                     | 9 (3%)    |                                               |
| 2    | 21   | Digital platforms and ecosystems                                                     | ecosystem, platform                                                                           | 7 (2%)    |                                               |
| 15   | 23   | Recommender systems                                                                 | data, recommender, system                                                                      | 7 (2%)    |                                               |
| 16   | 24   | Big data analytics                                                                  | commerce                                                                                     | 7 (2%)    |                                               |
| 14   | 3    | Consumer buying behavior and interactions                                          | bid, behavior, consumer, custom-developed, online, performance, player, purchase               | 23 (7%)   | Consumer behavior/online interactions (17%)  |
| 5    | 6    | Online social networks in business context & their governance                        | business, governance, network, social, peer                                                  | 15 (5%)   |                                               |
| 21   | 15   | Auctions management                                                                 | auction, bid, market                                                                           | 10 (3%)   |                                               |
| 12   | 28   | Search engines and user search behavior                                              | search                                                                                       | 5 (2%)    |                                               |
| 1    | 5    | Electronic markets applications                                                     | bank, data, driver, car, electronic, information, market, trade                                | 18 (5%)   | E-commerce applications (20%)                 |
| 19   | 10   | Product data, retail and return policies                                             | data, effect, product, return                                                                 | 12 (4%)   |                                               |
| 26   | 12   | Mobile platform applications                                                         | health, mobile, platform, service, user                                                        | 12 (4%)   |                                               |
| 3    | 13   | Digital innovation                                                                  | digital, innovation, industrial, organization                                                   | 11 (3%)   |                                               |
| 6    | 25   | Crowdfunding success                                                                | crowdfunding, success, factor, project                                                          | 6 (2%)    |                                               |
| 20   | 27   | Pricing management                                                                  | price, consumer                                                                               | 6 (2%)    |                                               |
| 23   | 7    | Business models                                                                     | business, mature, model, process, tool, start-up                                              | 15 (5%)   | Business models (11%)                         |
| 22   | 11   | Business process design                                                              | business, design, process                                                                      | 12 (4%)   |                                               |
| 8    | 22   | Supply chain management                                                             | chain, RFID, supplier                                                                          | 7 (2%)    |                                               |
| 17   | 8    | Data management                                                                     | data, business, decision, market, personal, share                                              | 14 (4%)   | E-commerce data (13%)                         |
| 13   | 9    | Word of mouth & consumer-centered sentiment analysis                                 | consumer, behavior, brand, engagement, post, sentiment                                         | 12 (4%)   |                                               |
| 4    | 14   | Research on electronic markets & social media                                         | academia, market, media, social, research                                                        | 10 (3%)   |                                               |
| 18   | 26   | (Online) reviews                                                                    | review, online                                                                                | 6 (2%)    |                                               |
Fig. 3 Top 1 cluster group
(#15)—Service quality
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Fig. 4 Top 2 cluster group
(#25)—Blockchain and other shared trust building solutions, their impact and credibility
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31: robot, service, attribute
159: free, conversational, effect
216: free, service, premium
187: firm, intensified, increase
256: firm, dps, earlier
257: service, channel, firm

Springer
intentions and perceptions (e.g., Constantiou et al., 2012; Hayne et al., 2010; Hwang, 2009; Liao et al., 2010; Liu & Sutanto, 2012; Pappas et al., 2014; Penttinen et al., 2019; Riquelme & Román, 2014; San Martín & Jiménez, 2011; Zeng et al., 2019). For example, Liu and Sutanto (2012) show how the sense of urgency in auctions makes buyers purchase earlier. A further look at the titles revealed the authors’ interest in modeling buying (e.g., Zeng et al., 2019). Some papers are dedicated to customers’ emotions and the relevance of privacy and security during interactions with other parties (e.g., Riquelme & Román, 2014).

**Keyword analysis—results and description**

Next, we analyzed the keywords in Corpus 2 to evaluate whether they adequately reflect the contents of the publications. Table 2 lists, in descending frequency, all keywords that were mentioned at least five times, resulting in 25 unique keywords.

The fact that many keywords represent compound terms allows us to draw a stronger conclusion about the context of the terms. For interpretation purposes, we consolidated different spellings of keywords (e.g., keywords and their abbreviations) subsequent to the analysis.

In summary, 1,234 unique keywords occurred throughout the corpus, of which 84% were mentioned only once. The 25 keywords in Table 2 account for 12% of the overall cumulative term frequency. The top five keywords are electronic commerce (23 counts), business models (17 counts), social media (11 counts), case studies and internet of things (10 counts each). Other core keywords deal with financial topics (e.g., blockchain, online auction), the acceptance of digital platforms and technologies (e.g., technology adoption, satisfaction, trust) and cloud technologies (e.g., cloud computing, crowdfunding). It is also noteworthy that various research methods (e.g., case study, literature review, taxonomy) appear among the most common terms, which validates the use of the proposed research methods in EM.

**Bibliometric analysis—results and description**

We identified 795 unique authors in our dataset (without further differentiating between primary or coauthors). Figure 6 presents a visualization of 27 authors who published more than two papers.

The distribution of the number of authors per paper is as follows: 6 papers: 1 author; 5 papers: 5 authors; 4 papers: 10
authors; 3 papers: 11 authors; 2 papers: 59 authors; 1 paper: 709 authors (mean: 1.17).

Directing our attention to the citation frequencies per paper, we integrate data from two citation databases: Web of Science and Scopus. This allows us to cover similarities between both citation databases (see Table 3).

For each of the 330 articles in our dataset, we determined the number of citations (absolute and percentage) per database to identify the top five cited papers on both Scopus and Web of Science databases. By comparing the results, it can be seen that Akter and Wamba (2016)—who rank first on the Web of Science database with an absolute citation count of 146—and Huotari and Hamari (2017) are ranked among the top five cited papers on both the Scopus and Web of Science databases and are thematically assigned to the cluster groups labeled big data analytics (#16) and service quality (#28), respectively. The other top rankings differed between Scopus and Web of Science. In a final step, we summarized these data for each of the 28 cluster groups and generated a rating based on the mean citations per database (see Table 4). In Scopus, the top ranking is held by the cluster group entitled smart services (#27), as the articles in this cluster group were cited an average of 69 times. The articles belonging to the cluster group big data analytics (#16) were, on average, most cited in Web of Science and second most cited in Scopus.

The results show that, except for service quality (#28), cluster groups that were ranked largest in the clustering analysis actually do not receive the most attention from academics, as measured by the number of citations. In contrast, citation analysis highlights the importance of allowing for a variety of in topics in EM. Cluster groups such as big data analytics (#16) and mobile platform applications (#26) are receiving much interest, as they are frequently cited in both Web of Science and Scopus, but in the cluster analysis they are not similarly ranked.
Discussion

Revealing the core identity of the EM community

There are several interesting findings from cluster analysis. First, the cluster analysis reveals that the three largest cluster groups called *service quality* (#28), *blockchain and other shared trust building solutions, their impact and credibility* (#10) and *consumer buying behavior and interactions* (#14) are attracting great interest in the EM community. However, this does not indicate that other topics are less important. In general, technological research core theme (reflected by six cluster groups) is strongly represented, demonstrating that addressing...
various innovative technological solutions and investigating their impact is of central importance to the community. A particularly surprising aspect of the cluster analysis is the high proportion of contributions that address the topic of blockchain and other trust enhancing technologies, as well as solution approaches in this environment. Moreover, even though artificial intelligence with its various facets, such as robotics and digital assistants was somewhat underrepresented in EM during the research period, we can observe an increasing activity in the community, especially in the last year, and forthcoming special issues are dedicated to these topics. The above reflects the focus of EM in analyses of technological innovations, and thus corresponding to the societal interest in these topics.

Another interesting finding that we draw from the cluster analysis is the observable application focus, which is particularly noticeable through six cluster groups. These articles apply IS research in diverse areas of daily life, whether in the healthcare sector, the financial sector, the automotive industry, or innovation management to name some examples. These kinds of articles are valuable in bridging the gap between research and practice and by acting as a knowledge broker between them.

To summarize the core identity of EM, we finally derived six core themes studied in EM articles:

1. **Technology** (23% of EM articles, six cluster groups covered), discussing adoption of technology, big data, platforms and ecosystems, blockchain and other shared trust building solutions, recommender systems and business software development and standards.

2. **Applications of e-commerce** (20%, six cluster groups covered), discussing electronic markets and mobile applications, pricing, crowdfunding and product data, retail and return policies.

3. **Digital & smart products and services** (18%, five cluster groups covered), discussing service quality, smart services, custom-developed services, cloud services investments and information services.

4. **Consumer behavior and online interactions** (16%, four cluster groups covered), discussing buying behavior and interactions, online social networks and auctions management, search engines and user search behavior.

5. **E-commerce data** (13%, four cluster groups covered) discussing data management, the application of text analysis techniques like sentiment analysis to discover EM topics as well as reviews and research in EM academia.

6. **Business models** (11%, three cluster groups covered), discussing business models and process designs, and supply chain management.

This diversity supports Alt and Klein’s (2011) notion that electronic market research arises from IT research and economic research. Actually, we observe that EM has three main viewpoints on electronic markets research, namely technology, economic, and human/society (cf. Fig. 7).

Based on this conclusion, we characterize EM as a journal in the domain of networked business and the digital economy, which publishes a balanced set of articles taking technological, business and human/societal research perspectives into account.

The bibliometric analysis sheds light on the impact of the EM research. There is a varying dominance of articles and their citation frequency within the scientific databases investigated (Scopus and Web of Science). This is also reflected in Table 4, where cluster groups with different average citation counts are represented. While some cluster groups appear in both citation databases within the top five cluster groups, other cluster groups (e.g., #25, #13, #9) are dominantly represented in only one database, showing the different citation dynamics within the
databases examined. All in all, measured in average number of citations, the six core research themes (cf. Fig. 7) reach approximately similar levels, except for digital & smart products and services core theme, which clearly has received more attention in the research community. This is largely explained by the fact that several of the top cited articles belong to this core theme (Akter et al., 2013; Gretzel et al., 2015; Huotari & Hamari, 2017; Neuhofer et al., 2015).

**Topic coverage by call for paper initiatives**

The diversity of EM articles and the topics addressed therein can simultaneously provide valuable implications for the formulation of call for paper (CfP) initiatives. Looking at past CFPs on EM’s website, we found thematic overlaps with the results of our analysis and also some differences. For example, the core theme of smart products and services which was found to have the highest impact factor in EM, was addressed by a recent CfP published in 2021 (cf. *special issue call on smart cities—smart governance models for future cities*). The same observation can be made regarding the publication of articles on innovation-related topics (cf. cluster group #3) or topics dealing with governance issues in the realm of social networks (cf. cluster group #5).

This leads us to the conclusion that many submissions are made in response to CFPs and that both tasks—the publication of CFPs by the editors and the submission of articles by authors—are aligned in many cases. On the other hand, we notice that some other dominant clustering topics (e.g., cluster group #10: *blockchain and other shared trust building solutions, their impact and credibility*) as well as less dominant topics (e.g., cluster group #13: *word of mouth and consumer-centered sentiment analysis*) have not been emphasized in recent CFPs, which might deliver interesting insights for future CFPs. It should also be noted that EM has recently issued calls for submissions in the field of artificial intelligence (e.g., *special issue calls on the dark sides of AI*) and thus endeavors to address highly trending topics in this area and to link them to the topics of digital platforms and markets.

**A comparative analysis of keyword and clustering themes**

Keyword analysis reveals that the community places great emphasis on the use of sophisticated research methods to provide methodologically sound and validated results. An increased use of novel methodological approaches (e.g., recent methods of data analysis such as deep learning approaches) and the combination of quantitative and qualitative methodological approaches could provide valuable new insights in this field for the future.

A comparison of the list of keywords in Table 2 with those listed on the journal’s website reveals some commonly used terms (e.g., *electronic commerce, business model, multisided platforms, adoption, trust, survey and taxonomy*). Minor deviations can be observed with regard to the occurrence or dominance of some terms, such as *small and medium-sized enterprises* (no single mention in the keyword analysis) or *supply chain management* (only one single mention in the keyword analysis). This could be a possible incentive for the increased use of text mining analysis to align topics.

From a methodological perspective, this analysis shows that authors tend to use combined terms to describe their work, which permits useful deductions from both the linguistic and methodological standpoints. Text mining analyses can bring the context of the studies into the foreground by focusing on such combined terms, e.g., by using domain dictionaries (Boritz et al., 2013), as they are already applied in related disciplines such as knowledge management or the IS domain in general (Fteimi et al., 2019; Kaufmann & Bathen, 2014).

Looking at the similarities between the results of the most frequent keywords and the cluster analysis, which included the abstracts and titles, it becomes visible that the topics *electronic commerce, blockchain, online auctions and technology adoption* are frequently addressed in both corpora (including abstracts and keywords); thus, a comparable degree of coverage exists. Interestingly, digital or smart services are not included among the top keywords.

The use of meaningful keywords to adequately describe the content of contributions is an important prerequisite for authors in the EM community to ensure the visibility of their research activities. At the same time, this allows appropriate search results to be returned when scientific databases are queried by other researchers and interested parties.

**EM topical dominance—a comparison of present and past results**

Our findings complement those of Pucihar (2020) with regard to the research topics covered in EM. In Pucihar’s analysis, the articles resulted in a total of 13 different themes. Of these, the four largest themes were *service, information, business and online*. *Service* corresponds well with the *digital & smart products and services* core theme in our results forming 17% of all EM articles. In turn, Pucihar’s *information* theme is somewhat similar to our *e-commerce data* core theme covering 13% of all analyzed articles. Similarly, Pucihar’s *business* theme corresponds with our *business models* core theme (11%). There were also some differences between the analyses. The fourth most important
concept in Pucihar’s study; online, only partly corresponds with our consumer behavior/online interactions core theme (17%). Furthermore, the biggest core theme in our results is technology (23%). In Pucihar’s paper, these topics are scattered under several different concepts.

Table 5 illustrates how our study complements the findings of Pucihar (2020) with a more in-depth mapping and description of the topics in both studies.

Evaluating our findings against Goyal et al. (2018) and Palvia et al. (2015), it is interesting to note that the topic of knowledge management, which was one of the most dominant topics across IS journals, is mentioned only peripherally in the EM cluster group business models (#23). On the other hand, the other dominating topics in IS journals (e.g., recommender systems, e-commerce, technology adoption and security) are also present in EM. On the whole, the 28 cluster groups highlight the many facets of EM.

Last, regarding the call for more research on ethical, responsible and sustainable development of electronic markets (Alt & Klein, 2011; Pucihar, 2020), our analysis confirms that this kind of research is still largely missing, except for recent articles that discuss trust in the context of cryptocurrencies (e.g., Marella et al., 2020) or data markets (e.g., Bauer et al., 2020) and sustainability in relation to business models (e.g., Bouwman et al., 2018; Gimpel et al., 2020).

Methodological diversity of text analysis techniques

From a methodological point of view, we can observe the following similarities and differences to Pucihar’s (2020) approach.

In both studies, the data analysis is based on metadata (titles, abstracts, and keywords) of research articles. While we focused on the analysis of 330 EM articles, Pucihar performed her data analysis on a total of 567 items from...
EM (211) and the BLED conference (356). However, we performed the implementation in R and used a tree-based dendrogram and tables for the visualization of the bibliometric results, while Pucihar relied on Leximancer to graphically represent the results in the form of concept maps. She employed an automatic topic modeling analysis and thus used a word-based classification approach to probabilistically derive core themes and concepts out of the corpus, which are connected to each other. In contrast, we applied a document-based approach and performed a hierarchical agglomerative cluster analysis, allowing us to classify each research article into a unique cluster based on thematic similarities between articles and by iteratively determining the most similar article pair(s) in each clustering step. Clustering thus focuses on uncovering the internal homogeneity (respectively the external heterogeneity) of clustered objects using the intra-cluster and inter-cluster distances (Wecking et al., 2020a, b). This allows identifying groups of research articles based on their content similarity. The resulting 28 cluster groups are labeled with several characteristic terms and summarized finally according to major themes. In addition, we complemented our evaluation with a keyword analysis, a bibliometric analysis of citation data and a comparative analysis to put the results altogether in context.

Moreover, this study shows how the combination of machine learning techniques with traditional bibliometrics analysis is helpful in reviewing and synthesizing a comprehensive research field with a huge number of publications. Unsupervised learning methods provide a groundbreaking instrument for the future to perform similar analyses (across subjects as well as subject-specific). We see the advantages of these methods not only in their high automatization degree. Unlike supervised or even purely manual analysis procedures, this can lead to more objective results, a reduced error rate and time savings. The procedures also have a high maturity level, as they are used in various domains and are regularly tested.

With regard to the methods used in the other EM articles, we find a few examples of the application of scientometrics techniques (e.g., Fischbach et al., 2011). Cluster analysis has also been used, particularly in the last two years and often in combination with the development of taxonomies (Möller et al., 2022), e.g., to uncover archetypes of analytics-based services (Hunke et al., 2022) or to identify business model patterns and classify them along a taxonomy (Wecking et al., 2020a, b). These studies use cluster analysis for a particular field of application. However, a holistic meta-perspective on all topics in EM, conducted using unsupervised cluster analysis, and combined with bibliometric analysis, does not exist in EM yet. We thus consider our study to be the most comprehensive and up-to-date analysis performed on a meta-perspective on all topics in the EM.

**Summary**

The overall objective of this study was to examine in depth the diversity of topics in EM journals from 2009 to 2020. While RQ1 addressed the dominance of different topics in journal submissions, RQ2 focused on which topics most influenced the EM research community. The general methodological framework for the study constituted a text mining analysis, or an unsupervised cluster analysis and keyword analysis using 330 records from the EM journal, followed by a bibliometric analysis to complement the results. While the titles and abstracts of the journal articles were used for the cluster analysis, the keywords listed by the authors served as a basis for comparison with the clustering topics. The bibliometric analysis additionally included citation data per article for the databases Scopus and Web of Science and thus allowed us to evaluate the popularity of the clustering topics.

**Theoretical and practical contributions and implications**

Our paper has a number of conclusions and implications for research and practice.

Conclusion #1- Revealing the core identity of EM: we can conclude based on our text mining and bibliometric analyses that during the past twelve years the core identity of the EM lies in a balanced set of core research themes that bring technological, business or human / social perspectives to the research of networked business and the digital economy. The core themes include research on digital and smart services, applications, consumer behavior and business models, as well as technology and e-commerce data. Together, they develop the identity of EM, which sets it apart from other IS journals. We consider this to be a great opportunity, as it not only promotes the continuous development of a scientific discipline, but also ensures its relevance, innovative power and sustainable value generation and growth.

Conclusion #2- The research topics and their dominance in EM: our results reveal how these core themes emerge from 28 cluster groups. This analysis answers to our first research question by providing more in-depth knowledge on the research topics and which of them are most dominating ones. The three largest cluster groups are *service quality; blockchain and other shared trust building solutions, their impact and credibility; and consumer buying behavior and interactions*.

Conclusion #3- #The impact of the topics within the research community: moreover, our bibliometric analysis responds to our second research question and shows
that the papers are actively cited by recognized scientific databases and thus attract great interest and reputation beyond the boundaries of IS. Based on average citations in Web of Science and Scopus, the top cluster groups are big data analytics (Web of Science) and respectively smart services (Scopus).

Based on the aforementioned conclusions, three key implications can be derived:

Implication #1- Exploration of EM research: the in-depth analysis of EM publications and their respective contents allows junior and senior researchers to get a comprehensive snapshot of the community's research interests and their history. The cluster dendrogram serves as a research map to understand what topics attracted the attention of the community and what are examples of yet unexplored topics. The bibliometric analysis results can be used to identify the most active authors contributing to popular topics, thus initiating collaborations opportunities in the sense of the EM research tradition. For example, based on the classified articles in the fifth cluster group, we were able to quickly identify papers with similar aims to those in our paper, such as the analyses by Clarke and Pucihar (2013) or Fischbach et al. (2011).

Implication #2- Establishment of a networking base between science and practice: our study also provides interesting insights for practitioners, considering that many cluster groups clearly highlight the application relevance of many studies through investigations in practical domains such as tourism, automotive or customer relationship management. Thus, practitioners not only benefit from getting a quick and graphical overview of publications on topics that might be of interest to them. Collaborative initiatives can also be established with the authors of the examined papers to discuss possibilities for validating scientific findings in the field.

Implication #3- Application of sophisticated machine learning techniques: this study demonstrates how sophisticated machine learning techniques can be creatively combined with traditional approaches of bibliometric analysis to advance our body of knowledge and gain new insights using automated and grounded techniques of text mining. We would like to encourage other researchers to continue this tradition and combine further techniques of machine learning to perform similar analysis and investigate the use of these methods to evaluate the findings.

Limitations and future research opportunities

Like any research paper, our article exhibits limitations and presents opportunities for future research, which we summarize in the following:

1) Database selection and analysis period: first, we deliberately chose to focus the text mining analysis on the articles available in Scopus database. This limited the analysis to articles from 2009 onward. Moreover, since we conducted the data collection process in August 2020, some of the topics that have appeared since then may be underrepresented in or even missing from our analysis. To evaluate this, we conducted a manual comparison of the new articles that have been published since the time of our data collection. The most recent topics published show a growing interest in the areas of artificial intelligence, robotics, digital assistants, and machine learning and its various applications (e.g., Nam et al., 2020; Yim et al., 2021), which is also the subject of recent calls for research. Since other IS journals (ISR, JMIS and I&M, in particular) and conferences also publish papers on similar topics, future research could incorporate these datasets as well and thus elaborate commonalities and differences thematically as well as methodologically.

2) Scope of citation indexes: in this research, we utilized citations to assess the impact of the EM articles in the scientific community. Even though bibliometric methods are established means to evaluate scientific publications (Donthu et al., 2021), their limitations are also well known. For example, Web of Science and Scopus citation indexes are based on a curated collection of documents and thus are sensitive to biases in the selection criteria of which publication outlets are included in the collection. To improve the validity of our results, we utilized two different indexes, Web of Science and Scopus. Indeed, the resulting lists of top five articles in Web of Science and Scopus look rather different: only two articles appear on both lists. However, it is shown that these databases have limited coverage in the areas of social sciences and humanities, literature written in languages other than English, and scholarly documents other than journal articles (Martín-Martín et al., 2018). One potential avenue for improving the evaluation would be to use other indexes, such as Google Scholar.

3) Further analysis of EM topics: building on the multiple research clusters identified in this paper, a further study could analyze the EM research articles even further and summarize their main scientific findings. This can be done by applying further text mining techniques (c.f. next bullet) or by using artificial intelligence tools. Moreover, the temporal evolution of topic and cluster content was not considered in our work. Thus, an interesting point for future research may be to consider different research foci in different eras (cf. Clarke & Pucihar, 2013).

4) Employment of different learning algorithms and further analysis techniques: methodologically, we employed cluster analysis as an unsupervised machine
learning technique that allows for subsequent replication and reliability assessment. However, the next step—naming and grouping of the cluster groups—requires human interpretation and thus still needs to be done manually. To the best of our knowledge, we have attempted to ensure the validity of our labeling process by having the results independently coded and evaluated by different persons. Future research could replicate the analysis by using other machine learning-based techniques for text analysis (e.g., topic modeling or deep learning-focused methods) to ensure comparability at the analysis level and delve deeper into the document database. A further interesting analysis form for future research involves the consideration of compound terms in order to provide deeper insights into the data and their context. Current approaches in text mining (such as cluster analyses) are by default based on the analysis of single terms (e.g., commerce, digital, mobile, platform), which can sometimes limit the interpretive power of the analysis. Depending on the publication language, a variety of compound terms (e.g., digital commerce, mobile platform) exist that may provide valuable insights during the analysis. One potential approach to deal with this issue is to use dictionaries that contain a predefined list of all (compound) terms to be considered in the analysis. However, these dictionaries often require a significant amount of manual effort to create and customize the list due to their domain specificity.

5) Development of a domain ontology for EM: at the same time, further research is required, for example, to develop a comprehensive domain ontology to capture the semantics behind the text. Creating such an ontology helps to specify and conceptualize important concepts in EM as well as their meanings and relationships to other concepts, thus enabling the reuse of knowledge structures.
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