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**ABSTRACT**

As the field of Spoken Dialogue Systems and Conversational AI grows, so does the need for tools and environments that abstract away implementation details in order to expedite the development process, lower the barrier of entry to the field, and offer a common test-bed for new ideas. In this paper, we present Plato, a flexible Conversational AI platform written in Python that supports any kind of conversational agent architecture, from standard architectures to architectures with jointly-trained components, single- or multi-party interactions, and offline or online training of any conversational agent component. Plato has been designed to be easy to understand and debug and is agnostic to the underlying learning frameworks that train each component.
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1 Introduction

Conversational AI systems traditionally comprise multiple modules such as Automatic Speech Recognition (ASR), Language Understanding (LU), Dialogue State Tracking (DST), Dialogue Management (DM), Language Generation (LG), and Text To Speech (TTS). While a full-fledged spoken dialogue system typically incorporates all these components (depicted in Figure 1), most research studies have been performed in a domain-centric and somewhat isolated fashion in sub-areas such as speech synthesis and recognition, language understanding, dialogue state tracking, turn taking and dialogue management, etc. This has resulted in limited dissemination of knowledge between these fields and while this phenomenon is being mitigated by the universality of deep learning underlying most recent advances in all of these areas, conversational AI platforms that provide proper infrastructure to support model training and evaluation can be a strong catalyst for research and development in the field.

With advancements in joint and end-to-end learning [1, 2, 3, 4, 5, 6, 7] along with widely used out of the box ASR and TTS solutions [8, 9, 10], several platforms and toolkits [11, 12, 13, 14, 15, among others] have recently been proposed for building Conversational AI systems. Each toolkit is largely designed around specific use-cases, with some being centered around research and others designed for scalability and use in production as described later. For this reason and others, for example unacceptable performance (e.g. occasional toxic or irrelevant output [16, 17]) or lack of toolkits that can support both research and prototyping, there has been a disconnect between state-of-the-art research and its applications in the production systems. However, as conversational AI agents become more and more capable, new toolkits are needed that can bridge the gap between research and production and support quick prototyping of full conversational experiences with ASR, LU, DST/DM, LG, and TTS capabilities. There are only a few toolkits such as RASA [15], which have been recently proposed and support both modeling and prototyping of an end-to-end experience. Most existing toolkits are centered around specific modules (e.g. LU) at the expense of other components (e.g. LG). Section 1.1 provides an overview of existing state-of-the-art toolkits.

[https://github.com/uber-research/plato-research-dialogue-system](https://github.com/uber-research/plato-research-dialogue-system)
To address the challenges mentioned above, we propose the Plato Research Dialogue System\footnote{https://github.com/uber-research/plato-research-dialogue-system}, a flexible conversational AI research, experimentation, and prototyping platform. By following theoretical and well founded aspects of Spoken Dialogue Systems, Plato is designed in a manner which makes it easy to understand for people with different levels of expertise in conversational AI, researchers and developers. Plato’s architecture and component-driven design supports statistical dialogue systems, multi-agent training (e.g. learning via agent-to-agent interaction\cite{18,19,20,21}), joint learning of modules\cite{1,2,3}, and end-to-end learning of conversational agents\cite{4,5,6,7}, while being flexible enough for quick prototyping and demonstration system development. Plato is agnostic to statistical learning frameworks, and developers and researchers can use any Python library (e.g. any Deep Learning or Reinforcement Learning library, etc.) they choose. As such, Plato seamlessly works with Ludwig\cite{22} for code-less training of Deep Learning models and quick prototyping.

Plato is designed to be modular, i.e. each conversational agent is composed of a number of modules that can run sequentially, in parallel, or in any combination of sequential and parallel. Each module can be a “standard” component such as LU, DM, LG, or anything that fits the application’s purpose (a part of speech tagger, a topic classifier, a joint model, etc.). This modular design helps make Plato more extensible and scalable, and allows several developers to build and experiment with individual modules simultaneously. Internally, each component of a conversational agent can be anything from a statistical model (trained online or offline) to a set of rules (e.g. using pattern matching for LU or templates for LG). Moreover, each component can call an API or service such as Google Cloud\cite{8}, Amazon Transcribe\cite{23}, or Polly\cite{9} for speech recognition, speech synthesis, or any other function. Besides building full conversational AI applications, Plato can be used to evaluate and experiment with various kinds of Natural Language Processing (NLP) tasks such as Sentiment Analysis, Topic Modeling, Dialogue State Tracking, Social Language Generation, and others.

1.1 Existing Publicly Available Conversational AI Systems

Several toolkits and conversational AI platforms have been proposed recently. The following are some state-of-the-art and widely adopted platforms:

- **PyDial**\cite{11} is a toolkit for statistical modeling of multi-domain Dialogue Systems that supports Reinforcement Learning (RL) and Deep RL models. It is modular and supports customization of modules, however it is primarily designed for research rather than production and therefore requires deep knowledge of the conversational AI field.

- **ParlAI**\cite{12} is a dialogue research framework which contains popular baselines and state-of-the-art models corresponding to a variety of tasks such as SQuAD\cite{24}, bAbi\cite{25}, and visual question answering. It
Plato Research Dialogue System is a platform that can be used to create, train, and evaluate conversational AI agents. It has four main components, namely: 1) dialogue which defines and implements dialogue acts and dialogue states; 2) domain which includes the ontology of the dialogue and the database that the dialogue system queries; 3) controller which orchestrates the conversations; and 4) agent which implements different components of each conversational agent. These four major components are shown in Figure 2 and are described in detail in the following sections. In Plato, each of these components is instantiated using configurations that are described in a YAML file (see Appendix 5 for an example).

Plato is designed to be modular and flexible and supports standard conversational agents, such as the ones depicted in Figure 3 as well any customized conversational agent architecture, for example joint LU and DST via the generic conversational agent that operates as shown in Figure 4. At the highest level of abstraction, Plato supports agents
communicating with other agents while adhering to some dialogue principles (Figure 5). These principles define what each agent can understand (an ontology of entities, or meanings e.g. price, location, user preferences, cuisine types) and what it can do (ask for more information, provide some information, call an API, etc.). The agents can communicate over speech, text, or structured information (e.g. dialogue acts) and each agent has its own configuration. In the rest of this section we will go over the major components of Plato.

2.1 Dialogue

Plato facilitates conversations between agents via well-defined concepts in dialogue theory, such as dialogue states and dialogue acts. A Plato agent, however, may need to perform actions not directly related to dialogue (e.g. call an API) or actions that communicate information in modalities other than speech (e.g. show an image). Therefore, Plato models Actions and States as abstract containers out of which Dialogue Acts and Dialogue States are created. If needed for specific applications (e.g. multi-modal conversational agents) we may have task-specific Dialogue Acts and States.

2.2 Domain

For implementing a slot-filling task-oriented dialogue system in Plato, we need to specify two elements that constitute the domain of the dialogue system:

1. **Ontology** of the dialogue system. In task-oriented applications, the ontology determines informable slots (user provides that information), requestable slots (user requests that information), and system requestable slots

---

4Slot-filling systems are dialogue systems whose primary purpose is to provide a natural language interface to an API, for example flight booking, information retrieval, etc.
Figure 4: Communication between two Plato Generic Conversational Agents. Each module performs a function such as joint language understanding and state tracking.

Figure 5: Communication between two Plato Conversational Agents. Grayed out components are external to Plato. The Agents can communicate via structured information (sets of Dialogue Acts: Dialogue Policy to State Tracking), via text (Language Generation to Language Understanding), or via Speech (Speech Synthesis to Speech Recognition).

(system requests that information) for the conversation, thereby reflecting the schema of the database that the agent queries to get the right information to be sent out.

2. Database of items (restaurants, dishes, answers to questions, etc.). While the database could already exist, Plato provides utilities to construct the domain and the database of a dialogue system from data.

For instance, in the case of a conversational agent for restaurant reservation, the cuisine could be thought of as an informable slot and the database could contain information about restaurants of different cuisines, their price range, address, etc. For non-slot-filling applications, Plato ontologies and databases can be extended to meet task- or domain-specific requirements.

Domain creation  Plato provides a utility that makes it easy to generate an ontology (a .json file) and a database (SQLite) from a .csv file, with columns representing item attributes and rows representing items (for an example, see plato/example/data/flowershop.csv). The main purpose of this utility is to help quick prototyping of conversational agents. The command plato domain -config <PATH/TO/CONFIG.YAML> calls the utility and generates the appropriate .db and .json files that define the domain. In the YAML configuration file, the user specifies details such as the path to the input .csv file, the columns that represent informable slots, etc.
2.3 Controller

In Plato, controllers are objects that orchestrate the conversations between the agents. A controller instantiates the agents, initializes them for each dialogue, passes input and output appropriately, and keeps track of statistics. Note that it is each agent’s responsibility to interact with the world if needed (listen to the microphone, call an API, etc.).

Running the command `plato run --config <PATH/TO/CONFIG.YAML>` runs Plato’s basic controller, shown in Figure 6. This command receives a value for the `--config` argument which points to a Plato application configuration YAML file. In this configuration file, details of the agent(s) involved in the dialogue, paths to the ontology and database of the dialogue, along with other parameters and options are specified.

Plato also has a controller that comes with a Graphical User Interface (GUI). This controller can be started by running `plato gui --config <PATH/TO/CONFIG.YAML>`. This controller is very similar to Plato’s basic controller except that the user is prompted through a GUI as opposed to interacting via the terminal.

2.4 Agent

Every conversational application in Plato could have one or more agents. Each agent has a role (assistant, user, tourist, tutor, etc) and a set of components such as NLU, DM, DST, dialogue policy, and NLG. An agent could have one explicit module for each one of these components or alternatively, some of these components could be combined into one or more modules (e.g. joint or end-to-end agents) that can run sequentially or in parallel (Figure 4). All components inherit from `conversational_module`, as shown in Figure 7 which facilitates communication between any component via `conversational_frames`. Each one of these modules could be either rule-based or trained. In the next subsections, we will describe how to build rule-based and trained modules for agents.

2.4.1 Rule-based modules

Plato provides rule-based versions of all components of a slot-filling conversational agent: `slot_filling_nlu`, `slot_filling_dst`, `slot_filling_policy`, `slot_filling_nlg`, and the default version of the Agenda-Based User Simulator [38] `agenda_based_us`. These can be used for quick prototyping, baselines, or sanity checks. Specifically, all of these components follow rules or patterns conditioned on the given ontology and sometimes on the given database and should be treated as the most basic version of what each component should do.

---

Figure 6: Main functions of Plato’s basic controller.

Running the command `plato run --config <PATH/TO/CONFIG.YAML>` runs Plato’s basic controller, shown in Figure 6. This command receives a value for the `--config` argument which points to a Plato application configuration YAML file. In this configuration file, details of the agent(s) involved in the dialogue, paths to the ontology and database of the dialogue, along with other parameters and options are specified.

Plato also has a controller that comes with a Graphical User Interface (GUI). This controller can be started by running `plato gui --config <PATH/TO/CONFIG.YAML>`. This controller is very similar to Plato’s basic controller except that the user is prompted through a GUI as opposed to interacting via the terminal.

2.4 Agent

Every conversational application in Plato could have one or more agents. Each agent has a role (assistant, user, tourist, tutor, etc) and a set of components such as NLU, DM, DST, dialogue policy, and NLG. An agent could have one explicit module for each one of these components or alternatively, some of these components could be combined into one or more modules (e.g. joint or end-to-end agents) that can run sequentially or in parallel (Figure 4). All components inherit from `conversational_module`, as shown in Figure 7 which facilitates communication between any component via `conversational_frames`. Each one of these modules could be either rule-based or trained. In the next subsections, we will describe how to build rule-based and trained modules for agents.

2.4.1 Rule-based modules

Plato provides rule-based versions of all components of a slot-filling conversational agent: `slot_filling_nlu`, `slot_filling_dst`, `slot_filling_policy`, `slot_filling_nlg`, and the default version of the Agenda-Based User Simulator [38] `agenda_based_us`. These can be used for quick prototyping, baselines, or sanity checks. Specifically, all of these components follow rules or patterns conditioned on the given ontology and sometimes on the given database and should be treated as the most basic version of what each component should do.

---

5 Plato supports external API calls for automatic speech recognition (ASR) and text to speech synthesis (TTS).
2.4.2 Trained modules

Plato supports training of agents’ components in an online (during the interaction) or offline (from data) manner, using any machine learning framework. Virtually any model can be loaded into Plato as long as Plato’s Input/Output interface is respected. For example, if a model is a custom NLU, it simply needs to inherit from Plato’s NLU abstract class (`plato.agent.component.nlu`), implement the necessary functions and pack/unpack the data into and out of the custom model.

Plato internal experience  To facilitate online learning, debugging, and evaluation, Plato keeps track of its internal experience using a utility called the `dialogue_episode_recorder`, which stores information about previous dialogue states, actions taken, current dialogue states, utterances received and utterances produced, rewards received, and a few other constructs including a custom field that can be used to track anything else that cannot be contained by the aforementioned categories. At the end of a dialogue or at specified intervals, each conversational agent will call the `train()` function of each of its internal components, passing the dialogue experience as training data. Each component then picks the parts it needs for training.

To use learning algorithms that are implemented inside Plato, any external data, such as DSTC2 data, should be parsed into this Plato experience so that they may be loaded and used by the components currently under training. Alternatively, users may parse the data and train their models outside of Plato and then load the trained model when they want to use it for a Plato agent.

Parsing data with Plato  Plato provides parsers for DSTC2, MetaLWOZ, and Taskmaster data sets. These parsers can be used to create training data for different components of the agent based on these well known data sets. For other data sets the user should implement custom parsers to convert the data into Plato-readable format. Users can then load the data into Plato (via options in the configuration file) and train or fine-tune the desired components.

Training components of conversational agents  There are two main ways to train each component of a Plato agent: online, as the agent interacts with other agents, simulators, or users and offline, from data. For online training users can determine the train schedule via hyper-parameters (train after how many dialogues, for how many epochs, how large is the experience pool and the minibatch, etc.). Moreover, users can use algorithms implemented in Plato or external frameworks such as TensorFlow, PyTorch, Keras, Ludwig, etc.

Model Training with Plato  Besides supervised models, Plato also provides some implementations of reinforcement learning algorithms, such as Q-Learning or REINFORCE. Such algorithms can be used to train for example the agent’s dialogue policy online, as the agent interacts with its environment. Plato provides the flexibility to train after each
dialogue or at certain intervals. Note that while the reinforcement learning implementations are geared towards dialogue policies, Plato and Ludwig support online training of any component.

**Training with Ludwig** Although virtually any modeling framework could be used in Plato, for building and training deep learning models for different components of conversational agents, Ludwig is a good choice when the aim is quick prototyping or for educational purposes, as Ludwig allows users to train models without writing any code. Users need to parse their data into .csv files, create a Ludwig configuration YAML file that describes the architecture, which features to use from the .csv and other parameters and then run a command in a terminal. This allows Plato to integrate with Ludwig models, i.e. load or save the models, train and query them. The trained models could be loaded into the modules through configuration files. In the tutorial of Plato we provide examples of building and training language understanding, generation, dialogue policy, and dialogue state tracking models for Plato using Ludwig.

**Training with other frameworks** To use other learning frameworks (TensorFlow, PyTorch, Keras, etc.) users simply need to write a class that interfaces with the trained model (i.e. parses the input Plato provides and processes the model’s response into structures that Plato understands).

### 3 Plato Settings

As mentioned in the previous section, Plato supports interaction between a conversational agent and human agents, simulated users, or other conversational agents. In this section we discuss the details of each configuration.

#### 3.1 Single Agent

A single Plato conversational agent can interact with a) human users, via text or speech, command line or graphical interface; b) simulated users, via dialogue acts or text; and c) data (loading data into Plato in order to train components or generating simulated data). The specifics of each interaction are specified in YAML configuration files, which have three main sections:

- **GENERAL** defines the mode of the interaction (e.g. with a simulator, via speech or text, etc), the number of agents to spawn, paths to experience logs, and global arguments (passed to all components of each agent, for convenience).
- **DIALOGUE** defines dialogue-specific settings, such as number of dialogues to run for, domain, etc.
- **AGENT_i** defines each agent’s settings, such as role, and component-specific settings, such as model paths, learning rates, or other arguments each component needs. Note that the global arguments from the GENERAL section are also passed to each component of each agent.

For an example, see Appendix A.5 or in the Plato codebase:

```yaml
plato/example/config/application/CamRest_user_simulator.yaml
```

#### 3.2 Multiple Agents

The basic controller `plato.controller.basic_controller` provides support for two agents interacting with each other. Similar to the single agent configuration, this can be done in dialogue acts or in free text. Interaction through speech is also possible of course, for example the agents can exchange .wav files instead of text.

In this setting, it is possible to train all components of each agent on-line and concurrently or following any desired schedule, e.g. alternating training, training in batches, etc. These options can be defined in the yaml configuration file, which is very similar to the single agent case but defines multiple AGENT sections (see `plato/example/config/application/MultiAgent_train.yaml`). Plato provides some example multi-agent reinforcement learning algorithm implementations, for concurrent dialogue policy learning.

Example use cases of multiple conversational agents include

- **General Sum Games** such as negotiations, where the agents’ objectives are not completely aligned (but are not completely opposite either).
- **Multi-party interactions**, where one or more conversational agent interact with groups of other agents, for example family dinner ordering, playing board games, etc.
- **Smart Home**, where a conversational agent is a point of contact between human agents, conversational agents, and non-conversational agents.

To support complex use cases, a new controller may be necessary, to make sure that information is passed correctly between the agents.

### 3.3 Graphical User Interface

Plato provides a dedicated controller to handle the GUI. In its current implementation it supports interaction between two agents, as shown in Figure 8. This interface is just an example based on PySimpleGUI, a flexible and easy to use package.

![Plato's PySimpleGUI-based Graphical User Interface.](image)

Figure 8: Plato’s PySimpleGUI-based Graphical User Interface.

### 4 Conclusion

We have introduced the Plato Research Dialogue System, a flexible platform for research and development of conversational AI agents. With an easy-to-understand extensible design, Plato provides the infrastructure required by virtually any conversational AI agent architecture and supports any Python machine learning framework for the agent’s components. As Plato continues to grow, more models, algorithms, and metrics will be integrated as well as more examples, tutorials and data parsers to publicly available datasets.

Plato can be obtained from: [https://github.com/uber-research/plato-research-dialogue-system](https://github.com/uber-research/plato-research-dialogue-system)

### 5 Acknowledgements

We would like to thank Michael Pearce and Zack Kaden for their contributions.

### References

[1] Xuesong Yang, Yun-Nung Chen, Dilek Hakkani-Tür, Paul Crook, Xiujun Li, Jianfeng Gao, and Li Deng. End-to-end joint learning of natural language understanding and dialogue manager. In *2017 IEEE International Conference on Acoustics, Speech and Signal Processing, ICASSP 2017, New Orleans, LA, USA, March 5-9, 2017*, pages 5690–5694, 2017.

[2] Abhinav Rastogi, Raghav Gupta, and Dilek Hakkani-Tür. Multi-task learning for joint language understanding and dialogue state tracking. *CoRR*, abs/1811.05408, 2018.

[3] Tiancheng Zhao and Maxine Eskéñazi. Towards end-to-end learning for dialog state tracking and management using deep reinforcement learning. In *Proceedings of the SIGDIAL 2016 Conference, The 17th Annual Meeting of the Special Interest Group on Discourse and Dialogue, 13-15 September 2016, Los Angeles, CA, USA*, pages 1–10, 2016.
[4] Bing Liu and Ian Lane. End-to-end learning of task-oriented dialogs. In Proceedings of the 2018 Conference of the North American Chapter of the Association for Computational Linguistics, NAACL-HLT 2018, New Orleans, Louisiana, USA, June 2-4, 2018, Student Research Workshop, pages 67–73, 2018.

[5] Antoine Bordes, Y-Lan Boureau, and Jason Weston. Learning end-to-end goal-oriented dialog. In 5th International Conference on Learning Representations, ICLR 2017, Toulon, France, April 24-26, 2017, Conference Track Proceedings, 2017.

[6] Weixin Liang, Youzhi Tian, Chengcai Chen, and Zhou Yu. MOSS: end-to-end dialog system framework with modular supervision. CoRR, abs/1909.05528, 2019.

[7] Iulian Vlad Serban, Alessandro Sordoni, Yoshua Bengio, Aaron C. Courville, and Joelle Pineau. Building end-to-end dialogue systems using generative hierarchical neural network models. In Proceedings of the Thirtieth AAAI Conference on Artificial Intelligence, February 12-17, 2016, Phoenix, Arizona, USA, pages 3776–3784, 2016.

[8] Google. Google cloud.

[9] Amazon. Amazon Polly.

[10] Microsoft. Microsoft azure speech services.

[11] Stefan Ultes, Lina Maria Rojas-Barahona, Pei-Hao Su, David Vandyke, Dongho Kim, Itiigo Casanueva, Pawel Budzianowski, Nikola Mrksic, Tsung-Hsien Wen, Milica Gasic, and Steve J. Young. Pydial: A multi-domain statistical dialogue system toolkit. In Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics, ACL 2017, Vancouver, Canada, July 30 - August 4, 2017, System Demonstrations, pages 73–78, 2017.

[12] A. H. Miller, W. Feng, A. Fisch, J. Lu, D. Batra, A. Bordes, D. Parikh, and J. Weston. Parlai: A dialog research software platform. arXiv preprint arXiv:1705.06476, 2017.

[13] Tom Bocklisch, Joey Faulkner, Nick Pawlowski, and Alan Nichol. Rasa: Open source language understanding and dialogue management. CoRR, abs/1712.05181, 2017.

[14] Oleksii Kuchaiev, Jason Li, Huyen Nguyen, Oleksii Hrinchuk, Ryan Leary, Boris Ginsburg, Samuel Kriman, Stanislav Beliaev, Vitaly Lavrukhin, Jack Cook, Patrice Castonguay, Mariya Popova, Jocelyn Huang, and Jonathan M. Cohen. Nemo: a toolkit for building AI applications using neural modules. CoRR, abs/1909.09577, 2019.

[15] Sungjin Lee, Qi Zhu, Ryuichi Takanobu, Zheng Zhang, Yaoqin Zhang, Xiang Li, Jinchao Li, Baolin Peng, XiuJun Li, Minlie Huang, and Jianfeng Gao. Conlab: Multi-domain end-to-end dialog system platform. In Proceedings of the 57th Conference of the Association for Computational Linguistics, ACL 2019, Florence, Italy, July 28 - August 2, 2019, Volume 3: System Demonstrations, pages 64–69, 2019.

[16] Amanda Cercas Curry and Verena Rieser. #metoo alexa: How conversational systems respond to sexual harassment. In Proceedings of the Second ACL Workshop on Ethics in Natural Language Processing, EthNLP@NAACL-HLT 2018, New Orleans, Louisiana, USA, June 5, 2018, pages 7–14, 2018.

[17] Chandra Khatri, Behnam Hedayatnia, Rahul Goel, Anushree Venkatesh, Raefra Gabriel, and Arindam Mandal. Detecting offensive content in open-domain conversations using two stage semi-supervision. CoRR, abs/1811.12900, 2018.

[18] Kallirroi Georgila, Claire Nelson, and David Traum. Single-agent vs. multi-agent techniques for concurrent reinforcement learning of negotiation dialogue policies. In ACL, volume 1, pages 500–510, 2014.

[19] Alexandros Papangelis, Yi-Chia Wang, Piero Molino, and Gokhan Tur. Collaborative multi-agent dialogue model training via reinforcement learning. In Proceedings of the 20th Annual SIGdial Meeting on Discourse and Dialogue, pages 92–102, Stockholm, Sweden, September 2019. Association for Computational Linguistics.

[20] Bing Liu and Ian Lane. Iterative policy learning in end-to-end trainable task-oriented neural dialog models. In ASRU, pages 482–489. IEEE, 2017.

[21] Bing Liu and Ian Lane. Adversarial learning of task-oriented neural dialog models. SIGDIAL, pages 350–359, 2018.

[22] Piero Molino, Yaroslav Dudin, and Sai Sumanth Miryala. Ludwig: a type-based declarative deep learning toolbox. CoRR, abs/1909.07930, 2019.

[23] Amazon Web Services. Amazon Transcribe.

[24] Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and Percy Liang. Squad: 100,000+ questions for machine comprehension of text. In Proceedings of the 2016 Conference on Empirical Methods in Natural Language Processing, EMNLP 2016, Austin, Texas, USA, November 1-4, 2016, pages 2382–2392, 2016.
[25] Jason Weston, Antoine Bordes, Sumit Chopra, and Tomas Mikolov. Towards ai-complete question answering: A set of prerequisite toy tasks. In 4th International Conference on Learning Representations, ICLR 2016, San Juan, Puerto Rico, May 2-4, 2016, Conference Track Proceedings, 2016.

[26] Amazon Web Services. Amazon mechanical turk.

[27] Mikhail Burtsev, Alexander V. Seliverstov, Rafael Aripaytsev, Mikhail Arkhipov, Diliyra Baymurzina, Nickolay Bushkov, Olga Gureenkova, Taras Khakhulin, Yuri Kuratov, Denis Kuznetsov, Alexey Litinsky, Varvara Logacheva, Alexey Lymar, Valentin Malykh, Maxim Petrov, Vadim Polulyakh, Leonid Pugachev, Alexey Sorokin, Maria Vikhreva, and Marat Zaynutdinov. Deeppavlov: Open-source library for dialogue systems. In Proceedings of ACL 2018, Melbourne, Australia, July 15-20, 2018, System Demonstrations, pages 122–127, 2018.

[28] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training of deep bidirectional transformers for language understanding. arXiv preprint arXiv:1810.04805, 2018.

[29] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin. Attention is all you need. CoRR, abs/1706.03762, 2017.

[30] Charles B. Owen, Frank A. Biocca, Corey Bohil, and J. Conley. Simdialog: A visual game dialog editor. CoRR, abs/0804.4885, 2008.

[31] Pierre Lison and Casey Kennington. Opendial: A toolkit for developing spoken dialogue systems with probabilistic rules. In Proceedings of ACL-2016 System Demonstrations, Berlin, Germany, August 7-12, 2016, pages 67–72, 2016.

[32] Dan Bohus and Alexander I. Rudnicky. The ravenclaw dialog management framework: Architecture and systems. Computer Speech & Language, 23(3):332–361, 2009.

[33] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas Köpf, Edward Yang, Zach DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala. Pytorch: An imperative style, high-performance deep learning library, 2019.

[34] Martín Abadi, Ashish Agarwal, Paul Barham, Eugene Brevdo, Zhifeng Chen, Craig Citro, Greg S. Corrado, Andy Davis, Jeffrey Dean, Matthieu Devin, Sanjay Ghemawat, Ian Goodfellow, Andrew Harp, Geoffrey Irving, Michael Isard, Yangqing Jia, Rafal Jozefowicz, Lukasz Kaiser, Manjunath Kudlur, Josh Levenberg, Dandelion Mané, Rajat Monga, Sherry Moore, Derek Murray, Chris Olah, Mike Schuster, Jonathon Shlens, Benoit Steiner, Ilya Sutskever, Kunal Talwar, Paul Tucker, Vincent Vanhoucke, Vijay Vasudevan, Fernanda Viégas, Oriol Vinyals, Pete Warden, Martin Wattenberg, Martin Wicke, Yuan Yu, and Xiaoqiang Zheng. TensorFlow: Large-scale machine learning on heterogeneous systems, 2015. Software available from tensorflow.org.

[35] François Chollet et al. Keras. https://keras.io, 2015.

[36] Jason D. Williams, Antoine Raux, Deepak Ramachandran, and Alan W. Black. The dialog state tracking challenge. In Proceedings of the SIGDIAL 2013 Conference, The 14th Annual Meeting of the Special Interest Group on Discourse and Dialogue, 22-24 August 2013, SUPELEC, Metz, France, pages 404–413, 2013.

[37] Pawel Budzianowski, Tsung-Hsien Wen, Bo-Hsiang Tseng, Iñigo Casanueva, Stefan Ultes, Osman Ramadan, and Milica Gasic. Multiwoz - A large-scale multi-domain wizard-of-oz dataset for task-oriented dialogue modelling. CoRR, abs/1810.00278, 2018.

[38] Jost Schatzmann, Blaise Thomson, Karl Weilhammer, Hui Ye, and Steve Young. Agenda-based user simulation for bootstrapping a pomdp dialogue system. In Human Language Technologies 2007: The Conference of the North American Chapter of the Association for Computational Linguistics; Companion Volume, Short Papers, pages 149–152. Association for Computational Linguistics, 2007.

[39] Thomas Wolf, Lysandre Debut, Victor Sanh, Julien Chaumond, Clement Delangue, Anthony Moi, Pierric Cistac, Tim Rault, Rémi Louf, Morgan Funtowicz, et al. Transformers: State-of-the-art natural language processing. arXiv preprint arXiv:1910.03771, 2019.

A Appendix

Here we provide some examples of how to run Plato. This appendix assumes some general knowledge of Spoken Dialogue Systems theory, prominent data sets, benchmarks, etc. A full user guide and installation instructions can be found at https://github.com/uber-research/plato-research-dialogue-system.
A.1 Quick Start

To run Plato after installation, you can simply run the `plato` command which receives 4 sub-commands:

- `plato run -config <CONFIG.YAML>`
- `plato gui -config <CONFIG.YAML>`
- `plato domain -config <CONFIG.YAML>`
- `plato parse -config <CONFIG.YAML>`

Each of these sub-commands receives a value for the `-config` argument that points to a configuration file. For some quick examples, try the following configuration files for the Cambridge Restaurants domain:

- `plato run -config CamRest_user_simulator.yaml`
- `plato run -config CamRest_text.yaml`
- `plato run -config CamRest_speech.yaml`
- `plato gui -config CamRest_GUI_speech.yaml`

A.2 Train a module

There are several options for training a module in Plato as detailed in the user guide[^6]. Plato provides support for offline and online training (allowing for custom training schedules). For online training, users need to implement a `train()` function in their module (called according to the schedule) which may directly train the custom model, call an API for training it, etc. Offline training can happen inside or outside of Plato. In this section, we will demonstrate the latter, as training within Plato is relatively straightforward.

In this example, we show how to train an NLU using DSTC2 [36] data. Our model will jointly predict the intent and Begin-In-Out tags. Table 1, below, shows a snapshot of the training data.

| transcript                                           | intents       | BIO tags                  |
|------------------------------------------------------|---------------|---------------------------|
| expensive restaurant that serves vegetarian food     | inform        | B-inform-pricerange O O O B-inform-food O |
| asian oriental type of food                          | inform        | B-inform-food I-inform-food O O O |
| what is the phone number                             | request_phone | O O O O O                 |
| thank you good bye                                   | bye thankyou  | O O O O                   |
| how about french food                                | reqalts inform| O O B-inform-food O       |

Table 1: Sample NLU training data for DSTC2.

Using Ludwig, we can define our model with a simple configuration file (which can be found in Plato’s user guide) and call the following command to train the model (some details are omitted, see the full Plato guide):

```
ludwig experiment -model_definition_file ludwig_config.yaml -data_csv NLU.csv
```

To load the trained model in Plato a wrapper class needs to be written to interface with the specific model, i.e. to properly format the input, query the model, and properly parse its output so that downstream Plato components can understand it. Specifically for Ludwig, these classes are provided in Plato. The final step then is to modify Plato’s configuration file to point to the Ludwig-based NLU and to call plato using that configuration.

A.3 Load pre-trained models

Large pre-trained models from libraries such as Huggingface [39] are becoming a standard in Conversational AI. Plato inherently supports such models as from Plato’s perspective they are no different than any other statistical model. For example, to use a pre-trained Huggingface BERT model for NLU, one needs to write a class implementing Plato’s

[^6]: [https://github.com/uber-research/plato-research-dialogue-system/README.md](https://github.com/uber-research/plato-research-dialogue-system/README.md)
NLU interface and make sure to load and query BERT appropriately (see https://github.com/huggingface/transformers for detailed instructions and documentation for Huggingface models and see Plato’s user guide for a relevant tutorial).

A.4 Other topics

Besides the above use cases, Plato provides a variety of utilities such as data parsing, database creation, and simulated data generation. For more details please see the full user guide.

A.5 Example YAML configuration file

Figure 9: Example Plato YAML configuration file.