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Abstract—3D pose estimation is a challenging problem in computer vision. Most of the existing neural-network-based approaches address color or depth images through convolution networks (CNNs). In this paper, we study the task of 3D human pose estimation from depth images. Different from the existing CNN-based human pose estimation method, we propose a deep human pose network for 3D pose estimation by taking the point cloud data as input data to model the surface of complex human structures. We first cast the 3D human pose estimation from 2D depth images to 3D point clouds and directly predict the 3D joint position. Our experiments on two public datasets show that our approach achieves higher accuracy than previous state-of-art methods. The reported results on both ITOP and EVAL datasets demonstrate the effectiveness of our method on the targeted tasks.

Index Terms—edge feature, pose regression network, depth image.

I. INTRODUCTION

POSE estimation aims to identify and locate the key points of all human bodies in an image [1]. This is a basic research topic for many visual applications, such as human motion recognition and human-computer interaction. With the recent development of neural networks, many methods perform well using CNN, including stacked hourglass networks [2] and multiscale structure-aware networks [3]. Some researchers have estimated 2D human poses based on heat maps. Others approaches [4], [5], [6] regressed the heat maps for 3D pose estimation. In addition, Shotton et al. [7] and Junget et al. [8] took depth images as the input to process 3D estimation. Some methods are not only applicable in hand pose estimation but also to regress the human body joints, such as the region ensemble network [9] and the voxel-to-voxel network [10]. Compared to color images, depth images contain 3D information about the distance between the scene object and the camera viewpoint. With this considerable advantage, using 3D information can make a better 3D prediction.

3D interaction devices such as the Intel RealSense, Microsoft Kinect sensor, and other types of depth/IR cameras have a positive impact on the technology of human-computer interaction (HCI) [11], [12]. Images captured by depth sensors are widely used in robotics and autonomous driving. Point cloud maps, as a form of data structure of depth images, have both geometric positions and intensity information. The study of point cloud maps has gradually improved from geometric feature extraction to high-level understanding, such as point cloud segmentation [13] and recognition [14]. Different from ordinary image perception, pose estimation from a point cloud is challenging. First, the data structure of the point cloud is a set of points that are composed of point coordinates in three-dimensional space. These points only provide one-sided geometric information. The limited information cannot be used to extract enough features. Second is the sparsity of the point cloud. When the same object is scanned by different 3D devices in different positions, the order of the three-dimensional points varies widely. Such data are difficult to directly process through an end-to-end model. Third, we need to consider the time and space complexities in performing real-time tasks. Recent networks that directly process each point individually from the point cloud are computationally expensive. Fourth, 3D skeleton joints of most datasets are captured from a depth camera instead of using a Vicon camera to track the markers with high accuracy.
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Fig. 1. The 3D point cloud has a one-to-one relation with a 3D pose. Our approach is based on point clouds, converting depth images into point clouds before pose estimation.

What we achieve by converting the depth image into a point cloud is not the actual 3D data, but the 2.5D data from the object surface, which is not suitable for directly processing the point cloud by 2D CNN or 3D CNN. However, the time and space complexities of the 3D CNN grow cubically with the resolution of the input 3D volume. As Figure 1 shows, we...
aim to learn 3D human key body joint positions directly from the 3D point cloud. PointNet++ \cite{15} and DGCNN (Dynamic Graph CNN) \cite{16} have been motivated by the recent works on PointNet \cite{14} that perform both 3D object classification and 3D object segmentation on point clouds directly.

In this approach, our idea to perform pose estimation is that first, we take the images as input and convert them into 3D point clouds. Depending on the depth thresholding and Euclidean cluster extraction, we extract the person from these 3D points. Points of the human body are normalized by the height and width of this person before being transferred into the deep learning network. Our network is designed on a modified dynamic graph CNN model and PointNet, whose output is a low dimensional representation of the 3D key points. This work captures 3D structures of the human body and accurately estimates 3D human poses.

Our contributions can be summarized as follows.

- To the best of our knowledge, we proposed estimating the human body key joints directly from 3D point clouds based on the network architecture of DGCNN and PointNet for the first time. Unlike other methods that regress the 3D key points from the depth images, we cast the problem of 3D pose estimation from a single depth image to the point clouds.
- We processed the experiment using two existing representative 3D human pose datasets–EV AL \cite{17} and ITOP \cite{18}. We compared our approach with other CNN-based \cite{18} and RF/RTW-based \cite{7,8,19} human pose estimation methods from depth images. Experimental results show that our network for 3D pose estimation has a significantly accurate performance.

II. RELATED WORK

A. Depth-based 3D Pose Estimation

The methods of depth-based 3D pose estimation are divided into two parts: generative and discriminative models. The generative models are similar to the template matching. The human body templates are required to find correspondence between the inputs and templates in generative models. The iterative closest point algorithm \cite{17} is commonly used to track the 3D human body. Different from generative models, discriminative models directly estimate the pose. In the following, we focus on conventional discriminative models.

Most of the discriminative models are based on random forests (RF). Shotton et al. \cite{7} classified body parts from a single depth image based on the random forest classifier and estimated the 3D joint locations. Jung et al. \cite{8} used a random tree walk algorithm (RTW) to regress the joint position and reduce the running time. In the field of deep learning, Haque et al. \cite{18} proposed a viewpoint-invariant model using CNN and recurrent networks for human pose estimation, while Guo et al. \cite{9} introduced a tree-structured region ensemble network for 3D position regression. These deep learning models are based on the image features. In addition, a voxel-to-voxel network (V2V-PoseNet) is proposed in \cite{10}, which takes the point cloud as input. For each voxel, the network estimates the likelihood of each body joint. V2V-PoseNet extracts the 3D joint positions from the generated heatmaps.

B. 3D Deep Learning For Point Cloud

A series of PointNet models, including PointNet \cite{14} and PointNet++ \cite{15} are the recently proposed methods for point cloud classification and segmentation. Point clouds are fundamentally irregular, and it is not sensitive to the order of the data. This means that the model for processing point cloud data needs to be invariant to different permutations of the data. A spatial transform network named T-Net (part of PointNet \cite{14}) has been designed to ensure the invariance of the model to a specific spatial transformation. The points are first aligned by multiplying it with a transformation matrix learned by a spatial transform network. PointNet models treat each point individually, learning the mapping from 3D to potential features without taking advantage of geometry. A single maxpooling layer is used for all the features of sampled points in PointNet.

This operation loses many local features and only maintains global features. Therefore, the network’s ability to extract local information from the model is far less satisfactory than that of the convolutional neural network. PointNet++ extracts features on different scales and obtains deep features through a multilayer cascade network. There are three main modules, sampling, grouping and feature learning, for extracting both local and global features. However, PointNet++ still considers individual points in local point sets instead of the relationships between a pair of points.

In contrast to previous networks, Wang et al. \cite{16} successfully developed a dynamic graph CNN model (DGCNN) to process point clouds based on a thinking way of image analysis using a convolution neural network (CNN). The method is the same as the principle of a convolutional network that considers the set of interconnected pixels instead of a single pixel. EdgeConv, as the main part of DGCNN, takes a center point with its nearest neighbor points as an input to the multilayer perceptron (MLP) layer. EdgeConv models the distance and geometric structure between points when constructing the neighborhood. Local features are formed by searching neighbor points, while global features can be extracted through stacking or recycling EdgeConv layers. However, unlike PointNet and PointNet++, not only global features but also local features are considered in EdgeConv layers.

III. DEEP LEARNING MODEL

Our method for pose estimation takes the point clouds converted from the depth images as input, considering this $F$-dimensional point cloud with $N$ points. The point cloud is downsampled to $N$ points, which is defined as a set of vectors $P = \{p_1, p_2, \ldots, p_N\}$. Outputs are a set of 3D key body joint locations $J = \{j_1, \ldots, j_M\}$, where $M$ is the number of key body joints and $j_i$ contains $x_i, y_i, z_i$ in the camera coordinate system where $i \in \{1, \ldots, M\}$. The data input to the deep learning model is $(P, J)$. Considering the resolution of the depth image, we set $N$ as 5,000 and $F$ as 3. Our model takes these sampled point clouds to regress the 3D body pose by extracting the global and local features. To further improve the results, we modified the DGCNN model. In this section, we introduce our preprocessing and then present our 3D pose estimation method.
A. Preprocess

First, our approach segments the human body from the background as clearly as possible. Figure 2 shows the process of segmentation and sampling. Since the data are captured by the depth camera, many points with invalid depth values or zero-depth values may be included. We removed all invalid and zero points. Given the depth information, most of the background points can be easily removed by defining depth thresholding. However, only setting the depth thresholding is not enough to extract the human body. Point clouds still include noise and other background objects, which may affect the results. These are mostly due to the photon shot noise and long distance between the human body and the camera.

Setting a bounding box and depth thresholding can eliminate many background objects from Figure 2. In a more general case, we can make use of nearest neighbors and implement a clustering technique that is essentially similar to a flood fill case, we can make use of nearest neighbors and implement a many background objects from Figure 2. In a more general long distance between the human body and the camera.

Setting a bounding box and depth thresholding can eliminate many background objects from Figure 2. In a more general case, we can make use of nearest neighbors and implement a clustering technique that is essentially similar to a flood fill case, we can make use of nearest neighbors and implement a many background objects from Figure 2. In a more general long distance between the human body and the camera.

Fig. 2. The point cloud is converted from the depth image. We define distance thresholds to identify the subject and segment the human body from the background. After sampling the point cloud into the same size, it is fed into the regression network. The output is the 3D coordinates of the skeleton joints.

Algorithm 1 Euclidean Cluster Extraction

Input: Point cloud $P$

Output: A point set of human body $C_{body}$

1: set an empty queue $Q$ and an empty list $C$
2: for $p_i \in P$ do
3: add $p_i$ to $Q$
4: for $q_i \in Q$ do
5: $Neighbors$=$Search(q_i, d_{th})$
6: for $n_i \in Neighbors$ do
7: if $n_i \notin Q$ then
8: add $n_i$ into $Q$
9: end if
10: end for
11: end for
12: add $Q$ to $C$
13: set $Q$ to empty
14: end for
15: $C_{body}$ = $\text{Argmax}_{x \in C \text{Size}(x)}$
16: return $C_{body}$

where $N$ is the number of points from the human body and $p_i$ is the point from point cloud $P$ of the human body.

Fig. 3. An example of edge features from the chest. We define an arbitrary center query point from the chest and its neighborhoods. Depending on the distance, we can find the $K$ neighbor points. The edge features are composed of these $K + 1$ points. The point clouds with edge features are the input to the neural network. We set $K$ to 16 in this work.

\[ \text{NOR}(p_i, b) = (p_i - b) \begin{bmatrix} \frac{1}{b_w} & 0 & 0 \\ 0 & \frac{1}{b_h} & 0 \\ 0 & 0 & 1 \end{bmatrix} \]  

\[ b_c = \frac{\sum_{i=0}^{N} p_i}{N} \]
B. Pose Regression Network

We designed a 3D pose regression network that can directly estimate the 3D coordinates of the pose from the input point clouds by modifying DGCNN and PointNet. In our model, we use T-Net as the spatial transform network to achieve permutation invariance of points and stack EdgeConv layers to extract and learn features from the transformed point clouds. The original DGCNN model is used for classification and segmentation. We modified the architecture of the classification model by changing the middle layers and fully connected layers. The architecture of the modified model is shown in Figure 4. Different from the original model, we use one EdgeConv layer with 128 filters instead of three 64 filters. EdgeConv is a basic part of the DGCNN, which captures the local structures of the human body by combining the points and their neighborhoods. In our model, EdgeConv has been used as a main part for feature extraction. As Figure 3 shows, we visualize an edge feature that is considered a local feature. The feature is composed of the $K$ nearest neighbors by calculating the Euclidean distance. EdgeConv takes the local feature as input, considering the coordinates of points and the distance from the domain points as local domain information. Global shape information can be extracted by stacking or recycling EdgeConv layers.

For each point $p_i \in P$, we find its $K$ neighbor points and concatenate the neighbor points with the original point cloud as the edge features, which are calculated in the EdgeConv layers. There are two units in our network, which are composed of EdgeConv layers. The first unit is composed of two EdgeConv (128 filters) layers that are connected with MLP layers (1024 filters). The input to the MLP layers is the concatenation of the outputs from the first two EdgeConv layers. The second unit is the same as the first unit. To regress the joint positions, we modify the last three fully connected layers into $1024, 512, 3 \times M$. Since we target the single human object, the transform network is considered to be very suitable. Although the point clouds converted from depth images are ordered, points become an unordered form after preprocessing. The spatial transform network aligns an input point set to canonicalize into a specific space by applying an estimated $3 \times 3$ transformation matrix. To estimate the $3 \times 3$ matrix, the network uses the coordinates of each point in the point cloud and the coordinate difference of its $K$ neighbors. After matrix multiplication, the pose network takes the transformed point cloud as input.

C. Network Training

The process of training is composed of two parts. First, after preprocessing, the point cloud is sampled into a set of 5,000 points. We trained the whole model with the randomly arranged point cloud as the input in each step. In this way, the spatial transform network is trained in a good situation. Second, we maintain the weights of the spatial transform network and train the remaining networks. The input to the model is also a set of 5,000 points but not randomly arranged every time. The input to the pose regression network is a set of normalized points $X_{\text{nor}} = \{x_{i, \text{nor}}\}_{i=1}^{N} = \{p_{i, \text{nor}}\}_{i=1}^{N}$, where $p_{i, \text{nor}}$ is 3D coordinates of the normalized point and
the ground truth $y_{i,t}^{nor} = \{x_{i,t}^{nor}\}_{j=1}^{M} = \{j_{i,t}^{nor}\}_{j=1}^{M}$, where $j_{i,t}^{nor}$ is the corresponding key body joints after normalization. Given $T$ training samples with normalized point clouds, we minimize the following objective function:

$$
\omega^* = \arg\min_{\omega} \frac{1}{T} \sum_{t=0}^{T} ||y_{i,t}^{nor} - F(x_{i,t}^{nor}, \omega)||^2 + \lambda||\omega||^2
$$

where $\omega$ denotes the parameters of the pose regression network, $F$ represents the pose regression network, and $\lambda$ is the regularization strength.

## IV. Experiments

In this section, we evaluate our proposed approach on two public 3D human pose estimation datasets: EVAL [17] and ITOP [18], and then compare our method with state-of-the-art methods.

### A. Implementation Details

All experiments were performed on a computer with one Intel Core i7-9700K CPU, n Nvidia GTX1080ti GPU with 12 GB memory, and 64 GB of RAM. The pose regression network and preprocessing were implemented by the TensorFlow framework and point cloud library (PCL). The optimizations of both training steps were Adam [21]. For the first step to train the spatial transform network, the initial learning rate was 0.001, and decay rates ($\beta_1, \beta_2$) were separately 0.9 and 0.999. Epsilon of Adam was $1e-08$. The learning rate was divided by 10 after 50 epochs. After approximately 80 epochs, we stopped the first training and started the second training step. For the second step of training, the initial learning rate was 0.00001. Regularization strength was set to 0.0005. The number of neighbor points $K$ was 16. All MLP and fully connected layers included the ReLU activation function, except the last layer. We trained the network with a batch size of 4. For a more in-depth training of the spatial transform network, we randomly sampled the data in each training step. When we performed the evaluation, the estimated 3D key body joint locations were reconstructed from the network outputs:

$$
J = F(x_{i,t}^{nor}, \omega^*) \begin{bmatrix} b_w & 0 & 0 \\ 0 & b_h & 0 \\ 0 & 0 & 1 \end{bmatrix} + b_c
$$

### B. Data Preparation and Evaluation Metrics

We evaluated the performance of our point cloud-based human pose regression network on the EVAL and ITOP datasets. Examples of ITOP and EVAL datasets are shown in Figure 5. Figure 5(a) represents the top-view of the ITOP dataset, while (b) and (c) represent the front-view of the ITOP dataset. Depending on the different datasets, we estimate the main 14 key body joints on the EVAL dataset and estimate 15 on the ITOP dataset. To produce the most convincing test results and verify the generalization ability of our model, all training and testing data are divided by the subjects.

The ITOP 3D human pose estimation dataset consists of two angles of view—front-view and top-view tracks. Each track contains a list of approximately 40k training and 4k testing depth images. The resolution of the image is 320 × 240 (width × height). This dataset consists of 20 actors who perform 15 sequences each and is recorded by two Asus Xtion Pro cameras. The ground truth of this dataset is the 3D coordinates of 15 body joints, including head, neck, shoulders, elbows, hands, torso, hips, knees, and feet. The 3D joint position is directly from the camera interface. After we removed invalid data, the dataset has approximately 17k and 4k depth data separately for training and testing. We take 3k of the training data for validation. Both front-view and top-view depth data with their corresponding joint data are used for evaluation.

The EVAL 3D human pose estimation dataset has 3 subjects: 1 female and 2 males. It contains approximately 10k frames. Each frame is combined with the Vicon data of 30 markers. The resolution of the image is 320 × 240 (width × height). The dataset is divided into three parts (training, validation, and testing). We remove some invalid data that are out of the Vicon data. Finally, we have 8,158 front-facing depth images. We choose one subject for the test (approximately 2k frames) and the other two subjects (approximately 5k frames) for training, retaining approximately 800 frames as a validation dataset. The ground truth of this dataset is
the 3D coordinates of 14 body joints, including chest, hips, shoulders, elbows, knees, feet, head, hands. Each joint is set up with different Vicon markers, chest with 1 marker, hip with 2 markers, shoulder with 2 markers, elbow with 2 markers, knee with 3 markers, feet with 3 markers, head with 1 marker, and hand with 3 markers. We select the average position of markers for each joint. Different from the ITOP dataset, the coordinates of joints are calculated from the Vicon system and markers. These joints are of high accuracy.

We use the mean average precision (mAP) which is defined as the average precision for all human body parts. We set a 10 cm rule following [8], [18] to show the result of each kind of joint, which means there is a successful detection when the predicted joints are less than 10 cm from the ground truth. Here are the evaluation metrics.

\[
AP(x, y) = \begin{cases} 
1, & \text{if } \text{distance}(x, y) < 10cm \\
0, & \text{otherwise}
\end{cases} 
\]

\[
\text{mAP} = \frac{\sum_{i=1}^{M} AP(J_i, GT_i)}{M}
\]

where distance(x, y) denotes the Euclidean distance between x and y in 3D space; J and GT are predicted joints and ground truth separately. M is the total number of joints.

C. Comparison with State-of-The-Art Methods

We compared our proposed approach with state-of-the-art methods, which include random forest (RF) [7], the random tree walk algorithm (RTW) [8], iterative error feedback (IEF) [19], and the viewpoint-invariant feature-based method (VI) [18] on the ITOP dataset. Next, we conducted training on the EVAL dataset and compared our approach with RTW and VI. The mAP of the upper body and lower body is provided in Table I. The upper part of the body includes head, neck/chest, shoulders, elbows, and hands, while the lower body includes hips, knees, and feet. The qualitative results of our approach on the ITOP front-view, ITOP top-view, and EVAL datasets are shown in Figure 6. The motions in Figure 6 are turning around, standing, raising hands, boxing and shaking.

Most of the methods mentioned above performed well on the main parts of the human body, which are head, neck/chest, shoulders, and torso. These main parts provide the richest depth information. Predicting the 3D position of feet and hands is the hardest task in 3D human pose estimation since the proportion of hands and feet to the body is relatively small. In contrast to previous methods, our approach has excellent performance on the joints of the feet and knees. Some kinds of joints, such as knees, hands, elbows, hips, and feet, may be invisible from the view of the depth camera depending on the human motions, which results in deviation of the estimation. However, we still perceive from Table I that our method corresponds to this problem well.

For the front-view part of the ITOP dataset, RTW has the best score on estimating both upper body joints with a mAP of 84.8. Our predictions of other parts except hands are not much different from the state-of-the-art approaches because parts of the edge of the body, such as the hand, always convey limited depth information. The scores of RF, RTW, IEF, and VI are lower than ours in predicting feet and knees. Our approach has a high score with a mAP of 89.60 on predicting the lower body joints. From Table I, our method performs better than the other methods in predicting the whole body with a mAP of 85.11.

For the top-view of the ITOP dataset, the view angle of the collected dataset results in a considerable loss of depth information. The top-view of the ITOP dataset suffers more serious depth information loss than the front-view and EVAL. Figure 5 (a) can be taken as a representative example of such a situation. Therefore, among all experiments, the results from the top-view part of the ITOP dataset are the least accurate. Although VI has the best score in the assessment of the upper body with a mAP of 91.4, our human pose net has a score with a mAP of 77.15, which is higher than other approaches. On estimating the whole body joints, our approach has a good mAP score performance of 78.46, which is higher than the second-ranking method VI. From the results of our approach, the estimation accuracy of the upper body part equals the lower part, and the main difference exists in the prediction of the hand part.

Although both ITOP and EVAL have front-view data, the EVAL dataset has more complex motion than ITOP. In the experiments on the EVAL dataset, VI achieved a higher score on the evaluation of the lower body with a mAP of 89.2. For
Fig. 6. Qualitative results of our pose net on EVAL and ITOP (both front-view and top-view) datasets. A segmented point cloud of a human is shown with its corresponding joints. The motions in ITOP are turning around, standing, raising hands and boxing, while the motions in EVAL are standing, shaking, and raising hand.
the whole body, our approach was the first one with the whole body mAP of 80.86, which was much higher than the others (RTW and VI). This comes from the accurate estimations in the hand and elbow joints.

In our experiment, the most challenging joints are hand and elbow. The mean average precision from both datasets are below 75. The main reason is the lack of enough depth information. The motion range of both of the two joints is large, leading that the two parts beyond the capturing scope of the camera. Moreover, these two joints are easily occluded by other body parts from the view of the camera. Once these two parts are partially occluded, it results in that the extracted body parts in the point cloud image are not connected with each other and cause the depth information to be filtered out in the processing of segmentation.

D. Discussion

The application scenarios of our proposed approach are wide, including rehabilitation training, exercise coaching, sport player tracking, etc. In the rehabilitation training, most of the environments are controlled structured environments and the designed training is typically a slow tracking movement for a single patient. In this situation, our proposed approach well suits the task. In the exercise coaching, the movement can be fast which needs our proposed approach to be efficient enough to track the movement. In this case, we can tailor the model to be a light-weight simplified one by eliminating the neural links with small weights and increasing the number of sharing weights between clustered links. In the sport player tracking, the tasks are typically multi-player tracking which often involves occlusions. To overcome the occlusion issue, we can use maximum likelihood principle or posterior estimation to make correct joint association and pose estimation by fully utilizing the prior knowledge of the constraint between adjacent joints. More specifically, the occlusion can be modeled as a crossing of two segments based on computational geometry principle. Different combinations of movement sequences are then compared in the sense of probability by taking human movement restrictions into account [22].

V. Conclusion

We proposed a human pose model that estimates human pose from point clouds with a single depth image. A 2.5D depth image is converted to a 3D point cloud and processes it in the directly modified dynamic graph CNN network and PointNet to regress the 3D positions of joints. To handle the influence of background objects, we segment the point cloud of the human body using Euclidean cluster extraction. After being normalized by its height and width, the point cloud is fed into our modified dynamic graph CNN network. Experimental results compared to other state-of-the-art methods on two public depth-based datasets show that our method performs well for 3D human pose estimation. Our future work will be further improving accuracy for fast and occluded movements. Moreover, we will testify our approach in the task-oriented datasets, such as rehabilitation, exercise coaching, and sport team players’ tracking [23], [24].
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