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1.Introduction

The term neutrosophy was introduced by Smarandache [1], a modern philosophical branch inspired by famous fuzzy logic. It is a generalization of intuitionistic fuzzy logic [2]. The term is based on the logic of vague, unclear, blurred, fuzzy realms (problems, circumstances, and ideas) that are common in today’s era. The fuzzy logic is a limiting case of precise reasoning used to quantify the imprecise modes of reasoning [3]. The theory helps articulate decisions for decision-making problems under an imprecise and uncertain environment [4, 5]. Zadeh recently presented the fuzzy logic theory and applications in a precise way [6].

Further extensions in fuzzy logic and its applications can be seen in [4,7–11]. The standard fuzzy sets deal with the exact values, and there are many situations in real-life data where it is hard to find single values data. In such situations, interval-valued fuzzy sets were introduced by [12]. Smarandache claimed both neutrosophic sets and neutrosophic statistics to generalize fuzzy logic [13, 14]. Neutrosophic statistics deals with the interval-valued data as the classical statistical methods are helpless in dealing with the situations that generate indefinite data in interval form. Some methodological and applied forms of neutrosophic statistics have been discussed in [15–18].

Probability is among the classical statistical methods that deal with the quantification of random phenomena. The techniques available in the literature paid less attention to uncertainty-related problems under the fuzzy environment. The classical probability ignored serious, aberrant, ambiguous values, so a new suitable instrument was used. Smarandache [19] introduced the basic definition of
neutrosophic sets in his well-defined book in 2014 purely in the statistical scenario, which provides a new basis containing indeterminate data to deal with many problems. The primary objective of neutrosophic logic is to define any logical argument of a statement under consideration in a 3-D neutrosophic space where each dimension represents truth (T), false (U), and indeterminacy (I), respectively. The symbols T, I, and U are the standard, a nonstandard real subset of (0, 1+) without any specific connection. Many researchers have extended the classical distributions under neutrosophic logic that includes neutrosophic binomial distribution and neutrosophic normal distribution [20, 21], neutrosophic multinomial distribution [19], neutrosophic Poisson, neutrosophic exponential, and neutrosophic uniform distribution [22], neutrosophic gamma distribution [23], neutrosophic Weibull distribution and its several families [24], and neutrosophic beta distribution [25]. In this paper, we extended the concept of two parameters negative binomial distribution to neutrosophic negative binomial distribution using neutrosophic logic.

2. Neutrosophic Negative Binomial Distribution (NNBD)

The classical negative binomial distribution is generalized neutrosophically, which ensures some indeterminacy related to the probabilistic experiment. Suppose each trial of an experiment results in an outcome, labeled as success (S) and failure (U) and also with some indeterminacy (I). For example, tossing a coin on an unbalanced surface may have cracks, a coin may fall on its edge inside the crack, and one may get neither head nor tail but some indeterminacy.

The neutrosophic negative binomial random variable is defined as a variable number of trials to obtain the fixed number of successes. It is known as a neutrosophic negative binomial distribution. First, obtaining indeterminacy for every trial means there will be indeterminacy for all trials. Secondly, obtaining indeterminacy for no trial means no indeterminacy for all trials. There may exist a situation when we get indeterminacy for a few trials and determinacy for other trials. In that case, we introduce an indeterminacy threshold. Let th be the number of trials that result in indeterminacy and th = [0, 1, 2, . . . , ∞]. Cases where threshold > th will belong to indeterminate part, and when threshold < th, those cases will belong to a determinate part.

For x = {s, s + 1, s + 2, . . .}, Npx (occurrences of a fixed number of successes for a variable number of trials) = (Tx, Ux, Ix), probability mass function and cumulative distribution function of neutrosophic negative binomial distribution are, respectively, given as

\[ T_x = (p_r(S))^t \sum_{s=0}^{t^*} \binom{x - \hat{s}}{t} (p_r(I))^t (p_r(U))^{x - \hat{s} - t}. \]  

Similarly,

\[ U_x = \sum_{y=1}^{\infty} T_y = (p_r(S))^t \sum_{y=1}^{\infty} \binom{y - \hat{s}}{t} (p_r(I))^t (p_r(U))^{y - \hat{s} - t}, \]  

\[ I_x = (p_r(S))^s \sum_{z=0}^{\infty} \binom{x - \hat{s} - z}{t} (p_r(I))^t (p_r(U))^{t + z} \sum_{z=0}^{\infty} \binom{x - \hat{s} - z}{t} (p_r(U))^{x - \hat{s} - t}. \]

The CDF corresponding to (1) is given by

\[ F(x) = 1 - (p_r(S))^s (p_r(U))^{x - \hat{s} + 1} \sum_{m=1}^{\infty} \binom{x - \hat{s} + m}{m} (p_r(I))^{m - 1}. \]

The CDF corresponding to (3) is given by

\[ F(x) = 1 - (p_r(S))^s \sum_{m=1}^{\infty} \binom{x - \hat{s} + m}{m} (p_r(I))^{m - 1} (p_r(U))^{m - 1}. \]

2.1. A Special Case of Neutrosophic Negative Binomial Distribution (NNBD). The neutrosophic geometric distribution is a special case of NNBD when the number of successes \( \bar{s} = 1 \).
2.2. Physical Conditions

(i) Each trial results in three mutually exclusive and exhaustive outcomes such as success, failure, and indeterminacy
(ii) All the trials must be independent
(iii) The probability of success remains fixed or constant for each trial
(iv) An experiment is repeated a variable number of times to produce a fixed number of successes

2.3. Case Studies

2.3.1. Case Study 1. Assume that you are surveying individuals at the polling booth and asking them if they voted independently. It was observed that 20% of people voted independently, 60% did not vote independently, and 10% were unsure whether they voted independently or not. What is the probability of eight people, you must ask before you find three people who voted independently?

Using the information in the problem mentioned above, we compute the probability for all three parts of pmf.

\( X \rightarrow \) number of people who voted
\( 3 \rightarrow \) number of people who voted independently will be considered a success

So, \( X = 3, 4, \ldots, 8 \) and \( s = 3 \)

Let the threshold \( t^* = 2 \)

\( p_r \) (people voted independently) = \( p_r(S) = 0.2 \)
(i) \( p_r \) (people not voted independently) = \( p_r(U) = 0.6 \)
(ii) \( p_r \) (people not sure about their voting) = \( p_r(I) = 0.1 \)

\[ T_x = T_3 = (0.2)^3 \sum_{t=0}^{3} \binom{8-3}{t} (0.1)^t (0.6)^{8-3-t} \]

\[ = (0.2)^3 \left\{ \binom{5}{0} (0.1)^0 (0.6)^5 + \binom{5}{1} (0.1)^1 (0.6)^4 + \binom{5}{2} (0.1)^2 (0.6)^3 \right\} \]

\[ = (0.2)^3 [0.7776 + 0.0648 + 0.0216] \]

\[ = 0.0013132, \]

\[ I_3 = (0.2)^3 \sum_{z=3}^{8-3=5} \binom{8-3}{z} (0.1)^z \sum_{t=0}^{5-z} \binom{5-z-t}{t} (0.6)^{5-z-t} (5-z-t)! \]

\[ = (0.2)^3 \left\{ \binom{5!}{3!} (0.1)^3 \sum_{t=0}^{5} \binom{5}{t} (2-t)! + \binom{5!}{4!} (0.1)^4 \sum_{t=0}^{4} \binom{4}{t} (1-t)! + \binom{5!}{5!} (0.1)^5 \sum_{t=0}^{0} \binom{5}{0} (0-t)! \right\} \]

\[ = (0.2)^3 \left\{ 1.28 + 8 \times 10^{-4} + 0.1^5 \right\} \]

\[ = 0.010246. \]

\( U_3 \) can be easily calculated in the following way rather than using combinatorial formula.

As we know that

\[ T_x + I_x + U_x = (p_r(S) + p_r(I) + p_r(U))^n, \]

here instead of \( n \), we will use \( x \), as \( x \) is the number of trials.

\[ T_x + I_x + U_x = (p_r(S) + p_r(I) + p_r(U))^x. \]

So, we may compute \( U_3 \) as given below:

\[ U_3 = (p_r(S) + p_r(I) + p_r(U))^x - T_3 - I_3 \]

\[ = (0.2 + 0.1 + 0.6)^8 - 0.0013132 - 0.010246 \]

\[ = 0.41891. \]

If the computed vector is normalized,

\[ (T_3, I_3, U_3) = (0.0013132, 0.41891, 0.010246), \]

by dividing each component of a vector with their total sum

\[ 0.0013132 + 0.41891 + 0.010246 = 0.4304692. \]

Hence, we get

\[ (T_3, I_3, U_3) = (0.0030506, 0.023802, 0.973147). \]

2.3.2. Case Study 2. A specified location has 35% rain on any specific day, 70% chances that day will be sunny, and 15% indeterminacy that neither the day will be sunny nor rainy.
What is the probability that there will be rain on three specific days in a week?

Using the information in the problem mentioned above, we compute the probability for all three parts of pmf.

\[ X \rightarrow \text{number of days in a week} \]
\[ \hat{s} \rightarrow \text{number of rainy days} \]

So, \( X = 3, 4, 5, 6, 7 \) and \( \hat{s} = 3 \). Let the threshold be 3, i.e., \( \theta^* = 3 \)

\[
T_x = T_3 = (0.35)^3 \sum_{t=0}^{3} \binom{7-3}{t} (0.15)^t (0.7)^{7-3-t}
\]

\[
= (0.35)^3 \left\{ \binom{4}{3} (0.15)^3 (0.7)^4 + \binom{4}{4} (0.15)^4 (0.7)^3 + \binom{4}{2} (0.15)^2 (0.7)^2 + \binom{4}{3} (0.15)^3 (0.7)^1 \right\}
\]

\[
= (0.35)^3 [0.2401 + 0.2058 + 0.06615 + 0.00945]
\]

\[ = 0.022359, \]

\[
I_3 = (0.35)^3 \sum_{z^*=4}^{7-4-3} \binom{7-4}{z^*} (0.15)^{z^*} \sum_{t=0}^{4-z^*} \binom{4-z^*}{t} (0.7)^{4-z^*-t} \frac{(4-z^*-t)!}{t!(4-4-t)!}
\]

\[
= (0.35)^3 \cdot \sum_{z^*=4}^{4} \frac{3!}{4!} (0.15)^4 \sum_{t=0}^{0} \frac{(0.7)^{4-t}}{t!(4-4-t)!}
\]

\[
= (0.35)^3 \binom{3!}{4!} (0.15)^4 (1)
\]

\[ = 5.42636 \times 10^{-6}, \]

\[
U_3 = (p_r(S) + p_r(I) + p_r(U))^\hat{s} - T_3 - I_3
\]

\[ = (0.35 + 0.15 + 0.7)^3 - 0.022359 - 5.42636 \times 10^{-6}
\]

\[ = 3.560816. \]

If the computed vector is normalized,

\[
(T_3, I_3, U_3) = (0.022359, 5.42636 \times 10^{-6}, 3.560816), \quad \text{(14)}
\]

by dividing each component of a vector with their total sum

\[
0.022359 + 5.42636 + 3.560816 = 3.583180. \quad \text{(15)}
\]

Hence, we get

\[
(T_3, I_3, U_3) = (0.0062399, 1.51440 \times 10^{-6}, 0.99376). \quad \text{(16)}
\]

2.3.3. Case Study 3. Jackson is a football player. His success rate of hitting the goal is 70%, the failure rate is 40%, and 15% chance that the situation may provide no clear evidence about the goal whether hitting or not. What is the probability that Jackson hits 2nd goal on his fifth attempt? Using the information in the problem mentioned above, we compute the probability for all three parts of pmf.

\[
\hat{s} = 2, \quad X = 2, 3, 4, 5.
\]

Let the threshold be 1; \( \theta^* = 1 \).

\[
p_r(\text{goal hit}) = p_r(S) = 0.7
\]
$p_r$ (goal not hit) = $p_r(U) = 0.4$

$p_r$ (no evidence about hitting or not hitting of goal) = $p_r(I) = 0.15$

$$T_x = T_2 = (0.7)^2 \sum_{t=0}^{\infty} \frac{5 - 2}{t} \cdot (0.15)^t \cdot (0.4)^{5 - 2 - t}$$

$$= (0.7)^2 \left\{ \left( \begin{array}{c} 3 \\ 0 \end{array} \right) (0.15)^0 (0.4)^3 + \left( \begin{array}{c} 3 \\ 1 \end{array} \right) (0.15)^1 (0.4)^2 \right\}$$

$$= (0.7)^2 \{0.064 + 0.072\} = 0.06664,$$

$$I_2 = (0.7)^2 \sum_{z'=0}^{\infty} \frac{3!}{2!} (0.15)^z \sum_{t=0}^{\infty} \frac{(0.4)^{3 - z' - t}}{t!}$$

$$= (0.7)^2 \left\{ \frac{3!}{2!} (0.15)^z \cdot \sum_{t=0}^{\infty} \frac{1}{t!} (1 - t)^t \right\} + \left\{ \frac{3!}{3!} (0.15)^3 \cdot \sum_{t=0}^{\infty} \frac{(0.4)^{0 - t}}{0!} \right\}$$

$$= (0.7)^2 \{0.0945 + (0.15)^3\} = 0.047959,$$

$$U_2 = (p_r(S) + p_r(I) + p_r(U))^x - T_2 - I_2$$

$$= (0.7 + 0.15 + 0.4)^5 - 0.06664 - 0.047959 = 2.937159.$$

If the computed vector is normalized,

$$(T_2, I_2, U_2) = (0.06664, 0.047959, 2.937159),$$

by dividing each component of a vector with their total sum

$$0.06664 + 0.047959 + 2.937159 = 3.051758.$$

Hence, we get

$$(T_2, I_2, U_2) = (0.021836, 0.962448, 0.015715).$$

### 3. Main Properties of NNBD

#### 3.1. Moment Generating Function

Moment generating function (m.g.f) of $X \sim$ NNBD($x; s, p_r(S)$) for true part of pmf is given by

$$M_0(t) = \left( \frac{p_r(S)}{p_r(U)} \right)^t \left( 1 - \frac{p_r(U)}{p_r(U)} \right)^{-1} \sum_{m'=0}^{\infty} \left( p_r(U) e^{it} \right)^{s + m'},$$

for indeterminate part of pmf is given as

$$M_0(t) = A^* \left( p_r(S) \right)^t \left( \sum_{n=1}^{\infty} \left( \frac{p_r(I)}{n} \right)^n \right) \left( \sum_{m'=0}^{\infty} \left( p_r(U) e^{it} \right)^{s + m'} \right).$$

#### 3.2. Characteristic Function

The characteristic function of $X \sim$ NNBD($x; s, p_r(S)$) for true part of pmf is given by

$$\phi_i(t) = \left( \frac{p_r(S)}{p_r(U)} \right)^i \left( 1 - \frac{p_r(I)}{p_r(U)} \right)^{-1} \sum_{m'=0}^{\infty} \left( p_r(U) e^{it} \right)^{s + m'},$$

for indeterminate part of pmf is given as

$$\phi_i(t) = A^* \left( p_r(S) \right)^i \left\{ \sum_{n=1}^{\infty} \left( \frac{p_r(I)}{n} \right)^n \right\} \left\{ \sum_{m'=0}^{\infty} \left( p_r(U) e^{it} \right)^{s + m'} \right\}.$$
function, and cumulative hazard rate function. In addition, the mills ratio and odds ratio for the new proposed distribution are derived.

4.1. Survival Function. Survival function of r.v \( X \sim NNBD(x; \hat{s}, p_r(S)) \) for true part of pmf is given as

\[
S(x) = (p_r(S))^i \sum_{m=1}^{\infty} \left( \frac{x - \hat{s} + m - 1}{m'} \right) (p_r(U))^{m'-1} (p_r(I))^m. 
\]  

(30)

The indeterminate part of pmf is given as

\[
h(x) = \frac{\sum_{t=0}^{x-\hat{s}} \left( \frac{x - \hat{s}}{t} \right) (p_r(I))^t (p_r(U))^{x-\hat{s}-t} (p_r(U))^{x-\hat{s}-m}}{(p_r(U))^{x-\hat{s}+1} \sum_{m=1}^{\infty} \left( \frac{x - \hat{s} + m - 1}{m'} \right) (p_r(I))^m}. 
\]  

(31)

4.3. Reversed Hazard Rate Function. Reversed hazard rate function (RHRF) of r.v \( X \sim NNBD(x; \hat{s}, p_r(S)) \) for true part of pmf is given as

\[
\vartheta(x) = \frac{(p_r(S))^i \sum_{t=0}^{x-\hat{s}} \left( \frac{x - \hat{s}}{t} \right) (p_r(I))^t (p_r(U))^{x-\hat{s}-t} (p_r(U))^{x-\hat{s}+m'}}{1 - (p_r(S))^i (p_r(U))^{x-\hat{s}+1} \sum_{m=1}^{\infty} \left( \frac{x - \hat{s} + m - 1}{m'} \right) (p_r(I))^m}. 
\]  

(33)
For the indeterminate part of pmf, RHRF is given as

$$
\hat{\alpha}(x) = \frac{(p_r(S))^{\epsilon} \sum_{z^* = \text{th} + 1}^{x-s} \binom{x - s}{z^*} (p_r(I))^{z^*} \sum_{t=0}^{\infty} \sum_{m'=1}^{\infty} \binom{x - s + m'}{m'} (p_r(U))^{x-s-m'}}{1 - (p_r(S))^{\epsilon} \sum_{m'=1}^{\infty} \binom{x - s + m'}{m'} (p_r(I))^{m'-1} (p_r(U))^{x-s-m'}} .
$$

(34)

4.4. Cumulative Hazard Rate Function. Cumulative hazard rate function (CHRF) of r.v $X \sim \text{NNBD}(x; \hat{s}, p_r(S))$ for true part of pmf is given as

$$
H(x) = -\ln \left\{ (p_r(S))^{\epsilon} (p_r(U))^{x-s+1} \sum_{m'=1}^{\infty} \binom{x - s + m'}{m'-1} (p_r(I))^{m'-1} \right\}.
$$

(35)

For the indeterminate part of pmf, CHRF is given as

$$
H(x) = -\ln \left\{ (p_r(S))^{\epsilon} \sum_{m'=1}^{\infty} \binom{x - s + m'}{m'} (p_r(I))^{m'-1} (p_r(U))^{x-s-m'} \right\}.
$$

(36)

4.5. Mills Ratio. Mills ratio of r.v $X \sim \text{NNBD}(x; \hat{s}, p_r(S))$ for true part of pmf is given as

$$
m(x) = \frac{(p_r(U))^{x-s+1} \sum_{m'=1}^{\infty} \binom{x - s + m'}{m'} (p_r(I))^{m'-1}}{\sum_{t=0}^{\text{th} + 1} \binom{x - s}{t} (p_r(I))^t (p_r(U))^{x-s-t}} .
$$

(37)

For indeterminate part of pmf, mills ratio is given as

$$
m(x) = \frac{\sum_{m'=1}^{\infty} \binom{x - s + m'}{m'} (p_r(I))^{m'} \sum_{m'=0}^{\infty} \binom{x - s}{m'} (p_r(U))^{x-s-m'}}{\sum_{z^* = \text{th} + 1}^{x-s} \binom{x - s}{z^*} (p_r(I))^{z^*} \sum_{t=0}^{\infty} \sum_{z^* = \text{th} + 1}^{x-s-z^*} \frac{x - s - z^*}{t} (p_r(U))^{x-s-z^*-t}} .
$$

(38)

4.6. Odds Ratio. The odds ratio of r.v $X \sim \text{NNBD}(x; \hat{s}, p_r(S))$ for true part of pmf is given as
\[ \varphi(x) = \frac{1 - (p_x(S))^i (p_x(U))^{x-i+1} \sum_{m' = 1}^{\infty} \left( \frac{x - \hat{s} + m'}{m' - 1} \right) (p_x(I))^{m'-1}}{(p_x(S))^i (p_x(U))^{x-i+1} \sum_{m' = 1}^{\infty} \left( \frac{x - \hat{s} + m'}{m' - 1} \right) (p_x(I))^{m'-1}}. \]  

For the indeterminate part of pmf, the odds ratio is given as

\[ \varphi(x) = \frac{1 - (p_x(S))^i \sum_{m' = 1}^{\infty} \left( \frac{x - \hat{s} + m'}{m' - 1} \right) (p_x(I))^{m'-1} \sum_{m = 0}^{\infty} \left( \frac{x - \hat{s}}{m} \right) (p_x(U))^{x-i-m} (p_x(I))^{x-i-m'}}{(p_x(S))^i \sum_{m' = 1}^{\infty} \left( \frac{x - \hat{s} + m'}{m' - 1} \right) (p_x(I))^{m'-1} \sum_{m = 0}^{\infty} \left( \frac{x - \hat{s}}{m} \right) (p_x(U))^{x-i-m} (p_x(I))^{x-i-m'}}. \]

### 5. Order Statistics

In this section, we derived the order statistics for the new proposed distribution NNBD, such as the \( w \)th order statistics, joint, largest, and smallest order statistics, maximum and minimum, and median order statistics, as well as smallest and largest order statistics.

#### 5.1. \( w \)th Order Statistics

Let \( X_1, X_2, \ldots, X_w \) be the random sample from NNBD and let \( X_{(1)}, X_{(2)}, \ldots, X_{(w)} \) be the corresponding order statistics. \( w \)th order statistics for the true part of NNBD can be given as

\[ f_{x,w}(x) = \frac{n!}{(w-1)! (n-w)!} (p_x(S))^{i+n-w} \sum_{t=0}^{\infty} \left( \frac{x - \hat{s}}{t} \right) (p_x(I))^{t} (p_x(U))^{x-i-t} \left[ 1 - (p_x(S))^i (p_x(U))^{x-i+1} \sum_{m = 1}^{\infty} \left( \frac{x - \hat{s} + m'}{m' - 1} \right) (p_x(I))^{m'-1} \right]^{w-1} \]

\[ \left( p_x(U) \right)^{x-i+1} \sum_{m' = 1}^{\infty} \left( \frac{x - \hat{s} + m'}{m' - 1} \right) (p_x(I))^{m'-1} \right]^{w-1}. \]

\( w \)th order statistics for the indeterminate part of NNBD can be given as

\[ f_{x,w}(x) = \frac{n!}{(w-1)! (n-w)!} (p_x(S))^{i+n-w} \sum_{z^* = 0}^{x-i} \left( \frac{x - \hat{s}}{z^*} \right) (p_x(I))^{z^*} \sum_{s^* = 0}^{\infty} \sum_{k = 1}^{x-i-s^*} \left( \frac{x - \hat{s} - s^*}{t} \right) (p_x(U))^{x-i-s^*} \]

\[ \left[ 1 - (p_x(S))^i \sum_{m = 1}^{\infty} \left( \frac{x - \hat{s} + m'}{m' - 1} \right) (p_x(I))^{m'-1} \sum_{m = 0}^{\infty} \left( \frac{x - \hat{s}}{m'} \right) (p_x(U))^{x-i-m'} \right]^{w-1} \]

\[ \left[ \sum_{m' = 1}^{\infty} \left( \frac{x - \hat{s} + m'}{m'} \right) (p_x(I))^{m'} \sum_{m = 0}^{\infty} \left( \frac{x - \hat{s}}{m'} \right) (p_x(U))^{x-i-m'} \right]^{n-w}. \]
5.2. Joint Order Statistics. Joint order statistics of $y_{1:b}$ and $y_{u:b}$ for true part of NNBD is derived as follows:

$$f_{a, u:b}(x) = \frac{b!}{(a-1)!(u-a-1)!(b-u)!} (p_r(S))^{i(b-a+1)} \left( \sum_{t=0}^{\infty} \left( \begin{array} {c} y - \hat{s} \\ t \end{array} \right) (p_r(I))^{i} (p_r(U))^{y-i-t} \right)$$

$$\left( \sum_{t=0}^{\infty} \left( \begin{array} {c} z - \hat{m} \\ t \end{array} \right) (p_r(I))^{i} (p_r(U))^{z-i-t} \right) \left[ 1 - (p_r(S))^{i} (p_r(U))^{y-i-t} \sum_{m'=1}^{\infty} \left( \begin{array} {c} y - \hat{s} + m' \\ m' - 1 \end{array} \right) (p_r(I))^{m'-1} \right]^{u-a-1}$$

$$\left[ (p_r(U))^{y-i-t} \sum_{m'=1}^{\infty} \left( \begin{array} {c} y - \hat{s} + m' \\ m' - 1 \end{array} \right) (p_r(I))^{m'-1} \right]^{b-u}.$$

Joint order statistics for the indeterminate part of NNBD is given as

$$f_{a, u:b}(x) = \frac{b!}{(a-1)!(u-a-1)!(b-u)!} (p_r(S))^{i(b-a+1)}$$

$$\left\{ \sum_{z=\hat{s}+1}^{\infty} \left( \begin{array} {c} y - \hat{s} \\ z \end{array} \right) (p_r(I))^{z} \sum_{t=0}^{\infty} \left( \begin{array} {c} y - \hat{s} + z' \\ t \end{array} \right) (p_r(U))^{y-i-z'-1} \right\}$$

$$\left\{ \sum_{z=\hat{s}+1}^{\infty} \left( \begin{array} {c} z - \hat{m} \\ z' \end{array} \right) (p_r(I))^{z'} \sum_{t=0}^{\infty} \left( \begin{array} {c} z - \hat{m} + z' \\ t \end{array} \right) (p_r(U))^{z'-i-z'-1} \right\}$$

$$\left[ \sum_{m'=1}^{\infty} \left( \begin{array} {c} y - \hat{s} + m' \\ m' \end{array} \right) (p_r(I))^{m'} \sum_{m'=1}^{\infty} \left( \begin{array} {c} y - \hat{s} \\ m' \end{array} \right) (p_r(U))^{y-i-m'} - \sum_{m'=1}^{\infty} \left( \begin{array} {c} z - \hat{s} + m' \\ m' \end{array} \right) (p_r(I))^{m'} \sum_{m'=1}^{\infty} \left( \begin{array} {c} z - \hat{s} \\ m' \end{array} \right) (p_r(U))^{z-i-m'} \right]^{u-a-1}$$

$$\left[ \sum_{m'=1}^{\infty} \left( \begin{array} {c} y - \hat{s} + m' \\ m' \end{array} \right) (p_r(I))^{m'} \sum_{m'=1}^{\infty} \left( \begin{array} {c} y - \hat{s} \\ m' \end{array} \right) (p_r(U))^{y-i-m'} \right]^{b-u}.$$

(44)

5.3. Largest Order Statistics. For $\eta = \hat{\eta}$ the largest order statistics for the true part of NNBD is given as

$$f_{\hat{\eta}}(x) = \hat{\eta}(p_r(S))^{i} \sum_{t=0}^{\infty} \left( \begin{array} {c} x - \hat{s} \\ t \end{array} \right) (p_r(I))^{t} (p_r(U))^{x-i-t}$$

$$\left[ 1 - (p_r(S))^{i} (p_r(U))^{x-i-t} \sum_{m'=1}^{\infty} \left( \begin{array} {c} x - \hat{s} + m' \\ m' - 1 \end{array} \right) (p_r(I))^{m'-1} \right]^{\hat{\eta}} - 1.$$

(45)

Largest order statistics for an indeterminate part of NNBD is given as
\[ f \colon \eta (x) = \eta (p_r(S))^{x^t} \sum_{z^{*}=z^{h+1}}^{x^t} \left( x - \hat{s} \right) (p_r(I))^x \sum_{x=0}^{\infty} \sum_{t=0}^{\infty} \left( x - \hat{s} - z^* \right) (p_r(U))^{x - \hat{s} - z^* - t} \]

\[ \left[ 1 - (p_r(S))^x \sum_{m'=1}^{\infty} (x - \hat{s} + m') (p_r(I))^{x - \hat{s} + m'} (p_r(U))^{x - \hat{s} + m'} \right]^\eta - 1. \]  

5.4. Smallest Order Statistics. For \( u = 1 \), smallest order statistics for the true part of NNBD is given as

\[ f_{1,n}(x) = n(p_r(S))^n \sum_{t=0}^{\infty} \left( p_r(I) \right)^{x - \hat{s} + m'} (p_r(U))^n \left[ (p_r(U))^{x - \hat{s} + m'} \right]^{n-1}. \]

5.5. Median Order Statistics. For \( u = m + 1 \), median order statistics for true part of NNBD is given as

\[ f_{m+1,n}(x) = \frac{(2m + 1)!}{m!n!} (p_r(S))^{\hat{(m+1)}} \left[ 1 - (p_r(S))^\hat{(m+1)} (p_r(U))^n \sum_{m'=1}^{\infty} (x - \hat{s} + m') (p_r(I))^{m' - 1} \right]^m \]

\[ \left[ (p_r(U))^{x - \hat{s} + m'} \sum_{m'=1}^{\infty} (x - \hat{s} + m') (p_r(I))^{m' - 1} \right]^m \left[ (p_r(U))^{x - \hat{s} - t} \sum_{t=0}^{\infty} (x - \hat{s} - t) (p_r(I))^t (p_r(U))^n \right]^m. \]
5.6. Minimum and Maximum Joint Order Statistics.

Minimum and maximum joint order statistics for the true part of NNBD is given as

\[
f_{1:a,a}(y) = n(n-1)(p_r(S))^n \sum_{t=0}^{\binom{n}{2}} \binom{n}{t} (p_r(I))^t (p_r(U))^{n-t}
\]

\[
\left\{ \sum_{t=0}^{\binom{n}{2}} \binom{n}{t} (p_r(I))^t (p_r(U))^{n-t} \right\}^{z_{i-1}}
\]

\[
\left\{ \left( p_r(U) \right)^{y_i + 1} \sum_{m'=1}^{\infty} \binom{y_i + m'}{m' - 1} \left( p_r(I) \right)^{m' - 1} - \left( p_r(U) \right)^{y_i + 1} \sum_{m'=1}^{\infty} \binom{z + m'}{m' - 1} \left( p_r(I) \right)^{m' - 1} \right\}^{n-2}.
\]

6. Conclusion

This paper proposes a discrete neutrosophic negative binomial probability distribution using the neutrosophic logic. We have discussed various case studies under the proposed distribution. Several mathematical properties, including mgf, characteristics function, and probability generating function of the proposed distribution, have been derived and presented. On reliability review, we have presented characteristics such as survival function, hazard rate function, reversed hazard rate function, cumulative hazard rate function, mills ratio, and odds ratio. Furthermore, we have obtained the order statistics for the proposed distribution. The proposed NNBD was useful in modeling the kth successes in a sequence of n independent trials before a specified number of failures took place.
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