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Abstract

The current work on reinforcement learning (RL) from demonstrations often assumes the demonstrations are samples from an optimal policy, an unrealistic assumption in practice. When demonstrations are generated by sub-optimal policies or have sparse state-action pairs, policy learned from sub-optimal demonstrations may mislead an agent with incorrect or non-local action decisions. We propose a new method called Local Ensemble and Reparameterization with Split and Merge of expert policies (LEARN-SAM) to improve efficiency and make better use of the sub-optimal demonstrations. First, LEARN-SAM employs a new concept, the \( \lambda \)-function, based on a discrepancy measure between the current state to demonstrated states to “localize” the weights of the expert policies during learning. Second, LEARN-SAM employs a split-and-merge (SAM) mechanism by separating the helpful parts in each expert demonstration and regrouping them into new expert policies to use the demonstrations selectively. Both the \( \lambda \)-function and SAM mechanism help boost the learning speed. Theoretically, we prove the invariant property of reparameterized policy before and after the SAM mechanism, providing theoretical guarantees for the convergence of the employed policy gradient method. We demonstrate the superiority of the LEARN-SAM method and its robustness with varying demonstration quality and sparsity in six experiments on complex continuous control problems of low to high dimensions, compared to existing methods on RL from demonstration.
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1 Introduction

1.1 Background

Reinforcement Learning (RL) is a machine learning paradigm where an agent navigates toward the optimal decision-making policy, maximizing the cumulative rewards along the way. RL is shown to be effective and well-suited for a variety of tasks such as robotic control, video games, self-driving, and online recommendation systems, among others. [1, 2, 3, 4, 5] In complex tasks with sparse significant rewards, the agent often takes an excruciatingly long time to collect these rewards, especially if a RL procedure is designed with a tabula rasa approach [6]. Methods that incorporate prior knowledge have been proposed to speed up learning, among which, RL from demonstration (RLfD) is a mainstream approach, such as reward shaping, imitation learning, and inverse RL [7, 8, 9, 10, 11, 12, 13, 14].

Early techniques of RLfD typically extract prior knowledge by pre-training expert policies with supervised learning methods [15, 16, 17, 18, 19] or pushing them into memory replay buffer for value evaluation [20]. Once a expert policy is trained, it will be used in the subsequent RL as is, without differentiating how helpful it is in assisting the agent to learn or adapting how it can assist in different states. Recent RLfD methods solve these problems by using reward shaping, applying imitation learning, or leveraging the hierarchical RL framework [11, 6, 21, 22, 23, 24, 25, 26, 27, 28, 29].

Many existing techniques assume the demonstrations are sampled from an optimal policy, and some can deal with demonstrations that are sub-optimal in the sense that they may be noisy, low-quality or have data sparsity issue[11, 25], which is the more realistic case. The quality of demonstrations, often measured by the aggregated reward when they are sampled, may degrade with noise from the environment or when the expert policies are immature. The sparsity of demonstrations refers to low numbers of trajectories included in demonstrations or insufficient samples of state-actions pairs in a demonstration. Though the existing methods on RLfD may still be able to work with sub-optimal demonstrations, they can get stuck easily in local optima or be misled by wrong decisions from low-quality demonstrations, leading to performance potentially worse than vanilla learning.

1.2 Our Contributions

We propose a new method for RLfD named LEARN-SAM, standing for Local Ensemble And Reparameterization with Split And Merge of expert policies. LEARN-SAM parameterizes the policy as a weighted ensemble of the expert-free policy and pre-trained expert policies from demonstration, differentiate the effectiveness of the expert policies in states near vs. far from the states where demonstration has data during the training process, and learns and utilizes the helpful part of an sub-optimal demonstration to boost the learning speed. The innovation of our work is listed below.

- The relative weights of the expert-free policy and expert policies in the ensemble are updated throughout learning, along with the parameters of the former. An expert-free policy receives more (less) weights when it is responsible for a bad (good) action.
- We define a new concept, the $\lambda$-function, in the policy parameterization to discount the influence of a demonstration in states relatively far from the demonstrated
states. By restricting the effectiveness of expert policies to local regions, the $\lambda$-function helps lower the likelihood of the agent traveling to states with minimal expert instructions and thus improving the learning speed.

- When the demonstrations are sub-optimal, they may be instructive in informing the actions on some states but less useful in other states due to either noise or a lack of data on those states. To make the best use of the expert policies trained from them, we propose a split-and-merge (SAM) mechanism to split the expert policies by states and then re-group them to form new expert policies according to how helpful they are in learning acceleration. We theoretically prove the invariant property of the ensemble policy before and after the SAM procedure.

- We run 6 experiments in the OpenAI gym [30] and Mujoco physics engine [31] and compare LEARN-SAM with some of the state-of-the-art RLfD techniques and baseline RL methods. LEARN-SAM achieves faster learning with non-inferior rewards relative to its comparison methods.

### 1.3 Related Work

We review some of the state-of-art research on RLfD and then discuss their differences and connections with our LEARN-SAM procedure.

Some RLfD methods differentiate the effectiveness of expert policies in different states by incorporating regularization terms or including constraints in the objective function [21, 25, 22], or by perturbing rewards signals with an additional demonstration-guided shaping term while keeping the optimal policy invariant [6, 11]. Potential-based reward shaping encourages agents to explore demonstrated local areas by granting additional virtual rewards. However, the effectiveness of reward shaping depends on the specification of the potential functions given the agent’s prior knowledge of the environment. When demonstrations are of low quality, the learning can be very slow. [21] proposes the Policy Optimization from Demonstration (POfD) method, inspired by the GAN neural networks (NNs) [32], that uses a parameterized classifier to determine whether a state-action pair is from demonstration and to generate indistinguishable trajectories.

In imitation learning (IL), the agent learns the optimal policy by following or imitating the expert’s decisions [24, 12, 17, 18, 19]. There are two main approaches in IL: to pre-train an expert policy from demonstrations via supervised learning via behavior cloning [23, 33, 34] or to use inverse RL to find a cost function under which the expert is uniquely optimal [8, 9, 12]. IL efficiently leverages the prior knowledge from demonstrations to achieve high accumulated rewards at the beginning of the learning process. On the other hand, IL may also get stuck in a local optimum and settle for sub-optimal policies since it may not explore enough in a large state space with sparse reward signals in late-stage learning given its assumption that assumes the demonstrations are optimal [25]. Work that acknowledges that demonstration data may be noisy exits, such as the maximum entropy inverse RL paradigm [35, 36] that employs a probabilistic approach for inverse RL.

Similarly, option-based hierarchical RL methods performs RLfD tasks via supervise-learning with regularization [37, 38], but in the general semi-Markov decision process
(SMDP) framework. Options – an extension of policy – activate, maintain, or terminate sub-policies that provide actions to achieve sub-goals. Besides the samples on demonstrations, which provide instructions to assist training, additional labels are needed to indicate which sub-goals the agent will accomplish. The labels can be collected together with the demonstrations data.

Compared to the above-listed work on RLfD where the influence of pre-trained experts on subsequent learning is often fixed, that in our proposed LEARN-SAM is adaptive to the learning process with the introduction of the $\lambda$ function and the SAM mechanism. In this way, LEAN-SAM effectively acknowledges that the demonstrations may be sub-optimal and thus makes selective usage of demonstrations so to speed up learning rather than following the experts in a blinded way. The $\lambda$ function limits the instructions of the expert policies to regions around their demonstrated states whereas in states where the expert policies have minimal information, the expert-free policy will dominate. In addition, the output of $\lambda$-function varies by state and provides local granularity regarding the effectiveness of an expert policy, as the effectiveness of an expert can vary across the states. To our knowledge, there is also no existing work similar to the SAM mechanism, which further boosts the efficiency in demonstration usage.

LEARN-SAM, in a broad sense, is still IL, but with more critical and selective usage of the information in demonstrations than most current IL approaches, which becomes clearer when we introduce the method in Section 3 and display the experiment results in Section 4. LEARN-SAM is not strictly inverse RL in that sense that it does search for a reward function from the demonstrations that could explain the expert behavior, though it employs supervised learning to train an expert policy given demonstration data.

## 2 Preliminaries

Table 1 lists the notations and some common definitions in the RL literature as well as in this paper.

### 2.1 Policy Gradient

Searching for an optimal policy to maximize the accumulated discounted rewards by a certain time is the goal for the agent in RL. An optimal policy can be obtained by looping between the value evaluation phase and the policy improvement phase. Q-learning and SARSA are two popular algorithms for policy optimization in the value-based paradigm. The policy gradient method is an alternative to the value-based paradigm that measures the quality of the policy with an objective function

$$\eta(\pi) := \mathbb{E}_{s_0 \sim \rho_0(\cdot)} \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t, s_{t+1}) \right] = \mathbb{E}_{s_0 \sim \rho_0(\cdot), a_0 \sim \pi(\cdot|s_0)} [Q_\pi(s, a)].$$

The difference in $\eta$ between policies $\tilde{\pi}$ and $\pi$ can be calculated from the discounted visitation frequencies $\mu_\pi$ and the advantage $A_\pi(s, a) = Q_\pi(s, a) - V_\pi(s)$; that is,

$$\eta(\tilde{\pi}) = \eta(\pi) + \mathbb{E}_{s_0 \sim \rho_0(\cdot)} \left[ \sum_{t=0}^{\infty} \gamma^t A_\pi(s_t, a_t) \right] = \eta(\pi) + \sum_s \mu_\pi(s) \sum_a \tilde{\pi}(a|s) A_\pi(s, a).$$

$^1$SMDP is considered more general than MDP in that its distributions are conditional on a finite or infinite historical states, actions and reward signals whereas MDP restricts the conditional information to current state. In option-to-option methods, any MDP with a fixed set of options is a SMDP.
| notation          | name                                                  |
|-------------------|-------------------------------------------------------|
| $S$               | state space                                           |
| $A, A(s)$         | action space (given a state)                         |
| $T : S \times A \times S \rightarrow R$ | transition function |
| $T(s'|s,a)$       | probability of agent going to state $s'$ from $s$ when taking action $a$ |
| $R(s,a,s')$ with $R : S \times A \times S \rightarrow R$ | reward received by the agent when reaching state $s'$ from $s$ by taking action $a$ |
| $\rho_0 : S \rightarrow R$ | probability distribution of the initial state $s_0$ |
| $a_0$            | action taken at the initial state $s_0$               |
| $(S,A,T,R,\rho_0,\gamma)$ | discounted MDP (a 6-element tuple)                     |
| $\gamma \in (0,1]$ | discount factor                                       |
| $\pi : S \times A \rightarrow R$ | policy |
| $\pi_\theta(a|s)$ | probability of agent taking action $a$ at state $s$, parameterized in $\theta$ (unknown) |
| $V_\pi(s) := \mathbb{E}_{a \sim \pi(\cdot|s)}[Q_\pi(s,a)]$ | state-value function |
| $Q_\pi(s,a)$     | action-value function, where $L(\tilde{\pi}) = \eta(\tilde{\pi})$ in Eqn (2) for easier optimization. Replacing $\mu_{\tilde{\pi}}$ in the right-hand side of Eqn (2) with $\mu_\pi$ results in $L(\tilde{\pi}) = \eta(\pi) + \sum_s \mu_\pi(s) \sum_a \tilde{\pi}(a|s)A_\pi(s,a)$. (3) |
| $\mu_\pi(s) = \sum_{t=0}^{\infty} \gamma^t P(s_t = s|\pi)$ | discounted visitation frequencies |
| $\rho_\pi(s,a) = \mu_\pi(s)\pi(a|s)$ | occupancy measure |
| $m$               | number of expert policies (given)                     |
| $D_j$ for $j = 1, \ldots, m$ | demonstration set $j$ |
| $n_j$            | number of observed demonstrations in set $D_j$       |
| $\pi_j$          | expert policy $j$                                     |
| $w_j$            | weight for $\pi_j$ (unknown parameter)                |
| $\lambda_j$      | $\lambda$-function of $\pi_j$ (Definition 2 of Sec 3.1) |
| $K$              | number of latent experts in SAM (Sec 3.2)             |
| $\pi_{jk}$       | mini-policies that form expert policy $\pi_j = \sum_{k=1}^K \xi_{jk} \pi_{jk}$ |
| $\xi_{jk}$       | weights of $\pi_{jk}$ in $\pi_j$                     |
| $\psi_j(s)$      | score function of $\pi_j$ at state $s$                |

Table 1: Notations and Definitions

Eqn (2) suggests that $\tilde{\pi}$ will outperform $\pi$ when the second term on the right-hand side is positive. However, this term involves $\mu_{\tilde{\pi}}$, making the direct optimization of Eqn (2) difficult. [45] proposes a local approximation $L(\tilde{\pi})$ to $\eta(\tilde{\pi})$ in Eqn (2) for easier optimization. Replacing $\mu_{\tilde{\pi}}$ in the right-hand side of Eqn (2) with $\mu_\pi$ results in

$$L(\tilde{\pi}) = \eta(\pi) + \sum_s \mu_\pi(s) \sum_a \tilde{\pi}(a|s)A_\pi(s,a).$$

(3)

For policy $\pi_\theta$ paramaterized in $\theta$ that is first-order differentiable $\forall \theta \in \Theta$, $L(\pi_\theta)$ is a first-order approximation to $\eta(\pi_\theta)$ in the sense that

$$L(\pi_\theta) = \eta(\pi_\theta) \text{ and } \nabla_\theta L(\pi_\theta)_{\theta=\hat{\theta}} = \nabla_\theta \eta(\pi_\theta)|_{\theta=\hat{\theta}}$$

(4)

for $\forall \theta \in \Theta$ and $\forall \hat{\theta} \in \Theta$, where $\hat{\theta}$ is the parameter associated with policy $\tilde{\pi}_\theta$. Eqn (4) implies that a sufficient small step that improves $L$ also improves $\eta$. Trusted Region
Policy Optimization (TRPO) [45] is a popular algorithm that maximizes $L_{\pi_\theta}(\pi_\theta)$ with a trust region constraint to achieve policy improvement for a given $\delta$:

$$\max_{\theta} L_{\pi_\theta}(\pi_\theta) \text{ s.t. } \max_{s \in S} D_{KL}(\pi_\theta(\cdot|s)\|\pi_\theta(\cdot|s)) \leq \delta.$$  

(5)

Our RLfD method employs the policy-gradient framework.

### 2.2 Reinforcement Learning from Demonstration

Demonstrations are often sampled from policies executed by a human expert or a well-trained policy from previous RL tasks. In the policy-gradient framework, RLfD searches for an optimal policy $\pi$ that maximizes $\eta(\pi)$ given demonstration $D$, where $D$ is a collection of a set of trajectories of state-action pairs in chronological order. Let $\rho_\pi$ and $\rho_E$ be the occupancy measures associated with the policy to be optimized and an expert policy, and $D(\cdot\|\cdot)$ be a discrepancy measure between two occupancy measures [25]. One of the RLfD methods is to incorporate $D(\rho_\pi\|\rho_E)$ in the objective function to encourage the agent to take similar actions and to reach similar states as the expert during learning, such as

$$\min_{\pi} L_\pi = -\eta(\pi) + \lambda \cdot D(\rho_\pi\|\rho_E),$$

(6)

where the discrepancy measure $D(\rho_\pi\|\rho_E)$ is a regularization term that promotes the similarity between $\rho_\pi$ and $\rho_E$.

[46] proposes the maximum mean discrepancy-IL (MMD-IL) framework. Given $F$ as a class of functions $f : S \to R$, MMD between $\rho_\pi$ and $\rho_E$ could be estimated using demonstrations $D_1$ and $D_2$ sampled from them; that is,

$$\text{MMD}[F, D_1, D_2] = \sup_{f \in F} \left( \frac{1}{m} \sum_{i=1}^{m} f(s_i) - \frac{1}{n} \sum_{j=1}^{n} f(s_j) \right)$$

(7)

where $s_i, s_j$ are the states from $D_1$ and $D_2$ and $m$ and $n$ are the number of state-action pairs in $D_1$ and $D_2$, respectively. $m$ can be as small as 1, in which case, MMD measures the dissimilarity between a single state and a set of states. At each iteration of the MMD-IL procedure, the discrepancy between the current state to the demonstration states is evaluated, which can be used to determine the source of the next action – from the expert policy, from a vanilla RL training procedure running at the same time, or from an online oracle expert [46].

We consider sub-optimal demonstrations in this study, where the sub-optimality may be attributed to two sources: data quality and data quantity. Before describing sub-optimal demonstrations, it helps to understand what an optimal expert and its demonstration are.

**Definition 1 (Optimal Expert Policy [25]).** Given loss function $L_\pi$, an optimal expert policy $\pi_{\theta^+}$ is defined as

$$\pi_{\theta^+} \in \left\{ \pi : \arg\min_{\pi} L_\pi \text{ and } \frac{\partial L_\pi}{\partial \theta} = 0 \right\}$$

(8)

optimal demonstrations are samples from the optimal expert policy in Definition 1 and achieve optimized aggregated reward. By contrast, a sub-optimal demonstration does
not satisfy the condition for optimality; it could be a sample from a sub-optimal policy that does not achieve optimized aggregated reward (lower quality), a sample from the optimal policy but the data is noisy/contaminated (lower quality), or it does not contain insufficient state-action pairs (data sparsity).

3 Methodology

With demonstrations \( D_j = \{ (s_{jt}, a_{jt}) \}_{t=1}^{n_j} \) for \( j = 1, \ldots, m \), the corresponding expert policies \( \pi_j \) can be pre-trained in a supervised manner without interacting with the environment \([14]\). The learned expert policies \( \{ \pi_j \}_{j=1}^{m} \) can then be combined with the expert-free policy \( \pi_\theta \), to obtain an ensemble policy \( \pi_\zeta \)

\[
\pi_\zeta(a|s) = (1 - \sum_{j=1}^{m} w_j) \pi_\theta(a|s) + \sum_{j=1}^{m} w_j \pi_j(a|s),
\]

(9)

where \( \zeta = \{ \theta, w \} \) and \( w = \{ w_j \}_{j=1}^{m} \) contains the unknown weight associated with each expert policy that is to be estimated during the RL process. Policy-gradients methods such as TRPO in Eqn (5) can be used to estimate \( \zeta \).

Albeit an intuitive approach, learning of the ensemble formulation in Eqn (9) can be slow given the sub-optimality of the demonstrations. If the demonstrations contain sub-optimal or even false action information, the ensemble policy that utilizes the demonstrations may get stuck in a local optimum and never get a chance to get out in a reasonable or realistic time frame. In addition, the recorded state-action pairs from demonstrations are formulated as Markov chains, a one-dimensional manifold embedded in a potentially high-dimensional space that may not always capture the information of the whole state space.

We make two major improvements over the ensemble policy formulation in Eqn (9) with a new parameterized policy scheme for efficient RL in the presence of sub-optimal demonstration, with the introduction of a new concept the \( \lambda \) function, and the development of the SAM mechanism. We name the new procedure **Local Ensemble And Reparameterization with Split And Merge** of expert policies (LEARN-SAM). We will cover both elements below, along with an algorithm to implement the LEARN-SAM procedure.

3.1 Policy Ensemble with \( \lambda \)-Function

The \( \lambda \)-function controls the influence of an expert policy on state \( s \) with an reformulated policy ensemble as

\[
\pi_\zeta(a|s) = (1 - \sum_{j=1}^{m} \lambda_j(s) w_j) \pi_\theta(a|s) + \sum_{j=1}^{m} \lambda_j(s) w_j \pi_j(a|s),
\]

(10)

where \( w_j \in (0, 1), \sum_{j=1}^{m} w_j \leq 1, \) and \( \lambda_j(s) \in [0, 1] \ \forall \ s \in S \). The intuition behind the \( \lambda \)-function concept is that the guidance expert policy \( \pi_j \) cannot be generalized to states far away from those in demonstrations. Therefore, one would down-weight the expert’s guidance on a state where the guidance is not good or when there is a lack of guidance (no data), instead of blindly applying the same global weight \( w_j \) to the expert policy for all the states. In contrast, \( \lambda_j(s) \) is a local weight, varies by state and provides the needed

\[\text{[47, 48, 49, 50]}\] weight the information in demonstrations by optimizing a weighted linear combination of cost functions rather than through policy ensemble as in Eqn (9). We conjecture that the two formulations lead to similar performance.
local granularity for $\pi_j$. The more confident we are about the expert guidance on a state $s$, the larger $\lambda(s)$ is. There are potentially many different formulations of the $\lambda$-function; Definition 2 provides one such formulation, which is used in the experiments in Section 4.

**Definition 2 (the $\lambda$-function).** Given a set of demonstrated states $D_{n \times 1} \subset S$ and a metric function $d : S^{n+1} \rightarrow \mathcal{R}^+$ that measures the distance between a state $s$ to $D$, we define $\lambda(s) = \exp(-\varphi(d(s, D)))$ where $\varphi : \mathcal{R}^+ \rightarrow \mathcal{R}^+$ is a monotonically increasing bijection.

It is obvious that $\lambda(s)$ monotonically decreases with $d$, $\varphi$ defines the decreasing rate of $\lambda$ in $d$, and $\lambda(s) = \exp(-\varphi(0)) = 1$. It is also desirable to have the properties 1) that $d$ is closed in the sense it is the same type of $d$ after reparameterization via the SAM procedure (see Sec 3.2), and 2) when $\forall s \in D, d(s, D) = 0$; that is, the $\lambda$ function fully empowers the expert policy when $s$ belongs to the demonstration set $D$.

The metric function $d$ can be any legitimate distance measure when the state space is continuous, such as the Euclidean distance from a point to a set. For discrete state spaces, with reasonable topological or geometrical assumption can be made, $d$ can still be defined. For example, if the states are nodes of a graph, the shortest path length between two states is a natural choice for $d$; if the states are blocks in a grid world [5], the Manhattan distance can be used as $d$. When there is reasonable topological or geometrical assumption, 0-1 distance could be used for $d$, meaning the agent would only consider executing a demonstrated actions when it is in the demonstrated state precisely.

There are also various choices for $\varphi$, e.g., a square function or a linear function with the latter yielding larger values of $\lambda$ than the former; in other words, $\lambda$ decays at a slower rate with the linear function as $s$ gets further away from $D$ so the expert policy can be evaluated more thoroughly by the agent.

### 3.2 Reparameterization of Expert Policies via Split and Merge

The second improvement we make to the ensemble policy formulation in Eqn (9) is the introduction of the Split and Merge (SAM) mechanism. SAM evaluates an expert policy state by state (mini-policies), then groups the mini-policies into different categories according to some criterion on helpfulness in learning (the Split step), and finally combines the mini-policies in the same category across all the expert policies to form a new expert policy (the Merge step).

The intuition behind the SAM mechanism is as follows. The $\lambda$ function restricts the influence of expert policies to local regions where there is demonstration data; however, it cannot tell a good action from a bad one and thus does not have the power to prevent inappropriate actions from being included in the ensemble policy. In other words, bad actions can still be taken, slowing down learning or leading the agent to a local optimum. There is a need to introduce a mechanism to measure the quality of an expert state by state, and down-weight its influence if its action in a state is not helpful for learning. Toward that end, we introduce the SAM mechanism.

Specifically, we assume each of the $m$ expert policies $\{\pi_j\}_{j=1}^m$ in each state $s$ can be represented as a mixture of $K \geq 2$ policies $\{\pi_k\}_{k=1}^K$ ((or notation simplicity, we use $\pi_j$ and $\pi_{jk}$ to represent $\pi_j(s|a)$ and $\pi_{jk}(s|a)$, respectively), where the $K$ policies are different...
in terms of the optimality of the state-action value at state $s$.

$$\pi_j = \sum_{k=1}^{K} \xi_{jk}(s) \pi_{jk},$$ \hfill (11)

where $\xi_{jk}(s) \in [0, 1]$ and $\sum_{k=1}^{K} \xi_{jk}(s) = 1$.

The linear decomposition of the expert policy holds automatically if we let $\pi_{jk} \equiv \pi_j$ for $k = 1, \ldots, K$, a convenient choice for the reparameterization and SAM mechanism; other types of formulation of $\pi_{jk}$ can also be used as long as the linear decomposition still holds.

In terms of choice of $K$, any concept that makes sense for a RL task can be used. An intuitive criterion is helpfulness or effectiveness in learning assistance. We may use ordinal categories such as very unhelpful to unhelpful to neutral to helpful to very helpful ($K = 5$); or as simple as two categories – helpful vs. unhelpful ($K = 2$). In the case of $K = 2$, when $\pi_j$ provide good guidance at state $s$, the weight $\xi_{j1}(s)$ of the helpful component $\pi_{j1}$ would be larger than the weight $\xi_{j2}(s)$ of the unhelpful component $\pi_{j2}$. We use $K = 2$ in all the experiments in Section 4. $K > 2$ can be used, leading to more granularity in identifying policies of different optimality and potentially better performance of SAM, but at a larger computational cost. In practice, $K$ can be chosen via a grid search with an appropriate evaluation metric (e.g., aggregated reward with a fixed number of epochs); $K$ can also be set at a relatively large value if there is no sufficient data to inform the granular separation. If the actual $K$ turns out to be smaller than the pre-set $K$, the weights of some of the components should be around 0 by definition.

After the reparameterization, the ensemble exert policy can be re-expressed in terms of the latent experts $\{\pi_k\}_{k=1}^{K}$. For example, when $K = 2$, there are two latent experts, representing the helpful and unhelpful experts, respectively. The helpful latent expert will be up-weighted as a whole and participate in the subsequent learning; and the unhelpful latent expert will still participate in the subsequent learning with a smaller weight than the helpful latent expert.\footnote{Mathematically, the weight for the unhelpful expert cannot be 0 to the sake of the invariant property. In practical implementation, its weight will get smaller and diminishes toward 0 after each SAM application. When its weight is close to 0, we can throw away the non-helpful experts to further improve the learning efficiency with minimal impact on the invariant property.}

We now establish the invariant property of the ensembled expert policy with reparameterization in the Proposition 1, which provides theoretical guarantees for the convergence of the ensemble policy optimization.

**Proposition 1.** Let

$$\lambda_k'(s) = \max_j \{\lambda_j(s) : w_j \xi_{jk}(s) > 0\},$$ \hfill (12)

$$\beta_{jk} = w_j \lambda_j \xi_{jk}(s) / \sum_{j=1}^{m} w_j \lambda_j \xi_{jk}(s), \text{ and}$$ \hfill (13)

$$\pi_k' = \sum_{j=1}^{m} \beta_{jk} \pi_{jk} \text{ be the } k\text{-th latent expert policy}$$ \hfill (14)

for $k = 1, \ldots, K$. There exist $w_k' \in (0, 1)$ such that, for any given $s$, $\sum_{k=1}^{K} w_k' \leq 1$ and

$$\sum_{j=1}^{m} w_j \lambda_j(s) \pi_j = \sum_{k=1}^{K} w_k' \lambda_k'(s) \pi_k'.$$ \hfill (15)

**Proof.** $\lambda_k'(s) = \max_j \{\lambda_j(s) : w_j \xi_{jk}(s) > 0\}$ is closed with the reparameterization as

$$\lambda_k'(s) = \max_j \{\exp(-\varphi(d(\cdot, S_j)) : w_j \xi_{jk}(s) > 0\}\}
= \exp(-\varphi(\min_j \{d(\cdot, S_j) : w_j \xi_{jk}(s) > 0\}))
= \exp(-\varphi(d_k(\cdot, S_k))),$$
where \( d_k \) := \( \min_j \{d(:, S_j) : w_j \xi_{jk}(s) > 0 \} \) and \( S_k := \bigcup_{j=1}^m \{S_j : w_j \xi_{jk}(s) > 0 \} \). When \( s \in S_k \) and \( \forall k \), a single element in \( \{\lambda_j : w_j \xi_{jk}(s) > 0 \} \) is 1, also implying \( \lambda_k'(s) = 1 \) in this case. Since \( \pi_j = \sum_k K \xi_{jk}(s) \pi_jk \),

\[
\sum_{j=1}^m w_j \lambda_j \pi_j = \sum_{j=1}^m w_j \lambda_j \sum_{k=1}^K \xi_{jk}(s) \pi_{jk} = \sum_{k=1}^K \sum_{j=1}^m w_j \lambda_j \xi_{jk}(s) \pi_{jk} = \sum_{k=1}^K \alpha_k \sum_{j=1}^m \beta_j k \pi_{jk},
\]

where \( \alpha_k = \sum_{j=1}^m w_j \lambda_j \xi_{jk}(s) \) and \( \beta_{jk} = w_j \lambda_j \xi_{jk}(s) / \alpha_k \geq 0 \). Since \( \sum_{j=1}^m \beta_{jk} = 1 \) for each \( k = 1, \ldots, K \), the latent expert policy \( \pi_k' = \sum_{j=1}^m \beta_{jk} \pi_{jk} \) is well-defined. Eqn (15) is obtained by letting \( w_k' = \alpha_k / \lambda_k' \).

Proposition 1 guarantees that the expert ensemble in Eqn (10) stays the same before and after the reparameterization (i.e., \( \{w_j, \lambda_j, \pi_j\}_{j=1, \ldots, m} \) vs. \( \{w_k', \lambda_k', \pi_k'\}_{k=1, \ldots, K} \)) during the optimization. The SAM mechanism can be applied at each epoch during learning or less frequently given a pre-specified schedule. The former is computationally more costly as \( w_k' \) needs to be estimated after each application of the SAM procedure, but too few applications would not make the best use of the SAM mechanism, at least during the early learning stage. As the learning continues, we expect the \( K \) latent expert policies to stabilize and that the SAM mechanism can be applied less frequently compared to the early stage.

### 3.3 Choices of \( \pi_{jk} \) and \( \xi_{jk} \) in SAM

One immediate and convenient option for \( \pi_{jk} \) is to let \( \pi_{jk} = \pi_j \) for \( k = 1, \ldots, K \), in which case, \( \xi_{jk}(s) \) can then be regarded as the proportion of \( \pi_j \) allocated to category \( k \). Other choices of \( \pi_{jk} \) can be used. For example, if \( \pi_{jk} \) is a Gaussian distribution, then \( \pi_j = \sum_{k=1}^K \xi_{jk}(s) \pi_{jk} \) is formulated as a mixture Gaussian distribution. For \( \xi_{jk}(s) \), we may define a scoring function to assign weight \( \xi_{jk}(s) \) to different categories \( k = 1, \ldots, K \) with the constraint \( \sum_{k=1}^K \xi_{jk}(s) = 1 \) \forall j given a state \( s \). \( \psi_j(s) \) measures the contribution of expert policy \( \pi_j \) to learning acceleration in state \( s \). Definition 3 provides the formal definition on the scoring function.

**Definition 3.** Given the acting policy \( \pi \) and an expert policy \( \pi_j \) for \( j = 1, \ldots, m \), the scoring function \( \psi_j(s) : S \rightarrow \mathbb{R} \) for \( \forall s \in S \) is

\[
\psi_j(s) = \sum_{a \in A(s)} \frac{A_\pi(s, a)}{|V_\pi(s)|} \pi_j(a|s)
\]

In our setting, the acting policy is the ensemble policy in Eqn (10). The advantage \( A_\pi(s, a) = Q_\pi(s, a) - V_\pi(s) \) measures how much more value an action \( a \) achieves in state \( s \) compared with the average value of all potential actions with the ensemble policy \( \pi \). If a positive (negative) advantage is detected, then \( a \) can be said to benefit (harm) learning given policy \( \pi \) and state \( s \). \( A_\pi(s, a) \pi_j(a|s) \) quantifies the contribution of expert \( j \) to the advantage of \( a \) in state \( s \). \( V_\pi(s) \) is a scale parameter so that \( \psi_j(s) \) is within the same order of magnitude across states for the convenience of using the same function to calculate \( \xi_{jk}(s) \). All taken together, \( \psi_j(s) \) measures the overall contribution of expert policy \( \pi_j \) in state \( s \), all actions considered.

\[^{4}\text{The magnitude of the value function tends to be larger for states further away from the terminal state.}\]
There are multiple ways to construct $\xi_{jk}(s)$ from $\psi_j(s)$ (referred to as the grouping function $g$) and we suggest two approaches below. The first is the softmax function. Let $b_k \in \mathcal{R}$ be the oracle score in class $k$, which monotonically increases with $k$. For a given $c \in (0, +\infty)$ and $\{b_k\}_{k=1}^K$,

$$
\xi_{jk}(s) = \frac{\exp(-c|\psi_j(s) - b_k|)}{\sum_{k'=1}^K \exp(-c|\psi_j(s) - b_{k'}|)},
$$

(17)

For the second formulation for $g$, we use the cumulative density function (CDF) of normal distribution as in

$$
\xi_{jk}(s) = \Phi(b_k; \psi_j(s), c^{-1}) - \Phi(b_{k-1}; \psi_j(s), c^{-1}),
$$

(18)

where $\Phi(\cdot; \psi_j(s), c)$ is the CDF of $\mathcal{N}(\psi_j(s), c^{-2})$, and $b_k$ is the cutoff between categories $k-1$ and $k$ with $b_0 = -\infty$ and $b_K = +\infty$. $c$ and $b$ are hyper-parameters in Eqns (17) and (18). The larger $c$ is, the more separate the $K$ categories are.

### 3.4 Implementation of LEARN-SAM

The LEARN-SAM procedure requires the specification or tuning of the following hyper-parameters: those associated with $\xi_{jk}$ (e.g., $c$, $\{b_k\}_{k=0}^K$ in Eqns (17) and (18)), a discrepancy measure $d$, and bijection $\varphi$ in the $\lambda$-function. The parameters to be estimated are $\zeta = \{\theta, w\}$ in Eqn (10). We use the same loss function as TRPO given in Eqn (5) with $\pi_\theta$ replaced by the ensemble policy $\pi_\zeta$ specified in Eqn (10) (users often need to specify hyperparameter $\delta$).

Every time the SAM mechanism is applied, $\pi_\zeta(a|s)$ in Eqn (10) is reparameterized through Eqn (15). Set $\pi_{jk} = \pi_j$ for $k=1, \ldots, K$; denote the expert policies before and after the application of SAM by $\pi = [\pi_j]_{m \times 1}$ and $\pi' = [\pi_k]_{K \times 1}$, respectively; let $w = [w_j]_{m \times 1}$ and $w' = [w_k]_{K \times 1}$ be the corresponding weights, $\Xi(s) = [\xi_{jk}(s)]_{m \times K}$ be the transition matrix between $\pi$ and $\pi'$, and $M_{K \times m}(s)$ be a matrix containing a single 1 per column, the position of which in column $j$ ($j=1, \ldots, m$) corresponds to the index of maximum $\lambda_j(s)$ where $w_j \xi_{jk}(s) > 0$. The reparameterization can be written as\(^5\)

$$
\lambda' = M\lambda
$$

(19)

$$
\begin{align*}
\psi' &= (\Xi^T \odot ((1_{K \times 1} \odot \lambda')\lambda^T))\psi \\
\pi' &= ((\psi \odot \lambda)(1_{1\times K} \odot ((\psi \odot \lambda)^T\Xi))) \odot \Xi^T \pi,
\end{align*}
$$

(20)

(21)

where $\odot$ and $\odot$ refer to the element-wise matrix multiplication and division; $1$ is a row vector of 1s; and $\Xi$ can be calculated from Eqns (17) and (18) given score $\psi = [\psi_j]_{m \times 1}$. Eqns (19) to (21) implies that the reparameterization from $(\lambda, w, \pi)$ to $(\lambda', w', \pi')$ is a linear transformation for each of the 3 elements, which remains linear after an arbitrary number of reparameterization rounds.

Algorithm 1 lists the steps for implementing LEARN-SAM. The convergence of the algorithm can be evaluated by eyeballing the trace plots of and monitoring the numerical changes in the accumulated exact rewards, the objective function, or a composite function of the parameters $\eta$ over epochs. If the trace plots reach some plateau or the change between two adjacent epochs is below a pre-specified threshold, the algorithm convergences and can stop.

\(^5\)For notation simplicity, we drop $s$ in $M(s), \Xi(s), \lambda(s)$ and $\lambda'(s)$. 
Algorithm 1: The LEARN-SAM procedure

Input: Environment \((\mathcal{S}, \mathcal{A}, T, R, \rho_0, \gamma)\), demonstrations \(\{D_j\}_{j=1}^m\), state-distance metric \(d\), hyperparameters for defining \(\xi_{jk}\) (\(c\) and \(b_k\)) (\(\delta\) in Eqn (5) if TPRO is used as the optimization procedure).

1: Train expert policy \(\pi_j\) from \(D_j\) for \(j = 1, \ldots, m\) via NNs (other supervised learning procedures can be used).
2: Initialize a NN for expert-free policy \(\pi_\theta\) and a NN for value \(V\).
3: Calculate the \(\lambda = \{\lambda_j\}_{j=1}^m\) function in Definition 2.
4: Initialize the ensemble policy \(\pi_\zeta\) in Eqn (10).
5: for epoch \(l = 1, 2, \cdots\) do
6: Collect data \(\{(s_0, a_0, r_0), (s_1, a_1, r_1), \cdots\}\).
7: Update \(V(s), A(a, s)\) and compute \(\psi\) given the collected data.
8: Evaluate \(\Xi\) via Eqn (17) given \(\psi\).
9: Calculate \(\lambda'\) via Eqn (19).
10: Calculate \(w'\) via Eqn (20).
11: Update policy \(\pi'\) via Eqn (21).
12: Update \(\zeta' = \{\theta, w'\}\) using TRPO (Eqn (5)) or other policy gradient methods
13: \(\zeta \leftarrow \zeta', \lambda \leftarrow \lambda', \pi \leftarrow \pi'\)
14: end for
15: return Policy \(\pi_\zeta\)

We summarize the LEARN-SAM procedure in Fig. 1. The red circles represent the unknown parameters to be estimated by LEARN-SAM \((w_j, \theta)\), the nodes within the green-dashed-bordered rectangle represent either the hyperparameters that users need to
specify (e.g., \(c, b\) for the grouping function \(g\) for \(\xi_{jk}\) calculation) or the observed data (e.g., demonstrations \(D_j\)), and the black rectangles represent the parameters or functions specified by users (\(\pi_j, \pi_{ik}\)) or calculated during the LEARN-SAM procedure (e.g., \(\psi, \alpha_k\), etc). The arrow from demonstration \(\{D_j\}_{j=1,\ldots,m}\) to expert policies \(\pi_j\) is in dash line, meaning that the expert policies \(\{\pi_j\}_{j=1,\ldots,m}\) are estimated once before the LEARN-SAM procedure rather than being estimated at every epoch. The diagram shows the reparameterization and optimization in a single epoch. At the end of the epoch, the new state-action trajectory data are collected and parameters \(\{w_j\}_{j=1,\ldots,m}\) and \(\theta\) are updated and a new epoch starts with the newly updated \(w_j \leftarrow w'_k, \pi_j \leftarrow \pi'_k\), and the newly-calculated \(\lambda_j \leftarrow \lambda'_k\).

4 Experiments

We compare LEARN-SAM against several state-of-the-art methods for RLfD and some baseline approaches in six continuous robotic controlling simulation environments implemented in OpenAI gym and Mujoco (Reacher-v2, walker2d-v3, HalfCheetah-v3, Ant-v3, Hummanoid-v3, DoublePendulum-v2) [51, 30, 31]. In each experiment, we firstly train an expert policy with TRPO then use it to generate a single sub-optimal demonstration with Gaussian noise added to each action. The policies and value function are parameterized via fully connected NNs with two hidden layers consisting of 64 nodes per layer and with the tanh activation function. The performances of the methods are compared after the agent interacts with the environment for the same number of times. We run 10 repeats per experiment in the same experiment settings but with different random seeds. The reward set-ups in the 6 experiments belong to one of the following 3 types of reward sparsification.

- **Type 1**: Agent receives +1 reward when it reaches a terminal state; no reward granted otherwise (Reacher-v2);
- **Type 2**: Agent receives +1 reward when it survives a crash and moves in any direction (walker2d-v3, HalfCheetah-v3, Ant-v3, Hummanoid-v3);
- **Type 3**: Agent receives +1 reward when the pole reaches higher than 0.89; this is specifically for the InvertedDoublePendulum task (DoublePendulum-v2).

The methods we compare LEARN-SAM to include

- pre-training [15]: We train an expert policy given the demonstration and then use it as the initialized policy for the optimization of the policy;
- shaping [11]: Reward shaping;
- POID [21]: We use a fully connected NN with two hidden layers with 64 and 32 nodes, respectively, for the classifier;
- TRPO (Eqn (5));
- MMD-IL [46]. We enable TRPO when the agent steps into states with large MMD measure instead of applying instructions from an online oracle policy. This method verifies the reward sparsification.
For the LEARN-SAM procedure, we used a weighted $l_2$ distance for $d$ of the $\lambda$-function, where the weight each dimension of the state space is the corresponding inverse SD of the demonstrated states, and a linear function $\varphi(d) = hd$, where $h$ is a hyperparameter that was tuned for fast learning. We used the softmax for $g$ and set $c = 4$ in Eqn (17) and tuned $b$ in Eqn (17) in each experiment to achieve faster learning. We set $\delta = 0.01$ in the TRPO optimization in Eqn (5) in all 6 experiments. When applying the SAM mechanism in each epoch of the learning process, we set $K = 2$, identifying and dividing the mini-policy in each state of the expert policy into either the “helpful” or “unhelpful” category (that is, $m = 1$ - only one expert policy, and $K = 2$). To boost learning, the mini-policies that fall in the unhelpful category are not used though the corresponding $\xi_{jk}$ values may not be 0, leading to violation of the theoretical invariant property in Prop 1. Empirically, we found this has minimal impact on the convergence of the ensemble policy for the following reason. $\xi_{jk}$ for the mini-policies in the unhelpful category tends to diminish to 0 with epochs. In other words, even when we optimize the ensemble policy using the exact $\xi_{jk}$ values calculated in each application of SAM, those $\xi_{jk}$ values will eventually approach 0, at a cost of slower learning, upon the convergence of the LEARN-SAM procedure.

The results on the accumulated exact rewards upon convergence and the iteration number to reach the accumulated exact reward achieved by the demonstration (without discounting) over 10 repeats are presented in Table 2. The trajectories of the mean accumulated rewards over the number of steps are displayed in Figure 2. The results indicate that LEARN-SAM delivers superior or similar performance compared to its competitors and reaches the accumulated exact reward level achieved by the demonstration the fastest with significantly fewer steps.

Table 2: Mean ± standard deviation of the accumulated exact reward and the iteration number to the accumulated exact reward achieved by the demonstration over 10 repeats in 6 experiments (the best performance is in bold, and the second best is in italics).

| cardinality [S]/[A] | reward setting | demonstration | Aggregated reward at the last iteration |
|------------------|----------------|--------------|----------------------------------------|
|                  |                |              | TRPO                                  |
|                  |                |              | 8349.00 ± 592.46                      |
|                  |                |              | MMD-IL                                |
|                  |                |              | 490.99 ± 391.53                       |
|                  |                |              | Pre-train                              |
|                  |                |              | 436.95 ± 423.23                       |
|                  |                |              | Shaping                                |
|                  |                |              | 864.67 ± 385.02                       |
|                  |                |              | POF-D                                 |
|                  |                |              | 841.60 ± 783.33                       |
|                  |                |              | LEARN-SAM                              |
|                  |                |              | 847.40 ± 1042.73                      |

|                          | Number of iteration to reach the aggregated reward achieved by the demonstration |
|--------------------------|----------------------------------------------------------------------------------|
| TRPO                     | 20.20 ± 1.14                                                                     |
| MMD-IL                   | 45.55 ± 14.07                                                                     |
| Pre-train                | >150.00                                                                          |
| Shaping                  | 19.50 ± 0.85                                                                      |
| POF-D                    | 20.45 ± 1.12                                                                      |
| LEARN-SAM                | 14.00 ± 0.58                                                                      |

1 the expert policy used to generate demonstration.
2 the numbers represent the quality of the demonstrations.
3 all iteration numbers are in units of 10,000 steps.

We also run two sensitivity analyses in the Ant-v3 experiment and examine the robustness of LEARN-SAM to the quality and data sparsity of the demonstration, relative to pre-training, POF-D, and TRPO. The reason for choosing the 3 methods as baseline for the sensitivity analysis is that pre-training and POF-D perform better than the other
Figure 2: Accumulated rewards in 6 experiments. Each x-axis represents the number of steps that the agent interacts with the environment.

benchmark methods in Fig. 2 whereas TPRO is used to show the performance without demonstration. The results are presented in Fig 3. Specifically, Fig 3(a) shows how performance changes when the demonstration quality varies. The results suggest LEARN-SAM delivers good performance even when the demonstration quality is relatively low (e.g., < 2,000 aggregate reward) and reaches a rather stable state when quality is > 2,000 (with $6.25 \times 10^6$ interactions with the environment). Comparatively, pre-training is greatly influenced by the demonstration quality – with a big jump from 0 to 1,000 around demonstration quality = 4,000; POfD is somewhere in between LEARN-SAM and pre-training. Fig 3(b) shows the sensitivity to data sparsity of the demonstration. LEARN-SAM outperforms pre-training and POfD within $3.75 \times 10^6$ steps across the whole range (100 to 2,000) of the examined state-action pairs of the demonstration. Although pre-train and
POfD are also relatively insensitive to the demonstration size, they collect significantly less reward. Since TRPO does not utilize the demonstration information, its performance remains constant regardless of the quality or sparsity of the demonstration in Fig 3(a) and Fig 3(b).

Fig 4 shows how the local weight of expert-free policy $1 - \sum_{j=1}^{m} \lambda_j(s)w_j$ changes during training at varying demonstration quality in the Ant-v3 experiment, aiming to show how LEARN-SAM works by examining how the weight of the expert-free policy “automatically” adapts to the demonstration quality during training. Specifically, with low-quality demonstrations, the expert-free policy does not rely on the demonstrate and rather explore the state space on its own; with high-quality demonstrations, LEARN-SAM knows it and makes the best use of the demonstration in learning.

![Figure 4: The adaption of the expert-free policy weight $1 - \sum_{j=1}^{m} \lambda_j(s)w_j$ during training at different demon quality (the numbers in the legends refer to aggregated reward of the demo) in the Ant-v3 experiment.](image)

5 Discussion

We proposed LEARN-SAM to leverage sub-optimal demonstrations in RL in a more effective manner than existing methods for RLfD. LEARN-SAM has two key elements: the $\lambda$-function that “localizes” the weights of expert policies in each state and the SAM mechanism that reparameterizes expert policies to make selective usage of demonstration by state. Between the two, the $\lambda$-function plays a more critical role than the SAM mechanism in term of LEARN-SAM’s performance. The SAM mechanism is more of add-on in the sense that it would not be meaningful to apply SAM if there was no $\lambda$-function in the first place. When demonstrations are sub-optimal, the experiments suggest that LEARN-SAM achieves an aggregated reward target much quicker than existing RLfD method. When demonstrations are of good quality with sufficient data, LEARN-SAM is not necessarily faster than the RLfD methods that assume optimality of the demonstrations though it can still be used.

The $\lambda$ function (but not the SAM mechanism in general) may also be realized in the option-based hierarchical RL framework. Specifically, the option terminates an acting expert sub-policy and then activates a new one with a probability proportional to the weight in Eqn (10) in every step. However, without the help of a formulation similar to the $\lambda$-function in LEARN-SAM that instructs the agent to execute which expert policy (e.g., large/small probabilities if the current state is near/far from the demonstrated states in the LEARN-SAM procedure), the agent would undergo a significant amount of
interactions with the environment to achieve what the $\lambda$-function can do more easily and quickly.

For future work, we aim to improve and expand the LEARN-SAM procedure in several directions. For example, the hyperparameters in the $\lambda$ function are specified pre-training in the current framework. One could instead use monotonically increasing functions, the parameters of which are estimated simultaneously with the weights and policy parameters during training, such as polynomials with positive coefficients or monotonic NNs [52, 53]. Along the same line, the scoring function and its hyper-parameters $c$ and $b_k$ can also be made adaptive during the training, leading to a more flexible SAM mechanism. We also plan to look into the SAM mechanism more thoroughly such as more ways to define the scoring function and examining empirically how different choices of $K$ and demonstration of various quality affect the performance of LEARN-SAM.
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