ON THE PERIOD INTERPRETATION FOR SOME SPECIAL VALUES OF THAKUR HYPERGEOMETRIC FUNCTIONS

RYOTARO HARADA

Abstract. In 1995, Thakur invented and studied positive characteristic analogues of hypergeometric functions. In this paper, we interpret the special values of those functions as periods of a pre-t-motive. As a consequence, we show their transcendence and linear independence results by using Chang’s refined version of the Anderson–Brownawell–Papanikolas criterion. Furthermore, as by-products, we show some linear/algebraic independence results among the special values of Kochubei multiple polylogarithms according to our period interpretation and the corresponding refined criterion.
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0. Introduction

0.1. Thakur hypergeometric functions. Let \( \mathbb{F}_q \) be a fixed finite field with \( q \) elements, where \( q \) is the power of prime number \( p \). Let \( \mathbb{P}^1 \) be a projective line defined over \( \mathbb{F}_q \) with a fixed point at infinity \( \infty \in \mathbb{P}^1(\mathbb{F}_q) \). Let \( A \) be the ring of regular functions away from \( \infty \), with \( k \) as its fraction field. Let \( k_\infty \) be the completion of \( k \) at \( \infty \), and let \( \mathbb{C}_\infty \) be the completion of a fixed algebraic closure of \( k_\infty \). With the variable \( \theta \), we can identify \( A \) with the polynomial ring \( \mathbb{F}_q[\theta] \) and \( k \) with the rational function field \( \mathbb{F}_q(\theta) \). Thakur defined and studied the positive characteristic analogues of the classical hypergeometric functions (HGFs) in 1995. His definition is motivated by Barns integral representation ([195, Section 3.4]) of the HGFs. For \( D_i := \prod_{j=1}^i (\theta^{q^j} - \theta) \) and \( L_i := \prod_{j=1}^i (\theta - \theta^{q^j}) \) with \( i \in \mathbb{Z}_{\geq 0} \), he found
the following analogue of the Pochhammer symbols:
\[
(a)_n := \begin{cases} 
D^{n-a} \quad &\text{if } a \geq 1, \\
1/L_0 \quad &\text{if } 0 \geq a \text{ and } -a \geq n, \\
0 \quad &\text{if } n > -a \geq 0.
\end{cases}
\]

Then, based on the characteristic 0 case, he defined the following analogue of HGFs by using the above symbols: for \(a_1, \ldots, a_r \in \mathbb{Z}\) and \(b_1, \ldots, b_s \in \mathbb{Z}_{\geq 0}\),
\[
(1) \quad \mathscr{r}F_s(z) := \mathscr{r}F_s(a_1, \ldots, a_r; b_1, \ldots, b_s)(z) := \sum_{n \geq 0} \frac{(a_1)_n \cdots (a_r)_n}{(b_1)_n \cdots (b_s)_n} \cdot \Delta_n(z) \in \mathbb{C}_\infty[z].
\]
Throughout this paper, we call these functions the Thakur hypergeometric functions (THGFs) and without loss of generality we assume that \(a_i \leq a_j\) and \(b_i \leq b_j\) for \(i \leq j\). The THGFs \(\mathscr{r}F_s(z)\) have three cases of the convergence domain as follows:
\[
\mathscr{r}F_s(z) \text{ are defined for } \\
\begin{align*}
&z = 0 & \quad &\text{if } r > s + 1, \\
&z \in \mathbb{C}_\infty & \quad &\text{if } r < s + 1, \\
&z \in \mathbb{C}_\infty \text{ with } |z|_\infty < q^{\Sigma_{j=1}^{s} (b_j-1) - \Sigma_{j=1}^{r} (a_j-1)} & \quad &\text{if } r = s + 1.
\end{align*}
\]
Here, \(|\cdot|_\infty\) is the absolute value for \(\mathbb{C}_\infty\) such that \(|\theta|_\infty = q\). Thakur also showed that THGFs satisfy an analogue of the hypergeometric differential equation by using the Carlitz differential operator \(\Delta_n\) and the Carlitz derivative \(d_F\). The case of \(\Delta_0\) is originated in [Ca35]. They are \(\mathbb{F}_q\)-linear operators defined for \(\mathbb{F}_q\)-linear functions \(f(z)\) by
\[
\Delta_n(f(z)) := f(\theta z) - \theta^n f(z) \quad \text{for } a \in \mathbb{Z}, \\
d_F(f(z)) := \Delta_0(f(z))^{1/q}.
\]
We can consider operator \(\Delta_n\) and \(d_F\) to be the positive characteristic analogue of \(z(d/dz)+a\) and \(d/dz\) respectively. For more details and studies, see [T95 §3.1] and [T00].

Then, Thakur demonstrated the following differential equation ([T95 (10)]) which is seen to be an analogue of the hypergeometric differential equation:
\[
d_F \circ \Delta_{a_1} \circ \cdots \circ \Delta_{a_r}(\mathscr{r}F_s(z)) = \Delta_{b_{s-1}} \circ \cdots \circ \Delta_{b_{r-1}}(\mathscr{r}F_s(z)).
\]
Furthermore, he discovered several properties of \(\mathscr{r}F_s(z)\), including the analogue of contiguous relations, the summation formula, specializations to exponential functions, the Bessel functions, the Jacobi and Legendre polynomials in positive characteristic, and the connection to the tensor powers of the Carlitz modules in [T95].

The second analogue of the HGF was also defined in [T95] by using the positive characteristic analogue of the binomial coefficients. In this paper, we discuss only the first analogue recalled in [1].

Later, Thakur, Wen, Yao and Zhao ([TWWZ]) obtained a sufficient condition for the special values of \(\mathscr{r}F_s(z)\) \((r < s + 1)\) and an equivalent condition for the special values of \(\mathscr{r}F_s(z)\) \((r = s + 1)\) to be transcendental over \(k\). These transcendence results were the consequence of their Diophantine criterion for transcendence in positive characteristic, which generalized Theorem 1 of [Y06]. Moreover, there are some approaches for solving transcendence/linear independence problems via periods (see Definition [1]), as developed by Anderson–Brownawell–Papanikolas [ABP04], namely, the so-called ABP criterion. For example, Carlitz multiple polylogarithms are firstly defined in [C14] as follows and their special values are known as periods: for \(s = (s_1, \ldots, s_r) \in \mathbb{Z}^r_{\geq 0}\) and \(z = (z_1, \ldots, z_r) \in \{z \in \mathbb{C} : \text{\ldots}\}\).
For each index \( s \) to be periods related to the elliptic curve \( y = C \), we fix a \( (q_r) \) and \( \theta \) to ensure the transcendence for values of HGFs. For example, Schwarz determined the list of HGFs of a specific pre-t”, equivalent conditions for the special values of KMPLs at algebraic points (Theorems 3.11–3.13). We note that our Theorem 3.6 also gives THGFs (Theorems 3.6, 3.7 and 3.9) and the linear/algebraic independence results of Theorem 2.4), the transcendence and linear independence results of some special values of the HGFs with some different algebraic points or some different rational parameters. Hirata–Kohno, Kawasaki ([DHKK]) proved the linear independence among the values of the special values of HGFs. For the recent works, Fischler and Rivoal ([FR20]) and David, in [Ca35] as well as the Carlitz polylogarithms introduced in [AT90] and the Carlitz logarithms introduced in [C14], and the criterion for Eulerian Carlitz multiple polylogarithms applied to the linear independence of the Carlitz multiple polylogarithms at algebraic points in [CPY19].

Our main results include a period interpretation of the special values of the THGFs (Theorem 3.1), the transcendence and linear independence results of some special values of the THGFs (Theorems 3.6, 3.7, and 3.9) and the linear/algebraic independence results of the KMPLs at algebraic points (Theorems 3.11, 3.12, and 3.13). We note that our Theorem 3.6 also gives equivalent conditions for the special values of \( s_{+1}F_s(z) \) to be transcendental over \( k \), which is the same as the result in [TWYZ] but the proof is different. Indeed we use a period interpretation for the special values of the THGFs.

We can show that the \( q \)-th power of the THGFs at algebraic points appears as periods of a specific pre-t-motive \( M_{a,b,d} \) defined by (12). We define

\[
\Omega := (-\theta)^{-\frac{a}{a-1}} \prod_{i=1}^{\infty} \left( 1 - \frac{t}{q^i} \right) \in k_{\infty}(\theta^{-1})[[t]]
\]

where we fix a \((q - 1)\)-th root of \(-\theta\). The Carlitz period \( \tilde{\pi} \) is defined by \( (\Omega|_{\theta = \tilde{\pi}})^{-1} \).

Let \( d \geq \max\{b_1, b_2, \ldots, b_s\} \) for given \( b_1, b_2, \ldots, b_s \in \mathbb{Z}_{>0} \). We further define the following power series:

\[
P_{b,d} := (-\theta)^{-\frac{\sum_{j=1}^{s} b_j d_j - b d - 1}{d - 1}} \prod_{j=1}^{s} \prod_{b_j \geq 2} \left( 1 - \frac{t}{q^{b_j}} \right)^{b_j - 2} \left( 1 - \frac{t}{q^{b_j + 1}} \right)^{b_j - 3} \cdots \left( 1 - \frac{t}{q^{b_1 + b_2 + \cdots + b_j}} \right)^{q^{d - b_j}}
\]
\[
= \prod_{j=1}^{a} \frac{1}{D_{b_j}^{d_{b_j}}} \prod_{i=2}^{b_j} \Omega^{q^{d_{i-1}}} \in k_{\infty}(\theta^{\frac{1}{q^s}})[[t]].
\]

**Remark 0.1.** When all \(b_i (i = 1, 2, \ldots, s)\) and \(d\) are equal to 2, we obtain \(P_{d,b} = \Omega^s\).

Then, our period interpretation for the special values of the THGFs is stated as follows:

**Theorem 0.2.** Let \(a_i, b_j \in \mathbb{Z}_{>0} \quad (1 \leq i \leq s + 1, \ 1 \leq j \leq s)\). Then, for \(\alpha \in \overline{k} \) with \(|\alpha|_\infty < q^{\sum_{i=1}^{s}(b_j-1)-\sum_{i=1}^{s}(a_i-1)}\) and \(d \geq \max_{i,j}\{a_i, b_j\}\), the value \(s+1F_s(a_1, \ldots, a_{s+1}; b_1, \ldots, b_s)(\alpha)q^{d-1}\) multiplied by \(\prod_{j=1}^{s}D_{b_j}^{q^{d_{b_j}}} \prod_{i=2}^{b_j} \pi^{q^{d_{i-1}}}\) is a period of the pre-t-motive \(M_{a,b}\).

**Remark 0.3.** We also give a period interpretation of the special values of the THGFs without \(\prod_{j=1}^{s}D_{b_j}^{q^{d_{b_j}}} \prod_{i=2}^{b_j} \pi^{q^{d_{i-1}}}\) in Remark 2.7.

According to our period interpretation and the refined ABP criterion, we obtain the following linear independence results, each of which is restated later in Theorem 3.6, 3.7 and 3.9.

**Theorem 0.4.** We denote all \(m\) satisfying \(d \geq m \geq 0\) by \(m_i (i = 1, \ldots, n)\) where \(d = \max_{1 \leq i \leq s} \{a_i, b_j\}\).

- We set \(a = (a_1, \ldots, a_{s+1}) \in \mathbb{Z}_{>0}^{s+1}, \ b = (b_1, \ldots, b_s) \in \mathbb{Z}_{>0}^s \) and \(\alpha \in \overline{k}^\times \) with \(|\alpha|_\infty < q^{\sum_{i=1}^{s}(b_j-1)-\sum_{i=1}^{s}(a_i-1)}\). Then, \(s+1F_s(a_1, \ldots, a_{s+1}; b_1, \ldots, b_s)(\alpha)\) is transcendental over \(k\) if and only if \(b_j > a_{j+1}\) for some \(j\).
- For any \(a_i = (a_1, \ldots, a_{s+1}) \in \mathbb{Z}_{>0}^{s+1}, \ b_h = (b_1, \ldots, b_h) \in \mathbb{Z}_{>0}^s\) such that \(b_1 > a_{s+1}\), we take \(m_r\) satisfying \(b_1 - 1 \geq m_r\). Let \(a_h = (a_1, \ldots, a_{h+1}), \ b_h = (b_1, \ldots, b_h) \ (h = 1, \ldots, s)\) and \(\alpha_h \in \overline{k}^\times \) with \(|\alpha_h|_\infty < q^{\sum_{i=1}^{h}(b_j-1)-\sum_{i=1}^{h}(a_i-1)}\). If \(\min_{1 \leq i \leq r} \{c(m_i)q^{d-m_i}\} > c(m_r)q^{d-m_r}\), then \(s+1F_s(a_h; b_h)(\alpha_h) (1 \leq h \leq s)\) are \(k\)-linearly independent.
- For any \(a = (a_1, \ldots, a_{s+1}) \in \mathbb{Z}_{>0}^{s+1}\) and \(b = (b_1, \ldots, b_s) \in \mathbb{Z}_{>0}^s\) such that \(b_j > a_{j+1}\) for some \(j\) and \(\min_{1 \leq i \leq r} \{c(m_i)q^{d-m_i}\} > c(m_u)q^{d-m_u}\) for some \(u\), let \(\alpha_i \in \overline{k} \) (\(i = 1, \ldots, r\)) with \(|\alpha_i|_\infty < q^{\sum_{i=1}^{h}(b_j-1)-\sum_{i=1}^{h}(a_i-1)}\). If \(\alpha_1, \ldots, \alpha_r\) are \(k\)-linearly independent, then \(s+1F_s(a; b)(\alpha_1), \ldots, s+1F_s(a; b)(\alpha_r)\) are \(k\)-linearly independent.

For the definition of \(c(\cdot)\) and the necessity of its conditions in Theorem 0.4, see Definition 3.3 and Remark 3.5. By Proposition 1.2 and 1.3, the above results can be applied to the case of Kochubei polylogarithms (KPLs), which were defined and studied by Kochubei ([Ko05]) as follows:

\[
Li_{K,s}(z) := \sum_{i \geq 1} \frac{z^i}{(\theta^i - \theta)^s} \in \mathbb{C}_\infty
\]

for \(z \in \mathbb{C}_\infty\) with \(|z|_\infty < q^s\). The case of \(s = z = 1\) was discussed by Wade ([Wa11]), who found that \(\sum_{i \geq 1} 1/\theta^i - \theta\) is transcendental over \(k\). The KPLs are considered to be another positive characteristic analogue of the polylogarithms, with a different motivation from that of the Carlitz polylogarithms. On the one hand, the Carlitz polylogarithms are generalizations of Carlitz logarithms defined by the formal inverse of the Carlitz exponentials; on the other hand, Kochubei’s idea was to obtain the analogue of the classical polylogarithm \(Li_s(z) := \sum_{n \geq 0} z^n/n^s\) by finding a function that satisfies the analogue of the differential equation \(zd/dz Li_s(z) = Li_{s-1}(z)\). Notably, our definition of the KPLs is given in the \(\infty\)-adic case, while Kochubei ([Ko05]) defined them in the \(v\)-adic case \((v\) is a monic irreducible polynomial
in \( \mathbb{F}_q[\theta] \), a finite place). In [Ko05], he also defined the analogues of the Riemann zeta values by \( \zeta_K(\theta^{-n}) := \alpha_{K,n}(1) \) which we call the Kochubei zeta values in this paper.

Based on the following setting, we can define the KMPLs as \( \mathbf{s} := (s_1, \ldots, s_r) \in \mathbb{Z}_{s_0}^r \) and \( \mathbf{z} := (z_1, \ldots, z_r) \in \mathbb{C}_\infty^r \) such that \( |z_i|_\infty < q^{s_i} \):

\[
Li_{K,s}(\mathbf{z}) := \sum_{i_1 > \cdots > i_r > 0} \left( \theta^{g_{i_1}} - \theta \right)^{s_1} \cdots \left( \theta^{g_r} - \theta \right)^{s_r} \in \mathbb{C}_\infty.
\]

In this paper, we denote the 1-variable case by \( Li_{K,s}(z) = \sum_{i > 0} \left( \theta^{g_i} - \theta \right)^{s_i} \) and \( \Phi \) in [14, Section 5.2]). For a given \( K \), we can describe the relation in the same way of the Carlitz case [14, Section 5.2]). The pair \( K \) and \( \mathbf{s} \) are algebraically independent over \( \mathbb{K} \).

For every such \( \mathbf{s} \in \mathbb{Z}_{s_0}^r \) and \( \mathbf{z} \in \mathbb{C}_\infty^r \), it is described by

\[
Li_{K,s_1}(z_1) Li_{K,s_2}(z_2) \text{ is } \sum (v_1, v_2) Li_{K,v_1+v_2}(z_3).
\]

Here, \( v_1, v_2 \in \mathbb{Z}_{s_0}^r \) satisfying \( v_1 + v_2 \in \mathbb{Z}_{s_0}^r \) with \( \max \{ r_1, r_2 \} \leq r_3 \leq r_1 + r_2 \) and \( v_i (i = 1, 2) \) is obtained by inserting \( (r_3 - r_i) \) zeros into \( s_i \) in all possible ways, including in front and the end of \( s_i \). The pair \( v_1, v_2 \) runs over all such expressions for all \( r_3 \) with \( \max \{ r_1, r_2 \} \leq r_3 \leq r_1 + r_2 \). For every such \( v_1 + v_2 \in \mathbb{Z}_{s_0}^r \), the mth component \( z_m \) of \( z \) is \( z_m = \tilde{z}_m \) if the mth component of \( v_i \) is \( s_m \), while the mth component of \( v_m \) (\( i \neq j \)) is 0 or \( z_m = z_{m1} z_{m2} \) if the mth component of both \( v_1 \) and \( v_2 \) are \( z_{m1} \) and \( z_{m2} \). For example, we have

\[
Li_{K,s_1}(z_1) Li_{K,s_2}(z_2) = Li_{K,s_1+s_2}(z_1 z_2) + Li_{K,s_1}(z_1) Li_{K,s_2}(z_2) + Li_{K,s_2}(z_1) Li_{K,s_1}(z_2).
\]

This relation allows us to rewrite the algebraic relations to linear relations among the KMPLs. We can also give a period interpretation of the special values of the KMPLs with a pre-t-motive defined by \( \Phi \) (see [19]), and by applying the ABP criterion, we can obtain linear independence results and an algebraic independence result via the sum-shuffle relation.

Theorem 0.5.  
(i) For indices \( \mathbf{s} \in \mathbb{Z}_{s_0}^r \) with \( wt(\mathbf{s}) = w \) and \( \alpha \in \mathbb{K}^r \) with \( |\alpha|_\infty < q^{s_1} \), \( Li_{K,s}(\alpha) \) are \( \mathbb{K} \)-linearly independent.

(ii) For \( s_2 \geq s_1 > 0 \), let \( \alpha_1, \alpha_2, \alpha_3 \in \mathbb{K}^r \) with \( |\alpha_1|_\infty, |\alpha_2|_\infty < q^{s_1} \) and \( |\alpha_2|_\infty < q^{s_2} \). Then \( Li_{K,(s_1,s_2)}(\alpha_1, \alpha_2) \) and \( Li_{K,s_2}(\alpha_3) \) are algebraically independent over \( \mathbb{K} \).

(iii) Let \( \alpha, \beta \in \mathbb{K}^r \) such that \( |\alpha|_\infty < q^n \), \( |\beta|_\infty < q^{nq/(q-1)} \). Then, \( Li_{K,n}(\alpha), Li_{C,n}(\beta) \) are \( \mathbb{K} \)-linearly independent.

(iv) Let \( s = (s_1, \ldots, s_r) \in \mathbb{Z}_{s_0}^r \) with \( wt(\mathbf{s}) = w \) and \( \alpha = (\alpha_1, \ldots, \alpha_r) \in (\mathbb{K}^r)^r \) with \( |\alpha_i|_\infty < q^{s_i} \) (\( i = 1, \ldots, r \)), such that \( Li_{K,s}(\alpha) \neq 0 \). Then \( Li_{K,s}(\alpha) \) and \( \tilde{\pi}^w \) are \( \mathbb{K} \)-linearly independent.

(v) For \( \mathbf{s} = (s_1, \ldots, s_r) \in \mathbb{Z}_{s_0}^r \) such that \( wt(\mathbf{s}) = w \), let \( \alpha = (\alpha_1, \ldots, \alpha_r) \in (\mathbb{K}^r)^r \) with \( |\alpha_i|_\infty < q^{s_i} \) (\( i = 1, \ldots, r \)) and \( \beta \in \mathbb{K}^r \) with \( |\beta|_\infty < q^w \). Then, \( Li_{K,s}(\alpha) \) and \( Li_{K,w}(\beta) \) are \( \mathbb{K} \)-linearly independent.

We can define Kochubei multizeta values by \( \zeta_K(\theta^{-s_1}, \ldots, \theta^{-s_r}) := \alpha_{K,s_1,\ldots,s_r}(1, \ldots, 1) \). According to the Thakur multizeta values case ([LT14]), we can also define Eulerian/zeta-like indices for Kochubei multizeta values but Theorem 0.5 (iv) and (v) imply non-existence of such indices.
Finally, this paper is organized as follows. In Section 1, we recall fundamental notations and definition of periods together with pre-$t$-motives. We also present the relation which shows that KPLs are $q$-th power of HGFs with certain parameters. In Section 2, we consider the deformation of THGFs and KMPLs so as to obtain Theorem 1.2 and (19), the period interpretation of the values of THGFs and KMPLs. In Section 3, we recall refined ABP criterion and and present $(\theta^q - t)$-expansion of the deformation of THGFs. By using them, we prove Theorem 0.4. We deal with linear independence problems among the special values of KMPLs in Section 4 and conclude with our proof for Theorem 0.5.

1. Preliminaries

1.1. Notations. We propose the following symbols.

$q :=$ a power of the prime number $p$.
$\mathbb{F}_q :=$ a finite field with $q$ elements.
$\theta$, $t$: independent variables.
$A :=$ the polynomial ring $\mathbb{F}_q[\theta]$.
$A_+ :=$ the set of monic polynomials in $A$.
$k :=$ the rational function field $\mathbb{F}_q(\theta)$.
$k_\infty :=$ the completion of $k$ at infinite place $\infty$, $\mathbb{F}_q((\frac{1}{\theta}))$.
$\overline{k}_\infty :=$ a fixed algebraic closure of $k_\infty$.
$\mathbb{C}_\infty :=$ the completion of $\overline{k}_\infty$ at infinity $\infty$.
$\overline{k} :=$ a fixed algebraic closure of $k$ in $\mathbb{C}_\infty$.
$| \cdot |_\infty :=$ a fixed absolute value for the completed field $\mathbb{C}_\infty$ such that $|\theta|_\infty = q$.
$\mathbb{T} :=$ the Tate algebra over $\mathbb{C}_\infty$, which is the subring of $\mathbb{C}_\infty[[t]]$ that consists of power series convergent on the closed unit disc $|t|_\infty \leq 1$.
$E := \{ \sum_{i=0}^\infty a_i t^i \in \overline{k}[t] \mid \lim_{i \to \infty} |a_i|_\infty^{1/i} = 0, [k_\infty(a_0, a_1, \ldots) : k_\infty] < \infty \}$.
$D_i := \prod_{j=1}^{i-1}([j])^{q^{i-j}} \in A_+$ where $[j] := \theta^j - \theta$ and $D_0 := 1$.
$L_i := \prod_{j=1}^{i-1}(-[j]) \in A_+$ and $L_{0} := 1$.

For $n \in \mathbb{Z}$, we define the following automorphism, which is known as the $n$-fold Frobenius twist:

$$\mathbb{C}_\infty((t)) \to \mathbb{C}_\infty((t))$$
$$f := \sum a_i t^i \mapsto \sum a_i^q t^i := f(n).$$

Definition 1.1. For $s \geq 0$, we set $z \in \mathbb{C}_\infty$ with $|z|_\infty < q^s$ and define the following power series:

$$\mathcal{L}_{K,s}(z) := \sum_{i \geq 1} \frac{z^q^i}{(\theta^q^i - t)^s} \in \mathbb{C}_\infty[[t, z]].$$

This series is specialized to $Li_{K,s}(\alpha)$ with $t = \theta$ and satisfies the following Frobenius difference equation:

$$\mathcal{L}_{K,s}(z)^{(1)} = \frac{z}{\theta - t} + \mathcal{L}_{K,s}(z).$$

We propose the following relation, which is inspired by the well-known relation for Lerch transcendentd and HGFs in the classical case.

Proposition 1.2. For $m \in \mathbb{Z}_{\geq 0}$ and $z \in \mathbb{C}_\infty$ with $|z|_\infty < q^{s+m-1}$, we have

$$\left( s+1 F_s(1, m, \ldots, m; 1 + m, \ldots, 1 + m)(z^q^{s+m+1}) \right)^q = \sum_{i \geq 0} \frac{z^q^{s+1}}{(t + m)^s}. $$
Proof. By using the relation $(1 + m)_i = [i + m]^{q^m}(m)_i$ introduced in [T95 (12)], we obtain
\[
\left( s_{s+1}F_s(1, m, \ldots, m; 1 + m, \ldots, 1 + m)\right)^{q^m} = \left( \sum_{i \geq 0} \frac{D_i(m)\cdots(m)}{(1 + m)\cdots(1 + m)} z^{q^{m+1}} \right)^{q^m} = \sum_{i \geq 0} \frac{1}{[i + m]^{q^m}} z^{q^{m+1}},
\]
When $m = 1$, the above proof gives the relation for the KPLs and THGFs, which can be considered the positive characteristic analogue of the classical result, and shows that the following for the HGF $\left( s_{s+1}F_s(1, \ldots, 1; 2, \ldots, 2)\right)(z)$ and the classical polylogarithm $L_i(z)$:
\[
z( s_{s+1}F_s(1, \ldots, 1; 2, \ldots, 2)(z)) = L_i(z).
\]
The $m = 1$ case was first found by [TWYZ] for the $s = 1$ and $q = 1$ cases and by Nagoya University student Daichi Matsuzuki for the $s > 1$ case.

**Proposition 1.3** (Matsuzuki, [TWYZ] p.154). For $n > 0$, we have
\[
s_{s+1}F_s(1, \ldots, 1; 2, \ldots, 2)(z)^q = L_i(z).
\]

1.2. **Pre-t-motives and periods.** We denote $k(t)[\sigma, \sigma^{-1}]$ by the noncommutative $k(t)$-algebra generated by $\sigma$ and $\sigma^{-1}$, which is subject to the following relation:
\[
\sigma f = f^{(-1)}\sigma, \quad f \in \bar{k}(t).
\]

**Definition 1.4** ([P08 §4.4.1]). The pre-t-motive $M$ is a left $k(t)[\sigma, \sigma^{-1}]$-module that is finite-dimensional over $\bar{k}(t)$.

The periods of the pre-t-motive are defined as follows.

**Definition 1.5.** Let $M$ be a pre-t-motive defined by $\Phi \in \text{Mat}_d(\bar{k}(t))$. If there exists $\Psi \in \text{Mat}_d(\mathbb{T})$ such that
\[
\Psi^{(-1)} = \Phi \Psi
\]
and the entries of $\Psi^{-1}$ converge at $t = \theta$, we denote the entries of $\Psi^{-1}|_{t=\theta}$ as the periods of $M$.

2. **Period interpretations.**

We set
\[
D_i := \prod_{j=1}^i (\theta q^j - t)q^{i-j} \quad \text{for } i > 0 \text{ and } D_i := 1 \text{ for } i \leq 0,
\]
\[
L_i := \prod_{j=1}^i (t - \theta q^j) \quad \text{for } i > 0 \text{ and } L_i := 1 \text{ for } i \leq 0,
\]
The following symbols can be used to describe the Pochhammer-Thakur symbol at $t = \theta$.
\[
\langle a \rangle_n := \begin{cases} 
D_{n+a-1}^{q^{(a-1)}} & \text{if } a \geq 1, \\
1/L_{-a-n}^n & \text{if } 0 \geq a \text{ and } -a \geq n, \\
0 & \text{if } n > -a \geq 0.
\end{cases}
\]
By using the above symbol, we can define the deformation series of $\sigma F_s(z)$ as follows.
Definition 2.1. For $a_1, \ldots, a_r \in \mathbb{Z}$ and $b_1, \ldots, b_s \in \mathbb{Z}_{>0}$, we set
\begin{equation}
 rF_s(z) := rF_s(a_1, \ldots, a_r; b_1, \ldots, b_s)(z) := \sum_{n \geq 0} \frac{(a_1)_n \cdots (a_r)_n}{(b_1)_n \cdots (b_s)_n} D_n z^n \in \mathbb{C}_\infty[tq^{d+1}, z]
\end{equation}
where $d = \max_{1 \leq i \leq s} \{a_i, b_j\}$.

In the same way as on page 2, we also assume throughout this paper that for a given $rF_s(a_1, \ldots, a_r; b_1, \ldots, b_s)(z)$, its parameters satisfy $a_i \leq a_j$ and $b_i \leq b_j$ for $i \leq j$ without loss of generality.

The formal power series $rF_s(a_1, \ldots, a_r; b_1, \ldots, b_s)(z)$ is equal to $rF_s(a_1, \ldots, a_r; b_1, \ldots, b_s)(z)$ at $t = \theta$. Furthermore, we have
\begin{equation}
 s+1F_s(1, \ldots, 1; 2, \ldots, 2)(\alpha)^q = L_{K,s}(\alpha) \quad (\alpha \in \kappa \text{ and } |\alpha|_\infty < q^s).
\end{equation}
This can be solved in the same manner as the proof for Proposition 2.3 with $(2)_n = (1)_n(\theta q^{n+1} - t)^{1/q}$. We can show that the $q$-th power of this power series is a non-zero element of Tate algebra.

Proposition 2.2. Let $a_i, b_j \in \mathbb{Z}_{>0}$ $(1 \leq i \leq s + 1, 1 \leq j \leq s)$. Then, for $\alpha \in \mathbb{C}_\infty$ with $|\alpha|_\infty < q^{\sum_{j=1}^s (b_j-1) - \sum_{i=1}^s (a_i-1)}$ and $d \geq \max_{i,j} \{a_i, b_j\}$,
\begin{equation}
 s+1F_s(\alpha)^{q^{d-1}} \in \mathbb{E} \setminus \{0\}.
\end{equation}

Proof. We set $|t|_\infty \leq 1$ and $|\alpha|_\infty < q^{\sum_{j=1}^s (b_j-1) - \sum_{i=1}^s (a_i-1)}$. Then, with $|(a)q^{d-1}|_m = |D_mq^{d-a}|_\infty = q^{(m+a-1)q^{m+d-1}}$, we compute the value of each term of $s+1F_s(\alpha)^{q^{d-1}}$ as follows:
\begin{equation}
 \left| \frac{(a_1)^{q^{d-1}} \cdots (a_s)^{q^{d-1}}}{(b_1)_m \cdots (b_s)_m} D_m q^{m+d-1} \right|_\infty = (q^{(a_1+m-1+\cdots+a_s+m-1)-(b_1+m-1+\cdots+b_s+m-1+m)}) q^{m+d-1} |\alpha|^{q^{m+d-1}}
\end{equation}
\begin{equation}
 = (q^{\sum_{i=1}^s (a_i-1) - \sum_{j=1}^s (b_j-1)} |\alpha|_\infty)^{q^{m+d-1}}.
\end{equation}
Therefore, $s+1F_s(\alpha)^{q^{d-1}}$ with $|t|_\infty \leq 1$ converges since $q^{\sum_{j=1}^s (b_j-1) - \sum_{i=1}^s (a_i-1)} |\alpha|_\infty$ is less than 1. Furthermore, the above computation shows that the largest term of $s+1F_s(\alpha)^{q^{d-1}}$ with respect to $-|t|$ is $\frac{(a_1)^{q^{d-1}} \cdots (a_s)^{q^{d-1}}}{(b_1)_m \cdots (b_s)_m} q^{d-1} |\alpha|^{q^{d-1}}$. Thus, $s+1F_s(\alpha)^{q^{d-1}}$ is not zero.

Because $|(a)q^{d-1}|_\infty = |D_mq^{d-a}|_\infty = q^{(m+a-1)q^{m+d-1}}$, we can show that the largest term of $s+1F_s(\alpha)^{q^{d-1}}$ is $\frac{(a_1)^{q^{d-1}} \cdots (a_s)^{q^{d-1}}}{(b_1)_m \cdots (b_s)_m} q^{d-1} |\alpha|^{q^{d-1}}$ for $|\alpha|_\infty < q^{\sum_{j=1}^s (b_j-1) - \sum_{i=1}^s (a_i-1)}$ by the same calculation as in the above proof. Then, we obtain
\begin{equation}
 s+1F_s(a_1, \ldots, a_s+1; b_1, \ldots, b_s)(\alpha) \neq 0.
\end{equation}

We can also check that $P_{b,d}$ defined by (2) is a certain entire function as follows:

Proposition 2.3. $P_{b,d} \in \mathbb{E}$.

Proof. Because $[k_\infty(\theta^{1/q}) : k_\infty] < \infty$, it is enough to prove that $P_{b,d}$ is entire and that $P_{b,d} \in k[t]$. Based on the definition (2), it follows that
\begin{equation}
P_{b,d} = \prod_{j=1}^n \left\{ (t - q^{d-2} \sum_{b_j \geq 2} q^{d-2} b_j) P_{b,d} \right\} \prod_{j=1}^n \left\{ (t - q^{d-2} \sum_{b_j \geq 2} q^{d-2} b_j) P_{b,d} \right\} P_{b,d}.
\end{equation}
We can expand $\prod_{j=1}^{n} \left( (\theta - t)^{q^d-1} \right)^{q^d-b_j} = \sum_{m=0}^{N} f_m t^m \in A[t]$ and $P_{b,d} = \sum_{l \geq 0} g_l t^l \in k_\infty(\theta^{-1})[t]$. Then, $\left(11\right)$ can be written as $\sum_{l \geq 0} g_l^{(-1)} t^l = \sum_{m=0}^{N} f_m t^m \sum_{l \geq 0} g_l t^l$. By comparing the coefficients, we find that $g_l^{(-1)} = \sum_{m_1+m_2=l}^{N} f_{m_1} g_{m_2}$. Thus, $g_l \in \overline{k}$ holds by the induction on $l$. The entireness of $P_{b,d}$ follows from the Weierstrass factorization theorem introduced in [Go96, Theorem 1.14].

Let $a_i, b_j \in \mathbb{Z}_{\geq 0}$, $1 \leq i \leq n + 1$, $1 \leq j \leq n$. Then, for $\alpha \in \overline{k}$ with $|\alpha|_\infty < q^{\sum_{i=1}^{n} (b_i-1)-\sum_{i=1}^{n} (a_i-1)}$, we set $M_{a,b}$ to be the pre-$t$-motive defined by

$$
\Phi_{a,b,d} := \left( \begin{array}{cc}
\prod_{j=1}^{n} (\theta - t)^{q^d-1} \mathbb{D}_{b_j-2}^{q^d-b_j} & 0 \\
\prod_{j=1}^{n} (\theta - t)^{q^d-1} \mathbb{D}_{a_j-2}^{q^d-a_j} & \prod_{j=1}^{n} (\theta - t)^{q^d-1} \mathbb{D}_{b_j-2}^{q^d-b_j}
\end{array} \right) \in \text{Mat}_2(\overline{k}[t]).
$$

Theorem 2.4. Let $a_i, b_j \in \mathbb{Z}_{\geq 0}$, $1 \leq i \leq n + 1$, $1 \leq j \leq n$. Then, for $\alpha \in \overline{k}$ with $|\alpha|_\infty < q^{\sum_{i=1}^{n} (b_i-1)-\sum_{i=1}^{n} (a_i-1)}$ and $d \geq \max_{i,j} \{a_i, b_j\}$, $n+1 F_n(a_1, \ldots, a_{n+1}; b_1, \ldots, b_n)(\alpha)q^{d-1}$ multiplied by $P_{b,d}^{-1}_{\mid t=\theta}$ is a period of $M_{a,b,d}$.

Proof. According to the definition [13], each element of $\mathbb{D}_i$ satisfies

$$
\mathbb{D}_i^{(-1)} = \begin{cases} 
(\theta - t)^{q^{d-1}} \mathbb{D}_{i-1} & \text{if } i > 0, \\
1 & \text{if } i \leq 0.
\end{cases}
$$

Then, we can obtain the Frobenius difference equation based on [13]:

$$
\left( s+1 F_s(a; b)(\alpha)q^{d-1} \right)^{(-1)} = \left( \frac{\langle a_1 \rangle_0^{q^{d-1}} \cdots \langle a_{s+1} \rangle_0^{q^{d-1}}}{\langle b_1 \rangle_0^{q^{d-1}} \cdots \langle b_{s+1} \rangle_0^{q^{d-1}}} \mathbb{D}_{a_1-2}^{q^{d-a_1}} + \sum_{m \geq 1} \frac{\langle a_1 \rangle_m^{q^{d-1}} \cdots \langle a_{s+1} \rangle_m^{q^{d-1}}}{\langle b_1 \rangle_m^{q^{d-1}} \cdots \langle b_{s+1} \rangle_m^{q^{d-1}}} \mathbb{D}_{m+a_1-2}^{q^{d-a_1}} \right)^{(-1)}
$$

$$
= \prod_{i=1}^{s+1} \left( (\theta - t)^{q^{d-2}} \mathbb{D}_{a_i-2}^{q^{d-a_i}} \right) \alpha^{q^{d-2}} + \sum_{m \geq 1} \left( (\theta - t)^{q^{d-a_1}} \mathbb{D}_{m+a_1-2}^{q^{d-a_1}} \right)^{q^{d-a_1}} \cdots \left( (\theta - t)^{q^{d-a_{s+1}+2}} \mathbb{D}_{m+a_{s+1}+2}^{q^{d-a_{s+1}+2}} \right)^{q^{d-a_{s+1}+2}} \alpha^{q^{m+d-2}}
$$

$$
= \prod_{j=1}^{s} \left( (\theta - t)^{q^{d-2}} \mathbb{D}_{b_j-2}^{q^{d-b_j}} \right) \alpha^{q^{d-2}} + \sum_{m \geq 1} \left( (\theta - t)^{q^{d-b_1}} \mathbb{D}_{m+b_1-2}^{q^{d-b_1}} \right)^{q^{d-b_1}} \cdots \left( (\theta - t)^{q^{d-b_{s+1}+2}} \mathbb{D}_{m+b_{s+1}+2}^{q^{d-b_{s+1}+2}} \right)^{q^{d-b_{s+1}+2}} \alpha^{q^{m+d-2}}
$$

Thus, we obtain

$$
\left( s+1 F_s(a; b)(\alpha)q^{d-1} \right)^{(-1)} = \frac{\prod_{i=1}^{s+1} \left( (\theta - t)^{q^{d-2}} \mathbb{D}_{a_i-2}^{q^{d-a_i}} \right) \alpha^{q^{d-2}} + s+1 F_s(a; b)(\alpha)q^{d-1}.}
$$
Finally, we have
\[
(15) \quad \left( P_{b,d} s_1 F_s(a; b)(\alpha) q^{d-1} \right)^{(-1)}
= \prod_{i=1}^{s+1} (\theta - t)^{d-i} \delta_{a_i-2}^{d-a_i} \alpha^{q^{d-2}} P_{b,d} + \prod_{j=1}^{s} (\theta - t)^{q^{d-1}} \delta_{b_j-2}^{d-b_j} P_{b,d} s_1 F_s(a; b)(\alpha) q^{d-1}.
\]

We define the following matrix: \( \Psi := \begin{pmatrix} P_{b,d} & 0 \\ P_{b,d} s_1 F_s(a; b)(\alpha) q^{d-1} & P_{b,d} \end{pmatrix} \) which is in \( GL_2(\mathbb{T}) \) according to \((9)\) and Proposition \(2.3\). Therefore, \( \Psi^{(-1)} = \Phi_{a,b} \Psi \) follows based on \((14)\). Accordingly, we can obtain the periods of \( M_{a,b,d} \) by
\[
\Psi^{-1}|_{t=\theta} = \begin{pmatrix} P_{b,d}^{-1}|_{t=\theta} & 0 \\ -P_{b,d}^{-1}|_{t=\theta} & \Psi^{-1} \end{pmatrix}.
\]

**Remark 2.5.** In the above theorem, \( \Phi_{a,b,d} \in \text{Mat}_2(\mathbb{k}[t]) \) and \( \Psi \in \text{GL}_2(\mathbb{T}) \) such that \( \det(\Phi|_{t=0}) \neq 0 \) and \( \Psi^{(-1)} = \Phi_{a,b,d} \Psi \). Then, we get \( \Psi \in \text{Mat}_2(\mathbb{E}) \) by [ABP04, Proposition 3.1.3].

Theorem \(2.4\) also presents a period interpretation of the KPLs with \( \tilde{\pi} \).

**Example 2.6.** For \( a = (1, \ldots, 1) \), \( b = (2, \ldots, 2) \) and \( d = 2 \), the pre-t-motive \( M_{a,b,d} \) (more precisely, the dual t-motive introduced in [ABP04]) is defined by the matrix \( \Phi_{a,b,d} = \begin{pmatrix} (t-\theta)^s & 0 \\ (-1)^s \alpha & (t-\theta)^s \end{pmatrix} \).

Then, \( \Phi_{a,b,d} \) satisfies the relation \( \Psi^{(-1)} = \Phi_{a,b,d} \Psi \), where \( \Psi := \begin{pmatrix} \Omega^s & 0 \\ \Omega^s L_{K,s}(\alpha) & \Omega^s \end{pmatrix} \) by using \((14)\) and Theorem \(2.4\). Thus, we can obtain the periods of \( M_{a,b,d} \) as the entries of the following matrix:
\[
\Psi^{-1}|_{t=\theta} = \begin{pmatrix} \tilde{\pi}^s & 0 \\ -\tilde{\pi}^s L_{K,s}(\alpha) & \tilde{\pi}^s \end{pmatrix}.
\]

**Remark 2.7.** As long as we focus on only the period interpretation of the THGFs, we do not need to consider the power series \( P_{b,d} \). Indeed,
\[
\Phi'_{a,b,d} := \begin{pmatrix} 1 & 0 \\ \Pi_{j=1}^{s+1}(\theta-t)^{d-j} \delta_{a_j-2}^{d-a_j} & 1 \end{pmatrix} \in \text{Mat}_2(\mathbb{k}[t])
\]
defines a pre-t-motive. According to the equation \((14)\), it satisfies \( \Psi^{(-1)} = \Phi'_{a,b,d} \Psi \) with \( \Psi := \begin{pmatrix} 1 & 0 \\ s_1 F_s(a; b)(\alpha) q^{d-1} & 1 \end{pmatrix} \in \text{Mat}_2(\mathbb{T}) \). Thus, we can obtain a simpler period interpretation of the THGFs:
\[
\Psi^{-1}|_{t=\theta} := \begin{pmatrix} 1 & 0 \\ -s_1 F_s(a; b)(\alpha) q^{d-1} & 1 \end{pmatrix}.
\]

However, for our proof of the independence/transcendence results, we should assign the representation matrix to be in \( \text{Mat}_n(\mathbb{k}[t]) \) to apply Chang’s refined ABP criterion (Theorem \(3.2\) [C09, Theorem 1.2]). Thus, we modified the interpretation with \( P_{b,d} \) as Theorem \(2.4\).

**Remark 2.8.** The pre-t-motive \( M_{a,b,d} \) in Example \(2.6\) was also considered by Angles, Ngo Dac, and Tavares Ribeiro’s group and Taelman to develop a counterexample to Taelman’s conjecture. See [ANDTR] for more details.
We can extend Example 2.6 to the KMPL case as follows, which is similar to the Carlitz multiple polylogarithm case.

**Definition 2.9.** Set $s := (s_1, \ldots, s_r) \in \mathbb{Z}^r_{>0}$. Then, for $z = (z_1, \ldots, z_r) \in \mathbb{C}^r_\infty$ with $|z_i|_\infty < q^{s_i}$, we define the following power series:

$$
\mathcal{L}_{K,s}(z) := \sum_{i_1 > i_2 > \cdots > i_r > 0} \frac{z_1^{q_{i_1}} z_2^{q_{i_2}} \cdots z_r^{q_{i_r}}}{(\theta q^{i_1} - t)^{s_1} (\theta q^{i_2} - t)^{s_2} \cdots (\theta q^{i_r} - t)^{s_r}}
$$

which belong to $\mathbb{T}$ since $|t|_\infty \leq 1$, $|z_1^{q_{i_1}} z_2^{q_{i_2}} \cdots z_r^{q_{i_r}}/(\theta q^{i_1} - t)^{s_1} (\theta q^{i_2} - t)^{s_2} \cdots (\theta q^{i_r} - t)^{s_r}|_\infty \to 0$ as $1 \leq i_r < \cdots < i_1 \to \infty$. The following holds according to the definition of the Frobenius $(-1)$-fold twist and the above series expression:

$$
\mathcal{L}_{K,s}(z)^{(-1)} = \frac{z_r}{(\theta - t)^{s_r}} \mathcal{L}_{K,(s_1, \ldots, s_{r-1})}(z_1, \ldots, z_{r-1}) + \mathcal{L}_{K,s}(z)
$$

We also define the series

$$
\mathcal{L}^*_{K,s}(z) := \sum_{i_1 \geq i_2 \geq \cdots \geq i_r > 0} \frac{z_1^{q_{i_1}} z_2^{q_{i_2}} \cdots z_r^{q_{i_r}}}{(\theta q^{i_1} - t)^{s_1} (\theta q^{i_2} - t)^{s_2} \cdots (\theta q^{i_r} - t)^{s_r}} \in \mathbb{T}
$$

which is equal to the star-version of the KMPLs, $Li^*_{K,s}(z) := \sum_{i_1 \geq i_2 \geq \cdots \geq i_r > 0} \frac{z_1^{q_{i_1}} z_2^{q_{i_2}} \cdots z_r^{q_{i_r}}}{[i_1]^{s_1} [i_2]^{s_2} \cdots [i_r]^{s_r}}$ at $t = \theta$.

Then, in the same way as the proof for the star-versions of the Carlitz multiple polylogarithms by [CM19] [GN], we obtain the following equations for $1 \leq l \leq j \leq r$ by the inclusion-exclusion principle:

$$
(-1)^j \mathcal{L}^*_{K,(s_j, \ldots, s_l)}(\alpha_j, \ldots, \alpha_l)
$$

$$
\begin{align*}
&= \sum_{i=1}^{j-l} (-1)^{i-1} \mathcal{L}_{K,(s_i, \ldots, s_{i-1})}(\alpha_i, \ldots, \alpha_{i-1}) \mathcal{L}^*_{K,(s_j, \ldots, s_l)}(\alpha_j, \ldots, \alpha_i) + (-1)^j \mathcal{L}_{K,(s_1, \ldots, s_l)}(\alpha_l, \ldots, \alpha_j), \\
&= \sum_{i=1}^{j-l} (-1)^i \mathcal{L}^*_{K,(s_i, \ldots, s_j)}(\alpha_i, \ldots, \alpha_j) \mathcal{L}^*_{K,(s_{i-1}, \ldots, s_l)}(\alpha_{i-1}, \ldots, \alpha_l) + (-1)^l \mathcal{L}^*_{K,(s_1, \ldots, s_j)}(\alpha_l, \ldots, \alpha_j).
\end{align*}
$$

Based on (16), it follows that

$$
\Psi^{(-1)}_{s,\alpha} = \Phi_{s,\alpha} \Psi_{s,\alpha}
$$

where

$$
\Phi_{s,\alpha} = \\
\begin{pmatrix}
(t - \theta)^w & 0 & \cdots & 0 & 0 \\
-1^{s_r} \alpha_r (t - \theta)^{w-s_r} & (t - \theta)^w & \ddots & \cdots & \cdots \\
0 & -1^{s_{r-1}} \alpha_{r-1} (t - \theta)^{w-s_{r-1}} & \ddots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
0 & 0 & \cdots & (t - \theta)^w & 0 \\
0 & 0 & \cdots & \cdots & -1^{s_1} \alpha_1 (t - \theta)^{w-s_1} (t - \theta)^w
\end{pmatrix}
\in \text{Mat}_{r+1}(\mathbb{K}[t])
$$
and
\[
\Psi_{s,\alpha} = \begin{pmatrix}
\Omega^w 
& 0 & \cdots & 0 & 0 \\
\Omega^w \mathcal{L}_{K,s_1}(\alpha_r) 
& \Omega^w 
& \ddots & \vdots & \vdots \\
\Omega^w \mathcal{L}_{K,s_{r-1},s_1}(\alpha_{r-1}, \alpha_r) 
& \Omega^w \mathcal{L}_{K,s_{r-1}}(\alpha_{r-1}) 
& \ddots & \vdots & \vdots \\
& & \ddots & 0 & \vdots \\
\Omega^w \mathcal{L}_{K,s}(\alpha) 
& \Omega^w \mathcal{L}_{K,s_1,s_{r-1}}(\alpha_1, \ldots, \alpha_{r-1}) & \cdots & \Omega^w \mathcal{L}_{K,s_1}(\alpha_1) & \Omega^w
\end{pmatrix} \in \text{GL}_{r+1}(\mathbb{T}).
\]

We remark that \( \Psi_{s,\alpha} \in \text{Mat}_{r+1}(\mathbb{E}) \) by [ABP04] Proposition 3.1.3.

By using (17) and (18), \( \Psi^{-1} \) can be written as follows:
\[
\Psi_{s,\alpha}^{-1} = \begin{pmatrix}
\Omega^{-w} 
& 0 & \cdots & 0 & 0 \\
-\Omega^{-w} \mathcal{L}_{K,s_1}(\alpha_r) 
& \Omega^{-w} 
& \ddots & \vdots & \vdots \\
(1)^2 \Omega^{-w} \mathcal{L}_{K,s_{r-1},s_1}(\alpha_{r-1}, \alpha_r) 
& -\Omega^{-w} \mathcal{L}_{K,s_{r-1}}(\alpha_{r-1}) 
& \ddots & \vdots & \vdots \\
& & \ddots & 0 & \vdots \\
(1)^r \Omega^{-w} \mathcal{L}_{K,s_1}(\alpha) 
& (1)^{r-1} \Omega^{-w} \mathcal{L}_{K,s_{r-1},s_1}(\alpha_{r-1}, \ldots, \alpha_1) & \cdots & -\Omega^{-w} \mathcal{L}_{K,s_1}(\alpha_1) & \Omega^{-w}
\end{pmatrix} \in \text{GL}_{r+1}(\mathbb{T}).
\]

Here, we set \( \overline{s} = (s_r, s_{r-1}, \ldots, s_1) \) and \( \overline{\alpha} = (\alpha_r, \alpha_{r-1}, \ldots, \alpha_1) \). Thus, the periods of the pre-t-motive defined by \( \Phi_{s,\alpha} \) are given as \( \overline{\pi}^w \) and \( (1)^{\text{deg}(s_j, \ldots, s_1)} \overline{\pi}^w \mathcal{L}_{K,s_{r-1},s_1}(\alpha_j, \ldots, \alpha_l) \) \((1 \leq l \leq j \leq r)\).

3. Linear independence results of the THGFs

In this section, we discuss the transcendence and linear independence results derived by using a refined version of the Anderson–Brownawell–Papanikolas’ linear independence criterion for periods. The original version is given in the following statement.

**Theorem 3.1** ([ABP04] Theorem 3.1.1). Fix \( \Phi \in \text{Mat}_d(\overline{k}[t]) \) such that \( \det \Phi = c(t-\theta)^s \) for some \( c \in \overline{k}^\times \) and some \( s \in \mathbb{Z}_{\geq 0} \). Suppose that there exists a vector \( \psi \in \text{Mat}_{dx_1}(\mathbb{E}) \) that satisfies
\[
\psi^{(-1)} = \Phi \psi.
\]
For every \( \rho \in \text{Mat}_{1 \times d}(\overline{k}) \) such that \( \rho \psi(\theta) = 0 \), there exists a \( P \in \text{Mat}_{1 \times d}(\overline{k}[t]) \) such that \( P(\theta) = \rho \) and \( P \psi = 0 \).

By the definition, \( \det(\Phi_{a,b,d}) \) is a polynomial in \( \overline{k}[t] \) but generally it can not be written by some powers of \((t-\theta)\) multiplied with a constant \( c \in \overline{k} \). Therefore, we need to employ the following refined version of the criterion.

**Theorem 3.2** ([C09] Theorem 1.2]). We fix a matrix \( \Phi = \Phi(t) \in \text{Mat}_d(\overline{k}[t]) \) such that \( \det \Phi \) is a polynomial in \( t \) that satisfies \( \det \Phi(0) \neq 0 \). Fix a vector \( \psi = [\psi_1(t), \ldots, \psi_l(t)]^t \in \text{Mat}_{l \times 1}(\mathbb{E}) \) that satisfies the functional equation \( \psi^{(-1)} = \Phi \psi \). Let \( \xi \in \overline{k} \setminus \overline{\mathbb{F}_q} \) satisfy
\[
\det \Phi \xi^{(-i)} \neq 0 \quad \text{for all } i = 1, 2, \ldots
\]
Then,
\[
(1) \text{ For every vector } \rho \in \text{Mat}_{1 \times d}(\overline{k}) \text{ such that } \rho \psi(\xi) = 0, \text{ there exists a vector } P = P(t) \in \text{Mat}_{1 \times d}(\overline{k}[t]) \text{ such that } P(\xi) = \rho \text{ and } P \psi = 0.
\]
follows from the method described in [TWYZ, p.143]. We again remark that for a given 
and non-vanishing of \( \alpha \).

Proposition 3.3. For a given \( r \mathcal{F}_s(\alpha) = r \mathcal{F}_s(a_1, \ldots, a_r; b_1, \ldots, b_s)(\alpha) \) and \( j \in \mathbb{Z} \), we define

\[
\begin{align*}
  a(j) &= r - u + 1 & \text{if } a_{u-1} \leq j \leq a_u - 1, \\
  b(j) &= s - v + 1 & \text{if } b_{v-1} \leq j \leq b_v - 1, \\
  c(j) &= a(j) - b(j)
\end{align*}
\]

by setting \( b_0 = 1, a_0 = b_1 = -\infty \) and \( a_{r+1} = b_{s+1} = +\infty \). Then, we have

\[
( r \mathcal{F}_s(\alpha) )^{q^d} = \sum_{n=0}^{\infty} \left( \prod_{m=1}^{n+d-1} (\theta q^m - t)^{c(m-n)q^{n+d-m}} \right) \alpha^{q^{n+d}}
\]

where \( d = \max\{a_1, \ldots, a_r, b_1, \ldots, b_s\} \).

Remark 3.4. For \( l \geq \max_{1 \leq j \leq s} \{a_j, b_j\} \), \( c(l) = a(l) - b(l) = 0 - 0 = 0 \) holds according to the definition. Especially when \( r = s + 1 \), for \( l \leq 0 \), we again obtain \( c(l) = a(l) - b(l) = s+1-(s+1) = 0 \).

Later, in our proofs of Theorem 3.7 and 3.9, we need to assume some conditions for \( c(j) \) due to the following observation.

Remark 3.5. For \( N > 0 \) and each \( \alpha^{q^{n+d}} \) with \( N > n \geq N - d + 1 \), its coefficient has a pole or zero at \( t = \theta q^N \) with order \( c(N-n)q^{n+d-N} \). By the definition, the range of the quantity \( c(j) \) depends on the parameters \( a_1, \ldots, a_r \) and \( b_1, \ldots, b_s \) and we do not have \( c(j_1) > c(j_2) \) for \( j_1 > j_2 \) or \( j_2 > j_1 \) in general. Thus for some large enough \( r \) and \( s \), there may exist distinct \( n_1, n_2, \ldots, n_l \) with \( N > n_1, n_2, \ldots, n_l \geq N-d+1 \) so that \( c(N-n_1)q^{n_1+d-N} = \cdots = c(N-n_l)q^{n_l+d-N} \).

By the expression (20),

\[
( r \mathcal{F}_s(\alpha) )^{q^d} = \sum_{n=N}^{\infty} \left( \prod_{m=1}^{n+d-1} (\theta q^m - t)^{c(m-n)q^{n+d-m}} \right) \alpha^{q^{n+d}} + \sum_{n=N-d+1}^{N-1} \left( \prod_{m=1}^{n+d-1} (\theta q^m - t)^{c(m-n)q^{n+d-m}} \right) \alpha^{q^{n+d}}
\]

By multiplying \( (\theta q^N - t)^{c(N-n_1)q^{n_1+d-N}} \) on both side of (21) and substituting \( t = \theta q^N \), we get

\[
\left( (\theta q^N - t)^{c(N-n_1)q^{n_1+d-N}} ( r \mathcal{F}_s(\alpha) )^{q^d} \right)_{t=\theta q^N} = \sum_{i=1}^{l} \left( \prod_{m=1}^{d-1} (\theta q^m - \theta q^N)^{c(m-n_i)q^{n_i+d-m}} \alpha^{q^{n_i+d}} \right)
\]

Thus we obtain the \( k \)-linear combination of \( \alpha \) with some distinct powers. If we do not assign conditions to \( c(j) \) to make \( l \) equals to 1, the combination cause problems in our proofs of Theorem 3.7 and 3.9 in showing contradictions to \( k \)-linear independence of \( \alpha_1, \ldots, \alpha_r \in \bar{k} \) and non-vanishing of \( \alpha \in \bar{k} \).
3.1. Applications to the special values of the THGFs. In this section, we describe the equivalent conditions for the transcendence of the THGFs, which is already given by Thakur et al. in [TWYZ]. We reprove it via the period interpretation of the values of the THGFs and Chang’s refined ABP criterion. Furthermore, we show the linear independence of some THGFs at algebraic points, which are specialized to the results of the KPLs.

Here we repeat our settings on page 2 and 8. We assume throughout this paper that for a given THGF $F_s(a_1, \ldots, a_r; b_1, \ldots, b_s)(z)$ (resp. $F_s$ case), its parameters satisfy $a_i \leq a_j$ and $b_i \leq b_j$ for $i \leq j$ without loss of generality.

**Theorem 3.6.** Let $a_i, b_j \in \mathbb{Z}_{>0}$ $(1 \leq i \leq s + 1, 1 \leq j \leq s)$ and $\alpha \in \overline{k} -$ satisfy $|\alpha|_{\infty} < q^{\sum_{i=1}^{s}(b_i-1)-\sum_{i=1}^{s+1}(a_i-1)}$. Then, $s+1F_s(a_1, \ldots, a_{s+1}; b_1, \ldots, b_s)(\alpha)$ is transcendental over $k$ if and only if $b_j > a_{j+1}$ for some $j$.

**Proof.** First, we prove the transcendence of $s+1F_s(a_1, \ldots, a_{s+1}; b_1, \ldots, b_s)(\alpha)$ with $b_j > a_{j+1}$ for some $j$. Conversely, we assume that

$$f + s+1F_s(a_1, \ldots, a_{s+1}; b_1, \ldots, b_s)(\alpha) = 0$$

for some $f \in \overline{k}$. This is equivalent to saying $P_{b,d}f^{q^d} + P_{b,d}F_s(a_1, \ldots, a_{s+1}; b_1, \ldots, b_s)(\alpha)q^d = 0$. Then, by Theorem 2.3 and 3.2, we can lift this to the relation

$$\left( g_1, g_2 \right) \left( P_{b,d} s+1F_s(a_1, \ldots, a_{s+1}; b_1, \ldots, b_s)(\alpha)q^d \right) = 0$$

where $g_i(t) \in \overline{k}[t] (i = 1, 2)$ such that $g_1(\theta) = f^{q^d}$ and $g_2(\theta) = 1$. This is written without $P_{b,d}$ as

$$g_1(t) + g_2(t)s+1F_s(a_1, \ldots, a_{s+1}; b_1, \ldots, b_s)(\alpha)q^d = 0.$$

Let $N \in \mathbb{Z}_{>0}$ such that $g_2(\theta^{q^N}) \neq 0$. With the expansion (20), Remark 3.4 and changing a variable from $m$ to $l + n$, we have

$$\left( s+1F_s(\alpha) \right)^q = \left( \sum_{n=0}^{\infty} \left( \prod_{m=1}^{n+d-1} (\theta^{q^m} - t)^{c(m-n)q^{n+d-m}} \alpha^{q^{n+d}} \right) \right).$$

Because $b_j > a_{j+1}$ for some $s + 1 > j > 0$, there exists $d - 1 \geq l \geq 1$ such that $b_j > l \geq a_{j+1}$. Then $a_u - 1 \geq m \geq a_{u-1}$ for some $s + 3 > u > j + 2$ and $b_v - 1 \geq l \geq b_{v-1}$ for some $j > v > 1$. Here, we assume that $b_0 = 1$, $a_0 = b_1 = -\infty$ and $a_{s+2} = b_{s+1} = +\infty$ as in Proposition 3.3. Thus, we obtain $c(l) < 0$ for these $j$. Indeed, $c(l) = a(l) - b(l) = (s - u + 2) - (s - v + 1) = v + 1 - u \leq j + 1 - u \leq -1$. We decompose $s+1F_s(\alpha)q^d$ as follows:

$$(s+1F_s(\alpha))^q = \sum_{n=N}^{\infty} \left( \prod_{l=1}^{d-1} (\theta^{q^l} - t)^{c(l)q^{d-l}} \alpha^{q^{n+d}} \right) + \sum_{n=0}^{d-1} \left( \prod_{l=1}^{d-1} (\theta^{q^l} - t)^{c(l)q^{d-l}} \alpha^{q^{n+d}} \right).$$
then, we denote all \(d - 1 \geq l \geq 1\) such that \(c(l) < 0\) by \(l_i (i = 1, \ldots, r)\) and decompose as
\[
= \sum_{n=N}^{\infty} \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right) + \sum_{n=0}^{N-d} \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right)
+ \sum_{n=N-1,\ldots,N-l} \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right) + \sum_{n=N-1,\ldots,N-l} \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right)
\]

Thus, \((23)\) can be rewritten as
\[
g_1(t) + g_2(t) \sum_{n=N}^{\infty} \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right)
+ g_2(t) \sum_{n=0}^{N-d} \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right) + g_2(t) \sum_{n=N-1,\ldots,N-l} \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right)
= g_2(t) \sum_{n=N-1,\ldots,N-l} \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right).
\]

At \(t = \theta^q^N\), the left-hand side of the above equation is regular, while \(\sum_{n=N-1,\ldots,N-l} \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right)\) (this sum is nonzero because the largest term with respect to \(|\cdot|_\infty\) is \(\prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d}\) where \(l_h = \min\{l_1, \ldots, l_r\}\) on the right-hand side has a pole. Indeed, on the left-hand side, the 1st term \(g_1(t)\) is a polynomial, the 2nd sum \(\sum_{n=N}^{\infty} \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right)\) is \((s+1)F_s(\alpha)^q^N\) at \(t = \theta^q^N\), and \(c(l)\) for \(l = N-n\) are not negative in the 3rd sum \(\sum_{n=0}^{N-d} \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right)\) and 4th sum \(\sum_{n=N-1,\ldots,N-l} \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right)\).

Thus, \(g_2(t)\) should have a zero at \(t = \theta^q^N\), and we obtain a contradiction.

Next, we prove that \(s+1)F_s(\alpha)\) is algebraic when \(b_j \leq a_{j+1}\) for all \(j\). Due to the former part of the proof, in this case, \(c(l) \geq 0\) for any \(l\). Indeed, if there exists \(i > 0\) such that \(c(i) < 0\), we obtain \(a(i) - b(i) = (s + 1 - u + 1) (s - v - 1) = 1 - u + v < 0\) for some \(1 \leq u \leq s + 1, 1 \leq v \leq s\). Then, we have \(b_{u-1} \leq i \leq b_v - 1\) and \(a_{u-1} \leq i \leq a_u - 1\). However, this contradicts \(1 - u + v < 0\), that is, \(b_v \leq a_{u-1}\).

By using the expression \((24)\), we have
\[
\left( s+1)F_s(\alpha)\right)^{-1} = \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right)^{-1}
= \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} + \left( s+1)F_s(\alpha)\right)^{-1}.
\]

Thus, by setting \(\Phi_{a,b,d} = \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right)^{-1}\) \(\psi = \left( \prod_{l=1}^{d-1} (\theta^q^{l+n} - t) c(l) q^{q^d} \right)^{-1}\) \(\in Mat_{2\times 1}(\mathbb{T})\), we have \(\psi^{-1} = \Phi_{a,b,d}\psi\) and then, \(\psi \in Mat_{2\times 1}(\mathbb{E})\) by [ABP04 Proposition 3.1.3]. This allows us to apply Theorem [3.2] without \(P_{b,d}\).
By expanding $\prod_{j=1}^{d-1}(\theta^{q^{a_{jd}}} - t^{q^{d-j}})c^{(j)}(\alpha^{q^{a_{jd}}})$, we obtain the finite $\mathbb{F}_q[t]$-linear combination

$$\sum_{H \geq h \geq 1} f_h(t)\theta^{q^{a_{jd}}}\alpha^{q^{a_{jd}}}$$

with $f_h(t) \in \mathbb{F}_q[t]$, and thus we can write

$$s_1\mathcal{F}_s(\alpha)^q = \sum_{n \geq 0} H \geq h \geq 1 \sum_{n \geq 0} f_h(t)\theta^{q^{a_{jd}}}\alpha^{q^{a_{jd}}} = \sum_{H \geq h \geq 1} f_h(t)\sum_{n \geq 0} \theta^{q^{a_{jd}}}\alpha^{q^{a_{jd}}}.$$

Then we have the algebraic relation $(\sum_{n \geq 0} \theta^{q^{a_{jd}}}\alpha^{q^{a_{jd}}})^q = \sum_{n \geq 0} \theta^{q^{a_{jd}}}\alpha^{q^{a_{jd}}} - \theta^{q^{d}}\alpha^{q^{d}}$ which implies that the sum $\sum_{n \geq 0} \theta^{q^{a_{jd}}}\alpha^{q^{a_{jd}}}$ is in $\mathbb{F}_q[t]$. Thus the expression (25) shows that $s_1\mathcal{F}_s(\alpha)^q \in \mathbb{F}_q[t]$ and Theorem 3.2 (2) yields

$$0 = \text{tr.deg.}_{\mathbb{F}_q(t)}\mathbb{F}_q(t)\{1, s_1\mathcal{F}_s(\alpha; b)(\alpha)^q\} = \text{tr.deg.}_{\mathbb{F}_q(t)}\mathbb{F}_q(t)\{1, s_1\mathcal{F}_s(\alpha; b)(\alpha)^q\}.$$

Therefore, $s_1\mathcal{F}_s(\alpha; b)(\alpha)$ is algebraic over $\mathbb{F}_q$.

In the following, we denote all $m$ satisfying $d_s \geq m \geq 0$ by $m_i$ ($i = 1, \ldots, n$) where $d_h = \max_{1 \leq i \leq h} \{a_i, b_j\}$ for $h = 1, \ldots, s$.

**Theorem 3.7.** For any $a_s = (a_1, \ldots, a_s) \in \mathbb{Z}_{\geq 0}^s$, $b_s = (b_1, \ldots, b_s) \in \mathbb{Z}_{\geq 0}^s$ such that $b_1 > a_{s+1}$, we take $n \geq r \geq 1$ such that $b_1 - 1 \geq m_r$. Let $a_h = (a_1, \ldots, a_{h+1})$, $b_h = (b_1, \ldots, b_h)$ ($h = 1, \ldots, s$) and $\alpha_h \in \mathbb{F}_q$ with $\alpha_h^{q^{a_{1}}} < q^{c^{(1)}(b_1-1)\Sigma_{i=1}^{h+1}(a_i-1)}$. If $\min_{1 \leq i \leq n, i \neq r}\{c(m_i)q^{d-m_i}\} > c(m_r)q^{d-m_r}$, then $h_1F_h(a_1; b_1)(\alpha)(1 \leq h \leq s)$ are $\mathbb{F}_q$-linearly independent.

**Proof.** Conversely, we assume that $f_0 + f_1 2F_1(a_1; b_1)(\alpha)^q + \cdots + f_s s_1\mathcal{F}_s(a_1; b_1)(\alpha)^q = 0$

for some $f_i \in \mathbb{F}_q$ ($i = 0, 1, \ldots, s$) are not zero. We consider $\Phi = \left(\begin{array}{c} \Phi_1 \\ \Phi_2 \\ \vdots \\ \Phi_s \end{array}\right)$ and $\psi = \left(\begin{array}{c} \psi_1 \\ \psi_2 \\ \vdots \\ \psi_s \end{array}\right)$ where $\Phi_h = \prod_{j=h+1}^{s}(\theta - t)^{q^{a_{jd}}}D_{b_{j-2}}^{a_{jd-b_j}}a_{h-1}$ and $\psi_h = \left(\begin{array}{c} \Psi_1 \\ \Psi_2 \\ \vdots \\ \Psi_s \end{array}\right)$ are not zero. We consider $\Phi = \left(\begin{array}{c} \Phi_1 \\ \Phi_2 \\ \vdots \\ \Phi_s \end{array}\right)$ and $\psi = \left(\begin{array}{c} \psi_1 \\ \psi_2 \\ \vdots \\ \psi_s \end{array}\right)$.

$$\left(\begin{array}{c} \psi_1 \\ \psi_2 \\ \vdots \\ \psi_s \end{array}\right)$$

$$\text{where } \Phi_h = \prod_{j=h+1}^{s}(\theta - t)^{q^{a_{jd}}}D_{b_{j-2}}^{a_{jd-b_j}}a_{h-1}$$

and $\psi_h = \left(\begin{array}{c} \Psi_1 \\ \Psi_2 \\ \vdots \\ \Psi_s \end{array}\right)$ are not zero. We consider $\Phi = \left(\begin{array}{c} \Phi_1 \\ \Phi_2 \\ \vdots \\ \Phi_s \end{array}\right)$ and $\psi = \left(\begin{array}{c} \psi_1 \\ \psi_2 \\ \vdots \\ \psi_s \end{array}\right)$.

We can rewrite the above as follows by using (20):

$$P_{b_1, d_1} g_0(t) + P_{b_1, d_1} g_1(t) 2F_1(a_1; b_1)(\alpha)^q + \cdots + P_{d_1, b_1} g_n(t) s_1\mathcal{F}_s(a_1; b_1)(\alpha)^q = 0.$$
we have
\[
(\theta q^N - t)^{-c_s(m_r)q^{d-m_r}} g_0(t) + (\theta q^N - t)^{-c_s(m_m)q^{d-m_m}} g_1(t) \left( \sum_{n=0}^{\infty} \left( \prod_{l=1}^{d-1} (\theta q^{l+n} - t) c_q(l) q^{d-l} \alpha_1^{n+d} \right) \right) + \\
\cdots + (\theta q^N - t)^{-c_s(m_r)q^{d-m_r}} g_{s-1}(t) \left( \sum_{n=0}^{\infty} \left( \prod_{l=1}^{d-1} (\theta q^{l+n} - t) c_s-1(l) q^{d-l} \alpha_1^{n+d} \right) \right) + \\
(\theta q^N - t)^{-c_s(m_r)q^{d-m_r}} g_s(t) \left( \sum_{n=0}^{\infty} \left( \prod_{l=1}^{d-1} (\theta q^{l+n} - t) c_s(l) q^{d-l} \alpha_2^{n+d} \right) \right) + \\
g_s(t) \prod_{l=m_j}^{d-1} (\theta q^{l+N-m_r} - t)^{c_s(l) q^{d-l}} \alpha_s^{N-m_r+d} = 0.
\]

By substituting \( t = \theta q^N \) into the above equation, we obtain \( g_s(\theta q^N) \alpha_1^{N} = 0 \). Therefore, we obtain a contradiction \( \alpha_1 \neq 0 \) and then, the desired result holds. \( \square \)

**Remark 3.8.** For a given \( s > 0 \), if we specialize \( a_s = (1, \ldots, 1) \in \mathbb{Z}_{>0}^{s+1} \) and \( b_s = (2, \ldots, 2) \in \mathbb{Z}_{>0}^{s} \) in the above theorem, it shows that \( 1, Li_{K_s}(\alpha_s), Li_{K_{s-1}}(\alpha_{s-1}), \ldots, Li_{K_1}(\alpha_1) \) are \( \overline{k} \)-linearly independent. Accordingly, there are no \( \overline{k} \)-linear relations among \( 1 \) and the KPLs with different weights.

In the following, we denote all \( m \) satisfying \( d \geq m \leq 0 \) by \( m_i \) \((i = 1, \ldots, n)\).

**Theorem 3.9.** For any \( a = (a_1, \ldots, a_s+1) \in \mathbb{Z}_{>0}^s \) and \( b = (b_1, \ldots, b_s) \in \mathbb{Z}_{>0}^s \) such that \( b_j > a_{j+1} \) for some \( j \) and \( \min_{1 \leq i \leq n, j \in u} \{ c(m_i)q^{d-m_i} \} > c(m_s)q^{d-m_s} \) for some \( u \), let \( \alpha_i \in \overline{k} \) \((i = 1, \ldots, r)\) with \( |\alpha_i|_\infty < \sum_{j=1}^{r} (b_j-1) - \sum_{s+1}^{s+2}(a_{s+1}) \). If \( \alpha_1, \ldots, \alpha_r \) are \( k \)-linearly independent, then \( s+1F_s(a;b)(\alpha_1), \ldots, s+1F_s(a;b)(\alpha_r) \) are \( \overline{k} \)-linearly independent.

**Proof.** We assume on the contrary that there exists a nontrivial \( \overline{k} \)-linear relation:

\[
f_1 s+1F_s(a;b)(\alpha_1) q^d + \cdots + f_r s+1F_s(a;b)(\alpha_r) q^d = 0.
\]

We define the matrices \( \Phi \) and \( \psi \) as
\[
\Phi = \begin{pmatrix}
\prod_{j=1}^{s+1}(\theta - t)^{q^{d-b_j}} D_{b_j}^{-d-b_j} & & \\
\prod_{j=1}^{s+1}(\theta - t)^{q^{d-a_j}} D_{a_j}^{d-a_j} & \prod_{j=1}^{s+1}(\theta - t)^{q^{d-b_j}} D_{b_j}^{-d-b_j} & \\
\vdots & & \vdots \\
\prod_{j=1}^{s+1}(\theta - t)^{q^{d-a_j}} D_{a_j}^{d-a_j} & \prod_{j=1}^{s+1}(\theta - t)^{q^{d-b_j}} D_{b_j}^{-d-b_j}
\end{pmatrix} \in \text{Mat}_{r+1}(\overline{k}[t])
\]
and
\[
\psi = \begin{pmatrix}
P_{b,d} s+1F_s(a;b)(\alpha_1) q^d \\
P_{b,d} s+1F_s(a;b)(\alpha_2) q^d \\
\vdots \\
P_{b,d} s+1F_s(a;b)(\alpha_r) q^d
\end{pmatrix} \in \text{Mat}_{(r+1)\times 1}(\overline{k}).
\]
According to Theorem 2.4, \( \psi(-1) = \Phi \psi \); then, we can apply Theorem 3.2 and obtain the following:

\[
g_1(t) s+1F_s(a;b)(\alpha_1) q^d + \cdots + g_r(t) s+1F_s(a;b)(\alpha_r) q^d = 0
\]
where \( g_i(t) \in \overline{k}[t] \) with \( g_i(\theta) = f_i \). We assume \( g_i(t) \neq 0 \) without loss of generality and set \( g_i'(t) = g_i(t)/g_r(t) \). Next, we transform \( (27) \). We divide both sides of \( (27) \) by \( g_r(t) \) and obtain

\[
g_1(t) s+1F_s(a;b)(\alpha_1) q^d + \cdots + g_r'(t) s+1F_s(a;b)(\alpha_r) q^d = 0
\]
Then, based on Theorem 14 and 24, the \((-1)\)-fold Frobenius twist of (28) is
\begin{equation}
(29) \quad g'_1(t)^{-1} s_{i+1} F_s(a; b)(\alpha_1)^{q^d} + \cdots + g'_t(t)^{-1} s_{i+1} F_s(a; b)(\alpha_r)^{q^d} \\
+ g'_1(t)^{-1} \prod_{j=1}^{d-1} (\theta^{q^j} - t)^c(j) \alpha_1^{q^d-j} + \cdots + g'_t(t)^{-1} \prod_{j=1}^{d-1} (\theta^{q^j} - t)^c(j) \alpha_r^{q^d-j} = 0
\end{equation}

According to (28) and (29), we have the following:
\begin{equation}
(30) \quad h_1(t) s_{i+1} F_s(a; b)(\alpha_1)^{q^d} + \cdots + h_{r-1}(t) s_{i+1} F_s(a; b)(\alpha_{r-1})^{q^d} + R = 0
\end{equation}

where
\begin{align*}
h_i(t) &:= g'_i(t) - g'_i(t)^{-1} \\
R &:= \prod_{m=1}^{d-1} (\theta^{q^m} - t)^c(m) \alpha_1^{q^d-m} + \cdots + g'_{r-1}(t)^{-1} \alpha_{r-1}^{q^d} + \alpha_r^{q^d}
\end{align*}

The \(j\)-th repetition of this transformation gives the following equation:
\begin{equation}
(31) \quad h_{i,j}(t) s_{i+1} F_s(a; b)(\alpha_1)^{q^d} + \cdots + h_{r-j}(t) s_{i+1} F_s(a; b)(\alpha_{r-j})^{q^d} + R_j = 0
\end{equation}

where
\begin{align*}
h_{i,j+1}(t) &= \left( \frac{h_{i,j}(t)}{h_{r-j,j}(t)} \right)^{-1} \\
R_{j+1} &= \left( \frac{R_j}{h_{r-j,j}(t)} \right)^{-1}
\end{align*}

with \(h_{i,1}(t) = h_i(t), R_1 = R\). We repeat the above until (i) \(j = r - 1\) or (ii) \(j\) is equal to some \(j'\) such that \(h_{1,j'} = \cdots = h_{r-j',j'} = 0\). For the case (i), we have
\begin{equation}
(30) \quad h_1(t) s_{i+1} F_s(a; b)(\alpha_1)^{q^d} + R_{r-1} = 0.
\end{equation}

We set \(N > 0\) such that \(h_{1,r-1}(t)\) is nonzero and \(R_{r-1}\) is regular at \(t = \theta q^N\). After multiplying by \((\theta - t)^c(m_u)q^d-m_u\) and substituting \(t = \theta q^N\) on both sides of (31), we obtain \(h_{1,r-1}(\theta q^N) \prod_{j=m_u}^{d-1}(\theta^{N-m_u+j} - \theta q^N) c(j) \alpha_1^{q^{d-m_u}+j} = 0\). This contradicts \(\alpha_1 \neq 0\). For the case (ii), due to our assumption of the minimality of \(c(m_u)q^{d-m_u}\), multiplying by \((\theta q^N - t)^c(m_u)q^{d-m_u}\) on both sides of
\begin{equation}
(31) \quad h_{1,j-1}(\theta q^N) \left( \prod_{l=m_u}^{d-1} (\theta^{q+N-m_u} - \theta q^N) c(l) \alpha_1^{q^{d-l}} \right) + \cdots
\end{equation}

\begin{equation*}
\cdots + h_{r-j'+1,j'-1}(\theta q^N) \left( \prod_{l=m_u}^{d-1} (\theta^{q+N-m_u} - \theta q^N) c(l) \alpha_{r-j'}^{q^{d-l}} \right) = 0.
\end{equation*}

Because \(h_{1,j'} = \cdots = h_{r-j',j'} = 0\), we obtain \(h_{i,j-1}(t)/h_{r-j'+1,j'-1}(t) \in \mathbb{F}_q(t)\). By taking \(q^{d+1}\) th root, (31) becomes a \(k\)-linear relation between \(\alpha_1, \ldots, \alpha_r\), and we obtain a contradiction. □

Remark 3.10. When \(a = (1, \ldots, 1)\) and \(b = (2, \ldots, 2)\), the above theorem shows that if \(\alpha_1, \ldots, \alpha_r\) are \(k\)-linearly independent, \(L_{i,K,s}(\alpha_1), \ldots, L_{i,K,s}(\alpha_r)\) are \(\bar{k}\)-linearly independent.
3.2. **Linear/algebraic independence results of the KMPLs.** As applications of Theorem 3.2 and our period interpretation of the KMPLs in [19], we discuss some linear/algebraic independence results among the depth 2 KMPLs. Furthermore, we compare the KMPLs with other periods and show that the Kochubei multizeta values do not have Eulerian/zeta-like independence results among the depth 2 KMPLs. Furthermore, we compare the KMPLs with other periods and show that the Kochubei multizeta values do not have Eulerian/zeta-like independence results among the depth 2 KMPLs. Furthermore, we compare the KMPLs with other periods and show that the Kochubei multizeta values do not have Eulerian/zeta-like independence results among the depth 2 KMPLs. Furthermore, we compare the KMPLs with other periods and show that the Kochubei multizeta values do not have Eulerian/zeta-like independence results among the depth 2 KMPLs.

For the depth 2 KMPLs, we have the following linear independence result.

**Theorem 3.11.** For indices $s \in \mathbb{Z}_{>0}^2$ with $\text{wt}(s) = w$ and $\alpha \in \overline{\mathbb{k}}^\times$ with $|\alpha|_\infty < q^{s_1}$, $L_{K,s}(\alpha)$ are $\overline{k}$-linearly independent.

**Proof.** We assume on the contrary that among $L_{K,s_i}(\alpha)$ ($i = 1, \ldots, r$) with $s_i = (s_{i1}, s_{i2})$ ($s_i \neq s_j$ for $i \neq j$), there exists a $\overline{k}$-linear relation:

$$f_1 L_{K,s_1}(\alpha) + \cdots + f_r L_{K,s_r}(\alpha) = 0 \quad (32)$$

for some $f_i \in \overline{\mathbb{k}}^\times$. For

$$\Phi_i = \begin{pmatrix} (t-\theta)^w \\ (-1)^{s_{i2}}(t-\theta)^{s_{i1}} \\ 0 \\ 0 \end{pmatrix} \in \text{Mat}_3(\overline{\mathbb{k}}[t])$$

and

$$\psi_i = \begin{pmatrix} \Omega^{w} \\ \Omega^{w} \ell_{K,s_1}(\alpha) \\ \Omega^{w} \ell_{K,s_i}(\alpha) \end{pmatrix} \in \text{Mat}_3(\mathbb{E}),$$

we define $\Phi = \begin{pmatrix} \Phi_1 \\ \Phi_2 \\ \vdots \\ \Phi_r \end{pmatrix}$ and $\psi = \begin{pmatrix} \psi_1 \\ \psi_2 \\ \vdots \\ \psi_r \end{pmatrix}$. Then, we can apply Theorem 3.2 (1) to (32) and obtain the following $\overline{k}[t]$-linear relation

$$g_1(t)\ell_{K,s_1}(\alpha) + \cdots + g_r(t)\ell_{K,s_r}(\alpha) = 0$$

with $g_i(t) \in \overline{k}[t]$ such that $g_i(\theta) = f_i$. We set $s = \max\{s_{ij} \mid i = 1, \ldots, r \text{ and } j = 1, 2\}$. For some $i$, there are indices $s_i = (w-s, s)$ or $(s, w-s)$ with $s \geq w-s$. When $s = w-s$, the equation (32) becomes $f_i L_{K,s_i}(\alpha) = 0$; however, this contradicts Theorem 3.6. When $s \neq w-s$, we have three cases and again get contradictions as follows.

**Case 1:** $s_i = (w-s, s)$ for some $i$ and $s_j \neq (s, w-s)$ with $j \neq i$, we set $N > 0$ such that $g_i(\theta^q) \neq 0$. Then, we can set $i = 1$ without loss of generality and obtain

$$(\theta^q - t)^s \left( g_1(t)\ell_{K,s_1}(\alpha) + \cdots + g_r(t)\ell_{K,s_r}(\alpha) \right)$$

$$= (\theta^q - t)^s \left( g_1(t) \sum_{i_1 = N+1_{i_2 \geq 0}} \frac{\alpha^{q^{s_1}}}{(\theta^{q^{s_1}} - t)^s(\theta^{q^{s_1}} - t)^{w-s}} + g_1(t) \sum_{i_1 > i_2 \geq 0} \frac{\alpha^{q^{s_1}}}{(\theta^{q^{s_1}} - t)^s(\theta^{q^{s_1}} - t)^{w-s}} \right)$$

$$+ g_2(t)\ell_{K,s_2}(\alpha) + \cdots + g_r(t)\ell_{K,s_r}(\alpha) \right) = 0. $$

By substituting $t = \theta^q$, we obtain $g_1(\theta^q) \sum_{i_1 > i_2 \geq 0} \alpha^{q^{s_1}}/(\theta^{q^{s_1}} - \theta^{q^{s_1}})^{w-s} = 0$. This contradicts the assumption that $g_1(\theta^q)$ and that $\alpha$ and $\sum_{i_1 > i_2 \geq 0} \alpha^{q^{s_1}}/(\theta^{q^{s_1}} - \theta^{q^{s_1}})^{w-s}$ are nonzero.

**Case 2:** if $s_i = (s, w-s)$ for some $i$ and $s_j \neq (w-s, s)$ with $j \neq i$, in the same way of Case 1, we obtain $g_1(\theta^q) \sum_{i_1 > i_2 \geq 0} \alpha^{q^{s_1}}/(\theta^{q^{s_1}} - \theta^{q^{s_1}})^{w-s} = 0$ and the same contradiction.
Case 3: if $\mathbf{s}_i = (s, w-s)$ and $\mathbf{s}_j = (w-s, s)$ for some $i$ and $j$, we can set $i = 1, j = 2$ without loss of generality and set $N > 0$ such that both $g_1(\theta^{qN})$, $g_2(\theta^{qN})$ are nonzero. We have

\[
(\theta^{qN} - t)^{s}(g_1(t)\mathcal{L}_{K,\mathbf{s}_1}(\alpha) + \cdots + g_r(t)\mathcal{L}_{K,\mathbf{s}_r}(\alpha))
\]

\[=
(\theta^{qN} - t)^{s}\left(g_1(t)\sum_{i_1 > i_2 > 0} \frac{\alpha^{q_{i_1}}}{(\theta^{q^{i_1}} - t)(\theta^{q^{i_2}} - t)^{w-s} + g_1(t)\sum_{i_1 > i_2 > 0} \frac{\alpha^{q_{i_1}}}{(\theta^{q^{i_1}} - t)(\theta^{q^{i_2}} - t)^{w-s}}
\]

\[+ g_2(t)\sum_{i_1 > i_2 > 0} \frac{\alpha^{q_{i_1}}}{(\theta^{q^{i_1}} - t)^{w-s}(\theta^{q^{i_2}} - t)^{s}} + g_2(t)\sum_{i_2 > i_1 \geq N} \frac{\alpha^{q_{i_1}}}{(\theta^{q^{i_1}} - t)^{w-s}(\theta^{q^{i_2}} - t)^{s}}
\]

\[+ g_3(t)\mathcal{L}_{K,\mathbf{s}_3}(\alpha) + \cdots + g_r(t)\mathcal{L}_{K,\mathbf{s}_r}(\alpha)) = 0.
\]

By substituting $t = \theta^{qN}$ into the above equation, we obtain

\[g_1(\theta^{qN})\sum_{N > i_2 > 0} \frac{\alpha^{q_{i_2}}}{(\theta^{q^{i_2}} - \theta^{qN})^{w-s}} + g_2(\theta^{qN})\mathcal{L}_{K,\mathbf{s}_2}(\alpha)^{qN} = 0.
\]

This contradicts the transcendence of $\mathcal{L}_{K,\mathbf{s}_2}(\alpha)$ shown by Theorem 3.6.

Thus, we obtain the desired independence result. \qed

Based on this theorem, it follows that the dimension of the space generated by KMPLs with depth 2 and weight $w \geq 1$ is $2^{w-1}$.

We introduced the sum-shuffle relation for the KMPLs (3) in Section 0.2. This allows us to translate $\mathbf{k}$-algebraic relations to $\mathbf{k}$-linear relations for KMPLs. By using this relation and refined ABP criterion, we can have algebraic independence of the KMPLs with depths 1 and 2, as the following.

**Theorem 3.12.** For $s_2 \geq s_1 > 0$, let $\alpha_1, \alpha_2, \alpha_3 \in \mathbf{k}$ with $|\alpha_1|_{\infty}, |\alpha_3|_{\infty} < q^{s_1}$ and $|\alpha_2|_{\infty} < q^{s_2}$. Then $\mathcal{L}_{K,(s_1, s_2)}(\alpha_1, \alpha_2)$ and $\mathcal{L}_{K,s_2}(\alpha_3)$ are algebraically independent over $\mathbf{k}$.

**Proof.** We assume that $\mathcal{L}_{K,(s_1, s_2)}(\alpha_1, \alpha_2)$ and $\mathcal{L}_{K,s_2}(\alpha_3)$ satisfy the following algebraic relation:

\[(33)\ 
\sum_{i \geq 0 \atop m \geq j \geq 0} f_{ij}X^iY^j = 0
\]

where $f_{ij} \in \mathbf{k}$, $X = \mathcal{L}_{K,(s_1, s_2)}(\alpha_1, \alpha_2)$ and $Y = \mathcal{L}_{K,s_2}(\alpha_3)$. According to the sum-shuffle relation (3), we have $X^iY^j = \mathcal{L}_{K,(s_1, s_2)}(\alpha_1, \alpha_2)i\mathcal{L}_{K,s_2}(\alpha_3)^j = \sum_{r_1 \geq h \geq 1} \mathcal{L}_{K,\mathbf{s}_{ij,h}}(\alpha_{ij,h})$ for some indices $\mathbf{s}_{ij,h}$ with $\text{wt}(\mathbf{s}_{ij,h}) = i(s_1 + s_2) + j s_2$ and coordinates $\alpha_{ij,h}$ whose entries are algebraic points. Without loss of generality, for each $(i, j)$, we can set $\mathbf{s}_{ij,1} = (is_1 + js_2, is_2)$ and $\mathbf{s}_{ij,2} = (is_1, is_2 + js_2)$. Then, it follows that $\text{dep}(\mathbf{s}_{ij,h}) \geq 2$ for $h > 2$ by the description of (3) in introduction. Here we remark that for each $(i, j)$, $\text{wt}(\mathbf{s}_{ij,1}) = \text{wt}(\mathbf{s}_{ij,2}) = \cdots = \text{wt}(\mathbf{s}_{ij,r_{ij}})$ but $\mathbf{s}_{ij,1} \neq \mathbf{s}_{ij,h} (h \neq 1)$ and $\mathbf{s}_{ij,2} \neq \mathbf{s}_{ij,h} (h \neq 2)$. The algebraic relation (33) is written as the following linear relation:

\[(34)\ 
\sum_{n \geq i \geq 0 \atop m \geq j \geq 0} f_{ij} \left( \sum_{r_{ij} \geq h \geq 1} \mathcal{L}_{K,\mathbf{s}_{ij,h}}(\alpha_{ij,h}) \right) = 0.
\]

Here $r_{00} = 1$ and $\mathcal{L}_{K,s_{00,1}} = 1$. We set $l = \max\{i + j \mid n \geq i \geq 0, m \geq j \geq 0, \text{ and } f_{ij} \neq 0\}$ and $i' = \max\{n \geq i \geq 0 \mid i + j = l, m \geq j \geq 0\}$. Then for $j' = l - i'$, we obtain $\text{wt}(\mathbf{s}_{i'j',1}) = \cdots = \text{wt}(\mathbf{s}_{i'j',r_{i'j'}}) = \max\{\text{wt}(\mathbf{s}_{ij,h}) \mid n \geq i \geq 0, m \geq j \geq 0, r_{ij} \geq h \geq 0\}$. 


For the square matrices $M_i$, we set the notation $\oplus_{n \geq 1} M_i$ to be 
\[
\begin{pmatrix}
M_1 & \cdots & M_n
\end{pmatrix}
\]
and for the column vectors $v_i$, we set $\oplus_{n \geq 1} v_i$ to be $\begin{pmatrix}
v_1 \\
\vdots \\
v_n
\end{pmatrix}$. By using these notations, we define the block diagonal matrix $\Phi = \oplus_{n \geq 0} \Phi_{ij}$ and the column vector $\psi = \oplus_{n \geq 0} \psi_{ij}$ where $\Phi_0 = (t - \theta)^{(n)}(s_1 + s_2 + j_s^2) \in \overline{k}[t]$, $\psi_0 = \Omega^{w(t,s_j',1)} \in \mathbb{E}$ and for $(i,j) \neq (0,0)$,
\[
\Phi_{ij} = (t - \theta)^{w(t,s_j',1) - w(t,s_i,1)} \begin{pmatrix}
\Phi_{s_{i,j},1,1} & \cdots & \Phi_{s_{i,j},1,n} \\
\vdots & \ddots & \vdots \\
\Phi_{s_{i,j},n,1} & \cdots & \Phi_{s_{i,j},n,n}
\end{pmatrix} \in \text{Mat}_{r_{ij}}(\overline{k}[t])
\]
\[
\psi_{ij} = \Omega^{w(t,s_j',1) - w(t,s_i,1)} \begin{pmatrix}
\psi_{s_{i,j},1,1} & \cdots & \psi_{s_{i,j},1,n} \\
\vdots & \ddots & \vdots \\
\psi_{s_{i,j},n,1} & \cdots & \psi_{s_{i,j},n,n}
\end{pmatrix} \in \text{Mat}_{r_{ij} \times 1}(\mathbb{E}).
\]
By (19), we have $\Psi^{-1} = \Phi \Psi$ and we can apply Theorem 3.2 for (34). Then we obtain the following:
\[
(35) \quad \Omega^{w(t,s_j',1)} \sum_{n \geq 0 \atop m \geq 0} g_{ij}(t) \left( \sum_{r_{ij} \geq h \geq 1} \mathcal{L}_{K,s_{ij},h}(\alpha_{ij,h}) \right) = 0
\]
where $g_{ij}(t) \in \overline{k}[t]$ such that $g_{ij}(\theta) = f_{ij}$. Dividing both sides of equation (35) by $\Omega^{w(t,s_j',1)}$, we get
\[
(36) \quad \sum_{n \geq 0 \atop m \geq 0} g_{ij}(t) \left( \sum_{r_{ij} \geq h \geq 1} \mathcal{L}_{K,s_{ij},h}(\alpha_{ij,h}) \right) = 0
\]
Let $N > 0$ such that $g_{ij}(\theta N) \neq 0$ for all $i,j$. After multiplying by $(\theta N - t)^{ls_2}$ on both sides of (36), we rewrite the left-hand side by
\[
(\theta N - t)^{ls_2} \left\{ \sum_{n \geq 0 \atop m \geq 0 \atop i+j < l} g_{ij}(t) \left( \sum_{r_{ij} \geq h \geq 1} \mathcal{L}_{K,s_{ij},h}(\alpha_{ij,h}) \right) \right\}
\]
\[
= (\theta N - t)^{ls_2} \left\{ \sum_{n \geq 0 \atop m \geq 0 \atop i+j < l} g_{ij}(t) \left( \mathcal{L}_{K,s_{ij},1}(\alpha_{ij,1}) + \mathcal{L}_{K,s_{ij},2}(\alpha_{ij,2}) + \sum_{r_{ij} \geq h \geq 3} \mathcal{L}_{K,s_{ij},h}(\alpha_{ij,h}) \right) \right\}
\]
\[
+ \sum_{n \geq 0 \atop m \geq 0 \atop i+j < l} g_{ij}(t) \left( \sum_{r_{ij} \geq h \geq 1} \mathcal{L}_{K,s_{ij},h}(\alpha_{ij,h}) \right) \}
\]
\[
= (\theta N - t)^{ls_2} \left\{ \sum_{n \geq 0 \atop m \geq 0 \atop i+j < l} g_{ij}(t) \left( \mathcal{L}_{K,(is_1 + js_2,ls_2)}(\alpha_1,\alpha_2) + \mathcal{L}_{K,(is_1,js_2 + js_2)}(\alpha_1,\alpha_2,\alpha_3) + \sum_{r_{ij} \geq h \geq 3} \mathcal{L}_{K,s_{ij},h}(\alpha_{ij,h}) \right) \right\}
\]
\[
+ \sum_{n \geq 0 \atop m \geq 0 \atop i+j < l} g_{ij}(t) \left( \sum_{r_{ij} \geq h \geq 1} \mathcal{L}_{K,s_{ij},h}(\alpha_{ij,h}) \right) \}
\]
Then we have
\begin{equation}
(\theta^N - t)^{ls_2}\left\{ \sum_{n_{i+j} \geq 0 \atop i+j=l} g_{ij}(t) \left( L_{K,(i_1+j_2,i_2)}(\alpha_1, \alpha_2) + L_{K,(i_1,i_2+j_2)}(\alpha_1, \alpha_2) + \sum_{r_{ij} \geq h \geq 3} L_{K,s_{ij,h}}(\alpha_{ij,h}) \right) \right\} = 0.
\end{equation}

At \( t = \theta^N \), \( L_{K,(i_1+j_2,i_2)}(\alpha_1, \alpha_2) \) (when \( s_2 = s_1 \)) and \( L_{K,(i_1,i_2+j_2)}(\alpha_1, \alpha_2) \) with \( i + j = l \) have a pole with order \( ls_2 \). Indeed, we have
\begin{align*}
L_{K,(i_1+j_2,i_2)}(\alpha_1, \alpha_2) &= \sum_{i_{1+j} > 0 \atop i_2 = N} (\theta^q - t)^{i_1+j_2} (\theta^q - t)^{i_2} + \sum_{i_{1+j} > 0 \atop i_2 > 0} (\theta^q - t)^{i_1+j_2} (\theta^q - t)^{i_2} + \sum_{i_{1+j} > 0 \atop i_2 > 0} (\theta^q - t)^{i_1+j_2} (\theta^q - t)^{i_2},
\end{align*}
and
\begin{align*}
L_{K,(i_1,i_2+j_2)}(\alpha_1, \alpha_2) &= \sum_{i_{1+j} > 0 \atop i_2 = N} (\theta^q - t)^{i_1+j_2} (\theta^q - t)^{i_2} + \sum_{i_{1+j} > 0 \atop i_2 > 0} (\theta^q - t)^{i_1+j_2} (\theta^q - t)^{i_2} + \sum_{i_{1+j} > 0 \atop i_2 > 0} (\theta^q - t)^{i_1+j_2} (\theta^q - t)^{i_2}.
\end{align*}

Then, for \( i + j = l \), we obtain \( ((\theta^q - t)^{ls_2} L_{K,(i_1+j_2,i_2)}(\alpha_1, \alpha_2))_{l=\theta^N} = (\alpha_2 \alpha_3 L_{iK,i_s}(\alpha_1))^{q^N} \) when \( s_1 > s_2 \) and \( ((\theta^q - t)^{ls_2} L_{K,(i_1,i_2+j_2)}(\alpha_1, \alpha_2))_{l=\theta^N} = (\alpha_2 \alpha_3 \sum_{N>0} \frac{\alpha_1^N}{\theta^q - \theta^N} L_{iK,i_s}(\alpha_1))^{q^N} \) when \( s_1 = s_2 \). On the other hand, the other terms in the equation \( (37) \) have a pole with an order which is less than \( ls_2 \). Because the other \( L_{K,s_{ij,h}} \) satisfy the case \( i + j < l \) and \( 0 < h \), or the case \( i + j = l \) and \( 2 < h \). Here we remind that when \( h > 2 \), \( \text{dep}(s_{ij,h}) > 2 \) as shown in the beginning of our proof. Therefore by substituting \( t = \theta^N \) in \( (37) \), we get
\begin{equation}
0 = \begin{cases} 
\sum_{n_{i+j} \geq 0 \atop i+j=l} g_{ij}(\theta^q) (\alpha_2 \alpha_3 L_{iK,i_s}(\alpha_1))^{q^N} & \text{if } s_1 < s_2, \\
\sum_{n_{i+j} \geq 0 \atop i+j=l} g_{ij}(\theta^q) \left\{ (\alpha_1 \alpha_3) \sum_{N>0} \frac{\alpha_1^N}{\theta^q - \theta^N} L_{iK,i_s}(\alpha_1) \right\}^{q^N} & \text{if } s_1 = s_2.
\end{cases}
\end{equation}

By taking the \( q^N \)-th root of the above two equations, we obtain \( k \)-linear relations among \( 1 \) and the KPLs with different weights in both the \( s_2 > s_1 \) and \( s_2 = s_1 \) cases. This contradicts Remark \( 3.8 \) which follows from Theorem \( 3.7 \). Therefore we get the desired result. \( \square \)

Furthermore, we can consider the linear independence of the KMPLs with other periods. For example, we can compare Carlitz polylogarithms and KPLs as follows.

**Theorem 3.13.** Let \( \alpha, \beta \in \bar{k}^\times \) such that \( |\alpha|_\infty < q^n, |\beta|_\infty \in q^{nq/(q-1)}. \) Then \( L_{iK,n}(\alpha), L_{C,n}(\beta) \) are \( \bar{k} \)-linearly independent.

**Proof.** For the pre-\( t \)-motive defined by \( \Phi = \begin{pmatrix} (t - \theta)^n & 0 & 0 \\ \beta(-1)(t - \theta)^n & (t - \theta)^n & 0 \\ 0 & 1 \end{pmatrix} \in \text{Mat}_3(\bar{k}[t]), \) we have \( \psi^{(-1)} = \Phi \psi \) for \( \psi = \begin{pmatrix} \Omega^n L_{K,n}(\alpha) \\ \Omega^n L_{C,n}(\beta) \end{pmatrix} \in \text{Mat}_{3 \times 1}(\bar{\mathbb{E}}) \) where \( L_{C,n}(\beta) = \beta + \sum_{l>0} \beta^l L_{iL_i}^n \) that satisfies \( L_{C,n}(\beta)^{(1)} = \beta^{(-1)} + L_{C,n}(\beta)/(t - \theta)^n. \) We assume on the contrary that \( f_1 L_{iK,n}(\alpha) + \)
\( f_2 Li_{C,n}(\beta) = 0 \) for some \( f_i \in \overline{k} \) \((i = 1, 2)\). Then, we have \( \tilde{\pi}^{-n}(g_1 Li_{K,n}(\alpha) + g_2 Li_{C,n}(\beta)) = 0 \).

Based on Theorem 3.1, this relation can be extended as follows:

\[
(38) \quad g_1(t)\Omega^n L_{K,n}(\alpha) + g_2(t)\Omega^n L_{C,n}(\beta) = 0.
\]

For some \( g_i(t) \in \overline{k}[t] \) with \( g_i(\theta) = f_i \) \((i = 1, 2)\). Let \( N \in \mathbb{Z}_{>0} \) such that \( g_1(\theta^qN) \neq 0 \). After multiplying by \( L_{K,n}^n \Omega^n \) on both sides, we can rewrite (38) as follows:

\[
(39) \quad \sum_{i > N} \frac{\beta^i}{(t - \theta^q)^i n}\left\{\sum_{\ell > N} \frac{\alpha^\ell}{(t - \theta^q)^\ell n}\right\} + g_2(t)\left\{\left(1 - \theta^q\right)n\beta + \left(1 - \theta^q\right)n\beta^2 + \cdots + \left(1 - \theta^q\right)n\beta^{N-1}\right\} = 0.
\]

We have \( \sum_{i > N} \frac{\beta^i}{(t - \theta^q)^i n}\left\{\sum_{\ell > N} \frac{\alpha^\ell}{(t - \theta^q)^\ell n}\right\}_{t = \theta^qN} = Li_{C,n}(\alpha)\theta^qN - \alpha^qN \). Therefore, by substituting \( t = \theta^qN \), the equation (39) becomes

\[
g_1(\theta^qN)\left((\theta^qN - \theta^q)\beta^N + \cdots + (\theta^qN - \theta^qN-1)\beta\right) + g_2(\theta^qN)\left(Li_{C,n}(\alpha)\theta^qN - \alpha^qN\right) = 0.
\]

This forces \( Li_{C,n}(\beta) = g_2(\theta^qN)^{-1/qN} (g_1(\theta^qN)\beta\theta^qN - g_2(\theta^qN))^{1/qN} \in \overline{k} \) while \( Li_{C,n}(\beta) \) is transcendental over \( k \) by [14, Theorem 5.4.3]. Therefore, we obtain a contradiction and the desired \( \overline{k} \)-linear independence result.

Next, we compare the KMPLs, Carlitz period and KPLs as the following two theorems.

**Theorem 3.14.** Let \( s = (s_1, \ldots, s_r) \in \mathbb{Z}_{>0}^r \) with \( wt(s) = w \) and \( \alpha = (\alpha_1, \ldots, \alpha_r) \in (\overline{k})^r \) with \( |\alpha_i|_\infty < q^w \) \((i = 1, \ldots, r)\). Then, \( Li_{K,s}(\alpha) \) and \( \tilde{\pi}^w \) are \( \overline{k} \)-linearly independent.

**Proof.** We assume on the contrary that there exists a nontrivial \( \overline{k} \)-linear equation \( f_1\tilde{\pi}^w + f_2 Li_{K,s}(\alpha) = 0 \). With (19), we have \( \psi^{-1} = \Phi\psi \), where

\[
\Phi = \begin{pmatrix} \Phi_{s,\alpha} & 1 \end{pmatrix} \in \text{Mat}_{r+2}(\overline{k}[t]), \quad \psi = \begin{pmatrix} \Omega^w \\ \Omega^w L_{K,(s_1)}(\alpha_{1}) \\ \Omega^w L_{K,(s_{r-1},s_r)}(\alpha_{r-1}, \alpha_{r}) \\ \vdots \\ \Omega^w L_{K,s}(\alpha) \\ 1 \end{pmatrix} \in \text{Mat}_{r+2 \times 1}(\mathbb{E}).
\]

Then, by using Theorem 3.1, we can obtain the following \( \overline{k}[t] \)-linear relation

\[
(40) \quad g_1(t)\Omega^w L_{K,s}(\alpha) + g_2(t) \cdot 1 = 0
\]

for some \( g_i(t) \in \overline{k}[t] \) \((i = 1, 2)\) such that \( g_i(\theta) = f_i \). By taking the \((-1)\)-fold Frobenius twist of (10), we obtain

\[
(41) \quad g_1(t)^{(-1)}(-1)^{s_r} (t - \theta)^{w-s_r} \Omega^w \alpha_{1} L_{K,(s_1, \ldots, s_{r-1})}(\alpha_1, \ldots, \alpha_{r-1}) + g_1(t)^{(-1)}(t - \theta)^{w} \Omega^w L_{K,s}(\alpha) + g_2(t)^{(-1)} = 0.
\]

We set \( N \in \mathbb{Z}_{>0} \) such that \( g_2(t)^{(-1)} \) is nonzero at \( t = \theta^qN \). By definition, \( \Omega^w \) has a zero at \( t = \theta^qN \) with an order \( w \), while the terms of both \( L_{K,(s_1, \ldots, s_{r-1})}(z_1, \ldots, z_{r-1}) \) and \( L_{K,s}(z) \) have
poles at $t = \theta^qN$ with orders strictly less than $w$. Thus, $\Omega^w L_{K,(s_1,\ldots,s_{r-1})}(z_1,\ldots,z_{r-1})$ and $\Omega^w L_{K,s}(z)$ vanish at $t = \theta^qN$. Then, by substituting $t = \theta^qN$ on both sides of (11), we obtain the contradiction $g_2(t)^{(-1)}|_{t=\theta^qN} = 0$. Therefore, we obtain the desired result.

**Theorem 3.15.** Let $s = (s_1,\ldots,s_r) \in \mathbb{Z}^r_0$ such that $wt(s) = w$. For $\alpha = (\alpha_1,\ldots,\alpha_r)$ with $|\alpha_i|_{\infty} < q^w$ and $|\beta|_{\infty} < q^w$, $\overline{L}_{K,s}(\alpha)$ and $L_{K,w}(\beta)$ are $\overline{k}$-linearly independent.

**Proof.** We assume on the contrary that there exists a nontrivial $\overline{k}$-linear relation for some $f_i \in \overline{k}$ ($i = 1,2$):

$$f_1L_{K,s}(\alpha) + f_2L_{K,w}(\beta) = 0.$$ 

We define the matrices $\Phi = \begin{pmatrix} \Phi_{s,\alpha} & (t-\theta)^w \end{pmatrix} \in \text{Mat}_{r+2}(\overline{k}[t])$ where $\beta = (\beta,0,\ldots,0) \in \text{Mat}_{1 \times r}(\overline{k})$ and

$$\psi = \begin{pmatrix} \Omega^w L_{K,s}(\alpha) \\ \Omega^w L_{K,s-1,s_r}(\alpha_{r-1},\alpha_r) \\ \vdots \\ \Omega^w L_{K,s}(\alpha) \\ \Omega^w L_{K,w}(\beta) \end{pmatrix} \in \text{Mat}_{r+2 \times 1}(\overline{k}).$$

By using Theorem 3.1, we obtain a $\overline{k}$-linear equation $g_1(t)\Omega^w L_{K,s}(\alpha) + g_2(t)\Omega^w L_{K,w}(\beta) = 0$ and then

$$g_1(t)L_{K,s}(\alpha) + g_2(t)L_{K,w}(\beta) = 0.$$ 

By taking the $(-1)$-fold Frobenius twist, we obtain

$$g_1(t)^{(-1)}(\theta - t)^{-s_r} \alpha_r L_{K,(s_1,\ldots,s_{r-1})}(\alpha_1,\ldots,\alpha_{r-1}) + g_1(t)^{(-1)} L_{K,s}(\alpha) + g_2(t)^{(-1)}(\theta - t)^{-w} \beta + g_2(t)^{(-1)} L_{K,w}(\beta) = 0.$$ 

We set $N > 0$ such that $g_2(t)^{(-1)}|_{t=\theta^qN} \neq 0$. After multiplying by $(\theta^qN-t)^w$ on both sides of (42), we obtain

$$(\theta^q - t)^w \left( g_1(t)^{(-1)}(\theta - t)^{-s_r} \alpha_r L_{K,(s_1,\ldots,s_{r-1})}(\alpha_1,\ldots,\alpha_{r-1}) + g_1(t)^{(-1)} L_{K,s}(\alpha) \right) + (\theta^q - t)^w g_2(t)^{(-1)}(\theta - t)^{-w} \beta + (\theta^qN-t)^w g_2(t)^{(-1)} \sum_{i \geq 0} (\theta^qN-t)^w g_2(t)^{(-1)} \beta^qN = 0.$$ 

By substituting $t = \theta^qN$, we obtain a relation $g_2(t)^{(-1)}|_{t=\theta^qN} \beta^qN \neq 0$. This contradicts $g_2(t)^{(-1)}|_{t=\theta^qN} \neq 0$ and $\beta \neq 0$. Therefore we obtain the desired result.
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