Quantum optimal control without arbitrary waveform generators
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Simple, precise, and robust control is demanded for qubit operations on large quantum information processors. However, existing routes to high-fidelity quantum control heavily rely on arbitrary waveform generators that are difficult to scale up. Here, we show that the arbitrary control of a quantum system can be achieved by simply turning the control fields on and off in a proper sequence. The switching instances can be designed using conventional quantum optimal control algorithms, while the required computational resources for matrix exponentials can be substantially reduced. We demonstrate the flexibility and robustness of the resulting control protocol, and illustrate it in the context of superconducting quantum circuits. We expect this proposal to be achievable with current semiconductor and superconductor technologies, which offers a significant step towards scalable quantum computing.
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I. INTRODUCTION

The desire to control quantum-mechanical phenomena has been growing rapidly with the development of quantum information processors [1,2]. Moving beyond the attempts at seeking physically intuitive control fields, quantum optimal control (QOC) opens the prospect of reaching high-fidelity quantum operations with modulated waveforms [3–6]. For many years, QOC has been successfully applied to various physical platforms, such as superconducting quantum circuits (SQCs) [7–27]. Arbitrary waveform generators (AWGs) have become indispensable for high-fidelity quantum control. However, towards the control of quantum information processors with hundreds of qubits, the brute-force scaling of current AWG technologies involves substantial overhead in experimental resources. Additionally, integrating arrays of AWGs at low temperature remains a technical challenge [28–35]. Besides these efforts of pursuing the ability of generating more delicate waveforms, a natural question is whether QOC necessarily requires a fully arbitrary waveform.

Here, we report that the generation of arbitrary control waveforms can be equivalently realized by simply turning on and off the driving fields at prescribed time instances [36]. This method is motivated by the pulse width modulation (PWM) technique in power electronic devices, where the average power delivered to the plant is controlled by switching the supply at a fast rate and particular pattern [37]. We generalize this idea to quantum-mechanical systems and reveal the equivalence between an arbitrary waveform and a PWM pulse train. We also show that a PWM sequence can be efficiently designed with existing QOC algorithms, and demonstrate its robustness and flexibility in possible experimental implementation. These results indicate a simple, precise, robust, and scalable quantum control protocol that may greatly facilitate the building of large controlled quantum systems.

II. THE PWM CONTROLLER

A. Waveform-pulse train correspondence

We consider a general system with the drift (time-independent) Hamiltonian $H_0$ and the control (time-dependent) Hamiltonian $H_c(t) = \sum_{k=1}^{K} u_k(t)H_k$, where $H_k$ is Hermitian and $u_k(t)$ is a real function of time serving as the $k$th control field. Assuming that there exists an optimal waveform $u_k(t)$ that maximizes a chosen objective $J(T)$ at the final time $T$, the key foundation of the PWM method is that there always exists a pulse train $s_k(t)$ that achieves the same goal to an arbitrary precision (see Appendix A).

To be specific, we formally define a PWM sequence as

$$s_k(t) = \sum_{m=1}^{M} \xi_k[\theta(t - \tau_{k,m}^{on}) - \theta(t - \tau_{k,m}^{off})],$$

where $\theta(t)$ is the Heaviside step function, $M = T/\tau$ is the number of pulses in the time interval $[0, T]$. Physically, the pulse train may be generated by operating an ideal switch
FIG. 1. Comparison between a sinusoidal waveform, \( u_s(t) = \sin(\omega t + \pi/4) \) for \( \omega/2\pi = 50 \text{ MHz} \) (blue, dash-dot), and a sequence of rectangular or Gaussian pulses, \( s_1(t) \) (green, solid) and \( s'_1(t) \) (red, dashed), respectively, in both the time domain and frequency domain. Here, we have used \( M = 20 \) pulses to approximate the waveform in each period. The three functions show almost the same Fourier components below a prescribed threshold \( \Omega_1/2\pi \approx 1 \text{ GHz} \). The difference manifests mainly in the high-frequency regime (shaded area).

at time instances \( t_{k,m}^{\text{on/off}} = mT - (\tau \pm |t_{k,m}|)/2 \), where

\[
\tau_{k,m} = \int_{(m-1)\tau}^{m\tau} u_k(t) dt / \xi_k. \tag{2}
\]

Here, \(|t_{k,m}|\) represents the pulse width in the \( m \)th interval, and \( \xi_k \) is the amplitude of the pulse train, as illustrated in Fig. 1. For any specific waveform \( u_k(t) \), the only free parameter of the PWM sequence is the number of pulses \( M \) in the time interval \( T \), while \( \tau_{k,m} \) is automatically determined by the integral of \( u_k(t) \) in each time interval \( T/M \). Parameter \( \xi_k \) can be selected in different ways, which will be discussed in Sec. II C.

Although the two fields \( u_k(t) \) and \( s_k(t) \) are vastly different in the time domain, their Fourier components are almost identical below a prescribed threshold, \( \Omega_k/2\pi \approx 1/\tau \), in frequency. The higher-frequency components above \( \Omega_k/2\pi \) are relatively small compared with the major frequency components within \( \pm \Omega_k/2\pi \). They can be ignored if the characteristic frequency of the system is much smaller than \( \Omega_k/2\pi \), or may be physically filtered out in experiments. A numerical study with additional filters will be provided in Sec. IV A. Given a prescribed cutoff frequency \( \Omega_f/2\pi \), one may always choose \( \tau \ll 2\pi/\Omega_f \) such that an arbitrary waveform \( u_k(t) \) and a pulse train with the same amplitude, \( s_k(t) \), have the identical spectrum within the desired bandwidth.

In the time domain, we use the Dyson series to calculate the average short-time propagation operator for each time interval \( U(m\tau, (m-1)\tau) \) and compare it with the ideal propagator generated by \( u_k(t) \). One can prove that the PWM sequence results in a second-order approximation to the ideal unitary propagation, i.e., \( \delta U(m\tau, (m-1)\tau) \propto O(\tau^3) \), which is independent of the number of control degrees of freedom \( K \) (see Appendix B). This accuracy is at the same order of the staircase approximation of a waveform generated by AWGs, which supports the equivalence between a continuous and a pulsed control protocol.

B. Imperfect switches

We now study the robustness of the PWM protocol with respect to two imperfect switching events: (i) time jitter and (ii) finite switching speed. For (i), we assume that the \( m \)th pulse width deviates from the design value by \( \delta t_{k,m} \), which obeys a Gaussian distribution with mean value zero and standard deviation \( \sigma_t \) [38]. Then, \( \delta t_{k,m}\delta t_{k',m}/\sigma_t \sigma_t \) obeys the \( \chi^2 \) distribution with expectation value 1 for \( k = k' \), or the generalized Laplace distribution with expectation value zero elsewhere. Taking the average of the Dyson-series form of the short-time propagator and keeping only the leading-order terms of \( \sigma_t \), we find that the expectation value of the deviation is \( \langle \delta U(m\tau, (m-1)\tau) \rangle \approx \sum_{k=1}^{K} \sigma_t^2 \xi_k^2 H_k^2 / 2 \), where \( \langle \cdot \rangle \) is the ensemble average. The second-order dependence of \( \sigma_t \) leads to favorable error scaling, i.e., the time jitter with \( \sigma_t = \tau_{k,m}/100 \) causes only a 0.01\% relative error that may be neglected for \( T \approx 10^3 \tau \) [39].

To account for the influence of a finite switching speed, (ii), we consider a sequence of Gaussian pulses

\[
s_k(t) = \sum_{m=1}^{M} \xi_k e^{-\pi (t-(m-1/2)\tau)^2/\tau_{k,m}^2}, \tag{3}
\]

where \( \tau_{k,m} \) is defined in Eq. (2). The bell-like edges and the overlap between adjacent pulses describe a relatively slow switch, which distorts the desired rectangular pulses. Nevertheless, one can prove that the Fourier components of \( s_k(t) \) are identical to the ideal case below \( \Omega_k \) (see Appendix D), as illustrated in Fig. 1. Thus, the control performance has the same order of precision as the perfect rectangular pulses.

C. Generalizations

The waveform-pulse train correspondence can be generalized to design PWM control protocols in a variety ways, for example, by removing the \( s_k(t) = 0 \) stage of the
sequence. The resulting binary sequence is called the 2-level PWM pulse sequence in the literature, which keeps the signal power unchanged and alters only the polarization of the switch. Similarly, one can also define an n-level PWM sequence with n discrete polarizations of \( s_k(t) \). From another perspective, one may stretch the pulse magnitude \( \xi_k \) by a factor of \( \kappa \) and shrink the pulse width by \( 1/\kappa \) at the same time, while keeping the spectrum, and therefore the control performance, almost unchanged. The extreme case with \( \kappa \to \infty \) represents a sequence of hard control pulses that apply instantaneous but non-negligible kicks to the system \[40–42\]. Here, the corresponding time propagation is identical to the symmetrically decomposed Suzuki-Trotter formula \[43,44\]

\[
U[m\tau,(m-1)\tau] = \left( \prod_{k=0}^{K} e^{-i\tau \xi_k H_{k}/2} \right) \left( \prod_{k=K}^{0} e^{-i\tau \xi_k H_{k}/2} \right).
\]

where \( \tau_{0,m} = \tau \) and \( \tau_{k,m} \) is the pulse width defined in Eq. (2). Detailed analysis shows that Eq. (4) has a slightly larger error rate than the \( \kappa = 1 \) case, as the high-frequency components above \( \Omega_k \) are stronger (see Appendix D). However, the instant-time system Hamiltonian \( H(t) \) takes values from a smaller discrete set, \( H(t) \in \{ H_0, \pm \xi_1 H_1, \ldots, \pm \xi_K H_K \} \). This simplification makes the simulation of the time-dependent Schrödinger equation (TDSE) even more efficient without substantially deteriorating the numerical precision.

Using the high-order form of the Suzuki-Trotter formula \[45–47\], one can insert more pulses in each time interval and increase the precision for solving TDSE and also for physical implementations. One can prove that the \((2n+1)\)th-order-accurate PWM sequence, with all the pulse widths being real and positive, always exists. The corresponding number of pulses in each interval is \( 3^{2n-1} \), where the new pulse widths can be derived from the second-order-accurate form (see Appendix D). By comparison, the accuracy of the staircase approximation remains at the second order when splitting each short time interval by the same number of pieces.

III. DESIGN OF THE PWM SEQUENCE

In the material above, we have discussed how to approximate a well-designed optimal control field \( u_k(t) \) by a PWM sequence \( s_k(t) \). We can also design an optimal-control PWM sequence directly from the numerical algorithms. Similar to Eq. (1), we describe an arbitrary but digitally sampled time-dependent signal by a summation of rectangular pulses

\[
y_k(t) = \sum_{m=1}^{M} \xi_{k,m} \left\{ \theta \left[ t - \left( t_{k,m} - \frac{|t_{k,m}|}{2} \right) \right] - \theta \left[ t - \left( t_{k,m} + \frac{|t_{k,m}|}{2} \right) \right] \right\}.
\]

This description defines a sequence of rectangular pulses that are centered at time \( t_{k,m} \) for \( m = 1, \ldots, M \) with width \( \tau_{k,m} \) and height \( \xi_{k,m} \). When fixing the values of \( t_{k,m} = (m+1/2)T/M \) and \( \tau_{k,m} = T/M \) and varying \( \xi_{k,m} \) for different \( m \), \( y_k(t) \) describes a staircase waveform generated by an AWG. Alternatively, we can fix the values of \( \tau_{k,m} \) and \( \xi_{k,m} \) but vary \( t_{k,m} \) for different \( m \). In this case, \( y_k(t) \) consists of a sequence of identical pulses with controllable pulse centers in the time domain. The resulting control field is denoted as a pulse frequency modulation (PFM) sequence in classical control systems. A typical example of PFM is the rapid single flux quantum (RSFQ) sequence in the context of SQC if, for each individual pulse, the time integral over voltage is identical to a single flux quantum \[48–52\]. One missing combination among the three procedures is the PWM sequence proposed in this study. Here, we fix the values of \( t_{k,m} = (m+1/2)T/M \) and \( \xi_{k,m} \) but vary \( \tau_{k,m} \) for different \( m \). This describes a sequence of evenly spaced pulses in time but with adjustable widths.

Besides the above three combined methods, one may design more general control fields with two constraints on the three parameters. The number of free parameters thus remains as \( K \times M \). One prominent example is the method of bang-bang control, which is composed of a fixed parameter \( \xi_{k,m} \) and the linear constraint \( (t_{k,m} + \tau_{k,m+1})/2 = (t_{k,m} - \xi_{k,m}) \). The function \( y_k(t) \) thus switches between \( \pm \xi_{k} \) in time \[53–56\]. Following this procedure, one may come up with many other combinations among the three parameters \( \xi_{k,m}, t_{k,m}, \) and \( \tau_{k,m} \) that may be suitable for specific implementations.

A. Pulse train optimization

With these understandings in mind, the optimization of a PWM sequence is as straightforward as that for AWG \[3\] and PFM or RSFQ \[49\]. One may simply treat the pulse widths \( \tau_{k,m} \) as control variables and resort to numerical algorithms. The optimization problem can be written in the standard form as

\[
\max_{\{\tau_{k,m}\}} J(T, \{\tau_{k,m}\}),
\]

which is subject to the Schrödinger equation. The optimization is under the constraint that \|t_{k,m}\| \leq \tau \), so as to avoid overlap between two adjacent pulses in the sequence.
When the pulse number $M$ is not large, it is convenient to apply gradient-free iterative algorithms to optimize $\tau_{k,m}$ for $m = 1, \ldots, M$. However, gradient-decent algorithms are preferable for large $M$ because of their shorter convergence time. The exact gradient formula for a PWM sequence is rather complex when considering multiple control fields. Here, we provide two approximate gradient formulas.

The first formula is based on the standard gradient formula for the AWG-based control fields

$$\frac{\partial U(T,0)}{\partial u_{k,m}} = -i\tau U[T,(m+1)\tau]H_kU[\tau,m,0]. \quad (7)$$

The second gradient formula comes from the Suzuki-Trotter form of the pulsed propagation operator, i.e., Eq. (4) in Sec. II C. We have

$$\frac{\partial U(T,0)}{\partial s_{k,m}} = -\frac{i\xi_k}{2} U[T,(m+1)\tau] \left[ \left( \prod_{k=0}^{m} e^{-i\tau_{k,m}H_k/2} \right) H_k \left( \prod_{k=m+1}^{K} e^{-i\tau_{k,m}H_k/2} \right) \right. \left. \left. \left( \prod_{k=0}^{m} e^{-i\tau_{k,m}H_k/2} \right) H_k \left( \prod_{k=m+1}^{K} e^{-i\tau_{k,m}H_k/2} \right) \right] U[(m-1)\tau,0]. \quad (10)$$

One can cross-check the consistency of the two gradient formulas by rearranging $H_k$ in Eq. (10) to the front of the brackets and using Eq. (4) to simplify the notation. The result is identical to Eq. (9). This is essentially the same as approximating a time-ordered integral by a normal integral when $\tau$ is sufficiently small.

### B. Numerical acceleration

A good QOC algorithm needs both quick convergence and efficient calculation of the propagation operator $U(T,0)$ for solving the TDSE. The latter requires a considerable number of numerically expensive matrix exponentials in each iteration of the optimization [57]. The PWM approach circumvents this technical challenge by exact matrix decomposition, and may significantly accelerate the calculation. Because $s_k(t)$ can be either zero or $\pm \xi_k$, the system Hamiltonian at any time instance is chosen from a finite set

$$H(t) \in \{ H_0, H_0 + \xi_1 H_1, H_0 - \xi_1 H_1, H_0 + \xi_2 H_2, \ldots, H_0 + \cdots + \xi_k H_K, \ldots, H_0 - \cdots - \xi_k H_K \}. \quad (11)$$

Thus, one may diagonalize these Hamiltonians in advance and convert the matrix exponentials into scalar exponentials and matrix products. As a concrete example, we consider the simplest case with one unique control field, $K = 1$. The propagator for the $m$th time interval can be written as

$$U[\tau,m,0] = \begin{cases} P_0 \exp \left[ -i \left( \tau + \frac{\tau_{1,m}}{2} \right) \Lambda_0 \right] P_0 P_0^\dagger P_0^\dagger \exp \left[ +i\tau_{1,m} \Lambda_- \right] P_0^\dagger P_0 \exp \left[ -i \left( \tau - \frac{\tau_{1,m}}{2} \right) \Lambda_0 \right] P_0^\dagger, & \text{for } \tau_{1,m} < 0, \\ P_0 \exp \left[ -i \left( \tau - \frac{\tau_{1,m}}{2} \right) \Lambda_0 \right] P_0 P_0^\dagger P_0^\dagger \exp \left[ -i\tau_{1,m} \Lambda_+ \right] P_0^\dagger P_0 \exp \left[ +i \left( \tau + \frac{\tau_{1,m}}{2} \right) \Lambda_0 \right] P_0^\dagger, & \text{for } \tau_{1,m} \geq 0, \end{cases} \quad (12)$$

with $H_0 = P_0 \Lambda_0 P_0^\dagger$, $H_0 \pm \xi_1 H_1 = P_\pm \Lambda_\pm P_\pm^\dagger$. Here, $\Lambda_0$ ($\Lambda_\pm$) and $P_0$ ($P_\pm$) are real diagonal and unitary matrices, respectively, and the $\pm$ sign indicates the polarization of the pulse in the $m$th time interval. This diagonalization process describes the change of basis for representing the matrices $H_0$ and $H_0 \pm \xi_1 H_1$ such that they
are always written in a diagonal form. In each of the bases, the time propagation induces only a phase factor in the corresponding eigenstates, while the change between the bases captures the possible state transition processes and can be efficiently calculated.

This trick is similar to the split operator method for solving TDSE \[58–60\]. Assuming that the Hilbert space is \(d\) dimensional, the propagation operator requires the calculation of \((K+1)\) diagonal matrix exponentials and \((K+1)\) products between a diagonal matrix and a general matrix. The floating-point operations (FLOPs) for both of the two types of operations are at the \(d^2\) level. In comparison, the most time-consuming part is the product between two arbitrary matrices. The expression given in Eq. (12) requires \(2(K+1)d^3\) FLOPs in general with the \(P\) matrices and their combinations known in advance. However, one may save \(\delta\) computation of the applicability, we define bounded by the realistic devices. For a qualitative estimation, we may relax the useful control bandwidth to practical quantum control systems where \(\tau\) is lower bounded by the fast carrier wave, which is a standard technique in many experimental platforms, such as SQC. Here, the controller generates a slow-varying envelope, which is used to modulate the carrier wave that is approximately resonant to the relevant transition frequency. This technique is applicable when all the relevant transition frequencies lie in a small frequency range around the carrier-wave frequency. For SQC, this range is typically at about the 500-MHz scale. It is therefore possible to use the currently available high-sampling rate AWGs to generate the PWM sequence for QOC tasks.

**IV. APPLICATION TO SQC**

For illustration, we consider a chain of superconducting artificial atoms with XY control, \(u_{n,x,y}(t)\) for \(n = 1, \ldots, N\). Here, each artificial atom is modeled as a Kerr-nonlinear resonator with annihilation and creation operators \(a_n\) and \(a_\dagger_n\), of which the lowest two energy levels, \(|0_n\rangle\) and \(|1_n\rangle\), are encoded as a qubit. In the doubly rotating frame at the qubit frequency, the total Hamiltonian reads \[18–22\]

\[
H = \sum_{n=1}^{N} \eta_n a_\dagger_n a_n a_n + \sum_{n=1}^{N-1} g_{n,n+1}(a_\dagger_n a_{n+1} + a_n a_\dagger_{n+1})
+ \sum_{n=1}^{N} [u_{n,x}(t)(a_n + a_\dagger_n) + iu_{n,y}(t)(a_n - a_\dagger_n)].
\]

For simplicity, we truncate the Hilbert space of each artificial atom to three dimensions, and assume that all the atoms are homogeneous with anharmonicity \(\eta_n/2\pi = -200\) MHz and coupling strength \(g_{n,n+1}/2\pi = 30\) MHz. We evaluate the control performance by the average fidelity over all the relevant qubit states \[66,67\]

\[
J(T) = \frac{\text{tr}[U(T,0)PU^\dagger(T,0)P] + |\text{tr}[U_0^\dagger(T)U(T,0)P]|^2}{2^N(2^N + 1)},
\]

where \(P = \bigotimes_{n=1}^{N} (|1_n\rangle - |2_n\rangle)\langle 2_n|\) is the projection operator onto the qubit subspace and \(U_0\) is the target gate. In the following simulations, we use the Nelder-Mead algorithm.
to find the optimal control PWM sequences [68]. We are particularly interested in the following gates: the single-qubit NOT gate (NOT = σ_{1z}), the two-qubit controlled-NOT (CNOT) gate (CNOT = |1⟩⟨1| σ_{2x} + |0⟩⟨0| I_2), the three-qubit controlled-controlled-Z (CCZ) gate [CCZ = −|1⟩⟨1|I_2|1⟩⟨1|I_2 + |0⟩⟨0|I_2], the three-qubit controlled-Z (CZ) gate [CZ = −|1⟩⟨1|I_2 + |0⟩⟨0|I_2] and the controlled-CNOT (CCNOT; Toffoli) gate [CCNOT = |1⟩⟨1|I_2|σ_{3x} + (|0⟩⟨0|I_2 + |0⟩⟨0|I_2) + |0⟩⟨0|I_2|0⟩⟨0|I_2 + |0⟩⟨0|I_2] + |1⟩⟨1|I_2|0⟩⟨0|I_2 + |1⟩⟨1|I_2|1⟩⟨1|I_2]. Here, σ_{n,i} denotes the standard Pauli-i (i = x, y, z) matrices in the nth-qubit subspace.

A. Single-qubit gate

We first study the N = 1 case with T = 10 ns and ξ_{1x}/2π = 100 MHz. Our goal is to implement a NOT gate while preventing population leakage from the qubit subspace to higher-energy levels [7–12]. The optimized pulse trains and the converted staircase waveforms are respectively shown in the top and middle panels of Fig. 2, of which the fidelities are 0.9999 and 0.9997 [69]. Here, the conversion is achieved by inverting Eq. (2), i.e., u_k(mτ) = ξ_{1}τ_{k,m}/τ, with τ = 1 ns time resolution for the waveform. This result clearly indicates the correspondence between an arbitrary waveform and a pulse train, which is the basis of the PWM method. Furthermore, it demonstrates that a sequence of properly concatenated pulses can eliminate leakage in controlling a superconducting qubit, although each single pulse is broad in frequency and covers multiple energy levels. The detailed transfer among the three energy levels during the control process is illustrated in the bottom panel of Fig. 2, where the system is initially in |1⟩.

To confirm the capability of leakage suppression, we test the performance of the optimized PWM sequence with different energy-level truncations, as shown in Fig. 3. Here, we denote by N_{opt} the chosen number of energy levels when utilizing the optimization algorithm. Because of the small anharmonicity α, higher-energy levels are inevitably populated when applying the control fields. The amount of leakage is almost the same for waveform and pulse sequence controls in all of our simulations. A straightforward solution to prevent the leakage is to choose a larger N_{opt} when performing the optimization. This is feasible because the transition frequency between any two adjacent energy levels becomes increasingly large for higher-energy levels of a Kerr resonator. For example, the |1⟩ ↔ |2⟩ transition is detuned from the qubit transition frequency (|0⟩ ↔ |1⟩) by α, while it is 2α for |2⟩ ↔ |3⟩ and 3α for |3⟩ ↔ |4⟩. We observe that N_{opt} = 5 is sufficient to avoid any possible population leakage when applying a PWM sequence.

We further consider a finite frequency cutoff, Ω_f/2π, to the optimized PWM sequence, which describes the finite bandwidth of an actual device. The finite bandwidth rounds off the sharp corners of the rectangular pulses, as shown in Fig. 4. With the decrease of Ω_f/2π from 2 GHz to 250 MHz, the filtered PWM sequence tends to be constant in the time domain, while the corresponding gate fidelity decreases only from J(T) = 0.9998 to 0.9585. This is consistent with the expectation that the major control task of the NOT gate is implemented by the dc part of the control field, which is to be modulated with the carrier wave resonating at the qubit transition frequency.
Qualitatively, the implementation of the CCZ gate is equivalent to the CCNOT (Toffoli) gate since CCNOT is transferred to \(|111\rangle\) at \(T = 20\) ns. We also optimized the pulse trains for implementing a 0.9999-fidelity CCZ gate at \(T = 30\) ns with three \(\pm 700\)-MHz-range \(Z\) controls. The fidelity of the converted waveform is 0.9995. Qualitatively, the implementation of the CCZ gate is equivalent to the CCNOT (Toffoli) gate since \(\text{CCNOT} = [1 \otimes 1 \otimes H][\text{CCZ}[1 \otimes 1 \otimes H]]\), where \(H\) is the single-qubit Hadamard gate [13]. We therefore illustrate the dynamics of the system with two perfect Hadamard gates applied at the initial and final time, as shown in Fig. 5(b). These examples demonstrate the potential of using a PWM control protocol for realizing the universal control of superconducting qubits.

For more complex systems, we compare the computational efficiency of the PWM and the conventional approaches for solving TDSE (see Appendix C), as shown in Fig. 5(c). Here, we vary the control freedom \(K\) and system size \(N\), and repeat the simulation 10 times with random control fields \(u_k(t)\) or \(s_k(t)\) for average performance. The PWM method outperforms the default method for \(N \leq 4\), \(K \leq 10\) and \(N \geq 5\), \(K \leq 5\), which is qualitatively consistent with the FLOP analysis. Over the simulated parameter regime, the two corresponding numerical time consumptions achieve a minimum ratio of \(\gamma = 0.17\) at \(N = 4\), \(K = 1\), and a maximum of \(4.36\) at \(N = 6\), \(K = 16\). The average value below \(K = 5\) (included) is 0.57, which indicates a significant acceleration of the numerical calculation.

When considering a finite frequency cutoff, \(\Omega_f/2\pi\), to the designed control fields \(u_k(t)\) and \(s_k(t)\), the filtered result may have an arbitrary waveform \(u'_k(t)\). It has an infinitely large bandwidth by definition, where all the frequency components above \(\Omega_f/2\pi\) should be strictly zero. In this regard, the sampling time of the control field \(\tau\) may become too coarse to simulate the TDSE with the filtered fields. In practice, one may choose a finer time step, \(\tau' \ll 2\pi/\Omega_f\), to simulate the control performance of \(u'_k(t)\). Here, the same value of \(\tau'\) can be used to generate a PWM sequence \(s'_k(t)\) to accelerate the simulation process. The numerical advantage remains the same as shown in Fig. 5(c).
C. Cryogenic implementation

Towards building a scalable controller for SQC, we anticipate that arrays of PWM controllers can be integrated at low temperature with current cryogenic CMOS (cryo-CMOS) [28–35] or RSFQ technologies [62–65]. They have a typical switching speed of about 100 ps and about 1 ps, respectively. Both technologies enable the relocation of the controller to the cryogenic environment, which avoids racks of room-temperature electronics and substantially reduces the need for lossy and noisy cables connecting the controller and the quantum processor. One may either mix a relatively slow pulse sequence generated by the cryo-CMOS switch with a fast oscillating carrier wave, or generate a sequence of rapid PWM pulses directly with RSFQ switches. Compared with a cryogenic AWG, where tens of cryo-CMOS switches are superimposed to generate an arbitrary waveform, the PWM controller requires only a single switch for each degree of control freedom and thus leads to a dramatic reduction of the hardware demands. Compared with the existing RSFQ approach [48–52], the PWM pulses naturally have a finite width. It thus indicates a slower switching rate rather than generating a sequence of RSFQ pulses of about 2-ps width. The number of switching events is also substantially smaller than the RSFQ approach.

V. CONCLUSIONS AND OUTLOOK

We apply the concept of PWM to quantum systems, and propose the PWM method that enables arbitrary control of a general quantum system with a sequence of simple pulses. The performance of the pulse train can be efficiently evaluated by a matrix decomposition method, which avoids numerically expensive matrix exponentials and accelerates the TDSE solver for a relatively small number of controls. The control protocol is resilient to time jitter, switching delay, and leakage. We anticipate that the implementations of a PWM controller may be achieved with existing semiconductor or superconductor technologies, but with a lower demand of hardware resources than other controllers, such as AWG and RSFQ. These results indicate a simple, precise, robust, and scalable control protocol for a general quantum system. Together with the advances of high-density wiring and packaging techniques, an experimental realization of the PWM controller at cryogenic temperature may offer significant advances for building a practically useful quantum information processor.

Besides achieving high fidelity, one further goal in QOC is to implement the controls as fast as possible. Recent experiments have demonstrated that, in spin systems, the time-optimal control fields may converge to a pulse sequence form when $T$ approaches its theoretical minimum value [70–72]. This observation indicates that a pulse train might be a more suitable and natural choice than a continuous waveform for solving quantum time-optimal control problems. We anticipate that the PWM method may open up alternative ways for seeking time-optimal control pulses in a general quantum system.

The codes that support the findings of this study are available online [73].
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APPENDIX A: WAVEFORM-PULSE TRAIN

CORRESPONDENCE

1. Single-frequency waveform

To demonstrate the equivalence between a waveform and a pulse train, we start from the simplest case where the former is a sinusoidal function of time, $u_1(t) = \sin(\omega t + \phi)$. Here, the subscript $k = 1$ is a special case of the $k$th control field in a general quantum control system. We describe the corresponding pulse train as a sequence of rectangular pulses centered at $(m-1/2)\tau$ for $m = 1, \ldots, M$,

$$
S_1(t) = \xi_1 \sum_{m=1}^{M} \left\{ \theta \left[ t - \left( m - \frac{1}{2} \right) \tau + \frac{\tau_{1,m}}{2} \right] - \theta \left[ t - \left( m - \frac{1}{2} \right) \tau - \frac{\tau_{1,m}}{2} \right] \right\}. \quad (A1)
$$

Here, $\theta(t)$ is the unit step function, $M = T/\tau$ is the number of pulses in one period $T = 2\pi/\omega$, $\xi_1$ is the magnitude for all the pulses, and $|\tau_{1,m}|$ is the width of the $m$th pulse. By utilizing a Fourier series, the above equation can be equivalently written as

$$
S_1(t) = \frac{\xi_1}{T} \sum_{m=1}^{M} \tau_{1,m} + \sum_{n \neq 0} \left[ \sum_{m=1}^{M} \frac{\xi_1}{n\pi} \sin \left( \frac{\tau_{1,m} n \pi}{\tau M} \right) e^{-i\omega(m-1/2)\tau} \right] e^{i\omega t}. \quad (A2)
$$
Moreover, we define the signed pulse width and magnitude of the $m$th pulse as

$$
\tau_{1,m} = \frac{1}{\xi_1} \int_{(m-1)\tau}^{m\tau} dt \sin(\omega t + \phi),
$$

$$
\xi_1 = \max_{0 \leq t \leq \tau} | \sin(\omega t + \phi)|. \quad (A3)
$$

This definition guarantees that the pulse width $|\tau_{1,m}|$ is always smaller than or equal to $\tau$, while its $\pm$ sign determines the polarization of the pulse.

By inserting Eq. (A3) into Eq. (A2), we can readily eliminate the first term in the Fourier series that is the dc component. For the second term, we use the following approximation to simplify the summation:

$$
\sum_{n \in \mathbb{M}} \left[ \sum_{m=1}^{M} \xi_1 \frac{n\pi}{M} e^{-i\omega(m-1/2)\tau} \right] e^{i\omega t} \approx \sum_{n \in \mathbb{M}} \left[ \sum_{m=1}^{M} \frac{\xi_1}{M\tau} e^{-i\omega(m-1/2)\tau} \right] e^{i\omega t}. \quad (A4)
$$

In general, this expression holds for $n \ll M$. However, it is reasonably precise for all values of $n$ if we assume that $M \gg 1$. This conclusion arises because the coefficient $1/n$ becomes sufficiently small in this case and plays a negligibly small contribution to the summation. In this regard, we simplify Eq. (A2) as

$$
s_1(t) = \sum_{n \neq 0} \left[ \sum_{m=1}^{M} \xi_1 \tau_{1,m} e^{-i\omega(m-1/2)\tau} \right] e^{i\omega t}. \quad (A5)
$$

For $n = 1$ in the summation, we have

$$
\xi_1 \sum_{m=1}^{M} \tau_{1,m} e^{-i\omega(m-1/2)\tau} e^{i\omega t} = \frac{e^{i\pi/M}}{4\pi} M(1 - e^{2\pi/M}) e^{i\phi}
$$

$$
+ (1 - e^{-2\pi/M}) e^{-i\phi} \sum_{m=1}^{M} e^{i(2m/M)2\pi} e^{i\omega t} \approx \frac{e^{i(\omega t + \phi)}}{2i}. \quad (A6)
$$

Similarly, for $n = -1$, we have

$$
\xi_1 \sum_{m=1}^{M} \tau_{1,m} e^{i\omega(m-1/2)\tau} e^{-i\omega t} = \frac{e^{-i\pi/M}}{4\pi} \left[ (1 - e^{2\pi/M}) e^{i\phi} \sum_{m=1}^{M} e^{i(2m/M)2\pi}
$$

$$
+ M(1 - e^{-2\pi/M}) e^{-i\phi} \right] e^{-i\omega t} \approx -\frac{e^{i(\omega t - \phi)}}{2i}. \quad (A7)
$$

One can verify that all the other terms, from $n = \pm 2$ to $\pm(M - 2)$, are equal to zero. This observation shows that the pulse sequence $s_1(t)$ can be regarded as a combination of $u_1(t)$ and a high-frequency error term. The frequency threshold is $\Omega_1 = (M - 1)\omega \approx M\omega$, below which the Fourier components of the pulse sequence $s_1(t)$ and the waveform $u_1(t)$ are indistinguishable from each other. The error exists only in high-frequency components, which can be reasonably omitted by the same argument behind the rotating-wave approximation, or physically filtered before the sample input in experiments. We note that the value of $\Omega_1$ is fully determined by the pulse number $M$, which indicates the ability to adjust the scale of the approximation error for different purposes.

2. Arbitrary waveform

We now study the general case where $u_1(t)$ is an arbitrary real function. We assume that the waveform has a finite frequency bandwidth $[\omega_{\text{min}}, \omega_{\text{max}}]$, and write it as

$$
u_1(t) = 2 \int_{\omega_{\text{min}}}^{\omega_{\text{max}}} d\omega |U_1(\omega)| \sin (\omega t + \phi(\omega)), \quad (A8)
$$

where $U_1(\omega)$ is the Fourier transform of $u_1(t)$, and $\phi(\omega) = \arctan(-\text{Re}[U_1(\omega)]/|\text{Im}[U_1(\omega)]|)$. Here, we have used the property that $U_1(-\omega) = U_1^{*}(\omega)$ for the real function $u_1(t)$.

Following the developments in the single-frequency case, for each frequency component $\omega$, one can generate a sequence of PWM pulses to approximate the sinusoidal component $\sin (\omega t + \phi(\omega))$. In each short time interval, the signed pulse width $\tau_{1,m}(\omega)$ is defined in the same way as in Eq. (A3). We further require that the signed pulse widths for different frequencies must be the same, which is achieved by adjusting the pulse magnitudes $\xi_1(\omega)$ for different frequencies. Assuming that the desired value of the signed pulse width is $\tau_{1,m}$, the pulse magnitude corresponding to the frequency $\omega$ should be calculated as

$$
\xi_1(\omega) = \frac{2}{\tau_{1,m}} \int_{(m-1)\tau}^{m\tau} dt U_1(\omega) \sin (\omega t + \phi(\omega)). \quad (A9)
$$

The pulse magnitude $\xi_1$ in the $n$th time interval is an integral of $\xi_1(\omega)$ over the entire frequency range $[\omega_{\text{min}}, \omega_{\text{max}}]$,

$$
\xi_1 = \frac{2}{\tau_{1,m}} \int_{(m-1)\tau}^{m\tau} dt \int_{\omega_{\text{min}}}^{\omega_{\text{max}}} d\omega U_1(\omega) \sin (\omega t + \phi(\omega))
$$

$$
= \frac{1}{\tau_{1,m}} \int_{(m-1)\tau}^{m\tau} dt u_1(t). \quad (A10)
$$

From a different perspective, if we require the pulse magnitude to be $\xi_1$, the corresponding signed pulse width
is
\[ \tau_{1,m} = \frac{1}{\xi_1} \int_{(m-1)\tau}^{m\tau} dt u_1(t). \]  
(A11)

This means that an arbitrary function \( u_1(t) \) with finite frequency range can also be approximated with a pulse train by neglecting high-frequency errors above \( \Omega_1 \). One can prove that the threshold frequency in this case is \( \Omega_1 \approx M \omega_{\text{min}}. \) So long as \( \Omega_1 \gg \omega_{\text{max}}, \) or, equivalently, \( \tau \ll 2\pi / \omega_{\text{max}}, \) the pulse sequence \( s_1(t) \) is indistinguishable from \( u_1(t) \) below \( \Omega_1. \)

**APPENDIX B: ERROR ANALYSIS**

We consider a general quantum system described by the Hamiltonian

\[ H = H_0 + \sum_{k=1}^{K} u_k(t)H_k, \]  
(B1)

where \( H_k \) is Hermitian and \( u_k(t) \) is a real function of time. The system with PWM control can be described as

\[ H = H_0 + \sum_{k=1}^{K} s_k(t)H_k. \]  
(B2)

We now compare the time propagation of the system driven by the waveforms \( u_k(t) \) and by the pulse trains \( s_k(t). \)

1. **Single-control case**

We start from the simplest case with \( K = 1. \) The time propagator with waveform \( u_1(t) \) in the \( m \)th time interval can be written in a Dyson series as

\[
U_0[m\tau, (m-1)\tau] = 1 - i \int_{(m-1)\tau}^{m\tau} dt u_1(t) + (-i)^2 \sum_{k_1, k_2=0}^{1} \left[ H_{k_1} \int_{(m-1)\tau}^{m\tau} dt_1 \int_{(m-1)\tau}^{t_1} dt_2 u_{k_1}(t_1) u_{k_2}(t_2) \right] \nonumber
\]

\[ + O(\tau^3), \]  
(B3)

where we have defined \( u_0(t) \equiv 1 \) to simplify the notation. On the other hand, the corresponding pulsed time propagator can be written as

\[ U_s[m\tau, (m-1)\tau] = \exp(-i|\tau_{0,m}|H_0) \exp(-i|\tau_{1,m}|(H_0 + \text{sgn}[\tau_{1,m}]\xi_1 H_1)) \exp(-i|\tau_{0,m}|H_0), \]  
(B4)

where \( \tau_{1,m} = \int_{(m-1)\tau}^{m\tau} dt u_1(t)/\xi_1, \) \( \tau_{0,m} = (\tau - |\tau_{1,m}|)/2. \) Because the generators of time propagation are time independent, one can simply use a Taylor series to rewrite the propagator as

\[
U_s[m\tau, (m-1)\tau] = \left[ 1 - i|\tau_{0,m}|H_0 + \frac{(-i)^2}{2!}(|\tau_{0,m}|H_0)^2 + O(\tau^3) \right] \nonumber
\]

\[ \times \left[ 1 - i|\tau_{1,m}|(H_0 + \text{sgn}[\tau_{1,m}]\xi_1 H_1) + \frac{(-i)^2}{2!}(|\tau_{1,m}|(H_0 + \text{sgn}[\tau_{1,m}]\xi_1 H_1))^2 + O(\tau^3) \right] \nonumber
\]

\[ \times \left[ 1 - i|\tau_{0,m}|H_0 + \frac{(-i)^2}{2!}(|\tau_{0,m}|H_0)^2 + O(\tau^3) \right] = 1 - i(\tau H_0 + \xi_1 \tau_{1,m} H_1) + \frac{(-i)^2}{2!}(\tau H_0 + \xi_1 \tau_{1,m} H_1)^2 + O(\tau^3). \]  
(B5)

We define the propagation error as the difference between the two evolution operators

\[
\delta U[m\tau, (m-1)\tau] = U_0[m\tau, (m-1)\tau] - U_s[m\tau, (m-1)\tau] \nonumber
\]

\[ = (-i)^2 \sum_{k_1, k_2=0}^{1} H_{k_1} H_{k_2} \left( \int_{(m-1)\tau}^{m\tau} dt_1 \int_{(m-1)\tau}^{t_1} dt_2 u_{k_1}(t_1) u_{k_2}(t_2) - \frac{1}{2!} \int_{(m-1)\tau}^{m\tau} dt_1 u_{k_1}(t_1) \int_{(m-1)\tau}^{m\tau} dt_2 u_{k_2}(t_2) \right) + O(\tau^3). \]  
(B6)

To simplify the time-ordered integral in the above equation, we use the relations
\[
\int_{(m-1)\tau}^{m\tau} dt u_k(t) = u_k(t') \tau + \frac{1}{2} u_k''(t') \tau^2 + O(\tau^3),
\]
(B7)
\[
\int_{(m-1)\tau}^{m\tau} dt_1 \int_{(m-1)\tau}^{l_1} dt_2 u_k(t_1) u_k(t_2) = \frac{1}{2} u_k(t') u_k(t') \tau^2 + O(\tau^3).
\]
(B8)

Here, \( t' \) is an arbitrary time instance within \([m(\tau-1), m\tau]\). By inserting Eqs. (B8) and (B7) into Eq. (B6), we obtain \( \delta U[m\tau, (m-1)\tau] = O(\tau^3) \). This result shows that the pulse propagation has second-order accuracy in simulating the dynamics driven by a continuous waveform.

2. Multicontrol case

For a general quantum system with \( K \) controls, the pulse time propagation is
\[
U_\tau[m\tau, (m-1)\tau] = \exp(-i|\tau_0, m|H_0) \exp[-i|\tau_1, m| (H_0 + \text{sgn}[\tau_1, m] \xi_1 H_1)] \times \cdots
\]
\[
\times \exp\left[-i|\tau_K, m| \left( H_0 + \sum_{k=1}^{K-1} \text{sgn}[\tau_{k, m}] \xi_k H_k \right) \right] \times \cdots \exp(-i|\tau_0, m|H_0),
\]
(B9)

where
\[
|\tau_{k, m}| = \begin{cases} 
\frac{1}{2} \left| \tau - \frac{1}{\xi_1} \int_{(m-1)\tau}^{m\tau} du_1(t) \right| & \text{for } k = 0, \\
\frac{1}{2} \left| \tau - \frac{1}{\xi_k} \int_{(m-1)\tau}^{m\tau} du_k(t) \right| - \frac{1}{\xi_{k+1}} \left| \int_{(m-1)\tau}^{m\tau} du_{k+1}(t) \right| & \text{for } 1 \leq k < K - 1, \\
\frac{1}{\xi_K} \left| \int_{(m-1)\tau}^{m\tau} du_K(t) \right| & \text{for } k = K.
\end{cases}
\]

Here, to simplify the notation, we have relabeled the control fields such that \(|\tau| > |\tau_1, m| > \cdots > |\tau_{K, m}|\). We note that the \pm sign of \( \tau_{k, m} \) is determined by the \pm sign of the integral \( \int_{(m-1)\tau}^{m\tau} du_k(t) \) only. The physical meaning is that we align all the pulses for different \( k \) to the same center of each time interval. Thus, the interaction \( \text{sgn}[\tau_{k, m}] \xi_k H_k \) with larger pulse area is turned on earlier and turned off later compared with the others. Following the same procedure in the single-control case, we use the Taylor series to rewrite each exponential to second order and recombine the terms according to \( \tau \). One can prove that the pulse propagation is still second-order accurate for \( K > 1 \). This result is as precise as the staircase approximation of an arbitrary function, which is widely used in numerical simulations and is utilized by an arbitrary waveform generator.

APPENDIX C: NUMERICAL EFFICIENCY

In numerical simulation, the replacement \( u_k(t) \to s_k(t) \) has an advantage that the resulting generator of time propagation belongs to a finite set \( H(t) \in \{H_0, H_0 + \xi_1 H_1, H_0 - \xi_1 H_1, \ldots, H_0 + \xi_K H_K, \ldots, H_0 - \xi_K H_K \} \). This observation indicates that the numerically expensive calculation of matrix exponents in conventional design efforts can be circumvented with diagonal matrix exponents instead. In detail, the pulse time propagation can be written as
\[
U_\tau[m\tau, (m-1)\tau] = P_0 \exp \left[-i \left( \tau - \frac{|\tau_0, m|}{2} \right) \Lambda_0 \right] P_0^\dagger P_{1}^\dagger \exp[-i|\tau_1, m|\Lambda_1] P_{1}^\dagger \times \cdots
\]
\[
\times P_K \exp[-i|\tau_K, m|\Lambda_K] P_K^\dagger P_{K-1} \exp[-i|\tau_{K-1, m}|\Lambda_{K-1}] P_{K-1}^\dagger \times \cdots
\]
\[
\times P_0 \exp \left[-i \left( \tau - \frac{|\tau_0, m|}{2} \right) \Lambda_0 \right] P_0^\dagger.
\]
(C1)
Here, $\Lambda_k$ and $P_k$ are real diagonal and unitary matrices, respectively. For $k = 0$, it is defined as $H_0 = P_0 \Lambda_0 P_0^\dagger$. However, the calculation of $\Lambda_k$ for $k = 1, 2, \ldots, k$ depends on the polarization of $s_k(t)$. For example, if the integrals of the control fields are $\tau_{1,m} < 0$, $\tau_{2,m} < 0$, and $\tau_{3,m} \geq 0$, in the $m$th interval, we have $H_0 - \xi_0 H_1 = P_1 \Lambda_1 P_1^\dagger$, $H_0 - \xi_1 H_1 - \xi_2 H_2 = P_2 \Lambda_2 P_2^\dagger$, $H_0 - \xi_1 H_1 - \xi_2 H_2 = P_3 \Lambda_3 P_3^\dagger$. Thus, one has to determine the polarization of $s_k(m)$ before calculating the propagator. Because the set is finite, one can diagonalize different terms in advance and save the result. This procedure is particularly efficient in PYTHON by using its dictionary function. In comparison, the time propagation with the control field $u_1(t)$ is

$$U_u(T, 0) = \prod_{m=1}^{M} \exp \left[ -i t \left( H_0 + \sum_{k=1}^{K} u_k(m\tau)H_k \right) \right]. \quad (C2)$$

Here, the value of $u_k(t)$ can be arbitrary such that the generator of time propagation consists of a convex set $\{H_0 + \sum_k u_k(t)H_k \mid t \in [0, T]\}$. One cannot simply diagonalize the generators, and thus matrix exponentials are unavoidable.

In Fig. 2(c) of the main text, we compare the numerical efficiency of the two approaches in simulating a $d$-dimensional system. The calculation is carried out under PYTHON 3.7.3 on Windows 10 64-bit (3.20 GHz Intel® Core™ i7-8700, 16 GB). The computational time is measured by using the `perf_counter()` command in the `time` package, and the matrix product is calculated by the `@` operator. The default method for calculating the matrix exponential refers to the `linalg.expm()` command in the `scipy` package, which is based on the scaling and squaring method [57]. We observe that a MATLAB® implementation of the PWM method seems to be less efficient than PYTHON, which we attribute to the possibly lower efficiency of its dictionary function. In the future, even higher-numerical advantages may be achieved by using JIT (just-in-time compiling), CYTHON (C extension in PYTHON), cuda (GPU processing), and TensorFlow.

APPENDIX D: GENERALIZATIONS

1. $n$-level PWM

In Appendices A and B, we defined the pulse magnitude of the pulse train as a constant, $\xi_k$. The polarization of the pulse is determined by the short-time integral of $u_k(t)$, i.e., the sign of $\tau_{k,m}$ defined in Eq. (A11). This is called the 3-level PWM in the literature of power electronics as the field at any time instance is chosen from three candidate values [37]. Besides, there are many other forms of PWM, among which the 2-level PWM is widely used in classical control systems [37]. Different from the 3-level case, the 2-level PWM approximates an arbitrary function by switching between two states, as shown in Fig. 6(a). If we define the two possible magnitudes as $\xi_k$ and $\xi_k'$, the time durations in each state, $\tau_{k,m}$ and $\tau_{k',m}$, satisfy the relation

$$\xi_k \tau_{k,m} + \xi_k' \tau_{k',m} = \int_{(m-1)\tau}^{m\tau} dt u_k(t), \quad (D1)$$

where $\tau_{k,m} + \tau_{k',m} = \tau$. One can follow the same procedure in Appendices A and B, and prove that the 2-level PWM pulse sequences can also achieve full control of a quantum system.

2. Choice of magnitude

In Appendices A and B, we defined the pulse magnitude as $\xi_k = \max |u_k(t)|$, $t \in [0, T]$, which is the maximum value of the waveform over the entire control time. However, the magnitude can also be larger. The extreme case is achieved when the pulse magnitude approaches infinity, $\xi_k \rightarrow \infty$, indicating the so-called hard pulse. Correspondingly, the pulse width should be shrunk by the same factor to fulfill the requirement of Eq. (A11). This extreme case describes a sequence of instantaneous kicks to the system, and the corresponding evolution operator is (assuming that all the pulses are positive)

\[
U_k[m\tau, (m-1)\tau] = \exp(-itH_0/2) \exp(-i\tau_{1,m} \xi_1 H_1/2) \cdots \exp(-i\tau_{K,m} \xi_K H_K/2) \\
\times \exp(-i\tau_{K,m} \xi_K H_K/2) \cdots \exp(-i\tau_{1,m} \xi_1 H_1/2) \exp(-itH_0/2) \quad (D2)
\]

The advantage of choosing an arbitrarily large magnitude is that the number of generators of time propagation is reduced from $(2^K - K)$ to $(K + 1)$, which simplifies the numerical simulation. However, as can be seen from the Fourier analysis in Eq. (A5), the scale of the high-frequency errors depends on the pulse magnitude. Thus, the simulation accuracy will be slightly lower than with the default PWM sequence. In addition, a physical implementation of such intensive pulses may lead to less favorable control fidelities owing to the power limit of real devices.

3. Gaussian pulses

In Appendices A and B, we defined the pulses to be perfect rectangular. However, in real implementations one
Fig. 6. (a) Two-level and (b) Gaussian PWM sequences, respectively. The frequency threshold $\Omega_1 \approx M \omega_{\min}$ is set as $M = 20$ times the minimum frequency of $u_1(t)$, i.e., $\Omega_1/2 \pi \approx 1$ GHz. The frequency components between the maximum frequency of $u_1(t)$ and $\Omega_1$ are, in principle, entirely suppressed by properly designed PWM pulses with $\Omega_1 \gg \omega_{\max}$. The difference between $u_1(t)$ and $s_1(t)$ exists only above $\Omega_1$ (gray area).

One may expect to use a sequence of smooth pulses instead, considering the power and bandwidth specifications of real control protocols. Here, we consider a sequence of Gaussian pulses, as shown in Fig. 6(b), which is described as

$$s_k(t) = \xi_k \sum_{m=1}^{M} e^{-\pi [t - (m-1/2)\tau] / \tau_{k,m}}. \quad (D3)$$

It can also be rewritten as follows by using the Fourier series:

$$s_k(t) = \sum_{n=-\infty}^{+\infty} \left( \frac{\xi_k}{T} \sum_{m=1}^{M} \tau_{k,m} e^{-(m+\text{mod}(m))^2/4k\pi} e^{-\text{in}(m-1/2)\tau} \right) e^{in\omega t}. \quad (D4)$$

Following the same analyses as in Appendix A, one can prove that the Fourier components of $u_k(t)$ and $s_k(t)$ are exactly the same below the threshold $\Omega_k \approx M \omega_{\min}$, as long as

$$\tau_{k,m} = \frac{1}{\xi_k} \int_{(m-1)\tau}^{m\tau} dt u_k(t). \quad (D5)$$

This is exactly the same definition of the signed pulse width for default rectangular PWM pulses, i.e., Eq. (A11).

4. Higher-order expansion

In Appendices A and B, we proved that the PWM pulse sequence $s_k(t)$ is a second-order accurate approximation for simulating the time propagation driven by $u_k(t)$. This result is based on the assumption that there exists only one pulse in each time interval. To achieve higher-order accuracy in time propagation, one can follow the same procedure introduced in Refs. [45–47], and insert more pulses in each time interval. We write the exact short-time propagation of $u_k(t)$ as

$$U_{u}[m\tau, (m-1)\tau] = S_{2}^{(m)}(\tau) + C_{3}^{(m)}\tau^{3} + O(\tau^{4}), \quad (D6)$$

where $S_{2}^{(m)}(\tau) = U_{u}[m\tau, (m-1)\tau]$ is the time propagation driven by PWM pulses, i.e., Eq. (B4). On the other hand, the exact evolution can also be written as

$$U_{u}[m\tau, (m-1)\tau] = U_{u}[m\tau, (m-s)\tau] \times U_{u}[u_{s}][m-s, (m-1+s)\tau] \times U_{u}[u_{s}][m-1+s, (m-1)\tau]. \quad (D7)$$
Combining Eqs. (D6) and (D7), we have
\[
U_{m}[m\tau, (m - 1)\tau] = [S_{2}^{(m)}(s\tau) + C_{3}^{(m)} s^{3} \tau^{3} + O(\tau^{4})]
\times [S_{2}^{(m)}[(1 - 2s)\tau] + C_{3}^{(m)} (1 - 2s) s^{3} \tau^{3} + O(\tau^{4})]
\times [s^{(m)}(s\tau) + C_{3}^{(m)} s^{3} \tau^{3} + O(\tau^{4})]
\]
\[
= s_{2}^{(m)}(s\tau)s_{2}^{(m)}[(1 - 2s)\tau]s_{2}^{(m)}(s\tau)
+ C_{3}^{(m)} \tau^{3}[(2s^{3} + (1 - 2s)^{3}) + O(\tau^{4})].
\] (D8)

When \(2s^{3} + (1 - 2s)^{3} = 0\), we obtain the PWM sequence with third-order accuracy
\[
U_{m}[m\tau, (m - 1)\tau] = S_{3}^{(m)}(\tau) = U_{[m],m} + O(\tau^{4}),
\] (D9)

where
\[
S_{3}^{(m)}(\tau) = S_{2}^{(m)}(s\tau)s_{2}^{(m)}[(1 - 2s)\tau]s_{2}^{(m)}(s\tau).
\] (D10)

Similarly, one can obtain an arbitrarily high-order form of PWM. We note that, although the solution for \(s\) always exists mathematically, the value of \(s\) may not be positive and real in higher-order expansions. The propagator \(S_{n}^{(m)}(\tau)\) in such cases cannot be physically implemented because the polarization of the drift Hamiltonian \(H_{0}\) is not controllable. However, one can prove that there is always a real and positive solution \(s = 1/(2 - 2(2n+1))\) for the \((2n + 1)\)th-order form of PWM, \(S_{2n+1}^{(m)}(\tau)\) [45–47].
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