Eigenstate correlations around many-body localization transition
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We explore correlations of eigenstates around the many-body localization (MBL) transition in their dependence on the energy difference (frequency) \(\omega\) and disorder \(W\). In addition to the genuine many-body problem, XXZ spin chain in random field, we consider localization on random regular graphs (RRG) that serves as a toy model of the MBL transition. Both models show a very similar behavior. On the localized side of the transition, the eigenstate correlation function \(\beta(\omega)\) shows a power-law enhancement of correlations with lowering \(\omega\); the corresponding exponent depends on \(W\). The correlation between adjacent-in-energy eigenstates exhibits a maximum at the transition point \(W_\text{c}\), visualizing the drift of \(W_\text{c}\) with increasing system size towards its thermodynamic-limit value. The correlation function \(\beta(\omega)\) is related, via Fourier transformation, to the Hilbert-space return probability. We discuss measurement of such (and related) eigenstate correlation functions on state-of-the-art quantum computers and simulators.

I. INTRODUCTION

The many-body localization (MBL) in disordered interacting systems \(^1\)\(^2\) is one of active directions of the modern condensed-matter physics research (see recent reviews \(^3\)\(^4\)). The MBL is of fundamental importance as it can break ergodicity and suppress low-temperature transport in a great variety of complex systems. The prediction of the MBL transition \(^1\)\(^2\) has been corroborated by numerous subsequent analytical and computational studies, see, in particular, Refs. \(^5\)\(^20\). While the MBL can be destabilized in the thermodynamic limit (system size \(L \to \infty\), with other parameters fixed) due to long-range interactions \(^21\)\(^27\), spatial dimensionality \(d > 1\) \(^27\)\(^28\), or continuum character of the model \(^29\)\(^30\), the MBL transition is well defined also in these cases but with critical disorder \(W_\text{c}(L)\) depending on the system size. On the experimental side, the evidence of the MBL transition was reported and the associated physics was studied in a variety of structures. These include systems of cold atoms and ions in optical traps \(^31\)\(^39\), of spin defects in a solid state \(^40\)\(^43\), and of superconducting qubits \(^44\)\(^45\), as well as InO films \(^46\)\(^48\).

The MBL can be viewed as an extension of the Anderson localization \(^39\) from single-particle to many-body setting. Correspondingly, the MBL transitions are counterparts of Anderson localization transitions between localized and delocalized phases \(^50\) of a quantum particle subjected to a random potential in \(d > 2\) dimensions (or \(d = 2\) for some symmetry classes). A hallmark of Anderson transitions is the multifractality of eigenstates \(^50\) that implies strong fluctuations of eigenfunction amplitudes at criticality and around the transition point, with a non-trivial power-law scaling of the corresponding moments (inverse participation ratios). Furthermore, the multifractality implicates a complex pattern of enhancement of correlations between eigenstate amplitudes, both in the coordinate and the energy spaces \(^51\)\(^53\). To understand the physics of the MBL, it is of central importance to explore eigenstate correlations at and around the MBL transitions. This is the main goal of the present work. More specifically, we focus on correlations between eigenstates in the Hilbert space as a function of energy separation and disorder—the problem that can be posed very generally, for any spatial structure of the system. A related but different question was addressed in Ref. \(^54\) which considered matrix elements of local operators.

To explore the eigenstates correlations, we use two models. First, we consider the Anderson model on random regular graphs (RRG), which has emerged as a toy model of MBL. Second, we study a genuine many-body problem, the XXZ spin chain in a random field, which has become a paradigmatic model for the MBL transition.

The RRG are finite-size graphs that have locally tree-like structure with fixed coordination number but do not have boundary (i.e., have large-scale loops). The structure of these graphs mimics that of Hamiltonians of interacting systems in the many-body Hilbert space. The idea that single-particle models on a tree (Bethe lattice) can be useful for the analysis of many-body problems was put forward in Ref. \(^55\) in the context of a quasiparticle decay in a quantum dot. Later work has demonstrated that one can think about tree-like graphs more generally as approximately modelling the Hilbert-space structure of a finite many-body system and that the appropriate graphs are then not Bethe lattices but rather RRG. The RRG model oversimplifies the many-body problem by discarding matrix-element correlations in Hilbert space states resulting from the fact that the number of independent parameters in the Hamiltonian is much smaller than the number of non-zero matrix elements. One important consequence is that, in the localized phase, the inverse participation ratios of eigenstates in the RRG model are of order unity \(^56\), while in the MBL mod-
els they exhibit a multifractal scaling with respect to the Hilbert-space volume \([9, 14, 25, 57]\). Despite this, there are remarkable analogies between the localization transitions in the RRG and true MBL models. In particular, in both models (i) the critical point has a localized character, (ii) there are strong finite-size effects with a drift of the apparent transition point towards stronger disorder, (iii) the “correlation volume” of the Hilbert space grows exponentially when the transition is approached, (iv) the delocalized phase is ergodic. For the RRG model these results have been analytically proven \([56]\) (see also Refs. \([58, 60]\) where a related sparse-random-matrix model was studied) and numerically verified \([56, 61, 64]\). For the MBL models, analytical arguments are of less rigorous character but still lead to analogous conclusions, in consistency with numerical simulations (see, in particular, the MBL papers cited above and references therein). The connection between the Anderson model on RRG and the MBL transition is especially close in models with long-range interaction (decaying as a power-law of distance), see Ref. \([25]\).

In view of a close similarity between the RRG and MBL problems, and since the RRG model is much more amenable to the analytical treatment, it is advantageous to perform a numerical study in parallel for both models whenever the MBL observable can also be defined in the RRG problem. This is exactly the case for the eigenstates correlations studied in the present work. Let us illustrate one of advantages of using RRG as a benchmark model. For the RRG model, we know exactly the position of the thermodynamic-limit transition point \(W_c\) (as well as values of critical exponents and various other observables) \([65]\). This allows us to determine the magnitude of finite-size effects in exact-diagonalization computation, which turn out to be rather strong. As a result, one gets a lower bound for finite-size effects in the MBL problem (which can only be stronger due to additional, rare-event fluctuations related to a smaller number of independent parameter in MBL as comparison to RRG).

As an additional motivation for this work, it is worth pointing out that correlations between many-body eigenstates can be measured in quantum computers and simulators. In particular, the eigenstate correlation function \(\beta(\omega)\) studied in this paper (see Sec. II) is related via the Fourier transformation to the probability \(p(t)\) of return to an initial many-body state after time \(t\). Such probabilities can be measured in state-of-the-art engineered many-body systems. Recent experiments of experimentally implemented systems on which related measurements were performed include one-dimensional (1D) arrays of 53 trapped ions \([66]\) and 51 atoms \([57]\) as well as 1D and two-dimensional (2D) arrays of superconducting qubits (with up to 21 qubits) \([45]\). Furthermore, very recently a quantum processor with 53 superconducting qubits was used to demonstrate the quantum supremacy \([68]\). The key observable in this demonstration is the fidelity defined as a correlation function of two many-body wave functions (corresponding to the idealized and perturbed Hamiltonians, respectively). While it is somewhat different from the quantity we study in the present work—correlation function of two eigenfunctions of the same Hamiltonian with different energies, Ref. \([68]\) makes evident the importance of Hilbert-space correlations between many-body wave functions for quantum-information physics and quantum technologies.

The structure of the article is as follows. Section II deals with the eigenstate correlations across the localization transition in the RRG model. In Section III an analogous study is carried out for the XXZ spin chain. Section IV contains a summary of our findings as well as a discussion of their implications and of prospective research directions.

### II. RANDOM REGULAR GRAPHS

We study a model of non-interacting spinless quantum particles hopping over a random regular graph (RRG) with connectivity \(p = m + 1\) (number of sites adjacent to any given site) in a potential disorder,

\[
\mathcal{H} = \sum_{(i,j)} \left( c_i^\dagger c_j + c_j^\dagger c_i \right) + \sum_i \epsilon_i c_i^\dagger c_i. \tag{1}
\]

Here the index \(i = 1, \ldots, N\) labels sites of the graph and the sum in the first term is over the pairs of nearest-neighbor sites of the RRG. The energies \(\epsilon_i\) are independent random variables sampled from a uniform distribution on \([-W/2, W/2]\). In the definition of all correlation functions introduced below the averaging \((\ldots)\) goes over the random structure of the underlying graph and over the random potential \(\epsilon_i\).

An important statistical characteristic of a disordered system is the correlations of different (but relatively close in energy) eigenstates with a given energy separation \(\omega\). Formally, we define the corresponding correlation function as follows:

\[
\beta(\omega) = \Delta^2 R^{-1}(\omega) \times \left\langle \left( \sum_{k \neq l} |\psi_k(j)\psi_l(j)|^2 \delta \left( E - \frac{\omega}{2} - E_k \right) \delta \left( E + \frac{\omega}{2} - E_l \right) \right) \right\rangle. \tag{2}
\]

Here \(\psi_k\) are eigenstates and \(E_k\) the corresponding energy levels, \(E\) is the energy at which the statistics is studied, \(\Delta = 1/\nu(E)\) is the mean level spacing, \(\nu(E) = N^{-1} \left\langle \text{Tr} \delta(E - \hat{H}) \right\rangle\) is the density of states, and \(R(\omega)\) the level correlation function

\[
R(\omega) = \frac{1}{\nu^2} \left\langle \nu(E - \omega/2)\nu(E + \omega/2) \right\rangle. \tag{3}
\]

The argument \(j\) in Eq. (2) is the lattice site; since all sites are equivalent, the r.h.s. does not actually depend on \(j\) upon ensemble averaging. In the numerical computations below, we average also over \(j\). In the sequel, it will be
convenient to present results for $\beta(\omega)$ multiplied by $N^2$. For two completely uncorrelated wave functions one has $N^2\beta(\omega) = 1$.

The correlation function $\beta(\omega)$ in the delocalized phase and at the critical point on RRG has been studied in Ref. 58 with the following results:

$$N^2\beta(\omega) \sim \begin{cases} N_\xi, & \omega < \omega_\xi, \\ 1 & \omega > \omega_\xi. \end{cases} \quad (4)$$

In this equation, $N_\xi$ (which depends on $W$) stands for the correlation volume and $\omega_\xi \sim 1/N_\xi$ for the associated level spacing. The correlation volume $N_\xi$ exhibits on RRG the following critical behavior when the disorder $W$ approaches from the delocalized side the critical point $W_c$ [65]:

$$\ln N_\xi \sim (W_c - W)^{-1/2}. \quad (5)$$

More specifically, for the “minimal”, $p = 3$, RRG model and in the center of the band ($E = 0$), the critical disorder is $W_c = 18.17$ and the scaling of $\ln N_\xi$ reads (with a subleading term included) [65]

$$1/\ln N_\xi = c_1(W_c - W)^{1/2} + c_2(W_c - W)^{3/2}, \quad (6)$$

where $c_1 = 0.0313$ and $c_2 = 0.00369$. Equation (6) is valid with a good accuracy in the range $12 < W < W_c$.

Let us briefly comment on the physical significance of Eq. (7). The first line of this equation describes eigenstates correlations in the “metallic” regime. The factor $N_\xi$ in this formula implies that the correlations get enhanced when the system approaches the transition point. This is related to strong spatial fluctuations (multifractality) of eigenstates near criticality. Independence of this formula on $\omega$ demonstrates that eigenstates separated by a sufficiently small energy $\omega < \omega_\xi$ exhibit essentially the same “multifractal pattern” (despite its randomness).

The second line of Eq. (4) describes critical correlations, which is why it does not depend on $N_\xi$. The distance to the critical point enters only via the range of validity, $\omega > \omega_\xi$. Exactly at critical point, $W = W_c$, we have $\omega_\xi = 0$, so that the second line of Eq. (4) holds in the whole range of frequencies (limited only by the level spacing $\Delta \sim 1/N$).

The goal of this section is to extend the study of the RRG correlation function $\beta(\omega)$ to the localized phase and thus to obtain a full description of eigenstates correlations around the localization transition on RRG. We begin by presenting qualitative arguments concerning expected behavior of $\beta(\omega)$ on the localized side of the transition. First, in the limit of very strong disorder, $W \rightarrow \infty$, individual eigenstates are essentially localized on different sites and do not overlap. We thus expect $N^2\beta(\omega) \rightarrow 0$ in the limit $W \rightarrow \infty$. Combining this with Eq. (4), we conclude that, for a small $\omega$, the correlation function $N^2\beta(\omega)$ should be a non-monotonic function of $W$ that shows a maximum in the vicinity of the critical point $W = W_c$.

Second, for a given $W > W_c$, two localized states will be typically located in remote regions of the system and overlap very weakly in view of the exponential decay of the localized wave functions. However, there is a certain probability that two such states turn out to be in resonance, which then strongly enhances the overlap. The probability of a resonance is enhanced for small energy separation $\omega$, so that $N^2\beta(\omega)$ is expected to decay with $\omega$ in the localized phase. For the single-particle problem in $d$ dimensions, this decay was studied in Ref. 53, with the result

$$N^2\beta(\omega) \sim \xi^{d-d_2}\ln^{d-1}(\delta_\xi/\omega), \quad \omega < \delta_\xi, \quad (7)$$

where $\xi$ is the localization length, $\delta_\xi \sim \xi^{-d}$ the level spacing in the localization volume, and $d_2$ the multifractal exponent. It was pointed out in Ref. 53 that the logarithmic enhancement of correlations with lowering $\omega$ in Ref. 7 is closely related to the Mott’s behavior law for the ac conductivity.

What kind of behavior of $N^2\beta(\omega)$ can one expect on this basis in the localized phase on RRG? The RRG model can be in a certain sense viewed as a $d \rightarrow \infty$ limit of the $d$-dimensional Anderson model; this limit is, however, highly singular [54]. Equation (7) suggests that the enhancement of correlations for small $\omega$ on RRG should be faster than a power of $\ln \omega$. It is even more difficult to guess what the dependence on disorder [encoded in the localization length $\xi$ and the corresponding spacing $\delta_\xi$ in Eq. (7)] transforms into when the RRG model is considered. As we show below, the eigenstate correlation function $N^2\beta(\omega)$ has a power-law dependence on $\omega$ in the localized phase of the RRG model, with an exponent that is a function of disorder. We will also see that such a behavior holds also for a genuine MBL problem.

We have computed $\beta(\omega)$ numerically by exact diagonalization of the RRG model with the connectivity $p = 3$, focussing on the vicinity of the band center, $E = 0$. We consider system sizes $N$ in the range from $2^{12}$ to $2^{16}$. For each realization of disorder, we average over $N/32$ states near the band center. In addition, we average over disorder realizations; their number ranges from 50000 for smaller systems to 50 for the largest systems.

In Fig. 3 we show the results of exact-diagonalization study for $N = 32768$ and several disorder values ranging from the delocalized phase ($W = 10, 12, 14$) through the critical point ($W = 18$) to the localized phase $W = 24, 30, 42$. (Note that the difference between $W = 18$ and the exact critical value $W_c = 18.17$ is immaterial for system sizes amenable for exact diagonalization.) In the delocalized phase, $W = 10, 12, 14$, the behavior is clearly observed: the power-law ($1/\omega$) behavior at high frequencies and a saturation at lower frequencies. The saturation frequency $\omega_\xi$ becomes smaller when the disorder increases, i.e., the system approaches the critical point. At criticality, $W = 18$, the power-law (approximately $1/\omega$) behavior is indeed observed in the whole
range of frequencies. Remarkably, the power-law behavior of $\beta(\omega)$ survives in the localized phase $W = 24, 30$, and $42$, where it is characterized by a disorder-dependent exponent $\mu(W)$. The numerical results thus unambiguously suggest the power-law scaling of eigenstate correlations in the localized phase:

$$N^2 \beta(\omega) \sim \omega^{-\mu(W)}.$$  \hspace{1cm} (8)

At criticality, $\mu(W = W_c) = 1$, while in the localized phase, $W > W_c$, the exponent $\mu(W)$ is less than unity and gradually decreases towards zero as $W$ grows. In Fig. 2, we highlight the correlation function $\beta(\omega)$ in the localized phase. The right panel shows the numerically determined exponent $\mu(W)$ obtained from the data presented in the left panel.

It is worth emphasizing that the exponent $\mu(W)$ is, strictly speaking, defined in the limit of large system size $N$ and low frequency $\omega$. For finite $N$ there are corrections to an apparent position of the critical point (that are discussed in more detail below), which also influence the numerically determined values of $\mu(W)$. Also, there might be in principle a subleading (e.g., logarithmic) factor in $\omega$-dependence in Eq. (8). We know that such a logarithmic factor does exist at criticality, see second line of Eq. (4). Its emergence at criticality has a clear physical reason, as it provides convergence of the time-dependent correction to return probability, see Ref. [50]. On the localized side, such a convergence is already guaranteed by the power-law dependence  with $\mu(W) < 1$, so that we do not have any arguments in favor of such a factor. Also, the corresponding lines in the left panel of Fig. 2 are rather straight (up to fluctuations), without any clear indication of such a factor. When fitting the numerical data to extract the exponent $\mu$, we thus assume a pure power-law dependence  without any subleading prefactors.

We turn now to the analytical approach to eigenstate correlations. In Ref. [50], we have shown how various observables characterizing the RRG model can be expressed in terms of a solution of a saddle-point equation for the effective action of the problem. This equation is equivalent to a self-consistency equation for the distribution of local Green functions on an infinite Bethe lattice (BL). This is a non-linear integral equation, and a full analysis of its solution is by no means an easy task. In the localized phase, the solution is singular in the low-frequency limit. Leading contribution to the correlation function that is needed for our purposes determines properties of individual eigenstates (e.g., the participation ratio). To obtain the correlation function of different eigenstates, one needs a subleading term (see Ref. [50]), which makes the analysis much more difficult. We first discuss the numerical solution of the self-consistency equation; below we discuss an analytical solution in the limit of strong disorder $W$. To solve numerically this equation, one can use the population-dynamics approach, see also Refs. [63, 70]. In particular, we calculated in this way in Ref. [50] the correlation function $\beta(\omega)$ as well its Fourier transform, the return probability $\rho(t)$, in the delocalized phase and demonstrated perfect agreement with exact-diagonalization results. Here we demonstrate that the population-dynamics approach to the solution of the self-consistency equation can also be used for computing $\beta(\omega)$ on the localized side, even though it turns out to require much more efforts.

Determining $\beta(\omega)$ in this way amounts to evaluation of the correlation function of local densities of states $\rho(\epsilon; j)$ on an infinite Bethe lattice

$$K(\omega) = \frac{\langle \rho(E + \omega/2; j) \rho(E - \omega/2; j) \rangle_{BL}}{\langle \rho(E) \rangle^2},$$  \hspace{1cm} (9)

where

$$\rho(\epsilon; j) = -\frac{1}{\pi} \text{Im} G_R(j, \epsilon),$$  \hspace{1cm} (10)

and $G_R(j, \epsilon)$ is the retarded Green function at energy $\epsilon$ with equal spatial arguments $j$. Calculation of $\beta(\omega)$ by population-dynamics approach (see Supplementary Material [69] for more details) requires introducing a finite imaginary part of frequency $\omega \rightarrow \omega + i\eta$, evaluation of $K(\omega)$ for a complex frequency and then considering the limit of $\eta \rightarrow +0$,

$$N^2 \beta(\omega) = \lim_{\eta \rightarrow +0} K(\omega).$$  \hspace{1cm} (11)

This is rather non-trivial in the localized phase, as taking the limit requires considering very small values of $\eta$. In Fig. S1 of the Supplementary Material [69], we show the $\eta$-dependence of $K(\omega)$ for $W = 24$ and two values of $\omega$ as obtained by population dynamics. It is seen that $K(\omega)$ does have a finite limit at $\eta \rightarrow 0$ but the saturation of $\eta$ dependence takes place at very small $\eta$. The resulting values of $N^2 \beta(\omega)$ are shown by dots in the left panel of
the Fig. 2 and are in good agreement with results of the exact diagonalization.

In order to shed light on the physical origin of the power-law scaling of the correlation function $\beta(\omega)$ in the localized phase on RRG, we perform its analysis by assuming a limit of strong disorder $W$. In this limit, almost every single-particle state is localized within a small localization length $\zeta$ around a certain lattice site (localization center). Typically, two localized states are located a distance of order of system size $L = \ln N/\ln m$ apart and have an exponentially small overlap $\propto e^{-L/\zeta}$. However, there are rare resonant events: two states located far apart may form a resonant pair and strongly hybridise, so that the resulting states will have amplitudes of order unity at both localization centers. Such a resonant pair will thus realize the strongest possible overlap and therefore give a maximal possible contribution to the correlation function $\beta(\omega)$. Even though such resonance events are rare, they determine the average value $\beta(\omega)$ in the case of $d$-dimensional system with $d > 1$, see Ref. [53].

Specifically, the factor $\ln^{d-1}(\delta \zeta/\omega)$ in Eq. [8] represents resonant enhancement of eigenstate correlations. Clearly, its role increases with increasing $d$. More generally, it is known that the role of resonances is particularly important in the RRG and MBL models, in view of the effectively infinite-dimensional character of the corresponding Hilbert space. It is thus natural to expect that the power-law scaling of $\beta(\omega)$ on RRG can be understood in the framework of the resonance mechanism. This turns out to be indeed the case.

To shed light on the origin of the power-law scaling, it is instructive to make the following simplistic estimate. It is known that, upon averaging, localized eigenstates on a tree-like graph decay in the following way [56, 71, 73]:

$$
|\langle \psi^2(r) \rangle| \sim m^{-r} \exp\{-r/\zeta(W)\},
$$

where $r$ is the distance from the “localization center” of the state and $\zeta(W)$ is the localization length that diverges at the transition point as $\zeta(W) \sim (W - W_c)^{-1}$ and diminishes slowly at strong disorder, $\zeta(W) \sim 1/\ln(W/W_c)$. While Eq. (12) yields the average, let us assume that all eigenstates decay in this way; this will be sufficient to understand the $W$-dependent power-law in eigenstate correlations. Consider two such eigenstates separated by a distance $R$. The corresponding overlap matrix element is then $M \sim m^{-R} \exp\{-R/\zeta(W)\}$. The optimal condition of the Mott-like resonance for two eigenstates with the energy difference $\omega$ is $M \sim \omega$. Under this condition, two considered eigenstates (let’s call them $\psi_k$ and $\psi_j$) get strongly hybridized, so that

$$
\sum_j |\psi_k(j)\psi_j(j)|^2 \sim 1.
$$

Expressing the distance between the eigenstates centers through the frequency, we find

$$
R(\omega) \approx \frac{\ln(1/\omega)}{\ln m + \zeta^{-1}(W)}.\quad (14)
$$

The total number of states whose centers are separated by distance $R$ from that of the state $\psi_k$ is

$$
N_R(\omega) \sim m^R(\omega) \sim \omega^{-\mu(W)},
$$

where

$$
\mu(W) = \frac{\zeta(W) \ln m}{\zeta(W) \ln m + 1}.
$$

The formation of the resonance requires that one of these states is separated by an energy difference $\sim \omega$ from the state $\psi_k$. Thus, the probability $p_\omega$ of the resonance in the
frequency interval $[\omega, 2\omega]$ involving the given state $\psi_k$ is equal to a ratio of the frequency $\omega$ to the level spacing $\sim N^{-1}_{R(\omega)}$.

$$p_{\omega} \sim \omega N_{R(\omega)} \sim \omega^{1-\mu(W)}.$$  \hfill (17)

Using the definition (2), we get

$$N^2\omega \beta(\omega) \sim N^2 \int^\omega d\omega' \beta(\omega') = \sum_{\ell: \omega < |E_k - E_\ell| < 2\omega} \left( \sum_j |\psi_k(j)\psi_\ell(j)|^2 \right) \sim \omega^{1-\mu(W)}.$$  \hfill (18)

In the second line of Eq. (18) the state $k$ is fixed; the summation goes over states $\ell$ with the energy difference in the $[\omega, 2\omega]$ interval. In the last line, we used Eq. (17) for the resonant overlap. Comparing the starting and the final expressions in Eq. (18), we finally come to the result, Eq. (5), for the scaling of $N^2\beta(\omega)$ with frequency $\omega$, where the exponent $\mu(\omega)$ is given by Eq. (16).

Inspecting Eq. (16) for the exponent $\mu(W)$, we find the following asymptotic behavior. When the disorder $W$ approaches the critical point (from the localized side), Eq. (16) yields

$$\mu(W) \to 1, \quad W \to W_c + 0.$$  \hfill (19)

This matches the critical scaling $\beta(\omega) \propto 1/\omega$ (up to a logarithmic correction), see second line of Eq. (4). In the opposite limit of large $W$, we get, by using the asymptotic behavior of the localization length,

$$\mu(W) \sim \frac{1}{\ln(W/W_c)}, \quad W \gg W_c.$$  \hfill (20)

Thus, $\mu(W)$ decays to zero at $W \to \infty$ but this decay is logarithmically slow. These results are in good agreement with the numerical observations presented above.

As we have already mentioned, Eq. (12) describes the average decay of a wavefunction. At the same time, wavefunctions fluctuate strongly; in particular, decay of the typical wavefunction amplitude is described by a different localization length \cite{73}. In the Supplementary Material \cite{69} we present a more accurate version of the above resonance-counting analysis, which takes into account strong fluctuations of eigenstates around the average \cite{12}. It confirms the power-law scaling (8) and yields qualitatively the same results for the behavior of the exponent $\mu(W)$.

It is useful to introduce a correlator that is closely related to $\beta(\omega)$—a correlation function of adjacent-in-energy eigenstates:

$$\beta_{nn} = \Delta \left\langle \sum_k \delta(E_k - E) |\psi_k(j)\psi_{k+1}(j)|^2 \right\rangle.$$  \hfill (21)

Here the subscript “nn” stands for “nearest neighbor” (in energy space). Clearly, $\beta_{nn} \simeq \beta(\omega) / \Delta$, where $\Delta$ is the level spacing. Thus, in the delocalized phase we and in the large-$N$ limit (the condition is $N \gg N_\xi$) we have

$$N^2\beta_{nn} = N_\xi / 3.$$  \hfill (22)

The numerical coefficient in this formula depends, of course, on precise definition of the correlation volume $N_\xi$. The value $1/3$ in Eq. (22) holds if this normalization is fixed by the condition that the average inverse participation ratio of an eigenstate,

$$P_2 = \left\langle \sum_j |\psi_k(j)|^4 \right\rangle,$$  \hfill (23)

is $P_2 \simeq N_\xi / N$ at $N \gg N_\xi$ \cite{50} In the localized phase, we have, according to Eq. (8),

$$N^2\beta_{nn} \sim N^{\mu(W)}.$$  \hfill (24)

In the left panel of Fig. 3, we show results of numerical simulations for the correlator $N^2\beta_{nn}$ for several system sizes. For $W < W_c$, the lines clearly approach a limiting ($N \to \infty$) curve, in agreement with Eq. (22). According to Eq. (22), this limiting curve is determined by the disorder dependence of the correlation volume, $N_\xi(W)$. Indeed, we observe a perfect agreement with the asymptotic behavior of $N_\xi(W)$ given by Eq. (6) (shown by dashed line). For any given $N$, the curve $N^2\beta_{nn}(W)$ deviates from the limiting curve upon increasing $W$, since the condition $N \gg N_\xi$ ceases to be satisfied, shows a maximum at certain size-dependent disorder $W_{\text{peak}}(N)$, and then decays. The non-monotonic behavior of $N^2\beta_{nn}(W)$ is a general feature of a system that undergoes a localization transition, see qualitative discussion above. The position of the maximum $W_{\text{peak}}(N)$ can be viewed as a size-dependent apparent critical point which drifts to larger $W$ with growing system size. In the limit of $N \to \infty$ the drift stops at the limiting value $W_{\text{peak}}(N \to \infty) = W_c \simeq 18.17$.

In Table I, we list the numerically obtained values of $W_{\text{peak}}(N)$ for several system sizes $N$. The drift towards $W_c$ is evident but it is rather slow. Looking at these slowly drifting values, one could naively think, that they are close to the actual value of $W_c$. This is not true, however: these values are still rather far from the true critical point. (One indication of this is absence of a clear trend to saturation.) For the RRG model, we have a luxury of knowing the true critical point with a high precision, $W_c = 18.17$, which is obtained by a very different approach—investigation of stability of the solution of the saddle-point equation corresponding to the localized phase \cite{65}. Therefore, the RRG model, as a toy model of MBL, is very useful for benchmarking exact-diagonalization studies of MBL problems. We see from Table I that if only exact-diagonalization data would be available, it would be very hard to determine the position of the $N \to \infty$ critical point with a reasonable accuracy.
An even more difficult task for the exact-diagonalization numerics is to find the true (asymptotic) value of the critical exponent \( \nu \) of the correlation length \( \xi = \ln N / \ln m \). Asymptotically, the drift of the peak can be characterized by the critical exponent via the scaling relation

\[
\ln \ln N = -\nu \ln [W_c - W_{\text{peak}}(N)].
\]  

While this equation is valid in the limit of \( N \to \infty \), it is convenient to introduce an apparent finite-size exponent via

\[
\frac{1}{\nu(N)} = -\frac{\partial \ln [W_c - W_{\text{peak}}(N)]}{\partial \ln N}.
\]  

The last line of the Table I presents values of \( \nu(N) \) obtained by numerical differentiation according to Eq. (26). We see a strong variation of \( \nu(N) \) towards the true asymptotic value \( \nu = 1/2 \), see Eq. (5). The fact that the “flowing exponent” \( \nu(N) \) approaches its asymptotic value 1/2 from above, and that values of \( N \) much larger than those amenable to exact diagonalization are needed to obtain numerically 1/2 with a good accuracy, was demonstrated in detail in Ref. [65]. Our findings are in full agreement with these previous results. It should be stressed that when calculating \( \nu(N) \) in Table I we used the high-precision value of the critical disorder, \( W_c = 18.17 \). For the MBL problems, \( W_c \) is found from numerical simulations with a much lower precision (see the discussion above), which further increases uncertainty of numerical determination of the critical exponent \( \nu \).

To characterize the evolution of \( \beta_{nm} \) with the system size, we define a disorder- and size-dependent exponent:

\[
\mu_{nm}(W, N) = \frac{\partial \ln (N^2 \beta_{nm})}{\partial \ln N}.
\]  

On the delocalized side, \( N^2 \beta_{nm} \) is independent on \( N \) at large \( N \), which implies that \( \mu_{nm}(W < W_c, N) \to 0 \) at \( N \gg N_c(W) \). At the critical point, \( W = W_c \), we have \( \mu_{nm}(W_c) \to 1 \) at \( N \to \infty \). On the localized side, Eq. (24) yields \( \mu_{nm}(W > W_c, N) \to \mu(W) \) in the large-\( N \) limit. In the right panel of Fig. 3 we show numerical results for \( \mu_{nm}(W, N) \). As expected, for \( W < W_c \) the \( \mu_{nm}(N) \) curves gradually drift downwards, towards zero, with increasing \( N \). Closer to \( W_c \), this drift is in fact non-monotonic (first upward, then downward), see Ref. [65] for a discussion of the physical origin of such behavior on RRG. For \( 15 \lesssim W < W_c \) we observe only upward drift; one needs much larger \( N \) to see that it will be eventually superseded by a downward drift with the ultimate large-\( N \) limit \( \mu_{nm}(W) \to 0 \). On the localized side, \( W > W_c \), we find a nearly \( N \)-independent \( \mu_{nm}(W, N) \), in consistency with the expected limiting behavior \( \mu_{nm}(W > W_c, N) \to \mu(W) \) and in agreement with numerical data for \( \mu(W) \) (which are, of course, also subjected to finite-size corrections) in the right panel of Fig. 3.
III. SPIN CHAIN

In this section, we apply a similar methodology to study the model of the $S = \frac{1}{2}$ Heisenberg chain in a random magnetic field, governed by the Hamiltonian

$$H = \sum_{i \in [1,L]} \mathbf{S}_i \cdot \mathbf{S}_{i+1} - h_i S_i^z, \quad (28)$$

with $h_i$ drawn from a uniform distribution $[-W,W]$ and with periodic boundary conditions, $\mathbf{S}_{L+1} \equiv \mathbf{S}_1$. (Note that the total magnetization $S^z = \sum_i S_i^z$ is conserved.) This model has become one of paradigmatic models for the investigation of the MBL physics [74, 75]. Numerically, systems of sizes up to $L = 22$ [9] and $L = 24$ [57] were investigated via exact diagonalization, which yielded estimates $W_c = 3.7 \sim 3.8$ for the critical disorder in the middle of the many-body spectrum. However, it has been understood that an accurate determination of the critical point from exact diagonalization data is complicated due to a rather slow convergence towards thermodynamic limit, see Ref. [76] for a recent discussion. The experience with RRG teaches us that the actual (thermodynamic-limit) critical disorder is considerably larger, due to finite-size effects, than the value suggested by the exact diagonalization. Indeed, for RRG the exact diagonalization would suggest $W_c \approx 15$, while the actual value is $W_c = 18.17$, i.e., about 20% higher. In genuine interacting MBL models (like the spin-chain model considered in this section), the finite-size effects are expected to be still stronger due to effects of rare spatial regions. This has been supported by an analysis based on the time-dependent variational principle with matrix product states which was used to study the dynamics (relaxation of spin imbalance) in Ref. [10] in much larger systems, up to $L = 100$. This study has demonstrated a strong drift of apparent (size-dependent) $W_c$ with system size $L$, suggesting the critical value $W_c \approx 5 - 5.5$ for the thermodynamic-limit transition between the ergodic and MBL phases.

For the spin-chain model (28), we study below the same correlation functions as for the RRG model: the finite–frequency correlation function $\beta(\omega)$, Eq. (2), and the correlation function of closest-in-energy wave functions, $\beta_{nn}$, Eq. (21). Let us emphasize that these quantities now characterize exact many-bony eigenstates $\psi_k(j)$. Here the index $k$ labels eigenstates and the argument $j$ runs over basis states of the Hilbert space which are eigenstates of $S_i^z$ for all $i$ (and thus are eigenstates of the Hamiltonian in the extreme-localization limit $W = \infty$).

Before presenting our results for the frequency-dependent wave function correlations, we briefly recall the existing knowledge about the average inverse participation ratio which characterizes statistical properties of an individual many-body eigenstate, Eq. (25). In the delocalized phase, it was found [57] that eigenfunctions in the model of Eq. (28) are ergodic in the sense that

$$P_2 \propto 1/N. \quad (29)$$

Here $N$ is the volume of the many-body space, i.e. the dimensionality of the subspace of the full Hilbert space that is allowed by conservation laws. In the model of Eq. (28) and in the zero magnetization sector $S_z = 0$, which we consider below (we limit ourselves to even $L$ only), one has

$$N = \frac{L!}{([L/2]!)^2} \approx 2^L \sqrt{\frac{2}{\pi L}}. \quad (30)$$

This ergodic behavior of the inverse participation ratio in the spin-chain model is fully analogous to that in the delocalized phase of the RRG model (see Sec. I). At the same time, on the localized side of the transition, there is some difference in the scaling of the inverse participation ratio in the RRG model and in the genuine many-body problem (like a spin chain). While $P_2 \sim 1$ in the localized phase on RRG, one finds a fractal scaling

$$P_2 \sim N^{-\tau(W)} \quad (31)$$

in the MBL phase of spin-chain models [14, 25, 57, 77], with a disorder-dependent exponent $\tau(W)$. It was shown [25] that in the strong disorder regime (large $W$), the exponent $\tau(W)$ scales as

$$\tau(W) \propto 1/W \quad (32)$$

with disorder. Further, at criticality one also finds the fractal scaling [31], with the exponent $\tau(W_c)$ that is equal to the limiting value of $\tau(W)$ at $W \rightarrow W_c + 0$. (This is another manifestation of the fact that the critical point in the MBL problem has properties of the localized

FIG. 4. Eigenstate correlation function $\beta(\omega)$ for spin chain of length $L = 16$. The disorder strengths are $W = 1.5, 1.7, 2, 3, 4, 6, 10$ (from cyan to magenta). The first three values are deeply in the ergodic phase. The next two values are also on the delocalized side of the transition but correspond to the critical regime for relatively small systems available for exact diagonalization. The largest two values are on the localized side of the transition. This figure is a spin-chain counterpart of Fig. 2 for the RRG model.
The non-trivial scaling in Eq. (31) originates from a finite density (in real space) of local resonances that are not able to establish a global delocalization but lead to an exponential increase of the support of the many-body wavefunction in the spin configuration basis of the Hamiltonian Eq. (28). A detailed analysis of the model (28) revealed \[57\] that the scaling (32) is valid with a good accuracy up to the critical point and yielded \(\tau(W_c) \approx 0.2\).

Let us now estimate the contribution of Mott–like resonances to the correlation function \(\beta(\omega)\) in the MBL phase of the spin chain. Consider a given basis state \(|j\rangle\), i.e., an eigenstate of all \(S^z_i\). For strong disorder (deeply in the MBL phase), \(|j\rangle\) is close to an exact eigenstate \(\psi_k\). More precisely, there exists a small density \(\sim 1/W\) of lowest-order resonant processes (flips of pairs \(s_r, s_{r+1}\) of adjacent spins) which “dress” the state \(|j\rangle\), leading to fractality of the inverse participation ratio discussed above. To estimate the number of higher-order resonant processes, we consider \(n\)-th order of the perturbation theory in interaction. It is important that involved spins should form a connected cluster (of maximal length \(2^r\)) in order to guarantee that this tentative resonant process does not decouple into independent pieces. This is clear already in case of \(n = 2\): consider a process involving spin flips in two remote pairs \(s_1, s_2\) and \(s_r, s_{r+1}\) such that \(r > 3\). This process is not a resonant one, even if the energies of initial and final states are arbitrarily close. In the perturbation theory, inability of such a process to create a resonance happens due to cancellation between two amplitudes, corresponding to flipping the disconnected pairs \(1, 2\) and \(r, r+1\) in two distinct orders see Ref. \[14\] and references therein. As a result, the number of processes that can actually lead to resonance in the \(n\)-th order of perturbation theory scales as \(N_{n,L} \sim L\rho(n)\) with \(\rho(n)\) independent on the system length \(L\). In other words, \(\rho(n)\) is the spatial density of \(n\)-th order processes which may potentially lead to resonances. Crucially, \(\rho(n) \sim m^n\) grows exponentially with \(n\), in analogy with the RRG problem \[14\], and \(m\) is independent on \(n\). In a conventional spin chain, we thus have the branching factor \(m = O(1)\). (One can have a parametrically large \(m\) in a chain of coupled “spin quantum dots” with large number of spins per dot \[14\].)

The density \(\rho(n)\) was considered in the context of ac conductivity in Ref. \[78\], where it was denoted \(e^{s(e)n}\) and \(s(e)\) was termed “configuration entropy per flipped spin of the possibly resonant clusters”. The argument \(\gamma\) was introduced to emphasize that \(s\) is actually a fluctuating quantity. Our effective branching number \(m\) thus corresponds to \(e^\gamma\) of Ref. \[78\]: the fluctuations of \(m\) are discarded in our simplified argument.

The number of “potentially resonant” processes for a given initial state scales therefore as
\[
N_{n,L} \sim Lm^n, \tag{33}
\]
with \(m\) of order unity, which is the same behavior as on RRG, up to an overall factor \(L\). This behavior is responsible for the MBL transition in a spin chain taking place at a disorder \(W_c\) of order unity (i.e., independent on \(L\)). We can now repeat, with minor modifications, the simplified analysis performed for RRG in Sec \[11\] which yields [cf. Eq. (18)]
\[
N^2\omega^\beta(\omega) \sim \sum_{l: \omega|E_k-E_l|<2\omega}\sum_j |\psi_k(j)\psi_l(j)|^2 \sim (N\Delta) p_{\omega} P_{\text{res}}, \tag{34}
\]
where \(\Delta\) is the many-body level spacing, \(p_{\omega}\) is the number of resonances (for a given state \(k\)) in the band \([\omega, 2\omega]\), and \(P_{\text{res}}\) is the resonant overlap,
\[
P_{\text{res}} = \sum_j |\psi_k(j)|^2 |\psi_l(j)|^2 .
\]
Let us estimate three factors $N$, $p$, and $P_{\text{res}}$ in Eq. (34):

(i) The typical energy of an eigenstate of all $S_i^z$ of $L$ spins is $\sim \sqrt{L}$, hence $N \Delta \sim \sqrt{L}$.

(ii) The average number of processes that represent potential resonances in the band $[\omega, 2\omega]$ can be estimated, in analogy with Eq. (17), as

$$p_\omega \sim \omega N R(\omega)/L \Delta \log R(\omega) = L \omega^{1-\mu(W)}$$

(35)

with $R(\omega)$ as in Eq. (14) and $\mu(W)$ as in Eq. (16).

(iii) The resonant overlap scales in the same way as the inverse participation ratio (31), i.e.,

$$P_{\text{res}} \sim N^{-\tau(W)}.$$

(36)

In this respect, the spin-chain problem differs from the RRG model, for which $P_{\text{res}} \sim 1$, see Eq. (13).

Combining the above estimates and using $L \approx \log_2 N$, we finally get

$$N^2 \beta(\omega) \sim \omega^{-\mu(W)} \frac{(\log_2 N)^{3/2}}{N^{\tau(W)}}.$$

(37)

This derivation should be viewed as substantially oversimplified since fluctuations were not fully taken account. Nevertheless, this treatment is sufficient to understand the emergence of power-law dynamical scaling (revealed by numerical results below) with continuously varying exponent in the MBL phase.

The result (37) is largely the same as Eq. (8) for RRG; the most important factor is the power-law frequency dependence $\omega^{-\mu(W)}$. The only difference is in the additional $N$-dependent factor. We note, however, that the exponent $\tau(W)$ is parametrically small ($\sim 1/W$) in the MBL phase, remaining numerically quite small at the critical point. Also, for realistic $N$, the factor $N^{\tau(W)}$ in the denominator is essentially compensated by the logarithmic factor in the numerator. So, in practice, the difference between the results for RRG and for the spin chain is relatively minor.

We now present the numerical results for the dynamical eigenstate correlations in the spin-chain model (28). To evaluate the correlation function $\beta(\omega)$ we computed, via exact diagonalization, eigenstates of Eq. (28) in the $S_i^z$ basis. We studied systems of sizes $L$ in the range $12 \sim 18$ and averaged over $5 \cdot 10^5$ (for smallest systems) $5 \cdot 10^2$ (for largest systems) realizations of disorder. For each disorder realization, we determined the middle of the band $E$ by the condition $(E - E_{\text{min}})/(E_{\text{max}} - E_{\text{min}}) = 0.5$, where $E_{\text{min}}$ and $E_{\text{max}}$ are the lowest and the largest eigenstate energy, and considered $1/32$ fraction of all states around the middle of the band. The correlation function $\beta(\omega)$ for various strengths of disorder, from delocalized to the MBL phase, is shown in Fig. 3, which is a direct spin-chain counterpart of Fig. 2 for the RRG model. The observed behavior is fully analogous to that found in Fig. 2 for sufficiently weak disorder, $W = 1.5, 1.7, 2$, we see a power-law critical behavior at higher frequencies with a saturation at low frequencies. As we show below, the saturation value confirms the ergodicity of the delocalized phase. For the intermediate disorder values, $W = 3$ and 4, the tendency towards saturation is also achieved but we are still far from reaching the full saturation. This is an indication of the fact that these two values are also on the delocalized side of the MBL transition (in the thermodynamic limit) but the system sizes are too small to observe ergodicity. In other words, these values correspond to the critical regime for system sizes that can be studied via exact diagonalization. For strong disorder, $W = 6$ and 10, the data exhibit a power-law behavior in the full range of frequencies, which is a hallmark of the MBL phase.

In Fig. 5 we show the results for strong disorder, from $W = 5$ (approximately the critical point) till $W = 10$ (deeply in the MBL phase), cf. the analogous figure 2 for the RRG model. In the left panel, we see once more that $\beta(\omega)$ in the MBL phase shows a power-law frequency scaling, $\beta(\omega) \propto \omega^{-\mu(W)}$, with the disorder-dependent exponent (slope on the log-log scale). In the right panel, the corresponding exponent $\mu(W)$ is plotted as a function of disorder. This figure is again similar to the right panel of Fig. 2, although numerical values of the exponent $\mu(W)$ are somewhat smaller than in the RRG model.

A related quantity—the adjacent-state correlation function $\beta_{\text{nn}}$ defined by Eq. (21)—is shown in Fig. 6. The results are very similar to their RRG analog, Fig. 3. The left panel of Fig. 6 displays the correlation function $\beta_{\text{nn}}(W)$ in a broad range of disorder strengths for several values of the system size $L$. Like in the case of RRG, $W < W_c$, the curves gradually approach, with increasing $L$, a limiting curve, thus demonstrating ergodicity of the delocalized phase. For system sizes available for exact diagonalization the ergodic (large-$L$) behavior is reached for $W \lesssim 2$. In full analogy with the RRG model, the $\beta_{\text{nn}}(W)$ curves exhibit a maximum near $W \approx 3$ that serves as a finite-size estimate for the critical point and slowly drifts towards the actual ($L \to \infty$) value of $W_c$.

The right panel shows the flowing exponent $\mu_{\text{nn}}$, defined by Eq. (27). In general, the curves are rather similar to those for RRG in the right panel of Fig. 3. However, it is worth noticing a difference in the maximum value of $\mu_{\text{nn}}$ for the largest system size. While for the RRG model this maximum value is equal to unity with a good accuracy, in the spin-chain case the maximum value is approximately 0.75. One reason for this is finite-size effects which are considerably stronger for the spin chain than for RRG. In fact, there is also a deeper reason for this difference, which should remain also in the limit $N \to \infty$. Indeed, let us consider a system at criticality ($W = W_c$) in the large-$N$ limit. Recall that the inverse participation ratio $P_2$ at the critical point shows “fractal” scaling (31). The overlap of two adjacent states at criticality is expected...
to follow the same power-law scaling, $N^\beta_{\text{nn}} \sim N^{-\mu(W_c)}$ [cf. Eq. (36)], which implies (at $N \to \infty$)

$$\mu_{\text{nn}}(W_c) = 1 - \tau(W_c),$$

yielding $\mu_{\text{nn}}(W_c) \approx 0.8$. The same result is obtained from Eq. (37) if one extends it from the MBL phase to the critical point and sets $\mu(W_c) = 1$ (as on RRG). More generally, Eq. (37) suggests a relation between the exponents in the MBL phase,

$$\mu_{\text{nn}}(W) = \mu(W) - \tau(W).$$

At large $W$ the exponent $\tau(W)$ is small ($\sim 1/W$), so that $\tau(W) \ll \mu(W)$ and thus

$$\mu_{\text{nn}}(W) \approx \mu(W).$$

This remains valid with reasonable accuracy up to the critical point since $\tau(W_c)$ is quite small. It is also worth noting that logarithmic corrections to scaling, like the logarithmic factor in Eq. (37), and further strong finite-size effects substantially influence numerical values of exponents characterizing the MBL phase as obtained by means of exact diagonalization.

The expected extrapolation of $\mu_{\text{nn}}(W)$ to the thermodynamic limit $L \to \infty$ is shown by a dashed line in the right panel of the Fig. 6. Similarly to the $\beta_{\text{nn}}$ peak, the position of the peak in $\mu_{\text{nn}}$ provides a finite-size estimate for the position of the transition and drifts, with increasing $L$, towards $W_c$, see Table II. The drift is approximately linear with number of spins $L$; these system sizes are clearly too small to allow for a reliable estimate of the thermodynamic-limit critical disorder $W_c$. As in the RRG model, a considerable part of the delocalized phase gives rise to a broad critical regime, $2.5 \lesssim W \lesssim 5$, for system sizes available for exact diagonalization.

### IV. SUMMARY

In this paper, we have studied dynamical eigenstate correlations across the MBL transition. This was done for two models: (i) the RRG model that serves as a toy-model of the MBL transition and (ii) a spin chain representing a genuine many-body problem. The results for both models were found to be very similar. The main observables that we have considered are the frequency-dependent eigenstate correlation function $\beta(\omega)$ and the adjacent-state correlation function $\beta_{\text{nn}}$. For both of them, we explored dependences on disorder $W$ and on the system size. We have introduced the exponent $\mu(W)$ controlling the scaling of $\beta(\omega)$ with frequency $\omega$ and the running exponent $\mu_{\text{nn}}(W,N)$ characterizing the scaling of $N^2\beta_{\text{nn}}$ with $N$. Our key findings are briefly summarized below.

(i) For $W < W_c$ our results confirm the ergodicity of the delocalized phase. In particular, the correlation function $N\beta_{\text{nn}}$ shows at large $N$ the ergodic $1/N$ scaling, in analogy with the inverse participation ratio $P_2$. Equivalently, the exponent $\mu_{\text{nn}}(W,N)$ tends to zero at $N \to \infty$.

(ii) Dynamical eigenstate correlations in the localized phase $W > W_c$ are characterized, in the large-$N$ limit, by fractal scaling, $N^2\beta(\omega) \sim \omega^{-\mu(W)}$ and $N^2\beta_{\text{nn}} \sim N^\mu_{\text{nn}}(W)$, with disorder-dependent exponents $\mu(W)$ and $\mu_{\text{nn}}(W)$. The source of the power-law enhancement of correlations with lowering $\omega$ is Mott-like resonances between distant localized states. For finite $N$ (as in the exact-diagonalization numerics), the exponents are subjected to finite-size corrections. Our analytical arguments (for $N \to \infty$) suggest that for RRG model $\mu(W) = \mu_{\text{nn}}(W)$, while for the spin-chain problem there is a small difference between these exponents due to fractal scaling of the inverse participation ratio in the MBL phase. Since the critical point has a localized character, the value $\mu(W_c)$ is equal to the limit of $\mu(W)$ at $W \to W_c + 0$, and similarly for $\mu_{\text{nn}}(W_c)$. On RRG we find (again on the basis of analytical arguments that assume the large-$N$ limit) $\mu_{\text{nn}}(W) = \mu_{\text{nn}}(W_c) = 1$, while for the spin chain $\mu(W_c) = 1$ and $\mu_{\text{nn}}(W_c) = 1 - \tau(W_c) \approx 0.8$, where $\tau(W)$ is the exponent characterizing the fractality of the inverse participation ratio in the localized phase. With increasing disorder, the exponents $\mu(W)$ and $\mu_{\text{nn}}(W)$ decay rather slowly, $\mu(W) \approx \mu_{\text{nn}}(W) \sim 1/\ln(W/W_c)$.

(iii) The correlation function $\beta_{\text{nn}}$ and the corresponding exponent $\mu_{\text{nn}}$ exhibit, as functions of disorder $W$, a maximum that serves as an indication of the MBL transition. With increasing $N$, the positions of this maximum drift towards $W_c$. This drifts, however, rather slow, so that the position of the maximum remains quite far from the actual $W_c$ for all system sizes amenable to exact diagonalization. This is a manifestation of strong finite-size effects in the MBL problems [16, 76, 79, 80], which make extremely difficult a reliable determination of the critical point of the MBL transition and of the associated critical behavior on the basis of exact diagonalization. A closely related observation is a rather broad critical regime on the delocalized side of $W_c$, where the system sizes that can be treated by exact diagonalization are too small in order to reach (even approximately) the ergodic behavior.
LET US NOW DISCUSS A POSSIBLE WAY TO EXPERIMENTALLY MEASURE THE FREQUENCY-DEPENDENT EIGENSTATE CORRELATIONS. IN THIS CONNECTION, CONSIDER THE RETURN PROBABILITY \( p(t) \) TO A MANY-BODY STATE \( \psi(0) \):

\[
p(t) = |\langle \psi(t) | \psi(0) \rangle|^2 ,
\]

where \( \psi(t) = e^{-iHt} \psi(0) \) follows the dynamics determined by the Hamiltonian \( H \). Let us choose one of the basis states as the initial state, \( |\psi(0)\rangle = |j\rangle \). Expanding \( \psi(0) \) and \( \psi(t) \) in terms of the eigenstates \( \psi_k \), we get

\[
p(t) = \sum_{kl} e^{-i(E_k - E_l)t} \langle \psi_k | j \rangle^2 |\psi_l(j)\rangle^2 .
\]

In the limit \( t \to \infty \), the return probability is determined by the diagonal \( (k = l) \) terms in Eq. (42), which yields

\[
p(t \to \infty) \equiv p_\infty = \sum_k |\langle \psi_k | j \rangle|^4 = P_2^{(j)} .
\]

Here \( P_2^{(j)} \) is the inverse participation ratio [23], with a slight difference that the summation goes over \( k \) rather than over \( j \) (i.e. it characterizes the expansion of a basis state over exact eigenstates). This difference is not essential (and disappears completely upon averaging). Focussing on the MBL phase and the critical point, we have thus

\[
p_\infty \sim N^{-\tau_{(W)}} .
\]

The dynamical part of the return probability \( p(t) \) is given by non-diagonal terms in Eq. (42):

\[
p(t) - p_\infty = \sum_{k \neq l} e^{-i(E_k - E_l)t} |\langle \psi_k | j \rangle|^2 |\psi_l(j)\rangle^2
\]

\[
= \int dE \nu^2(E) \int d\omega e^{-i\omega t} N^2 \beta(\omega) .
\]

where \( \beta(\omega) \) is the eigenstate correlation function [2]. (Note that \( \beta(\omega) \) implicitly depends on \( E \).) The many-body density of states \( \nu(E) \) is sharply peaked near the middle of the band, so that the integral in Eq. (45) is governed by the vicinity of the corresponding value of \( E \). Using Eq. (8) or Eq. (37), we get a power-law temporal decay of the many-body return probability in the localized phase and at the critical point:

\[
p(t) - p_\infty \sim t^{-1+\mu(W)} .
\]

Here we have discarded the \( N \)-dependent factor in Eq. (37) that is not that important in practice in view of smallness of the exponent \( \tau(W) \) and of large compensation between the logarithmic and power-law factor for realistic \( N \), see comment after Eq. (37).

As has been already pointed out in the Introduction, Sec. I the return probability \( p(t) \) can be efficiently measured in engineered many-body systems (quantum simulators or quantum processors), such as arrays of trapped ions, atoms, and superconducting qubits [45, 66–68]. The state-of-the-art devices contain \( \approx 50 \) elements ("qubits") analogous to spins in the Hamiltonian [28]; it is expected that this number will grow up to \( \approx 100 \) in near future. Clearly, the full quantum-state tomography is impossible in such devices, in view of the huge size of the many-body Hilbert space, \( N \sim 2^{50} - 2^{100} \approx 10^{15} - 10^{30} \). At the same time, the measurement of the many-body return probability \( p(t) \) [i.e., of the Fourier transform of the dynamical eigenstate correlation function \( \beta(\omega) \)] is absolutely feasible. This is done by measuring the evolved state \( \psi(t) \) in the non-interacting basis \( j \) (i.e. measuring all \( S_j^z \)). If the measurement is performed, e.g., \( \sim 10^4 \) times (as in Refs. [66, 67]), one can determine \( p(t) \) as long as it is \( \gtrsim 10^{-4} \). For a rather slow, power-law decay [46], this allows one to determine \( p(t) \) up to very long times \( t > 10^4 \).
(in microscopic units set by characteristic magnitude of parameters in the Hamiltonian). In a related experiment on quantum processors \cite{65}, the number of measurements was \( \sim 10^6 \), implying a possibility to proceed up to \( p(t) \) as small as \( \sim 10^{-6} \). Experimental investigation of the eigenstate correlations across the MBL transition is thus a very promising avenue for future research.

Finally, it is worth mentioning connections between our results for the eigenstate correlation function \( \beta(\omega) \) and the behavior of other dynamical observables. In particular, Ref. \cite{54} studied frequency dependence of matrix elements of local (in real space) operator \( S^z_i \), where \( i \) is a given site of the lattice. In our notations, this means the following correlation function

\[
\langle \langle (S^z_i)^2 \rangle \rangle \equiv \langle \langle \psi_k | S^z_l | \psi_i \rangle \rangle^2 ,
\]

considered as a function of the frequency \( \omega = E_k - E_l \). Here \( \psi_k \) and \( \psi_l \) are exact many-body eigenstates, and \( E_k \) and \( E_l \) the corresponding energies, as in Eq. (2). The \( \omega \rightarrow t \) Fourier transform of Eq. (47) can be viewed as a return probability in real space, which is in general very different from the return probability in the many-body space \( p(t) \) given by the Fourier transform of the correlation function \( \beta(\omega) \) studied in the present work. At the same time, there is a remarkable similarity in the behavior of both correlation functions in the localized phase (and at criticality): they both show a power-law dependence on frequency, with a continuously changing exponent. A related power-law scaling of the ac conductivity, \( \sigma(\omega) \sim \omega^\alpha \), with \( 1 < \alpha < 2 \) in the MBL phase, was found in Ref. \cite{75}. A better understanding of connections between the exponents governing the scaling of the observables characterizing dynamics in the real space [like the correlation functions of the type (47) or the conductivity] and in the many-body Hilbert space [the correlation function \( \beta(\omega) \) studied in this work and its Fourier transform \( p(t) \)] remains an interesting goal for future research.
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Supplemental Material to the article “Eigenstate correlations around many-body localization transition” by K.S. Tikhonov and A.D. Mirlin

In this Supplemental Material, we provide some additional information to the analysis performed in the main part of the paper.

**POPULATION DYNAMICS FOR CORRELATION OF EIGENSTATES IN THE LOCALIZED PHASE**

As an alternative (to exact diagonalization) way to calculate $\beta(\omega)$ in the RRG model, one can use the field-theoretical approach. The correlation function $\beta(\omega)$ is given by Eqs. (9), (10), (11). To determine $K(\omega)$, one has to solve numerically the saddle-point equation to the effective action characterizing the problem. This equation is equivalent to the self-consistency equation for the joint distribution function of Green functions at two energies, $u = G_R(i,i,E + \omega/2)$ and $v = G_A(i,i,E - \omega/2)$, on the infinite Bethe lattice. Here

$$G_{R,A}(j,j,E) = \langle j| (E - \mathcal{H} \pm i\eta)^{-1} |j\rangle.$$
The equations for the joint distribution function reads

\[
f^{(m)}(u, v) = \int d\epsilon \gamma(\epsilon) \int \left( \prod_{r=1}^{m} du_r dv_r \right) f^{(m)}(u_r, v_r) \times \delta\left[ u - \frac{E}{2} + \frac{\omega}{2} + i\eta - \epsilon - \sum_{r=1}^{m} u_r \right] \delta\left[ v - \frac{E}{2} - i\eta - \epsilon - \sum_{r=1}^{m} v_r \right]; \tag{48}
\]

\[
f^{(m+1)}(u, v) = \int d\epsilon \gamma(\epsilon) \int \left( \prod_{r=1}^{m+1} du_r dv_r \right) f^{(m)}(u_r, v_r) \times \delta\left[ u - \frac{E}{2} + \frac{\omega}{2} + i\eta - \epsilon - \sum_{r=1}^{m+1} u_r \right] \delta\left[ v - \frac{E}{2} - i\eta - \epsilon - \sum_{r=1}^{m+1} v_r \right]. \tag{49}
\]

Equation (48) is a self-consistency equation for the function \(f^{(m)}(u, v)\), while Eq. (49) expresses the required distribution function \(f^{(m+1)}(u, v)\) through \(f^{(m)}(u, v)\). The correlation function \(K(\omega)\) is given by

\[
K(\omega) = -\frac{1}{\pi} \text{Im} u \text{ Im} v, \tag{50}
\]

where the averaging is performed with the function \(f^{(m+1)}(u, v)\).

Equations (48), (49) have been used to study the level number variance on RRG in Refs. \[63, 81\] and to explore eigenstate correlations in the delocalized phase of the RRG model in Ref. \[56\].

We have solved the self-consistency equations (48), (49) by using the pool size \(M = 2^{26}\) and the broadening \(\eta\) from \(\eta = 10^{-2}\) down to \(\eta = 10^{-8}\). The results for the local-DOS correlation function \(K(\omega)\) are shown in Fig. \[51\]. The values for the correlation function \(\beta(\omega)\) derived from the data in this figure are shown in Fig. \[2\] of the main text together with exact-diagonalization results.

**OVERLAP OF EIGENFUNCTIONS IN THE LOCALIZED PHASE OF RRG VIA RESONANCE COUNTING**

In this section, we describe an analytical approach to evaluation of the frequency-dependent eigenfunction correlation function \(\beta(\omega)\), see Eq. (2), in the localized phase of the Anderson model \[1\] on a RRG. These correlations are expected to be controlled by Mott-type resonances between distant localized states. In the main text of the paper, a simplified derivation of Eq. (8) is presented that discards strong fluctuations of eigenstates on tree-like graphs. Here we present a more accurate analysis that takes into account these fluctuations.

To calculate the probability of resonances [and, in this way, to evaluate the correlation function \(\beta(\omega)\)], we make use of a resonance counting approach in the spirit of Ref. \[55\], which is expected to be valid in the strong-disorder regime \(W \gg 1\). The starting point are eigenstates at \(W \to \infty\) that are localized at individual sites of the graph. Let us pick up a certain site \(0\) with local energy equal to \(\epsilon_0\) (generation \(0\)) and consider a tree formed by the graph around this node. Sites that are separated by distance \(n\) from the site \(0\) form the generation \(n\). The number of sites in the generation \(n\) grows as \(n^n\). (We discard the loops, which is certainly justified as along as \(n\) is smaller than the linear size \(L \approx \log_{26} N\) of the graph.) For a given site \(j\) of the generation \(n + 1\), let us compute the probability that this site is in resonance with the site \(0\) with resonance splitting \(\sim \omega\). The resonance conditions for the local energies and the effective matrix element \(M_{0j}\) reads \(|\epsilon_0 - \epsilon_j| \lesssim M_{0j}\). We focus on resonances with \(|\epsilon_0 - \epsilon_j| \sim M_{0j}\), since they are obviously much more likely than those with \(|\epsilon_0 - \epsilon_j| \ll M_{0j}\) and thus will determine the disorder-averaged correlation function. Therefore, the conditions for the resonance with splitting of order \(\omega\) are as follows:

\[
|\epsilon_j - \epsilon_0| \in [\omega, 2\omega] \tag{51}
\]

and

\[
|M_{0j}| \in [\omega, 2\omega]. \tag{52}
\]

The matrix element \(M_{0j}\) appears in the \(n + 1\)-th order of perturbation theory over the hopping matrix element \(V\) (in the main text of the paper we set \(V = 1\) but here we restore it for clarity):

\[
M_{0j} = V \prod_{i=1}^{n} \frac{V}{\epsilon_0 - \epsilon_i} \equiv V A_n, \tag{53}
\]
where \( \epsilon_1, \ldots, \epsilon_n \) are local energies encountered on the (unique) path from \(|0\rangle\) to \(|j\rangle\). The resonance probability equals

\[
P_n(\omega) = P_n^{(1)}(\omega)P_n^{(2)}(\omega),
\]

where probabilities \( P_n^{(1)}(\omega) \) and \( P_n^{(2)}(\omega) \) correspond to conditions (51) and (52), respectively. For the first of them, we clearly have

\[
P_n^{(1)}(\omega) \sim \frac{\omega}{W}.
\]

To find \( P_n^{(2)}(\omega) \), we use Eq. (9) of Ref. [55] for the distribution of \(|A_n|\):

\[
P(|A_n|) \sim \frac{\ln |A_n|(W/V)^n}{(n-1)!|A_n|^2},
\]

valid for \(|A_n| > (V/W)^n\). This inequality limits applicability of our analysis to \( \omega > V(V/\omega)^n \equiv \omega_{\text{min}} \). This limitation is however not essential, since for \( W > W_c \), one has \( \omega_{\text{min}} \ll \Delta_n \), where \( \Delta_n \) is the level spacing of a RRG with a linear size \( n \). As a result, we find

\[
P_n^{(2)}(\omega) = \int_{\omega/V}^{2\omega/V} d|A_n|P(|A_n|) \sim \frac{\omega}{V}P\left(|A_n| \sim \frac{\omega}{V}\right) \sim \frac{V}{\omega} \left(\frac{V}{W}\right)^n \frac{\ln^{n-1}[(\omega/V)(W/V)^n]}{(n-1)!}.
\]

Hence, the resonance probability equals

\[
P_n(\omega) \sim \left(\frac{V}{W}\right)^{n+1} \ln^{n-1}[(\omega/V)(W/V)^n] / (n-1)!
\]

The average number of resonances that the initial state \(|0\rangle\) encounters in the frequency interval \([\omega, 2\omega]\) at distance \( n+1 \) is thus

\[
N_n(\omega) \sim m^n P_n(\omega) \sim \left[\frac{m \ln V}{W} \left(\frac{W}{V} + \frac{1}{n} \frac{\ln \omega}{\ln V}\right)\right]^n,
\]

where we have discarded a prefactor which does not scale with \( n \). The total number of such resonances at all distances reads

\[
N_{\text{tot}}^{\text{res}}(\omega) = \sum_n N_n(\omega) = \sum_n \exp \left[-\frac{n}{\zeta} + n \ln(1 - y/n)\right]
\]

where \( \zeta \) is the localization length given by

\[
\frac{1}{\zeta} = -\ln \left(\frac{emV}{W} \ln \frac{W}{V}\right)
\]

and

\[
y = \frac{\ln(V/\omega)}{\ln(W/V)}.
\]

In the relevant range of frequencies \( \omega_{\text{min}} < \omega < V \) we have \( 0 < y < n \). The sum in Eq. (59) is dominated by the vicinity of the stationary point \( n_s = y/x_s(\zeta) \) where \( x_s(\zeta) \) is determined by equation

\[
f(x_s) = \zeta^{-1}, \quad \text{with} \quad f(x) = \frac{x}{1 - x} + \ln(1 - x).
\]

Discarding the prefactor, we find the leading behavior

\[
N_{\text{tot}}^{\text{res}}(\omega) \sim (\omega/V)^z
\]

with

\[
z = \frac{1}{[1 - x_s(\zeta)] \ln(cW/V)}.
\]
In Eq. (64), we have restored a numerical constant \(c\) (of order unity) under the argument of the logarithm. This constant was discarded in the approximation used above, so that its evaluation requires a more accurate analysis.

The total number of states in the interval \([\omega, 2\omega]\) on the RRG of volume \(N \sim L^m\) equals

\[
N_{\text{tot}}(\omega) \sim \frac{\omega}{\Delta} \sim \frac{\omega N}{W}. \tag{65}
\]

Combining Eqs. (63) and (65), we find that the probability that the fraction of the basis states \(|j\rangle\) on RRG in the range \([\omega, 2\omega]\) that are in resonance with the state \(|0\rangle\) equals

\[
p_{\text{res}}(\omega) = \frac{N_{\text{res}}(\omega)}{N_{\text{tot}}(\omega)} \sim \left(\frac{\omega}{V}\right)^{-1+z} \frac{1}{N}. \tag{66}
\]

If such a resonance takes place, the states \(|0\rangle\) and \(|j\rangle\) get strongly hybridized, and for two resulting states \(|\psi_1\rangle\) and \(|\psi_2\rangle\) we get the overlap

\[
\sum_{j'} |\psi_1(j')|^2 |\psi_2(j')|^2 \sim 1, \tag{67}
\]

where the sum goes over the RRG sites \(j'\). We expect that the correlation function \(\beta(\omega)\) is determined by such resonances, which implies

\[
N \beta(\omega) \sim p_{\text{res}}(\omega) \sim \left(\frac{\omega}{V}\right)^{-1+z} \frac{1}{N}, \tag{68}
\]

and finally

\[
N^2 \beta(\omega) \sim (\omega/V)^{-\mu} \tag{69}
\]

with

\[
\mu = 1 - z. \tag{70}
\]

Thus, we have derived Eq. (8) of the main text, which is the main goal of this section of the Supplemental Material.

This computation can be trusted only as long as \(n_* < L\) where \(L\) stays for the linear size of the graph. One may check that this inequality implies that our approximation fails for \(W \to W_c\) (when the localization length \(\zeta\) is large).

In the opposite limit, \(W \gg W_c\), when \(\zeta \ll 1\), the approximation is controllable. To determine the asymptotic behavior of the exponent \(z\), Eq. (64), we inspect Eq. (62) for small \(\zeta\) and find

\[
\frac{1}{1-x_*} = \zeta^{-1} + \ln(\zeta^{-1}) + 1 + O\left(\frac{1}{\ln(\zeta^{-1})}\right). \tag{71}
\]

Substituting this in Eq. (64), we obtain

\[
z \approx \frac{\ln(W/V) - \ln m}{\ln(cW/V)} \approx 1 - \frac{\ln(cm)}{\ln W/V}. \tag{72}
\]

Therefore, according to Eq. (70), we have in the limit of strong disorder

\[
\mu \sim \frac{1}{\ln(W/V)}, \tag{73}
\]

with proportionality constant of order unity (its exact value is beyond our accuracy). Note that this is the same logarithmic behavior that was found in the simplified approximation used in the main text, see Eq. (20).

As we have pointed out above, this analysis is insufficient to determine the behavior of the exponent \(\mu(W)\) in the limit \(W \to W_c + 0\). We know, however, from the matching with the behavior at not too low frequencies on the delocalized side of the transition, see second line of Eq. (4), that \(\mu(W_c + 0) = 1\). This behavior has also emerged from the simplified approximation used in the main text, see Eq. (19).