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Abstract The study explores the number of factors that affect the use of Google Classroom in Albanian universities, by using the methodological developments of partial least squares structural equation modelling technique (PLS– SEM). This technique has been used because it allows flexibility in modelling the relationship between constructs (or factors) and in exploring theoretical concepts. An alternative model is introduced by extending the Unified Theory of Acceptance and Use of Technology (UTAUT2) and by integrating new relation between constructs. Our data are from a study of 528 students from 4 Albanian universities during the year 2020. Using Importance-Performance Matrix Analysis (IPMA) our analysis suggest that Habit is the construct that has the greatest importance in determining the Behavioral Intention towards Google Classroom, whereas Behavioral Intention has the greatest importance related to Use Behavior of Google Classroom. The results of the study show that Habit, and Hedonic Motivation have a greater impact on the Behavioral Intention to use Google Classroom. Additionally, we find that all constructs of the alternative model have an important influence to Behavioral Intention to Google Classroom and explain 65.3 per cent of its variance. This study will help the Higher Educations Institutions in assessing the factors that influence the use of Google Classroom, in such a way that this platform should be used as a support tool in the future.
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1. Introduction

Due to the situation created by Covid-19, the traditional way of teaching and learning, (i.e. face to face) in Albanian universities, moved towards e-learning tools, achieved through the implementation of the Learning Management Systems (LMSs). LMS are web-based systems that allow users such as instructors and /or students to share materials, submit, return assignments, and interact online with each other [1]. Recently the number of LMS is rapidly growing, among them is mentioned Google Classroom being the most popular tool to be integrated into higher education [2]. The Google Classroom platform was introduced in 2014 as part of the G suite for Education. In terms of interaction for teaching and learning, Google Classroom is convenient and simple because it allows interactions between other web-based applications such as Gmail, Google Drive, Google Docs,
Google Calendar and Google Hangout. Additionally, students prefer Google Classroom compared to other LMS platforms because it is a free mobile application, easy to learn, and they can sign in from any computer or mobile device to access class assignments, course materials, and feedback, mobile application notifications. It is important for each university that before implementing e-learning tools to know the user acceptance of a new technology, i.e. what students need and accept [3]. There are various models that analyze the acceptance of these technologies namely, Theory of Reasoned Action (TRA) proposed by Fishbein M, Ajzen I [4], Technology Acceptance Model (TAM) by Davis FD [5], Unified Theory of Acceptance and Use (UTAUT) created by Venkatesh V. [6]. The later model was developed further into the Unified Theory of Acceptance and Use of Technology (UTAUT2) [7].

1.1. The UTAUT2 Model

The model UTAUT2 explains the technology acceptance and use [7]. UTAUT2 considers various constructs (factors): Performance Expectancy (PE), Effort Expectancy (EE), Social Influence (SI), Facilitating Conditions (FC), Hedonic Motivation (HM), Habit (HT) and Price Value, whereas UTAUT includes only the first 4 constructs. The UTAUT2 model shows that the factors PE, EE, SI, FC, HM are predictors of BI, and the factors FC, BI, HT are predictors of UB (See figure 1).

Figure 1. The Unified Theory of Acceptance and Use of Technology 2 (UTAUT2) [7]

PE is defined as the student's belief that using Google Classroom is useful in learning productivity. EE is defined as the level of ease of use for Google Classroom. SI is defined as the degree of student’s influence by close friends, regarding the issue that the use of Google Classroom is important in the learning process. FC indicates the confidence degree in technical support when using Google Classroom. HM defines the satisfaction of using Google Classroom in relation to traditional learning [8].

HT is related with the automatic behavior of students using the Google Classroom platform. BI indicates student’s intention in using Google Classroom in the future. In the study of Jakkaw , Hemrungrote [3], the UTAUT2 model is used to explain the factors that influence the acceptance of the Google Classroom platform. Through Pearson’s correlation the findings show that the factors PE, EE, SI, FC, HM and have a positive relationship on the Behavioral Intention to use Google Classroom. Kumar JA [2] used PLS-SEM in the model modified by UTAUT2 to analyze how the constructs of the latter affect each other; the results point towards the fact that factors such as HT, HM and PE are significant predictors of Behavioral Intention to Google Classroom usage. Importance-Performance Map Analysis (IPMA) showed that Habit is an important factor in determining actual usage (UB) compared to the Behavioral Intention. On the other hand, Amanin FI [9], shows that FC is the strongest significant predictor on the BI towards the acceptance and use of Google Apps for Education, also it has a positive relationship of the constructs PE, HM, SI on the BI. Other path coefficients which are respectively for technology acceptance (TA), EE, HT with BI have low values, hence they show insignificant relations.

Venkatesh et al [7] propose the following hypotheses for model UTAUT2:

H1: Performance Expectancy (PE) has a positive effect on Behavioral Intention (BI) when using Google Classroom.

H2: Effort Expectancy (EE) has a positive effect on Behavioral Intention (BI) when using Google Classroom.

H3: Social Influence (SI) has a positive effect on Behavioral Intention (BI) when using Google Classroom.

H4: Facilitating Conditions (FC) has a positive effect on Behavioral Intention (BI) when using Google Classroom.

H5: Hedonic Motivation (HM) has a positive effect with Behavioral Intention (BI) when using Google Classroom.

H6: Habit (HT) has a positive effect on Behavioral Intention (BI) when using Google Classroom.

H7: Habit (HT) has a positive effect relationship with actual Use Behavior (UB) of Google Classroom.

H8: Behavioral Intention (BI) has a positive effect with actual Use Behavior (UB) of Google Classroom.

1.2. Relationship Proposed for Constructs

There is lots of empirical evidence affirming that EE, is significantly linked to intention in using a new technology directly and indirectly via its impact on PE [10]. Venkatesh, Bala [11] indicated that EE is a direct determinant of perceiving usefulness (PU). Bervell et al [12] in the study of Technology Acceptance Research in higher education discussed the significant contribution of effort expectancy (EE) in influencing performance.
expectancy (PE). Since the effort expectancy from the survey represents ease of use, in the context of our study it is affirmed that ease of use of Google Classroom impacts in user performance. Mark et al [13] report in their study of Habits of LMS usage that peer effects (similar to SI) have a strong positive relationship with habit. Relationships of Habit with PE, EE are proposed by Limayem et al [14].

Regarding students' perceptions of using Google Classroom, Kumar et al [2] in the modified model UTAUT2, confirmed that EE has a positive significant relationship with Habit towards Google Classroom usage intention and with Effort Expectancy (EE) towards Google Classroom usage intention. The UTAUT2 model was implemented because it is considered a powerful model to explore the factors that affect behavioral intentions in using Google Applications for Education [9], [15]. Based on the above research studies, we propose the following hypotheses to explore the relationship between following constructs:

H9: Effort Expectancy (EE) has a positive effect with Performance Expectancy (PE)
H10: Social Influence (SI) has a positive effect with Habit (HT)
H11: Habit (HT) has a positive effect with Performance Expectancy (PE)
H12: Habit (HT) has a positive effect with Effort Expectancy (EE)

In the proposed alternative model has been assumed that there are 7 constructs respectively: Effort expectancy (EE), Performance Expectancy (PE), Habit (HT), Social Influence (SI), Hedonic motivation (HM), Behavioral Intention (BI), Use Behavior (UB). The constructs and the respective indicators of each construct are presented in the appendix A1. The connections between the constructs are given in the figure 2.

![Figure 2. The alternative model](image)

The aim of this paper is the expansion of the conceptual model UTAUT2, as described above (Figure 2), and the relationship between habit, effort expectancy, performance expectancy, social influence. More specifically, has been explored the connection of construct habit with effort expectancy, performance expectancy, in order to understand the habit’s behavior. This will be particularly useful to higher education policy makers. It is important to understand the factors that have the most impact in using the Google Classroom for the current and future situation in Albanian universities. In order to evaluate the alternative model, has been used the recently developed techniques in PLS-SEM including Plspredict and IPMA.

2. Materials and Methods

The data of this study were collected from 4 universities in Albania. In these universities, due to the COVID-19 pandemic, the Google Classroom platform has been adopted to substitute the face-to-face teaching. The survey included 528 students of bachelor degree, from 18 years old till 21 years old. They completed the online survey voluntarily and the data were collected using the Google form. The survey was completed at the end of the semester end of May-beginning of June. Questions of the survey are taken from AL Maroof et al [16], Jakkaew and Hemrungrrote (3) and for the UB construct are adopted by Kumar JA (2), Janossy [17] and are incorporated in the model UTAUT2,that are described in detail in appendix A1. All variables are measured based on a 1–5 likert scale, from “Strongly Disagree” to “Strongly Agree”. The software SmartPLS version 3.2.9 is used to analyze the connections between the constructs.

2.1. PLS-SEM

Structural equation modelling is one of the most salient studies methods across a variety of fields [18]. Many SEM techniques have been developed, but the most used in various fields is partial least squares structural equation modeling PLS-SEM [18], because it evaluates complex models with many constructs, indicator variables, without imposing conditions regarding the distribution of data [19].

PLS –SEM can be used both for explanatory and predictive research [20]. PLS–SEM with latent constructs is explained by two groups of equations that are (i) measurement model and (ii) the structural model. The measurement model is determined by the connections of construct (latent variable) and its indicator variables, while structural model is determined by the connections between the constructs. When constructs have functions as independent variable they are known as exogenous latent variable and when they have functions as dependent variable they are known as endogenous latent variables [18],[21],[22].

2.2. Measurement Model

Firstly when evaluated the measurement models, it is
necessary to determine whether the constructs' indicators are reflectively or formatively [23]. Reflective constructs indicate that relationships (path) go from the construct to the indicator, so changes in the construct are expected to be reflected in changes in all of its indicators.

Specifically, our study is based on behavioral intentions to use Google Classroom (BI) and based on previous studies, this concept has been operationalized by a reflective measurement model [24]. Are needed to investigate both the reliability and validity reflective measurement model [21]. The measures reliability includes indicator evaluation reliability, internal consistency reliability whereas the validity includes the evaluation of convergent and discriminant validity. It’s necessary that loadings, which are correlations of the indicators with their respective latent variables should have values greater than 0.7 to provide satisfactory indicator reliability [19]. To test internal consistency reliability is considered Cronbach’s alpha ($\alpha$) and composite reliability (CR). The formula Cronbach’s alpha is calculated on the basis of the indicator variance-covariance matrix [21] whereas composite reliability (CR) is calculated based on the indicator loading estimates [25]. Despite of which of the two indicators will be used, their values must be greater than 0.7 [26]. Average Variance (AVE) extract the amount of variances captured by the indicators in relation to the sum of the variance due to the measurement error. The lower bound of the value of AVE must be at least 0.5 indicating that the construct explains at least 50 per cent of the variance of its indicators [27]. Discriminant validity shows that two different constructs representing different concepts are empirically distinct. There are two guiding criteria for discriminant validity: Fornell-Larcker criterion [28] and Heterotrait-Monotrait Ratio (HTMT) [29]. Fornell-Larcker criterion affirms that: construct’s AVE should be greater than its squared correlation with any other construct. To obtain empirical evidence for discriminant validity, Information System (IS) scholars should examine the heterotrait-monotrait (HTMT) ratio of correlations that is defined as the mean value of the indicator correlation across constructs relative to the (geometric) mean of the average correlations for the indicators measuring the same construct. To obtain empirical evidence for discriminant validity is needed the heterotrait-monotrait (HTMT) ratio of correlations to be lower than 0.85 [29].

2.3. Structural Equation Model

Before exploring the structural equation model is needed the evaluation of the collinearity. To estimate collinearity is used the variance inflation factor (VIF) and the values for all predictor constructs must be less than 3 [30]. The VIF estimation is performed because values greater than 3 lead to incorrect estimates of path coefficients of structural equations [31]. The elements that are included in the evaluation of the structural model are: path coefficients and their significance based on p or t-values, the coefficient of determination $R^2$, the effect sizes ($f^2$), model’s predictive relevance ($Q^2$) PlsPredict Shmueli G [32] and model comparisons Hair JF [19]. In order to evaluate the testing of structural equation modeling hypotheses which includes the significant relationships and the relevance of significant relationships, is used the bootstrapping technique with 5000 resamples. The evaluation of path coefficients of the structural equations model, which represent the connections between the constructs, is founded by a group of regression equations. Therefore it turns that path coefficients are standardized regression coefficients. Path coefficients must be greater than equal to 0.2 to be significant [18]. The coefficient of determination $R^2$ is defined as in-sample predictive power [33] and shows the explained variance for each endogenous construct of exogenous construct. According to Hair JF et al [34] values of $R^2$ 0.75, 0.5, 0.25 are considered as substantial, moderate, and weak respectively. Effect size ($f^2$) is a measure that shows us how the removal of an exogenous construct affects the $R^2$ value. Values 0.02, 0.15, 0.35 represent a small, medium and large effect size of the independent constructs [35].

Model’s predictive relevance on endogenous construct is evaluated by $Q^2$, where $Q^2$ is calculated based on a sample re-use technique (blindfolding procedure) which omits a part of data matrix estimates the model parameters and predicts the omitted part using the estimates.

The smaller the difference between predicted and original values the greater the $Q^2$ and thus the model’s predictive accuracy. In order to have acceptable predictive relevance the model must have values of $Q^2$ greater than 0 [27].

2.4. PlsPredict

Shmueli et al [36] developed Plspredict, which proposes a way to evaluate a model’s holdout-of-sample predictive power (model’s out-of-sample predictive power).

The database is split into two parts; (i) the first part is the training sample which is used to evaluate the parameters of the model (for example for path coefficients, loading), and (ii) the second part is the holdout samples. The estimation of model’s predictive power consists of the calculation of prediction errors that includes statistics, the mean absolute error (MAE), the mean absolute percentage error (MAPE), and the root mean squared error (RMSE). Since these statistics depend on the scaling of the dependent construct’s indicators their interpretation is difficult [32]. To solve this issue are introduced two benchmarks which are respectively: $Q^2_{predict}$ and the linear regression model (LM). $Q^2_{predict}$ uses the mean value of the variables in a training sample as predictions of the variables in the holdout sample. Is needed to whether the value of $Q^2_{predict}$ for all indicators of measurement model is greater than 0, so that the model will provide us with
appropriate predictive power. The linear regression model (LM) technique predicts the values of indicator variables. To give some insights regarding predictive power are compared the RMSE values of PLS-SEM analysis with LM analysis for each indicator. The comparison will be based on the RMSE indicator as it is considered a "gold standard" for judging predictive power [37]. If the values of RMSE measure by using PLS-SEM, are smaller than the results of RMSE by LM for all indicators, then we have high predictive power from the model. If the values of RMSE measure by PLS-SEM are smaller than the RMSE results by LM for the majority of the indicators then we have medium predictive power from the model. If the values of RMSE measure by PLS-SEM are smaller than the RMSE results by LM for minority of indicators then we have as a result low predictive power of the model. If the values of RMSE measure by using PLS-SEM, are smaller than the results of RMSE by LM for all indicators, then we have high predictive power from the model. If the values of RMSE measure obtained with PLS-SEM are smaller than the RMSE results by LM for the majority of the indicators then we have medium predictive power from the model. If the values of RMSE measure obtained with PLS-SEM are smaller than the RMSE results by LM for minority of indicators then we have as a result low predictive power of the model. If the values of RMSE measure obtained with PLS-SEM are smaller than the RMSE results by LM for all indicators, then we have high predictive power from the model.

2.5. Model Comparisons

Researchers when studying a phenomenon, often faced with alternative explanations which bring alternative models based on the theoretical context, and therefore exploring these models is an advanced step in scientific knowledge [38]. The study will develop a comparison between the proposed alternative conceptual model and the configuration of the Kumar JA model [2] in terms of best performing out-of-sample statistics RMSE [37]. Both models have the same endogenous dependent variable. The model that has the lowest RMSE value will be selected as it is often considered as default for judging predictive power [37].

2.6. IPMA

In this study is applied the Importance Performance Matrix Analysis (IPMA) as it shows an important evaluation for studies with a focus on technology acceptance [39]. IPMA analysis for structural equation modeling includes construct importance in the context of predicting the target construct (dependent construct) directly or indirectly related to it and the performance that shows the average values of each latent construct scores where the latter are determined by the indicator data [39]. Construct importance regarding the target constructs is the total effect given as a sum of direct and indirect effect in the structural model [40]. The aim is to define constructs that have high importance and low performance in the target construct because in this way is determined the factor needed to increase the performance [41].

2.7. Multigroup Analysis (MGA)

The main idea of multigroup analysis is to test if there are significant differences in terms of path coefficients between the gender groups (male and female) of the target population formed based on the categorical moderator variable (gender) [42]. There are different approaches that use this idea, but in our study are used the permutation procedures [43]. Permutation test uses bootstrap sampling techniques to produce the confidence intervals and p-values. This procedure has the advantage that it is not based on data distribution [44]. Before evaluating the differences between path coefficients of relationships across both groups, is measure the invariance of composite model procedure (MICOM) [45]. MICOM consists of 3 tests that evaluate the invariance of constructs between multiple groups and includes configural invariance, compositional invariance, estimation of the equality of the means of the two groups and evaluation of the equality of the variance of the two groups. If configural and compositional invariance are established we have measurement invariance, and thus we can continue the comparison between groups.

3. Results

In table 1 we have summarised the data used in this study. In the study 28.6% are from the Polytechnic University of Tirana, 24.6% from the University of Tirana, 10% from the Medical University of Tirana and 36.7% from the Alexander Moisiu University. From the total number of students, 36.4% are male and 63.6% female. Additionally, we see that 36.4% of users use an android phone to access Google Classroom, 35.8% use a personal computer.

| Item | Values | Frequency | Percentage |
|------|--------|-----------|------------|
| Gender | Male | 192 | 36.4% |
| | Female | 336 | 63.6% |
| University | Polytechnic University of Tirana | 151 | 28.6% |
| | University of Tirana | 130 | 24.6% |
| | University of Medicine | 53 | 10.0% |
| | University of Durres | 194 | 36.7% |
| Access Google Classroom | Android | 192 | 36.4% |
| | Smartphone | 189 | 35.8% |
| | Personal Computer | 147 | 27.8% |

3.1. Measurement Model Assessment

Using the measurement model are determined the respective constructs and indicators of each construct (indicators and constructs are described in appendix (A1)). To evaluate the measurement model are calculated the statistics of loadings, composite reliability (CR), Cronbach’s alpha α and variance extracted (AVE). The results are shown in Table 2.
### Table 2. Measurement model evaluation

| Construct and indicators | Loadings | CR  | α   | AVE |
|--------------------------|----------|-----|-----|-----|
| Performance Expectancy (PE) | 0.907 | 0.796 | 0.83 |
| PE 1 | 0.926 |       |     |     |
| PE 2 | 0.896 |       |     |     |
| Effort Expectancy (EE) | 0.877 | 0.793 | 0.704 |
| EE 1 | 0.836 |       |     |     |
| EE 2 | 0.86  |       |     |     |
| EE 3 | 0.821 |       |     |     |
| Social Influence (SI) | 0.961 | 0.919 | 0.925 |
| SI1 | 0.963 |       |     |     |
| SI2 | 0.961 |       |     |     |
| Hedonic Motivation (HM) | 0.955 | 0.905 | 0.913 |
| HM 1 | 0.955 |       |     |     |
| HM 2 | 0.957 |       |     |     |
| Habit (HT) | 0.878 | 0.794 | 0.712 |
| HT 1 | 0.933 |       |     |     |
| HT 2 | 0.936 |       |     |     |
| HT 3 | 0.624 |       |     |     |
| Behavioral Intention (BI) | 0.889 | 0.894 | 0.818 |
| BI 1 | 0.903 |       |     |     |
| BI 2 | 0.915 |       |     |     |
| BI 3 | 0.895 |       |     |     |
| Use Behavior (UB) | 0.719 | 0.719 | 0.781 |
| UB 1 | 0.884 |       |     |     |
| UB 2 | 0.884 |       |     |     |

### Table 3. Discriminant validity of measurement model (Fornell Larcker Criterion and Heterotrait-Monotrait Ratio (HTMT))

|       | BI    | EE    | HM    | HT    | PE    | SI    | UB    |
|-------|-------|-------|-------|-------|-------|-------|-------|
| BI    | 0.904 |       |       |       |       |       |       |
| EE    | 0.606(0.704) | 0.839 |       |       |       |       |       |
| HM    | 0.529(0.591) | 0.24(0.271) | 0.956 |       |       |       |       |
| HT    | 0.685(0.789) | 0.543(0.625) | 0.513(0.580) | 0.844 |       |       |       |
| PE    | 0.654(0.766) | 0.639(0.79) | 0.339(0.394) | 0.527(0.623) | 0.911 |       |       |
| SI    | 0.663(0.729) | 0.657(0.75) | 0.327(0.358) | 0.615(0.709) | 0.682(0.796) | 0.962 |       |
| UB    | 0.552(0.687) | 0.533(0.705) | 0.235(0.291) | 0.485(0.614) | 0.585(0.792) | 0.52(0.639) | 0.884 |
From Table 2 it is obvious that all loadings are greater than 0.7 with the exception of HT3 that is 0.624, which we didn’t remove from the study because all other statistics that measure the measurement model were within the acceptable limits. Hence the reliability indicator is satisfactory. The construct facilitating condition has been removed from the study because the respective values of loading, CR, α, AVE were not within the acceptable limits. The indicators PE3, PE4, EE4, SI3, HM3 were also removed from the study, because their loading values were much smaller than 0.7 and meaning that all the statistics of the measurable model were not within the acceptable limits (all indicator variables are presented in table A1 in appendix). The values of the composite reliability and α are greater than 0.7. Specifically for composite reliability they range between 0.877 and 0.961, while for α the values lie between 0.719 to 0.961. This means that constructs are reliable. Related to the variance extracted (AVE) values of the constructs they exceed the value 0.5 and range from 0.704 to 0.925. For discriminant validity is used: the Fornell-Larcker criterion and the Heterotrait-Monotrait Ratio (HTMT). The results of the Fornell Larcker Criterion are shown in Table 3. In the diagonal of table 3 are given the values of the square root of AVE and on the lower triangle are given also the correlations between the constructs. It should be noted that the values of the square root of AVE are greater than the correlations between the constructs. The results of the HTMT criterion are presented in Table 3 in brackets and show that all values are less than 0.85, so all constructs of the alternative conceptual model representing different theoretical concepts are statistically sufficiently different. According to the results the reflective measurement model constructs show significant evidence to the reliability and validity.

3.2. Structural Equation Model (SEM)

After presenting an evaluation of the measurement model statistics which resulted within the acceptable intervals, is evaluated the structural equation modelling. For the structural equation analysis have been evaluated the relationships between constructs of the alternative model. We have evaluated the collinearity using the VIF indicator between independent constructs. The VIF values are presented in table 4 where all values are less than 3. The next steps in evaluating the structural model are: path coefficients and their significance based on p or t-values, the coefficient of determination $R^2$, the effect sizes ($f^2$) (See figure 3), model’s predictive relevance ($Q^2$), PLSpredict [32]

Table 4. Inner variance inflation factor (VIF) values.

|   | BI  | EE  | HM  | HT  | PE  | SI  | UB  |
|---|-----|-----|-----|-----|-----|-----|-----|
| BI | 1.882 |     |     |     |     |     |     |
| EE | 2.093 |     |     |     |     |     |     |
| HM | 1.389 |     |     |     |     |     |     |
| HT | 2.077 | 1.385 |     | 1   |     |     | 1.882 |
| PE | 2.191 | 1.385 |     |     |     |     |     |
| SI | 2.479 |     |     |     |     |     |     |
| UB|     |     |     |     |     |     |     |

Figure 3. Path coefficients of structural model
Table 5. Estimation of structural model

| Hypothesis | Path coefficients | T-Statistics | P-Values | 2.5% | 97.5% | Effect size $f^2$ |
|------------|-------------------|-------------|---------|------|------|------------------|
| BI→UB      | 0.416             | 8.084       | 0.000   | 0.316| 0.518| 0.137            |
| EE→BI      | 0.154             | 3.928       | 0.000   | 0.074| 0.227| 0.032            |
| HM→BI      | 0.227             | 7.62        | 0.000   | 0.167| 0.284| 0.107            |
| HT→BI      | 0.258             | 5.859       | 0.000   | 0.175| 0.348| 0.093            |
| HT→EE      | 0.542             | 19.407      | 0.000   | 0.487| 0.595| 0.416            |
| SI→HT      | 0.615             | 20.138      | 0.000   | 0.555| 0.672| 0.607            |
| HT→PE      | 0.253             | 6.00        | 0.000   | 0.17 | 0.332| 0.083            |
| HT→UB      | 0.199             | 3.713       | 0.000   | 0.093| 0.301| 0.031            |
| PE→BI      | 0.221             | 5.344       | 0.000   | 0.141| 0.303| 0.064            |
| EE→PE      | 0.502             | 12.285      | 0.000   | 0.422| 0.582| 0.326            |
| SI→BI      | 0.179             | 3.905       | 0.000   | 0.088| 0.269| 0.037            |

Table 5 shows the path coefficients, t-statistics, p-value and confidence intervals (Percentile bootstrap 97.5% confidence level) which gives the statistical importance of the relations between the constructs.

The estimation of path coefficients of the structural equations model, consist of a group of regression equations, and therefore it follows that path coefficients are standardized regression coefficients. The results in Table 5 show that all paths are significantly different from zero to a 5% significance level because the p-value is below 0.05 for all the constructs connections. This is also confirmed by the fact that the bootstrap percentile confidence interval does not contain the value 0, hence all hypotheses are supported.

Our results show a positive significant relation of performance expectancy (b = 0.221, p <0.05), effort expectancy (b = 0.154, p <0.05), social influence (b = 0.179, p <0.05), hedonic motivation (b = 0.227, p <0.05), habit (b = 0.258, p <0.05) in relation to behavioral intention. Therefore these are significant constructs predictors of behavioral intention to use Google Classrooms. We find that the construct that has the greatest impact on BI is HT. Behavioral intention (b=0.416, p< 0.05), habit (b=0.199, p < 0.05) has a positive significant relation on use behavior with the stronger predictor being BI. Latent variable EE (b=0.502, p=0.000) is a strong significant predictor of PE. SI (b=0.615, p=0.000) is a strong predictor in determining the habit of students. HT has a significant effect (b=0.542, p=0.00) with EE, whereas EE has a significant effect (b=0.253, p=0.00) with PE. The value of $R^2$ 0.653 shows us that 65.3% of the variance of behavioral intention to use Google Classrooms, is explained by performance expectancy, effort expectancy, social influence, hedonic motivation, habit.

Table 6 gives respectively the values of $R^2$ for EE (0.294), HT (0.378), PE (0.454), UB (0.326) considered as moderate values. Table 5 shows the values of $f^2$ (effect size) for each relation of the structural equation. As shown in Table 5, EE, HM, HT, PE, SI have a weak size effect on BI with values 0.032, 0.107, 0.093, 0.064, 0.037 respectively. On the other hand BI has a weak size effect (0.137) in UB.

Table 6. Coefficient of determination $R^2$

| Construct | $R^2$ | $R^2$ Adjusted |
|-----------|------|---------------|
| BI        | 0.653| 0.65          |
| EE        | 0.294| 0.292         |
| HT        | 0.378| 0.377         |
| PE        | 0.454| 0.452         |
| UB        | 0.326| 0.324         |

Table 7 has the values of $Q^2$. The results in table 7 show that the values of $Q^2$ for all constructs are greater than 0 meaning that the conceptual alternative model has predictive relevance.

Table 7. Predictive relevance values $Q^2$

|         | SSO  | SSE  | $Q^2=(1-SSE/SSO)$ |
|---------|------|------|------------------|
| BI      | 1584 | 753.097 | 0.525           |
| EE      | 1584 | 1276.058 | 0.194           |
| HM      | 1056 | 1056 |                  |
| HT      | 1584 | 1160.7 | 0.267           |
| PE      | 1056 | 663.951 | 0.371           |
| SI      | 1056 | 1056 |                  |
| UB      | 1056 | 791.23 | 0.251           |

3.3. PLSpredict Results

Here is inspected the model’s out-of-sample predictive power by using the PLSpredict procedure. Firstly is verified whether all construct indicators have a value of $Q^2_{predict}$ greater than 0, so that the model will have predictive relevance. From table 8 is shown that all construct indicators have a value of $Q^2_{predict}$ greater than 0,
so the model has predictive relevance. Secondly are compared the values of prediction errors in the context of RMSE obtained with the PLS-SEM method, if they give lower values than the prediction errors RMSE is obtained according to the LM method. From table 8 we find that all indicators produce lower prediction errors.

| Table 8.  Plspredict evaluation of indicators |
|-----------------|-----------------|-----------------|
| RMSE (PLS-SEM) | Q² predict      | RMSE (LM)       |
| EE2             | 0.676           | 0.215           | 0.687           |
| EE1             | 0.763           | 0.419           | 0.821           |
| BI3             | 0.786           | 0.361           | 0.828           |
| BI2             | 0.797           | 0.511           | 0.834           |
| PE2             | 0.81            | 0.205           | 0.842           |
| PE1             | 0.817           | 0.426           | 0.845           |
| UB2             | 0.846           | 0.228           | 0.861           |
| BI1             | 0.857           | 0.429           | 0.873           |
| UB1             | 0.861           | 0.448           | 0.874           |
| HT1             | 0.862           | 0.395           | 0.924           |
| HT2             | 0.863           | 0.434           | 0.942           |
| EE3             | 0.871           | 0.181           | 0.975           |
| HT3             | 0.998           | 1.043           | 1.001           |

The evaluations with PLS-SEM shows that the differences between the values of RMSE are reflected in the indicators EE3, HT2, HT1 which are 0.871, 0.863, 0.862 respectively compared to the values of these indicators in LM that are 0.975, 0.942, 0.924.

3.4. Model Comparisons

Here is made a comparison of the two models in the context of Plspredict regarding the evaluation of the construct level of the RMSE prediction error. The comparative model is more complex because it includes more connections compared to the alternative model (connection of the hedonic motivation construct with the constructs effort expectancy, habit, performance expectancy) (See figure 4). For all constructs the alternative model produces lower predictive errors constructs (RMSE) compared to the model under consideration (See Table 9). The differences in the RMSE values of the constructs for the two models, are more visible for the EE, and PE factors. The preference for the alternative model is also justified by the fact that models that are more complex (number of estimated parameters) often generalize poorly to new datasets [46], [47].

| Table 9.  Plspredict for model comparison |
|-----------------|-----------------|-----------------|
| RMSE            | Model I         | RMSE            | Model II        |
| BI              | 0.699           | BI              | 0.762           |
| EE              | 0.826           | EE              | 0.978           |
| HT              | 0.793           | HT              | 0.864           |
| PE              | 0.822           | PE              | 0.948           |
| UB              | 0.876           | UB              | 0.947           |

Figure 4.  Comparative model and alternative model
3.5. IPMA Results

Using IPMA we analyze which of the latent variables of the target construct has a relatively high importance [39]. Here, we consider BI and UB as target construct. In tables 10 and 11, we show the importance, and the performance of each latent variable in relation to the target construct.

Table 10. IPMA results for the construct BI

| Construct | Importance | Performance |
|-----------|------------|-------------|
| EE        | 0.339      | 72.475      |
| HM        | 0.213      | 29.032      |
| HT        | 0.468      | 46.961      |
| PE        | 0.245      | 67.117      |
| SI        | 0.431      | 57.483      |

From the results shown in table 10 the variable HT has the greatest importance in relation to BI, with a value of 0.468, but in terms to performance it has a lower value than the average of the overall performance which is 54.61.

As our primary aim, is improving performance of the habit factor, thus increasing the performance of the target construct BI. SI is the second factor that has greatest importance with respect to BI with a value of 0.431 and higher performance than the average with a value of 57.43. The performance values of the factors EE and PE in BI are higher than the average performance (72.475, 67.117 respectively) while the importance values (0.339, 0.245) are lower than the average import value (0.3392).

The results from Table 10 are also represented by the graph in the figure 5, which shows the performance values of all constructs on the y axis and their importance on the x axis (for the target construct BI). From this graph we see that HT (in the lower right area) has a high importance but low performance in relation to BI.

In table 11 we present the values of importance, performance of each latent variable (factor) in relation to the target construct which in this case is use behavior (UB).

Table 11. IPMA results for the construct BI

| Construct | Importance | Performance |
|-----------|------------|-------------|
| BI        | 0.354      | 49.842      |
| EE        | 0.12       | 72.475      |
| HM        | 0.075      | 29.032      |
| HT        | 0.338      | 46.961      |
| PE        | 0.087      | 67.117      |
| SI        | 0.249      | 57.483      |

From these results, we conclude that the latent variable BI with a value of 0.354 has the greatest importance in relation to UB, but in relation to performance it has a lower value than the average of the overall performance (which is 53.81). So the aim is to improve the performance of the BI factor, increasing the performance of the target construct UB. Habit is the second in importance in relation to UB with a value of 0.338 and with a performance value (46.961) lower than the average performance. The performance values of EE and PE and SI factors are higher than the average performance, which are (72.475, 67.117, 57.483 respectively). As can be seen from the graph in the lower right area is BI, which has a high importance but a low performance in relation to the target construct UB. (See figure 6)

Figure 5. IPMA for Behavioral Intention
3.6. Multigroup Analysis (MGA) Results

Here we test the influence of the variable gender on the relationships included in our alternative model. We have previously performed MICOM procedures, (see Appendix A2) where the configural and compositional invariance are established. Furthermore we perform permutation procedure which aims to compare the path coefficients of the two gender groups that are respectively females and males of all target population. The results in table 12 show the path coefficients of each group, path coefficients permutation mean difference, permutation p-values.

Regarding the effect of (moderator) gender, we find that in all connections p-value is greater than 0.05, which means that this moderator has no effect on the path coefficients of the two gender groups.

4. Conclusions

The emergence of using Google Classroom resulted urgent due to the occurrence of COVID-19 pandemic. This platform was adopted in all Albanian universities and the study of the factors that influence its use were a new research avenue for Albanian education. Our study proposes a framework that integrates the connections of all constructs with BI and HT connections with EE, PE, the connection of SI with HT in UTAUT2 model using data from Google Classroom’s users. This study is useful in theoretical and methodological context. According the methodological context is useful as it uses advanced techniques recently developed in PLS-SEM which include, Multigroup analysis, Plspredict, IPMA, and model comparisons. Regarding the theoretical side it points out that all constructs PE, EE, SI, HT and HM have a significant positive impact on the behavioral intention of students towards Google classroom. Furthermore, the habit created while using Google Classroom, is the factor that has the most important impact on the definition of BI. Additionally, this result is further verified by the IPMA analysis. Hence the frequent use of Google Classroom by students becomes a habit for them and affects positively the use of Google Classroom in the future. BI is the most important significant predictor in Use behavior to Google Classroom. Regarding the connection of EE with PE, it is reported that effort expectancy is an important factor in determining performance expectancy. Therefore the ease of operation of students with Google Classroom has an
impact on the usefulness of Google Classroom. In the continuation of other connections, Social influence has a strong influence on Habit to use Google classroom. An important result comes from the connection of HT with EE from where it is shown that HT has a strong influence on the definition of EE, thus it implies that: when learning in Google Classroom becomes a habit then it is easily used. Regarding the effect of moderator gender in the permutation procedure, we find out that this moderator has no influence on any of the model connections. Another important outcome from this study is that results related to the model comparisons, showing that the alternative model compared to the Kumar, and Bervell model, generates lower values of prediction errors represented by RMSE statistics, thus manifesting a higher predictive power and generalize to other samples.

This study has limitations, among which is the sample size. In order to generalize our results is needed to include in our survey every university in Albania. In this study has not been considered the role of user’s age in model connections, but this is something that we plan to investigate further in future work. The use of Google Classroom by staff should also be evaluated further. Additionally, we will explore the relationship between hedonic motivation and EE, PE, SI, as well as analyzing the effect of the moderator university in our results.

Appendix

A1. Here is presented the full questionnaire developed by the authors Jakkaew P, Hemrungrote S (2017), completed by 528 students from 4 universities of Albania.

| Questionnaire/Items | Source |
|----------------------|--------|
| **Performance Expectancy (PE)** |        |
| 1. I find Google Classroom useful in this course of math (PE1) | (Jakkaew P, Hemrungrote S) |
| 2. Using Google Classroom enables me to achieve course related tasks more quickly (downloading notes, assignment submission, etc.) (PE2) | (Jakkaew P, Hemrungrote S) |
| 3. Using Google Classroom increases my learning productivity (PE3) | (Jakkaew P, Hemrungrote S) |
| 4. If I use Google Classroom, I will increase my chances of passing the course (PE4) | (Jakkaew P, Hemrungrote S) |
| **Effort Expectancy (EE)** |        |
| 1. It is easy for me to become skillful at using Google Classroom (EE1) | (Jakkaew P, Hemrungrote S) |
| 2. I find Google Classroom easy to use (EE2) | (Al-Marooif RAS, Al-Emran M) |
| 3. Learning to operate Google Classroom is easy for me (EE3) | (Jakkaew P, Hemrungrote S) |
| 4. My interaction with Google Classroom is clear and understandable. (EE4) | (Jakkaew P, Hemrungrote S) |
| **Social Influence (SI)** |        |
| 1. My friends who are important to me think that I should Participate in Google Classroom. (SI1) | (Jakkaew P, Hemrungrote S) |
| 2. My pears who influence my behavior think that I should Use Google Classroom. (SI2) | (Jakkaew P, Hemrungrote S) |
| 3. Other people whose opinions I value prefer that I Use Google Classroom. (SI3) | (Jakkaew P, Hemrungrote S) |
| **Facilitating Conditions (FC)** |        |
| 1. I have the resources necessary to participate in Google Classroom (internet smartphone etc.) (FC1) | (Jakkaew P, Hemrungrote S) |
| 2. I have the knowledge necessary to participate in Google Classroom (FC2) | (Jakkaew P, Hemrungrote S) |
| 3. I can get help from others when I have difficulties while using Google Classroom (FC3) | (Jakkaew P, Hemrungrote S) |
| **Hedonic Motivation (HM)** |        |
| 1. Using Google Classroom is fun, compared to traditional classroom. (HM1) | (Jakkaew P, Hemrungrote S) |
| 2. Using Google Classroom is enjoyable, compared to traditional classroom (HM2) | (Jakkaew P, Hemrungrote S) |
| 3. Using Google Classroom is entertaining, compared to traditional classroom (HM3) | (Jakkaew P, Hemrungrote S) |
| **Habit (HT)** |        |
| 1. Using Google Classroom has become a habit for me (HT1) | (Jakkaew P, Hemrungrote S) |
| 2. Using Google Classroom has become natural to me (HT2) | (Jakkaew P, Hemrungrote S) |
| 3. Using Google Classroom is addictive (HT3) | (Jakkaew P, Hemrungrote S) |
| **Behavioral Intention (BI)** |        |
| 1. I intend to continue using Google Classroom in the future (BI1) | (Jakkaew P, Hemrungrote S) |
| 2. It is worth to recommend the Google Classroom for other students (BI2) | (Al-Marooif RAS, Al-Emran M) |
| 3. I plan to continue to use Google Classroom frequently (BI3) | (Jakkaew P, Hemrungrote S) |
| **Use Behavior (UB)** |        |
| 1. I use Google Classroom for writing quizzes and submitting assignments behavior (UB1) | (Kumar JA, Bervell B) |
| 2. I use Google Classroom to interact with online materials, peers and instructor (UB2) | (Kumar JA, Bervell B) |
A2. MICOM Table

| Full Measurement Invariance | Yes /No | Yes /Yes | Yes /No | No /Yes | No /No | Yes /Yes | No /No |
|-----------------------------|---------|----------|---------|---------|-------|----------|-------|
| **Equal Variance Assessment** | Confidence interval | [-0.243; 0.226] | [-0.305; 0.295] | [-0.238; 0.233] | [-0.217; 0.204] | [-0.313; 0.319] | [-0.228; 0.21] | [-0.368; 0.349] |
| **Equal Mean Assessment** | Original differences | 0.304 | 0.176 | 0.366 | 0.202 | 0.504 | 0.185 | 0.371 |
| **Partial Measurement Invariance** | Confidence interval | [-0.167; 0.169] | [-0.183; 0.169] | [-0.175; 0.169] | [-0.18; 0.171] | [-0.179; 0.165] | [-0.183; 0.171] | [-0.166; 0.156] |
| **Composition Invariance** | Original differences | -0.064 | -0.129 | 0.077 | -0.265 | -0.203 | -0.176 | -0.171 |
| **Configurational Invariance** | 5.0% | 1 | 0.997 | 1 | 0.996 | 0.999 | 1 | 0.997 |
| **Constructs** | BI | EE | HM | HT | PE | SI | UB |
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