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Abstract

We examine the fixed space of positive trace-preserving super-operators. We describe a specific structure that this space must have and what the projection onto it must look like. We show how these results, in turn, lead to an alternative proof of the complete characterization of the fixed space of completely positive trace-preserving super-operators.

1 Introduction

Completely positive trace-preserving (CPTP) super-operators are very important in the field of quantum information processing as they are the most general quantum operations one can apply to a quantum system [1,2]. Because CPTP super-operators are a special case of positive trace-preserving (PTP) super-operators, it is interesting to know which properties of CPTP super-operators are inherited from PTP super-operators and which are unique. In this paper we examine what form the fixed space of PTP and CPTP super-operators can take; so, naturally, we are considering only super-operators whose input and output spaces are the same. We show that the fixed space of PTP and CPTP super-operators have a specific common structure. However, there are PTP super-operators (the transpose operation, for example) such that no CPTP super-operator has the same fixed space as they do.

The study of the fixed space of CPTP super-operators is important in determining the computational power of closed timelike curves [3]. The characterization of the fixed space may also be useful in analyzing the experimental magic state distillation [4], a specific approach to experimental quantum computation. Positive but not completely positive trace-preserving super-operators are not as well studied as CPTP super-operators, yet they are still of importance in the quantum information theory as, for example, they are used to detect entanglement between two quantum systems [5].

Let $L(X)$ denote the space of all linear operators that map $X$ to itself. The complete characterization of the fixed space of CPTP super-operators is known [6]:

**Theorem 1.** Let $\Psi$ be a CPTP super-operator acting on $L(V)$. There exist spaces $Y_1, \ldots, Y_n$ and $Z_1, \ldots, Z_n$, and, for all $i \in [1..n]$, a density operator $\rho_i$ acting on $Z_i$ of rank $\dim Z_i$ such that $\bigoplus_{i=1}^n Y_i \otimes Z_i \subseteq V$ and the fixed space of $\Psi$ is $\bigoplus_{i=1}^n L(Y_i) \otimes \rho_i$.

In this paper we try to obtain a similar characterization of the fixed space of PTP super-operators. While we do not obtain a complete characterization, we show many interesting properties
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that the fixed space of PTP super-operators and the projection onto it must satisfy. As a result, these properties easily provide an alternative proof of Theorem 1.

In Section 2 we introduce notation and define necessary concepts. In Section 3 we state the two main lemmas (Lemma 3 and Lemma 4) of the paper which regard the fixed space of PTP super-operators, and we prove them in Sections 4 and 5, respectively. Section 6 considers a special case of Lemma 4 in which we can completely describe the structure of the fixed space. In Section 7 we consider CPTP super-operators and we show how Lemmas 3 and 4 imply Theorem 1. And in Section 8 we conclude with a discussion of open problems.

2 Notation and preliminaries

We use scripted capital letters \( \mathcal{V}, \mathcal{W}, \mathcal{X}, \mathcal{Y}, \mathcal{Z} \) to denote complex Euclidean spaces, and \( \mathcal{Y} \subseteq \mathcal{X} \) denotes that \( \mathcal{Y} \) is a subspace of \( \mathcal{X} \). Let \( \Pi_{\mathcal{X}} \) denote the projector to \( \mathcal{X} \). For \( \mathcal{Y} \subseteq \mathcal{X} \), we define \( \mathcal{X} \setminus \mathcal{Y} \) to be the complementary subspace of \( \mathcal{Y} \) into \( \mathcal{X} \). Let \( L(\mathcal{X}, \mathcal{Y}) \) be the set of all linear operators that map \( \mathcal{X} \) to \( \mathcal{Y} \), and let \( L(\mathcal{X}) \) be short for \( L(\mathcal{X}, \mathcal{X}) \). The set \( L(\mathcal{X}, \mathcal{Y}) \) forms a vector space itself. We define \( T(\mathcal{X}) \) to be the set of all linear super-operators that map \( L(\mathcal{X}) \) to \( L(\mathcal{X}) \). For \( \Psi \in T(\mathcal{X}) \), we say that \( M \subseteq L(\mathcal{X}) \) is invariant under \( \Psi \) if \( \Psi[M] \subseteq M \), and we say that \( \mu \in L(\mathcal{X}) \) is a fixed point of \( \Psi \), or, simply, is fixed, if \( \Psi(\mu) = \mu \). The fixed space of \( \Psi \) is the space of its fixed points.

Let \( \otimes \) denote the tensor product and let \( + \) denote the direct sum. We define the direct sum of two super-operators \( \Psi, \Xi \in T(\mathcal{X}) \) and \( \Xi \in T(\mathcal{Y}) \), where \( \mathcal{X} \) and \( \mathcal{Y} \) are orthogonal spaces, to be the super-operator \( \Psi \oplus \Xi \in T(\mathcal{X} \oplus \mathcal{Y}) \) that maps every \( \mu \in L(\mathcal{X} \oplus \mathcal{Y}) \) to \( \Psi(\Pi_{\mathcal{X}} \mu \Pi_{\mathcal{X}}) + \Xi(\Pi_{\mathcal{Y}} \mu \Pi_{\mathcal{Y}}) \). Let \( \mathbb{I}_{L(\mathcal{X})} \) denote the identity super-operator on \( L(\mathcal{X}) \).

Let \( I \) denote the imaginary unit. For a complex number \( a \), let \( a^* \) denote its complex conjugate. For a linear operator \( A \), let \( A^* \) denote its complex conjugate transpose. When we write \( x \in \mathcal{X} \), we think of \( x \) as a column vector, and, thus, \( x^* \) is a row vector.

We say that \( A \in L(\mathcal{X}) \) is Hermitian if \( A = A^* \). All eigenvalues of a Hermitian operator are known to be real. We say that a Hermitian operator \( A \) is positive semi-definite if all its eigenvalues are non-negative, and we write \( A \succeq 0 \). An operator \( A \in L(\mathcal{X}) \) is positive semi-definite if and only if all its central minors are non-negative, or, equivalently, if \( x^* Ax \geq 0 \) for all \( x \in \mathcal{X} \). Thus, one can easily show that, if \( A \in L(\mathcal{X}) \) is positive semi-definite and there exists \( x \in \mathcal{X} \) such that \( x^* Ax = 0 \), then \( Ax = 0 \).

A super-operator \( \Psi \in T(\mathcal{X}) \) is Hermiticity-preserving if it maps Hermitian operators to Hermitian operators, or, equivalently, if \( \Psi(\mu^*) = (\Psi(\mu))^* \) for all \( \mu \in L(\mathcal{X}) \). A Hermiticity-preserving super-operator is positive if it maps positive semi-definite operators to positive semi-definite operators. A positive super-operator \( \Psi \in T(\mathcal{X}) \) is completely positive if \( \Psi \otimes \mathbb{I}_{L(\mathcal{Y})} \in T(\mathcal{X} \otimes \mathcal{Y}) \) is positive for all \( \mathcal{Y} \). That is, \( \Psi \) is completely positive if it remains positive when we suppose that it acts on a part of a larger system.

We use \( [a..b] \) to denote the set \( \{a, a + 1, \ldots, b\} \), where \( a, b \in \mathbb{N} \). Let \( \{x_1, \ldots, x_n\} \) be an orthonormal basis of \( \mathcal{X} \). Choi matrix \( J(\Psi) \) of super-operator \( \Psi \in T(\mathcal{X}) \) is \( n^2 \)-dimensional square matrix defined as \( J(\Psi)_{(i,j),(k,l)} = x_k^* \Phi(x_j x_i^*) x_l \), where \( i, j, k, l \in [1..n] \). It is known that \( \Psi \) is completely positive if and only if \( J(\Psi) \) is positive semi-definite (this condition is basis-independent).

Let \( D(\mathcal{X}) \) be the set of all positive semi-definite operators in \( L(\mathcal{X}) \) having trace 1. We call elements of \( D(\mathcal{X}) \) density operators. The support of \( \rho \in D(\mathcal{X}) \) is the space spanned by the eigenvectors of \( \rho \) corresponding to non-zero eigenvalues. We say that a super-operator \( \Psi \in T(\mathcal{X}) \) is trace-preserving if \( \text{Tr} \Psi(\mu) = \text{Tr} \mu \) for all \( \mu \in L(\mathcal{X}) \).
3 Main results

Let $\mathcal{V}$ be a complex Euclidean space and let $\Psi \in T(\mathcal{V})$ be a PTP super-operator. We are interested what are characteristics of the fixed space of $\Psi$. Since we are interested only in the fixed space, the following theorem will be very useful.

**Theorem 2.** Let $\Psi \in T(\mathcal{V})$ be a PTP super-operator. There exists a PTP super-operator $\Phi \in T(\mathcal{V})$ such that, for all $\mu \in L(\mathcal{V})$, $\Phi(\mu)$ is a fixed point of $\Psi$ and every fixed point of $\Psi$ is also a fixed point of $\Phi$.

This theorem is basically proved by Aaronson and Watrous [3], except that they consider CPTP rather than PTP super-operators $\Psi$ and $\Phi$. The proof is based on the fact that the natural matrix representation of $\Psi$ has spectral norm at most 1. That, in turn, was proved by Terhal and DiVincenzo [7], and one can see that their proof requires only positivity of $\Psi$, not complete positivity.

In essence, $\Phi$ is a projection onto the fixed space of $\Psi$. Thus, because the only thing about a super-operator we are interested in is its fixed space, it is enough to consider only projections, that is, super-operators $\Phi \in T(\mathcal{V})$ such that $\Phi(\Phi(\mu)) = \Phi(\mu)$ for all $\mu \in L(\mathcal{V})$ (or $\Phi^2 = \Phi$, for short). Let us restrict the class of super-operators we need to consider even further. Let $\mathcal{X} \subset \mathcal{V}$ be the space of all vectors $y \in \mathcal{V}$ such that $\Phi(\mu)y = 0$ for all $\mu \in L(\mathcal{V})$, and let $\mathcal{X} = \mathcal{V} \setminus \mathcal{X}^\perp$. For every non-zero vector $x \in \mathcal{X}$, there exists $\mu \in L(\mathcal{V})$ such that $\Phi(\mu)x \neq 0$. Also note that $\Phi[L(\mathcal{V})] \subseteq L(\mathcal{X})$. Therefore, since $\Phi^2 = \Phi$, we can restrict our attention to the action of $\Phi$ on the space $L(\mathcal{X})$. The following two lemmas characterize this action.

**Lemma 3.** The space $\mathcal{X}$ can be divided into orthogonal subspaces $\mathcal{X}_1, \ldots, \mathcal{X}_i$ such that, for every $\mathcal{X}_i$, there is a density operator $\rho_i \in D(\mathcal{X}_i)$ of full rank (i.e., rank $\dim \mathcal{X}_i$) satisfying $\Phi(\mu) = \text{Tr}(\mu)\rho_i$ for all $\mu \in L(\mathcal{X}_i)$. Moreover, $\Phi(\mu) = 0$ for all $\mu \in L(\mathcal{X}_i, \mathcal{X}_j)$ whenever $\dim \mathcal{X}_i \neq \dim \mathcal{X}_j$.

As the next lemma will show, even a stronger result holds: $\Phi(\mu) = 0$ for all $\mu \in L(\mathcal{X}_i, \mathcal{X}_j)$ whenever $\rho_i$ and $\rho_j$ have different eigenspectra. For convenience, let $\mathcal{Y}$ and $\mathcal{Z}$ denote, respectively, $\mathcal{X}_i$ and $\mathcal{X}_j$ and let $\rho$ and $\sigma$ denote, respectively, $\rho_i$ and $\rho_j$. Suppose there exists $\theta \in L(\mathcal{Z}, \mathcal{Y}) \oplus L(\mathcal{Y}, \mathcal{Z})$ such that $\Phi(\theta) \neq 0$. Since $\Phi^2 = \Phi$, $\Phi(\theta)$ is a fixed point of $\Phi$. So are Hermitian operators $\Phi(\theta + \theta^*)$ and $\Phi(\theta - \theta^*)$, and, because $\Phi(\theta) \neq 0$, at least one of them is non-zero. Therefore, we can restrict our attention to Hermitian fixed points of $\Phi$.

**Lemma 4.** Let $\mathcal{Y}$ and $\mathcal{Z}$ be two $m$-dimensional orthogonal subspaces of $\mathcal{X}$ such that $\Phi(\mu) = \text{Tr}(\mu)\rho$ for all $\mu \in L(\mathcal{Y})$ and $\Phi(\mu) = \text{Tr}(\mu)\sigma$ for all $\mu \in L(\mathcal{Z})$, where $\rho \in D(\mathcal{Y})$ and $\sigma \in D(\mathcal{Z})$ both have rank $m$. Suppose there exists a Hermitian operator $\xi \in L(\mathcal{Z}, \mathcal{Y}) \oplus L(\mathcal{Y}, \mathcal{Z})$ fixed by $\Phi$ such that $\xi \neq 0$. Then, let

$$\Pi_y \xi \Pi_z = c \sum_{k=1}^{m} r_k y_k^* z_k$$

be a singular value decomposition of $\Pi_y \xi \Pi_z$, where $c > 0$, $(r_1, \ldots, r_m)$ is a a probability vector, and $\{y_1, \ldots, y_m\}$ and $\{z_1, \ldots, z_m\}$ are orthonormal bases of $\mathcal{Y}$ and $\mathcal{Z}$, respectively. We have

$$\rho = \sum_{k=1}^{m} r_k y_k y_k^* \quad \text{and} \quad \sigma = \sum_{k=1}^{m} r_k z_k z_k^*;$$

$$\Phi(y_i z_i^* + z_i y_i^*) = \sum_{k=1}^{m} r_k (y_k z_k^* + z_k y_k^*) = \xi/c \quad \text{for all } i \in [1..m];$$

$$\Phi(y_i z_j^* + z_i y_j^*) = 0 \quad \text{for all } i, j \in [1..m] \text{ such that } i \neq j.$$
Note that in the last equality we consider $\Phi(y_i z_i^* + z_j y_j^*)$, not a Hermitian operator $\Phi(y_i z_i^* + z_j y_j^*)$. Due to Theorem 2, Lemmas 3 and 4 tell a lot about the fixed space of $\Psi$, an arbitrarily chosen PTP super-operator. In the next two sections we prove these lemmas.

4 Decomposition of $L(\mathcal{X})$ into invariant subspaces

Let $\Phi \in T(\mathcal{X})$ be a PTP super-operator satisfying $\Phi^2 = \Phi$. Let us assume that, for every non-zero vector $\psi \in \mathcal{X}$, there exists $\mu \in D(\mathcal{X})$ such that $\Phi(\mu)\psi \neq 0$. (Note: equivalently we could have assumed that there exists $\mu \in L(\mathcal{X})$ satisfying this property, because every such $\mu$ can be expressed as a linear combination of density operators.)

In this section we will prove Lemma 3. Let us first lay the groundwork for the proof. The following two lemmas hold for any positive super-operator $\Phi \in T(\mathcal{X})$ (see Appendix A).

**Lemma 5.** Suppose $x, y, z \in \mathcal{X}$ satisfy $z^*\Phi(\mathcal{X}^*)z = 0$ and $z^*\Phi(yy^*)z = 0$. Then $\Phi(xy^*)z = 0$.

**Lemma 6.** Suppose $x \in \mathcal{X}$ and $Z \subseteq \mathcal{X}$ satisfy $\Pi_Z \Phi(\mathcal{X}^*)\Pi_Z = 0$. Then $\Pi_Z \Phi(xy^*)\Pi_Z = 0$ for all $y \in \mathcal{X}$.

Brouwer’s fixed point theorem (see [8]) implies that, for any $\mathcal{Y} \subseteq \mathcal{X}$, if $L(\mathcal{Y})$ is invariant (under $\Phi$), then there is a fixed point $\rho \in D(\mathcal{Y})$.

**Lemma 7.** Let $\rho \in D(\mathcal{X})$ be fixed and let $\mathcal{Y} \subseteq \mathcal{X}$ be the support of $\rho$. Then $L(\mathcal{Y})$ is invariant.

**Proof.** Let $n = \dim \mathcal{X}$ and $r = \text{rank } \rho$. There is an orthonormal basis $\{x_1, \ldots, x_n\}$ of $\mathcal{X}$ such that $\rho = \sum_{i=1}^r \lambda_i x_i x_i^*$. Consider an arbitrary $k \in [r+1..n]$. We have both

$$x_k^* \Phi(\rho) x_k = \sum_{i=1}^r \lambda_i x_k^* \Phi(x_i x_i^*) x_k \quad \text{and} \quad x_k^* \Phi(\rho) x_k = x_k^* \rho x_k = 0.$$

Thus, $x_k^* \Phi(x_i x_i^*) x_k = 0$ for all $i \in [1..r]$. Lemma 5 then implies that $\Phi(x_i x_i^*) x_k = 0$ and $x_k^* \Phi(x_i x_j^*) = 0$ for all $i, j \in [1..r]$, and, therefore, $L(\text{span}\{x_1, \ldots, x_r\})$ is invariant.

**Lemma 8.** Suppose $\mathcal{Y} \subseteq \mathcal{X}$ and $Z \subseteq \mathcal{Y}$ are two subspaces such that both $L(\mathcal{Y})$ and $L(Z)$ are invariant, and let $Z^\perp = \mathcal{Y} \setminus Z$. Then $L(Z^\perp)$ is also invariant.

**Proof.** First, let $\mathcal{Y}^\perp = \mathcal{X} \setminus \mathcal{Y}$, therefore $Z^\perp = \mathcal{X} \setminus (\mathcal{Y}^\perp \oplus Z)$. It is enough to prove that $L(\mathcal{Y}^\perp)$ is invariant because then Lemma 5 would imply that $L(\mathcal{Y}^\perp \oplus Z)$ is invariant as well and an analogous proof that considers $\mathcal{Y}^\perp \oplus Z$ instead of $\mathcal{Y}$ would prove that $L(Z^\perp)$ is invariant. Second—without loss of generality, assume that $\mathcal{Y} \neq \mathcal{X}$—to prove that $L(\mathcal{Y}^\perp)$ is invariant, it is enough to prove that there exists a subspace $W \subseteq \mathcal{Y}^\perp$ of dimension at least 1 such that $L(W)$ is invariant because either $\mathcal{W} = \mathcal{Y}^\perp$ or we replace $\mathcal{Y}$ by $\mathcal{Y} \oplus \mathcal{W}$ and repeat the proof.

Let $n = \dim \mathcal{X}$ and $l = \dim \mathcal{Y} < n$. Choose an arbitrary $x \in \mathcal{Y}^\perp$. Due to initial assumptions, there exists $\mu \in D(\mathcal{X})$ such that $\Phi(\mu)x \neq 0$. Let $\rho = \Phi(\mu)$, which is a fixed point. Because $\rho$ is positive semi-definite and $\rho x \neq 0$, $\Pi_{\mathcal{Y}^\perp} \rho \Pi_{\mathcal{Y}^\perp}$ is positive semi-definite and non-zero. There exist orthonormal bases $\{y_1, \ldots, y_l\}$ and $\{y_{l+1}, \ldots, y_n\}$ of $\mathcal{Y}$ and $\mathcal{Y}^\perp$, respectively, such that $\Pi_{\mathcal{Y}^\perp} \rho \Pi_{\mathcal{Y}^\perp}$ is diagonal in $\{y_1, \ldots, y_l\}$ and $\Pi_{\mathcal{Y}^\perp} \rho \Pi_{\mathcal{Y}^\perp}$ is diagonal in $\{y_{l+1}, \ldots, y_n\}$. Let $m = n + 1 - \text{rank} (\Pi_{\mathcal{Y}^\perp} \rho \Pi_{\mathcal{Y}^\perp}) \in [l+1..n]$. Therefore,

$$\rho = \sum_{i=1}^l \gamma_i y_i y_i^* + \sum_{j=m}^n \zeta_j y_j y_j^* + \sum_{i=1}^l \sum_{j=m}^n (\beta_{i,j} y_i y_j^* + \beta_{i,j}^* y_j y_i^*),$$
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where $\gamma_i \geq 0$, $\zeta_j > 0$, and $\beta_{i,j} \in \mathbb{C}$ for all $i \in [1..l]$ and $j \in [m..n]$.

For all $k \in [l+1..n]$, $L(Y)$ being invariant implies that $y_k^* \Phi(y_i y_j^*)y_k = 0$ for all $i \in [1..l]$, and thus Lemma 6 implies that $y_k^* \Phi(y_i y_j^*)y_k = 0$ whenever $i$ or $j$ (or both) is in $[1..l]$. Therefore, because $\Phi$ is trace-preserving, we have

$$
\sum_{k=1}^{m-1} y_k^* \Phi(y_i y_i^*)y_k = \sum_{k=1}^{n} y_k^* \Phi(y_i y_i^*)y_k = \text{Tr}(\Phi(y_i y_i^*)) = 1
$$

and

$$
\sum_{k=1}^{m-1} y_k^* \Phi(y_j y_j^*)y_k = \sum_{k=1}^{n} y_k^* \Phi(y_j y_j^*)y_k = \text{Tr}(\Phi(y_j y_j^*)) = 0
$$

for all $i \in [1..l]$ and $j \in [m..n]$. Hence, on the one hand we have

$$
\sum_{k=1}^{m-1} y_k^* \Phi(\rho)y_k = \sum_{i=1}^{l} \gamma_i \sum_{k=1}^{m-1} y_k^* \Phi(y_i y_i^*)y_k + \sum_{j=m}^{n} \zeta_j \sum_{k=1}^{m-1} y_k^* \Phi(y_j y_j^*)y_k
$$

$$
+ \sum_{i=1}^{l} \sum_{j=m}^{n} \left( \beta_{i,j} \sum_{k=1}^{m-1} y_k^* \Phi(y_i y_j^*)y_k + \beta_{i,j}^* \sum_{k=1}^{m-1} y_k^* \Phi(y_j y_i^*)y_k \right)
$$

$$
= \sum_{i=1}^{l} \gamma_i + \sum_{j=m}^{n} \zeta_j \sum_{k=1}^{m-1} y_k^* \Phi(y_j y_j^*)y_k,
$$

while on the other hand, because $\rho$ is fixed, we have

$$
\sum_{k=1}^{m-1} y_k^* \Phi(\rho)y_k = \sum_{k=1}^{m-1} y_k^* \rho y_k = \sum_{k=1}^{l} \gamma_k.
$$

This means that, since $\zeta_j > 0$ and $\Phi(y_j y_j^*)$ is positive semi-definite, $y_k^* \Phi(y_j y_j^*)y_k = 0$ for all $j \in [m..n]$ and $k \in [1..m-1]$. Finally, choose $\mathcal{W} = \text{span}\{y_m, \ldots, y_n\} \subseteq \mathcal{Y}^\perp$, and $L(\mathcal{W})$ is invariant by Lemma 5. \qed

Now we are ready to prove Lemma 3.

**Lemma 3.** The space $\mathcal{X}$ can be divided into orthogonal subspaces $\mathcal{X}_1, \ldots, \mathcal{X}_l$ such that, for every $\mathcal{X}_i$, there is a density operator $\rho_i \in D(\mathcal{X}_i)$ of full rank (i.e., rank $\dim \mathcal{X}_i$) satisfying $\Phi(\mu) = \text{Tr}(\mu)\rho_i$ for all $\mu \in L(\mathcal{X}_i)$. Moreover, $\Phi(\mu) = 0$ for all $\mu \in L(\mathcal{X}_i, \mathcal{X}_j)$ whenever $\dim \mathcal{X}_i \neq \dim \mathcal{X}_j$.

**Proof.** Let us first prove the following lemma whose repetitive application will give us the first part of Lemma 3.

**Lemma 9.** Let $\mathcal{Y}$ be a subspace of $\mathcal{X}$ such that $L(\mathcal{Y})$ is invariant, and let $\rho \in D(\mathcal{Y})$ be a (not necessarily unique) fixed point of $\Phi$ such that the rank of any other fixed point in $D(\mathcal{Y})$ is at least the rank of $\rho$. Let $\mathcal{Z} \subseteq \mathcal{Y}$ be the support of $\rho$. Then $\Phi(\mu) = \text{Tr}(\mu)\rho$ for all $\mu \in L(\mathcal{Z})$.

**Proof.** Because $\rho$ is fixed, Lemma 7 implies that $L(\mathcal{Z})$ is invariant. All fixed points in $D(\mathcal{Y})$ has rank at least $r = \text{rank} \rho = \dim \mathcal{Z}$, therefore all fixed points in $D(\mathcal{Z})$ must have rank exactly $r$. However, if there exists a fixed point $\sigma \in D(\mathcal{Z})$ such that $\sigma \neq \rho$, then there exists $\alpha > 0$ such that $\xi_\alpha = (1 + \alpha)\rho - \alpha \sigma$ is in $D(\mathcal{Z})$ and it has rank strictly less than $r$. This is due to the fact that the vector of sorted eigenvalues of $\xi_\alpha$ is continuous in $\alpha$ (see [9, Theorem 8.1]). However, we assumed
that ρ is a fixed point having the minimum rank, therefore ρ is the only fixed point in \(D(Z)\) and, thus, up to scalars, in \(L(Z)\). Finally, \(Φ^2 = \Phi\) implies that \(Φ(μ) ∝ ρ\) for all \(μ ∈ L(Z)\), and the lemma follows from \(Φ\) being trace-preserving.

Consider the following algorithm:

1. Set \(Y := X\) and \(i := 1\);
2. Choose \(ρ_i\) to be a fixed point in \(D(Y)\) having the minimum rank among all such points;
3. Set \(X_i\) to be the support of \(ρ_i\);
4. Set \(Y := Y \setminus X_i\);
5. If \(Y \neq \{0\}\), increase \(i\) and go back to Step 2.

Given that \(ρ_i\) is fixed, Lemma 7 assures that \(L(X_i)\) is invariant. Thus, \(L(Y)\) is always invariant due to Lemma 8. That further implies that, unless \(Y = \{0\}\), \(D(Y)\) contains a fixed point. Therefore all steps of the algorithm are valid. Lemma 9 implies that subspaces \(X_1, \ldots, X_l\) and fixed points \(ρ_1, \ldots, ρ_l\), output by the algorithm, satisfy the first part of the theorem.

Regarding the second part: let \(X_i\) and \(X_j\) be orthogonal subspaces of \(X\) of dimension \(n_i\) and \(n_j\), respectively, satisfying \(n_i < n_j\), and let \(ρ_i ∈ D(X_i)\) and \(ρ_j ∈ D(X_j)\) be operators of full rank (i.e., \(n_i\) and \(n_j\), respectively) such that \(Φ(μ) = Tr(μ)ρ_i\) for every \(μ \in L(X_i)\) and \(Φ(μ) = Tr(μ)ρ_j\) for every \(μ \in L(X_j)\). Because \(L(X_i)\) and \(L(X_j)\) are invariant, Lemmas 5 and 6 imply that \(L(X_i, X_j) ⊆ L(X_j, X_i)\) is also invariant. Thus, all fixed points in \(D(X_i ⊕ X_j)\) can be written as

\[
ξ_{β,θ} := βρ_i + (1 - β)ρ_j + θ + θ^*,
\]

where \(β ∈ [0, 1]\) and \(θ ∈ L(X_i, X_j) ⊆ L(X_j, X_i)\). Note that, unless \(β = 1\) and, thus, \(θ + θ^* = 0\), the rank of \(ξ_{β,θ}\) is at least \(n_j\). Suppose the contrary: there is an operator \(μ ∈ L(X_i, X_j)\) such that \(θ = Φ(μ) ∈ L(X_i, X_j) ⊆ L(X_j, X_i)\) is non-zero. Without loss of generality, we assume \(θ + θ^* ≠ 0\). Because \(Φ^2 = \Phi\), \(θ^*\) is a fixed point; so is \(θ^*\). Thus, for all \(α, ξ_{1/2, αθ}\) is also a fixed point. There exists \(α_0 > 0\) such that \(ξ_{1/2, αθ} ∈ D(X_i ⊕ X_j)\) for all \(α ∈ [0, α_0]\) and the rank of \(ξ_{1/2, αθ}\) is strictly less than \(n_i + n_j\). Let \(Y\) be the support of \(ξ_{1/2, αθ}\) and let \(Y^⊥ = (X_i ⊕ X_j) \setminus Y\). We have \(dim Y ∈ [n_j + n_i + n_j - 1]\) and, thus, \(dim Y^⊥ ∈ [1..n_j]\). Lemma 7 implies that \(L(Y)\) is invariant, and Lemma 8 further implies that that \(L(Y^⊥)\) is invariant too. Because \(X_j \not⊆ Y\), we have \(Y^⊥ \not⊆ X_i\). Hence, there is a fixed point in \(ξ_{β,θ^*} ∈ D(Y^⊥)\), where \(β ≠ 1\). Because \(β ≠ 1\), we know that rank \(ξ_{β,θ^*} ≥ n_j\), but clearly rank \(ξ_{β,θ^*} ≤ dim Y^⊥ ≤ n_i < n_j\), which is a contradiction.

Lemma 3 tells a lot about the structure of the super-operator \(Φ\). However, it does not address how \(Φ\) acts on \(L(X_i, X_j)\) in the case when \(dim X_i = dim X_j\). We will explore this action in the next section.

### 5 Non-negativity of central minors

In this section we prove Lemma 4. The main tool we use in the proof is the fact that positive super-operators map positive semi-definite operators to positive semi-definite operators and that all central minors of a positive semi-definite operator are non-negative. (If one was interested only in the case of complete positivity, one could use an even stronger statement that all diagonal minors of the Choi matrix of a completely positive super-operator are non-negative.) As in the previous section, let \(Φ ∈ T(X)\) be a PTP super-operator satisfying \(Φ^2 = \Phi\).
Lemma 4. Let \( \mathcal{Y} \) and \( \mathcal{Z} \) be two \( m \)-dimensional orthogonal subspaces of \( \mathcal{X} \) such that \( \Phi(\mu) = \text{Tr}(\mu)\rho \) for all \( \mu \in L(\mathcal{Y}) \) and \( \Phi(\mu) = \text{Tr}(\mu)\sigma \) for all \( \mu \in L(\mathcal{Z}) \), where \( \rho \in D(\mathcal{Y}) \) and \( \sigma \in D(\mathcal{Z}) \) both have rank \( m \). Suppose there exists a Hermitian operator \( \xi \in L(\mathcal{Z}, \mathcal{Y}) \oplus L(\mathcal{Y}, \mathcal{Z}) \) fixed by \( \Phi \) such that \( \xi \neq 0 \). Then, let

\[
\Pi_{\mathcal{Y}} \xi \Pi_{\mathcal{Z}} = c \sum_{k=1}^{m} r_k y_k z_k^* \]

be a singular value decomposition of \( \Pi_{\mathcal{Y}} \xi \Pi_{\mathcal{Z}} \), where \( c > 0 \), \( (r_1, \ldots, r_m) \) is a probability vector, and \( \{y_1, \ldots, y_m\} \) and \( \{z_1, \ldots, z_m\} \) are orthonormal bases of \( \mathcal{Y} \) and \( \mathcal{Z} \), respectively. We have

\[
\rho = \sum_{k=1}^{m} r_k y_k y_k^* \quad \text{and} \quad \sigma = \sum_{k=1}^{m} r_k z_k z_k^*, \quad (1)
\]

\[
\Phi(y_i z_i^* + z_i y_i^*) = \sum_{k=1}^{m} r_k (y_k z_k^* + z_k y_k^*) = \xi/c \quad \text{for all} \quad i \in [1..m]; \quad (2)
\]

\[
\Phi(y_i z_j^* + z_j y_i^*) = 0 \quad \text{for all} \quad i, j \in [1..m] \quad \text{such that} \quad i \neq j. \quad (3)
\]

Proof. Note that, since \( L(\mathcal{Y}) \) and \( L(\mathcal{Z}) \) are invariant under \( \Phi \), Lemma 6 implies that \( L(\mathcal{Z}, \mathcal{Y}) \oplus L(\mathcal{Y}, \mathcal{Z}) \) is invariant under \( \Phi \) as well. Let \( \xi' = \xi/c = \sum_{i=1}^{m} r_i (y_i z_i^* + z_i y_i^*) \). For all \( i, j, k, l \in [1..m] \), let \( u_{i,j}^{k,l} = y_k^* \Phi(y_i z_i^*) z_l \) and \( v_{i,j}^{k,l} = y_k^* \Phi(z_i y_i^*) z_l \). Because \( \xi' \) is a fixed point, linearity implies that

\[
\sum_{i=1}^{m} r_i u_{i,i}^{k,k} = \sum_{i=1}^{m} r_i y_k^* \Phi(y_i z_i^* + z_i y_i^*) z_k = y_k^* \Phi(\xi') z_k = y_k^* \xi' z_k = r_k \quad (4)
\]

for all \( k \in [1..m] \). And, if we sum the real part of (4) over all \( k \), we get that

\[
\sum_{i=1}^{m} r_i \sum_{k=1}^{m} \Re(w_{i,i}^{k,k}) = 1. \quad (5)
\]

Let \( \rho^{k,l} = y_k^* \rho y_l \) and \( \sigma^{k,l} = z_k^* \sigma z_l \) for all \( k, l \in [1..m] \). All \( \rho^{k,k} \) and \( \sigma^{k,k} \) are strictly positive as both \( \rho \) and \( \sigma \) have full rank. Let \( A_i = \Phi((y_i + z_i)(y_i + z_i^*)) = \rho + \sigma + \Phi(y_i z_i^* + z_i y_i^*) \gg 0 \). Therefore, for all \( i, k \in [1..m] \), we have

\[
\begin{vmatrix}
  y_i^* A_i y_k & y_i^* A_i z_k \\
  z_k^* A_i y_k & z_k^* A_i z_k 
\end{vmatrix} = \begin{vmatrix}
  \rho^{k,k} & w_{i,i}^{k,k} \\
  w_{i,i}^{k,k} & \sigma^{k,k} 
\end{vmatrix} = \rho^{k,k} \sigma^{k,k} - |w_{i,i}^{k,k}|^2 \geq 0
\]

and, thus, \( \Re(w_{i,i}^{k,k}) \leq \sqrt{\rho^{k,k} \sigma^{k,k}} \) with equality if and only if \( w_{i,i}^{k,k} = \sqrt{\rho^{k,k} \sigma^{k,k}} \). Because both \((\sqrt{\rho^{1,1}}, \ldots, \sqrt{\rho^{m,m}})\) and \((\sqrt{\sigma^{1,1}}, \ldots, \sqrt{\sigma^{m,m}})\) are unit vectors, their inner product is 1 if and only if they are equal, and strictly less that 1 otherwise. Hence,

\[
\sum_{k=1}^{m} \Re(w_{i,i}^{k,k}) \leq \sum_{k=1}^{m} \sqrt{\rho^{k,k} \sigma^{k,k}} \leq 1 \quad (6)
\]

for all \( i \in [1..m] \). Therefore, in order for (5) to hold, we need that, for all \( i \) such that \( r_i \neq 0 \), both inequalities in (6) are equalities, which is the case if and only if \( w_{i,i}^{k,k} = \rho^{k,k} = \sigma^{k,k} \) for all \( k \in [1..m] \). From (4) we get that

\[
r_k = \sum_{i=1}^{m} r_i w_{i,i}^{k,k} = \sum_{i, r_i \neq 0} r_i \rho^{k,k} = \rho^{k,k} > 0.
\]
Therefore $w_{i,i}^{k,k} = \rho^{k,k} = \sigma^{k,k} = r_k > 0$ for all $i, k \in [1..m]$.

For all $i, k, l \in [1..m]$ such that $k \neq l$, we have

\[
\begin{vmatrix}
  y_i^* A_i y_i & y_i^* A_i y_k & y_i^* A_i z_i \\
y_k^* A_i y_i & y_k^* A_i y_k & y_k^* A_i z_k \\
z_i^* A_i y_i & z_i^* A_i y_k & z_i^* A_i z_i
\end{vmatrix}
= \begin{vmatrix}
  \rho_{i,l}^{k,l} & \rho_{i,k}^{k,l} & w_{i,i}^{l,l} \\
  \rho_{k,l}^{k,l} & \rho_{k,k}^{k,k} & w_{i,i}^{l,l} \\
w_{i,i}^{l,l} & w_{i,i}^{k,l} & \sigma^{l,l}
\end{vmatrix}
= r_l \begin{vmatrix}
  \rho_{k,l}^{k,l} & r_k \\
r_l & w_{i,i}^{k,l}
\end{vmatrix}
= -r_l (\rho_{i,l}^{k,l} - w_{i,i}^{l,l}) (\rho_{i,l}^{k,l} - w_{i,i}^{k,l}) = -r_l |\rho_{i,l}^{k,l} - w_{i,i}^{l,k}|^2 \geq 0,
\]

and, thus, $y_i^* A_i z_i = w_{i,i}^{k,k} = \rho^{k,k}$. By symmetry, $\sigma^{k,l} = z_k^* A_i y_i = (y_i^* A_i z_k)^* = \rho^{l,k*} = \rho^{k,l}$. Let us use the fact that $\xi^*$ is a fixed point again: on the one hand,

\[
\sum_{i=1}^m r_i w_{i,i}^{k,l} = \sum_{i=1}^m r_i y_k^* \Phi (y_i z_i^* + z_i y_i^*) z_i = y_k^* \Phi (\xi^*) z_i = y_k^* \xi^* z_i = 0,
\]

while, on the other,

\[
\sum_{i=1}^m r_i w_{i,i}^{k,l} = \sum_{i=1}^m r_i \rho^{k,l} = \rho^{k,l}.
\]

Hence, $\rho^{k,l} = \sigma^{k,l} = w_{i,i}^{k,l} = 0$ for all $i, k, l \in [1..m]$ such that $k \neq l$. This proves equality (1) of the lemma, and equality (2) comes from the fact that $z_k^* \Phi (y_i z_i^* + z_i y_i^*) y_i = (y_i^* \Phi (y_i z_i^* + z_i y_i^*) z_k)^* = w_{i,i}^{l,k*} = \delta(k, l) r_k$.

To prove equality (3), let us start by proving the following claim:

**Claim 10.** For all $i, j, k \in [1..m]$ such that $i \neq j$, we have $u_{i,j}^{k,k} + v_{i,j}^{k,k*} = 0$.

**Proof.** Suppose the contrary, and let $\alpha = (u_{i,j}^{k,k} + v_{i,j}^{k,k*}) / r_k \neq 0$. Let

\[
B_{i,j}^{k} = \Phi((y_j + \alpha^* y_i + z_j)(y_j^* + \alpha y_i^* + z_j^*)) = (1 + \alpha^*) \rho + \sigma + \xi^* + \alpha^* \Phi(y_i z_i^*) + \alpha \Phi(z_j y_j^*) \succ 0.
\]

We have

\[
\begin{vmatrix}
  y_i^* B_{i,j}^{k} y_k & y_k^* B_{i,j}^{k} y_k \\
z_k^* B_{i,j}^{k} y_k & z_k^* B_{i,j}^{k} z_k
\end{vmatrix}
= \begin{vmatrix}
  (1 + \alpha^*) r_k & r_k + \alpha^* u_{i,j}^{k,k} + \alpha v_{i,j}^{k,k} \\
  r_k + \alpha u_{i,j}^{k,k*} + \alpha v_{i,j}^{k,k*} & r_k
\end{vmatrix}
= \alpha^* r_k^2 - r_k (\alpha^* u_{i,j}^{k,k} + \alpha v_{i,j}^{k,k} + \alpha^* u_{i,j}^{k,k*} + \alpha v_{i,j}^{k,k*}) - \alpha^* u_{i,j}^{k,k} + \alpha v_{i,j}^{k,k*})^2
\geq 0. \quad (7)
\]

Because of our choice of $\alpha$, the first term of (7) vanishes and, thus, the other two terms must be 0, which is a contradiction. \qed

For all $i, j \in [1..m]$ such that $i \neq j$ and an arbitrary complex number $\beta$ on the unit circle (i.e., $\beta \beta^* = 1$), let

\[
C_{i,j}^{\beta} = \Phi((y_i + \beta y_j + z_i + \beta z_j)(y_i^* + \beta^* y_j^* + z_i^* + \beta^* z_j^*))
= 2 \rho + 2 \sigma + 2 \xi^* + \beta \Phi(y_j z_i^* + z_j y_i^*) + \beta^* \Phi(y_j z_i^* + z_j y_i^*) \succ 0.
\]
We have
\[
\begin{vmatrix}
y^*_k C^{ij}_i y_k & y^*_k C^{ij}_i z_k \\
z_k C^{ij}_i y_k & z_k C^{ij}_i z_k \\
\end{vmatrix}
= \begin{vmatrix}
2r_k & 2r_k + \beta (u^{k,k}_{i,i} + v^{k,k}_{i,j}) + \beta*(u^{k,k}_{i,j} + v^{k,k}_{i,j}) \\
2r_k + \beta*(u^{k,k}_{i,i} + v^{k,k}_{i,j}) + \beta (u^{k,k}_{i,j} + v^{k,k}_{i,j}) & 2r_k \\
\end{vmatrix}
= \begin{vmatrix}
2r_k & 2r_k + \beta (u^{k,k}_{i,i} - u^{k,k}_{i,j}) + \beta*(u^{k,k}_{i,j} - u^{k,k}_{i,j}) \\
2r_k + \beta*(u^{k,k}_{i,i} - u^{k,k}_{i,j}) + \beta (u^{k,k}_{i,j} - u^{k,k}_{i,j}) & 2r_k \\
\end{vmatrix}
= -\left| \beta(u^{k,k}_{i,j} - u^{k,k}_{i,j}) + \beta*(u^{k,k}_{i,j} - u^{k,k}_{i,j}) \right|^2 \geq 0,
\]
where the second equality is due to Claim 10. Because we can choose \( \beta \) arbitrarily, we have \( u^{k,k}_{i,j} - u^{k,k}_{i,j} = 0 \). Claim 10 then implies \( w^{k,k}_{i,j} = u^{k,k}_{i,j} + v^{k,k}_{i,j} = 0 \). This means that \( y^*_l C^{ij}_i z_l = 2r_l \) for all \( l \in [1..m] \). Therefore, for all \( i, j, k, l \in [1..m] \) such that \( i \neq j \) and \( k \neq l \), we have
\[
\begin{vmatrix}
y^*_l C^{ij}_i y_i & y^*_l C^{ij}_i y_k & y^*_l C^{ij}_i z_l \\
y^*_k C^{ij}_i y_i & y^*_k C^{ij}_i y_k & y^*_k C^{ij}_i z_l \\
z^*_l C^{ij}_i y_i & z^*_l C^{ij}_i y_k & z^*_l C^{ij}_i z_l \\
\end{vmatrix}
= \begin{vmatrix}
2r_l & 0 & 2r_l \\
0 & 2r_k & \beta(u^{k,l}_{i,i} + v^{k,l}_{i,j}) + \beta*(u^{k,l}_{i,j} + v^{k,l}_{i,j}) \\
2r_l & \beta*(u^{k,l}_{i,i} + v^{k,l}_{i,j}) + \beta (u^{k,l}_{i,j} + v^{k,l}_{i,j}) & 2r_l \\
\end{vmatrix}
= -2r_l \left| \beta(u^{k,l}_{i,i} + v^{k,l}_{i,j}) + \beta*(u^{k,l}_{i,j} + v^{k,l}_{i,j}) \right|^2 \geq 0.
\]
Again, because \( \beta \) is arbitrary, we have \( w^{k,l}_{i,j} = u^{k,l}_{i,j} + v^{k,l}_{i,j} = 0 \). Since \( w^{k,l}_{i,j} = 0 \) for all \( k, l \in [1..m] \) (including \( k = l \), we have \( \Phi(y_i z_j^* + z_i y_i^*) = 0 \) for all \( i, j \in [1..m] \) such that \( i \neq j \). \( \square \)

For all \( i, j \in [1..m] \), Lemma 4 states what is the (operator) value of \( \Phi(y_i z_j^* + z_i y_i^*) \). However, there is still some ambiguity in what values \( \Phi(y_i z_j^*) \) can take. In Section 6 we show that, in the special case when all the eigenvalues of \( \rho \) are distinct, \( \Phi(y_i z_j^*) \) can take finite number of different values, and we present all of them.

The general case is still unsolved. The two main tools at our disposal are the fact that every point in the image of \( \Phi \) is also the fixed point of \( \Phi \) and the fact that \( \Phi \) is positive. Results in Section 6 are obtained using both of them, and, if we want to solve the general case, we will most likely also have to use them both. However, the proof of Lemma 4 uses only the latter fact, that is, the positivity of \( \Phi \). It is not clear how far we can get by using this fact alone, yet, it is still enough for proving the following two lemmas, which will be used in the next section. Let us use the same assumptions and notation as in Lemma 4 and its proof.

**Lemma 11.** For all \( i, k \in [1..m] \), \( u^{k,k}_{i,i} \geq 0 \) and \( v^{k,k}_{i,i} \geq 0 \).

**Proof.** We already know that \( u^{k,k}_{i,i} + v^{k,k}_{i,i} = w^{k,k}_{i,i} = r_k > 0 \). For an arbitrary complex number \( \beta \) on the unit circle, let
\[
D^\beta_i = \Phi((y_i + \beta z_i)(y_i^* + \beta^* z_i^*)) = \rho + \beta + \beta^* \Phi(y_i z_i^*) + \beta \Phi(z_i y_i^*) \geq 0.
\]
We have

\[
\begin{vmatrix}
 y_k^* D_i^\beta y_k & y_k^* D_i^\beta z_k \\
 z_k^* D_i^\beta y_k & z_k^* D_i^\beta z_k
\end{vmatrix} = \begin{vmatrix}
 \beta u_{i,i}^k & \beta^* v_{i,i}^k \\
 r_k & r_k
\end{vmatrix} + \beta^* u_{i,i}^k + \beta v_{i,i}^k
\]

which implies that the complex numbers \( u_{i,i}^k \) and \( r_k - u_{i,i}^k \) must have the same phase (unless either of them is 0). Since \( r_k > 0 \), this phase must be 0. \( \square \)

**Lemma 12.** If \( u_{i,i}^k \neq v_{i,i}^k \) or \( u_{j,j}^k \neq v_{j,j}^k \), then \( u_{i,j}^k = 0 \).

**Proof.** Let us assume that \( u_{i,i}^k \neq v_{i,i}^k \) and \( u_{j,j}^k \neq v_{j,j}^k \); the other case is analogous. Because of Lemma 11, both \( u_{i,i}^k \) and \( v_{i,i}^k \) are non negative, and they sum up to \( r_k \). Therefore, for any small \( \theta > 0 \), we have

\[
\left| e^{-i\theta} u_{i,i}^k + e^{i\theta} v_{i,i}^k \right|^2 = (u_{i,i}^k)^2 + 2u_{i,i}^k v_{i,i}^k \cos(2\theta) + (v_{i,i}^k)^2 = r_k^2 + O(\theta^2).
\]

Let \( \alpha \) be a small complex number such that the imaginary part of \( \alpha e^{-i\theta} u_{i,j}^k \) has the opposite sign as \( u_{i,j}^k - v_{i,j}^k \), namely, \( \Im(\alpha e^{-i\theta} u_{i,j}^k)(u_{i,j}^k - v_{i,j}^k) < 0 \). For

\[
E_{i,j}^{\alpha,\theta} = \Phi((y_j + \alpha y_i + e^{i\theta} z_j)(y_j^* + \alpha^* y_i^* + e^{-i\theta} z_j^*))
\]

we have

\[
\begin{vmatrix}
 y_k^* E_{i,j}^{\alpha,\theta} y_k & y_k^* E_{i,j}^{\alpha,\theta} z_k \\
 z_k^* E_{i,j}^{\alpha,\theta} y_k & z_k^* E_{i,j}^{\alpha,\theta} z_k
\end{vmatrix} = \begin{vmatrix}
 (1 + \alpha^*)r_k & e^{-i\theta} u_{j,j}^k + e^{i\theta} v_{j,j}^k + \alpha e^{-i\theta} u_{i,j}^k + \alpha e^{-i\theta} u_{i,j}^k \\
 e^{i\theta} u_{j,j}^k + e^{-i\theta} v_{j,j}^k - \alpha^* e^{i\theta} u_{i,j}^k - \alpha^* e^{i\theta} u_{i,j}^k
\end{vmatrix} - 4\Im(\alpha e^{-i\theta} u_{i,j}^k)(u_{i,j}^k - v_{i,j}^k) \theta + O(\alpha^2) + O(\theta^2) \geq 0.
\]

Since \( \alpha \) and \( \theta \) can be chosen to be arbitrarily small, this is a contradiction. \( \square \)

## 6 Case of distinct eigenvalues

As in Lemma 4, let \( \Phi \) be a PTP super-operator such that \( \Phi^2 = \Phi \), let \( \mathcal{Y} \) and \( \mathcal{Z} \) be two \( m \)-dimensional orthogonal spaces such that \( \Phi(\mu) = \text{Tr}(\mu)\rho \) for all \( \mu \in L(\mathcal{Y}) \) and \( \Phi(\mu) = \text{Tr}(\mu)\sigma \) for all \( \mu \in L(\mathcal{Z}) \), where \( \rho \in D(\mathcal{Y}) \) and \( \sigma \in D(\mathcal{Z}) \) both have rank \( m \), let \( \xi \in L(\mathcal{Z}, \mathcal{Y}) \otimes L(\mathcal{Y}, \mathcal{Z}) \) be a Hermitian operator fixed by \( \Phi \) such that \( \xi \neq 0 \), and let

\[
\Pi_{\mathcal{Y}}\xi \Pi_{\mathcal{Z}} = e \sum_{k=1}^m r_k y_k z_k^*
\]

be the singular value decomposition of \( \Pi_{\mathcal{Y}}\xi \Pi_{\mathcal{Z}} \). In this section we consider a special case of Lemma 4, the case when all the eigenvalues of \( \rho \) are distinct (this implies that all the eigenvalues of \( \sigma \) are distinct as well). We will show that in this case:
Lemma 13. We have $\Phi(y_i z_i^*) = 0$ for all $i, j \in [1..m]$ such that $i \neq j$ and either

$$\Phi(y_i z_i^*) = \frac{1}{2} \sum_{k=1}^{m} r_k(y_\alpha^* z^*_k + z_k y_k^*)$$  \hspace{1cm} (8)$$

for all $i \in [1..m]$ or there exists a disjoint partition of the set $[1..m]$ into sets $S^0$ and $S^1$ such that, for all $b \in \{0, 1\}$ and $i \in S^b$,

$$\Phi(y_i z_i^*) = \sum_{k \in S^b} r_k y_k z_k^* + \sum_{k \in S^{1-b}} r_k z_k y_k^*.$$  \hspace{1cm} (9)$$

Note: we allow $S^0$ or $S^1$ to be empty.

**Proof.** Because all the eigenvalues of $\rho$ and $\sigma$ are distinct—and this is the only place where we use this assumption—spectral decompositions of $\rho$ and $\sigma$ are unique. Note that, for any Hermitian operator $\chi \in L(\mathcal{Y} \oplus \mathcal{Z})$ fixed by $\Phi$, we have $y_i^* \alpha z_l = 0$ for all $k, l \in [1..m]$ such that $k \neq l$ and $|y_i^* \alpha z_l|/r_k = |y_i^* \alpha z_l|/r_l$ for all $k, l \in [1..m]$.

As before, for all $i, j, k, l \in [1..m]$, let $u_{i,j}^{k,l} = y_k^* \Phi(y_i z_j^*) z_l$ and $v_{i,j}^{k,l} = y_k^* \Phi(z_i y_j^*) z_l$. Due to Claim 14, for $k \neq l$, we have

$$u_{i,j}^{k,l} + v_{j,i}^{k,l} = y_k^* \Phi(y_i z_j^* + z_j y_i^*) z_l = 0 \quad \text{and} \quad I u_{i,j}^{k,l} - I v_{j,i}^{k,l} = y_k^* \Phi(I y_i z_j^* - I z_j y_i^*) z_l = 0,$$

which imply $u_{i,j}^{k,l} = 0$ and $v_{j,i}^{k,l} = 0$.

For all $i, k \in [1..m]$, let $\alpha_k^i = u_{i,i}^{k,k}/r_k$. Since $r_k = u_{i,i}^{k,k} + v_{i,i}^{k,k}$, we have $v_{i,i}^{k,k} = r_k (1 - \alpha_k^i)$, and Lemma 11 implies that $\alpha_k^i \in [0, 1]$. We have

$$\Phi(y_i z_i^*) = \sum_{k=1}^{m} \alpha_k^i r_k y_k z_k^* + \sum_{k=1}^{m} (1 - \alpha_k^i) r_k z_k y_k^*$$

and, therefore,

$$y_k^* \Phi(I y_i z_i^* - I z_i y_i^*) z_k = I (2 \alpha_k^i - 1) r_k.$$

Claim 14 then implies that $|2 \alpha_k^i - 1| = |2 \alpha_k^i - 1|$ for all $k, l \in [1..m]$. Thus, either $\alpha_k^i = \alpha_l^i$ or $\alpha_k^i = 1 - \alpha_l^i$. Notice that, if there exists $k \in [1..m]$ such that $\alpha_k^i = 1/2$, then $\alpha_k^i = 1/2$ for all $k \in [1..m]$. Let us say that $i \in [1..m]$ is good if $\alpha_k^i \neq 1/2$ for all $k \in [1..m]$, and bad otherwise (that is, $\alpha_k^i = 1/2$ for all $k$).

If all $i \in [1..m]$ are bad, then we have

$$\Phi(y_i z_i^*) = \Phi(\Phi(y_i z_i^*)) \propto \sum_{k=1}^{m} r_k (y_k z_k^* + z_k y_k^*).$$

However, Claim 10 states that $y_k^* \Phi(y_i z_j^*) z_k + (y_k^* \Phi(z_j y_i^*) z_k)^* = 0$, which implies $\Phi(y_i z_i^*) = 0$. Therefore,

$$\Phi(y_i z_i^*) = \delta(i, j) \frac{1}{2} \sum_{k=1}^{m} r_k (y_k z_k^* + z_k y_k^*)$$
implies that
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, which does not change anything as the sets S
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0
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have symmetric roles), and thus we can drop lower indices from S

0

and S

1

. Therefore, there is a unique γ

i

∈ [0, 1] for every good i such that, for all good j and all k ∈ [1 .. m], we have α

k

j
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j

whenever j, k ∈ S

0

or j, k ∈ S

1

, and α

k

j

= 1 − γ

j

otherwise. We can drop the requirement that j must be good by simply defining γ

i

= 1/2 for all bad i.

Suppose i is good and, without loss of generality, i ∈ S
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. Then
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For each b ∈ {0, 1}, let R

b

= ∑

k∈S

b

r

b

and Γ

b
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b

γ

b

r

b
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0
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1

= 1, we have
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Hence,
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Because i is good and Γ

b

∈ [0, R

b

] for both b, 1 − 2γ

i

≠ 0 and therefore we must have R

0

= Γ

0

and R

1

= Γ

1

. This means that γ

i

= 1 for all i ∈ [1 .. m]. Finally, Lemma 12 implies that Φ(y

i

z

i

*) = 0 for all i, j ∈ [1 .. m] such that i ≠ j. \[\square\]
Let us prove an even stronger result. Given two orthogonal $m$-dimensional spaces $X_1$ and $X_2$ such that, for both $i \in \{1, 2\}$, there exists $\rho_i \in D(X_i)$ that has distinct, strictly positive eigenvalues and that satisfies $\Phi(\mu) = \text{Tr}(\mu)\rho_i$ for all $\mu \in L(X_i)$, Lemma 13 specifies how $\Phi$ can act on $L(X_1, X_2)$. That is, either $\Phi$ maps all $\mu \in L(X_1, X_2)$ to 0, or its action follows equation (8) or (9). Now, suppose we have three such spaces $X_1$, $X_2$, and $X_3$. Is it possible that the action of $\Phi$ on $L(X_1, X_2)$ follows (8) while the action on $L(X_2, X_3)$ follows (9)? The following theorem shows that the answer is no. Even more, it shows that, first, the action of $\Phi$ on $L(X_1, X_2)$ and $L(X_2, X_3)$ (if it is non-zero) determines the action of $\Phi$ on $L(X_1, X_3)$ and, second, if the action on $L(X_1, X_2)$ and $L(X_2, X_3)$ follows equation (9), then the partition of $[1..m]$ into sets $S^0$ and $S^1$ must be the same in both cases.

**Theorem 15.** Let $\Phi$ be a PTP super-operator such that $\Phi^2 = \Phi$, let $X_1, \ldots, X_l$ be $m$-dimensional mutually orthogonal spaces, and, for all $i \in [1..l]$, let $\rho_i \in D(X_i)$ be such that rank $\rho_i = m$, all the eigenvalues of $\rho_i$ are distinct, and $\Phi(\mu) = \text{Tr}(\mu)\rho_i$ for all $\mu \in L(X_i)$. Then we have:

1. For any $i, j, k \in [1..l]$, if $\Phi[L(X_i, X_j)] \neq 0$ and $\Phi[L(X_j, X_k)] \neq 0$, then $\Phi[L(X_i, X_k)] \neq 0$.

2. Suppose that $\Phi[L(X_i, X_j)] \neq 0$ for all $i, j \in [1..l]$. Then we can choose phases of eigenvectors $x_{i,1}, \ldots, x_{i,m}$ of $\rho_i$ for all $i \in [1..l]$ so that either

$$
\Phi(x_{i,g}, x_{j,h}^*) = \delta(g, h) \left( \frac{1}{2} \sum_{k=1}^{m} r_k (x_{i,k} x_{j,k}^* + x_{j,k} x_{i,k}^*) \right)
$$

for all $i, j \in [1..l]$ and $g, h \in [1..m]$ or there exists a disjoint partition of the set $[1..m]$ into sets $S^0$ and $S^1$ such that, for all $b \in \{0, 1\}$ and $g \in S^b$,

$$
\Phi(x_{i,g}, x_{j,h}^*) = \delta(g, h) \left( \sum_{k \in S^b} r_k x_{i,k} x_{j,k}^* + \sum_{k \in S^{1-b}} r_k x_{j,k} x_{i,k}^* \right)
$$

for all $i, j \in [1..l]$ and $h \in [1..m]$, where $r_1, \ldots, r_m$ are the eigenvalues of $\rho_1, \ldots, \rho_l$ (they all have the same eigenspectrum).

**Proof.** Without loss of generality, we assume that $l = 3$ as the result for larger $l$ follows by induction. Let us first consider the first statement of the theorem. Suppose that there exist $\mu_{12} \in L(X_1, X_2) \oplus L(X_2, X_1)$ and $\mu_{23} \in L(X_2, X_3) \oplus L(X_3, X_2)$ such that $\Phi(\mu_{12}) \neq 0$ and $\Phi(\mu_{23}) \neq 0$. Without loss of generality, we assume that both $\mu_{12}$ and $\mu_{23}$ are Hermitian. We can choose right singular vectors of $\Pi_{X_1} \Phi(\mu_{12}) \Pi_{X_2}$ and left singular vectors of $\Pi_{X_2} \Phi(\mu_{23}) \Pi_{X_3}$ so that their phases coincide (they must be equal up to their phases as the spectral decomposition of $\rho_2$ is unique). This means that, due to Lemma 13, for each $i \in \{1, 2, 3\}$, we can choose phases of eigenvectors $x_{i,1}, \ldots, x_{i,m}$ of $\rho_i$ so that, for each pair $(i, j) \in \{(1, 2), (2, 3)\}$, exactly one of the following two cases holds:

1. for all $g, h \in [1..m]$:

$$
\Phi(x_{i,g}, x_{j,h}^*) = \delta(g, h) \left( \frac{1}{2} \sum_{k=1}^{m} r_k (x_{i,k} x_{j,k}^* + x_{j,k} x_{i,k}^*) \right);
$$

2. there exists a disjoint partition of the set $[1..m]$ into sets $S^0_{ij}$ and $S^1_{ij}$ such that, for all $b \in \{0, 1\}$ and $g \in S^b_{ij}$,

$$
\Phi(x_{i,g}, x_{j,h}^*) = \delta(g, h) \left( \sum_{k \in S^b_{ij}} r_k x_{i,k} x_{j,k}^* + \sum_{k \in S^{1-b}_{ij}} r_k x_{j,k} x_{i,k}^* \right)
$$

for all $h \in [1..m]$. 
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For $q \in [1..m]$, let $A_q = \Phi((x_{1,q} + x_{2,q} + x_{3,q})(x_{1,q}^* + x_{2,q}^* + x_{3,q}^*)) \geq 0$ and $B_q = \Phi((x_{1,q} + Ix_{2,q} + x_{3,q})(x_{1,q}^* - Ix_{2,q}^* + x_{3,q}^*)) \geq 0$. For any $(i,j) \in \{(1,2), (2,3)\}$, regardless of whether Case 1 or Case 2 holds, we have $x_{1,k}^*A_qx_{j,k} = x_{i,k}^*\Phi(x_{i,q}x_{j,k}^* + x_{j,q}x_{i,k}^*)x_{j,k} = r_k$ for all $k \in [1..m]$. Thus,

\[
\begin{bmatrix}
  x_{1,k}^*A_qx_{1,k} & x_{1,k}^*A_qx_{2,k} & x_{1,k}^*A_qx_{3,k} \\
  x_{2,k}^*A_qx_{1,k} & x_{2,k}^*A_qx_{2,k} & x_{2,k}^*A_qx_{3,k} \\
  x_{3,k}^*A_qx_{1,k} & x_{3,k}^*A_qx_{2,k} & x_{3,k}^*A_qx_{3,k}
\end{bmatrix}
= \begin{bmatrix}
  r_k & r_k & x_{1,k}^*A_qx_{3,k} \\
  r_k & r_k & r_k \\
  (x_{1,k}^*A_qx_{3,k})^* & r_k & r_k \\
\end{bmatrix}
= -r_k|r_k - x_{1,k}^*A_qx_{3,k}|^2 \geq 0,
\]

which implies $x_{1,k}^*A_qx_{3,k} = r_k$ for all $k,q \in [1..m]$. Because the spectral decomposition of $\Pi_1A_q\Pi_1$ determines the eigenvectors of $\rho_1$ and $\rho_3$, we get that

$$\Phi(x_{1,q}x_{3,q}^* + x_{3,q}x_{1,q}^*) = \sum_{k=1}^m r_k(x_{1,k}x_{3,k}^* + x_{3,k}x_{1,k}^*)$$

for all $q \in [1..m]$. Thus, Case 1 or Case 2 must also hold for $(i,j) = (1,3)$.

If Case 1 holds for two pairs, say, $(1,2)$ and $(1,3)$, and Case 2 for the third pair, then one can easily show that $B_q$ is not positive semi-definite (by considering the same central minor as of $A_q$ above), which is a contradiction. Similarly, if Case 1 holds for one pair, say, $(1,2)$, and Case 2 for the other two pairs, then $B_q$ is also not positive semi-definite. Hence, Case 1 must hold for all $(1,2)$, $(1,3)$, and $(2,3)$ or Case 2 must hold for all $(1,2)$, $(1,3)$, and $(2,3)$.

It is left to show that, if Case 2 holds, then the partition of $[1..m]$ into sets $S^0$ and $S^1$ must be the same for all three pairs $(1,2)$, $(1,3)$, and $(2,3)$. Suppose the contrary: without loss of generality, there exists $k,q \in [1..m]$ such that $q \in S^0_{12}$, $k \in S^0_{12}$, $q \in S^0_{23}$, and $k \in S^1_{23}$. We have

\[
\begin{bmatrix}
  x_{1,k}^*B_qx_{1,k} & x_{1,k}^*B_qx_{2,k} & x_{1,k}^*B_qx_{3,k} \\
  x_{2,k}^*B_qx_{1,k} & x_{2,k}^*B_qx_{2,k} & x_{2,k}^*B_qx_{3,k} \\
  x_{3,k}^*B_qx_{1,k} & x_{3,k}^*B_qx_{2,k} & x_{3,k}^*B_qx_{3,k}
\end{bmatrix}
= \begin{bmatrix}
  r_k & -Ir_k & r_k \\
  r_k & r_k & -Ir_k \\
  r_k & Ir_k & r_k \\
\end{bmatrix}
= -4r_k \geq 0,
\]

which is a contradiction. \hfill \Box

One can see that every super-operator $\Phi$ that acts on the space $\bigoplus_{i=1}^t X_i$ as described by equation (10) or (11) is positive and trace-preserving and satisfies $\Phi^2 = \Phi$. Therefore, if all the density operators $\rho_i$ given in Lemma 3 have distinct eigenvalues, Theorem 15 completely characterizes how $\Phi$ can act on $X$, and therefore completely characterizes the fixed space of $\Phi$.

## 7 CPTP projections

In this section we investigate how much more we can say about the fixed space of a super-operator $\Phi$ if we assume complete-positivity of $\Phi$ instead of assuming just positivity. As CPTP super-operators are the special case of PTP super-operators, all the results shown above applies to them too. In particular, let us consider Lemma 4.

Let $\Phi$ be CPTP super-operator satisfying $\Phi^2 = \Phi$. We know that its Choi matrix $J(\Phi)$ is positive semi-definite. Thus, its central minor

\[
\begin{bmatrix}
  z_k^*\Phi(y_iy_i^*)z_k & z_k^*\Phi(y_iy_j^*)y_l \\
  y_l^*\Phi(y_jy_i^*)z_k & y_l^*\Phi(y_jy_j^*)y_l
\end{bmatrix}
\]
must be non-negative, where \( y_i, y_l, z_k, z_l \) are (not necessarily distinct) vectors of any orthonormal basis of \( \mathcal{X} \). In particular, if \( z_k^* \Phi(y_l y_l^*) z_k = 0 \), then \( z_k^* \Phi(y_l z_l^*) y_l = 0 \). Therefore, if we have two orthogonal spaces \( \mathcal{Y} \) and \( \mathcal{Z} \) such that \( L(\mathcal{Y}) \) and \( L(\mathcal{Z}) \) are invariant under \( \Phi \), then, not only we can say that \( L(\mathcal{Y}, \mathcal{Z}) \oplus L(\mathcal{Z}, \mathcal{Y}) \) is invariant (as it is the case for all positive super-operators), but we can also say that both \( L(\mathcal{Y}, \mathcal{Z}) \) and \( L(\mathcal{Z}, \mathcal{Y}) \) are invariant. Hence, Lemma 4 in the case of CPTP super-operators becomes:

**Lemma 16.** Let \( \mathcal{Y} \) and \( \mathcal{Z} \) be two \( m \)-dimensional orthogonal subspaces of \( \mathcal{X} \) such that \( \Phi(\mu) = \text{Tr}(\mu) \rho \) for all \( \mu \in L(\mathcal{Y}) \) and \( \Phi(\mu) = \text{Tr}(\mu) \sigma \) for all \( \mu \in L(\mathcal{Z}) \), where \( \rho \in D(\mathcal{Y}) \) and \( \sigma \in D(\mathcal{Z}) \) both have rank \( m \). Suppose there exists an operator \( \xi \in L(\mathcal{Z}, \mathcal{Y}) \) fixed by \( \Phi \) such that \( \xi \neq 0 \). Then, let

\[
\xi = c \sum_{k=1}^{m} r_k y_k z_k^* \]

be the singular value decomposition of \( \xi \), where \( c > 0 \), \( (r_1, \ldots, r_m) \) is a \( m \)-dimensional orthonormal basis of \( \mathcal{Y} \) and \( (x_1, \ldots, x_m) \) are orthonormal bases of \( \mathcal{Z} \), respectively. We have

\[
\rho = \sum_{k=1}^{m} r_k y_k z_k^*, \quad \sigma = \sum_{k=1}^{m} r_k z_k y_k^*, \quad \text{and} \quad \Phi(y_i y_j^*) = \delta(i, j) \sum_{k=1}^{m} r_k y_k z_k^* = \xi/c \text{ for all } i, j \in [1..m].
\]

Notice that Lemma 16 completely characterizes how \( \Phi \) acts on space \( L(\mathcal{Y} \oplus \mathcal{Z}) \). Now, consider the statement of Lemma 3. Lemma 16 shows that there may be an operator \( \mu \in L(\mathcal{X}_i, \mathcal{X}_j) \) such that \( \Phi(\mu) \neq 0 \) only if \( \rho_i \) and \( \rho_j \) have the same eigenspectrum. Suppose eigenspectra of \( \rho_i \) and \( \rho_j \) are equal, and there are operators \( \mu_{ij} \in L(\mathcal{X}_i, \mathcal{X}_j) \) and \( \mu_{jk} \in L(\mathcal{X}_j, \mathcal{X}_k) \) such that \( \Phi(\mu_{ij}) \neq 0 \). Unless all the eigenvalues of \( q_{ij} \) are distinct, Lemma 16 applied to the pair \( \mathcal{X}_i \) and \( \mathcal{X}_j \) and the pair \( \mathcal{X}_j \) and \( \mathcal{X}_k \) does not necessarily give the same basis of \( \mathcal{X}_j \). In fact, one can show that we can change basis of \( \mathcal{X}_j \) and \( \mathcal{X}_k \) obtained in the second application of the lemma so that the lemma still holds and basis of \( \mathcal{X}_j \) obtained in both applications agree. Then we can easily use complete-positivity of \( \Phi \) (in fact, positivity would be enough) to specify its action on \( L(\mathcal{X}_i, \mathcal{X}_k) \). This gives us the following lemma.

**Lemma 17.** Let \( \mathcal{X}_1, \ldots, \mathcal{X}_l \) be \( m \)-dimensional mutually orthogonal subspaces of \( \mathcal{X} \) and, for all \( i \in [1..l] \), let \( \rho_i \in D(\mathcal{X}_i) \), such that \( \text{rank} \rho_i = m \) and \( \Phi(\mu) = \text{Tr}(\mu) \rho_i \) for all \( \mu \in L(\mathcal{X}_i) \). Then:

1. For any \( i, j, k \in [1..l] \), if \( \Phi[L(\mathcal{X}_i, \mathcal{X}_j)] \neq 0 \) and \( \Phi[L(\mathcal{X}_j, \mathcal{X}_k)] \neq 0 \), then \( \Phi[L(\mathcal{X}_i, \mathcal{X}_k)] \neq 0 \).

2. If \( \Phi[L(\mathcal{X}_i, \mathcal{X}_j)] \neq 0 \) for all \( i, j \in [1..l] \), then there exist a \( m \)-dimensional orthonormal basis \( \{x_{i,1}, \ldots, x_{i,m}\} \) of each \( \mathcal{X}_i \) such that

\[
\Phi(x_{i,h} x_{j,h}^*) = \delta(h, h) \sum_{k=1}^{m} r_k x_{i,k} x_{j,k}^* \tag{12}
\]

for all \( i, j \in [1..l] \) and \( h \in [1..m] \).

Consider the statement of Lemma 17. There exist two spaces \( \mathcal{Y} \) and \( \mathcal{Z} \) of dimension \( l \) and \( m \), respectively, such that \( \mathcal{Y} \otimes \mathcal{Z} = \bigoplus_{i=1}^{l} \mathcal{X}_i \) and \( x_{i,j} = y_i \otimes z_j \) for all \( i \in [1..l] \) and \( j \in [1..m] \), where \( \{y_1, \ldots, y_l\} \) and \( \{z_1, \ldots, z_m\} \) are orthonormal bases of \( \mathcal{Y} \) and \( \mathcal{Z} \), respectively. Let \( \rho = \sum_{k=1}^{m} r_k z_k z_k^* \in D(\mathcal{Z}) \), and let \( \Gamma^\rho_{L(\mathcal{Z})} \) be the super-operator that, for all \( \mu \in L(\mathcal{Z}) \), maps \( \mu \) to \( \text{Tr}(\mu) \rho \). Then, we can rewrite (12) as

\[
\Phi(y_i y_j^* \otimes z_{g,h} z_{g,h}^*) = \text{Tr}(z_{g,h} z_{g,h}^*) \sum_{k=1}^{m} r_k (y_i y_j^* \otimes z_k z_k^*) = \Gamma^\rho_{L(\mathcal{Y})}(y_i y_j^*) \otimes \Gamma^\rho_{L(\mathcal{Z})}(z_{g,h} z_{g,h}^*). \]

Hence, Lemmas 3 and 17 together imply:
Theorem 18. Let $\Phi \in T(V)$ be a CPTP super-operator satisfying $\Phi^2 = \Phi$. Then there is a unique subspace $\mathcal{X} \subseteq V$ such that $\Phi[L(V)] \subseteq L(\mathcal{X})$ and the following holds. There exist spaces $\mathcal{Y}_1, \ldots, \mathcal{Y}_n, \mathcal{Z}_1, \ldots, \mathcal{Z}_n$ and, for all $i \in [1..n]$, density operators $\rho_i \in D(\mathcal{Z}_i)$ of rank $\text{dim} \mathcal{Z}_i$ such that

$$
\mathcal{X} = \bigoplus_{i=1}^n \mathcal{Y}_i \otimes \mathcal{Z}_i
$$

and $\Phi$ restricted to the subspace $L(\mathcal{X})$ is

$$
\Phi_{L(\mathcal{X})} = \bigoplus_{i=1}^n \mathbb{1}_{L(\mathcal{Y}_i)} \otimes \Gamma_{L(\mathcal{Z}_i)}^{\rho_i}.
$$

From Theorem 18, it is easy to see that the fixed space of $\Phi$ is $\bigoplus_{i=1}^n L(\mathcal{Y}_i) \otimes \rho_i$. That together with Theorem 2 implies Theorem 1.

8 Discussion

For a positive trace-preserving super-operator, in the general case, we still do not have a complete characterization of its fixed space. However, Lemmas 3 and 4 together with Theorem 2 tell a lot about the structure of the fixed space. These lemmas allow us to obtain a complete characterization of the fixed space in two special cases: one, when we assume that all the density operators $\rho_i$ given by Lemma 3 have distinct eigenvalues, and other, when we assume the complete positivity. In these two cases, the structure of super-operator $\Phi$ must be very similar as shown by Theorem 15 and Lemma 17, respectively. If we assume both of these assumptions simultaneously, then we can see that $\Phi$ still can have any structure admitted by Lemma 17. That is, for CPTP $\Phi$, the structure of its fixed space does not depend on whether or not all the density operators $\rho_i$ given by Lemma 3 have distinct eigenvalues.

I conjecture that it is also so if we only assume positivity instead of complete positivity, namely, I conjecture that we can drop from the statement of Theorem 15 the requirement that all the eigenvalues of $\rho_i$ are distinct. The proof of such a result would most likely be based on Lemma 4 and would use both the fact that every point in the image of $\Phi$ is also the fixed point of $\Phi$ and the fact that $\Phi$ is positive—just like the proof of Lemma 13 does.

The reason why the special case when all the eigenvalues of operators $\rho_i$ are distinct is easier is because in this case the spectral decomposition of $\rho_i$ is unique. When some of the eigenvalues appear multiple times, the spectral decomposition is unique up to the choice of orthonormal basis for each eigenspace. Similarly as in the proof of Lemma 13, we can show that no operator in the image of $\Phi$ can map a vector from the eigenspace corresponding to one eigenvalue to a vector overlapping the eigenspace corresponding to a different eigenvalue. Therefore, it might be useful to consider each eigenspace separately, in particular, to consider the case when all the eigenvalues of $\rho_i$ are the same. So far, it is not clear what happens in this case, and it is an open problem for future research.
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A Proofs of Lemmas 5 and 6

**Lemma 5.** Suppose \( x, y, z \in \mathcal{X} \) satisfy \( z^* \Phi(xx^*)z = 0 \) and \( z^* \Phi(yy^*)z = 0 \). Then \( \Phi(xy^*)z = 0 \).

**Proof.** Let \( \beta = z^* \Phi(xy^*)z \), and, thus, \( z^* \Phi(xy^*)z = \beta^* \). We have

\[
z^* \Phi((x - \beta y)(x^* - \beta^* y^*))z = -\beta z^* \Phi(xy^*)z - \beta z^* \Phi(yx^*)z = -2|\beta|^2 \geq 0,
\]

which implies \( \beta = 0 \), i.e., \( z^* \Phi(xy^*)z = 0 \) and \( z^* \Phi(yx^*)z = 0 \). Hence,

\[
z^* \Phi((x + y)(x^* + y^*))z = 0 \quad \text{and} \quad z^* \Phi((x - Iy)(x^* + Iy^*))z = 0.
\]

Thus, because \( \Phi((x + y)(x^* + y^*)) \) and \( \Phi((x - Iy)(x^* + Iy^*)) \) are positive semi-definite, we have

\[
0 = \Phi((x + y)(x^* + y^*))z = \Phi(xy^*)z + \Phi(yx^*)z
\]

and

\[
0 = \Phi((x - Iy)(x^* + Iy^*))z = I(\Phi(xy^*)z - \Phi(yx^*)z),
\]

which implies \( \Phi(xy^*)z = 0 \). \( \square \)

**Lemma 6.** Suppose \( x \in \mathcal{X} \) and \( \mathcal{Z} \subseteq \mathcal{X} \) satisfy \( \Pi_\mathcal{Z} \Phi(xx^*) \Pi_\mathcal{Z} = 0 \). Then \( \Pi_\mathcal{Z} \Phi(xy^*) \Pi_\mathcal{Z} = 0 \) for all \( y \in \mathcal{X} \).

**Proof.** Choose an arbitrary \( y \in \mathcal{X} \). We need to prove that \( u^* \Phi(xy^*)v = 0 \) for all \( u, v \in \mathcal{Z} \). The following lemma is the core of the proof:

**Lemma 19.** For all \( z \in \mathcal{Z} \), \( z^* \Phi(xy^*)z = 0 \).

**Proof.** Note that \( z^* \Phi(xx^*)z = 0 \). Let \( \alpha = z^* \Phi(yy^*)z \geq 0 \) and \( \beta = z^* \Phi(xy^*)z \), and, thus, \( z^* \Phi(yx^*)z = \beta^* \). If \( \alpha = 0 \), then \( z^* \Phi(xy^*)z = 0 \) due to Lemma 5, therefore let us assume that \( \alpha > 0 \). Now,

\[
z^* \Phi((\alpha x - \beta y)(\alpha x^* - \beta^* y^*))z = -\alpha|\beta|^2 \geq 0
\]

implies \( \beta = 0 \). \( \square \)
By applying Lemma 19 to all \( z \in \{ u, v, u+v, u+Jv \} \) and using linearity, we get that \( u^* \Phi(xy^*)v + v^* \Phi(xy^*)u = 0 \). Hence, \( u^* \Phi(xy^*)v = 0 \). □