On the estimation of discontinuous solutions of parameter identification problems
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Abstract. We consider the identification of a diffusion parameter in a second order elliptic equation in two dimensions by interior measurements. The diffusion parameter is assumed to have discontinuities. For its reconstruction we propose two regularization algorithms – one is based on a moving grid approach and the other on a Hamilton-Jacobi type equation. The numerical realization via an inexact iteratively regularized Gauss-Newton method shows that these algorithms can effectively identify the discontinuities.

1. Introduction
We want to identify a possibly discontinuous diffusion coefficient $\tilde{\gamma}$ defined on a domain $\Omega \subset \mathbb{R}^2$ in the equation

$$-\text{div}(\tilde{\gamma} \nabla u) = f, \quad u\big|_{\partial \Omega} = 0,$$

(1)

where $f \in L^2(\Omega)$ is given, from noisy measurements $u^\delta$ of $u$ with $\|u^\delta - u\| \leq \delta$.

We assume that positive constants $\gamma_1, \gamma_2$ exist such that $\gamma_1 \leq \tilde{\gamma}(x) \leq \gamma_2$ almost everywhere. We want to find that part of $\tilde{\gamma}$ which differs from a constant background diffusivity which we assume to be 1, without loss of generality. Hence, our unknown is $\gamma$ with $\tilde{\gamma} = 1 + \gamma$. In what follows, we denote the nonlinear operator that maps $\gamma = \tilde{\gamma} - 1$ to the solution of (1) by $F$. The problem we are faced with is then the ill-posed equation

$$F(\gamma) = u^\delta.$$

(2)

We will always assume attainability in the following, i.e., for exact data $u$ there exists a $\gamma^\dagger$ for which (2) holds.

In many cases a standard regularization method using Hilbert space norms (see, e.g., [5]), implemented for example by Tikhonov regularization, does not give satisfactory results, since the discontinuities either are smeared out if regularization is too strong or oscillations occur when the regularization norm is too weak.

In particular for discontinuous solutions, the use of the BV-seminorm has been quite effective for this kind of problem (cf., e.g., [4, 11]). However, the BV-functional suffers from the drawback that it is not differentiable, so usually a differentiable approximation to this functional is used. Moreover, BV-regularization shows the so-called staircasing effect [16], i.e., regularized solutions have the tendency to become piecewise constant.
We will present two new approaches that turned out to be quite effective in estimating discontinuous diffusion coefficients, the moving grid approach [10] in Section 2 and the Hamilton-Jacobi approach [6] in Section 3. Numerical results are shown in Section 4.

2. The moving grid approach

This approach is inspired from the work on regularization by curve and surface representations (cf. [7, 8, 9, 13, 14]), where the discontinuous functions are regarded as curves or surfaces and regularization is applied to their parameterizations. In the discretized case this has the effect that the unknown $\gamma$ is always defined on a grid, which changes with the iteration and is adapted to the regularized solution. The change is defined via optimization problems. Unfortunately, in higher dimensions, these optimization functionals are rather flat, leading to slow convergence.

The resulting grid has the property that the mesh size is small wherever the solution exhibits discontinuities, as expected. So instead of computing the grid via optimization it seems more efficient to adapt the mesh size directly to the smoothness of $\gamma$. This adaption can be implemented efficiently by the deformation method. Combined with standard algorithms from regularization theory in Hilbert spaces one still obtains good results for discontinuous solutions with a small extra amount of recalculating the grid in each step.

By our method we may use a discretization of $\gamma$ that is smoother than $\gamma$ itself, for example continuous ansatz functions even for discontinuous $\gamma$. Since the grid will be adaptive to the solution, the grid size will be small wherever $\gamma$ has jumps, and this compensates the approximation error at the nonsmooth parts.

This idea of a moving grid has been used for numerical computations in PDEs (see, e.g., [18]). For instance, in the framework of hyperbolic equations the development of shock waves and the corresponding lack of smoothness of the solutions may not be handled efficiently by a fixed grid. In the context of ill-posed problems, the moving grid approach has been successfully applied in [12] to linear integral equations.

A moving grid is an adaptive grid obtained via a transformation of a fixed, uniform one. Therefore, we need a transformation function $\phi$ which is one-to-one and onto on $\Omega$

$$\phi : \Omega \rightarrow \Omega.$$  

A sufficient condition for a $C^1$-function $\phi$ to fulfill these conditions is that

$$\phi(\partial \Omega) = \partial \Omega \quad \text{and} \quad \det D\phi > 0 \quad \text{in} \, \Omega.$$  

If $c$ is defined on $\Omega$ on a fixed uniform grid, then we can find an approximation to $\gamma$ on an adaptive grid by $c(\phi^{-1})$, where $\phi$ is an appropriate transformation function (again defined on a uniform grid).

We briefly describe the main ideas of our algorithm. In each step we find an approximation $c_n(\phi_n^{-1})$ of the solution, which is obtained by applying a regularization method to the equation

$$F(c(\phi_n^{-1})) = u^\delta$$  

with fixed $\phi_n$. In the next step we compute an error estimator, which measures the smoothness of $c_n(\phi_n^{-1})$. Then we calculate a new transformation function $\phi_{n+1}$ depending on this error estimation.

Thus, the general steps of the algorithm look as follows:

1. Start with a uniform grid and the identity as transformation function $\phi_0(\xi) = \xi \in \Omega \subset \mathbb{R}^2$, $n = 0$.
2. Compute $c_n$ by regularizing the equation $F(c(\phi_n^{-1})) = u^\delta$ with respect to $c$ and set $\gamma_n := c_n(\phi_n^{-1})$.  

3. If a stopping criterion is satisfied, set $\gamma = \gamma_n$; otherwise:
4. Update the transformation function

$$\phi_{n+1} = T(\phi_n, c_n),$$

where $T$ is the method of choice to define the moving grid; go to step 2.

In step 2 a prominent regularization method is Tikhonov regularization. However, it turned out that iterative regularization methods are more efficient for parameter estimation problems. We implemented several ones (see [10]). Best results were obtained with an inexact iteratively regularized Gauss-Newton method.

To describe the ideas we introduce some notation. In step 2 we have to solve (5), where $\phi_n$ is kept fixed and $c$ is the unknown. We use $F_{\phi_n}(c) := F(c(\phi_n^{-1}))$, and $F'_{\phi_n}(c)$ for the Fréchet-derivative with respect to $c$, and $F^*_{\phi_n}(c)$ for its adjoint (in the space $H^1_0$).

If the equation (5) is regularized via the iteratively regularized Gauss-Newton method, then $c_n$ is approximated by $c_{n,k}$ and the new update for $c_{n,k+1}$ is defined by the equation

$$(F'_{\phi_n}(c_{n,k})^*F_{\phi_n}(c_{n,k}) + \alpha_k I)(c_{n,k+1} - c_{n,k}) = -F'_{\phi_n}(c_{n,k})^*(F_{\phi_n}(c_{n,k}) - u^\delta) + \alpha_k c_{n,k}.$$  

As initial values we use $c_{n,0} = \gamma_{n-1}(\phi_n)$, $c_{0,0} = 0$.

The sequence $\{\alpha_k\}$ plays the role of a regularization parameter and can be chosen as a geometrically decaying sequence. For the iteratively regularized Gauss-Newton iteration, convergence and convergence rates have been proven in [1].

Instead of solving the system above exactly, we used a conjugate gradient method to approximate the exact solution. That means that $c_{n,k+1} = c_{n,k} + \nu_l$, where $\nu_l$ denotes the $l$th step of a CG-method applied to the equation

$$(F'_{\phi_n}(c_{n,k})^*F_{\phi_n}(c_{n,k}) + \alpha_k I)\nu = -F'_{\phi_n}(c_{n,k})^*(F_{\phi_n}(c_{n,k}) - u^\delta) + \alpha_k c_{n,k}.$$  

In the CG method the operator on the left-hand side has to be applied to functions $\nu$. This means that we have only to calculate directional derivatives and hence it is not necessary in the discretized version to compute and store the matrix corresponding to the operator $F'_{\phi_n}(c_{n,k})^*F_{\phi_n}(c_{n,k})$. Since for the evaluation of $F, F'h, F''z$ we always have to solve a PDE, we limited the number of CG-iterations to save computation time.

For the stopping rule in step 3 of our algorithm we used the well-known discrepancy principle by Morozov (cf., e.g., [5]).

We now turn to step 4 of the algorithm. As transformation $T$ we used the deformation method. It provides direct control over the cell size. We briefly describe the main ideas following [18].

Given a positive monitoring function $m(\zeta, t) > 0$ depending on the space variable $\zeta$ and time $t$, we want to construct a deformation function $\phi(\xi, t)$ such that

$$\det D\phi(\xi, t) = m(\phi(\xi, t), t), \quad \phi(\xi, 0) = \phi_{\text{init}}(\xi), \quad \xi \in \Omega, \quad t > 0,$$

where $\xi \in \Omega$.  

In numerical computations for PDEs $m$ usually describes the smoothness of the solutions. If $m$ is small – indicating lack of smoothness – then the volume of a grid element will be small too. A necessary solvability condition for $m$ is the normalization property

$$\int_\Omega (m(\zeta, t)^{-1} - 1) d\zeta = 0.$$
Although (6) is a highly nonlinear PDE there is an elegant algorithm to solve it (cf. [2]).

First, we define a velocity field \( v(\zeta, t) \) by

\[
\begin{align*}
\text{div} \, v(\zeta, t) &= -\frac{\partial}{\partial t} m(\zeta, t), & \zeta \in \Omega, \ t \geq 0, \\
\langle v(\zeta, t), n(\zeta, t) \rangle &= 0 & \zeta \in \partial \Omega, \ t > 0,
\end{align*}
\]

where \( n(\zeta, t) \) denotes the unit outward normal to \( \partial \Omega \). \( v \) may be calculated by the gradient \( v = \nabla w \) of the solution of the Neumann problem (for fixed \( t \geq 0 \))

\[
\begin{align*}
\Delta w(\zeta, t) &= -\frac{\partial}{\partial t} m(\zeta, t), & \zeta \in \Omega, \\
\frac{\partial}{\partial n} w &= 0 & \text{on } \partial \Omega.
\end{align*}
\]

Note that the solvability condition of the Neumann problem is satisfied by the normalization property (7). A function \( \phi(\xi, t) \) satisfying (6) is obtained as solution of the system of ODEs (for fixed \( \xi \in \Omega \))

\[
\begin{align*}
\frac{d}{dt} \phi(\xi, t) &= v(\phi(\xi, t), t) m(\phi(\xi, t), t), & t > 0, \\
\phi(\xi, 0) &= \phi_{\text{ini}}(\xi).
\end{align*}
\]

In our case, \( t \) plays the role of a homotopy parameter connecting the initial grid at \( t = 0 \) with the final grid satisfying (6) at \( t = 1 \).

In each iteration in step 4 of our algorithm, we compute the deformation function \( \phi_{n+1} \) by

\[
\det D\phi_{n+1}(\xi) = m_n(\phi_{n+1}(\xi)).
\]

In our numerical realization we choose

\[
m_n(\zeta) := \frac{C_n}{(1 + \beta |\nabla \gamma_n(\zeta)|^2)^{\frac{1}{2}}}, \quad \gamma_n(\zeta) = c_n(\phi_n^{-1}(\zeta)),
\]

\( \beta > 0 \) being a fixed parameter, and \( C_n \) such that the normalization property (7) holds.

Since we are using the monitoring function (11), this would require the inversion of \( \phi_n \). However, in [12] a variant of the above algorithm is described to circumvent this inversion. The idea is to include the transformation function \( \phi_n \) from the previous step by defining

\[
\phi_{n+1}(\xi) := \phi_n(\sigma(\xi, 1))
\]

with an unknown function \( \sigma(\xi, t) \), \( t \in [0, 1] \), such that (10) holds, i.e.,

\[
\det D\phi_{n+1}(\xi) = \det D\phi_n(\sigma(\xi, 1)) \det D\sigma(\xi, 1) = m_n(\phi_n(\sigma(\xi, 1))).
\]

This yields the following equation for \( \sigma \):

\[
\det D\sigma(\xi, 1) = \tilde{m}_n(\sigma(\xi, 1))
\]

with

\[
\tilde{m}_n(\xi) = \frac{m_n(\phi_n(\xi))}{\det D\phi_n(\xi)}.
\]
If we denote components of the deformation function in the $n$-th step by $a, b$, i.e., $\phi_n(\xi) = (a(\xi), b(\xi))$ and $\gamma_n(\xi) = c(\phi_n^{-1}(\xi))$, the chain rule yields $(\xi = (\xi_1, \xi_2))$:

$$m_n(\xi) = \frac{C_n}{\det D(a(\xi), b(\xi))(1 + \beta|\nabla \gamma_n(\phi_n(\xi))|^2)^{\frac{1}{2}}}$$

$$= \frac{C_n}{(a_1 b_{c_2} - a_{c_2} b_{1_1})^2 + \beta((b_{c_2} c_{1_1} - b_{1_1} c_{c_2})^2 + (a_{c_2} c_{c_2} - a_{c_2} c_{c_2})^2)^{\frac{1}{2}}}$$

We start with $\sigma(\xi, 0) = \xi$ and use the parameter $t \in [0, 1]$ to connect $\sigma(\xi, 0)$ with $\sigma(\xi, 1)$. The function $\sigma(\xi, t)$ is chosen to solve

$$\det \sigma(\xi, t) = \frac{1}{(1 - t) + t m(\sigma(\xi, t))}, \quad t \in [0, 1].$$

This equation has the form (6) and can be solved as above (see (8), (9)). Note that by the choice of how the right-hand side in (12) depends on $t$, $w(x, t)$ in (8) will not depend on $t$ and has to be solved only once in step 4.

For the numerical realization via finite elements see [10].

3. The Hamilton-Jacobi approach

The level set method [3, 17, 20] has turned out to be an interesting and efficient way of computing the evolution of curves and surfaces. In inverse problems this tool has been utilized to identify the set of discontinuities (jumps) of piecewise constant unknown functions, taking only two values. Adopting the Eulerian point of view on the evolution of surfaces, the level set method can be efficiently implemented by an equation of Hamilton-Jacobi type. The advantage of this method comes from the availability of sophisticated and efficient numerical schemes to solve them [15, 20].

Our motivation for using Hamilton-Jacobi equation arises as for the moving grid approach from the idea of regularization for curve and surface representation (cf. [7, 9, 14]). There discontinuous solutions of ill-posed problems are represented by curves and surfaces describing their graphs. By this approach we may work with continuous graph parameterizations instead of discontinuous functions. Contrary to the level set method we do not have to restrict ourselves to an a-priori assumption on the solutions such as being piecewise constant. It turns out that the formulation via a Hamilton-Jacobi equation arises quite naturally from a descent method for the error functional using curve and surface parameterization of the graph, i.e., we consider the functional

$$J(c, \phi) = \frac{1}{2}\|F(c(\phi^{-1})) - u^\delta\|^2$$

where, as above, $c$ is defined on $\Omega$ and $\phi$ is an appropriate diffeomorphism of $\Omega$.

We would like to define an evolution equation for $\gamma(. , t) = c(\phi^{-1}(., t), t)$ where $c_{t}, \phi_{t}$ are defined as steepest descent flow for (13). In the following we denote by $D\phi$ the Jacobian matrix of $\phi$ and by $|D\phi|$ the Jacobian determinant.

Taking the Gateaux-derivative with respect to $c$ in direction $h_{1}$ we obtain (assuming differentiability)

$$\frac{d}{dt}J(c + th_{1}, \phi)|_{t=0} = \langle F'(c(\phi^{-1}))h_{1}(\phi^{-1}), F(c(\phi^{-1})) - u^\delta\rangle_{L^2}$$

$$= \langle h_{1}, [F'(c(\phi^{-1}))^*(F(c(\phi^{-1})) - u^\delta)](\phi)|D\phi\rangle_{L^2}$$

Thus the steepest descent direction is obtained for

$$h_{1} = -[F'(c(\phi^{-1}))^*(F(c(\phi^{-1})) - u^\delta)](\phi)|D\phi|.$$
On the other hand, taking the Gateaux-derivative with respect to $\phi$ in direction $h_2$ yields:

$$\frac{d}{dt} J(c, \phi + th_2) \bigg|_{t=0} = (r, \nabla c^T (\phi^{-1}) \frac{d}{dt} (\phi + th_2)^{-1}) \bigg|_{t=0}$$

where

$$r := F'(c(\phi^{-1}))^* (F(c(\phi^{-1})) - u^\delta).$$

(14)

Now since

$$0 = \frac{d}{dt} [(\phi + th_2)((\phi + th_2)^{-1})] \bigg|_{t=0} = h_2(\phi^{-1}) + [D(\phi^{-1})]^{-1} \frac{d}{dt} (\phi + th_2)^{-1} \bigg|_{t=0}$$

we obtain

$$\frac{d}{dt} (\phi + th_2)^{-1} \bigg|_{t=0} = -D(\phi^{-1})h_2(\phi^{-1}).$$

(15)

Hence,

$$\frac{d}{dt} J(c, \phi + th_2) \bigg|_{t=0} = -\langle r(\phi) | D\phi|, \nabla c^T D(\phi^{-1})(\phi)h_2 \rangle_{L^2}.$$ 

This suggests to choose as steepest descent direction

$$h_2 = r(\phi) | D\phi|, \nabla c^T D(\phi^{-1})(\phi)h_2 T \nabla c.$$ 

All together we obtain the following evolution equation

$$\left( \begin{array}{c} \phi_t \\ c_t \end{array} \right) = \lambda(s_1, s_2) r(\phi) | D\phi| \left( \begin{array}{c} [D(\phi^{-1})(\phi)]^T \nabla c \\ -1 \end{array} \right),$$

(16)

where $\lambda$ is an appropriate scaling function.

An evolution equation for $\gamma$ is obtained by the chain rule:

$$\gamma_t = c_t(\phi^{-1}) - \nabla c^T (\phi^{-1}) \frac{d}{dt} \phi^{-1}$$

Analogously to (15) we get

$$\gamma_t = c_t(\phi^{-1}) - \nabla c^T (\phi^{-1}) D(\phi^{-1}) \phi_t(\phi)^{-1}.$$ 

Together with (16) we arrive at

$$\gamma_t = -\lambda(\phi^{-1}, t) r(\phi) | D\phi| (\phi^{-1}) [(1 + (\nabla c^T)(\phi^{-1}) D(\phi^{-1}) D(\phi^{-1})^T (\nabla c)(\phi^{-1})].$$

Expressing $c$ via $\gamma$ using

$$\nabla \gamma = (D(\phi^{-1}))^T (\nabla c)(\phi^{-1})$$

and by the choice $\lambda = |D\phi^{-1}|(\phi)$ we end up with

$$\gamma_t = -r \sqrt{1 + |\nabla u|^2}.$$ 

Finally, giving the flow direction with respect to $c$ and $\phi$ different weights, this together with (14) yields

$$\gamma_t = -F'(\gamma)^* (F(\gamma) - u^\delta) \sqrt{\sigma + (1 - \sigma)|\nabla \gamma|^2}, \quad \sigma \in (0, 1].$$

Note that the limiting cases $\sigma = 0$ and $\sigma = 1$ correspond to the level set method and the Landweber iteration, respectively.
By an explicit time discretization we obtain an iteration procedure of the form
\[ \gamma_{n+1} = \gamma_n - \omega_n F'(\gamma_n)^* (F(\gamma_n) - u^\delta) \sqrt{\sigma + (1 - \sigma)|\nabla \gamma_n|^2}, \] (17)
where \( \omega_n \) controls the length of the chosen time-step.

For the computations we also have to discretize the functions \( \gamma_n \). For a numerical realization based on a discretization scheme by Sethian [19] see [6].

Due to the nonlinearity of problem (1) we observed that (17) yields satisfying results, but shows rather slow convergence. Hence, we used a generalization with a Gauss-Newton-type velocity, i.e.,
\[ \gamma_{n+1} = \gamma_n - (F'(\gamma_n)^* F'(\gamma_n) + \alpha_n I)^{-1} (F'(\gamma_n)^* (F(\gamma_n) - u^\delta)) \sqrt{\sigma + (1 - \sigma)|\nabla \gamma_n|^2}, \] (18)
where the inversion is, as for the moving grid approach, replaced by a fixed number of CG-iterations.

4. Numerical results
For the numerical experiments we used \( f(x, y) = \sin(2\pi x) \sin(2\pi y) \) as right-hand side in (1). The following examples were considered.

- **Circle:** \( \gamma = 1 + 2 \chi_{B(0,55,0,45)}(0.3) \).
- **Ramp:** \( \gamma(x, y) = 1 + 2 \chi_{0.25≤x≤0.6} \chi_{0.2≤y≤0.8} \).
- **Moon:** \( \gamma = 1 + 2 (\chi_{B(0,55,0,5)}(0.3) (1 - \chi_{B(0,4,0,5)}(0.25))) \).

Here, \( B(x_0,y_0)(r) \) denotes the circle with midpoint at \( (x_0,y_0) \) and radius \( r \).

For all examples the data points were first computed using a fine uniform grid with \( N = 120 \) and then contaminated by random noise. This grid is much finer than the one used to calculate the regularized solutions (usually \( N = 40 \)). By this we avoid so-called inverse crimes, namely, to use the same setup for the calculation of the simulated data and the regularization itself.

The weight parameter \( \sigma \) in (18) was chosen iteration dependent according to the formula \( \sigma_n = \max(0.995^n, 0.1) \), i.e., at the beginning more emphasis was given to the function value and later on to the grid adjustment. For further numerical aspects see [6] and [10].

Figures 1 and 2 show that we can identify the location of discontinuities quite well. The ramp example exhibits that our algorithm does not suffer from the staircasing effect of several BV-regularizations. We observed that it is difficult to identify \( \gamma \) in regions where the gradient of \( u \) vanishes or is small. This effect can be expected, since \( \gamma \) is not identifiable at points where \( \nabla u = 0 \).

5. Discussion
A comparison of both approaches shows that the moving grid approach (in Lagrangian variables) has the advantage that an adaptive grid for \( \gamma \) is used which provides more flexibility in the approximation of the unknown solution. Obviously, for the same gridsize an adaptive method will in general yield better results. However, one has to use many gridlines if several areas of discontinuities occur. It might then happen that very long and thin patches occur yielding unsatisfactory results. Moreover, the stiffness matrix has to be recalculated in every step, since the grid is changing globally.

The advantage of the Hamilton-Jacobi approach (in Eulerian variables) is the use of a fixed grid for \( \gamma \). Hence, it is simpler to implement and the stiffness matrix has to be calculated only once. However, to get nice contour lines, one needs a much finer grid than for the moving grid approach.
Figure 1. Reconstruction of the three examples with the moving grid approach
Figure 2. Reconstruction of the three examples with the Hamilton Jacobi approach
It will be the aim of future research to combine the advantages of both methods. Thus, we want to work with a grid that can be locally adapted, this leads us to h-adaptivity. The penalty term will be chosen again inspired from regularization by surface representations.

Since the grid should only be fine where the discontinuities are, it will be necessary that one can also coarsen the grid during the iteration procedure.
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