1. Introduction

This paper was motivated by open problems in a classical field of geometry — null curves in $\mathbb{C}^3$ and in $SL_2(\mathbb{C})$. The former are holomorphic immersions $F = (F_1, F_2, F_3) : M \to \mathbb{C}^3$ of an open Riemann surface $M$ into $\mathbb{C}^3$ which are directed by the quadric subvariety

$$A = \{ z = (z_1, z_2, z_3) \in \mathbb{C}^3 : z_1^2 + z_2^2 + z_3^2 = 0 \},$$

in the sense that the derivative $F' = (F'_1, F'_2, F'_3)$ with respect to any local holomorphic coordinate on $M$ has range in $A \setminus \{0\}$. The real and the imaginary part of a null curve are minimal surfaces in $\mathbb{R}^3$; conversely, every simply connected, conformally immersed minimal surface in $\mathbb{R}^3$ is the real part of a null curve in $\mathbb{C}^3$. This connection has strongly influenced the theory of minimal surfaces, supplying this field with powerful tools coming from complex analysis and Riemann surfaces theory. (See [Oss] for a classical survey of this subject and [MP1, MP2] for recent ones.) Similarly, null curves in $SL_2(\mathbb{C})$ are holomorphic immersions $M \to SL_2(\mathbb{C})$ directed by the variety

$$\left\{ z = \begin{pmatrix} z_{11} & z_{12} \\ z_{21} & z_{22} \end{pmatrix} : \det z = z_{11}z_{22} - z_{12}z_{21} = 0 \right\} \subset \mathbb{C}^4.$$

The projection of a null curve in $SL_2(\mathbb{C})$ to the hyperbolic 3-space $\mathcal{H}^3 = SL_2(\mathbb{C})/SU(2)$ is a Bryant surface (mean curvature 1 surface); conversely, a simply connected Bryant surface in $\mathcal{H}^3$ lifts to a null curve in $SL_2(\mathbb{C})$ [Bry]. See for instance [UY, CHR, Ros] for the background on this topic.

In spite of the rich literature on null curves, many basic problems remain open. In this paper we invent new methods to solve several of them, not only for null curves, but also for immersions with derivative in an arbitrary conical subvariety $A$ of $\mathbb{C}^n$ which is smooth away from the origin; such directed immersions will be called $A$-immersions (Def. [2.1]). For convenience we also assume that $A$ is irreducible and is not contained in any hyperplane. We point out that null curves in $\mathbb{C}^3$, and in $\mathbb{C}^n$ for any $n \geq 3$, are a particular
case of all our results. Unlike in many papers where results hold only after a deformation of the complex structure on the Riemann surface $M$, usually due to cutting away pieces of the surface (see among others [AL1, AL3], and [AFM, Ala, FMM] for the corresponding problems on minimal surfaces), we always work with a fixed complex structure.

Our results can be divided in two classes; lacking a better term, we call them local and global ones. The local results pertain to compact bordered Riemann surfaces. We show that the set of all $A$-immersions $M \to \mathbb{C}^n$ contains an open everywhere dense subset consisting of so-called nondegenerate $A$-immersions (Def. 2.2), and this subset is an infinite dimensional complex Banach manifold; see Theorem 2.3. We also prove that every $A$-immersion can be approximated by $A$-embeddings (i.e., injective $A$-immersions); see Theorem 2.4 and Corollary 2.8.

The global results pertain to all open Riemann surfaces, but we assume in addition that $A \setminus \{0\}$ is an Oka manifold in the sense of [F4]. (See Sect. 4 below.) This condition is completely natural, and its 1-dimensional version, Property CAP$_1$ (see [F5] Def. 5.4.3), is even necessary. This holds in particular for the varieties (1.1), (1.2) controlling null curves, and for any other quadric conical hypersurface in $\mathbb{C}^n$ which is smooth away from the origin. We prove that $A$-immersions can be approximated by $A$-embeddings (Theorem 2.5), and they satisfy the Oka principle (Theorem 2.6), including the Runge and the Mergelyan approximation property (Theorems 7.2 and 7.7). For such $A$, we use these tools to construct proper $A$-embeddings of an arbitrary open Riemann surface into $\mathbb{C}^n$; see Theorem 8.1.

Directed immersions have been studied in many classical geometries (symplectic, contact, totally real, lagrangian, etc.); surveys can be found in the monographs by Gromov [G2] and Eliashberg and Mishachev [EM] (see in particular Chap. 19 in the latter). Apart from specific examples such as null curves, ours seems to be the first systematic investigation of this subject in the holomorphic case. Interesting new problems open up, and we point out some of them at the end of the following section.

2. Main results

In this section we present our main results, indicate the methods used in the proof, and mention some interesting problems that our work opens. The organization of the paper is explained along the way.

**Definition 2.1.** Let $A$ be a (topologically) closed conical complex subvariety of $\mathbb{C}^n$. (A subvariety $A$ is conical if $tA = A$ for every $t \in \mathbb{C}^* = \mathbb{C} \setminus \{0\}$.) A holomorphic immersion $F = (F_1, \ldots, F_n): M \to \mathbb{C}^n$ of an open Riemann surface $M$ to $\mathbb{C}^n$ is said to be directed by $A$, or an $A$-immersion, if its complex derivative $F'$ with respect to any local holomorphic coordinate on $M$ assumes values in $A \setminus \{0\}$. Likewise, $F$ is said to be an $A$-embedding if it is an injective $A$-immersion.
By Chow’s theorem, every closed conical complex subvariety of \( \mathbb{C}^n \) is algebraic and is the common zero set of finitely many homogeneous holomorphic polynomials; see e.g. [Chi, p. 73].

Definition 2.1 also applies if \( M \) is a bordered Riemann surface with smooth boundary \( \partial M \subset M \) and \( F : M \to \mathbb{C}^n \) is a map of class \( \mathcal{C}^1(M) \) (i.e., continuously differentiable on \( M \)) which is holomorphic in the interior \( \hat{M} = M \backslash \partial M \).

Pick a nowhere vanishing holomorphic 1-form \( \theta \) on \( M \). (Such a 1-form exists by the Oka-Grauert principle, see [Gra2, Gra1, Gra3] or Theorem 5.3.1 in [F5, p. 190]. If \( M \) is a compact bordered Riemann surface, we can choose \( \theta \) to be smooth on \( M \) and holomorphic in the interior.) Then we can write \( dF = f \theta \), where \( f = (f_1, \ldots, f_n) : M \to \mathbb{C}^n \) is a holomorphic map.

Clearly \( F \) is an \( A \)-immersion if and only if \( f = dF/\theta \) maps \( M \) to \( A \setminus \{0\} \).

The specific choice of the 1-form \( \theta \) does not matter since \( A \) is conical.

We shall always assume that \( A \setminus \{0\} \) is smooth (non-singular). Without loss of generality we also assume that \( M \), and the submanifold \( A \setminus \{0\} \subset \mathbb{C}^n \), are connected (so the variety \( A \) is irreducible), and that \( A \) is not contained in any hyperplane of \( \mathbb{C}^n \). These conditions imply that \( n \geq 3 \) (since the only irreducible complex cones in \( \mathbb{C}^2 \) are complex lines).

We denote by \( \mathcal{A}(M) \) the set of all \( A \)-immersions of an open Riemann surface \( M \) to \( \mathbb{C}^n \). If \( M \) is a compact bordered Riemann surface, we can approximate \( \theta \) to be smooth on \( M \) and holomorphic in the interior.) Then we can write \( dF = f \theta \), where \( f = (f_1, \ldots, f_n) : M \to \mathbb{C}^n \) is a holomorphic map. Clearly \( F \) is an \( A \)-immersion if and only if \( f = dF/\theta \) maps \( M \) to \( A \setminus \{0\} \).

The specific choice of the 1-form \( \theta \) does not matter since \( A \) is conical.

We shall always assume that \( A \setminus \{0\} \) is smooth (non-singular). Without loss of generality we also assume that \( M \), and the submanifold \( A \setminus \{0\} \subset \mathbb{C}^n \), are connected (so the variety \( A \) is irreducible), and that \( A \) is not contained in any hyperplane of \( \mathbb{C}^n \). These conditions imply that \( n \geq 3 \) (since the only irreducible complex cones in \( \mathbb{C}^2 \) are complex lines).

The following notion will play an important role in our analysis.

**Definition 2.2.** An \( A \)-immersion \( F : M \to \mathbb{C}^n \) is said to be nondegenerate if the linear span of the tangent spaces \( T_{f(x)}A, x \in M \), equals \( \mathbb{C}^n \); otherwise \( F \) is said to be degenerate. (Here \( dF = f \theta \) as above.)

It is immediate that nondegenerate \( A \)-immersions of a compact bordered Riemann surface \( M \) form an open subset of the space \( \mathcal{A}(M) \). Our first result concerns the local structure of \( \mathcal{A}(M) \).

**Theorem 2.3.** Let \( M \) be a compact bordered Riemann surface, and let \( A \) be an irreducible closed conical subvariety of \( \mathbb{C}^n \) \((n \geq 3)\) which is not contained in any hyperplane and such that \( A \setminus \{0\} \) is smooth. Then the following hold:

1. Every \( A \)-immersion \( F \in \mathcal{A}(M) \) can be approximated in the \( \mathcal{C}^1(M) \) topology by nondegenerate \( A \)-immersions.
2. The set of all nondegenerate \( A \)-immersions \( M \to \mathbb{C}^n \) is a complex Banach manifold.
3. If \( M \) is a smoothly bounded compact domain in a Riemann surface \( R \), then every \( F \in \mathcal{A}(M) \) can be approximated in the \( \mathcal{C}^1(M) \) topology by \( A \)-immersions defined on small open neighborhoods of \( M \) in \( R \).
Observe that \( \mathcal{J}_A(M) \) is always nonempty as it contains immersions of the form \( M \ni x \mapsto zg(x) \in \mathbb{C}^n \), where \( z \in A \setminus \{0\} \) and \( g \) is a holomorphic function without critical points on \( M \) (see Gunning and Narasimhan [GN]). Immersions of this form are obviously degenerate.

Theorem 2.3 is proved in Sec. 5. In relation to part (b), we can add that the set of all nondegenerate \( A \)-immersions is a split complex Banach submanifold of the Banach space \( \mathcal{A}^1(M, \mathbb{C}^n) \); see Remark 5.3.

The following desingularization result is new even for null curves in \( \mathbb{C}^3 \).

**Theorem 2.4.** Let \( M \) be a compact bordered Riemann surface. If \( A \subset \mathbb{C}^n \) \((n \geq 3)\) is a subvariety as in Theorem 2.3, then every \( A \)-immersion \( M \to \mathbb{C}^n \) can be approximated in the \( \mathcal{A}^1(M) \) topology by \( A \)-embeddings.

Theorem 2.4 is proved in Sec. 6 by using the transversality theorem. To construct a submersive family of \( A \)-immersions to which Sard’s lemma applies, we use methods developed in the proof of Theorem 2.3 but with rather precise estimates.

Theorem 2.4 and the results of [AL1] immediately give complete properly embedded null curves in any convex domain of \( \mathbb{C}^3 \); see Corollary 6.2 in Sec. 6 for a brief discussion of this result.

We now pass on to the global results, assuming in addition that \( A \setminus \{0\} \) is an Oka manifold. (See Def. 4.1 in Sec. 4 below, where we also recall some sufficient geometric conditions for this property.) The quadric (1.1) controlling null curves is Oka. We mention in particular that \( A \setminus \{0\} \) is Oka if and only if the projection \( A_{\infty} \subset \mathbb{CP}^{n-1} \) of \( A \) to the hyperplane at infinity is Oka; see Proposition 4.5.

The following analogue of Theorem 2.4 is proved in Sec. 6.

**Theorem 2.5.** Let \( M \) be an open Riemann surface, and let \( A \subset \mathbb{C}^n \) be a closed conical subvariety as in Theorem 2.3. If \( A \setminus \{0\} \) is an Oka manifold, then every \( A \)-immersion \( M \to \mathbb{C}^n \) can be approximated uniformly on compacts by \( A \)-embeddings.

In particular, every immersed null curve in \( \mathbb{C}^n \), \( n \geq 3 \), can be approximated by embedded null curves.

Next we describe the Oka principle for directed immersions.

Recall that a compact set \( K \) in a complex manifold \( M \) is said to be \( \mathcal{O}(M) \)-convex if \( K \) equals its holomorphically convex hull

\[
\hat{K} = \{ x \in M : |f(x)| \leq \sup_K |f| \quad \forall f \in \mathcal{O}(M) \}.
\]

If \( M \) is a Stein manifold (for instance, an open Riemann surface), then \( K = \hat{K} \) implies the Runge theorem, also called the Oka-Weil theorem in this setting: Every holomorphic function in a neighborhood of \( K \) can be approximated, uniformly on \( K \), by functions holomorphic on \( M \). (See e.g. [Hor].) For this reason we shall also call such a set \( K \) a Runge set in \( M \).

Theorem 2.6. (The Oka principle for $A$-immersions.) Let $M$ be an open Riemann surface, and let $A \subset \mathbb{C}^n$ ($n \geq 3$) be a closed conical subvariety as in Theorem 2.3. Assume in addition that $A \setminus \{0\}$ is an Oka manifold (see Def. 4.1 below). Fix a nowhere vanishing holomorphic 1-form $\theta$ on $M$.

Every continuous map $f : M \to A \setminus \{0\}$ is homotopic to a holomorphic map $\tilde{f} : M \to A \setminus \{0\}$ such that $\tilde{f}\theta = d\tilde{F}$ is the differential of an $A$-immersion $\tilde{F} : M \to \mathbb{C}^n$. Furthermore, if $f\theta = dF$ is the differential of an $A$-immersion $F$ on an open neighborhood of a compact Runge set $K \subset M$, then the $A$-immersion $\tilde{F}$ can be chosen to approximate $F$ uniformly on $K$.

Theorem 2.6 is proved in Sec. 7. In the proof we combine the Oka principle for maps to Oka manifolds (see Theorem 4.2) with the technique of controlling the periods, developed in the proof of Theorem 2.3. The Oka property of $A \setminus \{0\}$ allows us to deform $f$ to a holomorphic map $\tilde{f} : M \to A \setminus \{0\}$. The main nontrivial point is to show that this map can be chosen such that the 1-form $\tilde{f}\theta$ has vanishing periods, i.e., it is exact. This is done inductively by passing through sublevel sets of a strongly subharmonic Morse exhaustion function. The control of the periods is provided by Lemma 7.3.

If $D$ is a closed Jordan domain in an open Riemann surface $M$, then $M$ is obtained by successively adding 0- and 1-handles to $D$. It follows that any continuous map $D \to X$ to a connected manifold $X$ extends to a continuous map $M \to X$. In the context of Theorem 2.6 with $X = A \setminus \{0\}$ and $D$ a suitable open neighborhood of the compact Runge set $K$ in $M$, we obtain the following corollary to Theorem 2.6.

Corollary 2.7. (Runge theorem for $A$-immersions.) Let $M$ and $A \subset \mathbb{C}^n$ be as in Theorem 2.6. Assume that $K$ is a compact Runge set in $M$ and $F : U \to \mathbb{C}^n$ is an $A$-immersion on an open neighborhood of $K$. Then $F$ can be approximated uniformly on $K$ by $A$-immersions $M \to \mathbb{C}^n$.

We also obtain the Mergelyan approximation theorem for $A$-immersions; see Theorems 7.2 and 7.7 in Sec. 7. In the second version (Theorem 7.7) we assume that the directional variety $A$ has a smooth hyperplane section which is an Oka manifold, and we prove the Mergelyan theorem for $A$-immersions with a fixed component function that is holomorphic on all of $M$. This enables us to show that every open Riemann surface carries a proper $A$-embedding into $\mathbb{C}^n$ (see Theorem 8.1), thereby solving a natural question that has been open even for null curves in $\mathbb{C}^3$.

We remark that, for null curves in $\mathbb{C}^3$, Runge and Mergelyan theorems were proved by Alarcón and López [AL2]. Their analysis depends on the Weierstrass representation of a null curve, a tool that is not available in the general situation considered here.

We end this survey of results by briefly discussing null curves in

$$SL_2(\mathbb{C}) = \left\{ z = \begin{pmatrix} z_{11} & z_{12} \\ z_{21} & z_{22} \end{pmatrix} : \det z = z_{11}z_{22} - z_{12}z_{21} = 1 \right\} \subset \mathbb{C}^4.$$
Although the quadric variety (1.2) meets all our requirements, our methods do not apply directly to null curves in $SL_2(\mathbb{C})$. Indeed, applying our deformation procedures to a null curve $M \to SL_2(\mathbb{C}) \subset \mathbb{C}^4$, one gets holomorphic immersions $M \to \mathbb{C}^4$ directed by the variety (1.2), but the resulting curves need not lie in $SL_2(\mathbb{C})$. However, some of our results can be transported to null curves in $SL_2(\mathbb{C}) \setminus \{z_{11} = 0\}$ by using the biholomorphism $T : \mathbb{C}^3 \setminus \{z_3 = 0\} \to SL_2(\mathbb{C}) \setminus \{z_{11} = 0\}$, given by
\begin{equation}
T(z_1, z_2, z_3) = \frac{1}{z_3} \left( \begin{array}{ccc}
1 & z_1 + iz_2 & z_2 \\
z_1 - iz_2 & z_1^2 + z_2^2 + z_3^2 \\
0 & 1 & -iz_3
\end{array} \right), \quad i = \sqrt{-1},
\end{equation}
which maps null curves into null curves; see [MUY]. The following is an immediate corollary to Theorem 2.4.

**Corollary 2.8.** If $M$ is a compact bordered Riemann surface, then every immersed null curve $M \to SL_2(\mathbb{C}) \setminus \{z_{11} = 0\}$ can be approximated in the $C^1(M)$ topology by embedded null curves.

The local Mergelyan approximation theorem holds in $SL_2(\mathbb{C}) \setminus \{z_{11} = 0\}$; see Corollary 7.6. Finally, Corollary 6.2 and the correspondence $T$ give complete bounded embedded null curves in $SL_2(\mathbb{C})$.

On the other hand, we do not know how to derive the Oka principle and the global approximation properties for null curves in $SL_2(\mathbb{C}) \setminus \{z_{11} = 0\}$ by using the correspondence $T$. Furthermore, $T$ does not seem useful for determining whether every open Riemann surface is a properly embedded null curve in $SL_2(\mathbb{C})$, in analogy to the situation in $\mathbb{C}^3$ (see Theorem 8.1). This question remains open even allowing self-intersections.

**Methods used in the proof.** We systematically work with the derivative map $f : M \to A \setminus \{0\}$, where $dF = f\theta$ and $\theta$ is a nowhere vanishing holomorphic 1-form on $M$. Every small holomorphic deformation of $f$ is obtained as a composition of flows of holomorphic vector fields tangential to $A$, where the respective time variables are holomorphic functions on $M$. The main point is to find deformations with suitable properties and with vanishing periods over a basis of the 1st homology group $H_1(M; \mathbb{Z})$; the latter property ensures that the map integrates to an $A$-immersion $M \to \mathbb{C}^n$. For this purpose we develop an effective method of controlling the periods (see Lemma 5.1). Although similar techniques have been used before (see e.g. [GN, LMM, Maj, AL1]), our proof pertains to a completely general situation and only assumes that $A$ is not contained in any complex hypersurface. This implies that the convex hull of $A$ equals $\mathbb{C}^n$ (see Lemma 3.1). Our use of this condition, which corresponds to *ampleness* in Gromov’s theory, is reminiscent of the proof of the convex integration lemma, the basic step in Gromov’s method of convex integration of partial differential relations [G1, G2, EM].

In our global results, the method of controlling the periods is combined with the Oka principle for maps from Stein manifolds to Oka manifolds (see Sect. 4). Finally, to desingularize $A$-immersions to $A$-embeddings, we
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combine all of the above techniques with Abraham’s approach [Abh] to transversality theorems.

Open problems. Our results open several directions of possible further research; let us mention a few of them.

First of all, one could study \( A \)-maps \( F : M \to \mathbb{C}^n \), that is, holomorphic maps whose derivative belongs to \( A \), but may assume the value zero. The analysis near singularities of an immersion may be rather delicate.

An interesting generalization would be to allow the variety \( A \) to depend on the base point. Let \( A \) be a closed complex subvariety of \( T \mathbb{C}^n \cong \mathbb{C}^n \times \mathbb{C}^n \) with conical fibers \( A_z \subset T_z \mathbb{C}^n \). (A special case with linear fibers are holomorphic distributions.) A holomorphic immersion \( F : M \to \mathbb{C}^n \) is an \( A \)-immersion if \( F'(x) \in A_{F(x)} \) for every \( x \in M \). To what extent do our results generalize to this setting? Since sections of the first coordinate projection \( \pi : A \to \mathbb{C}^n \) define vector fields on \( \mathbb{C}^n \) whose integral curves are \( A \)-immersions, there exist plenty of \( A \)-immersions of the disc, but it may be difficult to deal with non-simply connected Riemann surfaces. An example are the complex Legendrian curves in \( \mathbb{C}^3 \) which are directed by the distribution \( dz_1 + z_3 dz_2 \).

Finally, what could be said about directed holomorphic immersions of Stein manifolds of dimension \( > 1 \)? Due to involutivity obstructions one must in general allow an open set of directions (an open differential relation in Gromov’s terminology [G2]) to obtain nontrivial results. We hope to return to these interesting questions in a future work.

3. Preliminaries

In this section we establish the notation and recall some basic facts on Riemann surfaces; see for example [AS, Fr] or any other standard source.

Let \( M \) be a compact connected bordered Riemann surface with boundary \( \emptyset \neq bM \subset M \). Denote by \( g \) the genus of \( M \) and by \( m \) the number of boundary components of \( M \). By gluing a disc onto \( M \) along each of its boundary curves, we obtain a compact surface, \( R \), containing \( M \) as a domain with smooth boundary; the number \( g \) is also the genus of \( R \).

The 1-st homology group \( H_1(M; \mathbb{Z}) \) is a free abelian group on \( l = 2g + m - 1 \) generators. We can represent the basis of \( H_1(M; \mathbb{Z}) \) by closed, smoothly embedded loops \( \gamma_1, \ldots, \gamma_l : S^1 \to M \) that only meet at a chosen base point \( p \in M \). Let \( C_j = \gamma_j(S^1) \subset M \) denote the trace of \( \gamma_j \). Their union \( C = \bigcup_{j=1}^l C_j \) is a wedge of \( l \) circles meeting at \( p \).

For any \( r \in \mathbb{Z}_+ \) we denote by \( \mathcal{A}^r(M) = \mathcal{A}^r(M, \mathbb{C}) \) the space of all \( \mathcal{C}^r \) functions \( M \to \mathbb{C} \) that are holomorphic in \( M \). Similarly we define the space \( \mathcal{A}^r(M, X) \) of maps \( A \to X \) to a complex manifold \( X \). We write \( \mathcal{A}^0(M) = \mathcal{A}(M) \) and \( \mathcal{A}^0(M, X) = \mathcal{A}(M, X) \). The space \( \mathcal{A}^r(M, X) \) is naturally endowed with the topology associated to the \( \mathcal{C}^r \) maximum norm, measured with respect to some smooth Riemannian metric on each of the
two manifolds. Note that \(\mathcal{A}(M, \mathbb{C}^n)\) is a complex Banach space; furthermore, for any complex manifold \(X\), \(\mathcal{A}(M, X)\) is a complex Banach manifold modeled on \(\mathcal{A}(M, \mathbb{C}^n)\) with \(n = \dim X\) (see [F3] Theorem 1.1).

A function \(f: M \to \mathbb{C}\) is said to be holomorphic on \(M\) if it is holomorphic on some unspecified open neighborhood of \(M\) in \(R\); the space of all such functions is denoted \(\mathcal{O}(M)\). Holomorphic 1-forms on \(M\) are defined likewise, as the restrictions to \(M\) of holomorphic 1-forms in open neighborhoods on \(M\) in \(R\). It is classical that each function in \(\mathcal{A}(M)\) can be approximated in the \(\mathcal{A}(M)\) topology by functions in \(\mathcal{O}(M)\). The same is true for maps to an arbitrary complex manifold or complex space (see [DF, Theorem 5.1]).

Let \(A\) be a closed conical complex subvariety of \(\mathbb{C}^n\). By Chow’s theorem, such a variety \(A\) is algebraic. Let \(\overline{A} \subset \mathbb{CP}^n = \mathbb{C}^n \cup \mathbb{CP}^{n-1}\) be the projective closure of \(A\). Denoting by 0 the origin of \(\mathbb{C}^n\), we have a holomorphic vector bundle projection \(\pi: \mathbb{CP}^n \setminus \{0\} \to \mathbb{CP}^{n-1}\). Then
\[
A_\infty := \pi(A \setminus \{0\}) = \pi(\overline{A} \setminus \{0\}) = \overline{A} \cap \mathbb{CP}^{n-1}
\]
is a closed algebraic subvariety of \(\mathbb{CP}^{n-1}\), and \(\overline{A}\) is the cone over \(A_\infty\). Note that \(A \setminus \{0\}\) is smooth and connected if and only if \(A_\infty\) is such. Furthermore, \(A\) is not contained in any hyperplane in \(\mathbb{C}^n\) if and only if \(A_\infty\) is not contained in any projective hyperplane in \(\mathbb{CP}^{n-1}\). If \(A \subset \mathbb{C}^3\) is the quadric variety \(\{1, 1\}\) controlling null curves, then \(A_\infty\) is a smooth rational curve in \(\mathbb{CP}^2\) (an embedded copy of the Riemann sphere \(\mathbb{CP}^1\)).

The following observation will be used in Sec. 7 below; lacking a precise reference, we include a short proof. Simple examples show that the result fails in general for non-algebraic subvarieties.

**Lemma 3.1.** The convex hull of an algebraic subvariety \(A \subset \mathbb{C}^n\) is the smallest affine complex subspace of \(\mathbb{C}^n\) containing \(A\).

**Proof.** If the convex hull of \(A\) is not all of \(\mathbb{C}^n\), the Hahn-Banach theorem tells us that \(A\) lies in the half space \(\{u \leq c\}\) for some nonconstant real linear function \(u\) on \(\mathbb{C}^n\). Let \(\overline{A} \subset \mathbb{CP}^n\) denote the projective closure of \(A\). Since \(u\) is bounded from above on \(A\), it extends across the subvariety \(A_\infty = \overline{A} \cap \mathbb{CP}^{n-1}\) to a bounded plurisubharmonic function \(u^*: \overline{A} \to \mathbb{R} \cup \{-\infty\}\). As \(\overline{A}\) is compact, the maximum principle implies that \(u^*\) is constant, so \(A\) lies in an affine complex hyperplane. Now proceed inductively. \(\square\)

Fix a nowhere vanishing holomorphic 1-form \(\theta\) on \(M\); such exists since every holomorphic vector bundle on \(M\) is trivial by the Oka-Grauert principle [Gra2, Gra1, Gra3]. Given a holomorphic map \(F = (F_1, \ldots, F_n): M \to \mathbb{C}^n\), we write \(dF_j = f_j \theta\) and identify the differential \(dF\) with the map \(f = (f_1, \ldots, f_n): M \to \mathbb{C}^n\). Then \(F\) is an \(A\)-immersion if and only if \(f\) maps \(M\) to \(A \setminus \{0\}\). Conversely, a holomorphic map \(f = (f_1, \ldots, f_n): M \to A \setminus \{0\}\) determines an \(A\)-immersion \(F: M \to \mathbb{C}^n\) if and only if the holomorphic
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vector-valued 1-form $fθ = (f_1θ, \ldots, f_nθ)$ is exact, and in this case $F$ is obtained as the integral

$$F(x) = F(p) + \int_p^x fθ, \quad x \in M$$

from an arbitrary initial point $p \in M$ to $x$. The choice of the integration curve from $p$ to $x$ does not matter.

For a fixed choice of a nowhere vanishing holomorphic 1-form $θ$ on $M$ and of the basis $\{γ_j\}_{j=1}^l$ of the homology group $H_1(M; \mathbb{Z})$, we denote by

$$P = (P_1, \ldots, P_l): \mathcal{A}(M, \mathbb{C}^n) \to (\mathbb{C}^n)^l$$

the period map whose $j$-th component, applied to $f \in \mathcal{A}(M, \mathbb{C}^n)$, equals

$$P_j(f) = \int_{γ_j} fθ = \int_0^1 f(γ_j(t))θ(γ_j(t), ˙γ_j(t)) dt \in \mathbb{C}^n.$$  

By Stokes' theorem, the period map does not change under homotopic deformations of the loops $γ_j: [0, 1] \to M$, and the 1-form $fθ$ is exact if and only if its periods vanish: $P_j(f) = \int_{γ_j} fθ = 0$ for $j = 1, \ldots, l$.

4. Oka manifolds

In this section we recall the Oka principle for maps of Stein manifolds to Oka manifolds, and we mention the geometric conditions and examples which are most relevant for us and which illuminate the scope of our global results on $A$-immersions. A comprehensive exposition of Oka theory can be found in [F5]; for a more leisurely introduction see the surveys [FL1, FL2]. The paper [FL3] contains up-to-date information of what is known about which compact complex surfaces are Oka.

The concept of an Oka manifold evolved from the classical Oka-Grauert principle and the seminal work of Gromov [G3]. This class of manifolds was first formally introduced in [F4]; see also [F5, Def. 5.4.1].

**Definition 4.1.** A complex manifold $X$ is said to be an Oka manifold if every holomorphic map from a neighborhood of a compact convex set $K \subset \mathbb{C}^N$ to $X$ can be approximated, uniformly on $K$, by entire maps $\mathbb{C}^N \to X$.

The main result is that maps $M \to X$ from a Stein manifold $M$ to an Oka manifold $X$ satisfy all forms of the Oka principle (see [F5, Theorem 5.4.4]). We shall use the following Oka property with approximation.

**Theorem 4.2.** Assume that $X$ is an Oka manifold, and let $K$ be a compact Runge set in a Stein manifold $M$. Then every continuous map $f: M \to X$ which is holomorphic on a neighborhood of $K$ can be approximated, uniformly on $K$, by holomorphic maps $M \to X$ that are homotopic to $f$.
By a theorem of Grauert [Gra2], every complex homogeneous manifold is an Oka manifold. (See also [F5, Proposition 5.5.1].) The most useful geometric conditions which are known to imply that a manifold is Oka are ellipticity in the sense of Gromov [G3], and subellipticity in the sense of Forstnerič [F1]. These conditions are formulated in terms of (families of) holomorphic sprays \( s: E \to X \) on holomorphic vector bundles \( E \to X \). A spray restricts to the identity map on the zero section of \( E \); it is said to be dominating if its derivative \( ds_0: E_z \to T_z X \) in the fiber direction at any point \( 0_z \) in the zero section is surjective. A complex manifold which admits a dominating spray is said to be elliptic. Similarly one defines dominability of a family of sprays and subelliptic manifolds.

**Example 4.3.** (Gromov [G3]) If the tangent bundle \( TX \) of a complex manifold \( X \) is pointwise spanned by finitely many \( C \)-complete holomorphic vector fields \( V_j \) \((j = 1, \ldots, m)\), then the compositions of their flows \( \phi^j_t \) gives a dominating spray on \( X \), defined on the trivial bundle of rank \( m \) over \( X \):

\[
(4.1) \quad s(z, t_1, \ldots, t_m) = \phi^1_{t_1} \circ \phi^2_{t_2} \circ \cdots \circ \phi^m_{t_m}(z), \quad z \in X, \ (t_1, \ldots, t_m) \in \mathbb{C}^m.
\]

Hence every such manifold is elliptic and therefore Oka. \( \square \)

We shall apply Theorem 4.2 to the manifold \( X = A \setminus \{0\} \), where \( A \subset \mathbb{C}^n \) is a conical algebraic subvariety as in Theorem 2.3. Such \( A \) is a complex cone over the projective manifold \( \pi(A) = A_{\infty} \subset \mathbb{CP}^{n-1} \); see (3.1).

**Example 4.4.** If \( P(z) \) is a homogeneous quadratic polynomial on \( \mathbb{C}^n \) such that the conical hypersurface \( A = \{P = 0\} \) is smooth away from the origin, then the manifold \( A \setminus \{0\} \) admits a dominating spray of the form (4.1), and hence is an Oka manifold. Indeed, the holomorphic vector fields

\[
V_{j,k} = \frac{\partial P}{\partial z_j} \frac{\partial}{\partial z_k} - \frac{\partial P}{\partial z_k} \frac{\partial}{\partial z_j}, \quad 1 \leq j \neq k \leq n,
\]

are tangential to \( A \), they span the tangent space \( T_z A \) at each point \( 0 \neq z \in A \), they are linear and hence \( C \)-complete, and their flows preserve \( A \setminus \{0\} \).

In particular, the varieties (1.1), (1.2) determining null curves in \( \mathbb{CP}^1 \) and \( SL_2(\mathbb{C}) \), respectively, are Oka manifolds after removing the origin. \( \square \)

Since the projection \( \pi: A \setminus \{0\} \to A_{\infty} \subset \mathbb{CP}^{n-1} \) is a holomorphic fiber bundle with Oka fiber \( \mathbb{C}^* \), Theorem 5.5.4 in [F5] implies the following.

**Proposition 4.5.** Let \( A \) be a closed conical subvariety of \( \mathbb{C}^n \) such that \( A \setminus \{0\} \) is smooth. Then \( A \setminus \{0\} \) is an Oka manifold if and only if \( A_{\infty} = A \cap \mathbb{CP}^{n-1} \) (3.1) is an Oka manifold.

**Example 4.6.** A Riemann surface \( X \) is Oka if and only if it is not Kobayashi hyperbolic (see [Gra2] and [F5, Corollary 5.5.3]). If such \( X \) is compact, it is either the Riemann sphere \( \mathbb{CP}^1 \) or a complex torus. Each of these surfaces embeds in \( \mathbb{CP}^k \) for any \( k \geq 2 \); embeddings of \( \mathbb{CP}^1 \) are called rational curves, while embeddings of tori are elliptic curves. The complex cone \( A \setminus \{0\} \subset \mathbb{C}^{k+1} \) over any such curve is an Oka manifold in view of Proposition 4.5. \( \square \)
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5. Local structure of the space \( \mathcal{J}_A(M) \)

In this section we prove Theorem 2.3. We use the notation established in Sec. 3. In particular, we fix a nowhere vanishing holomorphic 1-form \( \theta \) on \( M \) and let \( \mathcal{P} \) denote the associated period map given by (3.3).

**Proof of part (a).** Assume that \( F: M \to \mathbb{C}^n \) is a degenerate \( A \)-immersion (see Def. 2.2). Write \( dF = f\theta \), with \( f: M \to A \setminus \{0\} \) and \( \mathcal{P}(f) = 0 \). Let \( \Sigma(f) \) denote the \( \mathbb{C} \)-linear subspace of \( \mathbb{C}^n \) spanned by all the tangent spaces \( T_zA, z \in f(M) \). Since \( F \) is degenerate, \( \Sigma(f) \) is a proper subspace of \( \mathbb{C}^n \). To prove part (a), it suffices to find a map \( \tilde{f}: M \to A \) of class \( \mathcal{A}(M) \), arbitrarily close to \( f \), such that \( \mathcal{P}(\tilde{f}) = 0 \) and \( \dim \Sigma(\tilde{f}) > \dim \Sigma(f) \); the proof is then finished by a finite induction.

Choose points \( x_1, \ldots, x_k \in M \) such that the tangent spaces \( T_{f(x_j)}A \) for \( j = 1, \ldots, k \) span \( \Sigma(f) \). The set

\[
A' = \{0\} \cup \{z \in A \setminus \{0\} : T_zA \subset \Sigma(f)\}
\]

is a proper complex subvariety of \( A \), and we have \( f(M) \subset A' \setminus \{0\} \).

Choose a holomorphic tangential vector field \( V \) on \( A \) that vanishes at 0 and is not everywhere tangential to \( A' \) along \( f(M) \). Let \( t \mapsto \phi(t,z) \) denote the flow of \( V \) for small complex values of time \( t \), with \( \phi(0,z) = z \in A \). Choose a nonconstant function \( h \in \mathcal{O}(M) \) that vanishes at the points \( x_1, \ldots, x_k \). For any function \( g \) in a small open neighborhood of the zero function in \( \mathcal{A}(M) \) we define the map \( \Phi(g) \in \mathcal{A}(M \setminus \{0\}) \) by setting

\[
\Phi(g)(x) = \phi(g(x)h(x), f(x)), \quad x \in M.
\]

Clearly \( \Phi(g) \) depends holomorphically on \( g \). Consider the holomorphic map

\[
\mathcal{A}(M) \ni g \mapsto \mathcal{P}(\Phi(g)) \in (\mathbb{C}^n)^l.
\]

Since \( \mathcal{P}(\Phi(0)) = \mathcal{P}(f) = 0 \) and the space \( \mathcal{A}(M) \) is infinite dimensional, there is a nonconstant function \( g \in \mathcal{A}(M) \) arbitrarily close to 0 such that \( \mathcal{P}(\Phi(g)) = 0 \). For such \( g \), the map \( \tilde{f} = \Phi(g): M \to A \setminus \{0\} \) integrates to an \( A \)-immersion \( \tilde{F} \in \mathcal{J}_A(M) \) that is close to \( F \).

Since the function \( gh \) vanishes at the points \( x_1, \ldots, x_k \), we have \( \Phi(g)(x_j) = \phi(0, f(x_j)) = f(x_j) \) for \( j = 1, \ldots, k \), so \( \Sigma(f) \subset \Sigma(\tilde{f}) \). Furthermore, as \( gh \) is nonconstant on \( M \) and the vector field \( V \) is not everywhere tangential to \( A' \) along \( f(M) \), there is a point \( x_0 \in M \setminus \{x_1, \ldots, x_k\} \) such that \( z_0 := \Phi(g)(x_0) \in A \setminus A' \). By the definition of \( A' \), the tangent space \( T_{z_0}A \subset \Sigma(\tilde{f}) \) is not contained in \( \Sigma(f) \), so \( \Sigma(\tilde{f}) \) is strictly larger than \( \Sigma(f) \). This concludes the proof of part (a) in Theorem 2.3.

**Proof of part (b).** According to [F3, Theorem 1.1], \( \mathcal{A}(M, A \setminus \{0\}) \) is a complex Banach manifold modeled on the complex Banach space \( \mathcal{A}(M, \mathbb{C}^k) \) with \( k = \dim A \). The following lemma is the key to the proof of part (b).
Lemma 5.1. Let $F \in \mathcal{I}_A(M)$ be a nondegenerate $A$-immersion, and write $dF = f\theta$ with $f: M \to A \setminus \{0\}$. Then there exist an open neighborhood $U$ of the origin in some $\mathbb{C}^N$ and a holomorphic map

$$U \times M \ni (\zeta, x) \mapsto \Phi_f(\zeta, x) \in A \setminus \{0\}$$

such that $\Phi_f(0, \cdot) = f$ and the period map $\zeta \mapsto \mathcal{P}(\Phi_f(\zeta, \cdot)) \in (\mathbb{C}^n)^I$ has maximal rank equal to $\ln$ at $\zeta = 0$.

Furthermore, there is a neighborhood $V$ of $f$ in $\mathcal{A}(M, A \setminus \{0\})$ such that the map $V \ni \tilde{f} \mapsto \Phi_{\tilde{f}}$ can be chosen to depend holomorphically on $\tilde{f}$.

Assuming Lemma 5.1 for a moment, we explain how it implies Theorem 2.3-(b). Denote by $\mathcal{A}^*(M, A \setminus \{0\})$ the set of all $f \in \mathcal{A}(M, A \setminus \{0\})$ satisfying $\mathcal{P}(f) = 0$, where $\mathcal{P}$ is the period map (3.3). Let us call $f \in \mathcal{A}(M, A \setminus \{0\})$ nondegenerate if it satisfies the condition in Definition 2.2, and let $\mathcal{A}^*_{reg}(M, A \setminus \{0\})$ denote the set of all nondegenerate maps with vanishing periods (an open subset of $\mathcal{A}^*(M, A \setminus \{0\})$). The components of the period map $\mathcal{P}$ are holomorphic functions on $\mathcal{A}(M, A \setminus \{0\})$, and Lemma 5.1 says that their differentials are linearly independent at every point $f_0 \in \mathcal{A}^*_{reg}(M, A \setminus \{0\})$. The implicit function theorem shows that any such $f_0$ admits an open neighborhood $U \subset \mathcal{A}(M, A \setminus \{0\})$ such that $U \cap \mathcal{A}^*(M, A \setminus \{0\})$ is a complex Banach submanifold of $U$, parametrized by the kernel of the differential $d\mathcal{P}_{f_0}$ of the period map at $f_0$ (a complex codimension $\ln$ subspace of the Banach space $\mathcal{A}(M, \mathbb{C}^k)$ with $k = \dim A$). This shows that $\mathcal{A}^*_{reg}(M, A \setminus \{0\})$ is a complex Banach manifold. The integration (3.2), with an arbitrary choice of the initial value $F(p) \in \mathbb{C}^n$, provides an isomorphism between $\mathcal{A}^*_{reg}(M, A \setminus \{0\}) \times \mathbb{C}^n$ and the subset of $\mathcal{I}_A(M)$ consisting of all nondegenerate $A$-immersions, so Theorem 2.3-(b) follows.

Proof of Lemma 5.1. Let $C_1, \ldots, C_l$ be smooth embedded loops in $M$ forming a basis of $H_1(M; \mathbb{Z})$, and set $C = \bigcup_{j=1}^l C_j \subset M$. As explained in Sec. 3, we may assume that the $C_j$‘s only meet at a common point $p \in M$ and are otherwise pairwise disjoint. Let $\gamma_j: [0, 1] \to C_j$ be a parametrization of $C_j$.

By Cartan’s theorem A there exist holomorphic vector fields $V_1, \ldots, V_m$ on $\mathbb{C}^n$ that are tangent to $A$ along $A$, that vanish at $0 \in A$, and that satisfy $\text{span}(V_1(z), \ldots, V_m(z)) = T_z A$ for every $z \in A \setminus \{0\}$. We may assume that $m \geq n$. Let $\phi^t_j$ denote the flow of $V_j$ for small complex values of time $t$. Since $V_j$ is tangent to $A$, we have $\phi^t_j(x) \in A$ when $x \in A$.

For every $i = 1, \ldots, l$ let $h_{i,1}, \ldots, h_{i,m}: C \to \mathbb{C}$ be smooth functions that are identically zero except on $C_i$; their values on $C_i$ will be specified later. In particular, these functions vanish near the common point $p$ of the $C_i$‘s.

Let $\zeta = (\zeta_1, \ldots, \zeta_l) \in \mathbb{C}^{lm} = (\mathbb{C}^m)^I$, where $\zeta_j = (\zeta_{j,1}, \ldots, \zeta_{j,m}) \in \mathbb{C}^m$ are complex coordinates on the $j$-th copy of $\mathbb{C}^m$ in the above product. For a sufficiently small open neighborhood $U \subset \mathbb{C}^{lm}$ of the origin we define a
smooth map $\Psi: U \times C \to A$ by setting
\begin{equation}
\Psi(\zeta, x) = \phi_{1,1,h_{1,1}(x)}^1 \circ \cdots \circ \phi_{l,m,h_{l,m}(x)}^m (f(x))
\end{equation}
for $\zeta \in U \subseteq \mathbb{C}^m$ and $x \in C$. The composition on the right hand side of (5.1) contains all terms $\phi_{\zeta,j,k,h_{j,k}(x)}^j$ (the flow of $V_j$ for time $\zeta_j, k, h_{j,k}(x)$) for $j = 1, \ldots, l$ and $k = 1, \ldots, m$. The order of terms in $\Psi$ is unimportant. Note that
\[ \Psi(0, x) = f(x), \quad x \in C. \]

Since the function $h_{i,k}$ vanishes on $C \setminus C_i$, it follows that
\[ \Psi(\zeta, x) = \phi_{1,1,h_{1,1}(x)}^1 \circ \cdots \circ \phi_{l,m,h_{l,m}(x)}^m (f(x)) \quad \text{for } x \in C_i, \]
and $\Psi(\zeta, x)$ is independent of $\zeta_j, k$ when $x \in C_i$ and $i \neq j$. Note that $\Psi$ is smooth, and it is holomorphic in the variable $\zeta \in U$ for every fixed $x \in C$. For any $x \in C_i$ its partial derivatives at $\zeta = 0$ equal
\[ \frac{\partial \Psi(\zeta, x)}{\partial \zeta_{i,k}} \bigg|_{\zeta=0} = h_{i,k}(x) V_k (f(x)), \]
\[ \frac{\partial \Psi(\zeta, x)}{\partial \zeta_{j,k}} \bigg|_{\zeta=0} = 0 \quad \text{for } j \neq i. \]

Recall that $\mathcal{P}$ is the period map (5.3). Consider the map $P = \mathcal{P}(\Psi) = (P_1, \ldots, P_1): U \to (\mathbb{C}^n)^{l}$ defined by
\begin{equation}
P_i(\zeta) = \mathcal{P}_1(\Psi(\zeta, \cdot)) = \int_{C_i} \Psi(\zeta, \cdot) \theta = \int_0^1 \Psi(\zeta, \gamma_i(t)) \theta(\gamma_i(t), \dot{\gamma}_i(t)) \, dt
\end{equation}
for $\zeta \in U$ and $i = 1, \ldots, l$. That is, $P_i(\zeta) \in \mathbb{C}^n$ is the period of the map $C_i \ni x \mapsto \Psi(\zeta, x) \in A$ around the loop $C_i$. Clearly $P$ is holomorphic. Its partial derivatives at $\zeta = 0$ equal
\[ \frac{\partial P_i(\zeta)}{\partial \zeta_{i,k}} \bigg|_{\zeta=0} = \int_0^1 \frac{\partial \Psi(\zeta, \gamma_i(t))}{\partial \zeta_{i,k}} \bigg|_{\zeta=0} \theta(\gamma_i(t), \dot{\gamma}_i(t)) \, dt
\]
\[ = \int_0^1 h_{i,k}(\gamma_i(t)) V_k (f(\gamma_i(t)) \theta(\gamma_i(t), \dot{\gamma}_i(t)) \, dt;
\]
\[ \frac{\partial P_i(\zeta)}{\partial \zeta_{j,k}} \bigg|_{\zeta=0} = 0 \quad \text{for } j \neq i. \]

Hence the matrix representing the differential $dP(0)$ has a block structure, with $l \times l$ blocks, each of them of size $n \times m$, such that the blocks off the main diagonal are zero, while the $i$-th diagonal block represents the partial differential $d_{\zeta_i} P_i(0)$. The $k$-th column of this block equals $\frac{\partial P_i(\zeta)}{\partial \zeta_{i,k}} \bigg|_{\zeta=0}$.

**Lemma 5.2.** The functions $h_{j,k}: C \to \mathbb{C}$ can be chosen such that the differential $dP(0)$ of the period map (5.2) at the origin has maximal rank $ln$. 
Proof. Due to the block structure of $dP(0)$ as explained above, it suffices to ensure that each of the diagonal blocks of size $n \times m$, representing the partial differentials $d_{ij} P_i(0)$, has maximal rank $n$.

Write $dF = f \theta$ as before. Since the immersion $F$ is nondegenerate, the tangent spaces $T_{f(x)} A$ over all $x \in M$ span $\mathbb{C}^n$. By the identity principle for holomorphic functions on $M$, the same is true if we restrict the point $x$ to any nontrivial curve in $M$; in particular, to the loop $C_i$. Hence there exist points $x_{i,1}, \ldots, x_{i,m} \in C_i \setminus \{p\}$ such that the vectors $V_k(f(x_{i,k}))$ for $k = 1, \ldots, m$ span $\mathbb{C}^n$. Let $t_{i,1}, \ldots, t_{i,m} \in (0,1)$ be such that $\gamma_i(t_{i,k}) = x_{i,k}$ for $k = 1, \ldots, m$. For every $k$ we choose a smooth function $\eta_{i,k} : [0,1] \to \mathbb{R}_+$, supported in a small neighborhood of $t_{i,k}$, such that $\int_0^1 \eta_{i,k}(t) \, dt = 1$. Let $h_{i,k} : C_i \to \mathbb{R}_+$ be defined by $h_{i,k}(\gamma_i(t)) = \eta_{i,k}(t)$ for $t \in [0,1]$, and extend it to $C$ by setting $h_{i,k} = 0$ on $C \setminus C_i$. We then have

$$\int_0^1 h_{i,k}(\gamma_i(t)) \, V_k(f(x_{i,k})) \theta(\gamma_i(t), \dot{\gamma}_i(t)) \, dt \approx V_k(f(x_{i,k})) \theta(\gamma_i(t_{i,k}), \dot{\gamma}_i(t_{i,k}))$$

for $k = 1, \ldots, m$. Since $\theta(\gamma_i(t_{i,k}), \dot{\gamma}_i(t_{i,k})) \neq 0$, the vectors on the right hand side span $\mathbb{C}^n$, and hence the same is true for the vectors on the left hand side, provided that all approximations are close enough. For such choices of the $h_{i,k}$’s the partial differential $d_{ij} P_i(0)$ has maximal rank $n$. $\square$

By Mergelyan’s theorem we approximate each of the functions $h_{i,k}$, uniformly on $C$, by holomorphic functions $g_{i,k} : M \to \mathbb{C}$. Replacing the functions $h_{i,k}$ by $g_{i,k}$ in the expression (5.1) we obtain a holomorphic map

$$\Phi(\zeta, x, z) = \phi^{i_1,1}_{\zeta_1,1} \circ \cdots \circ \phi^{m}_{\zeta_m,1} m_i, m_i(x)(z) \in A,$$

defined for $z \in A$, $x \in M$, and $\zeta$ in a neighborhood $\tilde{U} \subset \mathbb{C}^{lm}$ of the origin. (This neighborhood can be chosen independent of $z$ for all points $z$ in any compact subset of $A$.) Setting $z = f(x)$ also gives the holomorphic map

$$(\zeta, x) \mapsto \Phi_f(\zeta, x) = \Phi(\zeta, x, f(x)) \in A \setminus \{0\}$$

defined for $\zeta \in \mathbb{C}^{lm}$ near the origin. Note that $\Phi_f(0, \cdot) = f$.

If the approximations of $h_{i,j}$’s by $g_{i,j}$’s are close enough, then the corresponding period map $\zeta \mapsto \mathcal{P}(\Phi_f(\zeta, \cdot)) \in (\mathbb{C}^n)^l$ still has maximal rank at $\zeta = 0$. Furthermore, by varying $f$ locally (keeping the functions $g_{i,j}$ fixed) we obtain a holomorphic family of maps $f \mapsto \Phi_f$ with the desired properties.

This proves Lemma 5.1 and hence part (b) of Theorem 2.3. $\square$

Remark 5.3. The construction in [F3] shows that, if $X$ is a complex submanifold of a complex manifold $Y$, then $\mathcal{A}(M, X)$ is a split Banach submanifold of $\mathcal{A}(M, Y)$ (see [Lem] p. 490 for this notion). Thus $\mathcal{A}(M, A \setminus \{0\})$ is a (nonclosed) split Banach submanifold of the Banach space $\mathcal{A}(M, \mathbb{C}^n)$. Furthermore, Lemma 5.1 shows that $\mathcal{A}^*_{reg}(M, A \setminus \{0\})$ is a (nonclosed) split Banach submanifold of $\mathcal{A}(M, A \setminus \{0\})$. By integration (3.2) we get the
corresponding statements for the inclusion $\mathcal{I}_A(M) \hookrightarrow \mathcal{A}^1(M, \mathbb{C}^n)$ at any nondegenerate $A$-immersion $F \in \mathcal{I}_A(M)$.

Proof of part (c). Fix $F \in \mathcal{I}_A(M)$. By part (a) we may assume that $F$ is nondegenerate. Write $dF = f\theta$, and let $\Phi_f$ be the deformation map furnished by Lemma 5.1. We can approximate $f$ uniformly on $M$ by holomorphic maps $\tilde{f}: V \to A \setminus \{0\}$, defined on small open neighborhoods $V = V_{\tilde{f}}$ of $M$ in a larger Riemann surface $R$. The associated deformation map $\Phi_{\tilde{f}}$ is then defined and holomorphic in a neighborhood $\tilde{U} \times \tilde{V} \subset \mathbb{C}^N \times \mathbb{R}$ of $\{0\} \times M$. (Recall that the functions $g_{i,k}$ used in the construction of $\Phi_f$ are holomorphic in a neighborhood of $M$, and we may use the same functions $\Phi_{\tilde{f}}$.) If $\tilde{f}$ is sufficiently close to $f$ on $M$, then the domain and the range of the period map $P(\Phi_f)$ are so close to those of $P(\Phi_{\tilde{f}})$ that the range of $P(\Phi_f)$ contains the origin in $\mathbb{C}^n$. This means that $\tilde{f}$ can be approximated by a map $h \in \mathcal{O}(M, A \setminus \{0\})$ with vanishing periods. The integral $H(x) = \int_{\gamma} f^\theta h d\theta$ is then a holomorphic $A$-immersion from a neighborhood of $M$ to $\mathbb{C}^n$ which approximates $F$ in $\mathcal{C}^1(M, \mathbb{C}^n)$.

6. Approximation by directed embeddings

In this section we prove Theorems 2.4 and 2.5 concerning the approximation of $A$-immersions by $A$-embeddings.

Proof of Theorem 2.4. We may assume that $M$ is a smoothly bounded domain in an open Riemann surface $R$. Let $F: M \to \mathbb{C}^n$ be an $A$-immersion. In view of Theorem 2.3, we may assume that $F$ is holomorphic in a neighborhood of $M$ in $R$, and is nondegenerate in the sense of Def. 2.2. We associate to $F$ the difference map

$$\delta F: M \times M \to \mathbb{C}^n, \quad \delta F(x, y) = F(y) - F(x).$$

Clearly $F$ is injective if and only if $(\delta F)^{-1}(0) = D_M = \{(x, x): x \in M\}$, the diagonal of $M \times M$.

Since $F$ is an immersion, it is locally injective, and hence there is an open neighborhood $U \subset M \times M$ of $D_M$ such that $\delta F$ does not assume the value $0 \in \mathbb{C}^n$ in $\overline{U} \setminus D_M$. To prove the theorem, it suffices to find arbitrarily close to $F$ another $A$-immersion $\tilde{F}: M \to \mathbb{C}^n$ whose difference map $\delta \tilde{F}$, restricted to $M \times M \setminus U$, is transverse to the origin $0 \in \mathbb{C}^n$. Indeed, since $\dim \mathbb{C} M \times M = 2 < n$, this will imply that $\delta \tilde{F}$ does not assume the value zero in $M \times M \setminus U$, so $\tilde{F}(x) \neq \tilde{F}(y)$ if $(x, y) \in M \times M \setminus U$. If on the other hand $(x, y) \in U \setminus D_M$, then $\tilde{F}(x) \neq \tilde{F}(y)$ provided that $\tilde{F}$ is sufficiently close to $F$. Thus $\tilde{F}$ is an injective immersion, hence an embedding.

A map $\tilde{F}$ with these properties will be constructed by the standard transversality argument (see Abraham [Abh] or [F5, Sec. 7.8]). We need to find a neighborhood $\Omega \subset \mathbb{C}^N$ of the origin in a complex Euclidean space.
and a holomorphic map \( H : \Omega \times M \to \mathbb{C}^n \) such that \( H(0, \cdot) = F \) and the difference map \( \delta H : \Omega \times M \times M \to \mathbb{C}^n \), defined by
\[
(6.1) \quad \delta H(\zeta, x, y) = H(\zeta, y) - H(\zeta, x), \quad \zeta \in \Omega, \quad x, y \in M,
\]
is a surjective family of maps, meaning that its partial differential
\[
(6.2) \quad d\zeta|_{\zeta=0}\delta H(\zeta, x, y) : \mathbb{C}^N \to \mathbb{C}^n
\]
is surjective for any \((x, y) \in M \times M \setminus U\). By openness of this condition and compactness of \( M \times M \setminus U \) it follows that the partial differential \( d\zeta \delta H \) is surjective for all \( \zeta \) in a neighborhood \( \Omega' \subset \Omega \) of the origin in \( \mathbb{C}^N \). Hence the map \( \delta H : M \times M \setminus U \to \mathbb{C}^n \) is transverse to any submanifold of \( \mathbb{C}^n \), in particular, to the origin \( 0 \in \mathbb{C}^n \). The standard argument then shows that for a generic member \( H(\zeta, \cdot) : M \to \mathbb{C}^n \) of this family, the difference map \( \delta H(\zeta, \cdot) \) is also transverse to \( 0 \in \mathbb{C}^n \) on \( M \times M \setminus U \). By choosing the point \( \zeta \) sufficiently close to \( 0 \) we thus obtain a desired \( A \)-embedding \( \tilde{F} = H(\zeta, \cdot) \).

We now construct a deformation family \( H \) with the above properties. Fix a nowhere vanishing holomorphic 1-form \( \theta \) on \( R \) and write \( dF = f \theta \), with \( f : M \to A \setminus \{0\} \) a holomorphic map. Pick a neighborhood \( U \subset M \times M \) of \( D_M(0) = D_M \).

**Lemma 6.1.** (Notation as above.) For any \((p, q) \in M \times M \setminus D_M\) there exists a deformation family \( H = H(\cdot, q) \) as above, with \( \zeta \in \mathbb{C}^n \), such that the differential \( d\zeta|_{\zeta=0}\delta H(\zeta, p, q) : \mathbb{C}^n \to \mathbb{C}^n \) is an isomorphism.

Suppose that the lemma holds. Clearly \( H \) satisfies the same property for all pairs \((p', q') \in M \times M \) close to \((p, q)\). Since \( M \times M \setminus U \) is compact, it is covered by finitely many such neighborhoods. The superposition of the corresponding deformation families will yield a deformation family \( H \) for which the differential \((6.2)\) is surjective for any \((x, y) \in M \times M \setminus U\).

**Proof.** Let \( \Lambda \subset M \) be a smooth embedded arc connecting \( p \) to \( q \). Pick a point \( p_0 \in M \setminus \Lambda \) and closed loops \( C_1, \ldots, C_l \subset M \setminus \Lambda \) based at \( p_0 \) and forming a basis of \( H_1(M; \mathbb{Z}) \). Set \( C = \bigcup_{j=1}^l C_j \). Let \( \gamma_j : [0, 1] \to C_j \) \((j = 1, \ldots, l)\) and \( \lambda : [0, 1] \to \Lambda \) be smooth parametrizations of the respective curves.

Since \( F \) is nondegenerate (Def. \([2.2]\)) there exist tangential holomorphic vector fields \( V_1, \ldots, V_n \) on \( A \) and points \( x_1, \ldots, x_n \in A \setminus \{p, q\} \) such that, setting \( z_i = f(x_i) \in A \), the vectors \( V_i(z_i) \) for \( i = 1, \ldots, n \) span \( \mathbb{C}^n \). (Such points exist since a nontrivial arc \( \Lambda \) in \( M \) is a determining set for holomorphic functions on \( M \), and hence the tangent spaces \( T_{f(x)}A \) over all points \( x \in \Lambda \) have the same span as the tangent spaces \( T_{f(x)}A \) over all points \( x \in M \). Of course one could also move the curve \( \Lambda \) a little to insure this property.) Let \( t_i \in (0, 1) \) be such that \( \lambda(t_i) = x_i \). Let \( \phi^i_t \) denote the flow of \( V_i \). Choose smooth functions \( h_i : C \cup \Lambda \to \mathbb{R}_+ \) \((i = 1, \ldots, n)\) that vanish at the endpoints \( p, q \) of \( \Lambda \) and on the curves \( C \); their value on \( \Lambda \) will be chosen later. Let
\( \zeta = (\zeta_1, \ldots, \zeta_n) \in \mathbb{C}^n \). As in the proof of Lemma 5.1 we consider the map
\[
\psi(\zeta, x) = \phi_{\zeta_1}^1 h_1(x) \circ \cdots \circ \phi_{\zeta_n}^n h_n(x) f(x) \in A \setminus \{0\}, \quad x \in C \cup \Lambda,
\]
which is holomorphic in \( \zeta = (\zeta_1, \ldots, \zeta_n) \in \mathbb{C}^n \) near the origin. Note that \( \psi(0, \cdot) = f \) and \( \psi(\zeta, x) = f(x) \) if \( x \in C \) (since \( h_i = 0 \) on \( C \)). We have
\[
\frac{\partial \psi(\zeta, x)}{\partial \zeta_i} \bigg|_{\zeta=0} = h_i(x) V_i(f(x)), \quad i = 1, \ldots, n.
\]
By choosing the function \( h_i \) to have its support concentrated near the point \( x_i = \lambda(t_i) \in \Lambda \), we can arrange that for all \( i = 1, \ldots, n \) we have
\[
\int_0^1 h_i(\lambda(t)) V_i(f(\lambda(t))) \theta(\lambda(t), \dot{\lambda}(t)) \, dt \approx V_i(z_i) \theta(\lambda(t_i), \dot{\lambda}(t_i)) \in \mathbb{C}^n.
\]
Assuming that the approximations are close enough, the vectors on the left hand side above form a basis of \( \mathbb{C}^n \).

Fix a number \( \epsilon > 0 \); its precise value will be chosen later. We apply Mergelyan’s theorem to find holomorphic functions \( g_i : M \to \mathbb{C} \) such that
\[
\sup_{C \cup \Lambda} |g_i - h_i| < \epsilon \quad \text{for} \quad i = 1, \ldots, n.
\]
In the analogy with (5.3) and (5.4) we define holomorphic maps
\[
\begin{align*}
\Psi(\zeta, x, z) &= \phi_{\zeta_1}^1 g_1(x) \circ \cdots \circ \phi_{\zeta_n}^n g_n(x) \in A, \\
\Psi_f(\zeta, x) &= \Psi(\zeta, x, f(x)) \in A,
\end{align*}
\]
where \( x \in M, z \in A, \) and \( \zeta \) is near the origin in \( \mathbb{C}^n \). Note that \( \Psi_f(0, \cdot) = f \).

If the approximations of \( h_i \) by \( g_i \) are close enough, then the vectors
\[
\frac{\partial}{\partial \zeta_i} \bigg|_{\zeta=0} \int_0^1 \Psi_f(\zeta, \lambda(t)) \theta(\lambda(t), \dot{\lambda}(t)) \, dt
\]
\[
= \int_0^1 g_i(\lambda(t)) V_i(f(\lambda(t))) \theta(\lambda(t), \dot{\lambda}(t)) \, dt \in \mathbb{C}^n
\]
are still close enough to the vectors \( V_i(z_i) \theta(\lambda(t_i), \dot{\lambda}(t_i)) \) for \( i = 1, \ldots, n \) so that they are linearly independent.

The \( \mathbb{C}^n \)-valued 1-form \( \Psi_f(\zeta, \cdot) \theta \) on \( M \) need not be exact. We shall now correct its periods to zero by using the tools from Sec. 5.

From the Taylor expansion of the flow of a vector field we see that
\[
\Psi_f(\zeta, x) = f(x) + \sum_{i=1}^n \zeta_i g_i(x) V_i(f(x)) + o(|\zeta|).
\]
Since \( |g| < \epsilon \) on \( C \), the periods over the loops \( C_j \) can be estimated by
\[
\int_{C_j} \Psi_f(\zeta, \cdot) \theta \leq \eta_0 |\zeta|
\]
for some constant \( \eta_0 > 0 \) and for sufficiently small \( |\zeta| \).
Lemma 5.1 gives holomorphic maps \( \Phi(\tilde{\zeta}, x, z) \) and \( \Phi_f(\tilde{\zeta}, x) = \Phi(\tilde{\zeta}, x, f(x)) \) (see (5.3) and (5.4)), with the parameter \( \tilde{\zeta} \) near \( 0 \in \mathbb{C}^\tilde{N} \) for some \( \tilde{N} \in \mathbb{N} \) and \( x \in M \), such that \( \Phi(0, x, z) = z \) and the differential of the associated period map \( \tilde{\zeta} \mapsto P(\Phi_f(\tilde{\zeta}, \cdot)) \in \mathbb{C}^n \) (see (5.3)) at the point \( \tilde{\zeta} = 0 \) has maximal rank equal to \( ln \). The same is true if we let the map \( f \in \mathcal{A}(M, A \setminus \{0\}) \) vary locally near the given initial map. In particular, we can replace \( \tilde{\zeta} \) (see (5.3) and (5.4)), with the parameter \( x \) which is defined and holomorphic for \( (\tilde{\zeta}, x) \). The deformation family \( \Psi \) near \( 0 \in \mathbb{C}^\tilde{N} \). Near the origin in \( \mathbb{C}^\tilde{N} \times M \) \( \tilde{\zeta} \mapsto \Phi(\tilde{\zeta}, x, \Psi_f(\zeta, x)) \in A \setminus \{0\} \). This is independent of the choice of the path \( \gamma \) from \( p_0 \) to \( x \in M \). The implicit function theorem furnishes a holomorphic map \( \tilde{\zeta} = \rho(\zeta) \) near \( \zeta = 0 \in \mathbb{C}^n \), with \( \rho(0) = 0 \in \mathbb{C}^\tilde{N} \), such that the \( \mathbb{C}^n \)-valued 1-form on \( M \), defined by

\[
\Theta_f(\zeta, x, v) = \Phi(\rho(\zeta), x, \Psi_f(\zeta, x)) \theta(x, v), \quad x \in M, \quad v \in T_x M,
\]

has vanishing periods over the curves \( C_j \) for every fixed \( \zeta \in \mathbb{C}^n \) near 0. (The map \( \rho = (\rho_1, \ldots, \rho_n) \) also depends on \( f \), but we shall suppress this dependence in our notation.) It follows that the integral

\[
H_f(\zeta, x) = F(p_0) + \int_{p_0}^x \Theta_f(\zeta, \cdot, \cdot) = F(p_0) + \int_0^1 \Theta_f(\zeta, \gamma(t), \dot{\gamma}(t))
\]

is independent of the choice of the path \( \gamma \) from \( p_0 \) to \( x \in M \). Clearly \( H_F(0, \cdot) = F \), and \( H_F(\zeta, \cdot) : M \to \mathbb{C}^n \) is an \( A \)-immersion for every \( \zeta \in \mathbb{C}^n \) sufficiently close to 0. Furthermore, in view of (6.5) we have the estimate

\[
|\rho(\zeta)| \leq \eta_1 |\zeta|
\]

for some \( \eta_1 > 0 \). The map \( \Phi(\tilde{\zeta}, x, z) \) is of the form (5.3), i.e., it is obtained by composing the flows of certain holomorphic vector fields \( W_j \) on \( A \) for the times \( \tilde{\zeta}_j g_j(x) \), where \( g_j \in \mathcal{O}(M) \). The Taylor expansion of the flow, together with the above estimate on \( \rho(\zeta) \), give

\[
|\Phi(\rho(\zeta), x, \Psi_f(\zeta, x)) - \Psi_f(\zeta, x)| = \left| \sum_j \rho_j(\zeta) g_j(x) W_j(\Psi_f(\zeta, x)) + o(|\zeta|) \right| \leq \eta_2 |\zeta|
\]

for some \( \eta_2 > 0 \) and for all \( x \in M \) and all \( \zeta \) near the origin in \( \mathbb{C}^n \). By applying this estimate on the curve \( \Lambda \) (with the endpoints \( p \) and \( q \)) we get

\[
\left| \int_0^1 \Theta_f(\zeta, \lambda(t), \dot{\lambda}(t)) - \int_0^1 \Psi_f(\zeta, \lambda(t)) \theta(\lambda(t), \dot{\lambda}(t)) \right| \leq \eta_3 |\zeta|
\]

for some \( \eta_3 > 0 \). If \( \epsilon > 0 \) is chosen small enough, it follows that the derivatives

\[
\frac{\partial}{\partial \zeta} \int_0^1 \Theta_f(\zeta, \lambda(t), \dot{\lambda}(t)) \in \mathbb{C}^n, \quad i = 1, \ldots, n,
\]
are so close to the vectors \( (6.4) \) that they are \( \mathbb{C} \)-linearly independent. In view of (6.6) we have
\[
\int_0^1 \Theta_f(\zeta, \lambda(t), \dot{\lambda}(t)) = H_F(\zeta, q) - H_F(\zeta, p) = \delta H_F(\zeta, p, q),
\]
where \( \delta H_F \) is the difference map (6.1). Hence the above says that the partial differential
\[
\frac{\partial}{\partial \zeta}{\mid}_{\zeta=0} \delta H_F(\zeta, p, q) : \mathbb{C}^n \to \mathbb{C}^n
\]
is an isomorphism. This proves Lemma 6.1. \( \square \)

The family \( H_F \) obtained above is holomorphically dependent also on \( F \) in a neighborhood of a given initial \( A \)-immersion \( F_0 \). In particular, if \( F(\eta, \cdot) : M \to \mathbb{C}^n \) is a family of holomorphic \( A \)-immersions depending holomorphically on a complex parameter \( \eta \), then \( H_F(\eta, \cdot)(\cdot, \cdot) \) depends holomorphically on \( (\zeta, \eta) \). This allows us to compose any finite number of such deformation families. We explain this operation for two families. Suppose that \( H = H_F(\cdot, \cdot) \) and \( G = G_F(\eta, \cdot) \) are deformation families with \( H_F(0, \cdot) = G_F(0, \cdot) = F \). We define the composed deformation family by
\[
(H \sharp G)_F(\zeta, \eta, x) = G_H(\zeta, \eta, x), \quad x \in M.
\]
Clearly we have
\[
(H \sharp G)_F(0, \eta, \cdot) = G_F(\eta, \cdot), \quad (H \sharp G)_F(\zeta, 0, \cdot) = H_F(\zeta, \cdot).
\]
The operation \( \sharp \) extends by induction to finitely many factors; it is associative, but not commutative. (This operation is similar to the composition of sprays that was introduced by Gromov [G3]; see also [F5, p. 246].)

We can now complete the proof of Theorem 2.4. The above construction gives a finite open covering \( U = \{U_j\}_{j=1}^m \) of the compact set \( M \times M \setminus U \) and deformation families \( H^i = H^i(\zeta, \cdot) : M \to \mathbb{C}^n \), with \( H^i(0, \cdot) = F \), where \( \zeta^i = (\zeta^i_1, \ldots, \zeta^i_k) \in \Omega_i \subset \mathbb{C}^{k_i} \), so that the difference map \( \delta H^i(\zeta, p, q) \) is submersive at \( \zeta^i = 0 \) for all \( (p, q) \in U_i \). By taking \( \zeta = (\zeta^1, \ldots, \zeta^m) \in \mathbb{C}^N \), with \( N = \sum_{i=1}^m k_i \), and setting
\[
H(\zeta, x) = (H^1 \sharp H^2 \sharp \cdots \sharp H^m)(\zeta^1, \ldots, \zeta^m, x)
\]
we obtain a deformation family such that \( H(0, \cdot) = F \) and \( \delta H \) is submersive everywhere on \( M \times M \setminus U \) for all \( \zeta \in \mathbb{C}^N \) sufficiently close to the origin. This completes the proof of Theorem 2.4. \( \square \)

**Proof of Theorem 2.5.** Let \( F : M \to \mathbb{C}^n \) be an \( A \)-immersion of an open Riemann surface to \( \mathbb{C}^n \). Fix a number \( \epsilon > 0 \) and a compact set \( K \subset M \). Write \( F_0 = F \) and \( \epsilon_0 = \epsilon \). Choose an exhaustion of \( M \) by an increasing sequence \( M_0 \subset M_1 \subset \cdots \bigcup_{j=0}^\infty M_j = M \) of smoothly bounded compact
domains such that every $M_j$ is holomorphically convex in $M$ and $K \subset M_0$. By Theorem 2.4 we can find an $A$-embedding $\tilde{F}_1 : M_1 \to \mathbb{C}^n$ such that

$$\|\tilde{F}_1 - F_0\|_{M_1} := \sup_{x \in M_1} |\tilde{F}_1(x) - F_0(x)| < \epsilon/4.$$ 

Since $A \setminus \{0\}$ is assumed to be an Oka manifold, Corollary 2.7 gives an $A$-immersion $F_1 : M \to \mathbb{C}^n$ such that $F_1$ is an embedding on $M_1$, $\|F_1 - \tilde{F}_1\|_{M_1} < \epsilon/4$, and hence $\|F_1 - F_0\|_{M_1} < \epsilon/2$. (Although Corollary 2.7 is proved in Sec. 7 below, its proof is independent of the results in this section.)

Pick a number $\epsilon_1$ with $0 < \epsilon_1 < \epsilon/4$ such that every immersion $G : M \to \mathbb{C}^n$ satisfying $\|G - F_1\|_{M_1} < \epsilon_1$ is an embedding on $M_0$. (Such $\epsilon_1$ exists by the Cauchy estimates.) By applying the above argument to $F_1$ we find an $A$-immersion $F_2 : M \to \mathbb{C}^n$ which is an embedding on $M_2$ and satisfies $\|F_2 - F_1\|_{M_2} < \epsilon_1/2$. Pick a number $\epsilon_2$ with $0 < \epsilon_2 < \epsilon_1/4$ such that every holomorphic map $G : M \to \mathbb{C}^n$ satisfying $\|G - F_2\|_{M_2} < \epsilon_2$ is an embedding on $M_1$. Continuing inductively, we find a sequence of $A$-immersions $F_j : M \to \mathbb{C}^n$ and a sequence of numbers $\epsilon_j > 0$ such that the following hold for every $j = 1, 2, \ldots$:

(a) $F_j$ is an embedding on $M_j$,

(b) $\|F_j - F_{j-1}\|_{M_j} < \epsilon_{j-1}/2$,

(c) $0 < \epsilon_j < \epsilon_{j-1}/4$, and

(d) every holomorphic map $G : M \to \mathbb{C}^n$ satisfying $\|G - F_j\|_{M_j} < \epsilon_j$ is an embedding on $M_{j-1}$.

Property (c) implies that $\sum_{k=j+1}^{\infty} \epsilon_k < \epsilon_j/2$ for every $j = 0, 1, \ldots$. By property (b) we see that the limit $\tilde{F} = \lim_{j \to \infty} F_j : M \to \mathbb{C}^n$ exists and satisfies $\|\tilde{F} - F\|_K < \epsilon$. Furthermore, we have

$$\|\tilde{F} - F_j\|_{M_j} \leq \sum_{k=j}^{\infty} \|F_{k+1} - F_k\|_{M_j} < \frac{\epsilon_j}{2} + \sum_{k=j+1}^{\infty} \epsilon_k < \epsilon_j,$$

and hence $\tilde{F}$ restricted to $M_{j-1}$ is an $A$-embedding by properties (a) and (d). Since this holds for every $j$, we see that $\tilde{F} : M \to \mathbb{C}^n$ is an $A$-embedding. $\square$

Theorems 2.4 and 2.5 allow us to extend the known existence theorems for immersed null curves to the embedded case. The following corollary is of particular interest.

**Corollary 6.2.** Let $N$ be an orientable noncompact smooth real surface without boundary, and let $\Omega \subset \mathbb{C}^3$ be a convex domain. Then there exists a complex structure $J$ on $N$ such that $(N, J)$ embeds as a complete proper null curve in $\Omega$.

If one takes $\Omega$ to be a bounded convex domain contained in $\mathbb{C}^3 \setminus \{z_3 = 0\}$, then the correspondence $\mathcal{T}$ (2.1) applies and embeds $(N, J)$ as a complete bounded null curve in $SL_2(\mathbb{C}) \setminus \{z_{11} = 0\}$. 
Proof. Let $M$ be an open Riemann surface diffeomorphic to $N$. It is shown in \textbf{[AL1]} that there exist an increasing sequence of smoothly bounded Runge domains $M_1 \subset M_2 \subset \ldots \subset M$ and null curves $F_j : M_j \to \mathbb{C}^3$, $j \in \mathbb{N}$, such that the limit map $F = \lim_{j \to \infty} F_j : \bigcup_{j \in \mathbb{N}} M_j \to \mathbb{C}^3$ exists and is a complete null curve mapping the domain $D = \bigcup_{j \in \mathbb{N}} M_j \subset M$ properly into $\Omega$. Furthermore, we can arrange that $D$ is homeomorphic (and hence diffeomorphic) to $M$, and hence to $N$. Let $J$ be the complex structure on $N$ obtained from the complex structure on $D$ via this diffeomorphism.

Now Theorem 2.4 insures that such $F_j$’s can be chosen to be embeddings. If $F_j$ is close enough to $F_{j-1}$ on $M_{j-1}$ for all $j > 1$ (see \textbf{[AL1, Lemma 3]}), then the limit null curve $F : D \to \Omega$ is embedded as well. \hfill $\blacksquare$

Corollary 6.2 is motivated by the question whether there exist complete bounded minimal surfaces in $\mathbb{R}^3$; a classical problem in the theory of minimal surfaces, known as the Calabi-Yau problem. The answer to this question strongly depends on whether self-intersections are allowed or not. In the immersed case, such surfaces exist and may have arbitrary topological type \textbf{[Nad, FMM, AL1]}. On the other hand, complete embedded minimal surfaces with finite genus and countably many ends are necessarily proper in $\mathbb{R}^3$ \textbf{[CM, MPR]}, hence unbounded. The general problem remains open for embedded surfaces. The corresponding question for immersed null curves in $\mathbb{C}^3$ was answered affirmatively in \textbf{[AL1]}; however, the methods in \textbf{[AL1]} do not enable one to avoid the self-intersections, nor to control the complex structure on the curve. The former question (see \textbf{[MUY, Problem 2]}) is solved by Corollary 6.2. For the latter, a technique for constructing complete bounded complex curves in $\mathbb{C}^2$ that are normalized by any given bordered Riemann surface has been developed recently in \textbf{[AF]}. The analogous problems for minimal surfaces in $\mathbb{R}^3$ and null curves in $\mathbb{C}^3$ remain open (see \textbf{[AF, Question 2]}).

7. The Oka Principle and Mergelyan’s Theorem for $A$-immersions

In this section we prove Theorem 2.4 — the Oka principle for $A$-immersions. The same proof also gives the Mergelyan approximation theorem for $A$-immersions; see Theorem 7.2 below.

We begin by introducing a suitable type of sets for the Mergelyan theorem. We shall not strive for the most general possible situation; the type of sets in the following definition suffice in most geometric applications.

**Definition 7.1.** A compact subset $S$ of an open Riemann surface $M$ is said to be **admissible** if $S = K \cup C$, where $K = \bigcup \overline{D}_j$ is a union of finitely many pairwise disjoint, compact, smoothly bounded domains $\overline{D}_j$ in $M$ and $C = \bigcup C_i$ is a union of finitely many pairwise disjoint smooth arcs or closed curves that intersect $K$ only in their endpoints (or not at all), and such that their intersections with the boundary $bK$ are transverse.
An admissible set $S \subset M$ is Runge in $M$ if and only if the inclusion map $S \hookrightarrow M$ induces an injective homomorphism $H_1(S; \mathbb{Z}) \hookrightarrow H_1(M; \mathbb{Z})$ of the first homology groups. If this holds, then we have the classical Mergelyan approximation theorem: Every continuous function $f : S \to \mathbb{C}$ that is holomorphic in the interior $K$ of $K$ can be approximated, uniformly on $S$, by functions holomorphic on $M$. If in addition $f$ is of class $C^1$ on $S$, then the approximation can be made in the $C^1(S)$ topology.

The notion of an $A$-immersion extends in an obvious way to maps $F : S \to \mathbb{C}^n$ of class $C^1(S)$. On the set $K$ this is the standard notion, while on the curves $C$ we ask that the derivative $F'(t)$ with respect to any local real parameter $t$ on $C$ belongs to $A \setminus \{0\}$.

**Theorem 7.2.** (Mergelyan’s theorem for $A$-immersions.) Let $A \subset \mathbb{C}^n$ be a closed irreducible conical subvariety which is smooth away from $0$. Assume that $M$ is an open Riemann surface and that $S = K \cup C$ is a compact admissible set in $M$ (see Def. 7.1). Then the following hold:

(a) Every $A$-immersion $S \to \mathbb{C}^n$ can be approximated in the $C^1(S)$ topology by $A$-immersions $U \to \mathbb{C}^n$ in open neighborhoods of $S$ in $M$.

(b) If in addition $S$ is Runge in $M$ and $A \setminus \{0\}$ is an Oka manifold (Def. [4.1]), then every $A$-immersion $S \to \mathbb{C}^n$ can be approximated in the $C^1(S)$ topology by $A$-immersions $M \to \mathbb{C}^n$.

Theorem 7.2 also holds when $M$ is a compact bordered Riemann surface since every such is a smoothly bounded domain in an open Riemann surface.

We shall need the following lemma which is analogous to Gromov’s convex integration lemma (see [G1] or [EM]).

**Lemma 7.3.** Let $A \subset \mathbb{C}^n$ be an irreducible conical subvariety which is not contained in any hypersurface. Given continuous maps $h : [0,1] \to A \setminus \{0\}$ and $g : [0,1] \to \mathbb{C} \setminus \{0\}$, a vector $v \in \mathbb{C}^n$, and a number $\epsilon > 0$, there exists a homotopy $h_s : [0,1] \to A \setminus \{0\}$ $(0 \leq s \leq 1)$ such that $h_0 = h$, the homotopy is fixed near the endpoints $0$ and $1$, and we have

$$\int_0^1 h_1(t)g(t)\, dt - v < \epsilon. \quad (7.1)$$

**Proof.** Replacing the map $h$ by $hg$ (which also has range in $A \setminus \{0\}$) we reduce to the case when $g \equiv 1$. Since $A$ is conical and its convex hull equals $\mathbb{C}^n$ (see Lemma 3.1), we can find an integer $N$ and vectors $v_1, \ldots, v_N \in A \setminus \{0\}$ such that $\frac{1}{N} \sum_{j=1}^N v_j = v$. Set $v_0 = h(0)$ and $v_{N+1} = h(1)$. Choose a small number $\delta > 0$ and let $I_j \subset [0,1]$ be the pairwise disjoint segments

$$I_j = \left[ \frac{j-1 + \delta}{N}, \frac{j-\delta}{N} \right], \quad j = 1, \ldots, N.$$

Their complement $J = [0,1] \setminus \bigcup_{j=1}^N I_j$ has total length $2\delta$. Let $h_1 : [0,1] \to A \setminus \{0\}$ be chosen such that $h_1 = h$ near $0$ and $1$, and $h_1(t) = v_j$ for $t \in I_j$. 

shall prove Theorem 2.6 (the Oka principle for every compact Runge set $K$ over a path in neighborhood $U$ in $F$ trivial loops in $S$ formally on $(U$ sufficiently small subintervals $I$, which is seen as follows. We subdivide $[0$ separately to each connected component.

7.2. We may assume that $S$ We begin by proving part (a) of Theorem approximation, we can approximate the map $f$ of Theorem 2.3-(a). By the proof of Theorem 2.3-(c), but using Mergelyan it nondegenerate in the sense of Def. 2.2; this can be done as in the proof each of them. Then we repeat the above argument on $I$ to find $h$ so that $\int_{I_j} h(t) g_j \, dt \approx N^{-1} v$. Summing up, we get $\int_0^1 h g \approx v$. □

Remark 7.4. We expect that one can always reach the equality in (7.1), but this will not be needed. The assumption that $A$ is conical was used to reduce to the case $g = 1$. Lemma 7.3 still holds without this assumption which is seen as follows. We subdivide $[0,1]$ into a large number $N$ of sufficiently small subintervals $I_j$ such that $g$ is very close to a constant $g_j$ on each of them. Then we repeat the above argument on $I_j$ to find $h$ so that $\int_{I_j} h(t) g_j \, dt \approx N^{-1} v$. Summing up, we get $\int_0^1 h g \approx v$. □

Proof of Theorems 7.2 and 2.6 We begin by proving part (a) of Theorem 7.2. We may assume that $S$ is connected since the same argument applies separately to each connected component.

We begin by perturbing the given $A$-immersion $F: S \to \mathbb{C}^n$ so as to make it nondegenerate in the sense of Def. 2.2. This can be done as in the proof of Theorem 2.3(a). By the proof of Theorem 2.3(c), but using Mergelyan approximation, we can approximate the map $\tilde{f} = dF/\theta: S \to A \setminus \{0\}$, uniformly on $S$, by a holomorphic map $\tilde{f}: U \to A \setminus \{0\}$ on an open connected neighborhood $U \subset M$ of $S$ such that $\tilde{f} \theta$ has vanishing periods over all nontrivial loops in $S$. We may assume that $S$ is a strong deformation retract of $U$. We then get an $A$-immersion $\bar{F}: U \to \mathbb{C}^n$ by setting $\bar{F}(x) = F(p) + \int_p^x \tilde{f} \theta$ ($x \in U$) for any chosen point $p \in S$. By the construction, $\bar{F}|_S$ approximates $F$ in $\mathcal{C}^1(S)$ since the integral from $p$ to any point $x \in S$ can be calculated over a path in $S$ and $|\tilde{f} - f|$ is small on $S$.

This proves part (a) of Theorem 7.2.

We now turn to the proof of Theorem 7.2(b). At the same time we shall prove Theorem 2.6 (the Oka principle for $A$-immersions). In fact, since every compact Runge set $K \subset M$ has a basis of compact smoothly bounded
Runge neighborhoods, the only addition in Theorem 2.6 over Theorem 7.2 is that one can prescribe the homotopy class of \( f = dF/\theta: M \to A \setminus \{0\} \).

By the already proved part (a) we may fix an \( A \)-immersion \( F_0: U \to \mathbb{C}^n \) from an open set \( U \subset M \) containing \( S \) such that \( F_0 \) is \( C^1 \) close to \( F \) on \( S \). Write \( dF_0 = f_0\theta \) where \( f_0: U \to A \setminus \{0\} \). After shrinking \( U \) around \( S \) we may assume that \( f_0 \) extends to a continuous map \( f_0: M \to A \setminus \{0\} \).

Since the set \( S \) is Runge in \( M \), there exists a smooth strongly subharmonic Morse exhaustion function \( \tau: M \to \mathbb{R} \) with nondegenerate (Morse) critical points such that \( S \subset \{ \tau < 0 \} \) and \( \{ \tau \leq 0 \} \subset U \). We may assume that 0 is a regular value of \( \tau \), so \( D_0 = \{ \tau \leq 0 \} \) is a smoothly bounded compact domain. Let \( p_1, p_2, \ldots \) be the critical points of \( \tau \) in \( M \setminus D_0 \). We may assume that \( 0 < \tau(p_1) < \tau(p_2) < \cdots \). Choose a strictly increasing divergent sequence \( a_1 < a_2 < a_3 < \cdots \) such that \( \tau(p_j) < a_j < \tau(p_{j+1}) \) holds for \( j = 1, 2, \ldots \).

If there are only finitely many \( p_j \)'s, then we choose the remainder of the sequence \( a_j \) arbitrarily. Set \( D_j = \{ \tau \leq a_j \} \). To conclude the proof we shall inductively construct a sequence of \( A \)-immersions

\[
F_j: D_j \to \mathbb{C}^n, \quad j = 1, 2, \ldots
\]

such that \( ||F_j - F_{j-1}||_{D_{j-1}} < \epsilon_j \) for a certain sequence \( \epsilon_j > 0 \) which decreases to zero sufficiently fast, and such that the map \( dF_j/\theta = f_j: D_j \to A \setminus \{0\} \) is homotopic to \( f_0|D_j \) through maps \( D_j \to A \setminus \{0\} \).

We begin the induction with the given \( A \)-immersion \( F_0 \). For the inductive step, assume that we have an \( A \)-immersion \( F_{j-1} \) for some \( j > 0 \). The construction of \( F_j \) from \( F_{j-1} \) is made in two steps: the noncritical case when there is no change of topology of the sublevel set, and the critical case when the topology of the sublevel set changes at one point. If there are only finitely many \( p_j \)'s and there exists no value \( \tau(p_i) \) between \( a_{j-1} \) and \( a_j \), then only the noncritical step is required; otherwise both steps are needed.

The noncritical case is accomplished by the following lemma; it is at this point that the Oka property of \( A \setminus \{0\} \) is invoked.

**Lemma 7.5.** Let \( M \) be an open Riemann surface and \( D \subset D' \) be compact domains with smooth boundaries in \( M \). Assume that there is a smooth function \( \sigma \) on a neighborhood \( U \supset D' \setminus \hat{D} \), with \( d\sigma \neq 0 \) on \( U \), such that \( D \cap U = \{ \sigma \leq a \} \) and \( D' \cap U = \{ \sigma \leq b \} \) for some real numbers \( a < b \). If \( A \subset \mathbb{C}^n \) is as in Theorem 2.6 (so \( A \setminus \{0\} \) is an Oka manifold), then every \( A \)-immersion \( F: D \to \mathbb{C}^n \) can be approximated, uniformly on \( D \), by \( A \)-immersions \( \tilde{F}: D' \to \mathbb{C}^n \).

**Proof.** It suffices to consider the case when \( D \) (and hence \( D' \)) is connected. By Theorem 2.3 we may assume that \( F: D \to \mathbb{C}^n \) is a nondegenerate \( A \)-immersion defined on an open neighborhood \( V \subset M \) of \( D \). Write \( f = dF/\theta: V \to A \setminus \{0\} \). By Lemma 5.1 there exist an open ball \( W \) around the origin in some \( \mathbb{C}^N \) and a holomorphic map

\[
W \times V \ni (\zeta, x) \mapsto \Phi(\zeta, x) \in A \setminus \{0\}
\]

such that \( \Phi(0, x) = f(x) \) and \( \Phi(\cdot, x) \) is a holomorphic \( A \)-immersion for each \( x \). Then \( \Phi(\cdot, x) \) is homotopic to \( f \) via maps \( \Phi(\cdot, x): V \to A \setminus \{0\} \). Choose a strictly increasing sequence \( a_i \) such that \( 0 < a_i < a_{i+1} \) for all \( i \). Let \( \tilde{F}_i = \Phi(\cdot, x_i) \) for some \( x_i \). Then \( \tilde{F}_i \) is an \( A \)-immersion, and \( \tilde{F}_i \) is homotopic to \( f \) through maps \( \tilde{F}_i \) for each \( i \). By the already proved part (a) we may fix an \( A \)-immersion \( \tilde{F}_0 \) such that \( \tilde{F}_0 \) is \( C^1 \) close to \( F \) on \( V \). After shrinking \( V \) around \( V \) we may assume that \( \tilde{F}_0 \) extends to a continuous map \( \tilde{F}_0: M \to A \setminus \{0\} \).
such that $\Phi(0, \cdot) = f$ and the period map $\zeta \mapsto P(\Phi_f(\zeta, \cdot)) \in (\mathbb{C}^n)^l$ (3.3) has maximal rank at $\zeta = 0$. (The period map is now calculated on closed curves $C_1, \ldots, C_t$ in $D$ which form a basis of $H_1(D; \mathbb{Z})$.)

Choose an open set $V' \subset M$ containing $D'$ such that $D'$ is a strong deformation retract of $V'$. Pick closed balls $B_0 \subset B \subset W$ around $0 \in \mathbb{C}^N$. The compact set $B \times D$ is then Runge in the Stein manifold $W \times V'$ and is a strong deformation retract of $W \times V'$. Since $A \setminus \{0\}$ is an Oka manifold, we can apply Theorem 4.2 to approximate $\Phi$, uniformly on $B \times D$, by a holomorphic map $\Psi: W \times V' \to A \setminus \{0\}$. If the approximation is sufficiently close then the range of the period map $B_0 \ni \zeta \mapsto P(\Psi(\zeta, \cdot)) \in (\mathbb{C}^n)^l$ still contains the origin, so there is a point $\zeta_0 \in B_0$ such that the map $V' \ni x \mapsto \Psi(\zeta_0, x) \in A \setminus \{0\}$ has vanishing periods. Since $B_0$ can be chosen arbitrarily small, the integral of $\Psi(\zeta_0, \cdot)$ is an $A$-immersion $F: D' \to \mathbb{C}^n$ which approximates $F$ uniformly on $D$ as close as desired. □

The critical case. We now have compact domains $D \subset D'$ with smooth boundaries in $M$ and a smooth strongly subharmonic function $\tau$ on a neighborhood of $D'$, with $D = \{ \tau \leq a \}$ and $D' = \{ \tau \leq b \}$, such that $\tau$ has a unique (Morse) critical point $p$ on $D' \setminus \hat{D}$. Let $F: D \to \mathbb{C}^n$ be an $A$-immersion and write $f = dF/\theta$.

Since $\tau$ is strongly subharmonic, the Morse index of $p$ is either 0 or 1.

If the Morse index of $p$ equals 0, a new connected component of the sublevel set $\{ \tau \leq t \}$ appears at $p$ when $t$ passes the value $\tau(p)$. In this case we can extend $f$ by choosing an arbitrary holomorphic map from this new component to $A \setminus \{0\}$. This also provides an extension of $F$.

If the Morse index of $p$ equals 1, then the change of topology of the sublevel set $\{ \tau \leq t \}$ at $p$ is described by attaching to $D = \{ \tau \leq a \}$ a smooth arc $C$ (the stable manifold of $p$ for the gradient flow of $\tau$). Let $q_1, q_2$ denote the endpoints of $C$. By applying Lemma 7.3 and perturbing $F$ slightly on $D$ we can extend the map $f = dF/\theta: D \to A \setminus \{0\}$ smoothly to the arc $C$ so that the extended maps still has range in $A \setminus \{0\}$ and satisfies

$$\int_C f \theta = F(q_2) - F(q_1).$$

Indeed, Lemma 7.3 provides an extension of $f$ to $C$ for which (7.3) holds approximately. If the endpoints $q_1$ and $q_2$ of $C$ belong to different connected components of $D$, we adjust the value of $F$ on one of these two components by adding a suitable constant vector so as to make (7.3) hold. If on the other hand the endpoints belong to the same component of $D$, then we perturb the difference $F(q_2) - F(q_1)$ by using Lemma 6.1 to make (7.3) hold.

When proving Theorem 2.6 (the Oka principle), we must also insure that the extended map $f: D \cup C \to A \setminus \{0\}$ constructed above is homotopic to the given continuous map $M \to A \setminus \{0\}$. This is easily achieved by a suitable choice of the connecting paths used in the proof of Lemma 7.3.
It follows from (7.3) that the extended map \( f \) integrates to an \( A \)-immersion \( F_0: D \cup C \to \mathbb{C}^n \) which agrees with \( F \) on \( D \). (If \( D \cup C \) is disconnected, we integrate separately in each connected component.) By part (a) we can approximate \( F_0 \) by an \( A \)-immersion \( F_1: U \to \mathbb{C}^n \) in a neighborhood \( U \subset M \) of \( D \cup C \). Now there is a smoothly bounded compact neighborhood \( B \subset U \) of \( D \cup C \) such that \( D' \) is a noncritical extension of \( B \) as in Lemma 7.5. Hence that lemma furnishes an \( A \)-immersion \( \tilde{F}: D' \to \mathbb{C}^n \) approximating \( F_1 \) on \( B \).

This completes the critical step, closes the induction, and concludes the construction of the sequence (7.2) with the desired properties. Indeed, just set \( D = D_{j-1}, D' = D_j \), and \( F = F_{j-1} \), and define \( F_j := \tilde{F} \) given either by the critical or the noncritical step (depending on the topology of \( D_j \setminus \bar{D}_{j-1} \)), such that \( ||F_j - F_{j-1}||_{D_{j-1}} < \epsilon_j \).

Finally, if the \( \epsilon_j \)'s are chosen small enough, then the limit \( A \)-immersion \( \lim_{j \to \infty} F_j: M = \bigcup_j D_j \to \mathbb{C}^n \) is as close to \( F \) in the \( \mathcal{C}^1(S) \) topology as desired; recall that \( S \subset D_0 \) and that \( F_0 \) is \( \mathcal{C}^1 \) close to \( F \) on \( S \). This proves Theorem 7.2(b) and Theorem 2.6.

The following immediate corollary to Theorem 7.2(a) is obtained by using the correspondence \( T \) (2.1).

**Corollary 7.6.** Let \( A, M, \) and \( S \) be as in Theorem 7.2(a). Then every null curve \( S \to SL_2(\mathbb{C}) \setminus \{z_{11} = 0\} \) (in the sense described just above Theorem 7.2) can be approximated in the \( \mathcal{C}^1(S) \) topology by null curves \( U \to SL_2(\mathbb{C}) \) in open neighborhoods \( U \) of \( S \) in \( M \).

By a minor modification of the proof of Theorem 7.2 we now obtain Mergelyan’s theorem for \( A \)-immersions with a fixed component function. This result will be used in an essential way in the construction of proper \( A \)-embeddings, given in the following section.

**Theorem 7.7.** (Mergelyan’s theorem for \( A \)-immersions, second version.) Let \( A \subset \mathbb{C}^n \) be as in Theorem 7.2. Assume that \( A \cap \{z_1 = 1\} \) is an Oka manifold (Def. 4.7), and that the coordinate projection \( \pi_1: A \to \mathbb{C} \) onto the \( z_1 \)-axis admits a local holomorphic section \( h \) near \( z_1 = 0 \) with \( h(0) \neq 0 \). Let \( S \) be a compact admissible Runge set in an open Riemann surface \( M \). Given an \( A \)-immersion \( F = (F_1, F_2, \ldots, F_n): S \to \mathbb{C}^n \) such that \( F_1 \) extends to a nonconstant holomorphic function \( F_1: M \to \mathbb{C} \), there exists for every \( \epsilon > 0 \) a holomorphic \( A \)-immersion \( \tilde{F} = (F_1, \tilde{F}_2, \ldots, \tilde{F}_n): M \to \mathbb{C}^n \) such that \( ||\tilde{F}_j - F_j||_{\mathcal{C}^1(S)} < \epsilon \) for \( j = 2, \ldots, n \).

The condition \( \tilde{F}_1 = F_1 \) in the above theorem is not a misprint: the first component of \( F \) is kept fixed. This is the key addition over Theorem 7.2.

**Proof of Theorem 7.7.** Set \( A' := A \cap \{z_1 = 1\} \). By using dilations we see that \( A \setminus \{z_1 = 0\} \) is biholomorphic to \( A' \times \mathbb{C}^* \) (and hence is Oka), and the projection \( \pi_1: A \to \mathbb{C} \) is a trivial fiber bundle with Oka fiber \( A' \) except over the origin \( 0 \in \mathbb{C} \).
Write $dF = f\theta$, where $f = (f_1, \ldots, f_n) = (f_1, f') : S \to A \setminus \{0\}$. We use the notation $f' = (f_2, \ldots, f_n)$. As in the proof of Theorem 7.2 (a) we can approximate $F$ by an $A$-immersion in a neighborhood $U \subset M$ of $S$, without changing the first coordinate; the only difference is that we apply the correction of periods technique (see Sec. 5) only to the component $f'$.

To this end we use holomorphic vector fields on $A$ that are tangential to the fibers of the projection $\pi_1 : A \to \mathbb{C}$.

Since the function $f_1 = dF_1/\theta$ is holomorphic and nonconstant on $M$, its zero set $f_1^{-1}(0) = \{a_1, a_2, \ldots\}$ is discrete in $M$. The pullback $f_1^*\pi_1 : E = f^*A \to M$ of the projection $\pi_1 : A \to \mathbb{C}$ to $M$ is a trivial holomorphic fiber bundle with fiber $A'$ over $M \setminus \{a_j\}$, but it may be singular over the points $a_j$. The map $f' : U \to \mathbb{C}^{n-1}$ satisfies $f'(x) \in \pi_1^{-1}(f_1(x))$ for $x \in U$, so $f'$ corresponds to a section of $E \to M$ over the set $U$.

The problem now is to approximate $f'$, uniformly on a compact Runge neighborhood of $S$, by a section of $E \to M$ whose periods over all loops in $M$ are zero. Except for the period condition, a solution is provided by the Oka principle for sections of ramified holomorphic maps with Oka fibers (see [F5, Sec. 6.13]). The proof in our situation, when we must pay attention to the periods, is quite similar. We begin by choosing a local holomorphic solution in a small neighborhood of any point $a_j \in M \setminus S$ so that $f'(a_j) \neq 0$, and we add these neighborhoods to the domain of $f'$. We then follow the proof of Theorem 7.2 to enlarge the domain of holomorphicity of $f'$.

The noncritical case (see Lemma 7.6) amounts to approximating a holomorphic solution $f'$ on a compact smoothly bounded domain $D \subset M$ by a holomorphic solution on a larger such domain $D' \subset M$, assuming that there is no change of topology and that $D' \setminus D$ does not contain any of the points $a_j$. This is done by applying the Oka principle for maps to the Oka fiber $A'$ of $\pi_1 : A \to \mathbb{C}$ over the set $\mathbb{C}^*$ where the bundle is trivial.

In the critical case we attach a smooth arc $C$ to a domain $D \subset M$ such that $C$ does not contain any of the points $a_j$, and we extend $f'$ smoothly over $C$ so that the integral $\int_C f'\theta$ has the correct value (see the condition (7.3)). This is accomplished by a suitable analogue of Lemma 7.3 (cf. Remark 7.4). The extended map $f'$ integrates to a holomorphic map $F' : D \cup C \to \mathbb{C}^{n-1}$ such that $(F_1, F') : D \cup S \to \mathbb{C}^n$ is an $A$-immersion. The proof is finished as before by applying the noncritical case for another pair of domains. $\square$

Example 7.8. Let $A \subset \mathbb{C}^3$ be the quadric variety $\{z_1 = 1\}$ controlling null curves. Then $A \cap \{z_1 = 1\} = \{z_2^2 + z_3^2 = -1\}$ is an embedded copy of the Oka manifold $\mathbb{C}^* = \mathbb{C} \setminus \{0\}$. (Besides $\mathbb{C}$, this is the only manifold for which Oka himself established the Oka principle in his pioneering paper [Oka] from 1939.) In fact, any hyperplane section of $A$ which does not contain the origin is biholomorphic to $\mathbb{C}^*$. In this particular case, Theorem 7.7 was proved by Alarcón and López [AL] by using the Weierstrass representation of null curves and the López-Ros transformation, a tool that was originally invented
8. Proper $A$-embeddings

The aim of this final section is to prove the following existence result for proper directed embeddings of open Riemann surfaces in $\mathbb{C}^n$.

**Theorem 8.1.** Let $A \subset \mathbb{C}^n$ ($n \geq 3$) be a conical subvariety as in Theorem 2.3. Assume in addition that $A \setminus \{0\}$ is an Oka manifold (Def. 4.1), and that for $k \in \{1, 2\}$ the hyperplane section $A \cap \{z_k = 1\}$ is an Oka manifold and the coordinate projection $\pi_k: A \to \mathbb{C}$ onto the $z_k$-axis admits a local holomorphic section $h_k$ near $z_k = 0$, with $h_k(0) \neq 0$.

Let $M$ be an open Riemann surface, and let $K \subset M$ be a compact Runge set. Then every $A$-immersion from an open neighborhood of $K$ in $M$ into $\mathbb{C}^n$ can be approximated in the $C^1(K)$ topology by proper $A$-embeddings $M \to \mathbb{C}^n$. Furthermore, these $A$-embeddings can be chosen such that their first two coordinates determine a proper map of $M$ into $\mathbb{C}^2$.

Properly immersed null curves in $\mathbb{C}^3$ parametrized by any given open Riemann surface were constructed in [AL2]. The methods developed in the present paper allow us to substantially simplify the construction in [AL2] and, what is the main point, to avoid the self-intersections.

The proof of Theorem 8.1 will be a recursive application of the following approximation result.

**Lemma 8.2.** Let $A$ and $M$ be as in Theorem 8.1. Let $U$ and $V$ be smoothly bounded compact domains such that $U \subset V \subset M$ and $U$ is Runge in $V$. Let $F = (F_1, F_2, \ldots, F_n) \in \mathcal{J}_A(U)$, let $\rho > 0$, and assume that

$$\max\{|F_1(x)|, |F_2(x)|\} > \rho \quad \text{for all } x \in bU.$$  

Then there exists an $\tilde{F} = (\tilde{F}_1, \tilde{F}_2, \ldots, \tilde{F}_n) \in \mathcal{J}_A(V)$ such that

(i) $\tilde{F}$ is as close as desired to $F$ in the $C^1(U)$ topology,
(ii) $\max\{|\tilde{F}_1(x)|, |\tilde{F}_2(x)|\} > \rho$ for all $x \in V \setminus \hat{U}$, and
(iii) $\max\{|\tilde{F}_1(x)|, |\tilde{F}_2(x)|\} > \rho + 1$ for all $x \in bV$.

**Proof.** The conditions on $U$ and $V$ imply that these are sublevel sets of a strongly subharmonic Morse function $\tau$ defined on a neighborhood of $V$ in $M$. As in the proof of Theorem 7.2 we obtain Lemma 8.2 by a finite application of two special cases: the *noncritical case* when there is no change of topology (i.e., $\tau$ has no critical points in $V \setminus U$), and the *critical case* when $\tau$ has a single critical point in $V \setminus U$.

The *noncritical case*. By Theorem 7.2 we may assume that $F$ extends to an $A$-immersion of an open neighborhood of $U$ in $M$. Denote by $i$ the number of boundary components of $U$. Our conditions imply that $V \setminus \hat{U} = \bigcup_{i=1}^i A_i$, where the $A_i$’s are pairwise disjoint compact annuli. For every
i ∈ {1, . . . , i} we denote by αi the connected component of bAi contained in bU, and by βi the connected component of bAi contained in bV. Note that αi and βi are smooth closed Jordan curves.

It follows from (8.1) that there exist j ∈ N, subsets I1 and I2 of I := {1, . . . , i} × Zj (here Zj = {0, . . . , j − 1} denotes the additive cyclic group of integers modulus j), and a family of compact connected subarcs {αi,j: (i, j) ∈ I}, satisfying the following conditions:

(a1) \( \bigcup_{j=1}^{j} \alpha_{i,j} = \alpha_{i} \).

(a2) αi,j and αi,j+1 have a common endpoint \( p_{i,j} \) and are otherwise disjoint.

(a3) \( I_1 \cup I_2 = I \) and \( I_1 \cap I_2 = \emptyset \).

(a4) |\( F_k(x) \)| > \( \rho \) for all \( x \in \alpha_{i,j} \) and all \((i, j) \in I_k, k = 1, 2 \).

From (a4) one also has that

(a5) if \((i, j) \in I_h \) and \((i, j + 1) \in I_l, h \neq l \), then |\( F_k(p_{i,j}) \)| > \( \rho \) for \( k \in \{1, 2\} \).

For convenience we assume that \( j \geq 3 \). Next, for every \((i, j) \in I \) we choose a smooth embedded arc \( \gamma_{i,j} \subset A_i \) with the following properties (see Fig. 1):

• \( \gamma_{i,j} \) is attached to U at the endpoint \( p_{i,j} \), it intersects the arc \( \alpha_{i} \) transversely at that point, and \( \gamma_{i,j} \cap \alpha_{i} = \{p_{i,j}\} \).

• The other endpoint \( q_{i,j} \) of the arc \( \gamma_{i,j} \) lies in \( \beta_{i} \), \( \gamma_{i,j} \) intersects \( \beta_{i} \) transversely at that point, and \( \gamma_{i,j} \cap \beta_{i} = \{q_{i,j}\} \).

• The arcs \( \gamma_{i,j}, j \in Z_j \), are pairwise disjoint.

Let \( z = (z_1, \ldots, z_n) \) be the coordinates on \( \mathbb{C}^n \). Recall that \( \pi_k: \mathbb{C}^n \rightarrow \mathbb{C} \) is the k-th coordinate projection \( \pi_k(z) = z_k \). Choose compact smooth embedded arcs \( \lambda_{i,j} \) in \( \mathbb{C}^n \), \((i, j) \in I \), meeting the following requirements:
(b1) $\lambda_{i,j}$ agrees with $F(\gamma_{i,j})$ near the endpoint $F(p_{i,j}).$

(b2) $|\pi_k(z)| > \rho$ for all $z \in \lambda_{i,j-1} \cup \lambda_{i,j}, (i,j) \in I_k, k = 1, 2.$

(b3) $|\pi_k(z)| > \rho + 1$ for all $z \in \{v_{i,j-1}, v_{i,j}\}, (i,j) \in I_k, k = 1, 2,$ where $v_{i,l} \in \mathbb{C}^n$ denotes the other endpoint of the arc $\lambda_{i,l}.$

(b4) The unit tangent vector field to $\lambda_{i,j}$ assumes values in $A \setminus \{0\}.$

To find such arcs $\lambda_{i,j},$ recall that the convex hull of $A \setminus \{0\}$ equals $\mathbb{C}^n$ (cf. Lemma 3.1) and use similar arguments as in the proof of Lemma 7.3. Since $p_{i,j-1}$ and $p_{i,j}$ are the endpoints of $\alpha_{i,j},$ properties (b1) and (b2) are compatible thanks to (a4). On the other hand, (b3) is always possible.

As above, conditions (b2) and (b3) imply that,

(b5) if $(i,j) \in I_h$ and $(i,j+1) \in I_l, h \neq l,$ then

- $|\pi_k(z)| > \rho$ for all $z \in \lambda_{i,j},$ and
- $|\pi_k(v_{i,j})| > \rho + 1$ for $k \in \{1, 2\}.$

Taking into account (b1), we can find a smooth map $\hat{G}: V \rightarrow \mathbb{C}^n$ that agrees with $F$ in an open neighborhood of $U$ and maps the arc $\gamma_{i,j}$ diffeomorphically onto $\lambda_{i,j}$ for every $(i,j) \in I.$ The set

$$S := U \cup \bigcup_{(i,j) \in I} \gamma_{i,j} \subset M$$

is admissible in the sense of Def. 7.1. Condition (b4) shows that the map $\hat{G}|_S$ is an $A$-immersion in the sense used in Theorem 7.2. Hence Theorem 7.2(b) furnishes an $A$-immersion $G = (G_1, \ldots, G_n) \in \mathcal{I}_A(V)$ such that

(c1) $G$ is as close as desired to $F$ in the $\mathcal{C}^1(U)$ topology,

(c2) $|G_k(x)| > \rho$ for all $x \in \gamma_{i,j-1} \cup \alpha_{i,j} \cup \gamma_{i,j}, (i,j) \in I_k, k = 1, 2,$ and

(c3) $|G_k(x)| > \rho + 1$ for all $x \in \{q_{i,j-1}, q_{i,j}\}, (i,j) \in I_k, k = 1, 2.$

To obtain (c2) we take into account (a4) and (b2), whereas (c3) follows from (b3). Furthermore, (c2) and (c3) give

(c4) if $(i,j) \in I_h$ and $(i,j+1) \in I_l, h \neq l,$ then for $k \in \{1, 2\}$ we have

- $|G_k(x)| > \rho$ for all $x \in \gamma_{i,j},$ and
- $|G_k(q_{i,j})| > \rho + 1.$

Notice that $G$ satisfies condition (i) in Lemma 8.2 whereas it satisfies (ii) only on the arcs $\gamma_{i,j},$ and (iii) only at the points $q_{i,j}, (i,j) \in I.$ Therefore, $G$ meets all the requirements in Lemma 8.2 on the admissible set $S.$

Let $\beta_{i,j}$ be the compact connected Jordan arc in $\beta_i$ which connects the points $q_{i,j-1}$ and $q_{i,j}$ and does not intersect the set $\{q_{i,h}: h \in \mathbb{Z}_i \setminus \{j-1,j\}\};$ recall that $j \geq 3.$ For every $(i,j) \in I$ we denote by $D_{i,j}$ the closed disc in $A_i$ bounded by the arcs $\alpha_{i,j}, \gamma_{i,j-1}, \gamma_{i,j},$ and $\beta_{i,j}. (See Fig. 1.) It is clear that $A_i = \bigcup_{j=1}^n D_{i,j}$ for every $i = 1, \ldots, l.$

Since $G$ is continuous, properties (c2) and (c3) extend to small open neighborhoods of the compact sets $\gamma_{i,j-1} \cup \alpha_{i,j} \cup \gamma_{i,j}$ and $\{q_{i,j-1}, q_{i,j}\},$ respectively.
Therefore, we can choose for every \( k \in \{1, 2\} \) and every \((i, j) \in I_k\) a closed disc \( K_{i,j} \subset D_{i,j} \setminus (\gamma_{i,j-1} \cup \alpha_{i,j} \cup \gamma_{i,j})\) such that

(d1) \( K_{i,j} \cap \beta_{i,j} \) is a compact connected Jordan arc,

(d2) \( |G_k(x)| > \rho \) for all \( x \in D_{i,j} \setminus K_{i,j}\), and

(d3) \( |G_k(x)| > \rho + 1 \) for all \( x \in \beta_{i,j} \setminus K_{i,j}\).

(See Fig. [1]) Obviously we have

\[
V \setminus \hat{U} = \bigcup_{(i,j) \in I} (K_{i,j} \cup \hat{D}_{i,j} \setminus \hat{K}_{i,j})
\]

and

\[
bV = \bigcup_{(i,j) \in I} ((\beta_{i,j} \cap K_{i,j}) \cup \hat{\beta}_{i,j} \setminus \hat{K}_{i,j}).
\]

Assume without loss of generality that \( I_1 \neq \emptyset \); otherwise \( I_2 = I \neq \emptyset \) and we would reason in a symmetric way.

We now deform \( G \) into another \( A \)-immersion \( H: V \to \mathbb{C}^n \) satisfying Lemma [8.2] on the set \( U \cup \left( \bigcup_{(i,j) \in I_2} D_{i,j} \right) \). We will apply to \( G \) a perturbation that is large in \( K_{i,j} \) for all \((i, j) \in I_1\), small on \( U \), and controlled elsewhere. Such control will be insured by demanding that \( H_1 = G_1 \); see (8.5) below.

Observe that the compact set

\[
S_1 := U \cup \bigcup_{(i,j) \in I_2} D_{i,j} \cup \bigcup_{(i,j) \in I_1} K_{i,j} \subset M
\]

is admissible (Def. 7.1). Note that the compact sets \( U \cup \left( \bigcup_{(i,j) \in I_2} D_{i,j} \right) \) and \( \bigcup_{(i,j) \in I_1} K_{i,j} \) are disjoint. Choose a point \( \xi_1 \in \mathbb{C}^n \cap \{ z_1 = 0 \} \) such that

\[
|\pi_2(\xi_1) + G_2(x)| > \rho + 1 \quad \text{for all} \quad x \in \bigcup_{(i,j) \in I_1} K_{i,j}.
\]

In fact, any \( \xi_1 \) with \( |\pi_2(\xi_1)| \) large enough satisfies this condition. The map \( \hat{H} = (\hat{H}_1, \ldots, \hat{H}_n): S_1 \to \mathbb{C}^n \), given by

(e1) \( \hat{H}(x) = G(x) \) for all \( x \in U \cup \left( \bigcup_{(i,j) \in I_2} D_{i,j} \right) \), and

(e2) \( \hat{H}(x) = \xi_1 + G(x) = (G_1(x), G_2(x) + \pi_2(\xi_1), \ldots, G_n(x) + \pi_n(\xi_1)) \) for all \( x \in \bigcup_{(i,j) \in I_1} K_{i,j} \),

is an \( A \)-immersion, and \( \hat{H}_1 \) agrees with \( G_1|_{S_1} \). Therefore Theorem [7.7] applies and provides an \( A \)-immersion \( H = (H_1, \ldots, H_n) \in \mathcal{F}_A(V) \) such that

\[
H_1 = G_1
\]

and the following properties hold:

(f1) \( H \) is as close to \( \hat{H} \) as desired in the \( \mathcal{C}^1(S_1) \) topology.

(f2) \( |H_k(x)| > \rho \) for all \( x \in D_{i,j} \setminus K_{i,j}, (i, j) \in I_k, k = 1, 2 \).

(f3) \( |H_k(x)| > \rho + 1 \) for all \( x \in \beta_{i,j} \setminus K_{i,j}, (i, j) \in I_k, k = 1, 2 \).

(f4) \( |H_2(x)| > \rho + 1 \) for all \( x \in K_{i,j} \) and all \((i, j) \in I_1 = I \setminus I_2 \).
Indeed, for $k = 1$, properties (f2) and (f3) follow from (d2), (d3), and (8.5); whereas for $k = 2$ they are guaranteed by (d2), (d3), and (e1), provided that $H$ is sufficiently close to $\hat{H}$ on $S_1$. Likewise, (f4) is implied by (e2) and (8.4) provided that the approximation is sufficiently close.

If $I_2 = \emptyset$, then the proof of Lemma 8.2 is already done. Indeed, in such case $I = I_1$; hence, taking into account (8.2), properties (f2) and (f4) imply item (ii) in the lemma. Likewise, (iii) follows from (f3), (f4), and (8.3). Finally, item (i) is insured by (f1) and (c1).

Assume now that $I_2 \neq \emptyset$. In the next step we deform $H$ to obtain the $A$-immersion $\tilde{F} \in \mathcal{I}_A(V)$ satisfying Lemma 8.2. The deformation is big on $\bigcup_{(i,j) \in I_2} D_{i,j}$ and small elsewhere. The deformation procedure will be symmetric to the one in the previous step of the proof. Consider the set

$$S_2 := U \cup \bigcup_{(i,j) \in I_1} D_{i,j} \cup \bigcup_{(i,j) \in I_2} K_{i,j},$$

and choose a point $\xi_2 \in \mathbb{C}^n \cap \{z_2 = 0\}$ such that

$$(8.6) \quad |\pi_1(\xi_2) + H_1(x)| > \rho + 1 \quad \text{for all} \quad x \in \bigcup_{(i,j) \in I_2} K_{i,j}.$$ 

Consider the $A$-immersion $Y = (Y_1, \ldots, Y_n): S_2 \rightarrow \mathbb{C}^n$ given by

(g1) $Y(x) = H(x)$ for all $x \in U \cup \bigcup_{(i,j) \in I_1} D_{i,j}$, and

(g2) $Y(x) = \xi_2 + H(x) = (H_1(x) + \pi_1(\xi_2), H_2(x), \ldots, H_n(x) + \pi_n(\xi_2))$ for all $x \in \bigcup_{(i,j) \in I_2} K_{i,j}.$

Apply Theorem 7.7 to get $\tilde{F} = (\tilde{F}_1, \ldots, \tilde{F}_n) \in \mathcal{I}_A(V)$, with

$$(8.7) \quad \tilde{F}_2 = H_2$$

and such that the following conditions hold:

(h1) $\tilde{F}$ is as close to $Y$ as desired in the $C^1(S_2)$ topology.

(h2) $|\tilde{F}_k(x)| > \rho$ for all $x \in D_{i,j} \setminus K_{i,j}$, for all $(i,j) \in I_k$, $k = 1, 2$.

(h3) $|\tilde{F}_k(x)| > \rho + 1$ for all $x \in \beta_{i,j} \setminus K_{i,j}$, for all $(i,j) \in I_k$, $k = 1, 2$.

(h4) $|\tilde{F}_k(x)| > \rho + 1$ for all $x \in K_{i,j}$, for all $(i,j) \in I \setminus I_k$, $k = 1, 2$.

Indeed, for $k = 2$, properties (h2) and (h3) follow from (f2), (f3), and (8.4); whereas for $k = 1$ they are insured by (f2), (f3), and (h1), provided that the approximation of $Y$ by $\tilde{F}$ is close enough on the set $S_2$. Likewise, for $k = 2$, (h4) is implied by (f4) and (8.7); whereas for $k = 1$ it follows from (g2) and (8.6), if the approximation is sufficiently close.

To see that $\tilde{F}$ satisfies Lemma 8.2 notice that (i) is insured by (h1), (f1), and (c1); condition (ii) follows from (8.2), (h2), and (h4); whereas (8.3), (h3), and (h4) guarantee the condition (iii).

This concludes the proof in the noncritical case.
The critical case. We assume that $\tau$ has a unique (Morse) critical point $p$ in $V \setminus U$. This point has Morse index 0 or 1.

If the Morse index of $p$ equals 0, a new connected component of the sublevel set $\{ \tau \leq t \}$ appears at $p$ when $t$ passes the value $\tau(p)$, and it is trivial to find a map $\tilde{F}$ satisfying the Lemma on this new component.

If the Morse index of $p$ equals 1, there is a compact Jordan arc $\gamma \subset \tilde{V} \setminus \tilde{U}$, attached with both endpoints to $U$, such that $S := U \cup \gamma$ is an admissible Runge set in $V$ (Def. 7.1) and a strong deformation retract of $V$. Clearly $F$ extends to an $A$-immersion $F: S \to \mathbb{C}^n$ satisfying $\max\{|F_1(x)|, |F_2(x)|\} > \rho$ for all $x \in \gamma$; see [8.1]. Theorem 7.2 furnishes a smoothly bounded compact domain, $W$, and an $A$-immersion $G = (G_1, \ldots, G_n) \in \mathcal{J}_A(W)$, such that $U \subset W \subset V \subset \tilde{V}$, $V$ is a noncritical extension of $W$, $G$ is as close as desired to $F$ in the $C^1(S)$ topology, and $\max\{|G_1(x)|, |G_2(x)|\} > \rho$ for $x \in bW$. This reduces the proof to the noncritical case.

Proof of Theorem 8.1. Let $F = (F_1, F_2, \ldots, F_n): M_0 \to \mathbb{C}^n$ be an $A$-immersion, where $M_0$ is a smoothly bounded compact Runge domain in $M$ containing $K$ in its interior. By general position we may assume that the set $(F_1, F_2)(bM_0) \subset \mathbb{C}^2$ does not contain the origin of $\mathbb{C}^2$. Choose a number $\xi > 0$ such that

$$\max\{|F_1(x)|, |F_2(x)|\} > \xi \quad \text{for all } x \in bM_0.$$ 

Pick a number $\epsilon > 0$ and set $F^0 := F$ and $\epsilon_0 := \epsilon$. Choose an exhaustion of $M$ by a sequence $M_0 \subset M_1 \subset M_2 \subset \cdots \bigcup_{j=0}^{\infty} M_j = M$ of smoothly bounded compact Runge domains. A recursive application of Lemma 8.2 gives numbers $\epsilon_j > 0$ and $A$-immersions $F^j = (F_1^j, F_2^j, \ldots, F_n^j): M_j \to \mathbb{C}^n$ such that the following conditions hold for every $j \in \mathbb{N}$:

(a) $\|F^j - F^{j-1}\|_{M_{j-1}} := \max_{x \in M_{j-1}} |F^j(x) - F^{j-1}(x)| < \epsilon_{j-1}/2$,
(b) $\max\{|F_1^j(x)|, |F_2^j(x)|\} > j - 1$ for all $x \in M_j \setminus M_{j-1}$,
(c) $\max\{|F_1^j(x)|, |F_2^j(x)|\} > j$ for all $x \in bM_j$, and
(d) $0 < \epsilon_j < \epsilon_{j-1}/4$.

The induction begins thanks to (8.8), and the inductive step is guaranteed by property (c). Furthermore, by Theorem 2.4 we may assume that each $F^j$ is actually an $A$-embedding and

(e) every holomorphic map $G: M \to \mathbb{C}^n$ satisfying $\|G - F^j\|_{M_j} < \epsilon_j$ is an embedding on $M_{j-1}$.

As in the proof of Theorem 2.5 properties (a), (d), and (e) ensure that the limit map $\tilde{F} = (\tilde{F}_1, \tilde{F}_2, \ldots, \tilde{F}_n) = \lim_{j \to \infty} F^j: M \to \mathbb{C}^n$ exists, is an $A$-embedding, and satisfies $\|\tilde{F} - F^j\|_{M_j} < \epsilon$ for all $j = 0, 1, \ldots$. In particular we have $\|\tilde{F} - F\|_{M_0} < \epsilon$. Together with property (b) we get

$$\max\{|\tilde{F}_1(x)|, |\tilde{F}_2(x)|\} > j - 1 - \epsilon \quad \text{for all } x \in M_j \setminus M_{j-1}, \quad j \in \mathbb{N}.$$
This shows that the map \((\tilde{F}_1, \tilde{F}_2)\): \(M \to \mathbb{C}^2\) is proper.
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