Machine Learning-based Selection of Graph Partitioning Strategy Using the Characteristics of Graph Data and Algorithm (Regular Papers)

YoungJoon Park  
Department of Electrical & Computer Engineering  
Seoul National University  
Seoul, South Korea  
cludws930@snu.ac.kr

DongKyu Lee  
Department of Electrical & Computer Engineering  
Seoul National University  
Seoul, South Korea  
ardor12@snu.ac.kr

Tien-Cuong Bui  
Department of Electrical & Computer Engineering  
Seoul National University  
Seoul, South Korea  
cuongbt91@snu.ac.kr

ABSTRACT
Analyzing large graph data is an essential part of many modern applications, such as social networks. Due to its large computational complexity, distributed processing is frequently employed. This requires graph data to be divided across nodes, and the choice of partitioning strategy has a great impact on the execution time of the task. Yet, there is no one-size-fits-all partitioning strategy that performs well on arbitrary graph data and algorithms. The performance of a strategy depends on the characteristics of the graph data and algorithms. Moreover, due to the complexity of graph data and algorithms, manually identifying the best partitioning strategy is also infeasible. In this work, we propose a machine learning-based approach to select the most appropriate partitioning strategy for a given graph and processing algorithm. Our approach enumerates viable partitioning strategies, predicts the execution time of the target algorithm for each, and selects the partitioning strategy with the fastest estimated execution time. Our machine learning model is trained on features extracted from graph data and algorithm pseudo-code. We also propose a method that augments real execution logs of graph tasks to create a large synthetic dataset. Evaluation results show that the strategies selected by our approach lead to faster execution time on average compared with the mean execution time of the fastest estimated execution time. Our machine learning algorithm for each, and selects the partitioning strategy with no one-size-fits-all partitioning strategy that performs well on arbitrary graph data and algorithms. The performance of a strategy depends on the characteristics of the graph data and algorithms. Moreover, due to the complexity of graph data and algorithms, manually identifying the best partitioning strategy is also infeasible. In this work, we propose a machine learning-based approach to select the most appropriate partitioning strategy for a given graph and processing algorithm. Our approach enumerates viable partitioning strategies, predicts the execution time of the target algorithm for each, and selects the partitioning strategy with the fastest estimated execution time. Our machine learning model is trained on features extracted from graph data and algorithm pseudo-code. We also propose a method that augments real execution logs of graph tasks to create a large synthetic dataset. Evaluation results show that the strategies selected by our approach lead to faster execution time on average compared with the mean execution time of the partitioning strategies and about 0.95× the performance compared to the best partitioning strategy.
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1. INTRODUCTION
Graph data are prevalent in various fields, such as social networks, protein structures, web structures, and e-commerce. As the amount of graph data increases fast, distributed computing of graph analysis can be an effective approach for large-scale graph data. For example, it takes more than 10,000 seconds to calculate the local clustering coefficient of each vertex for the Clueweb12 data [4] which has about 6.3 billion vertices and about 66.8 billion edges using 25 machines [21].

There are several kinds of research about distributed graph processing. First, partitioning strategies [22, 16, 28, 29] emerged to exploit the distributed environment. We focus on selecting the best partitioning strategy.

A partitioning strategy determines how vertices and edges are divided into clusters, with the main differentiating points being communication cost, computation time, and replication factor which means the ratio of the number of the replicated vertex to the number of the original vertex. Existing partitioning strategies can be categorized into model agnostic, edge-cut partitioning, and vertex-cut partitioning [1], where each may consider locality and/or load-balancing. In this paper, we define a task to be a job that performs a specific algorithm on a specific graph, and the performance of a partitioning strategy as the execution time of a task under the partitioning strategy after partitioning has finished.

The motivation for our research is that the performance of a partitioning strategy is different depending on a task. Figure 1 represents execution times of some tasks when they are executed with different partitioning strategies. The best partitioning strategy is represented in a dotted bar. The worst partitioning strategy is represented in a diagonally striped bar. The best partitioning strategy to execute the All-Pair Common Neighborhood (APCN) algorithm for the Web-Stanford graph data is ‘2D Edge Partition’ partitioning strategy while the worst of it is ‘Hybrid’ in Figure 1a. In cases with different algorithms PageRank and TriangleCount for the same graph data, however, the best strategies are ‘Hybrid’ and ‘Ginger’ respectively, and the worst strategies are also different in Figure 1b [15]. In addition, the same algorithm APCN and a different graph data Gemsec-HU show a different performance order also in Figure 1c. The best partitioning strategy for one task can be the worst strategy for another task as seen in Figure 1d [1].
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Then, how can we find the most appropriate partitioning strategy that has the best performance for the task? We assume that comprehending the graph data and algorithm can help select the best partitioning strategy. Several research [49, 50] compare performances of partitioning strategies and propose a decision tree to select the best partitioning strategy. However, they do not declare clear conditions to select decision paths in their decision trees. Also, their heuristic decision trees are not appropriate to cover cases with various graph data and algorithms. Instead of empirical and heuristic selection of partitioning strategies, we take a machine learning approach that can be generally applied to various graph engines, we have to implement an experimental distributed graph engine which the all graph algorithms run on. Finally, excluding some characteristics of several distributed graph engines, we have to implement an experimental distributed graph engine which the all graph algorithms run on and which covers various partitioning strategies.

We performed several experiments, and a list of experiments is as follows. i) How well our model can select the best partitioning strategy for test cases, ii) how superior the selected strategy’s performance is compared to other strategies, and iii) how much performance benefit our approach can get.

The main contributions of our research are the following:

- We propose a method to choose the best partitioning strategy using extracted features from graph data and algorithms.
- We construct an experimental distributed graph engine, so only the factors for graph data, algorithm, and partitioning strategy be the experimental elements.
- We propose a method to generate synthetic training data to train our model.

The rest of this paper is organized as follows. In Section 2, we summarize notations. In Section 3, we describe our distributed graph computation engine that we implemented for experimental purposes. In Section 4, we describe the set of features we extracted and how. In Section 5, we evaluate our method. In Section 6, we review related works. We conclude and propose future work in section 7.

2. NOTATIONS

We summarize notations used in this paper in Table 1. These notations include the vertex set $V$, edge set $E$, and
neighbor vertex $N(u)$ related to the graph data $G$. In addition, Table 1 includes the worker set $W$, the partitioned vertex set and edge set used in distributed processing, and the notations used in the execution time regression model.

3. DISTRIBUTED GRAPH ENGINE

This section describes our graph computation engine, which serves as a test bed for comparing the partitioning strategy execution process. This paper focused on the partitioning strategies related to the data and the algorithm. Therefore, our graph engine contains essential functions and operators that serve our purpose.

3.1 Graph Representation

As we focused only on the task’s performance, we simplified the implementation. Our graph engine used an edge list to represent the graph data. The edge list consists of vertex tuples, $(u, v)$. An inverted edge list is also maintained. Finding a vertex takes $O(\log(|V|))$ time. It takes $O(\text{degree}(v))$ to search for an edge connected to an arbitrary vertex $v$ by managing a key-value hash map with vertex id as a key and the starting point of the edge list connected to this vertex as value. The edge list is sorted by source vertex ID. Thus, insertion and deletion are also ignored. In addition, vertex and edge properties are stored in each key-value map.

3.2 Distributed Computation Model

3.2.1 GAS Model for Distributed Computing

Among several distributed graph computation models, we selected the GAS model [32] and ‘GAS’ stands for Gather, Apply and Scatter. While partitioning edges separately, vertices that exist commonly in partitioned edges are replicated. The GAS model sets one vertex as the master vertex and the others as mirror vertices with the same vertex ID vertices. Workers have a queue for representing vertices that will be processed locally. Each worker pops a vertex from the queue and propagates it to the corresponding workers having mirror vertices. For each of these vertices in the Gather phase, the engine collects all mirrors’ local results and aggregates them. In the Apply phase, the master vertex’s aggregated result is transmitted to mirror vertices. In the Scatter phase, the vertex’s aggregated result is used to update its adjacent edges. The neighbor vertices are enqueued if these neighbor vertices are needed to be computed. This activation occurs based on the local neighbor, and this result is shared between workers. Vertex 3’s GAS step is illustrated in Figure 3. In this example, $v_3$’s partial result is computed in each worker and aggregated to worker 0. Then, this aggregated value is updated to mirror vertices. Lastly, in this example, out-neighbor $v_5$ is activated and en-queued.

3.2.2 Scalability

We tested the scalability of our engine to show that the implementation is scalable enough to conduct our experiments. This result can be seen in Figure 4. This experiment consisted of 4, 8, 16, 32, and 64 workers on four identical machines. The specification of one machine is 32 cores, Xeon X7560 2.27GHz, 500GB RAM. Machines communicate using 10 Gbps NICs. PageRank and TriangleCount algorithms were performed for Web-Stanford data. We could see that execution time decreased for two algorithms up to 64 workers.

3.3 Partitioning Method

The partitioning methods used in our test bed were selected based on the following criteria: i) commonly used in many systems, and ii) proper to processing model. We selected GAS as the distributed graph processing model, and accordingly, we employed partitioning methods supported by...
Table 1: Notations and descriptions

| Notation | Description |
|----------|-------------|
| \(G(V,E)\) | Graph Data \(G\) with vertex set \(V\) and edge set \(E\) |
| \((u,v)\) | An edge whose source vertex \(u\) and destination vertex \(v\) |
| \(N_{in}(v), N_{out}(v)\) | In/Out-neighbor vertices of the vertex \(v\) |
| \(Degree(v)\) | The number of edges that are incident to the vertex \(v\) |
| \(W\) | Workers \(W = \{w_1, w_2, ..., w_i\}\) |
| \(V_{wx}, E_{wx}\) | Vertices/Edges of the worker \(w_x\) |
| \(X_G, X_A\) | Graph data / Algorithm features |
| \(P\) | Partitioning strategy list \(P = \{p_1, p_2, ..., p_j\}\) |
| \(\hat{y}_{p_j}\) | Task’s expected execution time with a partitioning strategy \(p_j\) |
| \(\hat{Y}\) | \(\hat{Y} = \{\hat{y}_{p_1}, ..., \hat{y}_{p_{|P|}}\}\) |
| \(y_{p_j}\) | Task’s real execution time with a partitioning strategy \(p_j\) |
| \(Y\) | \(Y = \{y_{p_1}, ..., y_{p_{|P|}}\}\) |

representative GAS systems such as GraphX, PowerGraph, and PowerLyra. The following describes the partitioning methods supported by our engine. Table 2 shows a brief summary of each partitioning strategy.

3.3.1 GraphX

i 1D Edge Partition: Hashing is performed based on the ID of the edge’s source vertex \(u\). All edges with the same source are mapped to the same worker.

ii Random: Both \(u\) and \(v\)’s IDs are input to the hash function, but the reversed order IDs do not necessarily output the same mapping result. Cantor pairing function\([26]\) can be used to map a 2D input to a 1D output.

iii Canonical Random: This method is similar to GraphX’s Random method. The ordered \(u\) and \(v\) IDs are applied as a hash function input. Both \((u, v)\) edge and \((v, u)\) edge are mapped to the same worker.

iv 2D Edge Partition: This method applies hashing to the source vertex \(u\) and destination vertex \(v\) of the edge, respectively. Two-dimensional mapping is performed, and worker IDs are assigned to each two-dimensional tile. Moreover, in this partitioning strategy, when \(|W|\) is a square number, each vertex must have a maximum of \(2√{|W|}\) replicated vertices\([15]\).

3.3.2 PowerGraph

i Random: PowerGraph’s Random method is similar to GraphX’s Canonical Random method. The worker ID that will contain the edge is selected by hashing the input of the two vertices of the edge, regardless of the edge direction.

ii Greedy Vertex-Cuts (Oblivious): This method is not based on a hash. Edges are distributed one by one, successively using a greedy method. The Oblivious method checks the edge distribution condition and assigns an edge to a worker to have the number of replicated vertices as little as possible and balance the number of allocated edges. A detailed explanation can be found in\([11]\). However, we observed this method sometimes fails to utilize all workers. Hence, we exclude this from our inventory of strategies.

iii HDRF: This method is the abbreviation for High-Degree Replicated First\([38]\) which Petoni et al proposed. HDRF measures the partition score of each worker for new edge assignments. In the replication term \(C_{REP}\), if worker \(w_x\) already contains a vertex belonging to a new edge, a score will be added. If a score will be added, the lower the partial degree rate of the vertex, the higher the score. In the balance term \(C_{BAL}\), the smaller the number of edges belonging to the worker, the higher the score. In this way, HDRF can maintain a low replication factor and effectively distribute the load. In this paper, we tested by changing the values for \(\lambda\) to 10, 20, 50, 100.

\[
Score(u,v,w_x) = C_{REP}(u,v,w_x) + \lambda * C_{BAL}(w_x) \tag{1}
\]
Table 2: Partitioning Strategies

| PSID | Strategy Name                  | Supporting Engine | Method                  | Target Objects | Remarks  |
|------|--------------------------------|-------------------|-------------------------|----------------|----------|
| 0    | 1D Edge Partition (1DSrc)      | Graph X           | 1D-Hash                 | -              | -        |
| 1    | 1D Edge Partition-DST (1DDst)  | -                 | 1D-Hash                 | -              | -        |
| 2    | Random (Random)                | Graph X           | 2D-Hash                 | -              | -        |
| 3    | Canonical Random (Cano)        | Graph X           | 2D-Hash                 | -              | -        |
| 4    | 2D Edge Partition (2D)         | Graph X           | Two 1D-Hash             | -              | -        |
| 5    | Hybrid (Hybrid)                | PowerLyra         | Hash & Degree threshold | Replication Factor | -      |
| 6    | Greedy Vertex-Cuts (Oblivious) | PowerGraph        | Greedy Replication Factor | -              | -        |
| 7-10 | HDRF (HDRF)                    | PowerGraph        | Greedy Replication Factor & Load-balance | Lambda values: 10, 20, 50, 100 | - |
| 11   | Ginger (Ginger)                | PowerLyra         | Greedy Replication Factor & Load-balance | -              | -        |

(a) PageRank, 10 iterations  
(b) TriangleCount

Figure 4: Engine scalability test on the Web-Stanford graphs with 2D partitioning strategy and increasing workers.

3.3.3 PowerLyra

i Hybrid: Hybrid is a method that considers neighbor-related functions applied to graphs. This method allocates neighboring vertices to the same worker. For load-balancing, not all neighbor vertices are assigned to one worker. PowerLyra sets a threshold for the number of neighbors, and the allocation method is different depending on the neighbor’s degree. For example, when calculating the PageRank[37], the PageRank of vertex \( \alpha \) is the sum of the vertex values connected by the in-edge of \( \alpha \). If \( \alpha \) has an in-neighbor degree below the threshold, all in-neighbor vertices of \( \alpha \) are assigned to the same worker. Otherwise, the edges connected to these vertices are partitioned to workers, not to only one worker, using hashing to the edge’s source vertex.

ii Ginger: The Ginger method is similar to the hybrid method. The hybrid method divides the graph using hashing and vertex degree, but Ginger has one more process of calculating each vertex’s score for each worker. To the worker with the highest score, the target vertex and its in-neighbor vertices are partitioned. Ginger’s score function is as follows.

\[
Ginger(v, w_x) = |N_{in}(v) \cap V_{w_x}| - \frac{1}{2}(|V_{w_x}| + \frac{|V|}{|E|}|E_{w_x}|)
\]

(2)

The larger the intersection \(|N_{in}(v) \cap V_{w_x}|\), the more the number of in-neighbor vertices of \(v\) that worker \(w_x\) holds. This term suppresses the increase in the replication factor. For the second term \(\frac{1}{2}(|V_{w_x}| + \frac{|V|}{|E|}|E_{w_x}|)\), the smaller the vertices and edges included in the worker, the higher the score. This helps balance the load between workers.

3.3.4 Others

We include our custom partitioning strategy. We call it the 1D Edge Partition-Destination method, which is similar to Graph X’s 1D Edge Partition method. This strategy divides edges based on the ID of the edge’s destination vertex \(v\).

The edge-cut method can assure load-balance in scenarios dealing with large-scale power-law real-world graphs. For example, Fennel[43] can reduce edge-replication than hash-based strategy in some graph data. However, it has a high communication cost because it forms a high replication ratio, edge-cut ratio, for the edge[45]. For graph data with small and non-distorted distributions, hybrid and Ginger strategy work as an edge-cut strategy. Therefore, our contents do not cover the edge-cut strategies.

4. STATIC ANALYSIS AND EVALUATION

To prove our hypothesis that we can choose a better partitioning strategy by analyzing the data and the algorithm, we extracted certain features. The structural properties of graph data are summarized by statistic values, and symbolic code analysis on the pseudo-code of the algorithm is conducted to get the algorithm features. Finally, a machine learning model is constructed to predict how long does it take for given tasks. The overall process can be seen in Figure 2. Section 4.1 explains how the features are extracted from the graph data and algorithm. Section 4.2 explains the Execution Time Regression Model that predicts the performance of partitioning strategy using machine learning.

4.1 Feature Extractor

4.1.1 Data Feature
Various inherent features in the graph data were selected for the following reasons and summarized in Table 3.

The number of vertices and edges is helpful in analyzing the iteration over the entire graph and predicting the iteration’s execution time.

Graph data always represent the relationship between vertices as edges, and graph data analysis commonly accompanies access to edges. Therefore, it is necessary to understand the graph topology because the degree of vertices and their distribution vary according to the topology. We extracted mean, standard deviation, skewness, and kurtosis from each vertices’ in-degree and out-degree. Since skewness and kurtosis can have negative values, they are divided into a sign and absolute value and used as input features.

Furthermore, it is essential to consider whether the graph is directed because some operators behave differently (e.g. get in-neighbors of some vertex, inverted edge list).

4.1.2 Algorithm Feature

The frequency of graph operations are evaluated to capture the pattern and scale of data access for executing the graph algorithm. We wrote a code analyzer with JavaCC, a compiler-compiler tool like YACC. It analyzies the pseudo-code which consists of graph operators supported by our compiler-compiler tool.

The accesses to variables and arithmetic operators are also counted to precisely evaluate the loop’s body i.e. line 5, 12

The accesses to variables and arithmetic operators are also counted to precisely evaluate the loop’s body i.e. line 5, 12

4.2 Execution Time Regression Model

We implemented a prediction model to select the best partitioning strategy in a given task. We tried some machine learning models such as linear regression, XGBoost[7], LightGBM[20], multi-layer perceptron and mixture of experts[17]. The best model was the XGBoost regression model. The training process and model structure of the Execution Time Regression Model are as follows.

4.2.1 Data Preparation

We executed tasks encompassing the graph data, algorithms, and partitioning strategies on our engine and recorded execution logs. The graph data and algorithm in the execution log are mapped to the data feature and the algorithm feature respectively by the feature extractor. We prepared total execution logs using 12 graph data, 8 algorithms, and 11 partitioning strategies except Oblivious strategy.
To train our machine learning model, we had to prepare a huge amount of training set. Among those execution logs, 528 logs made by 8 graph data, 6 algorithms, and 11 partitioning strategies were used to create the augmented training dataset. We used 528 records from other 4 graph data and 2 algorithms in the huge amount of training set. Among those execution logs, 528 synthetic records were created via aggregation of real tuples 

Our model captures the features of data and an algorithm. To train our machine learning model, we had to prepare a large synthetic tuple. The task of a synthetic tuple is interpreted as one large 

The objective function is as follows. 

\[
\hat{y}_i(t) = \text{prediction of the i-th instance at the t-th iteration}
\]  

\[
\text{loss}(y_i, \hat{y}_i^{(t-1)}) = (y_i - \hat{y}_i^{(t-1)})^2
\]  

\[
g_i = \partial y_i^{(t-1)} / \partial \hat{y}_i^{(t-1)}
\]  

\[
h_i = \partial^2 \text{loss}(y_i, \hat{y}_i^{(t-1)}) / \partial \hat{y}_i^{(t-1)}
\]  

\[
I_L = \text{the instance sets of left node after the split}
\]  

\[
I_R = \text{the instance sets of right node after the split}
\]  

\[
\lambda = \text{L2 regularization term on weights}
\]  

\[
\gamma = \text{minimum loss reduction required to make a further partition on a leaf node of the tree}
\]  

\[
\text{Gain} = \frac{\sum_{i \in I_L} g_i^2}{\sum_{i \in I_L} h_i + \lambda} + \frac{\sum_{i \in I_R} g_i^2}{\sum_{i \in I_R} h_i + \lambda} - \frac{\sum_{i \in I} g_i^2}{\sum_{i \in I} h_i + \lambda - \gamma}
\]  

\[
\Omega = \text{regularization term}
\]  

\[
f_k = \text{k-th decision tree in function space F}
\]  

\[
\text{objective} = \sum_{i=1}^{\text{|Samples|}} \text{loss}(y_i, \hat{y}_i^{(t-1)}) + \sum_{k=1}^{K} \Omega(f_k)
\]  

We used the XGBRegressor model and the detailed parameters of the Regressor are as follows.

- colsample_bytree = 0.4603
- gamma = 0.0468
- learning_rate = 0.05
- max_depth = 15
- min_child_weight = 1.7817
- n_estimators = 1000
- reg_alpha = 0.4640
- reg_lambda = 0.8571
- subsample = 0.5213
- objective = squared error

The input of the model is expressed as X. X has both graph data features X_G and algorithm features X_A pre-processed with scaling and one-hot encoding. Figure 5 describes the model’s input data.

5. EXPERIMENTS

5.1 Experimental Setup

We ran our experiments on 64 workers in a local cluster. The cluster consists of 4 same machines, and each node has 16 workers as processes. Each worker communicates using Message Passing Interface (MPI). Hardware Specifications of a machine are Xeon 2.27GHz 32 cores CPU and 503GB RAM. The data exchange bandwidth between all workers is 10Gbps. Heterogeneous hardware systems are not considered.
5.2 Graph Data

For experiments, we used graph data collected in various fields with diverse sizes and topology. A summary of the graph data is provided in Table 5. All graph data were provided by Stanford Network Analysis Project (SNAP) \[25\]. The Gemsec Deezer data and Web-Stanford data were never used in creating the augmented training dataset. Instead, these graph data are used in model evaluation.

5.3 Algorithm List

The following algorithms were experimented in this paper. We constructed training data for the ETRM using these algorithms, and we also created a dataset for evaluation. The Clustering Coefficient and Random Walk algorithms were used only in model evaluation.

5.3.1 All Vertices In/Out-degree (AID, AOD)

This algorithm calculates the in/out-degree of all vertices. All workers calculate the local degree, and the master-worker calculates the final result by aggregating the local results.

5.3.2 PageRank (PR)

This computes the PageRank\[37\] score of each vertex. PageRank score is used to find famous web pages. Google’s search engine adopted PageRank score. The PageRank score is determined by the following equation.

\[PR_t(v) = (1-d) + d \sum_{u \in N_{in}(v)} \frac{PR_{t-1}(u)}{|N_{out}(u)|} \]

5.3.3 Greedy Graph Coloring (GC)

Graph coloring is an algorithm that changes the color of each vertex so that all neighboring vertices have a different color. This algorithm is used in scheduling. Minimal graph coloring, which paints the entire vertices with minimal color, is replaced by greedy graph coloring because minimal graph coloring is an NP-complete problem\[18\]. We implemented this algorithm based on \[23\] using the greedy method.

5.3.4 All Pair Common Neighbor (APCN)

This task finds all common neighbor vertices of all pairs of all vertices. Two vertices sharing many neighbors can be interpreted that they share similar characteristics in a graph. A list of common neighbors can be used in recommendation systems.

5.3.5 Triangle Count (TC)

Regardless of the edge direction, three vertices connected to each other mean there is a triangle. This algorithm counts all triangles in the graph data. The triangle count algorithm is used in social network analysis, especially in detecting communities.

5.3.6 All Local Clustering Coefficient (CC)

In this task, the clustering coefficient of each vertex is computed. This indicates how closely the vertex is bound to neighbor vertices. The higher the coefficient, the more concentrated the vertices. The formula of the local clustering coefficient is as follows. \(k_i\) represents the number of neighbor vertices of vertex \(i\), and \(N(i)\) is the neighbor vertices of vertex \(i\).

\[CC_i = \frac{\{e_{jk} : v_j, v_k \in N(i), e_{jk} \in E\}}{k_i(k_i-1)} \]

5.3.7 Random Walk (RW)

Random Walk is an operation of creating random moving samples along the edges of a graph. These samples are used in graph learning. To make a sample, the following process is performed. Starting from one source vertex, a random vertex is selected from neighbor vertices connected by out-edges of source vertex. Then, after changing the pivot to the selected vertex, the walk continues by selecting another vertex until it reaches a stopping criterion.

Table 5: Graph data used in experiments

| Graph Data Name          | Vertices | Edges    | Direction |
|--------------------------|----------|----------|-----------|
| Ego-Facebook (facebook)  | 4,039    | 88,234   | Undirected|
| Wiki-Vote (wiki)         | 7,115    | 103,687  | Directed  |
| Epinions (epinions)      | 75,879   | 925,872  | Directed  |
| Amazon0312 (amazon-1)    | 400,727  | 3,200,440| Directed  |
| Slashdot (slashdot)      | 77,350   | 222,887  | Directed  |
| Amazon (amazon-2)        | 317,080  | 949,866  | Undirected|
| DBLP (dblp)              | 317,080  | 949,866  | Undirected|
| RoadNet-CA (road-ca)     | 1,965,206| 2,766,607| Undirected|
| Gemsec-Deezer-RO (gd-ro) | 41,773   | 125,826  | Undirected|
| Gemsec-Deezer-HU (gd-hu) | 47,538   | 222,887  | Undirected|
| Gemsec-Deezer-HR (gd-hr) | 54,573   | 498,202  | Undirected|
| Web-Stanford (stanford)  | 281,903  | 2,312,497| Directed  |
vertex, the same process is repeated 10 times for each vertex to form a sample.

### 5.4 Evaluation Metrics

When the graph data and algorithm are configured, each partitioning strategy has its own execution time. Let the fastest, the slowest, and average execution time among the execution times of partitioning strategies be $T_{\text{best}}$, $T_{\text{worst}}$, and $T_{\text{avg}}$ respectively. The execution time of the partitioning strategy selected by ETRM is $T_{\text{sel}}$. The followings are our evaluation metrics:

First, $\text{Score}_{\text{best}}$ compares the fastest partitioning strategy with the selected one. This value has a value from 0 to 1.

$$\text{Score}_{\text{best}} = \frac{T_{\text{best}}}{T_{\text{sel}}} \quad (19)$$

Second, $\text{Score}_{\text{worst}}$ is a comparison of the slowest partitioning strategy and the selected one. This value has a value greater than 1.

$$\text{Score}_{\text{worst}} = \frac{T_{\text{worst}}}{T_{\text{sel}}} \quad (20)$$

Finally, we compare with the average execution time. This value is always greater than zero.

$$\text{Score}_{\text{avg}} = \frac{T_{\text{avg}}}{T_{\text{sel}}} \quad (21)$$

The higher the score, the better the selected partitioning strategy.

Our test set contains 96 tasks and it is divided into the following items.

- Test set A has 8 tasks and consists of graph data and algorithms that were never used to create the augmented training dataset.

- Test set B has 24 tasks and consists of graph data that was never used to create the augmented training dataset and the algorithms used to create the augmented training dataset.

- Test set C has 16 tasks and consists of algorithms that were never used to create the augmented training dataset and the graph data used to create the augmented training dataset.

- Test set D has 48 tasks and consists of graph data and algorithms used to create the augmented training dataset but not included in this dataset.

### 5.5 Evaluation of Selected Strategy

This section shows the evaluation of the selected strategy. We evaluated the actual ranks of selected strategies. In addition, we compared the performance scores of the selected strategies and that of other strategies. All evaluations were made on the original 528 real records, not on the augmented training dataset.

#### 5.5.1 Rank Evaluation of Selected strategy

We represent the cumulative ratio of selected strategies’ actual rank in Figure 6. Because 11 partitioning strategies are used, the cumulative ratio of rank 11 is always 1.0. The larger the area of cumulative ratio figure is, the better the selected strategy is.

Figure 6a shows the overall result of test set. The ETRM selected the best partitioning strategy in 52% of the test set and the strategy within rank 4 in 92% of the test set. The areas of figures are large in order of C, D, B, A. It means that ETRM selected better strategies in the same order. We expected that ETRM would select better partitioning strategies in test set D. However, ETRM showed better selection in test set C. ETRM could select the best partitioning strategy only in 33% of test set B. We found that selecting the best strategy in tasks consisting of new graph data is more challenging than selecting the best strategy in tasks consisting of new algorithms. When an augmented training dataset is created, synthetic algorithms are aggregated with original algorithms. We interpreted that this is the reason why ETRM could select the best strategy in tasks consisting of new algorithms. On the other hand, even the number of augmented training dataset records is about 0.43 million, the number of unique features set of the graph data is only 8. This made ETRM harder to select the best strategy in tasks consisting of new graph data. Therefore, the result of test set B is worse than that of test set C and D. The ETRM could not select the best strategy in the test set A, but selected the strategy within rank 4 in 75% of the test set A. The reason is that the test set A is farther away from the augmented training dataset than B, C, and D.

#### 5.5.2 Performance Evaluation of Selected strategy
We evaluated the performance of the selected strategy. First, we show the performance scores of the selected strategies using box plot. Second, Table 6 shows the summarized scores. Finally, Figure 8 has two components. One is comparisons of the performance of the randomly chosen strategy and that of the best strategy. The other one is comparisons of the performance of the selected strategy and the best strategy.

In Figure 7, we depict \( \text{Score}_{\text{best}} \), \( \text{Score}_{\text{worst}} \), and \( \text{Score}_{\text{avg}} \) of the test set. We used box plot. In Figure 7, each boxes’ five points mean minimum, first quartile, median, third quartile and maximum from bottom to top, except outliers. Black triangles are mean values. The vertical red line means whether the graph data or algorithms are used to create the augmented training dataset. New graph data and algorithms are in right side of the red lines.
Figure 8: Case count histogram within the difference range from $T_{best}$.

Figure 7a is sorted with graph data and Figure 7b is sorted with algorithms. We observed that figure’s result is same in all graphs and values in other graph data. This means the performance of the best strategies on average in the whole test set.

We compared the $Score_{best}$ values of strategies in $amazon-2$ with the result of the rank evaluation. In $Score_{worst}$ with algorithms. We observed that figure’s result is same in all graphs and values in other graph data. This means the performance of the best strategies on average in the whole test set.

In contrast, ETRM selected strategies that have 0.946 × the performance of the worst strategies, and 1.5453 × the performance of the best strategies. Selected strategies have 0.95 × the performance of the best strategies, 2 × the performance of the worst strategies, and 1.46 × the average performance.

We randomly picked partitioning strategies in the comparison group because manually identifying the best partitioning strategy is infeasible. In detail, we randomly picked a partitioning strategy five times for each task and got the mean performance. We compared the $Score_{best}$ of randomly chosen strategies and selected strategies by ETRM in Figure 5. The strategy that matches the performance of the best strategy within 5% difference was picked only once in comparison group. ETRM selected strategies that match the performance of the best strategy within 5% difference in 63 tasks. Randomly picked strategies have 0.69 × the performance of the best strategies on average in the whole test set. In contrast, ETRM selected strategies that have 0.946 × the performance of the best strategies on average in the whole test set.
BC ratios are bigger than 1 for PR algorithm but smaller than 1 for AID and AOD algorithms. We expect that if we make more samples for RW algorithm, BC ratios will be bigger than 1. Some BC ratios are bigger than 1 for GC, APCN, TC and CC algorithms. Especially, the benefit is about 2400 seconds and the BC ratio is about 403 for stanford graph data and APCN algorithm. We suppose that our approach will be more helpful for huge graph data and algorithms that take a long execution time in the real-world.

5.8 Summary
Our experimental study verifies that our approach can select highly ranked, time-efficient strategies. We set our evaluation metrics to compare the performance of strategies. Selected strategies have 0.95 × the performance of the best strategies. We calculated feature importance to find features that played an important role in the prediction of execution time. In addition, we calculated the BC ratio to compare the time saved by selecting a highly ranked strategy and the time spent by ETRM.

6. RELATED WORK
6.1 Distributed Graph Computation Engine
Recent studies have introduced a distributed graph processing system to overcome the limitation of a single node and maximize parallelism. Giraph[13], GraphX[12, 50], and Gelly[8] provided libraries that can perform graph algorithms in Hadoop, Spark, and Flink, which are general-purpose frameworks that allow users to perform distributed programming easily. These distributed framework-based graph systems express diverse iterative graph algorithms using simple programming abstraction and aim for linear-scalable execution rather than optimizing single iteration. Based on the same philosophy as the above system, Pregel[30] presented a think like a vertex model that defines what behavior should be performed from the vertex perspective for each iteration, and GraphLab[27] and Cyclops[5] also used this vertex-centric model. However, in many real-world graph data has skewness property that a few vertices are connected to a large number of edges, whereas most vertices are connected to a small number of edges. PowerGraph[11] pointed out that the vertex-centric model has a limitation to balancing computation in the distributed processing of these power-law graphs, and proposed a Gather-Apply-Scatter (GAS) model that parallelizes computation based on the edge. In addition, PowerLyra[6] introduced a hybrid approach that differentiates computation and partitioning strategies according to the degree of the vertex for processing skewed graphs.

6.2 Partition Strategies
Data partitioning has a major effect on data locality, load balancing, and replication factor in a distributed environment. One way to partition a graph is an edge-cut method that assigns vertices to each node and spans edges that connect vertices belonging to different nodes. Another alternative is a vertex-cut method in which the necessary vertices are replicated and all edges are distributed to each node. These two methods have contradictory advantages and disadvantages. In edge-cut, high degree vertex causes workload imbalance and vertex-cut increases replication factor of spanning vertex[6]. Previous studies have suggested variations to compensate for the shortcomings of each edge-cut and vertex-cut. METIS[19] proposed a multi-level partitioning algorithm to reduce the number of ghost vertices in edge-cut, and greedy heuristic algorithm[11] reduced the replication factor of vertex-cut. PowerLyra[6] proposed hybrid approaches that use several partitioning algorithms together.

6.3 Application Driven Re-Partitioning
There has also been a study to improve performance through re-partitioning. The goal of[9] is to re-partition graph data to suit a specific application. [9] uses the application’s execution time record to make the cost function as close to this record as possible. First, after performing the first partitioning process, the cost function model predicts each worker’s computation cost and communication cost. After that, some partial data of workers with high predicted costs are transferred to workers with lower predicted costs. This process is a re-partitioning process. All workers are cost balanced, so the task gets done faster. Model of[9] can only re-partition graph data for the already trained algorithm. To re-partition graph data for a new algorithm, a new model must be trained.

6.4 Partitioning Advisor for Databases
There have been several studies[2][39][54][13] that configure the physical setting of a database automatically, including partitioning data. In these studies, each cost model is used to evaluate query performance and change settings to improve performance. Especially, [14] train their model with the log of query execution using reinforcement learning and advise the partition to be appropriate for the query workload. The difference from our research is that the studies presented above are focused on distributed databases, and our studies are focused on distributed graph computation. It is necessary to consider the connected vertices and edges. The relational database system has a query optimizer and formalized syntax SQL. These functions can help to compute the cost of a query. However, distributed graph processing engine does not have these functions and has to compute execution cost in another way.

7. CONCLUSION
We propose a method to select the most appropriate partitioning strategy for a given graph in a specific algorithm by estimating its execution time. Selected strategies have 0.95 × the performance of the best strategies. Benefit-Cost ratio in Web-stanford data and APCN algorithm is about 403. It shows that our work is much helpful for huge graph data and algorithms that take a long execution time in practice. For our future work, 1) We will find other effective features of graph data and algorithms. 2) We will test our approach in other distributed graph computation models. 3) We are planning to design a distributed system that exploits the result of our research effectively.
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