Splitting of singly and doubly quantized composite vortices in two-component Bose–Einstein condensates

Pekko Kuopanportti,1,2,* Soumik Bandyopadhyay,3,4 Arko Roy,5,6 and D. Angom3

1Department of Physics, University of Helsinki, P.O. Box 43, 00014 Helsinki, Finland
2School of Physics and Astronomy, Monash University, Victoria 3800, Australia
3Physical Research Laboratory, Navrangpura, Ahmedabad 380009, Gujarat, India
4Indian Institute of Technology Gandhinagar, Palaj, Gandhinagar 382355, Gujarat, India
5INO-CNR BEC Center and Dipartimento di Fisica, Università di Trento, 38123 Trento, Italy
6Max-Planck-Institut für Physik komplexer Systeme, Nöthnitzer Straße 38, 01187 Dresden, Germany

*pekko.kuopanportti@gmail.com

We study numerically the dynamical instabilities and splitting of singly and doubly quantized composite vortices in two-component Bose–Einstein condensates harmonically confined to quasi two dimensions. In this system, the vortices become pointlike composite defects that can be classified in terms of an integer pair \((k_1, k_2)\) of phase winding numbers. Our simulations based on zero-temperature mean-field theory reveal several vortex splitting behaviors that stem from the multicomponent nature of the system and do not have direct counterparts in single-component condensates. By calculating the Bogoliubov excitations of stationary axisymmetric composite vortices, we find nonreal excitation frequencies (i.e., dynamical instabilities) for the singly quantized \((1,1)\) and \((1, -1)\) vortices and for all variants of doubly quantized vortices, which we define by the condition \(\max_{|j|=1,2} |\kappa_j| = 2\). While the short-time predictions of the linear Bogoliubov analysis are confirmed by direct time integration of the Gross–Pitaevskii equations of motion, the time integration also reveals intricate long-time decay behavior not captured by the linearized dynamics. First, the \((1, \pm 1)\) vortex is found to be unstable against splitting into a \((1, 0)\) vortex and a \((0, \pm 1)\) vortex. Second, the \((2, 1)\) vortex exhibits a two-step decay process in which its initial splitting into a \((2, 0)\) vortex and a \((0, 1)\) vortex is followed by the off-axis splitting of the \((2, 0)\) vortex into two \((1, 0)\) vortices. Third, the \((2, -2)\) vortex is observed to split into a \((-1, 1)\) vortex, three \((1, 0)\) vortices, and three \((0, -1)\) vortices. Each of these splitting processes is the dominant decay mechanism of the respective stationary composite vortex for a wide range of intercomponent interaction strengths and relative populations of the two condensate components and should be amenable to experimental detection. Our results contribute to a better understanding of vortex physics, hydrodynamic instabilities, and two-dimensional quantum turbulence in multicomponent superfluids.
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I. INTRODUCTION

Quantized vortices are \((D - 2)\)-dimensional topological defects in a spatially \(D\)-dimensional system that exhibits long-range quantum phase coherence; here \(D \in \{2, 3\}\). These quantum whirlpools have been studied in a variety of different systems and branches of physics, such as helium superfluids [1], superconductors [2], neutron stars [3], cosmology [4], and optics [5]. Their creation and observation in Bose–Einstein condensates (BECs) of dilute atomic gases in 1999 [6] and the subsequent detection of regular vortex lattices [7–9] were important demonstrations of the superfluidity of the gaseous condensates. Since then, the study of vortices in dilute BECs has flourished [10, 11], not least because the highly controllable, state-of-the-art BEC experiments now allow for the vortices to be directly imaged and their motion tracked with good spatial and temporal resolution [12–16]. Owing to these unique possibilities, vortices in BECs have recently been investigated very actively in the context of two-dimensional quantum turbulence [17–22].

In principle, a quantized vortex in a BEC can carry any integer number of circulation quanta. It is well known, however, that a vortex for which this winding number is greater than unity typically has a higher energy than a cluster of single-quantum vortices with the same total circulation. Consequently, such multiply quantized vortices have a tendency to split into single-quantum vortices, which is a manifestly nonlinear phenomenon that has been the subject of interest in both theoretical [23–34] and experimental [35–38] investigations. Moreover, several works have addressed using the splitting of a multiquantum vortex with a sufficiently large winding number (i.e., a “giant” vortex) as a means to generate quantum turbulence with nonzero total circulation [39–44]. Besides being interesting due to their splitting tendency, multiply quantized vortices could be used as they are to realize bosonic quantum Hall states [45] or implement a ballistic quantum switch [46].

The aforementioned studies of vortex splitting [23–38] were conducted for a solitary scalar BEC, which is described by a single \(\mathbb{C}\)-valued order parameter. Perhaps not surprisingly, vortex physics becomes much more diverse when multiple, say \(K \in \{2, 3, \ldots\}\), scalar condensates come into contact, interact with one another, and thereby constitute a \(K\)-component BEC described by a \(\mathbb{C}^K\)-valued order parameter. Already the simplest multicomponent system, the two-component BEC corresponding to \(K = 2\), supports several stable vortex structures not encountered in single-component BECs, such as coreless vortices [6], square vortex lattices [47–49], serpentine vortex sheets [50], triangular lattices of vortex pairs [49], skyrmions [51–53], and meron pairs [54, 55].
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Although presently only the coreless vortices [6] and square vortex lattices [48] from this list have been verified experimentally, investigation of exotic vortex configurations in two-component BECs is becoming more and more within reach of state-of-the-art experiments. To date, production of two-component BECs has been demonstrated in systems involving either two distinct elements [56–67], two different isotopes of the same element [68–70], or two different spin states of the same isotope [6, 48, 71–76].

Besides the vast array of static vortex structures listed above, two-component BECs also exhibit more intricate vortex dynamics than the single-component system. This is certainly the case for the splitting of vortices, already because each vortex must then be characterized by two integer winding numbers instead of just one, leading to composite vortices that have no single-component counterparts. Apart from a few earlier studies, the stability properties and splitting dynamics of such vortices remain largely unknown. The excitation spectra and the related instabilities of axisymmetric vortex states in harmonically trapped two-component BECs were examined by Skryabin [77], but only for cases where just one of the components contains a vortex. Ishino, Tsubota, and Takeuchi [78] studied the stability and splitting of so-called counter-rotating vortex states, in which the two components host vortices of equal but opposite winding numbers, and found exotic splitting patterns where each of the two vortices splits into both vortices and antivortices. Ishino et al., however, did not consider other types of composite vortices and limited their investigation to number-balanced systems and a few selected interaction strengths. The stability of singly quantized composite vortices, for which each component carries at most one circulation quantum, was studied in Refs. [79–82]. In addition, the related but distinct problem of dynamical instabilities of coreless vortices in spin-1 BECs (for which $K = 3$) was considered in Refs. [83, 84].

Motivated by the limited amount of existing literature relative to the expected richness of the phenomenon, we investigate here the splitting dynamics and underlying dynamical instabilities of axisymmetric singly and doubly quantized composite vortices in harmonically trapped two-component BECs using a broader set of system parameters than in Refs. [77, 78]. Our simulations based on the Gross–Pitaevskii (GP) and Bogoliubov equations reveal vortex splitting behaviors that do not appear for multiply quantized vortices in single-component BECs. First, we detect dynamical splitting instabilities even for vortex states where neither component hosts a multiquantum vortex. Second, some dynamically unstable composite vortices are observed to exhibit a split-and-revival phenomenon that involves splitting and subsequent recombinination of their constituent vortices. Third, we find that a doubly quantized vortex in one component, when accompanied by an oppositely charged vortex in the other component, tends to split into three single-quantum vortices and one single-quantum antivortex. This threefold-symmetric splitting pattern is in drastic contrast to a doubly quantized vortex in a single-component BEC, which can only split into two single-quantum vortices of the same sign. Our results demonstrate that this peculiar splitting mode is dominant in an extensive region of the system parameter space, can be visually identified by counting the emerging vortices, and should therefore be amenable to experimental verification.

The remainder of this paper is organized as follows. In Sec. II, we review the zero-temperature mean-field theory of the two-component BECs and describe how it is employed in our simulations. Section III presents our numerical results on the dynamical instabilities and splitting of singly and doubly quantized composite vortices. In Sec. IV, we summarize our main findings, discuss their implications and limitations, and suggest possible future extensions.

II. THEORY AND METHODS

A. Gross–Pitaevskii model and composite vortices

Our theoretical treatment starts from the coupled time-dependent GP equations for two BECs in an axisymmetric harmonic trap [85]:

$$i\hbar \frac{\partial \Psi_j(r, \phi, t)}{\partial t} = \left\{ -\frac{\hbar^2}{2m_j} \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) + \frac{\partial^2}{\partial \phi^2} \right) + \frac{1}{2} m_j \omega_r^2 r^2 + g_{jj} |\Psi_j|^2 + g_{2j} |\Psi_2|^2 \right\} \Psi_j(r, \phi, t),$$

(1)

where $(r, \phi)$ are the polar coordinates, $j \in \{1, 2\}$, and the order-parameter fields $\Psi_j$ are normalized such that $||\Psi_j|| = \left[ \int |\Psi_j(r, \phi)|^2 r \, dr \, d\phi \right]^{1/2} = N_j^{1/2}$. Here $N_j$, $m_j$, and $\omega_r$ denote, respectively, the total number, the mass, and the radial harmonic trapping frequency of atoms of component $j$. For simplicity, we limit our attention to quasi-two-dimensional configurations, which correspond to, e.g., highly oblate traps with strong axial confinement that renders $\Psi_1$ and $\Psi_2$ approximately Gaussian in the axial direction. The intracomponent interaction strengths $g_{11}$ and $g_{22}$ are assumed to be positive, whereas for the intercomponent parameter $g_{12}$ we consider all values such that $g_{12}^2 < g_{11}g_{22}$, which defines the so-called miscible regime.

In this paper, we are interested in the instabilities and splitting of axisymmetric vortex states. To this end, we seek stationary solutions to Eqs. (1) of the form

$$\Psi_j(r, \phi, t) = f_j(r) e^{i \kappa_j \phi} e^{-i \mu_j \phi / \hbar},$$

(2)

where $\kappa_j \in \mathbb{Z}$ denotes the phase winding number, i.e., the charge, of the central vortex in component $j$; the chemical potentials $\mu_j$ are used to enforce the normalization conditions $||f_j||^2 = N_j$. With this ansatz, Eqs. (1) reduce to two coupled nonlinear ordinary differential equations for the radial functions $f_1$ and $f_2$:

$$-\frac{\hbar^2}{2m_j} \left( \frac{d^2}{dr^2} + \frac{1}{r} \frac{d}{dr} - \frac{\kappa_j^2}{r^2} \right) f_j + \frac{1}{2} m_j \omega_r^2 r^2 f_j + g_{jj} |f_j|^2 f_j + g_{2j} |f_{2j}|^2 f_j = \mu_j f_j,$$

(3)

We shall refer to the lowest-energy solution of Eqs. (3) for a given winding-number pair (and given system parameters) as
a stationary \((k_1, k_2)\) vortex. Here the notion "\((k_1, k_2)\) vortex" is defined more generally as a sufficiently pointlike phase defect about which \(\arg(\Psi_j)\) winds by \(k_1 \times 2\pi\) and \(\arg(\Psi_2)\) winds by \(k_2 \times 2\pi\), with \(|k_1| + |k_2| > 0\) [86]. For \(k \in \mathbb{Z}_+\), we further define a "\(k\)-quantum composite vortex" as a \((k_1, k_2)\) vortex for which \(\max |k_j| = k\). By a "coreless vortex," in turn, we mean a \((k_1, 0)\) or \((0, k_2)\) vortex for which the total particle density \(n_{\text{tot}} = \sum_j n_j = \sum_j |\Psi_j|^2\) does not vanish at the phase singularity. Conversely, a vortex for which \(n_{\text{tot}} = 0\) at the singularity is classified as "cored."

### B. Linear stability analysis

To study the stability properties of a given stationary \((k_1, k_2)\) vortex, we decompose the order-parameter components as

\[
\Psi_j(r, \phi, t) = e^{-i\omega_j t/\hbar} \begin{pmatrix} f_j(r) + \chi_j(r, \phi, t) \end{pmatrix},
\]

where the functions \(\chi_j\) are assumed to be small in the sense that \(|\chi_j|^2 \ll N_j\). By substituting Eqs. (4) into Eqs. (1), omitting the second- and third-order terms in \(\chi_j\), and seeking solutions in the form

\[
\chi_j(r, \phi, t) = \sum_q \sum_{l \in \mathbb{Z}} \left[ u^{(l)}_{q,j}(r)e^{i\hbar \phi/2} + v^{(l)}_{q,j}(r)e^{-i\hbar \phi/2} \right],
\]

we obtain the Bogoliubov equations

\[
\mathcal{B}^{(l)} w^{(l)}_q = \hbar \omega^{(l)}_q w^{(l)}_q(r),
\]

where \(w^{(l)}_q = (u^{(l)}_{q,1}, u^{(l)}_{q,2}, v^{(l)}_{q,1}, v^{(l)}_{q,2})^T\) and

\[
\mathcal{B}^{(l)} = \begin{pmatrix}
\mathcal{D}^{(l)\text{xs}} & g_{12}f_1f_2^* & g_{11}f_1^2 & g_{12}f_1^*f_2 \\
g_{12}f_1f_2 & \mathcal{D}^{(l)\text{xx}} & g_{11}f_1^2 & g_{22}f_2^2 \\
-g_{11}(f_1^2)^* & -g_{12}f_1f_2^* & -\mathcal{D}^{(l)\text{xs}} & -g_{12}f_1f_2 \\
g_{12}(f_1^2)^* & -g_{22}(f_2^2)^* & -g_{12}(f_2^2)^* & -\mathcal{D}^{(l)\text{xx}}
\end{pmatrix}.
\]

In Eqs. (5), the integer \(l\) specifies the angular momentum of the excitation (in units of \(\hbar\)) with respect to the condensate, and \(q \in \mathbb{Z}_+\) is an index for the different eigensolutions with the same \(l\). The diagonal of the matrix operator \(\mathcal{B}^{(l)}\) in Eq. (7) consists of the linear differential operators

\[
\mathcal{D}^{(k)j} = -\frac{\hbar^2}{2m_j} \left[ \frac{1}{r} \frac{d}{dr} \left( \frac{d}{dr} \right) - \frac{k_j^2}{r^2} \right] + \frac{1}{2} m_j \omega_j^2 r^2 - \mu_j
\]

\[+ 2g_{jj|f|^2} + g_{12}(f_{2j})^2,
\]

where \(k = l \pm k_j\).

Equations (6) can be used to determine the local stability characteristics of the stationary vortex state in question. If there exists an integer \(l \in \mathbb{Z}\) for which the excitation spectrum \(\{\omega^{(l)}_q\}_{q \in \mathbb{Z}_+}\) contains at least one eigenfrequency \(\omega^{(l)}_q\) with a positive imaginary part \(\text{Im}(\omega^{(l)}_q) > 0\), the state is dynamically unstable; otherwise, the state is dynamically stable. On the other hand, if for some \(l\) the spectrum contains an eigenfrequency with a negative real part \(\text{Re}(\omega^{(l)}_q) < 0\) and a nonnegative eigenfield pseudonorm \(\sum_j |u^{(l)}_{q,j}|^2 - \sum_j |v^{(l)}_{q,j}|^2 \geq 0\), the state is energetically unstable; otherwise, it is (locally) energetically stable.

As can be observed from Eqs. (5), the amplitudes of excitation modes with \(\text{Im}(\omega^{(l)}_q) > 0\) are predicted to grow exponentially in time; accordingly, small perturbations of a dynamically unstable stationary state tend to result in large changes in its structure. Furthermore, since the first- and second-order contributions of these dynamically unstable excitation modes to the system energy can be shown to vanish [87], they can become populated and cause the state to decay even in the absence of dissipation. In contrast, populating an energetically unstable excitation mode would reduce the system energy and, therefore, would typically occur only if there were a dissipation mechanism available, such as a non-negligible thermal-gas component. Dissipation could be added phenomenologically to Eqs. (1) by replacing \(t\) with \((1 - \alpha t)\), where \(0 < \alpha \ll 1\) is a dimensionless damping parameter inversely proportional to the energy relaxation time, and by explicitly enforcing the normalization conditions \(||\Psi_j||^2 = N_j\) during the time evolution [88]. In this paper, however, we set \(\Lambda = 0\) and thus consider only dynamics that conserve the energy, the norms \(||\Psi_j||\), and the total axial angular momentum \(L_z = -i\hbar \sum_j \int \sum_i \partial_r \Psi_j \Psi_j r \mathrm{d} \phi\).

For dynamically unstable multiquantum vortices, in particular, the nonreal excitation frequencies usually indicate instability against splitting of the multiply quantized vortex into singly quantized ones. In the case of a dynamically unstable \((k_1, k_2)\) vortex, the quantity \(\max \text{max}_q \text{Im}(\omega^{(l)}_q/2\pi)\) and the maximizing angular-momentum quantum number \(l\) can be used to estimate, respectively, the inverse lifetime of the vortex and the order of rotational symmetry of its typical splitting pattern [23, 31, 34]. It should be noted, however, that the exponentially growing modes rapidly drive the system away from the linear regime of Eqs. (4)–(8); consequently, the long-time dynamics of dynamically unstable states must instead be described with the time-dependent GP equations (1).

### C. Time-evolution simulations

The Bogoliubov stability analysis cannot be used to draw rigorous conclusions about the behavior of perturbed stationary states far from the limit of infinitesimal perturbations; this is a particularly serious restriction for dynamically unstable states. Therefore, to go beyond the linear-response regime, we simulate the full two-dimensional dynamics of the unstable composite vortices by directly integrating the time-dependent GP equations (1). The time integration is performed with a split-step Crank–Nicolson method [89, 90] adapted for two-component BECs [91]. To obtain a convenient initial state, we first propagate Eqs. (1) in imaginary time, which formally corresponds to replacing \(t\) with \(-i\tau\), where \(\tau > 0\). At each imaginary-time step, we apply the transformation

\[
\Psi_j(r, \phi) \rightarrow \frac{N_j^{1/2}}{||\Psi_j||} |\Psi_j(r, \phi)| e^{i\phi},
\]
which ensures proper normalization and introduces a vortex of charge $k_j$ into the center of component $j$. The imaginary-time evolution is continued until the solution has approximately converged. The resulting near-equilibrium state, which can be viewed as comprising the stationary $(k_1, k_2)$ vortex and a small-amplitude perturbation as in Eqs. (4), is then used as the initial $(t = 0)$ state for Eqs. (1) and propagated forward in real time (i.e., without the phenomenological damping term) until the composite vortex has decayed. The time-evolution calculations are performed using a square spatial grid of $251 \times 251$ points with a grid spacing of $\Delta x = \Delta y = 0.05 a_{\text{osc}}$ and a time step of $\Delta t = 10^{-2}/\omega_1$.

### D. Parametrization

In the numerics, we cast Eqs. (1), (3), and (6) into dimensionless form by measuring energy, time, and length in units of $\hbar \omega_1$, $\omega_1^{-1}$, and $a_{\text{osc}} = \sqrt{\hbar/m_1 \omega_1}$, respectively, and normalizing the dimensionless order parameters to unity. This results in a model that is fully specified by the vortex winding numbers $(k_1, k_2) \in \mathbb{Z}^2$ and six dimensionless real parameters, namely, $\omega_1/\omega_1$, $m_2/m_1$, $\Gamma := g_{12}/\sqrt{g_{11} g_{22}}$, $P := (N_1 - N_2)/(N_1 + N_2)$, $g_{22}/g_{11}$, and $g_{\text{eff}} := m_1 (N_1 g_{11} + N_2 g_{12})/\hbar^2$ [92].

To enable a systematic numerical investigation of the model, we will reduce the number of free parameters as follows.

Throughout the paper, we set $\omega_1 = \omega_2$ and $m_1 = m_2$, correspondingly physically to a two-component BEC formed from two different spin states of the same atomic isotope. For the winding numbers $k_1$ and $k_2$, we assume $k_1 \in \{1, 2\}$ and $|k_2| \leq k_1$, which amounts to limiting the investigation to all truly different singly and doubly quantized composite vortices, of which there are three and five variants, respectively [93].

For the remaining four parameters $(\Gamma, P, g_{22}/g_{11}$, and $g_{\text{eff}})$, we use two different sets. The first parameter set, which we refer to as $S_1$, is used for the linear stability analysis to obtain vortex stability diagrams in the parameter plane of the relative intercomponent interaction strength $\Gamma$ and the “polarization” $P$ for each winding-number pair under consideration. Here both $\Gamma$ and $P$ are varied in the open interval $[-1, 1]$, which for $\Gamma$ corresponds to the miscible regime. These two parameters are taken as the “phase-space variables” because they are the most relevant to our purpose of studying how the coupling between the two components affects the composite-vortex stability. The parameter $g_{22}/g_{11}$, on the other hand, is scaled in $S_1$ such that both components have the same radius in the Thomas–Fermi approximation in the absence of vortices [94–96], yielding the relation

$$\frac{g_{22}}{g_{11}} = \left[ \sqrt{1 - (1 - \Gamma^2) P^2} - P \right]^2/(1 - P)^2.$$

When Eq. (10) holds, the vortex-free Thomas–Fermi radius is determined by the effective overall interaction strength $g_{\text{eff}}$, which in $S_1$ is fixed at 1000. As a result, in $S_1$ both BEC components have an outer radius approximately equal to $R = a_{\text{osc}} \sqrt{4 g_{\text{eff}}/\pi} = 5.97 a_{\text{osc}}$, independent of the values of $\Gamma$ and $P$. We have confirmed that the axisymmetric vortex-free state $(k_1, k_2) = (0, 0)$ of $S_1$ is energetically and dynamically stable in the whole domain $(\Gamma, P) \in [-1, 1]^2$, which indicates that any instabilities appearing in our stability diagrams are due to the presence of the vortices [97].

The second parameter set, $S_2$, is used in all the time-evolution simulations and is designed to clarify the connection to BEC experiments. To this end, we choose $S_2$ according to the already realized two-component BEC of the $^{87}\text{Rb}$ hyperfine states $(F = 1, m_F = -1) \equiv |1\rangle$ and $(F = 2, m_F = +1) \equiv |2\rangle$ [72, 98]. We assume a harmonic potential with radial trap frequencies $\omega_1 = \omega_2 = 2\pi \times 30.83 \text{ Hz}$ [98] and set the ratios of the axial to radial trapping frequencies to $\omega_{z,1}/\omega_1 = \omega_{z,2}/\omega_2 = 40.0$, which ensures that $\mu_j \ll \hbar \omega_{z,j}$ and renders the system quasi-two-dimensional. The harmonic oscillator length for this configuration is $a_{\text{osc}} = 1.94 \text{ \mu m}$. For the total numbers of atoms, we take the representative values $N_1 = N_2 = 2 \times 10^3$, implying that $P := (N_1 - N_2)/(N_1 + N_2) = 0$. The intracomponent scattering lengths $a_{11}$ and $a_{22}$ are fixed at 100.4 $a_B$ and 95.44 $a_B$ [99], respectively, where $a_B$ is the Bohr radius. On the other hand, the intercomponent scattering length $a_{12}$ of this mixture can be varied with a magnetic Feshbach resonance [100–102], which motivates us to use several values for the intercomponent interaction strength $\Gamma := g_{12}/\sqrt{g_{11} g_{22}} = a_{12}/\sqrt{a_{11} a_{22}}$ [103]. Despite its specific nature, set $S_2$ turns out to be general enough to exhibit the main features of composite-vortex splitting that we encounter in $S_1$. We expect the conclusions drawn from $S_1$ and $S_2$ to apply qualitatively to other kinds of two-component BECs as well.

### III. RESULTS

In this section, we present and analyze the stability diagrams of singly (Sec. IIIA) and doubly (Sec. IIIB) quantized composite vortices and illustrate the corresponding dynamics with representative examples from the time-evolution simulations (see also Supplemental Material [104]). To obtain a pair of stability diagrams for each winding-number combination $(k_1, k_2)$, we first find the stationary axisymmetric vortex states by solving Eqs. (3) over the two-dimensional parameter space $(\Gamma, P) \in [-1, 1]^2$, with the values of the other parameters taken from set $S_1$. We then solve the Bogoliubov equations (6) for each stationary solution over all relevant values of $l \in \mathbb{Z}$ and determine, in particular, the magnitude of the dominant dynamical instability, $\max_l \max_q \Im(\omega_l^{(0)})$, and the angular-momentum quantum number $l = l_{\text{dom}}$ for which this maximum occurs. Although in principle we should consider all integer values of $l$, numerical evidence indicates that it suffices to check only the cases $|l| \leq 5$. Moreover, due to the symmetries of Eqs. (6), only the absolute value of $l_{\text{dom}}$ is significant. The various vortex-splitting behaviors encountered in the resulting two-dimensional diagrams are then illustrated with the corresponding time series generated by the GP equations (1) for the experimentally motivated parameter set $S_2$. Although we have systematically performed this analysis for all three variants of single-quantum composite vortices and
all five variants of two-quantum composite vortices, brevity compels us to leave some of the less interesting results to Appendices A and B.

A. Singly quantized composite vortices

We begin with a brief account of our results for the singly quantized composite vortices \((k_1, k_2) = (1, 0), (1, 1),\) and \((1, -1)\); we refer to Appendix A for the associated numerical data. The stability properties of these vortices may be compared with those of the stationary axisymmetric solitary vortex of winding number \(k = 1\) in a harmonically trapped, quasi-two-dimensional single-component BEC: Such a vortex state is known to be dynamically stable but energetically unstable at all nonzero values of the interaction-strength parameter, with the energetic instability supplied by the so-called anomalous mode, which has \(l = -1\) and corresponds to the vortex spiraling away from the trap center in a counterclockwise direction. No energetic instabilities exist for other values of \(l\).

While we find the \((1, 0)\) vortex of our two-component system to be dynamically stable in the entire parameter set \(S_1\), this is not true for the \((1, 1)\) and \((1, -1)\) vortices: both of them exhibit formidable dynamical instabilities for \(|l| = 1\) over extensive regions of the \(TP\) parameter space. These instabilities can be regarded as describing the splitting of the \((1, \pm 1)\) composite vortex into a \((1, 0)\) vortex and a \((0, \pm 1)\) vortex. For the \((1, 1)\) vortex, the dynamical instabilities exist only for repulsive intercomponent interactions, \(\Gamma > 0\), whereas the \((1, -1)\) vortex can be dynamically unstable also for \(\Gamma < 0\). These findings are consistent with Ref. [78]. It should be noted that although the \((1, 0)\) vortex is dynamically stable in \(S_1\), it does support dynamical instabilities with \(|l| = 1\) outside this parameter set, as shown in Refs. [79, 80]; these instabilities, however, are significantly weaker than those obtained for the \((1, 1)\) and \((1, -1)\) vortices.

For the \((1, 0)\) and \((1, 1)\) vortices, energetic instabilities only occur for \(l = -1\), while for the \((1, -1)\) vortex they can exist for both \(l = -1\) and 1. Energetically unstable but dynamically stable vortices are observed not to decay under the small initial perturbations and conservative dynamics considered in this paper, but are expected to do so when dissipation is added using, for example, the phenomenological damping term mentioned in Sec. II B. Interestingly, the \((1, 0)\) vortex also show narrow regions of energetic stability in the \(TP\) plane. Such states are predicted to be robust against small perturbations even in the presence of dissipation.

B. Doubly quantized composite vortices

Let us now set \(k_1 = 2 \geq |k_2|\) and consider the five different types of doubly quantized composite vortices in our two-component system: \((k_1, k_2) = (2, 0), (2, \pm 1),\) and \((2, \pm 2)\). In the harmonically trapped, quasi-two-dimensional single-component BEC, the stability of the stationary axisymmetric two-quantum vortex is known to be a quasiperiodic function of the dimensionless interaction strength \(m_1 N_1 g_{11}/\hbar^2\), the vortex state being either dynamically stable but energetically unstable (due to excitations with \(l = -2\) or \(-1\)) or dynamically unstable. The dynamical instability can only occur for \(|l| = 2\) and corresponds to a twofold-symmetric, linear-chain splitting instability observed in various experiments on multiply
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Figure 1. (a) Maximum imaginary part of the excitation frequencies \(\omega^{(1)}_l\) of the stationary \((2, 0)\) vortex as a function of the relative intercomponent interaction strength \(\Gamma = g_{12}/\sqrt{g_{11} g_{22}}\) and the particle-number polarization \(P = (N_1 - N_2)/(N_1 + N_2)\). The colorbar scale is in units of \(\omega_1\). (b) The angular-momentum quantum number \(l\) of the excitation that yields the maximum imaginary part at the given point \((\Gamma, P)\). This excitation corresponds to the dominant dynamical instability of the vortex state in question; accordingly, we denote the maximizing \(l\) value by \(l_{\text{dom}}\). All dynamically stable states in panel (b), which satisfy \(|l_{\text{dom}}| \leq 2\), are energetically unstable (i.e., they support a negative-frequency excitation that has a positive pseudonorm). The other parameters in Eqs. (3) are chosen such that \(\omega_1 = \omega_2, m_1 = m_2, g_{22}/g_{11} = [\sqrt{1 - (1 - \Gamma^2)P^2} - PT^2]/(1 - P^3)\), and \(g_{\text{eff}} = m_1 (N_1 g_{11} + N_2 g_{22})/\hbar = 1000,\) yielding the vortex-free Thomas–Fermi radii of \(R_1 = R_2 = 5.97 \times \sqrt{\hbar/m_1 \omega_1}\) for all states under consideration. We refer to this parameter scaling as set \(S_1\).
quantized vortices [35–37].

The case $(\kappa_1, \kappa_2) = (2, 0)$ is classified as a doubly quantized coreless vortex. Figure 1 shows its stability diagrams, namely, the magnitude of the dominant dynamical instability, $\max_a \max_{q} \text{Im}(\omega_a^{(q)})$, and the angular-momentum quantum number $l_{\text{dom}}$ for which this maximum occurs, in the $\Gamma P$ parameter plane. Here $\Gamma = g_{12}/\sqrt{g_{11}g_{22}}$ is the relative intercomponent interaction strength and $P := (N_1 - N_2)/(N_1 + N_2)$ is the particle-number polarization. The $(2, 0)$ vortex is observed to behave qualitatively similarly to the two-quantum vortex in the single-component BEC [105], either being dynamically stable (but energetically unstable) or exhibiting a dynamical instability for $|l| = 2$. As is evident from Fig. 1(a), the repulsive intercomponent interaction tends to stabilize the $(2, 0)$ vortex, with the vortex-free second component acting as an effective pinning potential for the vortex in the first component when $\Gamma > 0$. The stabilizing effect becomes more pronounced with decreasing $P$; this is consistent with the linear dependence of the average height of the effective potential $g_{22} |\Psi_2|^2$ on $N_2$. Note that the tendency to stabilize with increasing $\Gamma$ is to be expected for all coreless vortices $(\kappa, 0)$ and $(0, \kappa)$, where $0 \neq \kappa \in \mathbb{Z}$.

An interesting phenomenon is observed in the time evolution of the dynamically unstable $(2, 0)$ vortex, as illustrated in Fig. 2 for $\Gamma = 0.7$. Solving the corresponding Bogoliubov equations yields $\max_a \max_{q} \text{Im}(\omega_a^{(q)}/\omega_1) = 0.0903$, with the maximum occurring for $|l| = 2$. As expected from this result, the two-quantum vortex in component 1 first splits into two separated single-quantum vortices [Fig. 2(d)] that orbit the trap counterclockwise. Surprisingly, however, the split vortices subsequently merge back together, and the entire two-component state returns approximately to its initial form [Figs. 2(e) and 2(i)]. This process then repeats itself with a period of $\sim 77$ ms [Figs. 2(k)–2(t)]. A similar split-and-revival effect of a dynamically unstable multiquantum vortex was recently found for a three-quantum vortex in a three-dimensional single-component BEC [34].

Moving on to the $(2, 1)$ vortex, we present its dominant dynamical instabilities in the $\Gamma P$ parameter plane in Fig. 3. Repulsive intercomponent interactions ($\Gamma > 0$) are observed to
result mainly in $|\Gamma_{\text{dom}}| = 1$, albeit interspersed with small regions of either dynamical stability or $|\Gamma_{\text{dom}}| = 2$. Attractive intercomponent interactions, on the other hand, yield only regions of dynamical stability or $|\Gamma_{\text{dom}}| = 2$. The $(2,1)$ vortex is observed to be dynamically stable (but energetically unstable) for sufficiently strong intercomponent attraction and small polarization $P$, with the latter implying that the doubly quantized vortex resides in the minority component. This stabilization corroborates the findings of Ref. [53], where the axi-symmetric $(2,1)$ vortex was reported to become the ground state for $\Gamma \gtrsim -1$ and $P = 0$ with the addition of external rotation [106]. We have also carried out additional calculations indicating that the size of this stability region in the $\Gamma P$ plane tends to become larger with smaller $g_{\text{eff}}$, as suggested in Ref. [53].

A representative example of the $|\Gamma_{\text{dom}}| = 1$ decay of the $(2,1)$ vortex is shown in Fig. 4 for $\Gamma = 0.3$. As indicated by the density profiles in Figs. 4(a)–4(c) and 4(f)–4(h), the two-quantum vortex in component 1 and the single-quantum vortex in component 2 first move to opposite sides of the trap center, while simultaneously orbiting it in a counterclockwise direction with a time period of $\sim 9.9$ ms. Subsequently, the two-quantum vortex in component 1 splits into two single-quantum vortices [Figs. 4(d) and 4(e)]. In our composite-vortex notation, the decay process can thus be described as a two-step splitting process, namely, the splitting of a $(2,1)$ vortex into a $(2,0)$ vortex and a $(0,1)$ vortex followed by the splitting of the $(2,0)$ vortex into two $(1,0)$ vortices. Of these, the initial $(2,1)$ vortex is cored, while the rest are coreless. Comparison of the density profiles at $t = 171$ ms with those at $t = 192$ ms reveals that all the remaining vortices continue to orbit the trap center counterclockwise.

The behavior shown in Fig. 4 may be compared with Ref. [84], where dynamical instabilities with $|\Gamma_{\text{dom}}| = 1$ were found for $(0,1,2)$ vortices in three-component spinor BECs with antiferromagnetic spin–spin interactions. Those instabilities, however, were not associated with splitting of the vortices but with segregation of the different spin components.

Although the principal effect of the $|l| = 1$ instabilities in our two-component system is to split the composite vortex, the occurrence of $|\Gamma_{\text{dom}}| = 1$ only for $\Gamma > 0$ in Fig. 3 suggests that the segregation tendency due to repulsive intercomponent interactions plays a role in amplifying these $|l| = 1$ instabilities. Our results on single-quantum composite vortices (Appendix A) also support this inference.

The $|\Gamma_{\text{dom}}|$ diagram of the $(2,-1)$ vortex is fairly similar to that of the $(2,1)$ vortex in that they both contain regions of dynamical stability, regions of $|\Gamma_{\text{dom}}| = 1$, and regions of $|\Gamma_{\text{dom}}| = 2$. There are two main differences: (i) the $(2,-1)$ vortex can have $|\Gamma_{\text{dom}}| = 1$ for both $\Gamma < 0$ and $\Gamma > 0$, whereas for the $(2,1)$ vortex this value is exclusive to $\Gamma > 0$; (ii) the
(2, −1) vortex does not exhibit dynamical stability for \( \Gamma > 0 \). The stability diagrams of the (2, −1) vortex, along with a representative time series, can be found in Appendix B.2.

A common feature of the (2, 0) and (2, ±1) vortices is that their instabilities occur only for \(|l| = 1\) and 2. The (2, ±2) vortices, in contrast, may exhibit energetic and dynamical instabilities for \(|l| = 3\) as well. For the (2, 2) vortex, these are typically energetic instabilities with \( l = −3\), which develop into dynamical instabilities only in narrow regions of the \( \Gamma P \) space and are so weak that they are dominated by much stronger coexisting instabilities with \(|l| = 1\) or 2. Accordingly, the \(|l_{\text{dom}}|\) diagram of the (2, 2) vortex [Fig. 5(b)] exhibits only the values 1 and 2; note that the (2, 2) vortex is dynamically unstable for all values of \( \Gamma \) and \( P \). Figure 5(b) also indicates that the dominant dynamical instability of the (2, 2) vortex is provided exclusively by the \(|l| = 2\) modes for \( \Gamma \leq 0 \), whereas the region \( \Gamma > 0 \) corresponds predominantly to \(|l_{\text{dom}}| = 1\).

The stability diagrams of the (2, −2) vortex are shown in Fig. 6. For \( \Gamma < 0 \), we observe regions of dynamical instability with \(|l_{\text{dom}}| = 1\) and 2, as well as small regions where the (2, −2) vortex is dynamically stable (albeit energetically unstable). The region \( \Gamma \geq 0.4\), on the other hand, corresponds exclusively to the exotic instability mode \(|l_{\text{dom}}| = 3\), which does not occur for the two-quantum vortex in single-component BECs—more generally, a \( \kappa \)-quantum vortex in a harmonically trapped single-component BEC can only exhibit dynamical instabilities with \(|l| \leq |\kappa|\). Due to the prominence of \(|l_{\text{dom}}| = 1\) for \( \Gamma < 0 \), Fig. 6(b) does not fully corroborate the observation made in Ref. [78] that, for \((\kappa, −\kappa)\) vortices, \(|l_{\text{dom}}|\) tends to be even for \( \Gamma < 0 \) and odd for \( \Gamma > 0 \).

The full time evolution corresponding to the dominant \(|l| = 3\) instability of the (2, −2) vortex is illustrated for \( \Gamma = 0.8 \) in Fig. 7. During the first 18 ms of the evolution, the doubly charged vortex in each component splits into four single-quantum vortices in a threefold-symmetric pattern. In component 1, the three outward-moving vortices have the winding numbers are the opposite of these. In the composite-vortex notation, this translates to the splitting of the (2, −2) vortex into one \((-1, 1)\) vortex, three \((1, 0)\) vortices, and three \((0, −1)\) vortices; here the (2, −2) vortex and the \((-1, 1)\) vortex are cored, while the other six are coreless. Concurrently with their radial motion, the off-axis vortices orbit the center in a counterclockwise direction in component 1 and in a clockwise direction in component 2. At later times, the shapes of both the individual vortex cores and the overall condensate densities \(n_1\) and \(n_2\) become highly irregular [Figs. 7(e) and 7(j)].
IV. CONCLUSIONS

In summary, we have studied the dynamical instabilities and splitting of axisymmetric composite vortices in harmonically trapped two-component BECs using a two-dimensional GP model. Limiting the paper to singly and doubly quantized composite vortices in the miscible regime $g_{12}^2 < g_{11}g_{22}$, we formed the vortex stability diagrams in the two-dimensional parameter space consisting of the relative intercomponent interaction strength $\Gamma := g_{12}/\sqrt{g_{11}g_{22}}$ and the particle-number polarization $P := (N_1 - N_2)/(N_1 + N_2)$. To wit, for each winding-number pair $(k_1, k_2)$ and parameter point $(\Gamma, P)$, where $2 \geq k_1 \geq |k_2|$ and $\Gamma$ and $P$ take values from $-1$ to $1$, we solved the Bogoliubov equations to obtain the magnitude and multipolarity of the dominant dynamical instability of that stationary vortex state. The decay behaviors associated with different multipoles $|l_{\text{dom}}|$ were then demonstrated by solving the full time evolution for slightly perturbed versions of the stationary vortices from the time-dependent GP equations.

Several decay modes stemming from the multicomponent nature of the system, and thus absent for vortex states in scalar BECs, were discovered. The cored single-quantum composite vortices $(k_1, k_2) = (1, \pm 1)$ exhibited regions of dynamical instability with $|l_{\text{dom}}| = 1$: this is to be contrasted with the axisymmetric single-quantum vortex state in a scalar BEC, which is always dynamically stable. The decay of the unstable $(1, \pm 1)$ vortices was found to involve opposite displacements of the constituent vortex cores from the trap center and a significant reduction in the density overlap $\iint |\psi_1| |\psi_2| r \, dr \, d\phi$. Although such behavior suggests a connection between these dynamical instabilities and the phase-separation tendency associated with the intercomponent repulsion $(\Gamma > 0)$, we note that the $(1, -1)$ vortex had strong dynamical instabilities also for $\Gamma < 0$. The coreless $(1, 0)$ vortex turned out to be always dynamically stable.

The two-quantum composite vortices $(2, 0)$, $(2, \pm 1)$, and $(2, \pm 2)$ were found to exhibit splitting behavior that has no counterpart for the two-quantum vortex in a single-component BEC. The $|l_{\text{dom}}| = 1$ instabilities of the $(2, \pm 1)$ and $(2, \pm 2)$ vortices induced a two-step splitting process in which the constituent two-quantum vortices drifted away from the trap center before splitting individually; the $|l_{\text{dom}}| = 2$ instabilities, in contrast, resulted in the splitting of the vortices directly at the center. For the $(2, 0)$ and $(2, 2)$ vortices, we demonstrated a split-and-revival phenomenon, in which the vortex returned close to its initial form after splitting temporarily. For the $(2, -2)$ vortex, we observed a threefold-symmetric splitting pattern in which each doubly quantized vortex split into three singly quantized vortices of like sign and one of unlike sign. We showed that this splitting instability, which was discovered in Ref. [78] and attributed to superfluid–superfluid counterflow [107–109], dominates over other instabilities of the $(2, -2)$ vortex in a large region of the $\Gamma P$ space. The threefold splitting pattern, which does not occur for the single-component two-quantum vortex, should therefore be amenable to experimental verification as long as the $(2, -2)$ vortex can be realized. This should be achievable by applying the topological phase engineering technique [35–38, 110–113] to a two-component BEC composed of two hyperfine spin states with opposite values of $g_F m_F$, where $g_F$ is the Landé factor. In addition, more highly charged counter-rotating vortex states $(\kappa, -\kappa)$, where $\kappa$ is an even number $\geq 4$, could potentially be created by applying the vortex pump [32, 114–118] to such a condensate.

Besides increasing $\max |\kappa| > 2$ to reveal further splitting patterns [119], there are several other ways to extend this paper. Incorporating the immiscible regime $\Gamma > 1$ and the associated nonaxisymmetric stationary vortex states would present an opportunity to investigate the interplay between vortex dynamics, phase separation [121–123], and fluid
interface instabilities [124–126]. Generalization to three dimensions would enable us to study the splitting-induced intertwining of vortices [23, 25, 26] as well as the dynamics of composite defects consisting of vortex lines and interfaces [127–130]. It would also be interesting to examine finite-temperature effects, given that the presence of the thermal component is predicted to stabilize an axisymmetric vortex energetically [131–133].

Finally, as a cautionary remark, we note that the mean-field GP equations (1) may not provide a complete picture of the two-component BEC in the vicinity of the critical value $\Gamma = -1$, where they predict the condensate mixture to collapse. The concern here is that the first beyond-mean-field correction to the energy, the so-called Lee–Huang–Yang (LHY) term [134, 135], may no longer be negligible in this regime. In fact, recent theoretical [136, 137] and experimental [75, 76] works have demonstrated that the LHY correction can stabilize the two-component BEC against the collapse and lead to the formation of self-bound quantum droplets for $\Gamma < -1$. Although the incorporation of the LHY term into the two-component model would likely alter the features next to $\Gamma = -1$ in some of the vortex stability diagrams, it would not change our present conclusions, all of which have been drawn independently of the behavior near this $\Gamma$ value. For an account of the stability of self-bound composite vortices for $\Gamma < -1$, we refer to the recent work of Kartashov, Malomed, Tarruell, and Torner [138].
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Appendix A: Decay of (1, ±1) vortices

This appendix presents the stability diagrams and representative decay dynamics of (1, 1) and (1, -1) vortices. The main observations from these calculations were outlined in Sec. III A. We omit the data for the (1, 0) vortex, because this state is always dynamically stable in our parameter set $S_1$.

1. (1, 1) vortex

The stability diagrams of the (1, 1) vortex are shown in Fig. 8. The vortex state is observed to be dynamically unstable with $|\delta_{dom}| = 1$ over most of the region $\Gamma > 0$, whereas for $\Gamma \leq 0$ it is only energetically unstable.

Figure 9. Time evolution of a slightly perturbed (1, 1) vortex for $\Gamma = 0.6$, with the values of other parameters taken from set $S_2$. Panels (a)–(e) show the number density $n_1$ of atoms in component 1 at the indicated time instants, while panels (f)–(j) are for the number density $n_2$ of atoms in component 2. The colorbar scale is in units of $a_{osc}^{-1}$, where $a_{osc} = 1.94 \mu m$. The corresponding stationary state has $\max_{\omega} \Im(\omega_1^0/\omega_1) = 0.231$ and $|\delta_{dom}| = 1$. For a video of this evolution, see Supplemental Material [104].

To investigate the decay dynamics associated with the $|\delta_{dom}| = 1$ stripes in Fig. 8, we first consider the case $\Gamma = 0.6$, which in set $S_2$ corresponds to $a_{12} = 58.7 a_B$. The time evolution of this vortex state after a small perturbation is illustrated in Fig. 9. The instability is observed to correspond to dynamics where the vortices are displaced in opposite directions from the trap center. Both vortices orbit the center counterclockwise, and the separation between them is found to oscillate with a period of $\sim 25$ ms. This oscillatory behavior is to be contrasted with the case shown in Fig. 10, where $\Gamma = 0.3$. In the latter case, the separation of the two vortex cores remains constant for $t \geq 69$ ms; in other words, the vortex pair is observed to rotate as a rigid body after their initial separation stage.

Figure 10. Time evolution of a slightly perturbed (1, 1) vortex for $\Gamma = 0.3$, with the values of other parameters taken from set $S_2$. Panels (a)–(e) show the number density $n_1$ of atoms in component 1 at the indicated time instants, while panels (f)–(j) are for the number density $n_2$ of atoms in component 2. The colorbar scale is in units of $a_{osc}^{-1}$, where $a_{osc} = 1.94 \mu m$. The corresponding stationary state has $\max_{\omega} \Im(\omega_1^0/\omega_1) = 0.240$ and $|\delta_{dom}| = 1$. For a video of this evolution, see Supplemental Material [104].
2. (1, −1) vortex

Figure 11 presents the stability diagrams of the singly quantized counter-rotating vortex, i.e., the (1, −1) vortex. The region corresponding to \(|l_{\text{dom}}| = 1\) covers most of the \(\Gamma P\) space. Interestingly, small regions of energetic stability exist for \(\Gamma < 0\); it should be noted that this local energetic stability does not mean that the (1, −1) vortex has lower total energy than the vortex-free state, which remains the only globally stable solution of Eqs. (3).

The typical decay of the (1, −1) vortex is illustrated in Fig. 12 for \(\Gamma = 0.5\), which corresponds to \(a_{12} = 48.9 a_b\) in set \(S_2\). Inspection of Fig. 12 and the associated video [104] reveals that, from \(t \approx 48\) ms onward, the two oppositely charged vortices drift away from the trap center and begin to orbit it in opposite directions: counterclockwise in component 1 and clockwise in component 2.

It is interesting to note that Britka, Gammal, and Malomed [82] studied the stability of the (1, −1) vortex in the case of attractive intracomponent interactions \((g_{11} = g_{22} < 0)\) and found dynamical instabilities for values of \(|l|\) from 1 up to 4, as well as regions of dynamical stability (energetic stability was not examined). The higher-symmetry instability modes, which have \(|l| \geq 2\) and are absent in our self-repulsive system, were different from the \(|l| = 1\) mode in that they did not lead to appreciable motion of the vortex cores, but to partitioning of the surrounding condensates.

Appendix B: Decay of (2, ±1) and (2, ±2) vortices

This appendix provides additional numerical results on the dynamical instabilities and splitting of two-quantum composite vortices, complementary to the main findings already discussed in Sec. III B.

1. (2, 1) vortex

For the (2, 1) vortex, we plot the imaginary parts of the excitation frequencies as a function of \(a_{12}\) in Fig. 13. From the figure, we can infer that the vortex is dynamically unstable in the entire range shown, \(-20 a_b \leq a_{12} \leq 100 a_b\), since there are excitation frequencies with positive imaginary parts at all values of \(a_{12}\). In terms of the dimensionless interaction parameter \(\Gamma\), this range of \(a_{12}\) corresponds to \(-0.2 \leq \Gamma \leq 1.0\). For \(\Gamma \geq 0.13\), the dynamical instability arises predominantly from excitations with \(|l| = 1\) and results in the dynamics illustrated in Fig. 4 and discussed in Sec. III B.
Figure 13. Positive imaginary parts of the excitation frequencies as a function of the intercomponent scattering length $a_{12}$ for the (2, 1) vortex in set $S_2$.

On the other hand, for $\Gamma \leq 0.13$ the dominant contribution to the instability comes from the $|l| = 2$ modes. We illustrate this regime in Fig. 14 with the case $\Gamma = -0.1$, i.e., $a_{12} = -9.8 a_B$. At $t \approx 220$ ms, the doubly charged vortex in component 1 splits into two singly charged vortices, which orbit the trap center in a counterclockwise direction. Contrary to the $|l| = 1$ dynamics in Fig. 4, the doubly charged vortex is not expelled from the center before it splits; the singly charged vortex in component 2 also remains at the center throughout the evolution [Figs. 14(f)–14(j)]. In the composite-vortex notation, the process shown in Fig. 14 can be expressed as the splitting of the (2, 1) vortex into two (1, 0) vortices and one (0, 1) vortex.

Figure 14. Time evolution of a slightly perturbed (2, 1) vortex for $\Gamma = -0.1$, with the values of other parameters taken from set $S_2$. Panels (a)–(e) show the number density $n_1$ of atoms in component 1 at the indicated time instants, while panels (f)–(j) are for the number density $n_2$ of atoms in component 2. The colorbar scale is in units of $a_{osc}$, where $a_{osc} = 1.94 \mu m$. The corresponding stationary state has max$_{l} \text{Im}(\omega^{(1)}_{l})/\omega_{1} = 0.0552$ and $|l_{\text{dom}}| = 2$. For a video of this evolution, see Supplemental Material [104].

Figure 15. (a) Maximum imaginary part of the excitation frequencies $|\omega^{(1)}_{l}|$ of the stationary (2, −1) vortex as a function of the relative intercomponent interaction strength $\Gamma = g_{12}/\sqrt{g_{11}g_{22}}$ and the particle-number polarization $P = (N_1 - N_2)/(N_1 + N_2)$. The colorbar scale is in units of $\omega_1$. (b) The angular-momentum quantum number $l$ that provides the dominant dynamical instability. All states classified as dynamically stable in panel (b) are energetically unstable. The values of the other parameters of the model are taken from set $S_1$, as detailed in the caption of Fig. 1.

2. (2, −1) vortex

The stability diagrams of the (2, −1) vortex are presented in Fig. 15. As in the case of the other counter-rotating vortex states (Figs. 6 and 11), the region $\Gamma < 0$ corresponds primarily to $|l_{\text{dom}}| = 1$, with small stability regions appearing close to the single-component limits $P = \pm 1$. The region $\Gamma > 0$ does not show dynamical stability.

In Fig. 16, we illustrate the decay of the (2, −1) vortex with the case $\Gamma = 0.7$, which corresponds to $a_{12} = 69 a_B$. For this state, the excitation with the largest imaginary part (0.437 $\omega_1$) is obtained for $|l| = 2$. This leads to decay dynamics in which the doubly charged vortex in component 1 splits into...
two singly charged coreless vortices, as shown in Fig. 16(b). These singly charged vortices then orbit the trap center in a counterclockwise direction. During this splitting process, the singly charged antivortex in component 2 remains at the center until \( t = 43 \) ms, and the orbiting vortex becomes strongly elongated [Figs. 16(j) and 16(p)]; the phase field \( \arg(\Psi_2) \) becomes similar to that of a dark soliton, exhibiting a phase jump of \( \pi \) across the elongated core while being approximately uniform within each of the two peaks in \( n_2 \). In this sense, the structure is reminiscent of the solitonic vortices occurring in elongated single-component BECs [139–142] and superfluid Fermi gases [143].

3. (2, 2) vortex

Figure 17 shows the positive imaginary parts of the excitation frequencies as a function of \( a_{12} \) for the (2, 2) vortex in set \( S_2 \). For \( \Gamma \geq 0.1 \), \( |l_{\text{dom}}| = 1 \), whereas \( |l_{\text{dom}}| = 2 \) for \( \Gamma \leq 0.1 \) (i.e., for \( a_{12} \leq 10 a_B \)). There are also narrow windows of dynamical stability for \( 0.6 \leq \Gamma \leq 0.7 \) and \( 0.9 \leq \Gamma \leq 1 \).

To illustrate the dynamics associated with \( |l_{\text{dom}}| = 1 \), Fig. 18 shows the decay of the (2, 2) vortex for \( \Gamma = 0.5 \), i.e., \( a_{12} = 48.9 a_B \). At \( t \approx 61 \) ms, the two doubly quantized vortices move to opposite sides of the trap center while orbiting it counterclockwise. Then, at \( t \approx 80 \) ms, each of them splits into two singly quantized vortices that continue the counterclockwise motion around the trap. In the composite-vortex notation, we can describe these events by the reaction sequence 

\[
(2, 2) \to (2, 0) + (0, 2) \to 2 \times (1, 0) + 2 \times (0, 1)
\]

The regime corresponding to \( |l_{\text{dom}}| = 2 \) is illustrated by the case \( \Gamma = 0.1 \), i.e., \( a_{12} = 9.8 a_B \). The associated time evolution is presented in Fig. 19. In contrast to the case \( |l_{\text{dom}}| = 1 \), both two-quantum vortices remain at the trap center until they each split at \( t \approx 130 \) ms. Subsequently, the resulting single-quantum vortices merge back together [Figs. 19(d) and 19(i)], and the system begins to exhibit split-and-revival behavior in resemblance to that shown in Fig. 2.
Figure 19. Time evolution of a slightly perturbed $(2,2)$ vortex for $\Gamma = -0.1$, with the values of other parameters taken from set $S_2$. Panels (a)–(e) and (k)–(o) show the number density $n_1$ of atoms in component 1 at the indicated time instances, while panels (f)–(j) and (p)–(t) are for the number density $n_2$ of atoms in component 2. The colorbar scale is in units of $\alpha_{osc}^{-2}$, where $\alpha_{osc} = 1.94\mu m$. The corresponding stationary state has $\max_{\omega}\Im(\omega_{q}/\omega_1) = 0.100$ and $|l_{q,\text{cm}}| = 2$. For a video of this evolution, see Supplemental Material [104].

Figure 20 displays the positive imaginary parts of the excitation frequencies as a function of $a_{12}$ for the $(2, -2)$ vortex in set $S_2$.

4. $(2, -2)$ vortex

Figure 20 displays the positive imaginary parts of the excitation frequencies as a function of $a_{12}$ for the $(2, -2)$ vortex in set $S_2$. As discussed in conjunction with Fig. 6, for sufficiently strong intercomponent repulsion the dominant contribution to the dynamical instability comes from excitations with $|l| = 3$; they produce the threefold splitting pattern illustrated in Fig. 7. Importantly, in view of the experimental verifiability of the threefold splitting, Fig. 20 reveals the $|l| = 3$ peak to be much taller than the coexisting $|l| = 1$ and $2$ peaks.
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