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Abstract

Autoregressive generative models are commonly used, especially for those tasks involving sequential data. They have, however, been plagued by a slew of inherent flaws due to the intrinsic characteristics of chain-style conditional modeling (e.g., exposure bias or lack of long-range coherence), severely limiting their ability to model distributions properly. In this paper, we propose a unique method termed E-ARM for training autoregressive generative models that takes advantage of a well-designed energy-based learning objective. By leveraging the extra degree of freedom of the softmax operation, we are allowed to make the autoregressive model itself be an energy-based model for measuring the likelihood of input without introducing any extra parameters. Furthermore, we show that E-ARM can be trained efficiently and is capable of alleviating the exposure bias problem and increase temporal coherence for autoregressive generative models. Extensive empirical results, covering benchmarks like language modeling, neural machine translation, and image generation, demonstrate the effectiveness of the proposed approach.

1. Introduction

By factorizing the joint distribution into the product of a series of conditional distributions, autoregressive generative models (abbr. ARGMs) (Vaswani et al., 2017; Dai et al., 2019; van den Oord et al., 2016a;b; Salimans et al., 2017; Chen et al., 2018) simplify the difficult challenge of modeling high-dimensional joint distributions. They can be trained efficiently via maximum likelihood and generate samples of exceptional quality, making this technique popular for modeling distributions, especially for sequential data. Nonetheless, despite their potency and flexibility, ARGMs still have inherent weaknesses due to the intrinsic characteristics of chain-style conditional modeling. For example, ARGMs usually suffer from a discrepancy of the input context distributions between the training and inference stages, which causes consequent error propagation (i.e., Exposure Bias (Ranzato et al., 2016; Bengio et al., 2015)). Besides, due to the nature of greedy selection of beam search approximations, the decoded results from ARGMs may also lack in long-range coherence. We consider one approach by which ARGMs could be adapted to reduce these concerns.

Earlier work, both heuristic and theoretical, has already been proposed with those goals. For instance, the exposure bias problem of ARGMs can be alleviated to some extent with scheduled sampling (Bengio et al., 2015; Mihaylova & Martins, 2019), by mixing input contexts from both real data and autoregressive generation, during the training stage. However, this scheme suffers from an over-correcting problem (Zhang et al., 2019). In addition, at the inference stage, beam search makes it possible to choose more diverse candidates, improving the quality of generated sequences. Nevertheless, this results in only marginal improvements in temporal coherence, since ARGMs can only leverage previous decoded contexts without consideration of the whole sequence information. Moreover, setting aside the difficulty in training them, energy-based models (EBMs) have demonstrated their effectiveness in modeling high-dimensional distributions in a variety of machine learning applications (Zhao et al., 2017; Arbel et al., 2021; Gao et al., 2021), without requiring the transformation of the target distribution into a product of conditional distributions. As a result, several studies (Deng et al., 2020; Bakhtin et al., 2021; Durkan & Nash, 2019) attempt to combine EBMs with ARGMs, expecting to benefit from the strengths of both approaches. However, though some positive results were obtained, the existing works preferred a two-stage optimization, which first obtains a well-trained ARG and then trains an additional EBM based on it. Such an optimization strategy does not enable ARGMs itself to benefit from the properties of EBM in modeling the joint distribution in a temporally more coherent way, and requires more training parameters to estimate energy scores, burdening the...
intricacy of the learning task.

In this paper, we present a novel design, which seamlessly integrates Energy-based models into AutoRegressive Models (E-ARM) by utilizing the extra degree of freedom within the model’s final softmax layer. We will show that in this way the ARG can be trained using an energy-based learning objective, which allows the ARG to not only avoid those intrinsic concerns, such as exposure bias, with the help of energy-based models as former work did (Deng et al., 2020; Bakhtin et al., 2021), but also be free of increasing the learning model’s complexity. This property makes our E-ARM rather easy to be applied on the training process of any autoregressive generative model for any specific task, as no structural changes are required.

Besides, we follows the predominant approach for training explicit density(mass) generative models to minimize the KL divergence between the (empirical) data distribution and model distribution, which gives rise to the gradient-based contrastive divergence methods (Hinton, 2002; Kim & Bengio, 2016) for energy-based models. Typically, these methods require an Markov Chain Monte Carlo (MCMC) process to sample data from the EBM for the “negative phase” gradient estimation, which is extremely time-consuming and, meanwhile, inapplicable for discrete data, such as text. To solve this, we present a way to estimate those “negative phase” gradients through those samples generated with the network’s autoregressive view instead of the EBM view, which allows us to sidestep the usage of MCMCs, thus making the training both feasible and efficient.

Intuitively, the exposure bias in ARGMs is caused by the fact that the model is trained on real data rather than data generated by the model. On the other hand, in the EBM’s optimization process for modeling joint densities, the negative phase of contrastive divergence methods (Hinton, 2002; Kim & Bengio, 2016) requires sampling data from the EBM itself. Along with the fact that our method combines the EBM and the ARG seamlessly as a whole, E-ARM can reduce the discrepancy between input data of the training and inference stage, which mitigates the exposure bias problem of the ARG. On top of it, unlike ARGMs, which factor the joint distribution into a product of conditional distributions, EBMs are able to model the joint distribution directly and score each input at the sequence level instead of at the token level, which makes them capable of modeling long-range coherence.

In summary, the following contributions are made with this paper: i) We introduce a novel scheme, E-ARM, to integrate the EBM view into autoregressive generative models seamlessly; ii) we attempt to reduce the intrinsic problems of autoregressive models, such as exposure bias and weak temporal coherence, by optimizing an energy-based learning objective, which uses samples autoregressively generated; iii) We demonstrate how to efficiently optimize our model constructed from a single network, using the contrastive divergence method without MCMC; iv) In a number of applications, such as language modeling, neural machine translation, our model can achieve better results in comparison with relevant baselines.

2. Background

2.1. Energy-Based Models

Let $P_d$ and $P_\theta$ denote the data distribution and the model distribution with density(mass) functions $p_d$ and $p_\theta$ with respect to a base measure $dx$ on sample space $\mathcal{X} \subset \mathbb{R}^m$ respectively. Energy-based models (LeCun et al., 2006) are interested in learning an unnormalized energy function $E_\theta(x)$ that defines the density(mass) function $p_\theta(x)$ of the model distribution $P_\theta$,

$$p_\theta(x) = \frac{\exp(-E_\theta(x))}{Z_\theta},$$

(1)

where $E_\theta : \mathcal{X} \to \mathbb{R}$ denotes an energy function which aims to map a data sample to an energy scalar, and $Z_\theta = \sum_x \exp(-E_\theta(x))$ denotes the normalizing constant, also known as the partition function. Any function can be used as an energy function to represent an EBM as long as it can generate a single scalar given some input $x$ and the normalizing constant is finite.

Contrastive divergence algorithms are commonly used to optimize EBMs (Hinton, 2002; Kim & Bengio, 2016; Grathwohl et al., 2020) via maximum log-likelihood. Correspondingly, the gradient of the log-likelihood, which needs to be maximized, with respect to $\theta$ can be expressed as

$$\mathbb{E}_{p_d(x)} \left[ \nabla_{\theta} \log p_\theta(x) \right] = \mathbb{E}_{p_d(x)} \left[ \nabla_{\theta} E_\theta(x) \right] - \mathbb{E}_{p_d(x)} \left[ \nabla_{\theta} E_\theta(x) \right].$$

(2)

The first term in the right hand side of Eq.2 is usually called “negative phase” term while the second term is called “positive phase” term. In general, it is non-trivial to sample from an EBM, which usually requires MCMC methods (Hinton, 2002; Welling & Teh, 2011). Stochastic Gradient Langevin Dynamics (Welling & Teh, 2011) is the most common MCMC algorithm in continuous state spaces. However, they are exceedingly time-consuming and not applicable when the input is discrete like in text applications.

2.2. Modeling Distributions Autoregressively

Autoregressive generative models can decompose any joint distribution into a product of conditional distributions using

\begin{equation}
\text{Without constraining the parametrization of } E_\theta, \text{ this can be achieved by bounding the region of space in which } x \text{ takes its allowed values.}
\end{equation}
the product rule of probability by ordering those random variables within the joint distribution and characterizing each random variable given all variables preceding it in that order. Formally, we use \( x_{<k} \) to denote the random vector covering all random variables before the time step \( k \) and \( x_k \) denote the random variable at time step \( k \). Then we have

\[
p(x) = \prod_{k=1}^{K} p(x_k|x_{<k}).
\]  

(3)

In recent years, remarkable accomplishments in numerous areas has been achieved by modeling distributions autoregressively (Vaswani et al., 2017; Radford et al., 2019; van den Oord et al., 2016c;b; Salimans et al., 2017), thanks to its ability to avoid the challenging problem of modeling joint high-dimensional distributions directly. In this paper, we primarily focus on autoregressive language models, but we also conduct experiments on image generation to validate the generality of our method.

2.3. Exposure Bias and Incoherence Problems in Autoregressive Models

In the discussion about the defects of sequential autoregressive generative models, the exposure bias problem (Bengio et al., 2015; Ranzato et al., 2016) is an important issue, which greatly affects the model’s deployment performance. During the training stage, the autoregressive model is always conditioned on ground truth token sequences. During the inference stage, however, the model has to rely on its own previously generated tokens to predict the next token, when the model is deployed. If an incorrect token is selected, this error can be amplified in following steps because the next prediction will be made using an unusual input (one unlike those in the training set). Besides, out of the consideration of efficiency, autoregressive decoding usually selects the most probable token at each time step, given the ones previously selected. Such a scheme assumes the largest joint probability of the whole sequence can be achieved by separately choosing the most probable next token (given its previous context) over all time steps, which is only the local optimum. Correspondingly, the chosen sequence can not always be the model’s optimum result.

3. Methodology

For a long time, as a result of compromises for improving training stability and efficiency (e.g., modeling a joint distribution by decomposing it and using a teacher-forcing training strategy), conventional autoregressive generative models have suffered from flaws such as the exposure bias and the lack of long-range coherence. To tackle these issues, we attempt to seamlessly integrate Energy-based models into Autoregressive Models (E-ARM), and train ARGMs with an energy-based learning objective.

Formally, given a distribution \( P_{\theta}(x_k, x_{<k}) \) of length \( k \) sequences with density(mass) function \( p(x_k, x_{<k}) \) on data space \( \mathcal{X}^k \), we first introduce a parametric autoregressive model \( Q_{\theta} \) with a density(mass) function \( q_{\theta}(x_k, x_{<k}) = \prod_{l=1}^{k} q_{\theta}(x_l|x_{<l}) \) with parameter \( \theta \). Then, we define the energy-based autoregressive model \( P_{\psi}(x_k, x_{<k}) \), which is a product of the autoregressive model and an EBM adhered within it, with density function \( p_{\theta}(x_k, x_{<k}) \),

\[
p_{\theta}(x_k, x_{<k}) = q_{\theta}(x_{<k}) \cdot \frac{e^{-\phi_{\theta}(x_k, x_{<k})}}{Z_\theta},
\]

where \( Z_\theta \) is the normalization term and equals to \( \mathbb{E}_{x_{<k} \sim Q_{\theta}(x_{<k})} [\sum_{x_k} e^{-\phi_{\theta}(x_k, x_{<k})}] \), the energy function \( \phi_{\theta}(x_k, x_{<k}) \) is defined as the negative of \( x_k \)'s corresponding component of network’s output logits given the input context \( x_{<k} = (x_1, x_2, \ldots, x_{k-1}) \) (e.g., given a sequence “This is Friday,” and assuming the corresponding index of the token “Friday” in the vocabulary is \( i \), then the value of \( -\phi_{\theta}(“Friday”, “This is”) \) is the \( i \)-th component of the output logit, namely, the input tensor of the final softmax layer).

One rationale behind such a design is out of the extra degree of freedom concealed inside the softmax operation. Specifically, a \( M \)-way softmax operation is a transformation \( S : \mathbb{R}^M \rightarrow \mathbb{R}^M \), which can convert an unnormalized vector into a normalized vector with 1 as the sum of all elements.

\[
S([z_1, \ldots, z_M]) = [\frac{e^{z_1}}{\sum_{i=1}^{M} e^{z_i}}, \ldots, \frac{e^{z_M}}{\sum_{i=1}^{M} e^{z_i}}],
\]

where \( z_i \in \mathbb{R} \). It’s easy to observe that the softmax operation is unaffected by the input vector’s overall magnitude, that is, \( S([z_1, \ldots, z_M]+C), C \in \mathbb{R} \), indicating an extra degree of freedom which can be used for modeling energy.

Our primary goal is to make the parametric distribution \( P_{\theta}(x_k, x_{<k}) \) approach the real data distribution \( P_{\psi}(x_k, x_{<k}) \) as close as possible at any time step \( k \leq K \) such that we can perform downstream inferences (e.g., density evaluation and sampling) via \( P_{\theta} \). This can be achieved by minimizing the Kullback-Leibler (KL) divergence between the distributions with respect to all time steps of a sequence,

\[
\min_\theta \sum_{k=1}^{K} \lambda_k D_{KL}(P_{\theta}(x_k, x_{<k})||P_{\theta}(x_k, x_{<k})),
\]

where \( \lambda_k \) adjusts the weights of objectives with respect to different time steps, though we found that just setting all \( \lambda_k \) equal to each other could work well. We resort to contrastive divergence methods (Hinton et al., 1995; Kim & Bengio, 2016) to minimize the objective 6 by descending
the gradient w.r.t. \( \theta \) according to Eq. 2 for all time steps. For a specific time step \( k \), we have the gradient \( G^k(\theta) \)

\[
G_k^k(\theta) = \nabla_{\theta} \theta \mathbb{E}_{x_k, x_{<k} \sim P_\theta(x_k, x_{<k})} \left[ \nabla_x \mathbb{E}_\theta(x_k, x_{<k}) \right],
\]

(7)

\[
G_k^p(\theta) = \nabla_{\theta} \theta \mathbb{E}_{x_k, x_{<k} \sim P_\theta(x_k, x_{<k})} \left[ \nabla_x \mathbb{E}_\theta(x_k, x_{<k}) \right],
\]

(8)

\[
G_k^l(\theta) = \nabla_{\theta} \theta \mathbb{E}_{x_k, x_{<k} \sim P_\theta(x_k, x_{<k})} \left[ \nabla_x \mathbb{E}_\theta(x_k, x_{<k}) \right],
\]

(9)

where \( \mathbb{E}_\theta(x_k, x_{<k}) = \phi_\theta(x_k, x_{<k}) - \log q_\theta(x_{<k}) \). Optimization via Eq. 7 involves sampling data from the model distribution \( P_\theta \) and can thus lead to the discovery of non-data-like samples, whose likelihood is then explicitly reduced as the corresponding entropy increasing during the training. E-ARM is therefore not plagued by the exposure bias problem naturally. Besides, because we model the joint distribution at each time step throughout the training process, E-ARM can assess the entire sequence as a whole and generate more coherent data using energy sampling (Deng et al., 2020).

4. Optimization

The key obstacle of optimizing the objective 6 via contrastive divergence methods is sampling data from the model distribution \( P_\theta \) for estimating the “negative phase” gradient \( G^c_k(\theta) \) since we can only access the estimated density(mass) function \( p_\theta \). The common MCMC algorithms are not desirable for generating “negative” samples because they are rather time-consuming, and not applicable for discrete data such as text. In order to make the optimization process both efficient and feasible, we propose a unique way to conduct the optimization by means of importance sampling technique (Horvitz & Thompson, 1952). To be specific, by replacing \( \mathbb{E}_\theta(x_k, x_{<k}) \) with the specific form \( \phi_\theta(x_k, x_{<k}) - \log q_\theta(x_{<k}) \) in Eq.8, the “positive phase” gradient \( G^p_k(\theta) \) with respect to parameter \( \theta \) can be written into

\[
G^p_k(\theta) = \mathbb{E}_{P_\theta} \left[ \nabla_x \phi_\theta(x_k, x_{<k}) - \nabla_x \log q_\theta(x_{<k}) \right],
\]

(10)

and similarly, we can get the “negative phase” gradient

\[
G^c_k(\theta) = \mathbb{E}_{P_\theta} \left[ \nabla_x \phi_\theta(x_k, x_{<k}) - \nabla_x \log q_\theta(x_{<k}) \right].
\]

(11)

We can observe that the term \( \mathbb{E}_{P_\theta} \left[ -\nabla_x \log q_\theta(x_{<k}) \right] \) of \( G^c_k(\theta) \) in Eq. 10 is equivalent to the negative gradient of likelihood \( q_\theta(x_{<k}) \)’s logarithm, which is exactly the objective of maximizing the autoregressive generative model \( Q_\theta \)’s log-likelihood, and can be easily taken care of via cross entropy loss. Besides, because carrying out sample estimation of the expectation over the data distribution \( P_\theta \) is viable, and the score \( \phi_\theta(x_k, x_{<k}) \) can be acquired by simply accessing the output logit of ARGM (according to the definition of \( \phi_\theta \) in Sec. 3), the “positive phase” gradient \( G^p_k(\theta) \) can likewise be readily estimated.

The negative phase gradient estimation, on the other hand, is more involved. In Eq. 11, sampling data from \( P_\theta \) is required for estimating the expectation \( \mathbb{E}_{P_\theta} \), whereas \( P_\theta \) is the introduced energy-based autoregressive model, which is an explicit autoregressive generative model and we can only access its modeled density(mass) function \( p_\theta \). However, inspired by the idea of importance sampling, we substitute the troublesome estimation of the expectation over distribution \( P_\theta \) with the expectation over distribution \( Q_\theta \), which is the underlying autoregressive model that can generate samples considerably easier, in practice. Accordingly, the “negative phase” gradient \( G^c_k(\theta) \) estimated from the autoregressive model \( Q_\theta \) in Sec. 3, the “negative phase” gradient \( G^c_k(\theta) \) can be written into

\[
G^c_k(\theta) = \mathbb{E}_{Q_\theta(x_k, x_{<k})} \left[ w(x_{<k}) \nabla_x \phi_\theta(x_k, x_{<k}) \right]
\]

\[
-\mathbb{E}_{Q_\theta(x_{<k})} \left[ w(x_{<k}) \nabla_x \log q_\theta(x_{<k}) \right],
\]

(12)

where

\[
w(x_{<k}) = \frac{\sum_{x_k} e^{-\phi_\theta(x_k, x_{<k})}}{\mathbb{E}_{x_{<k} \sim Q_\theta(x_{<k})} \sum_{x_k} e^{-\phi_\theta(x_k, x_{<k})}}.
\]

(13)

According to Eq.12, all the estimated expectations only need sampling from the autoregressive model \( Q_\theta \) rather than the distribution \( P_\theta \), and the reweighting weight \( w \) in Eq. 13 does not involve expectation computation over distribution \( P_\theta \) either. Generally speaking, producing data from an autoregressive model is a simple ancestral sampling process and naturally suitable for discrete data, as compared with sampling straight from an explicit generative density(mass) estimator, which needs MCMC approaches (Durkan & Nash, 2019). Besides, the term \( \mathbb{E}_{x_{<k} \sim Q_\theta(x_{<k})} \left[ w(x_{<k}) \nabla_x \log q_\theta(x_{<k}) \right] \) in Eq. 12 can be regarded as a re-weighted gradient of \( Q_\theta \)’s information entropy with respect to \( \theta \). This term can be optimized similarly to the teacher-forcing training of autoregressive model with the “teacher” sequence generated autoregressively by the model itself. Actually, the scheduled sampling methods (Bengio et al., 2015; Ranzato et al., 2016; Mihaiova & Martins, 2019) are similar to this term but without the re-weighting factor. Moreover, the reweighting weight \( w \) of Eq. 13 can be further refined (see the derivation in Appendix B) and we can observe that

\[
w(x_{<k}) = \frac{\mu(x_{<k})}{\mathbb{E}_{x'_{<k}} \mu(x'_{<k})},
\]

(14)

where \( \mu(x_{<k}) = \frac{p_\theta(x_{<k})}{q_\theta(x_{<k})} \), indicating the possibility of which distribution \( (P_\theta \text{ or } Q_\theta) \) the input context \( x_{<k} \) is most
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likely to come from. Correspondingly, \( w(x_{<k}) \) reflects the context \( x_{<k} \)’s relative magnitude of \( \mu(x_{<k}) \) compared with the average among all potential contexts—the larger the value of \( w(x_{<k}) \), the more likely the context \( x_{<k} \) in the data space coming from \( P_0 \), which is modeled by the product of autoregressive models and EBMs. During training, those input sequences with contexts more likely from \( P_0 \) than \( Q_0 \) will be assigned larger weights \( w \) while others will be assigned smaller weights \( w \). A precise sample estimate of the denominator of \( w \) is important; otherwise, the gradient estimate \( G^k(\theta) \) will be biased. Fortunately, the bias can be reduced by replacing the estimate by an exponential moving average as MINE (Belghazi et al.) did. For small learning rates, this improved gradient estimation can be made to have arbitrarily small bias.

Ultimately, combining Eq. 10 and Eq. 12, at each time step \( k \), we can optimize \( P_0(x_k, x_{<k}) \) via descending the estimated gradient of \( \theta \) as follows,

\[
G^k(\theta) = \left( -\mathbb{E}_{x_{<k} \sim P_d(x_{<k})} \left[ \nabla_\theta \log q_\theta(x_{<k}) \right] + \mathbb{E}_{x_{<k} \sim P_d(x_{<k})} \left[ \nabla_\theta q_\theta(x_k, x_{<k}) \right] \right) \cdot \left( 1 - \mathbb{E}_{x_{<k} \sim Q_0(x_{<k})} \left[ \nabla_\theta \log q_\theta(x_{<k}) \right] + \mathbb{E}_{x_{<k} \sim Q_0(x_{<k})} \left[ \nabla_\theta q_\theta(x_k, x_{<k}) \right] \right).
\]

(15)

Eq. 15 is a rather symmetric form that can be easily estimated by using “positive” samples from the given dataset distribution \( P_d \) and “negative” samples from the base autoregressive model \( Q_0 \).

In general, E-ARM can be viewed as a new training method for autoregressive models, which regards the ARGM as an EBM and can be optimized by a modified contrastive divergence method. The modeling of the joint distribution \( P_d(x_k, x_{<k}) \) instead of the conditional one at each time step \( k \) ensures the autoregressive network stays close to the real distribution \( P_d \) while avoiding those problems such as exposure bias and the lack of long-range coherence. However, in practice, training the model from scratch with the energy-based learning objective using gradients descending through Eq.15 alone can not work well. The reason is that at the initial stage of the training process, what we have is just a randomly initialized autoregressive network which outputs sequences with random values given any context. This indicates disjoint supports between the real sequence’s distribution \( P_d \) and distribution \( P_0 \) modeled by E-ARM. If we only use the energy-based learning objective derived according to contrastive divergence methods, the gradient of log-likelihood \( \mathbb{E}_{P_d(x)} [\nabla_\theta \log q_\theta(x)] \) would be nearly zero due to disjoint supports, which makes the optimization difficult. As a result, in order to make the optimization more feasible, we train the base autoregressive model with cross entropy loss for a few epochs before introducing the energy-based learning objective with respect to \( P_0 \). Actually, we set the starting epoch of E-ARM objective as a hyper-parameter, see more experimental details in the Section 5.2.

On top of it, it is worth noting that for a sequence with total length \( K \), the gradient \( G^k(\theta) \) actually has \( K \) counterparts with different time steps and the joint distribution \( Q_0(x_{<k}) \) modeled by an autoregressive model can be naturally broken up into pieces of conditionals. As a consequence, simply summing up these \( K \) gradients results in the “negative phase” gradient \( G_n = \sum_{i=1}^{K} G^k_i \) having one term as follows

\[
\sum_{k=1}^{K} \mathbb{E}_{Q_0(x_{<k})} [w(x_{<k}) \nabla_\theta \log q_\theta(x_{<k})] = \sum_{k=1}^{K} \sum_{l=1}^{K+1-l} \sum_{i=1}^{K} \mathbb{E}_{Q_0(x_{<k})} [w(x_{<k}) \nabla_\theta \log q_\theta(x_i|x_{<l})],
\]

(16)

where \( l \) indicates the specific index of the current token in the entire sequence. As a result, earlier time steps (smaller \( l \)) will get stronger training signals (larger \( K + 1 - l \), indicating more gradient terms), giving rise to imbalanced training for different time steps. To solve this, we substitute \( \tilde{q}_\theta(x_{<k}) = \prod_{i=m}^{k} q_\theta(x_i|x_{<t}) \prod_{n=1}^{m-1} q_0(x_n|x_{<n}) \) for \( q_\theta(x_{<k}) = \prod_{i=m}^{k} q_\theta(x_i|x_{<t}) \) to define \( p_\theta(x_k, x_{<k}) \propto \tilde{q}_\theta(x_{<k}) \cdot \exp(-\phi(x_k, x_{<k})) \), where \( q_0(x_n|x_{<n}) \) is a fixed copy of \( q_\theta(x_n|x_{<n}) \). Such a design constrains gradients only backpropagate through conditional distributions of a few recent tokens so that balances the training signals among different time steps.

5. Experiments

To empirically corroborate the effectiveness of E-ARM and show its broad applicability, we have conducted extensive experiments and in this section, we will introduce these experimental setups, followed by an analysis of the obtained results. We mainly focus on applications of natural language processing, but also carry out some simple experiments on image generation task to show that our E-ARM is a general training method for autoregressive models. More experimental settings and analytical experiments are shown in Appendix C and D.

5.1. Application to Neural Machine Translation

E-ARM is first evaluated in the context of neural machine translation (NMT), which is a conditional generation task and is important in the natural language processing (NLP)
We first analyze E-ARM on the IWSLT14 dataset, which includes six different language pairs (German, Spanish, Italian) → English and English → {German, Spanish, Italian}). In addition, we test E-ARM on the WMT16 (English → German) benchmark to make sure we evaluating E-ARM on a larger dataset. Hereafter we abbreviate English, German, Spanish, Italian as “En”, “De”, “Es”, “It”. We use one size of transformer (“Base-IWSLT”) for the IWSLT14 benchmark and two sizes of transformer (“Base-WMT”, “Large-WMT”) for the WMT16 benchmark. Scheduled Sampling is carried out following Mihaylova & Martins (2019). More experimental details are reported in Appendix C.

The results of IWSLT14 tasks are shown in Table 1. We test not only the pure performance of E-ARM but also the compatibility with other techniques. In detail, we can observe that (1) without any particular engineering, E-ARM outperforms the base autoregressive translation model trained with cross-entropy singly by 0.62 (31.92 → 32.54) BLEU points on average, especially on three translation pairs—38.61 → 39.56 on Spanish-to-English, 30.48 → 31.13 on Italian-to-English, 35.42 → 36.07 on English-to-Spanish. (2) E-ARM is compatible with other techniques like scheduled sampling, which can help alleviate the exposure bias problem to some extent. They are not mutually exclusive and can work together to further improve the performance of the base ARG. (3) However, since scheduled sampling can reduce exposure bias and beam search can somewhat alleviate the flaws caused by greedy selection at each time step, the performance gain of E-ARM when all these tactics are combined is only 0.34 (34.21 → 34.55), which is lower than the 0.62 (31.92 → 32.54) obtained when the model is purely trained without these other techniques.

Additionally, Table 2 shows the performance of E-ARM on the WMT16 English → German task. For two different model sizes, enabling label smoothing (L.S.) improves model performance by 0.52 and 0.35, respectively. The performance of the base transformer model further increases to 28.36 BLEU points when scheduled sampling (S.S.) is used, while the larger model improves to 29.23 points. E-ARM paired with label smoothing and scheduled sampling yields the highest scores of 28.62 and 29.44, respectively. Overall, our training strategy outperforms ARG’s vanilla teacher-forcing training and can have uniformly favorable impacts across different models and dataset sizes.

5.2 Application to Language Modeling

To further demonstrate E-ARM’s consistency in reducing flaws of autoregressive generative models, we also conduct experiments on language modeling tasks. Three different datasets, WikiText-103 (Merity et al., 2017), Toronto Book Corpus (Zhu et al., 2015; Kiros et al., 2015), and CC-news (Bakhtin et al., 2019), are chosen as the testbed.

| Model  | Label Smoothing | Scheduled Sampling | Beam Searching |
|--------|-----------------|--------------------|----------------|
|        |                 |                    |                |
| Base   | -               | -                  | -              |
|        | ✓               | -                  | 5 B            |
|        | ✓               | ✓                  | 5 B            |
| E-ARM  | -               | -                  | -              |
|        | ✓               | -                  | 5 B            |
|        | ✓               | ✓                  | 5 B            |

**Table 1:** Comparison of BLEU scores between our approach E-ARM and the base ARGM trained just with cross-entropy loss on six translation pairs of IWSLT14 datasets. We use “-” to denote that the training trick is not used while “✓” indicates we use it. “5 B” represents we use beam searching with 5 beams.

| Model   | L.S. | S.S. | w/E-ARM | BLEU ↑ |
|---------|------|------|---------|--------|
| Base-WMT| ✓    | -    | -       | 27.56  |
|         | ✓    | ✓    | -       | 28.04  |
|         | ✓    | ✓    | ✓       | 28.62  |
| Large-WMT| ✓ | -    | -       | 28.70  |
|          | ✓    | ✓    | -       | 29.05  |
|          | ✓    | ✓    | ✓       | 29.44  |

**Table 2:** Translation performance of proposed E-ARM on WMT16 English→German, evaluated with BLEU. We uniformly use 5 beams when applying beam search. “L.S.” denotes Label Smoothing and “S.S.” denotes Scheduled Sampling.
Your Autoregressive Generative Model Can Be Better If You Treat It as an Energy-Based One

Table 3: Language modeling performance of different models on three benchmarks. Evaluation is conducted using perplexity (PPL). We test the performance of E-ARM w/o energy resampling technique. The residual EBM (Bakhtin et al., 2021) requires an extra model having the same structure with the underlying autoregressive models to learn the energy so that doubles parameters.

| Model               | Energy Re-sampling | CC-News | Toronto Book Corpus | WikiText103 |
|---------------------|--------------------|---------|---------------------|-------------|
| Tr-Base             | -                  | 18.29   | 17.57               | 30.56       |
| Residual EBM(Tr-Base)| ✓                  | 15.57-15.58 | 16.98-17.00 | 29.88-29.93 |
| Tr-XL               | -                  | -       | -                   | 24.20       |
| Residual EBM(Tr-XL) | ✓                  | -       | -                   | 23.85-23.87 |
| E-ARM(Tr-Base)      | -                  | 15.78   | 17.10               | 29.94       |
| E-ARM(Tr-Base)      | ✓                  | 15.63-15.67 | 16.89-16.93 | 29.81-29.84 |
| E-ARM(Tr-XL)        | -                  | -       | -                   | 23.90       |

Table 4: Exploring the effect of different start epochs of E-ARM on Wikitext103 benchmark. Performances are evaluated by perplexity (PPL).

| Model | Start Epoch of E-ARM |
|-------|-----------------------|
| Tr-Base | 30.38 30.12 29.94 30.05 30.29 |
| Tr-XL   | 24.12 23.90 23.96 24.05 24.16 |

In addition, we have studied the effect of different start epochs of E-ARM on the performance of language modeling, which can be seen in Table 4. From this, we may deduce that starting E-ARM training at the 15-th and 10-th epoch yields the best results for Transformer-Base and Transformer-XL respectively, whereas starting earlier or later yields a performance decline. It is reasonable because, if E-ARM was introduced too early, the autoregressive model may not have been optimized well at that moment. As a result, the quality of generation for “negative phase” would be terrible, making energy-based training unstable. On the other hand, the underlying autoregressive model can be modified only marginally if E-ARM was introduced when the ARGM training is virtually complete.

5.3. Application to Image Generation

In order to illustrate the effectiveness and generality of our method in processing different modality tasks, we further show the results of applying E-ARM to image generation in this section. We apply E-ARM to Pixel-CNN (Van Oord...
et al., 2016) and its variant Gated Pixel-CNN (Oord et al., 2016). Experiments are carried out on the MNIST and CIFAR-10 datasets.

| Model                  | Test (Train) NLL ↓ | MNIST | CIFAR-10 |
|------------------------|--------------------|-------|----------|
| Pixel-CNN              | 0.17 (0.13)        | 3.14 (3.08) |
| Pixel-CNN (w/E-ARM)    | 0.15 (0.12)        | 3.07 (2.98) |
| Gated Pixel-CNN        | 0.14 (0.11)        | 3.03 (2.90) |
| Gated Pixel-CNN (w/E-ARM) | 0.12 (0.10)    | 2.97 (2.87) |

Table 5: Performance of E-ARM with different base networks on MNIST and CIFAR-10 in bits/dim (lower is better), training performance in brackets.

Table 5 summarizes the quantitative results measured by per-pixel negative log-likelihood (NLL). We can see that with the help of our E-ARM, both the Pixel-CNN and the Gated Pixel-CNN can obtain improvements in all datasets (0.17 → 0.15 and 3.14 → 3.07 for Pixel-CNN on MNIST and CIFAR10 respectively and 0.14 → 0.12 and 3.03 → 2.97 for Gated Pixel-CNN on MNIST and CIFAR10 respectively). This is further evidence in favour of the energy-based learning objective for improving autoregressive models.

6. Related Works

6.1. Autoregressive Generative Models

Modeling high-dimensional data distributions directly is usually a rather challenging task due to “the curse of dimensionality” (Bellman, 1954). One alternative method is to sequentialize the random variables and then factorize the joint probability distribution into the product of conditionals based on the sequence structure, which is exactly the core idea of autoregressive generative models (ARGMs). ARGMs have been very successful, in particular for sequential data. For example, ARGMs have been widely used in language modeling (Vaswani et al., 2017; Dai et al., 2019; Radford et al., 2019), audio synthesis (van den Oord et al., 2016a), and even image generation (van den Oord et al., 2016c;b; Salimans et al., 2017). The advantages of ARGMs are however balanced by issues of (1) exposure bias (Ranzato et al., 2016; Bengio et al., 2015; Song et al., 2020), due to the discrepancy in input context distributions between the training and inference stages, and (2) weak long-range coherence, due to the inherent greedy selection of one token at a time without look-ahead. Recently, instead of constructing an autoregressive model in the data space, Xu et al. (2021b) have proposed a unique way which uses autoregressive models in the latent space followed by a decoder which decodes the autoregressively generated latent feature into the original data space, trading off the sample quality for computational efficiency.

6.2. Energy-Based Models

The seminal idea of combing a generative model and an energy-based model has been explored by a plethora of great works (Pang et al., 2020; Durkan & Nash, 2019; Xie et al., 2019; 2020; Xiao et al., 2021; Bakhtin et al., 2021; Che et al., 2020; Arbel et al., 2021). In particular, Pang et al. (2020) aimed to learn an energy-based model (EBM) in the latent space of a generator model, so that the EBM can act as a prior model on the generator model’s top-down network. VAEBM, a symbiotic composition of a variational auto-encoder and an EBM, was proposed by (Xiao et al., 2021). Arbel et al. (2021) proposed a novel training method for the combined model of GANs and EBMs by leveraging the Donsker-Varadham representation of KL-divergence.

Besides, due to the challenge of sampling from EBMs, training EBMs by contrastive divergence methods (Hinton, 2002; Kim & Bengio, 2016; Grathwohl et al., 2021) is difficult, especially on high-dimensional data. MCMC methods (Niikamp et al., 2019; Du & Mordatch, 2019; Grathwohl et al., 2020) are usually adopted for data sampling. However, these methods require enormous extra computing overheads and are not applicable when the input is discrete such as text sequences (Deng et al., 2020). As a result, a variety of recent works attempt to explore the strategy of training an EBM without MCMC. In particular, Bakhtin et al. (2021); Xu et al. (2021a); Gao et al. (2020) optimize the EBMs by using noise contrastive estimation (NCE) (Gutmann & Hyvärinen, 2010; Ma & Collins, 2018). Durkan & Nash (2019) estimate the intractable normalization component by utilizing ARGMs and importance sampling. Bengio et al.; Che et al. (2020); Wang et al. (2021) skirt the challenge of collecting data in the high-dimensional data space by performing sampling using a carefully crafted latent space, which improves sampling efficiency.

7. Conclusions and Future Work

In this paper, we propose a novel training method dubbed E-ARM for autoregressive models by treating them as an energy-based model. This is achieved by defining the energy function using the softmax operation’s extra degree of freedom within an autoregressive network. We further design a unique way to improve the training of E-ARM using importance sampling. Experimental results on two language tasks and one vision task demonstrate the effectiveness of E-ARM to alleviate exposure bias and incoherence problems of ARGMs. In the future, we expect to extend E-ARM on other sequential generation tasks (e.g. text summarization, audio generation), and incorporate the proposed methodology into other advanced autoregressive architectures.
References

Arbel, M., Zhou, L., and Gretton, A. Generalized energy based models. In 9th International Conference on Learning Representations, ICLR 2021, Virtual Event, Austria, May 3-7, 2021, 2021.

Bakhtin, A., Gross, S., Ott, M., Deng, Y., Ranzato, M., and Szlam, A. Real or fake? learning to discriminate machine from human generated text. CoRR, abs/1906.03351, 2019.

Bakhtin, A., Deng, Y., Gross, S., Ott, M., Ranzato, M., and Szlam, A. Residual energy-based models for text. J. Mach. Learn. Res., 22:40:1–40:41, 2021.

Banerjee, S. and Lavie, A. METEOR: An automatic metric for MT evaluation with improved correlation with human judgments. In Proceedings of the ACL Workshop on Intrinsic and Extrinsic Evaluation Measures for Machine Translation and/or Summarization, pp. 65–72, Ann Arbor, Michigan, Jun 2005. Association for Computational Linguistics.

Belghazi, M. I., Baratin, A., Rajeswar, S., Ozair, S., Bengio, Y., Hjelm, R. D., and Courville, A. C. Mutual information neural estimation. In Proceedings of the 35th International Conference on Machine Learning, ICML 2018, Stockholmsmässan, Stockholm, Sweden, July 10-15, 2018, volume 80 of Proceedings of Machine Learning Research, pp. 530–539.

Bellman, R. E. The Theory of Dynamic Programming. RAND Corporation, Santa Monica, CA, 1954.

Bengio, S., Vinyals, O., Jaitly, N., and Shazeer, N. Scheduled sampling for sequence prediction with recurrent neural networks. In Advances in Neural Information Processing Systems 28: Annual Conference on Neural Information Processing Systems 2015, December 7-12, 2015, Montreal, Quebec, Canada, pp. 1171–1179, 2015.

Bengio, Y., Mesnil, G., Dauphin, Y. N., and Rifai, S. Better mixing via deep representations. In Proceedings of the 30th International Conference on Machine Learning, ICML 2013, Atlanta, GA, USA, 16-21 June 2013, volume 28, pp. 552–560.

Che, T., Zhang, R., Sohl-Dickstein, J., Larochelle, H., Puill, L., Cao, Y., and Bengio, Y. Your GAN is secretly an energy-based model and you should use discriminator driven latent sampling. In Advances in Neural Information Processing Systems 33: Annual Conference on Neural Information Processing Systems 2020, NeurIPS 2020, December 6-12, 2020, virtual, 2020.

Chen, X., Mishra, N., Rohaninejad, M., and Abbeel, P. Pixelsnail: An improved autoregressive generative model. In Proceedings of the 35th International Conference on Machine Learning, ICML 2018, Stockholmsmässan, Stockholm, Sweden, July 10-15, 2018, volume 80 of Proceedings of Machine Learning Research, pp. 863–871, 2018.

Dai, Z., Yang, Z., Yang, Y., Carbonell, J. G., Le, Q. V., and Salakhutdinov, R. Transformer-xl: Attentive language models beyond a fixed-length context. In Proceedings of the 57th Conference of the Association for Computational Linguistics, ACL 2019, Florence, Italy, July 28- August 2, 2019, Volume 1: Long Papers, pp. 2978–2988, 2019.

Deng, Y., Bakhtin, A., Ott, M., Szlam, A., and Ranzato, M. Residual energy-based models for text generation. In 8th International Conference on Learning Representations, ICLR 2020. OpenReview.net, 2020.

Du, Y. and Mordatch, I. Implicit generation and modeling with energy based models. In Advances in Neural Information Processing Systems 32: Annual Conference on Neural Information Processing Systems 2019, NeurIPS 2019, December 8-14, 2019, Vancouver, BC, Canada, pp. 3603–3613, 2019.

Durkan, C. and Nash, C. Autoregressive energy machines. In Chaudhuri, K. and Salakhutdinov, R. (eds.), Proceedings of the 36th International Conference on Machine Learning, ICML 2019, volume 97, pp. 1735–1744, PMLR, 2019.

Gao, R., Nijkamp, E., Kingma, D. P., Xu, Z., Dai, A. M., and Wu, Y. N. Flow contrastive estimation of energy-based models. In 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition, CVPR 2020, Seattle, WA, USA, June 13-19, 2020, pp. 7515–7525, 2020.

Gao, R., Song, Y., Poole, B., Wu, Y. N., and Kingma, D. P. Learning energy-based models by diffusion recovery likelihood. In 9th International Conference on Learning Representations, ICLR 2021, Virtual Event, Austria, May 3-7, 2021, 2021.

Grathwohl, W., Wang, K., Jacobsen, J., Duvenaud, D., Norouzi, M., and Swersky, K. Your classifier is secretly an energy based model and you should treat it like one. In 8th International Conference on Learning Representations, ICLR 2020, Addis Ababa, Ethiopia, April 26-30, 2020, 2020.

Grathwohl, W. S., Kelly, J. J., Hashemi, M., Norouzi, M., Swersky, K., and Duvenaud, D. No MCMC for me: Amortized sampling for fast and stable training of energy-based models. In 9th International Conference on Learning Representations, ICLR 2021, Virtual Event, Austria, May 3-7, 2021, 2021.

Your Autoregressive Generative Model Can Be Better If You Treat It As An Energy-Based One
Gutmann, M. and Hyvärinen, A. Noise-contrastive estimation: A new estimation principle for unnormalized statistical models. In Proceedings of the Thirteenth International Conference on Artificial Intelligence and Statistics, AISTATS 2010, Chia Laguna Resort, Sardinia, Italy, May 13-15, 2010, volume 9 of JMLR Proceedings, pp. 297–304, 2010.

Hinton, G., Dayan, P., Frey, B., and Neal, R. The “wake-sleep” algorithm for unsupervised neural networks. Science, 268:5214:1158–61, 1995.

Hinton, G. E. Training products of experts by minimizing contrastive divergence. Neural Comput., 14(8):1771–1800, 2002.

Horvitz, D. G. and Thompson, D. J. A generalization of sampling without replacement from a finite universe. Journal of the American Statistical Association, 47(260):663–685, 1952.

Kim, T. and Bengio, Y. Deep directed generative models with energy-based probability estimation. CoRR, abs/1606.03439, 2016.

Kiros, R., Zhu, Y., Salakhutdinov, R., Zemel, R. S., Urtasun, R., Torralba, A., and Fleisher, D. Skip-thought vectors. In Advances in Neural Information Processing Systems 28: Annual Conference on Neural Information Processing Systems 2015, December 7-12, 2015, Montreal, Quebec, Canada, pp. 3294–3302, 2015.

LeCun, Y., Chopra, S., Hadsell, R., Ranzato, M., and Huang, F. A tutorial on energy-based learning. Predicting structured data, 1(0), 2006.

Lin, C.-Y. ROUGE: A package for automatic evaluation of summaries. In Text Summarization Branches Out, pp. 74–81, Barcelona, Spain, jul 2004. Association for Computational Linguistics.

Ma, Z. and Collins, M. Noise contrastive estimation and negative sampling for conditional models: Consistency and statistical efficiency. In Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing, Brussels, Belgium, October 31 - November 4, 2018, pp. 3698–3707, 2018.

Merity, S., Xiong, C., Bradbury, J., and Socher, R. Pointer sentinel mixture models. In 5th International Conference on Learning Representations, ICLR 2017, Toulon, France, April 24-26, 2017, Conference Track Proceedings, 2017.

Mihaylova, T. and Martins, A. F. T. Scheduled sampling for transformers. In Alva-Manchego, F. E., Choi, E., and Khashabi, D. (eds.), Proceedings of the 57th Conference of the Association for Computational Linguistics, ACL 2019, Florence, Italy, July 28 - August 2, 2019, Volume 2, pp. 351–356, 2019.

Nijkamp, E., Hill, M., Zhu, S., and Wu, Y. N. Learning non-convergent non-persistent short-run MCMC toward energy-based model. In Advances in Neural Information Processing Systems 32: Annual Conference on Neural Information Processing Systems 2019, NeurIPS 2019, December 8-14, 2019, Vancouver, BC, Canada, pp. 5233–5243, 2019.

Oord, A. v. d., Kalchbrenner, N., Vinyals, O., Espeholt, L., Graves, A., and Kavukcuoglu, K. Conditional image generation with pixelcnn decoders. arXiv preprint arXiv:1606.05328, 2016.

Ott, M., Edunov, S., Baevski, A., Fan, A., Gross, S., Ng, N., Grangier, D., and Auli, M. fairseq: A fast, extensible toolkit for sequence modeling. In Proceedings of NAACL-HLT 2019: Demonstrations, 2019.

Pang, B., Han, T., Nijkamp, E., Zhu, S., and Wu, Y. N. Learning latent space energy-based prior model. In Advances in Neural Information Processing Systems 33: Annual Conference on Neural Information Processing Systems 2020, NeurIPS 2020, December 6-12, 2020, virtual, 2020.

Radford, A., Wu, J., Child, R., Luan, D., Amodei, D., Sutskever, I., et al. Language models are unsupervised multitask learners. OpenAI blog, 1(8):9, 2019.

Ranzato, M., Chopra, S., Auli, M., and Zaremba, W. Sequence level training with recurrent neural networks. In 4th International Conference on Learning Representations, ICLR 2016, San Juan, Puerto Rico, May 2-4, 2016, Conference Track Proceedings, 2016.

Salimans, T., Karpathy, A., Chen, X., and Kingma, D. P. Pixelcnn++: Improving the pixelcnn with discretized logistic mixture likelihood and other modifications. In 5th International Conference on Learning Representations, ICLR 2017, Toulon, France, April 24-26, 2017, Conference Track Proceedings, 2017.

Song, K., Tan, X., and Lu, J. Neural machine translation with error correction. In Proceedings of the Twenty-Ninth International Joint Conference on Artificial Intelligence, IJCAI 2020, pp. 3891–3897, 2020.

van den Oord, A., Dieleman, S., Zen, H., Simonyan, K., Vinyals, O., Graves, A., Kalchbrenner, N., Senior, A. W., and Kavukcuoglu, K. Wavenet: A generative model for raw audio. In The 9th ISCA Speech Synthesis Workshop, Sunnyvale, CA, USA, 13-15 September 2016, pp. 125, 2016a.

van den Oord, A., Kalchbrenner, N., Espeholt, L., Kavukcuoglu, K., Vinyals, O., and Graves, A. Conditional image generation with pixelcnn decoders. In
Your Autoregressive Generative Model Can be Better If You Treat It as an Energy-Based One

Advances in Neural Information Processing Systems 29: Annual Conference on Neural Information Processing Systems 2016, December 5-10, 2016, Barcelona, Spain, pp. 4790–4798, 2016b.

van den Oord, A., Kalchbrenner, N., and Kavukcuoglu, K. Pixel recurrent neural networks. In Proceedings of the 33nd International Conference on Machine Learning, ICML 2016, New York City, NY, USA, June 19-24, 2016, volume 48 of JMLR Workshop and Conference Proceedings, pp. 1747–1756. JMLR.org, 2016c.

Van Oord, A., Kalchbrenner, N., and Kavukcuoglu, K. Pixel recurrent neural networks. In International Conference on Machine Learning, pp. 1747–1756. PMLR, 2016.

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., Kaiser, L., and Polosukhin, I. Attention is all you need. In Advances in Neural Information Processing Systems 30: Annual Conference on Neural Information Processing Systems 2017, December 4-9, 2017, Long Beach, CA, USA, pp. 5998–6008, 2017.

Wang, Y., Li, B., Che, T., Zhou, K., Liu, Z., and Li, D. Energy-based open-world uncertainty modeling for confidence calibration. CoRR, abs/2107.12628, 2021.

Welling, M. and Teh, Y. W. Bayesian learning via stochastic gradient langevin dynamics. In Proceedings of the 28th International Conference on Machine Learning, ICML 2011, Bellevue, Washington, USA, June 28 - July 2, 2011, pp. 681–688, 2011.

Xiao, Z., Kreis, K., Kautz, J., and Vahdat, A. VAEBM: A symbiosis between variational autoencoders and energy-based models. In 9th International Conference on Learning Representations, ICLR 2021. OpenReview.net, 2021.

Xie, J., Zheng, Z., Fang, X., Zhu, S., and Wu, Y. Cooperative training of fast thinking initializer and slow thinking solver for conditional learning. IEEE Transactions on Pattern Analysis & Machine Intelligence, (01):1–1, mar 2019. ISSN 1939-3539.

Xie, J., Lu, Y., Gao, R., Zhu, S., and Wu, Y. N. Cooperative training of descriptor and generator networks. IEEE Trans. Pattern Anal. Mach. Intell., 42(1):27–45, 2020.

Xu, M., Luo, S., Bengio, Y., Peng, J., and Tang, J. Learning neural generative dynamics for molecular conformation generation. In 9th International Conference on Learning Representations, ICLR 2021, Virtual Event, Austria, May 3-7, 2021, 2021a.

Xu, Y., Song, Y., Garg, S., Gong, L., Shu, R., Grover, A., and Ermon, S. Anytime sampling for autoregressive models via ordered autoencoding. In 9th International Conference on Learning Representations, ICLR 2021, Virtual Event, Austria, May 3-7, 2021, 2021b.

Zhang, W., Feng, Y., Meng, F., You, D., and Liu, Q. Bridging the gap between training and inference for neural machine translation. In Korhonen, A., Traum, D. R., and Márquez, L. (eds.), Proceedings of the 57th Conference of the Association for Computational Linguistics, ACL 2019, Florence, Italy, July 28- August 2, 2019, Volume 1, pp. 4334–4343, 2019.

Zhao, J. J., Mathieu, M., and LeCun, Y. Energy-based generative adversarial networks. In 5th International Conference on Learning Representations, ICLR 2017, Toulon, France, April 24-26, 2017, Conference Track Proceedings, 2017.

Zhu, Y., Kiros, R., Zemel, R. S., Salakhutdinov, R., Urtasun, R., Torralba, A., and Fidler, S. Aligning books and movies: Towards story-like visual explanations by watching movies and reading books. In 2015 IEEE International Conference on Computer Vision, ICCV 2015, Santiago, Chile, December 7-13, 2015, pp. 19–27. IEEE Computer Society, 2015.
A. Derivation of the Negative Phase Gradient

In this section, we show the detailed derivation of Eq. 12. Formally, as shown in Sec. 3, given an autoregressive model $q_\theta(x_{<k}) = \prod_{l=1}^{k-1} q_\theta(x_l|x_{<l})$ ($k$ denotes the time step) with parameters $\theta$, we define a product of the autoregressive model and an EBM as follows

$$p_\theta(x_k, x_{<k}) = q_\theta(x_{<k}) \cdot \frac{e^{-\phi_\theta(x_k, x_{<k})}}{Z_\theta},$$  

(17)

where $q_\theta(x_{<k}) = \prod_{l=1}^{k-1} q_\theta(x_l|x_{<l})$, $Z_\theta$ is the normalization term and equal to $\mathbb{E}_{x_{<k}\sim p_\theta(x_{<k})} \left[ \sum_{x_k} e^{-\phi_\theta(x_k, x_{<k})} \right]$. The optimization of $p_\theta(x_k, x_{<k})$ includes two phases, and the gradient w.r.t $\theta$ of “negative phase” is

$$-\mathbb{E}_{x_{<k}\sim p_\theta} [\nabla_\theta \log q_\theta(x_{<k})] + \mathbb{E}_{x_k, x_{<k}\sim p_\theta} [\nabla_\theta \phi_\theta(x_k, x_{<k})].$$  

(18)

Next, we will show the specific derivation about how to transform Eq. 18 into Eq. 12.

A.1. Derivation of the First Term

The first term $\mathbb{E}_{x_{<k}\sim p_\theta} [\nabla_\theta \log q_\theta(x_{<k})]$ can be processed as follows

$$\mathbb{E}_{x_{<k}\sim p_\theta} [\nabla_\theta \log q_\theta(x_{<k})] = \sum_{x_{<k}} p_\theta(x_{<k}) \nabla_\theta \log q_\theta(x_{<k})$$

$$= \sum_{x_{<k}} \sum_{x_k} p_\theta(x_k, x_{<k}) \nabla_\theta \log q_\theta(x_{<k})$$

$$= \sum_{x_{<k}} q_\theta(x_{<k}) \sum_{x_k} e^{-\phi_\theta(x_k, x_{<k})} \nabla_\theta \log q_\theta(x_{<k})$$

$$= \mathbb{E}_{x_{<k}\sim Q_\theta(x_{<k})} [w(x_{<k}) \nabla_\theta \log q_\theta(x_{<k})],$$  

(19)

where we have $w(x_{<k}) = \frac{\sum_{x_k} e^{-\phi_\theta(x_k, x_{<k})}}{\sum_{x_k} e^{-\phi_\theta(x_k, x_{<k})}}$ because

$$w(x_{<k}) = \frac{\sum_{x_k} e^{-\phi_\theta(x_k, x_{<k})}}{Z_\theta} = \frac{\sum_{x_k} q_\theta(x_{<k}) e^{-\phi_\theta(x_k, x_{<k})}}{\sum_{x_k} q_\theta(x_{<k}) e^{-\phi_\theta(x_k, x_{<k})}}$$

$$= \frac{\sum_{x_k} e^{-\phi_\theta(x_k, x_{<k})} q_\theta(x_{<k})}{\sum_{x_k} q_\theta(x_{<k}) e^{-\phi_\theta(x_k, x_{<k})}}$$

$$= \frac{\sum_{x_k} e^{-\phi_\theta(x_k, x_{<k})}}{\sum_{x_k} e^{-\phi_\theta(x_k, x_{<k})}},$$  

(20)
A.2. Derivation of the Second Term

Then, we tackle the second term \( \mathbb{E}_{x_k, x_{<k} \sim p_{\theta}} [\nabla_{\theta} \phi_{\theta}(x_k, x_{<k})] \) as follows

\[
\mathbb{E}_{p_{\theta}} [\nabla_{\theta} \phi_{\theta}(x_k, x_{<k})] = \sum_{x_k, x_{<k}} p_{\theta}(x_k, x_{<k}) \nabla_{\theta} \phi_{\theta}(x_k, x_{<k}) \\
= \sum_{x_k, x_{<k}} p_{\theta}(x_k, x_{<k}) q_{\theta}(x_k, x_{<k}) \nabla_{\theta} \phi_{\theta}(x_k, x_{<k}) \\
= \sum_{x_k, x_{<k}} q_{\theta}(x_k, x_{<k}) e^{-\phi_{\theta}(x_k, x_{<k})} \sum_{x_k} q_{\theta}(x_k, x_{<k}) \nabla_{\theta} \phi_{\theta}(x_k, x_{<k}) \\
= \mathbb{E}_{x_k, x_{<k} \sim q_{\theta}(x_k, x_{<k})} [e^{-\phi_{\theta}(x_k, x_{<k})} \sum_{x_k} q_{\theta}(x_k, x_{<k}) \nabla_{\theta} \phi_{\theta}(x_k, x_{<k})] \\
= \sum_{x_k} q_{\theta}(x_k) \mathbb{E}_{x_{<k} \sim q_{\theta}(x_{<k}|x_k)} [e^{-\phi_{\theta}(x_k, x_{<k})} \sum_{x_k} q_{\theta}(x_k, x_{<k}) \nabla_{\theta} \phi_{\theta}(x_k, x_{<k})] \\
= \sum_{x_k} q_{\theta}(x_k) \sum_{x_k} e^{-\phi_{\theta}(x_k, x_{<k})} \sum_{x_k} e^{-\phi_{\theta}(x_k, x_{<k})} \nabla_{\theta} \phi_{\theta}(x_k, x_{<k}) \\
= \mathbb{E}_{q_{\theta}(x_{<k})} [\mathbb{E}_{x_k \sim q_{\theta}(x_k|x_{<k})} [e^{-\phi_{\theta}(x_k, x_{<k})} \sum_{x_k} e^{-\phi_{\theta}(x_k, x_{<k})} \nabla_{\theta} \phi_{\theta}(x_k, x_{<k})]] \\
= \mathbb{E}_{q_{\theta}(x_{<k})} [\mathbb{E}_{x_k \sim q_{\theta}(x_k|x_{<k})} [e^{-\phi_{\theta}(x_k, x_{<k})} \sum_{x_k} \nabla_{\theta} \phi_{\theta}(x_k, x_{<k})] \\
= \mathbb{E}_{q_{\theta}(x_{<k})} [\mathbb{E}_{x_k \sim q_{\theta}(x_k|x_{<k})} [w(x_k) \nabla_{\theta} \phi_{\theta}(x_k, x_{<k})]] \\
= \mathbb{E}_{q_{\theta}(x_{<k})} [w(x_k) \nabla_{\theta} \phi_{\theta}(x_k, x_{<k})]
\]

where \( w(x_{<k}) \) is also equal to \( \sum_{x_k} e^{-\phi_{\theta}(x_k, x_{<k})} \). Combining Eq. 19 and Eq. 21, we can obtain an equivalent form of the gradient of the negative phase without any expectation over \( p_{\theta} \) as

\[
-E_{x_{<k} \sim q_{\theta}(x_{<k})} [w(x_k) \nabla_{\theta} \log q_{\theta}(x_k)] + E_{x_k, x_{<k} \sim q_{\theta}(x_k, x_{<k})} [w(x_k) \nabla_{\theta} \phi_{\theta}(x_k, x_{<k})],
\]

where \( w(x_{<k}) = \frac{\sum_{x_k} e^{-\phi_{\theta}(x_k, x_{<k})}}{\mathbb{E}_{x_{<k} \sim q_{\theta}(x_{<k})} [\sum_{x_k} e^{-\phi_{\theta}(x_k, x_{<k})}]} \).

B. Further Refinement of \( w \)

The reweighing weight \( w \) can be further deduced as

\[
w(x_{<k}) = \frac{\sum_{x_k} e^{-\phi_{\theta}(x_k, x_{<k})}}{\mathbb{E}_{x_{<k} \sim q_{\theta}(x_{<k})} [\sum_{x_k} e^{-\phi_{\theta}(x_k, x_{<k})}]} = \frac{\sum_{x_k} p_{\theta}(x_k, x_{<k})}{\mathbb{E}_{x_{<k} \sim q_{\theta}(x_{<k})} [\sum_{x_k} p_{\theta}(x_k, x_{<k})]} \frac{p_{\theta}(x_{<k})}{q_{\theta}(x_{<k})} \mathbb{E}_{x_{<k} \sim q_{\theta}(x_{<k})} [\sum_{x_k} p_{\theta}(x_k, x_{<k})]} = \mu(x_{<k})
\]

where \( \mu(x_{<k}) \) is defined as \( \frac{p_{\theta}(x_{<k})}{q_{\theta}(x_{<k})} \).

C. Experimental Settings

In this section, we introduce the specific setup of different benchmarks in Table 6. We uniformly use Adam optimizer. The training will be stopped once the model has not obtained better performance for 20 epochs on the validation set. For
translation tasks, the length of generated fake sentences, which is used for the computing of negative phase in Eq. 15, is dependent on the source sequence whilst for language modeling tasks, we fix the length of generated fake sentences as 50 during training. As for the model structures of the image generation task, we use the official structure reported by PixelCNN (van den Oord et al., 2016c) and Gated PixelCNN (van den Oord et al., 2016b) without modification. We use the same batch of samples generated autoregressively to approximate both the expectations in Eq.15 and weight \( w \) (i.e., shared), which does not need to sample twice. The number of samples in a batch is dynamic while the maximum number of the total tokens in a batch are fixed (4096 in our experiments). If the length of sequences in a batch is 32, then it includes 4096 / 32 = 128 samples in total. It is a common strategy in language generation tasks, and has been used in many frameworks (e.g. Fairseq (Ott et al., 2019)). We generate samples autoregressively as many as the number of sequences in the current batch at each update iteration.

### Hyper-Parameters

| Hyper-Parameters | Translation-IWSLT14 | Translation-WMT16 | Language Modeling |
|------------------|---------------------|--------------------|-------------------|
|                  | Tr-Base             | Tr-Base            | Tr-Large          | Tr-Base           | Tr-XL          |
| Number of Layers | 12                  | 12                 | 12                | 6                 | 16             |
| Hidden Embed Size| 512                 | 512                | 1024              | 512               | 410            |
| FC-Layer Embed Size | 1024            | 2048               | 4096              | 2048              | 2100           |
| Attention Heads  | 4                   | 8                  | 16                | 8                 | 10             |
| Dropout           | 0.3                 | 0.3                | 0.3               | 0.1               | 0.1            |
| Learning Rate     | 5e-4                | 1e-3               | 1e-3              | 5e-4              | 2.5e-4         |
| lr scheduler      | inverse_sqrt        | inverse_sqrt       | inverse_sqrt      | inverse_sqrt      | cosine         |
| Warm up Updates   | 4000                | 4000               | 4000              | 4000              | 10000          |
| Weigh Decay       | 1e-4                | 0.0                | 0.0               | 1e-2              | 0.0            |
| E-ARM Start Epoch | 15                  | 15                 | 10                | 15                | 10             |

Table 6: Hyper-Parameters of different model structures and datasets. “Tr-Base”, “Tr-Large”, and “Tr-XL” indicate Transformer-Base, Transformer-Large, and Transformer-XL respectively.

### D. More Experimental Analysis

#### D.1. Effect on Incoherence

In order to validate the effectiveness of our E-ARM for ameliorating the long-range coherence of generations, we undertake an experiment to assess the model’s performance under different test sets with varying sentence lengths. We divided the test set of IWSLT14 (German → English, Italian → English, Spanish → English) translation dataset into three subsets ([0, 25], [25, 50], and [50, ∞)) based on the target sentence lengths. Then, we incrementally applied scheduled sampling technique and our E-ARM above the base transformer network, and tested their performances on these three subsets. Generally, the subset of samples with longer target sentences ([50, ∞]) should have been more affected by the long-range incoherence problem (lower BLEU score). In practice, we uniformly applied label smoothing and beam searching (with 5 beams) strategy for all experiments in Table 7.

Specifically, Table 7 shows that the base translation model improved performance for all three test sets with varying target sentence lengths after using the scheduled sampling technique, especially for the two sets [0, 25) and [25, 50) which had relatively short target sentence lengths (e.g. On German to English task, 38.20 - 37.72 = +0.48 points and 33.76 - 33.24 = +0.52 points for [0, 25) and [25, 50) test sets respectively). We consider that this performance boost was achieved through alleviating the exposure bias problem, since scheduled sampling approaches (Ranzato et al., 2016; Zhang et al., 2019; Mihaylova & Martins, 2019) have been verified in mitigating the exposure bias problem. Besides, after applying our E-ARM together with the scheduled sampling technique, the base model can further obtain additional performance gain. Concretely, the improvement on the longer sentence is more evident, since model can obtain large improvements on the [50, ∞) (e.g. On German to English task, 31.43 - 31.08 = +0.35 points for [50, ∞) test sets) than short sets [0, 25) and [25, 50) (e.g. On German to English task, 38.37 - 38.20 = +0.17 points and 33.92 - 33.76 = + 0.16 points for [0, 25) and [25, 50) test sets respectively). This phenomenon indicates that our E-ARM can resolve the incoherence problem to some extent.
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| Translation Task | Scheduled Sampling | E-ARM Training | Target Sentence Length | All Test |
|------------------|-------------------|----------------|------------------------|---------|
|                  |                   |                | [0, 25) | [25, 49) | [50, ∞) |         |
| De→En            | -                 | -              | 37.72 ±0.04 | 33.24 ±0.06 | 30.86 ±0.07 | 34.61 ±0.08 |
|                  | ✓                 | -              | 38.20 ±0.07 | 33.76 ±0.03 | 31.08 ±0.06 | 35.10 ±0.04 |
|                  | ✓                 | ✓              | 38.37 ±0.06 | 33.92 ±0.09 | 31.43 ±0.04 | 35.36 ±0.05 |
| It→En            | -                 | -              | 35.20 ±0.03 | 32.73 ±0.02 | 26.86 ±0.05 | 32.29 ±0.03 |
|                  | ✓                 | -              | 35.52 ±0.09 | 33.25 ±0.08 | 26.95 ±0.14 | 32.64 ±0.12 |
|                  | ✓                 | ✓              | 35.56 ±0.10 | 33.33 ±0.13 | 27.21 ±0.07 | 32.82 ±0.11 |
| Es→En            | -                 | -              | 43.37 ±0.05 | 39.67 ±0.08 | 37.14 ±0.06 | 40.64 ±0.07 |
|                  | ✓                 | -              | 43.61 ±0.09 | 40.00 ±0.04 | 37.38 ±0.06 | 40.91 ±0.06 |
|                  | ✓                 | ✓              | 43.84 ±0.10 | 40.35 ±0.05 | 38.07 ±0.04 | 41.58 ±0.07 |

Table 7: Performance comparison on the IWSLT14 test set with respect to the different lengths of sentences on three translation tasks (German to English, Italian to English, and Spanish to English). Performance is evaluated by BLEU score.

| Trans. Pairs | DE→EN | EN→DE | EN→IT | IT→EN | ES→EN | EN→ES |
|--------------|-------|-------|-------|-------|-------|-------|
| \(\mathcal{N}\) | 14203 | 14554 | 14976 | 13952 | 16021 | 15359 |
| Total        | 22148 | 23057 | 23654 | 23744 | 23860 | 22775 |
| Ratio        | 64.12% | 63.12% | 63.31% | 59.76% | 68.33% | 67.43% |

Table 8: The effect of E-ARM on the exposure bias problem. Each test set of translation tasks contains 1K sentences selected randomly. \(\mathcal{N}\) denote the ground truth words whose probabilities in the predicted distributions produced by E-ARM are greater than those produced by the baseline.

D.2. Effect on Exposure Bias

We follow the analytic experiments in the work (Zhang et al., 2019) to show that our E-ARM is capable of alleviating the exposure bias problem. To be concrete, we randomly select 1K pairs from the training data for each translation pair and use the trained autoregressive model which applied E-ARM (Label Smoothing with smoothing factor 0.1 is applied during training while scheduled sampling is not used) to decode the source sentences, and then count the ground truth words whose probabilities in the predicted distributions produced by our E-ARM are greater than those produced by the baseline and denote the number as \(\mathcal{N}\). The ratio of \(\mathcal{N}\) to the total number of words tested is calculated. The detailed results are shown in Table 8. We find that the results on all different tasks are greater than 50%, which demonstrate the ability of our E-ARM in solving exposure bias problem.

| Trans. Pairs | DE→EN | EN→DE | EN→IT | IT→EN | ES→EN | EN→ES |
|--------------|-------|-------|-------|-------|-------|-------|
| \(k\)        |       |       |       |       |       |       |
| 0            | 34.93 | 28.91 | 30.04 | 32.56 | 41.01 | 37.73 |
| 5            | 34.97 | 28.92 | 30.08 | 32.60 | 41.07 | 37.71 |
| 10           | 34.95 | 28.95 | 30.07 | 32.59 | 41.03 | 37.75 |

Table 9: The effect of Top-K correction in the inference stage. We tested BLEU scores of using different \(k\) on different translation pairs of IWSLT14 dataset.

D.3. Analysis to Model’s Convergence

In this section, we will investigate the convergence of our E-ARM. To begin, we first train a base Transformer model ("Tr-Base" architecture shown in Table 6) on the IWSLT14 Spanish to English training set for baseline and E-ARM model respectively, and then record the training loss and test loss (in cross entropy) at the end of each epoch. The loss curves are plotted in the Figure 1. From Figure 1, we can see that (1) at the start of the training, our E-ARM converges slightly
Figure 1: (a) Cross entropy loss curves on IWSLT14 Spanish to English translation task on training set. The blue and orange colors represent base model and E-ARM respectively; (b) Cross entropy loss curves on IWSLT14 Spanish \( \rightarrow \) English translation task on test set.

faster than the baseline. (2) As the training process progresses, the cross entropy of the baseline on the training set will gradually decrease, with a faster rate than E-ARM. On the other hand, the test loss curve of the baseline will fall at initially and then slowly rise after 50 epochs while E-ARM always remains stable convergence. This phenomenon also shows that our E-ARM model can effectively prevents over-fitting so that obtaining better generalization.

| Trans. Pairs | Scheduled Sampling | E-ARM Training | ROUGE-1 ↑ | ROUGE-2↑ | ROUGE-L↑ | METEOR↑ | BLEU↑ |
|--------------|--------------------|----------------|-----------|----------|----------|---------|-------|
| De \( \rightarrow \) En | - | - | 66.51 | 43.69 | 63.69 | 64.35 | 34.61 |
| | ✓ | - | 66.83 | 44.08 | 64.02 | 64.61 | 35.10 |
| | ✓ | ✓ | 67.46 | 44.77 | 64.78 | 65.13 | 35.36 |
| It \( \rightarrow \) En | - | - | 64.50 | 40.65 | 61.69 | 62.18 | 32.29 |
| | ✓ | - | 64.73 | 40.97 | 61.94 | 62.51 | 32.64 |
| | ✓ | ✓ | 65.27 | 41.51 | 62.49 | 62.80 | 32.82 |
| Es \( \rightarrow \) En | - | - | 71.10 | 49.47 | 68.78 | 68.94 | 40.64 |
| | ✓ | - | 71.36 | 49.53 | 68.96 | 69.28 | 40.91 |
| | ✓ | ✓ | 71.91 | 50.17 | 69.65 | 69.63 | 41.58 |

Table 10: Comparison of ROUGE-1, ROUGE-2, ROUGE-L, METEOR, and BLEU scores between our approach E-ARM and the base ARG trained just with cross-entropy loss on three translation pairs of IWSLT14 datasets. The value is expressed in percentage. We use “Tr-Base” as the network architecture.

D.4. Analysis to Top-K Energy Re-sampling

Top-K energy re-sampling in the inference stage is introduced by Bakhtin et al. (2021), which collects many candidate sequences generated autoregressively in the inference stage and then re-samples from them depending on their energy scores estimated by the network. To measure the effectiveness of the Top-K energy re-sampling towards our method, we conduct ablation study on neural machine translation task by selecting different \( K = \{0, 5, 10\} \). The results are shown in Table 9 and performances are evaluated by using BLEU score. From Table 9, we observe that the benefits brought by Top-K sampling is minor (K={5, 10}), when compared with model without Top-K sampling (K=0). This together with the results shown in Table 3 shows that our E-ARM can considerably benefit the base autoregressive model even without the energy resampling technique.
D.5. Evaluation with Other Metrics

To further evaluate the effectiveness of our proposed E-ARM, we also evaluate our method by using other metrics, such as ROUGE Lin (2004) and METEOR (Banerjee & Lavie, 2005) for neural machine translation. The results are shown in Table 10. In Table 10, the improvements of E-ARM in different metrics is consistent with the conclusion of Table 1, which further prove the effectiveness of our E-ARM model.

D.6. Cases Studies

To better understand the advantages of our method in correcting error tokens, we also prepare some translation cases in IWSLT14 German → English, as shown in Table 11.

| Source Sentence (German) | Predicted Target Sentence (English) |
|---------------------------|-------------------------------------|
| wenn ich Ihnen 600 Zeitschriften zeige und sie in 10 Kategorien auflöse oder ich ihnen 400 Zeitschriften zeige, und diese in 20 Kategorien auflöse, dann glauben sie, dass ich ihnen mehr Auswahl und eine bessere Auswahlervahrung gegeben habe, als ich ihnen die 400 gegeben hätte gegenüber dem, wenn ich ihnen die 600 gegeben hätte. |GroundTruth: if I show you 600 magazines and divide them up into categories, versus if I show you 400 magazines and divide them up into 20 categories, you believe that I have given you more choice and a better choice experience if I gave you the 400 than if I gave you the 600. |
| und ich weiß definitiv, dass es für mich – in meiner Situation – sehr gefährlich wäre, anzutangeln, diesen dunklen Pfad der Vermutung sozusagen herunterzusickern – besonders in dem Umstand, in dem ich mich in meiner Karriere gerade befinde. |Baseline: if I show you 600 magazines and I split them in 10 categories, or I’m showing them 400 magazines, and I’m going to split them up into 20 categories, you think I’ve given them more choices and better choice than I would have given them the 400 over the time that I gave them the 600. |
| wir haben das Licht ausgeschaltet, legten es in ein vakuum und saugten die ganze Luft aus und kühlten es bis fast zum jetzt, ganz allein im Aufzug, war das Stück metall frei, sich zu verhalten wie immer es wollte. |Baseline + S.S.: if I show you 600 magazines and I give you 400 magazines in 10 categories, and I give you 400 magazines, and I can split them up in 20 categories, then you think I’ve given you more choice and a better selection than I would have given you the 400 of which if I gave you the 600. |
| und ich glaube, dass es für mich – in meiner Situation – sehr gefährlich wäre, anzutangeln, diesen dunklen Pfad der Vermutung sozusagen herunterzusickern – besonders in dem Umstand, in dem ich mich in meiner Karriere gerade befinde. |Ours: if I show you 600 magazines and I divide them into 10 categories, or I show you 400 magazines, and I divide them into 20 categories, you think I’ve given you more choices and better selection experience than I gave you the 400 of whom if I gave you the 600. |
| und ich denke, dass er das bezeichnet, wissen sie, als eine tyrannie des erinnernden Selbst, und sie können sich das erinnernde Selbst denken als eins, das sozusagen das erlebende Selbst schleppen durch Erfahrungen, die das erlebende Selbst nicht braucht. |GroundTruth: and I definitely know that, in my case – in my situation – it would be very dangerous for me to start sort of leaking down that dark path of assumption, particularly given the circumstance that I’m in right now in my career. |
| wir sind an der Schwelle zu erstaunlichen, erstaunlichen Ereignissen auf vielen Gebieten. und doch denke ich wirklich, dass wir hunderte, 300 Jahre vor die Aufklärung zurück gehen müssten, um eine Zeit zu finden, in der wir fortschritt bekämpft haben, in der wir über diese dinge heftiger getrieben haben, an mehr Fronten als jetzt. |Baseline: and I definitely know, for me, it would be very dangerous to begin to do this dark path of suspicion – especially in the circumstance that I’m in my career right now. |
| GroundTruth: we turned the lights off, put it into a vacuum and sucked out all the air, and then we cooled it down now, all alone in the elevator, the little chunk of metal is free to act however it wanted. |Baseline + S.S.: and I know definitely, for me, it would be very dangerous to begin to do this dark path of suspicion – especially in the circumstance that I’m in my career right now. |
| und ich denke, dass er das bezeichnet, wissen sie, als eine tyrannie des erinnernden Selbst, und sie können sich das erinnernde Selbst denken als eins, das sozusagen das erlebende Selbst schleppen durch Erfahrungen, die das erlebende Selbst nicht braucht. |Ours: and I definitely know that it’s for me – in my situation – very dangerous to start to sickle down this dark path of suspicion, in particular, in the circumstance of where I’m in my career right now. |
| GroundTruth: and basically you can look at this, you know, as a tyranny of the remembering self, and you can think of the remembering self sort of dragging the experiencing self through experiences that the experiencing self doesn’t need. |Baseline + S.S.: and basically, you can look at this, you know, as a tyranny of the remembering self, and you can think of the remembering self as one that kind of weaves the living self through experiences that don’t need the life itself. |
| GroundTruth: we’re on the verge of amazing, amazing events in many fields, and yet I actually think we’d have to go back hundreds, 300 years before the enlightenment, to find a time when we battled progress, when we fought about these things more vigorously, on more fronts, than we do now. |Baseline: and basically, you can look at that, you know, as a tyranny of the remembering self, and you can think of the memory itself as one, which is sort of dragging the living self through experiences that the living self doesn’t need. |

Table 11: Translation cases on IWSLT14 De → En test set, generated by the baseline method, baseline with scheduled sampling and our E-ARM. The italic font means the mismatch translation.