Women and people of color remain dramatically underrepresented among computing faculty, and improvements in demographic diversity are slow and uneven. Effective diversification strategies depend on quantifying the correlates, causes, and trends of diversity in the field. But field-level demographic changes are driven by subfield hiring dynamics because faculty searches are typically at the subfield level. Here, we quantify and forecast variations in the demographic composition of the subfields of computing using a comprehensive database of training and employment records for 6882 tenure-track faculty from 269 PhD-granting computing departments in the United States, linked with 327,969 publications. We find that subfield prestige correlates with gender inequality, such that faculty working in computing subfields with more women tend to hold positions at less prestigious institutions. In contrast, we find no significant evidence of racial or socioeconomic differences by subfield. Tracking representation over time, we find steady progress toward gender equality in all subfields, but more prestigious subfields tend to be roughly 25 years behind the less prestigious subfields in gender representation. These results illustrate how the choice of subfield in a faculty search can shape a department’s gender diversity.

I. INTRODUCTION

In computing, faculty play many critical roles, including training the next generation of researchers, advancing scientific research across a diverse array of computing topics, and translating that research into practice. The composition of the academic workforce thus shapes what advances are made and who benefits from them [11,12], in part because demographic diversity in science is known to accelerate innovation and improve problem solving [6,7].

Despite a continued emphasis on broadening participation, women faculty in the U.S. remain underrepresented relative to women’s share of the U.S. population by over a factor of two, and Black, Hispanic, and Native faculty by over a factor of five [8,9]. Women’s underrepresentation among computing researchers also persists internationally. For example, women are estimated to comprise less than 10% of contributors to international computer science journals [10].

Explanations for this persistent pattern generally fall into two categories. On the one hand, there are generational problems, in which faculty diversity changes slowly because it takes many years for increases in diversity at the earliest stages of training to propagate up to more senior levels [11,12]. On the other hand, there are structural and social climate problems in the U.S. [13], in which members of underrepresented groups who aspire to or have a faculty career are pushed or pulled out of the community, which may counteract efforts to address generational problems. Thus, in concert, these two effects may lead to a persistent overrepresentation of majority groups [14,17] in spite of efforts to the contrary.

We consider a third class of problem, which exists because most faculty are hired via searches that focus on a particular subfield of computing, e.g., a search in the area of artificial intelligence. As a result, field-level demographic dynamics like gender, racial, and socioeconomic representation are in fact driven by diversity differences across computing’s subfields [18], and the representation of those subfields among the suppliers of future faculty [19]. For example, faculty searches in subfields with fewer women than other subfields are less likely to increase a department’s gender diversity. Similarly, if more gender or racially diverse subfields are underrepresented at elite departments—the ones that produce the majority of future faculty [12]—then the diversity of those subfields is unlikely to be reflected in new faculty hires. While there is some evidence that job searches that do not focus on a particular subfield can attract more diverse candidates [20,21], most searches in computing remain subfield specific.

In practice, faculty hiring closely follows a prestige hierarchy, in which more prestigious departments produce a disproportionate share of all computing faculty [19], and a department’s position within this hierarchy can be inferred directly from where its graduates were hired as faculty [19,22]. In this way, high prestige departments exert a correspondingly large influence over the field’s demographics [23], and efforts to understand patterns, trends, and causes of demographic diversity in computing must account for effects of prestige.

What are the implications of subfield structure and prestige in faculty hiring for diversity and demographic trends in computing? Here, we address this question by
studying the intersections of gender, race, socioeconomic status, prestige, and subfield structure in computing. Our analysis uses a comprehensive database of training and employment records for 6882 tenure-track faculty from 269 PhD-granting computing departments in the United States, linked with 327,969 publications. We first quantify variation in gender, racial, socioeconomic, and prestige across the subfields of computing. We then develop simple forecasts of future gender diversity for the field as a whole, which account for diversification trends over time at the subfield level. We close with a discussion of how they relate to more general patterns in academia, and we highlight a few specific implications of our findings for long and short term efforts to increase demographic diversity among computing faculty.

II. DATA

Our analysis spans 6882 tenured or tenure track faculty at U.S. PhD-granting computing departments between 2010 and 2018, and includes faculty names, academic rank, institution, and the year and institution from which they received their PhD training. The underlying data are derived from a larger census-style dataset obtained under a Data Use Agreement with the Academic Analytics Research Center (AARC). For this study, we define the field of computing to include computer science departments and joint departments between computer science and information sciences, computer engineering, and other closely related departments (SI Appendix VII). To these basic education and employment variables, we add information on gender, race, childhood socioeconomic status, faculty subfield, and institutional prestige using a combination of institutional covariates, automated tools, detailed publication information, and a large survey of faculty, which we describe below.

A. Gender

We use a set of name-based tools to match faculty with the genders that are culturally associated with their names (SI Appendix VIII). This methodology assigns only binary (woman/man) labels to faculty, even as we recognize that gender is nonbinary. This approach is a compromise due to the technical limitations of name-based gender methodologies and is not intended to reinforce the gender binary. We assess the reliability of our gender labeling methodology using self-labeled genders from a representative survey of computing faculty that we conducted in 2017. Comparing these gender labels, our name-based methodology agrees with self-identified genders 97% of the time (N = 985).

B. Race and Childhood Socioeconomic Status

Faculty race is known only for the 608 faculty (8.8%) who self-reported their race in our survey. Our survey question’s design followed the U.S. Office of Management and Budget’s standards for collecting race data [24], which facilitates comparisons between the computing professoriate and aggregated U.S. census data (SI Appendix IX). We recognize that these categories are imperfect socially constructed representations of racial, ethnic, and place-of-origin identities. For example, the census category “Asian” is broad, and includes South Asians, Southeast Asians, and East Asians, among others, each of which themselves contain diverse groups.

In our survey, 633 faculty (9.2%) report the highest level of education achieved by their parents or legal guardians, which we use as a simple indicator of faculty’s childhood socioeconomic status, following Ref. [25] (SI Appendix X).

C. Subfields

We assign each professor to a distribution over computing research subfields, based on their publications in the DBLP computer science bibliography. Using unique matches to faculty names, we algorithmically linked 5472 faculty (80%) to their listed publications, leading to a set of 327,969 author-linked publications. Publications were then assigned to computing research areas using a topic model of paper titles. We first manually identified 35 computing research areas grouped into 8 computing subfields using domain knowledge and advice from subfield specialists (SI Table S1). For each research area, we algorithmically extracted a set of “anchor words” that are highly informative of publication topic as measured by mutual information [26] (see SI Appendix XI). These anchor words were then used to parameterize a topic model, guiding the clustering of publication titles to be aligned with our intended delineation of research areas [27]. We then checked the topic assignments by manually verifying that the final, larger set of words the model learned to associate with each topic aligned with commonly agreed upon computing research areas (SI Table S1), and that the assigned research areas for a set of well-known computing scientists agree with their known expertise (see SI Fig. S3).

While computing research can be divided into a multiplicity of fine-grained topics, faculty hiring typically takes place at a higher level. For example, departments aiming to hire in the subfield of human-computer interaction may consider applicants who specialize in any of a variety of its nested research areas. Under our taxonomy for computing research, each of the 35 identified research areas belong to exactly one of the 8 subfields: computational learning, systems, theory of computer science, numerical & scientific computing, human-computer interaction, interdisciplinary computing, programming languages, and...
other computer science rankings including the U.S. News & World Report rankings, the National Research Council (NRC) rankings, and related methods based on faculty hiring [19, 22], and are representative of hiring patterns across all 8 computing subfields (SI Fig. S2), indicating that all of these measures are capturing aspects of the underlying social processes that drive measures of prestige.

E. Demographic Reference Data

Finally, we compare the demographic composition of current computing faculty to two reference populations: the U.S. population and the population of U.S. computer science PhD recipients. We reconstruct the demographics of these reference populations using the U.S. Census [9, 29, 30] and the National Science Foundation’s Survey of Earned Doctorates (SED) [39].

Most current computing faculty received their PhD within the past 40 years, but over that time period, the demographics of these two reference populations have changed substantially. A simple comparison of the diversity of current faculty to the diversity observed in a reference population at some particular point in time can be misleading. Instead, we construct a time-adjusted reference population, based on the demographics of the year each professor received their degree.

For the U.S. population, we match each professor to the U.S. census year nearest to the year of their PhD and construct from the set of such years a weighted-average demographic distribution of the U.S. Similarly, we calculate a weighted average demographic distribution of U.S. computing PhD recipients by matching faculty to the closest year recorded by the SED’s records of computer and information sciences doctoral recipients, which date back to 1980. While most faculty match to the survey for their exact PhD year, 11% match to 1980, the earliest SED year, meaning they received their PhD in or prior to 1980. This procedure will tend to slightly overestimate the true diversity in the reference population. Using this methodology, we also construct reference populations for each computing subfield, which account for different age demographics across subfields.

III. RESULTS

Using these augmented data, we first quantify the gender, racial, and socioeconomic representation of faculty across computing subfields and provide a quantitative view of the demographic composition at stages prior to becoming faculty. We then ask if computing departments’ choices of which subfields to hire in is predictive of overall departmental gender diversity. Then, we measure differences in subfield representation across the hierarchy of institutional prestige, and quantify how subfield prestige covaries with subfield gender diversity. Finally, we use trends in subfield diversification and growth over time

| Subfield                        | N     | % women |
|---------------------------------|-------|---------|
| Theory of Computer Science      | 573.2 | 13.1    |
| Programming Languages           | 181.1 | 14.2    |
| Numerical & Scientific Computing| 478.8 | 14.5    |
| Systems                         | 1486.1| 14.6    |
| Computational Learning          | 950.8 | 17.9    |
| Software Engineering            | 317.6 | 18.9    |
| Interdisciplinary Computing      | 904.1 | 19.7    |
| Human-Computer Interaction       | 580.4 | 20.0    |
| All of Computing (total)        | 5472.0| 16.7    |

Computer Science PhDs (effective) 19.0
U.S. Population (effective) 51.1

TABLE I. Number of tenured or tenure-track faculty and the corresponding gender compositions for 8 computing subfields, along with the gender compositions of two reference populations, the population of computing science PhDs [28] and the United States population [9, 29, 30], each adjusted for changes over time over the years that faculty were trained.

Because faculty often publish in a wide variety of areas, we assign a distribution over subfields to each professor, in proportion to the share of their publications classified into each subfield. Under this assignment, faculty belong to multiple subfields, meaning that our subsequent estimates of subfield sizes can take on non-integer values. This “soft” assignment scheme better captures the range of research topics that faculty work on across the boundaries of multiple subfields, compared to a “hard” assignment into a single subfield. We consider the hard assignment scheme in the SI Appendix, section XIII.

D. Institutional Prestige

There are many ways to quantify institutional prestige in computing, including authoritative rankings like the U.S. News & World Report rankings of computer science graduate departments, or the older National Research Council rankings. Such rankings have been widely criticized for their subjective selection of institutional characteristics, and for largely measuring only the inputs to the educational and research process [31, 32]. In contrast, publication-based approaches like that of CSRankings.org at least measure outputs of the education and research process [33], but nevertheless depend on subjective choices and values, and is sensitive to pathologies in the academic publishing system [34, 35]. We use an alternative output-based ranking, based on institutional placement power, which quantifies prestige according to how well an institution is able to place its graduates as faculty at other institutions [22] (SI Appendix XI). This approach avoids many of the weaknesses of other measures of institutional prestige. Notably, the prestige rankings produced by this approach strongly correlate with other computer science rankings including the U.S. News & World Report rankings, the National Research Council (NRC) rankings, and related methods based on faculty hiring [19, 22], and are representative of hiring patterns across all 8 computing subfields (SI Fig. S2), indicating that all of these measures are capturing aspects of the underlying social processes that drive measures of prestige.
FIG. 1. (A) Gender and (B) racial representation among faculty by computing subfield, with 95% confidence intervals, along with expected levels of representation according to two time-adjusted reference populations (see text), the U.S. population (black lines) and computing PhDs (grey lines). Gender proportions differ significantly across subfields ($\chi^2 = 20.65, N = 4421, p < 0.01$), but no computing subfield is representative of women in the U.S. reference population and all but two subfields have fewer women than expected based on the reference population of computing PhDs. Racial proportions do not differ significantly across subfields ($\chi^2 = 30.88, N = 547, p = 0.67$), but do differ significantly from the U.S. reference population. Across racial groups, representation among PhDs varies from the U.S. population (with overrepresentation denoted by upward arrows), however, representation levels among Black, Hispanic and Other faculty are close to those expected based on their representation among recipients of computing PhDs, indicating that the largest systemic source of underrepresentation occurs prior to the transition from PhD to faculty.

to forecast the future gender diversity of the field as a whole.

A. Gender, Race, and Socioeconomic Status

We find wide differences in gender composition across the 8 computing subfields (Fig. 1A, Table I; $\chi^2 = 20.65, N = 4421, p < 0.01$), ranging from theory of computer science (13.1% women) and programming languages (14.2%), to interdisciplinary computing (19.7%) and human-computer interaction (20.0%). No computing subfield is close to being representative of gender in the U.S. reference population (51.1% women). However, the proportions of women faculty in both interdisciplinary computing and human-computer interaction modestly exceed the proportion we would expect based on the time adjusted share of women PhD recipients (19.0%). This subfield-level heterogeneity suggests that problems for gender diversity are not monolithic, and some subfields may address them more successfully than others.

In contrast, we do not find significant differences in racial composition across subfields (Fig. 1B, SI Table S2; $\chi^2 = 30.88, N = 547, p = 0.67$). Rather, across all subfields, we find that some racial groups are systematically underrepresented among faculty, while others are overrepresented. To better elucidate these differences across groups, we decompose the professional pathway to becoming faculty into two stages.

The first stage spans all steps up to and including obtaining a PhD. Hence, by comparing the proportions of different racial groups in the reference U.S. population to those in the reference population of recipients of computing PhDs, we may quantify the relative rates of racial enrichment or depletion over this stage. Over this first stage, we find that White and Asian representation is enriched by factors of 1.1 and 5.0, respectively, while Black, Hispanic, and Native representation is depleted by factors of 4.5, 4.8, and 4.0 (Fig. 1B, SI Table S2). For comparison, women’s representation at this stage is depleted by a factor of 2.7.

The second stage spans all steps between obtaining the PhD and becoming faculty in a computing department. By comparing the racial proportions of the PhD recipient reference population with those of our faculty population, we can quantify the racialized rates of progression into the faculty workforce. Over this second stage, we find that White representation is depleted relative to the PhD recipients, perhaps because White PhDs are less likely to remain in academia (e.g., choosing positions in industry) or because they are less likely to receive and accept a faculty position. The enrichment of White representation in the first stage of the pathway to becoming faculty is largely compensated by their depletion in the second stage, so that White representation among computing faculty is very close to the expected levels, given the U.S. population overall. Conversely, Asian representation is enriched in both the first and second stages, leading to a substantial overrepresentation of Asian faculty in computing relative to the U.S. reference population. Black, Hispanic, and Native representation sees no significant enrichment or depletion in the second stage.

This evidence suggests that the largest systematic source of racial underrepresentation occurs in the first stage of the pathway to becoming faculty, prior to the transition from PhD to faculty. This first stage includes graduate admissions and retention, which are stages known to magnify racial disparities [8, 40, 41]. We note that the data we use in this study are not equipped to de-
termine the causes of the observed population level patterns, but observing these patterns nevertheless helps to quantify how demographics change along the professional pathway.

Past analysis found that computer science faculty tend to come from highly educated families and are between 14.5 and 28.8 times more likely to have at least one parent with a PhD than the general U.S. population. Faculty in that category of high socioeconomic status are also more likely to hold a position at a prestigious institution: faculty at institutions ranked in the top 20% by U.S. News & World Report are 57.4% more likely to have a parent who holds a PhD than faculty at the least prestigious institutions [23]. Examining childhood socioeconomic status, as measured by parental educational attainment, we find no significant differences across subfields (SI Fig. S5). We also find that departments that tend to specialize in that subfield.

FIG. 2. Distributions of subfield representation across computing departments showing that systems is the largest subfield (mean of departments 27%), followed by computational learning (mean 17%) while the smallest subfields are programming languages (mean 3%) and software engineering (mean 6%). Right skew in representation reflects a small number of departments that tend to specialize in that subfield.

Grouping the faculty in our data by department, we find that subfields have varying representation within computing departments. The largest subfield overall focuses on systems (N = 1486), and also tends to include the largest share of faculty within a typical department (mean 27%). In contrast, the smallest subfield focuses on programming languages (N = 181; Table 1) and it, likewise, tends to include the smallest share of faculty within a typical department (mean 3%). While most departments have some representation in each of the eight subfields, there are nevertheless departments that exhibit an unusually high degree of subfield specialization (Fig. 2), particularly when universities form departments dedicated to specific subfields. For instance, Carnegie Mellon University’s Machine Learning department has the highest concentration of faculty in computational learning among all departments with 10 or more faculty in our dataset. Similarly, the University of Washington’s Human Centered Design and Engineering department has the highest concentration faculty studying human-computer interaction.

Some of the most gender diverse departments heavily specialize in subfields that have more women researchers. For example, the University of Washington’s Human Centered Design and Engineering department and Rochester Institute of Technology’s Interactive Games and Media School are among those with the highest representation of women in our dataset, and are also the most specialized in human-computer interaction and interdisciplinary computing, the two subfields with the highest proportion of women faculty (Table 1). These examples highlight a connection between a department’s particular subfield hiring strategy and the observed gender compositions of their faculty. In the supplement, we show that departments’ subfield compositions can meaningfully improve predictions of their gender compositions (SI Appendix XIV).

C. Prestige

The subfields of computing are correlated with prestige. On the high end, faculty in programming languages are 5.9 times more likely to be found in the most prestigious departments than in the least prestigious departments, while on the low end, software engineering faculty are only 2.3 times more concentrated at high prestige departments (Fig. 3A).

In fact, subfield prestige correlates with subfield gender representation (Fig. 3B), such that more male-dominated subfields tend to have a greater share of their researchers located at higher prestige departments. In other words, men tend to be overrepresented within the more prestigious subfields, and women are more likely to be working in the less prestigious subfields. Reflecting this pattern, we find strong correlations between a field’s fraction of women faculty with both the average departmental prestige for a faculty working in a given subfield (Pearson’s
FIG. 3. (A) Concentration of faculty across the computing department prestige hierarchy, for each computing subfield. Some subfields, such as programming languages and theory of computer science, have relatively high concentrations of faculty at highly prestigious departments, while others, including interdisciplinary computing, have higher faculty concentrations among less prestigious departments. Because more prestigious departments also tend to be larger, the highest concentrations occur among the high-prestige departments for all 8 subfields. To mitigate boundary effects in the kernel density estimation, the data is reflected across the minimum and maximum prestige points. (B) Fraction of faculty in each subfield working at the 50 most prestigious institutions, as a function of women’s representation in that subfield. The strong negative correlation (Pearson’s \( R = -0.88, p = 0.004 \)) indicates that subfields with more women tend to have a smaller share of their faculty at these elite departments.

\[
R = -0.95, \ p = 0.0003, \text{SI Table S4}\]
and the fraction of faculty in the top 50 ranked institutions (Pearson’s \( R = -0.88, \ p = 0.004, \text{Fig. 3B} \)). Even after adjusting for a professor’s PhD-granting institution’s prestige, their publication productivity, and their gender, a multiple linear regression shows that faculty who study more male-heavy topics are still more likely to hold positions at higher prestige departments (Pearson’s \( R = -0.82, \ p = 0.01, \text{SI Table S4} \)), such that faculty fully specialized in the most prestigious subfield (programming languages) are expected to be located 12 ranks higher than faculty fully specialized in the least prestigious subfield (human-computer interaction). Because the most prestigious institutions train the majority of future faculty [19, 23], the underrepresentation of gender diverse subfields among these institutions may act as a structural barrier to the gender diversity of computing as a whole.

We note that in this model, the coefficient associated with faculty gender is not statistically distinguishable from 0 (\( p = 0.13 \)). This fact suggests that both women and men in subfields with more women are expected to hold faculty positions lower in the prestige hierarchy. For more details on the regression findings, including regression tables, see SI Appendix XV.

D. Trends

Over the past 40 years, both the sizes and demographics of subfields have changed substantially. We can estimate the temporal dynamics of these variables by assigning current computing faculty to cohorts, according to the year they received their PhD, and then track how demographic and subfield distributions change over cohorts. Many faculty do not start their first faculty position until several years after completing their PhD, a pattern which would induce systematic undersampling of the most recent cohorts. To control for this effect, we report size and demographic estimates only up to the 2012 cohort. We then forecast subfield sizes and demographics 15 years into the future by extrapolating the historic trends in subfield faculty hiring over time (SI Fig. S7) and the yearly gender compositions of new hires (SI Fig. S8).

Analyzing these data, we find that subfields’ relative sizes have remain relatively stable over time (Fig. 4A), even as the field as a whole has grown substantially in absolute terms. In the 22 years between 1990 and 2012, the largest increase in relative size is in human-computer interaction (+1.5%), and the largest decline is in theory of computer science (-2.0%). Despite enormous parallel changes in the field of computing itself since the year 2000, trends in relative subfield size appear largely stable over the past 20 years (Fig. 4A).

All computing subfields have increased their representation of women faculty over time, though at varying rates, and some subfields are substantially closer to parity than others (Fig. 4B, SI Fig. S8). Women’s representation in each annual faculty cohort has increased an average of 0.43% per year. However, because of the generational nature of the field’s composition, these annual increases in each additional cohort’s gender diversity accumulate to a more modest field-level average increase of 0.2% per year [11] [12]. These rates of change are in close agreement with past estimates for computing [28] [42]. In the 22 years between 1990 and 2012, programming languages and theory of computer science have increased women’s representation by the lowest relative amounts—3.4% and 3.7%, respectively—while interdisci-
plinary computing and human-computer interaction have increased by 5.9% and 6.5%, respectively. Although subfields' increases in women’s representation have been relatively steady over time, their slow pace produces forecasts that predict only two fields—interdisciplinary computing and human-computer interaction—are likely to reach 25% women faculty by 2027, assuming historical trends continue.

Our data indicate that women’s representation in the four most diverse subfields (human-computer interaction, interdisciplinary computing, software engineering, and computational learning) is roughly 25 years ahead of women’s representation in the four least diverse subfields, and this gap is projected to persist over the next 15 years.

IV. DISCUSSION

Using comprehensive data on the education, employment, research subfield, and demographic variables of tenure-track faculty at U.S.-based PhD-granting computing departments, we quantified the intersection of multiple forms of demographic diversity by computing subfield, producing a detailed picture of past and likely future trends and inequalities.

Although we find little variation in racial representation across subfields, our analysis reveals several interesting patterns about the pathway to becoming faculty, by comparing racial representation among current faculty to that of computing PhDs and the U.S. population as a whole (Fig. 1B). These comparisons divide the faculty pathway into two stages. The first spans all steps prior to obtaining a PhD in computing, including doctoral training, and the second spans all steps between obtaining a PhD and becoming faculty in a computing department. Over the first stage, White and Asian representation is enriched, while Black, Hispanic, and Native representation is depleted. Over the second stage, White representation is depleted, while Asian representation is further enriched, and Black, Hispanic, and Native representation remains low without substantial change.

These patterns are consistent with racialized factors influencing retention at multiple points in the pathway to becoming faculty in computing, and the direction and magnitude of that influence is not necessarily uniform across stages. For instance, the up and then down pattern of White representation indicates a substantial decrease in White retention after the PhD. The availability of attractive non-academic careers for computing PhDs, e.g., in the computing industry, is one plausible explanation for this decrease. White PhDs may also be more likely to pursue tenure-track jobs at non-PhD granting institutions, which are not included in our data. The down and then stable pattern of Black, Hispanic, and Native representation indicates that a large portion of the systemic effects occur prior to receiving a PhD in computing, e.g., in graduate school and college—a pattern that is well-documented by studies of race in academia [43, 44]. In contrast, Asian representation in the second stage (post-PhD) increases by about the same amount that White representation decreases, suggesting additional racialized differences in achieving a faculty career after a PhD.

Patterns underlying the underrepresentation of women computing faculty are similar to patterns of Black, Hispanic and Native underrepresentation, where the largest share of depletion occurs prior to receiving a PhD in computing (Fig. 1A,B). In contrast to racial diversity, we find that gender diversity varies substantially across subfields, even as overall gender diversity also remains low (16.7%, Table I), and is increasing at only about 0.2% per year. The subfields of human-computer interaction, interdisciplinary computing, computational learning (which includes artificial intelligence), and software engineering exhibit substantially greater gender diversity among faculty (19.0%). At the current rate of gender diversification, this level of gender diversity places them roughly 25 years ahead of the remaining four subfields (14.2%).
Past work has developed a number of interacting explanations for gender, racial, and intersectional under-representation among U.S. computing faculty, including culturally pervasive gendered and racialized stereotypes, which may shape career decisions \cite{13, 45, 46}, inhospitable educational and professional climates \cite{16, 47, 53}, structural disparities in education and socioeconomic status \cite{25, 54, 57} and the unequal impact of parenthood \cite{55, 61}. Our results do not identify any specific underlying mechanisms for differential representation, and instead quantify patterns in ways that support further research in this direction. Our results suggest that more work is needed to understand how interactions between industry and academia shape the demographic diversity of computing faculty. These interactions are likely important early in the faculty pathway, and later, e.g., where gendered or racialized hiring rates of senior faculty into industry can effectively increase the demographic diversity in academia \cite{62}.

The four most gender diverse subfields represent fully half (50.4\%, Table 1) of all computing faculty. They are also substantially underrepresented among high prestige departments (Fig. 3A,B), which exert substantial influence over field-level norms, culture, and research agendas due to their status and their role in training the majority of computing faculty \cite{19, 63}. This difference holds even after controlling for factors like doctoral institution prestige, productivity, and gender itself, such that faculty working in more gender diverse subfields work at institutions, on average, 12 ranks lower than faculty working in less gender-diverse subfields (SI Table S4). This gender-prestige pattern illustrates a kind of systemic devaluing of women’s contributions to computing overall, and the substantial size of the more diverse but less prestigious group of subfields raises the question of whether they are adequately represented among departmental curricula and degree requirements. Realigning institutional practices to reflect the true diversity of computing’s subfields may help institutionalize efforts to broaden participation.

Our retrospective analysis of subfield growth and gender shows that gender diversity is increasing at similar rates across all eight computing subfields. However, current gender diversity is essentially bimodal, with four of the eight subfields (human-computer interaction, interdisciplinary computing, software engineering, and computational learning) being substantially more gender diverse than the other four (systems, numerical & scientific computing, programming languages, and theory of computer science). Our forecasting exercise indicates that these differences are likely to continue into the foreseeable future (Fig. 4A,B), even as some of the less gender-diverse subfields appear to be shrinking (theory of computer science) while some of the more gender-diverse subfields are growing (computational learning, and human-computer interaction). As a result, the overall trend of slow gender diversification is highly robust to minor changes in hiring patterns among subfields.

Our methodology for analyzing demographic patterns and trends among subfields of computing is general, and could be applied to any other academic field, given an appropriate subfield taxonomy. Applied to many fields, this approach could elucidate the systemic role that subfields play in driving field-level demographic patterns, and help identify new insights into field-specific systematic barriers to broadening participation.

There are a number of limitations to our methodology. Although DBLP provides good general coverage of computing publications, our analysis inherits DBLP’s publication inclusion bias over areas of computing, which is largest in older and in more interdisciplinary areas of research \cite{64}. We also use the year in which a faculty received their PhD to estimate the relative sizes and gender compositions of subfields over time. This assignment assumes that faculty in our sample started their faculty jobs immediately after their PhDs and that they are representative of faculty who left jobs prior to 2010, the first year observed in our data. As a result, we are likely underestimating the historic participation of women in computing (Fig. 4B), because women faculty have historically left their positions at higher rates than men \cite{14, 16, 60}. This historical underestimate would imply that our estimate of gender diversification rates are likely upper bounds. Our data are limited to tenure-track faculty employed by PhD granting institutions, and do not support an analysis of contingent faculty, who make up a growing share of faculty \cite{65, 66}, or faculty at non-PhD granting institutions, who may exhibit different demographic compositions. We do not separately analyze faculty who hold multiple minority identities. Past research shows that people at the intersection of multiple identities often experience discrimination and exclusion beyond what would be expected from simply adding the individual elements of their identities \cite{67}. The small sample of faculty for whom we have race data limits our ability to conduct a detailed quantitative analysis of the least represented groups, and in particular, Black, Hispanic, and Native faculty, or to conduct intersectional analyses.

We now return to the idea that explanations for slow rates of diversification in computing can be divided into categories. On the one hand, generational problems introduce a lag in faculty diversity, where, if the pathway to faculty positions were to suddenly become equitable, it would still take many years for this change to manifest as equitable representation among faculty \cite{11, 12}. On the other hand, there are structural and social climate problems that tend to push or pull members of underrepresented groups away from faculty positions, sometimes in different magnitudes and directions depending on the career stage \cite{14}.

Our findings identify and quantify a third type of explanation, where the diversity of computing is driven by diversity differences across its subfields. The computing community must explore several questions before these findings can be translated into concrete policy recommendations. For example, the differences in diversity and prestige that we find across the subfield structure
of computing suggest a simple departmental strategy for enhancing the probability of hiring women faculty: increase hiring in the subfields with greater gender diversity, such as human-computer interaction and interdisciplinary computing (20% women). While this strategy may be an effective way to increase women’s representation for computing as a whole, it is unlikely to reduce the heterogeneity in gender diversity across subfields.

Future research could help shape how we design policy to increase diversity in computing, by identifying the causal mechanisms driving gender differences across subfields. On one hand, some subfields may be particularly inhospitable to women, effectively pushing women away. In this case, policy should aim to make these subfields more accessible and inclusive. On the other hand, women may, on average, be more interested in topics belonging to some subfields over others, i.e., some subfields exert stronger pulls [4]. In this case, policy should respect the validity of women’s interests by expanding the subfields that have greater pulls, instead of pushing to increase representation where there is less interest.

An additional causal understanding of the relationship between subfield gender diversity and subfield prestige would provide further context for policy recommendations. The tendency for male-dominated areas of work to be assigned greater prestige, and hence for areas of work with greater gender diversity to be less valued, is not a phenomenon special to computing. Gendered patterns are also observed in medical subspecialties, in different areas of law [68, 69], and even in less specialized positions [70, 71]. One explanation of this pattern posits a direct causal relationship between an occupation’s diversity and its prestige [72]. If this explanation applies to computing, then it may not be feasible to simultaneously increase both a subfield’s prestige and its gender diversity without first making more foundational changes to collective values and beliefs. This relationship remains untested in computing, but is an important question for diversity because the departments at the top of the prestige hierarchy tend to train the majority of future computing faculty [19].

A subfield-focused hiring strategy alone is unlikely to increase racial or socioeconomic diversity, as we find that these faculty characteristics do not appear to correlate with subfield in our sample. Different approaches will be needed to improve representation along these dimensions, and our findings suggest these should include interventions that increase representation among PhD recipients. Some programs are available as models for future work in this direction, including the Distributed Research Experiences for Undergraduates (DREU) and the Collaborative Research Experiences for Undergraduates (CREU), two funded research programs intended to broaden participation in computing, with participants twice as likely to attend graduate school than standard REU participants [73]. Academic institutions are also turning to the University of Maryland, Baltimore County’s Meyerhoff Scholars Program as a model for their own scholarship programs, which have been shown to markedly improve undergraduate retention and STEM graduate school matriculation for underrepresented minorities [74]. Doctoral programs can additionally establish partnerships with minority serving institutions (MSIs), as modeled by the highly successful Fisk-Vanderbilt Masters-to-PhD Bridge Program, which substantially contributes to the number of PhDs earned by underrepresented minorities in a number of STEM fields, but has yet to expand to computing [71]. These are a few examples of programs that can be implemented or expanded to additional academic institutions to increase accessibility for underrepresented groups, in conjunction with other efforts to mitigate the social climate problems in computing [17, 40, 76, 77].

For computing departments to benefit from the innovative scientific research that diverse scientists produce [6], diversity and inclusion efforts must contend with generational, social climate, and subfield problems. For example, structural improvements to recruitment, like those suggested here, are by themselves no guarantee that diverse faculty will be adequately included and supported once they begin their faculty jobs [48, 78, 79]. Cultural change can also be slow, and also does not guarantee diverse representation among faculty. The empirical patterns and trends shown here provide new insights that can inform and support multifaceted efforts to make computing more diverse, equitable, and inclusive.
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VI. CITATION DIVERSITY STATEMENT

Recent work in several fields of science has identified a bias in citation practices such that papers from women and other minority scholars are under-cited relative to the number of such papers in the field [80, 88]. Here we sought to proactively consider choosing references that reflect the diversity of the field in thought, form of contribution, gender, race, ethnicity, and other factors. First, we obtained the predicted gender of the first and last author of each reference by using databases that store the probability of a first name being carried by a woman [82, 89]. By this measure (and excluding self-citations to the first and last authors of our current paper), our references contain 30.23% woman(first)/woman(last), 16.23% man/woman, 18.23% woman/man, and 35.3% man/man.
This method is limited in that a) names, pronouns, and social media profiles used to construct the databases may not, in every case, be indicative of gender identity and b) it cannot account for intersex, non-binary, or transgender people. Second, we obtained predicted racial/ethnic category of the first and last author of each reference by databases that store the probability of a first and last name being carried by an author of color/white author. This method is limited in that a) names and Florida Voter Data to make the predictions may not be indicative of racial/ethnic identity, and b) it cannot account for Indigenous and mixed-race authors, or those who may face differential biases due to the ambiguous racialization or ethnicization of their names. We look forward to future work that could help us to better understand how to support equitable practices in science.
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SUPPLEMENTARY MATERIALS

VII. COVERAGE OF COMPUTING DEPARTMENTS

In our study, we consider faculty belonging to computer science departments and joint-departments between computer science and information sciences, computer engineering, and other closely related departments. Our sample of 269 computing departments covers 147 of the 149 (98.6%) computer science and mixed departments that responded to the CRA’s Taulbee survey for the 2017-2018 academic year [92].

VIII. NAME-BASED GENDER TOOLS

We use a set of name-based tools to match faculty with the genders that are culturally associated with their names. For each name, we first check for consensus between two dictionary-based methods. The first uses manually annotated genders collected in a complete census of 19,000 faculty holding tenure track positions at 461 computer science, business, and history departments [19], and returns the gender that is most frequently associated with a given name. The second is the python package gender-guesser [93], which is based on more than 40,000 names and spans multiple cultural groups. For a given name, we stop if these two methods assign the same gender. If the methods disagree, we then query the online tool Ethnea, which returns a binary gender label for names at a threshold level of prediction confidence [94]. This procedure produces gender labels for 5448 (79%) of the faculty in our dataset. We note that this methodology assigns only binary (woman/man) labels to faculty, even as we recognize that gender is nonbinary. This approach is a compromise due to the technical limitations of name-based gender methodologies and is not intended to reinforce the gender binary. The survey that we use to validate our name-based tools was approved by the University of Colorado Boulder Institutional Review Board. And, we find little evidence of systematic gender differences between groups for which genders were or were not inferred by our methodology (Pearson’s $\chi^2 = 1.58$, $N = 6882$, $p = 0.45$). However, we do find evidence that faculty survey respondents (mean ordinal rank = 77.7) are modestly more concentrated at higher prestige institutions than expected based on the complete set of computing faculty (mean ordinal rank = 91.2), indicating a modest bias toward faculty at more prestigious institutions (Kolmogorov-Smirnov = 0.12, $N = 6882$, $p < 0.01$, SI Fig. S1).

IX. OPERATIONALIZATION OF RACE

In the survey, faculty selected one or more responses for their race, ethnicity, or origin from the following broad categories (i) White, (ii) Hispanic, Latino, or Spanish origin, (iii) Black or African American, (iv) Asian, (v) American Indian or Alaska Native, (vi) Native Hawaiian or other Pacific Islander, and (vii) some other race or origin. In our sample of 608 computing faculty who chose to disclose their race, ethnicity, or place of origin, 27 selected multiple responses. These faculty are divided equally among their selections, e.g., someone who selects both White and Asian will be counted as 0.5 White and 0.5 Asian. By this procedure, only 0.33 computing faculty in our sample identify as Native Hawaiian or other Pacific Islander.

We do not use name-based race classifiers to expand this coverage as we do for faculty gender, because we found that the tools we considered for this purpose were inaccurate with respect to faculty self-identified race even after taking measures to reduce prediction bias [95], especially when predicting the representation of Black, Hispanic, and Native computing faculty (SI Fig. S4).

X. SURVEY REPRESENTATIVENESS

We test whether the sample of faculty who responded to our survey is representative of the complete set of computing faculty with respect to academic rank and institutional prestige, two career-relevant covariates. We find no statistically significant difference in the sample from the complete set of computing faculty by academic rank, across assistant, associate, and full professors (Pearson’s $\chi^2 = 1.58$, $N = 6882$, $p = 0.45$). However, we do find evidence that faculty survey respondents (mean ordinal rank = 77.7) are modestly more concentrated at higher prestige institutions than expected based on the complete set of computing faculty (mean ordinal rank = 91.2), indicating a modest bias toward faculty at more prestigious institutions (Kolmogorov-Smirnov = 0.12, $N = 6882$, $p < 0.01$, SI Fig. S1).
XI. OPERATIONALIZATION OF PRESTIGE

To construct this prestige measure, we first assemble a comprehensive faculty hiring network for the 6882 computing faculty in our dataset, where nodes are institutions offering computing degrees, and each directed edge \((u, v)\) indicates a professor employed at institution \(v\) received their PhD from institution \(u\). We then algorithmically extract a continuous measure of institutional prestige using the SpringRank algorithm, which infers a linear embedding of nodes that maximizes certain predictive properties \([22]\). We normalize the resulting prestige scores so a unit difference between two institutions implies that, in a hiring event \((u, v)\), the PhD institution \(u\) is expected to be the higher ranked institution 80% of the time. This continuous measure allows for meaningful non-integer differences in prestige between institutions, which is valuable in our regression analysis.

XII. SUBFIELD INFECTION OF PUBLICATIONS

We use a semi-supervised topic model to assign computing publications to subfields \([27]\). The topic model accepts lists of “anchor words” as priors for each topic. These words are intended to guide the topic model to delineate publication titles into groups that correspond with the research areas of computing. We use both of automated methods and domain expertise to reach an informative set of anchor words.

We identify 2-4 publication venues (conferences and journals) dedicated specifically to each research area in our taxonomy of computing. We use publication titles indexed in DBLP from these venues \((n = 232,350)\) as a labeled dataset. For example, the titles of publications in the Conference on Computer Vision and Pattern Recognition (CVPR) and in the the International Conference on Computer Vision (ICCV) are used as examples of titles for the research area Image Processing & Computer Vision \((SI\ Table\ SI)\).

Using the labeled dataset, we find anchor words for each subfield that are both relatively specific to that subfield (i.e. when the anchor word is included in a title, the title belongs to a paper in the given research area at least 20% of the time) and are measured to have high mutual information with the subfield labels in the dataset \([20]\). Examples of words and bigrams that were algorithmically extracted as anchor words for Image Processing & Computer Vision are: image, 3d, estimation, recognition, object, motion, deep, segmentation, video, visual, and learning for. Although a perfect set of anchor words is not required for the topic model to learn a reasonable clustering of paper titles into computing research areas, we audit the algorithmically extracted words by hand to remove words that are potentially too general, and to add words that we believe to be missing. In the case of Image Processing & Computer Vision, we remove estimation and learning for from the list of anchor words for being subfield ambiguous.

We use the audited anchor words as lexical priors in a topic modeling algorithm \([27]\). The words inferred by the topic model to be the most informative of research area (presented in SI Table \([SI]\) do not necessarily contain all of the anchor words that were provided as input. For the purposes of this paper, publication topic classification errors within subfield research areas are not important, as our analysis is aggregated to the subfield level. For example, if publications in interactive systems—a research area that we believe has sub-par quality of inferred words by the topic model—are misclassified as being within computer-supported cooperative work, this type of misclassification will not effect the interpretation of our results because the two research areas both belong to human-computer interaction on the subfield level.

XIII. SUBFIELD ASSIGNMENT SCHEME

In the main text we present an analysis of computing subfields based on an assignment scheme in which faculty may belong to multiple subfields in proportion their share of publications in each subfield. This approach can capture the range of research focuses for faculty working across the boundaries of multiple subfields.

Here, we consider an alternate assignment scheme where faculty are assigned to the subfield in which they have the most publications (modal assignment). This method of subfield assignment may miss nuance in some faculty’s research engagements, but provides an alternative view of subfields that emphasizes faculty specialties. Modal assignment also has the advantage of being especially robust to topic modeling misclassifications of indi-
tem, computational learning, and software engineering (SI Table S3). This finding suggests that many numerical and scientific computing, and interdisciplinary assignment scheme, including human-computer interaction, weighted based on when faculty received their PhD. Native Hawaiian or other Pacific Islander is abbreviated to NHPI.

TABLE S2. Faculty racial compositions for the 8 computing subfields and two reference populations. Reference populations are

| Subfield                     | Research Area                          | Words |
|------------------------------|----------------------------------------|-------|
| Computational Learning       |                                        | learning, neural, deep, knowledge, neural networks, representation, reinforcement, reinforcement learning, reasoning, adversarial |
| Data Mining & Information Retrieval |                                        | mining, discovery, data mining, recommendation, discovering, data streams, recommender, commerce, frequent recommendations |
| Image Processing & Computer Vision |                                    | detection, image, recognition, deep, object, video, 3d, visual, images, tracking |
| Machine Learning             |                                        | stochastic, bayesian, reinforcement, reinforcement learning, kernel, gaussian, dimensional, minimization, gradient, feature selection |
| NLP                          |                                        | neural, language, machine, semantic, task, text, extraction, supervised, language, unsupervised |

Human-Computer Interaction

Computer-Supported Cooperative Work

Human-Computer Interfaces

Interactive Systems

Mobile Computing

Social Computing

Interdisciplinary Computing

Computational Bio & Bioinformatics

Computational Economics

Computing Education Research

Data Science

Social and Information Networks

Numerical & Scientific Computing

Computational Geometry

Modeling and Simulation

Numerical Optimization

Programming Languages

Language Implementation

Program Reasoning

Software Engineering

Software Engineering

Systems

Computer Architecture

Comp. Networks & Comm. Protocols

Computer Security

Databases

Distributed Computing

High-Performance Computing

Operating Systems

Robotics

Theory of Computer Science

Algorithms

Automata

Computational Complexity

Cryptography

Quantum Computing

Dynamics, protein, functional, sequence, evolution, gene, cell, expression, simulations, dna

Games, mechanisms, agent, pricing, game, multi agent, market, theoretic, auctions, price

Programming, computer, science, education, teaching, students, student, computer science, special, course

Bayesian, regression, estimation, distributions, high dimensional, sample, multivariate, mixture, likelihood, interval

Networks, network, web, social networks, social, social media, recommendation, twitter, news, peer

Geometric, convex, planar, points, shortest, plane, curves, diagrams, dimensions, spanning

Simulation, scale, large, large scale, discrete event, experimental, particle, multi scale, swarm, supply

Problems, finite, mixed, nonlinear, schemes, convergence, equations, optimization, numerical, order

Compiler, flow, types, dynamic, higher order, optimizations, register, compilation, optical, collection

Verification, symbolic, logic, abstraction, model checking, interpretation, verifying, reachability, proving, logic programs

Software, programs, automated, code, verification, development, tool, engineering, program, execution

Architecture, hardware, architectures, cache, chip, processor, memory, processors, multiprocessor, parallelism

Networks, wireless, sensor, energy, scheduling, routing, sensor networks, service, internet, protocol

Security, privacy, secure, attack, access control, encryption, privacy preserving management, processing, data, database, query, databases, storage, queries, relational, big

Distributed, fault, asynchronous, broadcast, distributed systems, tolerant, consensus, clock, radio networks, mutual performance, parallel, grid, high performance, high, scientific, core, gpus, compiler, parallelism

Storage, file, cloud, aware, operating, computing, flash, file system, operating system, storage systems

Control, mobile, sensor, virtual, robot, tracking, motion, sensing, localization, autonomous

Algorithms, graphs, problem, approximation, bounds, solving, minimum, nonlinear, polynomial, lower, cellular, allocation, automata, end, end, edge, resource allocation, over, finite state, congestion, bandwidth

Complexity, lower, lower bounds, hardness, np, reductions, bound, randomization, function, pseudorandom secure, key, authentication, encryption, public, signatures, proofs, signature, cryptographic, hash

State, code, key, channels, circuits, quantum, signature, error, states, party

TABLE S1. Subfield of structure of computing according to crowdsourced domain expertise with the top 10 words and bigrams inferred to be the most informative for partitioning publication titles into research areas by our semi-supervised topic model.

| Subfield                     | Research Area                          | Words |
|------------------------------|----------------------------------------|-------|
| Theory of Computer Science   |                                        | 45.4  |
| Programming Languages        |                                        | 43.5  |
| Numerical & Scientific Computing |                                     | 54.5  |
| Systems                      |                                        | 143.5 |
| Computational Learning       |                                        | 97.7  |
| Software Engineering         |                                        | 34.5  |
| Interdisciplinary Computing   |                                        | 89.8  |
| Human-Computer Interaction   |                                        | 60.1  |
| All of Computing (total)      |                                        | 547.0 |

| N (sample) % White % Asian % Black % Hispanic % Native % NHPI % Other |
|---------------------------------------------------------------|
| Theory of Computer Science                             | 45.4  | 69.4  | 22.2  | 2.7   | 1.2   | 0.1   | 0.0   | 4.4   |
| Programming Languages                                    | 20.5  | 71.8  | 23.4  | 0.4   | 2.4   | 0.0   | 0.1   | 1.9   |
| Numerical & Scientific Computing                        | 46.3  | 73.5  | 20.6  | 1.5   | 1.9   | 0.1   | 0.0   | 2.3   |
| Systems                                                   | 143.5 | 69.8  | 24.2  | 2.3   | 1.6   | 0.2   | 0.1   | 1.9   |
| Computational Learning                                   | 97.7  | 67.0  | 25.5  | 2.6   | 2.2   | 0.1   | 0.1   | 2.4   |
| Software Engineering                                     | 34.5  | 74.5  | 18.5  | 2.8   | 2.6   | 0.1   | 0.1   | 1.3   |
| Interdisciplinary Computing                               | 89.8  | 72.0  | 21.4  | 2.7   | 2.7   | 0.2   | 0.0   | 2.1   |
| Human-Computer Interaction                               | 60.1  | 74.3  | 18.7  | 3.2   | 2.1   | 0.4   | 0.1   | 1.2   |
| All of Computing (total)                                  | 547.0 | 70.8  | 22.5  | 2.5   | 1.8   | 0.2   | 0.1   | 2.2   |
| Computer Science PhDs*                                    | –     | 77.9  | 15.4  | 2.4   | 2.2   | 0.2   | –     | 1.9   |
| U.S Population*                                           | –     | 70.0  | 3.1   | 11.1  | 10.7  | 0.8   | 0.1   | 4.3   |

TABLE S2. Faculty racial compositions for the 8 computing subfields and two reference populations. Reference populations are weighted based on when faculty received their PhD. Native Hawaiian or other Pacific Islander is abbreviated to NHPI.

Some subfields are smaller in size under the modal assignment scheme, including human-computer interaction, numerical and scientific computing, and interdisciplinary computing (SI Table S3). This finding suggests that many researchers in these fields are not as specialized within them as they are within other fields. Conversely, systems, computational learning, and software engineering are larger under the modal assignment scheme (SI Table S3), so researchers who are modally specialized in these subfields are likely to also publish in other areas.

The gender compositions of subfields also change modestly under modal assignment. In particular, interdisciplinary computing and human-computer interaction have higher concentrations of women faculty (SI Table S3), which suggests that women publishing in these two fields
tend to be more specialized to the fields than their male peers, who are more likely to specialize in another subfield.

We observe more variation in subfields’ changes in relative size and gender diversity over time under the modal assignment scheme. A new computing professor under modal assignment will contribute to only one field rather than being more smoothly distributed across fields in proportion to their publications, which may partially explain the observed higher variation.

Irrespective of choice in assignment scheme, we are lead to the same key conclusions. We find that there are significant faculty gender differences across the subfields of computing ($\chi^2, N = 4,421, p < 0.01$, modal assignment) and that there are prestige differences across the subfields of computing which are correlated with subfield gender composition. Particularly, faculty working in subfields with higher concentrations of women tend to be lower in the hierarchy of academic institutions, even after controlling for relevant covariates (Pearson’s $R = 0.77$, $p = 0.03$, modal assignment).

**XIV. FACULTY HIRING MODELS**

To test whether departments’ subfield compositions are predictive of their gender compositions, we compare the likelihood of the observed data under two models of faculty hiring: a null model, where each hire is equally likely to be a women, and a subfield-informed model, where the probability that a hire is a woman varies based on a department’s current subfield composition.

The null model of faculty hiring is a simple binomial model, where the likelihood of the observed number of women in department $i$ can be expressed as

$$L_i(x_i, n_i, p) = \binom{n_i}{x_i} p^{x_i} (1 - p)^{n_i - x_i},$$

where $x_i$ is the number of women in department $i$, $n_i$ is the total number of people in department $i$, and the parameter $p$ is the overall proportion of women across all departments (0.167, Table I). We can thus express the total likelihood of this model across all departments as

$$L_{null} = \prod_{i=1}^{m} \binom{n_i}{x_i} p^{x_i} (1 - p)^{n_i - x_i},$$

where $m$ is the total number of computing departments.

The subfield-informed model takes departments’ subfield compositions into consideration to determine the probabilities of hiring women faculty, and as such has 8 total parameters, $\vec{p} = [p_1, p_2, ..., p_8]$ where $p_j$ is the overall fraction of women in subfield $j$. Under this model, the expected probability that a hire is a women in a given department is calculated as a function of its distribution over subfields and the gender composition of those subfields

$$p_i = \sum_{j=1}^{8} \frac{n_{ij}}{n_i} p_j$$

where $n_{ij}$ is the number of faculty in department $i$ conducting research in subfield $j$. Using the binomial likelihood function as before, we calculate the total likelihood of the observed data under the subfield informed model

$$L_{subfields} = \prod_{i=1}^{m} \binom{n_i}{x_i} p_i^{x_i} (1 - p_i)^{n_i - x_i}.$$  

The observed data are more likely under the subfield informed model (log-likelihood = $-481.8$) than the null model (log-likelihood = $-488.1$). To estimate the relative quality of each model, we use the Akaike information criterion (AIC) which weights model fit (measured by log-likelihood) against model complexity (measured by number of parameters), and we find that the null model is the preferred model for faculty hiring, due to its lower relative complexity.

Within computing, we observe four subfields with especially low gender diversity which lag the other four subfields in gender diversity by roughly 25 years (Fig. [B]). Because subfields within these two groups are similar in gender composition, it is possible that we overspecified our subfield informed model by providing too many parameters, and instead should only consider two parameters: the gender composition within these two groups of subfields. Taking this approach, we find that the model (log-likelihood = $-482.5$) outperforms the two pervious models under the AIC. We find the same result under the Bayesian information criterion (BIC), which penalizes complex models to a higher degree.

Neither model fully captures the faculty hiring process: the presence of women faculty is overdispersed with respect to both the subfield-informed and null binomial models for faculty hiring, where both models under predict the number of departments with especially low and especially high numbers of women faculty (SI Fig. [S9]). Contrary to the assumptions of the binomial models, this overdispersion suggests non-independence of faculty hires where a departments’ probability of hiring women faculty may be related to the number of women faculty it already employs or related to its particular departmental climate, which is not considered in the binomial models.

**XV. PRESTIGE REGRESSION ANALYSIS**

To estimate prestige differences across the computing subfields controlling for faculty degree prestige, publication productivity, and gender, we conduct a multiple weighted least squares (WLS) regression. WLS is used over standard multiple linear regression (MLR) in order to account for model heteroskedasticity, which arises in the form of higher residual variance for higher predicted
| Subfield                        | N  | % Women | N  | % Women |
|--------------------------------|----|---------|----|---------|
| Theory of Computer Science     | 573.2 | 13.1 | 553.0 | 11.4 |
| Programming Languages          | 181.1 | 14.2 | 135.0 | 11.5 |
| Numerical & Scientific Computing | 478.8 | 14.5 | 371.0 | 15.3 |
| Systems                        | 1486.1 | 14.6 | 1718.0 | 14.2 |
| Computational Learning         | 950.8 | 17.9 | 1059.0 | 16.6 |
| Software Engineering           | 317.6 | 18.9 | 412.0 | 17.4 |
| Interdisciplinary Computing    | 904.1 | 19.7 | 821.0 | 23.1 |
| Human-Computer Interaction     | 580.4 | 20.0 | 403.0 | 23.0 |

TABLE S3. Subfield size and fraction women faculty under two subfield assignment schemes.

prestige outcomes. This pattern in the residuals is expected due to the strongly hierarchical nature of faculty hiring, where the most prestigious institutions train a large share of the field’s faculty [19, 23].

To find the appropriate weights for each point, we first train a MLR model with faculty prestige as the outcome variable and all predictors of interest as explanatory variables. The absolute value of this model’s residuals are used as the outcome variable in a subsequent MLR model, with estimated values \( \hat{y}_i \) related to the WLS weights in the following relationship:

\[
    w_i = \frac{1}{\hat{y}_i^2}
\]

The goal of WLS is to give less weight to points that are expected to have high variance about the mean, so we use the squared inverse of these predictions as weights in the final WLS model. In this case, the WLS model has no major qualitative differences from the corresponding MLR model, but we present results for the WLS regression as its parameter estimations are best linear unbiased estimators. Regression results for the analysis are included in SI Table S4.
FIG. S3. Inferred publication distributions over subfields for five well-known computing faculty.

FIG. S4. Here, we use race distributions over family names from the 2010 U.S. census [96] to predict the racial demographics of computer science faculty. Rather than predicting the race of each professor individually, which has been shown to result in biased predictions, we consider each faculty to be a distribution over races as reported by the census [95]. For imputation in the case that faculty family names are not reported by the Census Bureau, which omits names that are reported fewer than 100 times, we use the aggregated distribution over names for which census data is available. We compare these predictions to the self-reported race data from our survey of computer science faculty (N = 1084) and conclude that the inferred race counts for computer science faculty do not align closely enough with self-reported race information to apply these methods in our analysis. In particular, this method overestimates the representation of Black, Hispanic, and Native faculty, by a factor of 5.5, 3.4, and 4.9, respectively.
FIG. S5. Representation of faculty with respect to their parents’ highest level education by computing subfield, with 95% confidence intervals, along with expected levels of representation according to two time-adjusted reference populations (see text), the U.S. population (black lines) and computing PhDs (grey lines) [39, 97]. Parents’ highest levels of education do not differ significantly across subfields ($\chi^2 = 9.91, N = 570, p = 0.99$), but across all subfields, faculty are more likely to have parents with doctoral degrees and less likely to have parents who did not attend college than both benchmark populations.

FIG. S6. Histograms of the observed and expected number of women in computing departments based on a basic binomial model of hiring where each hire is equally likely to be a women. Departments are more likely to have relatively small numbers of women and relatively large numbers of women than expected based on a binomial model of hiring.

FIG. S7. Number of hires observed in our dataset for each subfield from 1960-2018. Linear regression trend lines shown with 95% prediction intervals.
| Subfields                        | Model 0 Coef. | Rank Difference | Model 1 Coef. | Rank Difference |
|---------------------------------|---------------|-----------------|---------------|-----------------|
|                                 |               |                 |               |                 |
| Ref. = Human-Computer Interaction| −             | −               | −             | −               |
| Interdisciplinary Computing      | 0.21          | 5               | 0.11          | 3               |
|                                 | (0.17)        |                 | (0.16)        |                 |
| Software Engineering            | 0.14          | 3               | 0.34          | 8               |
|                                 | (0.24)        |                 | (0.19)        |                 |
| Computational Learning          | 0.72**        | 17              | 0.23          | 5               |
|                                 | (0.15)        |                 | (0.13)        |                 |
| Systems                         | 0.82**        | 19              | 0.43**        | 10              |
|                                 | (0.12)        |                 | (0.11)        |                 |
| Numerical & Scientific Computing| 1.07**        | 26              | 0.60**        | 14              |
|                                 | (0.20)        |                 | (0.18)        |                 |
| Programming Languages           | 1.53**        | 37              | 0.51*         | 12              |
|                                 | (0.28)        |                 | (0.25)        |                 |
| Theory of Computer Science      | 1.43**        | 36              | 0.42**        | 10              |
|                                 | (0.16)        |                 | (0.14)        |                 |

| Controls                        |                |                 | Model 1 Coef. | Rank Difference |
|---------------------------------|----------------|-----------------|---------------|-----------------|
|                                 |                |                 |               |                 |
| Degree Prestige (SpringRank)    | −              | −               | 0.61**        | 14              |
|                                 |               |                 | (0.13)        |                 |
| Publication Productivity (Z-score) | −           | −               | 0.21**        | 5               |
|                                 |               |                 | (0.03)        |                 |
| Women                           | −              | −               | −0.11         | −3              |
|                                 |               |                 | (0.07)        |                 |

Standard errors in parentheses. * p < 0.05; ** p < 0.01.

TABLE S4. Regression results for prestige regression models with faculty departmental rank as the outcome variable. Model 0 reports multiple linear regression results with only subfield participation variables as predictors. Model 1 reports multiple weighted least squares results with both subfield participation variables and control variables. Model coefficient estimates are reported in units of SpringRank, and the expected rank differences in integer units of computing departments associated with each SpringRank coefficient are additionally reported for interpretability.

FIG. S8. Fraction yearly women hires in our dataset for each subfield from 1960-2018. Trend lines fitted to data by univariate binomial regression.