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Abstract

Decentralized training of deep learning models is a key element for enabling data privacy and on-device learning over networks, as well as for efficient scaling to large compute clusters. As current approaches suffer from limited bandwidth of the network, we propose the use of communication compression in the decentralized training context. We show that Choco-SGD—recently introduced and analyzed for strongly-convex objectives only—converges under arbitrary high compression ratio on general non-convex functions at the rate $O\left(\frac{1}{\sqrt{nT}}\right)$ where $T$ denotes the number of iterations and $n$ the number of workers. The algorithm achieves linear speedup in the number of workers and supports higher compression than previous state-of-the-art methods. We demonstrate the practical performance of the algorithm in two key scenarios: the training of deep learning models (i) over distributed user devices, connected by a social network and (ii) in a datacenter (outperforming all-reduce time-wise).

1 Introduction

Distributed machine learning—i.e. the training of machine learning models using distributed optimization algorithms—has enabled many recent successful applications in research and industry. Existing methods are typically based on data-parallel stochastic gradient descent (SGD), and exchange model weights or gradients over a communication network during training. Such methods offer two of the key success factors: 1) computational scalability by leveraging the simultaneous computational power of many devices, and 2) data-locality, the ability to perform joint training while keeping each part of the training data local to each participating device.

A main down-side of existing methods is their reliance on communication schemes which are centralized, and thus often lack robustness, privacy and communication efficiency. Specifically, such schemes either impose congestion on the central coordinator or parameter server ($n$-to-1 communication) or take significant time ($O(\log n)$ for all-reduce operations).

In contrast, decentralized training algorithms such as e.g. (Lian et al., 2017; Assran et al., 2019) are free of any central coordinator, and alleviate some of these main concerns. More specifically, in the decentralized setting, all devices only perform local communication with their neighboring nodes in the given network topology, which makes such schemes much more communication efficient, as the degrees of the nodes are often just small constants (e.g. on a ring or torus), independent of the number of devices $n$. Additionally, recent theoretical results indicate that decentralized schemes can be as efficient as the centralized approaches, at least when considering convergence of training loss vs. iterations (Scaman et al., 2017, 2018; Koloskova et al., 2019; Tang et al., 2018; Lian et al., 2017).

To reduce the amount of data that has to be sent over each communication link, gradient compression techniques have been proposed for the standard distributed training case (Alistarh et al., 2017; Wen et al., 2017; Lin et al., 2018; Wangni et al., 2018; Stich et al., 2018). For decentralized training of deep neural networks the pioneering work (Tang et al., 2018) introduced two algorithms (DCD, ECD) which allow communication compression. However, these algorithms are restrictive with respect to the used compression operators, only allowing for unbiased compressors and—more significantly—so far not supporting arbitrarily high compression ratios.

∗Equal contribution.
As remedy, we translate the recently proposed Choco-SGD [Koloskova et al., 2019] algorithm to the non-convex setting and provide a concise convergence analysis. The method allows the use of a much richer class of compression operators (such as arbitrary low quantization, sparsification, etc.), but has only been analyzed in the strongly-convex setting so far.

Contributions. Our contributions can be summarized as:

- We show that Choco-SGD converges at rate $O\left(\frac{1}{\sqrt{nT}} + \frac{n}{\rho^4 \delta^2 T}\right)$ on non-convex smooth functions, where $n$ denotes the number of nodes, $T$ the number of iterations, $\rho$ the spectral gap of the mixing matrix and $\delta$ the compression ratio. The main term, $O\left(\frac{1}{\sqrt{nT}}\right)$, matches with the centralized baselines with exact communication and shows a linear speedup in the number of workers $n$. Both $\rho$ and $\delta$ only affect the asymptotically smaller second term. Choco-SGD is the first decentralized algorithm that converges for arbitrary high compression (i.e. arbitrary small $\delta > 0$) and achieves linear speedup.

- On the practical side, we demonstrate the strong performance of the algorithm in two relevant scenarios, firstly for on-device training over a realistic distributed social network, where lowering the bandwidth requirements of joint training is especially impactful, and secondly for computational scalability of training deep learning models in a datacenter setting for resource efficiency and time-to-accuracy.

- We are able to incorporate momentum into the decentralized algorithm, and analyze its practical performance. As generalization error is of utmost importance in deep learning applications, we demonstrate training as well as test error for our methods in comparison to centralized baselines.

2 Related Work

Algorithms based on stochastic gradient descent (SGD) [Robbins and Monro, 1951; Bottou, 2010] and its mini-batch variant [Dekel et al., 2012] are most prominently used for the training of deep learning models [Goyal et al., 2017]. For the training in communication restricted settings a variety of modifications have been proposed. For instance, decentralized schemes [Lian et al., 2017], gradient compression [Alistarh et al., 2017; Wen et al., 2017; Lin et al., 2018b], asynchronous methods [Recht et al., 2011; Assran et al., 2019] or performing multiple local SGD steps before averaging [Zhang et al., 2016; McMahan et al., 2017; Lin et al., 2018a]. The latter two approaches are complementary to the techniques considered in this paper, which advocates for combing the first two, i.e. decentralized SGD schemes with gradient compression.

Decentralized SGD. Various schemes for decentralized optimization have been developed in the control and optimization literature. For a comprehensive overview we refer to e.g. [Nedić et al., 2018; Koloskova et al., 2019] and the references therein. We here in particular focus on approaches based on gossip averaging [Kempe et al., 2003; Xiao and Boyd, 2004; Boyd et al., 2006] whose convergence rate typically depends on the spectral gap $\rho \geq 0$ of the mixing matrix [Xiao and Boyd, 2004]. Lian et al. [2017] combine SGD with gossip averaging and show convergence at the rate $O\left(\frac{1}{\sqrt{nT}} + \frac{n}{\rho^2 T}\right)$. The leading term in the rate, $O\left(\frac{1}{\sqrt{nT}}\right)$, is consistent with the convergence of the centralized mini-batch SGD [Dekel et al., 2012] and the spectral gap only affects the asymptotically smaller terms. Similar results have been observed very recently for schemes with momentum [Yu et al., 2019] and previously also for decentralized optimization in the convex setting [Scaman et al., 2017, 2018; Koloskova et al., 2019].

Quantization. Communication compression with quantization has been popularized in the deep learning community by the reported successes in [Seide et al., 2014; Strom, 2015]. Theoretical guarantees were first established for schemes with unbiased compression [Alistarh et al., 2017; Wen et al., 2017; Wangni et al., 2018] but soon extended to biased compression [Bernstein et al., 2018] as well. Schemes with error correction work often best in practice and give the best theoretical guarantees [Lin et al., 2018b; Alistarh et al., 2018; Stich et al., 2018; Karimireddy et al., 2019]. Recently, also proximal updates and variance reduction have been studied in combination with quantized updates [Mishchenko et al., 2019; Horváth et al., 2019]. We here measure the compression quality of the schemes by a parameter $\delta \in [0, 1]$, $\delta = 1$ meaning no compression, adapting the notation from e.g. [Tang et al., 2018; Stich et al., 2018].
Decentralized Optimization with Quantization. It has been observed that gossip averaging can diverge (or not converge to the correct solution) in the presence of quantization noise [Xiao et al., 2005]. Carli et al. [2007], Nedić et al. [2008], Dimakis et al. [2010], Carli et al. [2010a], Yuan et al. [2012], Reisizadeh et al. [2018a] propose an algorithm that can still converge, though at a slower rate than the exact scheme. Another line of work proposed adaptive schemes (with increasing compression accuracy) that converge at the expense of higher communication cost [Carli et al., 2010a, Doan et al. 2018, Berahas et al. 2019].

For deep learning applications, Tang et al. (2018) proposed the DCD algorithm that converges at the same rate as the centralized baseline, $O(1/\sqrt{\tau} + n/\rho^3)$, though only for quantization with quality $\delta = \max\{1 - \Theta(\rho^2), 1/4\}$, which may be limiting (not allowing the for the desired compression ratio) on many network topologies (e.g. $\rho = \Theta(1/n^2)$ for a ring topology, or $\rho = \Theta(1/n)$ for a torus [Aldous and Fill 2002, p. 169]). To address this issue, [Tang et al. 2018], further propose ECD which is analyzed for a different class of compression operators (absolute measure of the quantization error) and appears less stable in experiments. The Choco-SGD algorithm that we consider in this work has been introduced in [Koloskova et al., 2019] and analyzed for strongly convex functions with no restrictions on $\delta$. For non-convex functions we show a rate of $O(1/\sqrt{\tau} + n/(\rho^3\tau))$. The dependence of the rate on $\rho$ is worse than for the baselines, but the algorithm converges under arbitrary bandwidth constraints $\delta > 0$.

3 Choco-SGD

In this section we formally introduce the decentralized optimization problem, compression operators, and the gossip-based stochastic optimization algorithm Choco-SGD from [Koloskova et al., 2019].

Distributed Setup. We consider optimization problems distributed across $n$ nodes of the form

$$f^* := \min_{x \in \mathbb{R}^d} \left[ f(x) := \frac{1}{n} \sum_{i=1}^n f_i(x) \right], \quad f_i := \mathbb{E}_{\xi_i \sim D_i, f_i(x, \xi)}, \quad \forall i \in [n],$$

where $D_1, \ldots, D_n$ are local data distributions which can be different on every node, $f_i: \mathbb{R}^d \times \Omega \to \mathbb{R}$ are possibly non-convex loss functions. This setting covers the important case of empirical risk minimization in distributed machine learning and deep learning applications.

Communication. Every device is only allowed to communicate with its local neighbours defined by the network topology. Formally, we define communication graph $G = ([n], E)$, with edges $E$ representing the communication links along which messages (e.g. model updates) can be exchanged. We assign a positive weight $w_{ij}$ to every edge ($w_{ij} = 0$ for disconnected nodes $\{i, j\} \notin E$) and impose the following (standard) assumptions on the mixing weights:

Assumption 1 (Mixing matrix). We assume that $W \in [0, 1]^{n \times n}$, $(W)_{ij} = w_{ij}$ is a symmetric $(W = W^\top)$ doubly stochastic $(W1 = 1, 1^\top W = 1^\top)$ matrix with eigenvalues $1 = |\lambda_1(W)| > |\lambda_2(W)| \geq \cdots \geq |\lambda_n(W)|$ and spectral gap $\rho := 1 - |\lambda_2(W)| \in (0, 1]$.

For any connected network topology there are infinitely many weights that satisfy Assumption 1. However, to achieve fastest mixing, the spectral gap $\rho$ should be as large as possible. This design problem can be cast as a semidefinite optimization problem [Xiao and Boyd 2004] but a common heuristic is to set the weights based on the local node degrees: $w_{ij} = \max\{\deg(i), \deg(j)\}^{-1}$ for $(i, j) \in E$. This will not only guarantee $\rho > 0$ but these weights can easily be computed in a local fashion on each node [Xiao and Boyd 2004]. We adopt this choice for all our experiments.

Compression. We aim to only transmit compressed (e.g. quantized or sparsified) messages. We formalized this through the notion of compression operators that was e.g. also used in [Tang et al. 2018, Stich et al. 2018].

Definition 3.1 (Compression operator). $Q: \mathbb{R}^d \to \mathbb{R}^d$ is a compression operator if it satisfies

$$(1 - \delta) \|x\|^2 \leq \mathbb{E}_Q \|Q(x) - x\|^2 \leq \|x\|^2, \quad \forall x \in \mathbb{R}^d,$$

for a parameter $\delta > 0$. Here $\mathbb{E}_Q$ denotes the expectation over the internal randomness of operator $Q$.\footnote{Whilst absolute bounds on the quantization error are sometimes considered in the literature [Reisizadeh et al. 2018, Tang et al. 2018] these bounds might be restrictive (i.e. allowing only for low compression) when the input vectors are unbounded. This might be the reason for the instabilities observed in [Tang et al. 2018, Figs. 5–6].}
Algorithm 1 Choco-SGD (Koloskova et al. 2019)

**Input:** Initial values $x_i^{(0)} \in \mathbb{R}^d$ on each node $i \in [n]$, consensus stepsize $\gamma$, SGD stepsize $\eta$, communication graph $G = ([n], E)$ and mixing matrix $W$, initialize $\hat{x}_i^{(0)} := 0 \ \forall i \in [n]$

1. for $t \in 0 \ldots T - 1$ do \{in parallel for all workers $i \in [n]$\}
   2. $x_i^{(t)} := x_i^{(t-\frac{1}{2})} + \gamma \sum_{j: (i, j) \in E} w_{ij} (\hat{x}_j^{(t)} - \hat{x}_i^{(t)})$ \hfill $\triangleright$ modified gossip averaging
   3. $q_i^{(t)} := Q(x_i^{(t)} - \hat{x}_i^{(t)})$ \hfill $\triangleright$ compression
   4. for neighbors $j : \{i, j\} \in E$ (including $\{i\} \in E$) do
      5. Send $q_i^{(t)}$ and receive $q_j^{(t)}$ \hfill $\triangleright$ communication
      6. $\hat{x}_i^{(t+1)} := q_j^{(t)} + \hat{x}_j^{(t)}$ \hfill $\triangleright$ local update
   7. end for
2. Sample $\xi_i^{(t)}$, compute gradient $g_i^{(t)} := \nabla F_i(x_i^{(t)}, \xi_i^{(t)})$
3. $x_i^{(t+\frac{1}{2})} := x_i^{(t)} - \eta g_i^{(t)}$ \hfill $\triangleright$ stochastic gradient update
4. end for

In contrast to the quantization operators used in e.g. [Alistarh et al. 2017, Horváth et al. 2019], compression operators defined as in (2) are not required to be unbiased and therefore supports a larger class of compression operators. Some examples can be found in (Koloskova et al. 2019) and we further discuss specific compression schemes in Section 5.

**Algorithm.** Choco-SGD is summarized in Algorithm 1. Every worker $i$ stores its own private variable $x_i \in \mathbb{R}^d$ that is updated by a stochastic gradient step in part 2 and a modified gossip averaging step on line 2. This step is a key element of the algorithm as it preserves the averages of the iterates even in presence of quantization noise (the compression errors are not discarded, but aggregated in the local variables $x_i$, see also (Koloskova et al. 2019)). The nodes communicate with their neighbors in part 1 and update the variables $\hat{x}_j \in \mathbb{R}^d$ for all their neighbors $\{i, j\} \in E$ only using compressed updates. The ‘publicly available’ copies $\hat{x}_i$ are identical on all nodes, but in general $x_i \neq \hat{x}_i$, due to the communication restrictions.

From an implementation aspect, it is worth highlighting that the communication part 1 and the gradient computation part 2 can both be executed in parallel because they are independent.

## 4 Convergence of Choco-SGD on Smooth Non-Convex Problems

As the first main contribution, we here extend the analysis of Choco-SGD to non-convex problems. For this we make the following technical assumptions:

**Assumption 2.** Each function $f_i : \mathbb{R}^d \rightarrow \mathbb{R}$ for $i \in [n]$ is $L$-smooth, that is

$$\|\nabla f_i(y) - \nabla f_i(x)\| \leq L \|y - x\|, \quad \forall x, y \in \mathbb{R}^d, i \in [n],$$

and the variance of the stochastic gradients is bounded on each worker:

$$\mathbb{E}_{\xi_i} \|\nabla F_i(x, \xi_i) - \nabla f_i(x)\|^2 \leq \sigma_i^2; \quad \mathbb{E}_{\xi_i} \|\nabla F_i(x, \xi_i)\|^2 \leq G^2, \quad \forall x \in \mathbb{R}^d, i \in [n],$$

where $\mathbb{E}_{\xi_i} [\cdot]$ denotes the expectation over $\xi_i \sim D_i$. We also denote $\sigma^2 := \frac{1}{n} \sum_{i=1}^{n} \sigma_i^2$ for convenience.

The smoothness assumption is crucial for the analysis as it controls how fast the function values can change locally. The bounded variance assumption is standard in the stochastic optimization literature. We now state the main result of this section:

**Theorem 4.1.** Under Assumptions 2 with constant stepsize $\eta = \sqrt{\eta} / \sqrt{T+1}$ and the consensus stepsize from (Koloskova et al. 2019), $\gamma := \frac{\sqrt{n}}{10n^{1/2} + 3p^{1/2} + 2p^{3/4} - 8p^{5/4}}$, where $\beta = \|I - W\|_2 \in [0, 2]$, and $T \geq 64nL^2$, the averaged iterates $\bar{x}^{(t)} := \frac{1}{n} \sum_{i=1}^{n} x_i^{(t)}$ of Algorithm 1 satisfy:
The momentum factor is set to \( c \) := \( \rho^2 \delta \) denoting the convergence rate of the underlying consensus averaging scheme of (Koloskova et al., 2019).

This result shows that Choco-SGD converges asymptotically as \( O(1/\sqrt{nT} + n/(\rho^2 T)) \). The first term shows a linear speed-up compared to SGD on a single node, while compression and graph topology affect only the higher order second term. However, comparing the second term with the corresponding term in the convergence rate of the centralized baseline with exact communication we see that they differ by a factor of \((\rho d)^2\). The dependence on \( \delta \) is a consequence of supporting arbitrary high compression, but the superfluous \( \rho^2 \) term seems to be a consequence of the analysis (only for the special case of \( \delta = 1 \) we recover \( O(n/(\rho^2 T)) \) as the second term. This is shown in the appendix.). For slightly more general statements than Theorem 4.1 (with improved constants) as well as for the proofs we refer to Appendix A.

The theorem gives guarantees for the averaged vector of parameters \( \bar{x} \), however in a decentralized setting it is very expensive and sometimes impossible to average all the parameters distributed across several machines, especially when the number of machines and the model size is large. We can get similar guarantees on the individual iterates \( x_i \) as e.g. in (Assran et al., 2019). We summarize these briefly below.

**Lemma 4.2.** Under the same setting as in Theorem 4.1, the iterates of Algorithm 2 satisfy:

\[
\frac{1}{n} \sum_{i=1}^{n} \| x_i^{(t)} - \bar{x}^{(t)} \|^2 \leq \frac{8nG^2}{\rho^2T}.
\]

**Corollary 4.3** (Convergence of local weights). Under the same setting as in Theorem 4.1

\[
\frac{1}{T+1} \sum_{t=0}^{T} \frac{1}{n} \sum_{i=1}^{n} \| \nabla f(x_i^{(t)}) \|^2 \leq \frac{8(f(\bar{x}^{(0)}) - f^*) + 8\tau^2L}{\sqrt{n(T+1)}} + \frac{64G^2nL}{\rho^2T}.
\]

For the proofs of these statements we again refer to Appendix A. This corollary means that sequence \( x_i^{(t)} \) at uniformly chosen worker \( i \) in expectation converges with the same rate (up to constants) as sequence of averaged vectors \( \bar{x}^{(t)} \) over the workers.

## 5 Comparison to Baselines for Various Compression Schemes

In this section we experimentally compare Choco-SGD to the relevant baselines for a selection of commonly used compression operators. For the experiments we further leverage momentum in all implemented algorithms. The newly developed momentum version of Choco-SGD is given as Algorithm 3 in Appendix D.

**Setup.** In order to match the setting in (Tang et al., 2018) for our first set of experiments, we use a ring topology with \( n = 8 \) nodes and train the ResNet20 architecture (He et al., 2016) on the Cifar10 dataset (50K/10K training/test samples) (Krizhevsky, 2012). We randomly split the training data between workers and shuffle it after every epoch, following standard procedure as e.g. in (Goyal et al., 2017). We implement DCD and ECD with momentum (Tang et al., 2018), Choco-SGD with momentum (Algorithm 3) and standard (all-reduce) mini-batch SGD with momentum and without compression (Dekel et al., 2012). The momentum factor is set to 0.9 without dampening. For all algorithms we fine-tune the initial learning rate and gradually warm it up from a relative small value (0.1) (Goyal et al., 2017) for the first 5 epochs. The learning rate is decayed by 10 twice, at 150 and 225 epochs, and stop training at 300 epochs. For Choco-SGD the consensus learning rate \( \gamma \) is also tuned. The detailed hyper-parameter tuning procedure refers to Appendix D. Every compression scheme is applied to every layer of ResNet20 separately. We evaluate the top-1 accuracy on every node separately over the whole dataset and report the average performance over all nodes (the same performance measure scheme is also used in the following sections).
Table 1: Top-1 test accuracy for decentralized DCD, ECD and Choco-SGD with different compression schemes. Reported top-1 test accuracies are averaged over three runs with fine-tuned hyper-parameters (learning rate, weight decay, consensus stepsize). The fine-tuned all-reduce baseline reaches accuracy 92.64, with 1.04 MB gradient transmission per iteration. (* indicates that 2 out of 3 runs diverged).

| Algorithm       | Quantization (QSGD) | Sparsification (random-%) |
|-----------------|---------------------|---------------------------|
|                 | transmitted data/iteration | 50% | 10% | 1% |
| DCD-PSGD        | 0.52 MB             | 0.26 MB | 0.13 MB | 0.065 MB | 1.04 MB | 0.21 MB | 0.031 MB |
| ECD-PSGD        | 92.51 ± 0.05        | 92.36 ± 0.28              | 23.56 ± 2.97 | diverges | 92.05 ± 0.25 | diverges | diverges |
| CHOCO-SGD       | 92.02 ± 0.14        | 59.11 ± 1.57              | diverges | diverges | diverges | diverges | diverges |

| Algorithm       | Sparsification (top-%) | Sign + Norm |
|-----------------|------------------------|-------------|
|                 | transmitted data/iteration | 50% | 10% | 1% |
| DCD-PSGD        | 1.0 MB                 | 0.2 MB | 0.031 MB | 0.032 MB |
| ECD-PSGD        | 92.40 ± 0.11           | 91.97 ± 0.14 | 89.79 ± 0.40 | 92.40 ± 0.14 |
| CHOCO-SGD       | 17.03 ± 0.17           | 16.78 ± 1.83 | 18.03 ± 2.43 | diverges |

**Compression Schemes.** We implement two unbiased compression schemes:
- $gsgd_{b}$ quantization that randomly rounds the weights to $b$-bit representations (Alistarh et al., 2017), and
- random$_{a}$ sparsification, which preserves a randomly chosen $a$ fraction of the weights and sets the other ones to zero (Wangni et al., 2018).

Further two biased compression schemes:
- top$_{a}$, which selects the $a$ fraction of weights with the largest magnitude and sets the other ones to zero (Alistarh et al., 2018; Stich et al., 2018), and
- sign compression, which compresses each weight to its sign scaled by the norm of the full vector (Bernstein et al., 2018; Karimireddy et al., 2019).

We refer to Appendix C for exact definitions of the schemes.

**Results.** The results are summarized in Table 1. For unbiased compression schemes, ECD and DCD only achieve good performance when the compression ratio is small, and sometimes even diverge when the compression ratio is high. This is consistent with the theoretical and experimental results in (Tang et al., 2018). We further observe that the performance of DCD with the biased top$_{a}$ sparsification is much better than with the unbiased random$_{a}$ counterpart, though this operator is not yet supported by theory. Choco-SGD can generalize reasonably well in all scenarios (at most 1.65% accuracy drop) for fixed training budget. The sign compression achieves state-of-the-art accuracy and requires approximately $32 \times$ less bits per weight than the full precision baseline.

6 Use case I: On-device Learning over a Social Network Graph

Whilst in the previous section we focused on an artificial scenario, we now shift our focus to applications that are intrinsically decentralized, and where centralized methods either fail or are inefficient to implement. Typical scenarios comprise e.g. sensor networks, or mobile devices that jointly train a machine learning model, based on use feedback each device. These devices could either be linked in a cellphone network topology, over the internet, or in a social network graph. Common to these applications is that i) the network topology is fixed and the global topology is typically unknown to a single device, ii) each device has only access to locally stored or acquired data and iii) the bandwidth is limited (either physically, or artificially for e.g. metered connections). Additionally, this fully decentralized setting is also strongly motivated by privacy aspects, benefitting from keeping private training data on-device at all times.
Modeling. To simulate this classification, we evaluate the algorithms on a real social network topology: we chose the “Davis Southern women social network” \cite{Davis1941} with 89 edges between $n = 32$ nodes (max degree 14, $\rho = 0.068$). We randomly split the training data between the nodes and keep this partition fixed during the entire training (no shuffling). As mixing weights in decentralized setting we resort to the locally computable weights that were introduced in Section 3. As gathering methods such as all-reduce are not efficiently implementable in this scenario, we compare to the centralized baseline where all nodes route their updates to a central coordinator for aggregation.

Setup. For the comparison we consider Choco-SGD with sign compression (this combination achieved the compromise between accuracy and compression level in Table 1), decentralized SGD without compression, and centralized SGD without compression. We train two models, firstly ResNet20 \cite{He2016} (0.27 million parameters) for image classification on the Cifar10 dataset (50K/10K training/test samples) \cite{Krizhevsky2012} and secondly, a three-layer LSTM architecture \cite{Hochreiter1997} (28.95 million parameters) for a language modeling task on WikiText-2 (600 training and 60 validation articles with a total of 2°088°628 and 217°646 tokens respectively) \cite{Merity2016}. For the language modeling task, we borrowed and adapted the general experimental setup of \cite{Merity2016}, where we use a three-layer LSTM with hidden dimension of size 650. The loss is averaged over all examples and timesteps. The BPTT length is set to 30. We fine-tune the value of gradient clipping (0.4), and the dropout (0.4) is only applied on the output of LSTM.

We train both of ResNet20 and LSTM for 300 epochs, unless mentioned specifically. The per node mini-batch size is 32 for both datasets. The learning rate of Choco-SGD follows a linear scaling rule, which is proportional to the node degree. We fine-tune the base learning rate (before the linear scaling) and gradually warm it up (from 0.1) for the first 5 training epochs. The scaled learning rate will be decayed by the factor of 10 at the phase when the training algorithm has accessed 50% and 75% of the total training epochs. The momentum (with factor 0.9) is only applied on the ResNet20 training.

Results. The results are summarized in Figures 1 and 2 and in Table 2. For the image classification task, when comparing the training accuracy reached after the same number of epochs, we observe that the decentralized algorithm performs best, follows by the centralized and lastly the quantized decentralized. However, the test accuracy is highest for the centralized scheme. When comparing the test accuracy reached for the same transmitted data \footnote{The figure reports the transmitted data on the busiest node, i.e the max-degree node (degree 14) node for decentralized schemes, and degree 32 for the centralized one.}, Choco-SGD significantly outperforms the exact decentralized scheme, with the centralized performing worst. We note a slight accuracy drop, i.e. after the same number of epochs (but much less transmitted data), Choco-SGD does not reach the same level of test accuracy than the baselines.

For the language modeling task, both decentralized schemes suffer a drop in the training loss when the evaluation reaching the epoch budget; while our Choco-SGD outperforms the centralized SGD in test perplexity. When considering perplexity for a fixed data volume (middle and right subfigure of Figure 2), Choco-SGD performs best, followed by the exact decentralized and centralized algorithms.

7 Use case II: Efficient Large-Scale Training in a Datacenter Setting

Decentralized optimization methods offer a way to address scaling issues even for well connected devices, such as e.g. in datacenter with fast InfiniBand (100Gbps) or Ethernet (10Gbps) connections. Lian et al. \cite{Lian2017} describe scenarios when decentralized schemes can outperform centralized ones, and
Figure 2: Language modeling: LSTM on WikiText-2 on social network topology.

Table 2: Summary of performance when training with the same epoch budget (as centralized SGD).

| Algorithm                  | max. connections/node | ResNet-20 (Figure 1) | LSTM (Figure 2) |
|----------------------------|------------------------|-----------------------|-----------------|
| Centralized SGD            | 32                     | 1.04 MB               | 110.43 MB       |
| Exact Decentralized SGD    | 14                     | 1.04 MB               | 110.43 MB       |
| sign-CHOCO-SGD             | 14                     | 0.032 MB              | 3.45 MB         |

recently, Assran et al. (Assran et al., 2019) presented impressive speedups for training on 256 GPUs. The main differences of their algorithm to CHOCO-SGD are the asynchronous gossip updates, time-varying communication topology and most importantly exact communication, making their setup not directly comparable to ours. We note that these properties of asynchronous communication and changing topology for faster mixing are orthogonal to our contribution, and offer promise to be combined.

Setup. We train ImageNet-1k (1.28M/50K training/validation) (Deng et al., 2009) with ResNet-50 (He et al., 2016). We perform our experiments on 8 machines (n1-standard-32 from Google Cloud), where each of machines has 4 Tesla P100 GPUs. Within one machine communication is fast and we perform all-reduce with the full model. Between different machines we use decentralized communication with compressed communication (sign-CHOCO-SGD) in a ring topology. The mini-batch size on each GPU is 128, and we follow the general SGD training scheme in (Goyal et al., 2017) and directly use all their hyper parameters for CHOCO-SGD. Due to the limitation of the computational resource, we did not heavily tune the consensus stepsize for CHOCO-SGD.

Results. We depict the training loss and top-1 test accuracy in terms of epochs and time in Figure 3. CHOCO-SGD benefits from its decentralized and parallel structure and takes less time than all-reduce to perform the same number of epochs, while having only a slight 1.5% accuracy loss. (All-reduce with full precision gradients achieved test accuracy of 76.37%, vs. 75.15% for CHOCO-SGD). In terms of time per epoch, our speedup does not match that of (Assran et al., 2019), as the used hardware is very different. Their scheme is orthogonal to our approach and could be integrated for better training efficiency. Nevertheless, we still demonstrate a time-wise 20% gain over the all-reduce baseline, on our used commodity hardware cluster.

8 Discussion

We demonstrate that CHOCO-SGD can reach good accuracy in all scenarios and can provide significant savings in terms of bandwidth. However, on all tasks the final accuracy did not precisely match the respective state-of-the-art performance for well-tuned mini-batch baseline. Besides suboptimal parameter choices, this is also explained by the fact that we only allocated a fixed budget in terms of epochs (total gradient computations), irrespective of graph topology and compression. If we would compare accuracy for e.g. a fixed volume of transmitted data, the picture drastically changes. We argue that this accuracy drop might still be in the tolerance for many distributed on-device applications, however not for the

---

3 We estimate the consensus stepsize by running CHOCO-SGD with different values for the first 3 epochs.
4 Note that while all compression schemes as in Section 5 are suitable for CHOCO-SGD, most cannot be implemented using all-reduce (as sign-compression needs aggregation of the norm for scaling, and sparse compression can not support incremental additive aggregation).
datatcenter scenario. There it might be possible to close the generalization gap by allowing longer training (i.e. more epochs).

Recent work reported time-wise speedups up to a factor of 3 for a decentralized method even without quantization (Assran et al., 2019). We could not obtain the same speedups with our implementation. Reasons for this are that their algorithm uses asynchronous communication and time-varying random communication graphs. In contrast, we analyzed and implemented Choco-SGD only for a fixed network topology, and did not leverage the internal parallelism (communication and gradient computation can be parallelized, see Section 3) in our implementation. These three modifications seem promising directions that could provide further speedups desired for industry applications. A further desirable extension of the scheme would be to allow for adaptive (or automatically tuned) consensus stepsize that could further ease the adaptation of the scheme in real applications.

9 Conclusion

We propose to use Choco-SGD (and its momentum version) for accelerating distributed training in bandwidth constrained environments. We provide theoretical convergence guarantees for the non-convex setting and show that the algorithm enjoys the same linear speedup as the the centralized communication baseline when increasing the number of nodes. We empirically study the performance of the algorithm in a variety of settings on image classification (ImageNet-1k, Cifar20) and on a language modeling task (WikiText-2). Whilst previous work successfully demonstrated that decentralized methods are a competitive alternative to centralized training schemes for deep learning (Lian et al., 2017; Assran et al., 2019) we here significantly expand the possible applications by enabling training in strongly communication-restricted environments. We demonstrate that decentralized schemes can converge for arbitrary high communication compression and thus quantization is a meaningful way to accelerate decentralized training of deep learning models.
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A Convergence of Choco-SGD

In this section we present the proof of Theorem 4.1. For this, we will first derive a slightly more general statement: in Theorem A.2 we analyze CHOCO-SGD for arbitrary stepsizes $\eta$, and then derive Theorem 4.1 as a special case.

The structure of the proof follows (Koloskova et al., 2019). That is, we first show that Algorithm 1 is a special case of a more general class of algorithms (given in Algorithm 2): Observe that Algorithm 1 consists of two main components: 2 the stochastic gradient update, performed locally on each node, and 1 the (quantized) averaging among the nodes. We can show convergence of all algorithms of this type—i.e. stochastic gradient updates 2 followed by an arbitrary averaging step 1—as long as the averaging scheme exhibits linear convergence. For the specific averaging used in CHOCO-SGD, linear convergence has been shown in (Koloskova et al., 2019) and we will use their estimate of the convergence rate of the averaging scheme.

A.1 A General Framework for Decentralized SGD with Arbitrary Averaging

For convenience, we use the following matrix notation in this subsection.

For $\Theta \in \mathbb{R}^{d \times n}$, averaging function $h: \mathbb{R}^{d \times n} \times \mathbb{R}^{d \times n} \rightarrow \mathbb{R}^{d \times n} \times \mathbb{R}^{d \times n}$, we define

$X(t) := [x_1(t), \ldots, x_n(t)] \in \mathbb{R}^{d \times n}, \quad X^r := [x_1^r(t), \ldots, x_n^r(t)] \in \mathbb{R}^{d \times n},$

$\partial F(X(t), \xi(t)) := [\nabla F_1(x_1(t), \xi_1(t)), \ldots, \nabla F_n(x_n(t), \xi_n(t))] \in \mathbb{R}^{d \times n}.$

Decentralized SGD with arbitrary averaging is given in Algorithm 2.

**Algorithm 2** Decentralized SGD with arbitrary averaging scheme

```
input: $X(0)$, stepsize $\eta$, averaging function $h: \mathbb{R}^{d \times n} \times \mathbb{R}^{d \times n} \rightarrow \mathbb{R}^{d \times n} \times \mathbb{R}^{d \times n}$
1: for $t$ in $0 \ldots T - 1$ do {in parallel for all workers $i \in [n]$}
2: $\quad X(t + \frac{1}{2}) = X(t) - \eta \partial F_i(X(t), \xi(t))$ \hspace{1cm} \triangleright$ stochastic gradient updates
3: $\quad (X(t+1), Y(t+1)) = h(X(t+\frac{1}{2}), Y(t))$ \hspace{1cm} \triangleright$ blackbox averaging/gossip
4: end for
```

**Assumption 3.** For an averaging scheme $h: \mathbb{R}^{d \times n} \times \mathbb{R}^{d \times n} \rightarrow \mathbb{R}^{d \times n} \times \mathbb{R}^{d \times n}$ let $(X^+, Y^+) := h(X, Y)$ for $X, Y \in \mathbb{R}^{d \times n}$. Assume that $h$ preserves the average of iterates:

$$X^+ \frac{11^T}{n} = X \frac{11^T}{n}, \quad \forall X, Y \in \mathbb{R}^{d \times n},$$

and that it converges with linear rate for a parameter $0 < c \leq 1$

$$E_h \Psi(X^+, Y^+) \leq (1 - c)\Psi(X, Y), \quad \forall X, Y \in \mathbb{R}^{d \times n},$$

and Laypunov function $\Psi(X, Y) := \|X - \overline{X}\|^2_F + \|X - Y\|^2_F$ with $\overline{X} := \frac{1}{n}X11^T$, where $E_h$ denotes the expectation over internal randomness of averaging scheme $h$.

**Example: Exact Averaging.** Setting $X^+ = XW$ and $Y^+ = \xi^+$ gives an exact consensus averaging algorithm with mixing matrix $W$ (Xiao and Boyd, 2004). It converges at the rate $c = \rho$, where $\rho$ is an eigengap of mixing matrix $W$, defined in Assumption 1. Substituting it into the Algorithm 2 we recover D-PSGD algorithm, analyzed in (Lian et al., 2017).

**Example: Choco-SGD.** To recover CHOCO-SGD, we need to choose CHOCO-Gossip (Koloskova et al., 2019) as consensus averaging scheme, which is defined as $X^+ = X + \gamma Y(W - I)$ and $Y^+ = Y + Q(X^+ - Y)$ (in the main text we write $\hat{X}$ instead of $Y$). This scheme converges with $c = \frac{\delta^2}{\gamma^2}$. The
results from the main part can be recovered by substituting this $c = \frac{\epsilon^2 \delta}{2\epsilon^2}$ in the more general results below. It is important to note that for Algorithm 1 given in the main text, the order of the communication part $\textcircled{1}$ and the gradient computation part $\textcircled{2}$ is exchanged. We did this to better illustrate that both these parts are independent and that they can be executed in parallel. The effect of this change can be captured by changing the initial values but does not affect the convergence rate.

A.2 Proof of Theorem 4.1

Lemma A.1. Under Assumptions 1–3 with constant stepsize $\eta$ satisfy
\[
\sum_{i=1}^{n} \left\| \mathbf{x}^{(i)} - \bar{\mathbf{x}}^{(i)} \right\|^2 \leq 2 \eta^2 \frac{8nG^2}{c^2}.
\]

Proof of Lemma A.1. Following exactly the same calculations as the first 9 lines in the proof of Lemma 21 from (Koloskova et al., 2019), we get a recursion
\[
r_{t+1} \leq \left( 1 - \frac{c}{2} \right) r_t + 2 \frac{c}{\epsilon^2} A,
\]
with $A = 2nG^2$, $r_t = \mathbb{E} \left[ \left\| \mathbf{X}^{(t)} - \bar{\mathbf{X}}^{(t)} \right\|^2 + \mathbb{E} \left[ \left\| \mathbf{X}^{(t)} - \mathbf{Y}^{(t)} \right\|^2 \right] \right]$.

Verifying that $r_t \leq \eta^2 \frac{4A}{\epsilon^2}$ satisfy recursion completes the proof as $\mathbb{E} \left[ \left\| \mathbf{X}^{(t)} - \bar{\mathbf{X}}^{(t)} \right\|^2 \right] \leq r_t$
\[
r_{t+1} \leq \left( 1 - \frac{c}{2} \right) r_t + 2 \frac{c}{\epsilon^2} A \leq \left( 1 - \frac{c}{2} \right) \eta^2 \frac{4A}{\epsilon^2} + 2 \frac{c}{\epsilon^2} A = \eta^2 \frac{4A}{\epsilon^2}.
\]

Theorem A.2. Under Assumptions 1–3 with constant stepsize $\eta = \sqrt{\frac{n}{T+1}}$ for $T \geq 64nL^2$, the averaged iterates $\bar{\mathbf{x}}^{(t)} = \frac{1}{n} \sum_{i=1}^{n} \mathbf{x}^{(t)}_i$ of Algorithm 3 satisfy:
\[
\frac{1}{T+1} \sum_{t=0}^{T} \left\| \nabla f(\bar{\mathbf{x}}^{(t)}) \right\|^2_2 \leq \frac{4 \left( f(\mathbf{x}^{(0)}) - f^\star \right) + 4\eta^2 L}{\sqrt{n(T+1)}} + \frac{24G^2nL}{(T+1)c^2},
\]
where $c$ denotes convergence rate of underlying averaging scheme.

The first term shows a linear speed up compared to SGD on one node, whereas the underlying averaging scheme affects only the second-order term. Substituting the convergence rate for exact averaging with $W$ gives the rate $\mathcal{O}(1/\sqrt{\tau} + n/(\tau^2\epsilon^2))$, which recovers the rate of D-PSGD (Lian et al., 2017).

Choco-SGD with the underlying Choco-Gossip averaging scheme converges at the rate $\mathcal{O}(1/\sqrt{\tau} + n/(\tau^2\epsilon^2))$. The dependence on $\rho$ (eigenvalue of the mixing matrix $W$) is worse than in the exact case. This might either just be an artifact of our proof technique or a consequence of supporting arbitrary high compression.

Proof of Theorem A.4 By $L$-smoothness
\[
\begin{align*}
E_{t+1} f(\mathbf{x}^{(t+1)}) &= E_{t+1} f \left( \mathbf{x}^{(t)} - \frac{\eta}{n} \sum_{j=1}^{n} \nabla F_j(\mathbf{x}^{(t)}_j, \xi^{(t)}_j) \right) \\
&\leq f(\bar{\mathbf{x}}^{(t)}) - E_{t+1} \left( \nabla f(\bar{\mathbf{x}}^{(t)}), \frac{\eta}{n} \sum_{j=1}^{n} \nabla F_j(\mathbf{x}^{(t)}_j, \xi^{(t)}_j) \right) + E_{t+1} \left( \frac{\eta}{2} \left\| \frac{1}{n} \sum_{j=1}^{n} \nabla F_j(\mathbf{x}^{(t)}_j, \xi^{(t)}_j) \right\|^2_2 \right)
\end{align*}
\]
To estimate the second term, we add and subtract $\nabla f(\bar{\mathbf{x}}^{(t)})$
\[
-\eta \left\langle \nabla f(\bar{\mathbf{x}}^{(t)}), \frac{1}{n} \sum_{j=1}^{n} \nabla f_j(\mathbf{x}^{(t)}_j) \right\rangle = -\eta \left\| \nabla f(\bar{\mathbf{x}}^{(t)}) \right\|^2 + \eta \left\langle \nabla f(\bar{\mathbf{x}}^{(t)}), \frac{1}{n} \sum_{j=1}^{n} \nabla f_j(\mathbf{x}^{(t)}_j) \right\rangle
\]
\[
\leq -\frac{\eta}{2} \left\| \nabla f(\bar{\mathbf{x}}^{(t)}) \right\|^2 + \frac{\eta}{2n} \sum_{j=1}^{n} \left\| \nabla f(\mathbf{x}^{(t)}_j) - \nabla f_j(\mathbf{x}^{(t)}_j) \right\|^2.
\]
For the last term, we add and subtract $\nabla f(x^{(t)})$ and the sum of $\nabla f_j(x_j^{(t)})$

\[
\mathbb{E}_{t+1} \frac{L}{2} \eta^2 \left( \frac{1}{n} \sum_{j=1}^n \nabla F_j(x_j^{(t)}, \xi_j^{(t)}) \right) \leq \frac{1}{2} \sum_{j=1}^n \left( L \eta^2 \left( \frac{1}{n} \sum_{j=1}^n \nabla f(x^{(t)}) - \nabla f_j(x_j^{(t)}) \right)^2 + 2L\eta^2 \left\| \nabla f(x^{(t)}) \right\|^2
\]

Combining this together and using $L$-smoothness to estimate $\left\| f(x^{(t)}) - \nabla f_j(x_j^{(t)}) \right\|^2$.

\[
\mathbb{E}_{t+1} f(x^{(t+1)}) \leq f(x^{(t)}) - \eta \left( \frac{1}{2} - 2L\eta \right) \left\| \nabla f(x^{(t)}) \right\|^2 + \left( \frac{\eta L}{2n} + \frac{2L^2\eta^2}{n} \right) \sum_{j=1}^n \left\| x^{(t)} - x_j^{(t)} \right\|^2 + L \eta^2 \sigma^2.
\]

Using Lemma A.2 to bound the third term and using that $\eta \leq \frac{1}{8L}$ (this is because $\eta = \sqrt{\frac{1}{T+1}}, T \geq 64nL^2$)

\[
\mathbb{E}_{t+1} f(x^{(t+1)}) \leq f(x^{(t)}) - \eta \left( \frac{1}{4} \left\| \nabla f(x^{(t)}) \right\|^2 + \frac{4\eta^3 L G^2}{c^2} + \frac{16L^2G^2}{c^2} + \frac{L \eta^2 \sigma^2}{n^2} \right)
\]

Rearranging terms and averaging over $t$

\[
\frac{1}{T+1} \sum_{t=0}^T \left( \frac{1}{n} \sum_{i=1}^{n} \left\| \nabla f(x_i^{(t)}) \right\|^2 \right) \leq \frac{1}{T+1} \sum_{t=0}^T \left( \frac{1}{n} \sum_{i=1}^{n} \left( 2 \left\| \nabla f(x_i^{(t)}) - \nabla f(x^{(t)}) \right\|^2 + 2 \left\| \nabla f(x^{(t)}) \right\|^2 \right) \right)
\]

Substituting $\eta = \sqrt{\frac{1}{T+1}}$ and using that $T \geq 64nL^2$ we get the statement of the theorem. \(\square\)

**Proof of Corollary A.3**

\[
\frac{1}{T+1} \sum_{t=0}^T \frac{1}{n} \sum_{i=1}^{n} \left\| \nabla f(x_i^{(t)}) \right\|^2 \leq \frac{1}{T+1} \sum_{t=0}^T \frac{1}{n} \sum_{i=1}^{n} \left( 2 \left\| \nabla f(x_i^{(t)}) - \nabla f(x^{(t)}) \right\|^2 + 2 \left\| \nabla f(x^{(t)}) \right\|^2 \right)
\]

where we used $L$-smoothness of $f$. Using Theorem A.1 and Lemma A.2

\[
\frac{1}{T+1} \sum_{t=0}^T \frac{1}{n} \sum_{i=1}^{n} \left\| \nabla f(x_i^{(t)}) \right\|^2 \leq \frac{8 \left( f(x^{(0)}) - f^* \right) + 8\sigma^2}{\sqrt{n(T+1)}} + \frac{64G^2nL}{(T+1)c^2} \quad \square
\]

**A.3 Convergence for Arbitrary $T$**

The previous result holds only for $T$ larger than $64nL^2$. This is not necessary and can be relaxed.

**Theorem A.3.** Under Assumptions 3 with constant stepsize $\eta$ and the consensus stepsize $\gamma := \frac{\beta^5}{16p^p + p^2 + 4L^2 + 2p^2 - 5p}$ where $\beta = \|I - W\|_2 \in [0, 2]$ Algorithm A.3 converges at the speed

\[
\frac{1}{T+1} \sum_{t=0}^T \left\| \nabla f(x^{(t)}) \right\|^2 \leq \frac{2}{\eta(T+1)} \left( f(x^{(0)}) - f^* \right) + \frac{\eta G^2}{n} + \frac{8G^2\eta^2 L}{c^2},
\]

where $x^{(t)} = \sum_{i=1}^n x_i^{(t)}$ and $c$ is convergence rate of underlying averaging scheme.

In contrast to Theorem A.2 this rate holds for any $T$, however the first term is worse than in Theorem A.2 because $\sigma^2$ is usually much smaller than $G^2$. 
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Proof of Theorem A.3. By L-smoothness

\[ E_{t+1} f(\mathbf{x}^{(t+1)}) = E_{t+1} f \left( \mathbf{x}^{(t)} - \frac{\eta}{n} \sum_{j=1}^{n} \nabla F_j(x_j^{(t)}, \zeta_j^{(t)}) \right) \]

\[ \leq f(\mathbf{x}^{(t)}) - E_{t+1} \left( \nabla f(\mathbf{x}^{(t)}), \frac{\eta}{n} \sum_{j=1}^{n} \nabla F_j(x_j^{(t)}, \zeta_j^{(t)}) \right) + E_{t+1} \frac{L}{2} \eta^2 \left\| \frac{1}{n} \sum_{j=1}^{n} \nabla F_j(x_j^{(t)}, \zeta_j^{(t)}) \right\|^2 \]

\[ \leq f(\mathbf{x}^{(t)}) - \eta \left\| \nabla f(\mathbf{x}^{(t)}) \right\|^2 + \frac{L}{2n} \eta^2 \|F\|^2 \]

\[ = f(\mathbf{x}^{(t)}) - \eta \left\| \nabla f(\mathbf{x}^{(t)}) \right\|^2 + \frac{\eta}{n} \sum_{j=1}^{n} \left\| \nabla f_j(x_j^{(t)}) - \nabla f_j(x_j^{(t)}) \right\|^2 + \frac{L}{2} \eta^2 \|F\|^2 \]

\[ \leq f(\mathbf{x}^{(t)}) - \eta \left( 1 - \frac{\alpha}{2} \right) \left\| \nabla f(\mathbf{x}^{(t)}) \right\|^2 + \frac{\eta L}{2n} \sum_{j=1}^{n} \|x_j^{(t)} - x_j^{(t)}\|^2 + \frac{L}{2n} \eta^2 \|F\|^2 \]

Using Lemma 4.2 we can bound the last term

\[ E_{t+1} f(\mathbf{x}^{(t+1)}) \leq f(\mathbf{x}^{(t)}) - \eta \left( 1 - \frac{\alpha}{2} \right) \left\| \nabla f(\mathbf{x}^{(t)}) \right\|^2 + \frac{4G^2 \eta^3 \|F\|^2}{\alpha c^2} + \frac{L}{2n} \eta^2 \|F\|^2 \]

Rearranging terms, taking \( \alpha = 1 \) and averaging over \( t \) we are getting statement of the theorem

\[ \frac{1}{T+1} \sum_{t=0}^{T} \left\| \nabla f(\mathbf{x}^{(t)}) \right\|^2 \leq \frac{2}{\eta(T+1)} \left( E_f(\mathbf{x}^{(t)}) - E_f(\mathbf{x}^{(t+1)}) \right) + \frac{8G^2 \eta^2 L}{c^2} + \frac{L}{n} \eta^2 \]

\[ \leq \frac{2}{\eta(T+1)} \left( f(\mathbf{x}^{(0)}) - f^* \right) + \frac{\eta G^2 L}{n} + \frac{8G^2 \eta^2 L}{c^2} \]

Corollary A.4 (Convergence of local weights \( x_i^{(t)} \)). Under Assumptions 2.4.1, algorithm 1 with \( \eta = \sqrt{\frac{n}{T+1}} \) converges at the speed

\[ \frac{1}{T+1} \sum_{t=0}^{T} \left( \frac{1}{n} \sum_{i=1}^{n} \left\| \nabla f(x_i^{(t)}) \right\|^2 \right) \leq \frac{4}{\sqrt{n(T+1)}} \left( f(\mathbf{x}^{(0)}) - f^* \right) + \frac{2G^2 L}{\sqrt{n(T+1)}} + \frac{16G^2 n (L+1)}{c^2(T+1)} \]

Proof.

\[ \frac{1}{T+1} \sum_{t=0}^{T} \left( \frac{1}{n} \sum_{i=1}^{n} \left\| \nabla f(x_i^{(t)}) \right\|^2 \right) \leq \frac{1}{T+1} \sum_{t=0}^{T} \left( \frac{1}{n} \sum_{i=1}^{n} \left( (1 + \alpha) \left\| \nabla f(x_i^{(t)}) - \nabla f(x_i^{(t)}) \right\|^2 + (1 + \alpha^{-1}) \left\| \nabla f(x_i^{(t)}) \right\|^2 \right) \right) \]

\[ \leq \frac{1}{T+1} \sum_{t=0}^{T} \left( \frac{1}{n} \sum_{i=1}^{n} \left( (L(1 + \alpha) \left\| x_i^{(t)} - x_i^{(t)} \right\|^2 + (1 + \alpha^{-1}) \left\| \nabla f(x_i^{(t)}) \right\|^2 \right) \right) \]

where we used L-smoothness of \( f \). This holds for \( \forall \alpha > 0 \). Using Theorem A.3 and Lemma A.1 and
setting $\alpha = 1$

$$\frac{1}{T + 1} \sum_{t=0}^{T} \frac{1}{n} \sum_{i=1}^{n} \left\| \nabla f(x^{(t)}_i) \right\|_2^2 \leq 2 \frac{8G^2\eta^2}{c^2} + 2 \frac{2}{\eta(T + 1)} \left( f(x^{(0)}) - f^* \right) + 2 \frac{\eta G^2 L}{n} + 2 \frac{8G^2\eta^2 L}{c^2} =$$

$$= 2 \frac{8G^2\eta(L + 1)}{c^2} + 2 \frac{2}{\eta(T + 1)} \left( f(x^{(0)}) - f^* \right) + 2 \frac{\eta G^2 L}{n} =$$

$$= 2 \frac{8G^2n(L + 1)}{c^2(T + 1)} + 2 \frac{2}{\sqrt{n(T + 1)}} \left( f(x^{(0)}) - f^* \right) + 2 \frac{G^2 L}{\sqrt{n(T + 1)}}.$$  

where we set $\eta = \sqrt{\frac{n}{T + 1}}$.  

\section{Useful Inequalities}

\textbf{Lemma B.1.} For arbitrary set of $n$ vectors $\{a_i\}_{i=1}^{n}, a_i \in \mathbb{R}^d$

$$\left\| \sum_{i=1}^{n} a_i \right\|^2 \leq n \sum_{i=1}^{n} \left\| a_i \right\|^2 . \quad (4)$$

\textbf{Lemma B.2.} For given two vectors $a, b \in \mathbb{R}^d$

$$2 \langle a, b \rangle \leq \gamma \left\| a \right\|^2 + \gamma^{-1} \left\| b \right\|^2, \quad \forall \gamma > 0 . \quad (5)$$

\textbf{Lemma B.3.} For given two vectors $a, b \in \mathbb{R}^d$

$$\left\| a + b \right\|^2 \leq (1 + \alpha) \left\| a \right\|^2 + (1 + \alpha^{-1}) \left\| b \right\|^2, \quad \forall \alpha > 0 . \quad (6)$$

This inequality also holds for the sum of two matrices $A, B \in \mathbb{R}^{n \times d}$ in Frobenius norm.

\section{Compression Schemes}

We implement the compression schemes detailed below.

- \textbf{gsgd} \cite{alistarh2017}. The unbiased gsgd: $\mathbb{R}^d \rightarrow \mathbb{R}^d$ compression operator (for $b > 1$) is given as

$$\text{gsgd}_b(x) := \left\| x \right\|_2 \cdot \text{sign}(x) \cdot 2^{-b-1} \cdot \left\{ \frac{2^{b-1}|x|}{\left\| x \right\|_2} + u \right\}$$

where $u \sim_{u,a.r.} \{0, 1\}^d$ is a random dithering vector and \text{sign}(x) assigns the element-wise sign: $(\text{sign}(x))_i = 1$ if $(x)_i \geq 0$ and $(\text{sign}(x))_i = -1$ if $(x)_i < 0$. As the value in the right bracket will be rounded to an integer in $\{0, \ldots, 2^{(b-1)} - 1\}$, each coordinate can be encoded with at most $(b - 1) + 1$ bits (1 for the sign). For more efficient encoding schemes cf. \cite{alistarh2017}. A biased version is given as

$$\text{gsgd}_b(x) := \left\| x \right\|_2 / \tau \cdot \text{sign}(x) \cdot 2^{-(b-1)} \cdot \left\{ \frac{2^{b-1}|x|}{\left\| x \right\|_2} + u \right\}$$

for $\tau = 1 + \min \left\{ \frac{d}{2^{m-1}}, \frac{\sqrt{7}}{2^{m-1}} \right\}$ and is a $\delta = \frac{1}{2}$ compression operator \cite{koloskova2019}.

- \textbf{random} \cite{wangni2018}. Let $u \in \{0, 1\}^d$ be a masking vector, sampled uniformly at random from the set $\{u \in \{0, 1\}^d : \|u\|_1 = \lfloor ad \rfloor\}$. Then the unbiased random: $\mathbb{R}^d \rightarrow \mathbb{R}^d$ operator is defined as

$$\text{random}_a(x) := \frac{d}{\lfloor ad \rfloor} \cdot x \odot u .$$
The biased version is given as

$$\text{random}_\delta(x) := x \odot u,$$

and is a $\delta = a$ compression operator (Stich et al., 2018).

Only $32 \cdot |ad|$ bits are required to send $\text{random}_\delta(x)$ to another node—all the values of non-zero entries (we assume that entries are represented as float32 numbers). Receiver can recover positions of these entries if it knows the random seed of uniform sampling operator used to select these entries. This random seed could be communicated once on preprocessing stage (before starting the algorithm).

- $\text{top}_a$ (Alistarh et al., 2018, Stich et al., 2018). The biased $\text{top}_a$ operator is defined as

$$\text{top}_a(x) := x \odot u(x),$$

where $u(x) \in \{0,1\}^d, \|u\|_1 = |ad|$ is a masking vector with $(u)_i = 1$ for indices $i \in \pi^{-1}\{1, \ldots, |ad|\}$ where the permutation $\pi$ is such that $|\{x\}_{\pi(1)}| \geq |\{x\}_{\pi(2)}| \geq \cdots \geq |\{x\}_{\pi(d)}|$. The $\text{top}_a$ operator is a $\delta = a$ compression operator (Stich et al., 2018).

In the case of $\text{top}_a$ compression $2 \cdot 32 |ad|$ bits are required because along with the values we need to send positions of these values.

- $\text{sign}$ (Bernstein et al., 2018, Karimireddy et al., 2019). The biased (scaled) sign is defined as

$$\text{sign}(x) := \frac{\|x\|_1}{d} \cdot \text{sgn}(x).$$

The sign operator is a $\delta = \frac{\|x\|^2_1}{d\|x\|^2_1}$ compression operator (Karimireddy et al., 2019).

In total for the sign compression we need to send only $d + 32$ bits—one bit for every entry in $x$ and 32 bits for $\|x\|_1$.

## D CHOCO-SGD with Momentum

Algorithm 3 below demonstrates how to combine CHOCO-SGD with weight decay and momentum. Nesterov momentum can be analogously adapted for our decentralized setting.

**Algorithm 3 CHOCO-SGD (Koloskova et al., 2019) with Momentum**

**input:** Initial values $x_i^{(0)} \in \mathbb{R}^d$ on each node $i \in [n]$, consensus stepsize $\gamma$, SGD stepsize $\eta$, communication graph $G = ([n], E)$ and mixing matrix $W$, initialize $x_i^{(0)} := 0 \ \forall i \in [n]$, weight decay factor $\lambda$, momentum factor $\beta$, local momentum memory $m_i^{(0)} := 0 \ \forall i \in [n]$

1: for $t$ in $0 \ldots T - 1$ do {in parallel for all workers $i \in [n]$}
2: $x_i^{(t)} := x_i^{(t-\frac{1}{2})} + \gamma \sum_{j: (i,j) \in E} w_{ij} (x_j^{(t)} - x_i^{(t)})$ \quad \text{\textless{} modified gossip averaging}
3: $q_i^{(t)} := Q(x_i^{(t)} - x_i^{(t)})$ \quad \text{\textless{} compression}
4: for neighbors $j: \{i,j\} \in E$ (including $\{i\} \in E$) do
5: Send $q_i^{(t)}$ and receive $q_j^{(t)}$
6: $x_i^{(t+1)} := q_i^{(t)} + x_i^{(t)}$ \quad \text{\textless{} communication}
7: end for
8: Sample $\xi_i^{(t)}$, compute gradient $g_i^{(t)} := \nabla F_i(x_i^{(t)}, \xi_i^{(t)})$
9: $v_i^{(t+1)} := (g_i^{(t)} + \lambda x_i^{(t)}) + \beta v_i^{(t)}$ \quad \text{\textless{} local momentum with weight decay}
10: $x_i^{(t+\frac{1}{2})} := x_i^{(t)} - \eta v_i^{(t+1)}$ \quad \text{\textless{} stochastic gradient update}
11: end for
E  Model Training and Tuned Hyperparameters

We precise the procedure of model training as well as the hyper-parameter tuning in this section.

For all algorithms, we gradually warmup (Goyal et al., 2017) the learning rate from a relative small value (0.1) to the fine-tuned initial learning rate for the first 5 training epochs. During the training procedure, the tuned initial learning rate is decayed by the factor of 10 when accessing 50% and 75% of the total training epochs. The learning rate is tuned by finding the optimal learning rate per sample \( \hat{\eta} \), where the learning rate (used locally) is determined by a linear scaling rule (i.e., degree of node \( \times \hat{\eta} \times \) per node mini-batch size).

The optimal \( \hat{\eta} \) is searched in a pre-defined grid and we ensure that the best performance was contained in the middle of the grids. For example, if the best performance was ever at one of the extremes of the grid, we would try new grid points. Same searching logic applies to the consensus stepsize.

Table 3 demonstrates the fine-tuned hyperparameters of Choco-SGD for training ResNet-20 on Cifar10. Table 4 demonstrates the fine-tuned hyperparameters of Choco-SGD for training ResNet-20/LSTM on a social network topology.

Table 3: Tuned hyper-parameters of Choco-SGD for training ResNet-20 on Cifar10, corresponding to the ring topology with 8 nodes in Table 1. We randomly split the training data between nodes and shuffle it after every epoch. The per node mini-batch size is 128 and the degree of each node is 3.

| Compression schemes       | Learning rate | Consensus stepsize |
|---------------------------|---------------|--------------------|
| QSGD (16-bit)             | 1.60          | 0.2                |
| QSGD (8-bit)              | 0.96          | 0.2                |
| QSGD (4-bit)              | 1.60          | 0.075              |
| QSGD (2-bit)              | 0.96          | 0.025              |
| Sparsification (random-50%) | 2.40        | 0.45               |
| Sparsification (random-10%) | 1.20          | 0.075              |
| Sparsification (random-1%) | 0.48          | 0.00625            |
| Sparsification (top-50%)  | 1.60          | 0.45               |
| Sparsification (top-10%)  | 1.60          | 0.15               |
| Sparsification (top-1%)   | 1.20          | 0.0375             |
| Sign+Norm                 | 1.60          | 0.45               |

Table 4: Tuned hyper-parameters of Choco-SGD, corresponding to the social network topology with 32 nodes in Table 2. We randomly split the training data between the nodes and keep this partition fixed during the entire training (no shuffling). The per node mini-batch size is 32 and the maximum degree of the node is 14.

| Configuration               | Base learning rate (before scaling by node degree) | Consensus stepsize |
|-----------------------------|-----------------------------------------------------|--------------------|
| ResNet-20, Cifar10, Sign+Norm | 0.13                                                | 0.3                |
| LSTM, WikiText-2, Sign+Norm  | 0.20                                                | 0.8                |
F Additional Plots

We additionally plot the learning curve for the social network topology in Figure 4 and Figure 5.

![Graph with various accuracy metrics](image1.png)

(a) Training top-1 accuracy. (b) Training top-1 accuracy. (c) Test top-1 accuracy.

Figure 4: Training ResNet-20 on CIFAR-10 with decentralized algorithm on a real world social network topology. The topology has 32 nodes and we assume each node can only access a disjoint subset of the whole dataset. The local mini-batch size is 32.

![Graph with test loss and perplexity](image2.png)

(a) Test loss. (b) Test perplexity.

Figure 5: Training LSTM on WikiText2 with decentralized algorithm on a real world social network topology. The topology has 32 nodes and we assume each node can only access a disjoint subset of the whole dataset. The local mini-batch size is 32.

We additionally provide plots for training top-1, top-5 accuracy and test top-5 accuracy for the datacenter experiment in Figure 6.
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(a) Training top-1 accuracy. (b) Training top-5 accuracy. (c) Test top-1 accuracy.

Figure 6: Large-scale training: ResNet-50 on ImageNet in the datacenter.