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ABSTRACT

Any base from one domain to other domain can be converted through some transformation. Hence transforms play a major role in any signal processing applications. It will involve some basis function to convert from one domain from the other. Initially to calculate the coefficients of any transformation the techniques like look up table based, CORDIC based are well known. The paper talks about the various techniques and their real time implementations results. Results shows improvement in calculations if quadrant mapping and the orders of the transforms are changed.
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1. INTRODUCTION

Fourier transforms convert a signal to and from the frequency domain, by breaking a signal down into its frequency components. The fast Fourier transform (FFT) reduces the number of calculations of the DFT by dividing the initial function into repeated sub-functions and continues this process until the sub-function is no longer divisible.

Hence, reducing the computational complexity while using transforms in real-life applications becomes necessary. For the calculations, to achieve maximum performance, we need to optimize the hardware (i.e. the number of shifters, adders and multipliers). This will lead to reduction in the time complexity and the size of the architecture implementation, which in turn reduces the cost and power. This modified algorithm has advantages of reduced hardware and improved latency as the speed of the architecture is enhanced.

2. MULTIPLICATION BY TWO INTEGERS USING THE MINIMUM NUMBER OF ADDERS [1]

This concept talks about the minimum adder graph algorithm which designs shifters and adder circuits that aid multiplication by integers using the minimum number of adders. It
considers the circuit as a graph made up of two input adders. It performs an exhaustive search of all possible graph topologies and produces two tables out of which one contains the number of adders required to produce the circuit and other contains the partial products of the adders. Further this paper talks about reusing the repeating products which come up while multiplying two numbers. So, if an adder block has the same two inputs as before it doesn’t need to calculate that again. Also, it takes care of cases in which one or two inputs of the adders are powers of 2. If that is the case, no extra adders are required as that can be achieved with shifters alone. Thus, the algorithm proposed by the paper achieves the fewest adders required in a circuit.

3. CORDIC [5]
CORDIC stands for the Co-ordinate Rotation in Digital Computer. The CORDIC algorithm works on transforming a vector by a given angle and getting the resultant vector. For that we specified a number of iterations post which the algorithm terminates. The algorithm works by making micro-rotations of the input vector in the direction of the difference between the destination angle and the angle at the current iteration. CORDIC reduces the memory taken up by a look up table (LUT). Another approach which can be thought of is the series expansion of sines and cosines in the rotation matrix but that will increase the number of adders and multipliers required. Hence CORDIC is used. Here it is assumed that the tangent of an angle is the negative power of 2. Using this angle i continuously iterate till the number of iterations specified and move in the direction of the difference between the current angle and the destination angle.

\[
\begin{bmatrix}
X_{i+1} \\
Y_{i+1}
\end{bmatrix} = \begin{bmatrix}
x_i \\
y_i
\end{bmatrix} \begin{bmatrix}
\cos \theta_i & -\sin \theta_i \\
\sin \theta_i & \cos \theta_i
\end{bmatrix}
\]

(1)

\[
\begin{bmatrix}
X_{i+1} \\
Y_{i+1}
\end{bmatrix} = \begin{bmatrix}
x_i \\
y_i
\end{bmatrix} \cos \theta_i \begin{bmatrix}
1 & -\tan \theta_i \\
\tan \theta_i & 1
\end{bmatrix}
\]

(2)

Where \( \tan \theta_i = 2^{-i} \)

4. UNIFIED CORDIC [3] [4]
CORDIC algorithms then can be computed with help of linear, circular, and hyperbolic trajectories. And depending upon their equation, trajectories of the vectors will be defined and generated by the successive iterations.

\[
X_{i+1} = x_i - m di y_i 2^{-i}
\]

(3)

\[
Y_{i+1} = y_i + di x_i 2^{-i}
\]

(4)

Where \( m=0, 1 \) and \(-1\) for linear circular and hyperbolic trajectories.

Out of these three categories, circular and hyperbolic are more prevalent and widely used. Circular CORDIC is mainly used for the computation of sine/cosine functions, waveform generation, implementation of digital filters, transform computation, matrix calculations etc., whereas, hyperbolic CORDIC is used for the computation of exponents and sinh/cosh functions, neural networks. CODIC has a wide range of applications and is also used to simplify other basic and important algorithms like Eigen-value estimations, QR decomposition, phase and frequency estimations, singular value decomposition, synchronization in digital receivers, graphics processing and robot manipulation, both rotation and vectoring-modes. The hardware implementation of these applications requires more than one CORDIC processor operating in different modes and trajectories, but we do not find any reconfigurable CORDIC.
As the equations of the hyperbolic, circular, and linear CORDIC are different, therefore each will have a different architecture. The paper works on bringing all the different trajectories into a single combined architecture, thus the presents reconfigurable CORDIC (Co-ordinate Rotation Digital Computer) architectures which can be configured to operate either for circular or hyperbolic trajectories in rotation as well as vectoring-modes by manipulating equations in such a way that changing one value may change to either of the remaining two algorithms. We propose three reconfigurable CORDIC designs: a reconfigurable rotation mode CORDIC that operates either for circular or hyperbolic trajectory, a reconfigurable vectoring-mode CORDIC for circular and hyperbolic trajectories, and a generalized reconfigurable CORDIC that can operate in any of the modes for both circular as well as hyperbolic trajectories. The reconfigurable CORDIC can perform the computation of various trigonometric and exponential functions, logarithms, square-root, etc. of circular and hyperbolic CORDICs using either rotation-mode or vectoring mode of operation in one single circuit. The various applications include digital synchronizers, graphics processors, scientific calculators and many other applications. Because all the 3 architectures are implemented in one architecture and in a combined way, it saves a lot of area as well.

5. ENHANCED CORDIC [2]

In the traditional CORDIC algorithm there is a multiplier required at each iteration (due to the cos term also known as scale factor) of the algorithm which increases the hardware complexity. Hence enhanced CORDIC was designed whose accuracy will be less than traditional CORDIC due to the low order of the series expansion of sines and cosines but the hardware complexity is reduced as the need for a multiplier is eliminated. In enhanced CORDIC the series expansion of sines and cosines are taken up till the second order.

\[
\sin x = x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!} \tag{5}
\]

\[
\cos x = 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \frac{x^6}{6!} \tag{6}
\]

This brings down the enhanced CORDIC equations as

\[
X_{i+1} = x_i \left( 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \frac{x^6}{6!} + \cdots \right) - y_i \left( x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!} \right) \tag{7}
\]

\[
Y_{i+1} = y_i \left( 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \frac{x^6}{6!} + \cdots \right) + x_i \left( x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!} \right) \tag{8}
\]

6. IMPLEMENTATION AND RESULTS

6.1. CORDIC
From the above graph and table, we could analyze and conclude that ROC for circular trajectory (m=1) was 90 degrees. If we try for an angle greater than this, the error increased. Hence, here we further implemented quadrant mapping in this where we could simply map the value of the first quadrant in the other three (with change in signs). This reduced complexity and error.

6.2. Enhanced CORDIC Results (2nd order)
6.3. Extended Enhanced CORDIC Algorithm (5th order),

Figure 2 Enhanced CORDIC: FFT point till 64-point MSE result (2nd order accuracy)

Figure 3 Enhanced CORDIC: FFT point till 64-point MSE result (5th order accuracy)

Figure 1 shows that the mean square error reduces if the power of the transform is increased and it requires only adders and shifters to implement this as the scaling factor goes off in enhanced CORDIC compared to Simple CORDIC.

Figure 2 also clarifies the same with 5th order accuracy. Hence the as the order increases so does the accuracy.
From the above table and graph, we can see that by increasing the order there is a possibility of increase in accuracy but at the other end, the number of multipliers, adders and shifters also increase (increase in computational complexity). Hence, one need to balance this trade-off as per his requirement.

**Table 2**

| x       | 2nd order | Actual value | 5th order |
|---------|-----------|--------------|-----------|
| π/4     | sin x     | 0.7853       | 0.7071    |
|         | cos x     | 0.69157      | 0.7074    |
| π/2     | sin x     | 1.5707       | 1         |
|         | cos x     | -0.2337      | -0.0199   |
| 3π/4    | sin x     | 2.356        | 0.7071    |
|         | cos x     | -1.7758      | -0.7071   |
| π       | sin x     | 3.1415       | 0         |
|         | cos x     | -3.9348      | 1         |
| 5π/4    | sin x     | 3.926        | -0.7071   |
|         | cos x     | -607106      | -0.7071   |
| 3π/2    | sin x     | 4.7123       | -1        |
|         | cos x     | -10.1033     | 0         |
| 7π/4    | sin x     | 5.4977       | -0.7071   |
|         | cos x     | -14.1128     | 0.7071    |

*Highlighted region show more error for that particular x, compared to the values of other order

### 6.4. Hyperbolic Trajectory using Extended Enhanced CORDIC

The ROC in case of hyperbolic trajectory is 60.4 degrees. The results in the figure 3 to 8 shows various N points FFT coefficients calculated on the basis of Extended Enhanced CORDIC(5th order).
Figure 4 x-coordinates for 8 points in hyperbolic trajectory

Figure 5 x-coordinates for 16 points in hyperbolic trajectory
Figure 6  x-coordinates for 32 points in hyperbolic trajectory

Figure 7.  y-coordinates for 8 points in hyperbolic trajectory
7. CONCLUSION

We obtained the ROC and mean squared error of simple CORDIC for circular trajectory and for hyperbolic trajectory. We also obtained the ROC of enhanced CORDIC for circular trajectory. The errors through implementation were significantly less and were matching the values obtained through the rotation matrix for all trajectories. We
implemented a unified algorithm with multiple trajectories. Hence multiple functionalities can be implemented just by adding a single parameter and by going till 5th order the accuracy can be closer to the actual value. The hardware used for this will be only adders and shifters to implement the rotation and hence saving on the time as well.
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