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Abstract

The rank of a finite semigroup is the smallest number of elements required to generate the semigroup. A formula is given for the rank of an arbitrary (non necessarily regular) Rees matrix semigroup over a group. The formula is expressed in terms of the dimensions of the structure matrix, and the relative rank of a certain subset of the structure group obtained from subgroups generated by entries in the structure matrix, which is assumed to be in Graham normal form. This formula is then applied to answer questions about minimal generating sets of certain natural families of transformation semigroups. In particular, the problem of determining the maximum rank of a subsemigroup of the full transformation monoid (and of the symmetric inverse semigroup) is considered.
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1 Introduction and preliminaries

J. M. Howie was very interested in certain problems that lie at the boundary between semigroup theory and combinatorics. In particular, he wrote numerous papers concerned with the following natural problem: given a finite semigroup $S$ what is the smallest number of elements needed to generate $S$? In semigroup theory this number is usually referred to as the rank of the semigroup, so

$$\text{rank}(S) = \min \{|A| : A \subseteq S \text{ and } \langle A \rangle = S\},$$

where $\langle A \rangle$ denotes the subsemigroup generated by the set $A$. (Note that in group theory this number is usually denoted $d(G)$.) Howie, along with various co-authors, wrote a number of influential papers on ranks of semigroups; see for instance [GH87, GH92, HM90, How78a]. Since then, many more papers on ranks of semigroups have been written. Some recent examples where ranks of semigroups have been considered include [Zha11, FQ11, Eas11, Eas10, AS09, FGJ09], among others. Some results about semigroups with the property that all minimal generating sets have the same cardinality are proved in [Doy84, Doy91].

The vast majority of papers in this area are concerned with finding minimal cardinality generating sets for certain naturally arising semigroups; most often semigroups of transformations, matrix semigroups, and more generally endomorphism monoids of various natural combinatorial or algebraic structures. For some of these examples one may observe that the methods for determining the rank in one class of examples are not so different from those used for another class. For instance, the steps required for computing the ranks of the proper two-sided ideals of the full transformation monoid $T_n$, the symmetric inverse semigroup $I_n$, and the partial transformation monoid $P_n$ all follow more or less the same pattern; see [Gar90, GH87, HM90]. Thus it is natural to ask whether some general theory of ranks of finite semigroups might be developed which could then be applied to examples like these.

This is the central theme of this paper: to give some abstract theory regarding ranks of finite semigroups and (perhaps more importantly) to explain how this theory can be usefully applied to compute the ranks of various concrete examples of transformation semigroups. Part of the motivation for the paper is to try and bring to the attention of researchers working in this area some general tools that can be useful for finding minimal generating sets of transformation semigroups in certain situations.

The general idea is as follows. Let $S$ be a finite semigroup. Recall that the principal factors of $S$ (which may be thought of as the basic building blocks of $S$) are obtained by taking a $J$-class $J$ and forming a semigroup $J^* = J \cup \{0\}$ with multiplication given by

$$st \quad \text{if } s, t, st \in J$$

$$0 \quad \text{otherwise,}$$
and, of course, \( 0s = s0 = 0 \) for all \( s \in J^* \). If \( S \) is finite then every principal factor \( J^* \) is either a semigroup with zero multiplication (when \( J \) contains no idempotents) or \( J^* \) is a completely 0-simple semigroup and hence, by the Rees theorem, is isomorphic to some regular Rees matrix semigroup \( M^0[G; I, \La; P] \) over a group \( G \) with structure matrix \( P \). (For background on basic concepts from semigroup theory such as Green’s relations and Rees matrix semigroups we refer the reader to [How95].)

Let \( J_1, \ldots, J_m \) be the maximal \( J \)-classes of \( S \). Now if \( A \subseteq S \) generates \( S \) then for each \( i \), every element of \( J_i \) must be expressible as a product of elements from \( A \cap J_i \). In other words, \( A \cap J_i \) is a generating set for the principal factor \( J_i^* \). This immediately implies that

\[
\text{rank}(S) \geq \sum_{i=1}^{m} \text{rank}(J_i^*),
\]

where \( J_1, \ldots, J_m \) are the maximal \( J \)-classes of \( S \). When \( J_i^* \) is a semigroup with zero multiplication then clearly \( \text{rank}(J_i^*) = |J_i| \). On the other hand, when \( J_i \) contains an idempotent, \( J_i^* \) will be isomorphic to some regular Rees matrix semigroup \( M^0[G; I, \La; P] \) over a group \( G \) with structure matrix \( P \). This explains why the starting point for the development of any general theory of minimal generating sets of finite semigroups must be to try and understand minimal generating sets of Rees matrix semigroups. Of course in general (†) will not be an equality, but in many natural examples it is. For instance, the examples mentioned above, namely the proper ideals of \( T_n, I_n \) and \( P_n \) all fall into this category. Also, even when (†) is not an equality the question of determining the ranks of the maximal \( J_i^* \) remains relevant since any minimal generating set for \( S \) must contain minimal generating sets for each of the principal factors of the maximal \( J \)-classes.

The paper is structured as follows. In §2, generalising slightly the main result of [GR05], a formula will be presented which gives the rank of an arbitrary (not necessarily regular) Rees matrix semigroup over a group, given in terms of the underlying group \( G \) and the structure matrix \( P \). In order to understand this formula we shall first need to go through the basics of the theory of Graham normalization for Rees matrix semigroups. We shall then go on to see how this formula can be usefully applied to investigate questions about minimal generating sets of certain semigroups of transformations. In particular in §3 we shall make some preliminary investigations into the following natural problem: given a transformation semigroup \( S \) on \( n \) points, how many generators (in the worst case) are needed to generate \( S \)? In other words, what is \( \max \{ \text{rank}(S) : S \leq T_n \} \)?

This is a classical question for the symmetric group \( S_n \) in the theory of finite permutation groups where it is known that every group \( G \leq S_n \) \( (n > 3) \) is generated by at most \( \lceil n/2 \rceil \) elements; see [MNS7].

Throughout, since we shall mainly be considering semigroups that have a zero element, we will always include the zero in any given subsemigroup. As a consequence of this, by \( \langle X \rangle \) we will mean all the elements that can be written as products of elements of \( X \), plus zero if necessary. We use \( E(S) \) to denote the set of idempotents in a semigroup \( S \).

## 2 Graham–Houghton graphs and Graham normal form

As part of the more advanced topics covered in the recent monograph on finite semigroup theory by Rhodes and Steinberg is a section devoted to R. Graham’s description of the idempotent generated subsemigroup of a 0-simple semigroup; see [RS09] Section 4.13]. Their motivation for including this material comes from the fact that a detailed study of the idempotent generated subsemigroup of a finite semigroup can be important for understanding complexity. Graham’s theorem describes the idempotent generated subsemigroup of a Rees matrix semigroup. These results were later rediscovered by Houghton who gave them a topological interpretation [Hou77]. Graham–Houghton graphs, and 2-complexes, have also recently arisen as an important tool in the study of, so-called, free idempotent generated semigroups; see for example [BMM09] [DG] [ESV10] [GR12b] [GR12a].

Something which is possibly less commonly known is the importance of Graham’s ideas when one is interested in finding small generating sets for finite semigroups. The connection comes from the fact that in many natural examples minimal generating sets may be found by taking a disjoint union of minimal generating sets for a collection \( J_i^* \) \( (i \in I) \) of principal factors of \( S \), and so the problem comes down to finding minimal generating sets for the corresponding Rees matrix semigroups. This, in turn, may be reduced to questions about the maximal subgroups when developing Graham’s ideas in the appropriate way.

As in [RS09] we find here that for applications we shall benefit from considering arbitrary Rees matrix semigroups over groups, and not just regular ones. So throughout by a Rees matrix semigroup over a group we shall mean an arbitrary (non-necessarily regular) Rees matrix semigroup.
2.1 Graham–Houghton graphs and Graham’s Theorem

Throughout we shall, for the most part, follow the notation and conventions of [RS09] Section 4.13. A graph (in the sense of Serre [Ser03]) consists of a set $V$ of vertices, a set $E$ of edges and three functions

$$\iota : E \to V, \quad \tau : E \to V, \quad \e : E \to E,$$

called initial, terminal and inverse (respectively), where $e \mapsto \tau e$ is a fixed point free involution satisfying $\iota e = \tau \e$ and $\tau e = \iota e$. A non-empty path $p$ will consist of a sequence of edges $e_1 e_2 \ldots e_n$ with $\tau e_i = \iota e_{i+1}$ ($1 \leq i < n$). The initial, terminal and involution functions extend naturally to paths by defining

$$\iota p = \iota e_1, \quad \tau p = \tau e_n, \quad \e p = \e e_n \ldots \e_2 \e_1.$$

We admit an empty path $1_v$ at each vertex $v$. If $p$ and $q$ are paths with $\tau p = \iota q$ then we can form the product path $pq$ consisting of the edges of $p$ followed by the edges of $q$. A graph is connected if any two vertices can be connected by a path, and the connected components are the maximal connected subgraphs. Pairs $(e, \e)$ are called geometric edges, and an orientation of $\Gamma$ is given by choosing a representative from each geometric edge. The chosen edge is said to be positively oriented. A bipartite graph admits two natural orientations, namely orienting geometric edges to point at one part or the other of the bipartition.

**Definition 1** ($G$-labelled graph). Let $\Gamma$ be a graph and $G$ be a group. A $G$-labelling of $\Gamma$ is a map $l : E \to G$ such that $l\e = (\e l)^{-1}$. We call $(\Gamma, l)$ a $G$-labelled graph.

Of course, given a $G$-labelled graph $(\Gamma, l)$, the labelling map $l$ extends in an obvious way to paths by setting $l(e_1 \ldots e_n) = (le_1)(le_2) \ldots (le_n)$, and we clearly have $(l\e) = (lp)^{-1}$. There is a homotopy theory for $G$-labelled graphs that lies in the background of some of the results presented here. We shall not go into the details of this here, the interested reader should consult [RS09] Section 4.13.

**Definition 2** (Graham–Houghton graph of a Rees matrix semigroup). Let $S = M^0[G; I, \Lambda; P]$ be a Rees matrix semigroup over a group $G$ with structure matrix $P = (p_{\lambda\iota})$, where we assume $I \cap \Lambda$ is empty. The Graham–Houghton graph of $S$ (also called the incidence graph of $S$) denoted $\Gamma(S)$, has vertex set $V = I \cup \Lambda$ and edge set

$$E = \{(i, \lambda), (\lambda, i) : i \in I, \lambda \in \Lambda, p_{\lambda i} \neq 0\}.$$

The involution is given by $(x, y) = (y, x)$, and $\iota(x, y) = x$ and $\tau(x, y) = y$.

The structure matrix $P$ gives $\Gamma(S)$ the structure of a $G$-labelled graph $(G, l_P)$ by defining $l_P(i, \lambda) = p_{\lambda i}^{-1}$ and $l_P(\lambda, i) = p_{i \lambda}$ for $i \in I, \lambda \in \Lambda$. We orient $\Gamma(S)$ by taking edges in $\Lambda \times I$ as the set of positively oriented edges.

Throughout we shall use $\Gamma(S)$ to denote the Graham–Houghton graph (without labels), and $(\Gamma(S), l_P)$ to denote the corresponding $G$-labelled graph. Graham’s fundamental observation was that the oriented $G$-labelled graph $(\Gamma(S), l_P)$ encodes the idempotent generated subsemigroup of $S = M^0[G; I, \Lambda; P]$. Before presenting his result, we first make a few basic observations about the unlabelled graph $\Gamma(S)$.

(i) There is a natural bijection between the geometric edges of $\Gamma(S)$ and the non-zero idempotents in $S$ given by $(i, \lambda) \leftrightarrow (i, p_{\lambda i}^{-1}, \lambda)$.

(ii) When $S$ is 0-simple (i.e. when the matrix $P$ is regular) the isomorphism type of the graph $\Gamma(S)$ only depends on the isomorphism type of $S$ and not on the choice of Rees matrix representation. This is because in this situation the graph $\Gamma(S)$ simply records those $\mathcal{H}$-classes in the non-zero $\mathcal{D}$-class of $S$ that contain idempotents (that is, the group $\mathcal{H}$-classes).

(iii) $S$ being 0-simple is equivalent to saying that $\Gamma(S)$ has no isolated vertices.

Let $P_{i,\lambda}$ denote the set of all paths in $\Gamma(S)$ from $i$ to $\lambda$. Then $(\Gamma(S), l_P)$ can be used in a direct way to describe the idempotent generated part of $S$ as the following result shows.

**Theorem 3.** Let $S = M^0[G; I, \Lambda; P]$ be a Rees matrix semigroup. Then

$$\langle E(S) \rangle = \{(i, l_P(\pi), \lambda) : i \text{ and } \lambda \text{ belong to the same connected component of } \Gamma(S) \text{ and } \pi \in P_{i,\lambda} \cup \{0\}\}.$$

This result follows from the straightforward correspondence between non-zero products of idempotents of $S$ and values of labels of paths from $I$ to $\Lambda$ in $(\Gamma(S), l_P)$; for a detailed proof see, for instance, [How78b].
2.2 Isomorphism theorem and Graham normal form

Now, at this stage it is not clear how far Theorem \(4\) takes us, since computing all values of all possible paths in \(\Gamma(S)\) would seem just as involved as computing by hand what the idempotents generate in the first place. Also, it is not yet clear what any of this has to do with finding small generating sets for Rees matrix semigroups.

The answer to the first of these questions is given by a result of Graham which we now describe. The starting point is to recall that two Rees matrix semigroups \(\mathcal{M}^0[G; I, \Lambda; P]\) and \(\mathcal{M}^0[G; I, \Lambda; Q]\) over the same group \(G\) and with the same index sets \(I\) and \(\Lambda\) may be isomorphic even if \(P \neq Q\). Of course, basic operations like permuting rows and columns of \(P\) will not change the isomorphism type, but more interesting transformations of \(P\) can be carried out. The process of changing \(P\) while leaving the isomorphism type of \(S\) unchanged is known as normalization. For instance, for regular Rees matrix semigroups we have the following well-known result.

\[\text{Theorem 4. [How92] Theorem 3.4.1] Two regular Rees matrix semigroups } S = \mathcal{M}^0[G; I, \Lambda; P] \text{ and } T = \mathcal{M}^0[K; J, M; Q]\text{ are isomorphic if and only if there exist an isomorphism } \theta : G \rightarrow K, \text{ bijections } \psi : I \rightarrow J, \chi : \Lambda \rightarrow M \text{ and elements } u_i (i \in I), \nu_\lambda (\lambda \in \Lambda) \text{ such that } p_{i,\lambda} \theta = \nu_\lambda q_{i,\lambda,i,0} u_i \text{ for all } i \in I \text{ and } \lambda \in \Lambda.\]

Roughly speaking, Graham’s result shows that for an arbitrary Rees matrix semigroup, the structure matrix \(P\) may be normalized in such a way that \(\langle E(S) \rangle\) can be computed just using information about the non-zero entries in \(P\), and the subgroups of \(G\) that they generate. This is a huge step forward, since it means \(\langle E(S) \rangle\) can be determined without having to consider all values of all possible paths in \(\Gamma(S), I_P\). In more detail, if \(S\) is a Rees matrix semigroup then we can normalize the matrix in a special way using the graph \(\Gamma(S)\).

\[\text{Theorem 5. [RS09] Theorem 4.13.11] Let } S = \mathcal{M}^0[G; I, \Lambda; P] \text{ be a Rees matrix semigroup and let } \Gamma(S) \text{ be its Graham–Houghton graph. For any spanning forest } F \text{ of } \Gamma(S) \text{ it is possible to normalize } S \text{ to obtain } U = \mathcal{M}^0[G; I, \Lambda; Q] \cong \mathcal{M}^0[G; I, \Lambda; P] \text{ such that } \Gamma(U) \cong \Gamma(S) \text{ (via the identity map on } I \text{ and } \Lambda) \text{ and } l_q(e) = 1_G \text{ (the identity element of } G) \text{ for every edge } e \text{ in the spanning forest } F.\]

Graham [Gra68] was the first to realise that the structure matrix of a Rees matrix semigroup may be normalized in this special way. Once this process has been carried out we say that the matrix has been put into Graham normal form. Graham realised that once the structure matrix has been normalized in this way, a very nice description of the idempotent generated subsemigroup of \(S\) may then be given.

\[\text{Theorem 6. [Gra68] Theorem 2] Let } S = \mathcal{M}^0[G; I, \Lambda; P] \text{ be a Rees matrix semigroup, and let } \Gamma(S) \text{ be the Graham–Houghton graph of } S. \text{ Let } I' \text{ and } \Lambda' \text{ be the respective sets of isolated vertices of } \Gamma(S) \text{ from } I \text{ and } \Lambda. \text{ Let } (I_1 \cup \Lambda_1), \ldots, (I_n \cup \Lambda_n) \text{ be the connected components of } (I \setminus I') \cup (\Lambda \setminus \Lambda'). \text{ Then there is a } I' \times I' \text{ zero matrix } C_N \text{ and a regular Rees matrix } C_R : (\Lambda \times \Lambda') \times (I \times I') \rightarrow G^0 \text{ such that:}
\]

1. \(S \cong \mathcal{M}^0[G; I, \Lambda; C_R \oplus C_N]\) where \(C_R \oplus C_N = \begin{pmatrix} C_R & 0 \\ O & C_N \end{pmatrix};\)

2. The matrix \(C_R\) is block diagonal of the form

\[
C_R = \begin{pmatrix}
C_1 & 0 & \ldots & 0 \\
0 & C_2 & \ldots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & \ldots & 0 & C_n
\end{pmatrix}
\]

where \(C_i : \Lambda_i \times I_i \rightarrow G^0\) is a connected regular Rees matrix semigroup over \(G^0\) for \(i = 1, \ldots, n;\)

3. \(\langle E(S) \rangle = \bigcup_{i=1}^n \mathcal{M}^0[G; I_i, \Lambda_i; C_i]\), where \(G_i\) is the subgroup generated by the non-zero entries of \(C_i\).

In (2) saying that \(C_i : \Lambda_i \times I_i \rightarrow G^0\) is a connected regular Rees matrix semigroup over \(G^0\) just means that the corresponding Graham–Houghton graph is connected. So the blocks \(C_1, \ldots, C_n\) correspond to the connected components of the graph \(\Gamma(S)\). The union of Rees matrix semigroups given in part (3) denotes the zero sum of the semigroups. Given a finite semigroup \(S\), it is known that a Graham normalization for \(S\) can be computed from the multiplication table of \(S\) in polynomial time. Graham normalization has shown to be an effective tool in the study of finite semigroups, for instance the regular Type II elements of any semigroup were described in coordinates in [RT72] making use of Graham normalizations.

We note that in [Gra68] Graham does substantially more than just use his graph theoretic approach to describe the idempotent generated subsemigroup of a finite 0-simple semigroup. He actually works with a more general graph than the one given
Generating finite semigroups in Definition 2 above, which is constructed from a finite 0-simple semigroup together with a given fixed subset $X$ of $S$. When one is interested in the idempotent generated subsemigroup of $S$ then attention may be restricted to the case $X = E(S)$, resulting in the graph given in Definition 2; see [Gra68, Section 4]. In addition to the results above, in [Gra68] Graham also uses this general graph-theoretic approach to describe: the maximal nilpotent subsemigroups and maximal subsemigroups of finite 0-simple semigroups. The maximal completely simple subsemigroups and maximal zero subsemigroups can also be described using his graph. This approach can be useful for investigating other notions of rank such as nilpotent and idempotent rank (see [Gra08] for example). In another related, and largely forgotten beautiful paper [GGR68] Graham, Graham and Rhodes use this approach to characterise maximal subsemigroups of finite semigroups in general.

### 2.3 The rank of a Rees matrix semigroup

Using Graham’s result we can now give a formula for the rank of an arbitrary Rees matrix semigroup. This result was proved for finite regular Rees matrix semigroups in [GR05, Corollary 9.1], and extending to arbitrary finite Rees matrix semigroups is straightforward; we give the details of this extension in the proof below. Before stating the result we shall need one more concept. Given a subset $A$ of a semigroup $S$, we define the relative rank of $S$ modulo $A$ as the minimal number of elements of $S$ that need to be added to $A$ in order to generate the whole of $S$, that is:

$$\text{rank}(S : A) = \min\{|X| : A \cup X = S\}.$$ 

**Theorem 7.** Let $S = \mathcal{M}^0[G; I, \Lambda; P]$ be a Rees matrix semigroup, with structure matrix in Graham normal form

$$P = \begin{pmatrix} C_R & 0 \\ 0 & C_N \end{pmatrix}$$

where $C_N$ is a $\Lambda' \times I'$ zero matrix and $C_R : (\Lambda \setminus \Lambda') \times (I \setminus I') \to G^0$ is a block diagonal matrix of the form

$$C_R = \begin{pmatrix} C_1 & 0 & \ldots & 0 \\ 0 & C_2 & \ldots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \ldots & 0 & C_n \end{pmatrix}$$

where $C_i : \Lambda_i \times I_i \to G^0$ is a connected regular Rees matrix semigroup over $G^0$ for $i = 1, \ldots, n$. If $P$ is a zero matrix then

$$\text{rank}(S) = |G||I||\Lambda|,$n-1) + |I'| + |\Lambda'|,$n-1) + |I'| + |\Lambda'|,$\sigma_{\text{min}} = \min\{\text{rank}(G : \bigcup_{i=1}^n g_iH_ig_i^{-1} | g_1, \ldots, g_n \in G)\}.$n-1) + |I'| + |\Lambda'|.$$ 

**Proof.** Clearly if $P$ is a zero matrix then $S$ is a semigroup with zero multiplication and $\text{rank}(S) = |G||I||\Lambda|$, so suppose otherwise, that is, suppose that $C_R$ is non-empty.

Let $T = \mathcal{M}^0[G; I \setminus I', \Lambda \setminus \Lambda'; C_R]$ which is a regular Rees matrix semigroup over $G$ with structure matrix $C_R$ in Graham normal form. Now by [GR05, Corollary 9.1] it follows that

$$\text{rank}(T) = \max(|I \setminus I'|, |\Lambda \setminus \Lambda'|, \sigma_{\text{min}} + n - 1)$$

with $\sigma_{\text{min}}$ defined as in the statement of the theorem. Therefore, to complete the proof of the theorem it will suffice to show

$$\text{rank}(S) = \text{rank}(T) + |I'| + |\Lambda'|.$$ (2.1)

Before proving this equality we shall first need some basic observations about $S$. Define

$$U = (I \times G \times \Lambda') \cup \{0\}, \quad \text{and} \quad V = (I' \times G \times \Lambda) \cup \{0\}.$$ 

Straightforward computations show that both $U$ and $V$ are two-sided ideals of $S$, and hence so are $U \cap V$ and $U \cup V$. Also,

$$\langle S \setminus (U \cap V) \rangle = S.$$ (†)
To see this, fix $\lambda_0 \in \Lambda \setminus \Lambda'$ and $i_0 \in I \setminus I'$ such that $p_{i_0i_0} \neq 0$ (this is possible since $C_R$ is regular). Then for all $i' \in I'$ and $\lambda' \in \Lambda'$ we have

$$\{(i', g, \lambda') : g \in G\} = \{(i', g, \lambda_0) : g \in G\} \{\{i_0, g, \lambda'\} : g \in G\},$$

which establishes the claim. Now we return to the proof of the equality \((\ref{eq:4})\).

\((\leq)\) We begin by showing that a generating set with the desired size can be found. Let $B \subseteq (I \setminus I') \times G \times (\Lambda \setminus \Lambda')$ be a generating set for $T$ with $|B| = \text{rank}(T)$. Choose and fix some $i^* \in I \setminus I'$ and $\lambda^* \in \Lambda \setminus \Lambda'$ and set

$$B_I = \{(i^*, 1_G, \lambda') : \lambda' \in \Lambda'\}, \quad \text{and} \quad B_\Lambda = \{(i^*, 1_G, \lambda^*) : i' \in I'\}.$$

Then using the fact that $C_R$ is regular and that $B$ generates $T$ it is an easy exercise to verify that $B \cup B_I \cup B_\Lambda$ is a generating set for $S$ with

$$|B \cup B_I \cup B_\Lambda| = \text{rank}(T) + |I'| + |\Lambda'|.$$

\((\geq)\) Let $A$ be a generating set for $S$ with $|A| = \text{rank}(S)$. Since $U \cup V$ is an ideal it follows that any product of elements from $A$ that belongs to $T \setminus \{0\} = S \setminus (U \cup V)$ must be a product of elements from $A \cap T$. Therefore

$$\langle A \cap T \rangle = \langle A \rangle \cap T = T.$$

Also, since $U \cap V$ is an ideal, by (i) we conclude

$$\langle A \setminus (U \cap V) \rangle = \langle S \setminus (U \cap V) \rangle = S.$$

Since $A \setminus (U \cap V) = A \setminus (I' \times G \times \Lambda')$ generates $S$ it must intersect every row and column of $S$ (meaning that for every $i \in I$ at least one element of $A \setminus (U \cap V)$ has $i$ as first component, and similarly for every $\lambda \in \Lambda$). We conclude

$$\text{rank}(S) = |A| \geq |A \cap T| + |A \cap (I' \times G \times (\Lambda \setminus \Lambda'))| + |A \cap ((I \setminus I') \times G \times \Lambda')|$$

$$\geq \text{rank}(T) + |I'| + |\Lambda'|,$$

as required. \hfill $\square$

The steps one would have to take to find a generating set with this prescribed minimal size may be extracted from the details of the above proof together with the proofs from [GR05]. We shall not go into this here. Let us now make a few comments about how this technical looking result should be interpreted.

(i) Roughly speaking one should think of $\sigma_{\text{min}}$ as measuring the contribution made by the idempotents. The greater the contribution made by the idempotents, the larger the groups $H_i$ will be, and the smaller $\sigma_{\text{min}}$ will need to be (since it represents the number of additional elements that are required in order to generate the whole of $G$).

(ii) Features that make $S$ hard to generate include (a) a large zero block $C_N$ (b) $C_R$ having many connected components (i.e. $n$ large) (c) the groups $H_i$ being small (i.e. low contribution from the idempotents).

(iii) In many practical situations the formula simplifies dramatically. For example, $\sigma_{\text{min}}$ is certainly bounded above by the rank of the group $G$, so if this value is small (for instance equal to 1 or 2) then the formula simplifies greatly.

If $S$ happens to be idempotent generated then $\Lambda' = I' = \varnothing$, $n = 1$ and $H_1 = G$ and so $\sigma_{\text{min}} = 0$ and we immediately obtain the following.

**Corollary 8.** If $S = \mathcal{M}^0(G; I, \Lambda; P)$ is idempotent generated then $\text{rank}(S) = \max(|I|, |\Lambda|)$.

(See [GR05] Theorem 2.4] for a short direct proof of this fact). At the other extreme, when $S$ is an inverse completely 0-simple semigroup, putting $P$ into Graham normal form corresponds to taking the identity matrix as structure matrix, from which we see that $\sigma_{\text{min}} = \text{rank}(G)$ and the number of connected components $n$ is given by $n = |I| = |\Lambda|$, thus in this case we obtain

**Corollary 9.** If $S = \mathcal{M}^0(G; I, \Lambda; P)$ is an inverse completely 0-simple semigroup (that is, $S$ is a Brandt semigroup over $G$) then $\text{rank}(S) = \text{rank}(G) + |I| - 1$.

This corollary is in fact an old result of Gomes and Howie; see [GH87] Theorem 3.3. 
3 Applications to semigroups of transformations

As mentioned in the introduction, the majority of the literature on finding small generating sets of semigroups, and computing ranks, is devoted to the study of the wide variety of concrete transformation semigroups that arise in nature. Now, at first sight, the main result above may seem highly abstract, but in fact it can often be applied to give very fast simple proofs concerning ranks of concrete examples. Here we shall see a few applications of this kind to give a flavour of situations where this result can be applied to compute ranks where direct computations would be non-trivial.

In this section we shall be concerned with transformations. Given a transformation \( \alpha \in T_n \) by the rank of \( \alpha \) we mean the size \( |\text{im} \alpha| \) of the image of \( \alpha \). So the word rank will have two meanings in this section. This will not lead to any confusion since it will always be clear from context in which of the two senses the word is being used.

3.1 A useful result for applications

The following result, which is a straightforward application of Theorem 7, applies in many real-world examples.

Theorem 10. Let \( S \) be a finite semigroup with a regular maximal \( J \)-class \( J \) such that \( \langle J \rangle = S \). Let \( H \) be a maximal subgroup of \( J \), and let \( i \) and \( j \) be the number of \( R \)- and \( L \)-classes, respectively, of \( J \). Then:

1. If \( H \) is trivial or finite cyclic then \( \text{rank}(S) = \max(i, j) \).
2. If \( \text{rank}(H) = 2 \) (in particular, if \( H \cong S_r \), the symmetric group with \( r \geq 3 \)) then

\[
\text{rank}(S) = \begin{cases} 
\max(i, j) + 1 & \text{if } i = j \text{ and } J \text{ has exactly one idempotent in every } R \text{- and every } L \text{-class,} \\
\max(i, j) & \text{otherwise.}
\end{cases}
\]

Of course the first case in (2) above is equivalent to saying that \( J^* \) is an inverse semigroup. The above result applies in many natural examples. Specifically it can be used to compute the ranks of the proper two-sided ideals of any of the following semigroups: the full transformation monoid \( T_n \), the monoid of partial transformations \( P_n \), the symmetric inverse monoid \( I_n \), finite full linear monoids, and the partition monoid (in the sense of \([\text{Eas11}]\)) among others.

3.2 Semigroups generated by mappings with prescribed kernels and images

Many of the examples that have been considered in the literature happen to be idempotent generated and the question of rank can then often be answered by applying Corollary 8. In order to find less trivial applications for Theorem 7, examples that are not idempotent generated, and those that are not even connected (meaning the Graham–Houghton graphs of the Rees matrix semigroups that arise are not connected) or regular, should be considered. In this subsection we consider a natural family of such examples.

Definition 11. Let \( n, r \in \mathbb{N} \) with \( 2 < r < n \). Let \( A \) be a set of \( r \)-subsets of \( \{1, \ldots, n\} \) and let \( B \) be a set of partitions of \( \{1, \ldots, n\} \), each with \( r \) equivalence classes (we shall call these \emph{partitions of weight} \( r \)). Define:

\[
S(A, B) = \{ \{ \alpha \in T_n : \text{im} \alpha \in A, \ker \alpha \in B \} \},
\]

the semigroup generated by all maps with image in \( A \) and kernel in \( B \).

Clearly the semigroup \( S(A, B) \) is neither regular nor idempotent generated in general.

In \([\text{LS03b}], \text{LS03a} \) and \([\text{LS02}] \) subsemigroups of \( T_n \) generated by elements all with the same, so-called, kernel type are considered. These semigroups are idempotent generated and in this series of papers their ranks and idempotent ranks are computed. The semigroups \( S(A, B) \) are a more general class since when \( A = \{ X \subseteq \{1, \ldots, n\} : |X| = r \} \) and \( B \) is the set of kernels of a particular partition type then we recover the examples of \([\text{LS03b}]\).

Definition 12. Let \( \Gamma \) be a finite simple graph. For a subset \( X \) of the vertices of \( \Gamma \) define

\[
V_0(X) = \{ x \in X : d(x) = 0 \},
\]

(where \( d(x) \) denotes the degree of the vertex \( x \)) the set of all isolated vertices, and

\[
V_+(X) = \{ x \in X : d(x) > 0 \},
\]

the vertices with non-zero degree so that \( X = V_0(X) \cup V_+(X) \). Also define \( v_0(X) = |V_0(X)|, v_+(X) = |V_+(X)| \) and \( MD(\Gamma) = \max\{d(v) : v \in V(\Gamma)\} \): the maximum degree of a vertex of the graph.
Recall that the geometric edges in the Graham–Houghton graph \( \Gamma(S) \) of a Rees matrix semigroup are in natural bijective correspondence with the non-zero idempotents. It is well known that the \( R \)-classes and \( L \)-classes in \( T_n \) may be indexed by kernels and images in a natural way, and then that the idempotents in \( T_n \) are indexed by pairs \((\mathcal{J}, \mathcal{K})\) where \( \mathcal{J} \) is an image and \( \mathcal{K} \) is a kernel such that \( \mathcal{J} \) is a transversal of the kernel classes of \( \mathcal{K} \) (see [How95, Chapter 2]). This leads to the following definition.

**Definition 13.** Let \( A \) be a set of \( r \)-subsets of \( \{1, \ldots, n\} \) and \( B \) be a set of partitions of \( \{1, \ldots, n\} \) of weight \( r \). Define the bipartite graph \( \Gamma(A, B) \) to have vertices \( A \cup B \) and \( a \in A \) connected to \( b \in B \) if and only if \( a \) is a transversal of \( b \).

**Lemma 14.** Let \( \mathcal{I} = \{ \alpha \in S(A, B) : |\operatorname{im} \alpha| < r \} \) which is a two-sided ideal of \( S(A, B) \). Then the Rees quotient \( S(A, B)/\mathcal{I} \) is isomorphic to a (possibly non-regular) Rees matrix semigroup over the symmetric group \( G \cong S_r \) and

\[
\operatorname{rank}(S(A, B)) = \operatorname{rank}(S(A, B)/\mathcal{I}).
\]

**Proof.** The proof is straightforward and is omitted. \( \square \)

Note that the graph \( \Gamma(A, B) \) is just the Graham–Houghton graph of the Rees matrix semigroup \( S(A, B)/\mathcal{I} \).

**Theorem 15.** Let \( n, r \in \mathbb{N} \) with \( 2 < r < n \). Let \( A \) be a set of \( r \)-subsets of \( \{1, \ldots, n\} \), let \( B \) be a set of partitions of \( \{1, \ldots, n\} \) with weight \( r \), and let

\[
S(A, B) = \{ \{ \alpha \in T_n : \operatorname{im} \alpha \in A, \ker \alpha \in B \} \} \leq T_n.
\]

Then:

\[
\operatorname{rank}(S(A, B)) = \begin{cases} 
\max(v_+(A), v_+(B)) + v_0(A \cup B) & \text{if } MD(A \cup B) \geq 2 \\
\max(v_+(A), v_+(B)) + v_0(A \cup B) + 1 & \text{if } MD(A \cup B) = 1 \\
|A||B|! & \text{if } MD(A \cup B) = 0
\end{cases}
\]

where \( v_+ \), \( v_0 \) and \( MD(A \cup B) \) refer to values of the graph \( \Gamma(A, B) \).

**Proof.** As a result of Lemma 14 is is sufficient to prove the result for a Rees matrix semigroup \( S = \mathcal{M}^0[S_r; I, A; P] \) which is isomorphic to \( S(A, B)/\mathcal{I} \). There are three cases to consider depending on the value of the maximum degree \( MD(A \cup B) \) of a vertex in the graph. We may suppose that \( P \) is in Graham normal form

\[
P = \begin{pmatrix} C_R & 0 \\ 0 & C_N \end{pmatrix},
\]

with the notation taken from the statement of Theorem 14.

**Case 1:** \( MD(A \cup B) = 0 \). In this case the structure matrix \( P \) consists entirely of zeros so \( S(A, B)/\mathcal{I} \) is a semigroup with zero multiplication which has \( |A||B|! \) non-zero elements and the result follows trivially.

**Case 2:** \( MD(A \cup B) = 1 \). In this case the matrix \( C_R \) is an \( |A \setminus A'| \times |I \setminus I'| \) identity matrix (a square matrix with every diagonal entry equal to 1). Thus \( \sigma_{\min} = \operatorname{rank}(S_r) = 2 \), the number of connected components \( n \) of \( C_R \) is \( n = |I \setminus I'| = |A \setminus A'| \), and so by Theorem 14 we obtain

\[
\operatorname{rank}(S(A, B)) = \operatorname{rank}(S(A, B)/\mathcal{I}) = \max(|I \setminus I'|, |A \setminus A'|, \sigma_{\min} + n - 1) + |I'| + |A'| = \max(n, n, 2 + n - 1) + |I'| + |A'| = n + 1 + |I'| + |A'| = \max(v_+(A), v_+(B)) + v_0(A \cup B) + 1.
\]

**Case 3:** \( MD(A \cup B) \geq 2 \). In this case the matrix \( C_R \) is not a diagonal matrix and thus in particular the number of components \( n \) must be strictly less than \( \max(|I \setminus I'|, |A \setminus A'|) \). Also, since \( \operatorname{rank}(G) = \operatorname{rank}(S_r) = 2 \) it follows that \( \sigma_{\min} \leq \operatorname{rank}(S_r) = 2 \). We conclude that

\[
\sigma_{\min} + n - 1 \leq 2 + n - 1 = n + 1 \leq \max(|I \setminus I'|, |A \setminus A'|).
\]

Therefore by Theorem 14 we obtain

\[
\operatorname{rank}(S(A, B)) = \operatorname{rank}(S(A, B)/\mathcal{I}) = \max(|I \setminus I'|, |A \setminus A'|, \sigma_{\min} + n - 1) + |I'| + |A'| = \max(|I \setminus I'|, |A \setminus A'|) + |I'| + |A'| = \max(v_+(A), v_+(B)) + v_0(A \cup B).
\]

\( \square \)
Note that the result is slightly different for \( r = 2 \) since \( S_2 \) is cyclic and so has rank \( 1 \), not \( 2 \).

**Example 16.** Let \( n = 7 \) and \( r = 3 \) and define the set of images:
\[
A = \{\{1, 2, 3\}, \{1, 6, 7\}, \{5, 6, 7\}, \{2, 4, 6\}, \{1, 2, 5\}\}
\]
and set of partitions:
\[
B = \{(1, 4, 7|2, 5, 6), (1, 2, 3|4, 5, 6, 7), (1, 2|4, 6, 7|3, 5)\}.
\]
Let \( S(A, B) \) be the subsemigroup of \( T_n \) generated by all mappings \( \alpha \) with \( \text{im} \alpha \subseteq A \) and \( \ker \alpha \subseteq B \). Clearly this generating set contains \( 3! \times 5 \times 3 = 90 \) elements. Using Theorem\[15\] we shall now see that we can get away with far fewer generators than this. The graph \( \Gamma(A, B) \) is isomorphic to:
\[
\text{(1.4, 7|2, 5, 6)} \quad \text{(1.2, 3|4, 5, 6, 7)} \quad \text{(1.2|4, 6, 7|3, 5)}
\]
which has two isolated vertices so that \( v_0(A \cup B) = 2, v_+ (B) = 2, v_+ (A) = 4 \) and maximum degree \( \mathcal{M} \mathcal{D}(A \cup B) = 3 \geq 2 \). Therefore by Theorem\[15\]
\[
\text{rank}(S(A, B)) = \text{max}(2, 4) + 2 = 6.
\]

Example\[16\] has been included to demonstrate the usefulness of the abstract approach offered by Theorem\[7\]. Here we are able to conclude that the minimal number of generators for the transformation semigroup \( S(A, B) \) is \( 6 \) without having to carry out any computations with transformations at all. In this example, it is now an easy exercise to write down six transformations that generate the semigroup. Indeed, in general given a set \( A \) of \( r \)-subsets of \( \{1, \ldots, n\} \) and a set of partitions \( B \) of weight \( r \), it is a routine matter to use the graph \( \Gamma(A, B) \) to actually write down a minimal cardinality generating set for the semigroup \( S(A, B) \). The method depends on which of the three cases of Theorem\[15\] we are in. If \( \mathcal{M} \mathcal{D}(A \cup B) = 0 \), then all the mappings with image in \( A \) and kernel in \( B \) must be included in the generating set. If \( \mathcal{M} \mathcal{D}(A \cup B) = 1 \), then the problem comes down to writing down a minimal generating set of a Brandt semigroup over the symmetric group \( S_r \). These are nothing but the principal factors of the symmetric inverse semigroup, explicit minimal generating sets for which are given in \[GC87\]. If \( \mathcal{M} \mathcal{D}(A \cup B) \geq 2 \) then a minimal generating set may be found by considering the relationship \[2.1\] between \( \text{rank}(S) \) and \( \text{rank}(T) \) in the proof of Theorem\[7\] combined with the argument given in the proof of \[GR05\] Theorem 2.4.

Of course, in general one cannot expect an efficient algorithm which takes a finite 0-simple semigroup and computes a generating set of minimal cardinality, since any finite group is a finite simple semigroup. So the best that one could expect in the general case is an efficient reduction to a problem in computational group theory. Given an arbitrary finite Rees matrix semigroup \( S \), an algorithm of this kind is as follows:

1. Express \( S \) as a Rees matrix semigroup in Graham–Normal form. This can be computed in polynomial time from the multiplication table of \( S \).
2. Following the notation in the statement of Theorem\[7\], compute the subgroups \( H_1, \ldots, H_n \) of \( G \).
3. Then one needs a group theoretic algorithm taking \( H_1, \ldots, H_n \) and \( G \) as input, and outputting (i) a list \( g_1, \ldots, g_n \) of elements of \( G \) such that
\[
\text{rank}(G : \bigcup_{i=1}^n g_i H_1 g_i^{-1} | g_1, \ldots, g_n \in G)
\]
is as small as possible over all possible choices of \( g_1, \ldots, g_n \) (i.e. is equal to \( \text{rank}_{\min} \)), and (ii) a set \( x_1, \ldots, x_{\text{rank}_{\min}} \) of elements of \( G \) such that the set \( \bigcup_{i=1}^n g_i H_1 g_i^{-1} \cup \{x_1, \ldots, x_{\text{rank}_{\min}}\} \) generates \( G \).
4. Once the Graham–Normal form representation is given, along with the list of elements \( g_1, \ldots, g_n, x_1, \ldots, x_{\text{rank}_{\min}} \), a combination of the arguments given in the proof of Theorem\[7\] above, together with the proof given of the forward implication of \[GR05\] Theorem 7.1, can be used to write down an explicit minimal generating set for the given finite Rees matrix semigroup \( S \).

In general, the most time consuming part of the above algorithm will be step (3). Indeed, the reason that in the spacial case of the semigroups \( S(A, B) \) minimal generating sets can easily be computed, is due to the fact that step (3) is a triviality in such examples.

It is well known that the general linear group over a finite field has a generating set consisting of two elements. Thus there will be a natural analogue of Theorem\[15\] for subsemigroups of finite full linear monoids generated by matrices with prescribed column and row spaces.
3.3 Generating transformation monoids

In this subsection we are interested in the following very general situation. Suppose we are given a set $A$ of transformations from $T_n$ and we are interested in the semigroup $S$ generated by $A$. Now, the generating set $A$ we have been given may not be at all efficient, and it would be of interest, if possible, to replace $A$ by a smaller set $B$ that also generates $S$. So, we would like to know $\text{rank}(\langle A \rangle)$ given $A$. In particular we would like to investigate worst case scenarios, in other words, given that $S$ is a transformation semigroup on $n$ points, how many generators (in the worst case) will we need to generate $S$? That is, what is $\max\{\text{rank}(S) : S \leq T_n\}$? As far as the author is aware, this natural question does not seem to have been considered anywhere in the literature. Some preliminary results will be given here, but there are still many open problems in this area that may well provide an interesting new direction to explore for those interested in transformation semigroups.

This is a classical question for the symmetric group $S_n$ in the case of permutation groups. Indeed, a well-known result due to Jerrum [Jer82] says that any subgroup of $S_n$ can be generated by at most $n-1$ elements. Jerrum’s result can be used to compute a base and strong generating set for an arbitrary subgroup of $S_n$ in polynomial time. The bound $n-1$ is not best possible. McIver and Neumann [MN87] (see also [CST89] and [GGL95, Volume 1, Section 8]) showed that any subgroup of $S_n$ can be generated by at most $\lceil n/2 \rceil$ if $n > 3$. This result makes use of the classification of finite simple groups, and is best possible for $n \geq 3$ (consider the group generated by $\lfloor n/2 \rfloor$ disjoint transpositions).

**Theorem 17.** [MN87] $\text{rank}(G) \leq \max(2, \lfloor n/2 \rfloor)$ for all $G \leq S_n$.

A similar result for subsemigroups of the full transformation semigroup would be of interest. In general this still seems like a difficult problem:

**Open Problem 1.** Determine a formula for $\max\{\text{rank}(S) : S \leq T_n\}$.

If we add a number of hypotheses we are able to apply Theorem 7 to obtain a positive result of the above type.

**Theorem 18.** Let $n \geq 4$ and let $1 < r < n$. Every regular subsemigroup of $T_n$ that is generated by mappings all with rank $r$, and has a unique maximal $J$-class, is generated by at most $S(n, r)$ elements, where $S(n, r)$ denotes the Stirling number of the second kind.

**Proof.** Let $S$ be a regular subsemigroup of $T_n$ generated by mappings of rank $r$ and with a unique maximal $J$-class. Recall that the $D$-class $D_r$ of $T_n$ of all elements of rank $r$ has $\binom{n}{r}$ $L$-classes and $S(n, r)$ $R$-classes. Let $J_M$ be the unique maximal $J$-class of $S$. Since $S$ is a regular subsemigroup of $T_n$ generated by maps of rank $r$ and with unique maximal $J$-class $J_M$, it follows that

$$J_M = \{ \alpha \in S : |\text{im } \alpha| = r \}.$$

Then $\text{rank}(S) = \text{rank}(J_M^*)$ where the principal factor $J_M^*$ is isomorphic to a completely 0-simple $M^0[G; I, \Lambda; P]$ where $G \leq S_r$ and the matrix $P$ has at most $\binom{n}{r}$ connected components. By Theorem 17 since $G \leq S_r$, it follows that $\text{rank}(G) \leq \max(2, \lfloor r/2 \rfloor)$. Then by Theorem 7

$$\text{rank}(S) \leq \max(S(n, r), \binom{n}{r}, \max(2, \lfloor r/2 \rfloor) + \binom{n}{r} - 1).$$

Since $S(n, r) > \binom{n}{r}$ for $1 < r < n$ we obtain

$$\max(S(n, r), \binom{n}{r}, \max(2, \lfloor r/2 \rfloor) + \binom{n}{r} - 1) = \max(S(n, r), \max(2, \lfloor r/2 \rfloor) + \binom{n}{r} - 1).$$

Also, for $n \geq 4$ and $1 < r < n$ we have:

$$S(n, r) > \max(2, \lfloor r/2 \rfloor) + \binom{n}{r} - 1.$$

We conclude that $\text{rank}(S) \leq S(n, r)$.

This result is best possible in the sense that for $1 < r < n$ this upper bound is attained by the subsemigroup

$$K(n, r) = \{ \alpha \in T_n : |\text{im } \alpha| \leq r \},$$

which satisfies all of the hypotheses of the theorem, and satisfies $\text{rank}(K(n, r)) = S(n, r)$; see [HM90]. It is natural to ask whether one can remove the hypothesis that the subsemigroup must have a unique maximal $J$-class.

**Open Problem 2.** Let $n \geq 4$ and $1 < r < n$. Is it true that any regular subsemigroup of $T_n$ that is generated by mappings of rank $r$ is generated by at most $S(n, r)$ elements?
3.4 Inverse semigroups of transformations

For inverse semigroups, the analogue of Cayley’s theorem is the Wagner–Preston Theorem which says that any (finite) inverse semigroup can be embedded in a (finite) symmetric inverse semigroup. Here we see that the McIver–Neumann admits a generalisation to subsemigroups of the symmetric inverse semigroup generated by maps of fixed rank (the McIver–Neumann result is the special case when \( r = n \)).

**Theorem 19.** Let \( S \) be a subsemigroup of \( I_n \) generated by a set of maps of all rank \( r \) for some \( 1 < r \leq n \). If \( S \) is an inverse semigroup then

\[
\text{rank}(S) \leq \binom{n}{r} \max \left( 2, \frac{r}{2} \right).
\]

**Proof.** Let \( J_1, \ldots, J_k \) be the maximal \( J \)-classes of \( S \). As in the proof of Theorem 18 above, since \( S \) is a regular subsemigroup and is generated by maps of rank \( r \) it follows that

\[
\bigcup_{i=1}^{k} J_i = \{ \alpha \in S : |\text{im} \alpha| = r \}.
\]

For \( i = 1, \ldots, k \), let \( n_i \) be the number of \( R \)-classes in \( J_i \), which also equals the number of \( L \)-classes in \( J_i \) and the number of idempotents in \( J_i \) (since \( S \) is inverse). Since \( S \) is generated by a set of maps of rank \( r \) it now follows that

\[
\text{rank}(S) = \sum_{i=1}^{k} \text{rank}(J_i^*)
\]

where each \( J_i^* \) is a finite completely 0-simple inverse semigroup (i.e. is a Brandt semigroup). Let \( G_i \) denote the maximal subgroup of this Rees matrix semigroup \( J_i^* \). Since each \( G_i \) is isomorphic to a subgroup of \( S_r \), it follows from Theorem 17 that \( \text{rank}(G_i) \leq \max \left( 2, \frac{r}{2} \right) \) for all \( i = 1, \ldots, k \). Since there are exactly \( \binom{n}{r} \) idempotents \( \epsilon \) in \( I_n \) with \( |\text{im} \epsilon| = r \), it follows that

\[
n_1 + \ldots + n_k \leq \binom{n}{r}
\]

and of course also that \( k \leq \binom{n}{r} \). Combining these observations with the rank formula from Theorem 18 then gives:

\[
\text{rank}(S) = \sum_{i=1}^{k} \text{rank}(J_i^*) = \sum_{i=1}^{k} \max(n_i, \text{rank}(G_i) + n_i - 1)
\]

\[
= \sum_{i=1}^{k} (\text{rank}(G_i) + n_i - 1) \leq \sum_{i=1}^{k} \left( \max \left( 2, \frac{r}{2} \right) + n_i - 1 \right)
\]

\[
= k \left( \max \left( 2, \frac{r}{2} \right) - 1 \right) + (n_1 + \ldots + n_k)
\]

\[
\leq \binom{n}{r} \left( \max \left( 2, \frac{r}{2} \right) - 1 \right) + \binom{n}{r} \max \left( 2, \frac{r}{2} \right),
\]

as required.

This result is best possible for \( 2 < r \leq n \). Indeed, given \( r, n \in \mathbb{N} \) with \( 3 < r \leq n \) the bound is attained by taking, for each of the \( \binom{n}{r} \) distinct copies of \( S_r \) in the \( D \)-class \( D_r \) of \( I_n \) (of all maps of rank \( r \)) a set of \( \left\lfloor \frac{r}{2} \right\rfloor \) disjoint transpositions, and setting \( S \) to be the subsemigroup generated by these \( \binom{n}{r} \left\lfloor \frac{r}{2} \right\rfloor \) elements (in the special case \( r = 3 \) we take all copies of \( S_3 \) as our inverse generating set to attain the bound). The following natural problem remains open.

**Open Problem 3.** Find \( \max \{ \text{rank}(S) : S \leq I_n \} \) where \( S \) is an inverse subsemigroup of \( I_n \).

A related alternative line of investigation for transformation semigroups is that of random generation. There are numerous interesting results about random generation of finite groups. In 1969, John Dixon [Dix69] proved that the probability that two random permutations in the symmetric group \( S_n \) generate \( S_n \) or \( A_n \) tends to 1 as \( n \to \infty \). This was extended in [KL90] and [LS95] to arbitrary sequences of non-abelian finite simple groups. In a quite amazing recent paper in this area [JZP11] Jaikin-Zapirain and Pyber find an explicit formula for the number of random elements needed to generate a finite \( d \)-generated group \( G \) with high probability. As a corollary they prove that if \( G \) is a \( d \)-generated linear group of dimension \( n \) then \( cd + \log n \) random generators suffice, for some absolute constant \( c \).

Similar questions may be asked for finite semigroups. Cameron [Cam13] recently began such an investigation for the full transformation monoid \( T_n \). As he points out, one has to be careful to ask the right questions here, and one should not expect
the obvious analogue of Dixon’s result to hold true. Indeed, $T_n$ requires three generators, and any generating set of minimal size for $T_n$ has the form $\{\alpha, \beta, \gamma\}$ where $\langle \alpha, \beta \rangle = S_n$ and $|\text{im}\, \gamma| = n - 1$. In general, if a monoid $M$ is generated by a set of transformations $A$, then the group of permutations in $M$ is generated by the permutations in $A$. Since permutations are exponentially scarce in $T_n$, we have to choose a huge number of random elements in order to generate $T_n$ with high probability. Cameron suggest a different approach, leading him to conjecture that the probability that two random elements in $T_n$ generate a synchronising monoid (one that contains a constant mapping) tends to 1 as $n \to \infty$.
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