Defining a Lexicalized Context-Free Grammar for a Subdomain of Portuguese Language
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1. Introduction

According to [1], an emphasis must be given to grammar representations for describing and generating the sentences that make up a given language and an emphasis on processing and computation that demonstrate that the grammar for a language has important implications as to how it can be processed. Some observations by [2] and [3], say that a general-purpose grammars should be linguistically plausible, both to be extensible and to take advantage of work in computational linguistics. Linguistic theories have become much more computationally oriented recently, and some large, general-purpose grammars are now available [4]. But the grammars have to be sufficiently robust to cope gracefully with sentence fragments and ill-formed input. It is also very important in the database context to have a good treatment of proper names, domain-specific identifiers, abbreviations and other items which cannot be part of a general-purpose lexicon [2].

A NLP system’s success depends on its knowledge of the application domain, namely the relative completeness of the natural language model it encapsulates and the appropriateness or efficiency of its algorithms [5]. In the specific case of the NLs, the study of context-free languages (CFL) has been of special interest because they permit a simple representation of the syntax, adequate for formal structuring, as for computational analysis [6]. Context-free grammars (CFGs) have been a well accepted framework for computational linguistics for a long time [7], [8]. The recognizer algorithms and generator algorithms that implement CFLs are relatively simple and have a good efficiency. In addition, according to [9], it was the CFGs with some restrictions that had greater progress in the description of NL.

According to [7], lexicalization is important, from a computational perspective, because, other things being equal, lexicalized grammars can often be parsed much more efficiently than non-lexicalized ones. In [10] it is affirmed that this can be done associating each elementary structure in a grammar with a lexical item (terminal symbol in the context of formal grammars). A type of lexicalization is Greibach Normal Form (GNF) for Context-Free Grammar (CFG). In contrast to GNF, that is regarded as a kind of weak lexicalization, for not preserving structure of the original, Lexicalized Grammar can be considered as a stronger version of GNF, in the sense that the structures are preserved and not just the string sets (weak generative capacity). Lexicalization is of interest from a linguistic perspective, because most current linguistic theories give lexical accounts of a number of phenomena that used to be considered purely syntactic [7]. The information put in the lexicon is thereby increased in both amount and complexity [10]. According to [10], some of the linguistic formalisms illustrating the increased use of lexical information are, lexical rules in Lexical-Functional Grammar (LFG), Generalized Phrase Structure Grammar (GPSG), Head-Driven Phrase Structure Grammar (HPSG), Combinatory Categorial Grammar, Karttunen’s version of Categorial Grammar, some versions of Chomsky’s Government Binding Theory (GB theory), and Lexicon-Grammars.

Every method for lexicalized CFGs in the strong sense defined has required context-sensitive operations. As a result, every method for lexicalizing CFGs has shared with LTAG the unfortunate feature that lexicalization leads to dramatically decreased rather than increased computational performance [7]. According to [8], although LTAG is considered to be interesting, it is executed at the cost of decreased efficiency, $O(n^6)$-time in the worst case [11], [12], [13]. As a result [7], there are no computational advantages in lexicalizing a CFG using LTAG because of the speed up due to the grammar becoming lexicalized being swamped by the dramatic increase in fundamental worst case cost. So, we will focus on Lexicalized Context-Free Grammars (LCFG), a class of grammars originally introduced in [14]. They are attractive because they combine the
elegance of LTAG and the efficiency of CFG [14] and, it is also possible through an algorithm [8] to show how the \(O(n^2)\)-time worst case complexity can be achieved for LCFG (\(n\) is the length of sentence). Through this formalism, constructions of CFGs for the definition of the real constructions of an interface, will be dealt with.

In this work the medical area was chosen, with emphasis on a portuguese grammar generating a medical language for radiological queries over a set of radiographs of a Ewing sarcom case. The treated language subset includes active and passive voices, relative and interrogative clauses, their combinations and pronouns. The language generated by this grammar was validated from knowledge obtained in the FLAMA (Tools and Authoring Language for Modeling Process). This framework had as objective a set of tools and an authoring language that constitutes the framework of a highly specialized architecture for authoring activities [15], [16]. FLAMA was based on an archetypical reference RUI environment (Representation for Understading Images) for the learning of radiology [17]. The access to knowledge contained in the knowledge base will be done through radiological language which grammar is the focus of investigation through this work. We are developing a correlated work dealing with parsing techniques for our grammar.

2. Radiological Grammar

A set of rules that identify references to the various kinds of diagnosis and symptoms are needed. Through Portuguese Transformational Grammar (GT) [3], [18], [19] it was possible to work the proposed domain for the following kinds of constructions: **grammatical groups** as sentence, noun phrase (e.g. "the exam"), verb phrase (e.g. "has some differential diagnosis"), adjective phrase (e.g. "the osteomyelitis is chronic"), prepositional phrase (e.g. "the osseous texture is of diffuse form"), adverb phrase, restrictive clause (e.g. "the parameters that were analyzed led to osteomyelitis"), yes/no sentences (e.g. "The femur is reduced?"), **wh-sentences** (e.g. "What is the patient age?"), **alternative sentences** in the usual form (not cleaved) (e.g. "appear lithic or blasticle lesion"), sentences of solicitation of explanation (e.g. "Why S?"), **existential S** (e.g. "Some region was examined?"), **S in the active voice** (e.g. "The lesion compromise some region?"), **S in the passive voice** (e.g. "Some region is compromised by lesion?") and **cleaved S** (e.g. "Is the exam that confirmed the diagnosis?"). A grammar was proposed (fig.2.1) which foresees the treatment of expressions of specific vocabulary (words, expressions and medical jargon [20]) utilized in radiology. A meticulous study of TG and of Transformation Rules for portuguese [21] was necessary for constructing a **surface grammar** (in TG the rewriting rules generate the deep structure of the sentence) that treats several syntactical aspects of radiological language. Next the relationship between the surface grammar and LCFG, will be shown.

FIGURE 2.1 - Surface Grammar
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3 Lexicalization of LCFG

In this section, we propose to extend the domain of locality of Radiological CFG in order to make lexical items appear local to the production rules. The domain of locality of a CFG is extended by using a tree rewriting system that uses substitution and a restricted form of adjunction. So, the syntactical relations described in the FCG presented in [21] are needed also in LCFGs. However, these relations are expressed by trees (initial and auxiliary trees) and operations above. In [22], it is affirmed that, due to formal properties of the adjunction, the formalism utilized becomes more powerful than FCGs. Not every grammar is in a lexicalized form. Given a grammar $G$ stated in a formalism, we will try to find another grammar $G_{lex}$ (not necessarily stated in the same formalism) that generates the same language and also the same tree set as $G$ and for which the lexicalized property holds. We refer to this process as *lexicalization* of a grammar. We say that a formalism $F$ can be lexicalized by another formalism $F'$, if for any finitely ambiguous grammar $G$ in $F$ there is a grammar $G'$ in $F'$ such that $G'$ is a lexicalized grammar and such that $G$ and $G'$ generate the same tree set (and a fortiori the same language) [10].

Taking our surface grammar [21], [23] it is possible to map LCFG, permitting in the last representation an improvement in the computational performance. According to [7], the presence of lexical item as its leftmost non-empty constituent in LCFG facilitates efficient left to right parsing.

The main reason motivate the construction of an CFG (fig.2.1) is due to number of initial and auxiliary trees in LCFG can be, in the worst case, much greater than the number of production rules in a FCG (in this case the surface grammar). The number of elementary trees in $G_{lex}$ is related to the number of acyclic and minimal cycle paths in LG (*lexicalization graph*). More details in [7].

By using the *theorem* exhibited in [8], it is possible to transform the surface grammar into a LCFG, by means of a special artifice in the treatment of terminals, obtaining consequently, as in the surface grammar, valid constructions for the radiological language.

In linguistic context, according to [24], the nodes on the frontier in LCFG are *preterminal* lexical category symbols such as N (Noun), V (Verb), etc. For denoting these categories, the artifice utilized in this work will be the insertion of *pseudoterminals* in the surface grammar so that the theorem can be applied. The pseudoterminals, denoted by detbase, n, v, etc. (all denoted in small letter) will be in the productions of the preterminals as in N detbase n, V detbase v, etc. After applying the theorem the previous preterminals and these pseudoterminals will be marked with $\dagger$ as seen in fig.3.1, indicating that its pseudoterminal child node, will have to activate a search in a dictionary for verifying if it is possible to use, in this point, the token from the input string. If possible, the pseudoterminal will be substituted by the terminal at issue. The lexical items, utilized in the radiological language, are in a dictionary, which is exhibited in [21].

![FIGURE 3.1 - Examples of trees before lexicalization](image)

The principal unit of syntactic information associated with a LCFG entry is a tree structure in which the tree nodes are labeled with syntactic categories and feature information and there is at least one leaf node labeled with a *lexical* category (such lexical leaf nodes are known as *anchors*). Thus, the *lexicon* consists of a finite set of structure each associated with an anchor. The structures defined by the lexicon are called *elementary structures*. Structures built by combination of others are called *derived structures* [10]. With respect to a LCFG lexicon, this can be defined as the LTAG lexicon, for example, where this consists of a set of trees each one associated with one or more lexical items [14]. These elementary trees can be viewed as elementary clauses (including their transformational variants) in which the lexical items participate. The trees are combined by *substitution* and a restricted form of *adjunction* that is context-free in nature.

Fig.3.2 exhibits some of the constructions LCFG utilized in radiological domain. In grammars as LCFG, and others of the TAG family, the linguistic unit is this elementary tree, which corresponds to a minimal predicative structure. According to [22], these structures are syntactic and semantic units at the same time. They are gathered in tree families which encode the different lexical and syntactic rules which may apply to them [25]. When trees are combined by substitution or adjunction, the corresponding semantic representations are combined. In [24] focus that the elementary trees are the appropriate domains for characterizing certain dependencies (e.g., subcategorization and filler-gap dependencies) and also serves as a complex description of the anchor.
The principal unit of syntactic information associated with a LCFG entry is a tree structure in which the tree nodes are labeled with syntactic categories and feature information and there is at least one leaf node labeled with a lexical category (such lexical leaf nodes are known as anchors). Thus, the lexicon consists of a finite set of structure each associated with an anchor. The structures defined by the lexicon are called elementary structures. Structures built by combination of others are called derived structures [10]. With respect to a LCFG lexicon, this can be defined as the LTAG lexicon, for example, where this consists of a set of trees each one associated with one or more lexical items [14]. These elementary trees can be viewed as elementary clauses (including their transformational variants) in which the lexical items participate. The trees are combined by substitution and a restricted form of adjunction that is context-free in nature.

Fig. 3.2 exhibits some of the constructions LCFG utilized in radiological domain. In grammars as LCFG, and others of the TAG family, the linguistic unit is this elementary tree, which corresponds to a minimal predicative structure. According to [22], these structures are syntactic and semantic units at the same time. They are gathered in tree families which encode the different lexical and syntactic rules which may apply to them [25]. When trees are combined by substitution or adjunction, the corresponding semantic representations are combined. In [24] focus that the elementary trees are the appropriate domains for characterizing certain dependencies (e.g., subcategorization and filler-gap dependencies). That is, an elementary tree localizes agreement dependencies, filler-gap dependencies and predicate-argument dependencies and also serves as a complex description of the anchor.

The sentences of radiological language will be obtained utilizing these structures and the lexical items contained in dictionary presented in [21]. Some of these sentences are exhibited in Fig. 3.3 which utilize elementary trees a13, a50, a26 e a38, and lexical items a, tibia, tem, um, contorno, totalmente, regular, which are necessary to preterminals Detbase, N, Vtr, Detbase, N, Intens, Adj respectively. The trees that describe Portuguese syntactic structures are grouped in families, specially according to criteria of verbal regency and transitivity [26]. Hierarchical representations of Portuguese LCFG have been proposed, e.g., defining tree families [21]. A tree family contains the different possible trees for a given canonical subcategorization (or predicate-argument structure).

4. Conclusions

In this paper, we have presented some novel applications of LCFG. We have illustrated a radiological grammar, based on the LCFG formalism. A new approach to grammar in natural language to description of Portuguese utilized in Natural Language Interfaces to Database (NLIDBs) was applied. The formalism TAG family was used, which is a tree-generating system rather than a string generating system. The set of trees derived from this family constitutes the object language. To describe these structures of Portuguese, the conventional CFGs gave support in the definition of the syntactic structures of Portuguese for LCFG. A meticulous study about context-free rules of phrase structure of TG was done. These rules of TG that foresee various linguistic problems of the NLIDBs [27] were defined for the deep structures. Transformation rules defined for the Portuguese were described in [21] for attainment of surface structures. These rules were mapped for a surface grammar, which was taken as entry in the utilization of theorem presented in [8] that has as output an LCFG. LCFG is a formalism integrating lexicon and grammar. It has both linguistic advantages (e.g. elegant
handling of unbounded dependencies and idioms [28]) and computational advantages, particularly due to lexicalization ([29]). The lexicalization in the LCFG showed to be interesting not only from the linguistic perspective, as such formal interest, because it is systematically associated with a lexical anchor. These structures specify extended domains of locality over which constraints can be stated. In [30] emphasizes the importance of key-concept of extended domain of locality, which is capable of allowing the dependency information and phrase structure information to be represented in one structure, that is, an elementary tree. This feature, according to [30], allows the phrase structure parse tree to be represented in terms of dependency information. The advantage of the extended domain of locality, according to [31], is that many relationships that must be mediated via grammar rules in other formalisms can be stated directly in the lexical entries.

The linguistic and mathematical advantages of lexicalized formalisms are useful in practical applications. Currently, most large scale NLP systems adopt CFG-like grammars, that have to face the problem of syntactic ambiguity, because the constraints expressed on the syntactic categories are too general to limit the huge hypothesis space generated by wide-coverage grammars [32]. So, LCFG favored the syntactical analysis of NL for the portuguese, because a broader domain of locality than usual phrase structure rules. This allows us to state, for example, subcategorization imposed on an element by another that does not directly dominate it, e.g., between the verb and the determiner of its first complement. Other linguistic advantage is that the adjunction permits the recursion in the composition of trees. The lexicalization notion in the LCFG is also linguistically very significant by preserving not only the string sets (weak generative capacity) but also the structures, i.e., strong generative capacity. The syntactic criteria defined by LCFG restrict the number of possible structures for a sentence, simplifying the semantic analysis. With relation to concordance criteria, these can be taken outside grammar, as proposed by [33] for not causing exponential explosion of the rules. In this work the concordance criteria are similar to top and bottom features [34] that are unified in LTAG.

An important fact, undoubtedly, is that the LCFGs do not require more computational recourses than CFGs. The greatest computational advantage [7] is that the parsing of an LCFG (obtained by CFG through lexicalization) is significantly faster than the one of the CFG. Although the string sets generated by LCFG are the same as those generated by CFG, LCFG is capable of generating more complex sets of trees than CFGs [7]. The fact that LCFG lexicalizes CFG is significant, because every other method for lexicalizing CFG without changing the trees derived require context-sensitive operations [10] and therefore dramatically increases worst case processing time. Context-sensitive operations (e.g., mildly context-sensitive formalisms [11]) entail much larger computational costs for parsing and recognition than CFGs. In particular, the fastest known LTAG parser require $O(n^6)$ - time in the worst case [12] in contrast to $O(n^3)$ for CFG. Since LCFG is a restricted case of TAG, standard $O(n^6)$-time TAG parsers [11], [12], [13] can be used for parsing LCFG. Although they require $O(n^6)$-time for TAG parsing, they can be made very easily to require at most $O(n^3)$-time for LCFG. This bound is still too high since we know that LCFGs generate only context-free languages. Then, recognizer and left to right parsing algorithm which requires $O(n^3)$-time in the worst case for LCFG has been proposed [14], [7], [21] to process a sentence of length $n$. Since the attractive aspects of LTAGs come at some computational cost, LCFG provides an efficient alternative which does not sacrifice the elegance of the LTAG analyses and which may be useful in different areas of computational linguistics.

Very restricted natural language does not work particularly well as a straight substitute for a traditional formal query language. A broader system covering a larger part of the Portuguese grammar and medical vocabulary is currently under development. However, the grammar has to be sufficiently robust to cope gracefully with sentence fragments and ill-formed input, words, expressions and medical jargon utilized in medicine. The grammar described in this paper has the possibility of to be inserted in broader studies which generate the portuguese language and not only the radiological language ones. Portuguese language interfaces for another applications as Operational Systems [35], Expert Systems [36], [37], [38], Intelligent Tutor Systems, etc. [15], [16], [21], [39] can use this grammar. Stochastic extensions [40] can also be incorporated to grammar for making it possible to capture both distributional and hierarchical information about portuguese words.
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