Predicting protein function via multi-label supervised topic model on gene ontology
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\textbf{ABSTRACT}

As the biological datasets accumulate rapidly, computational methods designed to automate protein function prediction are critically needed. The problem of protein function prediction can be considered as a multi-label classification problem resulting in protein functional annotations. Nevertheless, biologists prefer to discover the correlations between protein attributes and functions. We introduce a multi-label supervised topic model into protein function prediction and investigate the advantages of this approach. This topic model can not only work out the function probability distributions over protein instances effectively, but also directly provide the words probability distributions over functions. To the best of our knowledge, this is the first effort to apply a multi-label supervised topic model to the protein function prediction. In this paper, we model a protein as a document and a function label as a topic. First, a set of protein sequences is formalized into a bag of words. Then, we perform inference and estimate the model parameters to predict protein functions. Experimental results on yeast and human datasets demonstrate the effectiveness of this multi-label supervised topic model on protein function prediction. Meanwhile, the experiments also show that this multi-label supervised topic model delivers superior results over the compared algorithms. In summary, the method discussed in this paper provides a new efficient approach to protein function prediction and reveals more information about functions.
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\textbf{INTRODUCTION}

Proteins are a kind of macromolecules and the main component of a cell, and thus it is the most essential and versatile material of life. The research on protein functions is of great significance in the development of new drugs, better crops, and even the development of synthetic biochemicals [1]. Along with the fast development of computational methods, machine learning algorithms designed to predict the functional annotations of proteins by using known information, such as sequence, structure, and functional behaviour, have become important long-standing research works in post-genomic era.

Protein function annotation has the nature of subjectivity. At present, there are two popular schemes in protein function annotation: FunCat [2] and gene ontology (GO) [3]. On the basis of solid computer science and biological principles, GO is rapidly being regarded as the most common scheme of functional annotation [1]. GO provides a set of terms for describing genes functions and the relationships between functions, which are classified into three categories: biological process (BP), molecular function (MF) and cellular component (CC) [4]. The GO terms are organized in a direct acyclic graph (DAG), where the function described by a descendant GO term is more specific than its ancestor terms. In this article, the words ‘function’ and ‘GO term’ are used synonymously.

Protein function prediction has become an active research area for bioinformatics in recent years. The most traditional approach is to utilize the protein sequence or structure similarity to transfer functional information. As an example, BLAST [5] is one of the most widely used sequence-based approaches. In addition, there are two kinds of methods in protein function prediction according to the types of input data: feature-based approaches and graph-based approaches. Feature-based approaches process the dataset whose instances have a feature space composed by a fixed set of attribute values. These features can be extracted from...
amino acid sequence, textual repositories, motifs, the isoelectric point and post-translational modifications. Using these constructed attribute features and annotated proteins, a classifier can be trained first and then be used to predict function annotations for unannotated proteins. On the other hand, graph-based approaches [6–8] assume that the closely related proteins (or genes) share similar functional annotations on the basis of network structure information. In [9], protein interactions were measured by several computational approaches.

From the view of machine learning, the feature-based approach belongs to a classification problem essentially: it processes a set of samples, where each sample is described by a feature space and labelled by one or more labels. Meanwhile, from the view of protein function prediction, a protein annotated with several GO terms can be viewed as a sample and each GO term corresponds to a label. Thus, the solutions of multi-label classification have great potential to protein function prediction [10–14]: Celine Vens et al. [15] discussed three hierarchical multi-label classifiers, which are based on the decision tree algorithm; then, the experiments were carried on 24 datasets from functional genomics; Yu [16] proposed a multiple kernels (ProMK) method to process multiple heterogeneous protein data sources for predicting protein functions; a novel ant colony algorithm was proposed in [17] for hierarchical multi-label classification. Although good results of multi-label classification are achieved by methods mentioned above, the outputs of them are the corresponding label sets for samples in testing set, and the relationships between individual attributes and their most appropriate labels are unknown. In particular, as the number of terms per protein increases, it is difficult for algorithms mentioned above to distinguish the features which are critical for a particular label.

A topic model is a kind of probabilistic generative model that has been widely applied to the domains of text mining and computer vision. Probabilistic latent semantic analysis (PLSA) [18] and latent Dirichlet allocation (LDA) [19] are two typical topic models. In these methods, each document is a mixture of ‘topics’, where each ‘topic’ is a mixture of ‘words’ in a vocabulary. The aim of topic modelling is to discover a topic distribution over each document and a word distribution over each topic, which actually reflects its capacity to cluster for the corpus. This is because the documents with a similar topic probability distribution can be grouped together. Nonetheless, a topic model is not only a clustering algorithm [20]. Specially, the characteristics of LDA have been discussed for multi-label problem in [21]: (1) it transforms the word-level statistics of each document to its label-level distribution; (2) it models all labels at the same time rather than treating each label independently. In multi-label classification problem, LDA can also incorporate a label set into its learning procedure and become a supervised model. Therefore, some variations of LDA that focus on text field have been proposed for multi-label classification [22–24]; one of them has been applied in bioinformatics in the latest studies [25,26]. Especially in [27–29], they introduced PLSA and LDA to predict GO terms of proteins using available GO annotations previously without any protein feature.

Nevertheless, to the best of our knowledge, LDA or its variation has not yet been integrated into protein function prediction based on the multi-label classification. Therefore, we extend a supervised topic model (e.g. Labelled-LDA [22]) to the protein function prediction in this paper.

For multi-label classification, Labelled-LDA associates each label with a corresponding topic directly. Naturally, we consider each protein to be a document [25], and GO terms (topics) are shared by a corpus. Thus, three phases are involved in the prediction process. In the first phase, we organize the protein sequences into a bag of words (BoW); the word can be any basic building block of a protein sequence. In the second phase, Labelled-LDA takes a training protein set with known function as an input of training model. Finally, the unannotated proteins composed of testing set are classified by the fully trained classification model. This model provides the GO term probability distribution over proteins as an output, and each term is interpreted as a probability distribution over words. Therefore, Labelled-LDA provides a new efficient approach for predicting protein functions and revealing more information about functions.

The rest of the article is structured as follows. In the ‘Materials and methods’ section, we describe the computational tools and datasets, with a focus on the BoW of protein sequences and a Labelled-LDA model adopted in this paper; the ‘Results and discussion’ section presents the classification results; we also show the usefulness of Labelled-LDA in two protein function prediction experiments: yeast dataset [30] and human dataset; experimental results show that Labelled-LDA delivers superior results over the compared algorithms; finally, the conclusions are drawn.

Materials and methods

In this section, a computational approach of protein function prediction is discussed. First, we organize the protein sequences into a BoW, and then give a brief description of Labelled-LDA to explain the process of protein function prediction.
The BoW of protein sequence

In feature-based approaches, each protein is characterized as a feature vector. For inferring annotation rules, a machine learning algorithm takes these feature vectors and known annotations as an input to train model [31]. In order to adapt to topic model that has been developed for text mining, we set up a parallelism between text documents and proteins in our framework. A single protein sequence, considering only the amino acid sequence without any header, like for instance in the FASTA format, represents a document [32]. Thus, a dataset of sequences can be considered as a corpus. First, the protein sequence should be organized to a BoW. This article mainly uses the following BoW method:

A protein sequence is composed of one text string, defined on a fixed 20 amino acids alphabet (G,A,V,L,I,F,P,Y,S,C,M,N,Q,T,D,E,K,R,H,W).

We suppose that a protein P is represented as a sequence of L amino acid residues:

\[ P = B_1B_2B_3B_4B_5B_6B_7 \cdots B_L, \]  

(1)

Where \( B_i \) denotes the residue at chain position 1, and the rest can be done in the same manner.

For example, there is a protein sequence as follows:

\[ P = \text{MSSGTPDLPVTLKIQYKIFINCN}. \]

Words can be extracted from protein sequences following the so-called k-mers decomposition. A window of size \( k \) (suppose \( k = 2 \) in Equation (2)) is sliding from the N-terminal to C-terminal, one amino acid at a time. According to the BoW model used in text analysis, the position of a k-mer in the original sequence is not taken into account.

\[
\begin{align*}
\text{AA} &= w_1 \\
\text{AC} &= w_2 \\
\text{CA} &= w_3 \\
\text{CC} &= w_4 \\
\text{YA} &= w_5
\end{align*}
\]

(2)

Then, the conjoint triad representation of protein P is obtained as follows:

\[ P = w_{16}w_{316}w_{306}w_{117}w_{333}w_{243}w_{50}w_{193}w_{258}w_{357}w_{330} w_{189}w_{160}w_{154}w_{280}w_{389}w_{168}w_{145}w_{88}w_{152}w_{222}w_{32}. \]

For each protein, the statistics \( f(w_i) \) denotes the frequency of amino acid block \( w_i \) in the protein sequence, \( i = 1, 2, \ldots, 400 \). In the end, a 400-dimension vector is obtained to represent this protein, which also is the BoW of this protein.

\[ \{ f(w_1), f(w_2), \ldots, f(w_{400}) \}. \]

In addition to the above method, we also adopt the sequential feature extraction (SFE) method in [32]. In the ‘Results and discussion’ section, we take the experimental comparative study between these two methods.

Labelled latent Dirichlet allocation

As mentioned above, a protein is viewed as a document in this paper; a GO term is viewed as a label or topic. By that analogy, the amino acid block \( w_i \) of protein sequence composes the vocabulary as in Equation (2), \( w_i \) is a word in BoW. After the description of BoW, the process of protein function prediction in Labelled-LDA is discussed in this section.

Labelled-LDA makes the explicit assumption that the correspondence between the label sets and the shared topics of whole protein collection is one-to-one. Meanwhile, a topic only \( D \) appears in a protein whose observed labels link to this topic.

From a global perspective, the protein collection corresponds to a set of global shared \( K \) topics, and each of topics can be represented as a multinomial distribution on the vocabulary with a size of \( W \). Thus, the shared \( K \) topics correspond to a \( K \times W \) multinomial parameter matrix \( \beta = \{ b_k \} \in \mathbb{R}^{K \times W} \).

From a local perspective, the training protein set including proteins can be represented as \( X = \{ x_d \} \in \mathbb{R}^{D \times N} \), the protein \( d \in \{ 1, \ldots, D \} \) is composed of \( N_d \) observed samples and can be expressed as \( X_d = \{ x_{dn} \} \in \mathbb{R}^{N_d \times W} \). The word index of each sample \( x_{dn} \) comes from the vocabulary \( w_{dn} \in \{ 1, \ldots, W \} \), and thus the protein \( d \) can also be represented as \( W_d = \{ w_{dn} \} \). In addition, the protein \( d \) has \( L_d \) observable labels (GO term) \( l_d = \{ l_{di} \} \in \mathbb{R}^{L_d \times W} \), where the index of each label comes from a label set \( \{ 1, \ldots, K \} \). The observable label \( l_d \) can be selected from the global label set \( \{ 1, \ldots, K \} \) by a sparse binary vector \( \Lambda_d = \{ \Lambda_{dk} \} \in \mathbb{R}^{K \times L} \), where \( \Lambda_{dk} \) is defined as

\[
\Lambda_{dk} = \begin{cases} 1, & \text{if } l_{di} = k \\ 0, & \text{otherwise} \end{cases}, \quad k \in \{ 1, \ldots, K \}. \]

(3)

The topic-assignment of sample \( x_{dn} \) in the protein \( d \) is a hidden variable \( z_{dn} \) that needs to be allocated. In the classical LDA model, each document \( d \in \{ 1, \ldots, D \} \) shares the global topics. But in Labelled-LDA model, on the basis of its \( K \)-dimension topic weight vector \( \{ \theta_{dk} \} \in \mathbb{R}^{K \times L} \), observed label set of document(protein) \( d \)
limits the topic weight vector to dimension $L_d$ that is the size of $I_d$. In this way, topic weight vector of protein $d$ can be expressed as $\theta_d = (\theta_{dk})_{k=1}^{K} \sim \Lambda_d$, where $\odot$ is the sign of dot product. Therefore, when a symmetric Dirichlet prior distribution is applied on the topic weight vector $\theta_d$, the hyperparameters of the Dirichlet prior is also limited to $\alpha_d = \alpha \odot \Lambda_d$.

The generative process of Labelled-LDA can be described as follows. The corresponding graphical model is shown in Figure 1.

For each topic $k \in \{1, \ldots, K\}$:

- Generate $\beta_k = \{\beta_{kw}\}_{w=1}^{W} \sim \text{Dir}(\cdot | \eta)$
- For each protein $d \in \{1, \ldots, D\}$:
  - For each topic $k \in \{1, \ldots, K\}$:
    - Generate $\Lambda_{dk} \sim \text{Bernoulli}(\cdot | \gamma)$
    - Generate $\alpha_d = \alpha \odot \Lambda_d$
    - Generate $\theta_d = (\theta_{dk})_{k=1}^{K} \sim \text{Dir}(\cdot | \alpha_d)$
    - For each word $n$ in protein $d$:
      - Generate $z_{dn} \sim \text{Mult}(\cdot | \theta_d)$
      - Generate $w_{dn} \in \{1, \ldots, W\} \sim \text{Mult}(\cdot | \beta_z)$

Learning and inference

As the generative process of Labelled-LDA described above, the only difference between Labelled-LDA and the traditional LDA model is that topic weight vector and its prior hyperparameters are both limited by the prior label set of document. What is more, the relation of labels in global label set and the global shared topics is one-to-one mapping. Put another way, Labelled-LDA introduces supervised learning process to the traditional LDA, and, therefore, can deal with documents and their multiple labels at the same time.

In a Labelled-LDA model, the unknown parameters to be estimated are the global topic multinomial parameters $\beta = \{\beta_{kw}\}_{k=1,w=1}^{K,W}$, local topic weight $\theta_d = \{\theta_{dk}\}_{k=1}^{K}$, and local hidden variables $Z_d = \{z_{dn}\}_{n=1}^{N_d}$, the known data are the observed word samples $W_d = \{w_{dn}\}_{n=1}^{N_d}$, and their joint distribution. As shown in Equation (4),

$$
p(\beta, \theta, W, Z | \alpha, \eta) = \prod_{d=1}^{D} p(\theta_d | \alpha_d) \prod_{n=1}^{N_d} p(z_{dn} | \theta_d) p(w_{dn} | z_{dn}, \beta) \prod_{k=1}^{K} p(\beta_{k} | \eta).
$$

Equation (4) has some implicit relationship such as $\alpha_d = \alpha \odot \Lambda_d$, $\theta_d = (\theta_{dk})_{k=1}^{K} \odot \Lambda_d$. For the convenience to compare with traditional LDA, we omit the prior distribution $p(\Lambda_d | \gamma)$ in Equation (4). $p(\beta, \theta, Z | W)$, which is the posterior distribution of unknown model parameters, can be estimated through the joint distribution. It is the core learning task of Labelled-LDA.

Similar to Markov chain Monte–Carlo (MCMC) sampling technique in LDA, we use the Collapsed Gibbs sampling (CGS) to train a Labelled-LDA model. By marginalizing the model parameters $(\beta, \theta)$ from the joint distribution in Equation (4), the collapsed joint distribution of $(W, Z)$ is obtained, and the dependency between model parameters $(\beta, \theta)$ and hidden variables $Z$ is retained. Then, the prediction probability distribution of a hidden variable $z_{dn}$ can be computed from that collapsed joint distribution as a transition probability of state-space in the Markov chain. Through Gibbs Sampling iteration, the Markov chain converges to the target stationary distribution after the burn-in time. Finally, by means of collecting sufficient statistic samples from the converged Markov chain state-space and averaging among the samples, we can get posteriori estimates of corresponding parameters.

Due to the limitation of document’s observable labels, the predictive probability distribution for the topic-assignment of sample $x_{dn}$ is

$$
p(z_{dn} | z_{dn}^{(m)}, W, \alpha, \eta) \propto \frac{\alpha_L + \sum_{l=1}^{L} \left(\alpha_l + N_{kw}^{(l)}\right)}{\sum_{l=1}^{L} \left(\alpha_l + N_{kw}^{(l)}\right)} \frac{\eta_w + N_{kw}^{(w)}}{\sum_{w=1}^{W} \left(\eta_w + N_{kw}^{(w)}\right)}
$$

$N_{kw}^{(w)}$ is the number of samples that were assigned to the topic $k$ and word $w$, and the current sample is $x_{dn}$. $N_{kw}^{(w)}$ is the number of samples that were assigned to the topic that links to label $l \in I_d$ in protein $d$, and the current sample is $x_{dn}$.

Datasets

In order to test and verify prediction effect of the proposed method, we utilize two types of datasets. The first one is yeast dataset (**Saccharomyces cerevisiae**), and the second one is human dataset constructed by ourselves.
Saccharomyces cerevisiae (SC) dataset

The yeast dataset is proposed in [15]. This dataset includes several aspects of the yeast genome, such as sequence statistics, phenotype, expression, secondary structure, and homology. We mainly use the sequence statistics that depends on the amino acid sequence of protein. The feature vector includes amino acid frequency ratios, molecular weight, sequence length and hydrophobicity.

Meanwhile, we adopt the method proposed in [33]: choose a part of terms from the protein functions, where the selected GO terms must annotate at least 30 proteins.

Human dataset

The human dataset is constructed from the Universal Protein Resource (UniProt) databank [34] (released in April 2015). The search string is (‘organism name: Human’ AND ‘reviewed: yes’), and then the function annotations of proteins are obtained from downloaded UniProt format text file. We exclude the GO terms annotated as ‘obsolete’ or with evidence code ‘IEA’ (Inferred from Electronic Annotation) from the original protein function annotations. Meanwhile, we download the GO file [35] (released in December 2015). There is a DAG relationship between GO terms. According to the true path rule [36], a protein annotated with a descendant term is also annotated with its ancestor terms. By this way, we process our dataset to expand GO terms of a protein. Finally, the same strategy as S. cerevisiae (SC) dataset is adopted for preparing label vectors (choose a part of GO terms from original function set).

The statistics of above two datasets is listed in Table 1. ‘Labels’ is the sum of GO annotations of all the proteins; ‘≥30’ denotes the number of terms associated with at least 30 proteins.

Results and discussion

In contrast to other methods, the experimental results of Labelled-LDA are discussed in this section, and show a better performance.

Predictive performance measures

There are several evaluation criteria for measuring the accuracy of protein function prediction. The result of Labelled-LDA is a list of topics score for each test protein, which means the probability of each term over this protein. Therefore, this list of score can be transformed into two formats: binary and ranking. We use three representative multi-label learning evaluation criteria on the basis of these two formats. For binary results, we use Hamming loss; for ranking results, we use Average precision (AP) and One Error. The definitions of these criteria can be found in [37] and are described below.

Hamming loss evaluates how many times on average a bag label pair is incorrectly predicted (including predicts the incorrect label and the correct label is not been predicted). When the value is 0, the classification performance is achieving the optimal state of ideal. Thus, the smaller the value of Hamming loss is, the better the performance.

AP is a very popular performance measure in information retrieval. In the prediction ranking results, AP calculates the average ratio of the front ranking labels that belong to the truth labels for every label. For multi-label classification, AP measures the performance of learned model in each label. The higher the value of AP is, the better the performance.

One Error is used to compute the number of samples that the first label is incorrect predict among all the test samples. If the value is smaller, the better the performance of multi-label classification is.

Above all, these evaluation criteria reflect the different aspects of model performance. In our experiments, the training set is 70% proteins of the entire dataset, and the left 30% proteins are taken as the testing set. The annotated GO terms of testing proteins are used in the testing process to evaluate the performance of algorithms. Nevertheless, in the training process, these annotated GO terms of testing proteins are treated as unknown. To avoid randomness, the partition and evaluation processes are repeated in 10 independent rounds. Finally, the average results are computed and shown in the next section.

Parameters configurations

In order to ensure the convergence of this model, we set the maximum number of iterations as 1000 times. Besides, the Labelled-LDA learning framework involves two different parameters: $\alpha$ and $\eta$. The performance of Labelled-LDA under different parameter configurations is shown in Figure 2.

Here, when $\eta$ is fixed to 0.1, $\alpha$ varies from 0.01 to 0.1 with an interval of 0.02; likewise, when the fixed $\alpha$ equals to 0.02, $\eta$ increases from 0.01 to 0.1 with an interval of 0.02. It shows that the performance of Labelled-LDA reaches the peak in SC dataset by setting the parameter.
α to 0.04, and in human dataset by setting α to 0.06. Nonetheless, we find that the value of One Error is not best in the above values. As shown in Figure 3, when we set α to 0.02 in SC dataset and set α to 0.04 in human dataset, the One Error value is better. Meanwhile, it shows that the performance of the Labelled-LDA reaches the peak in SC dataset by setting the parameter η to 0.08, and in human dataset by setting η to 0.1.

Therefore, in Labelled-LDA experimental setup, we set the parameter α to 0.02 and the parameter η to 0.08 for SC dataset. For human dataset, we set α to 0.04 and η to 0.1.

**Performance of the Labelled-LDA model**

We compare Labelled-LDA with BP-MLL (backpropagation for multi-label learning) [38], HOMER (hierarchy of multi-label classifiers) [39] and IBLR—ML (instance-based logistic regression for multi-label learning) [40] in two datasets, and the BoW method is also 2-mers. These algorithms are classic multi-label classifiers and open source tools including Mulan [41] library.

Table 2 shows the Hamming loss, AP and One Error values of the four algorithms in SC and human dataset, respectively. For the three evaluation criteria, ↑(↓) indicates the relationship between criterion value and model performance, i.e. the larger (smaller) the value, the better

### Table 2. The comparison results (mean ± SD) with three baseline methods on two datasets.

| Datasets   | Methods   | Average precision↑ | Hamming loss↓ | One Error↓ |
|------------|-----------|--------------------|---------------|------------|
| S. cerevisiae | BP-MLL    | 0.6494 ± 0.0201    | 0.1306 ± 0.0023 | 0.0265 ± 0.0021 |
|            | HOMER     | 0.6179 ± 0.0150    | 0.0955 ± 0.0011 | 0.0714 ± 0.0031 |
|            | IBLR—ML   | 0.6141 ± 0.0125    | 0.1318 ± 0.0025 | 0.0872 ± 0.0054 |
|            | Labelled-LDA | 0.6529 ± 0.0208   | 0.0913 ± 0.0005 | 0.0270 ± 0.0024 |
| Human      | BP-MLL    | 0.6186 ± 0.0213    | 0.1676 ± 0.0031 | 0.0112 ± 0.0015 |
|            | HMC       | 0.5192 ± 0.0101    | 0.1929 ± 0.0035 | 0.1254 ± 0.0061 |
|            | IBLR—ML   | 0.5633 ± 0.0152    | 0.1619 ± 0.0030 | 0.0103 ± 0.0012 |
|            | Labelled-LDA | 0.6224 ± 0.0224   | 0.1567 ± 0.0021 | 0.0398 ± 0.0026 |

Figure 2. The values of AP on two datasets under different values of α and η. (a) The AP value when α varies from 0.01 to 0.1 with a fixed η; (b) the AP value when η increases from 0.01 to 0.1 with a fixed α.

Figure 3. The values of One Error on two datasets under different values of α. Contrary to AP, the value of One Error is smaller, the better the performance.
(worse) the performance. The values showed in bold are the best results in the four algorithms.

From Table 2, we can observe that Labelled-LDA achieves the best results in AP and Hamming loss criterion. As an example, on AP, the Labelled-LDA achieves 0.5%, 5.6% and 6.3% improvements over BP-MLL, HOMER and IBLR—ML in SC dataset, and achieves 0.6%, 19.8% and 10.4% improvements over BP-MLL, HOMER and IBLR—ML in human dataset. Likewise, on Hamming loss, the Labelled-LDA achieves 30%, 4.3% and 31% improvements over BP-MLL, HOMER and IBLR—ML in SC dataset, and achieves 6.5%, 18.7% and 3.2% improvements over BP-MLL, HOMER and IBLR—ML in human dataset. Nevertheless, on One Error, BP-MLL gets better results than Labelled-LDA. These results are consistent with recent studies that a multi-label learning algorithm rarely outperforms other algorithms on all criteria. Meanwhile, we also find that the overall performance of each algorithm in SC dataset is better than performance in human dataset. This is due mainly to the smaller number of labels in SC dataset. However, the Labelled-LDA can do more to increase AP performance in the case of larger labels, and this is also the prominent feature of protein function dataset. Above all, these results indicate that Labelled-LDA is an effective method for protein function prediction.

Table 3. The comparative results of two BOW methods at the human dataset.

| BOW method | Average precision | Hamming loss | One Error |
|------------|------------------|--------------|-----------|
| 2-mers     | 0.6224 ± 0.0224  | 0.1567 ± 0.0021 | 0.0398 ± 0.0026 |
| SFE[32]    | 0.6103 ± 0.0203  | 0.1512 ± 0.0018 | 0.0388 ± 0.0022 |

Comparison between two BOW methods

According to the description in 'Materials and methods' section, in our prediction framework, each protein sequence that associates with several particular GO terms is treated as a ‘document’ that is composed of words. We adopt two BoW methods in our experiments. Because of the lack of protein sequence data in yeast dataset, we only perform contrast experiment of two BoW methods on human dataset. Table 3 summarizes the performance of the two BoW methods in terms of AP, One Error and Hamming loss.

As seen in Table 3, the Labelled-LDA achieves almost the same performance in two BoW approaches. The AP value based on the 2-mers is higher than SFE.

A function modelling example of a protein

According to the function prediction process described in 'Materials and methods' section, we can find that the generation of a protein sequence depends on the choice of a GO term (label/topic) and its corresponding amino acid block (words). Put another way, given the relation matrix of topics–words, a protein sequence decides its corresponding GO terms. To better explain this implementation process, we take Homeobox protein Hox-D9 of human as an example, which is shown in Figure 4. The 2-mers BoW is used in this example.

As shown in Figure 4, in the sequence of protein Hox-D9, the amino acid blocks come from different GO terms, such as an amino acid blocks ‘AA’ chosen from ‘GO:0035115’ and a ‘PG’ chosen from ‘GO:0009954’. For GO term ‘GO:0035115’, the selection probability of ‘AA’ is

Figure 4. A function modelling example of a protein. The dotted lines with arrows denote the choosing process of protein sequence, GO terms and the amino acid blocks.
0.25. Similarly, the selection probability of ‘GO:0035115’ is 0.6 in protein Hox-D9. The higher the probabilities, the stronger the correlations. It is important to note that the same amino acid block may be chosen from different GO terms, such as a ‘AA’ can be chosen from either ‘GO:0035115’ or ‘GO:0009954’. Therefore, we are not able to draw a conclusion that a protein sequence with more ‘AA’ should be annotated by ‘GO:0035115’. Put another way, the functions of a protein are the results of the joint action of all amino acid blocks rather than a single one.

Above all, we can utilize various feature extraction of protein sequence to construct sequence words when the Labelled-LDA model is used, as long as the words describe the characteristics of protein effectively. Then, the relationship between functions and variety words will be disclosed. This is the greatest strength of Labelled-LDA for protein function prediction. Therefore, we can anticipate that Labelled-LDA is a potential method to reveal a deeper biological explanation for protein functions.

Conclusions

In this paper, protein function prediction problem can be modelled as a multi-label classification task, and Labelled-LDA as a multi-label topic model introduced from natural language processing is successfully used in protein function prediction. For setting up a parallelism between text documents and protein sequences, the following are considered: a set of protein sequences is considered as a corpus of documents and is represented as a BoW; the words can be any basic building blocks of protein sequences. The Labelled-LDA model emphasizes the relationship between sequence words and a given space of GO terms for the purpose of classifying new proteins. The predictive performance of this model is measured by the AP, One Error and Hamming loss and experiments on two dataset show that the Labelled-LDA algorithm is superior to several baseline multi-label classification methods.

There are many problems in the biology domain that can also be formulated as a multi-label classification task. Thus, multi-label topic model is a potential method in many applications of modern proteomics.
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