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Abstract—Nowadays, cross-modal retrieval plays an indispensable role to flexibly find information across different modalities of data. Effectively measuring the similarity between different modalities of data is the key of cross-modal retrieval. Different modalities such as image and text have imbalanced and complementary relationships, which contain unequal amount of information when describing the same semantics. For example, images often contain more details that cannot be demonstrated by textual descriptions and vice versa. Existing works based on Deep Neural Network (DNN) mostly construct one common space for different modalities to find the latent alignments between them, which lose their exclusive modality-specific characteristics. Different from the existing works, we propose modality-specific cross-modal similarity measurement (MCSM) approach by constructing independent semantic space for each modality, which adopts end-to-end framework to directly generate modality-specific cross-modal similarity without explicit common representation. For each semantic space, modality-specific characteristics within one modality are fully exploited by recurrent attention network, while the data of another modality is projected into this space with attention based joint embedding to utilize the learned attention weights for guiding the fine-grained cross-modal correlation learning, which can capture the imbalanced and complementary relationships between different modalities. Finally, the complementarity between the semantic spaces for different modalities is explored by adaptive fusion of the modality-specific cross-modal similarities to perform cross-modal retrieval. Experiments on the widely-used Wikipedia and Pascal Sentence datasets as well as our constructed large-scale XMEdiaNet dataset verify the effectiveness of our proposed approach, outperforming 9 state-of-the-art methods.
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I. INTRODUCTION

NOWAYS, multimodal data such as image, video, text and audio, has been widely available on the Internet, which is the fundamental component for promoting artificial intelligence to understand the real world. Some works have been done for breaking the boundaries between different modalities. Cross-modal retrieval has become a highlighted research topic to perform retrieval across different modalities of data, which has great demands with many practical applications, such as search engine and digital libraries. An example of cross-modal retrieval is shown in Figure 1. Different from the traditional single-modal retrieval, such as image retrieval [1] and video retrieval [2], which is limited in providing retrieval results of the same single modality with query, cross-modal retrieval is more flexible and useful to retrieve relevant multimodal information by submitting one query of any modality [3].

Fig. 1. An example of cross-modal retrieval with image and text, which can present retrieval results with different modalities. We can also see that the instances of different modalities have imbalanced and complementary relationships, where the green boxes indicate the fine-grained information described by both image and text, while the red boxes mean extra information contained in only one modality that is not demonstrated by another modality.

The main challenge of cross-modal retrieval is to deal with the inconsistency between different modalities and learn the intrinsic correlation between them. For the fact that different modalities of data has diverse representations and distributions that usually span different feature spaces, this heterogeneous characteristic makes it hard to directly measure the similarity between different modalities, such as an image and an audio clip. To address this issue, some approaches [4], [5], [6], [7] have been proposed to project the features of different modalities into one common space to learn the common representation, by which the cross-modal similarity can be calculated to perform retrieval between different modalities. Traditional methods build the common space by learning mapping matrices to maximize the correlations of variables from different modalities, such as methods based on Canonical Correlation Analysis (CCA) [4], [8], graph regularization [9], [10] and learning to rank [11], [12]. Recently, the dramatic advances in deep learning have inspired researchers to bridge the
gap between different modalities with Deep Neural Network (DNN). Such methods like [13], [14], [15] attempt to exploit the advantages of DNN in modeling nonlinear correlation to learn common representation with multilayer network.

The aforementioned methods mostly project the data of different modalities from their own feature spaces into one single common space equally to find the latent alignments between them, which means equal amount of information is captured from the data of different modalities during cross-modal correlation learning. Generally speaking, different modalities such as image and text have imbalanced and complementary relationships that provide unequal amount of information in describing the same semantics, because some modality-specific characteristics within one modality cannot be exactly aligned with other modalities. For example, an image often co-occurs with its corresponding text descriptions on a web page to describe the same semantics such as objects or events. But the relationships between image and text instance are imbalanced, where not all fine-grained image details can be exactly aligned to the textual descriptions and vice versa. Furthermore, image often contains more details which cannot be demonstrated by textual descriptions, that is what we usually say “A picture is worth a thousand words”. While in other cases, the opposite would happen that textual descriptions contain more semantic information than image when describing some high-level semantics, such as historical events or literature works, where the textual description contains more background information that cannot be shown by its corresponding image. As shown in Figure 1 green boxes indicate the appropriate alignment between visual and textual fine-grained information, while the red boxes mean the misalignment. Therefore, treating different modalities equally to find fine-grained alignments for constructing one common space loses such exclusive and useful modality-specific characteristics, which cannot fully exploit the intrinsic information within each modality.

For addressing the above issues, we aim to preserve the modality-specific characteristics by fully exploiting the fine-grained information within each modality when learning the cross-modal correlation. Thus, modality-specific measurement is required for each modality instead of only constructing one common space. Recently, attention mechanism has made great advances in DNN, which allows models to concentrate on the necessary fine-grained parts of visual or textual inputs, and has been successfully applied to various multimodal tasks, such as image caption [16] and visual question answering [17]. Inspired by these advances, we attempt to apply attention mechanism to fully exploit the intrinsic modality-specific fine-grained information for cross-modal retrieval.

In this paper, we propose modality-specific cross-modal similarity measurement (MCSM) approach, which constructs independent semantic spaces for different modalities, where the modality-specific characteristics can be fully explored with attention mechanism during cross-modal correlation learning. The modality-specific cross-modal similarity is directly generated from each semantic space through the end-to-end framework without explicit common representation. Figure 2 shows an overview of our proposed approach. The main contributions of this paper are presented as follows:

- **Modality-specific cross-modal similarity measurement.** We construct independent semantic space for each modality. In each semantic space, the modality-specific characteristics are fully exploited by modeling the fine-grained information within one modality, while the data of another modality is projected into this semantic space to capture the imbalanced and complementary relationships between different modalities during cross-modal correlation learning.

- **Recurrent attention network with joint embedding.** We design recurrent attention network in each semantic space to capture the modality-specific characteristics including both fine-grained local and context information by recurrent network with attention mechanism. While an attention based joint embedding loss is proposed to utilize the learned attention weights for guiding the fine-grained cross-modal correlation learning.

- **End-to-end frameworks with adaptive fusion.** We adopt an end-to-end framework in each semantic space to directly generate modality-specific cross-modal similarity, which integrates both representation learning and similarity measurement stages to benefit each other. Furthermore, adaptive fusion is proposed to obtain the final similarity for performing cross-modal retrieval, which can fully explore the complementarity between the semantic spaces for different modalities.

Experiments on the widely-used Wikipedia and Pascal Sentence datasets as well as our constructed large-scale XMediaNet dataset show that our proposed MCSM approach outperforms 9 state-of-the-art methods, which can verify the effectiveness of MCSM approach.

The remainder of this paper is organized as follows. We briefly review the related works in Section II. In Section III, our proposed MCSM approach is presented in detail. Then Section IV reports the experimental results as well as analyses. Finally, Section V concludes this paper.
II. RELATED WORKS

In this section, we briefly review the representative cross-modal retrieval methods with common space learning, as well as recent advances of attention mechanism in DNN.

A. Common Space Learning for Cross-modal Retrieval

The current mainstream of cross-modal retrieval methods is to learn an intermediate common space for the features of different modalities, then the cross-modal similarity can be directly measured in one common space. Figure 3 illustrates the main framework of such common space learning methods. As indicated in [3], we mainly introduce three categories of existing methods as follows, namely traditional statistical correlation analysis methods, cross-modal graph regularization methods and DNN-based methods.

1) Traditional statistical correlation analysis methods: As the foundation of common space learning methods, these methods mainly optimize the statistical values to learn linear projection matrices, which project features of different modalities into the common space and obtain the common representation. Canonical Correlation Analysis (CCA) [13], as one of the most representative works, is a natural solution to maximize the pairwise correlation between the data of different modalities such as image/text pairs [4]. Furthermore, semantic information is incorporated to extend CCA for improving the accuracy of cross-modal retrieval. For example, Costa et al. [19] integrate semantic category labels to improve the performance of CCA. Multi-view CCA [8] is proposed to construct a third view for modeling the high-level semantics. While Ranjan et al. [20] propose multi-label CCA, which considers the high-level semantic information in the form of multi-label annotations. Besides, Cross-modal Factor Analysis (CFA) [21], as one of the alternative methods, is proposed to minimize the Frobenius norm between the data of different modalities after projecting them into one common space.

2) Cross-modal graph regularization methods: Graph regularization [22] is widely used to construct a partially labeled graph for semi-supervised learning, which aims to enrich the training set and smooth the solution. Zhai et al. [23] are the first to integrate graph regularization into cross-modal retrieval and propose Joint Graph Regularized Heterogeneous Metric Learning (JGRHML), which constructs the joint graph regularization term in the learned metric space. Furthermore, Joint Representation Learning (JRL) [9] is proposed to construct several separate graphs for different modalities and learn projection matrices with the joint consideration of correlation and semantic information. Peng et al. [24] further improve the previous works [9, 23] by constructing a unified hypergraph to learn the common space for up to five modalities, which also utilizes the fine-grained information at the same time. Besides, Wang et al. [10] also adopt multimodal graph regularization term to preserve inter-modality and intra-modality similarity relationships.

3) DNN-based methods: Deep learning has made great advance in multimodal applications, such as image/video classification [25, 26] and object recognition [27]. Researches also adopt DNN to perform common space learning to take the advantage of its considerable ability on modeling highly nonlinear correlation. Most of the DNN-based methods construct two subnetworks for different modalities such as image and text, which are linked at joint layer as the common space to model cross-modal correlation. Bimodal Autoencoders (Bimodal AE) [28] is proposed as an extension of Restricted Boltzmann Machine (RBM) to model multiple modalities by minimizing the reconstruction error. Srivastava et al. [29] propose Multimodal Deep Belief Network (Multimodal DBN), which adopts two kinds of DBN for different modalities to model the distribution over their original features, while a joint RBM is adopted on the top of them to model the joint distribution and get the common representation. Correspondence Autoencoder (Corr-AE) [14] and Deep Canonical Correlation Analysis (DCCA) [30] also consist of two subnetworks, while Corr-AE jointly models correlation and reconstruction information, and DCCA combines DNN with CCA to maximize the correlation on the top of two subnetworks. Besides, Peng et al. [13] propose Cross-media Multiple Deep Networks (CMDN) to model the intra-modality and inter-modality correlation in a two-stage learning framework. The above works mainly take hand-crafted features as image inputs. Furthermore, Wei et al. [31] propose deep-SM to perform deep semantic matching with Convolutional Neural Network (CNN), which exploits the strong representation ability of CNN features to improve the retrieval accuracy. He et al. [32] adopt two convolution-based networks to model the matched and mismatched image/text pairs via deep and bidirectional representation learning.

The aforementioned methods mostly construct one common space for different modalities to find the latent alignments between them, which lose exclusive modality-specific characteristics. Therefore, we attempt to adopt modality-specific measurement to fully exploit such modality-specific characteristics by modeling the intrinsic fine-grained information within each modality.

B. Attention Mechanism

Attention mechanism, as one of the recent advances in neural network, has been successfully applied to various multimodal tasks, which allows models to focus on the necessary
fine-grained parts of visual or textual inputs. We mainly introduce two kinds of attention mechanism as follows, namely visual attention and textual attention.

1) Visual attention: Recently, many methods have adopted visual attention model to promote several image processing tasks, which can pay more attention to fine-grained parts in an image. Mnih et al. [33] propose an attention based task-driven visual processing framework for image classification, which adopts Recurrent Neural Network (RNN) to adaptively select a sequence of regions. Gregor et al. [34] propose a spatial attention mechanism, which designs a sequential variational auto-encoding framework to perform image generation. Yang et al. [35] propose Stacked Attention Networks (SANs) for image question answering, which can locate relevant image regions to the question with stacked attention model.

2) Textual attention: Some related works in Natural Language Processing (NLP) have adopted textual attention model to find semantic alignments with an encoder-decoder network. Rocktäschel et al. [36] propose a word-by-word neural attention mechanism to reason over entailments of paired words or phrases. Hermann et al. [37] develop a class of attention driven approach, which adopts a local attention based model to generate summarization according to the input sentence.

Inspired by the great progress of attention mechanism, we attempt to fully exploit the intrinsic fine-grained information within each modality by attention mechanism, which can preserve the modality-specific characteristics when learning the cross-modal correlation.

III. OUR PROPOSED APPROACH

As shown in Figure 4, our proposed MCSM approach adopts modality-specific measurement to construct independent semantic spaces for different modalities and perform cross-modal correlation learning, and the modality-specific cross-modal similarities are directly generated through end-to-end frameworks without explicit common representation.

A. Notation

In the beginning, the formal definition of cross-modal retrieval is presented as follows. The two modalities involved in cross-modal retrieval are denoted as $I$ for image and $T$ for text. The multimodal dataset consists of two parts, namely training set and testing set. The training set is denoted as $D_{tr} = \{I_{tr}, T_{tr}\}$. Image training data $I_{tr} = \{i_p\}_{p=1}^{n_{tr}}$ consists of totally $n_{tr}$ instances, and $i_p$ is the $p$-th image instance. Similarly, the text training data is denoted as $T_{tr} = \{t_p\}_{p=1}^{n_{tr}}$, which has the same number of instance with image for training. Besides, the training data also has its corresponding semantic category labels, which are denoted as $\{c_p\}_{p=1}^{n_{tr}}$ and $\{c_p\}_{p=1}^{n_{tr}}$. Then, the testing set, which is denoted as $D_{te} = \{I_{te}, T_{te}\}$, includes $I_{te} = \{i_q\}_{q=1}^{n_{te}}$ and $T_{te} = \{t_q\}_{q=1}^{n_{te}}$ containing $n_{te}$ testing instances. Finally, given a query of any modality, the goal of cross-modal retrieval is to calculate the cross-modal similarity $sim(i_a, t_b)$, and retrieve the relevant instances of another modality in the testing data by the ranking of calculated
similarity. In the following subsections, we first introduce the proposed image and text semantic space measurement methods respectively, then we demonstrate the proposed adaptive fusion approach on different semantic spaces.

B. Image Semantic Space Measurement

1) Recurrent attention network for image: To exploit intrinsic modality-specific characteristics within image data, we design a recurrent network with attention mechanism, which is adopted on the top of CNN hidden layer, to fully model the fine-grained local information and spatial context information jointly.

First, each input image \( i_p \) is resized to \( 256 \times 256 \) and fed into CNNs for exploiting the fine-grained local information. Specifically, the network structure is configured the same as the layers before the last pooling layer (pool5) in 19-layer VGGNet [39]. The last pooling layer consists of 512 filters, and we can obtain separate feature vectors for different regions from the response of each filter over a \( 7 \times 7 \) mapping of the image. Thus, each input image \( i_p \) can be represented as \( \{v_{i_1}^n, ..., v_{i_n}^n\} \), where \( n \) denotes the total number of image regions and \( v_{i_n}^n \) is the \( n \)-th region represented as a 512 dimensional feature vector. Then, we employ RNN to model the spatial context information among image regions. We compose these regions as a sequence, which are regarded as the results of eye movement when we glance at the image [40]. Specifically, Long Short Term Memory (LSTM) network [41] is adopted, which is a special kind of RNN, with strong ability to learn long-term dependencies through the memory cell and the update gates as well as preserve previous time-steps information at the same time. The architecture of LSTM unit is shown in Figure 5.

Formally, taking a sequence of image regions as input, the LSTM is updated recursively with the following equations.

\[
i_t = \sigma(W_i x_t + U_i h_{t-1} + b_i),
\]

\[
f_t = \sigma(W_f x_t + U_f h_{t-1} + b_f),
\]

\[
o_t = \sigma(W_o x_t + U_o h_{t-1} + b_o),
\]

\[
u_t = \text{tanh}(W_u x_t + U_u h_{t-1} + b_u),
\]

\[
c_t = u_t \odot i_t + c_{t-1} \odot f_t,
\]

\[
h_t = o_t \odot \text{tanh}(c_t),
\]

where the activation vectors of the input, forget, memory cell and output are denoted as \( i, f, c \) and \( o \) respectively. And \( x \) is the input region feature and the hidden unit output is denoted as \( h \). While \( W, U \) and \( b \) are the weight matrices and bias term that need to be trained. \( \odot \) denotes the element-wise multiplication. And \( \sigma \) is the sigmoid nonlinearity to activate the gate, which is defined as follows.

\[
\sigma(x) = \frac{1}{1 + e^{-x}}.
\]

After that, we apply attention mechanism which aims to allow models focusing on the necessary fine-grained regions within image. We have obtained the output sequence \( H_i = \{h_1^i, ..., h_n^i\} \) from LSTM. The attention weights \( a^i \) can be calculated by a feed-forward neural network with softmax function as follows.

\[
M^i = \text{tanh}(W_i^a H_i),
\]

\[
a^i = \text{softmax}(w_{ia}^T M^i),
\]

where \( W_i^a \) and \( w_{ia} \) are the weight parameters for respective layers. And \( a^i \) is the generated attention probabilities for image regions. Thus, the final image vector for the \( n \)-th region can be obtained as \( a^i_n h_n^i \), which contains both fine-grained local information and spatial context information.

2) Visual Attention based joint embedding: Cross-modal correlation learning is performed to project the text data into the image semantic space, which utilizes the learned visual attention weights from the above recurrent attention network. We first need to generate the representation for text instance \( t_p \). Each word is represented by a \( k \)-dimensional vector extracted by Word2Vec [42] model, which is trained on billions of words in Google News and publicly available. Thus, a sentence with \( n \) words can be represented as an \( n \times k \) matrix. And a Word CNN is adopted on the input matrix, which has the same configuration with [43]. While the text representation for each sentence is generated from the last fully connected layer, denoted as \( q_p^t \).

Then, we aim to project the text data from its feature space into the constructed semantic space for image. To fully explore the imbalanced and complementary relationships between different modalities, we design the cross-modal similarity \( \text{sim}_i \) for image semantic space between image \( i_p \) and text \( t_p \) as follows.

\[
\text{sim}_i(i_p, t_p) = \sum_{j=1}^{n} a_{ij}^p h_{ij}^i \cdot q_p^t,
\]

where \( h_{ij}^i \) is the \( j \)-th region in the image \( i_p \) and \( a_{ij}^p \) is the attention weight for the corresponding image region.

Finally, we design an attention based joint embedding loss to perform cross-modal correlation learning, which jointly considers both matched and mismatched image/text pairs with the

1https://code.google.com/p/word2vec/
defined cross-modal similarity based on the learned attention weights. The objective function is defined as follows.

\[ L_i = \frac{1}{N} \sum_{n=1}^{N} l_1(i_n^+, t_n^+, t_n^-) + l_2(t_n^+, i_n^+, i_n^-), \]  

(11)

and the two items in this formula are defined as:

\[ l_1(i_n^+, t_n^+, t_n^-) = \max(0, \alpha + \operatorname{sim}_i(i_n^+, t_n^+) - \operatorname{sim}_i(i_n^+, t_n^-)), \]  

(12)

\[ l_2(t_n^+, i_n^+, i_n^-) = \max(0, \alpha + \operatorname{sim}_i(i_n^+, t_n^+) - \operatorname{sim}_i(i_n^+, t_n^-)), \]  

(13)

where \((i_n^+, t_n^+)\) denotes the matched image pair, while \((i_n^+, t_n^-)\) and \((i_n^+, t_n^+)\) are the mismatched pairs. The margin parameter is set to be \(\alpha\). \(N\) is the number of triplet tuples sampled from training set. To train the model, stochastic gradient descent (SGD) is adopted. So far, we have obtained the modality-specific cross-modal similarity \(\operatorname{sim}_i\) for image semantic space, which integrates both representation learning and similarity measurement to benefit each other, and also fully captures the intrinsic fine-grained clues in image and imbalanced information across different modalities for correlation learning.

C. Text Semantic Space Measurement

1) Recurrent attention network for text: For fully exploiting modality-specific characteristics within text data, we also design a recurrent network with attention mechanism, on the top of CNN hidden layer, which can model both the fine-grained local and context information in textual descriptions.

First, the input text instance \(t_p\), which consists of \(n\) words, is represented as an \(n \times k\) matrix, where each word is also represented as a \(k\)-dimensional vector extracted by Word2Vec \([42]\) model. Following \([43]\), we design fast convolutional networks for text (Word CNN), which is built by several combinations of convolution layer, threshold activation function layer and pooling layer. The Word CNN is similar with the image CNN except the 2D convolution and spatial max-pooling of image CNN are replaced by temporal (1D) convolution and temporal max-pooling. Through the Word CNN network, CNN hidden activation of the last pooling layer is split to generate the features of text fragments.

Second, RNN is adopted on the top of CNN with the sequence of vectors to further model the context information along the input text sequence. Specifically, we also adopt LSTM network \([41]\) to exploit such temporal dependency, which takes a sequence of text fragments as input. LSTM is updated following the equations \([1]\) to \([5]\), where \(x\) denotes the input feature of text fragment. Thus, we can obtain the output sequence from LSTM denoted as \(H_t = \{h_1^t, ..., h_m^t\}\).

Then, the attention mechanism is applied to capture useful fine-grained fragments in text sequence. The attention weights are denoted as \(a^t\), which are calculated by a feed-forward network with softmax function as follows.

\[ M^t = \tanh(W^t_2 H_t), \]  

(14)

\[ a^t = \text{softmax}(w_{\alpha} M^t), \]  

(15)

where the weight parameters for respective layers are denoted as \(W_1^t\) and \(w_{\alpha}\). \(a^t\) is the generated attention probabilities for text fragments. Thus, the final text vector for the \(m\)-th fragment is calculated as \(a_m^t h_m^t\), which captures both fine-grained local and context information in textual description.

2) Textual Attention based joint embedding: To perform cross-modal correlation learning, image data is projected into the text semantic space to utilize the learned textual attention weights from the above recurrent attention network for text. We still need to generate the image representation for each instance \(i_p\), which is also extracted from the last fully connected layer (fc7) in 19-layer VGGNet \([39]\) with 4,096 dimensional number, and denoted as \(q_p\).

Then, the image data is projected into the constructed semantic space for text from their own feature space. Thus, we design the cross-modal similarity \(\operatorname{sim}_t\) for text semantic space between image \(i_p\) and text \(t_p\) as follows, which aims to explore the imbalanced and complementary relationships between different modalities.

\[ \operatorname{sim}_t(i_p, t_p) = \sum_{j=1}^{m} a_{ij} h^p_j \cdot q^t_p, \]  

(16)

where the \(j\)-th fragment of text \(t_p\) is denoted as \(h^p_j\), \(a_{ij}^t\) is the attention weight for the corresponding text fragment.

Finally, an attention based joint embedding loss is designed similarly for performing cross-modal correlation learning in the text semantic space, which takes the consideration that the difference between the similarity of matched image/text pair and that of mismatched pair should be as large as possible. Thus, the objective function is defined as follows.

\[ L_t = \frac{1}{M} \sum_{n=1}^{M} l_1(t^+_n, i_n^+, i_n^-) + l_2(i_n^+, t^+_n, t^-_n), \]  

(17)

where \(l_1(t^+_n, i_n^+, i_n^-)\) and \(l_2(i_n^+, t^+_n, t^-_n)\) are defined similarly as equations \([12]\) and \([13]\) with the cross-modal similarity \(\operatorname{sim}_t\) as follows,

\[ l_1(t^+_n, i_n^+, i_n^-) = \max(0, \beta + \operatorname{sim}_t(i_n^+, t^+_n) - \operatorname{sim}_t(i_n^+, t^-_n)), \]  

(18)

\[ l_2(i_n^+, t^+_n, t^-_n) = \max(0, \beta + \operatorname{sim}_t(i_n^+, t^+_n) - \operatorname{sim}_t(i_n^+, t^-_n)). \]  

(19)

Also the number of triplet tuples sampled from training set is denoted as \(M\). \(\beta\) is the margin parameter. Therefore, the modality-specific cross-modal similarity \(\operatorname{sim}_t\) for text semantic space can be obtained, with the fully modeling of fine-grained clues in text as well as imbalanced information across different modalities for correlation learning.

D. Adaptive Fusion on Different Semantic Spaces

So far, we have obtained two kinds of modality-specific cross-modal similarity, namely \(\operatorname{sim}_i\) and \(\operatorname{sim}_t\) from the semantic spaces for image and text. Inspired by \([44]\), we further attempt to explore the complementarity between different semantic spaces by adaptive fusion.
First, the cross-modal similarity scores obtained from different semantic spaces are min-max normalized to $[0, 1]$ respectively, which aims to overcome the influence of image/text pairs with too large similarity scores, and are defined as follows.

$$ r_i(t_p, t_p) = \frac{sim_i(t_p, t_p) - \min(sim_i(i, t))}{\max(sim_i(i, t)) - \min(sim_i(i, t))}, \quad (20) $$

$$ r_i(i_p, t_p) = \frac{sim_i(i_p, t_p) - \min(sim_i(i, t))}{\max(sim_i(i, t)) - \min(sim_i(i, t))}. \quad (21) $$

Then, the normalized scores obtained from one semantic space are used as the adaptive weights of the corresponding image/text pair in another semantic space during fusion stage, with the motivation that larger similarity in one semantic space leads to higher importance of the corresponding pair in another semantic space. Finally, the two kinds of modality-specific cross-modal similarity are fused with the following equation.

$$ Sim(i_p, t_p) = r_i(i_p, t_p) \cdot sim_i(i_p, t_p) + r_i(i_p, t_p) \cdot sim_i(i_p, t_p). $$

Thus, we can obtain the final cross-modal similarity score $Sim(i_p, t_p)$ between image $t_p$ and text $t_p$, which can fully explore the complementarity between different semantic spaces to boost the performance of cross-modal retrieval.

**IV. Experiments**

In this section, we conduct experiments on 3 cross-modal datasets, including widely-used Wikipedia and Pascal Sentence datasets as well as our constructed large-scale XMediaNet dataset, taking 9 state-of-the-art methods for comparison to verify the effectiveness of our proposed approach. Besides, comprehensive experimental analyses are presented including convergence and parameter analysis, as well as baseline experiments to verify the contribution of each component in our approach.

**A. Datasets**

Here we briefly introduce 3 cross-modal datasets adopted in the experiments, including Wikipedia, Pascal Sentence and our constructed large-scale XMediaNet datasets. Each dataset is divided into 3 subsets, namely training set, testing set and validation set.

- **Wikipedia dataset** contains 2,866 image/text pairs. For fair and objective comparison purpose, we exactly follow the dataset partition strategy of [13], [14] to divide the dataset into 3 subsets: 2,173 pairs in training set, 231 pairs in validation set and 462 pairs in testing set.
- **Pascal Sentence dataset** contains 1,000 images, which is generated from 2008 PASCAL development kit. Each image is annotated via Amazon Mechanical Turk by crowdsourcing to generate 5 independent sentences.

**B. Details of the Network**

We implement the proposed network by Torch\(^3\), which is a widely-used scientific computing framework. And we

\(^3\)https://en.wikipedia.org/wiki/Wikipedia:Featured_articles

\(^4\)http://wordnet.princeton.edu/

\(^5\)http://www.flickr.com

\(^6\)http://torch.ch/
introduce the details of the network including data preprocess strategy and network structure as following.

1) Data preprocess: For image, we use the original images resized to $256 \times 256$ as inputs. For text, we convert each word in a document into a 300-dimension vector by Word2Vec [42] and generate vector sequences as text inputs. The maximum input length is set as the max sequence length in the dataset, and we adopt zero-padding for other sequences to beneath this limit.

2) Recurrent attention network: The recurrent attention network of each semantic space mainly consists of three parts, namely convolutional network, Long Short-Term Memory (LSTM) network and attention network. For the semantic space for text, the convolutional network consists of three learnable temporal convolution layers, each of which is followed by a ReLU activation function layer and a temporal max-pooling layer. Taking Wikipedia dataset as an example, the first temporal convolution layer has 384 kernels whose widths are 15. The parameter combinations of the remaining convolution layers are (512, 9) and (256, 7). The first parameter of each combination means the number of convolution kernels while the second is the kernel width. The kernel step sizes of all convolution layers are 1. For the other two datasets, the number of kernels on each convolution layer is the same with Wikipedia dataset, but the length of text instances differs greatly between different datasets, thus the kernel widths change according to the lengths of the input sequences. For the semantic space for image, we use the pretrained convolution network in 19-layer VGGNet and treat the output of the last pooling layer as the input of LSTM. The LSTM network has two units in series, and the dimension of output keeps the same with input. The LSTM is followed by a fully connected layer which aims to project the output of LSTM into the target dimension, which is 4,096 dimensions in our case. The attention network is made up of a fully connected layer and a softmax layer.

C. Compared Methods

Totally 9 state-of-the-art methods are compared in the experiments to verify the effectiveness of our proposed approach. There are 5 traditional cross-modal retrieval methods, namely CCA [18], CFA [21], KCCA [46], JRL [9] and LGCFL [47]. While the other 4 methods, Corr-AE [14], DCCA [15], CMDN [13], and Deep-SM [31] are DNN-based methods. The brief introductions of these 9 compared methods are presented as follows:

- CCA [18] learns project matrices to maximize the correlation between the projected features of different modalities in one common space.
- CFA [21] minimizes the Frobenius norm between the data of different modalities after projecting them into one common space.
- KCCA [46] uses kernel function to project the features into a higher-dimensional space, and then learns a common space by CCA. In the experiments, we adopt Gaussian kernel as the kernel function.
- JRL [9] learns a common space by using semantic information, with semi-supervised regularization and sparse regularization.
- LGCFL [47] jointly learns basis matrices of different modalities, by using a local group based priori in the formulation to fully take advantage of popular block based features.
- Corr-AE [14] consists of two autoencoder networks coupled at the code layer to simultaneously model the reconstruction error and correlation loss. It should be noted that Corr-AE has two extensions, namely Corr-Cross-AE and Cross-Full-AE, and in the experiments we compare with the best results of the three models.
- DCCA [15] is a nonlinear extension of CCA. The correlation is maximized between the output layers of two separate subnetworks.
- CMDN [13] adopts multiple deep networks to generate separate representations and learn the common representation with a stacked network.
- Deep-SM [31] adopts convolutional neural network to perform deep semantic matching, which fully exploits the strong power of CNN image feature.

D. Evaluation Metric

We perform cross-modal retrieval on 3 datasets mentioned above with two kinds of retrieval tasks, which are defined as follows.

- Image query text (image→text). Retrieving relevant text instances in the testing set ranked by calculated cross-modal similarity, using a query of image.
- Text query image (text→image). Retrieving relevant image instances in the testing set ranked by calculated cross-modal similarity, using a query of text.

It should be noted that our proposed MCSM approach integrates both common representation learning and distance metric, which takes original image and text as inputs to directly generate the cross-modal similarity score. While other compared methods only learn the common representation taking hand-crafted features as input. Thus, for fair comparison, all compared methods also adopt the same CNN features used in our proposed approach as input. Specifically, the CNN feature of image is extracted from fc7 layer in 19-layer VGGNet [59], while CNN feature of text is extracted by Word CNN with the same configuration of [43]. We directly adopt the source codes provided by their authors, to fairly evaluate the compared methods by the following steps in the experiments.

1) Perform common representation learning using the data in training set to obtain the learned projections or deep models.
2) Use the learned projections or deep models to convert the data in testing set into the common representation.
3) Calculate the cross-modal similarity between image and text by cosine distance, and then perform cross-modal retrieval.

Mean Average Precision (MAP) score is adopted as the evaluation metric on Wikipedia, Pascal Sentence and our constructed XMediaNet datasets, which is the mean value of
Average Precision (AP) of each query. And AP is defined as follows.

\[
AP = \frac{1}{R} \sum_{k=1}^{n} \frac{R_k}{k} \times rel_k,
\]

where the testing set contains \( n \) instances, which has \( R \) relevant instances. \( R_k \) is the number of relevant instances in the top \( k \) returned results. \( rel_k \) is set to be 1 when the \( k \)-th returned result is relevant, otherwise, \( rel_k \) is set to be 0. MAP score considers the ranking of returned retrieval results as well as precision simultaneously, which is extensively adopted in cross-modal retrieval tasks, such as [3], [14]. It should be noted that the MAP score is calculated on all returned results, not only top 50 as adopted in [14].

### Table I

| Method          | Image→Text | Text→Image | Average |
|-----------------|------------|------------|---------|
| Our MCSM Approach | 0.516      | 0.458      | 0.487   |
| CMDN [13]       | 0.487      | 0.427      | 0.457   |
| Deep-SM [31]    | 0.478      | 0.422      | 0.450   |
| LGCFL [47]      | 0.466      | 0.431      | 0.449   |
| JRL [9]         | 0.479      | 0.428      | 0.454   |
| DCCA [15]       | 0.445      | 0.399      | 0.422   |
| Corr-AE [14]    | 0.442      | 0.429      | 0.436   |
| KCCA [46]       | 0.438      | 0.389      | 0.414   |
| CFA [21]        | 0.319      | 0.316      | 0.318   |
| CCA [18]        | 0.298      | 0.273      | 0.286   |

### Table II

| Method          | Image→Text | Text→Image | Average |
|-----------------|------------|------------|---------|
| Our MCSM Approach | 0.598      | 0.598      | 0.598   |
| CMDN [13]       | 0.544      | 0.526      | 0.535   |
| Deep-SM [31]    | 0.560      | 0.539      | 0.550   |
| LGCFL [47]      | 0.539      | 0.503      | 0.521   |
| JRL [9]         | 0.563      | 0.505      | 0.534   |
| DCCA [15]       | 0.568      | 0.509      | 0.539   |
| Corr-AE [14]    | 0.532      | 0.521      | 0.527   |
| KCCA [46]       | 0.488      | 0.446      | 0.467   |
| CFA [21]        | 0.476      | 0.470      | 0.473   |
| CCA [18]        | 0.203      | 0.208      | 0.206   |

### Table III

| Method          | Image→Text | Text→Image | Average |
|-----------------|------------|------------|---------|
| Our MCSM Approach | 0.540      | 0.550      | 0.545   |
| CMDN [13]       | 0.485      | 0.516      | 0.501   |
| Deep-SM [31]    | 0.399      | 0.342      | 0.371   |
| LGCFL [47]      | 0.441      | 0.509      | 0.475   |
| JRL [9]         | 0.488      | 0.405      | 0.447   |
| DCCA [15]       | 0.425      | 0.433      | 0.429   |
| Corr-AE [14]    | 0.469      | 0.507      | 0.488   |
| KCCA [46]       | 0.252      | 0.270      | 0.261   |
| CFA [21]        | 0.221      | 0.217      | 0.215   |
| CCA [18]        | 0.212      | 0.217      | 0.215   |

### E. Comparisons with 9 State-of-the-art Methods

In this part, we present experimental results on our proposed approach as well as all the compared methods. Tables I to III show the MAP scores of two retrieval tasks and their average scores on 3 datasets, we can see that our proposed approach achieves the best retrieval accuracy compared with 9 state-of-the-art methods. As shown in Table I, our proposed approach has improved the average MAP score from 0.457 to 0.487 on Wikipedia dataset. On one hand, among the compared traditional methods, LGCFL achieves the best retrieval accuracy, which is closer to CMDN based on DNN. On the other hand, the accuracies of 4 DNN-based methods differ greatly, while some of them are outperformed by the traditional methods, such as the average MAP scores of DCCA and Corr-AE are lower than LGCFL and JRL. Besides, results of 2 retrieval tasks as well as their average results on Pascal Sentence and XMediaNet datasets are shown in Tables II and III which have the similar trends as Wikipedia dataset, while our proposed MCSM approach still keeps the best. Some cross-modal retrieval results on XMediaNet dataset of our proposed MCSM approach and the best DNN-based compared method CMDN are shown in Figure 7.

Next we give the in-depth analysis on the retrieval results of both our proposed MCSM approach and all compared methods. As shown in Tables I to III, our proposed MCSM approach shows advantage compared with 9 state-of-the-art methods on all 3 datasets. We can also observe that the accuracies of DNN-based methods fail to widen a clear gap with traditional methods. Among the traditional methods, the classical baseline CCA has the worst accuracy for it only models some statistical values, while KCCA extends CCA to achieve better accuracy by the adoption of kernel function with the better ability of modeling nonlinear correlation. CFA has similar results with KCCA, which minimizes the Frobenius norm in the learned common space. JRL and LGCFL are the best two methods among them, while the former utilizes the semi-supervised and sparse regularization, and the latter learns the basis matrices with a local group based priori.

As for DNN-based methods, DCCA and Corr-AE have close accuracies. DCCA maximizes correlation on the outputs of two separate networks to extend CCA, and Corr-AE not only considers the correlation error but also minimizes the reconstruction error. Deep-SM outperforms DCCA and Corr-AE by fully exploring the strong learning power of convolutional neural network with semantic category information. CMDN achieves the best accuracy among all the compared methods on 2 datasets, because it takes intra-modality and inter-modality correlation into consideration during both separate representation learning and common representation learning stages. Compared with all state-of-the-art methods, our proposed MCSM approach has the best accuracy for the fact of following 3 aspects: (1) Independent semantic spaces for different modalities with recurrent attention network to fully exploit the modality-specific fine-grained context information. (2) Attention based joint embedding loss to utilize the imbalanced and complementary relationships between different modalities. (3) Adaptive fusion to explore the complementarity...
between different semantic spaces for cross-modal retrieval.

F. Convergence and Parameter Analysis

First, we conduct convergence experiments on the relatively large-scale XMediaNet dataset. The curve of downtrend on the loss value is shown in Figure 8. We can observe that our proposed approach converges within 15K iterations on the XMediaNet dataset with relatively large scale, which shows its efficiency in training stage. Then, we also conduct parameter experiments on the effect of key parameters, including learning rate and margin parameters $\alpha$ and $\beta$ in equations (12), (13), (18) and (19), which are implemented on all the 3 datasets. For the learning rate, we range the value from 1e-2 to 1e-5, and the results are shown in Figure 9 from which we can see that our proposed approach achieves the best accuracy at the learning rate of 1e-4 on all the 3 datasets, and the accuracy becomes lower at a higher learning rate. Then, for the margin parameter, it should be noted that we set the margin parameters $\alpha$ and $\beta$ with the same value in all loss functions during each experiment. The value is ranged from 0.1 to 0.9. The results are shown in Figure 10 from which we can see that the accuracies are not sensitive to the margin parameters.

G. Baseline Comparisons

In this part, we conduct two baseline experiments as follows, to verify the separate contribution of each component in our proposed MCSM approach. Tables IV and V show the accuracy of our proposed MCSM approach as well as the baseline approaches on the following two aspects.

1) Performance of each semantic space: As shown in Table IV, MCSM-image means to perform cross-modal retrieval only by the cross-modal similarity $\text{sim}_i$ in equation (16) generated from image semantic space, while MCSM-text means to use the cross-modal similarity $\text{sim}_t$ only in equation (16) from text

![Fig. 7. Examples of the cross-modal retrieval results on XMediaNet dataset by our proposed MCSM approach as well as compared method CMDN [13]. In these examples, the correct retrieval results are with green borders, and the wrong results are with red borders.](image)

![Fig. 8. Convergence experiments of our proposed MCSM approach conducted on the large-scale XMediaNet dataset, which show the curves of downtrend on the loss value.](image)
Fig. 9. Experiments on the influence of the learning rate, on Wikipedia, Pascal Sentence and XMediaNet datasets. It should be noted that we report the average MAP score of Image→Text and Text→Image tasks.

Fig. 10. Experiments on the influence of the margin parameters, on Wikipedia, Pascal Sentence and XMediaNet datasets. It should be noted that we report the average MAP score of Image→Text and Text→Image tasks.

Fig. 11. The respective result of each category on our proposed approach, in Wikipedia dataset and Pascal Sentence dataset. We can see that MCSM-text performs better than MCSM-image in most categories of Wikipedia dataset because of the high-level semantic information in text description. While MCSM-image outperforms MCSM-text in Pascal Sentence dataset, because of more useful information in image than only 5 sentences annotated on it. Besides, MCSM achieves the best accuracy in final average results, which indicates the complementarity between two semantic spaces.

This is because of the imbalanced and complementary relationships between different modalities that contain unequal amount of information. The respective result of each category is reported in Figure 11 taking Wikipedia and Pascal Sentence datasets as examples. Specifically, in Wikipedia dataset, the categories mostly lie in high-level semantics, such as...
relationships between different modalities are fully exploited can be verified. First, the imbalanced and complementary information between the two semantic spaces is stably outperforms MCSM-image and MCSM-text, higher accuracy of MCSM-image. Besides, the final accuracy of MCSM-LF means the accuracy calculated by late fusion. We also present the baseline experiments to verify the effectiveness of our proposed approach compared with 9 state-of-the-art methods. Under this situation, the visual description contains more useful information than its corresponding text, which leads to the higher accuracy of MCSM-image. Besides, the final accuracy of MCSM stably outperforms MCSM-image and MCSM-text, which indicates that there exists reasonable complementarity between the two semantic spaces. Thus, from the above results, the motivation of this paper is fully verified.

2) Performance of adaptive fusion on different semantic spaces: We also present the baseline experiments to verify the effectiveness of adaptive fusion on different semantic spaces. We compare our proposed adaptive fusion strategy with late fusion (MCSM-LF), which means to directly average the two kinds of cross-modal similarities generated from different semantic spaces by the following equation.

$$sim_f(i_p, t_p) = \frac{1}{2}(sim_t(i_p, t_p) + sim_t(i_p, t_p)).$$

(24)

The results on 3 datasets are shown in Table IV where MCSM-LF means to adopt the cross-modal similarity calculated by late fusion.

V. CONCLUSION

In this paper, we have proposed a modality-specific cross-modal similarity measurement approach to construct independent semantic spaces for different modalities. First, recurrent history or literature, where the textual description contains more background information that cannot be presented by its corresponding image. As for the other two datasets, their categories mostly are specific objects, including animal such as elephant, or artifact such as airplane. Their corresponding textual descriptions are relatively simple, such as only 5 sentences to describe each image in Pascal Sentence dataset. Under this situation, the visual description contains more useful information than its corresponding text, which leads to the higher accuracy of MCSM-image. Besides, the final accuracy of MCSM stably outperforms MCSM-image and MCSM-text, which indicates that there exists reasonable complementarity between the two semantic spaces. Thus, from the above results, the motivation of this paper is fully verified.

The results on 3 datasets are shown in Table V where MCSM-LF means to adopt the cross-modal similarity calculated by late fusion. We also present the baseline experiments to verify the effectiveness of our proposed approach compared with 9 state-of-the-art methods.

From the above baseline results, the separate contribution of each component in our proposed MCSM approach can be verified. First, the imbalanced and complementary relationships between different modalities are fully exploited in different semantic spaces. Second, the complementarity between different semantic spaces is fully captured by the adaptive fusion.

| Dataset            | Method          | MAP scores |       |       |       |
|--------------------|-----------------|------------|-------|-------|-------|
|                    |                 | Image→Text | Text→Image | Average |
| Wikipedia dataset  | Our MCSM Approach | 0.516      | 0.458  | 0.487 |
|                    | MCSM-image      | 0.448      | 0.423  | 0.436 |
|                    | MCSM-text       | 0.498      | 0.438  | 0.468 |
| Pascal Sentence dataset | Our MCSM Approach | 0.598      | 0.598  | 0.598 |
|                    | MCSM-image      | 0.559      | 0.541  | 0.550 |
|                    | MCSM-text       | 0.500      | 0.478  | 0.489 |
| XMediaNet dataset  | Our MCSM Approach | 0.540      | 0.550  | 0.545 |
|                    | MCSM-image      | 0.453      | 0.455  | 0.454 |
|                    | MCSM-text       | 0.447      | 0.417  | 0.432 |

| Dataset            | Method          | MAP scores |       |       |       |
|--------------------|-----------------|------------|-------|-------|-------|
|                    |                 | Image→Text | Text→Image | Average |
| Wikipedia dataset  | Our MCSM Approach | 0.516      | 0.458  | 0.487 |
|                    | MCSM-LF         | 0.496      | 0.459  | 0.478 |
| Pascal Sentence dataset | Our MCSM Approach | 0.598      | 0.598  | 0.598 |
|                    | MCSM-LF         | 0.595      | 0.578  | 0.587 |
| XMediaNet dataset  | Our MCSM Approach | 0.540      | 0.550  | 0.545 |
|                    | MCSM-LF         | 0.531      | 0.518  | 0.525 |
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