A Combinatorial Optimized Knapsack Linear Space for Information Retrieval
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Abstract: Key information extraction can reduce the dimensional effects while evaluating the correct preferences of users during semantic data analysis. Currently, the classifiers are used to maximize the performance of web-page recommendation in terms of precision and satisfaction. The recent method disambiguates contextual sentiment using conceptual prediction with robustness, however the conceptual prediction method is not able to yield the optimal solution. Context-dependent terms are primarily evaluated by constructing linear space of context features, presuming that if the terms come together in certain consumer-related reviews, they are semantically reliant. Moreover, the more frequently they coexist, the greater the semantic dependency is. However, the influence of the terms that coexist with each other can be part of the frequency of the terms of their semantic dependence, as they are non-integrative and their individual meaning cannot be derived. In this work, we consider the strength of a term and the influence of a term as a combinatorial optimization, called Combinatorial Optimized Linear Space Knapsack for Information Retrieval (COLSK-IR). The COLSK-IR is considered as a knapsack problem with the total weight being the “term influence” or “influence of term” and the total value being the “term frequency” or “frequency of term” for semantic data analysis. The method, by which the term influence and the term frequency are considered to identify the optimal solutions, is called combinatorial optimizations. Thus, we choose the knapsack for performing an integer programming problem and perform multiple experiments using the linear space through combinatorial optimization to identify the possible optimum solutions. It is evident from our experimental results that the COLSK-IR provides better results than previous methods to detect strongly dependent snippets with minimum ambiguity that are related to inter-sentential context during semantic data analysis.
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1 Introduction

Due to the wide popularity of user reviews in online media, a vast amount of content has been generated over the past several years. An approach to disambiguate the context-based sentiment polarity of words, as an information recovery problem was presented in [1,2]. The recommendation of web pages plays a major role in the web space. Better web page recommendations can be provided through semantic enhancement, as presented in [1–3]. The evaluation of information technology retrieval plays a crucial role in adjudicating documents. A multi-armed bandit model is presented in [4] for a pooling-based evaluation, which will minimize the assessment effort. However, the increase in the reviews has resulted in a substantial reduction of the hit rate. To improve the hit rate, a machine learning approach was presented in [5,6]. A box clustering segmentation model is presented in [7,8] using a clustering algorithm as an accurate reference algorithm.

Semantic data analysis is a field of study in which specific data in a particular domain are analyzed by inputting a query from the search engine. Existing applications have shown that there is vast market potential for semantic data analysis [9] and that the knowledge extracted from users remains the key in many sectors of the society. Multilingual semantic analysis has provided insight into emotional classification, resulting in the improvement in classification performance.

Multiple stages of semantic composition for context-sensitive scalar objectives using the time window model is presented in [10], which shows semantic improvement processing. Another restrictive vs. non-restrictive nominal modification model based on prenominal adjectives was investigated in [11]. A potential study of negative polarity sensitivity is designed in [12] through semantic assertion.

The main goal of this work is to build up a combinatorial optimization method considering intersentential context at the bottom level of granularity using linear space with a knapsack called Combinatorial Optimized Linear Space Knapsack for Information Retrieval (COLSK-IR). Instead of relying on snippet and manually labeled datasets to capture diverse kinds of non-integrative terms, the planned method suggests an individual snippet influence term and a query influence by using a combinatorial factor determination.

2 Related Works

Key information extraction is a fundamental technique in the evaluation of information retrieval evaluation and has attracted attention for decades. Based on news corpora, multi-word expression extraction using context analysis and model-based analysis is provided in [13]. While keyword query warrants conventional users to explore an enormous amount of data, the ambiguity of keyword query makes it difficult to efficiently answer keyword queries, specifically for short and vague keyword queries.

In [14] XML keyword search diversification model is presented to improve the precision of query diversification. However, the XML keyword search diversification model does not generally work well for long and complex queries. To address this issue, a key concept identification approach is explored in [15] to improve the query retrieval rate.

Query facets provide us with essential knowledge related to a query and hence are used to enhance the search experience in several ways. An automatic mining model through extraction and grouping of frequent lists is presented in [16], resulting in the mining of better query facets. A new optimized Monte Carlo algorithm is designed in [17] to significantly reduce the number of iterations and computational complexity.

Another graph-based approach to build automatically a taxonomy, resulting in the maximization of the overall associative strength is presented in [18]. A semantic-based, analysis architecture to explore more complex semantic data models based on a case study in commodity pricing is investigated in [19]. The advancement of semantics is an important research area which is significantly challenged by the lack of
ubiquitous metrics to address precision and abnormality pertinent to each domain [20]. However, the search efficiency was compromised with domain-independent text and structural similarity measures.

To enhance the efficiency of latent semantic models in web search, meta-features are created in [21], which uses feature vectors. With a feature vector, a model’s forecast for a given query document pair is then passed to the overall ranker in addition to the models’ scores. This in turn results in improved performance of latent semantic models. A language-independent framework to retrieve high precision queries using the traditional bootstrapping approach is presented in [22]. A Context Aware Time Model (CATM) in [23] provides an insight to the user actions at varying time intervals.

Our study covers both the detection of strongly dependent snippets and the reduction in ambiguity related to inter-sentential context to test whether the sarcastic use of the word has an influential factor in the COLSK-IR method. The work also covers the knapsack-based combinatorial optimization for semantic data analysis as a possible way to obtain an evidence for an effective semantic linear space representation.

3 Combinatorial Optimized Linear Space Knapsack for Information Retrieval

The contextual polarity of a word [6] is taken into consideration by many factors. For example, it could be difficult to detect a sarcastic use of the word “great” in the sentence “That’s great!” without considering [24,25] inter-sentential context. With respect to this lack of difference between snippet, term, influence and query influence, this paper presents a combinatorial optimization method using linear space with knapsack, called Combinatorial Optimized Linear Space Knapsack for Information Retrieval (COLSK-IR).

The basic idea behind the COLSK-IR method is presented with a set of items, where weight and value are available for all. The combinatorial optimization model measures the number of item to be included in a set so that the calculated weight is always below or same as the given limit and the total value is as large as possible. The block diagram of COLSK-IR is shown in Fig. 1. The initial process starts with the fetching of web snippets from the web page content to meet the criteria for obtaining an optimal solution. This method detects non-integrative queries using total weight and total value as a combinatorial optimization problem.

![Diagram of COLSK-IR](image)

**Figure 1:** Block diagram of COLSK-IR
3.1 Non-Integrative Perturbed Approximation

The basic COLSK-IR method consists of substituting a keyword ‘\(k_i\)’ from a web page ‘\(wp\)’ by a synonym ‘\(S_j\)’ and measuring the semantic separation ‘\(|\)’ of the replacement keyword ‘\(k_i\)’ from the novel snippet ‘\(s\).’ If their meanings differ, it is more likely that the original snippet is non-integrative. However, if their meanings do not differ, then the original snippet is less likely to be non-integrative. We express this perturbation as follows. Let ‘\(wp\)’ represent the web page of query ‘\(q\)’ containing prearranged set of snippets or terms ‘\(n\),’ where ‘\(s\)’ is the snippet conveyed from ‘\(n\)’ number of snippets.

\[
wp_q(s, n)
\]

Let ‘\(n^+\),’ represent the ordered snippets, where one of them has been replaced by another snippet ‘\(s\)’ and ‘\(n^+\)’ is the perturbation of ‘\(n\).’ The non-integrative ‘\(NI\)’ and the integrative ‘\(I\)’ of query ‘\(q\)’ can be expressed as a function and is given below:

\[
|wp_q(s, n); wp_q(s, n')
\]

\[
NI_q = \text{fun} (\{wp_q(s, n); wp_q(s, n'), n' \in \{s_1, s_2, \ldots, s_n\}\})
\]

\[
I_q = g(NI_q)
\]

The iterative procedure ‘\(g()\)’ involved in the above function is expressed as given below. Let ‘\(s\)’ represent a snippet, performed on a query ‘\(q\),’ and let ‘\(s + \varepsilon Q\)’ represent a new operation that varies slightly from the first, in which ‘\(\varepsilon\)’ represents a small threshold constant. If ‘\(q\)’ is a query, then ‘\(sq = Tq\),’ where ‘\(T\)’ is said to be the threshold constant. The perturbed problem of determining a function ‘\(g\)’ as given below:

\[
(s + \varepsilon Q)g = Tg
\]

\[
(s - T)g = -\varepsilon Qg
\]

Then the function ‘\(g_1\)’ that satisfies the equation ‘\((s - T)g = -\varepsilon Qg\)’ is called the first approximation to ‘\(g\).’ The function ‘\(g_2\)’ that satisfies the equation ‘\((s - T)g_2 = -\varepsilon Qg_2\)’ is called the second approximation to ‘\(g\)’ and so on, with the ‘\(nth\)’ approximation ‘\(g_n\)’ satisfying ‘\((s - T)g_n = -\varepsilon Qg_{n-1}\).’

If the sequence ‘\(g_1, g_2, g_3, \ldots, g_n\)’ converges to a specific function, that function is then said to be the essential solution to the problem. The largest value of ‘\(\varepsilon\)’ for which the sequence converges is called the radius of convergence of the solution. Thus, the non-integrative nature of the context-dependent term increases with semantic separation but the integrative nature of context-dependency decreases with semantic separation. The perturbation sets for query ‘\(q\)’ are comprised of snippets ‘\(s_1, s_2, \ldots s_n\),’ where ‘\(S_j\)’ is a synonym of ‘\(s_j\)’ and is expressed as given below:

\[
\{P_1 \ldots P_n\} = \begin{cases} 
S_1s_2 \ldots s_n \\
s_1S_2 \ldots s_n \\
\vdots \\
\vdots \\
s_1 \ldots s_{n-1} \ldots s_n
\end{cases}
\]

\[
\{P_1 \ldots P_n\} = \begin{cases} 
S_1s_2 \ldots s_n \\
s_1S_2 \ldots s_n \\
\vdots \\
\vdots \\
s_1 \ldots s_{n-1} \ldots s_n
\end{cases}
\]

\[
\{P_1 \ldots P_n\} = \begin{cases} 
S_1s_2 \ldots s_n \\
s_1S_2 \ldots s_n \\
\vdots \\
\vdots \\
s_1 \ldots s_{n-1} \ldots s_n
\end{cases}
\]
With the perturbed sets obtained from (7), linear space is generated for semantic data analysis. Let \( LS(q) \) and \( LS(P_i) \) represent the linear space of query \( q \) and its perturbation \( P_i \), respectively. The semantic separation \( 'j' \) between query \( q \) and its perturbation \( P_i \) is constructed as the distance between their linear space, containing the snippets \( s_1, s_2, \ldots, s_n \) of \( 'k' \) equivalent snippets. Then the function \( 'fun()' \) in (3) of a query \( q \) is comprised of snippets \( s_1, s_2, \ldots, s_n \) and is expressed as given below:

\[
fun() = \frac{1}{nk} \sum_{i=1}^{k} \sum_{j=1}^{n} \text{Dis} \left( LS(q), LS(P_{ij}) \right)
\]

From (8), \( P_{ij} \) represents the perturbation \( s_1 \ldots s_{j-1}s_{j+1} \ldots s_n \) and \( S_{ij} \) is the \( 'ith' \) synonym of snippet \( s_j \) obtained from (7). Once all the snippets are extracted from the query \( q \), for corresponding web page \( wp \), the individual snippet influence term and query influence are obtained. The block diagram for Combinatorial Factor (CF) determination is shown in Fig. 2.

![Figure 2: Block diagram of combinatorial factor determination](image)

As shown in Fig. 2, once all the snippets are extracted from the query \( q \), for corresponding web-page \( wp \) the block diagram of CF determination consists of the perturbation sets obtained during the initial process. With this, the distance factor is computed for extracting equivalent snippets. Finally, the CF individual snippet influence and query influence are obtained. The individual snippet influence in linear space is evaluated and is expressed as given below:

\[
TI_s = \log(f_i) \times \log \left( \frac{n}{wp(s)} \right)
\]

From (9), \( 'TI' \) represents the term influence of snippet \( 's' \) of \( 'ith' \) query, \( 'f' \) represents the term frequency of snippet \( 's' \) of web page \( 'wp' \) and \( 'n' \) represents the total number of snippets in web page \( 'wp' \). Having built such a linear space representation for each \( 's \in q' \), the linear space of the entire query influence in the proposed work is constructed as their point-wise multiplication for effective semantic linear space representation. This is expressed as given below:
The linear spaces of the snippets on non-integrative queries that will commonly occur in non-identical contexts will have entries with low absolute values. However, for integrative queries, substituting a snippet with its synonym yields constructions that are likely to occur in a number of contexts that are different from the original. They have dissimilar contextual statistics and thus greater distance ‘Dis.’ Fig. 3 shows the Linear Space Context Dependent algorithm.

The algorithm for strongly identifying the dependent query terms with the aid of non-integrative nature is analyzed and shown in Fig. 4. Individual words in a query do not have a greater influence. However, their meanings differ according to the context. The proposed method uses the non-integrative nature of the query to detect strongly dependent snippets from the given query. Both the influence of snippets and the frequency of snippets are measured to identify strongly dependent snippets with the aid of linear space. This reduces the ambiguity related to inter-sentential context.

### 3.2 Combinatorial Optimization

With the combinatorial optimized factors, although ambiguity related to inter-sentential context is reduced, the time required to evaluate a query increases. To address this, a knapsack-based combinatorial optimization for semantic data analysis is constructed. Selecting the strongly dependent snippets and inter-sentential context into the cache is a ‘0 – 1’ knapsack problem.

Given a knapsack with capacity ‘c’, ‘n’ items ‘c1, c2, . . . , cn’, having individual snippet influence ‘TIi’, and overall query influence ‘LS (q)’, take the items that maximize the individual snippet influence without exceeding ‘c’. A snippet can be selected only if the fractions of items cannot be taken. As the greedy strategy does not always guarantee an optimal solution for the knapsack problem, the proposed work describes how to
formulate the selection of strongly dependent snippets and inter-sentential context as a combinatorial optimization problem. We formulate the knapsack combinatorial optimization problem as an integer programming problem, as given below.

\[
\text{Max } \sum_{i=1}^{n} T_{I_i} s_i
\]  \hspace{1cm} (13)

Subject to \[
\sum_{i=1}^{n} L_{S}(q)s_i \leq c, \text{ where } s_i \in s_1, s_2, \ldots, s_n \] \hspace{1cm} (14)

From (13), \(\sum_{i=1}^{n} T_{I_i} s_i\) is the objective function, \(\sum_{i=1}^{n} L_{S}(q)s_i \leq c\) and \(s_i \in s_1, s_2, \ldots, s_n\) are the constraints, where \(s_i\) represents a snippet. A solution is to set the snippets \(s_i\), a solution that satisfies all the constraints and one that yields maximum objective function value.

The objective behind the design of the proposed work is the consideration of optimal solutions. From (14), the proposed work states that the total snippets cannot exceed the query size or capacity \(c\), whereas (14) states that each snippet is either selected or discarded. Fig. 4 shows the Knapsack Combinatorial Optimization algorithm.

For example, consider a Tripadvisor dataset consisting of reviews randomly selected from several accommodations. In order to obtain the maximization, formulate (13) are used according to the design constraints from (14), with consideration of two snippets: Room file snippets and value file snippets. With these design constraints, optimal solutions are identified, thereby meeting the objectives.

4 Experimental Settings

The queries were simulated and the performance was measured. The COLSK-IR method was evaluated [26] against PolaritySim [6] and DomainOntoWP [13] using the number of reviews as the measurement of our web page performance. We experimented with review sizes of 15, 30, 45, 60, 75, 90, 105, 120, 135 and 150, with 512 bytes of review on the Tripadvisor dataset, which included an overall review of 200 randomly selected accommodations.

The dataset of approximately 200 reviews was taken from Tripadvisor.com through a random selection. It covered all five satisfaction levels (40 reviews in each level) consisting of 1,382 criticisms, 211
non-criticisms and 97 criticisms with errors. The information was collected from Tripadvisor and Edmunds. Tripadvisor had 259,000 reviews.

The experiment was conducted based on factors such as number of reviews, non-integrative key extraction time, recall rate, precision and semantic data analysis efficiency. To evaluate the performance of the COLSK-IR method, two metrics were introduced to measure the semantic data analysis and compared with the existing methods: Polarity Similarity (PolaritySim) and Domain Ontology of Web Pages (DomainOntoWP).

5 Discussion

The performance of COLSK-IR for semantic data analysis was compared with the Polarity Similarity (PolaritySim) and Domain Ontology of Web Pages (DomainOntoWP). The experiments measured the effectiveness of non-integrative key extraction time, precision rate and recall for 150 reviews, using the method described in Section 3.

5.1 Non-Integrative Key Extraction Time

The non-integrative key extraction time measured the time required to extract the non-integrative key (i.e., extracted keys) with respect to the total number of reviews in web pages. The non-integrative key extraction time is measured as given below.

\[ NI - KE_t = \frac{r_i}{C_3} \times Time(NI_q) \]  

(15)

From (15), ‘\(NI - KE_t\)’ refers to the non-integrative key extraction time using the number of reviews ‘\(r_i\)’ for the extracted keywords ‘\(k_i\)’ respectively, measured in terms of milliseconds (ms). Tab. 1 shows the non-integrative key extraction time of the proposed COLSK-IR and the PolaritySim and DomainOntoWP methods. The proposed COLSK-IR method outperformed the existing methods in terms of non-integrative key extraction time.

Fig. 5 shows the results of non-integrative key extraction time vs. the varying number of reviews. To better distinguish the efficacy of the proposed COLSK-IR method, the experimental results are shown in Tab. 1, where it is compared against PolaritySim and DomainOntoWP.

Results are presented for 10 numbers of reviews. The non-integrative key extraction time for these 10 numbers of reviews measures the time taken for convergence on different reviews as in (1). The reported results confirm that with the increase in the number of reviews, the non-integrative key extraction time also increases. The process is repeated for 150 reviews for conducting experiments, as illustrated in Fig. 5. The proposed COLSK-IR method performs relatively well when compared to the PolaritySim and DomainOntoWP methods. The COLSK-IR method offers better changes using its iteration procedure, which considers perturbation as a factor for semantic data analysis by 21% when compared to PolaritySim. Moreover, the approximation factor with perturbation sets in the COLSK-IR method considers both the non-integrative and integrative snippets to reduce the convergent time on semantic data analysis by 45% when compared to DomainOntoWP.

5.2 Precision Rate

Precision rate refers to the number of relevant snippets extracted with respect to the number of returned snippets, i.e.,
\[ P = \sum_{i=1}^{n} \left( \frac{\text{Rel}(s_i)}{n} \right) \times 100 \] (16)

From (16), the precision rate ‘\( P \)’ is obtained, using the relevant snippets extracted, as are ‘\( \text{Rel}(s_i) \)’ and the total number of extracted snippets, ‘\( n \)’ from web pages. Tab. 2 shows the precision rate of the proposed COLSK-IR method for 150 reviews and comparisons made against PolaritySim [2] and DomainOntoWP [13].

### Table 1: Non-integrative key extraction time obtained using COLSK-IR, PolaritySim and DomainOntoWP

| No. of reviews | Non-integrative key extraction time (ms) |
|----------------|-----------------------------------------|
|                | COLSK-IR | PolaritySim | DomainOntoWP |
| 15             | 4.15     | 7.45        | 8.3          |
| 30             | 7.13     | 10.13       | 12.54        |
| 45             | 11.17    | 13.14       | 17.43        |
| 60             | 15.32    | 17.21       | 24.24        |
| 75             | 20.13    | 22.14       | 30.16        |
| 90             | 28.32    | 31.32       | 36.25        |
| 105            | 33.14    | 35.79       | 42.39        |
| 120            | 36.14    | 39.32       | 43.21        |
| 135            | 38.25    | 41.15       | 45.61        |
| 150            | 41.43    | 44.23       | 49.12        |

### Table 2: Precision rate obtained using COLSK-IR, PolaritySim, and DomainOntoWP

| No. of reviews | Precision rate (%) |
|----------------|--------------------|
|                | COLSK-IR | PolaritySim | DomainOntoWP |
| 15             | 77.51    | 67.94       | 61.28        |
| 30             | 74.31    | 64.30       | 58.22        |
| 45             | 72.54    | 62.52       | 56.44        |
| 60             | 70.38    | 60.35       | 54.27        |
| 75             | 68.25    | 58.22       | 52.14        |
| 90             | 82.99    | 72.96       | 66.87        |
| 105            | 89.95    | 80.92       | 74.83        |
| 120            | 90.14    | 82.14       | 78.32        |
| 135            | 92.23    | 87.13       | 82.14        |
| 150            | 94.14    | 89.13       | 86.27        |
To increase the precision of semantic data analysis for web pages, first approximation, second approximation, and ‘nth’ approximation are considered, as shown in Fig. 6. With this, the radius of convergence of the solution that converges to a specific function with approximation factor is included, resulting in the optimal solution according to the number of reviews.

In the experimental setup, the number of reviews ranged from 15 to 150. The results for 10 different types of reviews collected from Tripadvisor and Edmunds are shown in Fig. 7. The precision rate of our COLSK-IR method is comparable to that of the state-of-the-art methods. The precision rate is the ratio of the relevant snippets extracted to the overall snippets considered for semantic data analysis.

**5.3 Recall**

Recall rate measures the number of relevant snippets extracted with respect to the number of relevant snippets, i.e., the number of extracted relevant snippets returned by the web page ‘wp’ with regard to the ‘Rel(s)’ returned relevant snippets.
\[ R = \sum_{i=1}^{n} \left( \frac{\text{Rel}(s_i)}{\text{Rel}(s)} \right) \times 100 \]  

(17)

From (17), the recall rate ‘\( R \)’ is obtained, using the relevant extracted snippets, ‘\( \text{Rel}(s_i) \)’ and the total number of relevant snippets, ‘\( s \)’ from web pages. Here we try to show the examples of reviews yielding the highest and lowest recall rates using the methods COLSK-IR, PolaritySim, and DomainOntoWP methods. Tab. 3 shows the tabulation of recall rates using these three methods.

**Table 3:** Recall rate obtained using COLSK-IR, PolaritySim, and DomainOntoWP

| No. of reviews | COLSK-IR | PolaritySim | DomainOntoWP |
|----------------|---------|-------------|--------------|
| 15             | 94.36   | 83.51       | 76.29        |
| 30             | 90.16   | 79.29       | 71.23        |
| 45             | 87.29   | 76.42       | 69.36        |
| 60             | 79.33   | 68.46       | 61.40        |
| 75             | 83.29   | 72.42       | 65.36        |
| 90             | 87.90   | 76.25       | 69.19        |
| 105            | 90.43   | 84.56       | 77.50        |
| 120            | 91.18   | 84.13       | 79.13        |
| 135            | 93.14   | 86.78       | 82.45        |
| 150            | 94.18   | 89.13       | 85.10        |

Fig. 7 shows the recall rates for the three methods for reviews increasing in number from 15 to 150. The recall rate improvement of COLSK-IR over PolaritySim and DomainOntoWP decreases gradually as the number of reviews increases, though not linearly. It can be inferred that a further increase is found between the reviews in the range of 75 and 150 because of the presence of noise prior to the key information extraction during semantic data analysis.

As shown in Fig. 7, for example, when the number of reviews is 15, the percentage improvement of COLSK-IR method is 11% compared to PolaritySim is 11% and 19% compared to DomainOntoWP. When the number of reviews is 75, the improvement is around 13% compared to PolaritySim and 22% compared to DomainOntoWP. The reason for this is the application of Combinatorial Factor determination. The knapsack combinatorial optimization problem as an integer programming problem is extended to formulate the selection of strongly dependent snippets and inter-sentential context as a combinatorial optimization problem that extends the recall rate by 17% compared to DomainOntoWP.

**6 Conclusion**

This paper proposes a Combinatorial Optimized Linear Space Knapsack for Information Retrieval (COLSK-IR) to overcome the difficulty of detecting strongly dependent snippets and reducing the ambiguity related to inter-sentential context. This paper shows how this method can be extended to incorporate the time required to evaluate a query for efficient semantic data analysis based on the knapsack problem. This paper provides two algorithms: Linear Space Context Dependent and Knapsack Combinatorial Optimization. The Linear Space Context Dependent algorithm manages and identifies
strongly dependent snippets based on the influence and frequency of snippets. The Knapsack Combinatorial Optimization algorithm reduces the ambiguity related to inter-sentential context by formulating an integer programming problem to determine the optimal solutions. The experimental results show that the COLSK-IR provides better performance than the state-of-the-art methods in terms of the parameters such as non-integrative key extraction time, precision and recall rate.
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