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This paper is aimed at the problems of low accuracy, long recognition time, and low recognition efficiency in English speech recognition. In order to improve the accuracy and efficiency of English speech recognition, an improved ant colony algorithm is used to deal with the dynamic time planning problem. The core is to adopt an adaptive volatilization coefficient and dynamic pheromone update strategy for the basic ant colony algorithm. Using new state transition rules and optimal ant parameter selection and other improved methods, the best path can be found in a shorter time and the execution efficiency can be improved. Simulation experiments tested the recognition rates of traditional ant colony algorithm and improved ant colony algorithm. The results show that the global search ability and accuracy of improved ant colony algorithm are better than traditional algorithms, which can effectively improve the efficiency of English speech recognition system.

1. Introduction

Voice is a commonly used and important information when communicating between people. Voice recognition technology is a technology that allows machines to convert human voice signals into corresponding commands through recognition and understanding. Voice is a common and important information used in communication between people [1]. When people need to express some kind of information, they must use the voice signal that carries the information. The speech signal not only contains information about semantic content but also contains information about the speaker’s personal identity. The basic basis of speech recognition is that each speaker has different characteristics due to his own unique vocal tract characteristics and pronunciation characteristics [2]. Speech recognition technology is a cross-discipline involving signal processing, pattern recognition, sound mechanism and hearing mechanism, artificial intelligence, and other fields. At present, speech recognition is gradually becoming the key technology of human-computer exchange in information technology. With the improvement of continuous speech recognition rate, speech recognition input has gradually become one of the important forms of computer input.

Ant colony algorithm (ACA) is a bionic optimization algorithm derived from the research of ants’ foraging process in nature. It makes full use of the information exchange and cooperation between ants and finally finds a short path from ant nest to food source. Ant colony algorithm has distributed characteristics and strong robustness and is easy to be combined with other optimization algorithms [3]. In the early 1990s, Italian scholar Dorigo and others proposed ant colony algorithm, and the algorithm has been widely used in different combinatorial optimization problems, such as solving the assignment problem (QAP), vehicle routing problem (VRP), and job shop scheduling problem (JSP); a series of NP complete problems have been achieved. Ant colony algorithm has many excellent characteristics and is easy to combine with other methods. In the speech recognition system based on template matching, the time warping algorithm compares the reference template with the test template, maps it on a plane, and searches an optimal path from the starting point to the end point according to certain criteria [4]. This is a local optimization algorithm, each step of the search is based on the judgment of local optimization, and the ant colony algorithm can just solve the defect that the time planning path cannot reach the global optimization,
which also provides the feasibility for the application of ant colony algorithm in speech recognition.

This article first discusses the key technologies of speech signal preprocessing, endpoint detection, and feature parameter extraction in detail and introduces the basic principles of basic ant colony algorithm in detail. Then, for English speech recognition, dynamic time warping (DTW), an improved ant colony algorithm, is proposed for the problems of overreliance on the detection accuracy of voice endpoints, long recognition time, and low recognition efficiency. Its core is aimed at the basic ant colony algorithm, using adaptive volatilization coefficients, dynamic pheromone update strategies, new state transition rules, and optimal ant parameter selection, as well as other improved methods, so that the algorithm can find the best in a short time path to improve execution efficiency. The simulation experiment tested the recognition rate based on the traditional ant colony algorithm and the improved ant colony algorithm, respectively. The results show that the algorithm can find a better scheduling strategy in a shorter time and improve the global search ability and accuracy of the ant colony and can effectively improve the efficiency of the speech recognition system.

2. Related Theories and Technologies

2.1. Speech Recognition System. At present, there are many different system design and implementation methods for speech recognition systems. There are many types of classification, mainly divided into isolated word and continuous word speech recognition system, specific-person and non-specific-person speech recognition system, small vocabulary and large vocabulary speech recognition system, and embedded/server speech recognition system. In our lives, people’s natural speech is based on the speaker’s needs to add punctuation or break at the end of a sentence, and other parts can be pronounced continuously. In the early speech recognition, the isolated word phonetic system was mainly based on single characters or words [5]. According to the way the acoustic model is established, we can divide speech recognition into specific-person and non-specific-person recognition. Specific-person recognition means that the user must input a large amount of pronunciation data and train it before recognition. The non-specific-person system is that, after the system is established, the user does not need to input the training data in advance and can directly identify. Classification of speech recognition system is shown in Figure 1.

The research of speech recognition technology has a high degree of interdisciplinary nature, extensively involving the principles and methods of knowledge of multiple disciplines [6]. Using this comprehensive knowledge, we can summarize the principle of speech recognition technology as follows: Discrete symbols are used to represent human acoustic signals. The speech signal contains the semantics, grammar, and structure of the speaker's language, and the language information in the speech signal following the short-term amplitude spectrum is coded in the time variation mode [7].

Algorithm-based speech recognition block diagram is shown in Figure 2. The speech input in the figure is the original voice signal collected by the voice equipment; the preprocessing process mainly includes three aspects: sampling the input original voice signal, antialiasing band-pass filtering, and removing the noise impact caused by various aspects; the feature extraction process is mainly to extract the reflection in the voice [8]. The acoustic parameters of speaker’s essential characteristics mainly include short-term energy, short-term average zero-crossing rate, linear prediction coefficient, and cepstrum. In the training stage, the feature parameters are processed to establish a reference model. In the recognition stage, after the same processing of the speech signal, the speech feature parameters are obtained, and the test template is generated, and then the test template is matched with the reference template according to certain discrimination rules (such as grammar and semantic rules), and the good reference template is obtained as the recognition result. Obviously, a good matching result is directly related to the quality of speech feature parameters, speech model, and matching template [9].

It is very important to establish a model that can describe speech features well in the research and application of speech recognition. Digital technology is used to simulate the generation of speech signal, and the mathematical model of speech signal is established. This model is a linear system; if one group of parameters is selected, the output of the system can have the desired speech properties. These parameters of the system are related to the process of speech generation. According to the analysis of speech organ and speech production mechanism, combined with signal processing theory, the mathematical model of speech signal can be represented by three submodels: excitation model, vocal tract model, and radiation model.

2.2. Basic Ant Colony Algorithm. Ant colony algorithm is a random search algorithm. In this algorithm, the solution of the problem is abstracted into a state transition sequence from the initial state to the target state in the discrete state space. The optimal solution of the problem corresponds to satisfying the optimal evaluation criterion of the state transition sequence. The pheromone intensity value on the path is the basis for the ants to carry out the state transition. After each ant in the group completes a search, the pheromone intensity on the path is updated according to their respective paths, so as to complete a group search [10]. The search process of the ant colony continues to loop and finally maximizes the path strength on the optimal transfer sequence, so as to obtain the optimal solution through the exchange of information and mutual cooperation between individual ants.

The mathematical model of the ant colony algorithm is described in detail as follows: First, a ants are randomly placed on b cities, each path between cities has an initialization pheromone $\delta_{ij}(0)$, and each ant has a state sequence record table $l_{ij}$. It is used to record the cities that the ants have walked. Then, each ant makes a state transition randomly according to the state transition probability, and each
transition is only allowed to transition from the current state to an adjacent state, so the ant \( k \) transitions from the state \( \vartheta_i \).

The state transition probability \( \delta^k_{ij}(t) \) to an adjacent state \( \vartheta_j \) is defined as

\[
\delta^k_{ij}(t) = \begin{cases} 
\frac{[\delta_{ij}(t)]^\alpha \cdot [\xi_{ij}(t)]^\beta}{\sum_{\vartheta_k \in \ell_u} [\delta_{ij}(t)]^\alpha \cdot [\xi_{ij}(t)]^\beta} & \vartheta_j \in \ell_u, \\
0, & \text{otherwise.}
\end{cases}
\]  

As time goes by, the information left on the path will gradually disappear. We use the parameter \( 1 - \rho \) to indicate the degree of information volatilization. After \( n \) times, the ant completes a cycle. At this time, the amount of information on each path is

\[
\delta_{ij}(t + n) = \rho \cdot \delta_{ij}(t) + \sum_{k=1}^{m} \Delta \delta^k_{ij}.
\]  

Among them, \( \ell_u \) represents the city that ant \( k \) is allowed to choose to visit in the next step. Because the ant colony system has a memory function, it can record the city nodes that ant \( k \) has walked before, and the set will be dynamically adjusted with the evolution of ants. \( \delta_{ij} \) represents the pheromone intensity on the path from city \( i \) to city \( j \), \( \Delta \delta^k_{ij} \) is the distance factor from city \( i \) to city \( j \), \( \alpha \) is the importance of the pheromone along the path, \( \beta \) is the importance of the heuristic factor, and both \( \alpha \) and \( \beta \) are greater than zero.

2.3. Improved Ant Colony Algorithm. After analysing the basic principle of basic ant colony algorithm applied to time planning, the technical difficulty lies in how to use a series of
methods to increase the convergence speed of ant colony, find the optimal matching path between the test template and the reference template in the shortest time, so as to improve the recognition rate of the system, which directly determines the quality of the algorithm in the actual application process [11]. Therefore, this paper proposes an improved ant colony algorithm, such as a new ant colony state transition method, dynamic information request update rules, and better ant colony parameter selection, which effectively solves the template matching problem in dynamic time planning and achieves good results. Path analysis of improving speech recognition rate based on improved ant colony algorithm is shown in Figure 3.

2.3.1. Improvement of State Transition Selection of Ant Colony Algorithm. In the ant colony algorithm, each ant calculates the point that it should reach in the next step according to the state conditional probability formula. In the early stage of the algorithm, because the pheromone on each path is the same, the algorithm can only solve it according to the heuristic information, resulting in the solution speed to be slow, and after the information search is carried out to a certain level, the solutions found by all individuals are basically the same, and it is easy to fall into the local optimum prematurely [12]. In order to prevent the algorithm from falling into the local optimum prematurely, formula (3) is used for calculation:

\[
\begin{cases}
    n = \arg \max \left[ \delta_{ab}(t) \left( \xi_{ab}(t) \right) \right], & \text{if } g < g_0, \\
    \theta_{ab}^k = \frac{\delta_{ab}(t)^{\alpha} \cdot \xi_{ab}(t)^{\beta}}{\sum_{b \in \mathcal{L}_n} \delta_{ab}(t)^{\alpha} \cdot \eta_{ab}(t)}, & b \in \mathcal{L}_u \text{ else}.
\end{cases}
\]

(3)

g is a random number, \(g_0\) is a constant on \((0, 1)\), when \(g > g_0\), calculate the transition probability, and select point \(n\) according to the roulette rules. Through the change of this strategy, the algorithm can speed up the local optimization, increase the convergence speed by more than several times, and finally get the optimal value.

2.3.2. Dynamic Pheromone Update Strategy. The pheromone update strategy is one of the keys to determine the convergence speed. In the traditional algorithm, when the ant starts from an edge point far away from the moon point of the reference template, its path in the local area near the starting point is often better and it walks to the area closer to the reference template \(R\) point. The path is intricate and complicated, and the overlap with other ants’ paths increases, the mutual influence increases, and the probability of taking a better path decreases [13]. Therefore, in order to avoid excessive accumulation of pheromone in the near area of point \(R\), a dynamic pheromone update strategy is adopted, which stipulates that the pheromone left by each ant starting from a far distance should be gradually extended to the closer area of the ruler point. For attenuation, when you go to the farthest point, its pheromone should be minimized. For this reason, after each ant has walked an edge, the pheromone update is as follows:

\[
\delta_{ab} = (1 - \kappa)\delta_{ab} + \kappa \Delta \delta_{ab}^k,
\]

\[
\Delta \delta_{ab}^k = \begin{cases}
    \sum_{i=1}^{n} \frac{\lambda}{\gamma_{ni}}, & \text{if } n \in \text{allowed}, \\
    0, & \text{otherwise}.
\end{cases}
\]

Among them, \(Q\) is a larger constant, \(d_i\) is the length of the side that ant \(k\) has walked, and \(m\) is the total number of ants. This dynamic update strategy ensures the balance of the pheromone left by the ants, ensures the balanced contribution and mutual cooperation to the search, reflects the power of the group, and can greatly improve the convergence speed of the algorithm.

2.3.3. Using Adaptive Volatilization Coefficient. When other parameters are the same, the size of the pheromone volatility \(1 - \rho\) has a great impact on the convergence performance of the ant colony algorithm. When \(1 - \rho\) is very small, the residual information on the path dominates and the positive feedback of the information becomes relatively weak, and the randomness of the search is enhanced, so the convergence speed of the ant colony algorithm is very slow; when \(1 - \rho\) is relatively large, the path searched before is likely to be selected again, which will affect the random performance and global search capability; therefore, regarding the choice of pheromone volatility \(1 - \rho\) in the ant colony algorithm, two performance indicators, the algorithm’s global search capability and convergence speed, must be considered comprehensively. In this paper, an adaptive method is used to change the pheromone volatility \(1 - \rho\), the initial value of \(\rho\); when the optimal value obtained by the algorithm does not improve significantly within \(n\) cycles, \(q\) is reduced to

\[
\theta(t) = \begin{cases}
    9\varphi(u - 1), & \text{if } \rho_{\text{min}} \leq 0.9(u - 1), \\
    \rho_{\text{min}}, & \text{else}.
\end{cases}
\]

(5)

In this way, the possible amount of information on each path is limited to \((q_{\text{min}}, q_{\text{max}})\), and the value beyond this range will be limited to \(q_{\text{min}}\) or \(q_{\text{max}}\). \(q_{\text{min}}\) can effectively avoid the stagnation of the algorithm, \(q_{\text{max}}\) one can avoid the situation that the amount of information on a certain path is much greater or less than that of other paths, so that all ants are concentrated on the same path, the algorithm is no longer diffused, and the convergence speed is accelerated [14–16]. Figure 4 shows the workflow of speech recognition based on improved ant colony algorithm.

2.4. Special Diagnosis Extraction of Speech Parameters. How to select the characteristic parameters of different speech is a basic problem to be solved in speech recognition system. The speech signal in speech recognition system includes the speaker’s voice features and personality characteristics, and they are mixed together in a complex form [17, 18]. The extraction of speech feature parameters is to extract the parameters that can effectively represent the speaker’s speech features, including the height of the formant frequency, the size of the bandwidth, the fundamental frequency, spectrum, and other parameters [19]. It is difficult to separate and extract these feature parameters.
Based on the study of human voice mechanism and auditory perception of human ear, researchers have proposed a variety of speech feature parameters for speaker recognition, which mainly include the following categories:

1. The characteristic parameters based on the mechanism of human ear are the short-term spectrum characteristics of speech, which mainly include pitch contour, formant frequency and bandwidth, voice strength, and its change. Because of the differences in the physiological structure of the vocal organs of different speakers and the fact that different speakers have different pronunciation habits, the short-term spectrum of speech is different, and it changes with time. Therefore, the parameters derived from speech short-term spectrum can reflect the speech characteristics of different speakers.

2. Based on the characteristic parameters of human auditory perception characteristics, we can analyse and obtain a variety of characteristic parameters, such as Mel frequency cepstral coefficient (MFCC) and perceptual linear prediction (PLP). These parameters have achieved good results in practical application.

3. Among these parameters, linear prediction analysis is one of the common techniques. Linear prediction coefficient (LPC) is consistent with the human vocal tract parameter model, which can effectively represent the full pole model. Therefore, it is more and more used in speech recognition system. Now, linear prediction coefficients and their derived parameters, such as linear prediction cepstral coefficient (LPCC), line spectrum pair (LSP), and autocorrelation coefficient, have been widely used in speech recognition system.

4. Hybrid feature parameter is a method to improve system performance by combining different and less correlated parameters. It has been widely used by researchers and has achieved good results.

3. Simulation and Application of Improved Ant Colony Algorithm in English Speech Recognition Accuracy

3.1. Simulation Test. In order to test the accuracy and practicability of the improved ant colony algorithm, the two
following typical test functions are selected to complete the verification.

3.1.1. Test Function 1

\[ f_1(\theta, \sigma) = \frac{\sin(\theta_1) \sin(\sigma_2)}{\theta_1 \sigma_2} \]

\[-20 \leq \theta_i, \]

\[ \sigma_i \leq 20, \quad i = 1, 2. \]

Figure 5 shows the three-dimensional surface graph of the function. Within the domain of definition, the global maximum value of this function is 1, and the best point is (0, 0).

3.1.2. Test Function 2

\[ f_2(\theta, \sigma) = \theta_1^2 + \sigma_2^2 - \cos(18\theta_1) - \cos(18\sigma_2), \]

\[-20 \leq \theta_i, \]

\[ \sigma_i \leq 20, \quad i = 1, 2. \]

Figure 6 shows the three-dimensional surface graph of the function \( f_2(x) \). Within the domain, the global maximum value of the function is \(-2\), and the best point is (0, 0).

3.2. Speech Recognition Experiment. The preemphasis parameters are used for signal framing using the Hamming window. The voice endpoint detection uses a combination of short-term average energy and short-term zero-crossing rate; after feature extraction in the pattern matching, the ant colony dynamic time planning algorithm is used for recognition, and finally the recognition result is obtained.

4. Experimental Results and Analysis

After completing the above preparatory work and related processing of speech signal, cepstral model is used to recognize and simulate the processed speech signal. According
to the flow chart of asdic optimized WNN in Chapter 4, the main experimental process of using WNN in speech recognition is as follows: (1) Preprocessing and feature extraction: The speech samples of the speech database are preprocessed: sampling and quantization, preemphasis, framing, and windowing. The sampling frequency is 16000 hz, the digital quantization is 16-bit, the frame length is 256 ms, the frame shift is 80 ms, and Hamming window is added. The feature parameters of the processed speech signal and 24 dimensional MFCC feature parameters are extracted. (2) The structure of wavelet neural network is determined: WNN is 40-10-10 structure. (3) Network training: The speech recognition template is trained, and the parameters of WNN are trained by asdic algorithm. (4) Identification of the speech to be tested: The steps are the same as (1). The extracted feature parameters are matched with the trained speech samples in the speech template library.

The experiment is completed on the platform of Windows 7 operating system, matlabr2016a. The experimental data composition is as follows: recording is in a quiet laboratory environment (no noise at this time, and the obtained voice data is pure sample), a total of 30 people, respectively, add different signal-to-noise ratios (SNR) (15 dB, 20 dB, 25 dB, and 30 dB), and the noise used in the experiment is additive Gaussian noise. Those people are 15 boys and 15 girls, each reads 100 words, and each word is repeated 30 times, for a total of 90000 words. In the experiment, the voice data were recorded in a natural and fluent voice dialogue. The training sample is the first 20 speech data samples of each word, and the test sample is the last 10 speech data samples. The parameters of ABC were set as follows: population number Sn = 100; maximum number of iterations is 1000; limit = 50. In the experiment, the performance of WNN optimized by ABC is compared with WNN optimized by ACO and WNN optimized by GA. Among them, ACO algorithm’s population number is 100; maximum iteration number is 1000; GA algorithm’s population number is 100; maximum iteration number is 1000; crossover probability factor is 0.8.

4.1. Speech Recognition under Simple Vocabulary. First, the speech recognition rate of the improved ant colony algorithm is compared with the traditional algorithm. From Table 1 and Figure 7, it can be seen that the recognition rate of the improved ant colony algorithm under the premise of different vocabulary is significantly higher than that of the traditional ant colony algorithm, and, for the improved ant colony algorithm under the premise of different signal-to-noise ratios, the recognition rate is significantly higher than that of the traditional ant colony algorithm, which significantly improves the antinoise performance of the system.

It can be seen from Figure 7 that additive noise reduces the recognition rate to a great extent. Even under the condition of SNR of 30 dB, the average recognition rate of the algorithm without any speech enhancement processing is 4.51% lower than that of pure speech, but the improved ant colony algorithm network still has a strong antinoise ability. In order to fully prove the effectiveness and accuracy of the improved ant colony algorithm, the improved ant colony algorithm is now compared with the swarm intelligence optimization algorithm model proposed by other authors. The parameter settings are as follows: the parameter setting of ABCs in the experiment is as follows: population number SN = 100; the maximum number of iterations is 1000; the limit is 50. The population of ACO algorithm is 100; the maximum number of iterations is 1000; the population of GA algorithm is 100; the maximum number of iterations is 1000; the crossover probability factor is 0.8. The experimental results in Figure 8 are obtained, which fully verify the effectiveness and accuracy of the algorithm in this paper. Comparison of recognition rates of different algorithms is shown in Figure 8.

4.2. Speech Recognition under Different Classification Conditions. It can be seen from the above comparison results that the algorithm in this paper is better than the comparison algorithm in the recognition rate and recognition speed of speech recognition. However, in real life, due to various reasons such as dialects and the amount and continuity of vocabulary, the recognition rate of speech and recognition speed will be affected. In order to fully verify the effectiveness of this algorithm in speech recognition, the following experiments are carried out to compare different recognition methods under different classification and recognition objects.

It can be seen from Figure 9 that the recognition rate of the traditional ant colony algorithm has increased to a certain extent, but it is still lower than the recognition rate of the improved ant colony algorithm. In a word, the recognition rate of the improved ant colony algorithm is higher than the other three algorithms under different classification conditions, again verifying the effectiveness of the algorithm in this paper.

5. Discussion

In terms of recognition rate, the improved ant colony algorithm and the traditional algorithm are ideal for the recognition of command words, especially for a single command word for a specific person. In the experiment of speaker-independent recognition rate, the improved ant colony algorithm has a slightly higher recognition rate.
compared to the traditional algorithm. Although the gap is not big, for the simple isolated word recognition system, this gap has been a relatively large advantage. For continuous speech recognition, the recognition rate is slightly lower than that of isolated words. The recognition rate of the traditional algorithm is less than 95% in the continuous speech experiment. In this aspect, ant colony dynamic time planning algorithm has better performance compared to DTW, especially in speaker-independent continuous speech experiment. The more complex the situation is, the better the performance of the improved ant colony algorithm is, which is also because the improved ant colony algorithm has to carry out 20 iterations each time when calculating the global average distortion, and each iteration keeps updating pheromone. The final optimal path can more accurately represent the similarity between voice signals compared to DTW algorithm, which reflects the superiority of this algorithm. On the other hand, the improved ant colony algorithm has potential, and the speech recognition system based on the improved ant colony algorithm is expected to further improve the recognition rate in complex situations. We need to do more experiments to further study the parameters of the corresponding ant colony algorithm and improve the pheromone update mechanism of the ant colony algorithm to find a more reasonable and reliable ant colony algorithm model. In the process of experiment, we also notice that the environment adaptability of speech recognition system is not enough when the experimental conditions are changed. It is mainly reflected in the strong dependence on the environment; that is, the speech to be

### Table 1: Comparison of speech recognition rate with different signal-to-noise ratio and vocabulary.

| Number of words | Algorithm                        | Signal to noise ratio (dB) |
|-----------------|----------------------------------|-----------------------------|
|                 |                                  | 15  | 20  | 25  | 30  | Clean |
| 10              | Traditional algorithm            | 88.39  | 88.83  | 89.67  | 90.25  | 90.78  |
|                 | Improved ant colony algorithm    | 94.15  | 95.08  | 95.52  | 96.88  | 98.82  |
| 20              | Traditional algorithm            | 87.62  | 87.81  | 88.24  | 89.03  | 89.82  |
|                 | Improved ant colony algorithm    | 93.73  | 94.50  | 95.23  | 96.96  | 98.29  |
| 30              | Traditional algorithm            | 87.41  | 88.53  | 89.41  | 90.03  | 90.12  |
|                 | Improved ant colony algorithm    | 92.53  | 93.41  | 94.74  | 96.18  | 97.69  |
| 40              | Traditional algorithm            | 87.85  | 88.38  | 89.76  | 90.62  | 91.54  |
|                 | Improved ant colony algorithm    | 90.17  | 93.80  | 94.53  | 95.86  | 97.12  |
| 50              | Traditional algorithm            | 86.62  | 87.16  | 88.13  | 88.84  | 90.42  |
|                 | Improved ant colony algorithm    | 92.57  | 93.85  | 94.48  | 95.86  | 96.83  |

![Figure 7: Comparative analysis of recognition rate under different conditions. (a) Recognition rate under different vocabulary size. (b) Recognition rate under different SNR.](image)

![Figure 8: Comparison of recognition rates of different algorithms.](image)
tested and the speech to be trained should be obtained in the same environment; otherwise, the recognition rate of the system will decline. For example, we use different environments to do speaker-specific continuous speech recognition experiments. One part of the same female voice was collected in the laboratory, and the other part was collected in the school square through a notebook. The results of this experiment are not consistent with those obtained in the same environment.

Of course, this has nothing to do with the measure estimation algorithm, because both ant colony dynamic time algorithm and traditional algorithm have this situation, and the problem is not in this area. This is about the adaptability and antinoise performance of the system, and the improvement in this aspect will be completed in the next work. Although the recognition rate of the improved ant colony algorithm is higher than the traditional algorithm, its recognition speed is slightly slower than the traditional algorithm. In the experiment of speaker-independent Chinese continuous speech recognition, it takes about 2 seconds to recognize a pattern to be tested, while the conventional algorithm takes about 1 second. This can be explained from the time complexity: the time complexity of the traditional algorithm is $O$, in which elbow and IV are the length of feature vector sequence of the reference template and the template to be tested, respectively; in terms of the time complexity, the ant colony dynamic time planning algorithm is slightly slower than the traditional algorithm, but the gap is only linear and does not reach the exponential level. Therefore, we can conclude that the improved ant colony algorithm is completely feasible, and the small gap in speed can be made up by relatively fast processor in practical application; moreover, we can improve the ant colony algorithm to make it more efficient, which needs further research. In terms of space complexity, the conventional algorithm needs $2 \times m \times n$ spatial storage frame matching distance matrix and cumulative distance matrix, so the space complexity of the whole algorithm is $O$. This is similar to the traditional algorithm. It can be seen that the spatial complexity of the basic ant colony algorithm on data storage is simple and easy to implement. In speech recognition system, the improved ant colony algorithm is a good method. Through the above analysis of recognition rate, system adaptability, operation speed, algorithm time complexity, and space complexity, we can conclude that the improved ant colony algorithm is an intelligent optimization algorithm that can replace the traditional algorithm in speech recognition system, and this algorithm is still very large in speech recognition system by optimizing the parameters of ant colony algorithm and improving pheromone update mechanism of ant colony algorithm; its performance in speech recognition system can be further improved. These tasks will be further completed in future work.

6. Conclusion

Based on the application of ant colony algorithm in speech recognition, this paper proposes a series of improvement strategies, which can effectively improve the convergence speed of the basic ant colony algorithm and overcome the defect that the algorithm is easy to fall into the local optimal solution. Combined with the dynamic time planning algorithm, the improved ant colony dynamic time planning algorithm is successfully applied to the speech recognition problem and has achieved good results. The results show that the improved ant colony algorithm can find a better scheduling strategy in a short time, improve the global search ability and accuracy of ant colony, and effectively improve the efficiency of speech recognition system.

Data Availability

The data used to support the findings of this study are available from the corresponding author upon request.
Conflicts of Interest
The author declares that there are no conflicts of interest regarding this paper.

References
[1] C. M. Hao, “An information classification optimization model based on improved ant colony algorithm,” Advanced Materials Research, vol. 989–994, no. 9, pp. 1989–1992, 2014.
[2] C. C. Hsu, W. Y. Wang, Y. H. Chi et al., “FPGA implementation of improved ant colony optimization algorithm based on pheromone diffusion mechanism for path planning,” Journal of Marine Science and Technology, vol. 26, no. 2, pp. 170–179, 2018.
[3] H. You, Y. Chen, and F. G. Shao, “Energy optimization for train operation based on an improved ant colony optimization methodology,” Energies, vol. 9, no. 8, pp. 626–628, 2016.
[4] Z. Guo, Z. Xie, and D. Song, “Error calibration of pitching mechanism motion based on improved ant colony algorithm,” Advances in Mechanical Engineering, vol. 8, no. 11, pp. 534–539, 2016.
[5] M. Yu, “A solution of TSP based on the ant colony algorithm improved by particle swarm optimization,” Discrete & Continuous Dynamical Systems, vol. 12, no. 4-5, pp. 979–987, 2019.
[6] Y. Zhang and G.-D. Li, “Using improved parallel ant colony optimization based on graphic processing unit-acceleration to solve motif finding problem,” Journal of Computational and Theoretical Nanoscience, vol. 11, no. 3, pp. 878–882, 2014.
[7] R. Wang and N. Wang, “Research on BP neural network optimization based on ant colony algorithm,” Applied Mechanics and Materials, vol. 513-517, no. 8, pp. 1819–1821, 2014.
[8] H. Li, “A three-dimensional route planning method based on improved ant colony optimization algorithm,” Journal of North-western Polytechnical University, vol. 32, no. 4, pp. 563–568, 2014.
[9] J. G. Jiang and P. F. Zhang, “Route optimization of urban waterlogging rescue based on improved ant colony optimization,” Journal of Computer Applications, vol. 34, no. 7, pp. 2103–2106, 2014.
[10] S. Wu, “Study on an improved algorithm for optimization of PID parameters,” International Journal of Online Engineering, vol. 12, no. 2, pp. 58–62, 2016.
[11] Y. Gong and J. N. Wang, “Research of multiple constrained qos routing based on improved ant colony algorithm,” Applied Mechanics and Materials, vol. 513–517, no. 7, pp. 994–998, 2014.
[12] B. C. Gong, T. Y. Jiang, S. Z. Xu, and P. Chen, “An improved ant colony algorithm based on path optimization strategy for TSP,” Applied Mechanics and Materials, vol. 543–547, no. 5, pp. 1681–1684, 2014.
[13] D. Liu and S. Ji, “Research on efficient online planning of emergency logistics path based on double-layer ant colony optimization algorithm,” International Journal of Computers & Applications, vol. 41, no. 6, pp. 400–406, 2019.
[14] D. Q. Wang, Q. G. Gong, and X. F. Shen, “An improved personnel evacuation cellular automata model based on the ant colony optimization algorithm,” Applied Mechanics and Materials, vol. 513–517, no. 7, pp. 3287–3291, 2014.
[15] G. Yu, “Optimization design of continuous truss structures based on an improved ant colony optimization algorithm,” Mechanical Emcee and Technology for Aerospace Engineering, vol. 14, no. 15, p. 61, 2014.
[16] A. H. Gang, X. G. Yang, and Y. Q. Zhang, “Workshop layout optimization based on improved ant colony optimization algorithm,” Forest Engineering, vol. 12, no. 5, pp. 526–530, 2014.
[17] G. Q. Si, S. W. Li, S. Jianquan et al., “Least squares support vector machine parameters optimization based on improved fruit fly optimization algorithm with applications,” Journal of Xi’an Jiao Tong University, vol. 51, no. 6, pp. 14–19, 2017.
[18] G. Manikandan and K. K. Kavitha, “Analysis of heart vessel segmentation using ant colony optimization algorithm based on digital image processing,” International Journal of Computer Sciences and Engineering, vol. 6, no. 12, pp. 189–197, 2018.
[19] Z. Xie, H. Liang, and D. Song, “Forward kinematics of 3-RPS parallel mechanism based on a continuous ant colony algorithm,” China Mechanical Engineering, vol. 26, no. 6, pp. 799–803, 2015.
[20] Y. Gen, L. Zhang, Y. Sun et al., “Research on ant colony algorithm optimization neural network weights blind equalization algorithm,” International Journal of Security & Its Applications, vol. 10, no. 2, pp. 95–104, 2016.
[21] P. Ji, S. Zhang, and Z. Zhou, “A decomposition-based ant colony optimization algorithm for the multi-objective community detection,” Journal of Ambient Intelligence and Humanized Computing, vol. 11, no. 1, pp. 173–188, 2020.
[22] Y. Geng, L. Zhang, Y. Sun, Y. Zhang, N. Yang, and J. Wu, “Research on ant colony algorithm optimization neural network weights blind equalization algorithm,” International Journal of Security and Its Applications, vol. 10, no. 2, pp. 95–104, 2016.
[23] X. Li, Y. Wang, and G. Liu, “Structured medical pathology data hiding information association mining algorithm based on optimized convolutional neural network,” IEEE Access, vol. 8, no. 5, pp. 1443–1452, 2020.
[24] R. Ashokan and T. C. Karasev, “Region properties-based ant colony optimization approach for cancer cell segmentation,” International Journal of Applied Engineering Research, vol. 9, no. 22, pp. 16475–16492, 2014.
[25] L. Karasev and A. Palinka, “Ant colony optimization algorithms with diversified search in the problem of optimization of air travel itinerary,” Cybernetics and Systems Analysis, vol. 55, no. 6, pp. 978–987, 2019.