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This paper investigates the relationship between health and the business cycle for the Canadian economy. The majority of existing literature shows a procyclical relationship between death rates and indicators of the business cycle, suggesting that recessions are good for one's health. We use a time series error correction model to determine the short-run and long-run impacts of the unemployment rates on death rates. Our results indicate that temporary slowdowns in economic activity are associated with lower death rates. Moreover, once we stratify the data by sex, we find a long-run negative relationship between the unemployment rate and death rates for both sexes.

1. Introduction

In a series of influential works, Ruhm [1–4] provides strong evidence of a procyclical relationship between the business cycle and mortality, which suggests that recessions are good for a population's health. (In Ruhm [4] a one percentage point decrease in unemployment rate is predicted to increase heart attack mortality (AMI) by 1.3%.) Ruhm's findings for the USA have been confirmed in studies for Germany [5], Spain [6], and Japan [7]. This relationship is also found in developing countries. Specifically, Khang et al. [8] find a positive relationship for South Korea, and Abdala et al. [9] find it for Argentina. The procyclicity of death has also been shown in panel studies of OECD and EU countries in Gerdtham and Ruhm [10] and McAvinney [11], respectively.

Despite the large literature showing that temporary downturns in economic activity are good for one's health, Gerdtham and Johannesson [12] and Svensson [13] find a countercyclical relationship between mortality rates and the business cycle in Sweden. Hence, the procyclical relationship between mortality and the business cycle cannot be generalized to all countries.

In a 2011 paper, Arizumi and Schirle use Canadian data to assess the role of the business cycle on health. They use a time series model and largely confirm the results of Ruhm [1]. In this paper, we take a different approach from that of Arizumi and Schirle [14] in analyzing the relationship between the business cycle (via the unemployment rate) and mortality, at the aggregate level as well as by gender. First, we use an error correction model, which allows us to specifically assess the short-run and long-run impacts of unemployment rate on mortality. This approach implies that we can also quantify the speed of adjustment, thus determining how long after a rise in unemployment are mortality rates affected. Next, given our model, we make use of data available from 1950 onwards. (Arizumi and Schirle [14] use data from 1975 onwards. This is because they consider the impact on mortality by age; data is only available from 1975 (Statistics Canada only publically provides data from 1991 until now).) Lastly, we make sure to control for health expenditure per capita and income per capita in our model, as both have been increasing over time; no controls are utilized in Arizumi and Schirle [14].

Ruhm's work builds on an existing research, including the early work of Brenner [15], who followed the early documentation of a procyclical relationship between mortality and the business cycle by Ogburn and Thomas [16] and Thomas [17]. Brenner [15, 18, 19] used post Great Depression aggregate times series data to show that slowdowns in economic activity
were accompanied by increases in mortality rates, thus concluding that recessions are bad for one’s health. Moreover, Brenner showed that deaths due to cardiovascular disease, suicide, homicide, infant mortality rates and admissions to mental hospitals rose during economic contractions. The reasons for this relationship Brenner argued could stem from the array of losses one is subject to during recessions, increases in stress, and the simultaneous social changes, all of which can potentially threaten health. However, his results were short and subject to vast criticism in Gravelle et al. [20], Kasl [21], Stern [22], and Wagstaff [23], stemming primarily from Brenner’s methodology. Specifically, the choice of covariates and the method used to choose lag lengths have been critiqued. Moreover, the plausibility of the results has been questioned [24]. The epidemiologists argued that their findings and Ruhm’s later were artifacts of aggregation (the ecological fallacy). For example, Ruhm [1] argued that Brenner’s study suffered from omitted variable bias as Brenner did not account for the vast improvements in nutrition and availability of antibiotics following the Great Depression.

Although much of recent academic research shows a positive relationship between the business cycle and death rate as discussed previously, the media coverage of the impact of recessions on population health tends to support both sides; thus the belief that recessions are bad for one’s health continues to take center stage as do those to the contrary. (In 2009, TIME.com discussed the work of Ruhm and others in an article entitled “Could recessions be good for your health.” Other articles presenting the positive effects of recessions on health are a 2009 article in the Globe and Mail by P. Taylor, among others.) In 2009, UK’s The Telegraph ran an article entitled “The recession is bad for your health, experts warn” stating job losses as the key factor as argued by Danny Dorling, Professor of Human Geography at Sheffield University [25]; Sarnia Observer in Canada ran an article under a similar title the same year stressing the negative effects of recessions on health based on a survey showing a decrease in doctor visits and prescription refills [26]. More recently, in January 2013, Health.com had an article that reported on a survey conducted at the University of Maryland School of Public Health; the survey showed a fall in doctor visits and prescription refills, and so forth [27]. While informative, these articles and surveys are unable to conclude whether the observed patterns of decrease in health services resulted in more death. (The author of the Health.com article, S. Reinhart, presents this as well.) In addition, the articles tend to ignore positive effects of recessions on health—which in aggregate can dominate—likely due to the fact that positive effects are seen by many as “counterintuitive.” (In the 2009 Globe and Mail article, Granados is quoted as saying “Most people assume that periods of recession are harmful to health.”)

Ruhm [1] argues that there are at least four reasons why temporary upturns in economic activity are bad for one’s health. For one, rising hours worked during expansions increase the opportunity cost of time; hence, individuals find it costly to take off work to attend medical appointments. Second, as working hours are extended during expansions hazardous working conditions, job-related stress, and physical effort in the labor force (particularly construction) can lead to lower health and rising mortality. Third, external risk factors for death can increase when times are good, such as drinking and driving. In line with Brenner’s views, however, Ruhm, does acknowledge that suicide rates rise as economic conditions deteriorate. Lastly, according to Ruhm, migration to larger urban centers during an economic boom can lead to higher mortality due to an increase in drivers on the roads leading to more car accidents and rising stress levels.

In this paper, we conduct an aggregate time series analysis for Canada to determine the short-run and long-run impacts of economic downturns and upturns on mortality rates; hence, our objective is not to focus on any particular individual factor that impacts health but instead to analyze the effects of recessions on population health and health of males and females separately. We use an error correction model (ECM) of Hendry [28, 29] as in Laporte [30] who uses ECM to examine the same relationship for US data. The error correction model introduces past disequilibrium as an explanatory variable in the dynamic behavior of current variables. We start our analysis by analyzing the relationship at the aggregate level, controlling for per capita income and health expenditures. Our results support the argument made by Ruhm [1] that recessions are good for your health, in that we find that a 1% point increase in the unemployment rate lowers the death rate by approximately 7.4 per 100,000 which translates to around 2500 deaths avoided in a given year in Canada.

Once we stratify the data by gender, we find unemployment rates to have short-run and long-run impacts. Specifically, a rise in the unemployment rate by 1% point has an immediate impact of 6.5 per 100,000 fall in the death rate. In addition, there is a fall in the female death rate by approximately 8.5 per 100,000 over time, with 26.9% of the long-run adjustment in the death rate occurring next year and 98% of the adjustment occurring over ten years. This translates to approximately 2500 female deaths avoided over an eleven-year period given today’s population trends. In contrast, the results for males indicate a fall of approximately 1500 deaths in the six years following a 1% point rise in unemployment a given year, as the rate of adjustment is faster with a total fall of male death rate of 9 per 100,000 in the long run. Overall, our results support the conjecture that recessions in Canada are good for one’s health irrespective of gender. Hence, our results are important, as they indicate that while recessions are good for one’s health, it is during periods of expansions that death rates rise. Consequently, while the public may believe that public policy interventions are needed during times of recessions to target health, our findings indicate that for Canada, periods of expansions are detrimental to health and should not be ignored. (Raj [26] states that “the federal government needs to focus more attention on health care” during times of recession.)

The paper is organized as follows. The data used are discussed in Section 2. In Section 3, we present our modeling strategy and discuss our results. First, we give the descriptive statistics, followed by the ECM results using aggregate unemployment and death rate, followed by gender specific ECM results. Section 4 concludes the paper.
2. Data Description

We use annual Canadian data from 1950 to 2006. Our primary data sources are Statistics Canada's CANSIM II database and the Historical Statistics Canada, Second Edition; all data sources are provided in the appendix. First, we use the death rate per 1,000 individuals, considering both aggregate death rates as well as death rates for females and males separately. This measure of mortality rate is for all types of deaths, including accidental deaths, suicides, and heart attacks for all age groups. (Data availability by types of mortality rates is only from 1974 to present, while data by age group is only available from 1991 to present. Due to this limitation, we consider aggregate mortality rates in our analysis.) Next, following the practice in the literature as in Ruhm [1], Gerdtham and Johannesson [12], Gerthadm and Ruhm [10], Svensson [13], and Laporte [30], among others, we use the aggregate unemployment rate (15 years and older) as an indicator of the overall state of macroeconomic activity. Unemployment is commonly used to the fact that it is falling in expansions and rising in recessions. For example, in Canada, unemployment peaked to 12% and 11% during the 1982 and 1990-91 recessions, falling to 7.5% and 6.5% on average in the subsequent nonrecessionary periods, respectively.

As in Laporte [30], we use per capita gross domestic product (GDP) in 1992 constant dollars in our models to control for income. (We spliced a GNP series with a GDP series, as GDP in Canada is available from 1975. Norrie et al. [31] find that GNP since 1947 is typically 97% of the value of GDP. To obtain real per capita values, we use the consumer price index and total population data.) In addition, following real total health expenditure per capita, consisting of the total nominal expenditures on health services (hospitals, doctors, prescriptions, etc.) by the public and the private sector, is added to the model to control for the impact of rises in medical services, as these can be argued to improve an individual's health and thus decrease mortality. As with real GDP, nominal health expenditures are converted to constant dollar (1992) using the Consumer Price Index (all items).

3. Methodology and Empirical Results

3.1. Descriptive Analysis. In this section, we discuss the time series properties of all variables considered in this paper. Figure 1 plots the aggregate mortality rate, unemployment rate, real GDP per capita, and total health expenditure per capita and shows that all but unemployment are upward trending, while the unemployment rate does not exhibit an obvious trend. Nevertheless, all series are tested for nonstationarity using the Phillip-Perron (PP, 1998) and Dickey-Fuller (ADF, 1979) tests; the results of the PP test for these variables in levels are reported in Table 1, panel (a). According to the PP test, all series are nonstationary at the 5% significance level; however, for the aggregate death rate, the ADF test yields the ADF statistic of \(-3.3745\) with a critical value of \(-3.1745\) suggesting that the series may be stationary. (Table 1 reports Phillip-Perron statistics for unit root test with a trend for all series except for unemployment. Testing for unit root with trend in the case of the unemployment series yields a PP statistic of \(-1.9334\), which does not change the conclusions. The ADF test confirms all other findings; complete results of the ADF test are available upon request.) Table 1, panel (b), reports results of the PP test when testing for non-stationarity in first differences and indicates that all series are stationary in first differences. (In Table 2, we report the PP results for the death rate assuming that the series is nonstationary in levels. The tests were conducted under the assumption of “no trend,” and the critical values reflect this assumption.) Hence, we conclude that unemployment rate, real GDP per capita, and real health expenditure per capita are all stationary in first differences; however, the results with respect to the aggregate death rate are uncertain.

Figure 2 plots the death rate by sex. Irrespective of the time period, the female death rate is lower than male death rate. The first panel shows a continuous fall in the female death rate from the 1950s (=3.5 per 1000 on average) with a minimal leveling off in the early 1970s at 2.6 per 1000. The male death rate exhibits a different pattern from female death rate, fluctuating around 5 per 1000 from the mid-1950s until the mid-1970s at which point it begins to fall continuously reaching approximately 2.8 per 1000 in the 2000s. The PP stationarity test results reported in Table 1 suggest that female death rate and male death rate are nonstationary in levels, with both series being stationary in first difference. (In the case of female death rate, that the ADF statistic is 6.0018, much higher than the critical value, which implies that there is some uncertainty whether the series is nonstationary.)

3.2. Error Correction Model: Aggregate Death Rate. Despite the inconclusive unit root test conducted in Section 3.1 with respect to the death rate, we use an error correction model (ECM) of Hendry [28, 29] that introduces past disequilibrium...
Figure 1: Data series.

Figure 2: Death rate by sex.
as an explanatory variable in the dynamic behavior of current variables in all our models. (The ECM does not require that all variables be integrated of order 1; it can be used whether the variables are I(1) or I(0).) Hence, the long-run and short-run impacts of unemployment, real GDP per capita, and real health expenditure on the death rate are being examined. The initial model follows Laporte [30] and is given by

\[
\Delta DR_t = \alpha_0 + \theta_1 \Delta UR_t + \theta_2 \Delta rGDPpc_t + \theta_3 \Delta rHEpc_t + \varphi_1 (\Delta DR_{t-1} - \varphi_2 \Delta UR_{t-1} - \varphi_3 \Delta rGDPpc_{t-1} - \varphi_4 \Delta rHEpc_{t-1}) + \mu_t, 
\]

where DR is the death rate, UR is the unemployment rate, rGDPpc is real GDP per capita, and rHEpc is real health expenditure per capita. In this basic specification, the coefficients on \( \Delta UR_t, \Delta rGDPpc_t, \) and \( \Delta rHEpc_t \) indicate the short-run impacts of each respective variable on the death rate. The long-run relationship among the four variables is captured by the term in parentheses, which is the disequilibrium in the last period. The ECM model can be rewritten as

\[
\Delta DR_t = \alpha_0 + \theta_1 \Delta UR_t + \theta_2 \Delta rGDPpc_t + \theta_3 \Delta rHEpc_t + \beta_1 \Delta UR_{t-1} + \beta_2 \Delta rGDPpc_{t-1} + \beta_3 \Delta rHEpc_{t-1} + \mu_t,
\]

where \( -\beta_2/\beta_1 = \varphi_2 \) shows the long-run impact of unemployment rate on the death rate. Similarly, \( -\beta_3/\beta_1 = \varphi_3 \) and \( -\beta_4/\beta_1 = \varphi_4 \) show the long-run impact of rGDPpc and rHEpc on the death rate, respectively. Lastly, \( |\beta_1| = |\varphi_2| \) is interpreted as the long-run speed of adjustment.

The error correction model in (2) is estimated using standard OLS techniques. Table 2 reports the short-run results, given by the coefficients \( \theta_1, \theta_2, \) and \( \theta_3 \) and long-run results given by \( \varphi_2, \varphi_3, \) and \( \varphi_4. \) (We use the Delta Method to approximate the standard errors of \( \varphi_2, \varphi_3, \) and \( \varphi_4 \) in all our results.) We find only the coefficient on unemployment rate to be statistically significant in the short-run. Moreover, unemployment is negatively related to the death rate, where a 1% point immediate rise in the unemployment rate leads to a fall in the death rate of 8.5 per 100,000. The long-run results show that there is no statistically significant long-run relationship between the unemployment rate and total death rate. All other variables are statistically insignificant as well. The aggregate death rate plotted in Figure 1 suggests the possibility of a structural break in the series around 1985; however, a Chow breakpoint test in 1985 yields inconsistent results. (We also consider dates around 1985; however, these yield a lower F-statistic and log-likelihood ratio. All Chow break point test results are available upon request.) Nevertheless, we reestimate (2) with a break dummy in 1985; however, the results—reported in Table 2, columns 1 to 3—remain largely unchanged. In both cases, the autocorrelation function (ACF) indicates significant autocorrelations at lags 1 and 7 in the ECM in (2), which suggests that we need to amend the ECM to better fit the data.

We modify the model in (2) by altering the short-run representation with additional lag lengths of the \( \Delta \) variables. A number of models are estimated with lag lengths of \( t-1, \)
$t - 2, t - 3,$ and $t - 4$, and the best model based on the AIC, DW, SSR, and the Breusch-Godfrey serial correlation LM test is presented here. The modified ECM is given by

$$
\Delta DR_t = \alpha_0 + \theta_1 \Delta UR_t + \theta_2 \Delta rGDP_{pc} + \theta_3 \Delta rHEp_{pc} \\
+ \beta_1 FDR_{t-1} + \beta_2 UR_{t-1} + \beta_3 rGDP_{pc_{t-1}} + \mu_t, \tag{3}
$$

A Chow break point test in 1985 again gives inconsistent results, and hence we reestimate the model in (3) with a break dummy in 1985. Overall, the model without a dummy variable performs better based on the diagnostic tests. The estimated short-run and long-run results of the regression given in (3) are reported in Table 3. We find unemployment in the short run to be statistically significant only at time $t$ with the death rate being significant at lag 1. We find that a 1% point increase in unemployment rate lowers the death rate by approximately 7.4 per 100,000, which is equivalent to 2500 deaths avoided in Canada. In addition, a rise in the death rate last period has a small negative impact on the death rate today. None of the long run estimates are statistically significant, and hence there does not exist a long-run relationship between aggregate death rate and unemployment, real GDP per capita, and health expenditure per capita. Nevertheless, at the aggregate level, the results of our ECM analysis support the argument made by Ruhn [1] that recessions are good for your health; we do not find recessions to be detrimental to health as in Brenner [19], Gerdtham and Johannesson [12], and Svensson [13].

We consider alternative specifications of the model as in Section 3.2, and however the specification given in (4) is the best specification of the ECM model for females. (Results for the second best specification are available upon request.) Consequently, we find that during recessions—as indicated by the rise in unemployment rates—female mortality rates fall, and hence recessions are better for female health.

### 3.3. Findings for Females

We start by estimating the basic representation of ECM in (1) now given by

$$
\Delta FDR_t = \alpha_0 + \theta_1 \Delta UR_t + \theta_2 \Delta rGDP_{pc} + \theta_3 \Delta rHEp_{pc} \\
+ \beta_1 FDR_{t-1} + \beta_2 UR_{t-1} + \beta_3 rGDP_{pc_{t-1}} + \mu_t, \tag{4}
$$

where $FDR_t$ is the female death rate. These results are reported in Table 4. In addition, given the possible structural change observed in Figure 2, we test for a break in the early 1970s and find the lowest $F$-statistic and log-likelihood ratio in 1971. The results of the ECM with a pulse dummy in 1971 are reported in Table 4 and show slight improvements. (In addition, the Cusum of squares test results show the model with a dummy to be stable, while the one without a dummy indicates some instability. Results are available upon request.) In the short run, unemployment and real GDP per capita are both statistically significant and negatively related to the female death rate. Specifically, a rise in unemployment by 1% point in a given year causes a fall in the death rate of 6.5 per 100,000 in that same year. Moreover, the long-run results also indicate a negative significant relationship between the female death rate and unemployment. Specifically, a rise in the unemployment rate by 1% point causes a fall in the female death rate by 0.0851 per 1000 in the long run, in other words, approximately 8.5 per 100,000 deaths over time. The coefficient on $DR_{t-1}$ (equal to $-0.2692$) indicates the speed of adjustment. Hence, 26.9% of the long-run adjustment in the female death rate occurs in the subsequent year, which is a fall of 2.29 per 100,000. This is followed by a fall of 1.67 per 100,000 in the following year and so on. This implies that approximately 99% of the fall in the death rate occurs within 10 years following the change in unemployment. This, given the size of the female population, translates to a fall of approximately 1400 female deaths over that time frame in addition to the 1100 females deaths avoided within the first year.

We also find real GDP per capita to be negatively related to the death rate in the long run; all these results are statistically significant at conventional levels. In contrast, we do not find real health expenditure per person to be statistically significant.

### 3.4. Findings for Males

We start by estimating the basic ECM in (4) using the male death rate, and report our results in Table 5. However, a Chow breakpoint test in 1974 indicates that we fail to reject the hypothesis of no structural break, and hence we reestimate the ECM in (4) with a dummy variable and report those findings in Table 5 as well. Using the latter model, we find the coefficient estimate for unemployment in the short run to be statistically significant, and furthermore, unemployment rate, real GDP per capita, and real health expenditure per capital are all significant in the long run. However, according to the DW statistic, there remains some serial correlations in the errors, and hence we estimate a modified ECM for males.

The best specification for male death rate (MDR) is given by

$$
\Delta MDR_t = \alpha_0 + \theta_1 \Delta MDR_{t-1} + \theta_2 \Delta UR_{t-1} \\
+ \beta_1 DR_{t-1} + \beta_2 FDR_{t-1} + \beta_3 rGDP_{pc_{t-1}} + \beta_4 rHEp_{pc_{t-1}} \\
+ \beta_5 MDR_{t-2} + \beta_6 UR_{t-2} + \beta_7 DR_{t-2} + \beta_8 FDR_{t-2} + \beta_9 rGDP_{pc_{t-2}} + \beta_{10} rHEp_{pc_{t-2}} \\
+ \beta_{11} MDR_{t-3} + \beta_{12} UR_{t-3} + \beta_{13} DR_{t-3} + \beta_{14} FDR_{t-3} + \beta_{15} rGDP_{pc_{t-3}} + \beta_{16} rHEp_{pc_{t-3}} \\
+ \beta_{17} MDR_{t-4} + \beta_{18} UR_{t-4} + \beta_{19} DR_{t-4} + \beta_{20} FDR_{t-4} + \beta_{21} rGDP_{pc_{t-4}} + \beta_{22} rHEp_{pc_{t-4}} + \beta_{23} rGDP_{pc_{t-1}} + \beta_{24} rHEp_{pc_{t-1}} + \mu_t. \tag{5}
$$

The results of the model in (5) with and without a trend dummy in 1974 are given in Table 6. (There are not enough data points available to run the Chow breakpoint test.
### Table 3: Modified error correction model (3). Total death rate.

|                    | Without dummy variable | With dummy variable |
|--------------------|------------------------|---------------------|
|                    | Coefficient | Standard error | t-statistic | Coefficient | Standard error | t-statistic |
| **Short-run results** |            |                |            |            |                |            |
| Constant           | 1.574       | 0.722          | 2.181      | 2.378      | 0.831          | 2.860       |
| $\Delta UR_t$      | -0.074      | 0.033          | -2.204     | -0.072     | 0.033          | -2.215      |
| $\Delta rGDPpc_t$  | -7.51E-05   | 5.81E-05       | -1.292     | -9.50E-05  | 5.76E-05       | -1.649      |
| $\Delta HEpc_t$    | -6.70E-05   | 3.28E-04       | -0.204     | -1.98E-04  | 3.28E-04       | -0.606      |
| $\Delta UR_{t-1}$  | -0.001      | 0.034          | -0.028     | -0.012     | 0.034          | -0.356      |
| $\Delta rGDPpc_{t-1}$ | 2.11E-05  | 6.90E-05       | 0.305      | 4.99E-06   | 6.77E-05       | 0.074       |
| $\Delta HEpc_{t-1}$ | -5.74E-05  | 3.31E-04       | -0.174     | -6.19E-06  | 3.23E-04       | -0.019      |
| $\Delta UR_{t-2}$  | -6.83E-04   | 0.030          | -0.023     | -0.015     | 0.030          | -0.495      |
| $\Delta rGDPpc_{t-2}$ | 1.06E-05  | 6.17E-05       | 0.172      | -6.16E-06  | 6.07E-05       | -0.102      |
| $\Delta HEpc_{t-2}$ | 4.31E-05   | 3.17E-04       | 0.136      | 1.27E-04   | 3.12E-04       | 0.408       |
| $\Delta rGDPpc_{t-3}$ | -5.02E-06 | 3.32E-05       | -0.151     | 6.36E-06   | 3.29E-05       | 0.193       |
| $\Delta HEpc_{t-3}$ | 1.89E-05   | 0.001          | 0.074      | -1.75E-04  | 0.001          | -0.646      |
| **Dummy**          | 0.016       | 0.009          | 1.803      |            |                |            |
| AIC                | -1.391      | R-square = 0.482 |            |            | -3.055          | R-square = 0.770 |
| SSR                | 0.505       | F-statistic = 3.549 |            |            | 0.059           | F-statistic = 4.634 |
| DW                 | 2.607       | LM F-stat = 2.852 |            |            | 2.546           | LM F-stat = 2.829 |

### Table 4: Error correction model (4). Female death rate.

|                    | Without dummy variable | With dummy variable |
|--------------------|------------------------|---------------------|
|                    | Coefficient | Standard error | t-statistic | Coefficient | Standard error | t-statistic |
| **Short-run results** |            |                |            |            |                |            |
| Constant           | 0.996       | 0.322          | 3.096      | 1.226      | 0.373          | 3.288       |
| $\Delta UR_t$      | -0.058      | 0.017          | -3.521     | -0.065     | 0.017          | -3.737      |
| $\Delta rGDPpc_t$  | -5.46E-05   | 3.07E-05       | -2.107     | -7.22E-05  | 3.12E-05       | -2.318      |
| $\Delta HEpc_t$    | 6.30E-05    | 2.00E-04       | 0.338      | 1.07E-04   | 1.89E-04       | 0.566       |
| $\Delta DR_{t-1}$  | -0.236      | 0.074          | -3.212     | -0.269     | 0.078          | -3.445      |
| $\Delta UR_{t-1}$  | -0.016      | 0.008          | -1.859     | -0.023     | 0.010          | -2.221      |
| $\Delta rGDPpc_{t-1}$ | -2.34E-05 | 1.46E-05       | -1.602     | -3.31E-05  | 1.66E-05       | -1.992      |
| $\Delta HEpc_{t-1}$ | 1.08E-05   | 1.10E-04       | 0.985      | 1.53E-04   | 1.15E-04       | 1.330       |
| **Dummy**          | 0.059       | 0.049          | 1.206      |            |                |            |
| AIC                | -2.248      | R-squared = 0.372 |            |            | -2.243          | R-squared = 0.391 |
| SSR                | 0.254       | F-statistic = 3.978 |            |            | 0.247           | F-statistic = 3.696 |
| DW                 | 1.979       | LM F-stat = 1.308 |            |            | 1.961           | LM F-stat = 1.263 |

### Long-run results

|                    | Without dummy variable | With dummy variable |
|--------------------|------------------------|---------------------|
|                    | Coefficient | Standard error | t-statistic | Coefficient | Standard error | t-statistic |
| $UR_{t-1}$ (\(\gamma_1\)) | -0.038     | 0.078           | -0.487      | -0.019     | 0.054          | -0.354      |
| $rGDPpc_{t-1}$ (\(\gamma_3\)) | -2.60E-05 | 1.72E-04       | -0.151      | 2.11E-05   | 1.09E-04       | 0.193       |
| $rHEpc_{t-1}$ (\(\gamma_4\)) | 9.78E-05   | 1.35E-04       | 0.073       | -5.80E-04  | 1.01E-03       | -0.573      |
Table 5: Error correction model (2). Male death rate.

|               | Without dummy variable |                        | With dummy variable |                        |
|---------------|------------------------|------------------------|---------------------|------------------------|
|               | Coefficient           | Standard error         | t-statistic         | Coefficient           | Standard error         | t-statistic         |
| **Short-run results** |                        |                        |                     |                        |                        |                     |
| Constant      | 0.841                  | 0.290                  | 2.899               | 2.580                  | 0.587                  | 4.399               |
| ΔUR           | −0.039                 | 0.018                  | −2.193              | −0.041                 | 0.016                  | −2.586              |
| ΔGDPpc_t      | −3.03E−05              | 3.27E−05               | −0.926              | −1.90E−05              | 2.99E−05               | −0.637              |
| ΔHEpc_t       | 1.51E−04               | 1.92E−04               | 0.785               | 1.00E−04               | 1.75E−04               | 0.635               |
| DR_t−1 (β_1)  | −0.067                 | 0.040                  | −1.674              | −0.362                 | 0.096                  | −3.770              |
| UR_t−1 (β_2)  | −0.018                 | 0.007                  | −2.618              | −0.042                 | 0.010                  | −4.396              |
| rGDPpc_t−1 (β_3) | −4.33E−05              | 1.48E−05               | −2.918              | −5.79E−05              | 1.42E−05               | −4.088              |
| rHEpc_t−1 (β_4) | 2.85E−04               | 1.15E−04               | 2.485               | 4.00E−04               | 1.09E−04               | 3.684               |
| Dummy         |                        | 0.042                  | −0.022              | 0.007                  | −3.840                 |                     |

**Long-run results**

|               |                        |                        |                     |                        |                        |                     |
|---------------|------------------------|------------------------|---------------------|------------------------|------------------------|---------------------|
| UR_t−1 (φ_1)  | −0.275                 | 0.173                  | −1.593              | −0.115                 | 0.021                  | −5.577              |
| rGDPpc_t−1 (φ_2) | −6.00E−04              | 3.89E−04               | −1.544              | −1.60                  | 4.78E−05               | −3.346              |
| rHEpc_t−1 (φ_3) | 0.004                  | 0.003                  | 1.313               | 0.001                  | 3.26E−04               | 3.069               |

Nevertheless, we use the Cusum of squares stability test on (5) with and without a dummy to determine the better fitting model and find no instability in the modified ECM with a dummy for males.

The results indicate that a change in unemployment rate in a given year does not affect the death rate in that year. This is in contrast to the findings for females. However, unemployment rate is positively and statistically significant at lags 2 and 3, with the coefficient on unemployment being higher at lag 2 than at lag 3. Similar findings hold for real GDP per capita. Thus, as compared to female death rate, the impact of unemployment and real GDP per capita takes time to come into effect in the case of males.

With respect to the male death rate, a 1% increase in unemployment leads to an approximate fall of 9 per 100,000 in the male death rate over time. Specifically, approximately 50% (=4.5 per 100,000) of this fall occurs the next year, with a fall of 2.25 per 100,000 the subsequent year. With the male’s speed of adjustment to long-run equilibrium being almost twice as fast for males versus females, it takes approximately six years for 99% of the adjustment in the male death rate to occur. Hence, given the size of the male population, this translates to a fall of approximately 1500 deaths over six years.

We also find both real GDP per capita and real health expenditure per capita to be significant. Specifically, we find that a rise in GDP per person has a positive effect on death rates, unlike the negative effect on females, although quantitatively the impact is quite small. Increases in health expenditure per person have a negative effect on male death rates, while for females, this was insignificant. Overall, when it comes to unemployment, as a measure of economic activity, the results of our analysis indicate that recessions are good for the health (as measured by the death rate) of both females and males in Canada.

4. Conclusion

Current research indicates that in a number of developed countries, recessions are associated with lower mortality rates, suggesting that recessions are good for one’s health. This finding follows from prominent works conducted by Ruhm [1–3], Gerdtham and Ruhm [10], Tapia Granados [6], and Arizumi and Schirle [14] among others and is confirmed in this paper using an error correction model with Canadian data from 1950 to 2006. The use of a time series error correction model allows us to determine the short-run and long-run impacts of unemployment on death rate. Our results indicate that a 1% point increase in unemployment rate lowers the aggregate death rate by approximately 7.4 per 100,000, an equivalent of 2500 deaths avoided in Canada. For females, a rise in the unemployment rate by 1% point has an immediate impact of a 6.5 per 100,000 fall in the death rate and a fall in the female death rate by approximately 8.5 per 100,000 over time, with 26.9% of the long-run adjustment in unemployment occurring next year. This translates to approximately 2500 female deaths avoided over eleven years. The results for males indicate a fall of 1500 deaths in the six years following a rise in unemployment by 1% point in a given year. Consequently, we find that recessions are good for one’s health in Canada.

Unlike the common belief that recessions are bad for one’s health, we find that it is during periods of tight labor markets that mortality rates increase for both men and women. While this is counter to common beliefs, it is consistent with the majority of the findings in the literature. Hence, while the media in Canada may urge “the federal government (needs) to focus more attention on health care” during times of recession [26], our results suggest that policy makers cannot ignore expansionary periods when addressing the population’s health.
In this paper, we focused on determining whether a short-run and a long-run relationships between mortality rates and recessions exist, and however we did not go further to address why recessions lead to lower mortality rates in Canada, especially when considering the different impacts across gender, and why do they have lasting long-run effects. (Unlike our paper, Gerdtham and Johannesson [12] find that recessions adversely affect the health of men but have no effect on the health of women. They argue that this may be due to men being more sensitive to the changes in the labor market, especially when they are the breadwinner.) Miller et al. [32] consider the mechanisms that are most likely to yield a procyclical relationship between economic activity and health in US data. The authors specifically consider that the role of individual health changes due to changes in one’s work versus the role of external business cycle sources. They find external sources to be more significant in the beginning to understand the reasons behind the positive effects on health from declines in economic activity. Browning and Heinesen [33] find that workers who became unemployed specifically a result of plant closures had higher mortality rates. A better understanding of the reasons for the positive long-run relationship in Canada is left for future research.

**Appendix**

**Data Sources**

*Death Rate.* We obtain death rate per 1000 for males and females separately, as well as in total. For 1950–1975, the source is Historical Statistics Canada series B18 (total), B16 (males), and B17 (female).
**Unemployment Rate.** For 1950–1975, the source is Historical Statistics Canada series D233 (total), and for 1976–2006, the source is CANSIM II, table 282-0086.

**Gross National Product (nominal).** For 1950–1975, the source is Historical Statistics Canada series F13. For 1976–2006, the source is Statistics Canada, table 379-0024.

**Consumer Price Index.** We obtain CPI in 1992 dollars with a 2001 basket. For 1950–2006, the source is CANSIM II, table 326-0002.

**Population.** For 1950–1975, the source is Historical Statistics Canada series A1. For 1976–2006, the source is CANSIM II, table 051-0001.

**Health Expenditure.** For 1950–1975, the source is Historical Statistics Canada (vital statistics) series B513. For 1976–2006, the source is Canadian Institute of Health Information, table A.3.3.1.
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