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Abstract

We present the first treatment of the arc length of the Gaussian Process (GP) with more than a single output dimension. GPs are commonly used for tasks such as trajectory modelling, where path length is a crucial quantity of interest. Previously, only paths in one dimension have been considered, with no theoretical consideration of higher dimensional problems. We fill the gap in the existing literature by deriving the moments of the arc length for a stationary GP with multiple output dimensions. A new method is used to derive the mean of a one-dimensional GP over a finite interval, by considering the distribution of the arc length integrand. This technique is used to derive an approximate distribution over the arc length of a vector valued GP in \( \mathbb{R}^n \) by moment matching the distribution. Numerical simulations confirm our theoretical derivations.

1 INTRODUCTION

Gaussian Processes (GPs) \([22]\) are a ubiquitous tool in machine learning. They provide a flexible non-parametric approach to non-linear data modelling. GPs have been used in a number of machine learning problems, including latent variable modelling \([10]\), dynamical time-series modelling \([20]\) and Bayesian optimisation \([18]\).

At present, a gap exists in the literature; we fill that gap by providing the first analysis of the moments of the arc length of a vector-valued GP. Previous work tackles only the univariate case, making it inapplicable to important applications in, for example, medical vision (or brain imaging) \([6]\) and path planning \([15]\).

The authors believe that an understanding of the arc length properties of a GP will open up promising avenues of research. Arc length statistics have been used to analyze multivariate time series modelling \([21]\). In \([19]\), the authors minimize the arc length of a deterministic curve which then implicitly defines a GP. In another related paper \([7]\), the authors use GPs as approximations to geodesics and compute arc lengths using a naive Monte Carlo method.

We envision the arc length as a cost function in Bayesian optimisation, as a tool in path planning problems \([11]\) and a way to construct meaningful features from functional data.

Consider a Euclidean space \(X = \mathbb{R}^n\) and a differentiable injective function \(\gamma : [0, T] \to \mathbb{R}^n\). Then the image of the curve, \(\gamma\), is a curve with length:

\[
\text{length}(\gamma) = \int_0^T |\gamma'(t)| \, dt. \tag{1}
\]

Importantly, the length of the curve is independent of the choice of parametrization of the curve \([3]\). For the specific case where \(X = \mathbb{R}^2\), with the parametrization in terms of \(t\), \(\gamma = (y(t), x(t))\), we have:

\[
\text{length}(\gamma) = \int_0^T |\gamma'(t)| \, dt = \int_0^T \sqrt{y'(t)^2 + x'(t)^2} \, dt. \tag{2}
\]

If we can write \(y = f(x), x = t\), then our expression reduces to the commonly known expression for the arc length of a function:

\[
\text{length}(\gamma) = s = \int_0^T |\gamma'(t)| \, dt = \int_0^T \sqrt{1 + (f'(t))^2} \, dt, \tag{3}
\]

where we have introduced \(s\) as a shorthand for the length of our curve. In some cases the exact form of \(s\) can be computed, for more complicated curves, such as Bezier and splines curves, we must appeal to numerical methods to compute the length.

Our interest lies in considering the length of a function modelled with a GP. Intuition suggests that the length of a GP will concentrate around the mean function with the statistical properties dictated by the choice of kernel and the corresponding hyperparameters.
Previous work [2] considered the derivative process \( f'(t) \), which is itself a GP. A direct calculation was performed and an exact form for the mean was obtained in terms of modified Bessel functions; a form for the variance is also presented. This result is also derived in [11, 13]. Analysis has been presented on the arc length of a high-level excursion from the mean [16]. However, other important questions have not been explored within the literature. In particular, the shape of the distribution has not been communicated, computing the arc length of a posterior GP has not been addressed, nor has anyone considered the arc length of GPs in anything other than \( \mathbb{R} \). These issues are addressed within this paper; we present a new derivation of the mean of a one dimensional GP and derive the moments of a GP in \( \mathbb{R}^n \).

The paper is structured as follows. In Section 2 we review the theory of GPs and introduce the notation necessary to deal with GPs defined on \( \mathbb{R}^n \). In Section 3 we examine the one dimensional case, deriving a distribution over the arc length increment before computing the mean and variance of the arc length. In Section 4 we consider the general case. A closed form distribution is not possible for the increment, therefore we provide a moment-matched approximation that proves high-fidelity to the true distribution. This distribution allows us to compute the corresponding moments for the arc length. Section 5 presents numerical simulations demonstrating the theoretical results. Finally we conclude with thoughts on the use of arc length priors.

## 2 Gaussian Processes

### 2.1 Single Output Gaussian Processes

Consider a stochastic process from a domain \( f : \mathcal{X} \rightarrow \mathbb{R} \). Then if \( f \) is a GP, with mean function \( \mu \) and kernel \( k \), we write

\[
f \sim \text{GP}(\mu, k).
\]

We can think of a GP as an extension of the multivariate Gaussian distribution for function values and as the multivariate case, a GP is completely specified by its mean and covariance function. For a detailed introduction see [22]. Given a set of observations \( S = \{(x_i, y_i)\}_{i=1}^N \) with Gaussian noise \( \sigma^2 \) the posterior distribution for an unseen datum, \( x_* \), is

\[
p(f(x_*))|S, x_*, \phi) = \mathcal{N}(f(x_*), m(x_*), k(x_*, x_*)). \tag{5}
\]

Letting \( X = [x_1, \ldots, x_n] \), and defining \( k_* = K(X, x_*) \), the posterior mean and covariance are:

\[
m(x_*) = k_*^T(k(X, X) + \sigma^2 I)^{-1} y \tag{6}
\]

\[
C_{*}(x_*, x_*) = k(x_*, x_*) - k_*^T(k(X, X) + \sigma^2 I)^{-1} k_* \tag{7}
\]

The development of the multi-output GPs proceeds in a manner similar to the single output case; for a detailed review see [1]. The outputs are random variables associated with different processes evaluated at potentially different values of \( x \). We consider a vector valued GP:

\[
f \sim \text{GP}(\mathbf{m}, \mathbf{K}), \tag{11}
\]

where \( \mathbf{m} \in \mathbb{R}^D \) is the mean vector where \( \{m_d(x)\}_{d=1}^D \) are mean functions associated with each output and \( \mathbf{K} \) is now a positive definite matrix valued function. \( \mathbf{K}(x, x')d, d' \) is the covariance between \( f_d(x) \) and \( f_{d'}(x') \). Given input \( X \), our prior over \( f(X) \) is now

\[
f(X) \sim \mathcal{N}(\mathbf{m}(X), \mathbf{K}(X, X)). \tag{12}
\]

\( \mathbf{m}(X) \) is a \( ND \)-length vector that concatenates the mean vectors for each output and \( \mathbf{K}(X, X) \) is a \( ND \times ND \) block partitioned matrix. In the vector valued case the predictive equations for an unseen datum, \( x_* \) become:

\[
\mathbf{m}(x_*) = \mathbf{K}^T_{x_*}(\mathbf{K}(X, X) + \Sigma)^{-1} y \tag{13}
\]

\[
\mathbf{C}_{*}(x_*, x_*) = \mathbf{K}(x_*, x_*) - \mathbf{K}^T_{x_*}(\mathbf{K}(X, X) + \Sigma)^{-1} \mathbf{K}_{x_*}, \tag{14}
\]

where \( \Sigma \) is block diagonal matrix with the prior noise of each output along the diagonal. The problem now focuses on specifying the form of the covariance matrix \( \mathbf{K} \). We are interested in separable kernels of the form:

\[
\mathbf{K}(x, x')d, d' = k(x, x')k_T(d, d'), \tag{15}
\]

### 2.2 Vector Valued Gaussian Processes

Distribution of Gaussian Process Arc Lengths
where $k$ and $k_f$ are themselves valid kernels. The kernel can then be specified in the form:

$$K(x, x') = k(x, x')B$$

(16)

where $B$ is a $D \times D$ matrix. For a data set $X$:

$$K(X, X) = B \otimes k(X, X),$$

(17)

with $\otimes$ representing the Kronecker product. $B$ specifies the degree of correlation between the outputs. Various choices of $B$ result in what is known as the Intrinsic Model of Coregionalisation (IMC) or Linear Model of Coregionalisation (LMC).

### 3.1 Integrand Distribution

We present a new method for deriving the mean and variance of the arc length of a one-dimensional GP by first considering the transformation of a normal distribution variable under the non-linear transformation $g(x) = (1 + x)^{1/2}$. Specifically, we can consider the distribution of a normally distributed random variable under the transformation $g$:

$$Y = g(X) = \sqrt{1 + X^2}, \quad X \sim \mathcal{N}(\mu, \sigma^2).$$

(19)

We consider the more general case where $\mu \neq 0$. Intuitively, we expect our distribution for $Y$ to be a skewed Chi distribution. We are able to directly compute the probability density function for $Y$ by considering the cumulative distribution and using the standard rules for the transformation of probability functions:

$$P(Y < y) = F_X(\sqrt{y^2 - 1} + \mu) - (1 - F_X(\sqrt{y^2 - 1} - \mu)),$$

(20)

where $F_X$ is the cumulative probability distribution of $X$; details in the Supplementary Material. The probability density function (pdf) of $Y$ is obtained by taking the derivative of $P(Y < y)$ with respect to $y$; further details in the Supplementary Material:

$$p_Y(y) = \frac{1}{\sqrt{2\pi}\sigma} \left[ \exp \left( -\frac{(\sqrt{y^2 - 1} - \mu)^2}{2\sigma^2} \right) + \exp \left( -\frac{(\sqrt{y^2 - 1} - \mu)^2}{2\sigma^2} \right) \right] \frac{y}{\sqrt{y^2 - 1}}.$$

(21)

This probability distribution is valid for $y > 1$ and a straightforward calculation shows that $\int_{y \in \mathbb{R}} p_Y(y)dy = 1$. Computation of the expectation of the integrand distribution can now be done in closed; the process is outlined in the Supplementary Material. The final expression is:

$$\mathbb{E}[y] = \frac{1}{\sqrt{2\pi}\sigma} \left( \frac{\mu^2}{2\sigma^2} \right) \sum_{l=0}^{\infty} \frac{\Gamma(l + \frac{1}{2})}{(2l)!} \left( \frac{\mu^2}{\sigma^2} \right)^l U \left( l + \frac{1}{2}, l + 2, \frac{1}{2\sigma^2} \right).$$

(22)

Here $\Gamma(n)$ is the gamma function and $U(a, b, z)$ is the confluent hypergeometric function of the second kind, defined by the integral expression:

$$U(a, b, z) = \int_0^\infty \exp(-zt)t^{a-1}(1+t)^{b-a-1}dt.$$
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Figure 1: Histogram of samples from $\sqrt{1+X^2}$, where $X \sim \mathcal{N}(\mu, \Sigma)$, overlaid with the corresponding distribution. We display the effects of varying $\mu$ and $\sigma$.

### 3.2 Arc Length Statistics

Having derived expressions for the arc length integrand distribution we are able to evaluate the moments of the arc length. Specifically, we consider a zero mean GP with kernel $K$:

$$f \sim \mathcal{N}(0, K)$$

The derivative process is a GP [22] defined by:

$$f' \sim \mathcal{N}(0, \partial^2 K)$$

Taking the expectation of the arc length, noting that the integrand is non-negative, therefore by Fubini’s Theorem [5] we can interchange the expectation and integral:

$$\mathbb{E}[s] = \mathbb{E} \left[ \int_0^T \sqrt{1+(f')^2} dt \right]$$

$$= \int_0^T \mathbb{E} \left[ \sqrt{1+(f')^2} \right] dt.$$  

The variance of $f'$ is given by $\sigma_{f'}^2 = R_{f'}(0)$. At each point along the integral the expectation of the integrand is the same, therefore we arrive at:

$$\mathbb{E}[s] = \int_0^T \left[ \frac{1}{\sqrt{2\pi} \sigma_{f'}} \Gamma \left( \frac{1}{2} \right) U \left( \frac{1}{2}, 2, \frac{1}{2\sigma_{f'}^2} \right) \right] dt$$

$$= T \frac{1}{\sqrt{2\pi}} \Gamma \left( \frac{1}{2} \right) U \left( \frac{1}{2}, 2, \frac{1}{2\sigma_{f'}^2} \right),$$

where we have used the expectation of the integrand for the zero-mean case. Using identities related to the Confluent Hypergeometric we can rewrite the mean as:

$$\mathbb{E}[s] = \frac{T \exp(1/4\sigma_{f'}^2)}{2\sqrt{2\pi}\sigma_{f'}} \left[ \text{BF}_0 \left( \frac{1}{4\sigma_{f'}^2} \right) + \text{BF}_1 \left( \frac{1}{4\sigma_{f'}^2} \right) \right],$$

where $\text{BF}_i$ is the modified Bessel function of the second kind of order $i$. For a posterior distribution of the arc length, given data observations, we would use Eqn 69 along with the the posterior derivative mean, $\mu_{f'} = \frac{\partial \mu}{\partial x}$ and variance function of the posterior GP, $\sigma_{f'}^2$, to compute the expected length:

$$\mathbb{E}[s] = \sum_{l=0}^{\infty} \frac{\Gamma(l + \frac{1}{2})}{(2l)!} \int_0^T \frac{1}{\sqrt{2\pi} \sigma_{f'}} \exp \left( -\frac{\mu_{f'}^2}{2\sigma_{f'}^2} \right) \left( \frac{\mu_{f'}}{\sigma_{f'}} \right)^{2l} U \left( l + \frac{1}{2}, l + 2, \frac{1}{2\sigma_{f'}^2} \right) dt,$$

where $\mu_{f'}$ and $\sigma_{f'}$ depend on $t$. We have derived a closed form expression for the mean of the arc length of a one dimensional zero mean GP, reproducing the original result from [2] whilst providing a way to compute the arc length mean of a GP posterior distribution. The variance involves the computation of the second moment, a calculation involving the bi-variate form of the integrand distribution; we do not derive that in this paper. An alternate derivation is reported in [2].
3.2.1 Kernel Derivatives

The value of the mean arc length is determined solely by the derivative variance, $\sigma_f^2$. For stationary kernels, $k(x, x') = k(x - x')$, this equates to:

$$\sigma_f^2 = \left. \frac{\partial^2}{\partial x \partial x'} k(x - x') \right|_{x=x'}.$$  

(32)

Table 1 summarises a table of common kernels [22] and the variance of the effective length scale in terms of their hyperparameters. The effect of the choice of hyperparameters on the expected length is shown in Figure 2.

Table 1: Derivative process variance, $\sigma_f^2$, in terms of kernel hyperparameters for a range of common kernels. In each case $\lambda^2$ is the output (signal) variance hyperparameter and $\sigma$ is the input dimension length scale hyperparameter.

| Kernel          | $\lambda^2/\sigma^2$ | $3\lambda^2/\sigma^2$ | $5\lambda^2/3\sigma^2$ | $\lambda^2/\sigma^2$ |
|-----------------|-----------------------|------------------------|-------------------------|----------------------|
| Square          | $\nu = \frac{3}{2}$  | $\nu = \frac{3}{2}$  | $\nu = \frac{3}{2}$  | $\nu = \frac{3}{2}$  |
| Matérn         | $\mathbf{3}$         | $\mathbf{3}$         | $\mathbf{3}$         | $\mathbf{3}$         |
| Rational        | $\mathbf{3}$         | $\mathbf{3}$         | $\mathbf{3}$         | $\mathbf{3}$         |
| Quadratic       | $\mathbf{5}$         | $\mathbf{5}$         | $\mathbf{5}$         | $\mathbf{5}$         |

Table 1: Derivative process variance, $\sigma_f^2$, in terms of kernel hyperparameters for a range of common kernels. In each case $\lambda^2$ is the output (signal) variance hyperparameter and $\sigma$ is the input dimension length scale hyperparameter.

As we did in the one-dimensional case we first consider the distribution of the arc length integrand $|f'|$ and then use this to derive the moments of the arc length itself.

4.1 Integrand Distribution

We are interested in the distribution over the arc length. Ultimately we are interested in $\mathbb{R}^3$, however, the theory we present is valid for any $\mathbb{R}^n$. We consider the random variable $W$, defined by:

$$W = \sqrt{x^T A x} = \sqrt{\sum^n_i x_i^2} = \sqrt{\sum^n_i x_i^2}$$  

(35)

$$x \sim \mathcal{N} (\mu, \Sigma),$$  

(36)

with $x, \mu \in \mathbb{R}^n$ and $\Sigma \in \mathbb{R}^{n \times n}$ is a full-rank covariance matrix. This is the square root of the sum of squares of correlated normal variables. It is well known that the sum of squares of independent identically distributed normal variables is Chi-squared distributed and that the corresponding square root is Chi distributed [9]. At first glance it seems that we should easily be able to identify this transformed distribution, however, the full-covariance between the elements of $x$ hinder the derivation of a straightforward distribution.

Substantial work has been done on the distribution of quadratic forms, $Q(x) = x^T A x$ [12], where $x$ is an $n \times 1$ normal vector defined previously and $A$ is a symmetric $n \times n$ matrix. It is possible to write:

$$Q(x) = x^T A x = \sum^n_i \lambda_i (U_i + b_i)^2,$$  

(37)

where the $U_i$ are i.i.d. normal variables with zero mean and unit variance, the $\lambda_i$ are the eigenvalues of $\Sigma$ and $b_i$ is the $i$th component of $b = P^T \Sigma^{1/2} \mu$, with $P$ a matrix that diagonalises $\Sigma^{1/2} A \Sigma^{1/2}$.

Observing the summation of the quadratic form in Eqn [37] we see that our distribution is a weighted sum of Chi-squared variables. Unfortunately, there

4 MULTI-DIMENSIONAL ARC LENGTH

In this section we present the first treatment of the arc length of a GP in more than one output dimension. We present an approximation to the arc length integrand distribution and use this to compute the moments of the arc length. For the vector case, we now consider a vector GP and its corresponding derivative process:

$$f \sim \mathcal{GP}(0, K), \quad f' \sim \mathcal{GP}(0, \partial^2 K),$$  

(33)

where $K = B \otimes k$, with a coregionalised matrix $B$ and a stationary kernel $k$. The arc length for the vector case is given by:

$$s = \int_a^b |f'| \, dt.$$  

(34)
exists no simple closed-form solution for this distribution, however, it is possible to express this distribution via power-series of Laguerre polynomials and some approximations have been used \[12\].

We note that a Chi-squared distribution is a gamma distributed variable for the case where the shape parameter is \(v/2\) and the scale factor is 2. Therefore we will approximate \(Q(x) = x^T x\) with a single gamma random variable by moment matching the first two moments. The mean and variance of \(Q(x)\) are given by:

\[
\begin{align*}
E[Q(x)] &= \text{tr}(\Sigma) + \mu^T \mu, \\
\text{Var}(Q(x)) &= 2\text{tr}(\Sigma \Sigma) + 4\mu^T \Sigma \mu,
\end{align*}
\]

where \(\text{tr}()\) denotes that trace of a matrix. The pdf of a gamma distribution with shape \(k_G\) and scale \(\theta_G\) is given by

\[
p_G(x : k_G, \theta_G) = \frac{x^{k_G-1} \exp(-\frac{x}{\theta_G})}{\theta_G^{k_G} \Gamma(k_G)}.
\]

The first two moments are:

\[
\mu_G = k_G \theta_G, \quad \sigma_G^2 = k_G \theta_G^2.
\]

Solving for \(k_G\) and \(\theta_G\):

\[
k_G = \frac{\mu_G^2}{\sigma_G^2}, \quad \theta_G = \frac{\sigma_G^2}{\mu_G}.
\]

Equating moments, we set \(\mu_G = E[Q(x)]\) and \(\sigma_G^2 = \text{Var}(Q(x))\). Thus, \(Q\) is approximated as a gamma random variable and we write, \(Q(x) \sim \text{Gamma}(k_G, \theta_G)\).

Now we are in a position to consider the quantity \(\sqrt{Q}\). We use that fact that if a random variable \(Q \sim \text{Gamma}(k_G, \theta_G)\), then the random variable \(W = \sqrt{Q}\) is a Nakagami random variable (determined solely by the choice of kernel and the length of the interval. The calculation of the variance requires the second moment:

\[
\begin{align*}
\mathbb{E}[s^2] &= \int \int \mathbb{E}[|f'_1| | f'_2|] \, dt_1 \, dt_2.
\end{align*}
\]

The method we have used to derive the distribution of the arc length integrand is summarised in Eqn [48]

\[
\mathcal{N}(\mu, \Sigma) \quad \Rightarrow \quad \text{Gamma}(k_G, \theta_G) \quad \text{Exact}
\]

Numerical samples of \(Q(x)\) and \(\sqrt{Q(x)}\) and the pdf of the corresponding gamma and Nakagami distributions are show in Figure [3] for \(d = 3\). The approximated distributions show a reasonable approximation for a range of \(\mu\) and \(\Sigma\).

The quadratic form approximated to the gamma distribution is exact when all the eigenvalues of the covariance are identical, in that case we have only a single gamma random variable.

### 4.2 Arc Length Statistics

We are now in a position to consider the arc length directly. Taking the expectation of the arc length, recalling that expectation is a linear operator and using Fubini’s theorem:

\[
\mathbb{E}[s] = \int_0^T \mathbb{E}\left[(f'^T f')^{\frac{1}{2}}\right] \, dt.
\]

Recalling the form of our kernel as \(K(x, x') = B \otimes k(x, x')\), the infinitesimal distribution of \(f'\) is constant with respect to \(t\) with covariance given by:

\[
\Sigma_{f'} = B \otimes \frac{\partial^2}{\partial x \partial x'} k(x, x') \bigg|_{x=x'} = B \sigma_{f'}^2.
\]

Therefore the expected length of the arc length is:

\[
\mathbb{E}[s] \approx T \frac{\Gamma(m_{f'} + \frac{1}{2})}{\Gamma(m_{f'})} \left(\frac{\Omega_{f'}}{m_{f'}}\right)^{\frac{1}{2}},
\]

with:

\[
m_{f'} = \frac{\text{tr}(\Sigma_{f'})^2}{2\text{tr}(\Sigma_{f'} \Sigma_{f'})}, \quad \Omega_{f'} = \text{tr}(\Sigma_{f'}),
\]

where we have used the Nakagami approximation to the arc length integrand to evaluate the mean. As in the one-dimensional case, the expected length of the GP is determined solely by the choice of kernel and the length of the interval. The calculation of the variance requires the second moment:
Making use of the Nakagami approximation to our integrand we need the mixed moment of two correlated Nakagami variables. Let us write $|f_t'| \approx W_1$, $|f_t''| \approx W_2$, with $W_1 \sim \text{Nakagami}(m_f', \Omega_f')$ and $W_2 \sim \text{Nakagami}(m_f', \Omega_f')$. The mixed moments of two correlated Nakagami variables with the same parameters is given by [17]:

$$E[W_1^n W_2^l] = \Omega_m \left[ \frac{\Gamma(m+n/2)}{\Gamma(m)^2} \right]^2 \sum_{n=0}^{\infty} \left( \frac{(-1)^n}{m} \right) \left( \frac{-1}{2} \right)_n \frac{\Gamma(m+n/2)}{n!} \sigma_f'^2.$$

(54)

We derive the correlation function:

$$\rho(t-t') = \left[ \frac{\partial^2}{\partial t \partial t'} k(t, t') \right]^{1/2} \sigma_f'^2.$$

(57)

Eqn(56) can be solved numerically (noting that the two-dimensional integral is readily tackled using traditional methods of quadrature) and the variance is then computed by $\text{Var}[s] = E[s^2] - E[s]^2$.

### 4.3 Arc Length Posterior

The moments of the arc length of a GP posterior follow a similar derivation. The posterior mean of the arc length is:

$$E[s] \approx \frac{\int_0^T \int_0^T \frac{\Gamma(m_f' + \frac{1}{2})}{\Gamma(m_f')} \left( \frac{\Omega_f'}{m_f'} \right)^{1/2} dt_1 dt_2}{\int_0^T \int_0^T \int_0^T \rho(t_1-t_2)^{1/2} dt_1 dt_2}. $$

(58)

where $m_f'$ and $\Omega_f'$ are the Nakagami parameters which now depend on the mean and covariance functions of the GP posterior, which themselves are functions of $t$. This non-tractable expression now requires an integration (which, again, can be efficiently approximated with quadrature). The posterior second mo-
The increment is given by:

\[ E[s^2] \approx \sum_{n=0}^{\infty} \frac{(-\frac{1}{2})_n (-\frac{1}{2})_n}{n!} \int_0^T \int_0^T \left( \frac{\Omega_1}{m_1} \right)^{\frac{1}{2}} \left( \frac{\Omega_2}{m_2} \right)^{\frac{1}{2}} \rho(|t_1 - t_2|)^n dt_1 dt_2, \]

where \( m_i \) and \( \Omega_i \) again depend on the mean and covariance functions of the GP posterior and are evaluated at \( t_i \).

5 SIMULATIONS

In this section we generate samples from our GP prior and compute the arc length, focusing on the vector case. We show the effect of the kernel choice and show the fidelity of our theoretical results. To generate our curves we specify a zero mean prior and compute the arc length, focusing on the vector case. We show the effect of the kernel choice and show the fidelity of our theoretical results. To generate our curves we specify a zero mean GP kernel, \( K = B \otimes k(t,t') \), with fixed \( B \) and we use the Matérn Kernel with \( \nu = 3/2 \), which we call the M32 kernel:

\[ k(t,t') = \lambda^2 \left( 1 + \sqrt{3} \frac{|t-t'|}{\sigma} \right) \exp \left( -\sqrt{3} \frac{|t-t'|}{\sigma} \right). \]

We draw a sample \( f_i = (x_i, y_i, z_i) \) evaluated at evenly spaced \( t \). The arc length of the GP draw is then computed numerically.

Unit variance and length scale parameters are chosen and the arc length is computed over the interval \( t = [0, 1] \). Figure 4 shows the sample lengths, the theoretical mean and variance, and the Nakagami distribution of a single arc length integrand. Our theoretical results are close to the numerically generated values. The plot of the Nakagami distribution demonstrates the wide variance of an individual arc length integrand with respect to the overall variance. We see that the integration over the input domain has a sort of ‘shrinking’ effect on overall variance when compared to the individual variance. No estimation methods are required to calculate the arc length statistics. Our approximated equations are closed form (for the mean) and a quadrature problem (for the variance).

6 CONCLUSION

In this paper we derive the moments of a vector valued GP. To the best of the authors’ knowledge, this is the first treatment of the arc length in more than one dimension. The increment distribution was approximated via its moments to a Nakagami distribution which provide a closed form for the mean, Eqn 51 and an expression for the second moment, Eqn 50, of the arc length. Importantly, we are also able to derive the first, Eqn 58 and second, Eqn 59 moment of the arc length of a GP posterior, conditioned on observations of the function.

The moments were shown to depend on the choice of kernel, the hyperparameters and the length of the interval. Numerical experiments confirmed the fidelity of our approximation to the arc length integrand and the arc length moments. We also provide a visual understanding of the distribution.

We see knowledge of the arc length as a valuable tool which will allow us to encode more information into our prior over kernel choices. The explicit relation between the arc length moments and the kernel hyperparameters allows us to use prior information to better initialize and constrain our models, in particular in cases where lengths correspond to interpretable quantities, such as a path trajectory.

Potential avenues of future research include analysis of the non-stationarity of curves, curve minimisations problems, and generating curves of a given length. Furthermore, we see potential application in Bayesian optimization, as a path planning tool and for constructing interpretable features from functional data.
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Supplementary Material

Density of $Y = \sqrt{1 + X^2}$

Cumulative distribution of $Y$:

$$P(Y < y) = P(|X - \mu| < \sqrt{y^2 - 1})$$

$$= P(-\sqrt{y^2 - 1} < X - \mu < \sqrt{y^2 - 1})$$

$$= P(-\sqrt{y^2 - 1} + \mu < X < \sqrt{y^2 - 1} + \mu)$$

$$= F_X(\sqrt{y^2 - 1} + \mu) - (1 - F_X(\sqrt{y^2 - 1} - \mu)).$$

(61)

(62)

(63)

(64)

Probability density of $Y$:

$$p_Y(y) = \frac{d}{dy} P(Y < y)$$

$$= \frac{d}{dy} \left[ F_X(\sqrt{y^2 - 1} + \mu) - (1 - F_X(\sqrt{y^2 - 1} - \mu)) \right]$$

$$= \frac{1}{\sqrt{2\pi}\sigma} \left[ \exp\left( -\frac{(\sqrt{y^2 - 1} + \mu)^2}{2\sigma^2} \right) + \exp\left( -\frac{(\sqrt{y^2 - 1} - \mu)^2}{2\sigma^2} \right) \right] \frac{y}{\sqrt{y^2 - 1}}.$$

(65)

(66)

Mean of $Y$:

$$E_{p_Y}(y) = \int_1^\infty y \ p_Y(y) dy$$

$$= \frac{1}{\sqrt{2\pi}\sigma} \int_1^\infty \left[ \exp\left( -\frac{(\sqrt{y^2 - 1} + \mu)^2}{2\sigma^2} \right) + \exp\left( -\frac{(\sqrt{y^2 - 1} - \mu)^2}{2\sigma^2} \right) \right] y^2(y^2 - 1)^{-1/2} dy.$$

(67)

(68)

At first glance this looks to be an intractable integral, however, with the change of variables $y = (x^2 + 1)^{1/2}$ and by expanding the exponential cross terms we arrive at:

$$E[y] = \frac{1}{\sqrt{2\pi}\sigma} \exp\left( -\frac{\mu^2}{2\sigma^2} \right) \sum_{l=0}^{\infty} \frac{\Gamma\left( l + \frac{1}{2} \right)}{(2l)!} \left( \frac{\mu}{\sigma^2} \right)^{2l} U\left( l + \frac{1}{2}, l + 2, \frac{1}{2\sigma^2} \right).$$

(69)