Particle propagator of the spin Calogero–Sutherland model
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Abstract
Explicit-exact expressions for the particle propagator of the spin 1/2 Calogero–Sutherland model are derived for the system of a finite number of particles and for that in the thermodynamic limit. Derivation of the expression in the thermodynamic limit is also presented in detail. Combining this result with the hole propagator obtained in earlier studies, we calculate the spectral function of the single particle Green’s function in the full range of the energy and momentum space. The resultant spectral function exhibits power-law singularity characteristic to correlated particle systems in one dimension.
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1. Introduction
The Calogero–Sutherland (CS) model is one of the inverse-square interaction models in one dimension [1–5], which is a family of integrable models. The CS model with spin internal degrees of freedom [6–8] is also an integrable model. In this paper, we refer to this model as the spin CS model while the CS model for spinless particles is referred to as the scalar CS model. The scalar and the spin CS models are important in the sense that they exhibit nontrivial structures of elementary excitations through exact dynamical correlation functions in much simpler way, compared to the exactly solvable models by the Bethe ansatz. Because of mathematical properties of inverse-square interaction models and their exact eigenfunctions, they have been extensively applied to such fields as cold atoms [9], fractional quantum Hall systems [10, 11].

The exact correlation functions of the scalar CS model have been studied since its original discovery of the integrability by Sutherland [1–4, 12–15]. Exact calculation of
dynamical correlation functions has been extended to those with arbitrary integer or rational interaction parameters using mathematical properties of Jack polynomials \[16–22\]. Recently, phenomenological discussion of the spectral functions of the scalar CS model has been given in \[23\]. In \[24\], the singularity of spectral function of one-dimensional quantum liquid as well as scalar CS models was extensively reviewed.

The eigenfunctions of the spin CS model are written in two ways, the Jack polynomials with prescribed symmetry \[25, 26\] and the Yangian–Gelfand–Zetlin basis \[27, 28\]. With use of either of the two descriptions of eigenfunctions, the expressions for hole propagator \[29–31\] and the density correlation function \[5, 32\] and the spin correlation function \[32, 33\] have been derived. No explicit expression for particle propagator is, however, available so far.

In the present paper, we derive the expression for the particle propagator

\[
G^+(x, t) = \frac{\langle g, N | \psi_s(x, t) \psi_s^\dagger(0, 0) | g, N \rangle}{\langle g, N | g, N \rangle} \quad s = \uparrow, \downarrow,
\]

of the ground state for an arbitrary non-negative integer interaction parameter. Here \(| g, N \rangle\) is the ground state vector of the spin 1/2 CS model (the spin CS model for particles with the one-half spin) with \(N\) particles.

The method we use in this paper is same as that used in our previous paper \[31, 34\]. In those papers, we have demonstrated the way to calculate the exact dynamical single-particle Green’s functions of the spin 1/2 CS model. This method, which we call ‘the Uglov’s method’ naming after the literature \[32\], uses the Yangian–Gelfand–Zetlin basis and an isomorphism between the eigenspace of the spin 1/2 CS model and that of spinless systems. In our previous paper \[31, 34\], we have applied this method to obtain a finite-size representation and the thermodynamic limit of the hole propagator \[31, 34\], which is a part of the single particle Green’s function defined by

\[
G^−(x, t) = \frac{\langle g, N | \psi_s^\dagger(x, t) \psi_s(0, 0) | g, N \rangle}{\langle g, N | g, N \rangle} \quad s = \uparrow, \downarrow.
\]

We can deduce the spectral function of the single-particle Green’s function in the full momentum–energy plane, from the expression for (2) obtained in our previous paper \[31, 34\] (or the same result by another method in \[29, 30\]) and that for (1) obtained in this paper.

This paper is organized as follows. In the next section and section 3, we present the model and the main results before explaining derivation of those results, in order for physical aspects of our results to be accessible to readers. In section 4, we briefly summarize fundamental properties of the spin CS model and the method used in this paper. The expression for the particle propagator of finite-size systems is derived in section 5. In section 6, we derive the expression in the thermodynamic limit. We discuss nontrivial aspects in the derivation in section 7 and summarize our conclusion in section 8.

2. Model

We consider an \(N\)-particle system in one-dimensional space whose length is \(L\). Each particle carries the spin 1/2 as internal degrees of freedom. The wave function \(\Psi(x_1, \sigma_1, \ldots, x_N, \sigma_N)\), which is a function of the spatial coordinate \(x_i \in [0, L]\) and the spin coordinate \(\sigma_i (= \pm 1/2)\) of the \(i\)th particle \((i = 1, \ldots, N)\), satisfies the periodic boundary condition

\[
\Psi(x_1, \sigma_1, \ldots, x_i + L, \sigma_i, \ldots, x_N, \sigma_N) = \Psi(x_1, \sigma_1, \ldots, x_i, \sigma_i, \ldots, x_N, \sigma_N).
\]

(3)
The spin 1/2 CS model [6–8] is defined on such a one-dimensional system and the Hamiltonian is given by

\[ H = -\sum_{i=1}^{N} \frac{\alpha^2}{\alpha x_i^2} + \frac{2\pi^2}{L^2} \sum_{i<j} \frac{\beta (\beta + P_{ij})}{\sin^2[(x_i - x_j)\pi/L]} \].

(4)

Here \( P_{ij} \) is the operator that exchanges the spin coordinates of \( i \)th and \( j \)th particles

\[ P_{ij} \Psi(\ldots, x_i, \sigma_i, \ldots, x_j, \sigma_j, \ldots) = \Psi(\ldots, x_i, \sigma_j, \ldots, x_j, \sigma_i, \ldots). \]

(5)

The symbol \( \beta \) is an interaction parameter that specifies the Hamiltonian. For non-negative real \( \beta \), the eigenenergies and eigenstates of the Hamiltonian can be explicitly written [5, 28, 32, 35, 36]. In earlier works [29–31, 34], the hole propagator of the spin 1/2 CS model was derived when \( \beta \) is a non-negative integer. In the following, similarly we take \( \beta \) to be twice an odd (even) integer for even (odd) \( \beta \) so that the ground state has no degeneracy.

3. Main results and physical interpretation

In this section, main results of the present paper are shown in advance of detailed derivation. At first, the particle propagator of the spin 1/2 CS model in the coordinate space in the thermodynamic limit (t.d.l.)

\[ (\text{t.d.l.:}) \ N \to \infty, \quad L \to \infty, \quad N/L = d \text{(fixed)} \]

(6)

is shown with physical interpretation in terms of quasi-particles and quasi-holes. Next, a spectral function, the particle propagator in the energy–momentum space, is shown. The spectral function is drawn numerically, and we reveal its singular behavior at the edge of and the inside of the support.

3.1. Particle propagator

Since the non-degenerate ground state of the spin 1/2 CS model is spin-singlet [6, 7], the particle propagator (1) is independent of the spin \( s \) of the field operators, and thus we consider \( s = \frac{1}{2} \) without loss of generality. In the thermodynamic limit, the particle propagator is composed of three parts

\[ G^+(x, t) = G^{(\text{OR})}(x, t) + G^{(\text{OL})}(x, t) + G^{(1)}(x, t). \]

(7)

With a parameter \( \beta' = 2\beta + 1 \), the first two terms in the right-hand side of (7) are given by

\[ G^{(\text{OR})}(x, t) = \frac{\beta' d}{4} \int_{1}^{\infty} dw_R F^{(0)}(w_R) \exp[-i(E_{\text{pp}}(w_R) + \mu)t + iP_{\text{pp}}(w_R)x], \]

(8)

and

\[ G^{(\text{OL})}(x, t) = \frac{\beta' d}{4} \int_{-\infty}^{-1} dw_L F^{(0)}(w_L) \exp[-i(E_{\text{pp}}(w_L) + \mu)t + iP_{\text{pp}}(w_L)x], \]

(9)

and the last term in the right-hand side of (7) is given by

\[ G^{(1)}(x, t) = C^{(1)} \sum_{\tau_1, \tau_2, \{\sigma_j\}} \int_{1}^{\infty} dw_R \int_{-\infty}^{-1} dw_L \int_{-1}^{1} du_\tau' \int_{-1}^{1} du_{\tau'-1} \ldots \int_{-1}^{1} du_1 \times \delta_{\sum_{j=1}^{N} \sigma_j + \tau_1 + \tau_2 - 1/2} F(\{u_j\}, w_R, w_L, \{\sigma_j\}, \tau_R, \tau_L) \]
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Figure 1. (a) Dispersion relations of a quasi-particle and a quasi-hole for $\beta = 1$, where $p_F = \pi d/2$. (b) The support of the spectral function in energy–momentum space (shaded areas).

$$\times \exp \left[ -i \left\{ E_{qp}(w_R) + E_{qp}(w_L) + \sum_{j=1}^{b'} E_{qh}(u_j) + \mu \right\} t \right]$$

$$\times \exp \left[ i \left\{ P_{qp}(w_R) + P_{qp}(w_L) + \sum_{j=1}^{b'} P_{qh}(u_j) \right\} x \right], \quad (10)$$

where the coefficient $C^{(1)}$ is given by

$$C^{(1)} = \frac{d}{2^{2(\beta+2)} \beta^\beta \Gamma(\beta + 1)} \prod_{j=1}^{b'} \frac{\Gamma((\beta + 1)/\beta')}{\Gamma(j/\beta')^2}, \quad (11)$$

and the chemical potential is $\mu = (\pi \beta' d/2)^2$, which follows from the ground state energy [6, 7, 31] (see for example (22) of [31]). $\Gamma$ denotes the gamma function.

Each part of the particle propagator $G^{(0R)}$, $G^{(0L)}$, and $G^{(1)}$ is written in terms of the spins and the dimensionless momenta of quasi-particles, which are $\tau_{R(L)}(= \pm 1/2)$ and $w_{R(L)}(|w_{R(L)}| \geq 1)$, and those of quasi-holes, which are $\sigma_j(= \pm 1/2)$ and $u_j (|u_j| \leq 1)$. The excitation energies and the dimensionful momenta of quasi-particles are, respectively,

$$E_{qp}(w) = (\beta' p_F)^2(w^2 - 1), \quad P_{qp}(w) = \beta' p_F w, \quad (12)$$

and those of quasi-holes are

$$E_{qh}(u) = \beta' p_F^2(1 - u^2), \quad P_{qh}(u) = p_F u, \quad (13)$$

where $p_F = \pi d/2$. The excitation spectra of these two types of excitations are shown in figure 1(a). Note that a quasi-particle with positive (negative) momentum is right-moving (left-moving). The form factors are given by

$$F^{(0)}(w) = \left( \frac{|w| - 1}{|w| + 1} \right)^\beta \quad (14)$$
and

\[ F ([u_j], w_R, w_L, [\sigma_j], r_R, r_L) = \left( \frac{\theta^2 - 1}{\theta^2 - 1} \right)^\beta \left( \frac{\theta^2 - 1}{\theta^2 - 1} \right)^\beta \prod_{j<k} (u_k - u_j)^{-\frac{\beta'}{\beta}} \prod_{j<k} (w_k - w_j)^{-\frac{\beta}{\beta'}}, \right) \]

\[ \times \left( \sum_{Q^c \in \{1, \ldots, \beta'\}} \prod_{j,k} (u_k - u_j)^{\frac{\beta'}{\beta}} \prod_{j,k} (w_k - w_j)^{-\frac{\beta}{\beta'}}, \right) \]

\[ \varepsilon (Q, [\sigma_j]) \prod_{j,k} (u_k - u_j)^{\frac{\beta'}{\beta}} \prod_{j,k} (w_k - w_j)^{-\frac{\beta}{\beta'}}, \]  

where \( \varepsilon (Q, [\sigma_j]) \) denotes a sign factor

\[ \varepsilon (Q, [\sigma_j]) = (-1)^{[\langle Q^c \sigma_{Q^c}^{-1}\rangle_{\text{even}} - \langle \hat{Q}^c \hat{Q}_{\hat{Q}^c}^{-1}\rangle_{\text{odd}}]} \]

with \( Q^c_j = \{ j \in [1, \beta'] | \sigma_j = -1/2 \} \), a set of indices of quasi-holes with \(-1/2\) spins, and \( W_\sigma \) denotes

\[ W_\sigma = \prod_{j<k} (u_k - u_j)^{1-\delta_{j\kappa}} \prod_{j=1}^{\beta'} (w_k - w_j)^{-2\delta (1-\delta_{j\kappa})} (u_j + w_j)^{-2\beta (1-\delta_{j\kappa})}. \]

It is readily seen from the expression of the particle propagator (8)–(10) that \( G^{(0)}(G^{(1)}_R) \) represents a single excitation of a right- (left-) moving quasi-particle, and \( G^{(1)}_L(x, t) \) represents excitations of a right-moving quasi-particle, a left-moving quasi-particle, and \( \beta' \) excitations of quasi-holes. These three excitation patterns have the same number of particles since a quasi-hole carries a \(-1/\beta'\) charge. The factor \( \delta_{\sum_j \sigma_j + \beta - n - 1/2} \) in (10) accounts for the conservation law of the \( z \)-component of the total spin.

3.2. Spectral-function space

In the energy–momentum space, the spectral function is defined by

\[ A^+(p, \epsilon) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dt \, e^{i(p+\mu)x - ip\epsilon} G^+(x, t), \]  

(18)

Sections of the spectral function as a function of the energy \( \epsilon \) for some specific values of momenta \( p \) are numerically shown in figure 2(a)–(i). A part of the spectral function (18) that results from \( G^{(0)}(x, t) \) and \( G^{(1)}(x, t) \) is given by

\[ A^{+0}(p, \epsilon) = \left( \frac{|p| - \beta' p_F}{|p| + \beta' p_F} \right)^\beta \delta (\epsilon - p^2 + (\beta' p_F)^2) \theta (|p| - \beta' p_F), \]

(19)

where \( p_F = \pi d/2 \) and \( \theta \) is the step function. \( A^{+0} (p, \epsilon) \) is nonzero only on two semi-infinite lines \( \epsilon = p^2 - (\beta' p_F)^2 \) with \( |p| \geq \beta' p_F \) (drawn by bold lines at the edge of shaded area in figures 1(b), but not drawn in figure 2), which coincide with the dispersion relation of the quasi-particle (12). The remaining part of the spectral function results from \( G^{(1)}(x, t) \), which we denote \( A^{+1}(p, \epsilon) \). \( A^{+1} (p, \epsilon) \) is nonzero when \( \epsilon \geq p^2 - (\beta' p_F)^2 \) for \( |p| \geq \beta' p_F \), and \( \epsilon \geq \text{Max}[\beta' (p_F^2 - (p - 2\beta p_F)^2)]_{\epsilon \in [-t, t]} \) for \( |p| \leq \beta' p_F \). In figure 1(b), the region on which \( A^{+1} (p, \epsilon) \) is nonzero is shown by a shaded area (we call this region ‘support’) in the upper-half plane of the energy–momentum space. The lower edge of the support for \( |p| \geq \beta' p_F \) coincides with the dispersion of the quasi-particle, while that for \( |p| \leq \beta' p_F \) coincides with shifted dispersions of the quasi-hole. As a reference, the support of the spectral function of the hole propagator

\[ A^- (p, \epsilon) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dt \, e^{i(p-\mu)x - ip\epsilon} \frac{\langle g, N | \psi_n^\dagger (0, 0) \psi_1 (x, t) | g, N \rangle}{\langle g, N | g, N \rangle} \]

(20)
Figure 2. Spectral function of the spin 1/2 Calogero–Sutherland model for $\beta = 1$. Each graph corresponds to (a) the spectral function in the energy–momentum space, and a section of the spectral function at $p/\pi d = (b) 0$, (c) 0.25, (d) 0.5, (e) 0.75, (f) 1, (g) 1.25, (h) 1.5, and (i) 1.75, respectively.

is shown by the shaded area in the lower-half plane in figure 1(b), which results from the hole propagator with reversed position and time. The particle propagator together with the hole propagator leads to the spectral function of the single-particle Green’s function in the whole range of the energy–momentum space.

The fact that the form factor $F(u_j, w_R, w_L, \sigma_j, \tau_R, \tau_L)$ becomes singular when

\begin{align}
& w_R \sim 1, \quad w_L \sim -1, \quad u_j \sim \pm -1, \\
& u_i \sim u_j \text{ when } \sigma_i = -\sigma_j, \\
& w_R + u_j \sim 0 \text{ when } \tau_R = -\sigma_j, \\
& w_L + u_j \sim 0 \text{ when } \tau_L = -\sigma_j
\end{align}

is reflected in singular behavior of $A^{+1}(\epsilon, p)$ at the boundary of the support and the internal curves shown in figure 1(b). Power-law singularity near the lower edge is a property characteristic to the Tomonaga–Luttinger liquid. Note that the spectral function in the upper-half plane also has delta-function type divergences at the boundaries of the support, which result from $G^{(0L)}$ and $G^{(0R)}$. All the lines in the upper-half plane on which the intensity diverges are continuously connected to those in the lower-half lines at $p = \pm \pi d/2, \pm 3\pi d/2$ (see figure 5 in [31]).

4. Preliminaries for derivation of the particle propagator in a finite-size system

In this section, fundamental properties of the spin CS model and related mathematical tools are reviewed together with the notations which are used throughout this paper. Most of this section is covered in our previous paper [31].
4.1. Eigenstates

Introducing the complex variables $z_i = \exp[2\pi i x_i / L]$ in place of the spatial coordinate $x_i \in [0, L]$, the exact eigenfunction of the spin CS model (4) is written by the product $\Phi_{\kappa,\alpha} \Psi_{0,N}$ of a Jastrow-type ground state wave function

$$\Psi_{0,N}(z) = \prod_{i=1}^{N} z_i^{-\beta(N-1)/2} \prod_{i<j} (z_i - z_j)^\beta, \quad (22)$$

and the Yangian–Gelfand-Zetlin basis $\Phi_{\kappa,\alpha}(z, \sigma)$. Here $N$ is the number of particles, $z = (z_1, \ldots, z_N)$ is a set of the coordinate variables, and $\sigma = (\sigma_1, \ldots, \sigma_N)$ is a set of the spin variables [28, 31, 32]. The subscripts $\kappa$ and $\alpha$ in $\Phi_{\kappa,\alpha}(z, \sigma)$ are indices of a momentum state and a spin state of spin 1/2 particles, respectively. The subscript $\kappa$ belongs to the set

$$\mathcal{L}_{N,2} = \{ \kappa \in \mathcal{L}_N | \forall s \in \mathbb{Z}, \kappa \in \mathcal{L}_2 \} \quad \beta \text{ even or } N \text{ odd} \quad (23)$$

where

$$\mathcal{L}_N = \{ \kappa \in \mathbb{Z}^N | \kappa_i \geqslant \kappa_{i+1} \text{ for } i \in [1, N-1] \}, \quad (25)$$

and the subscript $\alpha = (\alpha_1, \ldots, \alpha_N) \in W_\kappa$ belongs to the set

$$W_\kappa = \{ \alpha = (\alpha_1, \ldots, \alpha_N) \in [1, 2]^N | \alpha_i < \alpha_{i+1} \text{ if } \kappa_i = \kappa_{i+1} \}. \quad (26)$$

$\alpha_i = 1(2)$ corresponds to the spin 1/2(−1/2) of the $i$th particle. Thus the eigenvalue of $S^z_{\text{tot}}$ of a state $\Phi_{\kappa,\alpha} \Psi_{0,N}$ is given by

$$S^z_{\text{tot}} = \sum_{i=1}^{N} (3/2 - \alpha_i). \quad (27)$$

As prerequisites, we introduce the Slater determinant,

$$u_{\kappa,\alpha} = \text{Asym} \left[ \prod_{i=1}^{N} z_i^{\alpha_i} \varphi_{\kappa,\alpha}(\sigma_i) \right] \quad (28)$$

for a set of momenta $\kappa \in \mathcal{L}_{N,2}$ or $\mathcal{L}'_{N,2}$ and a spin configuration $\alpha \in W_\kappa$. Here a one-particle spin function $\varphi_{\kappa,\alpha}(\sigma_i)$ is given by $\delta_{\frac{1}{2} - \alpha_i, \sigma_i}$. The symbol $\text{Asym}[\cdots]$ denotes anti-symmetrization of the function of $z$ and $\sigma$

$$\text{Asym} \{ z_1, \sigma_1, \ldots, z_N, \sigma_N \} = \sum_{P \in S_N} (-1)^P \{ z_{P(1)}, \sigma_{P(1)}, \ldots, z_{P(N)}, \sigma_{P(N)} \}, \quad (29)$$

where $(-1)^P$ is the sign of a permutation $P$ in the symmetric group $S_N$.

In order to define the ordering between the basis functions, we introduce dominance partial order [37]

$$v \succeq \mu \iff |v_i| = |\mu_i| \quad \text{and} \quad \forall r > 0, \sum_{i=1}^{r} v_i \geqslant \sum_{i=1}^{r} \mu_i \quad (30)$$

between $v, \mu \in \mathcal{L}_{N,2}$ or $v, \mu \in \mathcal{L}'_{N,2}$. Further we define the order for spin configurations by

$$\alpha > \alpha' \iff \sum_{i=1}^{N} \alpha_i = \sum_{i=1}^{N} \alpha'_i$$

and nonzero $\alpha'_i - \alpha_i$ at the least $i$ is positive. \quad (31)
The order of \((\kappa, \alpha)\) is then defined by

\[
(k, \alpha) > (k', \alpha') \iff \kappa > \kappa', \quad \text{or} \quad \kappa = \kappa' \text{ and } \alpha > \alpha'. \tag{32}
\]

Now we are ready to introduce \(\Phi_{k,\alpha}(z, \sigma)\), which is uniquely defined by the following two conditions:

(i) triangularity. \(\Phi_{k,\alpha}(z, \sigma)\) is expanded by \(u_{k,\alpha'}\) satisfying \((k', \alpha') \leq (k, \alpha)\)

\[
\Phi_{k,\alpha}(z, \sigma) = u_{k,\alpha} + \sum_{(k', \alpha') \prec (k, \alpha)} a_{(k', \alpha')} u_{k', \alpha'} \tag{33}
\]

(ii) orthogonality. Orthogonal with respect to the scalar product \(\langle \cdots \rangle_{N, \beta}\)

\[
\langle \Phi', \Phi \rangle_{N, \beta} = 0 \quad \text{for } (k', \alpha') \neq (k, \alpha).
\]

where the scalar product \(\langle \cdots \rangle_{N, \beta}\) is defined by a weighted integral

\[
\langle \Phi', \Phi \rangle_{N, \beta} = \frac{1}{N!} \left[ \prod_{i=1}^{N} \frac{dz_i}{2\pi i z_i} \sum_{\sigma} \prod_{i \neq j} \left( 1 - \frac{z_i}{z_j} \right)^{\beta} \right] \Phi'(z, \sigma) \Phi(z, \sigma) \tag{35}
\]

\((\Phi(z, \sigma)\) means the complex conjugate of \(\Phi(z, \sigma)\)). The scalar product (35) is directly related to the usual inner product of wave functions of spin \(1/2\) particles

\[
\langle \Psi' | \Psi \rangle = \sum_{\sigma_1 = \pm 1/2} \cdots \sum_{\sigma_N = \pm 1/2} \int_0^L dx_1 \cdots \int_0^L dx_N \Phi'([x_1], \{\sigma_i\}) \Phi([x_1], \{\sigma_i\}) \tag{36}
\]

through the relation \(\langle \Psi' | \Psi \rangle = N! L^N \langle \Phi', \Phi \rangle_{N, \beta}\), where \(\Psi = \Phi \Psi_{0N}\) and \(\Psi' = \Phi' \Psi_{0N}\).

The eigenenergy of the Hamiltonian (4) which corresponds to the eigenfunction \(\Phi_{k,\alpha} \Psi_{0N}\) is given by

\[
E_N(\kappa) = (\pi/L)^2 \sum_{i} (2\kappa_i + \beta(N + 1 - 2i))^2. \tag{37}
\]

The ground state is specified by

\[
k = k^0 \equiv \left( \frac{N - 2}{4}, \frac{N - 2}{4}, \frac{N - 6}{4}, \frac{N - 6}{4}, \ldots, \frac{N + 2}{4}, \frac{-N + 2}{4} \right) \tag{38}
\]

and \(\alpha = \alpha^0 \equiv (1, 2, 1, 2, \ldots, 1, 2, 1, 2)\). The total spin of the ground state \(S_z(\alpha = \alpha^0)\) is zero.

4.2. \(gl_2\) Jack polynomials and Macdonald polynomials

An index that specifies a symmetric polynomial, e.g. a wave function of spinless free bosons, is given by a partition, which is a set of non-negative integers arranged in the non-increasing order. The set of partitions with length equal to or shorter than \(N\) is denoted by

\[
\mathcal{P}_N = \{ \nu = (\nu_1, \nu_2, \ldots, \nu_N) \in \mathbb{Z}^N \mid \nu_1 \geq \nu_2 \geq \cdots \geq \nu_N \geq 0 \}. \tag{39}
\]

The monomial symmetric polynomial \(m_\nu(\nu \in \mathcal{P}_N)\) is defined by symmetrization of a monomial \(z^\nu = z_1^{\nu_1} z_2^{\nu_2} \cdots z_N^{\nu_N}\) as

\[
m_\nu = \sum_{\sigma \in S_N} \prod_{\nu_i \neq 0} \frac{z_1^{\nu_1(\sigma)} z_2^{\nu_2(\sigma)} \cdots z_N^{\nu_N(\sigma)}}{\nu_i}, \tag{40}
\]

where the sum is taken over all permutations of the elements of \(\nu\). The Macdonald polynomial \(P_\nu(z; q, t)\) for \(\nu \in \mathcal{P}_N\) is uniquely defined by the following two conditions [37]:
The gl$_2$-Jack polynomials \([32, 33]\) are defined from the Macdonald polynomials as
\[
\{ P_{\nu}(z; q, t) \}_{\nu \in \mathbb{N}} = \sum_{\lambda \vdash n} c_{\lambda}^{\nu} m_{\lambda},
\]
where the scalar product in (42) is defined by a weighted integral using the function
\[
\langle f, g \rangle_{N,q,t} = \frac{1}{N!} \left[ \prod_{i=1}^{N} \int \frac{dz_i}{2\pi i z_i} \right] \prod_{i \neq j} \left( 1 - \frac{z_i}{z_j} \right)^{\beta} \left( 1 + \frac{z_i}{z_j} \right)^{\beta} \tilde{f}(z) \tilde{g}(z).
\]

The gl$_2$-Jack polynomials are defined from the Macdonald polynomials as
\[
P_{\nu}^{(\beta)}(z) = \lim_{q \to 1, t \to 0} P_{\nu}(z; q, t),
\]
with \(\beta' \equiv 2\beta + 1\). From (41), (42) and (44), it follows that
(i) triangularity. \(P_{\nu}^{(\beta)}(z)\) is expanded by \(m_{\mu}\) satisfying \(\mu \leq \nu\)
\[
P_{\nu}^{(\beta)}(z) = m_{\nu} + \sum_{\mu < \nu} c_{\mu\nu} m_{\mu}.
\]
(ii) orthogonality. Orthogonal with respect to the scalar product \(\langle \cdot, \cdot \rangle_{N,\beta}\)
\[
\{ P_{\mu}^{(\beta)}, P_{\nu}^{(\beta)} \}_{\mu,\nu} = 0 \quad \text{for} \quad \mu \neq \nu.
\]

The scalar product in (46) is given by
\[
\langle f, g \rangle_{N,\beta} = \frac{1}{N!} \left[ \prod_{i=1}^{N} \int \frac{dz_i}{2\pi i z_i} \right] \prod_{i \neq j} \left( 1 - \frac{z_i}{z_j} \right)^{\beta} \left( 1 + \frac{z_i}{z_j} \right)^{\beta} \tilde{f}(z) \tilde{g}(z).
\]

The definition of the Macdonald polynomials \(P_{\nu}\) and the gl$_2$-Jack polynomials \(P_{\nu}^{(\beta)}\) with \(\nu \in \mathcal{P}_N\) are extended to those with \(\nu \in \mathcal{L}_N\) (or \(\mathcal{L}_N'\)) as follows. When \(\nu \in \mathcal{L}_N\) is written as
\[
\nu = \mu - J = (\mu_1 - J, \ldots, \mu_N - J)
\]
with an integer (half integer) \(J\) and a partition \(\mu \in \mathcal{P}_N\), \(P_{\nu}\) and \(P_{\nu}^{(\beta)}\) is defined as
\[
P_{\nu}(z) \equiv (z_1 \cdots z_N)^{-J} P_{\mu}(z), \quad P_{\nu}^{(\beta)}(z) \equiv (z_1 \cdots z_N)^{-J} P_{\mu}^{(\beta)}(z),
\]
respectively.

### 4.3. Ugliev's mapping of eigenfunctions and the field annihilation operator

A linear mapping \(\Omega\) between the set of functions spanned by \(u_{k,\alpha}\) with \((k, \alpha) \in (\mathcal{L}_{N,2}, W_{\kappa})\) or \((\mathcal{L}_{N,2}', W_{\kappa}')\) and the set of symmetric functions is defined as \(\Omega(u_{k,\alpha}) = s_{\nu}(z)\), where \(s_{\nu}(z)\) denotes the Schur symmetric function with \(\nu \in \mathcal{P}_N\),
\[
s_{\nu}(z) = \frac{\text{Asym}_{z_1^\nu + \cdots + z_N^\nu}}{\text{Asym}_{z_1^{\nu-1} + \cdots + z_N^{\nu}}},
\]

(i) triangularity. \(P_{\nu}(z; q, t)\) is expanded by \(m_{\mu}\) satisfying \(\mu \leq \nu\)
\[
P_{\nu}(z; q, t) = m_{\nu} + \sum_{\mu < \nu} v_{\mu\nu} m_{\mu}.
\]
(ii) orthogonality. Orthogonal with respect to the scalar product \(\langle \cdot, \cdot \rangle_{N,q,t}\)
\[
\langle P_{\mu}(z; q, t), P_{\nu}(z; q, t) \rangle_{N,q,t} = 0 \quad \text{for} \quad \mu \neq \nu,
\]
where the scalar product in (42) is defined by a weighted integral using the function
\[
(x; q)_{\infty} = \prod_{i=0}^{\infty} (1 - xq^i),
\]

\[
\mathcal{L}_N \equiv \mathcal{L}_N(\kappa, \alpha)
\]
The relation between $(\kappa, \alpha)$ and $\nu$ is given by

$$\nu_i = \alpha_{N+1-i} - 2\kappa_{N+1-i} - N + i + K$$

with an even integer $K$ and this relation for $K = 0$ is schematically illustrated in figure 1 of [31].

The mapping $\Omega$ has the following properties.

(i) Isometry. The scalar product is preserved under the mapping $\Omega$. For functions $\Phi'(z, \sigma)$ and $\Phi(z, \sigma)$, the relation

$$\langle \Phi', \Phi \rangle_{N, \beta} = \Omega(\Phi'), \Omega(\Phi) \right|_{N, \beta}$$

holds.

(ii) The correspondence between the Yangian–Gelfand-Zetlin basis and the $\text{gl}_2$-Jack polynomials

$$\Omega(\Phi_{\kappa, \alpha}) = P_\nu^{(\beta)}.$$

The mapping of the field annihilation operator under $\Omega$ has been given in our previous paper [31], and shown briefly in the following. The field annihilation operator of spinless particles and that of spin 1/2 particles act on wave functions $f([x])$ and $g([x], [\sigma])$, respectively, as

$$\psi(x)f(x_1, \ldots, x_N) = \sqrt{N}\xi^{N-1}f(x_1, \ldots, x_{N-1}, x),$$

$$\psi(x)g(x_1, \sigma_1, \ldots, x_N, \sigma_N) = \sqrt{N}\xi^{N-1}g(x_1, \sigma_1, \ldots, x_{N-1}, \sigma_{N-1}, x, s),$$

where $\xi = 1(-1)$ for bosons (fermions), $\psi(x) = \psi(x, t = 0)$ and $\psi_s(x) = \psi_s(x, t = 0)$. Here we identify $s = \uparrow (\downarrow)$ with $s = 1/2(-1/2)$ for a notational convenience. We introduce the similarity-transformed field operators $\tilde{\psi}_t(0, 0)$ and $\tilde{\psi}(0, 0)$ as

$$\tilde{\psi}_t(0, 0)f \equiv (\tilde{\Psi}_{0,N-1})^{-1}\psi(0, 0)f \tilde{\Psi}_{0,N},$$

$$\tilde{\psi}_t(0, 0)g \equiv (\tilde{\Psi}_{0,N-1})^{-1}\psi(0, 0)g \tilde{\Psi}_{0,N}, \quad s = \uparrow \text{ or } \downarrow,$$

with

$$\tilde{\Psi}_{0,N}(z) = \prod_{i=1}^N z_i^{-\beta(N-1)/2} \prod_{i<j} (z_i - z_j)^{\beta+1}(z_i + z_j)^\beta.$$
4.4. Notations of combinatorial quantities

One of the advantages in using the Uglov’s mapping lies in the fact that several useful formulae are available in the theory of the Macdonald polynomials. Those formulae are expressed in terms of the combinatorial quantities related to the Young diagram [37]. A partition $\nu \in P_N$ can be graphically expressed by a Young diagram. The Young diagram corresponding to a partition $\nu$ is denoted by $D(\nu)$, in which the number of squares in the $i$th row is equal to the $i$th element $\nu_i$ of the partition $\nu$. Each square in a Young diagram is specified by two-dimensional coordinate with setting the upper-left square $s = (1, 1)$ (See e.g. figure 2 of [31].) The first (second) coordinate of a square $s = (i, j)$ represents the vertical (horizontal) axis and increases from top to bottom (from left to right). Let $v'_j$ be the length of the $j$th column. Four functions that measure the lengths between a square $s = (i, j)$ and edges of the Young diagram are introduced as

$$a(s) = v_i - j, \quad l(s) = v'_j - i$$

$$a'(s) = j - 1, \quad l'(s) = i - 1.$$ 

These functions are used to represent the formulae specified by partitions [37]. In this paper, we sometimes use the generalized Young diagram in order to express $\nu \in L_N$ (e.g. figures 3(ii), (iii) and figure 4) when nobody would misunderstand.
4.5. Formulae of the $gl_2$ Jack polynomials

In this subsection, we summarize two important formulae in the following calculations. The first formula is a kind of ‘the binomial formula’ given by

$$\prod_{i=1}^{N} (1 - z_i)\beta + 1 (1 + z_i)\beta = \sum_{\nu,\mu \in \mathcal{P}_{N}} b_{\nu,\mu} \psi^{(\beta)}(z).$$

(60)

Here $C_2(\mu)$ and $H_2(\mu)$ are the subsets of $D(\mu)$ defined as

$$C_2(\mu) = \{ s \in D(\mu) \mid a'(s) + l'(s) \equiv 0 \mod 2 \}.$$

(61)

$$H_2(\mu) = \{ s \in D(\mu) \mid a(s) + l(s) + 1 \equiv 0 \mod 2 \}.$$

(62)

An illustration of $C_2(\mu)$ and $H_2(\mu)$ is given in figure 3 of [31]. The coefficient $b_{\nu,\mu}$ is given by

$$b_{\nu,\mu} = (-1)^{|\mu| + \sum_{(s)} (\nu)} \prod_{s \in H_2(\mu)} (a(s) + 1 + \beta l'(s)).$$

(63)

where the set $A \setminus B$ denotes the complementary set of $B$ in $A$. The expression (63) can be obtained from the formula in [31] by replacing $N - 1$ by $N$.

The second formula is given in the form

$$P_v^{(\beta)}(z_1, \ldots, z_N, 1) = \sum_{\mu \in \mathcal{P}_{N}} \psi^{(\beta)}(\mu)(z_1, \ldots, z_N)$$

(64)

for $v \in \mathcal{P}_{N+1}$. The expression for $\psi^{(\beta)}(\mu)$ is given by

$$\psi^{(\beta)}(v) = \prod_{s \in C_{\nu/\mu} \setminus \mathcal{R}_{v/\mu}} \left( \frac{a(s) + 1 + \beta l'(s)}{a(s) + \beta'(l(s) + 1)} \right)^\nu \prod_{s \in H_2(\mu) \setminus \mathcal{R}_{v/\mu}} \left( \frac{a(s) + \beta'(l(s) + 1)}{a(s) + 1 + \beta l'(s)} \right)^\mu.$$

(65)

when $\mu \in \mathcal{P}_{N}$ and $\nu/\mu$ is a horizontal strip, which means that all the columns of $v$ and $\mu$ satisfy $v'_j - \mu'_j = 0 \mod 1$ [37]. When $\nu/\mu$ is not a horizontal strip, $\psi^{(\beta)}(v)$ vanishes. Here $C_{\nu/\mu}$ is the set of columns satisfying $v'_j - \mu'_j = 0$ in $j \in [v_{N+1}, \beta']$. The symbol $R_{v/\mu}$ denotes the set of rows satisfying $v_i - \mu_i = 0$. The notation $s \in C_{\nu/\mu} \setminus \mathcal{R}_{v/\mu}$ means the element $s$ is $(i, j)$ with $j \in C_{\nu/\mu}$ and $i \notin \mathcal{R}_{v/\mu}$. The subscript $\mu$ of the large parenthesis in the right-hand side of (65) means that $a(s)$ and $l(s)$ are evaluated in $D(\mu)$ ($D(\nu)$).

When $v \in \mathcal{L}_{N+1}$ and $\mu \in \mathcal{L}_{N}$, $\psi^{(\beta)}(v)$ is given by

$$\psi^{(\beta)}(v) = \psi^{(\beta)}(v_{\nu/\mu}),$$

(66)

with

$$((v_1 - v_{N+1}, v_2 - v_{N+1}, \ldots, v_N - v_{N+1}, 0) \in \mathcal{P}_{N+1}$$

(67)

The formula (64) with (65) is derived from the corresponding formula that relates the Macdonald polynomial of $N + 1$ variables $(z_1, \ldots, z_N, y)$ to that of $N$ variables $(z_1, \ldots, z_N)$

$$P_v(z_1, \ldots, z_N, y; q, t) = \sum_{\mu \in \mathcal{P}_{N}} \psi^{(\beta)}(\mu)(z_1, \ldots, z_N; q, t),$$

(68)

for $v \in \mathcal{P}_{N+1}$ (see chapter 6.6 in [37]). The notation ‘$v/\mu$ : h.s.’ implies that $\mu$ is taken into account in the summation only when $v/\mu$ is a horizontal strip. The expansion coefficient $\psi^{(\beta)}(v, t)$ is given by

$$\psi^{(\beta)}(v, t) = \sum_{i<j} \frac{f(q^{\nu_{ij}-\nu_{ij}}(1-t)}{f(q^{\nu_{ij}-\nu_{ij}}(1-t)} \frac{f(q^{\nu_{ij}-\nu_{ij}}(1-t)}{f(q^{\nu_{ij}-\nu_{ij}}(1-t))}.$$
The coefficient \( \psi_{\nu \mu}^{(\beta')} \) is obtained by substituting \( y = 1 \), and taking the limit \( q = -p, t = -p^\beta \), \( p \to 1 \) on both sides of (68), and it is given by

\[
\psi_{\nu \mu}^{(\beta')} = \prod_{s=(i,j) \in H_2(v)} \left( \frac{a(s) + 1 + \beta'(l(s) + 1)}{a(s) + \beta'(l(s) + 1)} \right) \prod_{s=(i,j) \in H_2(\mu)} \left( \frac{a(s) + \beta'(l(s) + 1)}{a(s) + 1 + \beta'(l(s))} \right)_\mu,
\]

which can be further reduced to (65).

5. Particle propagator in a finite-size system

In this section, we derive an expression for the particle propagator in a finite-size system with use of the formulae summarized in the previous section.

5.1. Mapping of the particle propagator

In terms of the Yangian–Gelfand-Zetlin basis, the particle propagator (1) is rewritten by

\[
G^+(x, t) = \sum_{\kappa} \sum_{\alpha \in \mathcal{H}_\kappa} \frac{|\langle \kappa, N| \psi_1 (0, 0)|\alpha, N + 1 \rangle|^2 e^{-i \omega_{\kappa, \alpha} t + i p_{\kappa, \alpha} x}}{\langle \langle \kappa, \alpha, N + 1 | (\kappa, \alpha, N + 1) \cdot (g, N|g, N) \rangle},
\]

where \(|(\kappa, \alpha), N + 1 \rangle\) is the state vector whose wave function is \( \Phi_{\kappa, \alpha} (z, \sigma) \Psi_{0, N+1} \), and the complete set of the state vectors with \( N + 1 \) particles is inserted between two operators in the numerator of the right-hand side of (1). Note that only excited states with \( S^{(0)}(\alpha) = -1/2 \) contribute to (72), since \( S^{(0)}(\alpha^3) = 0 \) in the ground state. The excitation energy \( \omega_{\kappa, \alpha} \) is difference of the energy of an excited state of \( N + 1 \) particles from that of the ground state of \( N \) particles given by

\[
\omega_{\kappa, \alpha} = E_{N+1}(\kappa) - E_N(\alpha),
\]

where the eigenenergy is given in (37), and the character \( g \) denotes the partition of the ground state given by (38). The total momentum of the excited state is given by

\[
P_{\kappa, \alpha} = (2\pi / L) \sum_{i=1}^{N+1} \kappa_i.
\]

The matrix element is transformed by the Uglov’s mapping in the same manner as in the preceding paper [31]. By the isometry of the mapping (51) and the transformation formula of the field operator (59), the particle propagator is described in terms of the \( gl_2 \)-Jack polynomials as

\[
G^+(x, t) = \frac{1}{N(N+1)} \sum_{\nu \in \mathcal{L}_\nu, \lambda \in \mathcal{L}_\lambda} \frac{1}{L(N+1)} \sum_{\kappa} \frac{|\langle P^{(\beta')}_{\nu} (0, 0) | \Psi_{\nu}^{(\beta')} \rangle_{\nu, \beta}^2}{\left| \{1, 1\}_{\kappa, \beta} \right| P^{(\beta')}_{\nu} \cdot P^{(\beta')}_{\nu} \rangle_{N+1, \beta}^2},
\]

where the Uglov’s mapping (50) with \( K = N+2 + \beta - 1 \) is used. Substituting the ground state indices \( \kappa^0 = (N/4 - 1/2, \ldots, -N/4 + 1/2) \) and \( \alpha^0 = (1, 2, \ldots, 1, 2) \) into (50), the \( gl_2 \)-Jack polynomial corresponding to the ground state is \( P^{(\beta')}_{\nu} (z) = \prod_{j=1}^{N} \nu_j^{\beta_j + 1} \). Here, \( P^{(\beta')}_{\nu} \) stands for
In this subsection, we reduce (75) to a combinatorial expression.

5.2. Combinatorial description of the particle propagator

Note that, from (76) and the definition of \( P \) and \( \{ \nu \} \), the state wave function of (75) is decomposed into the product of two factors; one originates from a \( GL_2-Jack \) polynomial and \( P \) is transformed to \( \tilde{P} \) by (50) replacing \( N \) by \( N + 1 \) as

\[
v_j = \alpha_{N+2-i} - 2k_{N+2-i} - (N + 1) + i + (N/2 + \beta - 1).
\]

The excitation energy and the total momentum in terms of \( \nu \) and the spin of the \( \nu \)th particle \( \sigma \) is transformed to \( \tilde{\sigma} \) by (50) replacing \( P \) with respect to \( N \) particles with one of the variables fixed, and the other from the ground state wave function of \( N + 1 \) particles with one of the variables fixed. The numerator of the scalar products in (81) are

\[
\omega_{\nu, \alpha} = (\pi / L)^2 \sum_{i=1}^{N+1} (v_i + \beta'(N + 1 - 2i)/2 + \sigma_i^P)^2 - E_\nu(g)
\]

and

\[
P_{\nu, \alpha} = \tilde{P}_\nu = - (\pi / L)^2 \sum_{i=1}^{N+1} (v_i + \beta'(N + 1 - 2i)/2 + \sigma_i^P).
\]

Note that, from (76) and the definition of \( \sigma^P \), \( \sigma^P = 1/2(-1/2) \) when \( v_i - i \) is even (odd). The total spin is

\[
S_{tot}^c = \sum_{i=1}^{N} \sigma^P_i.
\]

We denote the spin of the \( \nu \)th particle \( \sigma^P_\nu \) (instead of \( \sigma_i \)); we will reserve the notation \( \sigma_i \) for the spin variables of quasi-holes.

5.2. Combinatorial description of the particle propagator

In this subsection, we reduce (75) to a combinatorial expression. \( \tilde{\psi}(0,0)P_v^{(\beta')} \) in the numerator of (75) is decomposed into the product of two factors; one originates from a \( GL_2-Jack \) polynomial \( P_v^{(\beta')}(z, 1) \) of \( N + 1 \) particles with one of the variables fixed, and the other from the ground state wave function of \( N + 1 \) particles with one of the variables fixed. The numerator of the summand in (75) is thus expressed as

\[
(P_v^{(\beta')}, \tilde{\psi}(0,0)P_v^{(\beta')})_{N,\beta}
\]

\[
= \sqrt{N + 1} \xi^N \left\{ \prod_{i=1}^{N} z_i^{-\beta/2} \cdot \prod_{i=1}^{N} (z_i - 1)^{\beta + 1}(z_i + 1)^{\beta} P_v^{(\beta')}(z_1, \ldots, z_N, 1) \right\}_{N,\beta}
\]

\[
= \sqrt{N + 1} \xi^N \left\{ \prod_{i=1}^{N} (1 - z_i)^{\beta + 1}(1 + z_i)^{\beta} P_v^{(\beta')}(z_1, \ldots, z_N, 1) \right\}_{N,\beta}.
\]

With use of the formulae in section 4.5, the particle propagator is rewritten as

\[
G^+(x, t) = \frac{1}{L} \sum_{x \in \mathcal{L}_{N-1}} e^{-i\tilde{\omega}_{j_1}^x + i\tilde{P}_x} \frac{\sum_{\mu \in \mathcal{P}_N} b_{\mu} \psi^{(\beta')}_v(p^{(\beta')}_\mu, p^{(\beta')}_N)_{N,\beta}}{[1, 1]_{N,\beta}[P^{(\beta')}_v, P^{(\beta')}_N]_{N+1,\beta}}.
\]

The sum \( \sum_{\mu \in \mathcal{P}_N} \) with respect to \( \mu \) is taken over the partitions satisfying \( |C_2(\mu)| + |H_2(\mu)| = |\mu| \). The scalar products in (81) are \( [1, 1]_{N,\beta} = c_N^{(\beta,2)} \),

\[
[P^{(\beta')}_\mu, P^{(\beta')}_\mu]_{N,\beta} = c_N^{(\beta,2)} Y_{\mu}(1/(2\beta')) \frac{Z_{\mu}(1/2)}{Y_{\mu}(1/(2\beta'))},
\]

and

\[
[P^{(\beta')}_v, P^{(\beta')}_\mu]_{N+1,\beta} = c_N^{(\beta,2)} Y_{\mu}^v(1/(2\beta')) \frac{Z_{\mu}(1/2)}{Y_{\mu}^v((2\beta'/2) + 1/(2\beta'))Z_{\mu}(1/2)}.
\]
where the definitions of $c_{N}^{(β,2)}$ and $c_{N+1}^{(β,2)}$ are given in (74) in [31]. The symbols $Y_{ν}(r)$, $Y'_{ν}(r)$ and $Z_{ν}(r)$ are defined as

$$Y_{ν}(r) \equiv \prod_{s∈C_{2}(ν)} \left( \frac{a(s)}{2β'} + r + \frac{N - 1 - l'(s)}{2} \right),$$

$$Y'_{ν}(r) \equiv \prod_{s∈D(ν)\backslash C_{2}(ν)} \left( \frac{a(s)}{2β'} + r + \frac{N - 1 - l'(s)}{2} \right),$$

$$Z_{ν}(r) \equiv \prod_{s∈H_{2}(ν)} \left( \frac{a(s)}{2β'} + r + \frac{l(s)}{2} \right),$$

respectively. $Y'_{ν}(r)$ is used instead of $Y_{ν}(r)$ when $2β' \times r$ is even.

5.3. Particle propagator in terms of rapidities and spins of elementary excitations

The matrix element in (81) is nonzero only for a certain class of excited states $ν$. Taking account of the selection rule, the expression for the particle propagator can be reduced so that character of underlying elementary excitations becomes manifest.

5.3.1. Selection rule. Since the formula (60) contains the expansion over partitions, we only consider $μ ∈ \mathcal{P}_{N} ⊂ \mathcal{L}_{N}$. Furthermore in (60) the sum over $μ$ is restricted to the partitions that do not have the square $s = (1, β' + 1)$, that is, $μ$ has at most $β'$ columns.

Another restriction on $μ$ comes from the relation $|C_{2}(μ)| + |H_{2}(μ)| = |μ|$, which can be described as the condition that the number of columns such that $μ'_j - j$ is even is $β$ or $β + 1$ [31] (we refer to the set of these columns as $Q_μ$ and refer to the number of them as $n_μ$, adhering to [31].)

The condition $ψ_{μ(ν)}^{(β')} ≠ 0$ imposes a restriction on $ν = (ν_1, \ldots, ν_N, ν_{N+1})$ that $ν'_j - μ'_j = 0$ or 1. Therefore $ν$ satisfies

$$v_2 \leq v_1 \leq \infty,$$
$$0 \leq v_N \leq v_{N-1} \leq \cdots \leq v_3 \leq v_2 \leq β',$$
$$-∞ \leq v_{N+1} \leq v_N.$$

We classify excited states $ν$ satisfying (87) into four types of states (figure 3).

(i) One left-moving quasi-particle (0L) states specified by $ν$ with

$$v_1 > v_2 = \cdots = v_{N+1} = β',$$

(ii) one right-moving quasi-particle (0R) states specified by $ν$ with

$$v_2 = \cdots = v_N = 0 > v_{N+1},$$

(iii) states of one right-moving quasi-particle, one left-moving quasi-particle and $β'$ quasi-holes specified by $ν$ satisfying

$$v_1 > β' ≥ v_2 ≥ \cdots ≥ v_N ≥ 0 > v_{N+1},$$

(iv) and the other states with $ν$ satisfying

$$v_{N+1} ∈ [0, β'), \text{ or } v_1 ∈ (0, β'].$$

The states (iv) do not contribute to the thermodynamic limit and we do not consider them.

The contributions from (i), (ii) and (iii) to the particle propagator are denoted, respectively, by $G^{(0L)}$, $G^{(0R)}$ and $G^{(1)}$, expressions of which are derived in the following subsections.
5.3.2. Derivation of $G^{(0L)}$. First, we derive $G^{(0L)}$, which corresponds to a contribution from the one-left-moving quasi-particle (0L) states

$$\nu = (\rho_L + \beta', \beta', \ldots, \beta'). \quad \rho_L > 0.$$ (92)

From (77), the eigenenergy of the state (92) is

$$E_{N+1} \equiv \left( \frac{\pi}{L} \right)^2 (\rho_L + \beta'(N + 1)/2 + \sigma^p_0)^2 + \left( \frac{\pi}{L} \right)^2 \sum_{i=2}^{N+1} (\beta'(N + 3 - 2i)/2 + \sigma^p_i)^2,$$ (93)

where the spins of the 0L states are, by definition of $\sigma^p_0$ (see the sentence above (79)), $\sigma^p_0 = -1/2$ for even $i \in [2, N]$, and $\sigma^p_i = +1/2$ for odd $i \in [3, N + 1]$. The second term of the right-hand side of (93) coincides with the ground state energy of $N$ particles. Now we introduce the spin and the momentum of the left-moving quasi-particle as

$$\tau_L = \sigma^p_L, \quad \tilde{\rho}_L = \rho_L + \beta'(N + 1)/2.$$ (94)

Then we obtain

$$E_{N+1} - E_N(x) = \left( \frac{\pi}{L} \right)^2 (\tilde{\rho}_L + \tau_L)^2.$$ (95)

Similarly, the momentum for the 0L states is given by

$$P = -\left( \frac{\pi}{L} \right) (\tilde{\rho}_L + \tau_L).$$ (96)

Since the 0L states relevant to (81) have the total spin $S^\text{tot}_{\psi} = -1/2$, the spin of the quasi-particle is $\tau_L = -1/2$ and $\rho_L$ is an odd integer.

In the following part, we show

$$G^{(0L)}(x, t) = \frac{1}{c_{N+1}} \sum_{\rho_L = 1, 3, 5, \ldots} \exp \left[ -i \left( \frac{\pi}{L} \right)^2 (\tilde{\rho}_L - 1/2)^2 t - i \left( \frac{\pi}{L} \right) (\tilde{\rho}_L - 1/2) x \right] F^{(0L)}$$ (97)

with

$$F^{(0L)} = \frac{\Gamma((\rho_L + 1 + \beta'(N)/2)) \Gamma((\rho_L + \beta')/2))}{\Gamma((\rho_L + \beta'(N + 1)/2)) \Gamma((\rho_L + 1)/2)}$$

$$= \frac{\Gamma((\rho_L - 1/2 - \rho_{R,0} + 1/2 + \beta')/2)}{\Gamma((\rho_L - 1/2 - \rho_{R,0} + 1/2 - \beta')/2)}.$$ (98)

Here we have introduced the notations $\tilde{\rho}_{L,0} = -\tilde{\rho}_{R,0} = \beta'(N - 1)/2$ for convenience.

First we show that for $\nu$ representing a (0L) state, the expression (81) reduces to $G^{(0L)}(x, t)$ with

$$G^{(0L)}(x, t) = \frac{1}{c_{N+1}} \sum_{\nu \in \mathcal{C}_{\psi}} \sum_{\rho_L \in 0L \text{ s.t. } \tau_L = -1/2} e^{-i\omega_{\nu,0} + i\tilde{\rho}_L \bar{z}} \frac{Y_{\nu}(1/2 + 1/(2\beta'))}{Y_{\nu}(1)} \frac{Z_{\nu}(1/2)}{Z_{\nu}(1/(2\beta'))},$$ (99)

with $\rho_L$ in (99) as the set of the 0L states. For $\nu = (\rho_L + \beta', \beta', \ldots, \beta')$, $\mu = (\beta', \ldots, \beta')$ is the only partition such that $\nu/\mu$ is a horizontal strip and the relation $|C_{2}(\mu)| + |H_{2}(\mu)| = |\mu|$ holds. For those $\nu$ and $\mu$, $C_{\psi/\mu} = \emptyset$ and hence $\psi^{(0L)}_{\nu/\mu} = 1$. The expansion coefficient $p_{\nu}$ in (63) for (100) is $(-1)^{N_{\nu} - 1} = 1$ because the coefficient of $\prod_{i=1}^{N} \frac{p_{\nu}^{\beta_{i}}}{\beta_{i}}$ in the left-hand
side of (60) is \((-1)^N(\beta+1)\) and the monomial \(\prod_{i=1}^N \sigma_i^{\beta_i}\) in the right-hand side appears only in \(P_{\mu}^{(\beta_i)}\) with \(\mu\) in (100). Furthermore, (100) is a Galilean shifted partition of \((0, \ldots, 0)\) and thus \(\{P_{\mu}^{(\beta_i)}, P_{\mu'}^{(\beta_i')}\}_{N, \beta} = c_N^{(\beta, \beta')}\). From the above consideration, we arrive at (99). The remaining task is to evaluate the factor \(\frac{Y_{v,(1/2+1/2\beta')}(1/2\beta)}{Z_{v,(1/2\beta)}(1/2\beta)}\), which results from the scalar product \(\{P_{\mu}^{(\beta_i)}, P_{\mu'}^{(\beta_i')}\}_{N+1, \beta}\) of the (0L) states. This factor can be evaluated through \(Y_{v,(1/2+1/2\beta')}(1/2\beta)\) with \(v = (\rho_L, 0, \ldots, 0)\) since the scalar product is invariant under the Galilean shift. \(I'(s) = 0\) in \(v\) and hence \(s = (1, j) \in D(v) \setminus C_2(v)\) when \(j\) is even. Maximum value of \(j\) is \(\rho_L - 1\) since \(\rho_L\) is odd. \(Y_{v}(r)\) is expressed as

\[
Y_{v}(r) = \prod_{j=2, 4, \ldots, 2(N-1)} \left( \frac{j-1}{2\beta'} + r + \frac{N-1}{2} \right)
= (\beta')^{-(\rho_L-1)/2} \frac{\Gamma((\rho_L/2 + \beta'(r + (N-1)/2))}{\Gamma(1/2 + \beta'(r + (N-1)/2))}.
\]

Since the squares \(s \in H_2(v) \cup D(v)\) are parameterized as \(s = (1, j)\) with \(j = 2, 4, \ldots, \rho_L - 1\), we obtain

\[
Z_{v}(r) = (\beta')^{-(\rho_L-1)/2} \frac{\Gamma((\rho_L/2 + \beta' r)}{\Gamma(1/2 + \beta' r)}.
\]

From (101) and (102), it follows that

\[
\frac{Y_{v,(1/2+1/2\beta')}(1/2\beta)}{Y_{v,(1/2\beta)}(1/2\beta)} = \frac{\Gamma((1 + (N + 1)\beta')/2)}{\Gamma((1 + N\beta')/2)} \frac{\Gamma((1 + \beta')/2)}{\Gamma((1 + (N + 1)\beta')/2)} \frac{\Gamma((\rho_L + 1 + \beta' N)/2)}{\Gamma((\rho_L + \beta'(N + 1))/2)} \Gamma((\rho_L + \beta'(N + 1))/2).
\]

From this and (99), we obtain (97). To evaluate the overall factor, we have used the relation

\[
\frac{c_N^{(\beta, \beta')}}{c_N^{(\beta, \beta')}} = \frac{\Gamma((1 + (N + 1)\beta')/2)}{\Gamma((1 + N\beta')/2)} \frac{\Gamma((1 + \beta')/2)}{\Gamma((1 + (N + 1)\beta')/2)} = 1.
\]

5.3.3. Derivation of \(G^{(0R)}\). A contribution from the one-right-moving quasi-particle (0R) states can be derived in the same manner as in the previous subsection. The (0R) states are specified by

\[
v = (0, \ldots, 0, -\rho_R), \quad \rho_R > 0.
\]

The spin of each particle is \(\sigma_i^{p} = -1/2\) for odd \(i \in [1, N - 1]\) and \(\sigma_i^{p} = +1/2\) for even \(i \in [2, N]\). The energy and the momentum corresponding to (105) are given by

\[
\hat{\omega}_v = E_{N+1} - E_{N}(g) = \left(\frac{\pi}{L}\right)^2 (\hat{p}_R + \tau_R)^2
\]

\[
\hat{P}_v = -\frac{\pi}{L} (\hat{p}_R + \tau_R)
\]

with

\[
\hat{p}_R = v_{N+1} = \frac{\beta'(N + 1)}{2} = -\left(\rho_R + \frac{\beta'(N + 1)}{2}\right), \quad \tau_R = \sigma_{N+1}^{p}.
\]
From the condition $s^\text{tot}_z = -1/2$, the spin of the right-moving quasi-particle is fixed to be $r_k = -1/2$ and hence $\rho_k$ is even. $G^{(\text{OR})}$ is described in terms of $\rho_k$ or $\tilde{\rho}_k$, as

$$G^{(\text{OR})}(x,t) = \frac{1}{L} \sum_{\rho_k=2,4,6,\ldots} \exp \left[ -i \left( \frac{\pi}{L} \right)^2 \left( \frac{\rho_k - 1}{2} \right) t - i \left( \frac{\pi}{L} \right) \left( \tilde{\rho}_k - \frac{1}{2} \right) x \right] F^{(\text{OR})} \tag{109}$$

with

$$F^{(\text{OR})} = \frac{\Gamma((\rho_k + 2 + \beta'/N)/2)\Gamma((\rho_k + 1 + \beta')/2)}{\Gamma((\rho_k + 1 + \beta'(N+1))/2)\Gamma((\rho_k + 2)/2)} = \frac{\Gamma((\tilde{\rho}_{k,0} - \tilde{\rho}_k + 2)/2)\Gamma((\tilde{\rho}_{k,0} - \tilde{\rho}_k + 1)/2)}{\Gamma((\tilde{\rho}_{k,0} - \tilde{\rho}_k + \beta'/N)/2)\Gamma((\tilde{\rho}_{k,0} - \tilde{\rho}_k + 2 - \beta')/2)}. \tag{110}$$

We consider $\psi^{(\beta')}_{v+\rho_k,\mu+\rho_k}$ instead of $\psi^{(\beta')}_v$ because $v$ is not a partition, $\mu = 0^N = (0, \ldots, 0)$ is the only partition such that $0 \leq \mu_i \leq \beta'$ for $i \in [1, N]$ and $(v + \rho_k)/(\mu + \rho_k)$ is a horizontal strip. This $\mu$ obviously satisfies $|C_2(\mu)| + |H_2(\mu)| = |\mu|$. $C_{v+\rho_k}/(\mu+\rho_k)$ is thus $\emptyset$ and $\psi^{(\beta')}_{v/(v+\rho_k)/(\mu+\rho_k)} = 1$. Consequently, for $v$ representing the (OR) states, (81) reduces to

$$G^{(\text{OR})}(x,t) = \frac{1}{L} \sum_{c_{v+\rho_k}^{(\beta')}, c_{\mu+\rho_k}^{(\beta')}} \sum_{\nu = 0^N} e^{i\nu_0 x + i\nu x} \frac{Y_v'(1/2 + 1/(2\beta'))}{Y_v'(1)} \frac{Z_\nu(1/2)}{Z_\nu(1/(2\beta'))}. \tag{111}$$

For $v + \rho_k = (\tilde{\rho}_{k,0}, \ldots, \tilde{\rho}_k, 0)$, $Y_v'(r)$ and $Z_\nu(r)''$ are written, respectively, by

$$Y_v'(r) = \prod_{j=1,3,\ldots}^{\rho_k-1} \left( \prod_{i=2,4,\ldots}^{N} \left( \frac{j - 1}{2\beta'} + r + \frac{N - i}{2} \right) \right)^{\rho_k} \prod_{j=2,4,\ldots}^{N-1} \left( \frac{j - 1}{2\beta'} + r + \frac{N - i}{2} \right) \tag{112}$$

and

$$Z_\nu(r)'' = \prod_{j=1,3,\ldots}^{\rho_k-1} \left( \prod_{i=2,4,\ldots}^{N} \left( \frac{\rho_k - j}{2\beta'} + r + \frac{N - i}{2} \right) \right)^{\rho_k} \prod_{j=2,4,\ldots}^{N-1} \left( \frac{\rho_k - j}{2\beta'} + r + \frac{N - i}{2} \right) \tag{113}$$

In the second equality of (113), we have changed a dummy variables from $j$ to $j' = \rho_k + 1 - j$.

From (112), we obtain

$$Y_v'(r + 1/2) = \prod_{j'=1,3,\ldots}^{\rho_k-1} \left( \prod_{i=2,4,\ldots}^{N} \left( \frac{j' - 1}{2\beta'} + r + \frac{N - i}{2} \right) \right) \times \prod_{j'=2,4,\ldots}^{\rho_k-1} \left( \prod_{i=0,2,4,\ldots}^{N-2} \left( \frac{j' - 1}{2\beta'} + r + \frac{N - i}{2} \right) \right). \tag{114}$$

Dividing (114) by (113), we obtain

$$\frac{Y_v'(r + 1/2)}{Z_\nu(r)} = \prod_{j'=2,4,\ldots}^{\rho_k-1} \frac{\frac{r + N - 1}{2\beta'} + r + N - 2}{\frac{r + N - 1}{2\beta'} + r} = \frac{\Gamma((\rho_k + 1 + \beta' N)/2 + \beta' r)\Gamma(1/2 + \beta' r)}{\Gamma((\rho_k + 1)/2 + \beta' r)\Gamma((1 + \beta' N)/2 + \beta' r)}. \tag{115}$$
The former two terms can be treated as in the previous subsections. With use of the notations diagram shown in figure 4. The notations column in $D$
follows. From this, (106), (107), (111) and (104), we arrive at (109) with (110).

5.3.4. Derivation of $G^{(3)}$. When $\nu$ satisfies (90), $\nu$ is expressed by a generalized Young diagram shown in figure 4. The notations $p_L = \nu_1 - \beta$, $\rho_R = -\nu_{N+1}$,

$\tau_L = \begin{cases} +1/2 & (\rho_L: \text{even}) \\ -1/2 & (\rho_L: \text{odd}) \end{cases}$, 

$\tau_R = \begin{cases} +1/2 & (\rho_R: \text{odd}) \\ -1/2 & (\rho_R: \text{even}) \end{cases}$ (117)

have been introduced in the previous two subsections. The quantities $\zeta_j$ and $\sigma_j$ will be introduced in the following calculations.

We decompose the excitation energy $\tilde{\omega}_\nu$ (77) into terms with $i = 1, N + 1$ and the others. The former two terms can be treated as in the previous subsections. With use of the notations (94) and (108), $\tilde{\omega}_\nu$ is rewritten as

$\tilde{\omega}_\nu = (\pi/L)^2((\tilde{\rho}_L + \tau_L)^2 + (\tilde{\rho}_R + \tau_R)^2) + \tilde{\omega}_\nu'$ (118)

with

$\tilde{\omega}_\nu' = \left(\frac{\pi}{L}\right)^2 \sum_{j=1}^{N} \left(\nu_j + \frac{\beta(N + 1 - 2j)}{2} + \sigma_j^L \right)^2 - E_N(g).$ (119)

Introducing a partition $\xi = (\xi_1, \ldots, \xi_{N-1}) \in P_{N-1}$ by

$\xi_i = \nu_{i+1}, \quad i \in [1, N - 1],$ (120)

the energy (119) becomes

$\tilde{\omega}_\nu' = \left(\frac{\pi}{L}\right)^2 \sum_{j=1}^{N-1} \left(\xi_j + \frac{\beta(N - 1 - 2j)}{2} + \sigma_{j+1}^R \right)^2 - E_N(g).$ (121)

The first term in the right-hand side coincides with (B.2) in [31] when we replace $\xi_j$ by $\mu_j$ and $\sigma_j^L$ by $3/2 - \alpha_{N-j}$. Further, the relation

$\sigma_{j+1}^R = \begin{cases} -1/2 & (i, \xi_j) \in C_2(\xi) \\ 1/2 & (i, \xi_j) \in D(\xi) \setminus C_2(\xi) \end{cases}$

coincides with (B.4) in [31] under the same replacement. Therefore we can rewrite (121) following the argument of appendix B in [31]. For $j \in [1, \beta']$, let $\xi_j$ be the length of $j$th column in $D(\xi)$ and $\sigma_j$ be ‘the spin variable’ defined by

$\sigma_j = \begin{cases} 1/2, & \xi_j - j \text{ is odd} \\ -1/2, & \xi_j - j \text{ is even}. \end{cases}$ (122)

Furthermore, we introduce the rapidity

$\dot{\zeta}_j = \xi_j - \frac{N - 1}{2} + \frac{\beta + 1 - j}{\beta'}. $ (123)

In terms of the spin (122) and the rapidity (123), $\tilde{\omega}_\nu'$ is rewritten as

$\tilde{\omega}_\nu' = \left(\frac{\pi}{L}\right)^2 \left[-\beta' \sum_{j=1}^{\beta'} (\dot{\zeta}_j + \sigma_j)^2 + \frac{(\beta')^2 - 2}{3}\right]$, (124)
from which

$$\bar{\omega}_v = \left( \frac{\pi}{L} \right)^2 \left[ \sum_{j=L,R} (\bar{\rho}_j + \tau_j)^2 - \beta' \sum_{j=1}^\beta (\zeta_j + \sigma_j)^2 + \frac{(\beta')^2 - 2}{3} \right]$$

(125)

follows. Similarly, the total momentum is rewritten as

$$\bar{P}_v = -\frac{\pi}{L} \left[ \sum_{j=L,R} (\bar{\rho}_j + \tau_j) + \beta' \sum_{j=1}^\beta (\zeta_j + \sigma_j) \right].$$

(126)

Following the argument of appendix A in [31], \( z \) component of the total spin (79) is

$$S_z^{\text{tot}} = \tau_L + \tau_R + \sum_{j=1}^\beta \sigma_j.$$  

(127)

From (125)–(127), \( \bar{\rho}_L, \bar{\rho}_R \) and \( \zeta_j \) can be identified as the rapidities of the left-moving quasi-particle, the right-moving quasi-particle and the quasi-holes, respectively. Similarly, \( \tau_L, \tau_R \) and \( \sigma_j \) can be identified as the spins of the left-moving quasi-particle, the right-moving quasi-particle and the quasi-holes, respectively. Figure 4 shows the excited state specified by \( \nu \).

The excitation content of this state consists of a left-moving quasi-particle, a right-moving quasi-particle and \( \beta' \) quasi-holes.

We rewrite the expression in the parenthesis in the numerator in the right-hand side of (81) as

$$\sum_{\mu \in \mathcal{P}_N} \delta \phi_{\zeta_2(\mu) + |H_2(\mu), j|} b_{\mu} \psi_{\nu \nu}'(\mu', \mu)_{N, \beta}$$

$$= c_{N}^{\beta', 2} \sum_{\mu \in \mathcal{P}_N} (-1)^{|\mu| + \sum \Gamma(\nu) \delta \phi_{\zeta_2(\mu) + |H_2(\mu), j|}} X_{\mu} Y_{\mu} (1/2) \psi_{\nu \nu}'(\mu', \mu)_{N, \beta},$$

(128)

where \( X_{\mu} = (-1)^{|\mu| - |\zeta_2(\mu)|} Y_{\nu}'(-N/2) \). In a way similar to that used in [31], the expressions \( X_{\mu}, Y_{\mu}(1/2) \) and \( Y_{\mu}(1/2)/Y_{\nu}(1/2(2\beta')) \) can be written in terms of \( \mu'_j \) and \( \sigma_j^\mu \). The quantity \( \sigma_j^\mu \) is defined as \(+1/2 \) \((-1/2)\) when \( \mu'_j \) is even (odd).

Let the columns with \( \zeta_j - \mu_j = 0 \) \((-1) \) be denoted by \( I \) and those with \( \zeta_j - \mu_j = -1 \) \((-1) \) be denoted by \( J \). Then, \( X_{\mu}/Y_{\mu}(1/2) \) and \( Y_{\mu}(1/2)/Y_{\nu}(1/2(2\beta')) \) can be written in terms of \( \zeta_j, \sigma_j \). As shown in appendix A.2, \( \psi_{\nu \nu}'(\mu') \) can be written in terms of \( \zeta_j, \sigma_j, \rho_L, \tau_L, \rho_R, \tau_R \). Then (128) is rewritten as \( F_{v, M} \) with

$$F_{v, M} = \frac{c_{N}^{\beta', 2}}{(\beta')^6} \prod_{\mu \in \mathcal{P}_N} \frac{\Gamma(\bar{\nu}_L - \rho_R + 2 - \beta' - \delta_{\nu, \tau_0})/2}{\Gamma(\bar{\nu}_L - \rho_R + 1 - \delta_{\nu, \tau_0})/2} \times \prod_{\mu \in \mathcal{P}_N} \frac{\Gamma(\bar{\nu}_L - \rho_R + \beta' + \delta_{\nu, \tau_0})/2}{\Gamma(\bar{\nu}_L - \rho_R + 1 + \delta_{\nu, \tau_0})/2} \times \prod_{i=0, \beta'+1}^{\beta'} \prod_{j=1}^{\beta} \frac{\Gamma(\zeta_i - \sigma_j + 1 - \delta_{\sigma, \sigma_j})/2}{\Gamma(\zeta_i - \sigma_j + 2 - 1/\beta' - \delta_{\sigma, \sigma_j})/2} \times \prod_{1 \leq i < j \leq \beta'} \frac{\Gamma(\zeta_i - \sigma_j + 2 - 1/\beta' - \delta_{\sigma, \sigma_j})/2}{\Gamma(\zeta_i - \sigma_j + 2 - 1/\beta' - \delta_{\sigma, \sigma_j})/2}$$

(129)
and

\[ M_v = \sum_{j=1}^{\beta'} \left( \prod_{j=1, j \neq k, l} \left( \frac{\tilde{\rho}_l + \beta' \tilde{\xi}_j + (1 - \beta'')/2}{\tilde{\rho}_l + \beta' \tilde{\xi}_j - (1 - \beta'')/2} \right)^{1 - \delta_{v \mu} \rho} \times \prod_{j=1, j \neq k} \left( \frac{1}{2 \beta'} + \frac{\tilde{\xi}_j - \tilde{\xi}_k}{2} \right) \right) \]

where \( n'_\mu \) is the number of \( j \in [1, \beta'] \) for which \( \mu' - j \) is even. Here, we have introduced auxiliary quantities \( \xi'_0 = N - 1, \xi'_{\rho+1} = 0, \sigma_0 = 1/2 \), and \( \sigma_{\rho+1} = -1/2 \), and the definition of the rapidity \( (122) \) and the rapidity \( (123) \) is extended to \( j \in [0, \beta' + 1] \).

The factor \( P_x(\beta', P_{\rho+1}) \) in the denominator of \( (81) \) can also be written in terms of the rapidities and the spins of elementary excitations. The explicit expression is given in \( (A.16) \)–\( (A.19) \) and those expressions will be derived in appendix A.1.

From \( (129), (130) \), and \( (A.16) \), \( G^{(1)}(x, t) \) is given as

\[ G^{(1)}(x, t) = \left( \frac{(\Gamma((\beta' + 1)/(2\beta')))^{\beta'}}{(\beta')^{\beta} \Gamma((\beta' + 1)/2)} \right) \prod_{j=1}^{\beta'} \Gamma \left( j/\beta' \right)^{-2} \]

and

\[ L_v = L_v^{(I)} L_v^{(II)} L_v^{(III)} L_v^{(IV)} L_v^{(V)} \]

with

\[ L_v^{(I)} = \prod_{j=1}^{\beta'} \left( \frac{(\tilde{\rho}_l + \beta' \tilde{\xi}_j + (1 - \beta')/2}{\tilde{\rho}_l + \beta' \tilde{\xi}_j - (1 - \beta')/2} \right)^{1 - \delta_{v \mu} \rho} \left( \frac{\tilde{\rho}_l + \beta' \tilde{\xi}_j + (1 - \beta')/2}{\tilde{\rho}_l + \beta' \tilde{\xi}_j - (1 - \beta')/2} \right)^{1 - \delta_{v \mu} \rho} \]

\[ L_v^{(II)} = \prod_{j=1}^{\beta'} \left( \frac{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)}{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)} \right) \left( \frac{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)}{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)} \right) \]

\[ L_v^{(III)} = \prod_{j=1}^{\beta'} \left( \frac{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)}{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)} \right) \left( \frac{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)}{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)} \right) \]

\[ L_v^{(IV)} = \prod_{j=1}^{\beta'} \left( \frac{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)}{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)} \right) \left( \frac{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)}{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)} \right) \]

\[ L_v^{(V)} = \prod_{j=1}^{\beta'} \left( \frac{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)}{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)} \right) \left( \frac{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)}{\Gamma((\tilde{\rho}_l - \tilde{\rho}_{j0} + 1 + \beta' + \delta_{\rho, \mu})/2)} \right) \]
6. Thermodynamic limit

In this section, we derive an expression for the particle propagator in the thermodynamic limit, from the results in section 5.3. We derive (9) for \( G^{(0L)} \) in section 6.1 and (10) for \( G^{(1)} \) in section 6.2.

6.1. \( G^{(0L)} \)

We introduce ‘the reduced rapidity’ of the left-moving quasi-particle as

\[
\omega_L = -\frac{2}{N\beta'} \left( \tilde{\rho}_L - \frac{1}{2} \right) \tag{135}
\]

and describe each part of \( G^{(0L)}(x, t) \) in terms of \( \omega_L \). The excitation energy and the momentum in (97) are written as \((\pi d\beta' \omega_L)^2/4 \) and \( \pi d\beta' \omega_L/2 \), respectively.

In the summation in (97), the increment \( \Delta \rho_{L} \) of \( \rho_{L} \) is two. From (135) and (94), we see that \( \Delta \rho_{L} = 2 \) corresponds to \( \Delta \omega_{L} = -4/(N\beta') \). We also note that \( \omega_{L} = -1 + \mathcal{O}(1/N) \) when \( \rho_{L} = 1 \) and \( \omega_{L} \to -\infty \) when \( \rho_{L} \to \infty \). It thus follows that

\[
\frac{1}{L} \sum_{\rho_{L}=1,3,5,...} = \frac{\beta'}{4} \sum_{\rho_{L}=1,3,5,...} \frac{d\omega_{L}}{4} \tag{136}
\]

in the thermodynamic limit. The form factor \( F^{(0L)} \) (98) reduces to

\[
F^{(0L)} \sim \left( \frac{\tilde{\rho}_L - \tilde{\rho}_{L,0}}{2} \right)^{-\beta} \left( \frac{\tilde{\rho}_L - \tilde{\rho}_{L,0}}{2} \right)^{\beta} \sim \left( \frac{|\omega_{L}| - 1}{|\omega_{L}| + 1} \right)^{\beta}, \tag{137}
\]

which results from the relation

\[
\Gamma(a + 1)/\Gamma(a + b) \sim n^{a-b} \quad \text{for} \quad n \gg a, b = \mathcal{O}(1). \tag{138}
\]

Combining the above results, we obtain (9). In the same way, we can evaluate \( \lim_{t \to L} G^{(0R)}(x, t) \), which reduces to (8).

6.2. \( G^{(1)} \)

Introducing the reduced rapidities

\[
u_{R} = -\frac{2(\tilde{\rho}_R + \tau_R)}{N\beta'}, \quad \omega_L = -\frac{2(\tilde{\rho}_L + \tau_L)}{N\beta'} \tag{139}
\]

of quasi-particles and

\[
u_{j} = -\frac{2(\tilde{\zeta}_j + \sigma_j)}{N} \tag{140}
\]

of quasi-holes, the excitation energy \( \tilde{\omega}_\nu \) (125) and the momentum \( \tilde{P}_\nu \) (126) appearing in (131) are rewritten, respectively, as

\[
\lim_{t \to L} \tilde{\omega}_\nu = \left( \frac{\pi \beta' d}{2} \right)^2 \left( \omega_L^2 + \omega_R^2 \right) - \frac{\pi^2 \beta' d^2}{4} \sum_{j=1}^{\beta'} u_j^2 \tag{141}
\]

and

\[
\lim_{t \to L} \tilde{P}_\nu = \frac{\pi \beta' d}{2} (\omega_R + \omega_L) + \frac{\pi d}{2} \sum_{j=1}^{\beta'} u_j. \tag{142}
\]
In the summation in (131) with respect to $\rho_L$, $\rho_R$ and $\{\zeta_j\}$ under a set of fixed values of $\tau_L$, $\tau_R$ and $\{\sigma_j\}$, we see from (117) and (122) that
\[
\Delta \rho_L = \Delta \rho_R = \Delta \zeta_j = 2
\]
for the increments $\Delta \rho_L$, $\Delta \rho_R$ and $\Delta \zeta_j$ in the summation. From (139), (140), and (143), it follows that $\Delta w_R = -4/(N \beta')$ and $\Delta u_j = -4/N$, and then the summation over rapidities becomes
\[
\frac{1}{L} \sum_{\tau_L, \tau_R, \sigma_j} \sum_{\rho_L, \rho_R, \{\zeta_j\}} \frac{\beta^2}{L} \left( \frac{N}{4} \right)^{2\beta+3} \sum_{\tau_L, \tau_R, \sigma_j} \int_{-1}^{\infty} dw_R \int_{-\infty}^{1} dw_L \times \int_{-1}^{1} dw_{\beta'} \int_{-1}^{w_{\beta'}} dw_{\beta-1} \cdots \int_{-1}^{w_1} dw_1.
\]
(144)

When $\tilde{\rho}_L$, $\tilde{\rho}_R$, $\{\tilde{\zeta}_j\}$ are of the order of $N$, the expression of each part of $L_v$ in the thermodynamic limit is derived with use of (138) as
\[
L_v^{(I)} \sim 1,
\]
\[
L_v^{(II)} \sim \left( \frac{N \beta'}{4} \right)^{4\beta} \left( w_R^2 - 1 \right)^{\beta} \left( w_L^2 - 1 \right)^{\beta},
\]
\[
L_v^{(III)} \sim \left( \frac{N \beta'}{4} \right)^{-2\beta} \left( w_R - w_L \right)^{-2\beta},
\]
\[
L_v^{(IV)} \sim \left( \frac{N}{4} \right)^{-2\beta} \prod_{j=1}^{N} \left( 1 - u_j^2 \right)^{\beta / \beta'}
\]
\[
L_v^{(V)} \sim \prod_{1 \leq j < k \leq N} \left( \frac{N}{4} \right)^{-2\beta / \beta' + 2k / \gamma} \prod_{1 \leq j < k \leq N} \left( u_k - u_j \right)^{-2\beta / \beta' + 2k / \gamma}.
\]
(145)

It is not straightforward to derive the expression for $M_v$ in the thermodynamic limit, because cancellation occurs in the summation with respect to $\mu$, owing to the sign factor $(-1)^{\text{odd}}$.

In order to single out leading contribution in the thermodynamic limit, we introduce variables $e_j = 1 (j \in J), -1 (j \in I)$ in a way similar to the calculation in the scalar CS model [22], and rewrite $M_v$ as
\[
M_v = M_v^{(I)} M_v^{(II)} M_v^{(III)}
\]
(146)

with
\[
M_v^{(I)} = \left[ \prod_{j < k} \left( \frac{\tilde{\zeta}_j - \tilde{\zeta}_k}{2} \right)^{-\delta_{jk} / \gamma} \right].
\]
(147)
\[
M_v^{(II)} = \prod_j \left( \frac{\tilde{\rho}_L + \tilde{\zeta}_j}{\rho_L + \tilde{\zeta}_j + \frac{\beta'}{\beta}} \right)^{-\delta_{jk} / \gamma} \left( \frac{\tilde{\rho}_R + \tilde{\zeta}_j + \frac{\beta'}{\beta}}{\rho_R + \tilde{\zeta}_j + \frac{\beta'}{\beta}} \right)^{1-\delta_{jk} / \gamma}
\]
(148)
and
\[
M_{\nu}^{(III)} = \sum_{\substack{\mu \in \mathcal{P}_n \\
\text{s.t.v./h.s.}}} \left[ \prod_{j<k} \left( \frac{\zeta_j - \zeta_k}{2} \right)^{1-\delta_{\nu\mu}} \right] \left[ \prod_{j \text{ odd}} e_j \right] \times \prod_{j} \left( 1 - \frac{\hat{\beta}_j e_j}{\hat{\beta} + \zeta_j} \right) \left( 1 - \frac{\hat{\beta}_j e_j}{\hat{\beta} + \zeta_j + 2\hat{\beta}} \right) \times \prod_{j<k} \left( 1 + \frac{e_j - e_k}{2\hat{\beta} (\zeta_j - \zeta_k)} \right)^{1-\delta_{\nu\mu}}.
\] (149)

Here \(\sigma^{(i)}\) is \(1/2 (-1/2)\) when \(\mu_j - j\) is even (odd) (see the sentence below (128)). When \(\hat{\rho}_L, \hat{\rho}_R\) and \(\hat{\zeta}_j\) are of the order of \(N\), the expressions for \(M_{\nu}^{(I)}, M_{\nu}^{(II)}\) and \(M_{\nu}^{(III)}\) reduce to
\[
M_{\nu}^{(I)} \sim \prod_{j<k} \left( \frac{N}{4} \right)^{-\delta_{\nu\mu}} \prod_{j<k} (u_k - u_j)^{-\delta_{\nu\mu}}
\] (150)
\[
M_{\nu}^{(II)} \sim 1.
\] (151)
\[
M_{\nu}^{(III)} \sim \left( \frac{N}{4} \right)^{\beta^2} \sum_{\substack{\mu \in \mathcal{P}_n \\
\text{s.t.v./h.s.}}} \left[ \prod_{j<k} (u_k - u_j)^{\hat{\beta}} \xi_{\nu\mu}^j \right] \left[ \prod_{j \text{ odd}} e_j \right] \mathcal{M}([e_j]),
\] (152)

with
\[
\mathcal{M}([e_j]) = \prod_{j} \left( 1 + \frac{2\hat{\beta} e_j}{u_k + u_j} \right)^{1-\delta_{\nu\mu}} \left( 1 + \frac{2\hat{\beta} e_j}{u_k + u_j} \right)^{1-\delta_{\nu\mu}} \prod_{j<k} \left( 1 + \frac{\hat{e}_j - \hat{e}_k}{u_k - u_j} \right)^{1-\delta_{\nu\mu}}
\] (153)

and \(\hat{e}_j = e_j / (N\beta')\). We see that the expansion with respect to \(N^{-1}\) in \(\mathcal{M}([e_j])\) is equivalent to that with \(\hat{e}_j\). The lowest order terms with respect to \(\hat{e}_j\) which give non-vanishing contributions to \(M_{\nu}^{(III)}\) are given as follows.

Let \(f([e_j])\) be a polynomial of \([e_j]\). In appendix B, we show the following (i), (ii) and (iii):

(i) \[
\sum_{\substack{\mu \in \mathcal{P}_n \\
\text{s.t.v./h.s.}}} \left[ \prod_{j<k} (u_k - u_j)^{\hat{\beta}} \xi_{\nu\mu}^j \right] \left[ \prod_{j \text{ odd}} e_j \right] f([e_j]).
\] (154)

becomes zero when the degree of \(f([e_j])\) is lower than \(\beta + 1\).

(ii) When the degree of \(f\) is \(\beta + 1\), non-vanishing contributions to (153) result only from monomials \(\prod_{j \in Q} e_j\) with \(Q \subset \{1, 2, \ldots, \beta'\}\) satisfying
\[
|Q \cap \text{odd}| = |Q \cap \text{even}|
\] (155)
from which \(|Q| = \beta + 1\) follows.
(iii) For $Q$ satisfying (155), the relation

$$\sum_{\mu \in P_{\text{N}}} \prod_{j<k}(u_k - u_j)^{\delta_{j,k} \mu^j \mu^k} \prod_{j: \text{odd}} e_j \prod_{j \in Q} e_j = 2^{\beta+1} \varepsilon(Q, \{\sigma_j\}) \prod_{(j<k) \in (Q, \bar{Q}, \bar{Q})} (u_k - u_j)$$

holds. The symbol $\varepsilon(Q, \{\sigma_j\})$ denotes the sign factor defined in (16).

(iv) Following the similar calculation in the scalar CS model (in [22] or section 2.7.2 in [5]), we can show that when $M(\{e_j\})$ is written in the form

$$M(\{e_j\}) = \sum_{Q, \text{s.t.}} A_Q \prod_{j \in Q} e_j + \text{other terms},$$

the coefficient $A_Q$ can be written as

$$A_Q = \left(\frac{-1}{N\beta^2}\right)^{\beta+1} W_0(w_R, w_L, \{u_j\})^{-1} \prod_{j \in Q} \frac{\partial}{\partial u_j} W_0(w_R, w_L, \{u_j\})$$

with $W_0$ defined in (17).

From (i), (ii), (iii) and (iv), leading terms in $M_{\text{III}}(\nu)$ in the thermodynamic limit are obtained. Combining the resultant expression for $M_{\text{III}}(\nu)$ with (145), (150) and (151), we obtain

$$L_{\nu} M_{\nu}^2 \sim \frac{1}{\beta^2 N^2} \left(\frac{2}{\beta+1}\right)^2 F(\{u_j\}, w_R, w_L, \{\sigma_j\}, \tau_R, \tau_L),$$

with $F(\{u_j\}, w_R, w_L, \{\sigma_j\}, \tau_R, \tau_L)$ defined in (15). Further, from (131), (132), (141), (142), (144), and (159), the expression (10) for lim$_{t \to \infty}$ $G^{(1)}(x, t)$ follows.

7. Discussion

Here we make two remarks on technical points in the derivation presented in section 5 and 6; physical implication of main results was discussed in section 3.

One is the expression for the particle propagator in terms of the rapidities $\tilde{\rho}_L, \tilde{\rho}_R, \tilde{\zeta}_j$ and the spins $\tau_L, \tau_R, \sigma_j$ of quasi-particles and quasi-holes. We showed in [31] that the hole propagator in a finite-size system is expressed in a concise form in terms of the rapidities and the spins of the quasi-holes. The hole propagator and dynamical density correlation functions of the finite-sized scalar CS model have simpler expressions in terms of the rapidities of elementary excitations than those in terms of the momenta. It is important to make the results as compact as possible in finite-sized systems, especially in the calculation of the particle propagator; the procedure of taking the thermodynamic limit of the particle propagator is much more involved, compared to the procedure for other dynamical correlation functions. The rapidity-spin description will be useful to calculate dynamical correlation functions in the CS model for particles with SU($K$) internal symmetry with $K \geqslant 3$.

The other point of importance is evaluation of the contributions from multiple excitations of the quasi-particles and the quasi-holes in the thermodynamic limit. Most of dynamical correlation functions (the hole propagator, the density correlation function and the spin correlation function) have been evaluated in the thermodynamic limit in a common way; first the form factor is written as a product of gamma functions, variables of which are the rapidities (the scalar CS model) or the rapidities and the spins (the spin CS model) and then
use the formula (138) for gamma functions. Evaluation of the particle propagator, on the other hand, contains an involved process both in the scalar and the spin CS models. Furthermore, the presence of the spin degrees of freedom in elementary excitations makes calculation of the particle propagator more involved and nontrivial in the spin CS model, compared to the scalar model. This is the reason why we present details of derivation in section 6.2 and appendix B.

8. Conclusion

In the present paper, we derive the exact explicit expression for the particle propagator of the spin 1/2 Calogero–Sutherland model and discuss physical properties and interpretation of the spectral functions in the full range of the energy and momentum space. Combining this result with the result on the hole propagator obtained in our previous paper [31], we obtained a full knowledge of the single-particle Green’s function of this model.
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Appendix A. Derivation of scalar products and the matrix elements related to \( G^{(1)} \) in finite systems

In this section, we derive the finite-size representation of the scalar product \( \{ p^{(\beta')}_{\tilde{\nu}}, p^{(\beta')}_{\nu} \}_{N+1, \beta} \) and \( \psi^{(\beta')}_{\nu} \) for \( \nu \) satisfying (90).

A.1. The scalar product \( \{ p^{(\beta')}_{\tilde{\nu}}, p^{(\beta')}_{\nu} \}_{N+1, \beta} \)

For later convenience, we set

\[
\tilde{\nu} = (\beta', v_2, \ldots, v_N, 0) = (\beta', \zeta_1, \ldots, \zeta_{N-1}, 0) \in \mathcal{P}_{N+1}
\]

and decompose the scalar product \( \{ p^{(\beta')}_{\tilde{\nu}}, p^{(\beta')}_{\nu} \}_{N+1, \beta} \) as

\[
\{ p^{(\beta')}_{\tilde{\nu}}, p^{(\beta')}_{\nu} \}_{N+1, \beta} = \{ p^{(\beta')}_{\tilde{\nu}}, p^{(\beta')}_{\nu} \}_{N+1, \beta} \times \mathcal{N}_{\tilde{\nu} \nu}
\]

with

\[
\mathcal{N}_{\tilde{\nu} \nu} = \frac{\{ p^{(\beta')}_{\tilde{\nu}}, p^{(\beta')}_{\nu} \}_{N+1, \beta}}{\{ p^{(\beta')}_{\nu}, p^{(\beta')}_{\nu} \}_{N+1, \beta}}.
\]

A.1.1. Expression for \( \{ p^{(\beta')}_{\tilde{\nu}}, p^{(\beta')}_{\nu} \}_{N+1, \beta} \). First we consider \( \{ p^{(\beta')}_{\tilde{\nu}}, p^{(\beta')}_{\nu} \}_{N+1, \beta} \), which is given from (83) by

\[
\frac{c_{\nu+1}^{(\beta', \beta)}}{Y_{\nu}((\beta' + 1)/2)} Z_{\nu}(1/2)
\]

\[
Y_{\nu}((\beta' + 1)/2) Z_{\nu}(1/2).
\]

\[\text{(A.1)}\]

\(Z_{\nu}(r)\) is decoupled into the contribution from the first row in \( D(\tilde{\nu}) \) and other rows. In the first row, \( a(s) = \beta' - j \) and \( l(s) = \zeta_j \) and hence \( s \in H_2(\tilde{\nu}) \) in the first row is given by \( s = (1, j) \) with \( \sigma_j = -1/2 \). We thus obtain

\[
\prod_{s=(1,j) \in H_2(\tilde{\nu})} \left( \frac{a(s)}{2\beta'} + \frac{l(s)}{2} + r \right) = \prod_{j=1}^{\beta'} \left( \frac{\zeta_j + 1}{2} - \frac{j}{2\beta'} + r \right)^{\delta_{\beta,j}}
\]

\[
= \prod_{j=1}^{\beta'} \left( \frac{\zeta_j - \zeta_{j+1} - 1/\beta'}{2} + r \right)^{\delta_{\beta,j}}.
\]

\[\text{(A.2)}\]
Noting that the contribution from the other rows is given by \( Z_{\zeta}(r) \) with \( \zeta = (\zeta_1, \ldots, \zeta_N) \in \mathcal{P}_N \), we obtain
\[
Z_{\zeta}(r) = Z_{\zeta}(r) \prod_{j=1}^{\beta} \left( \frac{\zeta_j - \zeta_{\beta+1} - 1/\beta'}{2} + r \right)^{b_{j+1}}.
\] (A.3)

The expression for \( Z_{\zeta}(r) \) is available in (96) in [31] with replacement of \( \tilde{\mu}_j \) by \( \tilde{\zeta}_j \) and it is given by
\[
Z_{\zeta}(r) = \Gamma[\gamma + 1/2]^{\beta} \prod_{j=1}^{\beta} \Gamma[(\zeta_j - \zeta_{\beta+1} - 1/\beta' + \delta_{\sigma_1,\sigma_2})/2 + r]
\times \prod_{1 \leq j \leq k \leq \beta'} \frac{\Gamma[(\zeta_j - \zeta_k + \delta_{\sigma_j,\sigma_k})/2 + r]}{\Gamma[(\zeta_j - \zeta_k)/2 + r]}.
\] (A.4)

On the other hand, \( Y'_{\zeta}(r) \) is decoupled into the product of the contribution from the squares \( s = (\zeta_j + 1, j) \) at the bottom of each column and the remaining squares. When \( s = (\zeta_j + 1, j) \in D(\nu) \setminus C_{\nu}(\tilde{\nu}), \sigma_j = -1/2 \) and we obtain
\[
\prod_{s=(\zeta_j+1,j)\in D(\nu)\setminus C_{\nu}(\tilde{\nu})} \left( \frac{\delta(s)}{2\beta'} + \frac{N - 1 - f(s)}{2} + r \right) = \prod_{j=1}^{\beta'} \left( \frac{\zeta_0 - \zeta_j - 1/\beta'}{2} + r \right)^{b_{j+1}}.
\] (A.5)

The remaining contribution to \( Y'_{\zeta}(r) \) is given by \( Y'_{\zeta}(r) \) and as a result, \( Y'_{\zeta}(r) \) is written as
\[
Y'_{\zeta}(r) = Y'_{\zeta}(r) \prod_{j=1}^{\beta'} \left( \frac{\zeta_0 - \zeta_j - 1/\beta'}{2} + r \right)^{b_{j+1}}.
\] (A.6)

The expression for \( Y'_{\zeta}(r) \) has been derived in [34] as
\[
Y'_{\zeta}(r) = \prod_{j=1}^{\beta'} \Gamma[N/2 + (j - 1)/\beta' + r]
\frac{\Gamma[(\zeta_j - \zeta_0 + 1 + \delta_{\sigma_j,\sigma_0})/2]}{\Gamma[(\zeta_j - \zeta_0 - 1/\beta' + \delta_{\sigma_j,\sigma_0})/2 + r]}.
\] (A.7)

From (A.6) and (A.7), we obtain
\[
Y'_{\zeta}(r) = \prod_{j=1}^{\beta'} \Gamma[N/2 + (j - 1)/\beta' + r]
\frac{\Gamma[(\zeta_j - \zeta_0 + 1 + \delta_{\sigma_j,\sigma_0})/2]}{\Gamma[(\zeta_j - \zeta_0 - 1/\beta' + \delta_{\sigma_j,\sigma_0})/2 + r]}.
\] (A.8)

The scalar product \( \{P_{\nu}^{(\beta')}, P_{\nu}^{(\beta')}\}_{N+1,\beta} \) is explicitly given by
\[
\{P_{\nu}^{(\beta')}, P_{\nu}^{(\beta')}\}_{N+1,\beta} = \left\{ \frac{(\zeta_0^{(\beta',2)})_{N+1,\beta}}{(\beta')^{\beta/2} \Gamma[(\beta']^{\beta/2})^{\beta} \Gamma[1+(N+1)/2] \prod_{j} \frac{\Gamma[(\zeta_j - \zeta_{\beta+1} + 1 + \delta_{\sigma_j,\sigma_{\beta+1}})/2]}{\Gamma[(\zeta_j - \zeta_{\beta+1} - 1/\beta' + \delta_{\sigma_j,\sigma_{\beta+1}})/2]} \right\}
\times \prod_{j=1}^{\beta'} \frac{\Gamma[(\zeta_j - \zeta_{\beta+1} + 1 + \delta_{\sigma_j,\sigma_{\beta+1}})/2]}{\Gamma[(\zeta_j - \zeta_j - 1/\beta' + \delta_{\sigma_j,\sigma_{\beta+1}})/2]}.
\] (A.9)
A.1.2. Expression for $\mathcal{N}_{\nu, \tilde{\nu}}$. The expression $\mathcal{N}_{\nu, \tilde{\nu}}$ is given by

$$\mathcal{N}_{\nu, \tilde{\nu}} = \left\{ P_{\nu N}^{(\beta)}, P_{\nu N}^{(\beta')} \right\}_{N+1, \beta},$$

where

$$\nu_+ = (v_1 + \rho_R, \ldots, v_{N+1} + \rho_R) = (\beta' + \rho_L + \rho_R, \zeta_1 + \rho_R, \ldots, \zeta_{N-1} + \rho_R, 0) \in \mathcal{P}_{N+1}$$

(A.10)

and

$$\tilde{\nu}_+ = (\tilde{v}_1 + \rho_R, \ldots, \tilde{v}_{N+1} + \rho_R) = (\beta' + \rho_R, \zeta_1 + \rho_R, \ldots, \zeta_{N-1} + \rho_R, \rho_R) \in \mathcal{P}_{N+1}.$$  

(A.11)

Let $\mathcal{N}_{\nu, \tilde{\nu}}$ be decoupled into following five parts in $D(\nu_+) \cup D(\tilde{\nu}_+)$:

(I) the contribution $\mathcal{N}^{(I)}$ from $s = (1, j)$ with $j \in [1, \rho_R]$.

(II) the contribution $\mathcal{N}^{(II)}$ from $s = (1, j)$ with $j \in [\rho_R + 1, \rho_R + \beta']$.

(III) the contribution $\mathcal{N}^{(III)}$ from $s = (1, j)$ with $j \in [\rho_R + \beta' + 1, \rho_L + \rho_R + \beta']$.

(IV) the contribution $\mathcal{N}^{(IV)}$ from $s = (i, j)$ with $i \in [2, N+1]$ and $j \in [1, \rho_R]$.

(V) the contribution $\mathcal{N}^{(V)}$ from $s = (i, j)$ with $i \in [2, \zeta_1 + 1]$ and $j \in [\rho_R + 1, \rho_R + \zeta_{i-1}]$.

See also figure A1.

The contribution $\mathcal{N}^{(I)}$ results from $Z_v(1/(2\beta'))/Z_v(1/2)$ divided by $Z_v(1/(2\beta'))/Z_v(1/2)$ and is explicitly expressed as

$$\mathcal{N}^{(I)} = \frac{\Gamma(1 + \beta'/(N + 1))/2}{\Gamma[\beta'(N + 2)/2]} \times \frac{\Gamma[\rho_L - \rho_L, 0 + \beta' + \delta_{\nu, \tilde{\nu}}]/2}{\Gamma[\rho_L - \rho_L, 0 + 1 + \delta_{\nu, \tilde{\nu}}]/2} \times \frac{\Gamma[\rho_L, 0 - \rho_L, 0 + 2\beta' + \delta_{\nu, \tilde{\nu}}]/2}{\Gamma[\rho_L, 0 - \rho_L, 0 + \beta' + 1 + \delta_{\nu, \tilde{\nu}}]/2} \times \frac{\Gamma[\rho_L, 0 - \rho_L + 2 - \beta' - \delta_{\nu, \tilde{\nu}}]/2}{\Gamma[\rho_L, 0 - \rho_L + 1 - \delta_{\nu, \tilde{\nu}}]/2}. $$

(A.12)
Similarly, $\mathcal{N}^{(II)}$ and $\mathcal{N}^{(III)}$ are expressed as

$$\mathcal{N}^{(II)} = \prod_j \left( \frac{\tilde{c}_j - \xi_{j+1} + 1 - 1/B'}{\tilde{c}_j - \xi_{j+1}} \right)^{1-\delta_{t_j}} \left( \frac{\tilde{\rho}_L + \beta' \tilde{c}_j - (\beta' - 1)/2}{\tilde{\rho}_L + \beta' \tilde{c}_j + (\beta' - 1)/2} \right)^{1-\delta_{t_j}} \rho_j^{(A, 13)}$$

and

$$\mathcal{N}^{(III)} = \frac{\Gamma(1 + \beta')/2 \Gamma((\tilde{\rho}_L - \tilde{\rho}_{L,0} - \beta' + 1 + \delta_{\nu,1})/2)}{\Gamma((\tilde{\rho}_L - \tilde{\rho}_{L,0} + \delta_{\nu,1})/2)} \times \frac{\Gamma((\tilde{\rho}_L - \tilde{\rho}_{L,0} + \beta' + 1 + \delta_{\nu,1})/2)}{\Gamma((\tilde{\rho}_L - \tilde{\rho}_{L,0} + 2\beta' + \delta_{\nu,1})/2)}.$$

(A.14)

The contribution to $\mathcal{N}^{(IV)}$ consists of $Z_i(1/(2\beta'))/Z_{\nu}(1/2)$ divided by $Z_i(1/(2\beta'))/Z_{\nu}(1/2)$ from the $i$th row with $i \in [2, N]$ and $Y_i(1/2 + 1/(2\beta'))/Y_i(1)$ from $N + 1$th row in $D(\tilde{\nu}_i)$;

$$\mathcal{N}^{(IV)} = \prod_j \left( \frac{\tilde{\zeta}_j - \xi_j + 1 - 1/B'}{\tilde{\zeta}_j - \xi_j} \right)^{1-\delta_{t_j}} \left( \frac{\tilde{\rho}_R - \beta \tilde{\zeta}_j - (\beta' - 1)/2}{\tilde{\rho}_R - \beta \tilde{\zeta}_j + (\beta' - 1)/2} \right)^{1-\delta_{t_j}} \rho_j^{(A, 15)}$$

(A.15)

It is easily seen that $\mathcal{N}^\nu = 1$ because the contribution from $D(\tilde{\nu}_i)$ exactly cancels with that from $D(\tilde{\nu}_i)$.

A.1.3. Final expression for $(P_v^{(\nu)}, P_v^{(\nu)})_{N+1, \beta}$. From (A.9), (A.12)–(A.15), the final expression for the scalar product $(P_v^{(\nu)}, P_v^{(\nu)})_{N+1, \beta}$ is given by

$$\{P_v^{(\nu)}, P_v^{(\nu)}\}_{N+1, \beta} = K(A_v B_v) \rho_j^{(A, 16)}$$

with

$$K = \frac{\tilde{c}_j^{(\beta', \nu)}(1) \Gamma(1 + \beta')^N}{\Gamma(2 + N \beta') \Gamma(1 + N + 1 + \beta')^2}.$$ 

(A.17)

$$A_v = \prod_{j \not\in \tilde{\nu}} \frac{\Gamma(\tilde{\zeta}_j - \xi_k + 1 - \delta_{\nu, \nu}/2)\Gamma(\tilde{\zeta}_j - \xi_k + 1 + \delta_{\nu, \nu}/2)}{\Gamma(\tilde{\zeta}_j - \xi_k + 2 - \beta' - \delta_{\nu, \nu}/2)\Gamma(\tilde{\zeta}_j - \xi_k + 2 + \beta' + \delta_{\nu, \nu}/2)} \times \prod_j \left( \frac{\tilde{\rho}_L + \beta' \tilde{c}_j - (\beta' - 1)/2}{\tilde{\rho}_L + \beta' \tilde{c}_j + (\beta' - 1)/2} \right)^{1-\delta_{t_j}} \left( \frac{\tilde{\rho}_R + \beta' \tilde{c}_j + (\beta' - 1)/2}{\tilde{\rho}_R + \beta' \tilde{c}_j - (\beta' - 1)/2} \right)^{1-\delta_{t_j}} \rho_j^{(A, 18)}$$

(A.18)

and

$$B_v = \prod_{i = 0, \beta, 1} \prod_{j = 1} \frac{\Gamma(\tilde{c}_j + 1 - \delta_{\nu, \nu}/2)}{\Gamma(\tilde{c}_j + 2 - \beta' - \delta_{\nu, \nu}/2)} \times \frac{\Gamma((\tilde{\rho}_L - \tilde{\rho}_{L,0} + \beta' + \delta_{\nu,1})/2)}{\Gamma((\tilde{\rho}_L - \tilde{\rho}_{L,0} + 1 + \delta_{\nu,1})/2)} \times \frac{\Gamma((\tilde{\rho}_L - \tilde{\rho}_{L,0} + \beta' + 1 + \delta_{\nu,1})/2)}{\Gamma((\tilde{\rho}_L - \tilde{\rho}_{L,0} + 2 + \delta_{\nu,1})/2)} \rho_j^{(A, 19)}$$

(A.19)
A2. $\psi_{\nu,\mu}^{(\beta)}$ be decoupled into four parts

Let $\psi_{\nu,\mu}^{(\beta)}$ be decoupled into four parts.

Each part is given, respectively by

1. The contributions $V_{\nu,\mu}^{(I)}$ from $s = (1, j) \in H_2(v_+)$ and $H_2(\mu_+)$ with $j \in [1, \rho_R] \cap C_{\nu,\mu_+}$.
2. The contributions $V_{\nu,\mu}^{(II)}$ from $s = (1, j) \in H_2(v_+)$ and $H_2(\mu_+)$ with $j \in [\rho_R + 1, \rho_R + \beta']$.
3. The contributions $V_{\nu,\mu}^{(IV)}$ from $s = (i, j) \in H_2(v_+)$ and $H_2(\mu_+)$ with $i \in [2, N + 1]$ and $j \in [1, \rho_K] \cap C_{\nu,\mu_+}$.
4. The contributions $V_{\nu,\mu}^{(V)}$ from $s = (i, j) \in H_2(v_+)$ and $H_2(\mu_+)$ with $i \in [2, \zeta_i + 1]$ and $j \in [\rho_K + 1, \rho_K + \zeta_i - 1] \cap C_{\nu,\mu_+}$.

The sets of squares which belong to (I)~(V) in $D(v_+) \setminus D(\mu_+)$ are shown in figure A1. In figure A2, the squares marked by * represent squares belonging to $C_{\nu,\mu_+} \setminus R_{\nu,\mu_+}$ and contributing to $\psi_{\nu,\mu}^{(\beta)}$. Obviously, there are no squares in (III) contributing to $\psi_{\nu,\mu}^{(\beta)}$.
Appendix B. Proof of (i), (ii) and (iii) in section 6

B.1. Outline of proof

Let \( F(u_1, \ldots, u_{\beta'}; S) \) be the following expression:

\[
F(u_1, \ldots, u_{\beta'}; S) = \sum_{I \subseteq [1, \beta'] \text{ s.t. } |I| = \beta + 1} (-1)^{|I^c|} \prod_{j \in k} (u_k - u_j).
\]  

(B.1)

The symbol \( S \) denotes a subset of \( \{1, 2, \ldots, \beta'\} \). In appendix B.2, we show that

\[
\sum_{\mu_s \in \mathcal{P}_n} \prod_{j \in k} (u_k - u_j)^{s \cdot \mu_s} \prod_{j \in \text{odd}} e_j \prod_{j \in Q} e_j = (-1)^{|Q \cap \hat{Q}|} F(u_1, u_2, \ldots, u_{\beta'}; S(Q)),
\]

with \( S(Q) = (\text{odd} \cap \hat{Q}) \cup (\text{even} \cap Q) \), where \( Q \) is a subset of \( \{1, 2, \ldots, \beta'\} \), \( Q^c \) is the set of columns \( j \in [1, \beta'] \) such that \( \xi_j' - j \) is even, and \( n_s \) is the number of \( j \in [1, \beta'] \) for which \( \mu_j' - j \) is even.

In appendix B.3, we show that

\[
F(u_1, \ldots, u_{\beta'}; S) = \begin{cases} 
2^{\beta + 1} (-1)^{|S| \text{even}} \prod_{j \in k \cap I} (u_k - u_j), & \text{if } |S \cap \text{odd}| = |S \cap \text{even}| \\
0, & \text{otherwise}
\end{cases}
\]

(B.3)

with \( I_S = (\text{even} \cap S) \cup (\text{odd} \cap \hat{S}) \).

We then arrive at the relation

\[
\sum_{\mu_s \in \mathcal{P}_n} \prod_{j \in k} (u_k - u_j)^{s \cdot \mu_s} \prod_{j \in \text{odd}} e_j \prod_{j \in Q} e_j = \begin{cases} 
2^{\beta + 1} \varepsilon(Q, \{\sigma_j\}) \prod_{j \in k} (u_k - u_j), & \text{if } |Q \cap \text{odd}| = |Q \cap \text{even}| \\
0, & \text{otherwise}
\end{cases}
\]

with \( \varepsilon(Q, \{\sigma_j\}) = (-1)^{|S(Q \cap \hat{Q})| + |S(Q \cap \text{even})|} \), which coincides with (16). The relation (B.4) can be obtained using (B.2) and (B.3) and the relation \( I_{\hat{S}Q} = \hat{Q} \). The relation \( |Q \cap \text{even}| = |Q \cap \text{odd}| \) follows from \( |S(Q \cap \text{even})| = |S(Q \cap \text{odd})| \).

The relations (ii) and (iii) in section 6 immediately follow from (B.4). The relation (i) also follows from (B.4) when the powers of \( e_j \) in monomials in the polynomial \( f \) are less than two for all \( j \). When the powers of \( e_j \) for some \( j \) are larger than one in \( f \), the expression (154) reduces to that for a polynomial \( g \) that contains monomials in which the powers of \( e_j \) are less than two for all \( j \). The order of \( g \) is not larger than that of \( f \). Thus (i) in section 6 holds even when the powers of \( e_j \) for some \( j \) are larger than one in \( f \).

B.2. Proof of (B.2)

In the left-hand side of (B.2), we first note that

\[
\left[ \prod_{j \in \text{odd}} e_j \right] \left[ \prod_{j \in Q} e_j \right] = \prod_{j \in [\text{odd} \cap \hat{Q}] \cup [\text{even} \cap Q]} e_j = (-1)^{|Q \cup \hat{Q}|} \quad \text{(B.5)}
\]
We also note that the set \( I \), which is defined as the set of columns so that \( \zeta_j = \mu_j \), is expressed as
\[
I = [Q_\mu \cap Q_\sigma^{(-1)}] \cup [\bar{Q}_\mu \cap \bar{Q}_\sigma^{(-1)}]
\]  \hfill (B.6)
in terms of \( Q_\mu \) (\( Q_\sigma^{(-1)} \)) defined as the set of columns where \( \mu_j - j (\zeta_j - j) \) is even. From (B.5) and (B.6), left-hand side of (B.2) becomes
\[
\text{LHS of (B.2)} = \sum_{Q_\mu \in [\beta], \beta \neq 1} (-1)^{|S(Q_\mu)\cap [\beta]|} \prod_{j<k} (u_k - u_j) . \hfill (B.7)
\]
We see that the relation
\[
(-1)^{|S(Q_\mu)\cap [\beta]|} (-1)^{|S(Q_\mu)\cap [\beta']|} = (-1)^{|S(Q_\mu)\cap [\beta]_\mu|} (-1)^{|S(Q_\mu)\cap [\beta']|} \]  \hfill (B.8)
holds and hence we obtain
\[
\text{LHS of (B.2)} = (-1)^{|S(Q_\mu)\cap [\beta']|} \sum_{Q_\mu \in [\beta], \beta \neq 1} (-1)^{|S(Q_\mu)\cap [\beta]|} \prod_{j<k} (u_k - u_j) . \hfill (B.9)
\]
Replacing the dummy index \( Q_\mu \) in (B.9) by \( I \), (B.9) becomes RHS of (B.2).

**B.3. Proof of (B.3)**

First, we show that \( F(u_1, \ldots, u_\beta; S) \) is zero when \( |S| \) is odd. In the right-hand side of (B.1), the summands for \( I = \tilde{I} \) with \( |\tilde{I}| = 1 \) and its counterpart \( \tilde{I}' \equiv [1, \beta'] \setminus \tilde{I} \) with \( |\tilde{I}'| = 1 \) differ only in their signs \((-1)^{|\tilde{I}|} \) in (B.1). Noting
\[
(-1)^{|\tilde{I}|} (-1)^{|\tilde{I}'|} = (-1)^{|S|}, \hfill (B.10)
\]
we see that the summand for \( \tilde{I}' \) and \( \tilde{I} \) cancel with each other and consequently \( F(u_1, \ldots, u_\beta; S) \) vanishes when \( |S| \) is odd. In the following, we consider \( |S| \) to be even. Since the sums over \( I \) satisfying \( |I| \) being \( \beta \) and \( |\tilde{I}| \) being \( \beta + 1 \) give the same contribution, we only consider the sum over \( I \) with \( |I| \) being \( \beta + 1 \). Twice the result gives \( F(u_1, \ldots, u_\beta; S) \).

Now we expand (B.1) with respect to monomials of \( u_1, u_2, \ldots, u_\beta \),
\[
F(u_1, \ldots, u_\beta; S) = 2 \sum_{(A, B) \in S_\beta} \text{sgn}(A) \text{sgn}(B) (-1)^{|A\cap S|} u_0 u_1^{\beta-1} u_2^{\beta-2} \cdots u_{\beta-1} . \hfill (B.11)
\]
Here the sum with respect to \( (A, B) \) with \( A = (a_1, \ldots, a_{\beta+1}) \) and \( B = (b_1, \ldots, b_\beta) \) runs over all permutations of \((1, 2, \ldots, \beta')\). We denote by \( \text{sgn}(A) \) the signature of the permutation \( \sigma \in S_{\beta+1} \) such that \( a_{(1)} > a_{(2)} > \cdots > a_{(\beta+1)} \). The symbol \( \text{sgn}(B) \) is defined in the same way. The symbol \((-1)^{|A\cap S|}\) is defined as \((-1)^{|\sigma'|} \) where \( \sigma' \in S_{\beta+1} \setminus \{1, \beta \} \). The polynomial
\[
u_0 u_1^{\beta-1} u_2^{\beta-2} \cdots u_{\beta-1}, \hfill (B.12)
\]
is obviously invariant with respect to interchange \( a_i \) and \( b_i \) for \( i \in [1, \beta] \). Thus there appear \( 2^\beta \) terms of the form (B.12) in the right-hand side of (B.11).

We seek for the condition that the polynomial (B.12) survives after the summation in (B.11). First we consider the relative sign of \( \text{sgn}(A) \text{sgn}(B) (-1)^{|A\cap S|} \) and \( \text{sgn}(A') \text{sgn}(B') (-1)^{|A'\cap S|} \), where
\[
A' = \{a_1, \ldots, a_{\beta-1}, b_1, a_{\beta+1} \} \\
B' = \{b_1, \ldots, b_{\beta-1}, a_1, b_{\beta+1} \}.
\]
We assume \( a_i < b_i \) for simplicity. The opposite case \( a_i > b_i \) can be discussed in a similar way. The relative sign \( \text{sgn}(A') / \text{sgn}(A) \) is given by \((-1)^{[a_i ∼ j, j ∉ S]}\), and \( \text{sgn}(B') / \text{sgn}(B) \) by \((-1)^{[j ∼ j, j ∉ S]}\). The other factor \((-1)^{[A' ∼ S]}\) is given by \((-1)^{[a_i, b_i ∈ S]}\). We thus obtain

\[
\frac{\text{sgn}(A')\text{sgn}(B')}{\text{sgn}(A)\text{sgn}(B)}(-1)^{|A' ∩ S|} = (-1)^{a_i - b_i - 1}(-1)^{[a_i, b_i ∈ S]}.
\]  

(B.13)

This result depends only on \( a_i - b_i \) and whether \( a_i \) or \( b_i \) belongs to \( S \), not on \( a_j \) or \( b_j \) with \( j(≠i) \). Taking account of (B.13), we rewrite (B.11) as we explain below. First we define an equivalent relation as

\[
(A', B') = (a', \ldots, a'_β, b', \ldots, b') ∼ (A, B),
\]

if \( a'_i = \begin{cases} a_i, & i ∈ [1, β + 1] \setminus J \\ b_i, & i ∈ [1, β] \setminus J \end{cases} \)

(B.14)

with a set \( J ⊂ [1, β] \). We denote the equivalent class with the representative \( (A, B) \) by \([A, B] = \{(A', B') ∈ S'_β | (A', B') ∼ (A, B)\} \). Further we denote the quotient set of \( S'_β \) with respect to ∼ by \( S'_β / ∼ \). With these notations, (B.11) is rewritten as

\[
F(u_1, \ldots, u_β; S) = \sum_{([A, B] ∈ S'_β / ∼)} u_0^0 u_{a_1}^1 \cdots u_{a_β}^β u_{b_1}^1 u_{b_2}^2 \cdots u_{b_β}^β \times \sum_{(A', B') ∼ (A, B)} \text{sgn}(A')\text{sgn}(B')(-1)^{|A' ∩ S'|}.
\]

(B.15)

Considering the result (B.13), we see that the second line of the right-hand side of (B.15) becomes

\[
\sum_{(A', B') ∼ (A, B)} \text{sgn}(A')\text{sgn}(B')(-1)^{|A' ∩ S'|} = \text{sgn}(A)\text{sgn}(B)(-1)^{|A ∩ S|} \prod_{i=1}^β (1 + (-1)^{a_i - b_i - 1}(-1)^{[a_i, b_i ∈ S]}),
\]

(B.16)

Thus \([A, B] \) contributes to the sum in (B.15) only when the condition

\[
(-1)^{a_i - b_i - 1}(-1)^{[a_i, b_i ∈ S]} = 1 \text{ for all } i ∈ [1, β]
\]

(B.17)

is satisfied.

Next we prove that

- a sequence \((A, B) ∈ S'_β\) satisfying (B.17) exists only when the relation

\[
|S ∩ \text{even}| = |S ∩ \text{odd}|
\]

holds.

- As a representative of the equivalent class \([A, B] \) with \((A, B)\) satisfying (B.17), we can choose \((A, B)\) satisfying

\[
\{a_1, \ldots, a_{β + 1}\} = I_S \equiv (\text{odd} ∩ \bar{S}) ∪ (\text{even} ∩ S)
\]

(B.19)

\[
\{b_1, \ldots, b_β\} = \bar{I}_S = [1, β'] \setminus I_S.
\]

(B.20)
The condition (B.17) is equivalent to \( a_i - b_i \) being odd for \( i \in [1, \beta] \). Only the pairs
\((a_i, b_j)\) being (even, odd) or (odd, even) for \( i \in [1, \beta] \) can be a solution. As a result, \( a_{\beta+1} \)
is odd, since \( \{a_i, b_i\} \) for \( i \in [1, \beta] \) exhausts \( \beta \) even numbers and \( \beta \) odd numbers in \([1, \beta']\).
As a representative of \([\{A, B\}]\), we can take \( a_i \) to be odd for \([1, \beta' + 1]\). The resultant \( A \) is
\((1, 3, \ldots, \beta')\) or its permutation, which agrees with (B.19).

For a given \( S \), there are six cases, which we examine below.

(a) For the case where \( a_j \in S \) and \( b_j \in S \) for an index \( j \in [1, \beta] \), the condition (B.17) holds only when \( a_j - b_j \) is odd for all \( i \in [1, \beta] \). It then follows that \( a_{\beta+1} \) is odd and
\( |S \cap \text{even}| = |S \cap \text{odd}| = 1 \). As a representative of \([\{A, B\}]\), we can take \( a_i \) to be odd
for all \( i \in [1, \beta + 1] \) but \( a_j \) even. The set \( A \) then satisfies (B.19).

(b) For the case where \( a_j \in S \) and \( b_k \in S \) for a pair \((j, k)\) satisfying \( 1 \leq j < k \leq \beta \), it follows from
(B.17) that \( a_j - b_j \) is odd for \( i \in [1, \beta] \setminus \{j, k\} \) and both \( a_j - b_j \) and \( a_k - b_k \)
are even. For \( i \in [1, \beta] \setminus \{j, k\} \), \( \{a_i, b_i\} \) exhausts \( \beta - 2 \) even and \( \beta - 2 \) odd numbers.
The remaining two even and three odd integers are available for \( \{a_j, a_k, a_{\beta+1}, b_j, b_k\} \).
If \( a_j \) is taken to be even, \( b_j \) then becomes even and the even numbers are exhausted. Consequently \( a_k, b_k \) and \( a_{\beta+1} \) are forced to be odd. Similarly, when \( a_j \) is odd, it follows that \( a_k \) is even and \( a_{\beta+1} \) is odd. We assume that \( a_j \) is even and \( a_k \) is odd. As a representative of \([\{A, B\}]\), we can take \( a_i \) to be odd for \( i \in [1, \beta + 1] \setminus \{j\} \) but even for \( i = j \). Alternatively, we can take \((A', B') \) with
\[
A' = (a_1, \ldots, a_{k-1}, b_k, a_{k+1}, \ldots, a_{\beta+1})
\]
\[
B' = (b_1, \ldots, b_{k-1}, a_k, b_{k+1}, \ldots, b_{\beta})
\]
as a representative of \([\{A, B\}]\). The set \( A' \) then satisfies (B.19).

(c) For the case where \( b_j \in S \) and \( b_k \in S \) for a pair \((j, k)\) satisfying \( 1 \leq j < k \leq \beta \), we can prove in the same way as (b).

(d) For the case where \( a_j \in S \) and \( b_k \in S \) for a pair \((j, k)\) satisfying \( 1 \leq j < k \leq \beta \), we can prove in the same way as (b).

(e) For the case where \( a_j \in S \) for an index \( j \in [1, \beta] \) and \( a_{\beta+1} \in S \), we see from
(B.17) that \( a_j - b_j \) is odd for \( i \in [1, \beta] \setminus \{j\} \) and \( a_j - b_j \) is even. The set \( \{a_i, b_i\} \)
for \( i \in [1, \beta] \setminus \{j\} \) thus exhausts \( \beta - 1 \) even numbers and \( \beta - 1 \) odd numbers. For
\( \{a_j, b_j, a_{\beta+1}\} \), an even and two odd numbers are available. We see that \( a_j \) and \( b_j \) are odd and \( a_{\beta+1} \) is even. The relation \(|S \cap \text{even}| = |S \cap \text{odd}|(= 1) \) is thus proven. As a representative of \([\{A, B\}]\), we can take \( a_i \) to be odd for \( i \in [1, \beta] \) and \( a_{\beta+1} \) to be even. Alternatively, we can take \((A', B') \) with
\[
A' = (a_1, \ldots, a_{j-1}, b_j, a_{j+1}, \ldots, a_{\beta+1})
\]
\[
B' = (b_1, \ldots, b_{j-1}, a_j, b_{j+1}, \ldots, b_{\beta})
\]
as another choice of the representative of \([\{A, B\}]\). The set \( A' \) then satisfies (B.19).

(f) For the case where \( b_j \in S \) for an index \( j \in [1, \beta] \) and \( a_{\beta+1} \in S \), we can prove in the same way as (e).

(iii) \(|S| \geq 2\)
First we decompose the set \([1, \beta] \) as
\[
[1, \beta] = T^{(++)} \oplus T^{(+-)} \oplus T^{(-+)} \oplus T^{(--)}, \tag{B.21}
\]
with
\[
T^{(++)} = \{i \in [1, \beta] | a_i \in S, b_i \in S\}
\]
\[
T^{(+-)} = \{i \in [1, \beta] | a_i \in S, b_i \notin S\}
\]
\[
T^{(-+)} = \{i \in [1, \beta] | a_i \notin S, b_i \in S\}
\]
\[
T^{(--)} = \{i \in [1, \beta] | a_i \notin S, b_i \notin S\}
\]
We consider the following cases (a)–(e).

The condition (B.17) is satisfied when

\[ a_i - b_j \in \begin{cases} \text{odd,} & i \in \mathcal{I}^{(+)} \cup \mathcal{I}^{(-)} \\ \text{even,} & i \in \mathcal{I}^{(+)} \cup \mathcal{I}^{(-)} \end{cases}, \tag{B.23} \]

for \( i \in [1, \beta'] \). In terms of (B.22), \(|S|\) is written as

\[ |S| = 2|\mathcal{I}^{(+)}| + |\mathcal{I}^{(-)}| + |\mathcal{I}^{(+)}| + \begin{cases} 1, & a_{\beta+1} \in S \\ 0, & a_{\beta+1} \notin S. \end{cases} \tag{B.24} \]

We consider the following cases (a)–(e).

(a) When \(|\mathcal{I}^{(+)}| = |\mathcal{I}^{(-)}| = 0\), \(|S|\) is given by

\[ 2|\mathcal{I}^{(+)}| + \begin{cases} 1, & a_{\beta+1} \in S \\ 0, & a_{\beta+1} \notin S. \end{cases} \]

Since \(|S|\) is even, \(a_{\beta+1} \notin S\) and the set \(S\) is written as

\[ S = \{a_i, b_j\}_{i \in \mathcal{I}^{(+)}}, \]

from which and (B.23), the relation \(|S \cap \text{even}| = |S \cap \text{odd}|\) follows. The set \(\{a_i, b_j\}_{i \in \mathcal{I}^{(+)} \cup \mathcal{I}^{(-)}}\) exhausts \(\beta\) even and \(\beta\) odd integers in \([1, \beta']\) and thus \(a_{\beta+1}\) is odd. As a representative of \([A, B]\), we can take \(a_i\) to be even for \(i \in \mathcal{I}^{(+)}\) and odd for \(i \in \mathcal{I}^{(-)}\). The set \(A\) then satisfies (B.19).

(b) When \(a_i\) and \(b_j\) are even for \(i \in \mathcal{I}^{(+)} \cup \mathcal{I}^{(-)}\), the number of odd integers in \([a_1, \ldots, a_\beta, b_{\beta+1}, b_j]\) is given by

\[ |\mathcal{I}^{(+)}| + |\mathcal{I}^{(-)}| \] \tag{B.25} \]

and that of even integers is given by

\[ |\mathcal{I}^{(+)}| + |\mathcal{I}^{(-)}| + 2|\mathcal{I}^{(+)}| + 2|\mathcal{I}^{(-)}|. \tag{B.26} \]

(B.25) is either equal to or larger (by one) than (B.26), depending on whether \(a_{\beta+1}\) is odd or even. Only the case with \(|\mathcal{I}^{(+)}| = |\mathcal{I}^{(-)}| = 0\) is possible, which we have examined in (a).

(c) When \(a_i\) and \(b_j\) are odd for \(i \in \mathcal{I}^{(+)} \cup \mathcal{I}^{(-)}\), the number of odd integers in \([a_1, \ldots, a_\beta, b_{\beta+1}, b_j]\) is given by

\[ |\mathcal{I}^{(+)}| + |\mathcal{I}^{(-)}| + 2|\mathcal{I}^{(+)}| + 2|\mathcal{I}^{(-)}| \] \tag{B.27} \]

and that of even integers is given by

\[ |\mathcal{I}^{(+)}| + |\mathcal{I}^{(-)}|. \tag{B.28} \]

The difference between (B.27) and (B.28) should be equal to 0 (2) when \(a_{\beta+1}\) is odd (even). Namely, we see that

\[ |\mathcal{I}^{(+)}| = |\mathcal{I}^{(-)}| = 0, \text{ when } a_{\beta+1} \text{ is odd} \] \tag{B.29} \]

\[ (|\mathcal{I}^{(+)}|, |\mathcal{I}^{(-)}|) = (1, 0) \text{ or } (0, 1), \text{ when } a_{\beta+1} \text{ is even}. \tag{B.30} \]

The case (B.29) has been already considered in (a). The other case (B.30) is compatible with \(|S|\) being an even integer only when \(a_{\beta+1} \in S\). We then see that

\[ |S \cap \text{odd}| = |\mathcal{I}^{(+)}| + |\mathcal{I}^{(-)}| + |\mathcal{I}^{(+)}| \]

\[ |S \cap \text{even}| = |\mathcal{I}^{(+)}| + 1, \]
which leads to $|S \cap \text{odd}| = |S \cap \text{even}|$. As a representative of $[(A, B)]$, we can take $a_i$ to be even for $i \in I^{(+)\uparrow}$ and odd for $i \in I^{(-)\uparrow}$. Instead, we can take another choice of the representative as

$$A' = (a'_1, \ldots, a'_{\beta+1}), \quad B' = (b'_1, \ldots, b'_{\beta}), \quad \text{(B.31)}$$

with $a'_i = a_i$ for $i \in I^{(+)\uparrow} \cup I^{(-)\uparrow} \cup \{\beta+1\}$ and $a'_i = b_i$ for $i \in I^{(+)\uparrow}$. The set $A'$ agrees with (B.19).

(d) When $a_i$ and $b_i$ are even (odd) for $i \in I^{(+)\uparrow} (I^{(-)\uparrow})$. The number of odd integers in $\{a_1, \ldots, a_\beta, b_1, \ldots, b_\beta\}$ is given by

$$|I^{(+)\uparrow}| + |I^{(-)\uparrow}| + 2|I^{(+)\uparrow}| \quad \text{(B.32)}$$

and that of even integers is given by

$$|I^{(+)\uparrow}| + |I^{(-)\uparrow}| + 2|I^{(+)\uparrow}|. \quad \text{(B.33)}$$

The difference between (B.32) and (B.33) is 0 (2) when $a_{\beta+1}$ is odd (even). Namely,

$$|I^{(+)\uparrow}| = |I^{(-)\uparrow}|, \quad \text{when } a_{\beta+1} \text{ is odd} \quad \text{(B.34)}$$

$$|I^{(+)\uparrow}| = |I^{(-)\uparrow}| + 1, \quad \text{when } a_{\beta+1} \text{ is even}. \quad \text{(B.35)}$$

The case (B.34) is compatible with the condition that $|S|$ is an even integer only when $a_{\beta+1} \notin S$. We then obtain

$$|S \cap \text{odd}| = |I^{(+)\uparrow}| + |I^{(-)\uparrow}|$$

$$|S \cap \text{even}| = |I^{(+)\uparrow}| + |I^{(-)\uparrow}|. \quad \text{(B.36)}$$

We thus obtain $|S \cap \text{odd}| = |S \cap \text{even}|$. As a representative of $[(A, B)]$, we can take $a_i$ to be even for $i \in I^{(+)\uparrow}$ and odd for $i \in I^{(-)\uparrow}$. The set $A$ agrees with (B.19).

The case (B.35) is compatible with $|S|$ being an even integer only when $a_{\beta+1} \in S$. We then obtain

$$|S \cap \text{odd}| = |I^{(+)\uparrow}| + |I^{(-)\uparrow}|$$

$$|S \cap \text{even}| = |I^{(+)\uparrow}| + |I^{(-)\uparrow}| + 1. \quad \text{(B.36)}$$

The last term (+1) of the right-hand side in (B.36) comes from $a_{\beta+1}$. We see that $|S \cap \text{odd}| = |S \cap \text{even}|$. We can take a representative of $[(A, B)]$ as $A$ with $a_i$ to be even for $i \in I^{(+)\uparrow}$ and odd for $i \in I^{(-)\uparrow}$. The set $A$ agrees with (B.19).

(e) Other cases reduce to (d), with an appropriate choice of a representative $(A, B)$.

Now we derive (B.3) from (B.15). Let $S(I_S)$ be the set of $A$ satisfying (B.19) and let $S(\overline{I_S})$ be the set of $B$ satisfying (B.20). As shown above, it suffices to consider the contributions from $[(A, B)]$ with $A \in S(I_S)$ and $B \in S(\overline{I_S})$ in (B.15). For $(A', B') \in [(A, B)]$ with $A \in S(I_S)$ and $B \in S(\overline{I_S})$, (B.16) becomes $2^\beta \text{sgn}(A) \text{sgn}(B)(-1)^{|S| \text{even}}$. The expression (B.15) then reduces to

$$F(u_1, \ldots, u_\beta; S) = 2^\beta+1(-1)^{|S| \text{even}} \sum_{A \in S(I_S)} \text{sgn}(A) u_1^{\beta} u_2^{\beta-1} u_{\beta+1}^{\beta} \times \sum_{B \in S(\overline{I_S})} \text{sgn}(B) u_1^{\beta} u_2^{\beta-1} u_{\beta+1}^{\beta}$$

$$= 2^\beta+1(-1)^{|S| \text{even}} \prod_{(j, k) \in I_S} (u_k - u_j) \prod_{(j, k) \in \overline{I_S}} (u_k - u_j), \quad \text{(B.37)}$$

which coincides with (B.3).
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