A Review of Deep Learning Techniques for Protein Function Prediction
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Abstract—Deep Learning and big data have shown tremendous success in bioinformatics and computational biology in recent years; artificial intelligence methods have also significantly contributed in the task of protein function classification. This review paper analyzes the recent developments in approaches for the task of predicting protein function using deep learning. We explain the importance of determining the protein function and why automating the following task is crucial. Then, after reviewing the widely used deep learning techniques for this task, we continue our review and highlight the emergence of the modern State Of The Art (SOTA) deep learning models which have achieved groundbreaking results in the field of computer vision, natural language processing and multi-modal learning in the last few years. We hope that this review will provide a broad view of the current role and advances of deep learning in biological sciences, especially in predicting protein function tasks and encourage new researchers to contribute to this area.
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I. INTRODUCTION

Proteins play a large role in the cellular machinery of the living organism. It is very important to know the function of protein while conducting any proteomic research on that particular protein. However, more than 40% of the NCBI database’s protein sequences have no assigned function as of 2013 [1]. This can be induced by the fact that it is expensive, high in processing time, and challenging to determine a protein’s function using functional assays. [1] This arises the need for a computational method to determine a protein’s function from the raw data obtained from the high throughput techniques, including but not limited to protein sequence, protein structure, gene expression profile and protein-protein interaction data.

Traditional approaches to classification for protein function attempt to identify the evolutionary relationship between a new protein and a query protein [1]. A high sequence similarity score can suggest a high probability of 2 proteins originating from a single evolutionary source [1]. However, it is well established that proteins with high sequence alignment or sequence similarity score may or may not show similar functions.[2] Such erroneous annotations may lead to propagation and amplification in large databases quickly.

Such errors are not only due to basic transfer strategies based on homology, but also due to the manual data analysis process. Such problems have also been tried to tackle using different data, including but not limited to 3D structure similarity, gene expression profile similarity and genomic expression profile similarity.

In the past few years, the growth of biological databases and significant advancements in computing resources creates an opportunity for the scientific community to build novel deep learning models and architectures to tackle such problems. As the latest trend in recent developments in natural language processing research and sequential data preprocessing using deep neural networks (DNN), convolutional neural networks (CNN), recurrent neural networks (RNN), long- term and short-term memory (LSTM), and attention-based transformer models, it is important to evaluate the suitability, feasibility, sustainability and explain ability of such models for the given task. In the sense of protein function classification, this analysis aims to provide an overview of these techniques.

This paper outlines the latest trends in the development of automated annotation of protein function from raw data using deep learning. The flow of paper will be as follows; first, we discuss about the approached for prediction protein function from raw without using deep learning. (section 2). Next, we describe the recent deep learning and machine learning advances and how they are used in the protein
function classification perspective (Section 3). We discuss related work and concluding remarks in the section after that (Section 4 and 5, respectively).

II. CLASSICAL COMPUTATIONAL TECHNIQUES FOR PROTEIN FUNCTION PREDICTION

Understanding how the cell functions enables one to learn how the protein works. Usually, a protein function is specified as the molecular function of the protein; material transport, gene regulation, catalysis of biochemical reactions (enzymes) and others are some protein functions. The protein functions in many ways; it can interact with other proteins in order to perform its roles biologically. The mutation of the amino acid sequence may result in certain diseases from a phenotypical perspective. Factors like, but not limited to, such as, the environment of the cell, for example, temperature, subcellular protein position, may also influence the role of a protein. For standardizing functional annotation and enabling computer processing to explain various aspects of protein functions, several classification schemes have suggested specific vocabulary. Gene Ontology is the most generally recognized (GO). Three aspects of protein functions are defined by GO: molecular structure, biological mechanism, and cellular positioning. An ontology is constructed as a directed acyclic graph, here vertices reflect function of protein and their relationships are represented by the edges. For their practical predictions from this machine-readable vocabulary rather than natural language style, methods of prediction using computation should have a uniform, output, which can show errors within the annotation level. [5], [6], [7]

The most common means of identifying a protein's function by using the already annotated sequences is through BLAST. The query sequence is matched with the sequences from the database, and the similarity score is used to estimate the function of the protein with different sequences. BLAST uses heuristic algorithms to match strings. The genes with high similarity scores are said to be homologs. It is assumed that protein sequences with similar homology have a similar function, however, sequence matching is not the most accurate way of determining the protein's function; 2 highly similar protein sequences are not supposed to have same Gene Ontology in all the scenarios [8].

Gene fusion and phylogenetic profile are another 2 features which can give good accuracy in the task of prediction protein function. Gene neighborhood strategies use the idea that proteins whose translated genes are located near each other on a chromosome are deemed to be linked in functional way in different genomes. In one genome that is fused into another genome to form a single gene, the idea that group of genes are required focuses on gene fusion-based approaches. Another ground-breaking method for predicting functional relationships is to compare the phylogenetic profiles of proteins. A collection of bits that indicate a homologous presence or absence in each genome is known as protein phylogenetic profile. Similar profiling may also imply that gene which has produced the proteins have evolved together and may indicate function conservation. [9], [10]

It is also possible to use motifs and domain details. A domain is a part of the amino acid sequence of proteins that folds independently of the rest of the structure into a stable structure. A motif is a very short stretch of sequences of amino acids that theoretically encodes the structure of the protein. These are used for the metadata of protein, such as length of sequence, composition of amino acids, and physicochemical properties of a sequence. [2]

However, the structure of the protein is the most informative aspect of a protein to describe the function of a protein. Due to the Structural Genomics Initiative, we today have a database called protein data bank, which contains the structure of millions of protein sequences. The query protein is structurally matched. The protein sequences are matched in 2 ways, globally and locally. In global alignment, the entire structure is matched, which in local structural alignment, local regions like motifs and domains are matched since they are a better criterion for identifying the protein's function. The motifs and domains can capture the intramolecular interactions of a protein, while global alignment methods are able to identify the intermolecular interactions. Intermolecular interactions are generally performed on the surface, which are responsible for a protein's biochemical properties. [11]

![Fig. 1.](image)

With the emergence of high-throughput protein sequencing technologies, vast quantities of data have been made available in biological gene expression and protein-protein interaction databases. The gene expression is measured by the amount of the protein produced by a gene in specific conditions that performs a particular gene. It is probable that proteins whose genes are co-expressed have the same role. Proteins subsequently perform a particular role by communicating with other proteins; hence similar protein-protein interactions can lead to similar protein functions.

III. USING DEEP LEARNING FOR PROTEIN FUNCTION PREDICTION

Deep learning has achieved significant momentum in the past few years with the advancements in the computing power of the central processing units and graphical processing units and the rapid expansion of biological databases. Deep learning algorithms are capable of extracting hidden features and patterns from the data are also able to form non-linear classification boundaries. [12], [13] Deep learning also scales well with the growth in data volumes, and its application to computer vision and natural language processing can be adapted to the structure of 3D proteins and protein sequences, respectively. With the recent advances in neural graph networks, they can also be applied in protein-protein interaction and phylogenetic databases.
A. Data Sources

There are multiple data sources from where the data can be obtained to train the model from such tasks. Uniprot KB and PDB remains to be the open datasets that can be freely accessed. [14], [15] The data from such databases can be downloaded in bulk and can be cleaned and preprocessed to train such models. However, the CAFA dataset released by The Function Special Interest Group is a dataset mainly meant for the challenge of building computational models for protein function classification. [16] However some models have also used STRING db in the past.

B. Deep Learning Paradigm

This paper presents the analysis of modern deep learning techniques in the context of protein function classification. The classification of the function of a protein can be classified as a supervised machine learning task. Since neural networks in general settings cannot use unsupervised learning tasks, we cannot use clustering techniques or other unsupervised techniques. Deep learning research has gathered momentum in the past few years. This can be attributed to the advancements in modern machines’ computational capacity and availability of large publicly available databases. The sector has had a major influence, including, to name a few, banking, healthcare, social media. Recent developments in the processing of natural language and computer vision by deep learning can have an immense impact on genomics and proteomics research. [13]

Recent developments in algorithm development, such as DNNs, RNNs, CNNs, LSTMs, and attention models for image and text data, the State of the art and near-human precision have been achieved already, we can only wonder how they can do in such biological tasks where the enormous amounts of similar data are accessible. However, the challenge of data representation arises while solving such tasks using deep learning. While there are pre-trained word embeddings available for natural language, it is difficult to say so for biological sequence databases. However, researchers have provided some protein embedding in recent years, and the quality of such models is not on par with natural language models, trained with similar volumes of data. The reason might be the relatively small vocabulary size of protein sequences with 20 amino acids known, whereas more than 100,000 words are taken in the vocabulary while training a natural language model. [17] The subsequent sections will explore the recent advancements in deep learning and their implication in the protein classification task.

C. Protein Function prediction using sequence only

With the advances in text classification tasks using deep learning, one can only get curious about how these techniques can be applied to biological sequence classification. Related biological problems have been further addressed by developments in word embedding methods, 1D CNN, FastText word embedding, DNNs, and RNNs by adapting methods from natural language processing tasks. We will address some of the methods mentioned in this subsection to predict a protein’s function solely from raw sequence data.

1) Combination of 1D Convolutional Neural Network and Deep Neural Networks: Convolutional Neural Networks are the deep learning algorithms capable of extracting unique geographic features from the data. They are also used to reduce the data’s size by amplifying and representing localized features in the final representation. The convolutional Kernel translates over an image or text and captures the localized information during translation. A 1D Convolutional Neural Network convolves through a protein sequence representation in 1 dimension. [18], [19], [20]

2) Using Recurrent Neural Networks: Recurrent neural networks are neural networks that can identify the temporal characteristics of the sequence, i.e., a network graph is a graph where a directed graph forms connection between nodes along a time sequence. There are dynamic networks. They are useful in learning features from variable length features. This makes them useful for processing variable-length sequences in the input. Such models can also be used for sequence-to-sequence tasks like machine translation.

Fig. 2. Illustration of CNN and DNN for Function Prediction

The convolutional Kernel is translated over the word embedding of the sequence, concatenated word byword for a sequence. There are several alternatives available for natural languages like FastText or word2vec, while for protein sequences, ProtVec or prot2vec is a popular choice. [21], [22], [23]

3) Transformers for Protein Sequence Classification: With the introduction of attention-based models in 2017 by google research, natural language processing has changed drastically. The attention-based transformers can process long sequences much better than LSTMs and can utilize the parallel GPU architecture for faster and more cost-effective training. The Transformer models can extract out location-specific features and give weights to tokens based on

Fig. 3. Schematic Diagram of protein function classification using Recurrent Neural Networks

Bi-LSTMs, as the name suggests, are bidirectional LSTM neural network architectures. These can capture the bidirectional features of the sequence. Hence, they can have advantages in tasks with bidirectional nature like sequence classification. These models can be used by feeding embedding layers directly to the LSTM models, where they extract out the sequential features, and they can be concatenated or added further. The resulting vector is then fed to a feed-forward layer or multiple feed-forward layers, which can then be passed through a SoftMax layer for the classification task.
The transformer models scale up well with the increasing data and the increasing number of parameters. With GPT and BERT’s introduction, large language models are becoming more and more mainstream with time. [27], [28] The models can grasp the link between sequence tokens very well and are the present State of the art for most NLP assignments. Moreover, these models can also form word embeddings through self-supervised tasks like masked language modeling and next-word prediction. [17] These representations can then be used to for finetuning for the number of other mainstream tasks. Such self-supervised learning techniques can also be used for protein sequences as demonstrated by protBERT and proBERTa. [29], [30]

D. Multi-modal Deep Learning for Protein Function Classification

In past few years, multi-modal methods of deep learning have gained huge traction. A basic multi-modal deep learning technique can be performed by combining the image features and text features. The researchers have previously used sequence data, genomic expression, 3D structures, and data on protein-protein interaction to predict the activity of the protein. With the advances in Natural Language Processing and Computer Vision, such techniques seem promising for the Particular Task. The Machines can learn in cognizance with different data representations to make predictions. The sequence data can provide information about the amino acid sequences and their positioning, while 3D structure can show structural domains and motifs, which are a significant indicator of the protein’s function. The genomic expression data can capture the patterns in the genomic expression and the corresponding GO annotation, while protein-protein interaction databases are useful for finding the patterns in protein-to-protein interactions. [31], [32], [33], [34]

The Multi-modal deep learning techniques, given the high compute power available these days, seems promising for such tasks. With the increase in high throughput technologies, the database for such features is only expected to grow further, providing us with more data for training these models. There is also a significant momentum gained in multi-modal deep learning research, which will further drive such models’ accuracy.

E. Using Autoencoders

A few researchers in the past have also tried using denoising autoencoders for extracting features from the sequence and structure alike. [31], [35], [36], [37] These features are then fed into any other classifier of choice. This denoising autoencoder is trained to produce denoised outputs that are generated randomly with some average and standard deviation according to a normal distribution. However, the technique is not just limited to multi-modal techniques. Masked language modeling is shown in protBERT, and ProtBERTa is also denoising autoencoder task applied on raw protein sequence only. [29], [30]

IV. RELATED WORK

We reviewed 9 recent models built by researchers around the world for this task. We reported AUC score of each model with respect to the CAFA challenge and human and yeast STRING networks metric. [16], [38] We have reported the methodologies and the resulting Fmax score in table 1.

According to figure 6, the 1D CNN combined with DNN seems to be the clear preference for function prediction task. The models are simple and perform well in the sequence classification tasks. At the same time, the transformer models seem to be least explored for this task.

From the above data we can infer that simple techniques like 1D CNN + DNN perform well on the raw sequence data. They can be improved by combining with PPI data; gene expression data are alike. Around the same time, SOTA NLP models such as transformers are not on par with other conventional techniques. However, there is not much research that is done on transformer models for such downstream tasks. It shall be interesting to see the implications of such models further in the future for such downstream tasks, especially the use of protBERT and PRoBERTa pre-trained models finetuned for protein function classification. [29], [30]
V. CONCLUDING REMARKS

In the world of bioinformatics, developments in deep learning have had a huge influence. The researchers can now make sophisticated deep learning Models that can derive concealed characteristics from raw biological data. This can remove the requirement of hand-crafted features for machine learning tasks. Moreover, such models can be scaled well with increasing data and compute capacity. [42] Thus, such models can be monumental in building an automated system for annotating protein functions through raw data.

It would be interesting in the future to see how some pre-trained models like prot-BERT [30] and PROBERTA [43] performs when finetuned for the downstream tasks for protein function prediction. Such protein vector representations are said to be SOTA in the self-supervised task for masked language modelling. The recent ESM-1b protein language mode by Facebook AI Research is also another contender. [44] With recent advances in multi-modal deep learning and the production of multi-dimensional data in biological databases, the characteristics derived from various types of raw data, such as 3D structure, protein-protein interaction, are used to predict protein function, the gene expression profile can be paired with current SOTA protein sequence representations, which is likely to boost the Fmax scores on the CAFA challenge further.
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