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Abstract—Execution monitoring is essential for robots to detect and respond to failures. Since it is impossible to enumerate all failures for a given task, we learn from successful executions of the task to detect visual anomalies during runtime. Our method learns to predict the motions that occur during the nominal execution of a task, including camera and robot body motion. A probabilistic U-Net architecture is used to learn to predict optical flow, and the robot’s kinematics and 3D model are used to model camera and body motion. The errors between the observed and predicted motion are used to calculate an anomaly score. We evaluate our method on a dataset of a robot placing a book on a shelf, which includes anomalies such as falling books, camera occlusions, and robot disturbances. We find that modeling camera and body motion, in addition to the learning-based optical flow prediction, results in an improvement of the area under the receiving operating characteristic curve from 0.752 to 0.804, and the area under the precision-recall curve from 0.467 to 0.549.

I. INTRODUCTION

Service robots operating in dynamic, unstructured environments are prone to failures. In order to be resilient to failures, execution monitoring is necessary, and usually forms a part of the robot’s software architecture [1]. Monitoring allows the robot to verify that actions are completed successfully, and perform recovery actions if a failure occurs. This, in turn, makes robots safer, more trustworthy, and dependable.

A task can have different modes of failure, some of which might be unforeseeable and therefore impossible to enumerate. However, variations in nominal executions are limited, thereby making them easier to enumerate or model. Therefore, some authors have framed execution monitoring as an anomaly detection task, in which models are learned from successful executions, and deviations from the models are detected as anomalies [2], [3]. Depending on the nature of the failure, different sensors might be used for detection; for example, force-torque sensors for collisions, or vision and auditory sensors for external events such as objects falling. Some methods [4], [5], [6] only make use of visual data such as RGB frames, depth frames, or the output of object detection algorithms. In this paper, we propose a method for visual execution monitoring, using the videos from the robot’s camera and the robot’s kinematics.

Research on video-based anomaly detection has focused primarily on surveillance videos, and is driven by datasets such as CUHK Avenue [7], Street Scene [8], etc. The typical setup for these datasets involves a static camera observing a fixed scene. For a mobile robot, we can assume neither a static camera nor a fixed scene, since the robot can perform a given task at different locations and the task might require camera motion during execution. Additionally, the manipulator might occlude parts of the scene and cause motions in the scene which the robot must take into account.

Since deep learning dominates most recent approaches for video anomaly detection, large-scale datasets are needed and have been published in recent years [8], [9]. Datasets for robotics also exist [10], [11], and are usually recorded with a single robot, and are task-specific. Generalizing learning models across robots requires large-scale datasets, which can be quite expensive [12]. Using small, robot- and task-specific datasets sidesteps this problem, but constrains the learning method to be data-efficient. A combination of model-based and data-driven techniques loosens the requirement for large-scale datasets, while still making it possible to learn aspects which cannot be easily modelled.

For certain actions, robots use predefined manipulator motions or motion primitives, which are only parameterized by a target pose. This means that the motions resulting from the robot’s actions are predictable for a nominal execution. For the action of placing a book on a shelf, shown in Fig. 1, the dominant motion patterns in a nominal execution include the robot’s arm approaching the shelf, a short downward motion when the book is released, and the motion of the arm retracting. The motion of the book falling off the shelf is not one that occurs during a nominal execution, and therefore should be detected as an anomaly.

In this paper, we learn a model of nominal motions during the execution of an action, and detect anomalies by comparing the observed motion to the expected nominal motion. The motion of the camera and the robot’s body are modelled using the known joint states and kinematics, while
motions external to the robot are modelled by learning to predict future optical flow in a self-supervised manner. The combination of a learning-based video anomaly detection method and analytical modelling of the robot’s self motion is in contrast to existing methods which either use only learning [2], or use model knowledge at a later stage (for example to isolate faults [13]). For evaluation, we collect a dataset of the Toyota HSR robot placing a book on a shelf, which consists of RGB images from the robot’s head camera, and joint states. Both nominal and failed executions are recorded, but the training data consists only of nominal data.\(^1\)

II. RELATED WORK

A. Execution monitoring in robotics

Our approach can be considered a knowledge-based method of execution monitoring [1] since we use data for learning, but also use an analytical approach for modelling the camera and body motion. Several works use data-driven methods for execution monitoring and anomaly detection in robotics. Park et al. [2], [14] developed an execution monitor for detecting anomalous events during assistive tasks such as feeding. They use force, sound and kinematic signals from a service robot to learn from nominal executions using hidden Markov models (HMMs) and Gaussian processes. Inceoglu et al. [6] learn from several sensor modalities, using HMMs to classify extracted predicates from each modality into success and failure classes for different actions. They also present an end-to-end convolutional neural network [11], which classifies executions as success or failure, and identifies the failure types as well. Wang et al. [10] present a visual-tactile grasp dataset, consisting of tactile, joint and visual data of a robot arm grasping several objects. Baseline results for slip detection using a recurrent neural network on the tactile data are presented. Çatal et al. [15] present an anomaly detection method for an autonomous guided vehicle patrolling a warehouse, using a variational autoencoder to reconstruct an input image, conditioned on an action vector corresponding to commands sent to the robot.

All of these methods are characterised by the use of learning from multi-modal data using neural networks or hidden Markov models. Colour and depth images are used in case of visual data, and kinematic data is represented as raw signals or processed to extract features. In some cases, only nominal data is used for learning. In our approach, we only focus on the motions in the scene (represented by optical flow) since motion-related anomalies are more likely for tasks which involve interaction with the environment. Instead of using raw kinematic signals, we represent them in a visual form, allowing us to model them in relation to the camera image. Hence, our approach learns from nominal optical flow, and combines this with the kinematics of the robot, represented visually, without using learning.

\(^1\)Code and dataset are available at [https://sthoduka.github.io/motion_anomaly_detection/](https://sthoduka.github.io/motion_anomaly_detection/)

B. Video-based anomaly detection

Reconstruction-based methods are one category of video anomaly detection approaches in which networks are trained to either reconstruct the input, or predict a future outcome, typically using some type of autoencoder network [16]. These methods assume that the network will poorly reconstruct anomalous inputs since they are not in the same distribution as the training data. In [17], the authors use a U-Net network along with a discriminator for predicting a future frame. They use intensity, gradient and optical flow loss between the predicted and ground truth frame, in addition to the discriminator loss to train the network. In [18], the authors augment their autoencoder model with a memory module, which is updated with the latent codes of nominal videos during training. At test time, inputs are reconstructed using the latent code in memory which is closest to the latent code of the test input. Other variations of reconstruction-based approaches include using networks for both prediction and reconstruction [19], reconstructing the input and predicting optical flow [20], the use of LSTMs in a variational autoencoder network [21] for future frame prediction, and the use of a graph-convolutional network to model object interactions [22]. We follow a similar approach to several of these methods by using a variational U-Net model to predict a future optical flow image. However, in contrast to most methods, we only use a single optical flow image as input, instead of a sequence of RGB images, since we are primarily interested in modelling the motion as opposed to the appearance of the scene. This makes the learning task less complex, and training and inference are faster due to lower input dimensionality.

III. METHOD

Our goal is create a model of the nominal motion that occurs during the execution of a task, and to detect anomalies by monitoring the deviation from the nominal motion model. By observing the motion, we focus naturally on the salient regions of the scene - particularly those that are relevant for motion-related anomalies. Motions of the robot’s camera and body can be modelled using the internal sensors of the robot, and are less affected by the dynamics of the external environment in nominal scenarios. We therefore use an optical flow prediction network to model the overall motion, but also model the camera and robot body motion separately using the robot’s kinematics and joint states. In all three cases, the error between the expected and observed motion is measured and used to calculate an anomaly score.

The sequence of images, \(I_{1:T}\), from the robot’s camera and the robot state, \(J_{1:T}\), sampled at 10 Hz during the execution of the task are the inputs to the algorithms. The robot state includes positions, velocities and efforts of all joints, and the frames of additional links of the robot. Optical flow, which is calculated from consecutive pairs of images, is represented as a two-channel image (for horizontal and vertical displacement), \(O_{1:T}\). Using the 3D model of the robot and the robot state, a sequence of images, \(I'_{1:T}\), are rendered from the point of view of the robot’s camera with
the robot model in the configuration defined by the robot state. An additional sequence of optical flow images, $O_{t-n}$, are calculated from this sequence of rendered images.

Fig. 2 illustrates the three types of expected and observed motions which are compared. For camera motion, we compare the expected pixel motion calculated using the known camera motion against the measured pixel motion using image registration. For body motion, we compare the optical flow from rendered images, $O^J$, against the optical flow from real images, $O$. For the optical flow, we use a probabilistic U-Net model [23] to learn to predict the current optical flow, $O_t$, given an optical flow frame from the past, $O_{t-n}$. The errors between the expected (or predicted) output and the measured output, $e_c$, $e_b$, and $e_o$, are combined to calculate the anomaly score. Each of the three errors are described in detail in the following sections.

A. Camera Motion

Motions of a robot-mounted camera cause an apparent motion of the entire scene. The image motion caused by this camera motion is calculated in two ways.

1) Expected Motion: The camera motion relative to a fixed frame (such as the robot base) is obtained using the position sensors for various robot parts, such as the head and torso. With epipolar geometry, the correspondence between image points in two consecutive views of the camera is obtained using Eq. 1 [24, Eq. (9.7)].

$$x' = K'RK^{-1}x + K't/Z$$

(1)

Here, $x'$ and $x$ are the image points in the two consecutive camera views corresponding to a point $X$ in the scene, $K = K'$ is the intrinsic camera matrix at the two time points, $R$ and $t$ are the rotation matrix and translation vector between the two camera positions and $Z$ is the depth of the point $X$ in 3-D space. With a minimum of two such correspondences from the two views, the similarity transform (i.e. translation, $t_x, t_y$, scale $\sigma$, and rotation $\theta$) between the sets of image points is computed [24, pg. 39]. In practice, more than two correspondences should be used to account for errors in the intrinsic parameters and noise in the depth data and proprioceptive sensors. If the camera motion only consists of a translation, the simplified Eq. 2 [24, Eq. (9.6)] can be used instead.

$$x' = x + K't/Z$$

(2)

In case no depth map of the scene is available, a uniform depth can be assumed for further simplification. The RGB images from the camera are not used in this step.

2) Observed Motion: The observed motion between the images from the two viewpoints is computed using the Fourier-Mellin transform [25]. This method registers two images by estimating the similarity transform, $[t'_x, t'_y, \sigma', \theta']$, between the images based on the Fourier shift theorem. Since this method assumes that the dominant motion in the image is caused by camera motion, we mask out the region of the image where the robot body motion is visible before registration. Finally, the absolute error between the expected and measured transforms is calculated. In the use-case described in Sect. IV, the camera motion results only in translations; hence we calculate the error as in Eq. 3.

$$e_c = |t_x - t'_x| + |t_y - t'_y|$$

(3)
For errors involving scale and rotation, a weighted sum of the errors should be used, or should be considered separately from the translation errors.

B. Body Motion

The robot’s manipulator and end-effector are typically in view of the camera during the execution of a manipulation task. For the expected motion of the robot body, the robot model is rendered using the current robot state (J) and 3D model of the robot, and images (I^J) are captured from the pose of the real camera. An example of the real and rendered image can be seen in Fig. 3. The expected optical flow caused by the robot body, O^J, is calculated from consecutive rendered frames, using the TV-L1 algorithm [26].

![Image](image_url)

*Fig. 3. The real image (left) and rendered image (right) from the point of view of the robot’s camera*

The optical flow between the real images, O, is also calculated using the same algorithm. The two optical flow images are masked such that only motions of the robot body remain, resulting in \( \bar{O} \) and \( \bar{O}^J \). The mask is created by applying binary thresholding and contour detection on the rendered image of the robot body. The error between the two optical flow images is calculated as the absolute difference between the median magnitude (denoted by \( \text{med} \)) in both directions, as shown in Eq. (4)

\[
e_b = |\text{med}(\bar{O}_x) - \text{med}(\bar{O}_y)| + |\text{med}(\bar{O}_y^J) - \text{med}(\bar{O}_y)|
\]  

C. Optical Flow

To produce an expected optical flow image, we use a neural network which learns to predict the current optical flow image, \( O_t \), given a past optical flow image, \( O_{t-n} \). We use a probabilistic U-Net [23] model which combines a conditional variational auto-encoder (VAE) with a U-Net [27], by the addition of a prior and posterior network (see Fig. 4). This network architecture is chosen since it allows training with multiple ground truth outputs for a given input, and is relatively small compared to other frame prediction networks, with around 5 million trainable parameters. In our case, we consider the prediction of an optical flow network to be time-agnostic [28]; the past optical flow frame which can best predict the current frame is selected from a range of past frames rather than from a fixed offset in the past. During training, an optical flow image from the past, \( O_{t-n} \), is selected randomly within a certain range, where \( n \in [A, ..., A + B] \), with the target optical flow image as \( O_t \). At inference time, however, \( O_t \) is predicted \( B \) times using inputs \( O_{t-n} \) for all \( n \), and the prediction with the lowest error is selected. The lower limit of the range, \( A \), and the span of the range, \( B \), are hyperparameters whose values we determine experimentally.

The prior network produces a distribution \( P(z|O_{t-n}) \) represented by the parameters of a multi-dimensional Gaussian with a diagonal covariance matrix (\( \mu_{\text{prior}}, \sigma_{\text{prior}} \)). At inference time, a latent vector, \( z_i \), is sampled from this distribution, concatenated with the last activation map of the U-Net, and passed through some final convolutional layers to produce \( P(O_t|UNet(O_{t-n}), z_i) \) (where the input to the U-Net is also \( O_{t-n} \)). Multiple \( O_t \) can be generated by sampling multiple times from the prior distribution.

![Diagram](diagram_url)

*Fig. 4. The probabilistic U-Net architecture consists of a posterior and prior network in addition to the standard U-Net. The network predicts a future optical flow image conditioned on a past optical flow image and a latent vector sampled from the distribution output by the posterior network (during training) or the prior network (during inference).*

During training, the latent vector is sampled from the distribution, \( (\mu_{\text{post}}, \sigma_{\text{post}}) \), parameterized by the prior network, \( Q(z|O_t, O_{t-n}) \), instead of the prior network. The input to the posterior network is a concatenation along the channel dimension of the ground truth, \( O_t \), and the input to the prior network, \( O_{t-n} \). The posterior network learns to produce a latent vector that will result in the exact ground truth provided in its input. The training objective (Eq. 5) is that of a VAE [29], namely, the sum of mean-squared error (MSE) between the predicted output and the ground truth, and the Kullback-Leibler (KL) divergence between the distributions output by the posterior and prior networks. The KL-divergence term, which is weighted by \( \beta \), a hyperparameter, encourages the prior distribution to move close to the posterior distribution.

2We use the median instead of the mean to be robust to outliers

3The loss function is identical to that used in [23] with the exception that the output distribution \( P(O_t) \) is considered to be a normal distribution instead of a categorical distribution

4We use \( \beta = 10.0 \), which is the default in the implementation by [23]
The results in Table I show that learning to predict optical flow using the probabilistic U-Net has an advantage over the other future prediction methods, U-Net + GAN [17] and VRNN [21], and an HMM-based method similar to [2]. We train the probabilistic U-Net with \( n = 1 \), such that it only predicts the next optical flow frame. For a fair comparison with the future prediction models, we do not consider the body and camera motion, so that the anomaly score is \( e_o \). Both future prediction models are trained to predict the next RGB frame given a sequence of input RGB frames. We fit the HMM using the Baum-Welch algorithm with multivariate features comprising of the maximum magnitude from optical flow images and magnitudes of observed body motion and image motion due to camera motion. The anomaly score for each frame in the test set is computed using the log likelihood of the sequence of observations up to that frame. The results in Table I show that learning to predict optical flow using the probabilistic U-Net has an advantage over the future prediction methods, and the HMM.

### A. Data

The method is evaluated on a dataset of executions in which the robot places a book on a shelf. The dataset consists of 61 nominal executions and 60 anomalous executions. Data recorded includes RGB and depth images from the head-mounted 3-D camera, joint states, and other sensor data such as the force-torque sensor. Anomalies include the book falling on or off the shelf, books on the shelf being disturbed significantly, occluded camera, and external collisions and disturbances to the robot. While camera occlusions and disturbances to the robot do not necessarily result in task failures, they are still important to detect since they might indicate other problems that the robot needs to address (for example, the robot may need to re-localize itself if it has been disturbed). Anomalies are annotated frame-wise, so that the objective is to detect anomalous frames. For training the learning model and for determining thresholds for the camera and body motion models, 48 nominal executions are used as training data and an additional 6 nominal executions are used for validation. The test set consists of 60 anomalous executions and 7 nominal executions.

### B. Evaluation Metrics

The area under the receiver operating characteristic curve (AUC-ROC) is the most common metric used in video anomaly detection. It allows us to compare methods based on their ability to discriminate between anomalous and non-anomalous frames at different thresholds. If there is an imbalance between the two classes, the AUC of the precision-recall (AUC-PR) curve is an additional metric which summarizes how well the classifier is able to detect the anomalous frames at different thresholds. Since the dataset is unbalanced (only about 12% of test frames are anomalous), both metrics are used for evaluation. In both cases, an area of 1.0 represents a perfect detector. Unlike several video-anomaly detection methods (see [16]), we do not normalize the anomaly score per execution, since this assumes that at least one anomaly occurs during an execution.

### C. Results

1) **Comparison to other anomaly detection methods:** We compare the performance of the probabilistic U-Net to two other future prediction methods, U-Net + GAN [17] and VRNN [21], and an HMM-based method similar to [2]. We train the probabilistic U-Net with \( n = 1 \), such that it only predicts the next optical flow frame. For a fair comparison with the future prediction models, we do not consider the body and camera motion, so that the anomaly score is \( e_o \). Both future prediction models are trained to predict the next RGB frame given a sequence of input RGB frames. We fit the HMM using the Baum-Welch algorithm with multivariate features comprising of the maximum magnitude from optical flow images and magnitudes of observed body motion and image motion due to camera motion. The anomaly score for each frame in the test set is computed using the log likelihood of the sequence of observations up to that frame. The results in Table I show that learning to predict optical flow using the probabilistic U-Net has an advantage over the future prediction methods, and the HMM.

### Table I

| Method          | AUC-ROC | AUC-PR |
|-----------------|---------|--------|
| U-Net + GAN [17]| 0.675   | 0.339  |
| VRNN [21]       | 0.533   | 0.166  |
| HMM             | 0.657   | 0.197  |
| Prob. U-Net     | 0.728   | 0.397  |

2) **Input range:** We determine ideal values for the upper and lower limit of the range \( (A, A+B) \) of past frames to be used as the input to the probabilistic U-Net. As seen in Fig. 6, there is a marginal improvement of AUC-ROC as the lower limit and span are increased up to a certain point. Similar trends were observed for other combinations of \( A \) and \( B \), and for AUC-PR. We obtain the best results for \( A = 5 \) and \( B = 4 \), namely by using an optical flow frame between 5 and 9 time steps in the past to predict the current frame.

3) **Optical flow, body and camera motion:** For the learning method, we consider several variants of the input optical flow using the probabilistic U-Net has an advantage over the future prediction methods, and the HMM.
Fig. 5. Several types of anomalies are illustrated here: top: the book starts to fall off the shelf around frame 160 when the arm is retracted; middle: the camera is occluded at around frame 50; bottom: the robot is disturbed externally, resulting in a shaking camera around frame 130. The threshold shown here corresponds to the optimal point in the precision-recall curve. The full clips for these examples can be found in the supplementary video.

Table II shows the AUC-ROC and AUC-PR for all optical flow variants using (i) only the learning method (OF only; score = $e_o$); (ii) the learning method + error from the body motion (OF + body motion); and (iii) the learning method combined with the body and camera motion errors (OF + body + camera motion; score calculated as in Eq. 8). All results use $A = 5$, $B = 4$ and $M = 10$.

The masked optical flow variant performs the best in all cases. Incorporating the body motion error has no effect on the AUC-ROC, and only marginally improves AUC-PR. However, incorporating the camera motion error shows an improvement in both metrics. Fig. 5 shows the anomaly score with some corresponding image frames. Unexpected motions such as a falling book (top), and shaking of the camera (bottom) result in an increase in the anomaly score. Occlusion of the camera (middle) also results in a high anomaly score.

D. Discussion

The body motion error did not impact the performance significantly; this is probably because the types of anomalies in the dataset did not include discrepancies between the internally sensed arm motion and the observed motion. Body motion errors were visible when, for example, the book occluded the view of the arm, or the camera was occluded.

The camera motion error significantly improved the performance in terms of detecting the anomalies when they...
occurred (AUC-PR). In addition to detecting disturbances to the robot and occlusions, anomalies which involved large motions also increased the detection rate since they affected the image registration process (which assumes that the dominant motion in the scene is due to camera motion). Using registered optical flow decreased performance in all cases; this is likely due to the same reason.

The motions of the manipulator probably made the task of predicting the motion harder, since they caused significant motion in the image due to being close to the camera. Therefore, using the masked optical flow performed better. The method failed in cases of static anomalies (such as a book nearly falling out of the gripper), and instances where the anomaly was mostly occluded by the arm. False positives were seen in cases of inaccurate optical flow calculation, and often at the time of release of the book. Our dataset does not include background motions (such as persons moving around) which are unrelated to the task. This is an aspect that should be evaluated in future work, since unstructured motions in the background are likely to make predicting future motions harder.

V. CONCLUSIONS

We investigated using visual anomaly detection for monitoring the execution of tasks by modelling the motions observed during successful executions. We use a combination of a learning and model-based method to generate expectations about the nominal motion, which are compared to the observed motions to detect anomalies. Our experiments show that it is beneficial to separately consider the known motions of the robot (in particular, the camera motion) when comparing the expected and observed motions. The results also improve if the motions of the robot body are removed from the input to the learning method. Our approach incorporates the robot’s kinematics and model as visual inputs to the anomaly detection method. However, non-visual task knowledge, such as task progress, could provide additional context and structure to the neural network or to the overall method, and is a good candidate for future research.
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