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Abstract. In biological measuring instruments design, it is time-consuming and expensive to acquire sufficient samples for calibration process. Transfer learning has provided an efficient approach for this problem by leveraging the labeled samples from calibration channels, considered as source domain, to annotate the target domain which has few labels under actual working conditions. In this paper, we design a general transfer regression framework improved by data-augmented ensemble learning called DA-TRTs. First, we modify two-stage TrAdaBoost.R2 to TrAdaBoost. RT (TRT) which concentrates more on hard examples during transfer boosting. Second, model stacking framework is introduced to improve the performance of regression, calling TRT as a base learner. Then, we introduce a simple data augmentation routine, based on label smoothing assumption. Data augmentation improves the strength in diversity of base learners and implicitly controls model complexity. Finally, to illustrate the performance of DA-TRTs, we conduct experiments on synthetic datasets.

1. Introduction
Transfer learning, as a branch of machine learning, has been extensively studied to leverage knowledge from related domains (source domains) and then apply it to target domain, which has few labeled samples [1]. The learning performance can be improved and the cost of labeling samples of target domain can be reduced, especially in the scene of biomedical and medical data analysis [2,3]. Many classic algorithms have been developed broadly covering the subfield of transfer learning solutions [4]. Considering homogeneous transfer learning, the transfer categories can be divided into subsections, such as instance-based, feature-based, model-based, and relational-based. First, we focus on instance-based transfer category to solve transfer regression problems. We find a series of work [5-7] dedicated to estimate the distribution ratio of source and target domains, which means to design a metric-based adjustment strategy of sample weight when training the learner. In particular, Dai [5] proposed the TrAdaBoost algorithm, which applies the idea of AdaBoost to transfer learning. TrAdaBoost increases the weights of instances that are conducive to the target classification task, and reduces the weight of instances that are unfavorable to the task, and it proves to be a high-performance and simple transfer learning algorithm according to experimental results. Pardoe et al. proposed two approaches to modify algorithms for a regression setting, which is using source models and using source data directly [8]. Then we try to combine these two points based on ensemble learning framework.

Many scholars have tried to combine transfer learning and ensemble learning to solve real-world problems [9-12]. These works prove that ensemble learning can improve the stability and accuracy of...
transfer learning algorithms. Zhou [13] described the implementation of common ensemble algorithm, such as bagging, boosting, stacking. Model stacking claims that meta models should behave with high accuracy and diversity [14]. Strong ensemble learning frameworks, such as GBDT, Random Forests, XGBoost, show amazing performance in Kaggle, a popular platform for predictive modelling and analytics competitions, and we use them as a comparison. Considering imbalanced distribution of source domain and target domain, SMOTE Bagging was proposed to increase diversity of meta models and control complexity of the full framework using data augmentation [15]. Instead of data augmentation using transform invariance, we focus on generator design of exploratory training cases [15-17]. Especially, Zhang et al. proposed a simple and data-agnostic data augmentation routine, termed mixup, which constructs virtual training examples that is convex combinations of pairs of original examples [20]. Considering a regression setting, this work can be promoted by label smoothing [21].

The main contribution of this paper is to promote an implementation of transfer regression and design a data-augmented ensemble learning framework that transfer regression algorithm is assembled in. The remainder of this paper is organized as follows. In Section II, we review methods related to our work. In Section III, we describe the details of our implementation of the framework. In Section IV, we conduct experiments on synthetic datasets. Section V concludes the whole paper and gives future work directions.

2. Background
In this section, we introduce the methods related to our work respectively.

2.1. Transfer Regression
AdaBoost.R2 is an ensemble learning framework that boosts a weak learner by carefully reweighting training instances according to the predict error in relation to the largest error each iteration [22]. Pardoe et al. applied the idea to transfer learning and proposed two-stage TrAdaBoost.R2 that overcomes the flaw that weights of the target data may be heavily skewed [8].

2.2. Ensemble Learning
According to SMOTE Bagging, majority class and minority class from the bootstrap process can be balanced by SMOTE before the learner [15]. A percentage value b\% is introduced to control the number of new generated instances, as well as two parameters in SMOTE: k-nearest neighbors and N-the total number of over-sampling from minority class in the resampling rate formula:

\[
\text{resampling rate} = \begin{cases} 
N = \left( \frac{N_{\text{majority}}}{N_{\text{minority}}} \right) \cdot (1 - b\%) \text{ by SMOTE}(k, N) 
\end{cases}
\]

(1)

2.3. Data Augmentation
SMOTE algorithm makes convex combinations of the raw inputs between nearest neighbors of the same class. In contrast, mixup makes convex combination of randomly drawn raw inputs pairs from the training set [30]. The routine can be implemented easily in the formula below where \(\lambda \sim \text{Beta}(a, a)\), for \(a \in (0, \infty)\). \((x_i, y_i)\) and \((x_j, y_j)\) are two feature-target vectors from training data at random.

\[
\mu(\bar{x}, \bar{y}) = \frac{1}{n} \sum_{k=1}^{n} E_k \{ \bar{\delta} (\bar{x} = \lambda \cdot x_i + (1 - \lambda) \cdot x_j, \bar{y} = \lambda \cdot y_i + (1 - \lambda) \cdot y_j) \}\]

(2)

3. Implementation of the framework
In this section, we promote the related work. The data distribution for transfer regression is a low dimensional manifold in contrast to image classification. We try to improve the transfer booster for
regression and use data augmentation by mixing source data and target data to control the complexity of the assembled base learners.

3.1. Transfer Booster (TRT)
When implementing transfer regression between a large amount of source data and little auxiliary target data, we divide the source and generated training samples into three kinds: hard samples, easy samples and outliers, according to the error in boosting iteration, as showed in figure 1.

Figure 1. hard samples, easy samples, outliers in transfer booster

In instance-based transfer learning, we need a method of mapping an error into an adjusted error as the metric of attention. AdaBoost.R2 expresses each error in relation to the largest error. The iteration is repeated until a preset number is constructed or error rate is higher than 0.5. It is not applicable to some datasets and it is possible that the performance on tails (hard samples or extreme events) may be improved without the limit of early stop. We modify AdaBoost.R2 into AdaBoost.RT in the two-stage framework by introducing the down threshold $\Phi_{\text{down}}$ of absolute relative error (ARE). Considering the outlier, we introduce the up threshold $\Phi_{\text{up}}$ to evaluate the several recent iterations and crop the training dataset by taking the sample weight of outliers into zero.

3.2. Data-augmented Model Stacking
Considering the datasets with distribution in a low dimensional manifold, we make several assumptions in the data augmentation process. First, similar data has the same label. Second, data under the same cluster has the same label. Third, data in the same manifold structure has the same label. We combine mixup and label smoothing for a setting of regression and get the generated samples following the routine below where $\sum W = 1$ ($w_{\text{neighbor}} \sim N(\lambda, 1)$ $w_{\text{sample}} \sim N(1 - \lambda, 1)$ before normalization process).

$$\text{Sample}^{*} = W \cdot \left[ \begin{array}{c} \text{neighbor} \\ \text{Sample} \end{array} \right]^{T} \left( \text{label} \rightarrow \text{S}\text{neighbor by KNN} \right)$$

(3)

We get different bootstrap by setting $\lambda \in (0, 1)$ increased by a linear gradient. We apply the two-stage TrAdaBoost. RT algorithm to the several bootstraps to get different sub-models for stacking. The base learner for TRT can be different if needed, and we simply to set decision tree regressor in contrast to the ensemble learning algorithms of trees.

When stacking, we compute the estimation of correlation between sub-models on the auxiliary target dataset in the formula below. Then we normalize the reciprocal of the sum to get the optimized weight vector of sub-models.

$$C\text{OR}E_{ij} = \frac{\sum_{x\in T}(f_{i}(x) - y(x))(f_{j}(x) - y(x))}{|T|}$$

(4)

3.3. Framework of DA-TRTs
The framework of DA-TRTs is showed below.
4. Experimental Study

In the following, we apply DA-TRTs into one synthetic dataset.

4.1. Synthetic Datasets

We consider Friedman #1, a well-known regression problem [24]. We get the instance \((X, y)\) in source dataset following the formula below where \(x_i \sim \text{random}[0, 1], a_i \sim \mathcal{N}(1, 0.1d), b_i \sim \mathcal{N}(1, 0.1d), c_i \sim \mathcal{N}(0, 0.05d)\).

\[
\begin{align*}
    y &= a_1 \cdot 10 \sin \left( \pi (b_1 x_1 + c_1) \cdot (b_2 x_2 + c_2) \right) + \\
    &\quad a_2 \cdot 20(b_3 x_3 + c_3 - 0.5)^2 + a_3 \cdot 10(b_4 x_4 + c_4) + \\
    &\quad a_4 \cdot 5(b_5 x_5 + c_5) + \mathcal{N}(0, 1) 
\end{align*}
\]  

We set \(a_i = 1, b_i = 1, c_i = 0\) for target data and test dataset. The parameter \(d\) is used to control the similarity of source and target data. We perform the experiment with the setting: \(d = 1, 2, 5\), target training dataset of size 100, target testing dataset of size 10000, and source dataset of size 1000. Decision tree regressor is chosen as the base learner and we compare the performance on test dataset using average RMSE results with ensemble learning framework, such as AdaBoost.R2, Random Forests, GBDT, XGBoost. The experiments on other datasets are following this.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (y_{\text{train}} - y_{\text{model}})^2}{N}}  
\]  

4.2. Results and Analysis

The average RMSE results of different algorithms are in Table I below.

| Algorithm     | Synthetic datasets with different S-T similarities |
|---------------|-----------------------------------------------|
|               | \(d=1\)          | \(d=2\)          | \(d=5\)          |
| DA-TRTs       | 1.8554           | 2.0930           | 3.6255           |
| Decision tree | 3.2829           | 4.5059           | 11.2192          |
| AdaBoost.R2   | 1.8902           | 2.2139           | 4.2617           |
| GBDT          | 2.7543           | 2.8962           | 4.0616           |
| Random Forests| 2.3375           | 2.7591           | 4.2076           |
| XGBoost       | 1.8625           | 2.6426           | 4.0644           |

We find that the performance of DA-TRTs has a higher ranking over other algorithms. And the result in Table I shows that with the S-T similarity decreasing, DA-TRTs can maintain the effect of transfer regression.
5. Conclusion and Future Work
In this paper, we propose a transfer regression algorithm based on data-augmented ensemble learning framework. The primary contribution is that we try to combine instance-based transfer and model-based transfer in the framework and control the complexity sub-models by data augmentation. The experiments on several datasets show that it is effective and this work can be expanded in a number of areas.

Future work is needed to better understand the boosting strategy and feature fusion of stacking. Also, we will explore the influences of data augmentation on different transfer problems.
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