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INTRODUCTION

In many different situations one is interested in schemes which allow some kind of an $\mathbb{A}^1$-fibration: group actions of the additive or the multiplicative group, locally nilpotent derivations, line bundles and their torsors, cancellation problems.

In this article, which is in part a survey article, we want to relate these notions with the concept of a forcing algebra, a concept introduced by Mel Hochster \cite{Hochster1971}. A forcing algebra has the form

$$B = R[T_1, \ldots, T_n]/(f_1T_1 + \ldots + f_nT_n + f),$$

where $R$ is a commutative ring and $f, f_1, \ldots, f_n \in R$. They are mainly used to understand closure operations for ideals; whether the element $f$ belongs to some closure (like the radical, integral closure, tight closure) of the ideal $(f_1, \ldots, f_n)$ can often be characterized by properties of the $R$-algebra $B$. For a point $P \in \text{Spec } R$, the fiber over $P$ is the solution set of the inhomogeneous linear equation

$$f_1(P)T_1 + \ldots + f_n(P)T_n + f(P) = 0$$

over $\kappa(P)$. For $n = 2$, this solution set is generically an affine line, but it can degenerate to an affine plane or the empty set.

In this paper we want to focus on the $\mathbb{A}^1$-properties of the corresponding schemes $\text{Spec } B$ and open subsets thereof, especially for two ideal generators ($n = 2$). Over the open subset $U = D(f_1, \ldots, f_n)$ the structure of $(\text{Spec } B)|_U$ is quite simple, it is an affine-linear bundle in general, and the sheaf of syzygies...
$\mathcal{S} = \text{Syz}(f_1, \ldots, f_n)$, which is locally free on $U$, acts on it by translation. These affine-linear bundles or $\mathcal{S}$-torsors are classified by the first cohomology group of the syzygy sheaf. When starting with such a cohomology class and its corresponding torsor, a forcing algebra yields a natural affine completion of the torsor. For $n = 2$, we get $\mathcal{S} \cong \mathcal{O}$ on $U$ and so we are dealing with $\mathbb{A}^1$-torsors.

The relation between torsors and forcing algebras is often helpful in understanding global properties of torsors. Here we are in particular interested in the question whether the torsor is an affine scheme and whether its ring of global sections is finitely generated.

Let me give a quick overview on the organization of this paper. In Section 1 we introduce forcing algebra given by a (finitely generated) submodule and an element in some (finitely generated) module. In Sections 2 and 3 we deal with torsors of a vector bundle, these are affine-linear bundles and they are classified by the first cohomology group of the vector bundle which acts on them. In the easiest case, the acting vector bundle is just the affine line, giving rise to $\mathbb{A}^1$-torsors. A forcing algebra gives rise to such a torsor over a suitable open subset of $\text{Spec } R$.

Section 4 deals with $\mathbb{A}^1$-patches, a concept introduced by Dutta, Gupta and Onoda [14] and presented at the conference in Bangalore, with the focus on algebraic properties of these rings like flatness and finite generation. We show that such $\mathbb{A}^1$-patches arise in a natural way as rings of global sections of suitable $\mathbb{A}^1$-torsors. The main point is to understand whether these torsors are affine schemes or not. For a two-dimensional base ring, this question is surprisingly related to the theory of tight closure, as explained in Section 5. With this background at hand we can answer some of their questions in Section 6.

In Section 7 we describe how the torsor defined by a Čech cohomology class of the structure sheaf on a quasiaffine scheme can be realized by a forcing algebra defined by a system of forcing equations. In Section 8 we recall a result of D.R. Finston and S. Maubach [15] on how torsors and their affineness properties are related to the cancellation problem, i.e. the problem whether $X \times \mathbb{A}^1 \cong \mathbb{A}^{n+1}$ implies $X \cong \mathbb{A}^n$. Based on these two sections we establish in Section 9 which started from discussions with A. Dubouloz in Bangalore and which is related to an example of J. Winkelmann [30], a class of examples of torsors which are counter-candidates to the cancellation problem.

In Section 10 we show that a forcing algebra for two ideal generators defining an ideal of depth two carries a locally nilpotent derivation and in Section 11 we discuss some smoothness properties.

This paper arose from the conference held in December 2010 in Bangalore in honor of R.V. Gurjar, Balwant Singh and Uwe Storch. During this conference I had the opportunity to discuss with many people on topics related to this paper, in particular with S.M. Bhatwadekar, A. Dubouloz, A. Dutta, R.V.
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1. Forcing algebras

We start with the definition of a forcing algebra, for related material see [9] and [10].

Definition 1.1. Let $R$ be a commutative ring and let $f_1, \ldots, f_n, f \in R$ be elements. The $R$-algebra

$$B = R[T_1, \ldots, T_n]/(f_1 T_1 + \ldots + f_n T_n + f)$$

is called the forcing algebra for the data $f_1, \ldots, f_n, f$.

Forcing algebras occurred first in the work of Hochster in relation to solid closure [22]. The universal property of the forcing algebra is that $f \in IB$, where $I = (f_1, \ldots, f_n)$, and that for every $R$-algebra $C$ with $f \in IC$ there exists a (non-unique) ring homomorphism $B \to C$. The question whether $f$ belongs to a certain ideal closure of $I$ (like the radical, integral closure, Frobenius closure, tight closure, plus closure, solid closure) can often be translated into certain properties of the corresponding forcing algebra. Typical examples are the following relations.

1. $f \in I$ if and only if $\varphi : \text{Spec } B \longrightarrow \text{Spec } R$ has a section.

   Here it doesn’t matter whether the section is a ring homomorphism or an $R$-module section (i.e. $R$ is a direct summand of $B$).

2. The containment inside the radical can be expressed by

   $f \in \text{rad } I$ if and only if $\varphi$ is surjective.

3. The containment inside the integral closure $\bar{I}$ can be characterised by

   $f \in \bar{I}$ if and only if $\varphi$ is a universal submersion.

Locally, $\text{Spec } B$ has an easy description. For every point $P \in X = \text{Spec } R$ the fiber over $\kappa(P)$ is just the solution set to the inhomogeneous linear equation

$$f_1(P)t_1 + \ldots + f_n(P)t_n + f(P) = 0,$$
which is empty or an \( n - 1 \) or \( n \)-dimensional affine space. Over \( D(f_i), i = 1, \ldots, n \), we can write
\[
B_{f_i} \cong R_{f_i}[T_1, \ldots, T_{i-1}, T_{i+1}, \ldots, T_n],
\]
so this is locally an affine space of dimension \( n - 1 \) over \( D(I) \). For a point \( P \in V(I) \), all \( f_i(P) \) vanish and the fiber over \( P \) is either empty (if \( f(P) \neq 0 \)) or has dimension \( n \).

To study also closure operations on submodules, the following generalization of forcing algebras is helpful. Let
\[
B = R[T_1, \ldots, T_n]/(\alpha T - s),
\]
where \( \alpha = (\alpha_{ij}) \) is an \( m \times n \)-Matrix over \( R \), \( T = (T_1, \ldots, T_n) \) and \( s = (s_1, \ldots, s_m) \in R^m \). In more detail, such algebras are defined by a system of inhomogeneous forcing equations, namely
\[
\begin{align*}
\alpha_{11}T_1 + \ldots + \alpha_{1n}T_n &= s_1 \\
\alpha_{21}T_1 + \ldots + \alpha_{2n}T_n &= s_2 \\
\alpha_{m1}T_1 + \ldots + \alpha_{mn}T_n &= s_m.
\end{align*}
\]

We explain how these algebras arise from a finitely generated submodule \( N \subseteq M \) inside a finitely generated \( R \)-module \( M \) and an element \( s \in M \). Let \( y_1, \ldots, y_m \) be generators for \( M \) and \( x_1, \ldots, x_n \) generators for \( N \). This gives rise to a surjective homomorphism \( \psi : R^m \rightarrow M \), a submodule \( N' = \varphi^{-1}(N) \) and a morphism \( R^n \rightarrow R^m \) which sends \( e_i \) to a preimage \( x'_i \) of \( x_i \). Altogether we get the commutative diagram with exact rows
\[
\begin{array}{cccc}
R^n & \xrightarrow{\alpha} & R^m & \rightarrow & M/N & \rightarrow & 0 \\
\downarrow & & \downarrow \psi & & \downarrow= & & \\
0 & \rightarrow & N & \rightarrow & M & \rightarrow & M/N & \rightarrow & 0
\end{array}
\]
(\( \alpha \) is an \( m \times n \)-matrix). The element \( s \) is represented by \( (s_1, \ldots, s_m) \in R^m \), and \( s \) belongs to \( N \) if and only if the system
\[
\alpha \begin{pmatrix} t_1 \\ \vdots \\ t_n \end{pmatrix} = \begin{pmatrix} s_1 \\ \vdots \\ s_m \end{pmatrix}
\]
has a solution.
The formation of forcing algebras commutes with arbitrary base change \( R \to R' \). Therefore for every point \( P \in \text{Spec} \, R \) the fiber ring \( B \otimes_R \kappa(P) \) is the forcing algebra given by
\[
\alpha(P)T = s(P),
\]
which is a system of inhomogeneous linear equations over the field \( \kappa(P) \).
Hence the fiber of \( \text{Spec} \, B \to \text{Spec} \, R \) over \( P \) is the solution set to a system of linear inhomogeneous equations.

2. Torsors

A group scheme \( G \) over a scheme \( U \) is a scheme \( G \to U \) together with a group operation \( G \times_U G \to G \), an inverse mapping \( G \to G \) and a (neutral) section \( U \to G \) satisfying certain natural conditions. We consider a geometric vector bundle \( V \to U \) together with its addition, its negation and its zero section as a group scheme.

**Definition 2.1.** Let \( G \to U \) be a group scheme. A scheme \( T \) over \( U \) together with a group action \( G \times T \to T \) is called a \( G \)-torsor (in the Zariski topology), if there exists an open covering of \( U \) such that the action is for this covering isomorphic to the action of the group on itself.

Torsors are also called principal homogeneous spaces or principal fiber bundles. The spectrum of a forcing algebra for \( s = 0 \) is an affine commutative group scheme \( G \) which acts on \( T = \text{Spec} \, B \). The restrictions of these objects to \( U = D(\text{Ann}M/N) \) (to \( U = D(I) \) in the case of an ideal \( I \subseteq R \)) is particularly important. The restriction \( V = G|_U \) is a vector bundle (which we call the syzygy bundle \( \text{Syz}(\alpha) \) or \( \text{Syz}(f_1, \ldots, f_n) \) in the ideal case) and \( T|_U \) is a \( V \)-torsor. Hence a forcing algebra yields a torsor over \( U \) and the spectra of forcing algebras may be thought of as affine completions of torsors over quasiaffine schemes; see also Section 7.

On a separated noetherian scheme the \( V \)-torsors are classified by \( H^1(U, S) \), where \( S \) is the locally free sheaf of sections in the vector bundle \( V \), see [8, Proposition 3.2]. This rests on the fact that the glueing data for a principal fiber bundle correspond to Čech cohomology classes. We denote the torsor corresponding to a cohomology class \( c \) by \( T(c) \). The torsor is trivial if and only if it has a section if and only if it is isomorphic to the vector bundle \( V \). A torsor is trivial over every affine open subscheme. Torsors have nice functorial properties, in particular, if \( T(c) \to U \) is a torsor and \( U' \to U \) is a morphism, then \( T(c) \times_U U' \cong T(c') \), where \( c' \) is the pull-back of \( c \) (see [8, Proposition 3.3]).

It is easy to describe the cohomology class given by the torsor induced by forcing data.

**Proposition 2.2.** Let \( N \subseteq M \) be finitely generated \( R \)-modules, let \( s \in M \) and let \( B = R[T_1, \ldots, T_n]/(\alpha T - s) \) be a forcing algebra for these data. Let \( U \) be the
torsors are \( A \)

\[ I \]

where \( U \) to [8, Proposition 3.5]. The same proof works also in the module case.

The connecting homomorphism, \( s \) defines a cohomology class \( \delta(s) \in H^1(U, S) \).

For the proof when \( M = R, N = I \) an ideal (and hence \( U = D(I) \)), we refer to [8 Proposition 3.5]. The same proof works also in the module case. \( \square \)

There are situations where the fibers of \( \text{Spec} B \) over \( \text{Spec} R \setminus U \) are empty, e.g. if \( IB \) is the unit ideal. In this case the spectrum of the forcing algebra itself equals the induced torsor, which is then an affine scheme. In general it is difficult to determine whether a torsor is an affine scheme (i.e. the spectrum of a ring).

3. \( \mathbb{A}^1 \)-fibrations and \(( \mathbb{A}^1 , + )\)-actions

In this paper we will focus on forcing algebras such that their induced torsors are \( \mathbb{A}^1 \)-torsors. In particular we look at forcing algebras

\[ B = R[T_1, T_2]/(f_1 T_1 + f_2 T_2 + f) \],

where \( I = (f_1, f_2) \) is an ideal generated by a regular sequence of two elements \( f_1 \) and \( f_2 \) in a domain \( R \). This means \( R_{f_1} \cap R_{f_2} = R \) (inside the quotient field \( Q(R) \)) and \( O \cong \text{Syz}(f_1, f_2) \) by sending \( 1 \mapsto (− f_2, f_1) \). So in this situation the syzygy bundle is just the structure sheaf and the torsor on \( D(I) \) is given by the \( Č \)ech cohomology class \( \frac{T_1 f_1 − T_2 f_2}{f_1 f_2} \in H^1(U, O) \). The action of the additive group scheme \( G_a = (\mathbb{A}^1_R, +) = \text{Spec} R[W] \) (over \( \text{Spec} R \)) is explicitly given by

\[ G_a \times_{\text{Spec} R} \text{Spec} B \longrightarrow \text{Spec} B, (P, w, t_1, t_2) \longmapsto (P, t_1 + f_2(P)w, t_2 − f_1(P)w) \].

or, on the ring level, by

\[ B \longrightarrow B[W], T_1 \longmapsto T_1 + f_2 W, T_2 \longmapsto T_2 − f_1 W. \]

Example 3.1. Different forcing algebras may induce the same torsor on \( D(I) \).

A typical example is \( R = K[x, y] \), ideals \((x^r, y^s)\) and \( f = x^a y^b \). The forcing algebras

\[ K[x, y][T_1, T_2]/(x^r T_1 + y^s T_2 + x^a y^b) \]

depend on \( a, b, r, s \) (in fact this dependence is quite difficult, see Example 8.2 below), but the induced torsors on \( D(I) = D(x, y) \) depend only on the cohomology classes \( \frac{x^a y^b}{x^r y^s} = \frac{1}{x^{r-a} y^{s-b}} \) (if \( r \geq a \) and \( s \geq b \); else the class is 0 anyway).

We recall some other related notions which apply to an \( \mathbb{A}^1 \)-torsor.
Definition 3.2. An $\mathbb{A}^1$-fibration is an affine morphism of schemes $\varphi : Y \to X$ of finite type such that the fiber over every generic point of $X$ is an affine line.

An $\mathbb{A}^1$-torsor $T \to U$ and a forcing algebra $\text{Spec } B \to \text{Spec } R$ as above (which induces such a torsor) are easy examples of $\mathbb{A}^1$-fibrations. Already these forcing algebras show that an $\mathbb{A}^1$-fibration might contain exceptional fibers.

Example 3.3. We look again at
\[ B = K[x, y][T_1, T_2]/(x^r T_1 + y^s T_2 + x^a y^b). \]
All fibers over $D((x, y))$ are affine lines, since $(\text{Spec } B)|_{D((x, y))}$ is just the corresponding $\mathbb{A}^1$-torsor $T$. The fiber over $(0, 0)$ might have very different properties. If $a = b = 0$, then the fiber over $(0, 0)$ is empty, so in this case $T = \text{Spec } B$. If $r = 0$ or $s = 0$, then we can eliminate $T_1$ (or $T_2$) to see that $\text{Spec } B$ is just the affine line over $\mathbb{A}^2_K$. So let $r, s, a \geq 1$. Then the fiber over $(0, 0)$ is an affine plane. Considered as a subset of $\text{Spec } B$, it might contain singular points.

4. $\mathbb{A}^1$-patches

In [14], the authors introduced the notion of an $\mathbb{A}^1$-patch.

Definition 4.1. Let $R$ be a noetherian domain and $A$ an $R$-domain. Then $A$ is called an $\mathbb{A}^1$-patch over $R$, if there exists a regular sequence $x, y \in R$ such that the following properties hold.

1. $A_x = R_x[U]$.
2. $A_y = R_y[V]$.
3. $A = A_x \cap A_y$.

Here the intersection is of course to be taken inside the quotient field of $A$.

Proposition 4.2. Let $R$ be a noetherian domain and let $f_1, f_2 \in R$ be a regular sequence. Let $f \in R$ and consider the forcing algebra
\[ B = R[T_1, T_2]/(f_1 T_1 + f_2 T_2 + f) \]
Then the following hold.

1. The open subset $D((f_1, f_2)B) \subseteq \text{Spec } B$ is an $\mathbb{A}^1$-torsor over $D(f_1, f_2) \subseteq \text{Spec } R$ corresponding to the Čech cohomology class $\frac{1}{f_1 f_2} \in H^1(D(f_1, f_2), \mathcal{O}_R)$.
2. The ring of global sections
\[ A = \Gamma(D((f_1, f_2)B), \mathcal{O}_B) \]
is an $\mathbb{A}^1$-patch.

3. If $D((f_1, f_2)B) \subseteq \text{Spec } B$ is an affine scheme, then $A$ is a finitely generated flat $R$-algebra.
Remark 4.4. The first condition means that the natural restriction homomorphism \( R \rightarrow R[t] \) and we have \( \Gamma(D(f_1), \mathcal{O}_B) = B_{f_1} \cong R[t] \) and \( \Gamma(D(f_2), \mathcal{O}_B) = B_{f_2} \cong R[t] \). Since \( B \) is a domain (because \( f_1, f_2 \) are regular elements), the ring of global sections of an open subset is just the intersection of the global rings for an open cover, hence
\[
\Gamma(D((f_1, f_2)B), \mathcal{O}_B) = B_{f_1} \cap B_{f_2}.
\]

Note also that \( A_{f_i} \cong B_{f_i} \), since for a quasiaffine scheme \( Z \) the canonical morphism \( Z \rightarrow \text{Spec} \Gamma(Z, \mathcal{O}_Z) \) is an open immersion.

(3) The ring of global sections of an affine open subscheme \( U \subseteq \text{Spec} B \) is always finitely generated over \( B \) \cite[Satz 1.4.3]{4}. Therefore, in our situation, it is also finitely generated over \( R \). The scheme morphism \( D((f_1, f_2)B) \rightarrow D(f_1, f_2) \subseteq \text{Spec} R \) is always flat, since the first morphism is locally an affine cylinder and the second is an open immersion. In the affine case we have \( \text{Spec} A \cong D((f_1, f_2)B) \), and so \( A \) is flat over \( R \).

From this proposition we see that it is important to understand when a torsor is an affine scheme. Whenever this property is established, flatness and the property of being of finite type follow immediately. For the interplay of these notions see also \cite[Lemma 4.3]{14} and \cite[Corollary 3]{27}.

The following definition is a slight generalization of an \( \mathbb{A}^1 \)-patch.

Definition 4.3. Let \( R \) be a commutative ring, \( X = \text{Spec} R \) and \( A \) an \( R \)-algebra. Then \( A \) is called an \( \mathbb{A}^1 \)-patch over \( R \), if there exists an ideal \( I \subseteq R \) such that the following properties hold.

1. \( \Gamma(D(I), \mathcal{O}_X) = R \).
2. \( (\text{Spec } A)|_{D(I)} = D(IA) \rightarrow D(I) \) is (Zariski-)locally an \( \mathbb{A}^1 \)-scheme (i.e., locally the rings are polynomial rings in one variable).
3. \( \Gamma(D(IA), \mathcal{O}_A) = A \).

Remark 4.4. The first condition means that the natural restriction homomorphism \( R = \Gamma(X, \mathcal{O}_X) \rightarrow \Gamma(D(I), \mathcal{O}_X) \) is an isomorphism (\( X = \text{Spec } R \)). The second condition means that there exist ideal generators \( (f_1, \ldots, f_n) = I \) such that \( A_{f_i} \cong R_{f_i}[U] \) (we do not impose any condition on the transition maps). If \( R \) and \( A \) are domains, then the third condition means that \( A_{f_1} \cap \ldots \cap A_{f_n} = A \).

Proposition 4.5. Let \( R \) be a commutative ring, \( I \subseteq R \) an ideal fulfilling \( \Gamma(D(I), \mathcal{O}_X) = R \) and let \( c \in H^1(U, \mathcal{O}_X) \) with corresponding torsor \( T = T(c) \) over \( U = D(I) \). Then \( \Gamma(T, \mathcal{O}_T) \) is an \( \mathbb{A}^1 \)-patch in the sense of Definition 4.3.

Proof. First of all, \( T \) is quasiaffine, since it is affine over the quasiaffine scheme \( D(I) \) \cite[Corollaire 5.1.8]{18} or use the explicit description of Lemma 7.1 below. For a quasiaffine scheme \( T \) the natural morphism \( T \rightarrow \text{Spec} \Gamma(T, \mathcal{O}_T) \) is an open immersion. Hence it induces an isomorphism between \( T \) and an open subset \( D(J) \subseteq \text{Spec} \Gamma(T, \mathcal{O}_T) \), and \( \Gamma(D(J), \mathcal{O}_T) = \Gamma(T, \mathcal{O}_T) \). Furthermore,
by the universal property of the ring of global sections, $\Gamma(T, \mathcal{O}_T)$ is an $R$-algebra. So we have a commutative diagram

$$
\begin{array}{ccc}
T & \cong & D(J) \\
\downarrow \pi \downarrow & & \downarrow \\
U & \subseteq & \text{Spec } R.
\end{array}
$$

For $D(f) \subseteq U$ the open subset $T_f = \pi^{-1}(D(f)) \subseteq T$ is an affine scheme and therefore we have an isomorphism

$$
T_f \cong \text{Spec } \Gamma(T_f, \mathcal{O}_T) = \text{Spec } \Gamma(T, \mathcal{O}_T)_f = D(f).
$$

Hence $D(J) = D(I \Gamma(T, \mathcal{O}_T))$ and all properties of Definition 4.3 are fulfilled. $\square$

Example 7.3 and the Examples in Section 9 provide natural examples of $\mathbb{A}^1$-patches in the sense of Definition 4.3, but not in the sense of Definition 4.1.

**Proposition 4.6.** Let $R$ be a commutative ring and let $A$ be an $\mathbb{A}^1$-patch in the sense of Definition 4.3 (with respect to some ideal $I$). Then there exists a line bundle $L$ over $U = D(I)$ and an $L$-torsor $T \to U$ such that $A = \Gamma(T, \mathcal{O}_T)$.

**Proof.** Let $U = \bigcup_{J \in J} D(f_j)$ be an open cover such that $A_{f_j} \cong R_{f_j}[Y_j]$. We show that $\text{Spec } A|_U$ is an $\mathbb{A}^1$-torsor over $U$. The transition mappings are given by $Y_j = \frac{a_{ij}}{f_j} Y_i + \frac{b_{ij}}{f_i} f_j$, where the $\frac{a_{ij}}{f_j} f_j$ are units in $R_{f_j}$. Because these data stem from an algebra, they fulfill the cocycle condition and therefore we get a cohomology class $c \in H^1(U, \mathcal{O}_X^*) \cong \text{Pic } U$. Let $L$ be the corresponding invertible sheaf and let $L \to U$ be the corresponding line bundle which is given as $L = \text{Spec } \bigoplus_{k \in \mathbb{N}} L^k$. Again, $L$ is given locally as the affine line over the base, and the transition mappings are by construction given by $Z_j = \frac{a_{ij}}{f_j} f_i Z_i$. We define locally

$$
R_{f_j}[Y_j] \longrightarrow R_{f_j}[Y_j, Z_j], Y_j \longrightarrow Y_j + Z_j.
$$

This action of the affine line is compatible with the transition maps for $\text{Spec } A$ and for $L$, hence we get an action

$$
L \times \text{Spec } A|_U \longrightarrow \text{Spec } A|_U
$$

which exhibits $\text{Spec } A|_U$ as an $L$-torsor. $\square$

**Corollary 4.7.** Let $R$ be a commutative ring and let $A$ be an $\mathbb{A}^1$-patch in the sense of Definition 4.3 (with respect to some ideal $I$). Suppose that $R$ is a direct summand of $A$. Then $A = \text{Sym } L$. 

Proof. Let \( T \to U = D(I) \subseteq X = \text{Spec} R \) be the \( L \)-torsor defined by \( A \) as explained in Proposition 4.6 and let \( c \in H^1(U, \mathcal{L}) \) be the corresponding cohomology class. We have to show that \( c = 0 \), for then \( T \cong L \) and hence

\[
A = \Gamma(L, \mathcal{O}_L) = \bigoplus_{n \in \mathbb{N}} \Gamma(U, \mathcal{L}^n)
\]

Assume that \( c \neq 0 \). Now, the pull-back of a torsor to itself is always the trivial torsor, hence \( \pi^*(c) = 0 \) in \( H^1(T, \mathcal{O}_T) \). We use the identification \( H^1(U, \mathcal{L}) \cong H^2_X \setminus U(M) \), where \( M \) is an \( R \)-module which induces the invertible sheaf \( \mathcal{L} \) on \( U \). Hence the map \( R \to A \) annihilates non-trivial local cohomology. But since \( A = R \oplus V \), this is not possible. \( \square \)

5. Background on tight closure, solid closure and affineness

We are interested in the question when a torsor over a given base scheme is an affine scheme. This is a difficult question in general. Surprisingly, the theory of tight closure, a closure operation in positive characteristic introduced by Hochster and Huneke [23], [24], and in particular the interpretation of tight closure as solid closure provides a new way to look at this question. Let \( R \) be a noetherian domain of positive characteristic \( p \), let \( F : R \to R \), \( f \mapsto f^p \), be the Frobenius homomorphism, and let \( F^e : R \to R \), \( f \mapsto f^{q} \), \( q = p^e \), be its \( e \)th iteration. Let \( I = (f_1, \ldots, f_n) \) be an ideal and set

\[
I^{[q]} = (f_1^q, \ldots, f_n^q) = \text{extended ideal of } I \text{ under } F^e.
\]

**Definition 5.1.** The **tight closure** of \( I \) is the ideal

\[
I^* := \{ f \in R : \text{ there exists } z \neq 0 \text{ such that } zf^q \in I^{[q]} \text{ for all } q = p^e \}.
\]

The relation between tight closure and forcing algebras is given in the following theorem due to Hochster (combine [22, Definition 5.1], [22, Theorem 8.5(i)], [22, Theorem 8.6] and [22, Corollary 2.4]).

**Theorem 5.2.** Let \( R \) be a domain which is essentially of finite type over an excellent local ring of positive characteristic. Let \( f_1, \ldots, f_n \) generate an ideal \( I \) and let \( f \) be another element in \( R \). Then \( f \in I^* \) if and only if

\[
H^\text{ht}(m')_{m'}(B') \neq 0
\]

for the maximal ideals \( m' \) in the complete domains \( R' \) of \( R \) (that is, \( R' \) is the reduction modulo a minimal prime ideal of the completion of a localization \( R_m \) of a maximal ideal \( m \) of \( R \)), where \( B' = R'[T_1, \ldots, T_n]/(f_1T_1 + \ldots + f_nT_n + f) \) denotes the forcing algebra of these elements.
For \( \mathfrak{m} \)-primary ideals in a normal local domain \((R, \mathfrak{m})\) this criterion becomes easier.

**Corollary 5.3.** Let \( R \) be a normal excellent local domain with maximal ideal \( \mathfrak{m} \) over a field of positive characteristic. Let \( f_1, \ldots, f_n \) generate an \( \mathfrak{m} \)-primary ideal \( I \) and let \( f \) be another element in \( R \). Then \( f \in I^* \) if and only if

\[
H^\text{dim}(R)_\mathfrak{m}(B) \neq 0,
\]

where \( B = R[T_1, \ldots, T_n]/(f_1T_1 + \ldots + f_nT_n + f) \) denotes the forcing algebra of these elements.

The definition of solid closure can now be given by using the local criterion of Theorem 5.2. This gives a closure operation for commutative rings in all characteristics, denoted by \( I^* \), and Theorem 5.2 shows that in positive characteristic under mild conditions solid closure equals tight closure.

Let us reformulate the criterion for solid closure in the situation of Corollary 5.3 and relate it to the affineness of torsors. If the dimension \( d = \text{dim}(R) \) is at least two, then

\[
H^d_{\mathfrak{m}}(R) \longrightarrow H^d_{\mathfrak{m}}(B) \cong H^d_{\mathfrak{m}B}(B) \cong H^{d-1}(D(mB), \mathcal{O}_B).
\]

This means that we have to check the cohomological properties of the complement of the (exceptional) fiber over the closed point. In the dimension two case this yields the following.

**Corollary 5.4.** Let \((R, \mathfrak{m})\) denote a two-dimensional normal noetherian local domain, let \( I = (f_1, \ldots, f_n) \) denote an \( \mathfrak{m} \)-primary ideal and let \( f \in R \) be an element. Then the following hold.

The open subset \( D(mB) \subseteq \text{Spec } B \) (where \( B \) denotes the forcing algebra for these data) is an affine scheme if and only if \( f \notin I^* \).

If \( I = (f_1, f_2) \), then the torsor over \( D(m) \) given by the \( \check{\text{C}}ech \) cohomology class \( f/f_1f_2 \) is an affine scheme if and only if \( f \notin (f_1, f_2)^* \).

**Proof.** Since the dimension is two, according to the cohomological criterion for solid closure given in Corollary 5.3 we have to look whether the first sheaf cohomology of the structure sheaf vanishes. This is true if and only if the open subset \( U = D(mB) \) is an affine scheme by the cohomological criterion of Serre and since \( U \) is quasiaffine.

The second statement follows from the first and Proposition 2.2 (and the begin of Section 3). \( \square \)

**Example 5.5.** Let \((R, \mathfrak{m})\) be a two-dimensional local ring and let \( T \) be the trivial \( \text{Syz}(f_1, \ldots, f_n) \)-torsor (for some \( \mathfrak{m} \)-primary ideal \((f_1, \ldots, f_n)\)) over \( U = \text{Spec } R \setminus \{\mathfrak{m}\} \) corresponding to the cohomology class \( 0 \in H^1(U, \text{Syz}(f_1, \ldots, f_n)) \).

Then the torsor is just the vector bundle itself. Its total space is not an affine scheme, since there exists the zero-section of the bundle which gives a closed
subscheme isomorphic to the punctured base spectrum Spec $R \setminus \{m\}$, which is not affine.

Results of tight closure theory give only results on the affineness of torsors in positive characteristic. In arbitrary characteristics, solid closure is strictly speaking only a reformulation of the affineness problem, but still this approach gives a good idea what to expect.

Since a regular ring in positive characteristic is $F$-regular, meaning that $I = I^*$ for all ideals, it follows that the induced torsor $T \to U = D(I)$ has for every prime ideal $p$ of height two the property that $T_p \to U_p = U \cap \text{Spec } R_p$ is affine if and only if it is not trivial. In particular, for a local regular ring in positive characteristic of dimension two, a torsor over the punctured spectrum is either the trivial torsor or an affine scheme. Over arbitrary open subschemes of a regular ring it is not true that every non-trivial torsor is an affine scheme, as the following two easy examples show.

**Example 5.6.** We consider a two-dimensional regular nonlocal ring and remove two closed points from its spectrum, e.g. $U = \mathbb{A}^2 \setminus \{(x,y), (x, y - 1)\}$, and consider the cohomology class $\frac{z}{xy}$. The torsor corresponding to this class is not an affine scheme, because the affine base-change to the localization $K[x, y]_{(x,y-1)}$ yields the trivial torsor. On the other hand, the localization to $K[x, y]_{(x,y)}$ shows that this torsor is not trivial.

**Example 5.7.** Consider a regular local ring $R$ of dimension three and let $m = (x, y, z)$ be its maximal ideal, e.g. $R = K[x, y, z][x,y,z]$ or $R = K[[x, y, z]]$. Consider the cohomology class $c = \frac{z}{xy} \in H^1(D(x, y), \mathcal{O}_R)$ and let $T(c) \to D(x, y)$ be the corresponding torsor. On one hand, the pull-back of this cohomology class to the two-dimensional localization $R_{(x,y)}$ is nonzero, as it is given by a unit divided by $xy$, hence $c$ itself is nonzero. On the other hand, the pull-back of this cohomology class to the closed subscheme $D(x, y) \cap V(z) \subseteq D(x, y)$ is zero, therefore the restriction of $T(c)$ to the closed subscheme given by $z = 0$ is not affine and so $T(c)$ can not be affine. In positive characteristic this means that $z \notin (x, y)^*$, though $T(c)$ is not affine.

The forcing algebra for these data is $K[x, y, z][u, v]/(ux + yv + z) \cong K[x, y, u, v]$. From this perspective it can also be immediately seen that the torsor is not affine, as it is isomorphic to $D(x, y) \subseteq \mathbb{A}^4$. Note that the forcing algebra in this example is just a polynomial ring in four variables. This example occurs also in [3, Example 6.2].
For regular rings of dimension two not containing a field of positive characteristic, the theory of tight closure does not immediately give an answer whether the torsors are affine or not. However, the notion of solid closure gives a clear hint what to expect. In particular, we have the theorem due to Hochster that regular rings of dimension two are (weakly) S-regular \cite[Theorem 7.20]{22}, meaning that every ideal equals its solid closure (this is an application of the monomial conjecture which holds in dimension two in all characteristics).

6. Affineness and global generation of torsors

We deal now with the case of a two-dimensional local base ring (of any characteristic) and the $\mathbb{A}^1$-torsors on the punctured spectrum. In particular, we investigate the question when every non-trivial torsor is an affine scheme. We start with the regular case.

**Lemma 6.1.** Let $R$ be a two-dimensional regular local ring. Then every non-trivial $\mathbb{A}^1$-torsor on $U = \text{Spec } R \setminus \{m\}$ is an affine scheme.

**Proof.** An $\mathbb{A}^1$-torsor $T$ over $U$ is given by a cohomology class $c \in H^1(U, \mathcal{O})$. This class is non-zero, because the bundle is non-trivial. Let $c = \frac{a}{x^n y^m}$ be aČech representation with regular parameters $x, y$ and $a \notin (x^n, y^m)$ (else the class would be 0). Since $R$ is S-regular by \cite[Theorem 7.20]{22}, it follows that $a \notin (x^n, y^m)^*$ and from Corollary 5.4 we deduce that $T$ is an affine scheme.

**Remark 6.2.** For the affine plane this statement is also proved in \cite[Proposition 1.2]{12}). In the complex situation, M. Abe has shown that any non-trivial algebraic $\mathbb{C}$-torsor over the punctured plane is a Stein manifold, \cite[Theorem 3.1]{1}). These results follow from Lemma 6.1.

**Theorem 6.3.** Let $R$ be a two-dimensional regular local ring. Then every non-trivial affine-linear bundle on $U = \text{Spec } R \setminus \{m\}$ is an affine scheme.

**Proof.** An affine-linear bundle over $U$ is given by a vector bundle $S$ on $U$ and a cohomology class $c \in H^1(U, S)$. Since we suppose that the bundle is non-trivial, this class is nonzero. By Hilbert’s syzygy theorem, $S$ is a free $R$-module, say $S = R^n$. Let $c = (c_1, \ldots, c_n)$. The torsor corresponding to this class is $T = T_1 \times_U T_2 \times_U \cdots \times_U T_n$, where $T_i$ is the torsor corresponding to $c_i$. The morphisms $T_i \to U$ are affine morphisms, hence all projections from $T$ to a product with less components are also affine morphisms. So if at least one $T_i$ is affine, $T$ must be affine. But since $c_i \neq 0$ for at least one $i$, we get the affineness by Lemma 6.1.

Recall that a quotient singularity is by definition the spectrum of the invariant ring of a regular ring on which a finite group is acting (with group order not divisible by the characteristic).
Theorem 6.4. Let \( R \) be a two-dimensional local quotient singularity over a field \( K \). Then every non-trivial affine-linear bundle on \( U = \text{Spec} \ R \setminus \{ m \} \) is an affine scheme.

Proof. Let \( R \subseteq S \) be a finite extension such that \( R = S^G \) with \( (S, n) \) regular local and \( G \) a finite group of order prime to the characteristic. Then the trace map divided by the group order shows that \( R \) is a direct summand of \( S \). An affine-linear bundle over \( U \) is given by a vector bundle \( S \) on \( U \) and a cohomology class \( c \in H^1(U, S) \). This class is non-zero, because the bundle is non-trivial. The pull-back of this class to \( V = \text{Spec} \ S \setminus \{ n \} \) is still non-zero, because \( R \) is a direct summand of \( S \). The product \( T' = V \times_U T \) is the torsor given by \( \varphi^*(c) \) and this is finite over \( T \). By Theorem 6.3, it is an affine scheme. Therefore by the theorem of Chevalley [18, Theorem 6.7.1], \( T \) itself is an affine scheme. \( \square \)

We do not know whether this statement also holds for a two-dimensional rational singularity in characteristic zero (see below).

We now answer the last question of [14]. It asks whether an \( A^1 \)-patch \( A \) (in the sense of Definition 4.1) over a factorial two-dimensional domain \( R \) is finitely generated over \( R \), in particular for the icosahedral singularity. We show that for this special case the answer is yes, but not for factorial domains in general.

Example 6.5. Let \( R = K[X, Y, Z]/(X^2 + Y^3 + Z^5) \) and suppose that the characteristic is at least 7. Then \( R \) is a quotient singularity, so in particular \( R \) is a direct summand of \( K[U, V] \). Hence the affineness of any non-trivial \( A^1 \)-torsor (and flatness and finite generation) follows from Theorem 6.4 and Proposition 4.2(iii).

For example, the torsor induced by the forcing equation \( YU + ZV + X \) (and the cohomology class \( \frac{X}{Y} \)), i.e. the open subset \( D(Y, Z) \subset \text{Spec} \ R[U, V]/(YU + ZV + X) \) is an affine scheme, just because \( X \not\in (Y, Z) \). This may fail in small characteristics. For example, in characteristic two, we have the Frobenius inclusion \( X^2 \in (Y^2, Z^2) \), hence the torsor trivializes after applying the Frobenius and cannot be affine.

Remark 6.6. The techniques developed in [6, Section 8] allow us to deduce the corresponding statements also in mixed characteristic (excluding finitely many residue characteristics). E.g. if \( S \) is a three-dimensional regular local ring of mixed characteristic \( p \) with maximal ideal \( (p, y, z) \), then \( R = S/(p^2 + y^3 + z^5) \) is pararegular [6, Definition 4.2] for \( p \gg 0 \) and the torsor given by the cohomology class \( \frac{X}{Y^2} \) is affine as well. In particular, the subset \( D(Y, Z) \subset \text{Spec} \ Z[Y, Z]_{(p, Y, Z)}[U, V]/(YU + ZV + p) \) is affine for \( p \gg 0 \).
Example 6.7. Let $R = K[X, Y, Z]/(X^2 + Y^3 + Z^7)$, which is a factorial domain by [26]. We consider again $X$, which does not belong to $(Y, Z)$. $R$ can be graded by assigning $\deg(X) = 21$, $\deg(Y) = 14$ and $\deg(Z) = 6$. Hence the corresponding Čech cohomology class $\overline{X/Z}$ has degree $21 - 14 - 6 = 1$, which is positive (in particular the $a$-invariant is not negative and by a Theorem of Flenner and Watanabe they do not have a rational singularity [10], [29]).

Suppose first that we are in positive characteristic $p$, and assume that the characteristic is large enough such that $R$ is normal. Then for a sufficiently high power $q = p^e$, the Frobenius pull-back $X^q, Y^q, Z^q$ of the cohomology class has arbitrarily large degree and must therefore vanish. Hence $X^q \in (Y^q, Z^q)$ and so we have a Frobenius-trivialization of the torsor which can therefore not be affine (and its ring of global sections is not flat; finite generation is not known).

Suppose now that we are in characteristic zero. Since affineness is not affected by flat base field extensions we may assume that $K = \mathbb{Q}$. We look at the family

$$D(Y, Z) \subset \text{Spec} \mathbb{Z}[X, Y, Z][U, V]/(X^2 + Y^3 + Z^7, YU + ZV + X) \to \text{Spec} \mathbb{Z}.$$

If the fiber over the generic point was affine, then almost all fibers would be affine, but this is not true by the consideration in positive characteristic. Hence the torsor $D(Y, Z)$ is not affine in characteristic zero. By [7, Corollary 1.6], the extended ideal $(Y, Z)$ in the forcing algebra has superheight one. Its ring of global sections is therefore not finitely generated by [3, Theorem 3.2].

In the following statement we use the notion of a rational singularity. For this notion and its main properties see [25] or [2], for $F$-rationality and its relation to rational singularities see [11, Section 10.3], [28], [20].

Theorem 6.8. Let $(R, \mathfrak{m})$ be a two-dimensional excellent normal local domain over a field $K$ which is not a rational singularity. Then there exists a non-trivial $\mathbb{A}^1$-torsor on $U = \text{Spec} R \setminus \{\mathfrak{m}\}$ which is not an affine scheme. If the characteristic of $K$ is zero, then there exists an $\mathbb{A}^1$-torsor on $U$ which is not an affine scheme and such that its ring of global sections is not finitely generated over $R$.

Proof. Suppose first that the characteristic of $R$ is positive. Then $R$ is not $F$-rational by a Theorem of K. Smith [23]. This means that there exists a system of parameters $f, g \in R$ such that $(f, g)^* \neq (f, g)$. Let $h \in (f, g)^* \setminus (f, g)$. Then because of $(f, g)^* = (f, g)^*$ (tight closure is solid closure), we know that the torsor given by the cohomology class $h/fg$ is not trivial, but also not affine.

Suppose now that the characteristic of $K$ is zero. Set $X = \text{Spec} R$ and let $\tilde{X} \to X$ be a resolution of singularities and denote the exceptional fiber (the fiber over the maximal ideal $\mathfrak{m}$) by $E$. Since $X$ does not have a rational singularity there exists a nonzero cohomology class $\frac{h}{fg} = c \in H^2_\mathfrak{m}(R) \cong H^1(U, \mathcal{O}_X)$
which becomes 0 in $H^2_{\mathbb{k}}(\tilde{X})$. Equivalently, this means that $c \in H^1(U, \mathcal{O}_{\tilde{X}}) = H^1(U, \mathcal{O}_X)$ stems from a cohomology class $\tilde{c} \in H^1(\tilde{X}, \mathcal{O}_{\tilde{X}})$ by restriction.

We show that the torsor $T(c)$ on $U = D(f, g)$ is not an affine scheme. This torsor equals the open subset

$$D(f, g) \subseteq \text{Spec } (R[T_1, T_2]/(fT_1 + gT_2 + h))$$

as explained in Proposition 2.2. The superheight of $(f, g)A$ is 1 by [7, Corollary 1.6]. Hence from the non-affineness we get by [5, Theorem 3.2] that $\Gamma(T(c), \mathcal{O}_{T(c)})$ is not finitely generated over the forcing algebra nor over $R$.

So assume that $T(c)$ is an affine scheme. Then we can express all relevant data and properties in a finitely generated $\mathbb{Z}$-algebra $B \subseteq R$ including normality, that the radical of $(f, g)$ is a prime ideal of height 2, the non-zero cohomology class, the vanishing of it in the resolution, the affineness of the torsor. Therefore we may assume that $R$ is essentially of finite type over a finitely generated $\mathbb{Z}$-algebra. But then the affineness of the torsor descends to almost all prime reductions producing a contradiction to the statement in positive characteristic.

**Remark 6.9.** We do not know whether in the situation of Theorem 6.8 the ring of global sections of the non-trivial non-affine torsor in positive characteristic is finitely generated or not. Nor do we know whether the converse of the statement holds in characteristic zero, namely whether in characteristic zero a two-dimensional rational singularity implies that the only non-affine $A^1$-torsor is the trivial one. For a quotient singularity this was proved in Theorem 6.4 above. In positive characteristic it follows from the equivalence of rational singularities and $F$-rational singularities proved by K. Smith [28] and N. Hara [20].

### 7. Forcing algebras and Čech cohomology classes

In this section we describe another situation where forcing algebras arise naturally. Namely by annihilating a Čech cohomology class by expressing a Čech cocycle as a coboundary with the help of new indeterminates. This can be studied much more generally, but we restrict to first cohomology of the structure sheaf in a quasiaffine scheme. For Čech cohomology in general we refer to [21, Chapter III.4].

Let $U = D(f_1, \ldots, f_n) \subseteq \text{Spec } R$. Then a cohomology class $c \in H^1(U, \mathcal{O}_U)$ is represented in the following way. Take

$$\beta = (\frac{\beta_{ij}}{f_i f_j})_{i,j}$$

fulfilling the cocycle condition, namely

$$(d\beta)_{ijk} = \frac{\beta_{ij}}{f_i f_j} - \frac{\beta_{ik}}{f_i f_k} + \frac{\beta_{jk}}{f_j f_k} = 0$$
for all $i,j,k$, or, equivalently if $R$ is a domain,

$$\beta_{ij} f_k^m - \beta_{ik} f_j^m + \beta_{jk} f_i^m = 0$$

The condition whether this cohomology class is zero, meaning that its representative is in the image of the coboundary map, can be expressed with a matrix of $n$ columns and $\binom{n}{2}$ rows in the following way.

$$
\begin{pmatrix}
\frac{1}{f_1} & -\frac{1}{f_2} & 0 & \ldots & 0 \\
\frac{0}{f_1} & \frac{1}{f_3} & \ldots & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & \frac{1}{f_{n-1}} & -\frac{1}{f_n}
\end{pmatrix}
\begin{pmatrix}
t_1 \\
t_2 \\
\vdots \\
t_n
\end{pmatrix}
= 
\begin{pmatrix}
\beta_{12} \\
\beta_{13} \\
\vdots \\
\beta_{n-1,n}
\end{pmatrix}
$$

(it might be necessary to increase $m$, but we work with such systems for all possible exponents anyway). We multiply this in each $(i,j)$-row with $f_i^m f_j^m$ and get

$$
\begin{pmatrix}
f_2^m & -f_1^m & 0 & \ldots & 0 \\
f_3^m & 0 & -f_1^m & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & f_n^m & -f_{n-1}^m
\end{pmatrix}
\begin{pmatrix}
t_1 \\
t_2 \\
\vdots \\
t_n
\end{pmatrix}
= 
\begin{pmatrix}
\beta_{12} \\
\beta_{13} \\
\vdots \\
\beta_{n-1,n}
\end{pmatrix}
$$

This is a system of forcing equations, which we write briefly as $\alpha t = s$. The corresponding forcing algebras depend of course on the exponent $m$, but the induced scheme over $U$ is an $\mathbb{A}^1$-torsor which depends only on the cohomology class, as the following Lemma shows.

**Lemma 7.1.** Let $R$ be a commutative ring, $f_1, \ldots, f_n \in R$, $U = D(f_1, \ldots, f_n)$ and let $c \in H^1(U, \mathcal{O}_X)$ be represented by the Čech cocycle $c = (\frac{\beta_{ij}}{f_i f_j})_{i,j}$. Then the forcing algebra

$$B = R[T_1, \ldots, T_n]/(\alpha T - s)$$

has the property that the restriction

$$(\text{Spec } B)|_U \cong T(c)$$

is isomorphic to the torsor given by $c$.

**Proof.** We consider the localizations $B_{f_j}$. With the help of the $(i,j)$-row ($j \neq i$) we can eliminate every $T_j$ ($j \neq i$) and therefore we get

$$B_{f_j} \cong R_{f_j}[T_i] \cong R_{f_j}[W_i],$$

where we set $W_i = \frac{T_i}{f_i^m}$. For the $W_i$ we have the transformation rule

$$W_i = W_j + \frac{\beta_{ij}}{f_i^m f_j^m},$$

so this is a realization of the cohomology class as a torsor. \qed
Remark 7.2. For three ideal generators \( f_1, f_2, f_3 \) the representation is
\[
\left( \frac{b_3}{f_1^m f_2^m}, \frac{b_2}{f_1^m f_3^m}, \frac{b_1}{f_2^m f_3^m} \right)
\]
with the condition that
\[
b_3 f_3^m - b_2 f_2^m + b_1 f_1^m = 0.
\]
This gives the system of forcing equations
\[
\begin{pmatrix}
  f_2^m - f_1^m & 0 \\
  f_3^m & -f_2^m \\
 0 & f_3^m - f_2^m
\end{pmatrix}
\begin{pmatrix}
  T_1 \\
  T_2 \\
  T_3
\end{pmatrix}
= \begin{pmatrix}
  b_3 \\
  b_2 \\
  b_1
\end{pmatrix}.
\]

Example 7.3. Let
\[ R = K[X,Y,Z,U,V,W]/(UX + VY + WZ) \]
and consider the Čech cohomology class
\[
\left( \frac{W}{XY}, \frac{V}{XZ}, \frac{U}{YZ} \right)
\]
on \( D(X,Y,Z) \). The ring equation shows that the cocycle condition is fulfilled. The forcing equations for this are
\[
\begin{pmatrix}
  Y & -X & 0 \\
  Z & 0 & -X \\
 0 & Z & -Y
\end{pmatrix}
\begin{pmatrix}
  T_1 \\
  T_2 \\
  T_3
\end{pmatrix}
= \begin{pmatrix}
  W \\
  -V \\
  U
\end{pmatrix}.
\]
The induced torsor is not affine, because the restriction to the affine plane given by \( X = U = V = W = 0 \) gives the trivial, non-affine torsor over the punctured plane. The torsor is also not trivial, as the restriction to the punctured plane given by \( Z = U = V = 0 \) and \( W = 1 \) shows.

For other examples of forcing algebras coming from a Čech cohomology class see Section 9.

8. TORSORS OVER THE PUNCTURED PLANE AND THE CANCELLATION PROBLEM

For the following argument compare also the introduction of [15].

Lemma 8.1. Let \( U \) be a separated scheme and let \( c, c' \in H^1(U, \mathcal{O}_U) \) be cohomology classes with corresponding torsors \( T(c) \) and \( T(c') \). Suppose that \( T(c) \) is an affine scheme. Then
\[
T(c) \times_U T(c') \cong T(c) \times_U \mathbb{A}^1_U.
\]
If \( T(c) \) and \( T(c') \) are both affine, then
\[
T(c) \times \mathbb{A}^1 \cong T(c') \times_U \mathbb{A}^1_U.
\]
Proof. We consider the commutative diagram
\[
\begin{array}{ccc}
T(c) \times_U T(c') & \rightarrow & T(c') \\
U & \Downarrow & \\
T(c) & \rightarrow & \\
& & T(c').
\end{array}
\]

The arrows in the first row are the pull-backs of the arrows in the second row, and so they are the morphisms to the base scheme of the pull-backs of the cohomology classes. In particular, \(T(c) \times U T(c') \cong T(p^*(c'))\), where \(p : T(c) \rightarrow U\). If \(T(c)\) is affine, then \(p^*(c') = 0\) is trivial and hence \(T(p^*(c')) = T(c) \times_U \mathbb{A}^1\).

If \(U\) is a separated scheme over a field \(K\), then we will also write \(T(c) \times \mathbb{A}^1\) for the product over the base scheme \(\text{Spec} \; K\). With this lemma one can get interesting candidates for counterexamples for the general cancellation problem, namely schemes \(T\) and \(T'\) with \(T \times \mathbb{A}^1 \cong T' \times \mathbb{A}^1\), but \(T \not\cong T'\). If \(T(c)\) is affine, then there is a \(U\)-morphism \(T(c) \rightarrow T(c')\) (since the pull-back of \(T(c')\) has a section); so if both are affine, then there exist \(U\)-morphisms in both directions, but they are not necessarily invers to each other.

**Example 8.2.** We consider the family \((m, n \geq 1)\)

\[ B_{m,n} = K[x, y][t_1, t_2](x^m t_1 + y^n t_2 - 1), \]

which are the rings for the affine torsors corresponding to the cohomology classes \(\frac{1}{m}x^m\). Note that these forcing algebras have empty fiber over the maximal ideal, so its spectrum is already the torsor which we denote by \(X_{m,n}\).

It is clear that they are not isomorphic as torsors over the punctured plane. Topologically, they are all homeomorphic to \(\mathbb{C}^3 \setminus \{\text{a line}\}\). Because of their affineness we have \(X_{m,n} \times \mathbb{A}^1 \cong X_{p,q} \times \mathbb{A}^1\) for all possible values of the indices. It was shown in [13, Theorem 1] (see also [12, Example 2.4]) that \(X_{m,n} \cong X_{p,q}\) in case \(m + n = p + q\). It was shown in [12, Corollary 2.6] that \(X_{m,n}\) for \(m + n \geq 3\) is not isomorphic to \(\text{Sl}_2 = X_{1,1}\).

9. A class of examples

The following example of a scheme (and the torsors over it) was brought to my attention by A. Dubouloz at the Bangalore conference. This is also directly related to an example of J. Winkelmann [30, Section 2]. Let

\[ R = K[x, y, u, v, z]/(xv + yu + z(z - 1)) \]

over an arbitrary field \(K\) of characteristic \(p \geq 0\). The partial derivatives are \((v, u, 2z - 1, y, x)\),

so its spectrum is a smooth four-dimensional affine variety (consider the cases \(p = 2\) and \(p \neq 2\) separately). We consider the complement of \(F = V(x, y, z)\)
which is a subset of codimension two. What can we say about the \( \mathbb{A}^1 \)-torsors over
\[
U = D(x, y, z) = \text{Spec } R \setminus F.
\]
This question is interesting with respect for the affine cancellation problem, i.e., the question whether \( \mathbb{A}^{n+1} \cong X \times \mathbb{A}^1 \) implies \( \mathbb{A}^n \).

**Example 9.1.** We consider on \( U \) the first Čech cohomology class (compare Remark 7.2)
\[
c = \left( \frac{z - 1}{xy}, -\frac{u}{xz}, \frac{v}{yz} \right).
\]
The equation of the variety shows immediately that this is a cocycle. The system of forcing equations of this class is
\[
\begin{pmatrix}
y - x & 0 & t_1 \\
z & 0 & -x & t_2 \\
0 & z & -y & t_3
\end{pmatrix}
= \begin{pmatrix}
z - 1 \\
-u \\
v
\end{pmatrix}.
\]
The first row shows that \( z - 1 \) belongs to the ideal generated by \( x \) and \( y \), hence \( x, y, z \) generate the unit ideal in the forcing algebra. So the fibers of the spectrum of this forcing algebra over \( V(x, y, z) \) are empty and the torsor is immediately an affine scheme.

We can omit the basic equation \( xv + yu + z(z - 1) = 0 \) because we can reconstruct it from the three equations which appear in the above system by
\[
\begin{align*}
xv + yu &= x(zt_2 - yt_3) - y(zt_1 - xt_3) \\
     &= xzt_2 - yzt_1 \\
     &= -z(yt_1 - xt_2) \\
     &= -z(z - 1).
\end{align*}
\]

Moreover, by the last row we can eliminate \( v \), by the second row we can eliminate \( u \) and by the first row we can eliminate \( z \). Hence this forcing algebra is just the polynomial ring in the five variables \( x, y, t_1, t_2, t_3 \) and the torsor \( T(c) \) is isomorphic to \( \mathbb{A}^5 \). The mapping to \( \text{Spec } R \) sends altogether \( (x, y, t_1, t_2, t_3) \) to
\[
(x, y, z, u, v) = (x, y, yt_1 - xt_2 + 1, -(yt_1 - xt_2 + 1)t_1 + xt_3, t_2(yt_1 - xt_2 + 1) - yt_1).
\]

The following example shows that not all non-trivial torsors on \( U \) are affine.

**Example 9.2.** We consider the first Čech cohomology class \( d = uc \), where \( c \) is the class of Example 9.1, i.e.
\[
d = \left( \frac{u(z - 1)}{xy}, -\frac{u^2}{xz}, \frac{uv}{yz} \right).
\]
The equation \( u = 0 \) defines a closed subscheme
\[
V = V(u) \cong \text{Spec } K[x, y, z, v]/(xv + z(z - 1)) \subseteq \text{Spec } R
\]
and \( U' = U \cap V(u) \subseteq U \) is a closed subscheme of \( U \) and an open subscheme of \( V \). The prime ideal \((x, y, z) \subset K[x, y, z, v]/(xv + z(z - 1))\) has height two, therefore \( U' \) is not an affine scheme. The restriction of the cohomology class \( d \) to \( U' \) is not, since \( u = 0 \) on \( U' \), therefore \( T(d)|_{U'} \cong T(d)|_{U''} \) is the trivial torsor over a non-affine scheme, hence non-affine. Because \( T(d)|_{U'}, \subseteq T(d) \) is a closed subscheme, also \( T(d) \) is not affine. We claim that \( T(d) \) itself is not trivial. For this we consider the restriction of \( T(d) \) to the open subset \( D(x, y) \subseteq U' \), which is given by the cohomology class \( u \). We further restrict this cohomology class to the open subset \( D(x, y) \subseteq \text{Spec} \, S \), where \( S = R(x, y, z, u - 1, v) \) is regular and local. There, \( u(z - 1) \) is a unit and hence the class \( u \) is not trivial.

**Proposition 9.3.** Let \( R = K[x, y, u, v, z]/(xv + yu + z(z - 1)) \) and let \( c \in H^1(U, \mathcal{O}_U) \) \((U = D(x, y, z))\) be a first cohomology class with corresponding torsor \( T(c) \) on \( U \). Then the following hold.

(i) There exists an \( \mathbb{A}^1 \)-torsor on \( T(c) \) which is isomorphic to \( \mathbb{A}^5 \).

(ii) If \( T(c) \) is affine, then \( T(c) \times \mathbb{A}^1 \cong \mathbb{A}^6 \).

(iii) If \( K = \mathbb{C} \), then the complex space \( T(c)(\mathbb{C}) \to U(\mathbb{C}) \) is homeomorphic and \( \mathcal{C}^\infty \)-diffeomorphic to \( \mathbb{C}^5 \).

**Proof.** (i). Let \( c' \) be the cohomology class described in Example 9.1 whose torsor \( T(c') \) is isomorphic to \( \mathbb{A}^5 \). We have the commutative diagram

\[
\begin{array}{ccc}
T(c) & \xrightarrow{\cong} & T(c') \cong \mathbb{A}^6 \\
\downarrow & & \downarrow \\
U & & U
\end{array}
\]

where the isomorphism of the fiber product with \( \mathbb{A}^6 \) follows from the fact that the fiber product over the affine scheme \( T(c') \cong \mathbb{A}^5 \) is a trivial torsor. The projection of the fiber product to \( T(c) \) is the pull-back of \( T(c') \to U \) and gives an \( \mathbb{A}^1 \)-torsor over \( T(c) \).

(ii) follows from (i), since torsors over an affine scheme are trivial.

(iii). By Example 9.1, there exists a class \( c' \) such that \( T(c') \) is a five-dimensional affine space. Therefore \( T(c')(\mathbb{C}) \) is a five-dimensional complex space and a tendimensional real space. Because of the existence of \( \mathcal{C}^\infty \)-partition of unity, all torsors over a real \( \mathcal{C}^\infty \)-manifold are trivial, hence the topological and the diffeomorphic shape of \( T(c) \) do not depend on \( c \), so they are all diffeomorphic to \( \mathbb{C}^5 \). \( \square \)

By taking the trivial torsor \( U \times \mathbb{A}^1 \) over \( U \) and on this the affine torsor coming from the pull-back of the torsor of Example 9.1, we see that there exists a (simply transitive) action of \((\mathbb{A}^2, +)\) on the sixdimensional affine space such that the quotient is \( U \) (and not an affine scheme). This group action was directly described in [30, Section 2].
In the following example we describe a sequence of affine torsors $T(c_k)$ over $U$. We do not know if their total spaces are isomorphic to $\mathbb{A}^5$ or not, though $T(c_k) \times \mathbb{A} = \mathbb{A}^6$ is known.

**Example 9.4.** We consider the $k$th power of the equation $xv + yu = z(1 - z)$, i.e.

$$z^k(1 - z)^k = (xv + yu)^k = x^k v^k + y \left( \sum_{i=0}^{k-1} \binom{k}{i} x^i v^i y^{k-i-1} u^{k-i} \right).$$

This gives rise to the cohomology class

$$c_k = \left( \frac{-(1 - z)^k}{x^k y}, \frac{-\sum_{i=0}^{k-1} \binom{k}{i} x^i v^i y^{k-i-1} u^{k-i}}{x^k z^k}, \frac{y^k}{y z^k} \right)$$

and to the system of forcing equations

$$\begin{pmatrix} y & -x^k & 0 \\ z^k & 0 & -x^k \\ 0 & z^k & -y \end{pmatrix} \begin{pmatrix} t_1 \\ t_2 \\ t_3 \end{pmatrix} = \begin{pmatrix} -\sum_{i=0}^{k-1} \binom{k}{i} x^i v^i y^{k-i-1} u^{k-i} \\ y^k \\ v^k \end{pmatrix}.$$

(The equation $xv + yu = z(1 - z)$ is still around). Over the closed subset $V(x, y, z)$ these torsors have empty fibers, since then the first row has no solution. Therefore the spectra of these forcing algebras are the torsors over $D(x, y, z)$ of these cohomology classes and these torsors are all affine. We conjecture that for $k \geq 2$ these forcing algebras are not isomorphic to the polynomial ring in five variables, so these would give counterexamples to Zariskis affine space cancellation conjecture.

We study the forcing algebra of the previous construction for $k = 2$ in more detail.

**Example 9.5.** We consider the algebra $B$ over $K[x, u, v, z]/(xv + yu + z(z - 1))$ which is given by the system of forcing equations

$$\begin{pmatrix} y & -x^2 & 0 \\ z^2 & 0 & -x^2 \\ 0 & z^2 & -y \end{pmatrix} \begin{pmatrix} t_1 \\ t_2 \\ t_3 \end{pmatrix} = \begin{pmatrix} -(z - 1)^2 \\ -yu^2 - 2v^2 \\ v^2 \end{pmatrix}.$$

With the help of the basic equation and the first equation we can eliminate $z$. By subtracting the two equations

$$yt_1 - x^2 t_2 = -(z - 1)^2 = -z^2 + 2z - 1$$

and

$$xv + yu = z(1 - z) = z - z^2$$

we get

$$yt_1 - x^2 t_2 - xv - yu = z - 1$$

and hence

$$z = 1 + yt_1 - x^2 t_2 - xv - yu.$$
Since we only have made a subtraction, we can get rid of the basic equation (or of the first equation, but not of both, as a CoCoA-computation shows) and transform the other equations by replacing $z$. But still it seems to be quite difficult to understand this algebra, yet alone to decide whether it is a polynomial algebra or not.

The algebra $B$ can be bigraded by assigning the degrees

$$
\deg(x) = (1, 0), \deg(y) = (0, 1), \deg(z) = (0, 0),
\deg(v) = (-1, 0), \deg(u) = (0, -1),
\deg(t_1) = (0, -1), \deg(t_2) = (-2, 0), \deg(t_3) = (-2, -1).
$$

The basic equation has degree $(0, 0)$ and the forcing equations have degree $(0, 0)$, $(0, -1)$ and $(-2, 0)$ respectively. Typical examples in the degree $(0, 0)$-ring are $z, xv, yu, yt_1, x^2t_2, x^2yt_3$. How does this ring look like?

We have a closer look at the first forcing equation. We write it as

$$
-yt_1 + x^2t_2 = (y(t_1 - u) - x(xt_2 + v))^2 = y^2(t_1 - u)^2 + x^2(xt_2 + v)^2 - 2xy(t_1 - u)(xt_2 + v)
$$

and

$$
x^2(t_2 - (xt_2 + v)^2) = y(t_1 + y(t_1 - u)^2 - 2x(t_1 - u)(xt_2 + v)).
$$

Because $B$ is a factorial domain (as the polynomial ring in one variable over it is the polynomial ring in six variables over $K$), and because $x$ and $y$ are prime elements (because they are part of a system of generating variables in $B[W]$), the longer factors must be multiples of $y$ resp. $x^2$. We will check this explicitly. With the help of the first and the third forcing equation we compute

$$
y(t_3 - t_1t_2 + 2ut_2)
= yt_3 - yt_1t_2 + 2yut_2
= yt_3 + yt_1t_2 - 2yt_1t_2 + 2yut_2
= z^2t_2 - v^2 + (x^2t_2 - (z - 1)^2)t_2 - 2yt_1t_2 + 2yut_2
= (2z - 1)t_2 - v^2 + x^2t_2^2 - 2yt_1t_2 + 2yut_2
= (1 + 2yt_1 - 2x^2t_2 - 2xv - 2yu)t_2 - v^2 + x^2t_2^2 - 2yt_1t_2 + 2yut_2
= t_2 - x^2t_2^2 - 2xvt_2 - v^2.
$$

So the above element factors as

$$
x^2y(t_3 - t_1t_2 + 2ut_2).
$$
10. Derivations on forcing algebras

We recall that a $K$-derivation $D$ on a $K$-algebra $B$ is called \textit{locally nilpotent} if for every $g \in B$ there exists a power $n$ such that $D^n(g) = 0$. Locally nilpotent derivations are directly linked to group actions of the additive group. The following lemma shows that on a forcing algebra for an ideal generated by a regular sequence of two elements in characteristic zero we get a canonical locally nilpotent derivation such that its kernel is the base ring. This result is implicit in [19], at least in many examples.

Lemma 10.1. Let $R$ denote a commutative noetherian domain containing a field of characteristic zero and let $f_1, f_2, f_3 \in R$ be three elements such that the ideal $(f_1, f_2)$ has depth 2. Then

$$D = f_2 \frac{\partial}{\partial T_1} - f_1 \frac{\partial}{\partial T_2}$$

is a locally nilpotent derivation on the forcing algebra $B = R[T_1, T_2]/(f_1 T_1 + f_2 T_2 + f_3)$ and $B^D = R$.

Proof. $D$ is a locally nilpotent derivation on $R[T_1, T_2]$ which annihilates the forcing equation, hence it is a locally nilpotent derivation on $B$. For every $g \in R$ we have $\frac{\partial}{\partial T_1}(g) = 0 = \frac{\partial}{\partial T_2}(g)$, hence $R \subseteq B^D$.

Let $g \in B^D$. The derivation $D$ is on the localization $B_{f_2} \cong R_{f_2}[T_1] \cong R_{f_2}[W_1]$, where we set $W_1 = \frac{T_1}{f_2}$, just the standard derivation with respect to the variable $W_1$. Similarly, the derivation is on $B_{f_1} \cong R_{f_1}[T_2] \cong R_{f_1}[W_2]$ (with $W_2 = \frac{T_2}{f_1}$) just the negative standard derivation with respect to $W_2$. Because we suppose characteristic 0 we deduce $g \in R_{f_1}$ and $g \in R_{f_2}$. Hence $g \in R$ due to the depth assumption. $\square$

11. Singular points on torsors

For a forcing algebra $B$ over a $K$-algebra $R = K[x_1, \ldots, x_m]/(g_1, \ldots, g_k)$ of finite type one can determine the singular locus with the help of the Jacobian criterion. If $B$ is given as

$$B = K[x_1, \ldots, x_m, t_1, \ldots, t_n]/(g_1, \ldots, g_k, \sum_{i=1}^n f_i t_i - f),$$

then the Jacobian matrix is (writing $h$ for the forcing equation)

$$\begin{pmatrix}
\frac{\partial g_1}{\partial x_1} & \ldots & \frac{\partial g_1}{\partial x_m} & 0 & \ldots & 0 \\
\vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\
\frac{\partial g_k}{\partial x_1} & \ldots & \frac{\partial g_k}{\partial x_m} & 0 & \ldots & 0 \\
\frac{\partial h}{\partial x_1} & \ldots & \frac{\partial h}{\partial x_m} & f_1 & \ldots & f_n
\end{pmatrix}.$$
Of course, \( \frac{\partial h}{\partial x_j} = \sum_{i=1}^n t_i \frac{\partial f_i}{\partial x_j} + \frac{\partial f}{\partial x_j} \). By analyzing this we get the following result (this and similar results on forcing algebras can be found in [17]).

**Proposition 11.1.** Let \( K \) be an algebraically closed field and let 
\[
R = K[x_1, \ldots, x_m]/(g_1, \ldots, g_k)
\]
be a \( K \)-algebra of finite type of dimension \( d \). Let \( f_1, \ldots, f_n, f \in R \) and let 
\[
B = R[t_1, \ldots, t_n]/(f_1t_1 + \ldots + f_nt_n + f)
\]
be the forcing algebra. Let \( P \in X = \text{Spec } R \) be a closed point and let \( Q = (P, t_1, \ldots, t_n) \) be a point over \( P \). Then the following hold (in (3) and (4) we assume that \( R \) and \( B \) are domains, and that the forcing equation is not 0).

1. If there exists \( f_i \) with \( f_i(P) \neq 0 \), then \( Q \) is nonsingular if and only if \( P \) is nonsingular.
2. If \( f_i(P) = 0 \) for all \( i \) and \( f(P) \neq 0 \), then the fibre over \( P \) is empty.
3. If \( f_i(P) = 0 \) for all \( i \) and \( f(P) = 0 \), and if \( P \) is a singular point, then \( Q \) is also singular.
4. If \( f_i(P) = 0 \) for all \( i \) and \( f(P) = 0 \), then every solution to the inhomogeneous linear system
\[
\begin{pmatrix}
\frac{\partial f_1}{\partial x_1}(P) & \ldots & \frac{\partial f_n}{\partial x_1}(P) \\
\vdots & & \vdots \\
\frac{\partial f_1}{\partial x_m}(P) & \ldots & \frac{\partial f_n}{\partial x_m}(P)
\end{pmatrix}
\begin{pmatrix}
t_1 \\
\vdots \\
t_m
\end{pmatrix}
= 
\begin{pmatrix}
\frac{\partial f}{\partial x_1}(P) \\
\vdots \\
\frac{\partial f}{\partial x_m}(P)
\end{pmatrix}
\]
yields a singular point in the fiber over \( P \).

**Proof.** Statement (1) is clear, since the forcing algebra induces on each \( D(f_i) \) an \((n - 1)\)-dimensional affine space. (2) is also clear. (3) and (4) follow from the Jacobian criterion for singularity [21, Theorem I. 5.1] (saying that a point \( Q \) on an affine variety embedded in some affine space is nonsingular if and only if the rank of the Jacobian matrix \( J(Q) \) equals the codimension of the variety).

To prove (3), suppose that the rank of \( J(P) \) is \( < m - \dim R \). Then the rank of \( J(Q) \) is at most \( m - \dim R < m + n - (\dim R + n - 1) = m + n - \dim B \), hence \( Q \) is a singular point. To prove (4), just observe that under this condition the rank \( r \) of \( J(P) \) and \( J(Q) \) are the same. Hence the statement follows from \( r \leq m - \dim R \leq m + n - (\dim R + n - 1) \).

**Example 11.2.** Let \( R = K[x, y, z]/(x + x^2 + y^2 + z^2) \) and \( f_1 = x^2, f_2 = y^2 \) and \( f = x \). Then for \( P = (0, 0, 0) \) neither condition (3) nor (4) of Proposition 11.1 is fulfilled. However, the rank of the Jacobian matrix \( J(Q) \) for every Point \( Q = (0, 0, 0, u, v) \) over \( P \) is 1 and therefore these points are all singular.
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