Non-invasive color imaging through scattering medium under broadband illumination
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Abstract: Due to the complex of mixed spectral point spread function within memory effect range, it is unreliable and slow to use speckle correlation technology for non-invasive imaging through scattering medium under broadband illumination. The contrast of the speckles will drastically drop as the light source’s spectrum width increases. Here, we propose a method for producing the optical transfer function with several speckle frames within memory effect range to image under broadband illumination. The method can be applied to image amplitude and color objects under white LED illumination. Compared to other approaches of imaging under broadband illumination, such as deep learning and modified phase retrieval, our method can provide more stable results with faster convergence speed, which can be applied in high speed scattering imaging under natural light illumination.
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1. Introduction

How to penetrate random scattering media for quick and reliable non-invasive imaging has become one of the hottest issues in the field of computational imaging, with applications ranging from biological imaging to astronomical imaging [1–4]. Different methods for non-invasive scattering imaging have been developed recently. Wavefront shaping can be used to image objects behind scattering medium by controlling the spatial light modulator [5–7]. However, this method usually demands reference objects like a guide star in the plane of interest. Measuring the transmission matrix of the entire scattering system is also a non-invasive imaging method [8,9]. The determination of the transmission matrix takes long time and requires high precision. Alternatively, it is relatively efficient to measure the point spread function (PSF) of the scattering system and perform a deconvolution operation [10,11]. However, the method needs prior information and will lose the important advantage of non-invasion imaging.

A breakthrough in the field of non-invasive imaging is on speckle correlation technology (SCT) within optical memory effect range and phase retrieval algorithms [12]. The speckle correlation method based on memory effect draws conclusions from autocorrelation of PSF of the scattering system. Within memory effect range, the speckle autocorrelation approximates the autocorrelation of the object, as shown in Eq. (1) [12].

\[
I \star I = (O \star O) \ast (S \star S) \approx O \star O,
\]

where \(I\) is the speckle captured by camera, \(S\) is the PSF of the imaging system and \(O\) is the object in space domain. \(\star\) denotes the autocorrelation operation, and \(\ast\) denotes the convolution operation.

The key to Eq. (1) is \(S \star S\), which is a sharp peak function. The autocorrelation of PSF can be ignored in the convolution operation [13,14]. So strict requirement of PSF limits SCT-based method valid for narrow band illumination. Deep learning is an existing reliable method for
imaging through scattering media under broad-spectrum illumination [15, 16]. However the method requires a large amount of sample data for an end-to-end learning. Another method is to modify the phase retrieval algorithm by introducing constraints of the phase of OTF (PhTF) [14]. However the iterative process of the phase retrieval algorithm is unstable and the calculation process can take a long time [17].

Broadband spectrum and multi-spectrum are an essential part in color imaging, in which images from different spectrum are superposed to recover the color or the spectral information of object [10]. The current widely used method is to measure the spectral PSF of several discrete spectrum and apply deconvolution or correlation operations on each of them [10,11]. By this way, the object can be rebuilt with deconvolution operation as Eq. (2) [18],

\[
O = \sum_{\lambda} O_{\lambda} = \sum_{\lambda} \mathcal{F}^{-1}(\mathcal{F}(O_{\lambda})) = \sum_{\lambda} \mathcal{F}^{-1}\left(\frac{\mathcal{F}(I_{\lambda})}{e^{-i\Phi_{S_{\lambda}}}}\right),
\]

where \(I\) is the speckle captured by camera, \(\Phi_{S}\) is the PhTF of the imaging system, \(\lambda\) is the wavelength of light source, \(O\) is the object in space domain, \(\mathcal{F}\) and \(\mathcal{F}^{-1}\) denotes the Fourier transform and inverse Fourier transform, respectively.

However, manipulating spectral PSF can obtain the orientation and position information additionally. Those approaches are limited by the need for prior information of spectral PSF and can not be applied in non-invasion circumstance. As an alternative, a non-invasive triple correlation-based color image reconstruction method was suggested [19]. It contains orientation information which is missing during the traditional speckle correlation. But triple correlation algorithm requires narrow band illumination source as SCT and it also takes long time to complete than SCT with phase retrieval process [20].

In this paper, The multi-frame OTF retrieval engine (MORE) [21] is used to achieve non-invasive color imaging under broadband illumination by generating OTF with speckles from different objects. It can not only breaks the limitation of speckle correlation imaging technology, but also have stable and fast iterative convergence due to redundant information of speckles.

2. Principle and methods

MORE, has successfully carried out high-speed dynamic imaging under low signal-to-noise ratio circumstances in our earlier work [21]. When the PSF and the speckle for the system’s object have the relationship \(I = O \ast S\), the relationship can be expressed in the frequency domain as follows:

\[
\mathcal{F}(I) = \mathcal{F}(O) \cdot \mathcal{F}(S),
\]

where \(I\) is the speckle pattern, \(O\) is the object, and \(S\) for the PSF of the system.

Rewrite Eq. (3) as

\[
\mathcal{F}(I) \cdot e^{-i\Phi_{S}} = |\mathcal{F}(S)| \cdot |\mathcal{F}(O)| e^{i\Phi_{O}},
\]

in which \(|\mathcal{F}(S)|\) is the amplitude of the OTF. It is proved that amplitude of the OTF only acts as a spatial frequency filter on \(|\mathcal{F}(O)|\) [21,22]. It indicates that the object can be approximated with the speckle pattern \(I\) and PhTF, \(\Phi_{S}\):

\[
O \approx \mathcal{F}^{-1}(\mathcal{F}(I) \cdot e^{i\Phi_{I} - i\Phi_{S}}).
\]

As is shown in Fig. 1, MORE is proposed to generate the PhTF by iteratively computing the Fourier phase among the speckles. In this way, MORE avoids the influence of the PSF autocorrelation introduced in traditional SCT [12], and achieves non-invasive imaging behind the scattering medium under the broadband illumination.

Similar as the Error-Reduction algorithm [23], the iterative process starts in the frequency domain with an initial random guess of PhTF, \(\Phi_{S}\). In the k-th outer loop and j-th inner iterative
Fig. 1. Block diagram of the MORE for dynamic imaging object hidden behind the scattering medium under broadband illumination. The retrieval process starts with an initial guess, $\Phi_S$. Inner loop is a iteration process similar to Error-Reduction algorithm. The outer loop repeats the iterative process of the inner loop until the set number of times is reached. Then the updated PhTF, $\Phi_S$, is obtained. Where $j\mathbb{F}^I_j$ denotes the amplitude of Fourier transform of j-th frames and $\Phi_S^{k-j}$ indicates the updated PhTF at the k-th outer loop and j-th inner loop.

loop, the Fourier transform of object, $\mathcal{F}(O_{k,j})$, is calculate with the frequency domain magnitude of speckle $|\mathcal{F}(I_j)|$ and difference of Fourier phase of speckle and PhTF, $\Phi_{I_j} - \Phi_{S_{k,j}}$. After applying an inverse Fourier transform of the object in the frequency domain, we use a real and nonnegative constraint of to update the guessed object, $O'_{k,j}$, in object domain. To return to the frequency domain, we performe a Fourier transform on $O'_{k,j}$ and calculate PhTF with speckle’s phase of Fourier transform, $\Phi_{S_{k,j}} = \Phi_{I_j} - \Phi_{O_{k,j}}$. Then the inner iterative move forward and turn to next frame until all the frames are used. After j-th inner iterative loop is completed, $k = k + 1$ and another time outer loop starts and it goes from the first frame to the last one. When k reaches the number of loops we specify, we can obtain the PhTF of the imaging system, $\Phi_S$. The objects can be recovered with speckle frames and the PhTF, as Eq. (5) shows.

Additionally, by performing OTF retrieval on each of the three broadband spectrum channels separately, MORE can be used for color imaging. Under broadband illumination, speckle pattern is the sum of speckles under narrow band illumination [10, 14]. For the speckle captured by a 3 channel R, G, B color camera, it can be regarded as a sum of the three broadband speckles, which can be described by Eq. (6). By applying MORE in three broadband color channel (R, G, B), we can obtain different PhTF of those channels. Then the object can be retrieved by deonvolting with PhTF. Equation. (7) shows the deconvolution operation in Fourier domain, where Fourier transform of object is equal to the Fourier transform of speckle divided with PhTF.

$$I = \sum_A^{R,G,B} I_A = \sum_A^{R,G,B} O_A * S_A$$

$$O = \sum_A^{R,G,B} O_A = \sum_A^{R,G,B} \mathcal{F}^{-1}(\mathcal{F}(O_A)) = \sum_A^{R,G,B} \mathcal{F}^{-1}(\mathcal{F}(I_A) e^{-i\Phi_S})$$

$$O'_{k,j} = \Phi_{I_j} - \Phi_{S_{k,j}}$$
Fig. 2. Numerical simulation of MORE and color imaging by deconvolution with PhTF generated by MORE. Color speckles are generated by convoluting with the different spectral PSF to simulate memory effect. Then we obtain the spectral PhTF by applying MORE on the speckles. Object is recovered by deconvoluting with those PhTF retrieved by MORE.

Where $\lambda$ represents the broadband wavelength ranges of three color channels (R, G, B), $I$ is the color speckle with 3 channels captured by camera, $I_\lambda$ is the speckle intensity under wavelength range $\lambda$, $S_\lambda$ is the PSF of imaging system under wavelength range of $\lambda$, $O_\lambda$ is the object under wavelength range of $\lambda$, $\mathcal{F}$ and $\mathcal{F}^{-1}$ denotes the Fourier transform and inverse Fourier transform, respectively.

The recovery pipeline has been explicitly explained using a numerical simulation, as shown in Fig. 2. The object we demonstrate in simulation is a multicolored star. Its three color channels are extracted and combined using three separated PSFs generated randomly. Then, to get three single channel images, we performed a deconvolution operation using only the PhTF, which we have obtained on the R, G, and B images of speckles. By superposing those images, object’s color image was rebuilt.

3. Experimental results

3.1. Amplitude object imaging under LED illumination

With the setup shown in Fig. 3, we demonstrate non-invasive imaging through a scattering medium under white-light illumination with multi-frame speckle. A white and a red light LED were selected as the light sources. LED’s full width at half maximum of spectrum are about 200 nm and 15 nm, as shown in Fig. 3(c). Several number objects (2.4-mm wide and 3.6-mm high numbers, Fig. 3(a)) were placed at a distance $u = 200 \text{ mm}$ respectively from the diffuser. A CMOS camera (5496 x 3672 px with a pixel size of 2.4 x 2.4 $\mu\text{m}$) was placed $v = 100 \text{ mm}$ respectively from the diffuser. Diffuser is a ground glass of 2-mm thickness and 220 grit. The magnification of scattering imaging system was $M = v/u = 100\text{ mm}/200\text{ mm} = 0.5$.

As the light carrying the object information passes through the scattering medium, a specific pattern associated with the object was formed, which is captured by the camera behind the scattering medium. After collecting a series of speckles of objects (different number objects ‘2’, ‘3’, ‘4’, ‘5’ and ‘6’ replaced in our experiment), the raw camera image, Fig. 3(b), was spatial normalized by dividing the raw camera image by a low-pass filter version of it. And then the speckle patterns are smoothed by a Gaussian kernel filter (size: 20 pixels) with a
Fig. 3. Experiment setup of dynamic imaging under white illumination. (a) Experiment setup schematic of amplitude object imaging under different bandwidth LED. (b) Raw speckles of amplitude number object ‘2’ captured by monochromatic camera under 500 ms exposure time, (b1) under red light LED (b2) under white light LED. (c) The spectrum of white and red light LED measured in our experiments.

standard-deviation width of 2 pixels to filter out high frequency noise. Note that the support mat constraint is important to the phase retrieval process. The closer the support mat is to the direct imaging size, the more accurate the recovered image will be [23]. Even the support mat (200 × 200 pixels) is set to be twice object true size (80 × 120 pixels), MORE can still provides a reasonable result.

The recovered results of MORE and SCT with phase retrieval algorithm (HIO, hybrid-input-output algorithm) are shown in Fig. 4(a). Under the illumination of 15 nm and 200 nm, results obtained by MORE are better than those got from SCT with phase retrieval algorithm (HIO). The results of HIO shown in Figs. 4(a3) and (a5) are the best recovery images in several trials. There are 50000 iterations for each trail. By comparing MORE’s recovery of the numbers with the objects’ ground truth, the object can be correctly identified. It is worth noting that results from MORE are not selected by us manually and all the recovered images having the correct orientation which is missing in the SCT with phase retrieval process [17]. From Fig. 4(b), both MORE and HIO achieve a better quality under narrower band illumination. As the spectrum becomes wider, the contrast of speckle would be lower, which causes instability of speckle correlation and phase retrieval. However, MORE can still work well under both narrow and broadband illumination. Additionally, we calculate the peak-signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) [24] of reconstructed image to evaluate the quality of results. And On both PSNR and SSIM, the image of recovered by MORE is better than by HIO among all the five numbers. It shows that our method does work better than SCT and phase retrieval algorithm under broadband illumination.
Fig. 4. Comparison between MORE and SCT with phase retrieval algorithm (HIO) under an exposure time of 500 ms. (a1) the ground truth images of '2', '3', '4', '5', '6'. (a2) Illuminated by a red light LED (wavelength: 600-650 nm), the recovery images from 5 frames and 5 iterative loops of MORE (equal to 25 times of iterations), scale bar: 50 µm. (a3) The best recovered images of the same data collected in (a2) by HIO phase retrieval algorithm with 50000 times iteration. (a4) Under the illumination of a white LED (wavelength: 400-700 nm), the reconstruction of MORE with 5 frames and 5 iterative loops. (a5) Results recovered by HIO algorithm. (b) PSNR and SSIM of the images in (a2-a5). All the images used in image quality analysis are rotated to the same orientation as ground truth.

Fig. 5. (a) Experiment setup of color imaging. (b) Source spectrum and camera response to spectrum. Solid lines are the spectrum of projector source, which are measured by projecting monochromatic red blue and green images to the fiber spectrometer.
3.2. Multispectral object imaging

Furthermore, we perform a non-invasive broadband color imaging experiment with MORE. The experiment scheme is shown in Fig. 5(a). The light source and object are replaced by a projector with three broad-spectrum LED light sources. We utilized it to project a series of number objects similar to those in Fig. 3. Then we took a series of pictures of the speckle patterns behind the ground glass with a color camera.

As Fig. 6(a) shows, we extract R, G, and B color channels from the color speckle and obtain PhTF of broadband spectrum by repeating the process mentioned above. Additionally, from the spectrum of projector and camera spectral response curve in Fig. 6(b), blue and red spectrum intensity is comparatively lower than green spectrum intensity when projector brightness is the same. As a result, the gain of the various channels need be adjusted manually to apply the white balance to color camera. We conduct a deconvolution operation with the PhTF produced previously to recover three monochromatic R, G, and B images. Then the color images of white numbers '2', '3', '4', '5', '6' and colorful text 'XJTU' are superimposed by three channels images recovered from three broadband spectrum speckles.

After we obtain the PhTF of the non-invasion scattering imaging system, we conduct another experiment which use another multi-spectral object to evaluate the correctness of PhTF generated by MORE. In Fig. 6(b), three channels of speckle of color object ‘XYOZ’ are deconvoluted with spectral PhTF obtained by speckles from 6(a). Compared with the truth of object, the images of channels are recovered successfully by deconvoluting with PhTF generated by MORE, while results obtained with phase retrieval algorithm (HIO) fails to recovery the object.

4. Discussion

The broadband imaging method we proposed is based on the convolution operation between the object and the PSF within memory effect, as Eq. (4) shows [25]. Compared to the SCT with phase retrieval algorithm, MORE is more like a way to measure PhTF by a serials of frames or dynamic object. Non-invasive color imaging can be achieved by using narrowband light source or adding different narrowband filters before camera [26]. However there is no demand of narrowband source or filters in our method. It has been proved that by modifying phase retrieval algorithm
with PhTF, object can be successfully recovered with single frame [14]. However MORE has a faster convergence speed in iteration process and provides more stable and reliable results than modified phase retrieval algorithm. It is because that there is more redundant information of PhTF contained in multi-frame speckles than single-shot frame. As shown in Fig. 7, MORE converges from the first outer iterative loop, and stably reaches its global minimum after the fifth outer loop (equals to 25 times iteration). The SCT with phase retrieval algorithm (HIO) remain unstable even after the 200 times iteration.

![Normalized difference curves of the reconstruction of number objects of MORE and HIO.](image)

Fig. 7. Normalized difference curves of the reconstruction of number objects of MORE and HIO. Data are taken with 500ms exposure time under white illumination. (a) The convergence curves of the recovery for '2' to '6' in MORE. 'k' represents times of the outer loop in MORE and each outer loop contains 5 times iteration operations. (b) Normalized error the of '2' and '5' in HIO. 'i' is the total iteration times in HIO.

A projector has been used as the multi-spectral object and the incoherent lights source to simply demonstrate MORE in our work. However, MORE we suggested can still work, when a small colored object within the memory effect is illuminated with white light LED or even natural light. It is important to note that one key benefit of the deconvolution scattering imaging method is the advantage to determine an object’s relative position and orientation. So the spatial position relationship of those items within the memory effect can also be obtained using MORE. Because all the channels of color speckles and spectral PhTF are calculated separately, it is inevitable to superposing color image manually.

### 5. Conclusion

In conclusion, we prove that our multi-frame OTF retrieve engine (MORE) can be used in non-invasive mono and color imaging under broadband illumination successfully. Compared with existing methods [10, 11, 14, 15], it has no need for prior information of PSF and it achieves a faster and stable convergence and reliable results due to redundant information. MORE overcomes the strict requirements of narrow band illumination and long time consumption on recovery process. It is a effective way to achieve color scattering imaging under broadband illumination.
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