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Abstract—In haptic object discrimination, the effect of gripper embodiment, action parameters, and sensory channels has not been systematically studied. We used two anthropomorphic hands and two two-finger grippers to grasp two sets of deformable objects. On the object classification task, we found: 1) among classifiers, SVM on sensory features and LSTM on raw time series performed best across all grippers; 2) faster compression speeds degraded performance; 3) generalization to different grasping configurations was limited; transfer to different compression speeds worked well for the Barrett Hand only. Visualization of the feature spaces using PCA showed that gripper morphology and action parameters were the main source of variance, making generalization across embodiment or grip configurations very difficult. On the highly challenging dataset consisting of polyurethane foams alone, only the Barrett Hand achieved excellent performance. Tactile sensors can thus provide a key advantage even if recognition is based on stiffness rather than shape. The dataset with 24,000 measurements is publicly available.

Index Terms—Classification algorithms, material properties, object recognition, robot sensing systems, tactile sensors.

I. INTRODUCTION

Although visual object recognition has seen tremendous progress in the last years, not all object properties can be perceived using distal sensing. Physical object properties, such as stiffness, roughness, or mass, are better acquired through manipulation. Object recognition from haptic exploration can also be more robust, as it is insensitive to lighting conditions and object attributes that may be irrelevant for a task and may pose a challenge for visual perception (e.g., transparent objects). Deformable objects constitute an important case in which haptic recognition can be particularly effective.

Sanchez et al. [2] provided a survey of robotic manipulation and sensing of deformable objects. Objects are considered deformable if they have 1) no compression strength (ropes and clothes) or 2) have a large strain\(^1\) or have a large displacement. In addition, a classification to four types based on geometry is presented. In this work, we leave objects of Type I–III (linear, planar, cloth-like) aside and focus on Type IV: triparametric objects—solid objects such as sponges or plush toys, which are also the least researched object type [2].

Unlike works that employ robot hands with tactile arrays and complex haptic exploratory procedures (e.g., [3] and [4]), we focus on single-grasp recognition [5] that should immediately classify the object—e.g., fruit based on its ripeness or plastic/paper/metal on a single-stream recycling line [6], [7], [8]. Such tasks are currently extremely labor intensive due to the need for manual object sorting. However, for example, plastic, paper, and metal differ significantly in their material properties and can be sorted through manipulation [6], [8].

Object recognition based on simulations of the interactions with deformable objects (see [9] for a review) has enormous computational costs that prevents online recognition. The alternatives are data-driven methods that directly process the time series generated by the interaction with the object. In this case, the detailed characteristics of the sensory streams become critical. This involves not only their number and type (force, touch, encoders/position sensors) but also the way they are generated—the gripper morphology and the parameters of the grasping action profoundly shape what is perceived (see morphology facilitating perception in [10] for a theoretical account and Hoffmann et al.’s [11] work for applying this idea to terrain recognition by a running robot). In this article, we study these effects on various setups and show that they are stronger than the choice of features or classifiers.

Contribution: First, we employed four different robot hands/grippers to grasp two sets of deformable objects. Our dataset comprising over 24,000 measurements across different grippers, objects, and action parameters is made publicly available [12]. Second, depending on the gripper type, we analyze

\(^1\)Young’s modulus of elasticity smaller than around 10 MPa.
the effect of grasp parameters—finger configuration and compression speed—and the generalization of the trained classifiers to different action parameters. Third, we study the effect of individual sensory channels by performing object classification with a subset of the sensory channels. Fourth, we provide baseline discrimination performance using four different classifiers (feature-based k-NN and SVM; feature-less k-NN and long-short term memory (LSTM)) and demonstrate that most of the observations regarding the effect of gripper morphology, action parameters, and sensory channels generalize across the input type (raw time series or features) and classifier. Fifth, we perform an unsupervised analysis of the feature space (PCA) to assess the relative effects of the parameters under investigation (gripper, action parameters, and object).

II. RELATED WORK

Here, we review the current works focused on recognition of deformable objects. We also review which sensory channels, features, classifiers, and exploratory actions were used in these works to classify objects based on deformation cues.

A. Stiffness-Based Object Recognition

Surveys of haptic or tactile robot perception are provided by the authors in [13] and [14]. The object’s hardness might be probed by tapping on the object, while the object stiffness or material elasticity by pressing it against a surface or squeezing it between the gripper jaws. If multiple modalities can be perceived, such as when using the BioTac sensors (normal and shear force, vibrations, and temperature) [3], [4], [15] or skin modules (normal force, proximity sensor, acceleration, and temperature) [16], it becomes possible to discriminate objects based on a combination of these properties.

The focus of this work is not tactile object recognition as an endeavor exploiting several submodalities of touch (normal and tangential force, vibration, temperature) and involving exploration of the object’s surface. Instead, we focus on compressing the object between the fingers of a parallel jaw gripper or a robot hand and using only the mechanical response from squeezing the object—the stress/strain curve—for discrimination. Only one of the devices we used, the Barrett Hand, was equipped with tactile sensors, making it possible to assess their specific contribution.

Stress–strain models were used to gain information about deformable materials without explicitly extracting stiffness/elasticity values in [17]. Yao et al. [18] used the compression action to create three-dimensional stiffness maps of household objects. Chin et al. [6] acquired data during squeezing of the object with a custom-made soft two-finger gripper with pressure and strain sensors, reaching up to 85% accuracy of discriminating material (paper, metal, or plastic) of 14 ordinary objects. An underactuated compliant two-finger gripper with eight tactile sensors on every finger was used in [5] and [19].

More standard parallel jaw grippers with tactile sensors were used in [7], [20], and [21]. LSTM-based methodology for haptic object recognition via tactile and kinesthetic sensing modalities was proposed in [22]. They used an underactuated three-finger gripper to identify 36 objects belonging to either rigid, soft, or in-bag category. None of the above-mentioned works compared several grippers or action parameters. Patni et al. [8], using the same two-finger grippers and object sets as in this work, assessed the ability of the grippers to estimate the elasticity and viscoelasticity parameters of the objects. Furthermore, fitting the Hunt–Crossley model, they showed how grocery items can be online separated based on their material composition.

Multifinger hands allow for more sophisticated manipulation. Delgado et al. [23] used the Shadow hand to grasp deformable objects and computed the deformability ratio to infer the maximum force allowed to be exerted on the object. Abderrahmane et al. [24] developed a zero-shot learning algorithm that was capable of recognizing unknown objects as well.

B. Sensory Channels, Features, Classifiers, Actions

Sensory channels: Devices used for haptic object recognition can be split to those that are capable of multimodal sensing (e.g., [3], [4], [15], and [16]), tactile arrays which are composed of several sensors perceiving normal force/pressure [5], [7], [19], [20], [25], [26], and perceiving the force–displacement (stress–strain) relationship only through the gripper (typically from the motor effort). Tactile sensing from fingertips may be combined with motor positions and currents [27]. For parallel jaw grippers, tactile arrays or pressure sensors may be put on gripper jaws [7], [20], [21]. In this work, we compare three devices with only two sensory channels (position and effort) with the Barrett Hand, which is heavily sensorized (three modalities, 107 channels).

Sensory features: Typically, compressing an object gives rise to a time series of datapoints with a minimum of two channels: a position channel (such as distance between gripper jaws) and force channel (resistance perceived by the gripper or pressure sensed by tactile sensors). Other channels might include joint angles or readings from tactile/pressure sensors.

The most common approach in the literature has been to compute features from these time series. There are two distinct events as follows. 1) The moment of contact with the object. 2) The final position when compression is stopped. In [5] and [19], these events were explicitly exploited, using sensor readings only at these instances. Others used features calculated over the whole time series. The features may be physically motivated, such as the change in force/pressure over the compression [3] or max. force, contact area, and contact motion in [25], or more generic (mean, variance, maximum, minimum, range features in [7]). For multimodal data like from the BioTac sensors, more complex feature sets can be constructed [4], [15]. Tatiya et al. [28], [29] converted visual and tactile feedback data from different robots into higher dimensional, shared latent spaces that allowed the transfer of object knowledge across robotic setups.

Dimensionality reduction techniques, such as principal component analysis (PCA) can be applied on top of the features [21], [25] or on raw time series data [15]. In this work, we use a set of general features, similar to [11], as well as raw time series from individual channels on the input.

Classifiers: The most popular classifiers to classify objects based on deformation cues were support vector machines (SVMs) [7], [15], [19], [21], [30], k-nearest neighbor (k-NN) [21], [25], [26], random forests [15], [19], naïve Bayes [15],
[21], hidden Markov models [26], feedforward neural networks, such as multilayer perceptron [21], [27], and recurrent neural networks—Jordan type [31] or, more recently, LSTMs [26], [27], [32] or transformers ([33] for a review). Recurrent neural networks can be fed directly with time series data, as used in [31]. Here, we compare performance of $k$-NN over raw data and features, SVM over features, and LSTM over raw data.

Exploratory actions: Leaving sequences of exploratory actions aside (see [34] for recent work comparing such sequences with a single grasp), the action parameters of a single compression action—its speed and maximum force—are rarely studied. Often, open loop control with a given velocity is applied until a stopping condition (e.g., force threshold or steady state position). The maximum force threshold should be set correctly in order to induce sufficient compression while at the same time not damaging the object (compressing beyond the elastic limit) [21]. Xu et al. [3] used a different approach, maintaining a constant force and measuring deformation. In this work, we study the effects of different compression speeds and finger configurations for multifinger hands and parallel jaw grippers.

III. EXPERIMENTAL SETUP

A. Physical Object Datasets

We considered two sets of deformable objects. The ordinary objects set consisted of nine mostly cuboid objects with a different size and degree of deformability. The polyurethane foams set consisted of 20 polyurethane foam blocks of similar size, along with reference values for elasticity and density provided by the manufacturer. The deformation can be regarded as elastic—objects returning to their undeformed shapes once the external force is removed.

1) Objects Set: This set of nine deformable objects is visualized in Fig. 1(a), approximately spread out by the stiffness/elasticity of the objects and the width of the side of the object along which it is pressed by the gripper. The yellowcube is composed of the same material as the yellow.sponge—it has been cut out from another exemplar of the same sponge, aiming at the dimension of the kinovacube. The same is true for bluedie and bluecube. Conversely, whitet, kinovacube, yellowcube, and bluecube have roughly same dimensions but different material composition and hence stiffness. The dataset has been deliberately designed in this way, in order to test which of the object properties are key for model-free haptic object recognition.

2) Polyurethane Foams Set: We used 20 polyurethane foams [see Fig. 1(b)], samples provided by a manufacturer of mattresses. Their labels encode also reference values for key physical properties: elasticity and density—see Table I.

B. Robot Grippers and Hands

Four different devices were employed, with different morphology and hence degree of anthropomorphism (industrial type parallel-jaw grippers versus robot hands with fingers), different options for controlling the squeezing action (compression speed and, if available, gripper configuration), and different type and dimension of feedback—see Fig. 2 for a schematic overview.

![Fig. 1](image-url)

Physical objects datasets. (a) Ordinary objects set approximately spread out on the elasticity and contact width axes (reference values for this object set are not available). (b) Polyurethane foams set.

**TABLE I**

| POLYURETHANE FOAMS SET |
|-------------------------|
| Label                  | Density | Elasticity | Label | Density | Elasticity |
| V4915                  | 45      | 3.0        | V5015 | 50      | 3.0        |
| GV5030                 | 50      | 3.0        | GV5404 | 50      | 4.0        |
| N4072                  | 40      | 3.0        | NF2140 | 21      | 4.0        |
| T1820                  | 18      | 2.0        | T2030 | 20      | 3.0        |
| T3240                  | 32      | 4.0        | T2545 | 25      | 4.5        |
| RL3529                 | 35      | 4.0        | RL4040 | 40      | 4.0        |
| RL5045                 | 50      | 4.0        | RP1723 | 17      | 2.5        |
| RP2440                 | 24      | 4.0        | RP27045 | 270   | 4.5        |
| RP30048                | 300     | 4.8        | RP3555 | 35      | 5.5        |
| RP2865                 | 28      | 6.5        | RP50800 | 500    | 8.0        |

Label—code from manufacturer. Density is in kg m$^{-3}$; Elasticity is the $CP_{eff}$ in kPa—“compression stress value at 40% strain” [35].

Data collection—all grippers: Recording started when the gripper started closing and stopped based on the stopping criterion specified for every gripper separately (detailed in the following). The time series for subsequent analysis were taken from the moment of contact with the object, which was detected from the effort/current change above a nominal value (5%–10%, depending on the noise level), to the stopping criterion reached. The number of samples collected per object compression was dependent on: 1) the gripper sampling rate, 2) gripper speed during the experiment, and 3) the object—for stiffer objects,
Fig. 2. Robot hands and grippers. Two parallel jaw / two-finger grippers were employed: Robotiq 2F-85 and OnRobot RG6, with gripper position and effort (current/force) feedback. The qb SoftHand has five fingers but only one motor and its position and current as feedback. Two action configurations \((a1: \text{minimizing contact with thumb}, a2: \text{maximizing contact with thumb})\) are shown. The Barrett Hand has three fingers that can be rotated around the wrist, 96 tactile sensors, three fingertip torque sensors, and eight joint encoders. We used two finger configurations \((a1: \text{opposing fingers}, a2: \text{lateral fingers})\).

the stopping criterion was reached earlier, resulting in fewer samples. For the same gripper and speed, the time series were aligned from the end and the shorter ones padded with zeros at the beginning to have the same length. The approximate number of samples collected per gripper and speed is listed below under sampling rate and number of samples.

In the following, we detail technical parameters of every gripper: the action parameters, the sensory channels, the stopping criterion of the grasping action, and the sampling rate.

1) qb SoftHand (Research Edition): This is an anthropomorphic robotic hand with five fingers controlled via a single electric motor—synchronous opening or closing of all fingers. Due to passive compliance in the joints, it will conform to differently shaped objects. It can reach a grasp force of 62 N and has a nominal payload of 1.7 kg. Snapshots from the grasping experiments of two objects with two hand configurations (actions) are shown in Fig. 3(a) and (b).

**Action parameters:** We considered two hand configurations or “actions”: action 1 \((a1)\) [see Fig. 3(a)] to minimize contact with the thumb and action 2 \((a2)\) [see Fig. 3(b)] to maximize it. The hand was controlled by setting a time when the motor desired position should be reached. We achieved two closing velocities by setting the closing time to 2.5 s \((v1)\) and 1.5 s \((v2)\).

**Sensory channels:** Two channels: motor position and motor current. Since the single motor drives all coupled fingers together, these values indirectly (and ambiguously) code for the position and effort between the fingers and the object.

**Stopping criterion:** Using a window of three consecutive samples, the motor positions within this window were compared and if no further movement in the direction of the target motor position was detected, stopping was triggered.

**Sampling rate and number of samples:** 10 Hz. Each sample contained 28 (17) data points in every channel for \(v1\) and \(v2\), respectively.

2) Robotiq 2F-85: The gripper has two fingers with 85 mm stroke with a grip force from 20 to 235 N. The fingertips can be approximated to a rectangle of 37.5 \(\times\) 22 mm. Snapshots from the grasping experiments of two objects are shown in Fig. 3(c) and (d).

**Action parameters:** Velocity control was used for the closing. This is quoted in % of the maximum closing speed. Four different nominal closing speeds were executed: 0.68% \((v0.0068, \approx 0.68 \text{ mm/s})\), 20.69% \((v0.21, 46 \text{ mm/s})\), 63.42% \((v0.63, 80 \text{ mm/s})\), and 100% \((v1.0, 131.33 \text{ mm/s})\).

**Sensory channels:** Two channels: gripper position (gap between jaws 0–85 cm), motor current (A).

**Stopping criterion:** The gripper provides feedback of the gap between its jaws as a percentage of the maximum gap. Using a window of eight consecutive samples and a threshold found empirically, the stagnant state, i.e., gap between the jaws remaining constant, was detected and used as a stopping criterion.
Sampling rate and number of samples: 100 Hz. An average sample contained around 760 points ($v_0.0068$, 439 ($v_0.21$), 356 ($v_0.63$), and 319 ($v_0.10$) data points in every channel, respectively.

3) OnRobot RG6: The gripper has a 160 mm stroke and adjustable maximum force threshold. The gripper fingertips’ surface area is 866 mm$^2$. Snapshots from the grasping experiments of two objects are shown in Fig. 3(e) and (f).

Action parameters: Force threshold (we used 39 and 109 N) and closing velocity. Force thresholds affect the gripper closing speed and were chosen such that the closing speed approximately corresponds to the speeds used on the Barrett Hand (see Section III-B5 below): $v_1 = 46$ and $v_2 = 93$ mm/s.

Sensory channels: Two channels: gripper position (gap between jaws), motor current.

Stopping criterion: Effort (current) threshold reached.

Sampling rate and number of samples: 15 Hz. Each sample contained around 45 (41) points in every channel for $v_1$ ($v_2$), respectively.

4) Barrett Hand: The Barrett Hand (model BH8-282) has three fingers, of which two can rotate around the base. This design allows numerous configurations of the three fingers, with the only restriction that the spread joints of Finger 1 and 2 are mirroring each other.

Action parameters: We used two different finger configurations to press the object in the hand: opposing fingers [action1 or a1; Fig. 3(g)] and lateral configuration with all fingers on one side pressing against the palm [action2 or a2; Fig. 3(h)]. Velocity control was used with two different joint velocities: $v_1 = 0.6$, and $v_2 = 1.2$ rad/s. For action2 we used forward kinematics to calculate an approximation of the object compression velocity to be 46 and 93 mm/s, respectively.

Sensory channels: 96 pressure-sensitive cells (24 per fingertip and 24 on palm) and three fingertip torque sensors. In addition, eight joint angles from encoders were recorded.

Stopping criterion: One of three conditions was met as follows. 1) Joints not moving anymore. 2) Joint limit reached. 3) Maximum pressure reached.

Sampling rate and number of samples: All data was recorded at 200 Hz, but the effective rate of tactile sensor readings was around 25 Hz. Each sample contained around 260 (220) data points in every channel for $v_1$ ($v_2$), respectively.

5) All Grippers—Compression Velocity Matching: To the extent that this was possible, the nominal compression velocities (with empty gripper) were chosen such that they were comparable. The 39 N threshold on the RG6 results in closing speed of approximately 46 mm/s, which corresponds to 21% closing speed for the Robotiq 2F-85.

IV. TIME SERIES AND CLASSIFICATION

Fig. 4 shows examples of raw data from individual grippers for different action parameters and selected objects.

A. Time Series Data Processing and Features

We used 1) raw sensory data signals or 2) a vector of handcrafted features as input for classification. Number of data points per time series was the same for all trials (all objects) with a given device and settings (compression speed). If that was not possible—trial was terminated when no further compression was possible (Barrett Hand, Robotiq 2F-85)—the data were padded with zeros from the beginning.

Features: We used features proposed in [11]: minimum, mean, skewness, maximum, kurtosis, median, standard deviation, sum of values, and amplitude of Hilbert transform. All features were computed for each sensory channel, concatenated in one multidimensional vector, and normalized with the zero mean and unit standard deviation across all dimensions of the feature vector.

B. Classification

Problem formulation: Consider the space of all possible measurements $X = \mathbb{R}^{s \times n}$, where $s$ represents the number of sensory channels and $n$ the number of measurements (timesteps). Let $Y = \{0, 1, \ldots, C\} \rightarrow \mathbb{R}$ be the space of labels, where $C + 1$ is the number of object categories. We are searching for a function $g$, which will map an input $x \in X$ to a label $y \in Y$: $g: X \rightarrow Y$.

We compared the performance of the following classifiers (implementation from Scikit-learn and PyTorch): $k$-NN, SVM, and LSTM.

1) $k$-Nearest Neighbors: The $k$-NN classifier was trained either with raw sensory data or handcrafted features as input. Euclidean metric was used and $k$ selected empirically by evaluating the performance on the validation set. Each gripper had thus its own optimal $k$ on each object set (objects / foams).

2) Support Vector Machine: The SVM classifier was trained with handcrafted features on the input. We used grid search to find the optimal values for the hyperparameters (kernel, $C$, and $\gamma$) tailored to a specific gripper, action parameters, and object set. For our experiments, we considered three types of kernel: linear, sigmoid, and RBF. The values for $C$ were logarithmically distributed, ranging from $10^{-5}$ to $10^{-3}$, typically exploring 7–10 samples within this range. For the $\gamma$ values, when applicable, we selected from a logarithmically spaced set between $10^{-5}$ and $10^{-3}$, usually considering 7–10 samples. The combination that yielded the best performance for each specific gripper, action parameter, and object set was chosen as the optimal set of hyperparameters.

3) LSTM Neural Network: The LSTM classifier was trained on raw data padded with zeros to the length of the longest measurement, keeping the information about the original length. The output of the last LSTM cell (representing the LSTM-computed features) with nonzero input was selected. The features were then passed into two linear layers to compute the output. Object category was selected using the softmax output. During training, the network weights were modified. Gradient descent (Adam [36]) was performed to minimize the cross entropy loss. We used grid search to find the optimal values of the hyperparameters for a given gripper, action parameters, and object set. The search was through the number of LSTM hidden layers (2/4), size of the hidden layer (32/64/128/256), learning rate (log. distribution over $[10^{-5}, 10^{-3}]$). Batch size was determined empirically to comply with the available memory resources. This resulted in 336 different LSTM models. The model performing the best on the validation set was selected.
Fig. 4. Visualization of raw data for individual grippers. The effect of action parameters and the grasped objects is illustrated. For the qb SoftHand (a), Robotiq 2F-85 (b), and OnRobot RG6 (c) gripper, we present the normalized current and normalized position during the grasping of three different objects (yellowsponge, yellowcube, and white die) using two different velocity settings. For the Barrett Hand (d)–(f), we show the progression of tactile, position, and effort sensors during grasping for two different finger configurations with a joint velocity of $v = 0.6 \text{ rad/s}$. The yellowsponge and yellowcube are made of the same material, while the yellowcube and white die have roughly the same size. (a) qb SoftHand. (b) Robotiq 2F-85. (c) OnRobot RG6. (d) Barrett Hand—yellowsponge. (e) Barrett Hand—white die. (f) Barrett Hand—yellowcube.

| Robotic gripper | Sensory channels | Action parameters | Total data samples collected |
|-----------------|------------------|-------------------|-----------------------------|
| QB SoftHand     | Motor position, motor current at gripper base | Minimal thumb contact, Maximum thumb contact | 1179 (Training), 360 (Testing) |
| Robotiq 2F-85   | Gripper separation, motor current at gripper base | N/A, Force threshold 39N, Force threshold 109N | 2620 (Training), 540 (Testing) |
| OnRobot RG6     | Gripper separation, motor current at gripper base | Compression speeds: 1.6, 46, 80, 131.33 mm/s | 270 (Training), 135 (Testing) |
| Barrett Hand    | 96 Tactile sensing units, three fingertip torque, sensors, eight Joint angle encoders | Antiparallel finger configuration, Parallel finger configuration | 692 (Training), 270 (Testing) |

One “data sample” is the time series from all sensory channels during a single object compression.

4) Training, Validation, and Testing Sets: The datasets used were divided into training, validation, and testing subsets. Testing and validation subsets were distinct but had the same size. The details of all the experiments done and the dataset compiled are provided in Table II. The “data samples” indicate the number of time series—one time series corresponds to a single object compression. The number of sensory channels depends on the gripper. The data are available in [12].

TABLE II

OVERVIEW OF EXPERIMENTS AND SETTINGS
C. Unsupervised Analysis of Time Series Data

In order to understand what the dominant sources of variability in the data are—the different grippers, the objects explored, the way they are manipulated, the sensory channels used—unsupervised learning techniques can be employed. For data in the form of features, standard dimensionality reduction techniques, such as PCA can be used to visualize the data. More recently, other techniques, such as Gaussian process latent variable models [37] or t-SNE [38] were introduced. We experimented with PCA and t-SNE. As the visualizations were qualitatively similar, only results from PCA are shown here. Interested readers can generate their own visualizations using both PCA and t-SNE through the interactive tool we provide in [12].

V. RESULTS—CLASSIFICATION

A. Ordinary Objects Set—Classification Results

Time series from the four different hands/grippers compressing the nine objects were used to train and evaluate the classifiers. An overview of the classification results for the different devices is in Fig. 5, top. The performance of different classifiers is shown in rows in every panel. Overall, the choice of classifier did not play an important role, with $k$-NN on features [$k$-NN(\text{feat.})] performing slightly worse (compared to Wang et al.’s [21] work, where the $k$-NN outperformed the SVM and LSTM classifiers). Different action parameters—grasp velocity or configuration—are compared in the columns of every panel [see Section V-C] for a detailed analysis of the effect of velocity on accuracy]. Two of the devices, Robotiq 2F-85 and Barrett Hand, achieved close to perfect performance across action parameters and classifiers. The performance of the OnRobot RG6 gripper is close behind. For selected parameters, Barrett Hand and Robotiq 2F-85 achieved 100%. The qb SoftHand achieved comparatively worse results on the classification tasks—the best performing SVM around 86% for the slow speed.

B. Polyurethane Foams Set—Classification Results

In order to pose a bigger challenge, we tested the Robotiq 2F-85, OnRobot RG6, and the Barrett hand on the set of 20 polyurethane foams [see Section III-A2 and Fig. 1(a)]. Note that this is a highly challenging dataset, impossible for humans to classify correctly. The results are summarized in Fig. 5, bottom. The best results were achieved by the Barrett Hand (between 94% and 99% for different actions with the SVM and LSTM classifiers), followed by OnRobot RG6 (over 75% with LSTM) and Robotiq 2F-85 gripper (between 68% and 77% across gripping speeds with SVM classifier). $k$-NN is lagging behind SVM and LSTM.

C. Effect of Action Parameters

First, we studied the effect of speed of object compression. The results are in the columns of Fig. 5(top) and 5(bottom). We applied up- and downsampling techniques to make the number of data points for different speeds equal. There is a trend that faster compression speeds degrade classification performance, suggesting that the mechanical response of the objects at slower compression speed facilitates discrimination.

On the anthropomorphic hands, different configurations of the hand (Barrett Hand) or different placement of the object in the hand (qb SoftHand) were possible—labeled as $a1$ or $a2$ in Fig. 5(top) and 5(bottom). The configuration has an important effect on the qb SoftHand only ($a1$ giving better results).

D. Generalization Across Action Parameters

Fig. 6 provides an overview how classifiers trained on a dataset with certain action parameters—compression speed or

---

**Fig. 5.** Classification accuracy—grippers, classifiers, and action parameters. (a)–(d) Objects set. (e)–(g) Polyurethane foams set. (a) qb SoftHand. (b) Robotiq 2F-85. (c) OnRobot RG6. (d) Barrett Hand. (e) Robotiq 2F-85. (f) OnRobot RG6. (g) Barrett Hand.
finger configuration—generalize to data collected with different parameters. First, if training is performed on all datasets (last row in individual subplots), the performance on individual testing sets is as good as that of classifiers trained on that specific condition (diagonal). Second, generalization across different finger configurations (from \( a1 \) to \( a2 \)) does not work as both the qb SoftHand [panel (a)] and the Barrett Hand (panels d, g) demonstrate. Third, there is limited generalization to other compression speeds for all the devices used. On the Barrett Hand [see Fig. 6(d) and (g)], generalization to other compression speeds is more successful, as the quadrants with the same configuration \((a1\)\(-a2)\) demonstrate.
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E. Effect of Sensory Channels

We studied which sensory channels are responsible for the classification performance, as shown in Fig. 7. The performance on the ordinary objects set is shown for the qb SoftHand in Fig. 7(a), the Robotiq 2F-85 in Fig. 7(b), the OnRobot RG6 gripper in Fig. 7(c), and the Barrett Hand in Fig. 7(d). For the parallel jaw grippers [see Fig. 7(b) and (c)], the position channel alone gives very good performance, similar to position and current (effort) together. The current sensor alone performed worse for both grippers. For the qb SoftHand on the objects set, Fig. 7(a), the pattern is different than for the parallel jaw grippers—the current sensor is performing better than the position sensor. On the Barrett Hand, Fig. 7(d), position and effort sensors together or tactile sensors alone provided excellent performance. The fingertip torque sensors alone (effort) had worse performance.

The performance on the foams set is shown in the bottom panels of Fig. 7. The pattern for the two-finger grippers [Robotiq 2F-85 in Fig. 7(e); OnRobot RG6 in Fig. 7(f)] is similar. Interestingly, position alone has similar performance to position and current together. On the Barrett Hand, Fig. 7(g), the tactile
sensors stand out as they are the only modality that alone approaches the performance of all the sensors together.

VI. RESULTS—UNSUPERVISED ANALYSIS

In order to understand what the dominant sources of variability in the data are—the different objects explored, the way they are manipulated, the sensory channels used—we employed PCA. Due to space limitations, only selected six plots are shown and interpreted below. Additional visualizations are available in [12] (visualizations using PCA). An interactive tool featuring both PCA and t-SNE is available as well.

A. Variability Across Grippers

First, we assessed the effect of gripper morphology on the variability in the sensory data. Only data (sensory features) from the devices with two sensory channels—OnRobot RG6, Robotiq 2F85, and qb SoftHand—could be analyzed together. Fig. 8(a) shows the first two PCs on the objects set. As expected, the different devices shown by different markers form the principal clusters. The qb SoftHand, across configurations and speeds, forms a compact cluster on the left. The OnRobot RG6 gripper occupies the upper part (mainly PC2), with subclusters according to the action parameters. The Robotiq 2F8-5 data occupy the bottom central part, with subclusters corresponding to the compression velocities. Interestingly, the different objects (colors) are best separable for the Robotiq 2F85 gripper, which matches with the classification accuracy.

A similar pattern can be seen on the foams set in Fig. 8(b), with only the two parallel jaw grippers. The first PC clearly separates the two devices. Interestingly, the second component separates the closing speeds, preserving their order (higher speeds on the top).

B. Robotiq 2F-85 Gripper

On the objects set [see Fig. 8(c)], the first PC is dominated by the compression velocity, with the two slow speeds grouped together. The second PC is then taken up by the object characteristics, dominated by their stiffness. On the foams set, Fig. 8(d), the velocity dominates forming the principal clusters. Note also that the slower speeds better separate the foams.

C. Barrett Hand

On the objects set, the first PC is taken mainly by the grasping configuration with the opposing fingers (a1) on the left-hand side of Fig. 8(e). Material elasticity seems to dominate PC2 with the softer objects at the bottom. The compression velocity appears to be the smallest source of variability. Unlike on the objects set, on the foams set visualized in Fig. 8(f), two distinct principal clusters are visible corresponding to the grasping finger configuration.

D. Unsupervised Analysis—Summary

For every gripper individually, the first PC was dominated by the action parameters—the compression speed for OnRobot RG6 gripper, qb SoftHand (not shown here but available in [12]), Robotiq 2F85, and by grasping configuration for Barrett Hand (for Barrett Hand the compression velocity seems to be the smallest source of variability). The second component is connected to object characteristics—stiffness in the case of OnRobot RG6 gripper, Robotiq 2F85, and Barrett hand, and volume of the objects for qb SoftHand. Similar conclusions can be drawn for the foams set. Note also that for the Robotiq 2F85 gripper, the slower speeds better separate the foams. Finally, when sensory data from multiple grippers are combined together [see Fig. 8(a) and (b)], it is clearly the morphology or embodiment of the devices that is the main source of variability.

VII. CONCLUSION AND DISCUSSION

We studied the discrimination of deformable objects by grasping them using four different robot hands/grippers: qb SoftHand (five fingers, one motor, position, and current feedback), two industrial-type parallel jaw grippers with position and effort feedback (Robotiq 2F-85 and OnRobot RG6), and the Barrett hand (three fingers with adjustable configuration, 96 tactile, eight position, three torque sensors). A set of nine ordinary objects differing in size and stiffness and another highly challenging set of 20 polyurethane foams differing in material properties only were used. We systematically compared the grippers’ performance, together with the effects of:

1) type of classifier (k-NN, SVM, LSTM) operating on raw time series or on features;
2) action parameters (grasping configuration and speed of squeezing); and
3) contribution of sensory modalities.

We found:

1) all the grippers but the qb SoftHand could reliably distinguish the ordinary objects set;
2) Barrett Hand reached around 95% accuracy on the foams; Robotiq 2F-85 around 70%;
3) across all grippers, SVM over features and LSTM on raw time series performed best;
4) faster compression speeds degrade classification performance;
5) transfer learning between compression speeds worked well for the Barrett Hand only; transfer between grasping configurations is limited;
6) ablation experiments provided intriguing insights—sometimes a single sensory channel suffices for discrimination.

Overall, the Barrett Hand as the most complex device with rich sensory feedback provided the best results. The 96 tactile sensors were found to be the most informative sensory modality, compared to the three fingertip torque sensors and eight joint encoders. However, depending on the problem difficulty (objects set versus foams set), uncalibrated parallel jaw grippers without tactile sensors can have sufficient performance for single-grasp object discrimination based only on position and effort data only.

Classification of the easier set (objects set) using the qb SoftHand led to significantly worse results compared to the other grippers. We attribute this to the combination of the actuation mechanism and poor sensory feedback. This is an underactuated
hand with only one motor controlling the action of the entire device by pulling a tendon running through all the fingers of the hand. Individual fingers thus passively conform to the shape of the object in the hand or close completely if they are free to move. Although this property is attractive for grasping, it is not effective for deformable object discrimination, since there is an ambiguous relationship between the feedback channels (motor position and current) and the shape and stiffness of the grasped object. On the other hand, two-finger grippers can sense the dimension and stiffness along one dimension of the object. The Barrett Hand with three fingers is fully actuated and heavily sensorized providing the richest information about both shape and stiffness.

Works on robot haptic object classification typically employ a single device (robot hand or gripper), single sensory set, same grasping action, and one or few classifiers. This work is unique in that it tests four different devices with different action parameters and four different classifiers with different input types (with and without features) as well as the contribution of individual sensory modalities to the classification overall performance. While it was expected that the Barrett Hand as the most sophisticated and heavily sensorized device would perform best, we want to bring the following findings to the foreground. First, the choice of the classifier did not importantly change the results (see Fig. 5). SVM with handcrafted features on input and LSTM on raw input time series performed best, although they use a very different approach. SVM was also much less computationally demanding. Second, grasping configuration significantly affected the classification performance on the qb SoftHand [a1 versus a2 in Fig. 5(a)], while it had little effect on the Barrett Hand. There was a general trend across the devices that slower compression speeds improved classification. Generalization across grasping configurations and even speeds on the same device was limited (see Fig. 6). Third, while combinations of sensors (position, effort, touch for the Barrett Hand) provide the best performance, their subsets often yield very good performance. Interestingly, gripper position only performed well in both parallel jaw grippers, as the evolution of object compression (strain) also reflects its stiffness, even if the effort (stress) is not measured (see Fig. 7).

Direct quantitative comparison with related works is not possible, but we attempt a qualitative one. The work of Wang et al. [21] is related but complementary to ours. Using a two-finger gripper with tactile sensors and force control grasping eight different deformable objects, they studied the effect of the force applied but randomized the pinching speed and hence could not study the effect thereof. On the stress–strain (force-indentation) curve, we compared handcrafted features with raw time series, while Wang et al. [21] presented features based on functional PCA. Liarakapis et al. [19] used a 3-D printed object set to separate the shape and stiffness dimensions, resembling the object set used here. A two-finger hand with force sensors grasped the objects. They studied the effect of classifiers and features while we focused on gripper embodiment and actions. Xu et al. [3] used tactile sensors to discriminate objects based on their material properties using the multimodal BioTac sensors. The superior performance of the Barrett Hand in our experiments and the results from using the touch sensors only that almost matched the full sensory set is intriguing, suggesting that a single “haptic glance” with capacitive pressure-sensitive sensors may suffice.

We complement the classification results with visualization of the sensory data collected while grasping the objects using PCA, providing a unique window into the different sources of variability. For every hand or gripper individually, the action parameters (hand configuration or compression speed) show up as the main source of variability, while the different objects grasped are responsible for the variance to a much smaller extent. This means that sensory data collected using grasping actions with different parameters should never be mixed together but either kept separately or the action parameters should be explicitly included in the classification process—similarly to the conclusions arrived at in [11]. Furthermore, when data from multiple robot hands or grippers are combined, the clusters corresponding to the different devices are even more pronounced. This puts in question the possibility of learning or generalizing across robot embodiment (e.g., [39]). Perhaps such “knowledge transfer” is possible on tasks where the embodiment is weak (e.g., visual inputs, robot commands in Cartesian space, task planning for only two-finger grippers), but there may be intrinsic limitations in haptic perception and grasping, where the sensory data are importantly shaped by the embodiment and the action parameters.

VIII. FUTURE WORK

In this work we studied model-free single grasp deformable object discrimination exploiting mainly the mechanical response curve (stress–strain) obtained during a single object compression. Object stiffness can be sensed using simple parallel jaw grippers but also using tactile sensors (represented by the Barrett Hand in this work). The force-indentation curve could also be used to fit parametric models of elasticity and even viscoelasticity, which could be used for discrimination [8]. On the other hand, there is a synergy between the recent advent of optical tactile sensors offering high-resolution tactile images (e.g., Gelsight [40], Tactip [41], Digit [42]) and deep learning or transformer networks which can be applied to touch [33], but also to fuse data from different modalities, such as vision and touch [43, 44]. Hybrid approaches combining machine learning and parametric models may also be viable (e.g., [5]).
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