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Abstract

In this article we consider regularizations of the Dirac delta distribution with applications to proto-
typical elliptic and hyperbolic partial differential equations (PDEs). We study the convergence of a
sequence of distributions $S_H$ to a singular term $S$ as a parameter $H$ (associated with the support size of
$S_H$) shrinks to zero. We characterize this convergence in both the weak-∗ topology of distributions, as
well as in a weighted Sobolev norm. These notions motivate a framework for constructing regularizations
of the delta distribution that includes a large class of existing methods in the literature. This framework
also allows for a means to compare different regularizations. The convergence of solutions to PDEs with
regularized source terms is then studied in various topologies such as pointwise convergence on a deleted
neighborhood and weighted Sobolev norms. We also consider various practical issues such as lack of
symmetry in tensor product regularizations and effects of dissipative error in hyperbolic problems.
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1 Introduction

Many phenomena in the physical sciences are modelled by partial differential equations (PDE) with singular
source terms. The solutions of such PDE models are often obtained using numerical approximations. In some
computational approaches, the singular source terms are represented exactly, such as in [1, 5, 6, 32]. A more
common approach is to approximate the source term using some regularized function, and then obtain the
numerical solution using a discretization of the PDE with the approximate source. One prominent example
of the utility of singular sources in applications is the immersed boundary method [25], wherein a Dirac
delta distribution supported on an immersed fiber or surface is used to capture the two-way interaction
between a dynamically evolving elastic membrane and the incompressible fluid in which it is immersed. In
immersed boundary simulations, the Dirac delta is replaced by a continuous approximation that is designed
to satisfy a number of constraints that guarantee certain desirable properties of the analytical and numerical
solution. Related approximations are also employed in connection with the level set method [24] and vortex
methods [3, 8].

Suppose we represent the original problem of interest in an abstract form as follows:
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Problem 1: Find $u$ such that
\[ \mathcal{L}(u) = S, \]
where $\mathcal{L}$ is a PDE operator and $S$ is a distribution which is used to model a singular source.

Then let $\mathcal{S}_H$ denote some approximation of $S$ and consider the associated problem

Problem 2: Find $u_H$ such that
\[ \mathcal{L}(u_H) = \mathcal{S}_H. \]

Here, $H > 0$ is some small parameter for which $\mathcal{S}_H \to S$ in some sense as $H \to 0$ (a sense that will be made concrete later on). One may then apply an appropriate numerical scheme (e.g., finite difference, finite volume, finite element, spectral, etc.) having a discretization parameter $h > 0$, thereby obtaining two discrete solution approximations: $u_h$ to $u$ in Problem 1; and $u_{H,h}$ to $u_H$ in Problem 2. We are free, of course, to pick one numerical scheme for Problem 1 and a different scheme for Problem 2. If the numerical schemes are suitably well-chosen, then both $u_h \to u$ and $u_{H,h} \to u_H$ as $h \to 0$.

In practical computations, it may not be possible to construct $u_h$. Indeed, it is typically only $u_{H,h}$ that is computed, by first prescribing some approximation to the source term and then discretizing the PDE with the approximate source. Ideally, what we hope to obtain is that as both $h, H \to 0$, the discrete approximant $u_{H,h} \approx u$. In the immersed boundary method, for example, the source term $S$ is a line source and both the approximation of the source term and the discretization of the PDE are performed in reference to the same underlying spatial grid, so that parameters $H$ and $h$ are identical. Convergence of $u_{H,h} \to u$ in the context of the immersed boundary method has been the subject of detailed analysis in the works of Liu and Mori [21, 22]. However, these authors only focus on convergence of the discrete regularizations and do not consider $u_H \to u$.

In this article we are concerned primarily with two questions:

Question 1. How do we construct ‘good’ approximations $\mathcal{S}_H$ to $S$?

Question 2. How does the choice of approximation $\mathcal{S}_H$ affect the the convergence of $u_{H,h} \to u$?

Before we can formulate answers to the above, we have to first answer the two related questions:

Question 3. What form of convergence should be used to examine $\mathcal{S}_H \to S$?

Question 4. What form of convergence should be used to examine $u_{H,h} \to u$?

In this paper, we restrict our attention to the particular case of $S = \delta$, by which we denote the well-known point source distribution (or Dirac delta distribution) having support at the origin.

Questions 1 and 2 are fairly well-studied in some contexts [14, 21, 22, 23, 28] but Questions 3 and 4 have not been the subject of much scrutiny in the literature. A common approach for approximating $\mathcal{S}_H$ (via regularization) is to construct a discrete regularization that is tailored to specific quadrature methods. Waldén [31] presents an analysis of discrete approximations of the delta distribution, restricting his attention to applications to PDEs in one dimension. Tornberg and Engquist [29] analyze discrete approximations to the delta distribution in multiple dimensions and draw a connection between the discrete moment conditions and order of convergence of the solution of a PDE with the discrete regularized source term. They also consider approximations of line sources using a singular source term or a collection of delta distributions in a chain. The analyses of Tornberg [27] and Tornberg and Engquist [28] for the discrete approximations $\mathcal{S}_H$ rely on the choice of mesh and quadrature rules. They also restrict $H = \mathcal{O}(h)$ and compare $u_{H,h}$ directly
to \( u \) so that in essence, \( S_h \) is developed based on the numerical method used to compute \( u_{H,h} \). More recently, Suarez et al. \[26\] considered regularizations of the delta distribution that are tailored to spectral collocation methods for solution of hyperbolic conservation laws. Their approach to constructing polynomial regularizations using the Chebyshev basis has a similar flavor to our approach, as will be seen in Section 3.

We demonstrate firstly how to develop regularizations \( S_H \) independent of the choice of numerical discretization. For example, in answering Question 1 we derive piecewise smooth approximations \( S_H \). We can then examine the intermediate errors \( \| u - u_H \|_X \) and \( \| u_H - u_{H,h} \|_X \) and use the triangle inequality to give a bound on

\[
\| u - u_{H,h} \|_X \leq \| u - u_H \|_X + \| u_H - u_{H,h} \|_X,
\]

where \( \| \cdot \|_X \) refers to a suitably chosen norm; the choice of norms is discussed below. For fixed \( H > 0 \) the discretization errors \( \| u_{H,h} - u_H \|_X \) are analyzed using properties of the numerical scheme and regularity of solutions of Problem 2. The resulting spatial rates of convergence are well-understood for specific problems and specific schemes, and so we focus our attention here on the regularization errors.

This unified approach to the construction and analysis of regularizations has two advantages. First, we are able to provide a simple strategy for constructing regularizations suitable for a given application (and not constrained to a specific numerical method for that application). Second, the framework we propose allows a means to compare different regularizations in the literature.

The construction procedure requires us to first obtain answers to Questions 3 and 4. The mode of convergence and (where appropriate) the norm \( \| \cdot \|_X \) are chosen in a problem-dependent manner. More precisely, if we seek approximations of solutions to Problem 1 in some Hilbert space \( \mathcal{H} \), and if the PDE operator \( \mathcal{L} : \mathcal{H} \to \mathcal{H}^* \), then we need a strategy to construct regularizations \( S_H \) from suitable functions in \( \mathcal{H} \) so that \( u_H \) converges to \( u \) in \( \mathcal{H} \).

We begin by discussing convergence of \( \tilde{\delta}_H \to \delta \) in the weak-* topology. We also examine this convergence in a class of weighted Sobolev norms. Then we derive a set of continuous moment conditions that are entirely analogous to the discrete moment conditions of \[29\]. A strategy for solving a finite number of moment equations is then presented using a basis of our choice, after which we consider convergence of \( u_H \to u \) in the sup-norm in a deleted neighbourhood and a different class of weighted Sobolev norms for some operators \( \mathcal{L} \). These results follow from our analysis of the convergence of \( \tilde{\delta}_H \to \delta \).

We note that in general, the continuous regularizations we construct are not unique. In the specific case where Legendre polynomials are chosen as a basis, the continuous regularizations are simple polynomials and can be made to have arbitrary smoothness by adding extra continuity conditions; this should be compared with the piecewise polynomial approximants that are obtained using discrete regularizations. In most applications of interest, the domains on which we numerically compute our approximate PDE solutions are polygonal. We also focus on PDE operators \( \mathcal{L} \) associated with free space or zero Dirichlet boundary data, although our analysis and solution construction are easily extended to more general cases.

Throughout the remainder of this paper, \( \Omega \) will represent an open Lipschitz domain in \( \mathbb{R}^n \) with polygonal boundary that contains the origin.

## 2 Background

We begin by fixing notation. For completeness, we recall some of the definitions in the Appendix. We denote the set of test functions by \( \mathcal{D}(\Omega) \). This is the space of real-valued \( C^\infty \) functions that are compactly supported in \( \Omega \) and equipped with the usual topology of the test functions. We denote the distributions by \( \mathcal{D}^*(\Omega) \), the
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The point source or delta distribution $\delta \in D^*(\Omega)$ (also called the Dirac delta functional) is defined by

$$\delta(\phi) := \phi(0) \quad \text{for } \phi \in D(\Omega).$$

A natural setting in which to study solutions of Problem 1 is in a Sobolev space $H^s_0(\Omega)$ for $s \in \mathbb{R}$ and $s > 0$. We denote by $(\cdot, \cdot)_s$ the inner product on $H^s(\Omega)$, which in turn induces a metric. The particular choice of $s$ is dictated by the differential operator $L$. Since $H^s_0(\Omega)$ is a Hilbert space, and since the continuous inclusion map from $D(\Omega) \to H^s_0(\Omega)$ is dense, the spaces $(D(\Omega), H^s_0(\Omega), D^*(\Omega))$ form a Gel’fand triple (see [18]). This means that we can identify the dual of $H^s_0(\Omega)$ with elements of $D^*(\Omega)$, i.e., $(H^s_0(\Omega))^* \subset D^*(\Omega)$. Instead of working with distributions directly, we compute with piecewise polynomials or trigonometric functions. We connect the desired distributions with these functions via the Riesz Representation theorem. We recall some of these ideas in the Appendix.

For the concrete situation in this paper, the goal is to approximate the delta distribution $\delta \in D^*(\Omega)$ using other distributions $\tilde{\delta}_H \in D^*(\Omega)$ for $H > 0$, with the property that $\tilde{\delta}_H \to \delta$ in some suitable sense. Moreover, since we ultimately want to compute using these approximate distributions, we need them to be suitably regular. These approximations are typically regularizations. In this paper we are concerned with regularizations of a specific kind: that is, we seek $\tilde{\delta}_H \in H^{-s}(\Omega) \equiv (H^s_0(\Omega))^*$. Via the Riesz Representation, we can identify $\tilde{\delta}_H$ with a suitable smooth function $\delta_H \in H^s_0(\Omega)$ as

$$\tilde{\delta}_H = (H^s_0)^*: \quad <\tilde{\delta}_H, \phi> := \tilde{\delta}_H(\phi) := (\delta_H, u)_\Omega \quad \forall u \in H^s_0(\Omega),$$

where $(\cdot, \cdot)_\Omega$ is the $L^2(\Omega)$ inner product and $<\cdot, \cdot>$ is the $L^2$-duality pairing. In other words, we aim to identify first $\delta_H \in H^s_0(\Omega)$ that are convenient to work with, and then specify rules that guarantee a high rate of convergence of the associated distributions $\tilde{\delta}_H \to \delta$ in specific norms. The definition (3) allows us to relate functions $\delta_H$ with their associated distributions $\tilde{\delta}_H$; in what follows we will occasionally use these interchangeably when the context is clear.

A key feature of this framework is its flexibility, deriving from the fact that we can define regularizations $\tilde{\delta}_H$ via the Riesz representation $\delta_H \in H^s_0$ and choose a value of $s > 0$ to ensure a desired regularity for $\delta_H$. This allows us to design a regularization that is best suited not only for a given problem but also for a given choice of the numerical method. Another important feature is that we can decouple the rate of convergence of $\delta_H \to \delta$ from the regularity of $\delta_H$. Finally, we can compare the quality of different regularizations in the literature in this framework.

Previous works of Tornberg [29], Tornberg and Engquist [28] and Walden [31] follow a similar strategy of construction in the sense that a distribution is approximated using inner products. However, an essential difference from our approach is that they construct the discrete approximant by replacing $(\cdot, \cdot)$ with a suitable quadrature scheme, so that $\delta_H$ is specified in terms of point values at appropriate points in $\Omega$.

In the following two subsections we briefly describe two modes of convergence of a sequence of distributions $\{\mathcal{S}_H\}_H$ to $\mathcal{S}$: convergence in the weak-\* topology and convergence in a weighted Sobolev norm.

### 2.1 Weak-\* convergence and moment conditions

Recall first the standard notion of convergence of distributions $\tilde{\delta}_H \in D^*(\Omega)$.

**Definition 1.** The sequence $\tilde{\delta}_H$ of distributions converges in the weak-\* topology (i.e., converges in distribution) to $\delta$ as $H \to 0$ if and only if

$$\tilde{\delta}_H(\phi) \to \delta(\phi) = \phi(0) \quad \forall \phi \in D(\Omega) \quad \text{as } H \to 0.$$  \hspace{1cm} (4)
For specific sequences \( \tilde{H} \), we are also interested in the rate at which \( \tilde{H} \to \delta \).

Let \( \epsilon > 0 \) and \( m \in \mathbb{N} \) be given. If \( \phi \in \mathcal{D}(\Omega) \) then we can find \( r = r(\phi) > 0 \) such that \( \| \partial^\alpha \phi(x) - \partial^\alpha \phi(0) \| < \epsilon \) for all \( |x| < r \) and \( |\alpha| \leq m + 1 \). Now suppose that for each \( H > 0 \) we have \( \tilde{H} \in (\mathcal{H}_0^s)^* \), and furthermore that the associated element \( \tilde{H} \in H_0^s(\Omega) \) is integrable and has compact support within a ball of radius \( H \).

Using Taylor’s theorem \[15\] and the Riesz representation theorem, we have for all \( 0 < H < r \) that

\[
\tilde{\delta}(\phi) = \langle \tilde{H}, \phi \rangle = (\delta_H, \phi)_\Omega + \sum_{1 \leq |\alpha| \leq m} \frac{\partial^\alpha \phi(0)}{\alpha!} (\delta_H, x^\alpha)_\Omega + \sum_{|\beta| = m+1} R_\beta(y)(x)^\beta \Omega,
\]

from which it is clear that

\[
\tilde{\delta}(\phi) = \phi(0)(\delta_H, 1_\Omega)_\Omega + \sum_{1 \leq |\alpha| \leq m} \frac{\partial^\alpha \phi(0)}{\alpha!} (\delta_H, x^\alpha)_\Omega + \sum_{|\beta| = m+1} R_\beta(y)(x)^\alpha \Omega,
\]

where \( 1_\Omega \) denotes the characteristic function of \( \Omega \) and we have used standard multi-index notation for \( \alpha \) and \( \beta \). Here, \( R_\beta(y) \) is given by

\[
R_\beta(y) = \frac{|\beta|}{\beta!} \int_0^1 (1-t)|\beta|^{-1} \phi(ty) dt \implies |R_\beta(y)| \leq \frac{1}{\beta!} \max_{|\alpha| = |\beta|} \max_{|y| < r} |\partial^\alpha \phi(y)|.
\]

Then, recalling \[4\] and \[5\] we obtain

\[
|\delta(\phi) - \tilde{\delta}(\phi)| \leq |\phi(0)(1 - (\delta_H, 1_\Omega)_\Omega) + \sum_{1 \leq |\alpha| \leq K} \frac{\partial^\alpha \phi(0)}{\alpha!} (\delta_H, x^\alpha)_\Omega + \sum_{|\beta| = m+1} (\delta_H, R_\beta(y)(x)^\alpha)_\Omega|.
\]

Clearly, \( \tilde{H} \to \delta \) in the sense of distributions if the right hand side of \[6\] can be made small as \( H \to 0 \). In practice, we wish to design \( \tilde{H} \) to achieve a given rate of convergence; for example, for fixed \( H > 0 \) we seek to minimize the first term on the right of \[6\]. To this end, given \( m \in \mathbb{N} \) and \( H > 0 \), we choose regularizations \( \delta_H \in \mathcal{H}_0^s(\Omega) \) to be compactly supported within a ball of radius \( H \) such that

\[
(\delta_H, 1_\Omega)_\Omega = 1 \quad \text{and} \quad (\delta_H, x^\alpha)_\Omega = 0 \quad \text{for } 1 \leq |\alpha| < m.
\]

These equations are called the moment conditions. Such regularizations \( \tilde{H} \) will, thanks to \[6\], satisfy

\[
|\delta(\phi) - \tilde{\delta}(\phi)| \leq \frac{1}{\beta!} \max_{|\alpha| = |\beta|} \max_{|y| < r} |\partial^\alpha \phi(y)| \cdot |(\delta_H, x^\alpha)_\Omega| = C(\phi, m)H^{m+1}.
\]

Note that we never need to differentiate \( \delta_H \), and hence even if the Sobolev index \( s > 0 \) is small, we may still ask for a higher rate \( m \) of convergence for \( \tilde{H} \to \delta \).

For the construction of discrete regularizations (such as the methodology in Tornberg et al. \[28\]) the \( L^2 \)-inner products \( (\cdot, \cdot)_\Omega \) appearing in our moment conditions are replaced by quadratures, and the corresponding
ON REGULARIZATIONS OF THE DELTA DISTRIBUTION

6

where \( x_k \) and \( \omega_k \) are quadrature nodes and weights respectively. The discrete approximants \( \delta_H \) are piecewise
smooth functions that are chosen to ensure that these discrete moment conditions are satisfied.

2.2 Convergence in \((W_\alpha)^*\) and moment conditions

Another mode of convergence for \( \tilde{\delta}_H \to \delta \) derives from the use of weighted Sobolev norms, for which we follow the treatment in [1]. These weighted norms offer the advantage that they behave like the usual energy norm on subdomains away from the location of the point source. The weight is chosen to suitably weaken the norm, or more informally to cancel the singular behaviour of solutions to Problem 1 as we approach the point source. Consequently, using these weighted norms allows us to develop a posteriori error estimates for solutions of Problem 1 if \( L \) is an elliptic operator in a certain class. Throughout the rest of this article we make use of the notation \( a \lesssim b \) whenever there exists a positive constant \( C \) such that \( a \leq Cb \) and \( C \) is independent of \( b \). We now recall a number of definitions from [1].

**Definition 2.** For \( \Omega \subset \mathbb{R}^n \) and constant \( \beta \in (-\frac{n}{2}, \frac{n}{2}) \), the space \( L^2_\beta(\Omega) \) is defined as the set of measurable functions \( u \) such that

\[
\|u\|_{L^2_\beta(\Omega)} := \left( \int_\Omega |u(x)|^2 |x|^{2\beta} \, dx \right)^{\frac{1}{2}} < \infty. \tag{10}
\]

The weighted Sobolev space \( H^1_\beta(\Omega) \) is the space of weakly differentiable functions \( u \) such that

\[
\|u\|_{H^1_\beta(\Omega)} := \|u\|_{L^2_\beta(\Omega)} + \|\nabla u\|_{L^2_\beta(\Omega)} < \infty. \tag{11}
\]

Finally, we define the subspace with zero boundary values as

\[
W_\beta := \{ u \in H^1_\beta(\Omega) : u|_{\partial \Omega} = 0 \}. \tag{12}
\]

Due to our choice of weight function \( |x|^{2\beta} \), the Poincaré inequality holds in \( W_\beta \) (refer to Section 2 of [1] and theorem 1.3 of [16]). We may therefore define a norm \( \|u\|_{W_\beta} := \|\nabla u\|_{L^2_\beta} \) that is equivalent to the full norm \( \|u\|_{H^1_\beta(\Omega)} \) for \( u \in W_\beta \). It follows that if \( \frac{n}{2} - 1 < \alpha < \frac{n}{2} \), then \( W_\alpha \subset H^1_\beta(\Omega) \subset W_\alpha \) and hence test functions are dense in \( W_\alpha \) (see [19]).

We now apply a variant of the central result from Morin’s Theorem 4.7 [1]. Let \( \frac{n}{2} - 1 < \alpha < \frac{n}{2} \) and let \( B_R \) be a ball of radius \( R \) contained in \( \Omega \). Then for all \( v \in W_\alpha(\Omega) \),

\[
|\delta v| \lesssim R^{\alpha-n/2}\|v\|_{L^2_\alpha(\Omega)} + C_\alpha R^{\alpha+(2-n)/2} \|\nabla v\|_{L^2_\alpha(\Omega)}, \tag{13}
\]

from which we conclude that \( \delta \in (W_\alpha)^* \). This suggests that if we have a sequence of regularizations \( \tilde{\delta}_H \in H^{-1}(\Omega) = (H^1_0(\Omega))^* \subset (W_\alpha)^* \), then for any \( 0 < H < R \), \( \tilde{\delta}_H \) converges to \( \delta \) in \( (W_\alpha)^* \) if and only if \( \|\delta - \tilde{\delta}_H\|_{(W_\alpha)^*} \to 0 \). Specifically, using the definition of the dual norm, we have

\[
\|\tilde{\delta}_H - \delta\|_{(W_\alpha)^*} = \sup_{0 \neq u \in W_\alpha} \left\{ \frac{\langle \tilde{\delta}_H - \delta, u \rangle}{\|u\|_{W_\alpha}} \right\}. \tag{14}
\]
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What do functions in $W_{-\alpha}$ look like for $\frac{d}{2} - 1 < \alpha < \frac{d}{2}$? Informally, these are functions that decay like $|x|^{-\alpha}$ near the origin so that they can control the blowup of the weight function $|x|^{-\alpha}$. This allows us to alter functions $w \in W_{-\alpha}$ in a neighbourhood of the origin so that the rate of decay is controlled, but that as we shrink the neighbourhood the original function is recovered; such functions are known as mollifiers. More precisely, let $\alpha$ be fixed as above and let $\mu > \alpha$ be given. Then for any given mollifier $w \in W_{-\alpha}$, we can construct a sequence of functions $w_{\epsilon,\mu} \in C^\infty(\Omega)$ so that $w_{\epsilon,\mu} \to w$ as $\epsilon \to 0$, where $\epsilon$ denotes the diameter of the neighbourhood. Let $\chi_\epsilon$ be the $C^\infty$ cutoff function that takes the value 1 on $B(0,\epsilon)$, 0 outside $B(0,2\epsilon)$, and varies smoothly between 1 and 0 on the annular region $B(0,2\epsilon) \setminus B(0,\epsilon)$. Define

$$w_{\epsilon,\mu} := (\varphi_\epsilon * w)(1 - \chi_\epsilon) + (\varphi_\epsilon * |x|^\mu)\chi_\epsilon,$$

(15)

which is in $C^\infty(\Omega)$ and, as we shall see, is also close to $w$ outside the ball $B(0,2\epsilon)$.

Before we consider convergence of $w_{\epsilon,\mu} \to w$ we need to characterize the behaviour of functions in $W_{-\alpha}$ when they are convolved with the mollifier.

**Lemma 1.** For any $w \in W_{-\alpha}$ and $\varphi_\epsilon$ defined as above,

$$\|\varphi_\epsilon * w\|_{L^2_{-\alpha}(B(0,\epsilon))} \lesssim \epsilon^2 \|\varphi_\epsilon * w\|_{W_{-\alpha}(B(0,\epsilon))}^2.$$

(16)

**Proof.** This is a direct consequence of the Poincaré inequality in weighted Sobolev spaces (see [19, p. 307]). □

We can now study the convergence of $w_{\epsilon,\mu}$ to $w$.

**Proposition 1.** For all $\mu > \alpha$ with $\frac{d}{2} - 1 < \alpha < \frac{d}{2}$, we have that $\|w_{\epsilon,\mu} - w\|_{W_{-\alpha}} \to 0$ as $\epsilon \to 0$.

**Proof.** Using the definition of the norm and (15), we can expand $\|w_{\epsilon,\mu} - w\|_{W_{-\alpha}(\Omega)}^2$ in terms of contributions in three subdomains:

$$\|w_{\epsilon,\mu} - w\|_{W_{-\alpha}(\Omega)}^2 = \|\nabla(\varphi_\epsilon * w - w)\|_{L^2_{-\alpha}(\Omega \setminus B(0,2\epsilon))}^2$$

$$+ \|\nabla(w_{\epsilon,\mu} - w)\|_{L^2_{-\alpha}(B(0,2\epsilon) \setminus B(0,\epsilon))}^2 + \|\nabla(\varphi_\epsilon * |x|^\mu - w)\|_{L^2_{-\alpha}(B(0,\epsilon))}^2.$$  

(17)

The first term vanishes since $\varphi * w \to w$ as $\epsilon \to 0$ outside $B(0,2\epsilon)$, while the third term also vanishes since both $|x|^\mu$ and $w$ belong to $W_{-\alpha}(\Omega)$. Before treating the remaining term, we first recall the following bounds (see Theorem 3.6 in [23]):

$$|\partial^k \varphi_\epsilon| \lesssim \epsilon^{-|k|} \quad \text{and} \quad |\partial^k \chi_\epsilon| \lesssim \epsilon^{-|k|}$$

(18)

for all multi-indices $k$. Let us also define $S(2\epsilon) := B(0,2\epsilon) \setminus B(0,\epsilon)$, then We can expand the second term in (17) and regroup to get

$$\|\nabla(w_{\epsilon,\mu} - w)\|_{L^2_{-\alpha}(S(2\epsilon))}^2 \lesssim \| (\varphi_\epsilon * \nabla w) - \nabla w\|_{L^2_{-\alpha}(S(2\epsilon))}^2 + \epsilon^{-1}(\varphi_\epsilon * w)\|_{L^2_{-\alpha}(S(2\epsilon))}^2$$

$$+ \| x^\mu - \|_{L^2_{-\alpha}(S(2\epsilon))}^2 + \epsilon^{-1} x^\mu\|_{L^2_{-\alpha}(S(2\epsilon))}^2.$$  

(19)

Here, we have made repeated use of the bounds (18), the weighted Poincaré inequality (Theorem 4.5 in [1]) and the fact that $0 \leq \chi_\epsilon \leq 1$ and $\mu > \alpha > 0$ if $n > 1$. The first term in the right hand side of (19) vanishes due to density of test functions. All remaining terms can be written in the form $\epsilon^{-2} \|v_\epsilon\|_{L^2_{-\alpha}(B(0,2\epsilon) \setminus B(0,\epsilon))}$ where $v_\epsilon$ is defined similar to Lemma 1 and hence all of these terms also vanish. □
Having established the density in $W_{-\alpha}$ of approximations of type (15), we now derive a bound for the error $\|\delta - \tilde{\delta}_H\|_{(W_{-\alpha})^\ast}$. For a fixed $\mu$ consider the approximating sequence $w_{\epsilon,\mu} \to w$ for $w \in W_{-\alpha}$. Let $\tilde{\delta}_H \in (H^s)^\ast \cap (W_{-\alpha})^\ast$ be such that the associated Riesz element $\delta_H$ is compactly supported in a ball of size $H > 0$ around the origin. Then we have by Taylor’s theorem that

$$\left\langle \tilde{\delta}_H - \delta, w_{\epsilon,\mu} \right\rangle = \left| w_{\epsilon,\mu}(0) (\delta_H, 1)\Omega + \sum_{1 \leq |\alpha| \leq m} \frac{\partial^\alpha w_{\epsilon,\mu}(0)}{\alpha!} (\delta_H, x^\alpha)\Omega \right|,$$

(20)

where $R_{\beta}$ is the Taylor remainder of $w_{\epsilon,\mu}$. If we choose $\delta_H$ to satisfy the continuous moment conditions

$$(\delta_H, 1)\Omega = 1 \quad \text{and} \quad (\delta_H, x^\alpha)\Omega = 0 \quad \text{for} \ 1 \leq |\alpha| < m,$$

(21a)

up to order $m$, then it follows that $\left| (\delta - \tilde{\delta}_H)(w_{\epsilon,\mu}) \right| \lesssim H^{m+1} \sup |\partial^m w_{\epsilon,\mu}|$. But from (15) and (18) we see that

$$\left| \partial^m w_{\epsilon,\mu} \right| \leq C(w) \epsilon^{m-m-1},$$

(22)

where $C(w) > 0$ depends on $w$, and so

$$\left| (\delta - \tilde{\delta}_H)(w_{\epsilon,\mu}) \right| \leq H^{m+1} C(w) \epsilon^{m-m-1}.$$

(23)

In applications, the parameter $\epsilon$ can be identified with the PDE discretization parameter $h$, and the support of $\delta_H$ is varied with $h$. For example, consider a specific relationship between the support of the regularized delta and $\epsilon$, letting $H = O(\epsilon^\beta)$ for fixed $\beta > 0$. Since $\inf_{H > \epsilon} H^{\frac{1}{2}(\mu+(\beta-1)(m+1))} = H^{\frac{1}{2}(\alpha+(\beta-1)(m+1))}$, we have the bound

$$\left| (\delta - \tilde{\delta}_H)(w_{\epsilon,\mu}) \right| \leq C(w, \mu) H^{\frac{1}{2}(\alpha+(\beta-1)(m+1))},$$

(24)

where $C(w, \mu)$ depends on $w$ and $\mu$ but not on $H$. Applying the uniform boundedness principle (Lemma 2.3 in [7]) gives

$$\lim_{H \to 0} \left| (\delta - \tilde{\delta}_H)(w_{\epsilon,\mu}) \right| \leq C(w, \alpha) \liminf_{H \to 0} H^{\frac{1}{2}(\alpha+(\beta-1)(m+1))}.$$  

(25)

From this result, we can see that if $\tilde{\delta}_H$ satisfies the moment conditions, then $\tilde{\delta}_H \to \delta$ at $O(H^{1/2(\alpha+(\beta-1)(m+1))})$ in the $W_{-\alpha}^1$ norm. It is important to note that this is a different rate than that obtained in the weak-$*$ sense.

Estimate (24) is a central result of this paper. It allows us to precisely quantify the interplay between the support $\tilde{\delta}_H$ of the regularized delta distribution, and the mesh size $h$ of the PDE discretization. One can take $\epsilon \equiv h$ to be of the same order as the resolution of the numerical scheme used to solve Problem 2; then the case $\beta < 1$ corresponds to taking the support of $\delta_H$ much bigger than the spatial resolution of the PDE, and from (24) we see immediately that convergence of $\tilde{\delta}_H \to \delta$ is poor. The case when $\beta \approx 1$ is the most interesting one, wherein the support of $\delta_H$ and the mesh spacing $h$ are comparable in size, corresponding to the approach most commonly used in practical applications [4] [28] [29]. Then we expect to obtain order $\alpha$ convergence regardless of how many moments $m$ are satisfied. We provide numerical evidence of this convergence rate in Section 4.2.3. The case $\beta > 1$ can lead to improved convergence as long as $\delta_H$ satisfies moment conditions for large enough $m$. This situation is difficult to observe in practice because it
corresponds to the support of the regularization $H \ll h$. Hence, if we use a quadrature rule based on the PDE mesh size $h$, the quadrature error will typically overwhelm the calculation. We emphasize that in this setting, the error $\|u - u_H\|_X$ due to regularization would be well-controlled in any reasonable norm, and it is the discretization error $\|u_H - u_{H,h}\|$ that dominates due to a poor choice of quadrature.

### 2.3 Moment conditions

We have just seen that if $\delta_H$ is restricted to be a sufficiently smooth and integrable function and is compactly supported inside a set of diameter less than $H$, then satisfying the moment conditions \(7\) will lead to a $O(H^{m+1})$ rate of convergence for $\delta_H \to \delta$ in the weak-* sense, and $O(H^{\frac{1}{2}(\alpha + (\beta - 1)(m+1))})$ in the $W^m_\alpha$ norm, with the latter estimate degenerating as $\alpha \to \frac{2}{\gamma} - 1$. The number $m$ of moment conditions satisfied depends on the (problem-specific) choice of smoothness parameter $s$. If one uses a weighted Sobolev norm, this choice is related to the weight $\alpha$.

In this section, we recall important features of the continuous moment problem that will be employed in our constructions. First of all, the class of regularizations we are concerned with is made concrete.

**Definition 3.** We say that a regularization $\delta_H \in (\mathcal{H}_0^\alpha)^*$ of $\delta$ is a distribution satisfying compact $m$-moment conditions if and only if $\delta_H \in \mathcal{H}_0^\alpha(\Omega)$ satisfies the following conditions: $\langle \delta_H, \phi \rangle = (\delta_H, \phi)$ for all $\phi \in \mathcal{H}_0^\alpha(\Omega)$; $\delta_H$ is compactly supported in a ball $B(0, H) \subset \Omega$; and

\[
\begin{align*}
(\delta_H, 1_\Omega)_\Omega &= (\delta_H, 1_\Omega)_{B(0, H)} = 1, \\
(\delta_H, x^\alpha)_\Omega &= (\delta_H, x^\alpha)_{B(0, H)} = 0,
\end{align*}
\]

for $1 \leq |\alpha| \leq m$.

As we have already seen in \(7\), if a regularization $\delta_H$ satisfies the compact $m$-moment condition for some fixed $m \geq 1$, then from \(4\) we have that $|\delta(\phi) - \delta_H(\phi)| \leq C(\phi, m)H^{m+1}$. This shows that satisfying a larger number $m$ of compact $m$-moment conditions implies weak-* convergence (convergence in the sense of distributions) of higher order as $H \to 0$. A similar result holds for convergence in the $W^m_\alpha$ norm for $\beta > 1$.

The problem of identifying a $\delta_H$ that satisfies the compact $m$-moment conditions for fixed $m \in \mathbb{N}$ and $H > 0$ lies in a well-known problem class that we define next.

**Definition 4. (Finite dimensional moment problem \[20, \text{p. 141}]\) Let $\mathcal{H}$ be a Hilbert space and fix $m \in \mathbb{N}$. Given a set of linearly independent functions $\{\varphi_i\}_{i=0}^m$ in $\mathcal{H}$ and scalars $c_i$ for $i = 0, \ldots, m$, find the element $q \in \mathcal{H}$ such that

\[
(q, \varphi_i)_\mathcal{H} = c_i \quad \text{for } i = 0, \ldots, m.
\]

Clearly, the existence of solutions to the finite dimensional moment problem depends on the choice of $\{\varphi_i\}_{i=0}^m$, for which solvability is well-studied \[2, 20\]. Suppose that $\{\varphi_i\}_{i=0}^m$ form a linearly independent set in a Hilbert space $\mathcal{H}$, and suppose further that $\{\psi_k\}_{k=0}^\infty$ form a Riesz basis of unit vectors in $\mathcal{H}$. Moreover, let $\text{span} \{\varphi_i\}_{i=0}^m = \text{span} \{\psi_k\}_{k=0}^\infty$. Then, any $q \in \mathcal{H}$ of the form $q = \sum_{j=0}^m \beta_j \psi_j$ is a solution to the finite moment problem provided that $\beta_j$ for $j = 0, \ldots, m$ solve the linear system

\[
\sum_{i=0}^m (\varphi_i, \psi_j)_\mathcal{H} \beta_j = c_i \quad \text{for } i = 0, \ldots, m.
\]
If $\mathcal{H}$ is infinite dimensional then the solution $\tilde{q} \in \mathcal{H}$ is not unique because

$$\tilde{q} = \bar{q} + \beta_{j+1} \psi_{j+1}$$

(29)

also satisfies the finite moment problem if $\psi_{j+1}$ is orthogonal to $\text{span} \{\psi_0, \ldots, \psi_m\}$.

We emphasize that these are the continuous moment conditions. One can replace the $L^2$ inner products in (27) by suitable quadrature rules and thus obtain analogous discrete moment conditions. However, the use of the continuous moment conditions allows greater flexibility in designing problem-specific regularized approximations $\tilde{\delta}_H$.

3 High-order approximations to the delta distribution

The previous discussions provide a unified framework within which to construct regularizations $\tilde{\delta}_H$. We will use the solvability of the finite moment problem to construct $\delta_H$ that satisfy the compact $m$-moment conditions by solving (26) in the general $N$-dimensional case. If needed, we can take advantage of the non-uniqueness demonstrated in (29) to ensure that $\delta_H \in (H^s_0(\Omega))^*$. Concretely, for some given instance of Problem 1, we need to perform the following steps:

- Decide on a regularity index $s > 0$ appropriate for the specific problem. Then fix $m \in \mathbb{N}$ to determine the approximation order for $\tilde{\delta}_H$.
- Pick a domain $\Omega_H \subset \Omega$ with diameter $H$ that contains the origin.
- Pick a convenient orthonormal basis $\{\psi_k\}_k \in L^2(\Omega_H)$. For example, if $\Omega_H$ is an interval then one may use a basis of polynomials or trigonometric functions.
- Set $\delta_H = \sum_{j=0}^p \beta_j \psi_j$ with $p > m$.
- Solve the linear system consisting of

$$\sum \beta_k (\psi_k, 1_{\Omega})_\Omega = 1 \quad \text{and} \quad \sum \beta_k (\psi_k, x^\alpha)_{\Omega} = 0,$$

(30)

for $1 \leq |\alpha| < m$, with possibly added constraints to ensure that $\delta_H$ has the desired regularity as a function on $\Omega$.

Additional symmetry constraints may also be incorporated into this construction. In the next two subsections, we examine the following two classes of regularizations in $\mathbb{R}^n$: radially symmetric and tensor-product distributions. The latter possess mirror symmetry across the Cartesian axes. For both classes, we show how simple ideas underlying the solution of the continuous finite moment problem can be used to construct various polynomial and trigonometric regularizations that satisfy the compact $m$-moment conditions. It is clear that for both classes, if $\tilde{\delta}_H$ satisfies the compact $2m$-moment condition, it automatically satisfies the compact $(2m + 1)$-moment conditions due to symmetry.

3.1 Radially symmetric approximations

The delta distribution $\delta$ is radially symmetric and so it is natural to seek regularizations $\tilde{\delta}_H$ that are also radially symmetric, as well as homogeneous in the following sense. Let $\delta_H$ be defined as

$$\delta_H(x) = \begin{cases} \frac{1}{H^n} \eta_m(x/H), & \text{for } x \in B(0, H), \\ 0, & \text{otherwise}, \end{cases}$$

(31)
where $\eta_m(z) : B(0, 1) \to \mathbb{R}$. Here, the subscript $m$ denotes the number of moment conditions satisfied by $\delta_H$. We will need to add additional conditions on $\eta_m$ to ensure $\delta_H$ has certain desirable continuity properties; for example, that $\delta_H$ belongs to $\mathcal{H}^s_0(\Omega)$.

Next, we change variables by letting $x = Hz$ so that the moment conditions \ref{eq:moment_conditions} can be written in terms of the rescaled function $\eta_m$ on the unit ball $B(0, 1)$ centered at the origin

$$(\eta_m, 1_{\hat{\Omega}})_{B(0,1)} = 1, \quad \text{and} \quad (\eta_m, z^\alpha)_{B(0,1)} = 0, \quad \text{for } 1 \leq |\alpha| \leq m.$$ \hspace{1cm} \ref{eq:rescaled_moment_conditions}

where $\hat{\Omega} := \{ z \mid Hz \in \Omega \}$. Then, $\delta_H \in \mathcal{D}^*(\Omega)$ is defined in terms of this $\delta_H$ using \ref{eq:definition_delta}. Because $\eta_m$ is radially symmetric, we can write $\eta_m(z) = \tilde{\eta}_m(\|z\|)$ where the context is clear. Working in the unit ball in spherical coordinates, the moment conditions \ref{eq:rescaled_moment_conditions} reduce to the following one-dimensional integrals

$$\nu(n) (\tilde{\eta}_m(r), r^{n-1})_{r \in [0,1]} = 1 \quad \text{and} \quad (\tilde{\eta}_m(r), r^{|\alpha|+n-1})_{r \in [0,1]} = 0 \quad \text{for } 1 \leq |\alpha| \leq m,$$ \hspace{1cm} \ref{eq:spherical_moment_conditions}

where $r$ is the radial coordinate and $\nu(n)$ is the area of the unit ball $B(0,1)$ in $\mathbb{R}^n$. The role of $\{ \phi_k \}_{k=0}^m$ in the finite moment problem \ref{eq:finite_moment_problem} is now played by the monomials $r^k$.

We now have considerable freedom in how to solve the finite moment problem. Different solutions $\eta_m$ can be obtained depending on the choice of basis functions $\{ \psi_j \}$. We can enforce additional continuity conditions on $\eta_m$ by adding contributions from the orthogonal complement of $\text{span} \phi_k$. We note that this freedom is an advantage that derives directly from our working with continuous moment conditions. We also emphasize that the support $H$ of the regularizations can be chosen independently of the mesh-size $h > 0$. Indeed, at this juncture there is no underlying discretization yet applied to the PDE operator. This feature allows us to explore good choices of $H$, an issue that will be addressed later in this section.

### 3.2 Tensor-product approximations

Another approach that has been used in the literature for constructing approximants $\tilde{\delta}_H$ in higher dimensions is the product formula for discrete regularizations of the delta distribution due to Peskin \ref{peskin}. As well as being employed in the immersed boundary framework, this tensor-product approach has been applied more widely in the literature \ref{peskin} \ref{zahed}. We study this class of approximations next, developing the analogous formulation for continuous regularizations. In particular, we aim to construct an approximation $\tilde{\delta}_H(x)$ to the delta distribution in $\mathbb{R}^n$ using a tensor product of lower-dimensional approximations $\tilde{\delta}_H(x_i)$.

**Definition 5. (Tensor product of distributions)\ref{tensor_product}** Consider a test function $\phi(\xi, \zeta) \in \mathcal{D}(\mathbb{R}^\ell \times \mathbb{R}^k)$. Given two distributions $S_\xi \in \mathcal{D}^*(\mathbb{R}^\ell)$ and $T_\zeta \in \mathcal{D}^*(\mathbb{R}^k)$, their tensor product in $\mathcal{D}^*(\mathbb{R}^\ell \times \mathbb{R}^k)$ is defined as

$$S_\xi \otimes T_\zeta(\phi) = S_\xi(T_\zeta(\phi(\xi, \zeta))).$$

If the test function has the separable form $\phi(\xi, \zeta) = \phi_1(\xi)\phi_2(\zeta)$, then we have

$$S_\xi \otimes T_\zeta(\phi) = S_\xi(\phi_1)T_\zeta(\phi_2) = T_\zeta \otimes S_\xi(\phi).$$

Based on this definition, a tensor-product approximation $\tilde{\delta}_H$ of $\delta$ has the form

$$\tilde{\delta}_H(x) := \tilde{\delta}_H(x_1) \otimes \tilde{\delta}_H(x_2) \otimes \cdots \otimes \tilde{\delta}_H(x_n),$$ \hspace{1cm} \ref{eq:tensor_product_delta}
where \( \tilde{\delta}_H(x_k) \) are 1-D regularizations of the delta distribution in \( \mathbb{R} \). We require that each 1D approximation \( \tilde{\delta}_H \) satisfies the compact \( m \)-moment conditions as well as being supported on \([-H, H]\). The tensor product \( \tilde{\delta}_H(x) \) is therefore supported on the hypercube \([0, H]^n\).

The problem of constructing the tensor product regularizations has now been reduced to that of finding a 1D regularization, which can be done in many ways. For example, one could construct an even function \( \tilde{\delta}_H(x) \) on \([-H, H]\) satisfying the compact \( m \)-moment conditions, which will converge to the 1D \( \delta \) with order \( \mathcal{O}(H^{m+1}) \). Taking a tensor product of these leads to a regularization which we might hope converges to \( \delta \) in \( \mathbb{R}^n \). Unfortunately, since \([-H, H]^n \not\subset B(0, H; \mathbb{R}^n) \), the product of such distributions does not satisfy even the compact 0-moment condition in \( \mathbb{R}^n \).

One remedy for this problem is to take the 1D approximations to have support on a smaller interval \([-\tilde{h}, \tilde{h}]\) so that \([-\tilde{h}, \tilde{h}]^n \subset B(0, H; \mathbb{R}^n) \). For example, to construct a tensor-product approximation in two dimensions \((n = 2)\) we could simply take \( \tilde{h} = H/\sqrt{2} \) so that the square \([-\tilde{h}, \tilde{h}]^2 \) fits inside the ball of radius \( H \). Another solution is to redefine the compact 0-moment condition in \( \mathbb{R}^n \) so that they hold on the hypercube \([0, H]^n\).

Another potential issue is more problematic: because the tensor product construction is based on a Cartesian frame, the orientation of the underlying grid will affect the approximant \( \tilde{\delta}_H(x) \). Therefore, a good choice of basis \( \psi_k \) is provided by the shifted Legendre polynomials on \([0, 1]\):

\[
P_k(r) = (-1)^k \sqrt{2k + 1} \sum_{j=0}^k \binom{k}{j} \binom{k + j}{j} (-r)^j,
\]

which are \( L^2 \)-orthonormal on \([0, H]\). Since we want \( \eta_{m,p}(r) \) to be a polynomial of maximal degree \( p \), it must have a finite expansion \( \eta_{m,p}(r) \equiv \eta_m(r) = \sum_{j=1}^{p} \beta_j P_j(r) \) in the shifted Legendre polynomials \( \{P_k(r)\}_{k=1}^m \).

3.3 Examples

We now illustrate the preceding ideas through a number of concrete examples. It will prove useful to introduce some new notation, denoting by \( \eta_{m,p}(r) \) a polynomial of degree \( p \) in \( r \in [0, 1] \) that satisfies the finite moment problem \( [33] \) with \( m \) conditions.

3.3.1 Radially symmetric polynomial regularizations

We begin with the simplest case, namely that of the radially symmetric regularizations satisfying the compact \( m \)-moment conditions. From \([31]\), we aim to find \( \delta_H \) of the form \( \delta_H(x) = \eta_{m,p}(|x|/H)/H^n \) for \(|x| < H\), and equal to 0 in the rest of \( \Omega \). Problem \( [33] \) is a finite moment problem with \( \phi_k = r^k \) for \( k = 1, \ldots, m + 1 \) and \( r \in [0, 1] \). Therefore, a good choice of basis \( \psi_k \) is provided by the shifted Legendre polynomials on \([0, 1]\):
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Then by orthogonality of the polynomials we can reduce the problem (33) to finding \( \beta_j \) such that

\[
\sum_{j=1}^{p} \beta_j \left( r^{n-1}, P_j \right)_{B(0,1)} = \frac{1}{\nu(n)} \quad \text{and} \quad \sum_{j=1}^{p} \beta_j \left( r^{\theta+n-1}, P_j \right)_{B(0,1)} = 0 \quad \text{for } \theta = 1, \ldots, m. \tag{36}
\]

We require that \( p = m \) for the system of (36) to be solvable and, as discussed above, the freedom to choose \( p \geq m \) allows us to impose additional smoothness conditions at \( r = 0 \) or 1. For example, if we wanted \( \delta_H \in \mathcal{H}^s_0(\Omega) \) for some \( s \in \mathbb{N} \), then we would take \( p = m + 2s - 1 \) and append the extra equations

\[
\frac{\partial^k \eta_m}{\partial r^k} \bigg|_{r=1} = 0 \quad \text{for } k = 0, \ldots, s - 1 \quad \text{and} \quad \frac{\partial^\ell \eta_m}{\partial r^\ell} \bigg|_{r=0} = 0 \quad \text{for } \ell = 1, \ldots, s - 1. \tag{37}
\]

In one dimension, the ball \( B(0, H) \equiv [-H, H] \) and we seek \( \delta_H(x) \) satisfying the scaling in (31). Following the discussion above, if we require a radially-symmetric, compact, 1-moment approximation in \( \mathbb{R} \), then \( \delta_H \) must be an even function that satisfies

\[
(\delta_H, 1)_{[-H,H]} = 1 \quad \text{and} \quad (\delta_H, x)_{[-H,H]} = 0.
\]

We can set \( \delta_H(x) = \frac{1}{H} \eta_{m,p}(|x|/H) \). Two common choices for \( \eta_{m,p} \) in this class are obtained by setting the polynomial degree \( p = 0 \) and 1 in (36), which yield respectively the piecewise constant approximation and the hat function. To see this, observe that the constant function is a zeroth-order polynomial function \( \eta_{1,0}(r) \) on \([0, 1] \) that satisfies the compact 1-moment condition, and from which \( \delta_H(x) \) is obtained using (31):

\[
\eta_{1,0}(r) = \begin{cases} 
\frac{1}{2} & \text{for } r \in [0, 1] \\
0 & \text{else}
\end{cases} \quad \Rightarrow \quad \delta_H(x) := \begin{cases} 
\frac{1}{H}, & |x| \leq H, \\
0, & |x| > H.
\end{cases} \tag{38}
\]

This approximation automatically satisfies the compact 1-moment condition due to symmetry, and so the regularization converges to \( \delta \) in the weak-* sense at \( O(H^2) \).

Similarly, suppose we seek a degree-1 polynomial approximation \( \delta_H(x) \) satisfying the compact 1-moment condition on \([-H, H] \). We can set \( \delta_H(x) = \frac{1}{H} \eta_{1,1}(|x|/H) \), where \( \eta_{1,1}(r) \) is a linear combination of shifted Legendre polynomials \( P_0(r) \) and \( P_1(r) \) for \( r \in [0, 1] \). We enforce continuity at \( r = 1 \) (equivalently, \( |x| = H \)) by enforcing \( \eta_{1,1}(1) = 0 \). A polynomial with these properties is

\[
\eta_{1,1}(r) = \frac{1}{2} P_0(r) - \frac{1}{2\sqrt{3}} P_1(r). \tag{39}
\]

We then obtain \( \delta_H(x) \) as a scaled, even extension of \( \eta_{1,1}(r) \), which is the hat function

\[
\delta_H(x) = \begin{cases} 
\frac{1}{H} \eta_{1,1} \left( \frac{|x|}{H} \right) - \left( 1 - \frac{|x|}{H} \right), & \text{if } |x| \leq H, \\
0, & \text{if } |x| > H.
\end{cases} \tag{40}
\]

Note that despite being continuous, the hat function only satisfies the first moment condition from the construction of \( \eta_{1,1}(r) \). Therefore, this regularization converges to \( \delta \) at the same rate, \( O(H^2) \), in both the weak-* sense and for the piecewise constant regularization.

Proceeding analogously, we can construct regularizations that satisfy the compact 2-moment conditions. We work once again with the scaled distribution \( \eta_{m,p}(z) \) and solve the moment equations (36) with \( m = 2 \).
and desired $p$ for $z \in [0, 1]$. We recover $\delta_H$ by using (31). A degree 2 polynomial that solves (30) with $m = 2$ is given by

$$\eta_{2,2}(r) = \frac{1}{2} \left( P_0(r) - \sqrt{3} P_1(r) + \sqrt{5} P_2(r) \right) = \frac{9}{2} - 18r + 15r^2, \quad r \in [0, 1].$$

(41)

Note that this $\eta_{2,2}(r)$ is non-vanishing at $r = 1$, which means that the corresponding $\delta_H(x)$ is not continuous at $\pm H$. However, exploiting the non-uniqueness of solutions of the finite moment problem, we are free to impose an extra condition, which we do in this case by enforcing continuity at $r = 1$. This leads to a cubic polynomial

$$\eta_{2,3}(r) = \frac{1}{2} \left( P_0(r) - \sqrt{3} P_1(r) + \sqrt{5} P_2(r) - \frac{3}{\sqrt{7}} P_3(r) \right),$$

$$= -30r^3 + 60r^2 - 36r + 6,$$  

(42)

from which we obtain $\delta_H(x) = \frac{1}{17} \left( -30|x|^3 + 60|x|^2 - 36|x| + 6 \right)$ for $|x| \leq H$ and $\delta_H(x) = 0$ elsewhere. We emphasize the fact that the foregoing calculations are quite simple to perform.

These and a number of other radially-symmetric regularizations in 1 and 2 space dimensions are summarized in Table 1. Some of these are well-known in the literature, but to the best of our knowledge the other regularizations are reported here for the first time.

| Symbol | Dim | Type | Moment | Smoothness | Definition | Reference |
|--------|-----|------|--------|------------|------------|-----------|
| $\eta_{1,0}$ | 1D | Legendre | 1 | $L_0$ | $1$ | [29][1] |
| $\eta_{1,1}$ | 1D | Legendre | 1 | $C^0_r$ | $1 - r$ | [29][1] |
| $\eta_{2,2}$ | 1D | Legendre | 2 | $L_1$ | $\frac{3}{7} - 18r + 15r^2$ | |
| $\eta_{2,3}$ | 1D | Legendre | 2 | $C^0_r$ | $-30r^3 + 60r^2 - 36r + 6$ | |
| $\eta_{2,5}$ | 1D | Legendre | 2 | $C^1_r$ | $168r^3 - \frac{252}{5} r^2 + 450 - 150r^2 + \frac{7}{2}$ | |
| $\eta_{1,1}$ | 2D | Legendre | 1 | $L_1$ | $\frac{1}{5}(3 - 4r)$ | |
| $\eta_{1,2}$ | 2D | Legendre | 1 | $C^0_r$ | $\frac{12}{5}(5r^2 - 8r + 3)$ | |
| $\eta_{2,2}$ | 2D | Legendre | 2 | $L_1$ | $\frac{7}{5}(15r^2 - 20r + 6)$ | |
| $\eta_{2,3}$ | 2D | Legendre | 2 | $C^0_r$ | $\frac{30}{17}(7r^3 - 15r^2 + 10r - 2)$ | |
| $\eta_{2,5}$ | 2D | Legendre | 2 | $C^1_r$ | $\frac{12}{17}(24r^2 - 70r^3 + 70r^2 + 25r^3 + 4)$ | |
| $\eta_{1,cos}$ | 1D | Trig. | 1 | $C^0_r$ | See equation (43) | |
| $\eta_{2,cos}$ | 1D | Trig. | 2 | $C^0_r$ | See equation (43) | |
| $\eta_{2,cos}$ | 2D | Trig. | 2 | $C^0_r$ | See equation (43) | |

Table 1: Polynomials $\eta_{m,p}(r)$ of degree $p$ (first 10 rows) and trigonometric polynomials (last 3 rows) that satisfy (30). The corresponding regularized delta in each case is $\delta_H(x) := \frac{1}{17} \eta_{m,p}(|x|/H)$ for $|x| \leq H$, with $\delta_H(x) = 0$ elsewhere.

### 3.3.2 Trigonometric regularizations

The shifted Legendre polynomials provide a good basis for solving the moment problem as long as the approximations we are seeking are likewise polynomials. As mentioned before, the solution to the finite moment problem is not unique and so any other orthogonal basis functions can be used to solve the system. As an example, we consider using trigonometric polynomials and specifically the cosine basis for even functions in $L^2(-1, 1)$, taking $\{\psi_k(r)\}_{k=0}^\infty = \{\cos(k \pi r)\}_{k=0}^\infty$. We seek a regularization of $\delta$ in terms of the scaled, radially-symmetric functions $\eta_{m,\cos}(r)$ and stipulate that $\eta_{m,\cos}(r)$ has a finite expansion in the cosine basis with

$$\eta_{m,\cos} = \sum_{j=0}^{m+s-1} \beta_j \psi_j(r).$$

(43)
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Figure 1: Various 1D approximations of the delta distribution.

Figure 2: Comparison of radial approximations to the delta distribution with their tensor product counterparts in 2D.
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Here, $s$ is the degree of regularity of the solution to be specified at $r = 1$. Note that in this case we do not need to impose any regularity condition at the origin since the solution is already in $C^\infty (B(0,1))$. We may then project the moment conditions onto the trigonometric basis, similar to our approach in (36), to obtain the moment conditions

$$\sum_{j=1}^{p} \beta_j \left(r^{\theta+n-1}, \psi_j\right)_{B(0,1)} = \frac{1}{\nu(n)} \quad \text{and} \quad \sum_{j=1}^{p} \beta_j \left(r^{\theta+n-1}, \psi_j\right)_{B(0,1)} = 0$$

for $\theta = 1, \ldots, m$.

As a first example, consider the radially-symmetric trigonometric regularization that satisfies the compact 0-moment condition

$$\eta_{0,\cos} = \frac{1}{2}(1 - \cos(\pi r)) \quad \text{for} \quad 0 \leq r \leq 1.$$  

(44)

This is the well known cosine function approximation of the delta distribution, which automatically satisfies the compact 1-moment condition as well because of symmetry; consequently, the regularization $\tilde{\delta}_H := \frac{1}{2H}(1 - \cos(\pi x/H))$ actually converges to $\delta$ with rate $O(H^2)$. A second trigonometric regularization that is radially-symmetric and satisfies the compact 2-moment condition is

$$\eta_{2,\cos} = \frac{3}{64}\pi^2 + \frac{9}{16} \cos(3\pi r) + \frac{1}{6} \pi^2 \cos(2\pi r) + \left(\frac{23}{192} \pi^2 - \frac{1}{16}\right) \cos(\pi r) + \frac{1}{2}.$$  

(45)

Performing the analogous calculations in 2D we obtain scaled, radially-symmetric trigonometric regularizations that satisfy the compact 0-moment (and 1-moment) conditions

$$\eta_{0,\cos} = \frac{2\pi}{\pi^2 - 4} (\cos(\pi r) + 1),$$  

(46)

with the corresponding 2-moment approximation

$$\eta_{2,\cos} = \frac{-1}{9\pi^4 - 104\pi^2 + 48} \left(\frac{81\pi(3\pi^4 - 32\pi^2 + 48)}{16} \cos(3\pi r) + 2\pi(9\pi^4 - 80\pi^2 + 48) \cos(2\pi r) + \frac{\pi(45\pi^4 + 32\pi^2 - 48)}{16} \cos(\pi r) + 144\pi\right).$$  

(47)

3.4 Numerical results: Convergence of $\tilde{\delta}_H \to \delta$

3.4.1 Weak-* convergence

The results of section 2 are based on the idea of finding distributions $\tilde{\delta}_H$ that converge to the delta distribution in the weak-* topology. Therefore, it is fitting at this point to consider some numerical examples that investigate this weak-* convergence. We use a squared exponential function

$$\phi(x) = e^{-|x|^2}, \quad x \in \mathbb{R}^2,$$  

(48)

to test the action of the different approximations and measure the error using

$$E_{\text{weak}}(H) := \left| \langle \tilde{\delta}_H, \phi \rangle - \phi(0) \right| = \left| \int \delta_H(x) \phi(x) dx \right|.$$  

(49)
as \( H \to 0 \). In order to improve convergence of the quadrature scheme when \( H \) is small, we only integrate over twice the support of the distributions so the discontinuities remain inside the domain. We also apply the following change of variables

\[
\int_{B(0,2H)} \delta_H(x) \phi(x) \, dx = \int_{B(0,2)} \eta_m(y) \phi(Hy) \, dy.
\]  

MATLAB’s integral2 function is used to perform the quadrature with relative tolerance set to \( 10^{-10} \). We first report the weak-* convergence of the radial approximations and certain of the tensor product approximations. Results of this experiment are presented in Figure 3, from which it is clear that satisfying more moment conditions results in faster convergence.

![Figure 3: Weak-* convergence of radial and tensor product distributions.](image)

Next, we compare the accuracy of our approximations to a number of other delta distribution approximants that are commonly used in the literature (where these regularizations can be derived from discrete moment conditions \( \delta \) along with some other additional conditions being imposed). Specifically, we compare the regularizations constructed in Section 3.3.1 with four common regularizations obtained by solving discrete moment conditions (see \([29]\), for example). In 2D, we construct all regularizations using tensor products. Following \([29]\), we consider two hat functions with support \([-H,H]\) and \([-2H,2H]\) respectively:

\[
\eta_{\text{hat},1}(r) := \begin{cases} 1 - |r|, & |r| < 1, \\ 0, & \text{otherwise} \end{cases} \quad \text{and} \quad \eta_{\text{hat},2}(r) := \begin{cases} \frac{1}{4} (2 - |r|), & |r| < 2, \\ 0, & \text{otherwise} \end{cases}
\]  

(51)

Both \( \eta_{\text{hat},1} \) and \( \eta_{\text{hat},2} \) are equivalent (modulo scaling) to the regularization \( \eta_{1,1}(r) \) obtained in \([39]\). Both of these hat functions satisfy the same number of compact \( m \)-moment conditions, but in practice \( \eta_{\text{hat},2} \) is preferred since more quadrature points are present within its support \([29]\).

We consider two additional regularizations defined in \([29]\) based on the cosine function

\[
\eta_{\text{cos}}(z) := \frac{1}{4} (1 + \cos(\pi z/2)),
\]  

(52)
and piecewise cubic function
\[
\eta_{\text{cubic}}(z) := \begin{cases} 
1 - \frac{1}{2} |z| - |z|^2 + \frac{1}{2} |z|^3, & |z| \leq 1, \\
1 - \frac{11}{6} |z| + |z|^2 - \frac{1}{6} |z|^3, & 1 < |z| \leq 2,
\end{cases}
\]
both of which are supported on \([-2H, 2H]\). It is easy to see that \(\eta_{\text{cos}}\) is equivalent to our first moment approximation \(\eta_{L_1, \text{cos}}\) obtained using the trigonometric basis (44). We expect this approximation to have second-order weak-* convergence if all quadratures were exact. However, as discussed in [29], \(\eta_{\text{cos}}\) only has first-order convergence when used to approximate the delta distribution [29] on a uniform grid and using a trapezoidal rule discretization for the moment conditions.

Figure 3 compares the weak-* convergence of our tensor product distributions with the other discrete approximations mentioned above. It is clear that \(\eta_{L_1}, \eta_{L_2}\) and \(\eta_{\text{cos}}\) all have second order convergence as expected. The only nontrivial case is \(\eta_{\text{cubic}}\), which is not directly related to any of our previous approximations. It is interesting that even though this approximation is built to satisfy three discrete moment conditions [29], it appears to satisfy three continuous approximations as well.

![Figure 4: Comparing weak-* convergence of the discrete approximations in [29] against our continuous tensor product distributions.](image)

4 Applications to prototypical PDEs with approximate point sources

So far, we have been concerned with constructing approximate distributions that converge to the delta distribution in two specific modes. We now turn our attention to the error inherited by the solutions of a PDE where point sources are replaced by approximations \(\delta_H\). That is, we wish to examine the error \(\|u - u_H\|_X\) in some norm \(X\), where \(u\) and \(u_H\) refer to solutions of (1) and \(H\) denotes the support of \(\delta_H\).

In practice, a PDE discretization with mesh size \(h\) is used to approximate solutions to \(Lu_H = \delta_H\). Suppose we fix \(H > 0\), then \(\lim_{h \to 0} u_{H,h} = u_H\) provided we have chosen a convergent numerical method. If \(\delta_H\) we choose is regular enough, then \(u_H\) may itself be smooth enough for pointwise comparisons to be meaningful. The limit must be taken in an appropriate norm; however in practice we simultaneously vary \(H\) and \(h\), and must therefore be able to directly compare \(u_{H,h}\) with \(u\). The solution \(u\) of \(Lu = \delta\) may possess...
singularities. For example, if $\mathcal{L}$ is the Laplace operator with Dirichlet conditions on a disk, then $u$ is the Green’s function on the disk. Because this $u$ has a logarithmic singularity, we cannot compare $u_{H,h}$ to $u$ in a pointwise sense.

We must therefore address Question 4 raised in the Introduction: in what norm should we measure the convergence of $u_{H,h} \to u$? As might be expected, the answer depends on the PDE operator $\mathcal{L}$. One choice of norm $\| \cdot \|_H$ comes from taking $\| u - u_{H,h} \|_{\mathcal{H}^s}(\Omega)$, where the value of $s$ depends on $\mathcal{L}$ and must be sufficiently large so that $\delta \in \mathcal{H}^{-s}(\Omega)$. This choice is equivalent to comparing the Fourier coefficients of the two approximations. We use this approach to study scalar hyperbolic problems in Sections 4.3.1 and 4.3.2, and it is particularly instructive in the KdV equation which we consider in Section 4.4.

Another choice of norm is based on comparing functions pointwise in $\Omega$ away from the support of $\tilde{\delta}_H$. In other words, we use

$$\|w\|_{BH} := \|w(1 - \chi_{B(0,H)})\|_{L^\infty(\Omega)},$$

where $\chi_{\Gamma}$ is a usual $C^\infty$ cut-off function that takes the value 1 on $\Gamma$ and smoothly decays to zero away from $\Gamma$. We apply this norm in Section 4.2 when studying the Helmholtz equation. The disadvantage of this choice is that as $H$ changes, so does the definition of the norm. Another norm that is intermediate between $\Omega \setminus B(0,H)$ and $\mathcal{H}^s_0(\Omega)$ is to compare functions in the weighted Sobolev $W_\alpha$ norm from Definition 11. In the expression 2, the norm $\| \cdot \|_{X}$ can be taken as $\| \cdot \|_{\mathcal{H}^s(\Omega)}$, $\| \cdot \|_{BH}$, or $\| \cdot \|_{W_\alpha}$.

For fixed $H > 0$, the behaviour of the discretization error $\| u_H - u_{H,h} \|_{X}$ will depend on the choice of numerical method and on the grid parameter $h$. However, even if we pick an excellent numerical method, if the error due to the regularization $\| u - u_H \|_{X}$ is not properly controlled then $u_{H,h}$ will not be a good approximation to $u$. We present examples highlighting this point below.

### 4.1 Elliptic PDEs

In this subsection, we consider the case when $\mathcal{L}$ is a linear second-order elliptic operator with zero boundary conditions. We first consider the simple situation corresponding to a constant coefficient operator, and then generalize to the situation where the coefficients may vary.

Suppose first that we denote by $L$ a constant-coefficient elliptic operator. Then, for $H > 0$, let $\tilde{\delta}_H$ denote a regularization that satisfies the compact $m$-moment conditions. We then consider the problems

$$Lu = \delta, \quad \text{for } x \in \Omega, \quad \text{with } u = 0 \quad \text{for } x \in \partial \Omega,$$

$$Lu_H = \tilde{\delta}_H, \quad \text{for } x \in \Omega, \quad \text{with } u_H = 0 \quad \text{for } x \in \partial \Omega. \quad (55) \quad (56)$$

**Theorem 1.** Let $u$ and $u_H$ solve problems (55) and (56), respectively, and let $m$ be the number of compact $m$-moment conditions satisfied by $\delta_H$. For all $x \in \Omega \setminus B(0,H)$ we have

$$|u(x) - u_H(x)| \leq C_m H^{m+1}, \quad (57)$$

and therefore $\| u - u_H \|_{BH} = C_m H^{m+1}$, where $C_m > 0$ is a constant that depends on $\Omega$ and $m$ but not on $H$.

**Proof.** The solution of (55) is $u \equiv \mathcal{G}$, the Green’s function of the elliptic operator $L$ in $\Omega$. Let $\delta_H$ be an approximation of $\delta$ that satisfies the compact $m$-moment condition. Then for $x \in \Omega \setminus B(0,H)$,

$$|u(x) - u_H(x)| = |\mathcal{G}(x) - \int_\Omega \delta_H(y)\mathcal{G}(x-y)dy| \leq |C(\mathcal{G},m)H^{m+1}|, \quad (58)$$
where the last inequality follows from the estimate in (8) and the fact that the Green’s function \( G \) is infinitely differentiable away from the origin (see Theorem 6.5 in [23]). Therefore, \( \| u - u_H \|_{BH} = \|(u(x) - u_H(x))(1 - \chi_{B(0,H)})\|_{L^\infty(\Omega)} \leq C(G, m)H^{m+1} \).

We also examine the difference \( u - u_H \) in a weighted Sobolev norm in \( \mathbb{R}^n \) for \( n = 2, 3 \). Our starting point is the recent work of [1] and [9]. Specifically, we use the key result in Section 2.1 of [1]: given \( F \in W^r(\Omega) \), the constant-coefficient elliptic PDE \( Lu = F \) in \( \Omega \) with zero Dirichlet data possesses a unique solution \( u \in W_\alpha(\Omega) \) provided that \( \alpha \in (\frac{n}{2} - 1, 1) \) (the result in [1] was actually proved for more general elliptic operators). Moreover, the solution \( u \) satisfies

\[
\|w\|_{W_\alpha} \leq C_u \|F\|_{(W^{-\alpha})^*}.
\]

Here \( C_u > 0 \) is a positive constant that depends on \( \Omega \), the PDE coefficients and \( \alpha \); as \( \alpha \to \frac{n}{2} - 1 \), the constant \( C_u \) blows up. The regularity and bounds can be improved under certain assumptions on the coefficients of \( L \). Now suppose that \( u \in W_\alpha \) solves the PDE when \( F = \delta \), whereas \( u_H \) solves the problem when \( F = \tilde{\delta}_H \), a regularization that satisfies the compact \( m \)-moment condition with support size \( H \). By linearity and the bound in (24), it is easy to see that

\[
\|u - u_H\|_{W_\alpha} \leq C_u \|\delta - \tilde{\delta}_H\|_{(W^{-\alpha})^*} \leq \tilde{C} u H^{\frac{1}{2}(\alpha + (\beta - 1)(m+1))}.
\]

We can use this result to interpret the rate of convergence of different numerical schemes for solving elliptic PDEs. We can also make an statement about convergence in the \( L^2_\alpha \) spaces. Given the solution \( u \in W_\alpha \) and the approximation \( u_H \) as before, suppose that \( H = h^\beta \) where \( h \) is a discretization parameter for the PDE, and assume that \( \|u - u_H\|_{L^2(\Omega) \backslash B(0, h)} \) is small. We then have from the weighted Poincaré inequality that

\[
\|u - \tilde{u}\|_{L^2_\alpha(B(0, h))} \leq C(\alpha)h H^{\frac{1}{2}(\alpha + (\beta - 1)(m+1))} = C(\alpha)H^{\frac{1}{2}(\alpha + (\beta - 1)(m+1))} + 1.
\]

Consequently, in the limit as \( \alpha \to 0 \) and \( \beta \to 1 \), we cannot obtain better than first-order convergence in \( L^2 \).

4.2 Numerical experiments with the Helmholtz equation

We now present numerical experiments that support our estimates of the solution of elliptic PDEs with singular source terms. In particular, we solve the Helmholtz equation in one and two dimensions with homogeneous boundary conditions. Let \( u \) and \( u_H \) denote solutions of the problem

\[
\Delta u + k_0^2 u = F \quad \text{in} \ B(0, 1) \quad \text{and} \ u = 0 \quad \text{on} \ \partial \Omega,
\]

with \( F = \delta \) and \( F = \delta_H \) respectively. Then set the wavenumber \( k_0 = 10 \) and consider solutions of (62) on the unit ball \( B(0, 1) \) in dimensions \( n = 1, 2 \). Our goal is to study the convergence of \( u_H \) to \( u \) using different measures of the error as \( H \to 0 \).

The solution \( u_H \) of the regularized PDE does not have a closed form expression, and so we consider a numerical approximation \( u_{H,k} \). In the following we use ChebFun [12] to solve for \( u_{H,k} \) on a fine collocation grid, so that numerical errors \( \|u_k - u_{H,k}\| \) are negligible compared to the approximation error \( \|u - u_H\| \). For an elliptic problem like the Helmholtz equation, we expect high regularity away from the source. Therefore,
a good choice of norm to compare $u$ and $u_{H,h}$ is $\| \cdot \|_{BH}$ as defined in (54). Because we want to vary both $H$ and $h$, we make a specific choice of norm

$$E_{\text{pointwise}}(H) := \| u - u_{H,h} \|_{BH} = \left( (u - u_{H,h})(1 - \chi_{B(0,H)}) \right)_{L^\infty(B(0,1))},$$

(63)

where $\chi_{B(0,H)}$ is the standard $C^\infty$-cutoff function for the ball centered at the origin with radius $\bar{H}$ given by the largest support size of $\delta_H$ in our experiments. As a result, when $H \to 0$ we are always comparing $u$ and $U_{H,h}$ pointwise over the same set. We also define the corresponding quantity

$$R_{\text{pointwise}}(H) := \log_2 \left( \frac{E_{\text{pointwise}}(H)}{E_{\text{pointwise}}(H/2)} \right),$$

(64)

which will be used with multiple values of $H$ to measure the rate of convergence of numerical solutions. In particular, as $H \to 0$ the value of $R_{\text{pointwise}}(H)$ should saturate to the expected rate of convergence from our analysis.

### 4.2.1 Helmholtz in $\mathbb{R}^1$: Pointwise convergence in a deleted neighborhood

We begin by considering the Helmholtz equation (62) in 1D, with $\Omega = B(0,1) \equiv [-1,1]$. The fundamental solution in this case is

$$u(x) = -\frac{\sin \left( \frac{k_0}{2} \left( 1 + \min \{ x, 0 \} \right) \right) \sin \left( \frac{k_0}{2} \left( 1 - \max \{ x, 0 \} \right) \right)}{k_0 \sin(k_0)},$$

(65)

and belongs to $H^1([-1,1])$. We take several values of the support size $H = 1/2^n$ for $n = 2, 3, 4, 5$ and take the cut-off radius $\bar{H} = 1/4$. Computed results for continuous delta approximations $\eta_{\text{cos}}$ and $\eta_{\text{cubic}}$ in the 1D Legendre basis are presented in Figure 5. In order to study the asymptotic rate of convergence of our approximations we report values of $R_{\text{pointwise}}(H)$ in Table 2 for different support sizes, and these results indicate that the ratios saturate to the expected rates of pointwise convergence of (57).

| support size $(H)$ | 1/4 | 1/8 | 1/16 | 1/32 | expected rate |
|-------------------|-----|-----|------|------|---------------|
| $\eta_{\text{cos}}$ | 1.7770 | 1.9438 | 1.9859 | 1.9965 | 2             |
| $\eta_{\text{cubic}}$ | 1.4589 | 1.8761 | 1.9696 | 1.9924 | 2             |
| $\eta_{2,3}$ | 3.7442 | 3.9371 | 3.9843 | 3.9961 | 4             |
| $\eta_{2,3}$ | 1.3331 | 1.8249 | 1.9558 | 1.9889 | 2             |
| $\eta_{2,3}$ | 3.3330 | 3.8319 | 3.9579 | 3.9895 | N/A           |

Table 2: Convergence rates for the 1D Helmholtz solution using the measure $E_{\text{pointwise}}(H)$ as defined in (63) for pointwise solution error away from the support of the delta distribution. The expected rates of convergence are obtained as in (57) and depend on the number of moment conditions that are satisfied by the approximation.

Although these results demonstrate that $\eta_{\text{cubic}}$ and $\eta_{2,3}$ both exhibit fourth-order convergence, Figure 5 shows that the solution using $\eta_{2,3}$ is almost an order of magnitude more accurate for any given value of the support size $H$. This hints at a trade-off between choosing a more regular solution that is easier to compute numerically but is less accurate, and an approximation that is more difficult to resolve but gives a more accurate solution.
ON REGULARIZATIONS OF THE DELTA DISTRIBUTION

Figure 5: Pointwise error in the 1D Helmholtz solution, with three continuous polynomial approximations of the delta distribution (see Table 1) compared to two approximations (52) and (53).

4.2.2 Helmholtz in \( \mathbb{R}^2 \): Pointwise convergence in a deleted neighborhood

We next consider the Helmholtz equation (62) on the unit disk in 2D, with the main purpose of this example being to test the radially symmetric delta approximations in Table 1. The Green’s function for the Helmholtz equation on the unit disk can be written in terms of Bessel functions as [13]

\[
u(r, \theta) = -\frac{1}{4} Y_0(k_0 r) + \frac{1}{4} \sum_{n=-\infty}^{\infty} \frac{J_n(0)}{J_n(k_0)} J_n(k_0 r) e^{i n \theta}.
\]

(66)

Because the radial delta approximations are symmetric, the solution \( u_H \) is also clearly symmetric.

We then perform a numerical convergence study with parameters identical to those used in the previous one-dimensional Helmholtz example. Plots of the pointwise error are presented in Figure 6 and the corresponding ratios of successive errors \( R_{\text{pointwise}}(H) \) are listed in Table 3. We see once again that the numerical rates of convergence are in agreement with the estimates from (57).

| \( R_{\text{pointwise}}(H) \) | expected rate |
|---------------------------|--------------|
| support size \( (H) \)    | 1/4 | 1/8 | 1/16 | 1/32 |
| \( \eta_{0,1} \)          | 1.8010 | 1.9498 | 1.9874 | 1.9968 | 2 |
| \( \eta_{1,2} \)          | 1.4964 | 1.8840 | 1.9715 | 1.9930 | 2 |
| \( \eta_{2,3} \)          | 3.7560 | 3.9401 | 3.9822 | 3.9127 | 4 |

Table 3: Convergence rates for the Helmholtz solution in 2D, compared to the expected analytic rates of convergence in (57).
4.2.3 Helmholtz in $\mathbb{R}^2$: Convergence in $\|\cdot\|_{W^\alpha(B(0,1))}$

In this section we study the rate of convergence of numerical solutions to the 2D Helmholtz equation in the weighted Sobolev norms of Section 2.2. We consider a unit disk as above and study the same radial regularizations of the delta distribution. The main difference is that now the error is measured in the $W^\alpha(B(0,1))$ norm using

$$E_{W^\alpha}(H) := \|u - u_{H,h}\|_{W^\alpha} := \int_{B(0,1)} |\nabla u - \nabla u_{H,h}|^2 |x|^{2\alpha} \, dx.$$  \hfill (67)

For our numerical simulations, we consider three different values of $\alpha = \{0.25, 0.5, 0.9\}$ to investigate the estimate in (60) and also take support of size $H = 1/2^n$ for $n = \{2, 3, \ldots, 8\}$. Figure 7 depicts convergence plots for various radial approximations to the delta distribution and for different values of $\alpha$. We also list the error ratios $R_{W^\alpha}(H)$ computing using (67) and (64), and report the corresponding results in Table 4. Note that in the limit as $h \to 0$, the rates saturate toward the estimate derived in (24) as $\beta$ approaches 1. The reason why we observe this mode of convergence is that $\beta > 1$ corresponds to the case where support of the regularization goes to zero faster than the resolution of the numerical method. If we assume that this resolution is of the same order as the mesh size, then $\beta > 1$ means that the support becomes smaller than the mesh size; but this is precisely the case when our quadrature schemes fail since there will not be sufficient quadrature points to integrate the function accurately. In our numerical experiments, we can study the limit of $h \to 0$ while the mesh is small enough so that the quadrature is still sufficiently accurate.

4.3 Hyperbolic problems and the wave equation

In the previous section we applied regularized point sources to the solution of elliptic PDEs, and found that the solution exhibits pointwise convergence as long as we are sufficiently far away from the source. Also, the
Figure 7: Error in the 2D Helmholtz solution using the $E_W(H)$ error measure from (67) based on the weighted Sobolev norms $W_\alpha$ for several values of $\alpha$.

Table 4: Rate of convergence of the 2D Helmholtz solution in the weighted Sobolev norm of $W_\alpha$ for different number of moments and different values of $\alpha$. The rates are compared to the expected rate of convergence from (60) when $\beta \to 1$. This shows that the rates are independent of the number of moments conditions in the limit as support size approaches the resolution of the numerical scheme.
numerical solution converges weakly to the fundamental solution. In the following, we perform the analogous simulations for hyperbolic PDEs and see that these statements do not necessarily hold.

4.3.1 First-order wave equation in 1D

Consider the first-order wave equation on a periodic domain with an approximate impulse initial condition:

\[
\begin{cases}
  u_{H,t} + u_{H,x} = 0 & \text{in } T(0, 2\pi) \times (0, T), \\
  u_H(x, 0) = \delta_H(x) & \text{on } T(0, 2\pi) \times \{t = 0\}.
\end{cases}
\] (68)

The analytic solution \(u_H(x,t)\) to this problem is a simple translation of the initial condition:

\[u_H(x,t) = \delta_H(x-t)\]. If \(u(x,t)\) denotes the solution of (68) with initial condition \(\delta\), then \(u(x,t)\) is a delta distribution supported at \((x-t)\). This means that the difference \(u - u_H\) is exactly the regularization error \(\delta - \delta_H\) and so we can only study convergence of the solution in the weak-* sense. However, if we solve (68) numerically, then we can study the pointwise error \(u_{H,h}(x,T) - u_H(x,T)\) for large \(t\). Note that \(u_H(x,t) = 0\) outside the support of \(\delta_H(x-t)\), but as we shall see shortly this is not true for long-time discrete solutions \(u_{H,h}(x,T)\) owing to numerical dispersion.

To compute \(u_{H,h}(x,t)\), we use a Fourier spectral collocation method in space with a leap-frog scheme in time, and implement a code based on Program 6 of [30]. In our simulations we use a uniform spatial grid of 1000 nodes to ensure that the initial condition \(\delta_H(x)\) is captured accurately by the method. Time increments of size \(\Delta t = \frac{1}{8}\Delta x\) are used to ensure that the CFL condition is satisfied.

We report the pointwise error at times \(t = 0\) and \(t = 36\pi\) (after 13 periods) and since \(u_{H,h}(x,0) = \delta_H(x) = u_H(x,0)\) on the grid, the pointwise error becomes

\[E(x) = |u_H(x,36\pi) - u_{H,h}(x,36\pi)| = |u_{H,h}(x,0) - u_{H,h}(x,36\pi)|.\] (69)

The results are displayed in Figure 8, from which we see that the error is larger for higher moment approximations both inside and outside the support of the regularized distributions. This demonstrates that the error arises purely from the discretization of the PDE and not from the regularization, since \(u_H(x,t) = \delta_H(x-t)\) is zero outside the interval \(|x-t| \leq H\). More importantly, \(u_{H,h}(x,t)\) does not converge to the true solution \(u(x,t)\) outside the support of \(\delta_H\).
Further insight into the cause of this growing numerical error is afforded by viewing the results from Figure 8 in the Fourier domain. Figures 9 compare the discrete Fourier transform of the initial and final solutions for various approximate delta distributions. Keeping in mind that the Fourier coefficients of the Dirac delta distribution are identically equal to 1, the quality of an approximation \( \delta_H \) to the delta distribution can be measured by looking for Fourier modes that decay as slowly as possible with increasing wavenumber. However, we note that it is precisely the higher frequency modes that result in large (accumulating) discretization errors.

![Comparison of discrete Fourier transforms for various approximate delta distributions](image)

Figure 9: Comparison of the Fourier transform of the solution to the first order wave equation (68) at \( t = 0 \) and \( t = 36\pi \). The green dashed line indicates the exact Fourier transform of the delta distribution.

This simple example identifies a number of issues that arise in the numerical solution of hyperbolic problems with singular delta sources when approximations to the delta distribution are used. In essence, the numerical solutions are dominated by dispersive errors that grow as the simulation time \( T \) increases.

### 4.3.2 Second-order wave equation

Let \( u(x,t) \) be the solution to the free-space 1-D wave equation \( u_{tt} = u_{xx} \) with initial condition \( u(x,0) = \delta(x) \) and zero initial velocity. Suppose that \( u_H \) solves the same problem but with initial condition \( u_H(x,0) = \delta_H(x) \), where \( \delta_H \) has support \( H \) and satisfies the compact \( m \)-moment condition. For fixed \( x \), \( u_H = 0 \) for \( t \leq |x| - H \), and \( u_H(x,t) \) has a transient behavior for \( |x| - H \leq t \leq |x| + H \). But for \( t \geq |x| + H \), \( u_H \) will converge to the fundamental solution \( u \) with \( O(H^{m+1}) \) where \( m \) is the number of moment conditions satisfied by \( \delta_H \). This becomes clear by noting that for fixed \( x \), \( B(0,H) \subseteq B(x,t) \) for \( t \geq |x| + H \) and so

\[
\int_{B(x,t)} \delta_H(y)(t^2 - |y - x|^2)^{-1/2} dy = (t^2 - |x|^2)^{-1/2} + O(H^{m+1}).
\]

We expect, therefore, that \( u_H \) will be close to the free-space fundamental solution, at least away from the support of \( \delta_H \). In fact, \( u_H(x,t) \) converges pointwise to the free-space fundamental solution for \( (x,t) \) away from the wave front, regardless of the symmetry of the approximation \( \delta_H \). We expect to see the lack of symmetry only within the wave front and not away from it.

While this result holds for the analytic solution \( u_H(x,t) \), when computing a numerical solution \( u_{H,k}(x,t) \) dispersive errors lead to qualitative differences. To illustrate this effect, we consider the wave equation on the unit square with homogeneous Dirichlet boundary conditions over the time interval \( t \in [0,0.7] \):

\[
\begin{align*}
    u_{tt} &= u_{xx}, & \text{in } & [-1.1]^2 \times (0,0.7], \\
    u(x,0) &= \delta_H, & u_x(x,0) &= u(-1,t) = u(1,t) = 0.
\end{align*}
\]

(71)
For short times, we expect solutions to be the same as for the free-space wave equation, and in particular we expect them to be radially symmetric.

We use the radially symmetric discontinuous approximation \( \delta_H(r) = \frac{1}{H^2} \eta_{2,2}(r/H) \) and the discontinuous tensor product approximation \( \delta_H(x, y) = \frac{1}{H^2} \eta_{2,2}(x/H) \eta_{2,2}(y/H) \). Both regularizations satisfy two moment conditions, and we take \( H = 1/4 \). As we shall see, the discontinuity at the endpoints amplifies the effect of dispersive errors and so this problem can be viewed as a worst case scenario.

We use two numerical methods to demonstrate the interplay between numerical dispersion and lack of symmetry for the tensor-product \( \delta_H \). In the left column of Figure 10, we present the numerical solution using a spectral collocation method with Chebyshev basis functions and a fourth order Runge-Kutta time-stepping scheme. This code is available as program 20 of [30], and we choose 128\(^2\) collocation points. In the right column of Figure 10 we applied a finite element method on a uniform mesh with 128\(^2\) elements, using piecewise linear Lagrange elements for the spatial discretization and Crank-Nicolson time-stepping. The code in this case is available as step-23 in the tutorials for the \texttt{deal.II} software package [10]. We anticipate that dispersive numerical errors from the finite element scheme are larger than those in the spectral method.

For both numerical methods, it is clear that the solution \( u_{H,h}(x,t) \) for the tensor product \( \delta_H \) does not possess the expected radial symmetry of the exact solution. Furthermore, dispersive errors are more severe in case of the finite element solver, as expected; in particular, the finite element solution exhibits artificial
waves moving faster than the original wave front. This issue is present for both radial and tensor product $\delta_H$ approximations, but the fluctuations behind the wave front (closer to the origin) are significantly larger in case of the tensor product approximation for both spectral and finite element solvers.

Two points are illustrated here. First of all, a tensor-product approximation to the delta source term will yield numerical solutions that do not possess the symmetries of the exact solution, and this result is independent of the discretization method used. Secondly, the choice of numerical method is vital in terms of controlling dispersive errors.

4.4 Korteweg-de Vries (KdV) equation

In this final section we present numerical examples that illustrate issues that can arise when computing numerical solutions of nonlinear evolution PDEs having a delta distribution as an initial condition. This is closely related to a common class of nonlinear problems with singular source terms; for example, in the immersed boundary framework the force from an elastic membrane enters the fluid momentum equations via a singular line source or chain of delta distributions \cite{25}. We choose as a nonlinear test problem the KdV equation on the periodic domain $[-8\pi, 8\pi]$:

$$ u_t + 6uu_x + u_{xxx} = 0 \quad \text{in} \quad T([-8\pi, 8\pi] \times (0, 0.05]) \quad \text{and} \quad u(x, 0) = \delta_H. \quad (72) $$

We have chosen a relatively large domain and short time interval in order to minimize boundary effects, and therefore anticipate that numerical solutions of (72) in this setting will be good approximations of the free-space solution.

The free-space KdV equation with delta initial condition has no closed form solution. This problem has nonetheless been studied extensively and is known to consist of a single soliton moving to the right along with radiative waves propagating to the left (see \cite{11}), with the soliton portion of the solution given by

$$ u(x, t) \approx \frac{1}{2} \text{sech}^2 \left( \frac{1}{2} (x - t) \right). \quad (73) $$

In numerical solutions of (72), we therefore expect to see a similar soliton combined with radiative waves, at least for short times.

To solve this problem numerically, we use the Fourier spectral solver implemented in Program 27 of \cite{30} with $N = 512$ Fourier modes, and a fourth-order Runge-Kutta time-stepping method. We observe that the solution is very sensitive to the smoothness of the $\delta_H$ approximation. Furthermore, controlling dispersive error is challenging, as is usually the case whenever simulating nonlinear wave equations.

As a first test, we aim to characterize the impact of support size for $\delta_H$ on the computed solutions. We perform our initial simulation using the delta approximation $\eta_{2,5}(r)$ from Section 3.3.1 which is a 5th order polynomial satisfying $m = 2$ moment conditions and is differentiable everywhere (see Table 1). We construct $\delta_H$ from $\eta_{2,5}(r)$ as

$$ \delta_H(x) = \frac{1}{H} \eta_{2,5} \left( \frac{|x|}{H} \right) \quad \text{where} \quad x \in [-8\pi, 8\pi], $$

and solve the KdV equation using our spectral scheme for $H = \pi, \pi/2, \pi/4$. At least in the limit as $H \to 0$, we expect $u_{H,h}$ to exhibit the expected soliton and a radiative waves. Figure 11 depicts the numerical solutions $u_{H,h}(x, t)$ for several choices of $H$, with the left column showing solution in the $(x, t)$ plane, while the right column shows the time evolution of the Fourier modes. Note that the soliton portion of the solution (the
Figure 11: Solutions of the KdV equation with impulse initial condition using a smooth second moment approximation, $\eta_{2.5}$. Rows from top to bottom depict solutions for support of size $H = \pi$, $\frac{\pi}{2}$ and $\frac{\pi}{4}$. Images in the right column show the Fourier transform of the solution.
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light green strip in the middle of the plots) is captured well for all $H$. However, the lower order radiative waves differ considerably with $H$.

Next, we want to demonstrate the effect of different choices of moments on the computed solution. Since $\delta_H$ approximates $\delta$ with a rate depending on $m$, one may expect that the error $\|u - u_H\|_X$ should be improved with higher $m$. However, the error $\|u - u_{H,h}\|$ critically depends on the choice of the PDE discretization method; that is, the error is dominated by $\|u_H - u_{H,h}\|$. To demonstrate this, we study solutions of (72) with $\delta_H$ based on $\eta_{0,1}$, $\eta_{\text{cubic}}$ and $\eta_{2,5}$, and fix $H = \pi/4$ in each case. Recall that $\eta_{\text{cubic}}$ is a widely-used regularization that satisfies two discrete moment conditions [29]. The $\delta_H$ based on $\eta_{2,5}$ satisfies two continuous moment conditions, and is smooth. To provide a point of reference we also compute the solution to equation (72) with a Gaussian source term of the form

$$\delta_\sigma(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(\frac{-(x - 1/2)^2}{\sigma^2}\right)$$

(74)

where we take $\sigma = 1/64\pi$ and solve the problem on a very fine mesh of 8196 collocation points. The Gaussian source term is infinitely differentiable and so has optimal decay of Fourier modes.

Figure 12 depicts our solutions $u_{H,h}(x,t)$ for different choices of $\delta_H$ along with the reference solution with $\delta_\sigma$. The left column shows the computed solution in the $(x,t)$ plane. The right column shows the Fourier modes of the computed solution as time evolves. As in Figure 11 we see that the single soliton is captured for all choices of $\delta_H$. Furthermore, the numerical solutions using $\eta_{0,1}$ and $\eta_{\text{cubic}}$ are less noisy (and numerically better behaved) compared to $\eta_{2,5}$. However, the lower order radiative waves are very different in these approximations (compare to the reference solution in the bottom row). This example poses an interesting question. Recall that $\eta_{\text{cubic}}$ satisfies the same number of moment conditions as $\eta_{2,5}$ but the radiative waves look very different between the two. So if one is interested in capturing the radiative waves, it seems that $\eta_{2,5}$ is the better choice for fixed $H$. On the other hand, $\eta_{2,5}$ clearly has larger Fourier modes and so is more difficult to handle numerically.

This example clearly demonstrates that the choice of $\delta_H$ must be made carefully. If one is constrained to using a specific algorithm for the discretization of a PDE, then the choice of $\delta_H$ must be made accordingly. However, if the goal is to accurately capture the solution of a PDE, then one may want to first select a $\delta_H$ to minimize the regularization error $\|u - u_H\|$, and then construct a numerical method that achieves a controlled discretization error for $\|u_H - u_{H,h}\|$.

5 Conclusions

We began this article in Section 1 by posing four questions concerning approximations of singular source terms in PDEs. We argued that answers to the last two questions are required before the first two can be answered; that is, we first need to consider different modes of convergence when approximate distributions $S_H \to S$ and the corresponding solutions $u_{H,h} \to u$ before it is possible to make statements about what it means to have good approximations. Our response to these questions can be summarized as follows:

Question 3. What form of convergence should be used to examine $S_H \to S$?

We provide two alternative answers to this question. Convergence in the weak-* topology yields a system of moment conditions that permit the construction of sequences of distributions with arbitrary regularity and rates of convergence. We also consider convergence in the weighted Sobolev norm $\| \cdot \|_{(W^-_m)^*}$ that allows one to study the interplay between the resolution of a numerical scheme and the support of the regularized source terms, and their effect on the rate of convergence of the numerical scheme.
Figure 12: Solutions of the KdV equation with impulse initial condition using a first moment approximation, $\eta_{0,1}$ (top row), a discrete second moment approximation, $\eta_{\text{cubic}}$ (second row), a smooth second moment approximation $\eta_{2.5}$ (third row) and the reference solution using $\delta_\sigma$ on a very fine mesh (bottom row). The images in the right column are solutions in the Fourier domain.
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Question 4. What form of convergence should be used to examine \( u_{H,h} \to u \)?

Question 2. How does the choice of approximation \( S_H \) affect the the convergence of \( u_{H,h} \to u \)?

The response to these two questions is problem-dependent and is conditioned on the type of PDE being considered. We showed that for a general class of elliptic PDEs, as well as the first- and second-order hyperbolic wave equations, numerical solutions converge pointwise in some parts of the domain. That is, we obtain pointwise convergence away from the support of the source term in case of elliptic PDEs and away from the wave front in hyperbolic problems. The rate of convergence depends on the rate of convergence of \( S_H \to S \) in the weak-* topology. We also showed that for elliptic PDEs we can obtain convergence in the weighted Sobolev norms \( \| \cdot \|_{W^{\alpha}} \), where the convergence rate again depends on that of the regularization in the \( \| \cdot \|_{(W^{-\alpha})^*} \) norm. Consequently, convergence of distributions \( S_H \to S \) controls convergence of the solution. Finally, we can return to

Question 1. How do we construct ‘good’ approximations \( S_H \) to \( S \)?

If one is interested in approximating singular sources in the sense of distributions only, then an arbitrarily high rates of convergence can be achieved simply by satisfying higher moment conditions. We proposed a general framework for solution of finite dimensional moment problems. Our approach is very flexible and allows construction of approximations using different bases. Furthermore, the lack of uniqueness in the moment equations affords us the advantage of being able to impose additional constraints on our constructions, such as smoothness at certain points in the domain.

If the final goal is instead to approximate solutions of an elliptic PDE, then we can obtain higher rates of pointwise convergence by satisfying more moment conditions sufficiently far from the source. Over the entire domain, the problem behaves differently. Convergence in the weighted Sobolev norm depends on the problem resolution and the support of the regularizations. In the limit when the support of the regularizations is the same order as the mesh size of a numerical solver, the rate of convergence is independent of the number of moment conditions and so there is no difference between a simple 0-moment approximation and a 2-moment approximation.

Applying our results in the context of hyperbolic PDEs proved more challenging. We presented numerical evidence that numerical errors due to dispersion become important for long-time solutions, and for this reason we were unable to observe the expected analytical results. Furthermore, we showed that different modes of convergence should be used for the hyperbolic problems; for example, pointwise convergence should be considered away from the wave front rather than at a distance away from the support of the initial condition. Note that in this case the neighborhood that must be deleted is no longer a compact subset of the solution domain (space and time) as compared to the elliptic case where the deleted neighborhood is a compact set.

We also demonstrated that the choice of regularization can have a significant impact on solutions of PDEs. We looked in particular at the second-order wave equation and compared the use of a radial delta with a tensor-product approximation, showing that the latter produces non-symmetric solutions. Tensor product approximations to singular sources are used commonly in practice, but one must be cautious and pay careful attention to the qualitative effect of this class of approximations on the numerical solutions, especially for nonlinear problems and cases when advective terms dominate.
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A Appendix

Recall some well-known concepts and definitions from the theory of distributions. Denote by $\mathcal{D}(\Omega)$ the space of $C^\infty$ functions that are compactly supported in $\Omega$. Test functions are equipped with the usual notion of sequential convergence, in that for a sequence $\phi_j \in \mathcal{D}(\Omega)$ we write

$$\phi_j \to 0 \text{ in } \mathcal{D}(\Omega)$$

if and only if there is some compact set $K \subseteq \Omega$ such that $\text{supp } \phi_j \subseteq K$ and $\partial^\alpha \phi_j \to 0$ uniformly on $K$ for all positive multi-indices $\alpha$. Consider next an abstract linear functional $\ell : \mathcal{D}(\Omega) \to \mathbb{C}$, and recall that $\ell$ is a continuous linear functional or distribution if for every sequence of test functions $\phi_j \in \mathcal{D}(\Omega)$, $\phi_j \to 0$ in $\mathcal{D}(\Omega)$ implies that $\ell(\phi_j) \to 0$.

Let $\mathcal{H}$ be a separable Hilbert space with $\mathcal{D}(\Omega) \subset \mathcal{H}$, and where the inclusion map $\iota : \mathcal{D}(\Omega) \to \mathcal{H}$ is continuous. If $\mathcal{D}(\Omega)$ is dense in $\mathcal{H}$, then the spaces $(\mathcal{D}(\Omega), \mathcal{H}, \mathcal{D}^*(\Omega))$ form a Gel’fand triple. Under the assumptions above, any continuous linear functional $\ell : \mathcal{D}(\Omega) \to \mathbb{R}$ has at most one extension to a linear functional from $\mathcal{H} \to \mathbb{R}$. Therefore, the adjoint map $\iota^* : \mathcal{H}^* \to \mathcal{D}^*(\Omega)$ is injective. The Riesz representation theorem allows us to identify $\mathcal{H}$ with $\mathcal{H}^*$. Concretely, if $L \in \mathcal{H}^*$, then there is an $l \in \mathcal{H}$ so that $\forall v \in \mathcal{H}$

$$L(v) = (v, l)$$

in the $\mathcal{H}$-inner product.

In this paper, we have made concrete use of these notions for a distribution $\delta \in \mathcal{D}^*(\Omega)$, which we wish to approximate by $\tilde{\delta}_H \in \mathcal{D}^*(\Omega)$, where $\tilde{\delta}_H = \iota^* \delta'_H$ for some $\delta'_H \in \mathcal{H}^*$. This functional $\delta'_H \in \mathcal{H}^*$ has a Riesz representor $\delta_H \in \mathcal{H}$ with

$$\delta'_H(v) = (v, \delta_H), \quad \forall v \in \mathcal{H}.$$ 

If $\phi \in \mathcal{D}(\Omega)$, then $\iota \phi \in \mathcal{H}$. Moreover, $\tilde{\delta}_H(\phi) = \iota^* \delta'_H(\phi) = \delta'_H(\iota \phi) = (\iota \phi, \tilde{\delta}_H)$. In the paper, we omit the intermediate maps $\iota$ and $\iota^*$ for clarity. We also, through an abuse of notation, use $\tilde{\delta}_H$ in place of $\delta'_H$. 