TAME QUIVERS AND AFFINE BASES I: A HALL ALGEBRA APPROACH TO THE CANONICAL BASES
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ABSTRACT. In [17], Lusztig gave an explicit construction of the affine canonical basis by simple perverse sheaves. In this paper, we construct a bar-invariant basis by using a PBW basis arising from representations of the corresponding tame quiver. We prove that this bar-invariant basis coincides with Lusztig’s canonical basis and obtain a concrete bijection between the elements in these two bases. The index set of these bases is listed orderly by modules in preprojective, regular non-homogeneous, preinjective components and irreducible characters of symmetric groups. Our results are based on the work of Lin-Xiao-Zhang ([14]) and closely related with the work of Beck-Nakajima ([2]). A crucial method in our construction is a generalization of that in [8].
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1. INTRODUCTION

Let $Q = (I, H)$ be a quiver and $U$ the quantized enveloping algebra associated with the quiver $Q$. Denote by $f$ the $Q(v)$-algebra with unit $1$ generated by $\theta_i, i \in I$ subject to the quantum Serre relations. The algebra $f$ is isomorphic to the positive (resp. negative) part of $U$.
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In [24], Ringel introduced the Ringel-Hall algebra $\mathcal{H}^*(kQ)$ and prove that there is an isomorphism between the generic composition subalgebra $C^*$ and the algebra $\mathfrak{a}$. Inspired by the work of Ringel, Lusztig (15) gave a geometric realization of $\mathfrak{a}$ via the category of certain semisimple perverse sheaves on the variety of representations of the corresponding quiver $Q$. The set $B$ of the isomorphism classes of simple perverse sheaves gives a basis of $\mathfrak{a}$, which is called the canonical basis.

In the case of finite type, Lusztig (15) also gave an elementary algebraic construction of the canonical basis via the Ringel-Hall realization of $\mathfrak{a}$. The set of isomorphism classes of representations of the corresponding quiver gives a PBW basis of $\mathfrak{a}$. Via this PBW basis, Lusztig construct a bar invariant basis, which is the canonical basis.

Assume that $Q$ is a Dynkin quiver. Denote by $\mathbb{N}^{\text{ind}Q}$ the set of all functions $c : \text{ind} Q \rightarrow \mathbb{N}$, where $\text{ind} Q$ is the set of isomorphism classes of indecomposable objects in the category $\text{rep} Q$ of representations of quiver $Q$. For each $c : \text{ind} Q \rightarrow \mathbb{N}$, there is a representation $M(c)$, such that $\mathcal{H}^*(kQ)$ is spanned by the set

$$\{(M(c))|c : \text{ind} Q \rightarrow \mathbb{N}\}$$

as $Q(v)$-vector space. This set is called a PBW basis of $\mathcal{H}^*(kQ)$.

For each $c : \text{ind} Q \rightarrow \mathbb{N}$, there exists a monomial $m_c$ on Chevalley generators satisfying

$$m_c = (M(c)) + \sum_{c' < c} a_c^{c'} (M(c')),$$

with $a_c^{c'} \in \mathbb{Z}[v, v^{-1}]$. Since $\overline{m_c} = m_c$, we have

$$\overline{(M(c))} = (M(c)) + \sum_{c' < c} b_c^{c'} (M(c')),$$

with $b_c^{c'} \in \mathbb{Z}[v, v^{-1}]$.

According to an elementary linear algebra method of Lusztig, we can construct a bar-invariant basis

$$\{C_c|c : \text{ind} Q \rightarrow \mathbb{N}\}.$$

Under the isomorphism between $C^*$ and $\mathfrak{a}$, this bar-invariant basis induces a basis of $\mathfrak{a}$, which is the canonical basis $B$ of $\mathfrak{a}$.

In the case of affine type, Lusztig (17) gave an explicit construction of the canonical basis by simple perverse sheaves indexed by the isomorphism classes of aperiodic modules of the corresponding tame quiver and irreducible representations of symmetric groups. It is an important problem to generalize the elementary algebraic construction to the affine canonical basis.

Beck-Chari-Pressley (11) and Beck-Nakajima (2) gave an algebraic construction of the canonical basis by using a PBW basis (see 22).

Let $A = (a_{ij}), j \in I$ be a symmetric generalized Cartan matrix of affine type, where $I = \{0, 1, \ldots, n\}$, $0 \in I$ is the exceptional point and $I_0 = I \setminus \{0\}$.

Beck-Nakajima defined an infinite sequence

$$h = (\ldots, i_{-1}, i_0, i_1, \ldots)$$

in $I$ such that $R = R_+ \cup R_-$ is the set of all positive real roots, where

$$R_+ = \{\beta_0 = \alpha_i, \beta_1 = s_{i_0}(\alpha_{i-1}), \beta_2 = s_{i_0}s_{i-1}(\alpha_{i-2}), \ldots\}$$

and

$$R_- = \{\beta_1 = \alpha_i, \beta_2 = s_{i_1}(\alpha_{i_2}), \beta_3 = s_{i_1}s_{i_2}(\alpha_{i_3}), \ldots\}.$$
Let
\[ E_{\beta_k} = \begin{cases} 0 & \text{if } k \in \mathbb{Z}_{<0}, \\ T_{i_0}^{-1}T_{i_1}^{-1} \cdots T_{i_{k+1}}^{-1}(E_{i_k}) & \text{if } k \in \mathbb{Z}_{\leq 0}, \\ T_{i_1}T_{i_2} \cdots T_{i_{k-1}}(E_{i_k}) & \text{if } k \in \mathbb{Z}_{>0}, \end{cases} \]
where \( T_j \) is the Lusztig’s symmetry corresponding to \( j \in I \). Then \( E_{\beta_k} \) is a real root vector for the root \( \beta_k \in R \).

Also, Beck-Nakajima defined integral imaginary root vectors \( \tilde{P}_{i,k} \) from real root vectors by a recursive identity. Denote by \( \mathcal{P} \) the set of all partitions. For \( \lambda = (\lambda_1 \geq \lambda_2 \geq \cdots) \in \mathcal{P} \), define the Schur function
\[ S_{\lambda} = \det(\tilde{P}_{i,\lambda_k-k+m})_{1 \leq k,m \leq t}, \]
where \( t \) is the length of \( \lambda \).

For a map \( c_0 : I_0 \to \mathcal{P} \), denote
\[ S_{c_0} = \prod_{i=1}^n S_{c_0(i)}. \]

Let \( \mathcal{E} \) be the set of \( \bar{c} = (c,c_0) \), where \( c_0 : I_0 \to \mathcal{P} \) is a map and \( c : \mathbb{Z} \to \mathbb{N} \) is a function with finite support. For any \( \bar{c} \in \mathcal{E} \) and \( p \in \mathbb{Z} \), let
\[ L(\bar{c}, p) = \left( \prod_{i=1}^{p+1} T_{i_p}^{-1} \right) \left( E_{i_p}^{(c(p))} \right) \]
\[ \times \left( \prod_{i=p+2}^{n} T_{i_p}^{-1} \right) \left( E_{i_p}^{(c(p-1))} \right) \]
\[ \times \left( \prod_{i=p+3}^{n} \right) \left( E_{i_p}^{(c(p+3))} \right). \]

Beck-Nakajima defined a certain partial ordering \( \prec \) over \( \mathcal{E} \) for each \( p \in \mathbb{Z} \) and proved that
\[ \overline{L(\bar{c}, p)} = L(\bar{c}, p) + \sum_{\bar{c} \prec \bar{c}' \prec \bar{c}} a_{\bar{c}, \bar{c}'} L(\bar{c}', p) \]
with \( a_{\bar{c}, \bar{c}'} \in \mathbb{Z}[v,v^{-1}] \).

According to an elementary linear algebra method of Lusztig, Beck-Nakajima constructed a bar-invariant basis
\[ \{b(\bar{c}, p) | \bar{c} \in \mathcal{E}\} \]
and proved that this is the canonical basis \( B \) of \( f \).

In the case of the Kronecker quiver, Chen (6) and Zhang (31) constructed PBW bases of \( f \), and McGerty (21) gave the interpretation of PBW bases of \( f \) constructed by Beck-Nakajima in terms of representations of Kronecker quiver. In the case of cyclic quiver, Deng-Du-Xiao (8) gave an inductive method to construct a PBW basis from the monomial basis. By using the triangular relations between the PBW basis and the monomial basis, they gave an algebraic construction of the canonical basis. Based on the work of Chen, Zhang and Deng-Du-Xiao, Lin-Xiao-Zhang (14) gave an algebraic construction of the canonical basis by using the representations of tame quiver.

In this paper, we give an algebraic construction of the canonical basis by using a PBW basis arising from representations of the corresponding tame quiver. Our results are based on the work of Lin-Xiao-Zhang (14) and are closely related with the work of Beck-Nakajima (2). A crucial method in our construction is a generalization of that in [8].

Let \( G' \) be the set consisting of all triples \( c = (c, c_0, c_{+}) \), where \( c_{+} \) arising from preprojective components, \( c_{+} \) arising from preinjective components, and \( c_0 \) arising
from non-homogeneous tubes of rep $Q$. We define the index set $G$ consisting of all pairs $(c, t_\lambda)$ with $c \in G'$ and $t_\lambda$ be the character of the irreducible module $S_\lambda$ of the symmetric group $\mathfrak{S}_{|\lambda|}$ for a partition $\lambda$.

Let $\mathcal{H}_q^0$ be the $\mathbb{Q}(v_q)$-subalgebra of the Ringel-Hall algebra $\mathcal{H}^*(kQ)$ generated by $u_i = u|S_i|, i \in I$ and $u|M|$ for all representations $M$ in non-homogeneous tubes, where $S_i$ is the simple module concentrated at $i \in I$. For $(c, t_\lambda) \in G$, we define an element $N(c, t_\lambda)$ in $\mathcal{H}_q^0$ and we prove that

$$\{N(c, t_\lambda) | (c, t_\lambda) \in G\}$$

is a $\mathbb{Q}(v_q)$-basis of $\mathcal{H}_q^0$. Moreover, this is a "generic" basis independent of $q$, which allows us to define a generic form $\mathcal{H}^0$ and we have $\mathcal{C}^* \subset \mathcal{H}^0$.

Let $G^a$ be the subset of $G$ consisting of aperiodic indices. For $(c, t_\lambda) \in G^a$, we define a monomial basis of the composition algebra

$$\{m^{\omega(c, t_\lambda)} | (c, t_\lambda) \in G^a\}.$$

Then we use the method in [8] to construct a PBW basis

$$\{E(c, t_\lambda) | (c, t_\lambda) \in G^a\}$$

for $\mathcal{C}^*_Z$ inductively, where $\mathcal{C}^*_Z$ is the integral form of $\mathcal{C}^*$.

At last, we construct a bar-invariant basis

$$\{C(c, t_\lambda) | (c, t_\lambda) \in G^a\}$$

by using the triangular relation between the PBW basis and the monomial basis.

Let $B(c, t_\lambda) = \text{IC}(X(c, |\lambda|), L_\lambda)$, the image of perverse sheaf $\text{IC}(X(c, |\lambda|), L_\lambda)$ in the Grothendieck group, where the local system $L_\lambda$ is given by an irreducible module of $\mathfrak{S}_{|\lambda|}$. By Lusztig, the set

$$\mathcal{B} = \{B(c, t_\lambda) | (c, t_\lambda) \in G^a\}$$

is the canonical basis.

The following theorem is the main result in this paper.

**Theorem 1.** For all $(c, t_\lambda) \in G^a$, it holds that $C(c, t_\lambda) = B(c, t_\lambda)$ under the isomorphism between $\mathcal{C}^*$ and $\mathcal{f}$.

Hence the bar-invariant basis constructed in this paper is the canonical basis $\mathcal{B}$ and we give an algebraic construction of the canonical basis.

We write few words here to explain why we need a further investigation upon the work of Lin-Xiao-Zhang ([14]) and Beck-Nakajima ([2]).

We hope to use the well-known structure of representations of tame quivers to construct a PBW basis of $\mathcal{f}$ and show its relation with a monomial basis clearly, similarly to the case of finite type. New progresses in this paper are as follows.

(1) We introduce the reductive form $\mathcal{H}^0$ by extending the generic composition algebra $\mathcal{C}^*$, which is a $\mathbb{Q}(v)$-algebra with a natural PBW basis. By using the PBW basis of $\mathcal{H}^0$, we define a monomial basis and construct a PBW basis for the integral form $\mathcal{C}^*_Z$ of $\mathcal{C}^*$, and obtain a unipotent triangular relation between these two bases over $\mathbb{Z} = \mathbb{Z}[v, v^{-1}]$. We prove also that these two bases are $\mathbb{Z}$-bases of $\mathcal{C}^*_Z$. This is an improvement of the main result of [14] (see Section 6.5 of [14]).
(2) Each basis element of the PBW basis we constructed corresponds to an aperiodic module of the quiver $Q$ and a partition $\lambda$. This fulfill, in an algebraic way, that Lusztig’s perverse sheaves $\text{IC}(X(c,|\lambda|),\mathcal{L}_\lambda)$ with the parameter $c$ corresponds to the aperiodic representation $M(c)$ of $Q$.

(3) For a partition $\lambda$ of homogeneous regular modules of rep$Q$, we have the permutation action of the symmetric group $\text{S}_{|\lambda|}$. The indices $t_\lambda$ in the PBW basis elements $E(c, t_\lambda)$ are given by irreducible characters of $\text{S}_{|\lambda|}$, which correspond bijectively to the local systems $\mathcal{L}_\lambda$ of Lusztig’s perverse sheaves.

(4) The final step is the construction of a bar-invariant basis according to an elementary linear algebra method of Lusztig [19], by using the unipotent triangular relation between the monomial basis and the PBW basis. We prove that it coincides with the canonical basis, moreover, each element in the canonical basis is explicitly realized.

In Section 2 and 3, we recall some basic definitions for quiver representations, Ringel-Hall algebras and quantum groups. In Section 4, we recall the algebraic construction of the canonical basis for the quantized enveloping algebra corresponding to a cyclic quiver given by Deng-Du-Xiao. The representations of affine quivers are recalled in Section 5. Then we define the extended composition algebra $\mathcal{H}^0$, the PBW basis elements and their index set in Section 6, 7, 8. We give the construction of a monomial basis $\{\text{me}(c,t_\lambda)|(c,t_\lambda) \in \mathcal{G}^0\}$, a PBW basis $\{E(c, t_\lambda)|(c,t_\lambda) \in \mathcal{G}^0\}$ and a bar-invariant basis $\{C(c,t_\lambda)|(c, t_\lambda) \in \mathcal{G}^0\}$ in Section 9 and prove in Section 11 that the bar-invariant basis is exactly the canonical basis introduced in Section 10. Based on the proof of Theorem 1, we give a more direct algorithm to compute $C(c, t_\lambda)$ in the last section.

2. Quivers and representations

2.1. Quivers. A quiver $Q = (I, H, s, t)$ consists of a vertex set $I$, an arrow set $H$, and two maps $s, t : H \to I$ such that an arrow $h \in H$ starts at $s(h)$ and terminates at $t(h)$. A quiver $Q$ is called acyclic if there is no oriented cycle. Throughout the paper, we always assume that $Q$ is finite, i.e., $I$ and $H$ are finite sets.

2.2. Representations. Let $k$ be a field. A representation $(V_i, V_h)_{i \in I, h \in H}$ of $Q$ over $k$ is a family of $k$-vector spaces $V_i, i \in I$ and linear maps $V_h : V_{s(h)} \to V_{t(h)}, h \in H$. A representation $(V_i, V_h)$ is called nilpotent if the map $V_{h_1} \circ V_{h_{j-1}} \circ \cdots \circ V_{h_1} : V_{s(h_1)} \to V_{s(h_1)}$ is nilpotent, for any $h_1, h_2, \ldots, h_l \in H$ with $t(h_j) = s(h_{j+1}), 1 \leq j < l, s(h_1) = t(h_1)$. Note that all representations are nilpotent if $Q$ is acyclic. In this paper, all modules mentioned will be nilpotent. By $S_j$ we denote the simple module $(V_i, V_h)$ with $V_j = k$ and $V_i = 0, i \neq j$.

Let $kQ$ be the path algebra of $Q$ over $k$. By mod$kQ$ we denote the category of finite dimensional left $kQ$-modules. It is well-known that mod$kQ$ is equivalent to the category rep$kQ$ of finite dimensional representations of $Q$ over $k$. We shall simply identify $kQ$-modules with representations of $Q$ over $k$.

2.3. Dimension vectors and the Euler form. The set of isomorphism classes of (nilpotent) simple $kQ$-modules is naturally indexed by the vertex set $I$ of $Q$. Then the Grothendieck group $G(kQ)$ of mod$kQ$ is the free Abelian group $\mathbb{Z}I$. We say $\nu \leq \nu'$ for $\nu, \nu' \in \mathbb{Z}I$, if $\nu' - \nu \in \mathbb{N}I$. 


For each nilpotent $kQ$-module $M = (M_i, M_h)$, the dimension vector
\[ \dim M = \sum_{i \in I} (\dim_k M_i) i \]
is an element of $\mathbb{N}I$.

The Euler form $\langle -, - \rangle$ on $\mathbb{Z}I$ is defined by
\[ \langle \nu, \nu' \rangle = \sum_{i \in I} \nu_i \nu'_i - \sum_{h \in H} \nu_{s(h)} \nu'_{s(h)} \]
for $\nu = \sum_{i \in I} \nu_i i$ and $\nu' = \sum_{i \in I} \nu'_i i$ in $\mathbb{Z}I$. For any two nilpotent $kQ$-modules $M$ and $N$, one has
\[ \langle \dim M, \dim N \rangle = \dim_k \text{Hom}_{kQ}(M, N) - \dim_k \text{Ext}^1_{kQ}(M, N). \]
The symmetric Euler form is defined as
\[ (\nu, \nu') = \langle \nu, \nu' \rangle + \langle \nu', \nu \rangle \]
for $\nu, \nu' \in \mathbb{Z}I$.

This gives rise to a symmetric generalized Cartan matrix $C = (C_{ij})_{i,j \in I}$. It is easy to see that $C$ is independent of the field $k$ and the orientation of $Q$.

2.4. Root systems and Weyl groups. Since we only consider tame quivers, the root systems can be defined in an easier way (see [7]). A nonzero element $\nu$ in $\mathbb{Z}I$ is called a root if $0 \leq \langle \nu, \nu \rangle \leq 2$. Denote by $R$ the set of all roots. Let $R^+ = R \cap \mathbb{N}I$ and $R^- = -R^+$. It is well-known that
\[ R = R_+ \cup R_. \]

One can check that $(\nu, \nu) \in 2\mathbb{Z}$. Thus if $\nu$ is a root, then $\langle \nu, \nu \rangle = 0$ or 2. A root is called real (resp. imaginary) if $\langle \nu, \nu \rangle = 2$ (resp. 0). Denote by $R^+_c$ (resp. $R^+_m$) the set of all real (resp. imaginary) positive roots.

When $Q$ is of affine type, it is well-known that all imaginary positive roots are of the form $m \delta$ where $m \in \mathbb{Z}_{>0}$ and $\delta \in R_+$. The root $\delta = \sum_{i \in I} \delta_i i$ is called the minimal imaginary positive root. Let $|\delta| = \sum_i \delta_i$.

Given any $i \in I$, we denote by $s_i$ the automorphism of $\mathbb{Z}I$ defined by
\[ s_i(\nu) = \nu - (\nu, i)i \]
for any $\nu \in \mathbb{Z}I$. Note that $s_i$ is involutive, i.e. $s_i \circ s_i = \text{id}_{\mathbb{Z}I}$. The bilinear form $\langle -, - \rangle$ is $s_i$-invariant for all $i \in I$. The Weyl group is the subgroup of $\text{Aut}(\mathbb{Z}I)$ generated by $s_i$, $i \in I$.

3. Ringel-Hall algebras and quantum groups

3.1. Notations. Given $n \in \mathbb{Z}$ and any symbol $x$, we define the notation
\[ [n]_x = \frac{x^n - x^{-n}}{x - x^{-1}}. \]

We define $[0]_x = [0]_x^1 = 1$ and $[n]_x^1 = [n]_x [n-1]_x \cdots [1]_x$ for $n \in \mathbb{Z}_{>0}$. 
3.2. Ringel-Hall algebras. Let $k = \mathbb{F}_q$ be a finite field with $q$ elements. Given three modules $L, M, N$ in mod $kQ$, let $g^L_{MN}$ be the number of $kQ$-submodules $W$ of $L$ such that $W \cong N$ and $L/W \cong M$ in mod $kQ$. Let $v_q = \sqrt{q} \in \mathbb{C}$ and $M$ be the set of isomorphism classes of finite dimensional nilpotent $kQ$-modules. We denote by $[M]$ the isomorphism class of $M$ for any $kQ$-module $M$.

The (twisted) Ringel-Hall algebra $\mathcal{H}^* = \mathcal{H}^*(kQ)$ of $kQ$ is by definition the $\mathbb{Q}(v_q)$-space with basis $\{u[M] | [M] \in M\}$, whose multiplication $\ast$ is given by

$$u_{[M]} \ast u_{[N]} = v_q^{\dim L \dim M} \sum_{[L] \in \mathcal{M}} g^L_{MN} u_{[L]}.$$ 

Following [26], for any $kQ$-module $M$, we denote

$$\langle M \rangle = v_q^{-\dim M + \dim \text{End}_{kQ}M} u_{[M]}.$$ 

Note that $g^L_{MN}$ depends only on the isomorphism classes of $M, N$ and $L$, and for fixed isomorphism classes of $M, N$ there are only finitely many isomorphism classes $[L]$ with $g^L_{MN} \neq 0$. It is clear that $\mathcal{H}^*(kQ)$ is an associative $\mathbb{Q}(v_q)$-algebra with unit $1 = u_0$, where 0 denotes the isomorphism class of zero module. We sometimes use the notation $\mathcal{H}^*_q = \mathcal{H}^*_q(Q)$ instead of $\mathcal{H}^*(kQ)$ to indicate the dependence on $q$ when needed.

Here is a property that will be used later.

**Lemma 3.1** ([26]). An indecomposable $kQ$-module $M$ is called exceptional if

$$\text{Ext}^1_{kQ}(M, M) = 0.$$ 

If $M$ is exceptional, then

$$\langle M \rangle^{(m)} = \langle M^\oplus m \rangle.$$ 

If $M, N \in \text{mod} kQ$ with $\text{Hom}_{kQ}(N, M) = 0$ and $\text{Ext}^1_{kQ}(M, N) = 0$, then

$$\langle M \rangle \ast \langle N \rangle = \langle M \oplus N \rangle,$$

where $x^{(m)} = x^m/|m|!_{v_q}$.

3.3. Quantum groups. Let $v$ be an indeterminant and $\mathcal{Z} = \mathbb{Z}[v, v^{-1}]$. Let $f$ be the $\mathbb{Q}(v)$-algebra with unit 1 generated by $\theta_i, i \in I$ subject to the quantum Serre relations

$$\sum_{s+r=1-(i,j)} (-1)^s \theta_i^{(s)} \theta_j^{(r)} = 0, i \neq j.$$ 

For any $\nu = \sum_{i} \nu_i i \in NI$, we denote by $f_\nu$ the $\mathbb{Q}(v)$-subspace of $f$ spanned by the monomials $\theta_{i_1} \theta_{i_2} \cdots \theta_{i_s}$ such that $\sum_i i_j = \nu$. Then we have a direct sum decomposition $f = \bigoplus_{\nu \in NI} f_\nu$. We have $f_\nu f_{\nu'} \subset f_{\nu + \nu'}$, $1 \in f_0$ and $\theta_i \in f_i$.

An element $x$ in $f$ is said to be homogeneous if it belongs to $f_\nu$ for some $\nu$. We set $|x| = \nu$.

The integral form $f_\mathcal{Z}$ is by definition the $\mathcal{Z}$-subalgebra of $f$ generated by $\theta_i^{(m)}$, $i \in I, m \geq 0$.

The quantized enveloping algebra $U$ associated with a quiver $Q$ is an associative algebra over $\mathbb{Q}(v)$ with unit 1 generated by the elements $E_i, F_i, K_i^\pm (i \in I)$ subject to the following relations:

$$K_0 = 1, K_\nu K_{\nu'} = K_{\nu + \nu'} \quad \text{for all} \quad \nu, \nu' \in \mathbb{Z}I;$$

$$K_\nu E_i K_{-\nu} = v^{(\nu, i)} E_i \quad \text{for all} \quad i \in I, \nu \in \mathbb{Z}I;$$

$$K_\nu F_i K_{-\nu} = v^{- (\nu, i)} F_i \quad \text{for all} \quad i \in I, \nu \in \mathbb{Z}I;$$

$$v = \sqrt{q} \in \mathbb{C}.$$
\[ K_\nu F_i K_{-\nu} = v^{-(\nu,i)}F_i \quad \text{for all} \quad i \in I, \nu \in \mathbb{Z}I; \]
\[ E_i F_j - F_j E_i = \delta_{ij} \frac{K_i - K_{-i}}{v - v^{-1}} \quad \text{for all} \quad i, j \in I; \]
\[ \sum_{k=0}^{1-\langle i, j \rangle} (-1)^k E_i^{(k)} E_j E_i^{(1-\langle i, j \rangle)-k} = 0 \quad \text{for} \quad i \neq j \in I; \]
\[ \sum_{k=0}^{1-\langle i, j \rangle} (-1)^k F_i^{(k)} F_j F_i^{(1-\langle i, j \rangle)-k} = 0 \quad \text{for} \quad i \neq j \in I. \]

Here \( E_i^{(n)} = E_i^n [/n]_v^/, F_i^{(n)} = F_i^n [/n]_v^/. \)

Let \( U^+ \) (resp. \( U^- \)) be the subalgebra of \( U \) generated by \( E_i \) (resp. \( F_i \)) for \( i \in I \), and let \( U^0 \) be the subalgebra of \( U \) generated by \( K_i \) for \( i \in I \). It is well known that \( U \) has the triangular decomposition

\[ U = U^- \otimes U^0 \otimes U^+. \]

It is easy to see that there exist well-defined \( \mathbb{Q}(v) \)-algebra monomorphisms \( f \rightarrow U(x \mapsto x^+) \) and \( f \rightarrow U(x \mapsto x^-) \) with image \( U^+ \) and \( U^- \) respectively satisfying \( E_i = \theta_i^+ \) and \( F_i = \theta_i^- \). We denote \( U^+_\mathbb{Z} = f^+_{\mathbb{Z}}, U^-_{\mathbb{Z}} = f^-_{\mathbb{Z}}. \)

### 3.4. Composition subalgebras

Let \( W \) be an infinite set consisting of numbers of the form \( q = p^s \) with \( p \) prime and \( s \) positive integer. The integral generic composition algebra \( C^*_\mathbb{Z} = C^*_\mathbb{Z}(Q) \) is defined to be the \( \mathbb{Z} \)-subalgebra of \( \Pi_{q \in W} \mathcal{B}(\cdot)(Q) \) generated by \( u_i^{(m)} = (u_i^{(m)})_{q,i} = (\langle S_i^{(m)} \rangle)_{q,i} \), \( i \in I, m \geq 0 \), where \( v \) acts by \( (vq)_q \) and \( v^{-1} \) acts by \( (v^{-1}q) \). Then define the generic composition algebra

\[ C^* = \mathbb{Q}(v) \otimes \mathcal{C}^*_\mathbb{Z}. \]

It is well-known (\cite{24}) that there is an isomorphism of algebras

\[ \Phi : f \mapsto C^* \]
\[ \theta_i \mapsto u_i, \]

such that \( \Phi(f_\mathbb{Z}) = C^*_\mathbb{Z}. \)

Denote by \( \Phi^+ : U^+ \rightarrow C^* \) the composition of \( \Phi \) and the isomorphism \( U^+ \rightarrow f \).

For a finite field \( F_q \), we denote by \( \Phi_q \) the specializing map given by the composition of \( \Phi : f_\mathbb{Z} \rightarrow C^*_\mathbb{Z}, C^*_\mathbb{Z} \rightarrow \Pi_{q \in W} \mathcal{B}(\cdot)(Q) \) and the projection \( \Pi_{q \in W} \mathcal{B}(\cdot)(Q) \rightarrow \mathcal{B}(\cdot)(Q) \).

### 3.5. Monomials

Let \( S \) be the set of all pairs \( \omega = (i, \varrho) \), where \( i = (i_1, i_2, \ldots, i_m) \) is a sequence in \( I \) and \( \varrho = (a_1, a_2, \cdot \cdot \cdot, a_m) \) is a sequence in \( \mathbb{N} \) of the same length. For such a pair \( \omega = (i, \varrho) \in S \), we define a monomial

\[ m^\omega = \theta_i^{(a_1)} \theta_{i_2}^{(a_2)} \cdots \theta_{i_m}^{(a_m)} \]

in \( f \). By definition, \( f_\mathbb{Z} \) is \( \mathbb{Z} \)-spanned by \( m^\omega \) for all \( \omega \in S \).

For simplicity, under the isomorphism \( \Phi \), we still denote \( \Phi(m^\omega) = u_i^{(a_1)} \ast u_{i_2}^{(a_2)} \ast \cdots \ast u_{i_m}^{(a_m)} \) by \( m^\omega \). When specializing to a field \( F_q \), we still denote \( \Phi_q(m^\omega) = u_i^{(a_1)} \ast u_{i_2}^{(a_2)} \ast \cdots \ast u_{i_m}^{(a_m)} \) by \( m^\omega \).
3.6. A bilinear form and the coproduct. Define an algebra structure on \( f \otimes f \)
by
\[
(x_1 \otimes x_2)(y_1 \otimes y_2) = v(|x_2|,|y_1|)x_1y_1 \otimes x_2y_2,
\]
where \( x_1, x_2, y_1, y_2 \) are homogeneous.

The coproduct \( r : f \to f \otimes f \) is the \( \mathbb{Q}(v) \)-algebra homomorphism such that
\( r(\theta_i) = \theta_i \otimes 1 + 1 \otimes \theta_i, i \in I \).

There is a non-degenerate symmetric bilinear form \( \langle -, - \rangle \) on \( f \) with values in \( \mathbb{Q}(v) \) such that (1, 1) = 1 and
\[
(a) \quad (\theta_i, \theta_j) = \delta_{ij}(1 - v^{-2})^{-1}, i, j \in I;
\]
\[
(b) \quad (x, y') = (r(x), y \otimes y'), x, y, y' \in f, \text{ where the form on } f \otimes f \text{ is defined by}
\]
\[
(x_1 \otimes y_1, x_2 \otimes y_2) = (x_1, x_2)(y_1, y_2).
\]

Let \( k = \mathbb{F}_q \), the inner product \( \langle -, - \rangle \) on \( \mathcal{H}^*(kQ) \) is given by the formula (11)
\[
\langle [M], [N] \rangle = \delta_{MN} \frac{v_q^{2 \dim(M)}}{a_M} = \frac{v_q^{2 \dim(M)}}{a_M}
\]
where \( a_M = |\text{Aut}(M)| \). This inner product is also well-defined on \( C^* \), which coincides with the bilinear form on \( f \) under the isomorphism \( \Phi \).

Following [11] and [24], under the homomorphism \( \Phi_q \), the linear operation \( r : \mathcal{H}^*(kQ) \to \mathcal{H}^*(kQ) \otimes \mathcal{H}^*(kQ) \) given by
\[
r(u[L]) = \sum_{L,M} v_q^{\dim(M) \dim(N)} g_{M,N} \frac{a_M a_N}{a_L} u[M] \otimes u[N]
\]
coinsides with the coproduct \( r : f \to f \otimes f \).

3.7. The bar involution and the canonical basis. There is a \( \mathbb{Q} \)-algebra automorphism \( \bar{\theta} : \bar{x} \to \bar{x} \) on \( f \) defined by \( \bar{\theta} = \theta_i \), \( \bar{v} = v^{-1} \), called bar involution.

By [19], let \( B \) be the set of all \( x \in f_2 \) such that \( \bar{x} = x \) and \( (x, x) \in 1 + v^{-1}Z[[v^{-1}]] \).

The set \( B \) is called the signed canonical basis of \( f \) and Lusztig defined by induction a particular subset \( \mathbf{B} \subset B \) such that \( B = B \cup -B \) (see [19], 14.4). The set \( B \) is called the canonical basis of \( f \). The aim of this paper is to construct \( B \) by Ringel-Hall algebra approach.

3.8. Lusztig’s symmetries. Lusztig in [19] introduced the symmetries \( T_i = T_i^\prime : U \to U \) for \( i \in I \), as algebra automorphisms of \( U \) defined by relations:
\[
T_i(K_\nu) = K_{s_i(\nu)}; T_i(E_i) = -F_i; T_i(F_i) = -K_i^{-1}E_i,
\]
\[
T_i(E_j) = \sum_{r+s=-1(i,j)} (-1)^r v^{-r} E_{i}^{(s)} E_j E_{i}^{(r)}, j \neq i,
\]
\[
T_i(F_j) = \sum_{r+s=-1(i,j)} (-1)^r v^r F_{i}^{(s)} F_j F_{i}^{(r)}, j \neq i,
\]
and its inverse \( T_i^{-1} = T_i^\prime : U \to U \) defined by relations:
\[
T_i^{-1}(K_\nu) = K_{s_i(\nu)}; T_i^{-1}(E_i) = -K_i^{-1}F_i; T_i^{-1}(F_i) = -E_iK_i,
\]
\[
T_i^{-1}(E_j) = \sum_{r+s=-1(i,j)} (-1)^r v^{-r} E_{i}^{(s)} E_j E_{i}^{(r)}, j \neq i,
\]
\[
T_i^{-1}(F_j) = \sum_{r+s=-1(i,j)} (-1)^r v^r F_{i}^{(s)} F_j F_{i}^{(r)}, j \neq i.
\]
For \( i \in I \), define
\[
U^+[i] = \{ x \in U^+ | T_i(x) \in U^+ \}, \quad U^+[i] = \{ x \in U^+ | T_i^{-1}(x) \in U^+ \}.
\]
Then \( T_i : U^+[i] \to U^+[i] \) is an isomorphism and \( T_i^{-1} \) is its inverse. Moreover, let \( U^+_2[i] = U^+_2 \cap U^+[i] \) and \( \sigma U^+_2[i] = U^+_2 \cap \sigma U^+[i] \), then \( T_i : U^+_2[i] \to \sigma U^+_2[i] \) is an isomorphism and \( T_i^{-1} \) is its inverse.

3.9. BGP reflections functors. A vertex \( i \in I \) is called a sink (resp. source) of \( Q \) if there is no arrow \( h \in H \) with \( s(h) = i \) (resp. \( t(h) = i \)). We define \( \sigma_i Q \) to be the quiver obtained from \( Q \) by reversing the direction of every arrow connected to the vertex \( i \). In [3], one may define the BGP reflection functors:

\[
\sigma_i^+ : \text{mod} kQ \to \text{mod} k\sigma_i Q
\]

if \( i \) is a sink and

\[
\sigma_i^- : \text{mod} kQ \to \text{mod} k\sigma_i Q
\]

if \( i \) is a source. Let \( \text{mod} kQ[i] \) be the subcategory of \( \text{mod} kQ \) consisting of all representations which do not have \( S_i \) as a direct summand and \( \mathcal{H}^*(kQ)[i] \) be the subalgebra of \( \mathcal{H}^*(kQ) \) generated by \( u_{[M]} \) with \( M \in \text{mod} kQ[i] \). Therefore we have algebra homomorphisms:

\[
\sigma_i^+ : \mathcal{H}^*(kQ)[i] \to \mathcal{H}^*(k\sigma_i Q)[i]
\]

if \( i \) is a sink and

\[
\sigma_i^- : \mathcal{H}^*(kQ)[i] \to \mathcal{H}^*(k\sigma_i Q)[i]
\]

if \( i \) is a source, defined by

\[
\sigma_i^+(\langle M \rangle) = \sigma_i^+(M)
\]

for any \( M \in \text{mod} kQ[i] \). Furthermore, they induce the homomorphisms

\[
\sigma_i^+ : \mathcal{C}^*(Q)[i] \to \mathcal{C}^*(\sigma_i Q)[i]
\]

if \( i \) is a sink and

\[
\sigma_i^- : \mathcal{C}^*(Q)[i] \to \mathcal{C}^*(\sigma_i Q)[i]
\]

if \( i \) is a source. Here \( \mathcal{C}^*(Q)[i] = \mathcal{C}^*(Q) \cap \prod_{q \in W} \mathcal{H}^*(\mathbb{F}_q Q)[i] \).

It is known that \( \sigma_i^+ = T_i \) and \( \sigma_i^- = T_i^{-1} \) under the identification \( \Phi : U^+[i] \to \mathcal{C}^*(Q)[i] \) when \( i \) is a sink and \( \Phi : \sigma U^+[i] \to \mathcal{C}^*(Q)[i] \) when \( i \) is a source (see [10] or [20]).

4. Cyclic quivers and PBW bases

4.1. Nilpotent representations of cyclic quivers. Let \( k \) be a field, \( \Delta = \Delta(n) \) be the cyclic quiver

\[
\begin{array}{c}
1 \\
\longrightarrow 2 \\
\,
\vdots \\
\,
\,
\longrightarrow n-2 \\
\longrightarrow n-1
\end{array}
\]

with vertex set \( I = \mathbb{Z}/n\mathbb{Z} = \{1, 2, \ldots, n\} \) and arrow set \( H = \{ i \to i+1 | 1 \leq i \leq n \} \). Let \( \mathcal{K}_n = \mathcal{K}_n(k) \) be the category of nilpotent representations of the path algebra \( k\Delta \).
A multisegment is a formal finite sum
\[ \pi = \sum_{i \in I, l \geq 1} \pi_{i,l}[i; l], \]
where \( \pi_{i,l} \in \mathbb{N} \) and there are only finitely many nonzero \( \pi_{i,l} \). Let \( \Pi = \Pi(n) \) denote the set of all multisegments. Each multisegment \( \pi = \sum_{i \in I, l \geq 1} \pi_{i,l}[i; l] \in \Pi \) defines a representation in \( \mathcal{K}_n \):
\[ M(\pi) = M_{\mathcal{K}_n}(\pi) = \bigoplus_{i \in I, l \geq 1} S_i[l]^{\oplus \pi_{i,l}}, \]
where \( S_i[l] \) is the indecomposable \( k\Delta \)-module with top \( S_i \) and of length \( l \). This gives a bijection between \( \Pi \) and the set of isomorphism classes of representations in \( \mathcal{K}_n \) and the bijection is independent of the field \( k \).

4.2. Aperiodicity. A multisegment \( \pi = \sum_{i \in I, l \geq 1} \pi_{i,l}[i; l] \) is called aperiodic if, for each \( l \geq 1 \), there is some \( i \in I \) such that \( \pi_{i,l} = 0 \), otherwise, \( \pi \) is called periodic. By \( \Pi^a \) we denote the set of aperiodic multisegments. A representation \( M \) in \( \mathcal{K}_n \) is called aperiodic (resp. periodic) if \( M \cong M(\pi) \) for some \( \pi \in \Pi^a \) (resp. \( \pi \in \Pi \setminus \Pi^a \)).

4.3. Order of multisegments. For \( \nu \in \mathbb{N}I \), let
\[ \Pi_\nu = \{ \pi \in \Pi | \dim M(\pi) = \nu \}, \Pi^a_\nu = \Pi^a \cap \Pi_\nu. \]
Define a partial order \( \leq_G \) on \( \Pi_\nu \). For \( \pi, \pi' \in \Pi_\nu \), \( \pi' \leq_G \pi \) if and only if
\[ \dim \text{Hom}(M, M(\pi')) \geq \dim \text{Hom}(M, M(\pi)) \]
for all modules (or equivalently, for all indecomposable modules) \( M \) in \( \mathcal{K}_n \). By [3], this ordering coincides with the geometric ordering: \( \pi' \leq \pi \) if and only if the orbit of \( M(\pi') \) in the representation space is contained in the closure of the orbit of \( M(\pi) \).

4.4. Generic extensions. For any two modules \( M, N \in \mathcal{K}_n \), there is a unique (up to isomorphism) extension \( L \) of \( M \) by \( N \) with minimal \( \dim \text{End} L \). The module \( L \) is called the generic extension of \( M \) by \( N \) and we denote \( L = M \circ N \) or \( [L] = [M] \circ [N] \).

4.5. Bases of \( \mathcal{C}^* \). A PBW basis of \( \mathcal{C}^* \) is constructed in [3], where \( \mathcal{C}^* \) is the composition algebra of the category \( \mathcal{K}_n \).

**Proposition 4.1** ([3]). For each \( \pi \in \Pi^a \), there is a distinguished monomial \( m^{\omega_\pi} \) satisfying
\[ S_{i_1}^{a_{i_1}} \circ S_{i_2}^{a_{i_2}} \circ \cdots \circ S_{i_s}^{a_{i_s}} = M(\pi) \]
and
\[ m^{\omega_\pi} = \langle M(\pi) \rangle + \sum_{\pi' \in \Pi_\nu, \pi' \leq_G \pi} \xi^{\pi'}_{\omega_\pi}(v)\langle M(\pi') \rangle, \]
where \( \omega_\pi = ((i_1, \ldots, i_s), (a_1, \ldots, a_s)) \), \( \xi^{\pi'}_{\omega_\pi} \in \mathbb{Z} \).

Since \( \Pi^a_\nu \) is a finite set for any \( \nu \in \mathbb{N}I \), define \( E_\pi \) for all \( \pi \in \Pi^a_\nu \) inductively by the following relations. If \( \pi \in \Pi^a_\nu \) is minimal,
\[ E_\pi = m^{\omega_\pi} = \langle M(\pi) \rangle + \sum_{\pi' \in \Pi_\nu \setminus \Pi^a_\nu, \pi' \leq_G \pi} \xi^{\pi'}_{\omega_\pi}(v)\langle M(\pi') \rangle. \]
If $E_{\pi'}$ have been defined for all $\pi > \pi' \in \Pi^*_0$, then
\[
E_{\pi} = m_m^{\pi} - \sum_{\pi' \in \Pi^*_0, \pi' < \pi} \xi_{\pi'}^{\pi'}(v)E_{\pi'}
\]
\[
= \langle M(\pi) \rangle + \sum_{\pi' \in \Pi_0 \setminus \Pi^*_0, \pi' < \pi} \eta_{\pi'}^{\pi'}(v)\langle M(\pi') \rangle,
\]
for some $\eta_{\pi'}^{\pi'} \in \mathcal{Z}$.

**Proposition 4.2 (\text{[8]}).** The set $\{E_{\pi} | \pi \in \Pi^*_0\}$ is a $\mathcal{Z}$-basis of $\mathcal{C}^*_\mathcal{Z}(\Delta)$ and is independent of the choice of distinguished monomials.

5. Representations of affine quivers

5.1. Representations of affine quivers. Let $Q = (I, H, s, t)$ be an acyclic quiver of affine type. Let $k$ be a finite field and $kQ$ be the path algebra.

Denote by $\text{ind} \mathcal{C}$ the set of isomorphism classes of all indecomposable objects in the category $\mathcal{C}$. According to [23], the set $\text{ind} \mathcal{C} kQ$ can be divided into
\[
\text{ind} \mathcal{C} kQ = \text{ind} \mathcal{P} \cup \text{ind} \mathcal{R}_{\text{nh}} \cup \text{ind} \mathcal{R}_h \cup \text{ind} \mathcal{I},
\]
where $\mathcal{P} = \mathcal{P}(k)$, $\mathcal{R}_{\text{nh}} = \mathcal{R}_{\text{nh}}(k)$, $\mathcal{R}_h = \mathcal{R}_h(k)$, $\mathcal{I} = \mathcal{I}(k)$ denotes the full subcategory of mod $kQ$ consisting of all preprojective, non-homogeneous regular, homogeneous regular, preinjective modules respectively. Hence we have
\[
\mathcal{H}^*(kQ) = \mathcal{H}_q^*(\mathcal{P}) \otimes_{Q(v_q)} \mathcal{H}_q^*(\mathcal{R}_{\text{nh}}) \otimes_{Q(v_q)} \mathcal{H}_q^*(\mathcal{R}_h) \otimes_{Q(v_q)} \mathcal{H}_q^*(\mathcal{I}),
\]
where $\mathcal{H}_q^*(\mathcal{P})$, $\mathcal{H}_q^*(\mathcal{R}_{\text{nh}})$, $\mathcal{H}_q^*(\mathcal{R}_h)$, $\mathcal{H}_q^*(\mathcal{I})$ are the Ringel-Hall algebras of corresponding subcategories and each of them is closed under multiplication in $\mathcal{H}^*(kQ)$.

The following lemma gives an easy method to check which subcategory an indecomposable module is in.

**Lemma 5.1 (\text{[23]}).** Let $M$ be an indecomposable $kQ$-module. Then
(a) $\langle \delta, \dim M \rangle < 0 \iff M \in \mathcal{P}$;
(b) $\langle \delta, \dim M \rangle > 0 \iff M \in \mathcal{I}$;
(c) $\langle \delta, \dim M \rangle = 0 \iff M \in \mathcal{R}_{\text{nh}}$ or $\mathcal{R}_h$;
(d) $M \in \mathcal{R}_h \Rightarrow \dim M = m\delta$ for some $m \in \mathbb{N}$.

5.2. Preprojective and preinjective components. A doubly infinite sequence
\[
\mathcal{I} = (\ldots, i_{-1}, i_0, i_1, i_2, \ldots)
\]
in $I$ is said to be reduced if for any integers $r \leq t$, $s_i s_{i+1} \ldots s_i$ is reduced in the Weyl group.

We say a finite sequence $(i_m, \ldots, i_1)$ is an admissible sink (resp. source) sequence of $Q$ if $i_m$ is a sink (resp. source) of $Q$, and $i_t$ is a sink (resp. source) of $\sigma_{i_{t+1}} \ldots \sigma_{i_m} Q$ for any $1 \leq t < m$. We say that $i$ is adapted to $Q$ if for any $t \leq 0$, $(i_0, i_{-1}, \ldots, i_t)$ is an admissible sink sequence and for any $t > 0$, $(i_t, i_{t+1}, \ldots, i_1)$ is an admissible source sequence. We say $\mathcal{I}$ is admissible if $\mathcal{I}$ is reduced and adapted to $Q$.

Such an admissible $\mathcal{I}$ always exists for any acyclic quiver $Q$. For example, if we write $I = \{1, 2, \ldots, n\}$ such that there are no arrows from $i$ to $j$ for $i > j$, then let $i_t = t$ for $1 \leq t \leq n$, and $i_{t+n} = i_t$. One can check that this $\mathcal{I}$ is admissible.

For an admissible $\mathcal{I}$ set
\[
\beta_t = \begin{cases} 
  s_{i_0} s_{i_1} \ldots s_{i_{t+1}}(i_t), & \text{if } t \leq 0, \\
  s_{i_1} s_{i_2} \ldots s_{i_{t-1}}(i_t), & \text{if } t > 0.
\end{cases}
\]
in \( NI \). Here \( \beta_0 = i_0, \beta_1 = i_1 \). We order these \( \beta_t, t \in \mathbb{Z} \) by

\[
(\beta_0 < \beta_{-1} < \beta_{-2} < \cdots ) < (\cdots < \beta_3 < \beta_2 < \beta_1).
\]

For each \( t \leq 0 \), there is an indecomposable preprojective module

\[
M(\beta_t) = \sigma_{i_0}^{-} \sigma_{i_{-1}}^{-} \cdots \sigma_{i_{t+1}}^{-} (S_t)
\]

with dimension vector \( \beta_t \). For each \( t > 0 \), there is an indecomposable preinjective module

\[
M(\beta_t) = \sigma_{i_1}^{+} \sigma_{i_{2}}^{+} \cdots \sigma_{i_{t-1}}^{+} (S_t)
\]

with dimension vector \( \beta_t \). All indecomposable preprojective (resp. preinjective) modules (up to isomorphisms) are obtained in this way (see [3] and [26]). So

\[
\text{ind} \mathcal{P} = \{ [M(\beta_t)] | t \leq 0 \}, \text{ind} \mathcal{I} = \{ [M(\beta_t)] | t > 0 \}.
\]

In addition, by Section 3.9

\[
\langle M(\beta_t) \rangle^{\ominus m} = T_{i_0}^{-1} T_{i_{-1}}^{-1} \cdots T_{i_{t+1}}^{-1} (E_{i_t}^{(m)}), t \leq 0,
\]

\[
\langle M(\beta_t) \rangle^{\ominus m} = T_{i_1} T_{i_2} \cdots T_{i_{t-1}} (E_{i_t}^{(m)}), t > 0,
\]

under the identification \( \Phi^+ \).

Set \( \mathcal{G}_- \) to be the set of all finitely supported functions \( Z_{\leq 0} \to \mathbb{N} \) and \( \mathcal{G}_+ \) to be the set of all finitely supported functions \( Z_{> 0} \to \mathbb{N} \). Given \( c_- \in \mathcal{G}_- \) and \( c_+ \in \mathcal{G}_+ \), define

\[
M(c_-) = \bigoplus_{t \leq 0} M(\beta_t)^{\ominus c_-(t)} \in \mathcal{P},
\]

\[
M(c_+) = \bigoplus_{t > 0} M(\beta_t)^{\ominus c_+(t)} \in \mathcal{I}.
\]

Define the lexicographic orderings on \( \mathcal{G}_- \) and \( \mathcal{G}_+ \). Given \( c_-, d_- \in \mathcal{G}_- \), we say \( c_- >_L d_- \) if there exists \( t < 0 \) such that \( c_-(t) > d_-(t) \) and \( c_-(l) = d_-(l) \) for all \( t < l \leq 0 \). Given \( c_+, d_+ \in \mathcal{G}_+ \), we say \( c_+ >_L d_+ \) if there exists \( t > 0 \) such that \( c_+(t) > d_+(t) \) and \( c_-(l) = d_-(l) \) for all \( 0 < l < t \).

By Lemma 3.1, \( \mathcal{H}^*(\mathcal{P}) \) has a natural basis

\[
\{ [M(c_-)] = \langle M(\beta_{-1}) \rangle^{(c_-(0))} \ast \langle M(\beta_{-2}) \rangle^{(c_-(1))} \ast \cdots | c_- \in \mathcal{G}_- \},
\]

and \( \mathcal{H}^*(\mathcal{I}) \) has a natural basis

\[
\{ [M(c_+)] = \cdots \ast \langle M(\beta_2) \rangle^{(c_+(2))} \ast \langle M(\beta_1) \rangle^{(c_+(1))} | c_+ \in \mathcal{G}_+ \}.
\]

Lemma 5.2. For \( 0 \geq t' > t \),

\[
\langle M(\beta_t) \rangle \ast \langle M(\beta_{t'}) \rangle = v(\beta_t, \beta_{t'}) \langle M(\beta_{t'}) \rangle \ast \langle M(\beta_t) \rangle + \sum_{c_- \in \mathcal{G}_-} a_{t', t}^{c_-}(M(c_-))
\]

in \( \mathcal{H}^*(\mathcal{P}) \), where the sum is taken over all \( c_- \) such that \( c_-(j) = 0 \) if \( j \geq t' \) or \( j \leq t \), and \( a_{t', t}^{c_-} \in \mathbb{Q}(v) \).

Proof. See [25] for the finite-type case, and the same proof works here.

Corollary 5.3. For \( c_-, b_- \in \mathcal{G}_- \),

\[
\langle M(c_-) \rangle \ast \langle M(b_-) \rangle = \sum_{d_- \in \mathcal{G}_-, d_- >_L c_-} a_{c_-, b_-}^{d_-} \langle M(d_-) \rangle,
\]

where \( a_{c_-, b_-}^{d_-} \in \mathbb{Q}(v) \). Moreover, if \( b_- \neq 0 \), then \( d_- >_L c_- \).

Proof. The proof is the similar to the proof of (3.34) in [2].

Dually, we have same conclusions for the preinjective part:
Lemma 5.4. For $t' > t \geq 0$,
\[
\langle M(\beta_t) \rangle \ast \langle M(\beta_{t'}) \rangle = \nu^{(\beta_t, \beta_{t'})}(M(\beta_{t'})) \ast \langle M(\beta_t) \rangle + \sum_{c_+ \in \mathcal{G}_+} a_{c_+}^{c_+} (M(c_+))
\]
in $\mathcal{H}^*(P)$, where the sum is taken over all $c_+$ such that $c_+(j) = 0$ if $j \geq t'$ or $j \leq t$, $a_{c_+}^{c_+} \in \mathbb{Q}(v)$.

Corollary 5.5. For $c_+, b_+ \in \mathcal{G}_+$,
\[
\langle M(c_+) \rangle \ast \langle M(b_+) \rangle = \sum_{d_+ \in \mathcal{G}_+, d_+ \geq_L b_+} a_{c_+}^{d_+} (M(d_+)),
\]
where $a_{c_+}^{d_+} \in \mathbb{Q}(v)$. Moreover, if $c_+ \neq 0$, then $d_+ > L b_+$.

5.3. Non-homogeneous tubes. For $\mathcal{R}_{nh} = \mathcal{R}_{nh}(k)$, there are several extension-closed subcategories $J_1, J_2, \ldots, J_s (s \leq 3)$ of mod $k^Q$ known as non-homogeneous tubes such that $\mathcal{R}_{nh}$ is the direct product of them. Thus
\[
\mathcal{H}^*_q(\mathcal{R}_{nh}) = \mathcal{H}^*_q(J_1) \otimes_{\mathbb{Q}(v_1)} \mathcal{H}^*_q(J_2) \otimes_{\mathbb{Q}(v_2)} \cdots \otimes_{\mathbb{Q}(v_s)} \mathcal{H}^*_q(J_s)
\]
and $xy = yx$ if $x \in \mathcal{H}^*_q(J_i), y \in \mathcal{H}^*_q(J_j)$, and $i \neq j$.

It is well-known that each $J_d, 1 \leq d \leq s$ is equivalent to the category $\mathcal{K}_e$ of nilpotent representations of the cyclic quiver with $r$ vertices for some $r = r(d)$, and we denote $r = rk J_d$. Note that the equivalence is generally not unique when considering the rotation on $\mathbb{Z}/r\mathbb{Z}$. We choose an equivalence for each $J_d$ and denote it by
\[
\epsilon_d : \mathcal{K}_{r(d)} \longrightarrow J_d.
\]
Thus $\epsilon_d$ induces an algebra isomorphism, which is denoted again by
\[
\epsilon_d : \mathcal{H}^*_q(\mathcal{K}_{r(d)}) \longrightarrow \mathcal{H}^*_q(J_d)
\]
\[
\langle M \rangle \mapsto \langle \epsilon_d(M) \rangle.
\]
Using the notations in Section 4, there is a bijection from $\Pi(r(1)) \times \Pi(r(2)) \times \cdots \times \Pi(r(s))$ to the set of isomorphism classes of objects in $\mathcal{R}_{nh}$ by mapping $(\pi_1, \pi_2, \ldots, \pi_s)$ to $[\oplus_{1 \leq d \leq s} M_{J_d}(\pi_d)]$, where $M_{J_d}(\pi_d) = \epsilon_d(M_{K_{r(d)}(\pi_d)})$.

5.4. Homogeneous tubes. For $\mathcal{R}_h = \mathcal{R}_h(k)$, there are extension closed subcategories known as homogeneous tubes, indexed by a subset $Z_k$ of the projective line $\mathbb{P}^1(k)$.

A homogeneous regular module $M \in \mathcal{R}_h$ can be decomposed uniquely as
\[
M = M_k(\lambda, z) = M_k(\lambda^1, z_1) \oplus M_k(\lambda^2, z_2) \oplus \cdots \oplus M_k(\lambda^t, z_t),
\]
where $\lambda = (\lambda^1, \lambda^2, \ldots, \lambda^t)$ is a $t$-tuple of partitions and $z_1, z_2, \ldots, z_t \in Z_k$ are distinct. The modules of the form $M_k(\lambda, z)$ will be called regular simple modules. We set $\deg z = d$ if $\dim M_k((1), z) = d\delta$. When $k$ is algebraic closed, $\deg z = 1$ for all $z \in Z_k$.

Now let $k = \mathbb{F}_q$. The subalgebra $\mathcal{H}^*_q(\mathcal{R}_h)$ of $\mathcal{H}^*_q(Q)$ is isomorphic to
\[
\mathcal{H}^*_q(Z_k) := \bigotimes_{z \in Z_k} \mathcal{H}^*_q(z),
\]
where $\mathcal{H}^*_q(z)$ is the classical Hall algebra of homogeneous tube $z$. Since there are no non-trivial extensions and homomorphisms between two different homogeneous tubes, the algebra $\mathcal{H}^*_q(\mathcal{R}_h)$ is commutative.
5.5. **The existence theorem of Hall polynomials.** We define the index set $G'$ consisting of all triples $c = (c_-, c_0, c_+)$, where $c_- \in G_-$, $c_+ \in G_+$, $c_0 = (\pi_1, \pi_2, \ldots, \pi_s) \in \Pi(r(1)) \times \Pi(r(2)) \times \cdots \times \Pi(r(s))$. Following Section 5.2, define

$$M(c_-) = \bigoplus_{t \leq 0} M(\beta_t)_{c_-}^{(t)};$$
$$M(c_+) = \bigoplus_{t > 0} M(\beta_t)_{c_+}^{(t)};$$
$$M(c_0) = \bigoplus_{1 \leq j \leq s} M_j(\pi_j);$$

and

$$M(c) = M(c_-) + M(c_0) + M(c_+).$$

This gives a bijection between $G'$ and the set of isomorphism classes of $kQ$-modules without homogeneous regular summands.

Let $G''$ be the set of all $(c, \lambda)$ where $c \in G'$ and $\lambda = (\lambda^1, \lambda^2, \ldots, \lambda^t)$ is a sequence of partitions. Here we allow $\lambda^i = 0$ for some $i$.

We say $\lambda$ is of type $d$ if $\deg z_i = d_i$ for all $i$. Let

$$M(c, \lambda, \underline{z}) = M(c) \oplus M(\lambda, \underline{z}).$$

The following result indicates the existence of certain Hall polynomials.

**Lemma 5.6** ([5]). Fix a sequence $d = (d_1, d_2, \cdots, d_t)$. Given $\alpha, \beta, \gamma \in G''$, there exists a polynomial $\varphi_{\beta, \gamma}^\alpha \in \mathbb{Z}[T]$ such that for each finite field $k = \mathbb{F}_q$,

$$\varphi_{\beta, \gamma}^\alpha(q) = g_{M(\beta, \underline{z}), M(\gamma, \underline{z})}^{M(c, \lambda, \underline{z})}$$

for all $\lambda$ of type $d$.

In particular, we obtain the following corollary.

**Corollary 5.7.** For $c_1, c_2, c_3 \in G'$, the Hall number $g_{M(c_1), M(c_2), M(c_3)}$ over field $\mathbb{F}_q$ is a polynomial in $q$.

6. **Irreducible characters arising from $\mathcal{H}^*(\mathcal{R}_h)$**

6.1. **Generators in $\mathcal{H}^*(\mathcal{R}_h)$**. Let $Q$ be an acyclic affine quiver, $k$ be a finite field and $\mathcal{R}_h = \mathcal{R}_h(k)$ be the homogeneous regular subcategory of mod $kQ$. When necessary, we require that $q = |k|$ is large enough. For $m \in \mathbb{N}$, consider

$$H_m = H_m(k) = \sum_{M \in \mathcal{R}_h, \dim M = m} u^{-\dim M} u_{[M]} \in \mathcal{H}^*(\mathcal{R}_h).$$

Note that this is a finite sum since $k$ is a finite field.

For a partition $\lambda = (\lambda^1, \lambda^2, \ldots, \lambda_s)$, define

$$H_\lambda = \prod_{1 \leq k \leq s} H_{\lambda^k},$$

We can write in terms of modules

$$H_\lambda = \sum_{M \in \mathcal{R}_h, \dim M = m} A^{[M]}_\lambda u_{[M]},$$

We want to compute $A^{[M]}_\lambda$ for some special homogeneous regular $M$. 

6.2. The character of permutation modules arising from $\mathcal{H}^*(\mathcal{R}_h)$. We introduce some notions about representation theory of the symmetric groups first and we refer to [27] for more details.

Let $\mathfrak{S}_m$ be the symmetric group of $m$. For a partition $\lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_s)$ of $m$, a $\lambda$-tabloid is by definition an ordered sequence $(W_1, W_2, \ldots, W_s)$ of subsets $W_i \subset \{1, 2, \ldots, m\}$ such that $\{1, 2, \ldots, m\} = \cup_{1 \leq i \leq s} W_i$ and $|W_i| = \lambda_i$. This definition is equivalent to the one in [27]. Then the permutation module $M^\lambda$ of $\mathfrak{S}_\lambda$ is the $\mathbb{C}$-linear space spanned by all $\lambda$-tabloids. The natural action of $\mathfrak{S}_m$ on $\{1, 2, \ldots, m\}$ induces the action of $\mathfrak{S}_m$ on $M^\lambda$.

Let $S^\lambda$ be the Specht module introduced in Section 2.3 in [27]. It is known that

$$M^\lambda \cong \bigoplus_{\mu} K_{\lambda\mu} S^\mu,$$

where $K_{\lambda\mu}$ is the Kostka number.

Let $t_\lambda(\mu) = \chi_{S^\lambda}(g_\mu)$ be the complex character value of $S^\lambda$ at $g_\mu \in \mathfrak{S}_m$ of cycle type $\mu$. Then $(t_\lambda(\mu))_{\lambda\mu}$ is the irreducible character table of $\mathfrak{S}_m$. Let $T_\lambda$ be the character of the permutation module $M^\lambda$. It follows that $T_\lambda = \sum_{\mu} K_{\lambda\mu} t_\mu$.

Let $Z_K$ be the set of all homogeneous submodules of mod $KQ$ for any field $K$. Let $k$ be a finite field. For a partition $\mu = (\mu_1 \geq \mu_2 \geq \cdots \geq \mu_l)$ such that $z_i \in Z_k$ are distinct and deg $z_i = \mu_i$ for all $i$, we denote

$$M[\mu, z] = M_k((1), z_1) \oplus M_k((1), z_2) \oplus \cdots \oplus M_k((1), z_l).$$

**Proposition 6.1.** For partitions $\lambda, \mu = (\mu_1 \geq \mu_2 \geq \cdots \geq \mu_l)$ with $|\lambda| = |\mu| = m$ and $z = (z_1, z_2, \ldots, z_l)$ such that $z_i \in Z_k$ are distinct and deg $z_i = \mu_i$ for all $i$, we have

$$A^M[\mu, z] = v_{q^{-m|\delta|}} T_\lambda(\mu).$$

**Proof.** Fix $z$. Let $\mathcal{R}_h(K)$ be the homogeneous regular subcategory of mod $KQ$ for any field $K$.

Let $M = M[\mu, z] \in \mathcal{R}_h(k)$. Consider $M' = M[\mu, z] \otimes_k \overline{k} \in \mathcal{R}_h(\overline{k})$, then there exists distinct $x_1, x_2, \ldots, x_m \in Z_{\overline{k}}$ such that

$$M' \cong M'_{\overline{k}}((1), x_1) \oplus M'_{\overline{k}}((1), x_2) \oplus \cdots \oplus M'_{\overline{k}}((1), x_m).$$

Let $f$ be the Frobenius map $f : k \rightarrow \overline{k}$ such that $k$ is the fixed point set of $f$. Then $f$ induces a Frobenius map $f_{M'} : M' \rightarrow M'$ such that

$$f_{M'}(m \otimes a) = m \otimes f(a)$$

for all $a \in \overline{k}$ and $m \in M[\mu, z]$. This induces a permutation $g_t$ of $x_1, x_2, \ldots, x_m$. Then the cycle type of $g_t$ is $\mu$.

Let $\lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_s)$. Define $F^M_\lambda$ to be the set of all submodule sequences of the form $0 = N_0' \subset N_1' \subset \cdots \subset N_s' = M'$ such that $N_i \in \mathcal{R}_h(\overline{k})$ and $\dim N_i'/N_{i-1}' = \lambda_i \delta$ for $1 \leq i \leq s$. Similarly, define $F_\lambda^M$ to be the set of all submodule sequences of the form $0 = N_0 \subset N_1 \subset \cdots \subset N_s = M$ such that $N_i \in \mathcal{R}_h(k)$ and $\dim N_i/N_{i-1} = \lambda_i \delta$ for $1 \leq i \leq s$. Then there is an injection

$$F^M_\lambda \hookrightarrow F^M_{M'}$$

by mapping $0 = N_0 \subset N_1 \subset \cdots \subset N_s = M$ to $0 = N_0 \otimes_k \overline{k} \subset N_1 \otimes_k \overline{k} \subset \cdots \subset N_s \otimes_k \overline{k} = M'$. Note that all $N_i \otimes_k \overline{k}$ are $f_{M'}$-stable, and any $f_{M'}$-stable submodule
of $M'$ is of the form $N \otimes_k \mathcal{F}$ where $N$ is a submodule of $M$, then we have a bijection

$$F^M_\lambda \rightarrow \{f_{M'} - \text{stable submodule sequences in } F^{M'}_{\lambda}\}.$$  

On the other hand, since all $M^F((1), x_i), 1 \leq i \leq s$ are simple objects in $R_h(\mathcal{F})$, any submodule $N$ of $M'$ in $R_h(\mathcal{F})$ is of the form $N = \bigoplus_{x \in U} M^F((1), x)$, where $U \subset \{x_1, x_2, \ldots, x_m\}$. Then there is a bijection

$$F^{M'}_{\lambda} \rightarrow \{\lambda - \text{tabloids}\}$$

by mapping $0 = N'_0 \subset N'_1 \subset \cdots \subset N'_s = M'$ to $(W_1, W_2, \ldots, W_s)$, where $N'_i = \bigoplus_{x \in U_i} M^F((1), x)$ and $W_i = U_i \setminus U_{i-1}$ for all $i$. Here we identify $\{1, 2, \ldots, m\}$ and $\{x_1, x_2, \ldots, x_m\}$. Note that $g_\lambda$ is induced by $f_{M'}$, we have a bijection

$$\{f_{M'} - \text{stable submodule sequences in } F^{M'}_{\lambda}\} \rightarrow \{g_{\lambda} - \text{stable } \lambda - \text{tabloids}\}.$$  

Therefore, by definition, we have

$$v^{|\mu\delta|}_q A^{|\mu\mu\overline{\lambda}|}_\lambda = |F^M_\lambda| = \{|g_{\lambda} - \text{stable } \lambda - \text{tabloids}|\} = \chi_{M^F}(g_{\lambda}) = T_\lambda(\mu).$$

\[\square\]

6.3. The character of Specht modules and $S_\lambda$. Let

$$a^{|\mu\overline{\lambda}|}_\lambda = v^{-|\mu\delta|}_q t_\lambda(\mu).$$

Since

$$T_\lambda = \sum_{\lambda'} K_{\lambda\lambda'} t_{\lambda'},$$

these decomposition formulas induce the following formulas

$$A^{|\mu\overline{\lambda}|}_\lambda = \sum_{\lambda'} K_{\lambda\lambda'} a^{|\mu\overline{\lambda}|}_{\lambda'}. $$

Recall that $H^*_q(R_h)$ is commutative. For a partition $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_s)$, define

$$S_\lambda = \det(H_{\lambda_k - k + m})_{1 \leq k, m \leq s}.$$  

It is known that

$$H_\lambda = \sum_{\lambda'} K_{\lambda\lambda'} S_{\lambda'}.$$  

Hence, the coefficient of $u^{|\mu\overline{\lambda}|}_\lambda$ is $a^{|\mu\overline{\lambda}|}_\lambda$, when we write $S_\lambda$ in terms of $u^{|\mu\overline{\lambda}|}_\lambda$.

6.4. We write

$$S_\lambda = \sum_{M \in R_h(|\mu|)} a^{|\mu\overline{\lambda}|}_\lambda u^{|M\mu\overline{\lambda}|}_\lambda.$$  

For a partition $\mu = (\mu_1 \geq \mu_2 \geq \cdots \geq \mu_s)$ and $\overline{z} = (z_1, z_2, \cdots, z_l)$ such that $z_i \in Z_k$ are distinct and deg $z_i = 1$ for all $i$, we denote

$$M(\mu, \overline{z}) = M_k((\mu_1), z_1) \oplus M_k((\mu_2), z_2) \oplus \cdots \oplus M_k((\mu_s), z_l).$$

We need the following lemma to prove Proposition 8.3.

**Lemma 6.2.** For partitions $\lambda, \mu$ with $|\lambda| = |\mu|$ and $\overline{z} = (z_1, z_2, \cdots, z_l)$ such that $z_i \in Z_k$ are pairwise different and deg $z_i = 1$ for all $i$, $a^{|\mu\overline{\lambda}|}_\lambda = v^{-|\lambda\delta|}_q K_{\mu\lambda}$.  


Proof. Let $Z_k^1$ be the subset of $Z_k$ consisting of all $z$ with $\deg z = 1$ and $\mathbb{Q}(v_q)[Z_k^1]$ be the polynomial algebra with variables in $Z_k^1$. Consider the $\mathbb{Q}(v_q)$-linear map:

$$
\mathcal{H}_s^*(\mathcal{R}_h) \xrightarrow{\phi} \mathbb{Q}(v_q)[Z_k^1]
$$

where the sum $\sum_{\mu, z} \nu(\mu, z)$ runs over all partitions $\mu$ and $\zeta = (z_1, z_2, \ldots, z_l)$ such that $z_i \in Z_k^1$ are distinct. Since

$$
\phi(u_{[M(a, z)]} * u_{[M(a', z)]}) = \phi(u_{[M(a+a', z)]}) = z^{a+a'} = \phi(u_{[M(a, z)]})\phi(u_{[M(a', z)]})
$$

for any positive integers $a, a'$ and $z \in Z_k^1$, the map $\phi$ is a homomorphism of algebras.

It is also easy to see that

$$
\phi(H_m) = v_q^{-m|\delta|}h_m,
$$

where $h_m$ is the complete symmetric polynomial in $\mathbb{Q}(v_q)[Z_k^1]$. So

$$
\phi(S_\lambda) = v_q^{-|\lambda|\delta|}s_\lambda,
$$

where $s_\lambda$ is the Schur symmetric polynomial of $\lambda$ in $\mathbb{Q}(v_q)[Z_k^1]$. By [20], the coefficient of $\prod_i z_i^{\nu_i}$ in $s_\lambda$ is $K_{\mu, \lambda}$ for a partition $\mu$, which implies that $a_{\lambda}^{[M(\mu, z)]} = v_q^{-|\lambda|\delta}K_{\mu, \lambda}$.

6.5. An example. Consider the dimension vector $3\delta$. Set $Z^d = Z_k^d = \{ z \in Z_k | \deg z = d \}$. Denote

$$
\begin{align*}
u(3) &= \sum_{z \in Z^1} u_{[M((3), z)]}, \\
u(2,1) &= \sum_{z_1 \in Z^1, z_2 \in Z^1 \setminus \{z_1\}} u_{[M((2), z_1) \oplus M((1), z_2)]}, \\
u[1,1,1] &= \nu(1,1,1) = \sum_{\{z_1, z_2, z_3\} \subseteq Z^1} u_{[M((1), z_1) \oplus M((1), z_2) \oplus M((1), z_3)]}, \\
u[2,1] &= \sum_{z_1 \in Z^2, z_2 \in Z^1} u_{[M((1), z_1) \oplus M((1), z_2)]}, \\
u[3] &= \sum_{z \in Z^3} u_{[M((1), z)]}, \\
u(2) &= \sum_{z \in Z^2} u_{[M((2), z)]}, \\
u(1^3) &= \sum_{z \in Z^1} u_{[M((1,1,1), z)]}, \\
u(1^2,1) &= \sum_{z_1 \in Z^1, z_2 \in Z^1 \setminus \{z_1\}} u_{[M((1,1), z_1) \oplus M((1), z_2)]}. 
\end{align*}
$$

By calculation, we have following equations:

$$
\begin{align*}
u^{3|\delta|}S(3) &= \nu(3) + \nu(2,1) + \nu[1,1,1] + \nu[2,1] + \nu[3] + \nu(2) + \nu(1^3) + \nu(1^2,1), \\
u^{3|\delta|}S(2,1) &= \nu(2,1) + 2\nu[1,1,1] - \nu[3] + v^2u(2) + (v^4 + v^2)u(1^3) + (v^2 + 1)u(1^2,1), \\
u^{3|\delta|}S(1,1,1) &= \nu[1,1,1] - \nu[2,1] + \nu[3] + v^6u(1^3) + v^2u(1^2,1).
\end{align*}
$$
Since \( u_{[\mu]} \) is the sum of all \( u_{[\mu,z]} \) for \( \mu \models 3 \), the coefficient of \( u_{[\mu]} \) in \( S_\lambda \) is \( a^M_{\lambda \mu} \). This shows that the coefficient matrix

\[
\begin{pmatrix}
1 & 1 & 1 \\
2 & 0 & -1 \\
1 & -1 & 1
\end{pmatrix}
\]

is exactly the character table of the symmetric group \( \mathfrak{S}_3 \).

Also, the coefficient of \( u_{(\mu)} \) in \( S_\lambda \) is \( a^M_{\lambda \mu} \). This shows that the entries of the coefficient matrix

\[
\begin{pmatrix}
1 & 1 & 1 \\
0 & 1 & 2 \\
0 & 0 & 1
\end{pmatrix}
\]

are exactly the Kostka numbers.

7. The index set

7.1. The index set. Let \( G \) be the set consisting of all pairs \((c, t_\lambda)\), where \( c \in G' \) and \( t_\lambda \) is the character of the Specht module \( S_\lambda \) or \( t_\lambda = 0 = \lambda \). The definition of \( G' \) is in Section 5.5. Define \( \tilde{G} = G' \times \mathbb{N} \).

For \((c, t_\lambda) \in G\), we denote

\[
D(c, t_\lambda) = \dim M(c) + |\lambda| \delta \inNI.
\]

For \( \nu \in NI \), let \( G_\nu \) (resp., \( \tilde{G}_\nu \)) be the subset of \( G \) (resp. \( \tilde{G} \)) consisting of all \((c, t_\lambda)\) such that \( D(c, t_\lambda) = \nu \) (resp. all \((c, m)\) such that \( \dim M(c) + m\delta = \nu \)). Then there is a decomposition \( G = \sqcup \nu G_\nu \) (resp. \( \tilde{G} = \sqcup \nu \tilde{G}_\nu \)).

We say that \( c \) (or \( c_0 \)) is aperiodic if all \( \pi_j \) in \( c_0 = (\pi_1, \pi_2, \ldots, \pi_s) \) are aperiodic. Let \( G^a \) be the set of all \((c, t_\lambda)\) with \( c \) aperiodic.

7.2. Order of indices. We define partial orders on \( G_\nu \) and \( \tilde{G}_\nu \):

**Definition 7.1.** Define a partial order \( \preceq \) on \( \tilde{G}_\nu \) by letting \((c', m') \prec (c, m)\) if and only if one of the followings is satisfied:

(a) \( c'_+ >_L c' \) if and only if all equalities hold;
(b) \( c'_- = c_- \), \( c'_+ = c_+ \); \( m' < m \);
(c) \( c'_- = c_- \), \( c'_+ = c_+ \), \( m' = m \), and \( c'_0 <_G c_0 \). Here \( c'_0 <_G c_0 \) means that \( \pi'_d \leq_G \pi_d \) for all \( 1 \leq d \leq s \) but not all equalities hold, where \( c'_0 = (\pi'_1, \pi'_2, \ldots, \pi'_s), c_0 = (\pi_1, \pi_2, \ldots, \pi_s) \).

Define a partial order of \( G_\nu \), also denoted by \( \preceq \), by letting \((c', t_\lambda') \prec (c, t_\lambda)\) if and only if \((c', |\lambda'|) \prec (c, |\lambda|) \) in \( G_\nu \), or \((c', |\lambda'|) = (c, |\lambda|) \) and \( \lambda' > \lambda \) where the order of partitions is the lexicographic order (which is also the order of Specht modules).

7.3. Geometric property of the order. Let \( k \) be a fixed algebraic closed field. Let \( \nu = \sum_{i \in I} \nu_i h_i \inNI \) and

\[
\mathbb{E}_\nu = \oplus_{h \in H} \text{Hom}(k^{\nu_i(h)}, k^{\nu_i(h)}), \quad \text{GL}_\nu = \oplus_{i \in I} GL(k^{\nu_i}).
\]

For any \( g = (g_i)_{i \in I} \in \text{GL}_\nu \), \( x = (x_h)_{h \in H} \in \mathbb{E}_\nu \), define \( g.x = ((g.x)_h)_{h \in H} \) by

\[
(g.x)_h = g_t(h)x_h g_{s(h)}^{-1}
\]

for any \( h \in H \). This defines a \( \text{GL}_\nu \)-action on \( \mathbb{E}_\nu \).
Note that given any $x \in \mathcal{E}_\nu$, $M(x) = (k^\nu, x_h)_{i \in I, h \in H}$ is a representation of $Q$. The isomorphism classes of representations of dimension vector $\nu$ are then in one-to-one correspondence with the $GL_\nu$-orbits in $\mathcal{E}_\nu$.

Given $(c, m) \in \tilde{G}_\nu$, let $X(c, m) = \{x \in \mathcal{E}_\nu | M(x) \cong M(c) \oplus Z_1 \oplus Z_2 \oplus \cdots \oplus Z_m\}$ for some regular simple modules $Z_1, Z_2, \ldots, Z_m$ in distinct homogenous tubes.

Let $Y(c, m) = \{x \in \mathcal{E}_\nu | M(x) \cong M(c) \oplus Z\}$ for some $Z \in R_h$ with $\dim Z = m\delta$.

By the theorem of Krull-Schimidt, $\mathcal{E}_\nu = \bigsqcup_{(c, m) \in G_\nu} Y(c, m)$.

In this paper, we only consider the Zariski topology.

**Lemma 7.2.** Fix a $kQ$-module $N$ and $t \in \mathbb{N}$, the subsets

$$\{x \in \mathcal{E}_\nu | \dim \text{Hom}(M(x), N) \geq t\},$$

and

$$\{x \in \mathcal{E}_\nu | \dim \text{Hom}(N, M(x)) \geq t\}$$

of $\mathcal{E}_\nu$ are closed.

**Proof.** This follows from the upper semicontinuity of $\dim \text{Hom}(x, y) : \mathcal{E}_\nu \times \mathcal{E}_\nu \to \mathbb{N}$, $(x, y) \mapsto \dim \text{Hom}(M(x), M(y))$. See also Section 2.1 in [5].

**Proposition 7.3.** In $\mathcal{E}_\nu$, we have

$$X(c, m) \subset \bigcup_{(c', m') \in G_\nu, (c', m') \preceq (c, m)} Y(c', m').$$

**Proof.** Let $s$ be the maximal positive integer s.t. $c_+(s) \neq 0$. By Lemma 7.2, the sets

$$W_j := \{x \in \mathcal{E}_\nu | \dim \text{Hom}(M(\beta_j), M(x)) \geq \dim \text{Hom}(M(\beta_j), M(c_+))\}$$

are closed for all $j \geq 1$ and $X(c, m) \subset W_j$. Let

$$W_+ := \bigcap_{j=1}^s W_j,$$

then by the definition of the lexicographic order on $G_+$ and the fact that

$$\text{Hom}(M(\beta_j), M(\beta_{j'})) = 0, \text{ if } j' > j \geq 1,$$

we have

$$W_+ = \bigcup_{(c', m') \in G_+, (c', m') \succeq (c, m)} Y(c', m').$$

Also, $W_+$ is closed and $X(c, m) \subset W_+$.

Dually, let

$$W'_j := \{x \in \mathcal{E}_\nu | \dim \text{Hom}(M(x), M(\beta_j)) \geq \dim \text{Hom}(M(c_+), M(\beta_j))\}$$

for all $j \leq 0$ and

$$W_- := \bigcap_{j=0}^{s'} W'_j,$$

then

$$W_- = \bigcup_{(c', m') \in G_-, (c', m') \preceq (c, m)} Y(c', m')$$

is closed and $X(c, m) \subset W_-$. Here $s'$ is the minimal negative integer s.t. $c_-(s') \neq 0$.

Therefore,

$$W_{\pm} = W_+ \cap W_- = \bigcup_{(c', m') \in G_+, (c', m') \succeq (c, m)} Y(c', m')$$
is closed. It follows that
\[ X(c, m) \subset W_{\pm} = (\bigcup_{c_{\pm} > L} Y(c', m')) \cup \bigcup_{c_{\pm} = e_{\pm}} Y(c', m'). \]

Recall that for those \((c', m') \in \hat{G}_s\) with \(c'_{\pm} > L\), they satisfy \((c', m') \prec (c, m)\) already.

Next we prove that for those \((c', m') \in \hat{G}_s\) with \(c'_{\pm} = c_{\pm}\) and \((c', m') \not\prec (c, m)\),
\[ X(c, m) \cap Y(c', m') = \emptyset. \]
The condition can be divided into several cases as follows.

(1) Let \((c', m') \in \hat{G}_s\) with \(c'_{\pm} = c_{\pm}\). Denote \(c'_0 = (\pi'_1, \pi'_2, \ldots, \pi'_s), c_0 = (\pi_1, \pi_2, \ldots, \pi_s)\). We claim that if there is \(1 \leq d \leq s\) and \(j \in I_r = \{1, 2, \ldots, r\}, r = r(d)\) such that
\[ \dim_j M_{K_r}(\pi'_d) < \dim_j M_{K_r}(\pi_d), \]
then \(X(c, m) \cap Y(c', m') = \emptyset. \)

One can check that for any \(M \in K_r\), if \(l \geq \dim M\), then
\[ \dim \text{Hom}_{K_r}(M_{K_r}([j; l]), M) = \dim_j M. \]

Let \(l \geq \dim M_{K_r}(\pi'_d) + \dim M_{K_r}(\pi_d)\), then
\[ \dim \text{Hom}_{K_r}(M_{K_r}([j; l]), M_{K_r}(\pi'_d)) < \dim \text{Hom}_{K_r}(M_{K_r}([j; l]), M_{K_r}(\pi_d)). \]

Back in mod \(kQ\), this means that we can find \(M' = c_d(M_{K_r}([j; l]))) \in J_d\) such that
\[ \dim \text{Hom}(M', M(c'_0)) < \dim \text{Hom}(M', M(c_0)), \]

since there are no homomorphisms between different tubes. Now consider the closed subset
\[ \{x \in E \mid \dim \text{Hom}(M', M(x)) \geq \dim \text{Hom}(M', M(c_0) \oplus M(c_+))\}. \]

Then it contains all points in \(X(c, m)\) but no points in \(Y(c', m')\) since \(c_+ = c'_+, \)
which implies that \(X(c, m) \cap Y(c', m') = \emptyset. \)

(2) Let \((c', m') \in \hat{G}_s\) with \(c'_{\pm} = c_{\pm}\), \(m' > m\). By comparing dimensions, the condition of the assertion in (1) is satisfied, so \(X(c, m) \cap Y(c', m') = \emptyset. \)

(3) Let \((c', m') \in \hat{G}_s\) with \(c'_{\pm} = c_{\pm}, m' = m\) but \(c'_0 \not\leq G c_0\). Denote \(c'_0 = (\pi'_1, \pi'_2, \ldots, \pi'_s), c_0 = (\pi_1, \pi_2, \ldots, \pi_s)\).

If the condition of the assertion in (2) is satisfied, we have \(X(c, m) \cap Y(c', m') = \emptyset. \)

Otherwise, assume that \(\dim_j M_{K_r}(\pi'_d) \geq \dim_j M_{K_r}(\pi_d)\) for all \(1 \leq d \leq s\) and \(1 \leq j \leq r(d)\), then these must be equations since \(\dim M(c'_0) = \dim M(c_0)\).

So we can assume that \(\dim M_{K_r}(\pi'_d) = \dim M_{K_r}(\pi_d)\) for all \(d\). Then \(c'_0 \not\leq G c_0\) implies that there is a \(d\) such that \(\pi'_d \not\leq G \pi_d. \)

By the definition of ordering on \(\Pi\), there is \(M' \in K_r\) such that \(\dim \text{Hom}(M', M_{K_r}(\pi'_d)) < \dim \text{Hom}(M', M_{K_r}(\pi_d))\).

Then the same discussion in (2) shows that \(X(c, m) \cap Y(c', m') = \emptyset. \)

There is also a geometric ordering on \(\hat{G}\) defined as follows.

**Definition 7.4.** Define the ordering \(\preceq\) on \(\hat{G}_s\) by letting \((c', m') \preceq (c, m)\) if and only if \(X(c', m') \subset X(c, m)\).

The following result shows that \(\preceq\) is a refinement of \(\preceq\).

**Corollary 7.5.** For \((c', m'), (c, m) \in \hat{G}_s\), if \((c', m') \preceq (c, m)\), then \((c', m') \preceq (c, m)\).
Lemma 8.1. For some \( u \) \( \dim \) projective module with \( \vdash \).

Proof. \( \exists \) \( \subseteq \) \( \subseteq \).

8. The extended composition algebra and PBW basis

8.1. The extended composition algebra for a fixed field. Let \( k = \mathbb{F}_q, v_q = \sqrt{q} \). Let \( H^0 = H_q^0 \) be the \( \mathbb{Q}(v_q) \)-subalgebra of \( H(kQ) \) generated by \( u_i = u_{[i, i]}, i \in I \) and \( u_{[M], M} \in R_{nh} \). For \( (c, t, t) \in G \) with \( c = (c_-, c_0, c_+) \) and \( T_\lambda \) as in Section 6.2 define

\[
N(c, T_\lambda) = \langle M(c_-) \rangle * M(c_0) * H_\lambda * \langle M(c_+) \rangle,
\]

\[
N(c, t, t) = \langle M(c_-) \rangle * M(c_0) * S_\lambda * \langle M(c_+) \rangle,
\]

\[
N(c, 0) = \langle M(c) \rangle.
\]

Lemma 8.1. Let \( I \) be an injective module with \( (\delta, \dim I) = 1 \), and \( P \) be the pre-projective module with \( \dim P = \delta - \dim I \). Then

\[
(I)^{(m)} \ast (P)^{(m)} = H_m + \sum_{1 \leq i \leq m} E_i H_{m-l} + \sum_{c_\lambda > 0, c_\lambda > 0} d_m(c, t, t_\lambda) N(c, T_\lambda),
\]

for some \( E_i \in H_q^*(\mathbb{R}_{nh}), d_m(c, t) \in \mathbb{Z} \).

Proof. See Lemma 3.13(3) and Section 7.1 in [13].

Lemma 8.2 ([20]). The set \( \{ N(c, t, t_\lambda) | (c, t, t) \in G \} \) is a \( \mathbb{Q}(v_q) \)-basis of \( H_q^0 \).

Proof. By Lemma 8.1 and using induction, \( H_m \in H_q^0 \). Hence, \( N(c, t, t) \in H_q^0 \). It remains to show that \( H_q^0 \) can be linearly spanned by \( \{ N(c, t, t_\lambda) | (c, t, t) \in G \} \).

By Proposition 7.2 and Section 9.2 in [13], any element in \( C^* \) can be linearly spanned by \( \{ N(c, t, t_\lambda) | (c, t, t) \in G \} \). So we need only to prove that for \( M \in R_{nh} \), elements of form \( u_{[M]} * \langle M(c_-) \rangle \) or \( H_m * \langle M(c_+) \rangle * u_{[M]} \) can be linearly spanned by \( \{ N(c, t_\lambda) | (c, t, t_\lambda) \in G \} \). The former is true since the extensions of \( M \) by \( M(c_-) \) are in \( P \oplus R_{nh} \) and there are only finitely many extensions up to isomorphisms, and the latter is true for a similar reason.

Therefore we have a natural decomposition

\[
H_q^0 = H_q^0(\mathbb{P}) \otimes \mathbb{Q}(v_q) H_q^*(\mathbb{R}_{nh}) \otimes \mathbb{Q}(v_q) \mathbb{Q}[H_1, H_2, \ldots] \otimes \mathbb{Q}(v_q) H_q^*(\mathbb{I}).
\]

8.2. The integral and generic property. We are going to prove the main proposition of this section.

Proposition 8.3. Let \( (c_1, t_{\lambda_1}), (c_2, t_{\lambda_2}) \in G \). Then there exists a polynomial \( \psi^{(c_1, t_{\lambda_1}), (c_2, t_{\lambda_2})} \in \mathbb{Z} \) for each \( (c, t, t) \in G \) with \( c_- \geq c_1, c_+ \geq c_2 \), such that

\[
N(c_1, t_{\lambda_1}) * N(c_2, t_{\lambda_2}) = \sum_{(c, t, t) \in G} \psi^{(c_1, t_{\lambda_1}), (c_2, t_{\lambda_2})} (v_{c, t}) N(c, t_\lambda)
\]

in \( H_q^0 \) for each finite field \( k = \mathbb{F}_q \) with \( q \) large enough.

To do so, we introduce a weaker result first.
Lemma 8.4. Let \( c^1, c^2 \in \mathcal{G} \). Then there exists a polynomial \( \psi^{(c^1, t_{\lambda})} \in \mathbb{Z} \) for each \( (c, t_{\lambda}) \in \mathcal{G} \), such that

\[
\langle M(c^1) \rangle \ast \langle M(c^2) \rangle = \sum_{(c, t_{\lambda}) \in \mathcal{G}} \psi^{(c^1, t_{\lambda})}(v_q)N(c, t_{\lambda})
\]

in \( \mathcal{H}_q^\lambda \) for each finite field \( k = \mathbb{F}_q \) with \( q \) large enough.

Proof. By Lemma 8.2 and comparing the coefficients of \( \langle M(c) \oplus M_k(\mu, z) \rangle \) where \( z = (z_1, z_2, \ldots, z_l) \) such that \( z_i \in \mathbb{Z}_k^l \) are distinct (\( z \) can be chosen when \( |\mathbb{Z}_k^l| \geq |\lambda| \), therefore we require that \( q = |k| \) is large enough), we get

\[
v_q^d g_{M(c), M(c^2)}(v_q) = \sum_{\lambda} \psi^{(c^1, t_{\lambda})}(v_q)v_q^{-\langle |\lambda| \rangle K_{\mu, \lambda}},
\]

where \( d = -\dim \text{End}_{kQ}(M(c) \oplus M_k(\mu, z)) + \dim \text{End}_{kQ}M(c^1) + \dim \text{End}_{kQ}M(c^2) + \langle \dim M(c_1), \dim M(c^2) \rangle \).

By Lemma 8.2, \( g_{M(c), M(c^2)}(v_q) \) is a polynomial in \( \mathbb{Z}[v] \) and is independent of the choice of \( z \). Also, \( \dim \text{End}_{kQ}(M(c) \oplus M_k(\mu, z)) \) is an integer independent of \( k \) and \( z \). Therefore \( \psi^{(c^1, t_{\lambda})} \) is in \( \mathbb{Z} \) since \((K_{\mu, \lambda})_{\lambda, \mu}\) is invertible in \( \mathbb{Z}[\lambda] \times |\lambda| \).

8.3. Proof of Proposition 8.3. We always assume that \( q \) is large enough.

By Lemma 8.2, there exists \( \psi^{(c^1, t_{\lambda})}(c^1, t_{\lambda})(v_q) \in \mathbb{Q}(v_q) \) for each \( (c, t_{\lambda}) \in \mathcal{G} \), such that

(1) \( N(c^1, t_{\lambda_1}) \ast N(c^2, t_{\lambda_2}) = \sum_{(c, t_{\lambda}) \in \mathcal{G}} \psi^{(c^1, t_{\lambda})}(c^1, t_{\lambda_1})(c^2, t_{\lambda_2})(v_q)N(c, t_{\lambda}). \)

First we show that the sum runs over those \( (c, t_{\lambda}) \in \mathcal{G} \) with \( c^- \geq L c^1, c_+ \geq L c^2 \).

Let \( c^1_{\geq 0} = (0, c^1_0, c^1_+). \) Then \( N(c^1, t_{\lambda_1}) = \langle M(c^1) \rangle \ast N(c^1_{\geq 0}, t_{\lambda_1}). \) By (1) and Corollary 8.3, we have

(2) \( N(c^1, t_{\lambda_1}) \ast N(c^2, t_{\lambda_2}) = \langle M(c^1) \rangle \ast (N(c^1_{\geq 0}, t_{\lambda_1}) \ast N(c^2, t_{\lambda_2})) = \sum_{(c', t_{\lambda'}) \in \mathcal{G}} \psi^{(c^1, t_{\lambda'})}(c', t_{\lambda'}) (v_q) \langle M(c^1) \rangle \ast N(c', t_{\lambda'}) = \sum_{(c', t_{\lambda'}) \in \mathcal{G}} \psi^{(c^1, t_{\lambda'})}(c', t_{\lambda'}) (v_q) \langle M(c^1) \rangle \ast \langle M(c^2) \rangle \ast N(c', t_{\lambda'}) = \sum_{(c', t_{\lambda'}) \in \mathcal{G}} \psi^{(c^1, t_{\lambda'})}(c', t_{\lambda'}) (v_q) \langle M(c^1) \rangle \ast \langle M(c^2) \rangle \ast S_{\lambda'} \ast (M(c^1_0)). \)

This shows that all \( (c, t_{\lambda}) \in \mathcal{G} \) in the right side of (1) must satisfy \( c^- \geq L c^1. \)

Dually, they should also satisfy \( c_+ \geq L c^2_+. \)

It remains to show that all \( \psi^{(c^1, t_{\lambda})}(c^1, t_{\lambda_2}) \) are polynomials in \( \mathbb{Z} \). We shall prove this by induction on the dimension vector \( D(c^1, t_{\lambda_1}) + D(c^2, t_{\lambda_2}). \)

If \( D(c^1, t_{\lambda_1}) + D(c^2, t_{\lambda_2}) < \delta \), then \( t_{\lambda_1} = t_{\lambda_2} = 0 \) and Lemma 8.4 shows that \( \psi^{(c^1, t_{\lambda})}(c^1, t_{\lambda_2}) \in \mathbb{Z} \). Now assume that all \( \psi^{(c^1, t_{\lambda})}(c^1, t_{\lambda_2}) \) are in \( \mathbb{Z} \) for \( D(c^1, t_{\lambda_1}) + D(c^2, t_{\lambda_2}) < \nu. \)
Consider the equation \([29]\). If \(c_1^+ > 0\), by assumption and Lemma \([30]\), all \(\psi^{(c_1^+,t_\lambda)}_\lambda\) and \(a^{d_\lambda}_{c_1^+,e_-}\) in \([29]\) shall belong to \(\mathbb{Z}\). Hence \(\psi^{(c,\lambda)}_\lambda\) are in \(\mathbb{Z}\) for all \((c, \lambda)\). Dually if \(c_2^+ > 0\), this is also true.

In other words, we have proved the following assertion: if \((c^1, t_{\lambda^1}), (c^2, t_{\lambda^2}), \ldots, (c^\nu, t_{\lambda^\nu}) \in G\) satisfy
\[
D(c^1, \lambda^1) + D(c^2, \lambda^2) + \cdots + D(c^\nu, \lambda^\nu) \leq \nu, \text{ and } c_{1_1}^- > 0 \text{ or } c_{1_2}^- > 0,
\]
then
\[
N(c^1, t_{\lambda^1}) \ast N(c^2, t_{\lambda^2}) \ast \cdots \ast N(c^\nu, t_{\lambda^\nu}) = \sum_{(c, t_{\lambda}) \in G} \psi^{(c, t_{\lambda})}(v_q)N(c, t_{\lambda}),
\]
with \(\psi^{(c, t_{\lambda})}(v_q)\) \(\in\mathbb{Z}\).

Now we assume that \(D(c^1, t_{\lambda^1}) + D(c^2, t_{\lambda^2}) = \nu, \ c_{1_1}^- = 0, c_{1_2}^+ = 0\). Then
\[
N(c^1, t_{\lambda^1}) \ast N(c^2, t_{\lambda^2}) = S_{\lambda^1} \ast (\langle M(c_1^1) \rangle \ast \langle M(c_1^2) \rangle) \ast \langle M(c_1^2) \rangle \ast S_{\lambda^2}.
\]
By Lemma \([30]\)
\[
\langle M(c_1^1) \rangle \ast \langle M(c_1^2) \rangle = \sum_{(c^3, t_{\lambda^3}) \in G} \psi^{(c^3, t_{\lambda^3})}(v_q)N(c^3, t_{\lambda^3})
\]
with \(\psi^{(c^3, t_{\lambda^3})} \in \mathbb{Z}\).

For those \((c^3, t_{\lambda^3})\) with \(c_{1_2}^+ = 0\), we have
\[
S_{\lambda^1} \ast \langle M(c_1^1) \rangle \ast N(c^3, t_{\lambda^3}) \ast \langle M(c_1^2) \rangle \ast S_{\lambda^2} = \langle M(c_1^1) \rangle \ast \langle M(c_1^3) \rangle \ast \langle M(c_1^2) \rangle \ast S_{\lambda^1} \ast S_{\lambda^2} \ast S_{\lambda^3} = \sum_{|M|, M \in \mathcal{R}_{n_{\mathbb{R}^n}, \mathbb{R}^n}, |\lambda| = |\lambda_1| + |\lambda_2| + |\lambda_3|} \psi^{[M]}_{c_1^0, c_1^3, c_1^2}(v_q)\psi^{[\lambda]}_{\lambda^1, \lambda^2, \lambda^3}(c^\nu, t_{\lambda^\nu}),
\]
with \(\psi^{[M]}_{c_1^0, c_1^3, c_1^2} \in \mathbb{Z}, \psi^{[\lambda]}_{\lambda^1, \lambda^2, \lambda^3} \in \mathbb{Z}\).

For those \((c^3, t_{\lambda^3})\) with \(c_{1_1}^- \neq 0\), we can compute case by case.

Assume that \(c_{1_1}^- > 0\). Then
\[
\langle M(c_1^1) \rangle \ast \langle M(c_1^3) \rangle = \sum_{(c^4, t_{\lambda^4}) \in \mathbb{Z}, c_{1_2}^- > 0} \psi^{(c^4, t_{\lambda^4})(v_q)}N(c^4, t_{\lambda^4}),
\]
with \(\psi^{(c^4, t_{\lambda^4})} \in \mathbb{Z}\). Since \(\langle \delta, D(c^4, t_{\lambda^4}) \rangle = \langle \delta, \dim M(c_1^1) + \dim M(c_1^2) \rangle < 0\), we have \(c_{1_2}^- > 0\).

By Lemma \([30]\)
\[
H_m = \langle I \rangle^{(m)} + \langle P \rangle^{(m)} + \sum_{c_1^0 = 0, c_1^0 > 0, l < m} \psi^{(c_1^0, l)}_m(v_q)\langle M(c_0^0) \rangle \ast H_l
\]
\[
+ \sum_{c_1^0 > 0, c_1^0 > 0} \psi^{(c_1^0, t_{\lambda})}(v_q)N(c, t_{\lambda}),
\]
where \(\psi^{(c_1^0, t_{\lambda})} \in \mathbb{Z}\), and \(\psi^{(c_1^0, l)}_m \in \mathbb{Z}\) by \([30]\). Then by the induction on \(m\), we can prove that for any \(c_{1_1}^- > 0\) and \(m \geq 0\),
\[
H_m \ast \langle M(c_1^1) \rangle = \sum_{(c^4, t_{\lambda^4}) \in \mathbb{Z}, c_{1_2}^- > 0} \psi^{(c^4, t_{\lambda^4})}(v_q)N(c^4, t_{\lambda^4}),
\]
with \( \psi_{H_m,c^3} \in \mathbb{Z} \).

Similarly, we can prove the desired result for other \((c^3, \lambda^3)\) with \( c^3 \neq 0 \).

In this way, we can always write \( N(c^1, \lambda^1) \ast N(c^2, \lambda^2) \) as a \( \mathbb{Z} \)-linear combination of products of \( N(c, \lambda) \)'s satisfying the condition \( \mathfrak{M} \), thus the proposition is proved. \( \square \)

8.4. The generic extended composition algebra. Let \( v \) be an indeterminant and \( \mathcal{Z} = \mathbb{Z}[v, v^{-1}] \). The generic extended composition algebra \( H^0_{\mathcal{Z}} \) is defined as a \( \mathcal{Z} \)-algebra with a formal basis \( \{ N(c, \lambda) | (c, \lambda) \in \mathcal{G} \} \) subject to the relations

\[
N(c^1, \lambda^1) \ast N(c^2, \lambda^2) = \sum_{(e, t, s) \in \mathcal{G}, e \geq L} \psi_{(e, t, s)}(v)N(c, \lambda)
\]

for all \((c^1, \lambda^1), (c^2, \lambda^2) \in \mathcal{G} \), where \( \psi_{(e, t, s)} \) is given by Proposition 8.3. Let \( H^0_{\mathcal{Z}} = H^0_{\mathcal{Z}} \otimes_{\mathbb{Z}} \mathbb{Q}(v) \).

When \( q \) is large enough, the specialization \( v \mapsto v_q \) on the relations gives the formulas of multiplication in \( H^0_{\mathcal{Z}} \), therefore the multiplication \( \ast \) on \( H^0_{\mathcal{Z}} \) is associative.

Since each simple module \( S_i \) is either in \( P \), \( I \) or \( R_{nh} \), there exist an index \((c_i, 0) \in \mathcal{G} \) such that \( M(c_i) = S_i \). Then the generic composition algebra \( C^* \) is naturally a subalgebra of \( H^0_\mathcal{Z} \) by the inclusion

\[
C^* \longrightarrow H^0_{\mathcal{Z}}, \quad u_i \mapsto N(c_i, 0).
\]

With Proposition 8.4 we also have a natural decomposition

\[
H^0_{\mathcal{Z}} = H^0_{\mathcal{Z}}(P) \otimes_{\mathbb{Z}} H^0_{\mathcal{Z}}(R_{nh}) \otimes_{\mathcal{Z}} Z[H_1, H_2, \cdots] \otimes_{\mathcal{Z}} H^0_{\mathcal{Z}}(I),
\]

where \( H^0_{\mathcal{Z}}(P) \), \( H^0_{\mathcal{Z}}(R_{nh}) \), \( H^0_{\mathcal{Z}}(I) \) are the subalgebras naturally defined by corresponding components.

8.5. Almost orthogonality.

**Lemma 8.5** ([14]). For \( m \geq 0 \), we have

\[
(H_m, H_m) \in 1 + v^{-1} \mathbb{Q}[[v^{-1}]] \cap \mathbb{Q}(v).
\]

**Proof.** See Lemma 9.2 in [14]. \( \square \)

Let \( r \) be the coproduct defined in Section 3.6.

**Lemma 8.6.** For \( m \geq 0 \),

\[
r(H_m) = \sum_{s \leq m} H_s \otimes H_{m-s} + \text{terms in } H^*(R_h) \ast H^*(I) \otimes H^*(P) \ast H^*(R_h).
\]

**Proof.** By Section 3.6 we have

\[
r(H_m) = v^{-m|\delta|} r(\sum_{|L|, L \in R_h \dim L = m \delta} u_{|L|}) = v^{-m|\delta|} \sum_{|L|, L \in R_h \dim L = m \delta} \sum_{\lambda, \lambda' \in R_h} a^L_{\lambda|\lambda'} \frac{a_{\lambda}}{a_L} u_{|\lambda|} \otimes u_{|\lambda'|} + \text{terms in } H^*(R_h) \ast H^*(I) \otimes H^*(P) \ast H^*(R_h).
\]
If $Q$ is the Kronecker quiver with $I = \{0, 1\}$, the element $\tilde{P}_{1,m}$ in [2] coincides with $H_m$ by the construction in Section 3 in [14]. So the lemma is true for the Kronecker quiver by Proposition 3.22 in [2].

This means that for the Kronecker quiver,

$$(4) \quad \sum_{[L], L \in \mathcal{R}_h, \dim L = m\delta} g_{MN}^L \frac{a_M \alpha_N}{a_L} = 1$$

holds for any $[M], [N]$ with $M, N \in \mathcal{R}_h$, $\dim M + \dim N = m\delta$.

Note that in the case of Kronecker quiver, (4) holds in any subcategory $\mathcal{C}$ of $\mathcal{R}_h$ consisting of finitely many homogeneous tubes for any $M$ and $N$ in $\mathcal{C}$ and for any finite field $k$. So (3) holds in the subcategory $\mathcal{C}$ of $\mathcal{R}_h$ consisting of finite homogeneous tubes for any $M$ and $N$ in $\mathcal{C}$ and for any finite field $k$ in any affine quiver. Therefore, (4) holds for any $M$ and $N$ in $\mathcal{R}_h$ in any affine quiver. \qed

**Lemma 8.7.** For partitions $\lambda, \lambda'$, we have

$$(S_{\lambda}, S_{\lambda'}) = \delta_{\lambda \lambda'} + v^{-1}Q[[v^{-1}]] \cap Q(v).$$

**Proof.** See [20], Page 91, Exercise 25 and [20], Chapter 1, Equation 4.8. \qed

**Proposition 8.8.** For $(c, t_\lambda), (c', t_{\lambda'}) \in \mathcal{C}$, we have

$$(N(c, t_\lambda), N(c', t_{\lambda'})) = \delta_{c_{c'}} \delta_{\lambda \lambda'} + v^{-1}Q[[v^{-1}]] \cap Q(v).$$

**Proof.** By Proposition 9.1 in [14], we have

$$(N(c, t_\lambda), N(c', t_{\lambda'})) = \delta_{c_{c'}} \frac{t^{2(\dim End(M(c_\lambda)) + \dim End(M(c_\mu) + \dim End(M(c_+)))}}{a_M(c_{-})a_M(c_{0})a_M(c_{+})} (S_{\lambda}, S_{\lambda'}).$$

Then the result is true by Lemma 8.7. \qed

The property of $\{N(c, t_\lambda) | (c, t_\lambda) \in \mathcal{G}\}$ in Proposition 8.8 is called almost orthogonality.

9. Monomial bases, the PBW basis and a bar-invariant basis of $\mathcal{C}^*$

In this section, we will always choose $k = \mathbb{F}_q$ such that $q$ is large enough. We always identify $\mathfrak{f}$, $U^+$ and $\mathcal{C}^*$. Recall that $\mathcal{S}$ is the set defined in Section 3.3.

**9.1. Monomials for a dimension vector.** We label $I = \{1, 2, \ldots, n\}$ such that there are no arrows from $i$ to $j$ for $i > j$. Given $\nu = \sum_i \nu_i i \in \mathbb{N}I$, we define a monomial

$$m^\nu = u_1^{(\nu_1)} \ast u_2^{(\nu_2)} \ast \ldots \ast u_n^{(\nu_n)}$$

in $\mathcal{C}^*$.

**9.2. Monomials for preprojective component.** Consider the preprojective component first. For $t \leq 0$, let $e_t$ be the function $\mathbb{Z}_{\leq 0} \to \mathbb{N}$ which takes value 1 on $t$ and 0 on the others. Then for $m \in \mathbb{N}$, $N((me_j, 0, 0)) = \langle M(me_j) \rangle = \langle M(\beta_j)^{\otimes m} \rangle$.

**Lemma 9.1.** If $m \geq 0$, $j \leq 0$, then

$$m^{\beta_j m} = \langle M(\beta_j)^{\otimes m} \rangle + \sum_{c_+ > Mme_j} \phi_{me_j}^{(c, t_\lambda)}(v) N(c, t_\lambda)$$

for some $\phi_{me_j}^{(c, t_\lambda)} \in \mathcal{Z}$. 
Proof. By Lemma 6.6 in [14] and Proposition 8.3, it suffices to prove that all 
\( (c, t_\lambda) \in G_{m \beta_j} \), satisfy \( c_- \geq_L m e_j \). Suppose there is a \( (c, t_\lambda) \in G_{m \beta_j} \) with \( c_- <_L m e_j \), i.e., \( c_-(l) = 0, j < l \leq 0 \) and \( c_-(j) < m \). Then 
\[
(m - c_-(j)) \beta_j = \sum_{l < j} c_-(l) \beta_l + \dim M(c_0) + |\lambda| \delta + \sum_{l > 0} c_+(l) \beta_l.
\]

Note that \( \beta_l = s_{i_0} s_{i_1} \ldots s_{i_l}(i_l) \) for \( l \leq 0 \), where \( i = (\ldots, i_{-1}, i_0, i_1, i_2, \ldots) \) is the admissible sequence in Section 5.2. By applying \( s_{i_j} s_{i_{j+1}} \ldots s_{i_l} s_{i_0} \) on both sides, the left side will be negative while the right side is still positive, which leads to a contradiction.

Now we turn to an arbitrary \( d : \mathbb{Z}^{\leq 0} \to \mathbb{N} \) in \( G_- \). It can be written as \( d = \sum_{t \leq 0} d(t) e_t \). Define \( \omega(d) \in \mathcal{S} \) and the monomial \( m^{\omega(d)} \) by letting
\[
m^{\omega(d)} = m^{d(0)} \beta_0 \ast m^{d(-1) \beta_1} \ast m^{d(-2) \beta_2} \ast \ldots.
\]

Note that \( m^{\omega(d)} \) is a finite product since \( d \) is finitely supported.

Lemma 9.2. For \( d \in G_- \), we have
\[
m^{\omega(d)} = (M(d)) + \sum_{c_- >_L d} \phi^{(c,t_\lambda)}_d(v) N(c, t_\lambda)
\]
with \( \phi^{(c,t_\lambda)}_d \in \mathbb{Z} \).

Proof. Let \( j = j_d \leq 0 \) be the minimal integer with \( d(j) \neq 0 \). We shall prove this result by induction on \( j \).

If \( j = 0 \), then \( m^{\omega(d)} = \omega^{(d(0))}_d = (M(d)) \) since \( \beta_0 = i_0 \).

Assume that the lemma holds for all \( d \) with \( j_d \geq l \). Set \( d_{\geq l} = \sum_{j \geq l} d(t) e_t \) for any \( d \in G_- \). For a \( d \) with \( j_d = l - 1 \), by Lemma 9.1, we have
\[
m^{\omega(d)} = m^{\omega(d_{\geq l})} \ast m^{\omega(d(l-1) e_{l-1})}
\]
\[
= \left( (M(d_{\geq l})) + \sum_{c_- >_L d_{\geq l}} \phi^{(c,t_\lambda)}_{d_{\geq l}}(v) N(c, t_\lambda) \right) \ast \left( (M(\beta_{l-1})^{d(l-1)}) + \sum_{c_{l-1} >_L d(l-1) e_{l-1}} \phi^{(c', t_{\lambda'})}_{d(l-1) e_{l-1}}(v) N(c', t_{\lambda'}) \right).
\]

By Proposition 8.3, \( N(c, t_\lambda) \ast (M(\beta_{l-1})^{d(l-1)}) \ast N(c', t_{\lambda'}) \ast N(c'', t_{\lambda''}) \) are \( \mathbb{Z} \)-linear combinations of some \( N(c'', t_{\lambda''}) \), which satisfy \( c''_- \geq_L c_- >_L d_{\geq l} \). Note that \( c_- > d_{\geq l} \) and \( \dim M(c_-) \leq \dim M(d_{\geq l}) \) imply that there is a \( k \) with \( l \leq k \leq 0 \) such that \( \langle c_-(k) > d(k) \rangle \), so \( c''_- >_L d \).

On the other hand,
\[
\langle M(d_{\geq l}) \rangle \ast N(c', t_{\lambda'}) = \langle M(d_{\geq l}) \rangle \ast (M(c_-)_{d_{\geq l}}) \ast (M(c'_-, t_{\lambda'})) \ast N((0, c_0, c'), t_{\lambda'}). \]

Here, \( c'_- >_L d(l-1) e_{l-1} \) and \( \dim M(c'_-) \leq \dim M(d(l-1) e_{l-1}) \) imply that \( c''_{-l} > d_{\geq l} \geq 0 \). Therefore \( \langle M(d_{\geq l}) \rangle \ast (M(c'_-, t_{\lambda'})) \) is a \( \mathbb{Z} \)-linear combination of \( (M(c''_{-l})_{d_{\geq l}}) \) with \( c''_{-l} >_L d_{\geq l} \) by Corollary 8.3, and it follows that \( c''_{-l} >_L d \) if we set \( c''_{-l} = c'_{-l} \).

Since \( \langle M(d_{\geq l}) \rangle \ast (M(\beta_{l-1})^{d(l-1)}) = \langle M(d_{\geq l}) \rangle, \) we get
\[
m^{\omega(d)} = (M(d)) + \sum_{c''_> L d} \phi^{(c''_-, t_{\lambda''})}_d(v) N(c'', t_{\lambda''})
\]
Lemma 9.4. finds a monomial to replace it.

Monomials for preinjective component. Dually, for $d : \mathbb{Z}^+ \to \mathbb{N}$ in $G_+$, define $\omega(d) \in S$ and the monomial $m^{\omega(d)}$ by

$$m^{\omega(d)} = \cdots \ast m^{d(1)\beta_1} \ast m^{d(2)\beta_2} \ast m^{d(3)\beta_3}.$$ 

We shall have a dual lemma to Lemma 9.2.

Lemma 9.3. For $d \in G_+$, we have

$$m^{\omega(d)} = \langle M(d) \rangle + \sum_{c_+, c_+ > d} \phi_d^{(c_+, t_\lambda)}(v)N(c, t_\lambda)$$

with $\phi_d^{(c_+, t_\lambda)} \in \mathbb{Z}$.

The proof is similar.

9.4. Monomials for non-homogeneous tubes. Consider a fixed non-homogeneous tube $J_\lambda$ first. We simply denote $r = r(d)$ and $\Pi = \Pi(d)$. Recall that $K_r = K_r(k)$ is the category of nilpotent representations of the cyclic quiver $\Delta = \Delta(r)$ with $r$ vertices, and $\epsilon_d : K_r \to J_\lambda$ is the category equivalence. Let $L_j = \epsilon_d(S_j)$ for $1 \leq j \leq r$. Then $L_j$ is exceptional (see Lemma 5.1).

By Section 4 for $\pi \in \Pi_\pi$ aperiodic, there exists

$$\omega_\pi = ((j_1, j_2, \ldots, j_s), (a_1, a_2, \ldots, a_s)), 1 \leq j_1, j_2, \ldots, j_s \leq r$$

such that

$$\langle S_{j_1} \rangle^{(a_1)} \ast \langle S_{j_2} \rangle^{(a_2)} \ast \cdots \ast \langle S_{j_s} \rangle^{(a_s)} = \langle M_{K_r}(\pi) \rangle + \sum_{\pi' \in \Pi, \pi' < \alpha \pi} \xi^\pi_\omega(v)\langle M_{K_r}(\pi') \rangle$$

in $H^*(K_r)$. Applying $\epsilon_d$ to the both sides, we get

$$\langle L_{j_1} \rangle^{(a_1)} \ast \langle L_{j_2} \rangle^{(a_2)} \ast \cdots \ast \langle L_{j_s} \rangle^{(a_s)} = \langle M_{J_\lambda}(\pi) \rangle + \sum_{\pi' \in \Pi, \pi' < \alpha \pi} \xi^\pi_\omega(v)\langle M_{J_\lambda}(\pi') \rangle$$

in $H^*(J_\lambda)$. However, the left side is no more a monomial in $C^*(Q)$, so we need to find a monomial to replace it.

Lemma 9.4. For $1 \leq j \leq r$ and $a > 0$, we have

$$m^{a \dim L_j} = \langle L_j \rangle^{(a)} + \sum_{c_- > 0, c_+ > 0} \phi_{L_j,a}^{(c_+, t_\lambda)}(v)N(c, t_\lambda)$$

with $\phi_{L_j,a}^{(c_+, t_\lambda)} \in \mathbb{Z}$.

Proof. By Lemma 5.1, $\langle \delta, D(c, t_\lambda) \rangle = a\langle \delta, \dim L_j \rangle = 0$, so either $c_- = 0$ or $c_+ > 0, c_+ > 0$. If $c_- = 0$, then $\langle L_j \rangle^{(a)} = \langle L_j^{\dim a} \rangle$ is the only $N(c, t_\lambda)$ with $D(c, t_\lambda) = a\dim L_j$. 

Now define a monomial $m^{\omega(\pi)}$ in $C^*$:

$$m^{\omega(\pi)} = m^{a_1 \dim L_{j_1}} \ast m^{a_2 \dim L_{j_2}} \ast \cdots \ast m^{a_s \dim L_{j_s}}.$$
Lemma 9.5. For \( \pi \in \Pi^a \), we have
\[
m^\omega(\pi) = \langle M_{J_\pi}(\pi) \rangle + \sum_{\pi' \in \Pi, \pi' < \pi} \xi_{\omega,\pi}^{\pi'}(v)\langle M_{J_\pi}(\pi') \rangle + \sum_{c_- > 0, c_+ > 0} \phi_{\omega,\pi}^{(c_+, t_\lambda)}(v)N(c, t_\lambda)
\]
with \( \xi_{\omega,\pi}^{\pi'}(v), \phi_{\omega,\pi}^{(c_+, t_\lambda)} \in \mathbb{Z} \).

Proof. By Lemma [9.4] it suffices to show that if \( c_- > 0, c_+ > 0, \langle \delta, D(c, t_\lambda) \rangle = 0, \langle \delta, D(c', t_\lambda') \rangle = 0 \), then
\[
N(c, t_\lambda) * N(c', t_\lambda') = \sum_{c_- > 0, c_+ > 0} \psi_{(c, t_\lambda), (c', t_\lambda')}^{(c'', t_\lambda'')}(v)N(c'', t_\lambda''),
\]
\[
N(c', t_\lambda') * N(c, t_\lambda) = \sum_{c_- > 0, c_+ > 0} \psi_{(c', t_\lambda'), (c, t_\lambda)}^{(c'', t_\lambda'')}(v)N(c'', t_\lambda'').
\]
Since \( \langle \delta, D(c'', t_\lambda'') \rangle = 0, c_- > 0 \) implies \( c_+'' > 0 \) and vice versa. Proposition [8.3] shows that \( c_-'' \geq L c_- > 0 \) in the first equation and \( c_+'' \geq L c_+ > 0 \) in the second equation. Hence, we have \( c_-'' > 0, c_+'' > 0 \) in both equations. 

Now we turn to an aperiodic \( c_0 = (\pi_1, \pi_2, \cdots, \pi_s) \in \Pi^a(1) \times \Pi^a(2) \times \cdots \times \Pi^a(s) \). Define
\[
m^{\omega(c_0)} = m^{\omega(\pi_1)} * m^{\omega(\pi_2)} * \cdots * m^{\omega(\pi_s)}.
\]
With Lemma [9.3], Definition [7.1] and the assertion in the proof of Lemma [9.5] we can easily deduce a lemma for \( R_{nh} \).

Lemma 9.6. For \( c_0 \in \mathcal{G}_0 \) aperiodic, we have
\[
m^{\omega(c_0)} = \langle M(c_0) \rangle + \sum_{c_0' \in \mathcal{G}_0} \phi_{c_0}^{c_0'}(v)\langle M(c_0') \rangle + \sum_{c_- > 0, c_+ > 0} \phi_{c_0}^{(c_+, t_\lambda)}(v)N(c'', t_\lambda),
\]
with \( \phi_{c_0}^{c_0'}, \phi_{c_0}^{(c_+, t_\lambda)} \in \mathbb{Z} \).

Note that the monomials \( m^{\omega} \) depends on the choice of \( \omega, \pi \in \Pi^a \), and so does \( m^{\omega(c_0)} \).

9.5. Monomials for homogeneous regular part.

Lemma 9.7. For \( m \geq 0 \), we have
\[
m^{m\delta} = H_m + \sum_{c_0, c_0' \in \mathcal{G}_0} \phi_{c_0}^{(c_+, t_\lambda)}(v)N(c, t_\lambda) + \sum_{c_- > 0, c_+ > 0} \phi_{m\delta}^{(c, t_\lambda)}(v)N(c, t_\lambda),
\]
with \( \phi_{m\delta}^{(c, t_\lambda)} \in \mathbb{Z} \).

Proof. The fact that \( m^{m\delta} \) is a \( \mathbb{Z} \)-sum of all modules \( M \) with dimension vector \( m\delta \) proves this lemma. 

For a partition \( \lambda = (\lambda_1, \lambda_2, \cdots, \lambda_l) \), define
\[
m^{\omega(t_\lambda)} = m^{\lambda_1\delta} * m^{\lambda_2\delta} * \cdots * m^{\lambda_l\delta}.
\]
When \( \lambda = 0 = t_\lambda \), set \( m^{\omega(0)} = 1 \).
Lemma 9.8. For a nonzero partition \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_\ell) \), we have
\[
m^{\omega(t_\lambda)} = H_\lambda + \sum_{c_\pm = 0, c_0 \neq 0} \phi^{(c,t_\lambda)}(v)N(c, t_\mu) + \sum_{c_+ > 0, c_- > 0} \phi^{(c,t_\lambda)}(v)N(c, t_\mu),
\]
with \( \phi^{(c,t_\lambda)} \in Z \).

Proof. By using the assertion in the proof of Lemma 9.3, it suffices to show that
\[
\prod_i (H_{\lambda_i} + \sum_{c_\pm = 0, c_0 \neq 0} \phi^{(c,t_\lambda)}(v)N(c, t_\mu)) = H_\lambda + \sum_{c_\pm = 0, c_0 \neq 0} \phi^{(c,t_\lambda)}(v)N(c, t_\mu).
\]
This is true since \( xy = yx \) for any \( x \in \mathcal{H}^*(R_{nh}), \ y \in \mathcal{H}^*(R_{ah}) \).

9.6. Monomial basis. For \( (c, t_\lambda) \in \mathcal{G}^a \), we define \( \omega(c, t_\lambda) \in S \) and the monomial \( m^{\omega(c, t_\lambda)} \) by letting
\[
m^{\omega(c, t_\lambda)} = m^{\omega(c_-)} \ast m^{\omega(c_0)} \ast m^{\omega(c_+)}.
\]

To compute this monomial, we deal with the regular part first.

Lemma 9.9. For \( c_0 \in \mathcal{G}_0 \) aperiodic and a nonzero partition \( \lambda \), we have
\[
m^{\omega(c_0)} \ast m^{\omega(t_\lambda)} = (M(c_0)) \ast H_\lambda + \sum_{c_0' \in G_0} \phi^{(c_0', c_\lambda)}_0(v) (M(c_0')) \ast H_\lambda
\]
\[
+ \sum_{c_\lambda'' = 0, \lambda'' < \lambda} \phi^{(c_\lambda'', t_\lambda)}(v) N(c_\lambda'', t_\mu)
\]
\[
+ \sum_{c_\lambda''' > 0, c_\lambda''' > 0} \phi^{(c_\lambda''', t_\mu)}(v) N(c_\lambda''', t_\mu)
\]

Proof. By Lemma 9.9, Lemma 9.8, \( m^{\omega(c_0)} \ast m^{\omega(t_\lambda)} \) can be written as a \( Z \)-sum of terms of following kinds:

1. The leading term \( (M(c_0)) \ast H_\lambda \).
2. \( \sum_{c_0' \in G_0} \phi^{(c_0', c_\lambda)}_0(v) (M(c_0')) \ast H_\lambda \).
3. \( (M(c_0')) \ast N(c_\lambda'', t_\lambda') \) with \( c_0' \leq_G c_0, \ c_\lambda'' = 0, c_\lambda' \neq 0 \). Since \( D(c_\lambda'', t_\lambda') = |\lambda' - |c_\lambda''| < |\lambda| \). Also, \( (M(c_0')) \ast (M(c_0''')) \in \mathcal{H}^*(R_{nh}) \), therefore \( (M(c_0')) \ast N(c_\lambda'', t_\lambda') \) is a \( Z \)-sum of \( N(c_\lambda''', t_\lambda''') \) with \( c_\lambda''' = 0, |\lambda'''| < |\lambda| \).
4. \( N(c_1, t_{\lambda_1}) \ast N(c_2, t_{\lambda_2}) \) with \( c_1^1 > 0, c_1^2 > 0 \) or \( c_2^1 > 0, c_2^2 > 0 \). By Proposition 9.5.1 and Lemma 9.1, this is again a \( Z \)-sum of \( N(c_3, t_{\lambda_3}) \) with \( c_3^1 > 0, c_3^2 > 0 \).

Hence we get the desired result.

Recall from Section 9.1 that by definition,
\[
N(c, T_\lambda) = (M(c_-)) \ast (M(c_0)) \ast H_\lambda \ast (M(c_+)) = \sum_{\mu \geq \lambda} K_{\lambda \mu} N(c, t_\mu).
\]
Proposition 9.10. For \((c, t_\lambda) \in \mathcal{G}^a\), we have
\[
m^{\omega(c,t_\lambda)} = N(c, T_\lambda) + \sum_{(c', t_{\lambda'}) \in \mathcal{G}} \phi^{(c', t_{\lambda'})}_{(c, t_\lambda)}(v)N(c', t_{\lambda'})
\]
\[
= \sum_{\mu \geq \lambda} K_{\lambda\mu} N(c, t_\mu) + \sum_{(c', t_{\lambda'}) \in \mathcal{G}} \phi^{(c', t_{\lambda'})}_{(c, t_\lambda)}(v)N(c', t_{\lambda'}),
\]
with \(\phi^{(c', t_{\lambda'})}_{(c, t_\lambda)} \in \mathcal{Z}\), where \(K_{\lambda\mu}\) is the Kostka number.

Proof. By Lemma 9.9, Lemma 9.3, and Corollary 9.6, \(m^{\omega(c,t_\lambda)}\) can be written as a \(\mathcal{Z}\)-sum of terms of following kinds:

1. The leading term \((M(c_-)) * (M(c_0)) * H_\lambda * (M(c_+)) = N(c, T_\lambda)\) with coefficient 1.
2. \(N(c^1, t_{\lambda_1}) * N(c^2, t_{\lambda_2}) * N(c^3, t_{\lambda_3})\) with \(c^1 \prec_L c^2 \prec_L c^3\). By Proposition 8.3 and Definition 7.11, this is a \(\mathcal{Z}\)-sum of \(N(c', t_{\lambda'})\) with \(c'_+ \succ_L c'_-\). By Proposition 8.3 and Corollary 5.9, this is a \(\mathcal{Z}\)-sum of \(N(c', t_{\lambda'})\) with \(c'_+ \succ_L c'_-\). By Definition 7.11, the proposition follows.

Since \((K_{\lambda\mu})_{\lambda\mu}\) is upper-triangular with entries in the diagonal equal to 1, we have the following corollary.

Corollary 9.11. For \((c, t_\lambda) \in \mathcal{G}^a\), we have
\[
m^{\omega(c,t_\lambda)} = N(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in \mathcal{G}} \phi^{(c', t_{\lambda'})}_{(c, t_\lambda)}(v)N(c', t_{\lambda'}),
\]
with \(\phi^{(c', t_{\lambda'})}_{(c, t_\lambda)} \in \mathcal{Z}\), such that \(\phi^{(c, t_{\mu})}_{(c, t_\lambda)} = K_{\lambda\mu}, \mu \geq \lambda\).

9.7. PBW bases. We now use the same method in Section 8.8 to construct a PBW basis \(\{E(c, t_\lambda) \mid (c, t_\lambda) \in \mathcal{G}^a\}\) for \(C^*_\mathcal{Z}\) inductively.

Definition 9.12. For any \(v \in \mathbb{N}\), if \((c, t_\lambda)\) is minimal in \(\mathcal{G}^a\), put
\[
E(c, t_\lambda) = m^{\omega(c,t_\lambda)} \in C^*_\mathcal{Z}.
\]
In fact, \((c, t_\lambda)\) is minimal if and only if \(M(c)\) is semisimple and \(t_\lambda = 0\).

Assume that \(E(c', t_{\lambda'}) \in C^*_\mathcal{Z}\) have been defined for all \((c', t_{\lambda'}) \in \mathcal{G}^a\) with \((c', t_{\lambda'}) \prec (c, t_\lambda)\). Then we define
\[
E(c, t_\lambda) = m^{\omega(c,t_\lambda)} - \sum_{(c', t_{\lambda'}) \in \mathcal{G}^a} \phi^{(c', t_{\lambda'})}_{(c, t_\lambda)}(v)E(c', t_{\lambda'}) \in C^*_\mathcal{Z}.
\]
In other words, we always have
\[
m^{\omega(c,t_\lambda)} = E(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in \mathcal{G}^a} \phi^{(c', t_{\lambda'})}_{(c, t_\lambda)}(v)E(c', t_{\lambda'})
\]
for any \((c, t_\lambda) \in \mathcal{G}^a\).
By construction, we have the following lemma.

**Lemma 9.13.** For \((c, t_\lambda)\) in \(G^a\), we have
\[
E(c, t_\lambda) = N(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G^a \setminus \mathcal{Q}^a} b_{(c, t_\lambda)}^{(c', t_{\lambda'})}(v)N(c', t_{\lambda'}),
\]
with \(b_{(c, t_\lambda)}^{(c', t_{\lambda'})} \in Z\).

This shows that the leading term of \(E(c, t_\lambda)\) is \(N(c, t_\lambda)\), and this is why we say \(\{E(c, t_\lambda) | (c, t_\lambda) \in G^a\}\) is of PBW-type. Next we prove that \(\{E(c, t_\lambda) | (c, t_\lambda) \in G^a\}\) is a \(Z\)-basis of \(C^*_Z\).

**Lemma 9.14.** The set \(\{E(c, t_\lambda) | (c, t_\lambda) \in G^a\}\) is a \(\mathbb{Q}(v)\)-basis of \(C^*_Z\).

**Proof.** By Lemma 9.13, \(\{E(c, t_\lambda) | (c, t_\lambda) \in G^a\}\) is linearly independent. By Theorem 4.16 in [17], \(|G^a| = \dim f_\nu\). \(\square\)

**Lemma 9.15.** Let \(P\) be the \(\mathbb{Q}(v)\)-linear subspace of \(\mathcal{H}^0\) spanned by \(\{N(c, t_\lambda) | (c, t_\lambda) \in G \setminus G^a\}\). Then \(P \cap C^* = \{0\}\).

**Proof.** This is a direct result from Lemma 9.2, Lemma 9.13 and Lemma 9.14. \(\square\)

**Corollary 9.16.** \(\{E(c, t_\lambda) | (c, t_\lambda) \in G^a\}\) is independent of the choice of \(\omega_\pi, \pi \in \Pi^a\) for each non-homogeneous tube.

**Proof.** Suppose we used another choice of \(\omega_\pi, \pi \in \Pi^a\) to construct a new basis \(\{E'(c, t_\lambda) | (c, t_\lambda) \in G^a\}\) by the same method. Then it should have the same property as in Lemma 9.13. Hence, \(E'(c, t_\lambda) - E(c, t_\lambda) \in P \cap C^*\). By Lemma 9.16, we have \(E'(c, t_\lambda) = E(c, t_\lambda)\). \(\square\)

**Proposition 9.17.** The set \(\{E(c, t_\lambda) | (c, t_\lambda) \in G^a\}\) is a \(Z\)-basis of \(C^*_Z\).

**Proof.** By Proposition 8.3, for any monomial \(m^\omega\) in \(C^*_Z\),
\[
m^\omega = \sum_{(c, t_\lambda) \in G^a} \psi^{(c, t_\lambda)}(v)N(c, t_\lambda)
\]
with \(\psi^{(c, t_\lambda)} \in Z\). Then
\[
m^\omega - \sum_{(c, t_\lambda) \in G^a} \psi^{(c, t_\lambda)}(v)E(c, t_\lambda) \in P \cap C^*
\]
implies that
\[
m^\omega = \sum_{(c, t_\lambda) \in G^a} \psi^{(c, t_\lambda)}(v)E(c, t_\lambda),
\]
which means that any monomial is a \(Z\)-linear combination of elements in \(\{E(c, t_\lambda) | (c, t_\lambda) \in G^a\}\). \(\square\)

**Corollary 9.18.** The set \(\{m^\omega | (c, t_\lambda) \in G^a\}\) is a \(Z\)-basis of \(C^*_Z\).

We say that \(\{E(c, t_\lambda) | (c, t_\lambda) \in G^a\}\) is the PBW basis and \(\{m^\omega | (c, t_\lambda) \in G^a\}\) is a monomial basis of \(C^*_Z\).

Moreover, let \(P_Z\) be the \(Z\)-submodule of \(\mathcal{H}^0_Z\) spanned by \(\{N(c, t_\lambda) | (c, t_\lambda) \in G \setminus G^a\}\), then by Lemma 9.13, Lemma 9.15 and proposition 9.17, we have
\[
\mathcal{H}^0_Z = C^*_Z \oplus P_Z
\]
as \( Z \)-modules and

\[ E(c,t_\lambda) = N(c,t_\lambda) \mod P_Z \]

for \((c,t_\lambda) \in G^a\).

9.8. A bar-invariant basis. By Definition 9.12, the transition matrix between the monomial basis \( \{ m^{\omega(c,t_\lambda)} | (c,t_\lambda) \in G^a \} \) and the PBW basis \( \{ E(c,t_\lambda) | (c,t_\lambda) \in G^a \} \) is upper triangular in \( Z \) with entries in the diagonal equal to 1. So we have

\[ E(c,t_\lambda) = m^{\omega(c,t_\lambda)} + \sum_{(e',t_{\lambda'}) \in G^a \atop (e',t_{\lambda'}) \prec (c,t_\lambda)} \eta_{(e',t_{\lambda'})}^{(e',t_{\lambda'})} (v) m^{\omega(e',t_{\lambda'})} \]

for \((c,t_\lambda) \in G^a\), with \( \eta_{(e',t_{\lambda'})}^{(e',t_{\lambda'})} \in Z \).

Recall from Section 9.12 that the bar involution \( \tilde{\cdot} \) is a \( \mathbb{Q} \)-algebra automorphism on \( f \cong C^* \), and clearly all monomials are bar-invariant. Applying the bar involution to the both sides, then we get

\[ \overline{E(c,t_\lambda)} = m^{\omega(c,t_\lambda)} + \sum_{(e',t_{\lambda'}) \in G^a \atop (e',t_{\lambda'}) \prec (c,t_\lambda)} \zeta_{(e',t_{\lambda'})}^{(e',t_{\lambda'})} (v) E(e',t_{\lambda'}) \]

for \((c,t_\lambda) \in G^a\). Thus we have

\[ \overline{E(c,t_\lambda)} = E(c,t_\lambda) + \sum_{(e',t_{\lambda'}) \in G^a \atop (e',t_{\lambda'}) \prec (c,t_\lambda)} \zeta_{(e',t_{\lambda'})}^{(e',t_{\lambda'})} (v) E(e',t_{\lambda'}) \]

for \((c,t_\lambda) \in G^a\), with \( \zeta_{(e',t_{\lambda'})}^{(e',t_{\lambda'})} \in Z \).

By Section 7.10 in [15], the system

\[ g_{(e,t_\lambda)}^{(e',t_{\lambda'})} = \sum_{(e'',t_{\lambda''}) \in G^a \atop (e'',t_{\lambda''}) \leq (e',t_{\lambda'}) \leq (e,t_\lambda)} \zeta_{(e',t_{\lambda'})}^{(e',t_{\lambda'})} \overline{g}_{(e',t_{\lambda'})} \]

for \((e',t_{\lambda'}) \leq (c,t_\lambda) \in G^a\), has a unique solution satisfying \( g_{(e,t_\lambda)}^{(e',t_{\lambda'})} = 1, g_{(e',t_{\lambda'})}^{(e,t_\lambda)} \in v^{-1}Z[v^{-1}] \) for \((e',t_{\lambda'}) \leq (c,t_\lambda)\). Let

\[ C(c,t_\lambda) = E(c,t_\lambda) + \sum_{(e',t_{\lambda'}) \in G^a \atop (e',t_{\lambda'}) \prec (c,t_\lambda)} g_{(e',t_{\lambda'})}^{(e',t_{\lambda'})} (v) E(e',t_{\lambda'}). \]

Therefore by construction, we have

\[ \overline{C(c,t_\lambda)} = C(c,t_\lambda) \]

for all \((c,t_\lambda) \in G^a\). We call the set \( \{ C(c,t_\lambda) | (c,t_\lambda) \in G^a \} \) the bar-invariant basis. Moreover, we have an important relation between the monomial basis and the bar-invariant basis:

\[ m^{\omega(c,t_\lambda)} = C(c,t_\lambda) + \sum_{(e',t_{\lambda'}) \in G^a \atop (e',t_{\lambda'}) \preceq (c,t_\lambda)} \tilde{a}_{(e,t_\lambda)}^{(e',t_{\lambda'})} (v) C(e',t_{\lambda'}). \]

Proposition 9.19. The set \( \{ E(c,t_\lambda) | (c,t_\lambda) \in G^a \} \) is a \( Z \)-basis of \( C^*(Q)_Z \) satisfying the following conditions.

1. \( E(c,t_\lambda) = E(c,t_\lambda) + \sum_{(e',t_{\lambda'}) \in G^a \atop (e',t_{\lambda'}) \prec (c,t_\lambda)} \zeta_{(e',t_{\lambda'})}^{(e',t_{\lambda'})} (v) E(e',t_{\lambda'}), \zeta_{(e',t_{\lambda'})}^{(e',t_{\lambda'})} \in Z. \)
2. \( (E(c,t_\lambda), E(e',t_{\lambda'})) \in \delta_{(c,t_\lambda),(e',t_{\lambda'})} + v^{-1}Q[[v^{-1}]] \cap Q(v). \)
Theorem 9.20. The set \( \{ C(c, t_\lambda) | (c, t_\lambda) \in G^a \} \) is a \( \mathbb{Z} \)-basis of \( C^*(Q)_\mathbb{Z} \) satisfying the following conditions.

1. \( \overline{C(c, t_\lambda)} = C(c, t_\lambda) \);
2. \( C(c, t_\lambda), C(c', t_\lambda) \in \delta(c, t_\lambda), (c', t_\lambda) + v^{-1}\mathbb{Q}[v^{-1}] \cap \mathbb{Q}(v) \).

The condition (1) of Proposition 9.19 and Theorem 9.20 are proved by the construction above, we leave the rest of the proof in Section 14 by showing that \( \{ C(c, t_\lambda) | (c, t_\lambda) \in G^a \} \) is in fact the canonical basis \( \mathcal{B} \) of \( \mathfrak{f} \).

10. Lusztig’s geometric construction and the canonical basis

We give a review of Lusztig’s geometric construction of the canonical basis. We refer to [19] for basic constructions and [13] for more details about affine canonical basis.

10.1. Representation spaces and flag varieties. Let \( V = \bigoplus_{i \in I} V_i \) be an \( I \)-graded vector space over an algebraic closed field \( k \). Denote \( \dim V = \sum_{i \in I} \dim V_i i \in NI \). Similarly to Section 7.3, we define

\[ \mathbb{E}_V = \bigoplus_{h \in H} \text{Hom}(V_{s(h)}, V_{l(h)}), \text{GL}_V = \bigoplus_{i \in I} \text{GL}(V_i). \]

The \( \text{GL}_V \)-action on \( \mathbb{E}_V \) is also defined by

\[ g \cdot x = ((g \cdot x)_h)_{h \in H}, (g \cdot x)_h = g_{l(h)} x_h g_{s(h)}^{-1} \]

for any \( g = (g_i)_{i \in I} \in \text{GL}_V \), \( x = (x_h)_{h \in H} \in \mathbb{E}_V \).

Given any \( \nu \in NI \), let \( \mathcal{S}_{\nu} \) be the set consisting of all pairs of sequences defined in Section 3.5

\[ \omega = (\underline{i}, \underline{a}) = ((i_1, \ldots, i_t), (a_1, \ldots, a_t)) \]

such that \( \sum_m a_m i_m = \nu \).

Fix an \( I \)-graded vector space \( V \) such that \( \dim V = \nu \). For any \( \omega \in \mathcal{S}_{\nu} \), we say that a flag of subspaces

\[ V^\bullet = (V = V^0 \supseteq V^1 \supseteq \cdots \supseteq V^t = 0) \]

is of type \( \omega \) if \( \dim V^m / V^{m+1} = a_m i_m \) for all \( m = 1, 2, \cdots, t \).

Let \( \mathcal{F}_\omega \) be the flag variety consisting of all flags of type \( \omega \). Then \( \text{GL}_V \) acts on \( \mathcal{F}_\omega \) naturally.

Given \( x \in \mathbb{E}_V \), \( V^\bullet \in \mathcal{F}_\omega \), we say that \( V^\bullet \) is \( x \)-stable if \( x_h(V^m_{s(h)}) \subseteq V^m_{l(h)} \) for any \( h \in H \) and \( m = 1, 2, \cdots, t \). We define \( \tilde{\mathcal{F}}_\omega \) to be the variety consisting of all pairs \( (x, V^\bullet) \in \mathbb{E}_V \times \mathcal{F}_\omega \) such that \( V^\bullet \) is \( x \)-stable. So \( \text{GL}_V \) acts on \( \tilde{\mathcal{F}}_\omega \) naturally.

10.2. Perverse sheaves. Fix a prime \( l \) that is invertible in \( k \). Let \( \overline{\mathbb{Q}_l} \) be the algebraic closure of the field of \( l \)-adic numbers. Given any algebraic variety \( X \) over \( k \), denote by \( D(X) \) the bounded derived category of complexes of \( l \)-adic sheaves on \( X \). Let \( \mathcal{M}(X) \) be the full subcategory of \( D(X) \) consisting of all perverse sheaves on \( X \).

Let \( G \) be a connected algebraic group. Assume that \( G \) acts on \( X \) algebraically. By \( D_G(X) \) we denote the full subcategory of \( D(X) \) consisting of all \( G \)-equivariant complexes over \( X \). By \( \mathcal{M}_G(X) \) we denote the full subcategory of \( \mathcal{M}(X) \) consisting of all \( G \)-equivariant perverse sheaves over \( X \).
Let $1_{\mathcal{F}_\omega}$ be the constant sheaf on $\mathcal{F}_\omega$. Let $\pi_\omega : \mathcal{F}_\omega \to \mathcal{E}_V$ be the first projection $(x, V^*) \mapsto x$. By the decomposition theorem of Beilinson, Bernstein and Deligne ([4]), the Lusztig sheaf

$$L_\omega := (\pi_\omega)_! 1_{\mathcal{F}_\omega}[d_\omega](\frac{d_\omega}{2})$$

is a $GL_V$-equivariant semisimple complex on $\mathcal{E}_V$, where $[d]$ is the shift by $d$ of complexes and $(\frac{d}{2})$ is the Tate twist, $d_\omega = \dim \mathcal{F}_\omega$.

Let $\mathcal{P}_V$ be the subcategory of $\mathcal{M}_{GL_V}(\mathcal{E}_V)$ consisting of direct sums of simple perverse sheaves, which are direct summands of $L_\omega[r](\frac{d}{2})$ for some $\omega \in S_{\dim V}$ and $r \in \mathbb{Z}$.

Let $\mathcal{Q}_V$ be the full subcategory of $\mathcal{D}_{GL_V}(\mathcal{E}_V)$ whose objects are the complexes that are isomorphic to finite direct sums of complexes of the form $L[d](\frac{d}{2})$ for various $L \in \mathcal{P}_V$ and $d \in \mathbb{Z}$.

Let $K_{\dim V} = K_V = K(\mathcal{Q}_V)$ be the Grothendieck group of $\mathcal{Q}_V$. Define

$$(-v)[L] = [L[1](\frac{1}{2})], (-v^{-1})[L] = [L[-1](\frac{1}{2})].$$

Then $K_V$ is a free $\mathbb{Z}$-module, where $\mathbb{Z} = \mathbb{Z}[v, v^{-1}]$. Define

$$K(\mathcal{Q}) = \bigoplus_{\nu \in \mathbb{N}} K_\nu.$$

10.3. Lusztig’s induction functors. Let $W \subset V$ be an $I$-graded subspace. Let $T = V/W$ and $p : V \to T$ be the natural projection.

Given any $x \in \mathcal{E}_V$, $W$ is called $x$-stable if $x_h(W_{s(h)}) \subset W_{t(h)}$ for all $h \in H$.

If $W$ is $x$-stable, it induces two elements $x_W$ and $x_T$ in $\mathcal{E}_W$ and $\mathcal{E}_T$ respectively such that $(x_W)_h$ is the restriction of $x_h$ to $W$ and $p_{t(h)}x_h = (x_T)_hp_{s(h)}$ for all $h \in H$.

We consider the following diagram

$$\mathcal{E}_T \times \mathcal{E}_W \xrightarrow{q_1} \mathcal{E}' \xrightarrow{q_2} \mathcal{E}'' \xrightarrow{q_3} \mathcal{E}_V,$$

where $\mathcal{E}' = \{(x, V \prime) | V \prime$ is $x$-stable, $\dim V' = \dim W \}$; $\mathcal{E}'$ is the variety consisting of all quadruples $(x, V', r', r'')$ such that $(x, V') \in \mathcal{E}'$, $r' : V'/V' \to T$ and $r'' : V' \to W$ are graded linear isomorphisms; $q_2, q_3$ are natural projections and $q_3(x, V', r', r'') = (y', y'')$ such that $y'_{h} = r'_{s(h)}(x_{V'/V'}h(r')_{s(h)}^{-1})$ and $y''_{h} = r''_{s(h)}(x_{V'}h(r'')_{s(h)}^{-1})$ for all $h \in H$.

Given any $L' \in \mathcal{Q}_T, L'' \in \mathcal{Q}_W$, we set

$$L' \circ L'' = (q_3)_!(q_2)_*q_1^*(L' \boxtimes L'')(d_1 - d_2)(\frac{d_1 - d_2}{2}),$$

where $q_3^*$ is an equivalence and $(q_2)_*$ is the inverse of $q_2^*$, $d_1$ is the dimension of the fibres of $q_1$ and $d_2$ is the dimension of the fibres of $q_2$.

The operation $\circ$ induces a multiplication $\circ$ on $K(\mathcal{Q})$ such that $[L'] \circ [L''] = [L' \circ L'']$. This makes $K(\mathcal{Q})$ a $\mathbb{Z}$-algebra.

Lusztig shows that $K(\mathcal{Q})$ is isomorphic to $f_\mathbb{Z}$ by mapping $L_\omega$ to $m^\omega$ (Chapter 13, [19]).
10.4. The geometric constructions of monomial and canonical basis. The monomial basis \( \{ F(a, \lambda) | (a, \lambda) \in \Delta \} \) given in \([13]\) coincides the monomial basis \( \{ m^{\omega(c, t)} | (c, t) \in \mathcal{G}^a \} \) constructed in Section 9.6 under the identification \( K(\mathcal{Q}) \cong f_Z \).

By \([13]\), we have

\[
F(a, \lambda) = L_{\omega(c, t)} = \oplus_{\mu \geq \lambda} K_{\lambda \mu} \text{IC}(X(c, | \lambda |), L_{\mu}) \oplus B,
\]

where \( \text{IC}(X(c, | \lambda |), L_{\mu}) \) is the intersection cohomology sheaf with support \( \overline{X(c, m)} \) and local system \( L_{\mu} \) such that \( \mu \vdash m \), and \( \text{supp} B \subset \overline{X(c, | \lambda |)} \setminus X(c, | \lambda |) \).

It is also proved in \([13]\) that any simple perverse sheaf in \( \mathcal{P}_V \) is isomorphic to \( \text{IC}(X(c, | \lambda |), E_{\lambda}) \) for some \( (c, t) \in \mathcal{G}^a \). Let \( B_{IC} \) be the set of all \( B(c, t) = [\text{IC}(X(c, | \lambda |), L_{\lambda})] \) in \( K(\mathcal{Q}) \) for various \( (c, t) \in \mathcal{G}^a \). Then we have the following lemma.

**Lemma 10.1** \([13]\). Under the identification \( f_Z \cong K(\mathcal{Q}) \), we have \( B = B_{IC} \).

**Proof.** See Proposition 5.3 in \([13]\). \( \square \)

So the image of equation (6) in the Grothendieck group \( K(\mathcal{Q}) \) is

\[
\sum_{\mu \geq \lambda} K_{\lambda \mu} B(c, t_{\mu}) + \sum_{(c, t) \in \mathcal{G}^a} \alpha_{(c, t)}^{(c', t_{\lambda'})} B(c', t_{\lambda'}).
\]

10.5. Trace map. For a perverse sheaf \( L \) in \( \mathcal{P}_V \), the specialization \( L \mapsto \Phi_q([L]) \) is the trace map introduced in \([12]\). Also in \([13]\), Lusztig gives a way to compute \( \Phi_q([L]) \in \mathcal{H}^*_q \) as follows.

Let the ground field \( k = \mathbb{F}_q \). An \( \mathbb{F}_q \)-linear isomorphism \( \bar{f} : V \rightarrow V \) on a \( k \)-vector space \( V \) is called a Frobenius map if it satisfies the following conditions.

1. \( \bar{f}(yv) = y^q f(v) \), \( v \in V \), \( y \in k \).
2. For any \( v \in V \), \( \bar{f}^t(v) = v \) for some \( t \geq 1 \).

Given a Frobenius map \( \bar{f} : V \rightarrow V \), \( V^f = \{ v \in V | f(v) = v \} \) is naturally a \( \mathbb{F}_q \)-vector space.

Now let \( V = \oplus_{i \in I} V_i \) be an \( I \)-graded \( k \)-vector space and \( \bar{f} : V \rightarrow V \) be a Frobenius map such that \( \bar{f}(V_i) = V_i \). Then there is a naturally induced Frobenius map \( \bar{f} : \mathbb{E}_V \rightarrow \mathbb{E}_V \) such that \( \bar{f}(x)_h(f(v)) = f(x_h(v)) \) for any \( x \in \mathbb{E}_V, h \in H \) and \( v \in V_{\bar{f}(h)} \).

For a perverse sheaf \( L \) in \( \mathcal{P}_V \), \( \bar{f} : \mathbb{E}_V \rightarrow \mathbb{E}_V \) induces a canonical isomorphism \( \bar{f}^* L \cong L \). This induces a linear map \( H^j(L)|_x = H^j(L)|_{\bar{f}^*} = H^j(\bar{f}^* L)|_x \) for \( x \in \mathbb{E}^f_x \). Taking the trace of this linear map times \((-1)^j\) and summing over \( j \), we obtain an element \( \chi_{L,q}(x) \in \mathbb{Q}_l \). We thus have a function \( \chi_{L,q} : \mathbb{E}^f \rightarrow \mathbb{Q}_l \).

Note that for any \( x \in \mathbb{E}^f, \{ V^f, x \} \) is a representation of \( Q \) over \( \mathbb{F}_q \). \( \chi_{L,q} \) can be regarded as an element in \( \mathcal{H}_Q^* \) by identifying the characteristic function \( \chi_{[M]} \) of the orbit of \( M \) with \( \langle M \rangle \) in \( \mathcal{H}_Q^* \). Under the field isomorphism \( \mathbb{Q}_l \cong \mathbb{C} \), Lusztig showed that \( \chi_{L,q} = \Phi_q([L]) \).

11. Coincidence of the canonical basis and bar-invariant basis

11.1. In this section, we always identify \( K(\mathcal{Q}), f_Z, U_Z^+ \) and \( C_Z^* \).
Lemma 11.1. For \((c, t_\lambda) \in G^a\), we have
\[
B(c, t_\lambda) = N(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G} a_{(c, t_\lambda)}(c', t_{\lambda'}) (v) N(c', t_{\lambda'})
\]
with \(a_{(c, t_\lambda)}(c', t_{\lambda'}) \in v^{-1}Z[v^{-1}].\)

Proof. By Section 10.1, when specialized to \(k = \mathbb{F}_q\), \(\Phi_q(B(c, t_\lambda))\) is always a \(Q(v_\eta)\)-sum of some \(N(c', t_{\lambda'})\) with \(Y(c', |\lambda'|) \cap X(c, |\lambda|) \neq \emptyset\). Therefore, by Proposition 7.2, we have \((c', |\lambda'|) \leq (c, |\lambda|)\). That is, for any \(q\), the coefficient of \(N(c', t_{\lambda'})\) with \((c', |\lambda'|) \neq (c, |\lambda|)\) is always zero. So as an element in \(H^0_\mathbb{Z}\), \(B(c, t_\lambda)\) is a \(Z\)-sum of some \(N(c', t_{\lambda'})\) with \((c', |\lambda'|) \prec (c, |\lambda|)\).

Therefore by equation (7),
\[
m^{\omega(\alpha, \gamma)} - \sum_{\mu \geq \lambda} K_{\lambda \mu} B(c, t_{\mu}) \in Z - \text{span}\{N(c', t_{\lambda'})|(c', t_{\lambda'}) \in G, (c', |\lambda'|) \prec (c, |\lambda|)\}.
\]

Recall that
\[
m^{\omega(\alpha, \gamma)} = \sum_{\mu \geq \lambda} K_{\lambda \mu} N(c, t_{\mu}) + \sum_{(c', t_{\lambda'}) \in G} \phi_{(c, t_\lambda)}(c', t_{\lambda'}) (v) N(c', t_{\lambda'}).\]

So for all \((c, t_\lambda) \in G^a\), we have
\[
B(c, t_\lambda) = N(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G} \phi_{(c, t_\lambda)}(c', t_{\lambda'}) (v) N(c', t_{\lambda'}),
\]
with \(a_{(c, t_\lambda)}(c', t_{\lambda'}) \in Z\).

By the almost orthogonality of \(\{B(c, t_\lambda)|(c, t_\lambda) \in G^a\}\) and \(\{N(c, t_\lambda)|(c, t_\lambda) \in G\}\)
(see Section 8.5), we have \(a_{(c, t_\lambda)}(c', t_{\lambda'}) \in v^{-1}Z[v^{-1}].\)

\(\square\)

Corollary 11.2. For \((c, t_\lambda) \in G^a\), we have
\[
E(c, t_\lambda) = B(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G^a} \tilde{a}_{(c, t_\lambda)}(c', t_{\lambda'}) (v) B(c', t_{\lambda'}),
\]
with \(\tilde{a}_{(c, t_\lambda)}(c', t_{\lambda'}) \in v^{-1}Z[v^{-1}].\)

Proof. By doing the same operation in Definition 9.12 on equations (8) for various \((c, t_\lambda) \in G^a\), we can inductively get
\[
\tilde{E}(c, t_\lambda) = B(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G^a} \tilde{a}_{(c, t_\lambda)}(c', t_{\lambda'}) (v) B(c', t_{\lambda'}),
\]
for some \(\tilde{a}_{(c, t_\lambda)}(c', t_{\lambda'}) \in v^{-1}Z[v^{-1}],\) such that \(\{\tilde{E}(c, t_\lambda)|(c, t_\lambda) \in G^a\}\) is a \(Q(v)\)-basis of \(C^*\), and
\[
\tilde{E}(c, t_\lambda) = N(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G^a} f_{(c, t_\lambda)}(c', t_{\lambda'}) (v) N(c', t_{\lambda'}),
\]
for some \(f_{(c, t_\lambda)}(c', t_{\lambda'}) \in v^{-1}Z[v^{-1}].\)
Thus
\[ E(c, t_\lambda) - \tilde{E}(c, t_\lambda) \in P \cap C*. \]
By Lemma 9.15
\[ E(c, t_\lambda) = \tilde{E}(c, t_\lambda), \]
which proves the corollary. \( \square \)

Now we give the main theorem of this paper, showing that the bar-invariant basis \( \{C(c, t_\lambda)|(c, t_\lambda) \in G^a\} \) is the canonical basis \( B = \{B(c, t_\lambda)|(c, t_\lambda) \in G^a\} \) of \( f \), and the bijection is clear.

**Theorem 11.3.** For all \( (c, t_\lambda) \in G^a \), we have \( C(c, t_\lambda) = B(c, t_\lambda) \).

**Proof.** By Section 9.3 and Corollary 11.2 we already have
\[ C(c, t_\lambda) = B(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G^a} \tilde{b}^c(c', t_{\lambda'}) (v) B(c', t_{\lambda'}), \]
for some \( \tilde{b}^c(c', t_{\lambda'}) \in v^{-1}Z[v^{-1}] \). Applying bar-involution to both sides, all \( \tilde{b}^c(c', t_{\lambda'}) = 0 \) and \( B(c, t_\lambda) = C(c, t_\lambda) \) since all \( B(c, t_\lambda) \) and \( C(c, t_\lambda) \) are bar-invariant.

Note that we not only prove that
\[ \{C(c, t_\lambda)|(c, t_\lambda) \in G^a\} = \{B(c, t_\lambda)|(c, t_\lambda) \in G^a\} \]
as sets, but also show that
\[ C(c, t_\lambda) = B(c, t_\lambda) \]
for any \( (c, t_\lambda) \in G^a \).

By the almost orthogonality of \( \{B(c, t_\lambda)|(c, t_\lambda) \in G^a\} \), the condition (2) of Theorem 9.20 follows.

Recall that in Lemma 9.13 for \( (c, t_\lambda) \in G^a \), we have
\[ E(c, t_\lambda) = N(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G^a} b^{c'}(c', t_{\lambda'}) (v) N(c', t_{\lambda'}), \]
with \( b^{c'}(c', t_{\lambda'}) \in Z \). By Corollary 11.2 \( f(c', t_{\lambda'}) = b^{c'}(c', t_{\lambda'}) \), so \( b^{c'}(c', t_{\lambda'}) \in v^{-1}Z[v^{-1}] \). By the almost orthogonality of \( \{N(c, t_\lambda)|(c, t_\lambda) \in G\} \), the PBW basis \( \{E(c, t_\lambda)|(c, t_\lambda) \in G^a\} \) is almost orthogonal. This completes the proof of Proposition 9.19.

### 12. Another Algorithm to Compute the Canonical Basis

In this section, we will give an easier algebraic algorithm to compute \( C(c, t_\lambda) \), which relies on the proof of Theorem 11.20.

Back to the construction of the monomial basis, we have for \( (c, t_\lambda) \in G^a \),
\[ m^{c}(c, t_\lambda) = N(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G^a} \phi^{c'}(c', t_{\lambda'}) (v) N(c', t_{\lambda'}), \]
with a polynomial \( \phi(v) = \sum_{i \in Z} \phi_i v^i \in Z \), let \( +\phi(v) = \phi_0 + \sum_{i \geq 0} \phi_i (v^i + v^{-1}) \), then \( +\phi = +\phi \) and \( \phi - +\phi \in v^{-1}Z[v^{-1}] \).
Now fix \((c, t_\lambda) \in G^a_\mu\). For a maximal \((c', t_{\lambda'}) \in \{(c'', t_{\lambda''}) \in G^a_\mu | (c'', t_{\lambda''}) < (c, t_\lambda)\}\), we have

\[
\begin{align*}
m^o(c, t_\lambda) &= \sum_{(c', t_{\lambda'}) \in G^a_\mu} r^{(c', t_{\lambda'})}_{(c, t_\lambda)} (v) m^o(c', t_{\lambda'}) \\
&= N(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G^a_\mu} s^{(c', t_{\lambda'})}_{(c, t_\lambda)} (v) N(c', t_{\lambda'})
\end{align*}
\]

where all \(r^{(c', t_{\lambda'})}_{(c, t_\lambda)} \in Z\) are bar-invariant and all \(s^{(c', t_{\lambda'})}_{(c, t_\lambda)} \) are in \(v^{-1}Z[v^{-1}]\), while \(s^{(c', t_{\lambda'})}_{(c, t_\lambda)} \in Z\) is not necessarily in \(v^{-1}Z[v^{-1}]\) for now (although later we can prove that \(s^{(c', t_{\lambda'})}_{(c, t_\lambda)} \in v^{-1}Z[v^{-1}]\) by Proposition 12.11. Denote this element by \(G(c, t_\lambda) = m^o(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G^a_\mu} s^{(c', t_{\lambda'})}_{(c, t_\lambda)} (v) m^o(c, t_\lambda)\).

**Proposition 12.1.** For all \((c, t_\lambda) \in G^a_\mu\), we have \(G(c, t_\lambda) = C(c, t_\lambda)\).

**Proof.** Since \(s^{(c', t_{\lambda'})}_{(c, t_\lambda)} \in v^{-1}Z[v^{-1}]\), by doing the same operation in Definition 12.12 on \(G(c, t_\lambda)\), we can inductively get

\[
\begin{align*}
\hat{E}(c, t_\lambda) &= G(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G_\mu} \gamma^{(c', t_{\lambda'})}_{(c, t_\lambda)} (v) G(c', t_{\lambda'}) \\
&= N(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G_\mu} \psi^{(c', t_{\lambda'})}_{(c, t_\lambda)} (v) N(c', t_{\lambda'})
\end{align*}
\]

with \(\gamma^{(c', t_{\lambda'})}_{(c, t_\lambda)} \in v^{-1}Z[v^{-1}]\), such that \(\hat{E}(c, t_\lambda)\) is in \(C^*\) for any \((c, t_\lambda) \in G^a_\mu\), and

\[
\hat{E}(c, t_\lambda) = N(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G_\mu} \psi^{(c', t_{\lambda'})}_{(c, t_\lambda)} (v) N(c', t_{\lambda'})
\]

with \(\psi^{(c', t_{\lambda'})}_{(c, t_\lambda)} \in Z\).
Hence, $\hat{E}(c, t_\lambda) - E(c, t_\lambda) \in P \cap C^\ast$. By Lemma \ref{lem:hit} we have $\hat{E}(c, t_\lambda) = E(c, t_\lambda)$. Recall that
\[
C(c, t_\lambda) = E(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G_\lambda} g(c', t_{\lambda'}) (v) E(c', t_{\lambda'}),
\]
with $g(c', t_{\lambda'}) \in v^{-1}\mathbb{Z}[v^{-1}]$. Then
\[
C(c, t_\lambda) = G(c, t_\lambda) + \sum_{(c', t_{\lambda'}) \in G_\lambda} \kappa(c', t_{\lambda'}) (v) G(c', t_{\lambda'}),
\]
with $\kappa(c', t_{\lambda'}) \in v^{-1}\mathbb{Z}[v^{-1}]$. Applying bar-involution to both sides, all $\kappa(c', t_{\lambda'}) = 0$ and $G(c, t_\lambda) = C(c, t_\lambda)$, since all $G(c, t_\lambda), C(c, t_\lambda)$ are bar-invariant. \hfill $\square$
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