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Abstract: The recognition of Indian food can be considered as a fine-grained visual recognition due to the same class photos may provide considerable amount of variability. Thus, an effective segmentation and classification method is needed to provide refined analysis. While only consideration of CNN may cause limitation through the absence of constraints such as shape and edge that causes output of segmentation to be rough on their edges. In order overcome this difficulty, a post-processing step is required; in this paper we proposed an EA based DCNNs model for effective segmentation. The EA is directly formulated with the DCNNs approach, which allows training step to get beneficial from both the approaches for spatial data relationship. The EA will help to get better-refined output after receiving the features from powerful DCNNs. The EA-DCNN training model contains convolution, rectified linear unit and pooling that is much relevant and practical to get optimize segmentation of food image. In order to evaluate the performance of our proposed model we will compare with the ground-truth data at several validation parameters.
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1. INTRODUCTION

A food is very essential part of our day today life, food has a directly effect on the human body. Whereas the ingredient, food shape, cooking recipes and flavours are specific for each cuisines. There has been a remarkable progress in the field of computer technologies that allows the food recognition, but still there are lots of difficulty present at that even for the human to identify the food. The cuisine contains contextual and prior information, which can be used to build the automatic model for food analysis. In this study, we are going to review some recent study regarding of food analysis model and afterwards we will proposed an optimized model for food segmentation. The user comment on a particular food can be used to provide an interesting insight to understand the eating habits, cuisines and cultures of food [1]. However, the collective information can be used by the automated model to provide better-classified and segmented accuracy [2].

The recognition of Indian food seems to be the fine-grained category of visual recognition, whereas the similar category can provide the significant amount of variability at recognition stage [3]. So the efficient method of classification and segmentation is needed to predict the particular and enhanced analysis. The restaurant recipe contains the various numbers of recipes that can be only exploded due to dishes name present in menu card. The similar dish with different appearance style (i.e., restaurants, cooking style, and presentation) can create variability for recognition of food items. This confirms the long tail due to appearance style and rare dishes with limited number of training data causes difficulty at visual appearance and to build the recognition system.

In general, the segmentation approach consist only the spectral information which causes unfortunate information variability for the same target class [4], which also results an unsatisfactory performance of model. Considering this kind of difficult problem, a segmentation of food images faces the key challenges in practice, therefore, some method can be considered to tackle this type of issues. To develop a model using both spectral and spatial information will be an efficient way to design, which provides additional information regarding ingredient, size, shape and several other kind of important features [5]. Advancement in the field multi-layer neural network (NN) will provide huge variety of machine learning jobs like as regression and classification, also provide independency during training and testing phase. Deep network type model are able to extract more abstract data features, which provide more ability to get enhanced classification accuracy with respect to the other traditional classifiers [6]. A convolutional neural networks (CNN) has adopted widely for the image processing task and majorly used for labeling problems at the pixel-level among some deep learning approaches. Therefore, considering a CNN model allows the good representation of features and provides end-to-end labeling [7]. CNN provide an effective way to determine the spatial features under the surrounding input data patches, that is why the outcome maps of classification become smoother, which is not possible for other approach during indirectly modeling. The local minima reaching possibility during training phase of CNN with presence of noise at the input side may cause for development of isolated area in classification map. While comparing with other models of machine learning, CNN is limited by the absence of constraints such as shape and edge that causes output of segmentation to be rough on their edges. Due to this limitation of CNN, a post processing stage is needed after the segmentation through CNN to get optimal output. In this study, we proposed an EA approach which will model the required features such as; connectivity, shape, region and contextual information. The EA is directly formulated with the DCNNs approach, which allows training step to get beneficial from both the approaches for spatial data relationship. Therefore, the EA will help to get better-refined output after receiving the features from powerful.
DCNNs. For the computer applications, it is required to train the model with huge samples values, or else it face the overfitting that is representation capability may not able to work at test data. It is required to increase the training sample size in order to reduce the issue of over fitting. In our approach, each of the input images are sub-divided that called as patches and this patches are able to get more accurate and effective structural data description. The proposed EA based DCNNs model start developing the feature coarse map, which get through DCNN model and afterwards the EA is performed to build the final segmented image. In order to get the significant extent, the EA-DCNN training model contains convolution, rectified linear unit (ReLU) and pooling that is much relevant and practical to get optimize segmentation of food image. To evaluate the performance of our proposed model we will compare with the ground-truth data at several evaluation parameters in the result analysis section.

II. LITERATURE SURVEY

This considered approach is linked with the earlier work in the area of image segmentation, so in this section, we briefly review before introducing our proposed approach. The object segmentation has been very interesting field for the researchers in computer vision analysis from a long time, while the traditional methods have been mostly based upon the feature-handcrafted model. Therefore, we can sort the mostly of traditional method into the object segmentation that based upon the texture, color and low-level appearances [8]. Also to the higher-level object information such as; global image information gain and object detectors [9] [10], whereas the methods are also present which contains both the low-level and higher-level information that we called it as hybrid methodologies [11]. The hybrid type of approaches works well in the several scenarios for what they have designed, but in some complex cases it generally break down [12] [13]. In some cases, the color of image may be affected through the conditions of lightning and local features of contrast may scuffle with the homogeneous areas. CNNs have gained a significant amount of attention due to its advances in the image segmentation area or classification process, CNN has ability to acquire high-level complex information without need of any handcrafted features design [14].

In order to perform more precise and robust image object segmentation, some methods have been recently applied for job of salient object segmentation through rephrasing the segmentation task as the pixel-wise binary classification. Several methods has utilized the patch based technique [15] [16], where the image patches is presented with CNN and this trained in order to classify central super-pixel or the pixel of a considered patch. These type of approaches generally have inefficient in terms of memory requirement and computation, so the approaches have to accomplish a forward authorization for each and every pixel in an image. The performance of traditional non-deep learning approaches illustrating the CNNs potential for the segmentation of object, the fully end-to-end CNN has performed segmentation of pixel-to-pixel in a sole forward authorization, in ordered to replace the patch based methods. This type of network can be considered as the design of encoder and decoder, whereas the raw image is generally mapped under a minor resolution representation, afterwards it mapped into a raw architecture through using fractionally dependent convolutions [14]. Where the networks count enhance to design an end-to-end trainable model design, which can perform segmentation and extract features for complete color image. Because of the advantages at patch based methods both computational and performance efficiency enhancement is performed in some resent image segmentation study [12], [17].

Afterwards, in order to optimize the performance related to image segmentation, some of the extra components have added in to the model design; study in [17] has added the recurrent type neural network at the design implementation to fine tune the object segmentation at some necessary time steps. In paper [12], considered the two-stream design, where one-stream design have a fully CNN, which generates pixel wise mask. On other side, the second stream design performs the segment level segmentation at the original image, which has segmented towards the super-pixels. Considering both the masks, the fully connection of random fields can be merge to the streams in order to enhance spatial coherence. The method of adversarial training has been considered in [18], the training of discriminator is done to differentiate between the ground truth and predicted outcome. The loss of discriminator and segmentation can be overcome through minimizing the high order uncertainties and inconsistencies at the ground truth and prediction.

In paper [19], proposed a DSS approach that performs a skip-layer design based upon the nested edge detector prototype [20] through implementing the short linkage. Moreover, in paper [21] introduced a multi-tasking design to forecast the salient objects number and to map object using adaptive layer of weight which encodes the mathematical features. In paper [22], uses a low level based handcrafted features in order to complement higher-level CNN features to enhance the performance and in [23] studied the block wise recurrent network to enhance object localization. Moreover, the used refinement system in order to improve the boundary estimation, furthermore a contextual based pixel-wise system can be considered to learn more about the local and global contextual maps that tends to integrate more context areas information for the final segmentation. In [19], proposed MSR network that consist the information at several scales, which can be useful for classification and segmentation task and it also make use of a multiple scale fine-tuned network that get importance through integrating different scales. Afterwards, this can be enhanced by the fine-tuning of MSR network for contour detection; multiple scale alliance is then performed to convert these types of contours to salient segmentation proposals.

III. PROPOSED METHODOLOGY

Here, we will provide an end-to-end Deep-CNN network, where input color images consists of three channels (i.e., individual channel for each color) and the obtained output images will be at the form of binary segmented maps.
In order to reduce the dimension, here we use conventional layer and at last, Softmax function is used to modify the neural network results to class problem. Which allow unremitting segmentation of large images by the overlap-tile strategy.

The current layer is given by $c$, the feature map number is represented by $g$ in $(c-1)\text{th}$ layer (formerly considered layer), $n$ denotes the current kernel, $h$ shows the currently feature map at $(c-1)\text{th}$ layer which connected through a feature map layer of $c-\text{th}$, $P_{chn}$ is $(l,k,m)$ $- \text{th}$ kernel associated value to the $-\text{th}$ feature map at preceding layer. $K_c$ and $L_c$ symbolizes the width and height of kernel,$M_c$ indicates the kernel size with spectral dimension.

An each of the feature map are considered to be independent, so the $P_{chn}$ is calculated by convolving feature map of preceding layer along with the current layer of kernel. Whereas in this procedure, the number of feature maps at preceding layer will multiply by the number of kernel in current layer. This generates several feature maps at the result of $c-\text{th}$ convolutional layer, soth convolutional method can realn the spectral information of input data.

The transitional situated feature maps going over the pooling layers and activation function, so that the feature maps comprise of data cubes are then converted to the feature vectors. Moreover, this feed forward towards a fully end-to-end network layer, which extracts the preceding learned features of the deep neural network. Afterwards, the output are given to a linear classifier such as Softmax function [24] to predict the required classification result, therefore all network is now trained through using the back propagation algorithm [25]. The DCNN trains the $Q_a$learned parameter that contains distinct information of the all band with $R \in A$ spectral channel. So on the subsequent feature map is used to formulate the proposed deep EA prototype.

3.1 EA-DCNN

DCNN is applied to our raw data, initially we got segmentation outcome from the feature map, which generated through the DCNN, but it is limited by the absence of shape and edge constraints. That results the rough segmented outcome on the edges. Though considering these conditions, a post-processing phase should be done after the DCNN segmentation to obtain a better-refined result. Therefore, we proposed a complete DCNN and EA model, which will be used to get the important characteristics like as, shape, contextual information between the regions, region, connectivity, and etc.
The proposed EA based model is suitable for the neighborhood voxel, so it can be appropriate for food image data. However, DCNN has used several bands, so EA-DCNN will consider the complete spectral channels at the input side of network. The initial feature map comprises a powerful depiction of local features (i.e., spectral and, the spatial features) with the different values of wavelength. The nodes, which present at EA prototype corresponds to individual voxel in the feature map with B number of bands, the c ∈ Y represents voxels labels. The edges are created in between the nodes, so it can provide pair-wise association at the neighborhood voxels in EA prototype by connecting one node to the other existing neighborhood nodes. So the EA model can be written as:

\[
L(c|s_{(w,R)};Q_R) = \frac{1}{Z(s_{(w,R)})} e\left(-E(c|s_{(w,R)};Q_R)\right)
\]

(2)

The network parameter Q with the different wavelengths R is to be learned, the \(E(c|s_{(w,R)};Q_R)\) represents the energy function which used to verify the compatibility with s input voxel. The s is defined through spatial coordinates \(w = (x, y)\) with R spectral areaand specific predicted label denoted by c. The partition function represented by \(Z(s_{(w,R)})\):

\[
Z(s_{(w,R)}) = \sum e\left(-E(c|s_{(w,R)};Q_R)\right)
\]

(3)

In order to get the essential contextual information, it is important to build the voxels relationships at EA model. So that the energy function can be given as:

\[
E(c,s_{(w,R)}) = \sum_{i \in G} T(c_i,s_i;Q_R) + \sum_{(k,l) \in V} U(c_k,c_l,s_k,s_l;Q_R)
\]

(4)

Here, unary potential function T is computed for each voxels and pair wise function U is determined with respect of compatibility at surrounded voxels. In order to compute the function of unary potential, we generate a feature maps under a fully linked layer. Where the final outcome is produced for each potential function with the voxel and R, and to compute unary potential value for individual voxel that shows nodes in EA graph can be given as:

\[
T(c_i,s_i;Q_R) = -\log L(c_i|s_i;Q_R)
\]

(5)

Where, it is important to identify the \(Q_c\) network parameters that are accustomed at first CNN in accordance to wavelength R for several group of bands, which may be deliver much important information regarding the data.

The pairwise functions can be computed through considering the adjustment between voxels pairs and all possible matches, therefore the function of pairwise potential can be given as:

\[
U(c_i,c_k,s_i,s_k;Q_R) = \beta(s_i,s_k) \hat{n}_{l,k,c_i,c_k}(f_l,f_k;Q_R)
\]

(6)

Where, \(\beta(.)\) shows the function label compatibility that encodes the estimated probability of voxel pairs \((s_i,s_k)\), which labeled as \((c_i,c_k)\) through taking account of possible pairs combinations. The \(\hat{n}_{l,k,c_i,c_k}\) is the CNNS output value that applied towards the node pairs and described through their corresponding feature vectors such as \(f_l,f_k\) that previously computed through initial CNN. Whereas, the \(Q_R\) function consist of CNN parameters, which required to be acknowledge for pairwise function with respect of complete R spectral channels. Initially, the CNN is applied to input image in order to provide feature vector for the each voxels at feature map, so that feature edge can created through concatenating two neighboring voxels feature vectors.

### Table III: Deep Edge Adaptive Algorithm

| Step | Description |
|------|-------------|
| 1    | Input: feature map vectors are generated from the DCNN approach, then G voxels at \(s_1, s_2, \ldots, s_G\) |
| 2    | While \(s\) in \(G\) do |
| 3    | Add \(s\) in EA graph |
| 4    | While at each \((s_k, s_n)\) do |
| 5    | If considered \(s_n\) is contiguous to \(s_k\), then |
| 6    | Associate the edge in between \(s_k\) and \(s_n\) in EA |
| 7    | End if |
| 8    | End while |
| 9    | End while |
| 10   | While \(s\) in \(G\) do |
| 11   | Estimate unary potential function \(T\) by (5) |
| 12   | End while |
| 13   | While at each \((s_1, s_k)\) in \(V\) do |
| 14   | Estimate pairwise potential function \(U\) by (6) |
| 15   | End while |
| 16   | Estimate the two-kernel potential function |
| 17   | Train EA model |
| 18   | Perform mean-field-inference process |
| 19   | Output: Segmented Regions |

Initially, the first step in soft-max function initialized to be the unary potential at all labels for the individual performed voxels, the next step is used to pass the data which applies convolutional through defined Gaussian kernels at the present predicted voxels.
Table II.1 shows the proposed deep EA algorithm, which shows all the important stages that present in deep EA model, where the input is taken from the DCNN approach, and convolutional network is function ate during pairwise computation of EA, also it produce the optimized outcome at the last segmentation stage. The error computation can be accomplished easily because of outputs and input that are knows at the back-propagation operation, which also allows the automated filter weights gain. Subsequently, the step of compatibility is performed that followed through assimilating real unary potential for the each voxel acquired by the primary DCNN. Afterwards, the step of iterated normalization can be considered as the diverse soft-max function that provides the final output of segmented image.

IV. RESULTS AND ANALYSIS

Initially, our segmented algorithm EA-DCNNs is used to train the model, which consist of 80 dishes that taken from yummly_66K/Indian dataset [26]. Afterwards, when the model is completely build using 80% of training data, then we tested with remaining 20% of data and the segmentation of code is executed in visual studio 2017 with the configuration of Windows 10 OS, Intel i5 processor and 8GB DDR4 RAM. Here, we used Python scripting language, which provide rich number of libraries. We manually mark the boundary of ground-truth of each dish image. Figure IV.1 shows the segmented outcome of recipes, where 1st row the selected input data for testing, 2nd row shows the intermediate result in that red color is superimposed and lastly the 3rd row shows the segmented output from our EA-DCNNs approach. The ground-truth images \( X = (x_1, x_2, \ldots, x_n) \) is compared with the obtained segmented food region \( Y = (y_1, y_2, \ldots, y_n) \), where \( n \) is the number of testing set and can be used to evaluate the result performance by our proposed approach. In order to validate the performance, several evaluation parameters has considered such as F-score value, precision, specificity, accuracy, Jaccard score and Dice Coefficient [27]. In the experiment, initially we resized the image size to 512x512. The Dice Coefficient can be given as:

\[
DC = \frac{2|X \cap Y|}{|X| + |Y|} \tag{6}
\]

Also, the Jaccard score can be given as:

\[
JS = \frac{|X \cap Y|}{|X \cup Y|} \tag{7}
\]

Figure IV.2 shows the F-Score value at various recipes. Figure IV.3 shows for the precision value at various recipes. Similarly, bar chat analysis is done by using specificity and accuracy performance evaluation parameters in fig IV.4 and fig IV.5. Furthermore, we computed Jaccard score and dice coefficient that shows in fig IV.6 and fig IV.7, where blue box shows the standard deviation and red line shows the mean value. Table4.1 shows the evaluation parameters values at different recipes.
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Figure IV.4: Obtained Specificity value

Figure IV.5: Accuracy score (%)

Figure IV.6: Estimated Jaccard Score

Table IV.1: Evaluation Parameters Values at different Recipes(R)

| Sl.No. | Accuracy | Specificity | Precision | F Score | DI | JA |
|--------|----------|-------------|-----------|---------|----|----|
| R-1    | 0.9916   | 0.9849      | 0.9813    | 0.990   | 0.990 | 0.981 |
| R-2    | 0.9947   | 0.9801      | 0.9928    | 0.996   | 0.996 | 0.992 |
| R-3    | 0.9924   | 0.9674      | 0.9902    | 0.995   | 0.995 | 0.990 |
| R-4    | 0.9833   | 0.9728      | 0.9586    | 0.978   | 0.978 | 0.958 |
| R-5    | 0.9870   | 0.9780      | 0.9692    | 0.984   | 0.984 | 0.969 |
| R-6    | 0.9816   | 0.9608      | 0.9665    | 0.982   | 0.982 | 0.966 |
| R-7    | 0.9892   | 0.9869      | 0.9855    | 0.994   | 0.994 | 0.988 |
| R-8    | 0.9833   | 0.9520      | 0.9752    | 0.987   | 0.987 | 0.975 |
| R-9    | 0.9812   | 0.9613      | 0.9649    | 0.982   | 0.982 | 0.964 |
| R-10   | 0.9868   | 0.9805      | 0.9610    | 0.980   | 0.980 | 0.961 |
| R-11   | 0.9830   | 0.9668      | 0.9665    | 0.983   | 0.983 | 0.966 |
| R-12   | 0.9830   | 0.9508      | 0.9747    | 0.987   | 0.987 | 0.974 |
| R-13   | 0.9832   | 0.9650      | 0.9690    | 0.984   | 0.984 | 0.980 |
| R-14   | 0.9969   | 0.9962      | 0.9842    | 0.992   | 0.992 | 0.998 |
| R-15   | 0.9927   | 0.9874      | 0.9831    | 0.991   | 0.991 | 0.993 |
| R-16   | 0.9938   | 0.9919      | 0.9743    | 0.986   | 0.986 | 0.974 |
| R-17   | 0.9913   | 0.9880      | 0.9703    | 0.984   | 0.984 | 0.970 |
| R-18   | 0.9904   | 0.9831      | 0.9784    | 0.989   | 0.989 | 0.978 |
| R-19   | 0.9925   | 0.9905      | 0.9664    | 0.982   | 0.982 | 0.966 |
| R-20   | 0.9846   | 0.9694      | 0.9702    | 0.984   | 0.984 | 0.970 |
| Average| 0.9881   | 0.9677      | 0.9743    | 0.986   | 0.986 | 0.974 |
V. CONCLUSION

In this paper, proposed a complete EA-DCNN approach that will provide an important characteristic to optimized segmented result. Initially, the feature vectors are obtained from the DCNN approach and it given as input to EA for final process. The convolutional network is functionate during pairwise computation of EA and it also produces the optimized outcome at the last stage of segmentation. The error computation can be accomplish easily because of outputs and input that are acknowledge through the back-propagation operation, which also allows the automated filter weights gain. Here, we manually mark the boundary of ground-truth of each dish image, the ground-truth images is compared with the obtained segmented food region. In order to evaluate the result performance by our proposed approach, several validation parameters has considered that shows in the result analysis section. Though our segmentation approach has performed considerably well at each considered recipe and, further we can do identification and classification analysis based upon the obtained segmented outcome.
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