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Abstract
Supersymmetry plays a main role in all current thinking about superstring theory. Indeed, many remarkable properties of string theory have been explained using supersymmetry as a tool. So far, there has been no unbroken supersymmetry observed in nature, and if nature is described by supersymmetry, it must be broken. Supersymmetry may be broken spontaneously at any order of perturbation theory or dynamically due to nonperturbative effects. To examine the methods of supersymmetry breaking, special attention is given to discuss the normalization of the ground state of the supersymmetric harmonic oscillator. This study explains that perturbation theory gives incorrect results for both the ground-state wave function and the energy spectrum and it fails to give an explanation to the supersymmetry breaking.
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1. INTRODUCTION
Supersymmetry, often abbreviated SUSY, was first introduced in 1971 by Gelfand and Likhutan, Raymond, and Neveu and Schwartz, and later, it was rediscovered by other groups [1, 2]. Supersymmetric quantum mechanics was developed by Witten in 1982 [3], as a toy model to test the breaking of supersymmetry. In general, supersymmetry plays a main role in the modern understanding of theoretical physics, in particular, quantum field theories, string theories, and nonperturbative effects. To examine the methods of supersymmetry breaking, special attention is given to discuss the normalization of the ground state of the supersymmetric harmonic oscillator. This study explains that perturbation theory gives incorrect results for both the ground-state wave function and the energy spectrum and it fails to give an explanation to the supersymmetry breaking.

This work is structured as follows. After a brief introduction, we study the problem of a harmonic oscillator with fermionic as well as bosonic fields using the usual quantum mechanical operators method. Then, we consider supersymmetric classical mechanics and study generalized classical Poisson brackets to Dirac brackets and quantization rules in order to introduce the superalgebra. Furthermore, the formalism of supersymmetry in quantum mechanics is introduced. Subsequently, we give a general background in the concepts and methods of supersymmetric quantum mechanics. This followed by providing a more specific study of the ground state of the supersymmetric harmonic oscillator. Finally, we summarize our arguments and to draw our conclusions.

2. HARMONIC OSCILLATOR
Supersymmetric theories necessarily include both bosons and fermions, so a system that includes both bosonic and fermionic degrees of freedom is considered here. The supersymmetry algebra is a mathematical formalism for describing the relation between bosons and fermions, and we will discuss this later in Section 4. In quantum mechanics, bosons are integer spin particles which obey Bose-Einstein statistics, and the bosonic operators satisfy the usual commutation relations, while fermions are half-integer spin particles characterized by Fermi-Dirac statistics, obey the Pauli exclusion principle, and can be described by Grassmann variables, which are anticommuting objects; for review, see [9, 10, 11].

The simplest system that consists of a combination of bosonic and fermionic fields is the one-dimensional harmonic oscillator. There are many excellent reviews on this subject; we refer the reader to them for more and complete expositions [2, 12, 13, 14]. We begin by considering the Lagrangian formulation for the bosonic and fermionic harmonic oscillator:

\[ L = \frac{1}{2} \left( \dot{q}^2 + i\psi_{\alpha} \delta^{\alpha\beta} \dot{\psi}_\beta + F^2 \right) + \omega \left( i\psi_1 \psi_2 + qF \right), \]

where \( q(t) \) and \( F(t) \) are real bosonic fields, \( \psi_{\alpha}(t) \) (with \( \alpha \in \{1, 2\} \)) are real fermionic fields, \( \omega \) is a real parameter, \( \delta^{\alpha\beta} \) is the Kronecker delta, and we used the Einstein summation convention.

It is straightforward, using the classical equation of motion for \( F + \omega q = 0 \), to eliminate \( F \) from Eq. (1) and obtain the equiv-
The bosonic ladder operators $\hat{a}$ and $\hat{a}^\dagger$ satisfy the following commutation relations:

$$[\hat{a}, \hat{a}^\dagger] = 1, \quad [\hat{a}, \hat{a}] = [\hat{a}^\dagger, \hat{a}^\dagger] = 0 . \quad (11)$$

However, on the other hand, the lowering (annihilation) and raising (creation) operators for fermions, $\hat{b}^\dagger$ and $\hat{b}$, respectively, are defined as

$$\hat{b} = \sqrt{\frac{1}{2\hbar}} (\hat{\psi}_1 - i\hat{\psi}_2), \quad \hat{b}^\dagger = \sqrt{\frac{1}{2\hbar}} (\hat{\psi}_1 + i\hat{\psi}_2) . \quad (12)$$

Also, as will be shown in Section 4, the fermionic operators $\hat{\psi}_a$ and $\hat{\psi}_\beta$ satisfy the canonical quantum anticommutation condition $\{\hat{\psi}_a, \hat{\psi}_\beta\} = \hbar\delta_{ab}$. Therefore, it can be seen that the fermionic ladder operators $\hat{b}$ and $\hat{b}^\dagger$ satisfy the following anticommutation relations:

$$\{\hat{b}, \hat{b}^\dagger\} = 1, \quad \{\hat{b}, \hat{b}\} = (\hat{b}^\dagger, \hat{b}^\dagger) = 0 . \quad (13)$$

It is possible using Eq. (10) to write the bosonic position and momentum variables in terms of the bosonic ladder operators as follows:

$$\hat{a} + \hat{a}^\dagger = \sqrt{\frac{2\omega}{\hbar}} \hat{q} \quad \Rightarrow \quad \hat{q} = \sqrt{\frac{\hbar}{2\omega}} (\hat{a} + \hat{a}^\dagger) ,$$

$$\hat{a} - \hat{a}^\dagger = \sqrt{\frac{2\omega}{\hbar}} i\hat{\rho} \quad \Rightarrow \quad \hat{\rho} = i\sqrt{\frac{\hbar\omega}{2}} (\hat{a}^\dagger - \hat{a}) . \quad (14)$$

Similarly, using Eq. (12), we can write the fermionic variables $\hat{\psi}_1$ and $\hat{\psi}_2$ in terms of the fermionic ladder operators as follows:

$$\hat{b}^\dagger + \hat{b} = \sqrt{\frac{2\hbar}{\hbar^2}} \hat{\psi}_1 \quad \Rightarrow \quad \hat{\psi}_1 = \sqrt{\frac{\hbar}{2}} (\hat{b}^\dagger + \hat{b}) ,$$

$$\hat{b}^\dagger - \hat{b} = i\sqrt{\frac{2\hbar}{\hbar^2}} \hat{\psi}_2 \quad \Rightarrow \quad \hat{\psi}_2 = i\sqrt{\frac{\hbar}{2}} (\hat{b}^\dagger - \hat{b}) . \quad (15)$$

Actually, we derived Eqs. (14, 15) here; however, it will be used later. At this stage, let us define the following two Hermitian operators, the bosonic number operator $\hat{N}_B$, and the fermionic number operator $\hat{N}_F$:

$$\hat{N}_B \equiv \hat{b}^\dagger \hat{b} = \frac{1}{2\hbar\omega} \left( \omega^2 \hat{q}^2 - \hbar \omega + \hat{\rho}^2 \right) ,$$

$$\hat{N}_F \equiv \hat{b}^\dagger \hat{b} = -\frac{i}{\hbar} \hat{\psi}_1 \hat{\psi}_2 . \quad (16)$$

Using Eq. (16), we can rewrite the Hamiltonian (6) in the operator formalism

$$\hat{H} = \hbar\omega \left( \hat{N}_B + \frac{1}{2} \right) + \hbar\omega \left( \hat{N}_F - \frac{1}{2} \right) . \quad (17)$$

This means that the energy eigenstates can be labeled with the eigenvalues of $\hat{N}_B$ and $\hat{N}_F$.

The action of the ladder operators $\hat{a}$, $\hat{a}^\dagger$, $\hat{b}$, and $\hat{b}^\dagger$, upon an energy eigenstate $|n_B, n_F\rangle$ is listed as follows:

$$\hat{a}|n_B, n_F\rangle = \sqrt{n_B} |n_B - 1, n_F\rangle , \quad \hat{a}^\dagger |n_B, n_F\rangle = \sqrt{n_B + 1} |n_B + 1, n_F\rangle ,$$

$$\hat{b}|n_B, n_F\rangle = \sqrt{n_F} |n_B, n_F - 1\rangle , \quad \hat{b}^\dagger |n_B, n_F\rangle = \sqrt{n_F + 1} |n_B, n_F + 1\rangle . \quad (18)$$

The derivation of the fermionic anticommutation is a bit subtle and will be discussed in the next section.
It is straightforward from Eq. (18) that the associated bosonic number operator $\hat{N}_B$ and fermionic number operator $\hat{N}_F$ obey

$$\hat{N}_B|n_B, n_F\rangle = n_B|n_B, n_F\rangle, \quad \hat{N}_F|n_B, n_F\rangle = n_F|n_B, n_F\rangle. \quad (19)$$

Under Eq. (19), the energy spectrum of the Hamiltonian (17) is

$$E_n = \hbar \omega \left( n_B + \frac{1}{2} \right) + \hbar \omega \left( n_F - \frac{1}{2} \right). \quad (20)$$

The form of Eq. (20) implies that the Hamiltonian $H$ is symmetric under the interchange of $\hat{b}$ and $\hat{b}^\dagger$ and antisymmetric under the interchange of $\hat{b}^\dagger$ and $\hat{b}$. The most important observation from Eq. (20) is that $E_n$ remains invariant under a simultaneous annihilation of one boson ($n_B \rightarrow n_B - 1$) and creation of one fermion ($n_F \rightarrow n_F + 1$) or vice versa. This is one of the simplest examples of a symmetry called “supersymmetry” (SUSY) and the corresponding energy spectrum reads

$$E_n = \hbar \omega (n_B + n_F). \quad (21)$$

Moreover, we still have two more comments before ending this section:

(i) Consider that the fermionic vacuum state $|0\rangle$ is defined by

$$\hat{b}|0\rangle \equiv 0. \quad (22)$$

Then, we define a fermionic one-particle state $|1\rangle$ by

$$|1\rangle \equiv \hat{b}^\dagger|0\rangle. \quad (23)$$

It is now easy to use the anticommutation relations (13) to see that there are no other states, since operating on $|1\rangle$ with $\hat{b}$ or $\hat{b}^\dagger$ gives either the already known state $|0\rangle$ or nothing:

$$\hat{b}|1\rangle = \hat{b}^\dagger|0\rangle = (1 - \hat{b}^\dagger\hat{b})|0\rangle = |0\rangle - \hat{b}|0\rangle = 0,$$

$$\hat{b}^\dagger|1\rangle = \hat{b}\hat{b}^\dagger|0\rangle = 0|0\rangle = 0. \quad (24)$$

So, the subspace spanned by $|0\rangle$ and $|1\rangle$ is closed under the action of $\hat{b}$ and $\hat{b}^\dagger$, and, therefore, it is closed under the action of any product of these operators. We can show this directly using the two facts that the operator $\hat{b}\hat{b}^\dagger$ can be expressed as the linear combination $1 - \hat{b}^\dagger\hat{b}$ and $\hat{b}^2 = \hat{b}^\dagger = 0$. So, any product of three or more $\hat{b}$, $\hat{b}^\dagger$ can be shortened by using either $\hat{b}^2 = \hat{b}^\dagger = 0$, or $\hat{b}^\dagger = 0$. For example, $\hat{b}^\dagger\hat{b}\hat{b}^\dagger = \hat{b}^\dagger - \hat{b}^\dagger\hat{b}\hat{b}^\dagger = \hat{b}^\dagger\hat{b} = \hat{b} - \hat{b}\hat{b}^\dagger = \hat{b}$. So, it seems to be clear that all products of $\hat{b}$ and $\hat{b}^\dagger$ can always be reduced to linear combinations of the following four operators $\hat{b}$, $\hat{b}^\dagger$, and $\hat{b}^\dagger\hat{b}$. Based on this argument, there are only two possible fermionic eigenstates and hence two possible eigenvalues of the fermionic number operator; they are $n_F = \{0, 1\}$.

(ii) The ground eigenstate has a vanishing energy eigenvalue (when $n_B = n_F = 0$). In this case, the ground eigenstate is not degenerate and we say that supersymmetry is unbroken. This zero-energy eigenvalue arises because of the cancellation between the bosonic and fermionic contributions to the supersymmetric ground-state energy since the ground-state energy for the bosonic and fermionic oscillators has the values $\frac{1}{2}\hbar \omega$ and $-\frac{1}{2}\hbar \omega$, respectively.

$$\{F, G\}_p = \left( \frac{\delta F}{\delta q_1} \frac{\delta G}{\delta p_1} - \frac{\delta F}{\delta p_1} \frac{\delta G}{\delta q_1} \right) (-)^{r_F} \left( \frac{\delta F}{\delta \pi_1} \frac{\delta G}{\delta \pi_2} - \frac{\delta F}{\delta \pi_2} \frac{\delta G}{\delta \pi_1} \right), \quad (30)$$

3. THE CONSTRAINED HAMILTONIAN FORMALISM

Before discussing the supersymmetry algebra in the next section, we have to discuss the constrained Hamiltonian formalism in this section. This formalism is needed to get the correct fermionic anticommutators due to the complication of constraints. Good discussions of the constrained Hamiltonian systems are presented in [15, 16, 17, 18, 19, 20]. For instance, let us recall the Hamiltonian (3)

$$H = \frac{1}{2} \left( \dot{p}^2 + \omega^2 q^2 \right) - i \omega \psi_1 \psi_2. \quad (25)$$

A constrained Hamiltonian is one in which the momenta and positions are related by some constraints. In general, $M$ constraints between the canonical variables can be written as

$$\phi_m(q, p, \psi, \pi) = 0, \quad m = 1, \ldots, M. \quad (26)$$

These are called primary constraints. Secondary constraints are additional constraints relating momenta and positions which can arise from the requirement that the primary constraints are time-independent; i.e., $\dot{\phi}_m = 0$. Fortunately, we do not have to deal with such constraints in this case. In principle, there can also be tertiary constraints arising from the equation of motion of the secondary constraints and so on.

The Hamiltonian (25) is an example of constrained Hamiltonians. In the previous section, we defined the fermionic momenta $\pi^a$ in Eq. (5) using the fermionic equation of motion followed from the usual Euler-Lagrange equations with the Lagrangian (2) which is equivalent to this Hamiltonian. In fact, this definition gives us the relation between the fermionic momenta $\pi^a$ and the canonical coordinates $\psi^a$:

$$\pi^a = \frac{\partial L}{\partial \dot{\psi}^a} = -i \frac{\delta^2}{\delta \bar{\psi}^a \mu} \psi^\mu, \quad a, \beta \in \{1, 2\}. \quad (27)$$

In light of this equation, we have the primary constraint

$$\phi^a = \pi^a + i \frac{\delta^2}{\delta \bar{\psi}^a \mu} \psi^\mu = 0. \quad (28)$$

Such constraints mean that the way we write the Hamiltonian is ambiguous since we can exchange position and momentum variables which change the equations of motion one gets. For example, using Eq. (27), one can rewrite the Hamiltonian (25) in terms of the fermionic momenta as follows:

$$H = \frac{1}{2} \left( \dot{p}^2 + \omega^2 q^2 \right) + 4i \omega \pi^1 \pi^2. \quad (29)$$

In the next subsection, the general properties of Poisson brackets and its relation with the Hamiltonian formalism in classical mechanics are briefly discussed. Later in the same subsection, the problem caused by the constrained Hamiltonians is described. Next, Subsection 3.2 shows how to deal with this problem using the constraints.

3.1. Poisson Brackets and First-Class Constraints

The Poisson bracket of two arbitrary functions $F(q, \dot{q}, \psi, \dot{\psi}, \pi)$ and $G(q, \dot{q}, \psi, \dot{\psi}, \pi)$ is defined as

$$\{F, G\}_p = \left( \frac{\delta F}{\delta q_1} \frac{\delta G}{\delta p_1} - \frac{\delta F}{\delta p_1} \frac{\delta G}{\delta q_1} \right) (-)^{r_F} \left( \frac{\delta F}{\delta \pi_1} \frac{\delta G}{\delta \pi_2} - \frac{\delta F}{\delta \pi_2} \frac{\delta G}{\delta \pi_1} \right), \quad (30)$$
where \( \epsilon_F \) is 0 if \( F \) is Grassmann even and 1 if \( F \) is Grassmann odd.\(^2\) Actually, in our argument here, only the case of the odd Grassmann variables is considered. In general, the Poisson brackets have the following properties:

(i) A constraint \( F \) is said to be a first-class constraint if its Poisson bracket with all the other constraints vanishes:

\[
\{ \phi^A, F \}_p = 0 , \quad (31)
\]

where \( A \) runs over all the constraints. If a constraint is not a first class, it is a second class.

(ii) A Poisson bracket of two functions \( F \) and \( G \) is antisymmetric:

\[
\{ F, G \}_p = - \{ G, F \}_p . \quad (32)
\]

(iii) For any three functions \( A, B, \) and \( C \), the Poisson bracket is linear in both entries:

\[
\{ A, B + C \}_p = \{ A, B \}_p + \{ A, C \}_p . \quad (33)
\]

(iv) A Poisson bracket for any three functions satisfies the Leibniz rule:

\[
\{ A, BC \}_p = \{ A, B \}_p C + (-1)^{\epsilon_F\epsilon_B} B \{ A, C \}_p , \quad (34)
\]

where \( \epsilon_F \) is the Grassmann parity of \( F \) which is 0 if \( F \) is Grassmann even and 1 if \( F \) is Grassmann odd.

(v) A Poisson bracket for any three functions obeys the Jacobi identity:

\[
\{ A, \{ B, C \}_p \}_p + \{ B, \{ C, A \}_p \}_p + \{ C, \{ A, B \}_p \}_p = 0 . \quad (35)
\]

(vi) The time rate of change of any arbitrary function \( F(q_i, p^i, \psi_a, \pi^a) \), which has no explicit time dependence, is given by its Poisson bracket with the Hamiltonian

\[
\dot{F} = \{ F, H \}_p . \quad (36)
\]

Unfortunately, this equation is inconsistent with the equation of motion followed from the Lagrangian formalism. Even worst, the equation of motion for \( \pi^a \) followed from the expected Poisson bracket equation is also inconsistent with the equation derived from the Lagrangian formalism. For example, using the Poisson bracket, we have

\[
\pi^1 = \{ \pi^1, H \}_p = - \frac{\partial H}{\partial \psi_1} = i \omega_2 \psi_2 . \quad (39)
\]

But if we use Eq. (27) to find an expression to the equation of motion for \( \psi_1 \) and then substitute into Eq. (39), that gives us

\[
\psi_1 = 2i \pi^1 = - 2 \omega_2 \psi_2 . \quad (40)
\]

This equation is different from the Lagrangian equations of motion and inconsistent with (38) (unless everything is trivial which is also not great). Moreover, using the Poisson bracket with the Hamiltonian (29), we can find the following set of equations of motion for the fermionic positions and momenta:

\[
\psi_1 = \{ \psi_1, H \}_p = - \frac{\partial H}{\partial \psi_1} = - 4i \omega_1 \pi^1 = - 2 \omega_1 \psi_2 ,
\]

\[
\psi_2 = \{ \psi_2, H \}_p = - \frac{\partial H}{\partial \psi_2} = - 4i \omega_1 \pi^1 = - 2 \omega_2 \psi_2 ,
\]

\[
\pi^a = \{ \pi^a, H \}_p = - \frac{\partial H}{\partial \pi^a} = 0 . \quad (41)
\]

The above equations are also slightly different from the Lagrangian equations of motion and inconsistent with the equations followed from the Hamiltonian (25).

In brief, there is an inconsistency between the equations of motion derived from the Hamiltonian formalism and the equations derived from the Lagrangian formalism. The reason for this inconsistency is that we have a constrained Hamiltonian. This problem is solved in the next subsection by imposing the constraints onto the Hamiltonian.

3.2. The Constraints and the Equations of Motion

In the Lagrangian formalism, one can impose the constraints from the beginning by introducing Lagrange multipliers which enforce the constraints. So, Hamilton’s equations of motion, in the presence of constraints, can be derived from the extended action principle:

\[
S = \int \left( q_i \dot{p}^i + \psi_a \dot{\pi}^a - H - \phi^A \lambda_A \right) dt , \quad (42)
\]

where \( \phi^A \) are our constraints, \( \lambda_A \) are Lagrange multipliers, and \( A \) runs over the constraints. Using the extended action principle, we can write out the following two expressions of the extended Lagrangian and the extended Hamiltonian, respectively:

\[
L = q_i \dot{p}^i + \psi_a \dot{\pi}^a - H - \phi^A \lambda_A , \quad (43)
\]

\[
H = \dot{q}_i \dot{p}^i + \dot{\psi}_a \dot{\pi}^a - \phi^A \lambda_A - L . \quad (44)
\]

Indeed, if the Lagrangian is independent of one coordinate, say \( q_i \), then, we call this coordinate an ignorable coordinate. However, we still need to solve the Lagrangian for this coordinate to find the corresponding equation of motion. Since the momentum corresponding to this coordinate, may still enter the
Lagrange and affect the evolution of other coordinates, therefore, using the Euler-Lagrange equation, we have
\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right) - \frac{\partial L}{\partial q_i} = 0. \tag{45}
\]
In general, we define the generalized momentum as \( p_i^J = \frac{\partial L}{\partial \dot{q}_i} \). Now, if there is no explicit dependence of the Lagrangian \( L \) on generalized coordinate \( q_i \), then \( \partial L/\partial q_i = 0 \). Thus, Euler-Lagrange equation becomes \( d/dt(\partial L/\partial q_i) = 0 \Rightarrow dp_i^J/dt = 0 \). Hence, a momentum \( p_i^J \) is conserved when the Lagrangian \( L \) is independent of a coordinate \( q_i \). This means that if the Lagrangian is independent of a certain coordinate \( q_i^J \), it must be also independent of its corresponding momentum \( p_i^J \).

Furthermore, by extremizing the Hamiltonian (44), we obtain the following generalized Hamilton’s equations of motion:
\[
\dot{q}_i = \frac{\partial H}{\partial p_i^A} - \frac{\partial \phi^A q_i}{\partial \psi^A}, \tag{46}
\]
\[
\dot{p}_i^J = \frac{\partial H}{\partial q_i} = \frac{\partial \phi^A q_i}{\partial \psi^A}, \tag{47}
\]
\[
\dot{\psi}_a = \frac{\partial \pi^a}{\partial \pi a} - \frac{\partial \phi^A q_i}{\partial \psi^A}, \tag{48}
\]
\[
\dot{\pi}^a = \frac{\partial H}{\partial \pi a} - \frac{\partial \phi^A q_i}{\partial \psi^A}. \tag{49}
\]

For example, using the Poisson brackets, we can show that Eqs. (46) imply that for any arbitrary function \( F = F(q_i, p_i^J, \psi_a, \pi^a) \), we can write \( \dot{F} = \{F, H + \phi^A q_i \} \):
\[
F = \frac{\partial F}{\partial q_i} \dot{q}_i + \frac{\partial F}{\partial p_i^J} \dot{p}_i^J + \frac{\partial F}{\partial \psi_a} \dot{\psi}_a + \frac{\partial F}{\partial \pi^a} \dot{\pi}^a
= \frac{\partial F}{\partial q_i} \dot{q}_i + \frac{\partial F}{\partial p_i^J} \dot{p}_i^J + \frac{\partial F}{\partial \psi_a} \dot{\psi}_a + \frac{\partial F}{\partial \pi^a} \dot{\pi}^a
= \frac{\partial F}{\partial q_i} \frac{\partial H}{\partial q_i} + \frac{\partial F}{\partial p_i^J} \frac{\partial \phi^A q_i}{\partial \psi^A} + \frac{\partial F}{\partial \psi_a} \frac{\partial \phi^A q_i}{\partial \psi^A} + \frac{\partial F}{\partial \pi^a} \frac{\partial \phi^A q_i}{\partial \psi^A}
= \{F, H + \phi^A q_i \}. \tag{50}
\]

At this stage, we need to confirm that Eqs. in (46) give us the correct equations of motion using the constrained Hamiltonian (25). Since \( a, b \in \{1, 2\} \) in the primary constraint (28), then, we have the two constraints
\[
\phi^1 = \pi^1 + i \frac{\psi_1}{2}, \quad \phi^2 = \pi^2 + i \frac{\psi_2}{2}. \tag{51}
\]

By using Eqs. in (46) and taking into count the Hamiltonian (29), and the constraints (48), we find that
\[
\psi_1 = -\frac{\partial H}{\partial \pi^1} - \frac{\partial \phi^1}{\pi^1} = -\lambda_1, \tag{52}
\]
\[
\psi_2 = -\frac{\partial H}{\partial \pi^2} - \frac{\partial \phi^2}{\pi^2} = -\lambda_2. \tag{53}
\]

On the other hand, using Eqs. in (46) and considering the Hamiltonian (25) and the constraints (48), we find that
\[
\pi^1 = -\frac{\partial H}{\partial \psi_1} - \frac{\partial \phi^1}{\psi_1} \lambda_1 = i \omega \psi_2 - i \frac{\lambda_1}{2}, \tag{54}
\]
\[
\pi^2 = -\frac{\partial H}{\partial \psi_2} - \frac{\partial \phi^2}{\psi_2} \lambda_2 = -i \omega \psi_1 - i \frac{\lambda_2}{2}. \tag{55}
\]

Furthermore, using Eq. (27), we get
\[
\pi^1 = -i \frac{\psi_1}{2} \Rightarrow \pi^1 = i \frac{\psi_1}{2}, \tag{56}
\]
\[
\pi^2 = -i \frac{\psi_2}{2} \Rightarrow \pi^2 = i \frac{\psi_2}{2}. \tag{57}
\]

Eqs. (49, 50, and 51) imply the following set of equations of motion for the fermionic coordinates \( \psi_a \):
\[
\psi_1 = -\omega \psi_2, \quad \psi_2 = \omega \psi_1. \tag{58}
\]

Fortunately, these equations are the same equations of motion followed from the Lagrangian formalism.

For now, let us use the Poisson bracket, the Hamiltonian (25), and the constraints (48), to check that
\[
\phi^1 = \{\phi^1, H + \phi^1 \lambda_1 \} = -\frac{\partial \phi^1}{\partial \psi_1} \frac{\partial (H + \phi^1 \lambda_1)}{\partial \psi_1} - \frac{\partial \phi^1}{\partial \lambda_1} \frac{\partial (H + \phi^1 \lambda_1)}{\partial \lambda_1} \tag{59}
= 0 + 0 - \left( i \frac{\psi_1}{2} \right) (\lambda_1) - (1) \left( -i \omega \psi_2 + i \frac{\lambda_1}{2} \right)
= i (-\lambda_1 + \omega \psi_2) = 0. \tag{60}
\]

The reason that the last step is zero comes from Eqs. (49, 52) since we have \( \lambda_1 = -\psi_1 = \omega \psi_2 \). Similarly, \( \phi^2 \) can be calculated using the Poisson bracket as follows:
\[
\phi^2 = \{\phi^2, H + \phi^2 \lambda_2 \} = -\frac{\partial \phi^2}{\partial \psi_1} \frac{\partial (H + \phi^2 \lambda_2)}{\partial \psi_1} - \frac{\partial \phi^2}{\partial \lambda_1} \frac{\partial (H + \phi^2 \lambda_2)}{\partial \lambda_1} \tag{61}
= 0 + 0 - \left( i \frac{\psi_2}{2} \right) (\lambda_2) - (2) \left( i \omega \psi_2 + i \frac{\lambda_2}{2} \right)
= i (-\lambda_2 - \omega \psi_1) = 0. \tag{62}
\]

Also, the last step is zero because from Eqs. (49, 52), we have \( \lambda_2 = -\psi_2 = -\omega \psi_1 \). Subsequently, Eqs. (53, 54) are zero if we impose the equations of motion (52). In other words, we can say that the constraints are consistent with the equations of motion.

### 3.3. Dirac Brackets and Second Class Constraints

A Constraint \( F \) is said to be a second class constraint if it has nonzero Poisson brackets, and, therefore, it requires special treatment. Given a set of second class constraints, we can define a matrix
\[
\{\phi^A, \phi^B \} = C^{AB}, \tag{63}
\]
where we define the inverse of $C^{AB}$ as $C_{AB}$, such that
\[ C^{AB}C_{BC} = \delta_{AC} . \] (56)

The Dirac bracket provides a modification to the Poisson brackets to ensure that the second class constants vanish:
\[ \{ \phi^A, F \}_D = 0 . \] (57)
The Dirac bracket of two arbitrary functions $F(q,p)$ and $G(q,p)$ is defined as
\[ \{ F, G \}_D = \{ F, G \}_P - \{ F, \phi^A \}_P C_{AB} \{ \phi^B, G \}_P . \] (58)

Dirac bracket has the same properties of Poisson bracket, which we have listed in Subsection 3.1. In addition, we have to notice the following:

(i) If $\phi^A = 0$, then, the Dirac bracket of any constraint with the extended Hamiltonian is equivalent to its Poisson bracket:
\[ \{ F, H + \phi^A \lambda_A \}_D = \{ F, H \}_P . \] (59)

(ii) In some cases, we can return to the original Hamiltonian (25) and forget about the constraints and the momenta $P$ at the cost of replacing the Poisson brackets with Dirac brackets. For example, if we consider the case $\phi^A = 0$, then, we have
\[ F = \{ F, H + \phi^A \lambda_A \}_D = \{ F, H \}_P + \{ F, \phi^A \}_D \lambda_A = \{ F, H \}_D . \] (60)

where we used Eq. (57); $\{ \phi^A, F \}_D = 0$.

(iii) If $\{ \phi^A, p \}_P = 0$, then, using Eq. (58), we can find that
\[ \{ q, p \}_D = \{ q, p \}_P - \{ q, \phi^A \}_P C_{AB} \{ \phi^B, p \}_P = \{ q, p \}_P - \frac{\partial q}{\partial \phi^A} \frac{\partial p}{\partial q} - \frac{\partial q}{\partial q} \frac{\partial p}{\partial p} = 1 . \] (61)

We are now in a position to calculate $\{ \psi_a, \psi_\beta \}_D$ for the Hamiltonian (25) with the constraints (28). That $\{ \psi_a, \psi_\beta \}_D$ involves a primary constraint $\phi^\beta$ followed from the following relation which is obtained from the Lagrangian formalism:
\[ \phi^\beta = P^\beta + \frac{\delta}{\delta \psi_a} \psi_a . \] (62)

Using the definition of Dirac bracket, we get
\[ \{ \psi_a, \psi_\beta \}_D = \{ \psi_a, \psi_\beta \}_P + \{ \psi_a, \phi^\alpha \}_P C_{\alpha \beta} \{ \phi^\beta, \psi_\beta \}_P . \] (63)

Then, since the variables $\psi_a$ and $\psi_\beta$ are independent, their Poisson bracket vanishes; i.e.,
\[ \{ \psi_a, \psi_\beta \}_P = \{ \psi_a, \psi_\beta \}_P = 0 . \] (64)

Furthermore, using Eq. (47), we find that
\[ \{ \psi_a, \phi^\alpha \}_P = \left( \frac{\partial \psi_a}{\partial \phi^\alpha} \frac{\partial \psi_\beta}{\partial \phi^\alpha} - \frac{\partial \psi_\beta}{\partial \phi^\alpha} \frac{\partial \phi^\alpha}{\partial \phi^\alpha} \right) + \left( \frac{\partial \psi_a}{\partial \phi^\alpha} \frac{\partial \phi^\beta}{\partial \phi^\alpha} + \frac{\partial \psi_\beta}{\partial \phi^\alpha} \frac{\partial \phi^\alpha}{\partial \phi^\alpha} \right) = -1 . \] (65)

Similarly, using Eq. (62), we find that
\[ \{ \psi_a, \psi_\beta \}_D = \left( \frac{\partial \psi_a}{\partial \phi^\alpha} \frac{\partial \psi_\beta}{\partial \phi^\alpha} - \frac{\partial \psi_\beta}{\partial \phi^\alpha} \frac{\partial \phi^\alpha}{\partial \phi^\alpha} \right) = -1 . \] (66)

In addition, using the constraints, definitions (47, 62), we can define a matrix
\[ C^{\alpha \beta} = \{ \phi^\alpha, \phi^\beta \}_P = \left( \frac{\partial \phi^\alpha}{\partial \phi^\alpha} \frac{\partial \phi^\beta}{\partial \phi^\alpha} - \frac{\partial \phi^\beta}{\partial \phi^\alpha} \frac{\partial \phi^\alpha}{\partial \phi^\alpha} \right) \]

\[ - \frac{\partial \phi^\beta}{\partial \phi^\beta} \frac{\partial \phi^\alpha}{\partial \phi^\beta} + \frac{\partial \phi^\beta}{\partial \phi^\beta} \frac{\partial \phi^\alpha}{\partial \phi^\beta} = -i \delta^{\alpha \beta} . \] (67)

Moreover, from the definition (3.3), we have
\[ C_{\alpha \beta} = -C^{\alpha \beta} = i \delta^{\alpha \beta} . \] (68)

As a result of substituting Eqs. (64, 65, 66, and 68) into Eq. (63), the Dirac bracket of the two variables $\psi_a$ and $\psi_\beta$ gives us
\[ \{ \psi_a, \psi_\beta \}_D = i \delta^{\alpha \beta} . \] (69)

### 3.4. Dirac Bracket and the Equations of Motion

In this subsection, we show that the Dirac brackets give the correct equations of motion for the Hamiltonian (27) using the expression
\[ \psi_a = \{ \psi_a, H \}_D . \] (70)

We check that
\[ \dot{\psi}_1 = \{ \psi_1, H \}_D = \{ \psi_1, -i \omega \psi_2 \}_D = -i \omega \{ \psi_1, \psi_2 \}_D \]

\[ = -i \omega \left( \{ \psi_1, \psi_1 \}_D \psi_2 + \psi_1 \{ \psi_1, \psi_2 \}_D \right) = -i \omega \left( -i \delta_\alpha \beta \psi_2 + 0 \right) \]

\[ = - \omega \delta_\alpha \beta \psi_2 = - \omega \psi_2 , \] (71)

and similarly
\[ \dot{\psi}_2 = \{ \psi_2, H \}_D = \{ \psi_2, -i \omega \psi_1 \}_D = -i \omega \{ \psi_2, \psi_1 \}_D \]

\[ = -i \omega \left( \{ \psi_2, \psi_1 \}_D \psi_2 + \psi_2 \{ \psi_2, \psi_2 \}_D \right) = -i \omega \left( 0 + \psi_1 (-i \delta_\alpha \beta) \right) \]

\[ = - \omega \psi_1 \delta_\alpha \beta = - \omega \delta_\alpha \beta \psi_1 = \omega \psi_1 . \] (72)

These equations are the same equations of motion which we have obtained in Subsection 3.2 using the constrained Hamilton’s equations of motion (46).

### 3.5. The Dirac Bracket Superalgebra

In this subsection, we investigate the supersymmetry of our Hamiltonian (25). For this purpose, we need to introduce some operators $Q_\alpha$ known as supercharges, which basically can be obtained from Noether’s theorem arising from a symmetry of the Lagrangian which exchanges bosons and fermions. In the next section, we will look at the action of the supercharge operators. For instance, the supercharge operators in the case of the system under discussion here, can be written as follows:
\[ Q_\alpha = p \psi_a + \omega \epsilon_{a \beta} \delta^{\beta \alpha} \psi_\gamma \Rightarrow Q_1 = p \psi_1 + \omega \psi_2 , \] (73)
\[ Q_2 = p \psi_2 - \omega \psi_1 . \]
where again we suppose that \( \{a, \beta\} \) can only take the values \( \{1, 2\} \), and \( \epsilon_{a\beta} \) is the two index Levi-Civita symbol which defined as
\[
\epsilon_{a\beta} = \begin{cases} 
+1 & \text{if } (a, \beta) \text{ is } (1, 2), \\
-1 & \text{if } (a, \beta) \text{ is } (2, 1), \\
0 & \text{if } a = \beta.
\end{cases}
\] (74)

The system to be supersymmetric, the supercharges (73) together with the Hamiltonian (27), and the constraints (25) must satisfy the classical Dirac bracket superalgebra defined by
\[
\{Q_a, Q_{\beta}\}_D = -2i\delta_{a\beta}H, \\
\{Q_a, H\}_D = 0.
\] (75)

Now, we need to check that our system satisfies Eq. (75). To do that, suppose that \( \{a, \beta\} \) have the values \( \{1, 2\} \). Then, using the definition of the Poisson and Dirac brackets, we find that,
\[
\{Q_1, Q_1\}_D = -i \left( p^2 + \omega^2 \right), \\
\{Q_1, Q_2\}_D = \omega \left( \psi_1^2 + \psi_2^2 \right), \\
\{Q_2, Q_1\}_D = -\omega \left( \psi_1^2 + \psi_2^2 \right), \\
\{Q_2, Q_2\}_D = -i \left( p^2 + \omega^2 \right).
\] (76)

If we make substitution using Eq. (76), we find
\[
\{Q_a, Q_{\beta}\}_D = \{Q_1, Q_1\}_D + \{Q_1, Q_2\}_D + \{Q_2, Q_1\}_D + \{Q_2, Q_2\}_D = -2i \left( p^2 + \omega^2 \right) \equiv -2i\delta_{a\beta}H.
\] (77)

Furthermore, using the following relations
\[
\{Q_1, H\}_D = \omega \psi_1 - \omega^2 q_1, \\
\{Q_2, H\}_D = -\omega \psi_2 + \omega^2 q_1, \\
\{Q_1, Q_2\}_D = \omega \psi_2 - \omega^2 q_2, \\
\{Q_2, Q_1\}_D = -\omega \psi_1 + \omega^2 q_2,
\]
we find
\[
\{Q_a, H\}_D + \{Q_a, Q_{\beta}\}_D = -2i \delta_{a\beta} H.
\] (78)

It is clear from Eqs. (77, 79) that the supercharges (73) together with the Hamiltonian (27) and the constraints (28) satisfy the two conditions (75) of the classical Dirac bracket superalgebra.

4. THE SUPERSYMMETRY ALGEBRA

The material in this section is elaborated in detail in [21, 22, 23, 24, 25, 26]. The supersymmetry algebra encodes a symmetry describing a relation between bosons and fermions. In general, the supersymmetry is constructed by introducing supersymmetric transformations which are generated by the supercharge \( Q \) operators, where the role of the supercharges \( Q \) is to convert a fermionic degree of freedom into a bosonic degree of freedom and vice versa; i.e.,
\[
Q \text{fermionic} = | \text{bosonic} \rangle, \\
Q \text{bosonic} = | \text{fermionic} \rangle.
\] (80)

So far, we have restricted ourselves to study classical systems. In Subsection 3.5, we have investigated the supersymmetry of the classical harmonic oscillator. Now, we are going to quantize the theory to study the supersymmetry of quantum systems. In a quantum mechanical supersymmetric system, the supercharges \( \hat{Q} \) together with the Hamiltonian \( \hat{H} \) form a so-called superalgebra. The recipe for quantizing the Hamiltonian in a situation where we have second class constraints is to replace the Dirac brackets with either commutator brackets for bosonic variables or anticommutator brackets for fermionic variables multiplied with the factor \( i\hbar \), so we have
\[
\{q, p\}_D = 1 \Rightarrow [\hat{q}, \hat{p}] = i\hbar, \\
\{\psi, \phi\}_D = -i\delta \Rightarrow \{\hat{\psi}, \hat{\phi}\} = \hbar \delta_{\psi\phi}.
\] (81)

Taking this into account, we can see that the superalgebra for N-dimensional quantum system is characterized by
\[
[\hat{Q}_i, \hat{H}] = 0, \quad i = 1 \ldots N, \\
[\hat{Q}_i, \hat{Q}_j] = \hbar \delta_{ij}\hat{H}, \quad i, j = 1 \ldots N.
\] (82)

This will be elaborated further in the next section using the example of the supersymmetrical harmonic oscillator. One more notation before ending this section is that the supercharges \( \hat{Q}_i \) are Hermitian, i.e. \( \hat{Q}_i^\dagger = \hat{Q}_i \), and this implies that
\[
[\hat{Q}_i, \hat{Q}_j] = \{\hat{Q}_i^\dagger, \hat{Q}_j^\dagger\}.
\] (83)

5. SUPERSYMMETRIC HARMONIC OSCILLATOR

Now, we turn back to the quantum harmonic oscillator problem as a simple example to show the supersymmetry property of a quantum mechanical system. Using Eq. (16), the harmonic oscillator Hamiltonian (17) can be written in terms of the bosonic and fermionic laddering operators as follows:
\[
\hat{H} = \hbar \omega (\hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b}).
\] (84)

Moreover, the supercharge operators \( \hat{Q}_1 \) and \( \hat{Q}_2 \) can also be written in terms of the bosonic and fermionic laddering operators as follows:
\[
\hat{Q}_1 = \hbar \omega [\psi, \phi] = \left( i \sqrt{\frac{\hbar \omega}{2}} \right)(\hat{a}^\dagger \hat{b} + \hat{b}^\dagger \hat{a}) \\
+ \omega \left( \sqrt{\frac{\hbar}{2\omega}} \hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b} \right),
\] (85)

and similarly,
\[
\hat{Q}_2 = \hbar \omega [\psi, \phi] = \left( i \sqrt{\frac{\hbar \omega}{2}} \right)(\hat{a}^\dagger \hat{b} - \hat{b}^\dagger \hat{a}) \\
+ \omega \left( \sqrt{\frac{\hbar}{2\omega}} \hat{a}^\dagger \hat{a} - \hat{b}^\dagger \hat{b} \right).
\] (86)
Using Eqs. (85, 86), one may define non-Hermitian operators $\hat{Q}$ and $\hat{Q}^\dagger$ as
\[
\hat{Q} = \frac{1}{2}(\hat{Q}_1 - i\hat{Q}_2) = \frac{1}{2}\left(\text{i}\hbar\sqrt{\omega}(\hat{a}\hat{b}^\dagger - \hat{a}\hat{b}) + \text{i}\hbar\sqrt{\omega}(\hat{a}\hat{b}^\dagger + \hat{a}\hat{b})\right) = \text{i}\hbar\sqrt{\omega}(\hat{a}\hat{b}), \tag{87}
\]
and similarly,
\[
\hat{Q}^\dagger = \frac{1}{2}(\hat{Q}_1 + i\hat{Q}_2) = \frac{1}{2}\left(\text{i}\hbar\sqrt{\omega}(\hat{a}\hat{b}^\dagger - \hat{a}\hat{b}) - \text{i}\hbar\sqrt{\omega}(\hat{a}\hat{b}^\dagger + \hat{a}\hat{b})\right) = -\text{i}\hbar\sqrt{\omega}(\hat{a}\hat{b}^\dagger). \tag{88}
\]
We can directly use Eq. (84, 87, 88) to check that the supercharge operators $\hat{Q}$ and $\hat{Q}^\dagger$ with the Hamiltonian $H$ satisfy the quantum superalgebra:
\[
\{\hat{Q}, \hat{Q}\} = \{\hat{Q}^\dagger, \hat{Q}^\dagger\} = 0, \quad \{\hat{Q}, \hat{Q}^\dagger\} = \{\hat{Q}^\dagger, \hat{Q}\} = H, \quad [H, \hat{Q}] = [H, \hat{Q}^\dagger] = 0. \tag{89}
\]
Now, it is easy using Eqs. (87, 88) to see the action of the operators $\hat{Q}, \hat{Q}^\dagger$ on the energy eigenstates:
\[
\hat{Q}|n_B, n_F\rangle \sim |n_B - 1, n_F + 1\rangle, \quad \hat{Q}^\dagger|n_B, n_F\rangle \sim |n_B + 1, n_F - 1\rangle. \tag{90}
\]
Remember that there are only two possible fermionic states $n_F = \{0, 1\}$, so the effect of the operators $\hat{Q}$ and $\hat{Q}^\dagger$ can be written as follows:
\[
\hat{Q}|n_B, 0\rangle \sim |n_B - 1, 1\rangle, \quad \hat{Q}^\dagger|n_B, 1\rangle \sim |n_B + 1, 0\rangle. \tag{91}
\]
Also, from Eq. (89), the operators $\hat{Q}$ and $\hat{Q}^\dagger$ commute with the Hamiltonian $H$; for that reason, we can see that
\[
H(\hat{Q}|n_B, n_F\rangle) = \hat{Q}(H|n_B, n_F\rangle) = (E_B + E_F)(\hat{Q}|n_B, n_F\rangle), \tag{92}
\]
and this means that the whole energy of the system remains unchanged by the action of the supercharge operators.

In short, the supercharge operator $\hat{Q}$ acts to change one boson to one fermion leaving the total energy of the system invariant. Conversely, $\hat{Q}^\dagger$ changes a fermion into a boson leaving the energy unchanged. This is illustrated in Figure 1.

### 6. SUPERSYMMETRIC QUANTUM MECHANICS

In this section, we study the general formalism of one-dimensional supersymmetric quantum mechanics. The ideas in this section were discussed in [3, 27, 28, 29, 30, 31]. We begin by considering a Hamiltonian of the form
\[
\hat{H} = \frac{1}{2}\left(\hat{p}^2 + V(\hat{x})\right)\sigma_2 + \frac{1}{2}\hbar^2(\hat{x})\sigma_3, \tag{93}
\]
where $V(\hat{x})$ is the potential, and $B$ is a magnetic field. If those potential and magnetic fields can be written in terms of some function $W(x)$, as
\[
V(x) = \left(\frac{dW(x)}{dx}\right)^2 \equiv W'^2, \quad B(x) = \left(\frac{d^2W(x)}{dx^2}\right) \equiv W'', \tag{94}
\]
the Hamiltonian is supersymmetric and we shall refer to the function $W(x)$ as a superpotential. Using Eq. (94), we can rewrite the Hamiltonian (93) as
\[
\hat{H} = \frac{1}{2}\left(\hat{p}^2 + W'^2\right)\sigma_2 + \frac{1}{2}\hbar^2(\hat{x})\sigma_3. \tag{95}
\]

At this stage, we define the following two Hermitian supercharge operators:
\[
\hat{Q}_1 = \frac{1}{2}\left(\sigma_1\hat{p} + \sigma_2 W(\hat{x})\right), \quad \hat{Q}_2 = \frac{1}{2}\left(\sigma_2\hat{p} - \sigma_1 W(\hat{x})\right). \tag{96}
\]
The Hamiltonian (95) together with the supercharges (96) constitutes a superalgebra. It is a simple matter of algebra to verify the conditions for the superalgebra given by Eq. (82). It may be useful before verifying these conditions to check the following commutation relation:
\[
[\hat{p}, f(x)] = \left[-\text{i}\hbar \frac{\partial}{\partial x}, f(x)\right] = \text{i}\hbar \left(\frac{\partial}{\partial x}(fg) + f \frac{\partial}{\partial x}(g)\right) = \text{i}\hbar f'(x)g. \tag{97}
\]
Removing $g$ gives us the commutator of the momentum $\hat{p}$ with an arbitrary function of the position coordinate $x$:
\[
[\hat{p}, f(x)] = -\text{i}\hbar f'(x). \tag{98}
\]
Using this relation, we find the following:

\[
[\hat{\rho}, \hat{W}] = \hat{\rho}W^2 - W^2\hat{\rho} = -2i\hbar W^\dagger W',
\]

\[
[\hat{W}', \hat{\rho}] = W'\rho^2 - \rho^2W' = i\hbar \{W', \hat{\rho}\},
\]

\[
\{\hat{\rho}, \hat{W}''\} = \rho W'' + W''\hat{\rho}.
\]

(99)

Now, we can use the outcome of Eq. (99) to check the outcome of the commutator of the supercharge \(\hat{Q}_1\) with the Hamiltonian \(\hat{H}\):

\[
[\hat{Q}_1, \hat{H}] = \hat{Q}_1\hat{H} - \hat{H}\hat{Q}_1
\]

\[
= \frac{1}{2} (\sigma_1 \hat{\rho} + \sigma_2 W') \cdot (\hat{\rho} W^2) + \hbar W' \sigma_3
\]

\[
- \frac{1}{2} \left( \left(\hat{\rho} W^2\right) + \hbar W' \sigma_3 \right) \cdot (\sigma_1 \hat{\rho} + \sigma_2 W')
\]

\[
= \frac{1}{2} \left( \sigma_1 \hat{\rho} + \sigma_2 W' \right) + \frac{1}{2} \left( \sigma_1 \sigma_2 \hat{\rho} W' + c_{2} W' \sigma_1 \hat{\rho} + c_{2} \sigma_1 \hat{\rho} W' \right)
\]

\[
= \frac{1}{2} \left( \sigma_1 \hat{\rho} + \sigma_2 W' \right) - \frac{1}{2} i\hbar \left( \sigma_1 \hat{\rho} + \sigma_2 W' \right) + \sigma_3 \sigma_1 \hat{\rho} W' + c_{2} \sigma_1 \hat{\rho} W' \right)
\]

\[
\{\hat{Q}_1, \hat{H}\} = 0.
\]

(100)

Similarly, one can confirm that

\[
[\hat{Q}_2, \hat{H}] = \hat{Q}_2\hat{H} - \hat{H}\hat{Q}_2 = 0.
\]

(101)

Furthermore, we can find that

\[
[\hat{Q}_1, \hat{Q}_1] = \hat{Q}_1\hat{Q}_1 + \hat{Q}_1\hat{Q}_1 = 2\hat{Q}_1^2
\]

\[
= \frac{1}{2} (\sigma_1 \hat{\rho} + \sigma_2 W')^2
\]

\[
= \frac{1}{2} \left( \sigma_1 \hat{\rho} + \sigma_2 W' \right)^2 + c_{2} \sigma_1 \hat{\rho} W' + c_{2} \sigma_1 \hat{\rho} W'
\]

\[
= \frac{1}{2} \left( \sigma_1 \hat{\rho} + \sigma_2 W' \right) - \frac{1}{2} i\hbar \left( \sigma_1 \hat{\rho} + \sigma_2 W' \right) + \sigma_3 \sigma_1 \hat{\rho} W' + c_{2} \sigma_1 \hat{\rho} W' \right)
\]

\[
\{\hat{Q}_1, \hat{Q}_1\} = \hat{H}.
\]

(103)

Note that, to do the previous calculations, we used the Pauli matrices properties: \(\sigma_1^2 = \sigma_2^2 = \sigma_3^2 = 1\) and \(\sigma_1 \sigma_2 = -\sigma_2 \sigma_1 = i\sigma_3\). It is clear from Eqs. (100), (101), (102), and (139) that the Hamiltonian (95) together with the supercharges (96) satisfies the conditions for the superalgebra given by Eq. (82).

Indeed, if we define the quantities \(\hat{Q}\) and \(\hat{Q}^\dagger\) as

\[
\hat{Q} = \hat{Q}_1 - i\hat{Q}_2
\]

\[
= \frac{1}{2} \left( \sigma_1 \hat{\rho} + \sigma_2 W' \right) - \frac{1}{2} i\hbar \left( \sigma_1 \hat{\rho} - \sigma_2 W' \right)
\]

\[
= \frac{1}{2} \left( \sigma_1 \hat{\rho} + \sigma_2 W' \right) + \sigma_3 \left( \hat{\rho} + iW' \right)
\]

\[
= \sigma_- \left( \hat{\rho} + iW' \right),
\]

and

\[
\hat{Q}^\dagger = \hat{Q}_1 + i\hat{Q}_2 = \sigma_+ \left( \hat{\rho} - iW' \right),
\]

where \(\sigma_-\) and \(\sigma_+\), respectively, are defined as

\[
\sigma_- = \frac{1}{2} \left( \sigma_1 - i\sigma_2 \right) = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix},
\]

\[
\sigma_+ = \frac{1}{2} \left( \sigma_1 + i\sigma_2 \right) = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix},
\]

(105)

(106)

it is straightforward to check that the Hamiltonian \(\hat{H}\) can be expressed as

\[
\hat{H} = \{\hat{Q}, \hat{Q}^\dagger\},
\]

(107)

and it commutes with both the operators \(\hat{Q}\) and \(\hat{Q}^\dagger\):

\[
[\hat{Q}, \hat{H}] = 0 \quad \text{and} \quad [\hat{Q}^\dagger, \hat{H}] = 0.
\]

(108)

Furthermore, one also finds

\[
[\hat{Q}, \hat{Q}] = 0 \quad \text{and} \quad [\hat{Q}^\dagger, \hat{Q}^\dagger] = 0.
\]

(109)

As we have seen in the case of the supersymmetric harmonic oscillator, a supersymmetric system with two independent supercharges, with the possible exception of the energy of the ground eigenstate, all the energy levels are split into two eigenstates with either \(n_\parallel = 0\) or \(n_\parallel = 1\). For a spinor quantum mechanical system, this implies that the excited energy eigenstates come in degenerate spin-up/spin-down pairs \(|E_n, \uparrow\rangle |E_n, \downarrow\rangle\). These degenerate spin-up/spin-down pairs are related to the acts of the supercharge operators \(\hat{Q}\) and \(\hat{Q}^\dagger\), where the supercharge operators \(\hat{Q}\) convert the degenerate spin-up state to the degenerate spin-down state without making any change in the energy eigenvalue of the states:

\[
\hat{Q} |E_n, \uparrow\rangle \sim \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \hat{Q} |E_n, \downarrow\rangle \sim \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

(110)

while the supercharge operators \(\hat{Q}^\dagger\) convert the degenerate spin-down state to the degenerate spin-up state without making any change in the energy eigenvalue of the states:

\[
\hat{Q}^\dagger |E_n, \downarrow\rangle \sim \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \hat{Q}^\dagger |E_n, \uparrow\rangle \sim \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

(111)

To sum up, the supersymmetric transformations occur due to the supercharge operators \(\hat{Q}\) and \(\hat{Q}^\dagger\). In this case, it causes transforms between the energy eigenstates spin-up/spin-down which have the same energy eigenvalues.

### 7. SUPERSYMMETRIC GROUND STATE

So far, we have investigated all the required information to describe a supersymmetric quantum mechanical system. In this section, we study the supersymmetric quantum mechanical ground state. The argument in this section follows from [32, 33, 34, 35, 36]. Let us now write the expression of the supersymmetric Hamiltonian (95) as the summation of two separate terms: a Hamiltonian \(\hat{H}_+\) and a Hamiltonian \(\hat{H}_-\); then, we have

\[
\hat{H}_\pm = \frac{1}{2} \left( \hat{\rho}^2 + W'^2 \right) \pm \frac{1}{2} i\hbar W''.
\]

(112)

In the eigenbasis of \(\sigma_3\), the supersymmetric Hamiltonian is diagonal:

\[
\hat{H} \equiv \begin{pmatrix} \hat{H}_+ & 0 \\ 0 & \hat{H}_- \end{pmatrix} = \begin{pmatrix} A^\dagger A & 0 \\ 0 & A A^\dagger \end{pmatrix},
\]

(113)

and the supercharge operators \(\hat{Q}\) and \(\hat{Q}^\dagger\) can be written as

\[
\hat{Q} = \begin{pmatrix} 0 & 0 \\ A & 0 \end{pmatrix}, \quad \hat{Q}^\dagger = \begin{pmatrix} 0 & A^\dagger \\ 0 & 0 \end{pmatrix},
\]

(114)

where

\[
A = \hat{\rho} + iW', \quad A^\dagger = \hat{\rho} - iW'.
\]

(115)
According to Eq. (107), we can write the supersymmetric Hamiltonian $\hat{H}$ in terms of the supercharges operators $\hat{Q}$ and $\hat{Q}^\dagger$ as follows:

$$\hat{H} = \hat{Q}\hat{Q}^\dagger + \hat{Q}^\dagger\hat{Q} = 2\hat{Q}^2 = 2\hat{Q}^2. \quad (116)$$

In the last step, we used the fact that the supercharges are Hermitian operators. We see from Eq. (116) that the Hamiltonian $\hat{H}$ can be written in terms of the squares of the supercharge operators. For this reason, the energy of any eigenstate of this Hamiltonian must be positive or zero. Let us now consider that $\langle \Psi_0 | \hat{Q} | \Psi_0 \rangle$ is the ground state of the supersymmetric Hamiltonian $\hat{H}$. Based on Eq. (116), it can be seen that the ground state can have a zero energy only if it satisfies the following two conditions:

$$E_0 = \langle \Psi_0 | \hat{H} | \Psi_0 \rangle = \langle \Psi_0 | \hat{Q}^2 | \Psi_0 \rangle = 0 \implies \hat{Q} | \Psi_0 \rangle = 0,$$

$$E_0 = \langle \Psi_0 | \hat{H} | \Psi_0 \rangle = \langle \Psi_0 | \hat{Q}^\dagger\hat{Q} | \Psi_0 \rangle = 0 \implies \hat{Q}^\dagger | \Psi_0 \rangle = 0. \quad (117)$$

Therefore, if there exists a state which is annihilated by each of the supercharge operators $\hat{Q}$ and $\hat{Q}^\dagger$ which means that it is invariant under the supersymmetry transformations, such a state is automatically the zero-energy ground state. However, on the other hand, any state that is not invariant under the supersymmetry transformations has a positive energy. Thus, if there is a supersymmetric state, it is the zero-energy ground state and it is said that the supersymmetry is unbroken.

Moreover, since the supersymmetry algebra (108) implies that the supercharge operators $\hat{Q}$ and $\hat{Q}^\dagger$ commute with the supersymmetric Hamiltonian $\hat{H}$, so all the eigenstates of $\hat{H}$ are doubly degenerate. For that reason, it will be convenient to write the supersymmetric ground state of the system in terms of two components, $\psi_0^\pm$, as follows:

$$\Psi_0 = \left( \begin{array}{c} \psi_0^+ \\ \psi_0^- \end{array} \right). \quad (118)$$

One can now solve eigenvalue problem $\hat{Q} | \psi_0 \rangle = 0$ to find the zero-energy ground-state wave function. If we make substitution using Eqs. (114, 118), we get

$$\hat{Q} | \psi_0 \rangle = \left( \begin{array}{cc} 0 & 0 \\ A & 0 \end{array} \right) \left( \begin{array}{c} \psi_0^+ \\ \psi_0^- \end{array} \right) = 0, \quad (119)$$

and then, if we make substitution using Eq. (115), our problem reduces to solve the first-order differential equation:

$$A | \psi_0^+ \rangle = (\beta + iW) | \psi_0^+ \rangle = 0 \implies -ih \frac{d\psi_0^+}{dx} + iW \psi_0^+ = 0. \quad (120)$$

It is simple and straightforward to solve the previous differential equation as follows:

$$\frac{d\psi_0^+}{\psi_0^+} = \frac{W'}{h} dx \implies \ln \psi_0^+ = \frac{W'}{h} + \ln A. \quad (121)$$

Thus,

$$\psi_0^+ = Ae^\frac{W'}{h}, \quad (122)$$

and similarly,

$$\psi_0^- = Be^{-\frac{W'}{h}}. \quad (123)$$

Now, the general form of the ground-state wave function may be expressed as

$$\Psi_0 = \left( \begin{array}{c} Ae^{\frac{W}{h}} \\ Be^{-\frac{W}{h}} \end{array} \right). \quad (124)$$

In fact, it has no physical meaning to find the ground-state wave function $\psi_0$ if there are no normalizable solutions of such form. So, we need now to normalize the ground-state wave function (124) by determining the values of the two constants $A$ and $B$. The ground-state wave function $\psi_0(x)$ to be normalized must vanish at the positive and the negative infinite $x$-values. In order to satisfy this condition, we have to set $|W(x)| \rightarrow \infty$ as $|x| \rightarrow \infty$. Then, we have the following three possible cases for the supersymmetric ground-state wave function:

1. The first case is when $W(x) \rightarrow +\infty$ as $x \rightarrow \pm \infty$. In this case, the superpotential $W(x)$ is an even function and it is positive at the boundaries. Figure 2 describes the behavior of the potential $V(x)$ in this case. Since $W(x)$ is positive, we cannot normalize the wave function $\psi_0^+ = Ae^{\frac{W}{h}}$, but we can choose $A = 0$. However, we can normalize the wave function $\psi_0^- = Be^{-\frac{W}{h}}$ to find the value of the constant $B$. The complete ground-state wave function, in this case, may be expressed in the general form

$$\Psi_0 = \left( \begin{array}{c} 0 \\ Be^{-\frac{W}{h}} \end{array} \right). \quad (125)$$

![Figure 2: The even superpotential $W(x)$ is an even function, where $W(x) \rightarrow +\infty$ as $x \rightarrow \pm \infty$.](image)

2. The second case is when $W(x) \rightarrow -\infty$ as $x \rightarrow \pm \infty$. In this case, the superpotential $W(x)$ is an even function and it is negative at the boundaries. The behavior of the potential $V(x)$ in this case is described in Figure 3. Since $W(x)$ is negative, we can normalize the wave function $\Psi_0^+ = Ae^{\frac{W}{h}}$ and find the value of the constant $A$; however, we cannot normalize the wave function $\Psi_0^- = Be^{-\frac{W}{h}}$, but we can choose $B = 0$. The complete ground-state wave function, in this case, shall be expressed in the general form

$$\Psi_0 = \left( \begin{array}{c} Ae^{\frac{W}{h}} \\ 0 \end{array} \right). \quad (126)$$

3. The other two cases correspond to $W(x) \rightarrow \{+\infty, -\infty\}$ as $x \rightarrow \{+\infty, -\infty\}$, and $W(x) \rightarrow \{-\infty, +\infty\}$ as $x \rightarrow \{+\infty, -\infty\}$. In those two cases, the superpotential $W(x)$ is an odd function and it is positive at one of the boundaries and negative at the other boundary. The behavior of the potential $V(x)$ in this case is described in Figure 4. In
FIGURE 3: The superpotential $W(x)$ is an even function, where $W(x) \to -\infty$ as $x \to \pm\infty$.

Those two cases, both the two constants $A$ and $B$ vanish and we cannot normalize the wave function. Therefore, we have

$$\Psi_0 = 0.$$ (127)

Thus, since those two forms of the zero-energy ground-state wave function cannot be normalized, this means that they do not exist.

![Graph](image1)

(a) $W(x) \to -\infty$ as $x \to -\infty$, and $W(x) \to \infty$ as $x \to \infty$.

FIGURE 4: The superpotential $W(x)$ is an odd function.
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(b) $W(x) \to \infty$ as $x \to -\infty$, and $W(x) \to -\infty$ as $x \to \infty$.

In short, the zero-energy ground-state wave function can be normalized when the superpotential $W(x)$ has an even number of zeros. In this case, there exists a zero-energy ground state which is the true vacuum state and the supersymmetry is unbroken. However on the other hand, if the superpotential $W(x)$ has an odd number of zeros, the zero-energy ground-state wave function cannot be normalized. Then, we immediately realize that there is no zero-energy ground state in such case and the supersymmetry is spontaneously broken.

8. CORRECTIONS TO THE GROUND-STATE ENERGY

In this section, we consider the example of the supersymmetric harmonic oscillator which has a unique zero-energy ground state. Then, we use the conventional perturbation theory to examine whether it has nonvanishing corrections to the energy of the ground state, and accordingly, it can be responsible for the spontaneous breaking of the supersymmetry. To this end, in the next two subsections, based on [37, 38, 39, 40, 41], we are going to compute both the first and the second corrections to the ground-state energy of the supersymmetric harmonic oscillator. For instance, let us recall the general form of the supersymmetric quantum mechanics Hamiltonian, which is given by Eq. (95):

$$\hat{H} = \frac{1}{2}(\hat{p}^2 + W^2)\mathbb{I}_2 + \frac{1}{2}\hbar W''\mathbb{I}_3.$$ (128)

Consider now that the superpotential $W(x)$ is defined as

$$W(q) = \frac{1}{2}\omega q^2 + g\bar{q}^3 \quad \Rightarrow \quad W' = \omega \bar{q} + 3g\bar{q}^2, \quad W'' = \omega + 6g\bar{q},$$ (129)

where $g$ is a perturbation. If $g = 0$, the previous Hamiltonian reduces to the supersymmetric harmonic oscillator:

$$\hat{H}^0 = \frac{1}{2}(\hat{p}^2 + \omega^2 q^2)\mathbb{I}_2 + \frac{1}{2}\hbar \omega \mathbb{I}_3.$$ (130)

We have already solved this Hamiltonian and found that it has a unique zero-energy ground state,

$$E_0^{(0)} = 0,$$ (131)

and we verify that this state is invariant under supersymmetry. Based on our argument in the previous section and after normalization, the unbroken supersymmetric ground-state wave function can be written as follows:

$$\Psi_0^{(0)} = \left(\frac{0}{(\mathbb{I} + \hat{e} - \omega^2 \mathbb{I})}\right).$$ (132)

Now, when $g$ is small, the Hamiltonian (128) can be written as

$$\hat{H} = \hat{H}^0 + \hat{H}',$$ (133)

where $\hat{H}^0$ is the Hamiltonian of the unperturbed system and $\hat{H}'$ a perturbation:

$$\hat{H}' = \left(\frac{9}{2}\delta^2 q^4 + 3\omega g\bar{q}^3\right)\mathbb{I}_2 + 3\hbar g\bar{q}^3 \mathbb{I}_3.$$ (134)

Moreover, if we consider the matrix representation, the perturbative Hamiltonian $\hat{H}$ acting on the ground-state wave function $\Psi_0^{(0)}$ yields

$$\hat{H}\Psi_0^{(0)} = \left(\begin{array}{cc} \frac{9}{2}\delta^2 q^4 + 3\omega g\bar{q}^3 + 3\hbar g\bar{q}^3 & 0 \\ \frac{9}{2}\delta^2 q^4 + 3\omega g\bar{q}^3 - 3\hbar g\bar{q}^3 & \left(\frac{0}{(\mathbb{I} + \hat{e} - \omega^2 \mathbb{I})}\right) \end{array}\right) = 0.$$ (135)

In view of this last equation, it is clear that for this combination the impact of the Hamiltonian $\hat{H}'$ on the wave function $\Psi_0^{(0)}$ is only due to the component:

$$\hat{H}' = \left(\frac{9}{2}\delta^2 q^4 + 3\omega g\bar{q}^3 - 3\hbar g\bar{q}^3 \right).$$ (136)
As a result, we see that it is enough to consider the Hamiltonian $\hat{H}'$ to compute the first and second corrections to the ground-state energy.

Furthermore, we have to mention here that, for the supersymmetric harmonic oscillator, except for the ground state, all the energy levels are degenerate to two energy states. However, because we are just interested in computing the correction to the ground-state energy, which is not degenerate, we can use the nondegenerate perturbation theory.

In addition, it is useful to remember from quantum mechanics that the wave function of degree $n$ can be obtained by the following recursion formula:

$$\hat{q}\psi_n = \sqrt{(n+1)\frac{\hbar}{2\omega}}\psi_{n+1} + \sqrt{\frac{n\hbar}{2\omega}}\psi_{n-1}. \quad (137)$$

As well, it is important to recall the following relation:

$$\langle \psi_n | \psi_m \rangle = \delta_{nm}. \quad (138)$$

We are ready now to move forward to the next two subsections and compute the first and the second corrections to the energy of the ground state.

8.1. The First-Order Correction

We know from the previous argument that the ground state of the supersymmetric Hamiltonian is nondegenerate. Therefore, we can use the time-independent nondegenerate perturbation theory to compute the first-order correction to the ground-state energy of the supersymmetric harmonic oscillator as follows:

$$E_0^{(1)} = \langle \psi_0^{(0)} | \hat{H}' | \psi_0^{(0)} \rangle$$

$$= \langle \psi_0^{(0)} | \frac{9}{2} \hat{q}^2 \psi_0^{(0)} + 3\omega\hat{q}\psi_0^{(0)} - 3\hbar\hat{q}\psi_0^{(0)} \rangle$$

$$= \frac{9}{2}\hat{q}^2\langle \psi_0^{(0)} | \psi_0^{(0)} \rangle + 3\omega\langle \psi_0^{(0)} | \hat{q}\psi_0^{(0)} \rangle - 3\hbar\langle \psi_0^{(0)} | \hat{q}\psi_0^{(0)} \rangle.$$  

(139)

The terms $\hat{q}\psi_0$ and $\hat{q}\psi_0$ are linearly independent of $\psi_0$ so that both the second and the third terms of Eq. (139) are zero. However,

$$\hat{q}^4\psi_0 = \frac{3h^4}{2\alpha^2}\psi_4 + \frac{7h^4}{4\omega^2}\psi_2 + \frac{9h^4}{16\omega^4}\psi_0,$$

(140)

and then, substituting it into Eq. (139) gives us,

$$E_0^{(1)} = \frac{9}{2}\hat{q}^2\langle \psi_0^{(0)} | \psi_0^{(0)} \rangle - \frac{3}{4}\frac{h^2}{\omega^2}\langle \psi_0^{(0)} | \psi_0^{(0)} \rangle$$

$$= \frac{27}{8}\frac{h^2}{\omega^2}\sqrt{2} \approx O(\sqrt{2}). \quad (141)$$

In the view of the last equation, the first-order correction to the ground-state energy reduces to zero.

8.2. The Second-Order Correction

From the nondegenerate time-independent perturbation theory, the second-order correction to the energy is given by

$$E_2^{(0)} = \sum_{m\neq n} \left| \langle \psi_n^{(0)} | \hat{H}' | \psi_m^{(0)} \rangle \right|^2. \quad (142)$$

Since the perturbation contains only terms of $\hat{q}$, $\hat{q}^3$, and $\hat{q}^4$, the numerator of Eq. (142) is zero for all $m$ values except $m = 1, 3, 4$.

Therefore, the second-order correction to ground-state energy of the supersymmetric harmonic oscillator is computed as follows:

$$E_2^{(0)} = \left| \langle \psi_0^{(0)} | \frac{9}{2} \hat{q}^2 \psi_0^{(0)} + 3\omega\hat{q}\psi_0^{(0)} - 3\hbar\hat{q}\psi_0^{(0)} \rangle \right|^2$$

$$= \left| \langle \psi_0^{(0)} | \frac{9}{2} \hat{q}^2 \psi_0^{(0)} + 3\omega\hat{q}\psi_0^{(0)} - 3\hbar\hat{q}\psi_0^{(0)} \rangle \right|^2$$

$$+ \left| \langle \psi_0^{(0)} | \frac{9}{2} \hat{q}^2 \psi_0^{(0)} + 3\omega\hat{q}\psi_0^{(0)} - 3\hbar\hat{q}\psi_0^{(0)} \rangle \right|^2$$

$$+ \left| \langle \psi_0^{(0)} | \frac{9}{2} \hat{q}^2 \psi_0^{(0)} + 3\omega\hat{q}\psi_0^{(0)} - 3\hbar\hat{q}\psi_0^{(0)} \rangle \right|^2.$$

(143)

We can simplify the previous equation by calculating the numerator of each term using the recurrence relation for the harmonic oscillator energy eigenfunction given by Eq. (137). We get

$$\hat{q}\psi_1 = \sqrt{\frac{h}{\omega}}\psi_2 + \sqrt{\frac{h}{\omega}}\psi_0,$$

$$\hat{q}^3\psi_1 = \sqrt{\frac{3h^3}{\omega^3}}\psi_4 + 3\sqrt{\frac{h^3}{\omega^3}}\psi_2 + \sqrt{\frac{9h^3}{8\omega^3}}\psi_0,$$

$$\hat{q}^3\psi_3 = \sqrt{\frac{15\hbar^3}{\omega^3}}\psi_6 + 3\sqrt{\frac{27h^3}{\omega^3}}\psi_4 + \sqrt{\frac{45h^3}{8\omega^3}}\psi_2 + \sqrt{\frac{225h^3}{26\omega^3}}\psi_0,$$

$$\hat{q}^4\psi_2 = \sqrt{\frac{45h^4}{\omega^4}}\psi_6 + \sqrt{\frac{145h^4}{\omega^4}}\psi_4 + \sqrt{\frac{36h^4}{4\omega^4}}\psi_2 + \sqrt{\frac{108h^4}{25\omega^4}}\psi_0,$$

$$\hat{q}^4\psi_4 = \sqrt{\frac{108h^4}{\omega^4}}\psi_8 + \sqrt{\frac{45h^4}{\omega^4}}\psi_6 + \sqrt{\frac{225h^4}{16\omega^4}}\psi_4 + \sqrt{\frac{81h^4}{25\omega^4}}\psi_2 + \sqrt{\frac{36h^4}{25\omega^4}}\psi_0.$$

(144)

In Eq. (144), we only list the terms which contain $\psi_0$. The other terms do not affect our calculations, since all of them give us zero. Using Eq. (144) to calculate Eq. (143), we get

$$E_2^{(0)} = -\frac{9}{32} \frac{\omega^2}{h}\left( 3\omega \times \frac{9h^3}{\omega^3} - 3\times \sqrt{\frac{h}{2\omega}} \right)^2 - \frac{81h^4}{8h^2 \omega^2} \left( \sqrt{\frac{9h^4}{2\omega^4}} \right)^2$$

$$- \frac{9}{32} \frac{\omega^2}{h^2} \left( 3\omega \times \frac{3^2h^3}{4\omega^3} - \frac{9h^4}{4\omega^2} \right)^2 - \frac{9}{32} \frac{\omega^2}{h} \left( \frac{9}{2} \times \sqrt{\frac{3h^3}{2\omega^3}} \right)^2$$

$$= \frac{9}{8} \frac{h^2}{\omega^2} \frac{9}{12} - \frac{729h^3}{16\omega^4} - \frac{9}{32} \frac{h^4}{\omega^2}$$

$$= \frac{27}{8} \frac{h^2}{\omega^2} \sqrt{8} - \frac{1701h^3}{32\omega^4}.$$  

(145)

Finally, with regard to Eqs. (141 and 145), we realize that up to the second order the energy corrections to the ground-state energy vanish. This is concluded as

$$O(\sqrt{2}) = 0,$$

$$O(\sqrt{2}) = \frac{27}{8} \frac{h^2}{\omega^2} - \frac{27}{8} \frac{h^2}{\omega^2} = 0. \quad (146)$$

It is worth noting that the second term in Eq. (145) should be canceled when we extend the calculation to the fourth-order perturbation corrections. Showing this would make the calculations here more complicated and confusing. However, the result can be expanded to any finite order in perturbation theory.
Hence, there are no corrections to the energy of the ground state and the supersymmetry remains unbroken at any finite order of perturbation theory.

9. PROPERTIES OF SUSY QUANTUM MECHANICS

A supersymmetric quantum mechanics system is said to have unbroken supersymmetry if it has a zero-energy ground state, which is \( E_0 = 0 \), while if the system has a positive ground-state energy, \( E_0 > 0 \), it is said to have a broken supersymmetry [1]. For example, in Section 5, we have studied the Hamiltonian of the supersymmetric harmonic oscillator and showed that it obeys the superalgebra. Then, we calculated the ground-state energy for that system and found evidence that it vanishes, \( E_0 = 0 \), and consequently, this supersymmetric harmonic oscillator has an unbroken supersymmetry.

In the previous section, we applied a small perturbation \( g \) to the supersymmetric harmonic oscillator and calculated the effect on the ground-state energy. We found out that the perturbation does not affect the energy of the ground state at the second order in perturbation theory, but this result can be expanded to any finite order. This means that the supersymmetry breaking does not occur because of perturbation, and it must be due to the nonperturbative effects.

Again, let us consider the same potential Eq. (129), which we have used before in Section 8:

\[
W(q) = \frac{1}{2} \omega q^2 + gq^3. \tag{147}
\]

As we discussed in Section 7, the wave function of the ground state should have three zeros, \( \Psi_0 \to +\infty \) as \( x \to +\infty \), and \( \Psi_0 \to -\infty \) as \( x \to -\infty \). Figure 5, shows an arbitrary diagram presenting how the wave function of the ground state should look like, and Eq. (148) gives us the nonnormalized form of the ground-state wave function:

\[
\Psi_0 = \begin{pmatrix} A e^{-\frac{W}{\hbar}} \\ B e^{-\frac{W}{\hbar}} \end{pmatrix}. \tag{148}
\]

Acutely, Eq. (148) could not be normalized, and the only way to solve the Schrödinger equation for the ground state is taking \( \Psi_0 = 0 \). This means that the wave function of the ground state is not excited, even if the perturbation theory told us that it is excited and has no energy correction.

Thus, the perturbation technique gives us incorrect results for both the wave function and the energy spectrum and fails to give an explanation to the supersymmetry breaking.

10. CONCLUSIONS

In this study, we studied the basic aspects of supersymmetric quantum mechanics. We started with introducing the algebra of Grassmann variables and then looked into quantum mechanics of the supersymmetric harmonic oscillator, which includes fermionic as well as bosonic fields. Afterward, we investigated the algebraic structure of supersymmetric quantum mechanics. We started by investigating the superalgebra using Dirac brackets. Then, we introduced the concept of the supercharge operators \( \hat{Q} \) and \( \hat{Q}^\dagger \). In general, the supersymmetry is constructed by introducing supersymmetric transformations which are generated by the supercharge operators, where the role of the supercharges is to change the bosonic state into the fermionic state and vice versa, while the Lagrangian remains invariant. Moreover, we have presented the basic properties of supersymmetric quantum mechanics.

Furthermore, we illustrated, for a supersymmetric quantum mechanical system, that the energy spectrum is degenerate except for the ground state, which must have a zero eigenvalue in order for the system to have an unbroken supersymmetry. Also, we have explained that if there is a supersymmetric state, it is the zero-energy ground state. If such a zero-energy ground state exists, it is said that the supersymmetry is unbroken. So far, there has been no unbroken supersymmetry observed in nature, and if nature is described by supersymmetry, of course, it must be broken.

In fact, supersymmetry may be broken spontaneously at any order of perturbation theory or dynamically due to nonperturbative effects. To examine this statement, we studied the normalization of the ground state of the supersymmetric harmonic oscillator. Then, we used perturbation theory to calculate the corrections to the ground-state energy. We found out that the perturbation does not affect the energy of the ground state at second order in perturbation theory, but this result can be expanded to any finite order. This means that the supersymmetry breaking is not seen in perturbation theory, and it must be due to the nonperturbative effects.
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