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Abstract
The Holy Qur'an is the most sacred book for more than 1.9 billion Muslims worldwide, and it provides a guide for their behaviours and daily interactions. Its miraculous eloquence and the divine essence of its verses (Khorami, 2014)(Elhindi, 2017) make it far more difficult for non-scholars to answer their questions from the Qur'an. Here comes the significant role of technology in assisting all Muslims in answering their Qur'anic questions with state-of-the-art advancements in natural language processing (NLP) and information retrieval (IR). The task of constructing the finest automatic extractive Question Answering system from the Holy Qur'an with the use of the recently available Qur'anic Reading Comprehension Dataset (QRCD) was announced for LREC 2022 (Malhas et al., 2022) which opened up this new area for researchers around the world. In this paper, we propose a novel Qur'an Question Answering dataset with over 700 samples to aid future Qur'an research projects and three different approaches where we utilised self-attention based deep learning models (transformers) for building reliable intelligent question-answering systems for the Holy Qur'an that achieved a partial Reciprocal Rank (pRR) best score of 52% on the released QRCD test set.

Keywords: Qur'an, Extractive Question Answering, Deep Learning, NLP, Transformers

1. Introduction

Reading Comprehension, which is the skill of reading a text and then answering questions about it, is a difficult task for machines that continues to pique the interest of many academicians and will continue to do so for many years to come (Rajpurkar et al., 2016). Unlike open domain question answering systems (Mishra and Jain, 2016) in extractive question answering, a passage or a context is provided so that the model can refer to it and predict where the answer is inside the passage as shown in Figure 4 and it is still a very challenging as it requires machines to have both natural language understanding and knowledge of the world or the domain in the case of domain-specific applications.

There are six official languages of the United Nations and the only Semitic language among these six languages is Arabic (Tahani et al., 2021). Mainly Arabic can be divided into three categories. Classical Arabic (CA) is the language of the Qur'an, Hadith and classical Islamic literature. Modern Standard Arabic (MSA) is the language used in the news, articles or modern Arabic era. Colloquial or dialectal Arabic is the variety of different dialects in different regions of Arabic speaking countries. Additionally, The grammatical structure of the Arabic language is exceedingly rich and complex (Khaled et al., 2018) as compared to the other languages. Arabic QA is addressed in a few studies since 2004 (Bakari et al., 2016), and the existence of considerable, realistic datasets have always been crucial for propelling fields ahead, famous examples include SQUAD for English reading comprehension (Rajpurkar et al., 2016) and the Penn Treebank for syntactic parsing (Marcus et al., 1994). To assist in meeting the need to improve the Qur'anic reading comprehension dataset in order to boost the use of state-of-the-art data intensive models, we propose a new dataset with more than 700 Qur'an questions extracted from the publicly available Annotated Corpus of Arabic Al-Qur'an Question and Answer(AQQAC) dataset (Alqahtani and Atwell, 2018) and reformatted sample by sample to be usable for the extractive Ques-
tion Answering task. We also conducted many experiments with transformers like araBERT (Antoun et al., 2020a) and some experiments by using the vanilla model for direct Question Answering fine tuning with different configurations and combinations of data and in other experiments we created araBERT based Qur’an masked language model by fine tuning the model on bare Qur’an verses first then using it for building the Question Answering model further more we also tried ensemble of different transformers to strengthen each other for better results and achieved 52% best pRR score on the test set and 62% score on the development dataset.

The rest of the paper is organized as follows: Section 2 summaries some of the work done previously in this field. Section 3 discusses the data and its challenges. Section 4 presents the basic ideas that were used as building blocks for the final three systems used in the final submissions which are defined in section 5. We evaluate the three systems performance and conclude the paper in section 6 and section 7 respectively.

2. Related Work

In this section, we shed light on the previous work for both the Qur’anic datasets has questions and answers from the Holy Qur’an and Arabic Question Answering (QA) Systems.

2.1. Qur’anic datasets:

Several studies have been made to understand the Qur’anic text and extract knowledge from it. AyaTEC (Alqahtani and Atwell, 2018) is the dataset for Arabic QA on the Holy Qur’an. All of the Qur’anic verses that directly answer the questions were exhaustively extracted and annotated. The answers are divided into a single answer, multiple answers and no answers with evaluation for each type. It proposed several evaluation measures to integrate the concept of partial matching. Also, there is a dataset have a partial matching for the required structure of the Qur’an QA task called AQQAC (Alqahtani and Atwell, 2018). It was annotated corpus of Arabic Al-Qur’an QA using machine learning.

2.2. Arabic QA Systems:

(Alsubhi et al., 2021) evaluated the performance of three existing Arabic pre-trained models(AraBERTv2-base, AraELECTRA, AraBERTv0.2-large) on Arabic QA. Al-Bayan (Abdelmesser et al., 2014) proposed a novel Question Answering system for the Qur’an, that extracted the answer from the retrieved verses accompanied by their Tafseer. Mozannar et al., 2019 proposed an approach for open domain Arabic QA and introduced the Arabic Reading Comprehension Dataset (ARCD) and ArabicSQuAD and consisted of a document retriever using hierarchical TF-IDF and a document reader using BERT.

3. Data

3.1. Existing Datasets

We begin by investigating existing Qur’anic Reading Comprehension with Question Answering (QA) datasets. We highlight their structure and the challenges for each dataset. QRCD (Qur’anic Reading Comprehension Dataset) (Malhas and Elsayed, 2020) is the dataset which was provided by the organizers of the Qur’an QA competition with 1,337 question-passage-answer. AQQAC (Alqahtani and Atwell, 2018) is an annotated corpus of Arabic Al-Qur’an Question and Answer with 1,225 question-answer. The last existing dataset we used is Arabic SQuAD (Mozannar et al., 2019). It’s a machine translation of the Stanford Question Answering.

3.1.1. QRCD

QRCD (Qur’anic Reading Comprehension Dataset) (Malhas and Elsayed, 2020) is the main dataset we used. It helped us for understanding the task and creating a similar dataset following the same structure. The passage is extracted from some specific verses from the Qur’an. The passage is about one page from Qur’an or less than that. QRCD may have multiple same questions for different passages from the Qur’an. For the same question, there are a single answer or multiple answers with ranking. The first answer is the gold answer and the other answers after that are partially exact answers. The answer must be included in the passage. It is composed of 1,093 tuples of question-passage pairs that are coupled with their extracted answers to constitute 1,337 question-passage-answer triplets. It is divided to training, validation and testing dataset. For the training dataset, it is 710 samples, the development dataset is 109 samples and the testing is 352 samples. QRCD consists of a question-passage pair and the answers retrieved from the accompanying text. The dataset is formatted as shown in Figure 1.

3.1.2. AQQAC

After searching for any open-source dataset that can work fine for Qur’an QA, The only related dataset we found is The Al-Qur’an Question and Answer Compilation (AQQAC) (Alqahtani and Atwell, 2018) is a collection of 1224 questions and answers regarding the Al-Qur’an. Combining more datasets, they can increase the dataset and get higher scores. AQQAC dataset consists of The question ID, question word (particles), chapter number, verse number, question topic, question type, Al-Qur’an ontology concepts (Alqahtani Atwell, 2018), and question source are all marked on each question and response. The goal of this corpus is to give a Question-Answering taxonomy for Al-Qur’an related inquiries. This corpus might also be utilised as a data set for testing and evaluating Islamic IR systems. We aimed to use this dataset with the QRCD (Malhas and Elsayed, 2020) dataset.
but we couldn’t use it directly. The problem with it is that most of the passages and the answers aren’t extracted from the Qur’an. They are extracted from the Altabari Tafseer. Most of the questions are valid to get and follow the same structure as the QRCD dataset. We used about 500 questions from the AQQAC dataset and added them to our data. We added some small passages and answers that extracted from Qur’an.

Figure 2: Question-answer pairs with no passage in the AQQAC dataset.

3.1.3. Arabic SQuAD

Arabic SQuAD (Mozannar et al., 2019) is a dataset with 48,344 questions on 10,364 paragraphs. The paragraphs are extracted from Wikipedia articles so this dataset isn’t related to Qur’an QA. We aimed to make the model deal with the Arabic question answer in general. After that, we expected the model can perform better when we apply the Qur’an QA. When we trained the transformer model using QRCD alone, the pRR scores were 44% or less than that. We did many experiments without adding any external data. The model performed well with adding more data and increased in pRR score by 10% when adding our data so our team decided to use Arabic SQuAD for two approaches. One is to train the model using Arabic SQuAD only then use this pre-trained model for our task. This approach didn’t perform better as expected. Another approach is to combine the QRCD dataset with the Arabic SQuAD dataset and our collected data. The reason to apply this is that modern Arabic isn’t different so much from the Qur’an. We can increase more data with modern Arabic that enabling the model to train to extract more answers from different questions. This approach performed better sometimes than normal. We did random portions with different sizes and used them for the last advanced approaches.

3.2. Challenges

Previously available work combines many ways to produce their own data. However, there are certain obstacles to each strategy. We highlight the hurdles that must be solved in order to create a large-scale, high-quality dataset.

3.2.1. Limited question-answer for QRCD

QRCD (Malhas and Elsayed, 2020) (Malhas et al., 2022) is a small data which has about 700 questions. Most of them are repeated questions for different passages from Qur’an verses so the model is limited by a few questions to train and extract the answer. That changes our direction towards creating a similar data with following the same structure to add it to QRCD and all training data become doubled in size which QRCD is 710 samples and our data is about 730. We focus on adding more different types of questions.

3.2.2. Unavailability of open-source datasets

Qur’an QA is a hard task and collecting data can consume time with inaccurate answers. We are interested in doing a deep search to get any open-source data that can help us with this task. However, we found only annotated data with its passage and answer from tafsir and few of them from Qur’an AQQAC (Alqahtani and Atwell, 2018) as mentioned previously.

3.2.3. Automated vs Manual dataset

With the previous 2 challenges. We decided to collect our own data to combine it with QRCD (Malhas and Elsayed, 2020) (Malhas et al., 2022) and with the help of AQQAC (Alqahtani and Atwell, 2018) as mentioned previously.
3.2.4. Qur’an Experts to add accurate answers
The Holy Qur’an is a classical Arabic with Complex Word Structure. Before answering any questions from Qur’anic passage manually that requires knowing the tafsir and the meaning of the passage with related context events. The questions are in modern Arabic and understanding it easier. For that, we care about constructing it by Qur’an scholars despite it consuming time and cost but it was our only choice. We have in our team a Qur’an scholar who added the passage and answers for every question and created some similar questions. The constructed data by a Qur’an scholar in our team is about 730 questions with answers. It’s called AQAP (Arabic Question Answers from the Holy Qur’an dataset).

3.3. Dataset Collection
These previous challenges made us do it manually adding question by question. The source of questions in this dataset is Corpus of Arabic Al-Qur’an Question and Answer(AQQAC)(Alqahtani and Atwell, 2018) as mentioned previously. This data helped us to do authorized questions and answers. This data answers the question from the Qur’an and Tafseer. It consists of 1225 questions. We filtered about 500 questions and removed every answer from Tafsier because our task is to get the answers from the Qur’an only.

Figure 4: Question-answer pairs for a sample passage in the AQAP dataset. Each of the answers is a segment extracted from the passage.

We structured it like the original dataset and added multiple same questions with other different passages. There are 2 versions. One was used for the first and second submissions with 625 questions. The second version has 732 questions and is used for the third submission. By this data, the scores are increased by 5% for the development evaluation for the first version. The second version is increased by 10% for the development evaluation.

4. Methodology
In this section, we illustrate the main components and ideas that we used for constructing our solution approaches explained in the upcoming section 5. We focus on the main four elements. First, Masked Language Models that were the basic building blocks for our approaches, we have not only made use of existing Arabic pre-trained MLM like BERT (Devlin et al., 2018), ELECTRA (Clark et al., 2020) and XLM-ROBERTA (Conneau et al., 2019), but also we created our Qur’anic MLM by fine-tuning araBERT (Antoun et al., 2020a) on the Holy Qur’an’s verses only, the second step is Preprocessing where we put together the two sequence for tokenization and encode the tokens to be used for fine tuning the MLM for our task which is the third step, finally we tried using ensemble of many fine-tuned QA models and take a vote of the best answer to achieve better results, more details for every step in the following subsections.

4.1. Masked Language Models
Attention mechanisms have been proved to be extremely efficient for understanding context for natural languages (Hu, 2019). Consequently, Transformers (Vaswani et al., 2017) have shown qualitative superiority over previously used sequence models in most NLP tasks, so we tried to make the best use of them, especially with their availability and ease of fine-tuning.

4.1.1. Pre-trained Models
HuggingFace provides a wide variety of pretrained ready-for-use transformers for more than 175 languages For Arabic language araBERT (Antoun et al., 2020) with 136 million parameters -for base version- is one of the best options, as it was trained on a combination of large Arabic corpora along with araELECTRA (Antoun et al., 2020b) and other publicly available Arabic question answering models on their hub, was the foundation for many experiments we did by directly fine-tuning them for extractive question answering with different configurations and combinations from datasets mentioned above in section 3.

4.1.2. Qur’anBERT
Because this task is very specific for only a set of verses we needed an MLM that really understands the Qur’an more than any corpus or Arabic text so We used a Qur’an dataset from Kaggle -The Holy Qur’an competition- that contained the Holy Qur’an verses with diacritics, we removed all diacritics and signs of stopping (like م, ﻣ, م) and transformed it into a text file that contains all verses to be ready for training the model. We used this data to fine-tune araBERT as Qur’anic MLM with the help HuggingFace Dataset utility we used DataCollatorForLanguageModeling with masked language probability of 0.1 and 0.15 for different trails to create our Qur’anBERT that was better at filling masks in Qur’an verses, for example, the original model was unable to predict the word "الدين" "الدين" in surah 1 verse 4 " ماك بيوذ" "ماك بيوذ" if we masked it with [MASK] spe-
cial token "[MASK]" while the Qur’anBERT predicted it easily, this indicated more understanding—better attention weights—for the Qur’anic verses and words. so we used this model also in our experiments along with previously mentioned models.

4.2. Preprocessing

In preprocessing, the questions and passages are tokenized and converted into a suitable format that can be used to fine-tune transformers. The input to the tokenizer is the question and the passage of that question. The tokenizer output a dictionary containing the followings:[83]

- input-ids: Stores the tokens ids of question and passage including the [CLS] and [SEP] tokens which indicate the beginning of the question, and SEP between question and the passage.
- token-type-ids: Stores 0s and 1s to differentiate between the passage and question borders. It has 0 for question tokens and 1s for passages tokens.
- attention-Mask: for every token indicates which tokens must not have attention like padding, and proceeding tokens.

Then, the start and the end position of the answer - index of the first and last tokens - have been added to the tokenizer output dictionary, after calculating it by comparing given start character with tokens’ offset mapping returned from the tokenizer

4.3. Training

Fine-tuning large models like transformers on a small dataset like we have was challenging so we avoided using large batch sizes and kept our trails in the range [2, 4] and tried increasing the learning rate for faster convergence {2e-5, 1e-4, 2e-4}. in All experiments, we used the trainer API[9].

4.4. Model Ensemble

Ensemble models are a machine learning technique for combining multiple models in the prediction process. These models are known as base estimators or weak learners, and it is a solution to the many challenges of developing a single estimator like low accuracy and high sensitivity.

5. Solution Approaches for Our Submitted Results

As you know in the methodology section, our team developed different techniques to improve the system results. Let’s discover their effect on this task.

5.1. Qur’anBERT

As mentioned earlier in section 4.1.2 we fine-tuned our masked language model for Qur’an that we named Qur’anBERT the first submitted results -stars_run01- were generated from the ensemble of many trained models most of them were Qur’anBERT based models, different combinations of data were used for training the weak learners, some were trained on QRCD (Malhas and Elsayed, 2020) (Malhas et al., 2022) data only other were trained on QRCD augmented by 625 sample unfinished AQAQ dataset or some other models with random portions of Arabic Squad dataset (Mozannar et al., 2019), also with variety of training configurations (epochs, batch sizes, learning rate, or weight decay) as explained with code in our repo[10].

5.2. Ensembling with K-Folds-Like Data Splitting

For the second submission -stars_run05- We have divided the competition dataset merged with our extracted AQAQ dataset into distinct 8-Folds instead of using normal bootstrapping as we might get more dissimilar weak learners for better final ensemble model. Then, the training of 8 transformers has been accomplished with distinct configurations per split of data. In the following table, all model names and configurations are shown. (Note, the list values are registered in the same order of running folds) We have 8 folds with different configurations as mentioned above. Each fold model has its own behavior on the development dataset (Figure 2). As noticed from the curves below that the model 2 has the best behavior across all metrics pRR, exact match, f1.

5.3. Expanding AQAQ dataset

For this approach, We focused on measuring the effect of the size of the data on the performance. We
Table 1: k-folds experiment details

| Tokenization | token-model-name = "bert-base-arabertv02" |
|--------------|------------------------------------------|
|              | max-length= 384                           |
|              | truncation="only-second"                 |
|              | return_offsets_mapping=True               |
|              | padding="max_length"                     |

| Training     | QA_model_name = ["bert-base-arabertv02",|
|              | bert-base-arabertv02",                |
|              | 'AraElectra-base-finetuned-ARCD',      |
|              | 'AraElectra-base-finetuned-ARCD',      |
|              | 'AraElectra-base-finetuned-ARCD',      |
|              | 'AraElectra-base-finetuned-ARCD',      |
|              | 'arap_qa_bert_v2',                     |
|              | 'arap_qa_bert_v2']                     |
|              | learning_rate=2e-5,                    |
|              | per_device_train_batch_size=[2,3,2,2,2,2,2]|
|              | per_device_eval_batch_size=2           |
|              | num_train_epochs=[5,5,4,3,2,7,10]       |

| Inference    | Extracting the highest 5 start and end scores from the all predicted scores returned from the model |

Table 2: Expanding AQAQ dataset experiment details

| Tokenization | token-model-name = "bert-base-arabertv02" |
|--------------|------------------------------------------|
|              | max-length= 512                           |
|              | truncation="only-second"                 |
|              | return_offsets_mapping=True               |
|              | padding="max_length"                     |

| Training     | QA_model_name = "aubmindlab/bert-base-arabertv02" |
|--------------|---------------------------------------------------|
|              | learning_rate=2e-5,                               |
|              | per_device_train_batch_size= 2                    |
|              | per_device_eval_batch_size= 2                     |
|              | num_train_epochs= 4                               |

In this section, we show the results of the three different approaches on both development dataset and test dataset, metrics used for evaluation are partial Reciprocals Rank (pRR) which is a variant of the traditional Reciprocal Rank evaluation metric that considers partial matching (Malhas and Elsayed, 2020) for 5 predicted answers, Exact Match (EM) and F1@1 the top predicted answer only. All three systems perform better than fine tuning aBert base model with QRCD data which gives 44% pRR 24% exact match and 42% F1@1 on the development dataset. Throughout most of the experiments and as shown in table 3 and table 4, we noticed that ensemble and Qur’anBERT were not as effective as increasing the size of AQAQ data with fresh samples, which might be attributed to the following reasons.

We have only 1500 Qur’an training examples in the best case scenario -QRCD training set with AQAQ data - which makes the splits coming out of bootstrapping to be very similar, consequently, the weak learners of the ensemble will be almost identical, especially given that, transformers are known to be extremely data intensive.
On the other hand, Masked Language Models are known to be trained on a large corpus of the text so the 6236 verses of the Qur’an are tiny in size compared to that enormous amount of data that araBERT is trained on (Antoun et al., 2020a) for example. Additionally, in the Question Answering task model needs to learn the attention between the two different sequences of the passage -which is part of Qur’an- and the question -which is a non-Qur’anic sentence- unlike the single Qur’anic sequence in the Masked Language task.

| Approach       | pRR  | EM   | F1@1 |
|----------------|------|------|------|
| Expanding AQAQ | 0.6195 | 0.3394 | 0.5983 |
| K-folds ensemble | 0.562 | 0.128 | 0.537 |
| Qur’anBERT      | 0.5495 | 0.2568 | 0.526 |

Table 3: Results of different approaches on development dataset

| Approach       | pRR  | EM   | F1@1 |
|----------------|------|------|------|
| Expanding AQAQ | 0.528 | 0.256 | 0.507 |
| K-folds ensemble | 0.521 | 0.247 | 0.4966 |
| Qur’anBERT      | 0.502 | 0.18  | 0.483 |

Table 4: Results of different approaches on test dataset

7. Conclusion and Future Work

We proposed three different approaches with remarkable results. The best and the highest one was expanding AQAQ with 0.528 (pRR) in testing. Our data team did their best to add more to be 732 samples eventually. The second approach was ensembling the most three best models and it’s called K-folds ensemble approach. Its pRR score was 0.521. The last one was training Bert model on Qur’an then we used this pre-trained model for this specific task Qur’an QA. The pRR score of Qur’an Bert was 0.502. The scores for the three approaches are similar. For all three approaches, we developed the system with transformer models. The task was difficult and need more time and effort to collect more data that made our scores couldn’t exceed a half in pRR.

Also, we proposed a new Arabic Question Answers dataset from the Holy Qur’an called AQAQ about 625 question-answers. We used it for K-folds ensemble and Qur’anBert approach. Then we increased it to be 732 samples and it was used for expanding AQAQ dataset approach only. We achieved highest scores by expanding it.

In future work, The data team aims to increase the AQAQ dataset to be the biggest one related to this task. We plan to cover all kinds of questions with answers, add complex questions and increase the question with multiple answers. In order to improve the scores of the system, we plan to expand our experiments for more approaches in different directions as many different adaptations, tests, and experiments and achieve higher scores in pRR. We plan to make the system and AQAQ dataset publicly available to the research community.

8. Reproducibility

All code, data, and experiments for this paper are available at GitHub.
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