Network comparison and the within-ensemble graph distance
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Quantifying the differences between networks is a challenging and ever-present problem in network science. In recent years a multitude of diverse, ad hoc solutions to this problem have been introduced. Here we propose that simple and well-understood ensembles of random networks—such as Erdős-Rényi graphs, random geometric graphs, Watts-Strogatz graphs, the configuration model, and preferential attachment networks—are natural benchmarks for network comparison methods. Moreover, we show that the expected distance between two networks independently sampled from a generative model is a useful property that encapsulates many key features of that model. To illustrate our results, we calculate this within-ensemble graph distance and related quantities for classic network models (and several parameterizations thereof) using 20 distance measures commonly used to compare graphs. The within-ensemble graph distance provides a new framework for developers of graph distances to better understand their creations and for practitioners to better choose an appropriate tool for their particular task.

I. INTRODUCTION

Quantifying the extent to which two finite graphs structurally differ from one another is a common, important problem in the study of networks. We see attempts to quantify the dissimilarity of graphs in both theoretical and applied contexts, ranging from the comparison of social networks [1–3], to time-evolving networks [4–8], biological networks [5], power grids and infrastructure networks [9], object recognition [10], video indexing [11], and much more. Together, these network comparison studies all seek to define a notion of dissimilarity or distance between two networks and to then use such a measure to gain insights about the networks in question.

However, it is often unclear which network features a given graph distance will or will not capture. For this reason, rigorous benchmarks must be established in order to better understand the tendencies and biases of these distances. We adopt the perspective that random graph ensembles are the appropriate tool to achieve this task. Specifically, by sampling pairs of graphs from within a given random ensemble with the same parameterization and measuring the graph distance between them, we create a benchmark that allows us to better understand the sensitivity of a given graph distance to known statistical features of an ensemble. Ultimately, a good benchmark would characterize the behavior of graph distances between graphs sampled from both within an ensemble and between different ensembles. We tackle the former in this paper, noting a rich diversity of behaviors among commonly used graph distance measures. Even though this work focuses on within-ensemble graph distances, these results guide our understanding of how any two sets of networks structurally differ from each other regardless of if those sets are generated by the same random ensemble or another network-generating process. Put simply, the approach introduced in this work is general and can be used to develop a number of graph distance benchmarks.

There are many approaches used to quantify the dissimilarity between two graphs, and we highlight 20 different ones here. Given the large number of algorithms considered in this work, we find it useful to systematically characterize each of these measures. We do so by breaking them down into “description-distance” pairs. That is, every graph distance measure can be thought of as 1) computing some description or property of two graphs and 2) quantifying the difference between those descriptions using some distance metric.

A. Formalism of Graph Distances

Graph Descriptors

Definition 1. A graph description Ψ is a mapping from a set of graphs G to a space D,

Ψ : G → D. (1)

The set G is that of all finite labeled simple graphs, and the space D is known as the graph descriptor space. Typically, D is R(l×m) for integers l, m or is a space of probability distributions. Given a description Ψ, the descriptor of graph G, denoted ψG, is the element of D to which G is mapped; ψG = Ψ(G).
Definitions

**Definition 2.** A distance maps a pair of descriptors to a nonnegative real value,

\[ d : D \times D \rightarrow \mathbb{R}_+ \]  

and satisfies the following properties for all \( x, y \in D \):
1. \( d(x, y) = d(y, x) \) (Symmetry)
2. \( d(x, x) = 0 \) (Identity Law)

The properties listed in this definition are general, and they do not restrict the large possibility of measures we might use, while also providing a clean separation between how we choose to describe graphs and how we calculate the differences between those descriptions. A common property when considering distance measures is the triangle inequality; however we have not included this in the list above as not all commonly used graph distances obey this property [12]. As in the case of pseudometrics, \( d(x, y) = 0 \) does not always imply \( x = y \) [7] [13].

**Graph Distances**

**Definition 3.** Given a set of graphs \( M \subseteq G \), a graph description \( \Psi \), its descriptor space \( D \), and a distance \( d \) on \( D \), the associated graph distance measure \( D : M \times M \rightarrow \mathbb{R}_+ \) is a function defined by

\[ D(G, G') = d(\psi_G, \psi_{G'}). \]  

Every graph distance quantifies some notion of dissimilarity between two graphs [14].

**Network spaces**

**Definition 4.** Given a distance \( d \) and description \( \Psi \) on descriptor space \( D \) and a set of graphs \( M \subseteq G \), the associated network space, denoted \( (d, \Psi, M) \), is the set of descriptors mapped to by \( \Psi \) from graphs in \( M \), equipped with \( d \) as a distance measure.

The network space \( (d, \Psi, M) \) consists of \( |M| \) points in \( D \), namely \( \{ \psi_G \}_{G \in M} \subseteq D \)—giving rise to \( |M|(|M| + 1)/2 \) distance values, one for each pair of descriptions of elements of \( M \).

Fundamental questions naturally arise. Does a network space capture known properties of a given ensemble of graphs? This question we can begin to answer by considering sets of graphs with known properties: i.e., random graph models.

**Models**

**Definition 5.** A model \( M_\alpha \) is a process which generates a probability distribution \( P_\alpha \) over a set of graphs \( M \subseteq G \), where \( \alpha \) is a vector of parameters needed by the model to generate the distribution.

Models are typically stochastic processes that take some parameters as inputs and generate sets of graphs. The probability distribution of model \( M_\alpha \) is then defined over the set of graphs that have non-zero probability of being generated given the model and its parameters \( \alpha \). For many well-known models, we have a deep understanding of how the structure of sampled graphs is influenced by the parameter values. Using our knowledge of how parameters affect graph structure, we can see how well the expected features of a given model are reflected by the structure of each network space.

**II. METHODS**

**A. Ensembles**

We study the behavior of \( (d, \Psi, M) \) for sets of graphs sampled from \( M_\alpha \) under a variety of parameterizations. There are many graph ensembles that one could use to compute within-ensemble graph distances, and we begin by focusing on two broad classes: ensembles that produce graphs with homogeneous degree distributions and those that produce graphs with heterogeneous degree distributions. In total, we study the within-ensemble graph distance for five different ensembles.

1. **Erdős-Rényi random graphs**

Graphs sampled from the Erdős-Rényi model (ER), also known as \( G(n, p) \), have (undirected) edges among \( n \) nodes, with each pair being connected with probability \( p \) [16, 17]. This model is commonly used as a benchmark or
a null model to compare with observed properties of real-world network data from nature and society. In our case, it allows us to explore the behavior of graph distance measures on dense and homogeneous graphs without any structure. In fact, this model maximizes entropy subject to a global constraint on expected edge density, $p$.

One well-studied construction of this ensemble is when $p = \frac{(k)}{n}$, in which $n$ nodes are connected uniformly at random such that nodes in the resulting graph have an average degree of $(k)$. This ensemble is particularly useful for identifying which graph distance measures are able to capture key structural transitions that happen as the average degree increases. For convenience, we will refer to this ensemble as $G(n,(k))$.

2. Random geometric graphs

We work with random geometric graphs of $n$ nodes and edge density $p$, generated by sprinkling $n$ coordinates uniformly into a one-dimensional ring of circumference 1, and connecting all $n$ pairs of nodes whose coordinate distance (arc length) is less than or equal to $\frac{2}{n}$. Compared to $G(n,p)$, this model produces graphs that have a high average local clustering coefficient, which is a property commonly found in real network data. Note that setting the connection distance to $\frac{2}{n}$ means that $p$ parameterizes the edge density exactly as in $G(n,p)$ [18, 19].

3. Watts-Strogatz graphs

Watts-Strogatz (WS) graphs allow us to study the effects that random, long-range connections have on otherwise large-world regular lattices. A WS graph is initialized as a one-dimensional regular ring-lattice, parameterized by the number of nodes $n$ and the even-integer degree of every node $\langle k \rangle$ (each node connects to the $\frac{\alpha}{2}$ closest other nodes on either side). Each edge in the network is then randomly rewired with probability $p_r$, which generates graphs with both relatively high average clustering and relatively short average path lengths for a wide range of $p_r \in (0, 1)$ [20].

4. (Soft) Configuration model with power-law degree distribution

We generate expected degree sequences from distributions with power-law tails with a mean of $\langle k \rangle$. We construct an instance of a “soft” configuration model, the maximum entropy network ensemble with a given sequence of expected degrees, by connecting node-pairs with probabilities determined via the method of Lagrange multipliers [21–23]. Through this method, we are able to construct networks with a tunable degree exponent, $\gamma$. The degree exponents that we test range from those that skew the distribution heavily, resulting in a highly heterogeneous ultra-small-world network ($\gamma \in (2, 3)$), to those that generate more homogeneous networks ($\gamma > 3$). In contrast to the homogeneous ensembles we tested—all of which have homogeneous degree distributions—the requirement of heterogeneity in these graphs constrains the possible edge densities to be vanishingly small. Otherwise, in the high-edge density regime, degrees cannot fluctuate to appreciably larger-than-average values, and we have a natural degree scale imposed by the network size.

5. Nonlinear preferential attachment

The final ensemble of networks included here are grown under a degree-based nonlinear preferential attachment mechanism [24–26]. A network of $n$ nodes is grown as follows: each new node is added to the network sequentially, connecting its $m$ edges to nodes already in the network $v_i \in V$ with probability $\Pi_i = \frac{k_i^\alpha}{\sum_{j}k_j^\alpha}$, where $k_i$ is the degree of node $v_i$ and $\alpha$ modulates the probability that a given node already in the network will collect new edges. When $\alpha = 1$, this model generates networks with a power-law degree distribution (with degree exponent $\gamma = 3$), and a condensation regime emerges as $n \to \infty$ when $\alpha > 2$, producing a star network with $O(n)$ nodes all connected to a main hub node [26].

B. Graph distance measures

The study of network similarity and graph distance has yielded many approaches for comparing two graphs [5]. Typically, these methods involve comparing simple descriptors based on either aggregate statistical properties of two graphs—such as their degree or average path length distributions [4]—or intrinsic spectral properties of the two graphs, such as the eigenvalues of their adjacency matrices, or of other matrix representations [27]. The description distances also tend to fall in two broad categories: either classic definitions of norms or distances based on statistical divergence. While different approaches are better suited for capturing differences between certain types of graphs, they obviously are expected to share several properties.

The simplest graph distances aggregate element-wise comparisons between the adjacency matrices of two graphs [28–31], and extensions thereof [32]; these methods depend explicitly on the node labeling scheme (and hence are not invariant under graph isomorphism [33]), which may limit their utility when comparing graphs with unknown labels (e.g. graphs sampled from random graph ensembles, as we do here). Several measures collect empirical distributions [34] or a “signature” vector [1] from each graph and take the distance between them (using the Jensen-Shannon divergence, Canberra distance, earth mover’s distance, etc. [35]), which, among other things,
experiments consist of calculating mean within-ensemble the resulting vectors of distances. In other words, our the same model, distance between pairs from the same parameterization of With these sampled random graphs, we measure the dis-
tances. For every description of graph distances in SI B, we note if node alignment is assumed.

C. Description of experiments

See Table II for the full parameterization of these sampled graphs. In each experiment, we generate $N = 10^3$ pairs of graphs for every combination of parameters. With these sampled random graphs, we measure the distance between pairs from the same parameterization of the same model, $M_G$, and report statistical properties of the resulting vectors of distances. In other words, our experiments consist of calculating mean within-ensemble graph distances,

$$\langle D \rangle = \sum_{G,G' \in \mathcal{G}} D(G,G') \mathbb{P}_\alpha(G) \mathbb{P}_\alpha(G'),$$

where $\mathbb{P}_{M_G,\alpha} : \mathcal{G} \to [0,1]$ (or $\mathbb{P}_\alpha$ when its meaning is unambiguous) is the graph probability distribution for model $M_G$. This is estimated by sampling $N \gg 1$ graph-pairs $\{(G_i,G'_i)\}_{i=1}^N$ and computing

$$\langle D \rangle \approx \frac{1}{N} \sum_{i=1}^N D(G_i,G'_i).$$

We then study the behavior of $\langle D \rangle$ for various $M_G$. The error on the mean within-ensemble graph distance is estimated from the following standard error of the mean $\sigma_{\langle D \rangle} \approx \frac{\sqrt{\sigma_D}}{\sqrt{N}}$, where $\sigma_D$ is the standard deviation on the within-ensemble graph distance $D$, estimated by sampling as well. For all experiments, we used $N = 10^3$ pairs of graphs, which is sufficient in general as can be seen from the small standard error relative to the mean in all figures. In each plot, we also include the standard deviations $\sigma_D$ of the within-ensemble graph distances, and we highlight when the standard deviation offers particularly notable insights into the behavior of certain distances.

Lastly, there are several distances that assume alignment in the node labels of $G$ and $G'$. Because we are sampling from random graph ensembles, the networks we study here are not node-aligned, and as such, care should be taken when interpreting the output of these graph distances. For every description of graph distances in SI B, we note if node alignment is assumed.

### III. RESULTS

In the following sections, we broadly describe the behavior of the mean within-ensemble graph distance (in general denoted $\langle D \rangle$) for the distance measures tested.

| Graph distance | Label |
|----------------|-------|
| Jaccard [29]   | JAC   |
| Hamming [30]   | HAM   |
| Hamming-Ipsen-Mikhailov [37] | HIM |
| Frobenius [28] | FRO   |
| Polynomial dissimilarity [5] | POD   |
| Degree JSD [34] | DJJS  |
| Portrait divergence [4] | POR   |
| Quantum spectral JSD [40] | QJS   |
| Communicability sequence [41] | CSE   |
| Graph diffusion distance [42] | GDD   |
| Resistance-perturbation [8] | REP   |
| NetLSD [3] | LSD   |
| Lap. spectrum; Gauss. kernel, JSD [27] | LGJ   |
| Lap. spectrum; Lorenzian kernel, Ecc. [27] | LLE   |
| Ipn- Mikhailov [43] | IPM   |
| Non-backtracking eigenvalue [7] | NBD   |
| Distributional Non-backtracking [38] | DNBD  |
| D-measure distance [9] | DMD   |
| DeltaCon [2] | DCN   |
| NetSimile [1] | NES   |

**TABLE I. Graph distances.** Distance measures used to systematically compare graphs in this work, as well as their abbreviated labels, and their source. **Abbreviations:** Lap. = Laplacian, Gauss. = Gaussian, Loren. = Lorenzian, JSD = Jensen-Shannon divergence, Ecc. = Euclidian distance.

facilitates comparison of differently sized graphs [4, 36]. Another family of approaches compare spectral properties of certain matrices characterized by the graphs [37], such as the non-backtracking matrix [7, 38] or Laplacian matrix [27]. The relevant spectral properties associated with these distances are invariant under graph isomorphism [33, 39]. Some graph distances have been shown to be metrics (i.e., they satisfy properties such as triangle inequality, etc.) [12], whereas others have not. These are not exhaustive descriptions of every graph distance in use today, but they represent coarse similarities between the various methods. We summarize the 20 graph distances we consider in Table I and more extensively define them in Supplemental Information (SI) B.

**TABLE II. Experiment parameterization.** Here we report the ensembles that were used in these experiments, as well as their parameterizations. For $G_{(n,h)}$ and $WS$, we span 100 values, spaced logarithmically, between the values above. Parameter labels: $n =$ network size, $p =$ density, $k =$ average degree, $p_r =$ probability that a random edge is randomly rewired, $\gamma =$ power-law degree exponent, $\alpha =$ preferential attachment kernel. Note: In SI A, we show how the within-ensemble graph distance changes as $n$ increases.
The general structure of this section is motivated by critical properties of the ensembles studied here. We highlight features of the within-ensemble graph distance for two broad characterizations of networks: homogeneous and heterogeneous graph ensembles, focusing on specific ensembles within each category.

All of the main results from the experiments described below are summarized in Table III, which practitioners may find especially useful when considering which tools to use for comparing networks with particular structures. When relevant, we highlight certain distance measures to emphasize interesting within-ensemble graph distance behaviors.

A. Results for homogeneous graph ensembles

1. Dense graph ensembles

Here, we present our results for the two models that produce homogeneous and dense graphs.

The $G_{n,p}$ model possesses three notable features that we might expect graph distance measures to recover. Note that while we might expect graph distances to recover these features, we are not asserting that every graph distance measure should capture these properties.

1. The size of the ensembles shrink to a single isomorphic class in the limits $p \to 0$ and $p \to 1$, corresponding respectively to an empty and complete graph of size $n$. In both limits, we might therefore expect $\langle D(M_{n,p}) \rangle$ to go to zero for any method that considers unlabelled graphs.

2. The $G_{n,p}$ model creates ensembles of graphs and graph complements symmetric under the change of variable $p' = 1 - p$. By definition, every graph $G$ has a complement $\overline{G}$ such that every edge that does (or does not) exist in $G$ does not (or does) exist in $\overline{G}$. Therefore, for every graph in $G_{n,p}$, one can expect to find its complement occurring with the same probability in $G_{n,1-p}$. We might expect $\langle D(M_{n,p}) \rangle = \langle D(M_{n,1-p}) \rangle$ if graph distances can capture this symmetry.

3. A density of $p = \frac{1}{2}$ produces the $G_{n,p}$ ensemble with maximal entropy (all graph configurations have an equal probability). As a result, we might also expect $\langle D(M_{n,p}) \rangle$ to have a global maximum at $p = \frac{1}{2}$.

The RGG model shares features 1 and 3 with the $G_{n,p}$ model, but not feature 2. Moreover, the most significant differences between the two models is that edges are not independent in the RGG model. Correlations between edges lead to local structure (i.e., higher-order structures like triangles) and to correlations in the joint-degree distribution. We therefore do not expect distance measures focused on the degree distribution to produce exactly the same mean within-ensemble distance curve in RGG as in $G_{n,p}$. Conversely, any distance measure that does produce the exact same within-ensemble distance curve for RGG and $G_{n,p}$ either fails to account for these correlations, or the effect of these correlations is negligible on the overall distance between two graphs drawn from the ensemble. This is the case for HAM, HIM and FRO.

Our result for homogeneous graph ensembles are shown in Figure 1. Only 5 out of 20 graph distances capture all features discussed above, namely: HAM, HIM, FRO, POD, DJS. Notably, these are some of the simplest methods considered. In fact, these include two in which theoretical predictions for ER graphs precisely match the observed results for both ER graphs and RGGs, despite no consideration of RGGs having been included in such calculations. In one such case (FR0), ER graphs and RGGs behave identically, yet there is also an $n$-dependence (See SI Figure 6).

2. Sparse graph ensembles

While the previous section highlighted dense RGG and ER networks, we now turn to the within-ensemble graph distance of sparse homogeneous graphs sampled from $G_{n,p}$, such that $p = \frac{\langle k \rangle}{n}$. In the case of sparse graphs, the edge density decays to zero in the $n \to \infty$ limit as the mean degree $\langle k \rangle$ remains fixed. We found it important to cast this distinction between dense $G_{n,p}$ because of critical transitions that take place as $\langle k \rangle$ increases. As network scientists, these early transition points in sparse networks are foundational, with implications for a number of network phenomena (i.e., the occurrence of outbreaks in disease models [44], etc.).

In fact, the presence of such critical transitions in random graph models underscores the utility of this approach for studying graph distance measures. That is, a sudden change in the within-ensemble graph distance signals abrupt changes in the probability distribution over the set of graphs in the ensemble (i.e., the emergence of novel graph structures that are markedly different from the greater population of graphs in an ensemble). This may show up as a local or global maximum within-ensemble graph distance near parameter values for which this transition occurs. Conversely, if a sudden decrease in within-ensemble graph distance is observed, then there may be a sudden disappearance or reduction in largely dissimilar graphs in the ensemble.

In the case of $G_{n,p}$ where $p = \frac{\langle k \rangle}{n}$, which we will refer to with the shorthand, $G_{n,\langle k \rangle}$, the following critical transitions emerge:

4. At $\langle k \rangle = 1$, we see the emergence of a giant component in ER networks (likewise, a 2-core emerges at $\langle k \rangle = 2$). We might expect, for example, a within-$G_{n,\langle k \rangle}$ graph distance to have a local maximum at such values.

Ultimately, we observe that distance measures that
| Model      | Property                                      | JAC | HAM | HIM | FRQ | POD | DJS | QJS | CSE | GDD | REP | LSD | LGJ | LLE | IPM | NBD | DNB | DMD | DCN | NES |
|------------|-----------------------------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $G_{(n,p)}$ | Complement symmetry                           | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| $G_{(n,p)}$ | Derivative with network size, $n$              | 0   | 0   | 0   | +   | −   | −   | −   | −   | −   | −   | −   | −   | −   | +   | −   | −   | +   | −   | ∼   |
| RGG        | Maximum: $p \approx \frac{1}{2}$              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| $G_{(n,k)}$ | Detects the giant 1-core                     | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  |
| $G_{(n,k)}$ | Detects the giant 2-core                     | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  |
| $G_{(n,k)}$ | Derivative with network size, $n$              | 0   | −   | −   | +   | −   | −   | −   | −   | −   | −   | −   | −   | −   | −   | −   | −   | −   | −   | −   |
| WS         | Small-world $>\text{random}$                 | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| WS         | Path length sensitivity                      | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  | ✓*  |
| WS         | Clustering sensitivity                       | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| SCM        | Maximum: $2 < \gamma < 3$                    | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| SCM        | Monotonic decay as $\gamma$ grows            | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| PA         | Heterogeneous $>\text{homogeneous}$          | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| PA         | Maximum: $\alpha \approx 0$ (uniform)        | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| PA         | Maximum: $\alpha \approx 1$ (linear)         | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| PA         | Maximum: $1 < \alpha \leq 2$                 | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |

- ✓ = captures a given property through a global maximum/minimum in its within-ensemble graph distance curve.
- ∼ = non-monotonic relationship between network size and within-ensemble graph distance.
- ✓† = potentially captures a given property (via local maxima in the mean or standard deviation, change in slope, etc.).
- ✓′ = monotonic decay beyond a very small value of $\gamma$ ($\gamma \approx 2$) where there is an apparent maximum (for SCM).

**TABLE III. Summary of key within-ensemble graph distance properties for different ensembles.** Each of the ensembles included in this work has characteristic properties that a within-ensemble graph distance may be able capture. Here we consolidate these various properties into a single table that classifies whether each distance has a given property. Models considered are dense Erdős-Rényi graphs ($G_{(n,p)}$), random geometric graphs (RGG), sparse Erdős-Rényi graphs ($G_{(n,k)}$), the Watts-Strogatz model (WS), soft configuration model with power-law degree distribution (SCM) and general preferential attachment with kernel $\alpha$ (PA). Clarifications: In the WS model, we look at three properties: 1) the mean within-ensemble graph distance is larger for intermediate “small-world” values of $p_{r}$ than it is when $p_{r} = 1$; 2) the within-ensemble graph distance is sensitive to values of $p_{r}$ where the magnitude slope of the $L_{p}/L_{0}$ curve is largest (“path length sensitivity” above); 3) the within-ensemble graph distance is sensitive to values of $p_{r}$ where the magnitude slope of the $C_{p}/C_{0}$ curve is largest (“clustering sensitivity” above). In the PA model, we look at whether high, positive values of $\alpha$ produce greater mean within-ensemble graph distances than lower, negative values of $\alpha$, and at where the maximum within-ensemble distance occurs.

are fundamentally associated with flow-based properties of the network (i.e., if a distance measure is based on a graph’s Laplacian matrix, communicability, or other properties important to diffusion, such as path-length distributions, etc.) are the ones most sensitive for picking up on this property (Figure 2) [45].

What Figure 2 highlights, which the dense ensembles in Figure 1 could not, is the rich and varied behavior characteristic of sparse graphs. For example, the distance measures with maxima at $p = \frac{1}{2}$ (HAM, HIM, FRQ, POD, DJS, etc.) are still seen in Figure 2, but the emphasis is instead on the degree as opposed to the edge density; given that most real-world networks are sparse [46], this view of the same parameter is especially informative.

Importantly, while the qualitative behaviors discussed here are general features of the models and distances, the quantitative value of the average within-ensemble graph distance also depends on network size. There are no specific structural transitions to discuss around this dependency, but it can be an important problem when comparing networks of different sizes without a good understanding of how network distances might behave. Interested readers can find our results in SI A where we use $G_{(n,k)}$ to vary network size while keeping all other features fixed.

3. Small-world graphs

The final homogeneous graph ensemble studied here is the Watts-Strogatz model. This model generates networks that are initialized as lattice networks, and edges are randomly rewired with probability, $p_{r}$. At certain values of $p_{r}$, we see two key phenomena occur:

5. “Entry” into the small-world regime: Even as the edges in the network are minimally rewired, the average path length quickly decreases relative to its initial (longer) value. This is highlighted by the blue curve in Figure 3, corresponding to $L_{p}/L_{0}$, where $L_{0}$ is the average path length before any edges have been rewired. For the parameterizations used in this study, the largest (negative) slope of this curve is at $p_{r} \approx 2 \times 10^{-3}$. We might expect a within-ensemble graph distance to be sensitive to this or nearby values of $p_{r}$, as this region corresponds to...
changes in the graphs’ common structural features.

6. “Exit” from the small-world regime: After enough edges have been rewired, the network loses whatever clustering it had from originally being a lattice, reducing to approximately the clustering of an ER graph. This is highlighted by the violet curve in Figure 3, corresponding to $C_0/C_0$, where $C_0$ is the average clustering before any edges have been rewired. For the parameterizations used in this study, the largest (negative) slope of this curve is at $p_r \approx 3 \times 10^{-1}$. Again, we might expect a within-ensemble graph distance to be sensitive to this large decrease in clustering.

Together, the above features characterize Watts-Strogatz networks. Importantly, we are interested in whether a distance measure is sensitive to these “entry” and “exit” values of $p_r$; sensitive here is deliberately broadly defined. For instance, as in the case of CSE, we observe a reduction in within-ensemble graph distance at a rate that almost exactly resembles the rate at which $C_r/C_0$ decays. Alternatively, a distance measure can be sensitive to these critical points by having a local maximum at or around the critical point. In the case of POR, we see that the within-ensemble graph distance is maximized at approximately the same point as the largest (negative) slope of the $L^2/D$ curve.

Here, insensitivity to these critical points is also an informative property to highlight in a distance measure. As one example, HAM appears to be otherwise unaffected by the “exit” from the small-world regime, with distances increasing steadily despite the model generating networks with dramatic structural differences.

Lastly, we ask whether the within-ensemble graph dis-
Within-ensemble graph distances: $G_{n,(k_i)}$ (n=500)

FIG. 2. Mean and standard deviations of the within-ensemble distances for $G_{n,(k_i)}$ networks. Here, we generate pairs of ER networks with a given average degree, $\langle k \rangle$, and measure the distance between them with each distance measure. In each subplot, we highlight $\langle k \rangle = 1$ and $\langle k \rangle = 2$. In each subplot, the mean within-ensemble graph distance is plotted as a solid line with a shaded region around for the standard error ($\langle D \rangle \pm \sigma_D$; note that in most subplots above, the standard error is too small to see), while the dashed lines are the standard deviations.

The sparse graph setting is much closer to that of real networks, which often also have heavy-tailed degree distributions [47]. This motivated the selection of the following two heterogeneous, sparse ensembles.

1. **Soft configuration model: heavy-tailed degree distribution**

We study these graphs using a (soft) configuration model with a power-law expected degree distribution; i.e., the expected degree $\kappa$ of a node is drawn proportionally to $\kappa^{-\gamma}$. From this model, we expect two important features that graph distance measures could recover:

7. For $\gamma < 3$, we know the variance of the degree diverges in the limit of large graph size $n$ [47]. Since there should be large variations on the degree sequences for two finite instances, we might also expect the graph distances to produce maximal distance $\langle D \rangle$. 

![Diagram of distance measures](image)
FIG. 3. Mean and standard deviations of the within-ensemble distances for Watts-Strogatz networks. Here, we generate pairs of Watts-Strogatz networks with a fixed size and average degree but a variable probability of rewiring random edges, \( p_r \). In each subplot we also plot the clustering and path length curves as in the original Watts-Strogatz paper [20] to accentuate the “small-world” regime with high clustering and low path lengths. The mean within-ensemble graph distance is plotted as a solid line with a shaded region around for the standard error (\( \langle D \rangle \pm \sigma_D \); note that in most subplots above, the standard error is too small to see), while the dashed lines are the standard deviations.

8. We might also expect a monotonic decay in the within-ensemble graph distance as \( \gamma \) increases. For large \( \gamma \), most expected node-degrees will be approximately the average degree, making the network as a whole structurally similar to an ER graph. On the other hand when \( \gamma \) is small (especially when \( \gamma \leq 3 \)), there is a wide diversity in the degrees of nodes within the graph, and of the expected degrees of nodes across graphs (since expected degrees are i.i.d. sampled from a Pareto distribution). Thus a reasonable expectation would be that pairs of graphs on average become farther apart as \( \gamma \) is decreased. This is observed in many distances, but with the exceptions of \( \text{QJS} \) and \( \text{REP} \), which each instead exhibit maxima at certain finite values of \( \gamma \). Additionally, several distances (\( \text{HAM, POR, NBD, and NES} \)) appear to decay monotonically beyond some very small value of \( \gamma \), below which they have a slightly smaller value. This fact could have arisen as a finite-size effect or due to some other details of the implementation, since fluctuations become highly pronounced as \( \gamma \to 2 \).
Within-ensemble graph distances: soft configuration model (n=1000, k=12)

FIG. 4. Mean and standard deviations of the within-ensemble distances for soft configuration model networks with varying degree exponent. Here, we generate pairs of networks from a (soft) configuration model, varying the degree exponent, $\gamma$, while keeping $(k)$ constant ($n = 1000$). In each subplot we highlight $\gamma = 3$. The mean within-ensemble graph distance is plotted as a solid line with a shaded region around for the standard error ($\langle D \rangle \pm \sigma(D)$; note that in most subplots above, the standard error is too small to see), while the dashed lines are the standard deviations.

Only one graph distance produces completely unexpected behavior: DCN yields $\langle D \rangle$ that monotonically increases with the scale exponent $\gamma$ of the degree distribution, and its standard deviation is minimized when $\gamma \approx 3$. We will expand upon this in the following section.

2. Nonlinear preferential attachment

The final ensemble we include here is the nonlinear preferential attachment growth model. By varying the preferential attachment kernel, parameterized by $\alpha$, we can capture a range of network properties:

9. As $\alpha \to -\infty$, this model generates networks with maximized average path lengths, whereby each new node connects its $m$ links to nodes with the smallest average degree; conversely $\alpha \to \infty$ generates star-like networks [48], an effect known as condensation.

10. At $\alpha = 1$, linear preferential attachment, we see the emergence of scale-free networks [24], whereas uniform attachment $\alpha = 0$ gives each node an equal chance of receiving the incoming node’s links.

When $\alpha = 1$, this ensemble theoretically generates networks with power-law degree distributions (with degree exponent, $\gamma = 3$ [25]), which is reminiscent of the results in Figure 4 where we measure the within-ensemble graph distances while varying $\gamma$.

Various mean within-ensemble distances are maximized in the range $\alpha \in [1, 2]$, which is indicative of the diversity of possible graphs that can be produced by the preferential attachment mechanism in the small-$\alpha$ regime. For $\alpha < 0$, newly arriving nodes connect pri-
primarily to the lowest-degree existing nodes (for example leading to long chains of degree-2 nodes when $m = 1$), making many distance measures record i.i.d. pairs of graphs as similar. For $\alpha \gg 0$, new nodes tend to connect to the highest-degree existing node, leaving a star-like network—then likewise many graph-pairs are deemed very similar. In the intermediate range (e.g. linear preferential attachment networks), then likewise many graphs differ in that range.

For preferential attachment networks, we again see curious behavior for DCN where, unlike most other distance measures, heterogeneous graphs with $1 \leq \alpha < 2$ have smaller within-ensemble graph distances than more homogeneous graphs $\alpha < 0$. Upon closer examination, we know why this happens, and to conclude this section, we will walk through the anatomy of DCN and show why its behavior is often different than the other distance measures studied here, especially for heterogeneous networks.

The descriptor, $\psi_G$ that DCN is based off of is an affinity matrix of the graph (constructed from a belief propagation algorithm, see SI B18 for full methodology), while the distance is calculated using the Matusita distance (similar to the Euclidean distance). The authors note that they selected this distance because they found that it gave more desirable results: "...it 'boosts' the node affinities and, therefore, detects even small changes in the graphs (other distance measures, including [Euclidean distance], suffer from high similarity scores no matter how much the graphs differ)" [2]. What the choice of the Matusita distance has apparently obscured, however, is a greater specificity for distinguishing heterogeneous

FIG. 5. Mean and standard deviations of the within-ensemble distances for preferential attachment networks. Here, we generate pairs of preferential attachment networks, varying the preferential attachment kernel, $\alpha$, while keeping the size and average degree constant. As $\alpha \to \infty$, the networks become more and more star-like, and at $\alpha = 1$, this model generates networks with power-law degree distributions. The mean within-ensemble graph distance is plotted as a solid line with a shaded region around for the standard error ($\langle D \rangle \pm \sigma_D$; note that in most subplots above, the standard error is too small to see), while the dashed lines are the standard deviations.
networks. We know this because of preliminary experiments where the Matusita distance is swapped out for a Jensen-Shannon divergence (as in, for example, CSE); this resulting within-ensemble graph distance is maximized for heterogeneous networks ($1 < \alpha < 2$).

Finally, as we note in Section III A 1, we are not asserting that a graph distance measure should detect the unique behavior of linear preferential attachment ($\alpha = 1$). Nor are we advocating for practitioners to abandon the use of DCN. What we are claiming, however—and why we chose to focus on DCN in this section—is that we need useful benchmarks for understanding the effects of choosing one descriptor-distance pairing over another. Furthermore, this benchmark should be based on the within-ensemble graph distances from well-known ensembles.

IV. DISCUSSION

Graph ensembles are core to the characterization and broader study of networks. Graphs sampled from a given ensemble will highlight certain observable features of the ensemble itself, and in this work, we have used the notion of graph distance to further characterize several commonly studied graph ensembles. The present study focused on one of the simplest quantities to construct given a distance measure and a graph ensemble, namely the mean within-ensemble distance $\langle D \rangle$. Note however that there are many ensembles for which the present methods could be repeated, as well as more graph distance measures, and infinitely many other statistics that could be examined from the within-ensemble distance distribution. Despite examining the within-ensemble graph distances for only five different ensembles, we observed a richness and variety of behaviors among the various distance measures tested. We view this work as the starting point for more inquiries into the relationship between graph ensembles and graph distances.

One promising future direction for the study of within-ensemble graph distances is the prospect of deriving functional forms for various distance measures, as we do for JAC, HAM, and FRO in SI C1, C2, and C3. Other distance measures, such as DJS, likely have approximate analytical expressions derived for certain graph ensembles.

We have here only studied the behavior of graphs within a given ensemble and parameterization, which is essentially the simplest possible choice. This leaves wide open any questions regarding distances between graphs sampled from different ensembles—or even different from two different parameterizations of the same ensemble. These will be the topic of follow-up works. Nevertheless, such follow-ups will likewise only cover a very small fraction of all possible combinations.

We hope that our approach will provide a foundation for researchers to clarify several aspects of the network comparison problem. First, we expect that practitioners will be able to use the within-ensemble graph distance in order to rule out sub-optimal distance measures that do not pick up on meaningful differences between networks in their domain of interest (e.g., what is an informative “description-distance” comparison between brain networks may not be as informative when comparing, for example, infection trees in epidemiology). Second, we expect that this work will provide a foundation for researchers looking to develop new graph distance measures (or hybrid distance measures, such as HIM) that are more appropriate for their particular application areas.

There were 20 different graph distances used in this work, with undoubtedly more that we have not included. Each of these measures seek to address the same thing: quantifying the dissimilarity of pairs of networks. We see the current work as an attempt to consolidate all such methods into a coherent framework—namely, casting each distance measure as a mapping of two graphs into a common descriptor space, and the application of a distance measure within that space. Not only that, we also suggest that stochastic, generative, graph models—because of known structural properties and certain critical transition points in their parameter space—are the ideal tool to use for characterizing and benchmarking graph distance measures.

Classic random graph models can fill an important gap by providing well-understood benchmarks on which to test distance measures before using them in applications. Much like in other domains of network science, having effective and well-calibrated comparison procedures is vital, especially given the great diversity of graph ensembles under study and of networks in nature.

SOFTWARE AND DATA AVAILABILITY

All the experiments in this paper were conducted using the netrd Python package https://github.com/netisphd/netrd. A repository with replication materials can be found at https://github.com/jkbren/wegd.
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Throughout this paper, we use the term “graph distance” or “distance” to refer to a dissimilarity measure between two graphs satisfying the properties we detail in Section 1A. This language is somewhat imprecise from a mathematical perspective; many graph distances do not meet all the criteria of distance metrics. We have chosen to keep the term “graph distance” at the cost of some informality to maintain consistency with much of the existing literature we draw upon. We thank an anonymous reviewer for their help in clarifying this matter.

For example, two cospectral but non-identical graphs would have distance zero according to any spectral distance measure.

For our preliminary analyses, the particular choice of metric can dramatically change the distance values, though we do not report this here. For an extensive description of distance metrics in general, see [49, 50].

We used the term “graph distance” in this work. H.H., B.K., and S.M. conducted simulations of the within-ensemble distances. S.M. led the development of the netrd software package that was used to perform the analyses. All authors contributed to writing the manuscript. H.H. & B.K. contributed equally.
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Supplemental Information A: Within-ensemble graph distance as network size increases

In Figures 1, 2, 3, 4, and 5, we plot the within-ensemble graph distances of networks with a fixed size. However, one important behavior of graph distance measures is how they change as networks increase in size.

As an example, the Jensen-Shannon divergence between the degree distributions (DJS) of two ER graphs will decrease as $n \to \infty$, since the empirical degree distributions get closer and closer to a binomial distribution. On the other hand, for graph distances that are explicitly accompanied by a size-normalizing term (e.g. HAM), we would expect that the mean within-ensemble graph distance does not change as network size increases.

In Figure 6, we show how the within-ensemble graph distance changes as $n$ increases, both for a fixed density in $G_{(n,p)}$ as well as a fixed average degree in $G_{(n,k)}$.

Supplemental Information B: Descriptions of graph distance measures

Throughout the appendix, we assume graphs $G$ and $G'$ are undirected and unweighted so that the adjacency matrices are binary and symmetric. We first consider several projections for distances given a description which is the full adjacency sequence or matrix, followed by projections involving statistical and ad-hoc descriptions. The list of graph distances used in this work is \{JAC, HAM, HIM, FRD, POD, DJS, PDR, QJS, CSE, GDD, REP, LSD, LGJ, LLE, IPM, NBD, DNB, DMD, DCN, NES\}.

1. Jaccard Distance

The Jaccard measure is computed using the adjacency matrix $\psi_G = A \in \{0, 1\}^{n \times n}$. For two graphs vertex-labeled $G$ and $G'$,

$$D_{\text{JAC}}(G, G') = d_{\text{JAC}}(A, A') = 1 - \frac{|S|}{|T|}$$

(B1)

where $S_{ij} = A_{ij}A'_{ij}$ represents the intersection of edge sets between graphs $G$ and $G'$, while $T_{ij} = S_{ij} + (1 - A_{ij})A_{ij} + (1 - A'_{ij})A'_{ij}$ represents the union of edge sets between graphs. Here, $|S|$ is the sum over the $S_{ij}$ and similarly for $|T|$. The computational complexity of the Jaccard distance is $O(|E| + |E'|)$ when using unordered sets to get the union and intersection sets and their cardinality. This is what is done in the netrd package [51].

Since nearly empty graphs likely have nearly zero edges in common, the $|S||T|$ will be nearly zero for $p$ close to 0, so that $d_{\text{JAC}}$ approaches 1 at low $p$.

2. Hamming Distance

Similarly, the Hamming measure may also be computed using the adjacency matrix $A \in \{0, 1\}^{n \times n}$. For two vertex-labeled graphs $G$ and $G'$, the Hamming distance counts the number of elementwise differences between $\psi_G = A$ and $\psi_{G'} = A'$:

$$D_{\text{HAM}}(G, G') := \frac{1}{n^2} \sum_{1 \leq i < j \leq n} |A_{ij} - A'_{ij}|.$$ 

(B2)

The computational complexity of the Hamming distance is $O(n^2)$ if one compares the elements $A_{ij}$ for each node-pair $ij$. This is what is used in the netrd package [51]. For sparse graphs, one could use unordered sets of edges to only compute the distance on edges $(i, j)$ in the union set $E \cup E'$, leading to a computational complexity of $O(|E| + |E'|)$.

3. Frobenius

The Frobenius distance $d_{\text{FRO}}$ is simply the norm of matrices, so that:

$$D_{\text{FRO}}(G, G') := \sqrt{\sum_{i,j} |A_{ij} - A'_{ij}|^2}$$

(B3)

Note that for binary adjacency matrices, $|A_{ij} - A'_{ij}|^2 = |A_{ij} - A'_{ij}|$, and $A_{ii} = A'_{ii} = 0 \forall i$ given that there are no self-loops. Note that, because the distance operates on the adjacency matrices directly, it implicitly assumes the graphs are vertex-labeled. FRD has the same computational complexity as the Hamming distance due to their similarity. It is $O(n^2)$ if one compares all entries, as is in the netrd package, but it could be improved to $O(|E| + |E'|)$

4. Polynomial Dissimilarity

The polynomial dissimilarity, POD, between two unweighted, vertex-labeled graphs is based on the eigenvalue decompositions of the two adjacency matrices of the graphs, $G$ and $G'$ [5].

To compute the polynomial dissimilarity between two graphs, first decompose $A$ as $Q_A \Lambda_A Q_A^T$, where $Q_A$ is an orthogonal matrix and $\Lambda_A$ is the diagonal matrix of eigenvalues. Second, construct vectors $P(A)$ and $P(A')$ for each graph, where $P(A) = Q_A W_A Q_A^T$ and $W_A = \Lambda_A + \frac{1}{(n-1)^2} \Lambda_A^2 + \cdots + \frac{1}{(n-1)^{n-1}} \Lambda_A^K$.

The polynomial dissimilarity, then, is calculated as the Frobenius norm between $P(A)$ and $P(A')$

$$D_{\text{POD}}(G, G') = \frac{1}{n^2} ||P(A) - P(A')||.$$ 

(B4)
Within-ensemble graph distances: $G(n, p = 0.1)$ and $G(n, k = 6)$, varying $n$
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FIG. 6. Mean and standard deviations of the within-ensemble distances for $G(n, p)$ and $G(n, k)$ as $n$ increases. Here, we generate pairs of ER networks with either a fixed density, $p$, or with a fixed average degree, $k$, as we increase the network size, $n$. In each subplot, the mean within-ensemble graph distance is plotted as a solid line with shaded region around for the standard error ($σ$), note that in most subplots above, the standard error is too small to see), while the dashed lines are the standard deviations.

In this work, we consider a default value of $K = 5$ in order to accommodate potentially informative high-order interactions in each of the graphs. Here, $α = 1$ by default, though in [5], $α = 0.9$ is commonly considered.

The computational complexity of POD is $O(n^3)$ in practice, which arises from it requiring two $n \times n$ matrix eigendecompositions, which is $O(n^3)$ for general matrices and a method based on the QR algorithm [52], as used in the netrd package. Note that recent techniques based on message-passing can give fast and exact results for sparse networks with short loops in $O(n \log n)$ [53] and could be used to reduce the computational complexity of spectral graph distances.

5. Degree Distribution Jensen-Shannon Divergence

A simple graph distance measure is the Jensen-Shannon divergence [54] between the empirical degree distributions of two graphs. In this case for an $n$-node graph $G$ the descriptor $ψ_G$ is the empirical degree distribution encoded in the set of numbers $\{p_k(G)\}_{k \geq 0} := p$, given by $p_k(G) := n_k(G)/n$, where $n_k(G) = \sum_{i=1}^n 1\{k_i = k\}$, with $1\{·\}$ being the indicator function and $k_i = \sum_{j=0}^n A_{ij}$ being the degree of node $i$ in terms of the adjacency matrix $A$ of $G$. The Jensen-Shannon divergence between two such distributions [54] is the degree Jensen-Shannon divergence or $DJS$ distance between the graphs:

$$D_{\text{JJS}}(G, G') = H[p] - \frac{1}{2}(H[p] + H[p']),$$  \hspace{1cm} (B5)
where \( \mathbf{p}_+ = \{(p_k + p'_k)/2\}_{k \geq 0} \) is a mixture distribution and \( H[p] = -\sum_k p_k \ln p_k \) is the Shannon entropy.

The computational complexity of DJS is \( O(n) \), which arises from computing two degree distributions (which is \( O(n) \)) and then comparing them (which is \( O(k_+) \), with \( k_+ < n \) being the maximum degree in either network).

6. Portrait Divergence

The portrait divergence, \( \text{POR} \), compares using the JSD a description for each of two graphs called their network portrait [55]. The network portrait is a matrix \( B \) with elements \( B_{lk} \) such that

\[
B_{lk} \equiv \text{number of nodes with } k \text{ nodes at distance } l.
\]

(B6)

Alternatively stated, \( B_{lk} \) is the \( k \)-th entry of the empirical histogram of \( l \)-th neighborhood sizes. These elements are computed using a breadth-first search or similar method. The portrait divergence of \( G \) and \( G' \) is the JSD of probability distributions associated with their portraits, \( B \) and \( B' \) [4]. Note that each row in \( B \) can be interpreted as the probability distribution that there will be \( k \) nodes at a distance of \( l \) away from a randomly chosen node such that:

\[
P(k|l) = \frac{B_{l,k}}{N}
\]

(B7)

which can be normalized of the number of paths of length \( l \) such that the probability distribution is the probability that two randomly selected nodes are at a distance \( l \) away from each other:

\[
P(l) = \frac{\sum_{k=0}^{n} k B_{l,k} n_c^2}{\sum_c n_c^2}
\]

(B8)

where \( n_c \) is the number of nodes within a connected component, \( c \). The joint probability of choosing a pair of nodes at a distance, \( l \), away from each other and that one node has \( k \) nodes in total at distance, \( l \), away is:

\[
P(k,l) = P(k|l)P(l) = \left( \sum_{k'=0}^{n} k' B_{l,k'} / n \right) \frac{B_{l,k}}{\sum_c n_c^2}
\]

(B9)

There is now \( P_B(k,l) \) and \( P_{B'}(k,l) \) for each portrait, \( B \) and \( B' \), as well as a “mixed” distribution for both, which is specified as \( P^* = \frac{1}{2}(P_B(k,l) + P_{B'}(k,l)) \). The portrait divergence between \( G \) and \( G' \) is the JSD between their portraits as follows

\[
D_{\text{POR}}(G, G') = \text{JSD}(P_B(k,l), P_{B'}(k,l)) = \frac{1}{2}(D_{KL}(P_B(k,l), P^*) + D_{KL}(P_{B'}(k,l), P^*))
\]

(B10)

where \( D_{KL} \) is the Kullback-Leibler divergence. Note that \( \sqrt{D_{\text{POR}}} \) satisfies the properties of a metric (satisfies the triangle inequality, is positive-definite, symmetric) [56].

The computational complexity of \( \text{POR} \) is \( O(n(n + |E|) \log n) \), which comes from the requirement of computing shortest paths between all pairs of nodes in the network. In our implementation, computing the shortest path between a source and all nodes is done with the Dijkstra’s algorithm with a binary heap, which takes \( O((n + |E|) \log n) \) operations in the worst case. Constructing the portrait and calculating the JSD between the associated distributions has a lower computational complexity.

7. Quantum Spectral Jensen-Shannon Divergence

This method compares graphs via the Jensen-Shannon divergence (JSD) between probability distributions associated with density matrices of two graphs \( G \) and \( G' \) [6, 57–59], denoted \( \rho \) and \( \rho' \) respectively, defined by

\[
\rho = \frac{e^{-\beta \mathbf{L}(G)}}{Z}
\]

(B11)

where \( \mathbf{L}(G) \) is the Laplacian matrix of graph \( G \), and constant \( Z = \sum_{i=1}^{n} e^{-\beta \lambda_i(L)} \), with \( \lambda_i(L) \) being the \( i \)-th eigenvalue of \( L \). Description-distance pair (\( \rho \), JSD) yields the “Quantum Spectral Jensen-Shannon Divergence” (QJS) [40], which compares two graphs by the entropy of the eigenvalue spectra of their density matrices \( \rho \). Treating the spectrum \( \{\lambda_i\}_{i=1}^{n} \) as a normalized probability distribution, the spectral Rényi entropy of order \( q \) is given by

\[
S_q = \frac{1}{1-q} \log_2 \sum_{i=1}^{n} \lambda_i(\rho)^q,
\]

which, if \( q = 1 \), reduces to the Von Neumann entropy:

\[
S_1 = -\sum_{i=1}^{n} \lambda_i(\rho) \log_2 \lambda_i(\rho).
\]

(B13)

The QJS distance between two graphs is defined to be:

\[
D_{\text{QJS}}(G, G') = S_q \left( \frac{\rho + \rho'}{2} \right) - \frac{1}{2} [S_q(\rho) + S_q(\rho')].
\]

(B14)

For default parameter values, we use \( \beta = 0.1 \) and \( q = 1.0 \), based on the explanations in [40]. QJS requires computation of Laplacian matrix spectra of two graphs, and comparison thereof, which yields a computational complexity of \( O(n^3) \) (see Appendix B4).

8. Communicability Sequence Entropy Divergence

The communicability sequence entropy divergence CSE between two graphs, \( G \) and \( G' \), is the JSD between the
communicability distributions of $G$ and $G'$. In order to have a communicability distribution, we first construct the communicability matrix, which is an $n \times n$ matrix corresponding to the communicability between two nodes, $v_i$ and $v_j$.

$$C = e^A = \sum_{k=0}^{\infty} \frac{1}{k!} A^k$$  \hfill (B15)

In other words, the communicability matrix, $C$, is computed as a matrix exponentiation of the adjacency matrix. The elements $C_{ij}$, $i \leq j$, are stored in a vector (of length $\binom{n}{2}$) and normalized to create the communicability sequence, $P$ and $P'$, for each graph. The Shannon entropy of $P$ is $H[P] = -\sum_{i=1}^{M} P_i \log_2 P_i$, and the communicability sequence entropy divergence is calculated as the JSD between $P$ and $P'$, where $M$ is the mixed sequence of $P$ and $P'$.

$$D_{CSE}(G, G') = JSD(P, P') = H[M] - \frac{1}{2} (H[P] + H[P']) .$$  \hfill (B16)

The computational complexity of CSE is $O(n^3)$, with the computationally intensive step being to compute the exponential of both adjacency matrices $A$ and $A'$. Our implementation uses Padé approximants through the SciPy package to perform this step, which takes $O(n^3)$ operations to get an approximation [60].

9. Graph Diffusion Distance

The graph diffusion distance [42] GDD between two graphs, $G$ and $G'$, is a distance measure based on the notion of flow within each graph. As such, this measure uses the unnormalized Laplacian matrices of both graphs, $L$ and $L'$, and uses them to construct time-varying Laplacian exponential diffusion kernels, $e^{-tL}$ and $e^{-tL'}$, by effectively simulating a diffusion process for $t$ timesteps (as a default, $t = 1000$), creating a column vector of node-level activity at each timestep.

The distance $d_{GDD}(G, G')$ is defined as the Frobenius norm between the two diffusion kernels at the timestep $t^*$ where the two kernels are maximally different.

$$D_{GDD}(G, G') = \sqrt{\|e^{-t^*L} - e^{-t^*L'}\|} .$$  \hfill (B17)

The computational complexity is $O(n^3)$ since a spectral decomposition of the Laplacian matrices is used (see Appendix B4).

10. Resistance Perturbation Distance

The resistance perturbation distance RES between two vertex-labeled graphs, $G$ and $G'$, is the $p$-norm of the difference between two graph resistance matrices [8]. The resistance perturbation distance changes if either graph is relabeled (it is not invariant under graph isomorphism), so node labels should be consistent between the two graphs being compared. The distance is not normalized.

The resistance matrix of a graph $G$ is calculated as

$$R = \text{diag}(L)1^T + 1\text{diag}(L)^T - 2L,$$  \hfill (B18)

where $L$ is the Moore-Penrose pseudoinverse of the Laplacian of $G$.

The resistance perturbation graph distance of $G$ and $G'$ is calculated as the $p$-norm (the $p$th root of the sum of the $p$th powers of elements) of the difference in their resistance matrices, $R^{(1)}$ and $R^{(2)}$

$$D_{RSD}(G, G') = \left[ \sum_{i,j \in V} |R_{ij} - R'_{ij}|^p \right]^{1/p} .$$  \hfill (B19)

The default value chosen in experiments is $p = 2$. The computational complexity of RES is $O(n^3)$ for our implementation, since we need to compute the Moore-Penrose pseudoinverse of the Laplacian matrix of both graphs, which is $O(n^3)$. Note that low-rank approximations can be used to reduce the computational complexity [8].

11. NetLSD

The NetLSD distance LSD between two graphs, $G$ and $G'$, is the Frobenius norm between the heat trace signatures of the normalized Laplacians $L$ and $L'$ [3]. The heat kernel matrix is calculated as

$$H_t = e^{-tL} = \sum_{j=1}^{n} e^{-(\lambda_j t)} \phi_j \phi_j^T .$$  \hfill (B20)

The $ij$-th element of $H_t$ contains the amount of heat transferred from node $v_i$ to node $v_j$ at time $t$ (default of 256 log-spaced time intervals between $10^{-5}$ and $10^5$). From the heat kernel matrix $H_t$, the heat trace, $h_t$ is defined as

$$h_t = \text{Tr}(H_t) = \sum_{j=1}^{n} e^{-(\lambda_j t)} .$$  \hfill (B21)

The heat trace signature of graph $G$ is the set $\{h_t\}_{t \geq 1}$. Upon computing heat trace signatures of both $G$ and $G'$, they are compared via a Frobenius norm

$$D_{LSD}(G, G') = d_{FRO}(\{h_t\}_{t \geq 0}, \{h'_t\}_{t \geq 0}) .$$  \hfill (B22)

The computational complexity of LSD is $O(n^3)$ due to the spectral decomposition of the Laplacian matrices of both graphs (see Appendix B4).

12. Laplacian Spectrum Distances

Many distances between two graphs, $G$ and $G'$, use a direct comparison of their Laplacian spectrum. For all
the methods below, we use the eigenvalues \( \{\lambda_1 = 0 \leq \lambda_2 \leq \cdots \leq \lambda_n\} \) of the normalized Laplacian matrices \( \mathbf{L} \) and \( \mathbf{L}' \). To perform the comparison, a subset of the whole spectrum can be used, e.g. the \( k \) smallest [61] or largest [6, 27] in magnitude. Unless specified, we used all eigenvalues for comparison \( (k = n) \).

The distances compare the continuous spectra \( \rho(\lambda) \) and \( \rho'(\lambda) \) associated with the graph \( G \) and \( G' \). A continuous spectrum is obtained by the convolution of the discrete spectrum \( \sum_{i} \delta(\lambda - \lambda_i) \) with a kernel \( g(\lambda, \lambda') \)

\[
\rho(\lambda) = \frac{1}{Z} \sum_{i=1}^{n} \int_{0}^{2} g(\lambda, \lambda') \delta(\lambda' - \lambda_i) d\lambda',
\]

where \( Z \) is a normalization factor. Different types of distribution can be used for the kernel, for instance a Lorentzian distribution [43]

\[
g(\lambda, \lambda') = \frac{\gamma}{\pi[(\lambda' - \lambda)^2 + \gamma^2]},
\]

or a Normal distribution

\[
g(\lambda, \lambda') = \frac{\exp[-(\lambda - \lambda')^2 / 2\sigma^2]}{\sqrt{2\pi}\sigma}.
\]

Different types of metrics can then be used to compare the spectra, such as the Euclidean metric

\[
d(\rho, \rho') = \sqrt{\int_{0}^{2} [\rho(\lambda) - \rho'(\lambda)]^2 d\lambda},
\]

or the square root of the JSD \( d(\rho, \rho') = \sqrt{\text{JSD}(\rho, \rho')} \), written as

\[
\text{JSD}(\rho, \rho') = \frac{1}{2} D_{KL}(\rho || \bar{\rho}) + \frac{1}{2} D_{KL}(\rho' || \bar{\rho})
\]

where \( \bar{\rho} = (\rho + \rho')/2 \). Various combination of kernels and metrics yield the following distinct distance measures:

- Laplacian spectrum: Gaussian kernel, JSD distance LGJ
- Laplacian spectrum: Lorenzian kernel, Euclidean distance LLE

For both kernels, we use a half width at half maximum of 0.011775 (which means the standard deviation for the Gaussian kernel is \( \approx 0.01 \)).

While we only focus on the two specific distances above, we note again that there is a world of possible combinations of descriptor-distance pairs to possibly use for comparing graphs. We selected the two above because their within-ensemble graph distance curves differed the most (e.g. as opposed to including Gaussian kernel / Euclidean distance or Lorenzian kernel / JSD). The computational complexity of this suite of graph distances is \( O(n^2) \) due to the spectral decomposition of the Laplacian matrices of both graphs (see Appendix B 4).

13. Ipsen-Mikhailov

The Ipsen-Mikhailov distance [43] IPM between two graphs, \( G \) and \( G' \), is a spectral comparison of their Laplacian matrices, \( \mathbf{L} \) and \( \mathbf{L}' \). This approach treats the set of nodes in \( G \) and \( G' \) as molecules with an elastic connection between them, which casts the distance measurement between \( G \) and \( G' \) as the solution to a set of differential equations between the vibrational frequencies between the nodes. The vibrational frequencies, \( \omega_i \), of each node in \( G \) is related to the eigenvalues, \( \lambda_i \) of \( \mathbf{L} \) such that \( \lambda_i = \omega_i^2 \).

With this, one can construct a spectral density for each graph as a sum of Lorenz distributions as follows

\[
\rho(\omega) = \frac{1}{Z} \sum_{i=1}^{n} \frac{\gamma}{(\omega - \omega_i)^2 + \gamma^2}.
\]

where \( Z \) is a normalization term, and \( \gamma \) is a fixed scaling term that controls the width of the Lorenz distributions (as in [43], we use \( \gamma = 0.08 \) as a default). The distance between \( G \) and \( G' \) is then calculated as

\[
D_{\text{IPM}}(G, G') = d(\rho, \rho') = \sqrt{\int_{0}^{\infty} [\rho(\omega) - \rho'(\omega)]^2 d\omega}
\]

The computational complexity of IPM is \( O(n^3) \) due to the spectral decomposition of the Laplacian matrices of both graphs (see Appendix B 4).

14. Hamming-Ipsen-Mikhailov

The Hamming-Ipsen-Mikhailov distance HIM between two vertex-labeled graphs, \( G \) and \( G' \) is expressed as a weighted combination of the IPM (Section B 13) distance and a normalized HAM (Section B 2) distance [37]. The parameter \( \gamma \) for the IPM is fixed such that \( D_{\text{IPM}}(\mathcal{E}_n, \mathcal{F}_n) = 1 \), where \( \mathcal{E}_n \) and \( \mathcal{F}_n \) are the empty and complete graphs of \( n \) nodes. The HIM distance is defined as follows

\[
D_{\text{HIM}}(G, G') = \frac{1}{\sqrt{1 + \xi}} \sqrt{D_{\text{IPM}}(G, G')^2 + \xi D_{\text{HAM}}(G, G')^2}
\]

We default to \( \xi = 1 \), as in [37]. The computational complexity of HIM is \( O(n^3) \), with the computationally intensive part being the computation of the IPM distance.

15. Non-backtracking Spectral Distance

The non-backtracking spectral distance NBD between two graphs, \( G \) and \( G' \), is a method that compares the eigenvalues of the non-backtracking matrix of each graph, \( \mathcal{B} \) and \( \mathcal{B}' \) [7]. This distance is based on the length spectrum and the set of non-backtracking cycles of a graph (i.e., a closed walk that does not immediately return to
the node from which it left) and is calculated as the earth mover’s distance (EMD) between the eigenvalues of $B$ and $B'$. The eigenvalues of $B$ and $B'$ are expressed as $\lambda_k = a_k + ib_k$ and $\lambda'_k = a'_k + ib'_k$, respectively, and $EMD(\lambda_B, \lambda_{B'})$ is the solution to an optimization problem finding the minimum amount of work required to move the coordinates of $\lambda$ to the positions of $\lambda'$.  

$$D_{\text{NBD}}(G, G') = EMD(\lambda_B, \lambda_{B'}) \, .$$  (B31)

Note that the Ihara determinant formula can be used to obtain the non-backtracking eigenvalues different from $\pm 1$ using a $2n \times 2n$ matrix [7].

If one uses the whole non-backtracking spectrum to compute the distance, the computational complexity would be $O(n^3)$ [7]. Instead of using the whole spectrum of the non-backtracking matrices, for graph $G$ we compute only the $r$ eigenvalues larger in magnitude than $\sqrt{\lambda_1}$, where $\lambda_1$ is the largest eigenvalue of $B$ [7].

The computational complexity of our implementation of NBD is $O(\max(r, r')n^2)$ for general graphs, where $r$ and $r'$ are the number of eigenvalues larger in magnitude than $\sqrt{\lambda_1}$ and $\sqrt{\lambda'_1}$, respectively for graph $G$ and $G'$. To compute these eigenvalues, an implicitly restarted Arnoldi method is used. For sparse graphs the computation is even more efficient.

16. Distributional Non-backtracking Distance

Similar to the NBD distance [38], the DNB distance leverages spectral properties of the non-backtracking matrices, $B$ and $B'$, of two graphs, $G$ and $G'$, in order to calculate their dissimilarity.

Unlike the NBD distance, the DNB involves a comparison of the (re-scaled) distribution of eigenvalues of $B$ and $B'$, which are then compared using either the Euclidean distance or the Chebyshev distance (here, we use the Euclidean distance). We also use the whole spectrum for this distance. Therefore, the computational complexity of DNB is $O(n^3)$ due to the spectral decomposition of the two $2n \times 2n$ matrices (see Appendix B15).

17. D-measure Distance

The D-measure distance [9] DMD between two graphs, $G$ and $G'$, involves a combination of three properties from the two graphs to be compared, $G$ and $G'$: the network node dispersion ($NND$), the node distance distribution ($\mu$), and the $\alpha$-centrality ($\alpha$) for each graph. For a full explanation and justification for each of the components involved in this distance, we refer the reader to the original article [9], but we will briefly summarize it below.

In order to compute the NND of a graph, each node, $v_i$, is assigned a probability vector, $P_i$, with elements that are the fraction of nodes that are connected to $v_i$ at each distance $j \leq d$, where $d$ is the diameter of the network. The NND, then, is defined as

$$NND(G) = \frac{\text{JSD}(P_1, P_2, \ldots, P_n)}{\log(d+1)} \, .$$  (B32)

where $\text{JSD}(P_1, P_2, \ldots, P_n)$ is the Jensen-Shannon divergence of each $P_i$ from the whole network’s average node-distance distribution at every distance $j$, which we will denote $\mu_j$. The average $\mu_j$ for all distances $j \leq d$ in a graph, $G$, we will denote $\mu_G$.

The final step before the calculation of the D-measure distance is to find the $\alpha$-centrality [62] of each network, $G$ and $G'$, as well as the $\alpha$-centrality of the complement of each network, $G^c$ and $G'^c$. The $\alpha$-centrals of the original networks are denoted $P_{\alpha G}$ and $P_{\alpha G'}$, while the $\alpha$-centrals of their complements are $P_{\alpha G^c}$ and $P_{\alpha G'^c}$.

Ultimately, the D-measure distance, $D_{\text{DMD}}$, between two graphs is as follows:

$$D_{\text{DMD}}(G, G') = w_1 \sqrt{\text{JSD}(\mu_G, \mu_{G'})} +$$

$$w_2 \sqrt{NND(G) - \sqrt{NND(G')}} +$$

$$\frac{w_3}{2} \left( \frac{\text{JSD}(P_{\alpha G}, P_{\alpha G'})}{\log(2)} + \frac{\text{JSD}(P_{\alpha G^c}, P_{\alpha G'^c})}{\log(2)} \right) \, .$$  (B33)

where $w_1 + w_2 + w_3$ must equal 1.0. To calculate the final distance value, we adopt the convention used in [9] such that $w_1 = 0.45$, $w_2 = 0.45$, $w_3 = 0.1$.

According to Ref. [9], the computational complexity of DMD is $O(|E|+n \log n)$. However, one needs to compute all shortest paths between all nodes, which suggest a more computationally intensive calculation. We rather have a computational complexity of $O(n(n + |E|) \log n)$ with our implementation using Dijkstra algorithm with a binary heap (see Appendix B6).

18. DeltaCon

The DeltaCon distance $\text{DCN}$ between two graphs, $G$ and $G'$, is the Matusita distance between the affinity matrices, $S$ and $S'$, of $G$ and $G'$. The affinity matrices are constructed using Fast Belief Propagation, which is expressed as

$$[I + \epsilon^2 D - \epsilon A] s'_i = c'_i \, .$$  (B34)

where $I$ is the $n \times n$ identity matrix, $D$ is the diagonal degree matrix, $A$ is the adjacency matrix, $c'_i$ is a vector indicating the initial node $v_i$ from which a random walk process is initiated, and $s'_i$ is a column vector consisting of $s_{ij}$, which is the affinity of node $v_j$ with respect to node $v_i$. The affinity matrices, $S$ and $S'$, are defined as $S = [I + \epsilon^2 D - \epsilon A]^{-1}$. The distance between $G$ and $G'$
according to DeltaCon is as follows

\[ D_{\text{DCN}}(G, G') = d(S, S') = \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{n} (\sqrt{s_{ij}} - \sqrt{s'_{ij}})^2} \]

(B35)

The computational complexity of our implementation of \(\text{DCN}\) is \(O(n^3)\) since we obtain \(S\) by matrix inversion directly. However, note that it is possible to improve the algorithm and have an \(O(n^2)\) computational complexity using a power method or even \(O(|E|)\) by approximating the distance [2].

19. NetSimile

NetSimile \(\text{NES}\) is a method for comparing two graphs, \(G\) and \(G'\), that is based on statistical features of the two graphs. It is invariant to graph labels and is able to compare graphs of different sizes [1]. It is calculated as the Canberra distance between the \(7 \times 5\) feature matrix, \(p\) and \(p'\), of each graph. To construct the \(p\) and \(p'\) feature matrices, first a \(7 \times n\) matrix is constructed for each, with each column, \(j\), consisting of the following seven node-level quantities:

1. degree, \(k_j = \sum_i A_{ij}\)
2. clustering coefficient, \(c_j = (A^3)_{jj}/\binom{k_j}{2}\)
3. average neighbor degree \(k_{jn}^{(ego)} = \frac{1}{k_j} \sum_i k_i A_{ij}\)
4. average clustering coefficient of the nodes in the ego network \(c_{j}^{(ego)} = \sum_i c_i A_{ij}\)
5. number of edges within the ego network \(T_j = \sum_{l,m} A_{jl} A_{lm} A_{mj}\)
6. number of outgoing edges from the ego network \(O_j = \sum_i A_{ij} k_i - T_j = k_j k_{jn}^{(ego)} - T_j\)
7. number of neighbors of the ego network \(m_{j}^{(ego)} = \sum_i 1(\exists t \in N_j, i \sim j, t \sim j)\)

These features are then summarized into \(p\) and \(p'\), which are \(7 \times 5\) signature vectors consisting of the median, mean, standard deviation, skewness, and kurtosis of each feature. NetSimile uses the Canberra distance to arrive at a final scalar distance.

\[ D_{\text{NES}}(G, G') = d(p, p') = \sum_{i=1}^{n} \frac{|p_i - p'_i|}{|p_i| + |p'_i|} \]

(B36)

The computational complexity of \(\text{NES}\) depends on two parts: features extraction and features aggregation. Features are all locally defined, hence their extraction will take \(O(qn)\) where \(q\) is the average degree of a node when selecting a random edge and choosing an endpoint [63]. Feature aggregation is \(O(n \ln n)\) [1], hence the overall complexity is \(O(qn + n \ln n)\).

Supplemental Information C: Analytical derivation of within-ensemble graph distances

1. Jaccard Distance

We can directly calculate \(\langle d_{\text{JMC}}(A, A') \rangle_{G(n,p)}\), the expected Jaccard distance among two graphs sampled from \(G(n,p)\). Both \(|T|\) and \(|S|\) are distributed binomially, as they are the sum of \(\binom{n}{2}\) Bernoulli values arising with probability \(p^2\) and \(2p(1-p) + p^2\), respectively. Since binomial distributions are sharply peaked (for large values of \(n\)), we can approximate the expected value of the ratio \(|S|/|T|\) by the ratio of the expected values of \(|S|\) and \(|T|\).

Thus we have,

\[ \langle d_{\text{JMC}}(A, A') \rangle_{G(n,p)} = 1 - \frac{|S|}{|T|} \approx 1 - \frac{|S|}{|T|} \]

\[ = 1 - \frac{p^2 \binom{n}{2}}{(2p(1-p) + p^2) \binom{n}{2}} = \frac{1 - \frac{p(1-p)}{1 - \frac{p}{2}}}{1 - \frac{p}{2}} \]

(C1)

which agrees precisely with simulations. Note, in the limit \(p \approx 1\), we have by Taylor expansion,
\[
\langle d_{JC}(A, A') \rangle_{G(n, p \approx 1)} = 1 - \left\langle \frac{|S|}{\mathbf{T}} \right\rangle_{p \approx 1}
\]
\[
= \frac{1-p}{1-\frac{p}{2}}|_{p=1} + (p-1) \frac{d}{dp} \left( \frac{1-p}{1-\frac{p}{2}} \right)|_{p=1} + \ldots
\]
\[
= 0 + (p-1) \left( \frac{-1}{1-\frac{p}{2}} + \frac{-(1-p)(-\frac{1}{2})}{(1-\frac{p}{2})^2} \right)|_{p=1} + \ldots
\]
\[
= (p-1) \left( \frac{-1}{1-\frac{p}{2}} + 0 \right) + \ldots
\]
\[
= 2(1-p) + \ldots,
\]
\[\text{(C2)}\]

Similarly—as we show in SI C2—the Hamming distance \(d_{Ham}\) behaves in this region as

\[
\langle d_{Ham}(A, A') \rangle_{G(n, p \approx 1)} = 2p(1-p)|_{p=1} + (p-1) (2(1-p) - 2p)|_{p=1} + \ldots
\]
\[
= 0 + (p-1)(0-2) + \ldots
\]
\[
= 2(1-p) + \ldots,
\]
\[\text{(C3)}\]

which is exactly the same. Indeed, we observe this equivalence in Figure 1 in the region \(p \approx 1\). This finding makes intuitive sense because in the region \(p \approx 1\), the “union graph”, \(\mathbf{T}\), is likely an essentially complete graph, and \(d_{JC}\) simply measures the fraction of edges/non-edges that are not in agreement between \(G\) and \(G'\), which is precisely what \(d_{Ham}\) does for all \(p\) given an adjacency description.

2. Hamming Distance

The Hamming measure is simply the fraction of mismatched entries between \(A\) and \(A'\). Due to this simplicity, we again can analytically predict the mean within-ensemble graph distance for graphs sampled from \(G_{(n, p)}:\n\]
\[
\langle d_{Ham}(A, A') \rangle_{G(n, p \approx 1)} = 2p(1-p)|_{p=1} + (p-1) (2(1-p) - 2p)|_{p=1} + \ldots
\]
\[
= 0 + (p-1)(0-2) + \ldots
\]
\[
= 2(1-p) + \ldots,
\]
\[\text{(C3)}\]

which is exactly the same. Indeed, we observe this equivalence in Figure 1 in the region \(p \approx 1\). This finding makes intuitive sense because in the region \(p \approx 1\), the “union graph”, \(\mathbf{T}\), is likely an essentially complete graph, and \(d_{JC}\) simply measures the fraction of edges/non-edges that are not in agreement between \(G\) and \(G'\), which is precisely what \(d_{Ham}\) does for all \(p\) given an adjacency description.

3. Frobenius

As a back-of-the-envelope calculation, note that the sum of elementwise differences is binomially distributed with mean \(\langle \sum_{i,j} |A_{ij} - A'_{ij}| \rangle = n(n-1)2p(1-p)\). Using sharply-peakedness, we can thus state approximately,

\[
\langle d_{Frob}(A, A') \rangle_{G(n, p)} = \sqrt{\left\langle \sum_{i,j} |A_{ij} - A'_{ij}|^2 \right\rangle}
\]
\[
\approx \sqrt{\sum_{i,j} |A_{ij} - A'_{ij}|}
\]
\[
\approx n\sqrt{2p(1-p)},
\]
\[\text{(C5)}\]

which exhibits a maximum at \(p = \frac{1}{2}\) for any given \(n\), but grows linearly with \(n\), the latter two observations are qualitatively born out in simulations.