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Highlights

- Functional *in vivo/in vitro* study of the same L2/3 pyramidal cells in mouse V1
- The apical dendrite is elongated along the postsynaptic preferred orientation
- The apical dendrite is less complex in sharply orientation-tuned cells
- Presynaptic neuron distribution is asymmetric along postsynaptic preferred direction

In brief

Weiler et al. study the relationship between the visual tuning of L2/3 pyramidal cells, their dendritic morphology, and functional circuit connectivity. They show that orientation tuning is related to complexity and spatial elongation of the apical dendrite, and direction tuning aligns with asymmetries in the spatial organization of presynaptic neurons.
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SUMMARY

The functional properties of neocortical pyramidal cells (PCs), such as direction and orientation selectivity in visual cortex, predominantly derive from their excitatory and inhibitory inputs. For layer 2/3 (L2/3) PCs, the detailed relationship between their functional properties and how they sample and integrate information across cortical space is not fully understood. Here, we study this relationship by combining functional in vivo two-photon calcium imaging, in vitro functional circuit mapping, and dendritic reconstruction of the same L2/3 PCs in mouse visual cortex. Our work reveals direct correlations between dendritic morphology and functional input connectivity and the orientation as well as direction tuning of L2/3 PCs. First, the apical dendritic tree is elongated along the postsynaptic preferred orientation, considering the representation of visual space in the cortex as determined by its retinotopic organization. Additionally, sharply orientation-tuned cells show a less complex apical tree compared with broadly tuned cells. Second, in direction-selective L2/3 PCs, the spatial distribution of presynaptic partners is offset from the soma opposite to the preferred direction. Importantly, although the presynaptic excitatory and inhibitory input distributions spatially overlap on average, the excitatory input distribution is spatially skewed along the preferred direction, in contrast to the inhibitory distribution. Finally, the degree of asymmetry is positively correlated with the direction selectivity of the postsynaptic L2/3 PC. These results show that the dendritic architecture and the spatial arrangement of excitatory and inhibitory presynaptic cells of L2/3 PCs play important roles in shaping their orientation and direction tuning.

INTRODUCTION

The response properties of neurons derive to a large part from the integration of their synaptic inputs. Neurons in the mammalian visual system, such as layer 2/3 pyramidal cells (L2/3 PCs) in the visual cortex, integrate inputs with specific receptive fields in visual space. The biased sampling of visual space by receptive fields is the basis for a neuron’s visual response properties, such as orientation and direction selectivity.1,3 Crucially, visual space is represented systematically across the visual cortex, forming a retinotopic map.4–6 Thus, how a neuron samples its cortical neighborhood will directly and predictably determine its visual response properties.

The first fundamental factor constraining how a neuron samples inputs from its neighborhood is its dendritic architecture.7 The dendritic morphology of L2/3 PCs in primary visual cortex (V1) varies in terms of both complexity and spatial extent.8 In principle, specialized dendritic architectures can give rise to biased sampling of inputs across the representation of visual space in V1, resulting in specific tuning properties. For example, it has been proposed that neurons in V1 are endowed with orientation or direction tuning by way of their elongated or asymmetric dendrites.9,10 For basal dendrites, however, although pronounced asymmetries exist, it has been found that these asymmetries have no relation to either the orientation or direction preference of neurons in monkey and cat visual cortices.11,12 However, whether this holds also in rodents—
which have a functional salt-and-pepper organization—remains open. Apical dendrite inputs and dendritic processing have been shown to enhance orientation selectivity in L2/3 PCs, suggesting a prominent role of the apical dendrite in tuning selectivity (but see Park et al.). Whether apical dendritic architecture contributes to visual stimulus selectivity remains unknown.

In addition to dendritic morphology, a key determinant of how a neuron samples its cortical neighborhood and ultimately acquires its response properties is its embedding in functional microcircuits. The microcircuit is defined by intralaminar and interlaminar excitatory and inhibitory synaptic connections and their respective functional strengths (reviewed in Harris and Mrsic-Flogel). Apart from connection probabilities and, on average, a spatial balance of the sources of excitation and inhibition across layers, little is known about the functional microcircuit of L2/3 PCs in V1 and its role in visual tuning. Nevertheless, several observations point toward the microcircuit, displaying signatures of visual tuning inheritance and de novo generation: Higher functional connection strength and probability are found in pairs of L2/3 PCs when these display similar response properties. Furthermore, spatial signatures of biased sampling in visual space have been observed for orientation and direction tuning. At the level of visual space, receptive fields of excitatory but not inhibitory presynaptic L2/3 neurons tend to be aligned to the axis of the postsynaptic L2/3 PC’s preferred orientation. L2/3 PC direction tuning, on the other hand, is associated with a spatiotemporal offset of excitation and inhibition. However, such spatial relationships of receptive fields in visual space do not map one-to-one to the arrangement of the corresponding presynaptic neurons in cortex. Furthermore, the cortical distribution of presynaptic neurons based on anatomical connectivity alone does not provide information about the distribution of response strength over the receptive field.

Here, we employ a combined in vivo-in vitro approach to directly relate dendritic morphology and input connectivity to the orientation and direction tuning of L2/3 PCs. We first characterized the tuning properties of individual L2/3 PCs in mouse binocular primary visual cortex (bV1) using in vivo two-photon calcium imaging. We then identified the same L2/3 PCs in acute brain slices and mapped their monosynaptic intralaminar and interlaminar excitatory and inhibitory inputs using laser-scanning photostimulation (LSPS). Additionally, we filled the cells with Alexa-594 and inhibitory inputs using laser-scanning photostimulation.

RESULTS

Assessing visual response properties and neuronal circuit connectivity of the same neurons

For studying the relationship between dendritic architecture, neuronal circuit connectivity, and sensory processing in mouse L2/3 PCs, we determined their visual response properties, intralaminar and interlaminar functional synaptic inputs, and neuronal morphology. We recorded visually evoked activity of individual L2/3 PCs coexpressing GCaMP6m and mRuby2 in the binocular zone of primary visual cortex (bV1) using two-photon calcium imaging. One day after functional imaging, we prepared coronal slices, identified the previously imaged PCs, and mapped their monosynaptic excitatory and inhibitory inputs by LSPS via UV-glutamate uncaging at different laminar and tangential locations. This way, we were able to map the spatial distribution and strength of excitatory and inhibitory presynaptic partners for each PC across cortical layers. Neurons were filled with Alexa-594, and their dendritic morphology was imaged by two-photon microscopy. In total, we characterized the visual tuning properties and local excitatory and inhibitory synaptic inputs of 70 L2/3 PCs. In 36 of these cells, the dendritic morphology was reconstructed (overview of all cells in Figure S1).

Apical dendritic morphology directly relates to orientation tuning of L2/3 pyramidal cells

The dendritic architecture of L2/3 PCs varies in complexity and spatial extent. Since it determines the sampling of axons and axonal projections are retinotopically organized, we reasoned that features of dendritic architecture might be reflected in the visual response properties of L2/3 PCs. Comparison of the dendritic morphologies of L2/3 PCs and their tuning curves (examples of two cells at similar cortical depth in Figures 2A and 2B) suggested that apical tree morphology varies with orientation tuning. To quantify this relationship, we evaluated three parameters related to dendritic length and extent (total dendritic length, maximal horizontal extent, and distance to peak Sholl crossing; STAR Methods) as well as two parameters related to dendritic complexity (number of branch points and peak number of Sholl crossings; Figures 2F and S2) for both the apical and basal dendrites. The retinotopic organization of mouse V1 allowed us to estimate the spatial pattern of the activity evoked by the oriented stimulus bars in the coronal brain slice (see STAR Methods, Figure S3, and Waters et al.). Accordingly, the activity evoked by a bar with an orientation of ~10° in visual space aligns along the coronal slice, whereas a bar with an orientation of ~53° evokes activity that is oriented perpendicular to the slice plane. These directions in visual space, corresponding to the perpendicular cortical axes along and across the coronal slice, are not orthogonal as one might expect because the cortical magnification factor is not constant across visual space.

Strikingly, we observed a significant positive circular correlation (cc) between the preferred orientation and the maximal horizontal extent of the apical but not the basal dendritic tree of L2/3 PCs (cc = 0.5, p < 0.023, cc = 0.19, p = 0.598; Figures 2D and 2E). Considering retinotopy, the apical tree’s horizontal extent along the slice is larger for cells with a preferred orientation around the particular orientation in visual...
space that corresponds to the medial-lateral axis along the coronal slice in cortical space (here: ∼106°; Figures 2C and S3). Under the assumption of overall morphological anisotropy in dendritic structure with respect to the anterior-posterior and medial-lateral cortical axes, this suggests that the apical tree preferentially samples synaptic inputs at cortical sites along the extent of a stimulus’ representation—which corresponds to the cell’s preferred orientation—as has been previously hypothesized.9

Moreover, when comparing the dendritic tree complexity (Figure 2F) and orientation tuning, we found a significant correlation between orientation tuning width and the peak number of Sholl crossings of the apical dendrite as well as its total number of branch points linking apical dendritic complexity with tuning width (Figures 2G, S2C, and S4; peak number of Sholl crossings, \( r = 0.58, p = 0.001 \); number of branch points, \( r = 0.36, p = 0.05 \)). A similar relationship holds for the global orientation selectivity index (gOSt; STAR Methods; Figure S2C). In contrast, basal tree morphology did not show such correlations (Figures 2H and S2; \( r = 0.12, p = 0.522 \); \( r = 0.15, p = 0.418 \)). None of the parameters for apical nor basal spatial extent or total length significantly correlated with orientation selectivity or tuning width (Figure S2C).
points of the apical tree did not show a significant correlation with cortical depth \(r = 0.01, p = 0.957\), there was a small but significant correlation between peak number of Sholl crossings and pial depth \(r = 0.38, p = 0.035\); Figure S2F). This indicates that the differences in apical dendrite complexity between highly orientation-selective and more broadly tuned neurons are unlikely due to differences in laminar position.

Taken together, we find that the apical dendritic architecture directly relates to the orientation tuning of L2/3 PCs in visual cortex. However, we did not find such a relation with orientation tuning for the basal dendritic architecture.

Cortical microcircuits underlying visual response properties

Although the dendritic architecture indirectly represents the sampling of cortical and thereby visual space, we also directly probed the spatial arrangement of local presynaptic partners of L2/3 PCs.

We found that the laminar and horizontal distributions of inputs to L2/3 PCs in bV1 were diverse (Figures 3A and S1). To quantify this diversity, we peak normalized the input maps and computed the input fractions per row and column of the stimulation grid. We excluded any excitatory input from L1 since this layer does not contain excitatory neurons, and the observed input in L1 originates most likely from activated excitatory cells located at the border between L2/3 and L1 or apical tufts of L4 PCs \(18,28\) (STAR Methods; Figures S5A–S5C). Most excitatory as well as inhibitory input arose from L2/3, less from L4, little from L5, and some inhibition from L1 (Figure 3B). Since we recorded excitatory and inhibitory inputs in the same cells, we were able to assess the spatial E/I relationship on a cell-to-cell basis. Noteworthy, the layer-by-layer excitatory and inhibitory inputs were balanced only for a minority of cells. There was a wide distribution of the relative amounts of excitation and inhibition at the single-cell level, with a significant number of cells receiving stronger inhibition than excitation from within L2/3 (Figures 3B and S5D; Wilcoxon signed-rank, \(p < 0.001\)). In contrast, most cells received stronger excitation than inhibition from both L4 and L5 (Figures 3B and S5D; Wilcoxon signed-rank, \(p < 0.001\)).

Horizontally, the spatial distribution of the excitatory and inhibitory presynaptic partners was on average centered on the soma across L2/3, L4, and L5 (Figure 3C). Notably, while inhibitory presynaptic sources were more concentrated...
around the postsynaptic soma (putatively representing perisomatic inhibition\textsuperscript{31}), excitatory presynaptic sources dominated slightly more distal regions, resulting in an “inverted Mexican hat” profile\textsuperscript{23,32} (Figure 3C). This was most prominent in L4 and L5 (Figure 3C, middle and right, and Figure S5E; Wilcoxon signed-rank, p < 0.001) and not detectable in L2/3 (Figure 3C, left, and Figure S5E; Wilcoxon signed-rank, p = 0.169).

To explore the spatial structure of the input maps in more detail, we calculated the position of their weighted centroids (arithmetic mean of the locations of the points in the input map, weighted by their input amplitude). This allowed us to quantify the horizontal and vertical offsets of the presynaptic cell distributions in the different layers relative to the postsynaptic soma (\(C_x\) and \(C_y\), Figure 3D) that may represent biases in input sampling. On average, the centroids of excitatory and inhibitory inputs coincided in their position along the horizontal axis within all layers (Figure 3E). In particular, in L2/3, this correlation was very strong.

In conclusion, although on average, excitation and inhibition follow each other spatially across layers, we find that individual L2/3 PCs varied in their input map organization.

**Figure 3.** Laminar and horizontal distributions of local excitatory and inhibitory inputs to functionally characterized cells are diverse

(A) Alignment of input maps along the medial-lateral axis preceding analysis. Representative peak-normalized excitatory and inhibitory inputs maps for three cells (scale bars, 100 μm).

(B) Average vertical excitatory (EX, red) and inhibitory (IN, blue) input fractions per stimulus row; thin lines, individual cells. The average difference between vertical excitatory and inhibitory input fractions is shown in magenta (mean ± SEM, \(n = 70\) cells). Insets depict averaged normalized maps of all cells. Light gray areas in L1 not considered for comparison (see also Figure S5).

(C) Same as in (B), for horizontal excitatory and inhibitory input fraction per column for L2/3, L4, and L5.

(D) Schematic depicting the position of the centroid C of an input map within L2/3 relative to the cell soma. The horizontal and vertical offsets between soma and centroid were determined (\(C_x\) and \(C_y\)).

(E) \(C_x\) of inhibition plotted against \(C_x\) of excitation in L2/3, L4, and L5. Unity lines are indicated. Pearson correlation coefficient \(r\) indicated at top of each plot.

(F) Average vertical excitatory (EX) and inhibitory (IN) input fractions per stimulus row for orientation-tuned (mean ± SEM, \(n = 50\) cells) and untuned L2/3 PCs (mean ± SEM, \(n = 20\) cells).

(G) Same as in (F) for horizontal excitatory and inhibitory input fractions per column for L2/3, L4, and L5.
Laminar excitatory and inhibitory input distributions are unrelated to orientation selectivity

Given the observed variations in the input maps of individual L2/3 PCs, we wondered how these relate to their visual response properties. To compare the spatial organization of excitatory and inhibitory presynaptic partners of orientation-selective and nonselective L2/3 PCs, we categorized them into orientation-tuned (gOSI > 0.25) and orientation-untuned cells (gOSI ≤ 0.25 or unresponsive to gratings; STAR Methods). We did not find statistically significant differences in either the laminar or the horizontal input distributions between these two groups (Figures 3F and 3G; Wilcoxon rank-sum, all laminar comparisons were p > 0.13, all horizontal comparisons were p > 0.065, only columns with at least three data points were considered). Similarly, there was no statistically significant difference between these two groups when comparing the differences between the excitatory and inhibitory laminar as well as horizontal input fractions (e.g., inverted Mexican hat profile; data not shown).

Directional spatial presynaptic connectivity and direction tuning of L2/3 PCs

Spatial asymmetry between excitation and inhibition has been proposed to play a role in cortical direction tuning.10,23 Thus, we analyzed the spatial organization of functional excitatory and inhibitory inputs of individual L2/3 PCs with respect to their direction tuning. In a coronal slice, an input map represents a section of the three-dimensional distribution of the presynaptic neurons of a given L2/3 PC at a particular angle. This angle can be related to the preferred direction of the L2/3 PC mapped onto cortical space, similarly to the alignment of preferred orientation described above (Figure 2C). Accordingly, a bar moving in the directions of ~106° or ~286° would evoke activity progressing along the slice (aligned), whereas a bar moving in the directions of ~53° or ~233° would evoke activity running orthogonally to the slice plane (nonaligned, Figure 4A; see also STAR Methods and Figure S3).

To probe the relation between direction preference and the spatial organization of input maps, we computed a rolling average of the weighted centroid Cx across the preferred direction for both excitation and inhibition from within L2/3 (Figure 4B). This rolling average displayed a minimum and maximum close to the “along-slice” directions of 106° and 286°. We then pooled the input maps for cells that had preferred directions of ~106° and ~286° by mapping both to the same direction and compared them with the combined maps for nonaligned orthogonal directions (~53° and ~233°, averaged over an 80° sector; STAR Methods). In L2/3 PCs with aligned preferred directions, the horizontal centroid position for intralaminar input had a significant negative offset compared with cells preferring the nonaligned directions, both for excitation and inhibition (Figure 4C; Wilcoxon rank-sum, p < 0.001). Spatial offsets were also present for presynaptic input distributions within L4 and L5, but only the input from L4 showed significant negative offsets for cells with aligned versus nonaligned preferred direction, like the input from L2/3 (Figure S5F; Wilcoxon rank-sum, p = 0.018 for excitation, p = 0.025 for inhibition). In the cells with aligned preferred direction, the centroid locations of the excitatory and inhibitory presynaptic cell distributions were not significantly different, arguing against a substantial offset between excitation and inhibition (Figure S5G; Wilcoxon signed-rank; L2/3, p = 0.945; L4, p = 0.844; L5, p = 0.813).

We also noted that the excitatory presynaptic input distribution was spatially skewed when comparing the average and the individual horizontal input profiles for cells with aligned and nonaligned preferred directions (Figure 4D). In cells with aligned preferred direction, the input profile’s shoulders were steep on the side opposite—and long on the side along—the preferred direction. To quantify this skew, we analyzed the slope of the spatial input distribution profiles on both sides toward the preferred and the null direction (STAR Methods). Although the difference in length of rise between the preferred and null sides was not significant for either excitation or inhibition in both groups (Figures 4E and 4F; AL versus NAL; EX, p = 0.313; IN, p = 0.547), we found that the rise of excitation in the aligned cells with higher direction selectivity was steeper toward the preferred than to the null direction (coloring in Figure 4E, top).

To quantify this relationship, we tested whether the degree of the observed asymmetry in excitation (Figure 4E, top) was correlated with the direction selectivity of L2/3 PCs. Indeed, the ratio of the spatial rates of rise (toward preferred over toward null direction) of the excitatory input distribution showed a strong positive correlation with the degree of direction selectivity of the postsynaptic L2/3 PC (Figure 4G; r = 0.82, p = 0.013). This relation was not present for the inhibitory input distribution (Figure 4G; r = –0.22, p = 0.605).

In conclusion, we find that the presynaptic cells of a direction-tuned L2/3 PC tile its neighborhood in a biased way. We observe an asymmetry in the distribution of presynaptic partners along the cell’s preferred direction, where the degree of this spatial asymmetry correlated with the degree of its direction selectivity.

DISCUSSION

We investigated the relationship between cellular morphology, input connectivity, and tuning for orientation and direction in individual L2/3 PCs in mouse bV1 and found that the dendritic architecture of L2/3 PCs displayed a clear correlation with their respective orientation tuning. The apical but not the basal dendritic tree was elongated along the postsynaptic preferred orientation in relation to the representation of visual space in the cortex. Sharply orientation-tuned cells had less complex apical dendrites than broadly tuned cells. Furthermore, we found spatial offsets in the distributions of excitatory and inhibitory presynaptic neurons with respect to the soma of L2/3 PCs. These offsets were opposite to the preferred direction in direction-tuned L2/3 PCs. Finally, the presynaptic excitatory but not inhibitory input distributions displayed asymmetries that were correlated with the postsynaptic direction selectivity.

Orientation selectivity and dendritic structure

Although subtypes of neurons in visual cortex have been reported to differ in both their morphology and visual response properties,33,34 detailed analysis of, for example, basal dendrite asymmetries has revealed no relation to orientation or direction selectivity.11,15 Here, we found what is to our knowledge the first evidence for interdependence between cellular morphology and orientation tuning in the visual cortex: The apical tree was...
elongated along the L2/3 PC’s preferred orientation considering retinotopy. This could, in principle, allow biased synaptic input sampling from the cortical neighborhood in a way supporting orientation selectivity by biased sampling of visual space, as previously hypothesized. In addition, sharply orientation-tuned L2/3 PCs had a less complex apical dendritic tree compared with broadly tuned cells. A more complex apical dendrite could, in principle, allow denser sampling from nearby axons, permitting integration of a more diverse range of inputs and leading to broader somatic tuning. The basal dendritic tree did not show such relationships to orientation tuning as in cats and monkeys.

The observed differences between apical and basal dendrite in the context of orientation tuning might arise from different input sampling strategies and/or differential roles of these cellular compartments in the generation of the postsynaptic visual response properties. Apical dendrites of L2/3 PCs may receive inputs that display both lower (thalamic nuclei) and higher orientation selectivities (direction-selective retinal ganglion cells via LGN, cortico-cortical feedback) than the cell’s output itself. In contrast, basal dendrites receive primarily feedforward input from L4 and L2/3, both of which display similar orientation selectivity. Since it was shown that ablation of neither apical nor basal dendrites by microdissection strongly alters orientation tuning of L2/3 PCs, the difference in how apical and basal dendrite morphologies are related to orientation tuning might reflect the different ways of integrating their distinct inputs for arriving at similar overall orientation selectivity.
L2/3 connections are only about half as strong as L2/L2 connections. Even within the same cortical area, orientation-selective L2/3 PCs tend to be co-oriented and aligned in visual space, which activates neurons, we were not able to observe potential interneuron type specific effects. We did not find evidence for overall differences in the laminar organization of excitatory and inhibitory circuits in L2/3 PCs, differences might be present at the level of interneuron subtypes. PV and SST interneurons seem to contribute to orientation tuning in diverse ways, but their exact roles remain debated. Regarding excitation, it has been demonstrated that the relative horizontal organization of excitation and inhibition in the shape of an inverse Mexican hat profile might be responsible for sharpening orientation tuning in the visual cortex of species with a pinwheel-like organization of preferred orientations. Since we did not find differences in the horizontal profiles between orientation-tuned and orientation-untuned cells, our data did not support such function beyond the anatomical arrangement of presynaptic neurons. How intracortical excitatory and inhibitory circuits in L2/3 contribute to the generation of orientation tuning is still debated. Regarding excitation, it has been demonstrated that the receptive fields of excitatory neurons presynaptic to L2/3 PCs tend to be co-oriented and aligned in visual space to the axis of the postsynaptic L2/3 PC’s preferred orientation. In our study, we found that the spatial distributions of presynaptic excitatory cells showed a tendency toward elongation along the cortical axis of preferred orientation (data not shown). The absence of a more pronounced elongation could be due to the lack of precise one-to-one mapping between the arrangement of presynaptic neurons in cortical space and the arrangement of the corresponding receptive fields in visual space, as has been previously described.

We did not find evidence for overall differences in the laminar horizontal excitatory and inhibitory input organization for highly orientation-selective cells versus untuned cells. It has been proposed that the relative horizontal organization of excitation and inhibition in the shape of an inverse Mexican hat profile might be responsible for sharpening orientation tuning in the visual cortex of species with a pinwheel-like organization of preferred orientations. Since we did not find differences in the horizontal profiles between orientation-tuned and orientation-untuned cells, our data did not support such function for the inverse Mexican hat arrangement in mice. Although overall inhibition appears not distinctive for selective versus untuned L2/3 PCs, differences might be present at the level of interneuron subtypes. PV and SST interneurons seem to contribute to orientation selectivity in diverse ways, but their exact roles remain conflicting. Given that glutamate uncaging unselectively activates neurons, we were not able to observe potential interneuron type specific effects.
Relationship of intralaminar and interlaminar circuits to direction tuning of L2/3 PCs

The circuit mechanisms leading to the emergence of direction tuning in L2/3 PCs across animal species are still under debate. In ferret visual cortex, long-range intracortical inhibitory connections to L2/3 PCs have been shown to sharpen direction selectivity by suppressing responses to the null direction of motion. In mouse visual cortex, L2/3 PCs could directly inherit direction selectivity from direction-selective ganglion cells via the shell region of the dLGN or by sampling thalamocortical inputs with spatiotemporal offsets similar to L4 PCs. Finally, the spatial offset between excitatory and inhibitory presynaptic ensembles in the reference frame of visual space has been proposed to contribute to direction selectivity in L2/3 PCs.

In our study, we find that the distribution of presynaptic partners in cortical space was shifted opposite to the direction corresponding to the preferred direction of L2/3 PCs in visual space, both for excitation and inhibition. This is complementary to anatomical data obtained by monosynaptic rabies tracing, where the distribution of excitatory presynaptic cells was located opposite to each postsynaptic cell’s preferred direction. In contrast, for inhibitory input, the anatomical data show an offset along and not opposite to the preferred direction. The likely reasons for this apparent discrepancy are the difference in reference frames—cortical versus visual space—and differences between anatomical and functional connectivity as discussed above. Indeed, for the anatomical cell distributions in cortical space, offsets were not reported. Interestingly, we found that although both excitation and inhibition are spatially offset to the same side, inhibition is symmetric around its mean, in contrast to excitation that was asymmetric. This strongly resembles observations from previous studies in L4 of mouse V1. In their studies, Li et al. mapped the response amplitude of L4 PCs across their receptive field for both excitation and inhibition by in vivo patch-clamp recordings and systematically flashing a bar at different locations of the receptive field. Similar to our observation, Li et al. found that the distribution of input strength across the excitatory receptive field is spatially skewed toward the preferred direction of a cell, whereas the distribution in the inhibitory receptive field is more or less spatially symmetric.

Such spatial asymmetry in excitation translates into temporal asymmetries and can thereby contribute to direction selectivity: Excitation rises faster for movement in the preferred and slower in the null direction, such that inhibition, starting with a delay, less effectively suppresses the excitatory response to the preferred direction compared with the null direction. Thereby, the spatial asymmetry in excitation could support reaching the spike threshold for stimuli in the preferred direction in contrast to the null direction (Figure 5B).

Taken together, we find that both the dendritic architecture and the spatial organization of the cortical microcircuit of L2/3 PCs are related to characteristic properties of neurons in the visual cortex: Orientation tuning is linked to apical dendritic complexity and elongation. Direction tuning is related to offsets and asymmetries in the spatial distribution of excitatory and inhibitory presynaptic partners. Our findings strongly suggest that the biased sampling of visual space that gives rise to visual tuning properties of L2/3 PCs is supported by their biased sampling of the cortical neighborhood as a result of asymmetries both at the level of dendritic morphology and the spatial organization of the functional microcircuit.
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KEY RESOURCES TABLE

| REAGENT or RESOURCE | SOURCE | IDENTIFIER |
|---------------------|--------|------------|
| **Antibodies**      |        |            |
| Monoclonal IgG rat anti-Cltp2 | Abcam   | RRID: AB_2064130 |
| Rabbit anti-Calbindin D28k | Swant   | Cat# CB-38a |
| Polyclonal IgG goat anti-rat Cy3 | Jackson ImmunoResearch Labs | RRID: AB_2338244 |
| Polyclonal IgG goat anti-Rabbit-Alexa-488 | Thermo Fisher | Cat# A-11034 |
| **Bacterial and virus strains** |        |            |
| AAV2/1-Syn-FLEX-mRuby2-CSG-P2A-GCaMP6m-WPRE-SV40 | Addgene | Cat# 51473 |
| AAV2/1.CamKII0.4.Cre.SV40 | University of Pennsylvania Vector Core | Cat# AV-1-PV2396 |
| **Chemicals, peptides, and recombinant proteins** |        |            |
| MNI-caged-L-glutamate | Tocris | Cat# 1490 |
| **Experimental models: Organisms/strains** |        |            |
| C57BL/6 mouse line | Local colony | N/A |
| **Software and algorithms** |        |            |
| MATLAB, R2017/2018b | Mathworks | https://www.mathworks.com/products/matlab.html; RRID: SCR_001622 |
| PsychToolbox | Brainard et al. | http://psychtoolbox.org/download |
| ScanImage, v4.2 | Pologruto et al. | http://scanimage.vidriotechnologies.com/ |
| LabView | National Instruments | https://www.ni.com/en-gb/shop/labview.html |
| Ephys | Vidrio Technologies | https://scanimage.vidriotechnologies.com/pages/viewpage.action?pageId=361641 |
| ImageJ | Schindelin et al. | RRID: SCR_002285 |
| TREES toolbox | Cuntz et al. | https://github.com/cuntzlab/treestoolbox |
| Custom code | This paper | https://github.com/drguggiana/Weiler_Guggiana_2022 |
| circ_stats Toolbox | Behrens | https://github.com/circstat/circstat-matlab |
| **Other** |        |            |
| Explorer One 355-1 laser | Newport Spectra-Physics | https://www.spectra-physics.com/f/explorer-one-compact-laser |
| 3500 DPSS laser | DPSS laser | https://www.dpss-lasers.com/series-3500-uv-laser-system |
| Miner’s lamp with light source | BLS Biological Laboratory Equipment | cat. no. FHS/T01 |
| Emission filter for miner’s lamp 525–555 nm | BLS Biological Laboratory Equipment | cat. no. FS/ULS-02G |
| Emission filter for miner’s lamp 590–660 nm | BLS Biological Laboratory Equipment | cat. no. FS/TEF-4R2 |

RESOURCE AVAILABILITY

**Lead contact**

Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, Volker Scheuss (Volker.Scheuss@med.uni-muenchen.de).
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Materials availability
This study did not generate new unique reagents.

Data and code availability
Original data have been deposited to Mendeley Data at https://dx.doi.org/10.17632/p8n5m9h54g.1 and the code generated is available on Github at https://github.com/drguggiana/Weiler_Guggiana_2022.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Animals
All experimental procedures were carried out in compliance with institutional guidelines of the Max Planck Society and the local government (Regierung von Oberbayern). Experiments were performed on wild type C57bl/6 female mice (postnatal days P27-P70) housed under a 12 h light-dark cycle with food and water available ad libitum. Animals were usually group housed. After cranial window and head plate implantation animals were singly housed. All experiments were performed during the dark cycle of the animals.

METHOD DETAILS

Virus preparation and dilution
To co-express the genetically encoded calcium indicator GCaMP6m together with the structural marker mRuby2 in a sparse subset of L2/3 neurons the adeno-associated virus AAV2/1-Syn-FLEX-mRuby2-CSG-P2A-GCaMP6m-WPRE-SV40 (final titer: 1.4 x 10^13 GC per ml, Addgene plasmid # 51473, dilution with PBS) was mixed with AAV2/1.CamKII0.4.Cre.SV40 (final titer: 3 x 10^9–4.5 x 10^9 GC per ml, University of Pennsylvania Vector Core accession no. AV-1-PV2396). This yielded labeling of ~10–20% of excitatory cortical cells.

Solutions
Cortex buffer for in vivo surgeries and imaging contained 125 mM NaCl, 5 mM KCl, 10 mM glucose, 10 mM HEPES, 2 mM CaCl_2 and 2 mM MgSO_4. The buffer was sterilized and maintained at pH 7.4.

The cutting solution for in vitro experiments contained 85 mM NaCl, 75 mM sucrose, 2.5 KCl, 24 mM glucose, 1.25 mM NaH_2PO_4, 4 mM MgCl_2, 0.5 mM CaCl_2 and 24 mM NaHCO_3 (310-325 mOsm, bubbled with 95% (vol/vol) O_2, 5% (vol/vol) CO_2). Artificial cerebrospinal fluid (ACSF) contained 127 mM NaCl, 2.5 mM KCl, 26 mM NaHCO_3, 2 mM CaCl_2, 2 mM MgCl_2, 1.25 mM NaH_2PO_4 and 10 mM glucose (305-315 mOsm, bubbled with 95% (vol/vol) O_2, 5% (vol/vol) CO_2). Caesium-based internal solution contained 122 mM CsMeSO_4, 4 mM MgCl_2, 10 mM HEPES, 4 mM Na-ATP, 0.4 mM Na-GTP, 3 mM Na-L-ascorbate, 10 mM Na-phosphocreatine, 0.2 mM EGTA, 5 mM QX-314, and 0.03 mM Alexa 594 (pH 7.25, 295-300 mOsm). K-based internal solution contained 126 mM K-gluconate, 4 mM KCl, 10 mM HEPES, 4 mM Mg-ATP, 0.3 mM Na-GTP, 10 mM Na-phosphocreatine, 0.3-0.5% (wt/vol) Neurobiotin tracer and 0.03 mM Alexa 594 (pH 7.25, 295-300 mOsm).

Virus injection and chronic window preparation
The detailed procedure is described elsewhere. Briefly, surgeries were performed on 31 female C57bl/6 mice (postnatal days P27-P35) that were intraperitoneally (i.p.) anesthetized with a mixture of Fentanyl (0.05 mg kg^-1), Midazolam (5 mg kg^-1) and Medetomidine (0.5 mg kg^-1). Additional analgesic drugs applied were Carprofen (5 mg kg^-1, subcutaneous, s.c.) before surgery and Lidocaine (10%, topical to skin prior to incision). A section of skin over the right hemisphere starting from the dorsal scalp was removed and the underlying periosteum was carefully removed. A custom-machined aluminum head bar (oval shape, with an 8 mm opening and two screw notches) was carefully placed and angled over the binocular zone of the primary visual area. The precise location of the binocular zone was determined by intrinsic optical signal (IOS) imaging through the intact skull prior to the craniotomy in each animal (see section below). A circular craniotomy (4 mm diameter) centered over the binocular zone of the right primary visual cortex (bV1) was performed. The premixed virus was injected 200-500 μm below the pial surface at a single site in the binocular zone of V1 (50-100 nl/injection, ~ 10 nl/min ejected by pressure pulses at 0.2 Hz, using glass pipettes and a pressure micro injection system. Additionally, diluted fluorescent retrobeads (1:20 with cortex buffer, Lumafluor) were pressure injected (10-20 nl/injection, 5 nl/min) medial and lateral to the virus injection site at ~1500 μm from its center. The craniotomy was covered with a glass cover slip and was sealed flush with drops of histoacryl. The head bar and cover glass were then further stabilized by dental cement. After surgery, the animal was injected s.c. with saline (500 μl) and the anesthesia was antagonized by i.p. injection of Naloxone (1.2 mg kg^-1), Flumazenil (0.5 mg kg^-1) and Atipamezole (2.5 mg kg^-1). Carprofen (5 mg kg^-1, subcutaneous, s.c.) was administered the following two days. In vivo imaging was performed not earlier than 2 weeks after virus injection to allow for sufficient indicator expression.

Intrinsic optical signal imaging
For IOS imaging, the optical axis was orthogonal to the head bar. The brain surface was first illuminated with light of 530 nm to visualize the blood vessel pattern and subsequently with 735 nm for intrinsic imaging to localize bV1. Images were acquired using
Acute brain slice preparation and re-identification of cells

The detailed procedure is described elsewhere. Briefly, naive mice (P27-P70) and mice one day after in vivo imaging were deeply anesthetized with isoflurane in a sealed container (>100 mg/kg) and rapidly decapitated. Coronal sections of V1 (320 μm, Bregma -1.5 to -3) were cut in ice cold carbogenated cutting solution using a vibratome (VT1200S, Leica). Slices were incubated in cutting solution for 30 min. Imaging was performed between 130-400 μm below the pial surface. Excitation power was scaled exponentially (exponential length constant ~150 μm) with depth to compensate for light scattering in tissue with increasing imaging depth. The average power for imaging was <50 mW, measured after the objective. The optical axis was adjusted orthogonal to the cranial window. ScanImage 4.2 and custom written hardware drivers were used to control the microscope.

After functional characterization of L2/3 PCs, at least two high-resolution structural image stacks with different field of view sizes were acquired at λ=940 nm/1040 nm. These stacks covered a volume from the pial surface down to L5/L6 containing the functionally characterized L2/3 pyramidal cells of interest and usually consisted of 1) 450 sections (512 x 512 pixels) with a pixel size of 0.5 μm collected in z-steps of 1.4 μm (imaged volume of 256 x 256 x 630 μm3); 2) 350 sections (512 x 512 pixels) with a pixel size of 1.9 μm collected in z-steps of 2 μm (imaged volume of 972 x 972 x 700 μm3).

Experiments were performed under light anesthesia. Data acquisition started ~45 min after an i.p. injection of Fentanyl (0.035 mg kg−1), Midazolam (3.5 mg kg−1) and Medetomidine (0.35 mg kg−1). Additional doses of anesthetics (25% of induction level) were subcutaneously injected every 45–60 mins to maintain the level of anesthesia. Ophthalmic ointment was applied to protect the eyes. Mice were fixed under the microscope by screwing the metal head-plate to two posts. Stable thermal homeostasis was maintained by using a heated blanket throughout the imaging session. Eye and pupil positions were recorded with two cameras (DMK 22BU03, The Imaging Source Europe GmbH) throughout in vivo imaging.

Visual stimulation

Visual stimuli were generated using the MATLAB Psychophysics Toolbox extension and displayed on a gamma-corrected LCD monitor, http://psychtoolbox.org). The screen measured 24.9 x 44.3 cm, had a refresh rate of 60 Hz, and was positioned in portrait orientation 13 cm in front of the eyes of the mouse, providing a viewing angle of ~45° on each side from the center of the monitor. The monitor was adjusted in position (horizontal rotation and vertical tilt) for each mouse to align with the horizontal visual axis and cover the binocular visual field (~15° to 35° elevation and -25° to 25 azimuth relative to midline). The presented stimulus area was chosen to subtend binocular visual space. The rest of the screen was uniformly grey (50% contrast). An OpenGL shader was applied to all presented stimuli to correct for the increasing eccentricity on a flat screen relative to the spherical mouse visual space. Randomly alternating monocular stimulation of the eyes was achieved by motorized eye shutters and custom MATLAB scripts.

For all visual stimuli presented, the backlight of the LED screen was synchronized to the resonant scanner, switching on only during the bidirectional scan turnaround periods when imaging data were not recorded. The mean luminance with 16 kHz pulsed backlight was 0.01 cd/m2 for black and 4.1 cd/m2 for white. To measure visually evoked responses, the right or left eye was visually stimulated in random order using drifting black and white square wave gratings of eight directions with a temporal frequency of 3 cycles/s and a spatial frequency of 0.04 cycles/degree. The definition of drifting grating orientation and direction angles is given in Figures 2C and 4A. Stimulation duration for moving gratings was 5 s interleaved by 6 s of a full-field grey screen. Trials were repeated 4 times per eye and direction.

In vivo 2-photon imaging

L2/3 PCs co-expressing GCaMP6m and the bright structural marker mRuby2 (mRuby2-CSG-P2A-GCaMP6m) were imaged in vivo using a tunable pulsed femtosecond Ti:Sapphire laser (Newport Spectra-Physics) and a customized commercial 2-photon microscope (16x NA 0.8 water immersion objective; B-Scope I, Thorlabs). The laser was tuned to λ=940 nm to simultaneously excite GCaMP6m and mRuby2. After rejecting excitation laser light (FF01-720/25, Semrock), the emitted photons passed through a primary beam splitter (FF560 dichroic, Semrock) and band pass filters (FF02-525/50 and FF01-607/70, Semrock) onto GaAsP photomultiplier tubes (H7422P-40, Hamamatsu) to separate green and red fluorescence.

Multiple imaging planes were acquired by rapidly moving the objective in the z-axis using a high-load piezo z-scanner (P-726, Physik Instrumente). The image volume for functional cellular imaging was 250 x 250 x 100 μm3 with 4 inclined image planes, each separated by 25 μm in depth. Imaging frames of 512 x 512 pixels (pixel size 0.5 μm) were acquired at 30 Hz by bidirectional scanning of an 8 kHz resonant scanner while beam turnarounds were blanked with an electro-optic modulator (Pockels cell). Imaging was performed between 130–400 μm below the pial surface. Excitation power was scaled exponentially (exponential length constant ~150 μm) with depth to compensate for light scattering in tissue with increasing imaging depth. The average power for imaging was <50 mW, measured after the objective. The optical axis was adjusted orthogonal to the cranial window. ScanImage 4.2 and custom written hardware drivers were used to control the microscope.

After functional characterization of L2/3 PCs, at least two high-resolution structural image stacks with different field of view sizes were acquired at λ=940 nm/1040 nm. These stacks covered a volume from the pial surface down to L5/L6 containing the functionally characterized L2/3 pyramidal cells of interest and usually consisted of 1) 450 sections (512 x 512 pixels) with a pixel size of 0.5 μm collected in z-steps of 1.4 μm (imaged volume of 256 x 256 x 630 μm3); 2) 350 sections (512 x 512 pixels) with a pixel size of 1.9 μm collected in z-steps of 2 μm (imaged volume of 972 x 972 x 700 μm3).

Experiments were performed under light anesthesia. Data acquisition started ~45 min after an i.p. injection of Fentanyl (0.035 mg kg−1), Midazolam (3.5 mg kg−1) and Medetomidine (0.35 mg kg−1). Additional doses of anesthetics (25% of induction level) were subcutaneously injected every 45–60 mins to maintain the level of anesthesia. Ophthalmic ointment was applied to protect the eyes. Mice were fixed under the microscope by screwing the metal head-plate to two posts. Stable thermal homeostasis was maintained by using a heated blanket throughout the imaging session. Eye and pupil positions were recorded with two cameras (DMK 22BU03, The Imaging Source Europe GmbH) throughout in vivo imaging.

Visual stimulation

Visual stimuli were generated using the MATLAB Psychophysics Toolbox extension and displayed on a gamma-corrected LCD monitor, http://psychtoolbox.org). The screen measured 24.9 x 44.3 cm, had a refresh rate of 60 Hz, and was positioned in portrait orientation 13 cm in front of the eyes of the mouse, providing a viewing angle of ~45° on each side from the center of the monitor. The monitor was adjusted in position (horizontal rotation and vertical tilt) for each mouse to align with the horizontal visual axis and cover the binocular visual field (~15° to 35° elevation and -25° to 25 azimuth relative to midline). The presented stimulus area was chosen to subtend binocular visual space. The rest of the screen was uniformly grey (50% contrast). An OpenGL shader was applied to all presented stimuli to correct for the increasing eccentricity on a flat screen relative to the spherical mouse visual space. Randomly alternating monocular stimulation of the eyes was achieved by motorized eye shutters and custom MATLAB scripts.

For all visual stimuli presented, the backlight of the LED screen was synchronized to the resonant scanner, switching on only during the bidirectional scan turnaround periods when imaging data were not recorded. The mean luminance with 16 kHz pulsed backlight was 0.01 cd/m2 for black and 4.1 cd/m2 for white. To measure visually evoked responses, the right or left eye was visually stimulated in random order using drifting black and white square wave gratings of eight directions with a temporal frequency of 3 cycles/s and a spatial frequency of 0.04 cycles/degree. The definition of drifting grating orientation and direction angles is given in Figures 2C and 4A. Stimulation duration for moving gratings was 5 s interleaved by 6 s of a full-field grey screen. Trials were repeated 4 times per eye and direction.
(A-scope, Thorlabs) while keeping track of the rostro-caudal orientation of the slice. The fluorescence bead deposits in the brain slice were used to locate the area of interest. Following this, a high-resolution image stack was acquired from the slice surface to the bottom using a 16x objective and a wavelength of 1040 nm to excite mRuby2. ScanImage 4.2 and custom written hardware drivers were used to operate the in vitro 2-photon microscope. The in vitro stack consisted of 200-320 sections (512 x 512 pixels; 0.5 - 2 µm pixel size) recorded in z steps of 1-2 µm. As a next step, the relative positions of cells and morphological details such as blood vessel patterns were compared between the side view of the in vivo stack and the face view of the in vitro stack. Z-projections of sections of the in vivo side view and in vitro stacks were created in ImageJ[1] and used to compare and match cell patterns in z-projections by eye. The reidentified cells were recorded in the slice at random with respect to their in vivo response properties. The reidentified cells were 41-110 µm below the slice surface (average: 66.61 ± 2.07 µm, n = 70 cells). Deeper cells were not accessible for electrophysiological input mapping.

**Laser Scanning Photostimulation (LSPS)**

For uncaging experiments, coronal brain slices were visualized using infrared Dodt gradient contrast (DGC) with a low magnification UV transmissive objective (4x objective lens). Images were acquired by a high-resolution digital CCD camera. The MINI-caged-L-glutamate concentration was 0.2 mM. The bath solution was replaced after 3 h of recording, and bath evaporation was counterbalanced by adding constantly a small amount of distilled H2O to the solution reservoir using a perfusor. 2-photon guided targeted patching was performed on cells that were matched in vivo and in vitro. Borosilicate glass patch pipettes (resistance of 4-5 MΩ) were filled with a Cs-based internal solution for measuring excitatory and inhibitory postsynaptic currents (EPSC: voltage clamp at -70 mV, IPSC: voltage clamp at 0-5 mV). Once stable whole-cell recordings were obtained (access resistance < 30 MΩ) the microscope objective was switched from 60x to 4x for circuit mapping. Mapping experiments were controlled with Ephus software.[62] The slice was positioned within the CCD camera’s field of view and a stimulus grid (16 x 16 with 69 µm spacing) was aligned to the pial surface. Multiple maps were recorded with grid locations stimulated in a pseudo-random fashion (1 ms pulses, 10-15 mV in the specimen plane, 1s interstimulus interval, 2-3 repetitions each with different mapping sequence) for both excitatory and inhibitory inputs. The UV laser for glutamate uncaging was an Explorer One 355-1 (Newport Spectra-Physics). The duration and intensity of laser pulses were controlled using the built-in software L-Win (Newport Spectra-Physics), a mechanical shutter as well as neutral density filters. The laser beam was scanned using voltage-controlled mirror galvanometers. An UV-sensitive photodiode measured the power of the UV laser beam. A dichroic mirror reflected the UV beam into the optical axis of the microscope while transmitting visible light for capturing bright-field images by the CCD camera. The beam passed a tube/scan lens pair in order to underfill the back aperture of the 4x mapping objective resulting in a pencil-shaped beam.

Data were acquired with a Multiclamp 700 B amplifier (Axon instruments). Voltage clamp recordings were filtered at 4-8 kHz and digitized at 10 kHz. Data Analysis was performed using custom-written software in MATLAB.

The spatial resolution of photostimulation was estimated by recording excitation profiles.[63] Excitation profiles describe the spatial resolution of uncaging sites that generate action potentials in stimulated neurons. For this, excitatory as well as inhibitory cells in different layers of bV1 were recorded either in whole-cell or cell-attached configuration using a K-based internal solution in current-clamp mode. Mapping was performed as described above only that the stimulus grid was 8x8 or 8x16 with 50 or 69 µm spacing.

**Image acquisition for morphological imaging**

The patch pipette was carefully retracted from the cell after successful recording and filling with Alexa-594. A detailed structural 2-photon image stack of the dendritic morphology of the entire cell was acquired with excitation light of λ=810 nm using ScanImage 4.2.[64] The structural image stacks typically consisted of 250 sections (1024 x 1024 pixels; 0.3-0.8 µm per pixel) collected in z steps of 1-2 µm. A second identical image stack was acquired at λ=940/1040 nm to visualize mRuby2. An overlay of the acquired stacks (in ImageJ) was then used to verify that the in vivo functionally characterized cell of interest was successfully re-identified, recorded, and filled with Alexa 594. The successfully reconstructed cells were 45-110 µm below the slice surface (average: 68.53 ± 3.08 µm, n=36 cells).

**Immunohistochemistry**

For cortical layer analysis, animals were perfused transcardially with saline with an addition of Heparin (5mg/l)/Lidocain (2.8 mg/l) followed by 4% paraformaldehyde (PFA, wt/vol).Brains were dissected, post-fixed in 4% PFA for 24–72h, and placed in 30% sucrose (vol/vol) for 24–48 h. Brains were then cut on a freezing microtome to 50 µm sections and collected in PBS. After cutting, brain slices were washed in PBS and incubated in Na-Citrate buffer at 95°C following the Heat-Induced Epitope retrieval (HER) protocol (https://www.abcam.com/protocols/hc-antigen-retrieval-protocol). Following this, slices were incubated in 10% NGS / 1% Triton X-100 in PBS overnight at 4°C. Slices were then incubated in rat anti-Ctip2 (Abcam ab18465, 1:200) and rabbit anti-Calbindin D28k (CB-38a, Swant, 1:2500) in 5% NGS first for 4 h at room temperature and then 20 h at 4°C. All sections were washed 3 x 10 min in PBS and incubated in goat anti-rat Cy3 (112-165-044, Jackson Immuno Research, 1:200) and Goat Anti-Rabbit Alexa Fluor 488 (A-11034, Thermo Fisher, 1:200) in 5% NGS for 3 h at room temperature. All sections were then washed 3 x 10 min in PBS followed by DAPI staining (Cat. No. D3571, ThermoFisher 1:1000) in PBS for 10 min, and then washed 3 x 10 min in PBS and aqua dest before...
mounting onto Superfrost slides and coverslipping with FluorSave Reagent (Cat. No. 345789, Merck-Calbiochem). The sections were imaged at 10x using an AxioImager microscope (Zeiss).

**In vivo imaging analysis**

Custom-written MATLAB code was used for image and data analysis.

For intrinsic optical signal imaging analysis, the acquired images were high-pass filtered and clipped (1.5%) to calculate blank-corrected image averages for each condition. Additionally, a threshold criterion (image background mean + 4 x standard deviation) was set to determine the responsive region within the averaged image. The mean background value of the non-responsive region was subtracted from each pixel and all pixel values within the responsive area were summed to obtain an integrated measure of response strength.

In the case of 2-photon calcium imaging, the use of GCaMP6m in combination with mRuby2 gave the possibility to perform ratio-metric imaging. Image sequences were full-frame corrected for tangential drift and small movements caused by heart beat and breathing. An average of 160 image frames acquired without laser excitation was subtracted from all frames of the individual recording to correct for PMT dark current as well as residual light from the stimulus screen. Cell body detection was based on the average morphological image derived from the structural channel (mRuby2) for each recording session. ROIs (region of interest) were drawn manually, annotated and re-identified in subsequent imaging sessions. The fluorescence time course was calculated by averaging all pixel values within the ROI on both background-corrected channels, followed by low-pass filtering (0.8 Hz cut-off) and by subtraction of the time-variable component of the neuropil signal (pixel average within a band of 15 μm width, 2 μm away from the ROI circumference, excluding overlap with other selected cells and neuropil bands, neuropil factor r of 0.7). The green and red fluorescence signals were estimated as:

\[
F_{\text{green cell}}(t) = F_{\text{green cell, measured}}(t) - r \times F_{\text{green neuropil}}(t) + r \times \text{median}(F_{\text{green neuropil}}(t))
\]

\[
F_{\text{red cell}}(t) = F_{\text{red cell, measured}}(t) - r \times F_{\text{red neuropil}}(t) + r \times \text{median}(F_{\text{red neuropil}}(t))
\]

The ratio R(t) was then calculated as:

\[
R(t) = \frac{F_{\text{green cell}}(t)}{F_{\text{red cell}}(t)}
\]

Slow timescale changes were removed by subtracting the 8th percentile of a moving 14 s temporal window from R(t). \(\Delta R/R_0\) was calculated as:

\[
\frac{\Delta R}{R_0} = \frac{R - R_0}{R_0}
\]

where single-trial \(R_{0,\text{trial}}\) was measured over a 1 s period preceding visual stimulation. The median of all \(R_{0,\text{trial}}\) values was taken as aggregate \(R_0\) and used for \(\Delta R/R_0\) calculations. Visual responses were extracted as mean fluorescence ratio change over the full stimulus interval (\(\Delta R/R_{\text{stim}}\)), either from individual trials or the trial-averaged mean response.

To determine visual responsiveness, a one-way ANOVA was performed over all single-trial \(\Delta R/R_{\text{stim}}\) and ‘blank’ \(\Delta R/R_{0,\text{trial}}\) values per orientation and both eyes in the case of monocular stimulation, or only a single condition in the case of binocular stimulation. Neurons with p values < 0.05 were identified as visually responsive.

OD was determined by the OD index (ODI) for each individual cell:

\[
\text{ODI} = \frac{\frac{\text{contrapref} - \text{ipsipref}}{\text{contrapref} + \text{ipsipref}}}{\text{ipsipref} + \text{ipsipref}}
\]

Where an ODI value of 1 or -1 indicates exclusive contra- and ipsilateral dominance, respectively.

Global orientation selectivity index (gOSI) was computed as 1 - circular Variance (circ. Var.):

\[
g\text{OSI} = 1 - \text{circ. var.} = \frac{\sum R(\theta_k)\text{e}^{2i\theta_k}}{\sum R(\theta_k)}
\]

and global direction selectivity index (gDSI) was computed as:

\[
g\text{DSI} = 1 - \text{dir. circ. var.} = \frac{\sum R(\theta_k)\text{e}^{i\theta_k}}{\sum R(\theta_k)}
\]

\(R(\theta_k)\) is here the mean response to the direction angle \(\theta_k\). Perfect orientation and direction selectivity is indicated with gOSI and gDSI of 1, whereas a gOSI and gDSI value of 0 indicates no orientation or direction selectivity, respectively. The preferred orientation and direction as well as tuning width were calculated by fitting a double-Gaussian tuning curve to the responses as previously described. The tuning width was extracted as the sigma of the fitted curve. The goodness-of-fit was assessed by calculating R² and only cells with R² > 0.3 were included in the analysis.
For the comparison between cells with aligned and nonaligned direction preference (Figure 4), cells with direction preference within sectors of 80° around the directions of 106° (106°–24° to 106°+56°) and 286° (286°–56° to 286°+24°; aligned) and of 53° 53°–56° to 53°+24°) and 233° (233°–24° to 233°+56°; nonaligned) were combined. The neuron’s assignment to the respective sector was based on the preferred direction of the dominant eye (|ODI|>0.25). For cells with |ODI| ≤ 0.25, we only included neurons for which both eye-specific preferred directions fell into the same orientation sector.

**Input map analysis**

The spatial resolution of LSPS by UV glutamate uncaging was calculated based on the size of the excitation profiles as the mean weighted distance from the soma (dsoma) of AP generating sites using the following equation:

\[ R = \frac{\sum \text{APs} \times dsoma}{\sum \text{APs}} \]

LSPS by UV glutamate uncaging induces two types of responses:

1. Direct glutamate uncaging responses originating from activation of glutamate receptors of the recorded neuron by the uncaged glutamate itself.
2. Synaptic responses originating from activation of glutamate receptors on the recorded neuron by glutamate released from stimulated presynaptic neurons. Responses to the LSPS stimulation protocol (both for EPSCs and IPSCs) were quantified in the 150 ms window following the uncaging light-pulse, since this is the time window where evoked activity is normally observed. Considering the diversity of responses encountered in these experiments, a heuristic analysis scheme was devised to address the main observed cases:

1) Inactive traces were excluded by only considering those responses with a deflection higher than 2 S.D. over the baseline at any point. Additionally, traces that only had a significant response in one repetition were also excluded.
2) Then, purely synaptic responses, i.e., those that correspond only to activation of the presynaptic neuron via uncaged glutamate were selected by taking the traces that passed the 2 S.D. threshold only after a 7 ms window from the offset of stimulation.
3) For responses that did not pass the previous criterion, inspection by eye indicated that several of them presented all the identifiable features of purely synaptic responses but seemed to cross the threshold slightly earlier than 7 ms. An additional set of experiments performed on a subset of cells, where maps were measured before and after application of TTX (and hence before and after only direct responses were present) were performed to characterize these intermediate cases (~5% of the total number of traces). These experiments showed that by using a secondary window of 3.5 ms, the average contribution of a direct response to the overall response in these intermediate traces is ~20% (data not shown). Therefore, this secondary window was used to include a second set of traces into the synaptic response pool.
4) Finally, those traces that did not pass the secondary window were then blanked, and a 4-dimensional interpolation method (MATLAB function “griddatan”) was used to infer their temporal profiles based on their 8 neighboring pixel activities in space and time. In the TTX experiments (data not shown) every position with a response was observed to have a synaptic component, but the summation of this synaptic component and the overlapping direct component is non-linear. Therefore, this interpolation method was used to extract the synaptic component partially masked in the raw traces by the direct response. The approach relies on the observation that the synaptic responses of neighboring positions are similar across time, therefore indicating that information on the synaptic responses masked by direct responses is contained in the responses surrounding them. These interpolated responses were then incorporated into the maps as synaptic responses. For excitatory input maps, the first two stimulation rows were excluded since L1 contains no excitatory neurons. In some cases, apparent excitatory input from L1 originated from cells in L2/3-L5 having apical tuft dendrites in L1, which fired action potentials when their tufts were stimulated in L1 (see Figure S5).

To calculate the layer specific weighted centroid for each map, the weighted centroid was calculated according to the following formula:

\[ (\text{Centroid } x, \text{ Centroid } y) = \left( \frac{\sum x \times w}{\sum w}, \frac{\sum y \times w}{\sum w} \right) \]

Here x and y are the horizontal and vertical coordinates of every pixel assigned to the respective layer of interest (2/3, 4 or 5), and w is the input value associated with that position.

To calculate the slope of the spatial input distribution profiles, we first peak-normalized the input maps and computed the input fractions per column of the stimulation grid the respective layer of interest (2/3, 4 or 5). Then we used these fractional horizontal input profiles to calculate the slope between the 10 and 90 percentiles on the left and right side.

**Morphological reconstruction and analysis**

The reconstruction of dendritic cell morphology was performed manually using the Simple Neurite Tracer of ImageJ. Reconstructions were quantitatively analyzed in MATLAB and with the open-source TREES toolbox. The radial distance was measured as the Euclidean distance from the soma to each segment terminal. The total length was measured as the sum of all internode sections’ length of the neurite. For Sholl analysis, the number of intersections between dendrites and concentric spheres.
centered on the soma was determined at increasing distances from soma (20 μm increments). The distance to peak branching was measured as the distance of maximal dendritic branching from the soma. The width/height ratio was measured as the overall maximum horizontal extent divided by the overall maximum vertical extent.

**Estimation of the representation of stimulus orientation and direction in cortical space**

The retinotopic maps from 60 C57bl6 adult mice were downloaded from the Allen Brain Institute, as described in Waters et al.30 These maps contain the elevation and azimuth as mapped across visual cortex using drifting bars in multiple directions (for details, refer to Waters et al.30). For each map, a 500x500 μm virtual section was positioned in the canonical position of the slices in this study (Figure S3A). The respective elevation and azimuth values were then obtained for all four edges of the slice (Figure S3B, left). These values were averaged and subsequently used to define the changes in elevation and azimuth of a stimulus corresponding to the medio-lateral axis, and likewise for a stimulus spanning the antero-posterior axis of the virtual section. The following equation was utilized for the mapping:

\[
x = \tan(\theta)D \quad \text{and} \quad y = \tan(\varphi)D
\]

Where θ and φ are the average azimuth and elevation angles obtained from the retinotopic maps, at either the medial, lateral, anterior or posterior edge of the slice, D is the distance to the screen (10 cm as described in Waters et al.30) and x and y are the corresponding visual space coordinates (Figure S3B, right). These coordinates were then converted into stimulus angles in visual space using the following equation:

\[
\psi = \arctan\left(\frac{y_2 - y_1}{x_2 - x_1}\right)
\]

Where x_i and y_i are the horizontal and vertical visual space coordinates corresponding to either the M-L or A-P cortical locations, obtained from the elevation and azimuth maps (equation above), and ψ is the angle subtended by a line spanning the corresponding M-L or A-P edges of the slice in visual space. The angle values were finally rotated 90 degrees counterclockwise to convert them from the left hemisphere (where the maps were recorded) into the right (used in this study), and 0 was set towards the left of the screen, to match our stimulus display. This resulted in distributions of angles in visual space corresponding to the M-L and A-P axes of the coronal slices in our study from independent data in 60 animals (Figures S3C and S3D).

To simulate potential variation in slicing angle, the elevation and azimuth values were obtained for virtual slices artificially rotated by -10, -5, 5 and 10 degrees, followed by the same calculations described above. We found that slicing angle imprecisions within ±10° causes virtually no more variation (Figures S3E and S3F) than that arising from inter animal variability (Figures S3C and S3D).

**Tuning curve sampling analysis**

To account for the use of only eight sampling directions in the determination of tuning curves in this study, data from a different study with higher direction sampling coverage were taken. In particular, in Stringer et al.,67 the authors record calcium transients from mouse L2/3 V1 cells while the animal is presented with 64 repetitions of gratings moving in 32 different directions. From this dataset, 300 cells were taken as the starting point for the analysis. The activity of the cells was averaged across trials, and the resulting tuning curves were fit with the algorithm described in Carandini and Ferster.66 From the 300 cells, 130 passed the threshold of fit R2 (>0.3) used above. The resulting tuning curves were then undersampled by a factor of 4, using all four possible combinations of evenly spaced eight directions (Figure S4A). The tuning width of the reduced tuning curves was subtracted from the original tuning curve, and averages were calculated for each cell. This generated a distribution of delta tuning widths with a median of 10.96° (Figure S4B), which supports that we can resolve the tuning width to the degree shown in Figure 2G.

**QUANTIFICATION AND STATISTICAL ANALYSIS**

Data are reported as mean ± standard error of the mean (SEM). Correlation coefficients were calculated as Pearson’s correlation coefficient. The Circular Statistics Toolbox developed by Philipp Berens was utilized for circular correlation calculation (https://www.mathworks.com/matlabcentral/fileexchange/10676-circular-statistics-toolbox-directional-statistics). Before comparison of data, individual data sets were checked for normality using the Kolmogorov-Smirnov Goodness-of-Fit test. None of the data sets considered in this study was found to be normally distributed. Therefore, paired or unpaired nonparametric statistics (Wilcoxon rank-sum test or signed-rank) were used for comparison. Two-tailed tests were used unless otherwise stated. Asterisks indicate significance values as follows: *p < 0.05, **p < 0.01, ***p < 0.001.