Article

Evaluation of Primary User Power Impact for Joint Optimization of Energy Efficiency in Cognitive Radio Networks

Tian Yang 1,*, Moez Esseghir 1, Lyes Khoukhi 1 and Su Pan 2

1 Institute Charles Delaunay, University of Technology of Troyes, 10300 Troyes, France; moez.esseghir@utt.fr (M.E.); lyes.khoukhi@utt.fr (L.K.)
2 School of Telecommunication and Information Engineering, Nanjing University of Posts and Telecommunications, Nanjing 210046, China; supan@njupt.edu.cn
* Correspondence: yangtian19900925@gmail.com; Tel.: +33-783-569-518

Abstract: Energy efficiency (EE) is of great concern in cognitive radio networks since the throughput and energy consumption of secondary users (SUs) vary with the sensing time. However, the conditions of the detection probability and false alarm probability should be respected to better protect primary users (PUs) and to improve the sensing performance of SUs. Additionally, the PUs’ minimum averaged power provision should also be regarded as a key problem of interactive linking to SUs. Therefore, an integrated design between the PU and SUs is desired for the coordination of the whole cognitive radio system, especially regarding the satisfaction of EE and performance metrics. This study formulates sensing constraints in a unified way and calculates the minimum SNR of SUs, based on which the essential PU power provision is computed. Furthermore, EE is proved as a decreasing function with the PU’s active ratio, where the maximum EE is obtained corresponding to the minimum QoS requirements of the sensing process. Hence, a bisection-based method is proposed to maximize EE, which is considered as a concave function of SUs’ sensing time and has only one unique optimum. EE’s optimization was analyzed under different fusion rules for diverse SNR conditions. The optimum was also studied with sensing performance targets for various cases of PU power provision.
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1. Introduction

The rapid increase in the diversity of communication applications and services has brought great challenges for efficient spectrum exploitation. As the core technique of cognitive radio, spectrum sensing is proposed to improve the spectrum efficiency using spectrum band sharing. In a cognitive radio network, secondary users (SUs) periodically detect the presence of a primary user (PU) and transmit data during the spectrum hole of the PU. The sensing technique, however, requires high detection performance [1–3] and good coordination between the PU and SUs [3,4]. Besides, the energy efficiency (EE) of cognitive radio networks (CRNs) has attracted a great deal of research attention recently, especially in the context of the tradeoff of sensing and the transmission time ratio [5–16]. Since the PU and SUs share the same spectrum band, the analysis of their transmission powers becomes a critical issue in CRNs. The transmission powers of the PU and SUs have a significant influence not only on EE but also on the sensing performance. In addition, EE and sensing performance are also interconnected, and the sensing metrics and thresholds must be strictly respected while designing the CRN system with the aim of achieving a higher EE. Regarding this complex optimization problem, more detailed analyses of a PU’s transmission power and its influences on SUs’ sensing and transmission phases are presented in Section 1 by referring to some recently proposed methods [17–35]. Table 1 lists some common abbreviations that are used in this paper.
Although these studies have made contributions to the active/sleep symptoms of a PU, to the best of our knowledge, only a few studies have investigated the activities of a PU aiming at the maximization of the global EE (i.e., for both the PU and SUs) in CRNs, not to mention modeling PU’s transmission power as EE constraints on the provision sensing performance of SUs. In addition, the probability of reawakening PU traffic is not the only aspect of the activities of a PU that should be considered in the performance metrics and throughput of CRNs. More importantly, the distribution of a PU’s idle/active states contributes to very different sensing results.

Figure 1 presents an example of the sensing process under different conditions of PU presence probabilities. In this figure, the blue blocks of the PU denote the presence of the PU, while white blocks denote its absences; for SUs, the blue and white blocks denote the related sensing results of “0” and “1”, respectively. When there is a sparse presence, as in PU1, the spectrum band is more available, which makes the transmission of SUs easier to access. Otherwise, when the PU presents frequently as PU2, the received SNR at SUs’ side becomes easier to detect. Therefore, the false alarm probability (i.e., the letter “F” in Figure 1) can be better controlled than in the sparse presence case under the same target detection probability condition. Although the access of transmission (i.e., the letter “T” in Figure 1) is limited, the spectrum sensing is more efficient; thus, the EE is also improved. These two situations should be considered in parallel, and the activities of the PU should be adapted to an optimum where sensing performance and opportunistic access are both guaranteed.

In this context, the PU’s activity is designed towards an interactive behavior of SU access. On the one hand, given a fixed probability of PU’s presence, SUs are able to optimize EE by finding their most suitable sensing ratio. On the other hand, the PU’s activity has critical impacts on EE. In our study, the overall EE of both the PU and SUs is studied, and the relation between EE and the PU’s presence is especially analyzed. We prove that a maximized EE is subject to a sparse presence of a PU, similar to the PU1 case in Figure 1, where the assumption of free access is admitted as a principal impact, rather than the advantage of the false alarm probabilities of PU2. Nevertheless, the design of the PU is subject to certain constraints in order to obtain sufficient sensing performance at all times. According to these key challenges, a PU-related EE optimization model is proposed.

We assume a scenario in which several PUs with different QoS (i.e., quality of service) requirements are present in an alternate way with different sleep/reactivate ratios. Since the spectrum band is shared among the PU and SUs, the reuse of the spectrum is strongly related to the PU’s presence characteristics, which determine whether sufficient networks resources are left for other SUs in the same CR network. The SUs’ QoS and EE targets
both require SU s to make the most of their opportunistic accesses and to avoid occupying the band when PUs are present. In our study, the multidimensional relation between PU presence, SU performance metrics, and EE are jointly analyzed and demonstrated mathematically, based on which we apply the optimization methods to achieve the appropriate range of PU presence ratios where SUs can achieve opportunistic access without interfering with each other. This method is aimed at optimizing the EE of a target CR network without losing detection accuracy.

Figure 1. Impacts of different PU activities on sensing results.

The main contributions of this study are as follows:

1. It analyzes the required lower boundary of PU presence probability to achieve adequate sensing performance by solving a quadratic equation at the minimum condition of SNR received at the SUs;

2. It formulates the EE as a constrained three-dimensional optimization problem and adopts the bisection search algorithm to find the optimized solutions at the lower bound of the PU’s periodical presence ratio range, defined by the PU’s reactivation ratio.

The rest of this study is organized as follows. In Section 2, the recent contributions in this domain are presented. In Section 3, the system model of PU–SU spectrum sensing is analyzed by investigating multiple situations. Section 4 provides detailed proofs to testify the feasibility of achieving an optimized solution of EE under boundary conditions, based on which we present our bisection search algorithm. Finally, simulation results are presented in Section 5, and Section 6 presents our conclusion.

2. Literature Analysis

In the literature, recent works have mainly proposed new spectrum sensing techniques or models and optimized the EE or the sensing performances adaptively. O. H. Toma et al. [17] proposed a comprehensive spectrum sensing model in which a PU’s channel statistics under imperfect spectrum sensing are notably analyzed and compared with original statistics. By defining closed-form expressions based on realistic spectrum scenarios, the authors proposed a set of estimators to approximate the PU’s activity statistics in the presence of sensing errors. However, although the study provided considerable statistical analysis to overcome the degradation of performance during the sensing period, it mainly focused on sensing performance metrics and channel state changes, and the transmission power was not discussed in detail, not to mention the EE. The authors of [18] provided a CoMAC-based spectrum sensing approach and proposed to solve the non-convex EE optimization problem by minimizing the average energy consumption. The sensing thresholds and
the golden decision threshold were jointly analyzed in order to define the boundary conditions of sensing performances. More importantly, the authors pointed out that the sensing time optimization is the key issue for improving the sensing performance. They also mentioned that the SUs’ detection accuracy is subject to the average sustainable transmission power of the PU. In [19], B. Soni et al. adopted a long short-term memory (LSTM)-based spectrum sensing model: a deep learning-based method to extract explicit features by constructing and training the spectrum dataset. Besides, the authors analyzed the PU statistics including active/sleep period duration and duty cycle, based on which the overall sensing performance is further improved.

Several works have contributed to EE formulations in CRN systems. Some classic works [3,4] proposed the allocation of a suitable sensing time for SUs to achieve the optimization of the EE function, whereas other recent studies [18,20] defined EE as throughput per unit of energy consumption (i.e., unity: bit/Hz/Joule). Then, they took the number of SUs into consideration [18] and adapted either the optimal rule threshold of fusion or the optimal energy detector threshold [20] to further improve the performances. The authors of [1,6] studied the sensing–EE tradeoff. The sensing and transmission durations were adjusted to the balanced conditions while ensuring the PU’s detection probability at the same time. These studies aimed to reduce the interference risks between a PU and SUs and to avoid greedy accesses by SUs. The authors of [7] aimed to proportionally deduct the penalty of miss detection and the SUs’ energy cost from the positive throughput gain in order to form a reasonable weighted utility function. Afterwards, they optimized this utility function and found the equilibrium by performing cooperative spectrum sensing. However, the authors did not clarify how to select the weights for the three parts of the unity function, and the definition of utility was purely empirical where persuasive mathematical demonstrations were still lacking. In a recent study [14], O. I. Khalaf et al. employed the look-up table with rapidly updated access as a sensing database for SUs to work in a cooperative way, where the reporting time can be shortened in comparison with traditional techniques. Moreover, the authors proposed a fuzzy selection scheme to switch SUs’ harvested energy states between their main power source and residential energy, depending on the total energy cost during their sensing and transmission periods. Furthermore, the partial derivatives of EE to transmission power and to sensing time were both calculated mathematically, and the corresponding optimal solutions were analyzed. This study also mentioned the PU transmission power constraints and the influence on SE (i.e., spectrum efficiency) and EE. Nevertheless, the main contribution of the study is the look-up table under the energy-harvesting concept; both of these two novelties are related to SUs. The authors only considered the SNR from the PU’s side, instead of defining EE and its boundary conditions according to the PU’s activity statistics and its transmission power. In our study, we reinforce the study of the relation between the PU’s activity and optimization of EE.

A large number of studies have studied the impact of the PU’s and SUs’ transmission power on the optimization of EE. As we know, EE in the CRN system is basically defined as the throughput per unit energy consumption (i.e., on both the PU and SUs), and the transmission power refers to the energy consumption per unit time. The authors of [3] proved that EE is a concave function with respect to the transmission power, that an optimum always exists on the power axis, and that the optimum can be obtained by an iterative bisection search. Other contributions applied a golden section method to select an optimal sensing time ratio [21,22] and also to jointly determine the optimal transmission power allocation [21]. In addition, the authors of [1,23] investigated the PU’s activities, especially towards the probability of the reactivation of the PU during SUs’ transmission period, which might bring about additional collision risks between PU and SUs. A PU’s frequent reactivation should be noticed in practice, as the system throughput and EE might be directly influenced by this issue. More precisely, as the PU signal is usually modeled as a circularly symmetric complex Gaussian (CSCG) signal and the PU’s active/sleep durations are considered as independent and identically distributed random variables [24],
the range of the PU’s reawake probability should be approximated in advance by statistical analysis [17] to prevent the network performance and QoS from being degraded. Other existing studies (e.g., [25,26]) have focused on the dynamic optimization of the energy detector threshold to make appropriate decisions regarding the PU’s signal and to lower the overall sensing error rate.

In addition, PU protection and SNR provisioning were recently studied in [2,3,17,27–29] by setting a lower bound for the detection probability to ensure the sensing accuracy. Other objective functions such as throughput, EE, SE, etc., are analyzed under the sensing performance constraints. Y. Wang et al. [30] presented opportunistic access schemes to protect a PU during the SUs’ transmission phase without degrading the SUs’ QoS. The authors of a recent article [31] calculated the peak transmission power of SUs and secondary relays given a PU’s interference threshold; they also considered the power allocation strategies according to the secrecy outage constraints. However, this study did not formulate EE or throughput with these constraints. The coordination between the PU and SUs with the detection accuracy targets remains the major concern of CRNs and deserves to be analyzed with the power constraints, instead of only considering the secrecy outage probability as the performance metrics. W. Zhang et al. [32] proposed a CSMA/CA-based method on a MAC layer to dynamically calculate the back-off time by supervising the channel states. Moreover, NSS (normal spectrum sensing) and FSS (fast spectrum sensing) were alternatively applied before and after the channel contention period in order to identify the available idle states on the primary channel and to detect the PU’s return for collision avoidance, respectively. However, the proposed method still needs to consider the additional expenditure of the packets’ headers on the MAC layer. The authors of [33] implemented network coding techniques and determined the average packet delays of the PU and SUs without knowing the channel statistics and packet arrival rates. Then, the authors improved the stable throughput region by the coordination of the PU and SUs. A. Bhowmick et al. [34] proposed a PU prediction framework under collision constraints. The authors applied an estimated noise power (ENP)-based energy detection (ED) scheme to take over the conventional ED schemes in order to improve the throughput. Moreover, they pointed out that the increasing cooperative sensing efforts can compensate the miss predictions of the PU’s transmission power in order to achieve the ideal network performance. Furthermore, some other previous works [35,36] investigated the power allocation schemes in an OFDMA-based CRN system under a PU’s rate loss constraints and tolerable interference constraints, respectively. By assigning an optimal number of unused subcarriers, these methods provided reinforced PU protection during the SUs’ transmission period, without any degradations of network performances (e.g., throughput).

In conclusion, the analysis of the tradeoff between sensing performance and EE has become a major development trend in cognitive radio systems. To guarantee the sensing performance, the boundary conditions of the sensing duration ratio are studied in the literature according to the activity of a PU. To improve EE, the transmission power should be adapted to ensure enough transmission time for SUs and to avoid collisions between the PU and SUs. In this study, we consider both ends of this tradeoff, especially with the impact of a PU’s dynamic activity. Unlike the classic studies [3,4] which modeled the EE according to the optimal sensing time and the number of SUs, our study proposes to model the global EE of CRNs with the transmission power constraints for both the PU and SUs. In this way, EE can be modeled precisely in an integrated CRNs system, without ignoring the PU’s transmission power analysis, which can be very decisive for the sensing performance.

3. System Model

We consider a CRN with one PU and N SUs. SUs are assumed to be homogeneous users that have a similar distance to the PU, and a similar averaged SNR (denoted by γ) is assumed to be received at the SU side during the PU’s active state. The signals of the PU and SUs are both considered as independent white Gaussian signals, and the interference of the PU’s circuit power is ignorable (i.e., compared with white Gaussian noise) by an SU
during the PU’s idle state. In order to provide sufficient sensing performance, the received SNR $\gamma$ is particularly defined to guarantee the detection of a PU’s presence and to prevent SUs from collisions caused by miss detection. Apart from $\gamma$, which is transmitted by the PU and received at the SU side, it should also be noted that the data rate is calculated based on the SUs’ SNR during data transmission, which is relevant to the transmitted power of an SU.

During the sensing process, SUs take turns to perform sensing by listening to the PU’s signal. Let us denote by $H_0$ that the PU is available, which means that SUs are accessible, and $H_1$ indicates that the PU is present, meaning the band is too busy to be reutilized by SUs. The relative probabilities of the PU staying at $H_0$ and $H_1$ states are denoted as $p_0, p_1$, respectively. An SU can only access the channel for its own transmission when the PU is detected to be in the $H_0$ state. Each SU takes an individual decision by comparing the received signal power to an energy detector threshold $\xi$, as presented in Section 3.2.

We denote $i = 1, 2, \ldots, \tau f_s$ as the number of sensing samples. The main error risks in CRN are expressed in two aspects: (1) a false alarm describes that SU receives 1 and falls into sleep while the channel is actually available (state 0), which leads to spectrum waste; (2) miss detection indicates that SU receives 0 and starts transmission while the channel is occupied by PU, which increases the probability of a collision between the PU and SUs. Given the sensing time ratio $\tau$ and sampling rate $f_s = \frac{1}{\tau_0}$, according to [37,38], the individual false alarm and miss detection probabilities are approximated in (1) and (2) when the number of samples is approaching infinity:

$$p_f = Q\left(\frac{\xi}{\sigma_0^2} - \frac{1}{\sqrt{\tau f_s}}\right)$$

$$p_d = Q\left(\frac{\xi}{\sigma_0^2} - \gamma - \frac{1}{\sqrt{2\gamma + 1}}\right)\sqrt{\tau f_s}$$

where $Q(x)$ is the complementary distributed Gaussian standard function defined by $Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^{\infty} e^{-\frac{t^2}{2}} dt$. The individual sensing results are generalized by the fusion center (FC) which stores the fusion rules and makes a conclusive decision for all SUs. In this study, the $k$-out-of-$N$ rule is applied: the FC requires at least $k$ positive decisions to be received from $N$ SUs to make a final decision that the PU is present. Then, the general probabilities [22] of false alarm and miss detection under the $k$-out-of-$N$ rule are computed as in (3) and (4):

$$P_f = P\{n \geq k|H_0\} = \sum_k^n \binom{n}{k} p_f^k (1 - p_f)^{n-k}$$

$$P_d = P\{n \geq k|H_1\} = \sum_k^n \binom{n}{k} p_d^k (1 - p_d)^{n-k}$$

### 3.1. Energy Efficiency Analysis

To study the energy efficiency of CRN, the cooperative sensing model is divided into four cases where $P_d$ and $P_f$ are jointly considered:

**Case 1.** The PU is occupied and the SU detects it correctly. SUs transfer the spectrum band to the PU as they have a lower priority. SUs only spend power on sensing and reporting phases denoted by $E_{S1} = NE_{ss} + N E_{st} \tau_0$ ($\tau$ and $\tau_0$ are defined as the sensing and reporting interval in a frame structure as shown in Figure 2), where the transmission powers of SUs for reporting and transmission slots are the same and denoted by $E_{st}$, and the sensing power is denoted as $E_{ss}$. SUs make a contribution to sensing but receive zero throughput in return in this case.
Case 2. The PU is occupied but the SU detects it to be available (i.e., miss detection). SUs make efforts to achieve both sensing and transmission, but they still suffer serious collisions with the PU during the transmission as they share the same band; then, the total energy cost $E_{S0}$ is calculated as (5):

$$E_{S0} = N E_{ss} \tau + (T - \tau) E_{sf} \quad (5)$$

The data rate of the SU is denoted as $C_{10}$, and we assume in case (2), that the probability of this case is $(1 - P_d) p_1$. The expected throughput of the SU under miss detection is defined as (6):

$$T_{10} = (T - \tau - N \tau_0)(1 - P_d)p_1 C_{10} \quad (6)$$

Case 3. Under the circumstance of a false alarm, SUs receive an “occupied” state and cease the transmission. However, spectrum waste is caused in this case, as the spectrum band is actually available. The energy cost equals $E_{S1}$. In return, SUs earn zero throughput as they refuse to transmit data. At the receiving part, the SU exhibits a similar action as in case (1); case (3) is considered as an irregular case as it only results in spectrum waste. In this regard, $P_f$ should be minimized to improve the throughput.

Case 4. A successful transmission is represented by the scenario in which SUs transmit data when the PU is truly available. The energy cost in this case is $E_{S0}$. The SUs’ data rate is denoted as $C_{00}$. The interference introduced by the presence of the PU is evident in case (2), while SUs enjoy successful transmissions when no in-band interference happens. Similar to (5), the throughput is calculated as (7):

$$T_{00} = (T - \tau - N \tau_0)(1 - P_f)p_0 C_{00} \quad (7)$$

### 3.2. Energy Detector

The test statistics defines the average energy detected in $\tau_f$ samples received at each SU during its sensing period, which is defined as (8):

$$\psi(y) = \frac{1}{[\tau_f]} \sum_{i=1}^{[\tau_f]} |y(i)|^2 \quad (8)$$

Then, the test statistics of each SU are compared individually to a detection threshold $\xi$. The probability of detection is defined as the integration of the probability density functions (PDFs) $p_1(x)$ in the range $[\xi, \infty)$, which is shown as (9):

$$p_d(\xi) = \Pr(\psi(y) \geq \xi | H_1) = \int_{\xi}^{\infty} p_1(x) dx \quad (9)$$
As shown in (3) and (4), the FC collects all test statistics and makes the global decisions with a selected fusion rule (e.g., $k$-out-of-$N$, OR, AND, majority, etc.); then, the FC broadcasts the results to the whole CRN. The probability of detection $P_d$ should be determined according to the lower bound of detection, which is $P_d \geq P_{d0}$, to avoid the potential in-band collisions caused by miss detection. According to approximated equations of detection performance (1) and (2), when the number of samples approaches infinity, the complementary Gaussian function $Q(\cdot)$ is a monotone decreasing function of $\xi$. This implies that the decrease in the detection threshold can improve the chance for a PU’s presence to be detected. However, this action does not only increase $P_f$ because $P_f$ and $P_d$ change in the same direction with $\xi$. Thus, the throughput also tends to decrease. For instance, from (1), it is indicated that $\xi \geq \sigma_0^2$ should always exist in order to keep $P_f$ below 0.5; from (2), we can deduce that $\xi$ should be kept beneath a threshold to satisfy the detection requirement. In this regard, it is difficult for $\xi$ to thoroughly optimize the energy efficiency while meeting the detection requirement at the same time.

4. Problem Formulation

4.1. Minimum Transmit Power of the PU

We assume that the transmit power of the PU is determined as $E_{pt}$ and the gain of the fading channel is given as $G$ for both primary and secondary users. The system bandwidth is $W$. The data rate of the SU in case (2) and case (4) are defined as follows based on Shannon’s equation:

$$C_{00} = W\log_2\left(1 + \frac{GE_{st}}{\sigma_0^2}\right)$$

$$C_{10} = W\log_2\left(1 + \frac{GE_{st}}{GE_{pt} + \sigma_0^2}\right)$$

From (10) and (11), we observe that $\frac{GE_{st}}{GE_{pt} + \sigma_0^2} = \frac{GE_{st}}{1 + \gamma\sigma_0^2} < \frac{GE_{st}}{\sigma_0^2}$. Intuitively, the data rate of a successful transmission is larger than the miss detection because of the unavoidable interference caused by the PU’s transmission, i.e., $C_{10} < C_{00}$. The corresponding system throughput of these miss detection and transmission are defined as $T_{10} < T_{00}$, respectively. According to (6) and (7), the overall system throughput $T$ can be expressed as a function related to $E_{pt}$ and $E_{st}$, which is calculated as (12):

$$T = T_{10} + T_{00} = \left(1 - \frac{\gamma + N_{00}}{\tau}\right) \left[(1 - P_d)p_1C_{10} + (1 - P_f)p_0C_{00}\right]$$

It is noticed that in order to guarantee the detection accuracy, $P_f << P_d$ should always be true. Besides, $p_1 << p_0$ (i.e., the PU is not dominant in the spectrum band) is a basic hypothesis of spectrum sensing to reallocate the spectrum resource; otherwise, the presence of an SU interferes with the dominant PU. In this situation, it is not worthwhile to sense the band. Hence, it can be found in (12) that $T_{10} \ll T_{00}$ is always the case.

Furthermore, as $P_d \geq P_{d0}$ and $P_f \leq 0.5$ are considered to be the conditions of detection performance, $\gamma$ should be large enough to guarantee the difference of $P_d$ and $P_f$ if a fixed threshold is applied for $\xi$. According to (3) and (4), the $k$-out-of-$N$ rule can be understood as an extensive logic of the OR rule; that is, $k$ positive samples should be collected to support the decision. Thus, the probability of a general decision is referred logically to the individual probabilities. To achieve the detection performance, $P_d$ and $P_f$ have to meet the following requirement:

$$P_d \geq P_{d0}(k, P_{d0}) > P_{f0}\left(k, P_{f0}\right) \geq P_f$$

where the expected SNR threshold of PU’s signal received at SU $\gamma^*$ is given as (14) based on (1) and (2), with a couple of thresholds $\{P_{d0}, P_{f0}\}$:

$$Q^{-1}(P_{f0}) = \sqrt{2\gamma^* + 1}Q^{-1}(P_{d0}) + \sqrt{P_f}\gamma^*$$

(14)
For simplicity, we denote the following values with the \( Q^{-1} \) function: \( F_0 = Q^{-1}\left[p_{f0}(k, p_{f0})\right] \), \( D_0 = Q^{-1}\left[p_{d0}(k, p_{d0})\right] \). \( p^* \) is subject to a quadratic equation as (15):

\[
\tau f_s \gamma^* - 2\left\{\sqrt{\tau f_s F_0 + D_0^2}\right\}\gamma^* + F_0^2 - D_0^2 = 0
\]

(15)

As \( p_{d0}(k, p_{d0}) > p_{f0}(k, p_{f0}) \), \( C = F_0^2 - D_0^2 > 0 \), the delta of quadratic Equation (15) is calculated as follows:

\[
\Delta = \mathbb{B}^2 - 4AC = 4\left\{D_0^4 + 2\sqrt{\tau f_s F_0 D_0^2 + \tau f_s F_0^2}\right\} > 0
\]

(16)

These conditions indicate that (15) has two positive roots for \( \gamma^* \) denoted as \( \gamma_1^*, \gamma_2^* \). To follow the conditions of (13), (15) must be transformed into a positive inequation where the solution can be found inside the range \((0, \gamma_1^* \bigcup \gamma_2^*) \). Obviously, the received SNR should follow the latter range to guarantee the sensing performance. Besides, it should be noticed that \( \gamma^* \) is an averaged conception during a sampling period. SUs might experience different detection results of the PU states in the sampling period as the SU applies random access, but the receiver of SUs reports only one specific answer to the FC which depends on the averaged detection value during this sampling process. For this reason, in order to achieve the averaged SNR requirement, the instantaneous transmission power and the presence of the PU should be mutually adapted. Thus, the lower bound of the PU’s power provision is subject to (17):

\[
E_{pt}^*(k, \tau) = \frac{\sigma_0^2\gamma^*_2}{\sigma_0^2} \leq p_0^{ON}(\tau)E_{pt}
\]

(17)

where \( p_0^{ON}(\tau) \) denotes the actual active probability of the PU during the sensing period, and \( E_{pt} \) is the instantaneous transmit power. According to [23], with more details given as (22)–(24) in Section 4.2, \( p_0^{ON}(\tau) \) can be calculated as (18):

\[
p_0^{ON}(\tau) = p_1 e^{-\frac{\tau}{\tau_1}}
\]

(18)

where \( p_1 \) is the active probability represented by:

\[
p_1 = \frac{\alpha_1}{\alpha_0 + \alpha_1} \leq \varepsilon
\]

(19)

In (20), \( \varepsilon \) is defined as the threshold of active probability according to the basic hypothesis of spectrum sensing: the PU’s presence is not dominant in the band, and there are some opportunities to reuse the band. Then, the first lower-bound condition of \( \alpha_0 \) is implied as (20):

\[
\alpha_0 \geq \alpha_0^{(1)} = \alpha_1 \left(\frac{1}{\varepsilon} - 1\right)
\]

(20)

Substituting (19) and (20) into (18), the upper bound of \( \alpha_0 \) is indicated as (21):

\[
\alpha_0 \leq \alpha_0^* = \alpha_1 \left(\frac{E_{pt}}{E_{pt}^*(k, \tau)}e^{-\frac{\tau}{\tau_1}} - 1\right)
\]

(21)

Equation (21) defines the maximal idle duration ratio, as a protection of the PU’s presence. As \( \alpha_1 \) is basically a small ratio (e.g., \( \alpha_1 \) equals only 0.352 s [3]), the upper bound \( \alpha_0^* \) is a monotonically increasing function for \( \tau \) under certain fusion rules. For the purpose of satisfying an SU’s sensing performance, the maximal idle ratio that the PU can tolerate is obtained at the worst sensing case of the SU, where \( \tau \) reaches its minimum \( \tau_{\text{min}} \). If the PU is present more frequently than the threshold in a better sensing case of SUs, the sensing performance (e.g., detection and false alarm) can be further improved. However, regarding the PU’s design, the idle period always corresponds to the presence of the PU by meeting the maximum requirement of the SNR at the minimal sensing ratio \( \tau_{\text{min}} \).

In addition, although decreasing the PU’s power brings less interference and improves the data rate \( C_{10} \), it has very limited influence on the system throughput. On the contrary, the average transmission power should be increased to a threshold of \( E_{pt} \) denoted by \( E_{pt}^* \)
to reduce the false alarm probabilities and therefore to improve the throughput. Thus, the active time of the PU should surpass the minimal value defined in (17) to guarantee the sensing performance; otherwise, SUs are not able to recognize the presence of the PU well and might therefore yield more sensing errors.

4.2. PU’s Reactivation Impact on System EE

For a PU who uses multiple channels at the same time, the access to each channel is assumed to be individual and identical. Due to the random behavior of the PU based on its PDFs, the probability of the PU’s presence has randomness during a frame duration, and the idle/active states changes are subject to an exponential distribution, with the average durations of idle and active states denoted as $\alpha_0$ and $\alpha_1$, respectively. Thus, the probabilities of the PU switching between OFF and ON states, $p_{\text{OFF} \to \text{ON}}$, $p_{\text{ON} \to \text{OFF}}$, are computed as integrations of related PDFs during the transmission period, as (22) and (23), respectively:

$$p_{\text{OFF} \to \text{ON}} = \int_0^{T - \tau - N\tau_0} \alpha_0^{-1} e^{-\alpha_0 t} dt = 1 - e^{\frac{T - \tau - N\tau_0}{\alpha_0}}$$  \hspace{1cm} (22)

$$p_{\text{ON} \to \text{OFF}} = \int_0^{T - \tau - N\tau_0} \alpha_1^{-1} e^{-\alpha_1 t} dt = 1 - e^{\frac{T - \tau - N\tau_0}{\alpha_1}}$$  \hspace{1cm} (23)

The second lower-bound condition of $\alpha_0$ is denoted as $\alpha_0^{(2)}$ in (24) to set the constraint of the state switch during a transmission period:

$$\alpha_0 \geq \alpha_0^{(2)} = \frac{T - \tau_{\text{min}} - N\tau_0}{\ln(1 - \beta)} \geq \frac{T - \tau - N\tau_0}{\ln(1 - \beta)}$$  \hspace{1cm} (24)

where $\beta$ denotes the maximum reactivation probability of the PU that SUs can tolerate.

The principal influence on switches of states is the reawakening of the PU, which can interfere with SUs and reduce their data rate from $C_{01}$ to a much lower level of $C_{00}$. Therefore, the reawakening of the PU also decreases the average data rate. This reawakening is unpredictable and can happen at any time of the transmission period. Besides, in the miss detection case, the probability even exists for the PU to transit from ON to OFF, which makes the band become available again; in this case, the probability of miss detection is already very small, and the transmission can hardly recover to the normal data rate $C_{00}$ if a collision happens immediately before the state switch. Thus, this PU’s action brings no real gain in the context of the system throughput. Since it is indicated that the collision between the PU and SU is rather important to consider, hereafter, $C_{10}$ is assumed as an ignorable factor compared with $C_{00}$. Taking into account the state switches on PU, the total throughput is formulated as (25):

$$T_{\text{total}} = (T - \tau - N\tau_0) \left(1 - P_f\right) p_0 C_{00} e^{-(T - \tau - N\tau_0)/\alpha_0}$$  \hspace{1cm} (25)

The global energy consumption with a PU’s state switch is considered from two aspects: from the SUs’ view, the energy consumption only depends on the state reported from the FC after the sensing period. As the samples are collected at the beginning of each sub-frame, the PU’s state change exerts no impacts on the reporting message, which is already sent to the SUs before the transmission. Thus, the total energy consumption in an entire frame $T$ is calculated as shown in (26):

$$E_{\text{total}} = \left[(1 - P_f)p_0 + (1 - P_d)p_1\right] E_{S0} + \left[P_f p_0 + P_d p_1\right] E_{S1}$$

$$= NE_{st}\tau + N E_{st}\tau_0 + (T - \tau - N\tau_0)E_{st}\left[(1 - P_f)p_0 + (1 - P_d)p_1\right]$$  \hspace{1cm} (26)

In addition, energy consumption is determined by the PU’s fluctuated activation time. The average duration of the PU being in an active state in an entire timeframe $T$ is estimated as (27):

$$t_0^{\text{ON}}(T) = p_1 T e^{-\frac{T}{\tau}}$$  \hspace{1cm} (27)
The circuit power is assumed to be small enough compared with the power spent on operations of sensing and data transmission. Hence, the overall energy consumption in a timeframe for CRN (both PU and N SUs) is computed as (28):

\[
E_{\text{total}} = E_{\text{SU total}} + E_{\text{PU total}} = N\varepsilon_{\text{ss}}\tau + N\varepsilon_{\text{st}}\tau_0 + p_1T\varepsilon_{\text{pt}}e^{-\frac{T}{\tau}} + (T - \tau - N\tau_0)\varepsilon_{\text{st}}\left[(1 - P_f)p_0 + (1 - P_d)p_1\right]
\]  

(28)

Eventually, the global energy efficiency target \( F \) and related conditions in the optimization problem are formulated as (29):

\[
\max_{\tau, \alpha_0} F = \frac{T_{\text{total}}}{E_{\text{total}}}
\]

Subject to

\[
C_1: P_d \geq P_{d0}, P_f \leq P_{f0}
\]

(29)

\[
\begin{align*}
C_2: & \max\left\{\alpha_0^{(1)}, \alpha_0^{(2)}\right\} \leq \alpha_0 \leq \alpha_0^*, \\
C_3: & \tau_{\text{min}} \leq \tau \leq T - N\tau_0.
\end{align*}
\]

Under the hypothesis that the PU is designable for an idle/active duration, the objective is to allocate the suitable probabilities to the PU at a particular sensing time, where the energy efficiency of the whole CRN is maximized. To find a feasible solution for this optimization problem, the first step is to study the relation with the PU’s idle/active duration ratio (i.e., defined as \( \mu = \alpha_0 / \alpha_1 \)). For simplicity, the following sub-functions of the sensing time \( \tau \) are defined in Table 2.

Table 2. Useful sub-functions of EE with \( \tau \) as a variable.

| Function | Expression |
|----------|------------|
| \( I_A(\tau) \) | \( (T - \tau - N\tau_0) (1 - P_f) C_{00} \) |
| \( I_B(\tau) \) | \( T - \tau - N\tau_0 \) |
| \( I_C(\tau) \) | \( (T - \tau - N\tau_0) (1 - P_f) E_{\text{st}} \) |
| \( I_D(\tau) \) | \( N\varepsilon_{\text{ss}}\tau + N\varepsilon_{\text{st}}\tau_0 \) |
| \( I_E(\tau) \) | \( (T - \tau - N\tau_0) (1 - P_d) E_{\text{st}} \) |

The target function of EE can then be rewritten in (30) as a function of \{\( \tau, \mu \)\}, based on which Theorem 1 is given.

\[
F(\tau, \mu) = \frac{\mu I_A(\tau) e^{-\frac{I_{\text{mu}}(\tau)}{\mu}}}{\mu [I_C(\tau) + I_D(\tau)] + I_D(\tau) + I_E(\tau) + T\varepsilon_{\text{pt}}e^{-\frac{T}{\tau}}}
\]

(30)

Theorem 1. Let us consider \( F \) as a monotone increasing function to the idle/active duration ratio \( \mu \). The optimized value of EE is obtained at the upper bound \( \mu^* \) determined by the PU’s minimum power constraint as in (21).

Proof of Theorem 2. Details are presented in Appendix B.

According to Theorem 2, to further calculate the optimized sensing timeframe of the SUs under the PU’s power provision, a bisection search is applied. The bisection search is a fast and efficient method that allows the optimum to be estimated within limited iterations. Based on the proposed theorems, the bisection method is applied for the EE maximization to fix a feasible location of the optimum with a couple of variables \{\( \mu^*, \tau \)\}. In Algorithm 1, under k-out-of-N serial fusion rules, the recursive algorithm is repeated until the difference of two boundaries is smaller than the range of tolerable error.
Algorithm 1. Bisection Search Algorithm for EE

1. Initialize $N, \epsilon, \beta, P_{d0}, P_{f0}, \tau_{min}, \tau_{0}, \tau_{1}, \alpha_0(1), \alpha_0(2), \alpha_1$;
2. For $K = 1 : N$
3. Calculate $\mu^*(\tau_{min}, K)$;
4. If $\mu^*(\tau_{min}, K) \geq \max\{\alpha_0(1), \alpha_0(2)\}/\alpha_1$;
5. $f_{min} = \frac{\mu_{min}}{T}, f_{max} = T - N\tau_{0}$;
6. While $f_{max} - f_{min} > \epsilon$
7. Calculate $f_0 = (f_{min} + f_{max})/2$;
8. If $EE'(f_{min})EE'(f_0) < 0$;
9. $f_{max} = f_0$;
10. Else
11. $f_{min} = f_0$;
12. End
13. End
14. Output $EE^*, f^*$;
15. End
16. End

5. Simulation Results

Our simulations are implemented using MATLAB. The initial parameters of the simulations are presented in Table 3. For the fusion rule, $k$ is tested from 1 to $N$. The SNR at the transmit end of SUs is considered as 20 dB, based on which $C_{00}$ is calculated as 6.65 bps/Hz.

Table 3. Units for cognitive properties.

| Symbol | Parameter | Value |
|--------|-----------|-------|
| $E_{ss}$ | SU sensing power | 0.2 Watt [3] |
| $E_{st}$ | SU transmission power | 1 Watt |
| $E_{pu}$ | PU transmission power | 1.5 Watt |
| $\alpha_1$ | Mean value of the PU’s presence | 0.372 [3] |
| $T$ | Duration of a frame | 100 ms |
| $\tau_{min}$ | Minimal sensing time | 1.5 ms |
| $\tau_0$ | Reporting time | 5 ms |
| $f_s$ | Sampling frequency | 1MHz |
| $\gamma$ | Signal noise ratio | $-18 \sim -13$ dB |
| $\epsilon_{0}$ | Qualified error rate | $1\%$ |
| $P_{d0}$ | Target detection probability | 0.8 : 0.02 : 0.98 |
| $P_{f0}$ | Maximum false alarm probability | 0.05 : 0.05 : 0.5 |
| $G$ | Channel gain (PU to SU) | $-10$ dB |
| $N$ | Number of SUs | 6 |

In Figure 3, we take an example of $N = 4$, with different $k$ values applied for the fusion rule. The individual probabilities of detection and false alarms depend on the values of $k$. In this figure, $P_{d0} = 0.9$ and $P_{f0} = 0.1$ are defined as the threshold of detection/false alarm probabilities; since the fusion rule is more difficult to be satisfied for a larger $k$, the threshold of an SU’s individual probability is also increased. For example, the AND rule ($k = N = 4$) requires a detection probability of 0.974 to be reached, while the OR rule ($k = 1$) only requires a value of 0.438. This implies that the minimum SNR in (18) which follows the requirement of sensing performance is also a function of $k$. More details of the impact of fusion rules are shown in the following figures.
As the "majority" rule is considered to be the most common and stable fusion rule, it is applied for our simulations to test the optimum. Therefore, in our following simulations, the "majority" rule is applied in order to obtain the optimum.

For instance, it takes an execution time of 0.3248 s to reach the optimum using an iterative bisection search, which is estimated using a tool function for the running time. Figures 6 and 7 present the optimized EE under different fusion rules and network environments. For a specified $k$ and $N$, the best case of EE approaches 4.8 when $k = 3$, $N = 6$ at the cost of $\mu_f = 0.5$, whereas $P_{f0}$ exceeds 0.454. In return, a higher $\mu^*$ also contributes to a larger EE. Figure 5 shows an example of the three-dimensional curve of EE. We observe that EE increases with $\mu$ until the threshold $\mu^* = 5.044$ (the red line Figure 5) is reached at $P_{d0} = 0.9$, $P_{f0} = 0.5$, $k = 3$. For a specified $\mu^*$, a unique peak of EE can be found by implementing the bisection search on the sensing ratio axis.

### Figures

**Figure 3.** Detection performance with different values of $k$.

**Figure 4.** Contour lines of maximum idle/active ratio under sensing performance constraints.

**Figure 5.** Example of three-dimensional EE optimization with PU's idle/active ratio and sensing ratio. ($k = 3, N = 6$)
The complexity of our algorithm is calculated as $\Omega \left\{ N \log_2 \left( \frac{\tau_{\text{max}} - \tau_{\text{min}}}{\epsilon_0 \cdot T} \right) \right\}$, based on the bisectional division of the searching interval to the error rate. Given the probability of the PU’s presence, it takes less than 10 iterations to achieve the optimized EE at $\epsilon_0 = 1\%$. For instance, it takes an execution time of 0.3248 s to reach the optimum using an iterative bisection search, which is estimated using a MATLAB tool function for the running time.

Figures 6 and 7 present the optimized EE under different fusion rules and network environments. For $N = 6$ SUs, the best case of EE approaches 4.8 when $k = 3$ at the cost of only a 4% sensing ratio in an SU’s frame. The EE of $k$ around $(N/2)$ performs better than other values of $k$, especially when compared with OR ($k = 1$) and AND ($k = N = 6$) rules. Therefore, in our following simulations, the “majority” rule is applied in order to obtain the optimum. As the “majority” rule is considered to be the most common and stable fusion rule, it is applied for our simulations to test the optimum.
Figures 8–10 present a set of figures of the maximum EE and related optimized sensing ratio by a bisection search. By analyzing Figure 8, we can infer that SUs need more time for sensing when a larger $P_{d0}$ is required. On the contrary, as an upper limit of $P_f$, $P_{f0}$ is used to estimate the minimum presence of the PU; however, it has no impacts on the optimized sensing ratio. Although $P_{f0}$ has an impact on $\mu^*$, and thus it influences the maximum EE, the optimized sensing ratio is only dependent on $P_{d0}$ and irrelevant to $P_{f0}$. However, $P_{d0}$ influences both the optimized sensing ratio and the optimum EE, as it contributes to both $P_f$ and $\mu^*$. For example, with $P_{d0}$ increasing from 0.9 to 0.95, the sensing time increases up to about 20% and the optimum EE value decreases by around 10%. This is because a higher $P_{d0}$ requires a higher sensing effort from SUs in order to achieve the sensing performance target, but in return, the EE is lower because the opportunistic access of SUs is limited.
Figures 9 and 10 show that when the sensing performance requirements become stricter (i.e., a higher $P_{d0}$ or lower $P_{f0}$), the minimum presence of the PU increases and EE becomes smaller, as argued in our first theorem. It should be pointed out that $P_{f0}$ cannot be too greedy, although a larger $P_{f0}$ contributes to a higher EE. In practice, $P_{f0}$ should be designed based on the conditions of SNR and the minimal sensing ratio $\tau_{min}$. For example, at $\tau_{min} = 3$ ms, $P_{f0}$ should be no smaller than 0.1752 at an SNR of $-16$ dB and 0.4290 at an SNR of $-18$ dB. The decrease in $P_{f0}$ to approach these values can improve the intensity of sensing performance metrics and increase the throughput of data transmission during the PU’s “OFF” state.

Figure 11 shows the impact of random PU activities compared with the EE-oriented optimal PU activities in a practical view. Given the value of $\mu^*$, the optimal sleeping probability of the PU $p_{0}^*$ equals 0.835, according to the output result of MATLAB. Other
access activities of the PU are tested under the same SNR requirement. When the presence of the PU is sufficient for the performance metrics, the optimal EE increases slightly with the SNR requirement, and the portion of the difference of EE with optimal $p_0$ almost stays the same for any received SNR. However, the PU’s redundant presence interferes with EE by occupying the access opportunities of SUs; thus, the curve of $p_0 = 0.8$ lies beneath the optimal $p_0^*$. In addition, it is observed that EE is reduced when the energy provisioning from the PU is not sufficient (e.g., $p_0 = 0.85, 0.9$). The more the PU is absent, the less the EE is present due to the increased false alarm risks, and the disadvantage becomes even more evident if a better SNR condition is required. As a result, Figure 11 indicates that the optimally designed PU activities can result in a higher EE for the whole CRN network, and this better resolves the tradeoff between the sensing performance and access opportunities of SUs.

![Figure 11. Comparison of EE with different PU activities.](image)

6. Conclusions

In this study, the design of the activities of a PU is jointly considered with SUs’ sensing efforts to achieve the maximization of the global EE target in CRNs. The state transition (sleep/active) of the PU during the transmission period influences the throughput received by the SUs. In addition, a greater available duration of the PU’s idle state is expected to contribute to a higher EE for the SUs. However, the increase in the absence ratio should be opportunistic instead of being greedy and should be controlled below a threshold so that the sensing performance of an SU can be guaranteed and the PU’s QoS can be protected. We prove that EE is a concave function of sensing time given a fixed probability of the PU’s presence. To optimize EE in the interactive scenario of PU–SUs, a bisection search algorithm is proposed to dynamically locate the optimum. Simulation results show that the SUs’ sensing performance metrics define the lower bound of the PU’s presence and therefore affect the optimal EE; the optimums of SUs’ sensing ratios are analyzed according to the PU’s activity. These optimized solutions are compared for both the PU and SUs under various network environments, and the final results show that our method can better guarantee EE without leading to the risks of collisions and sensing errors. In the future, our research will be extended to further improve the QoS requirements of both the PU and SUs in parallel without any interference on both sides, where the EE of the whole cognitive radio system is strictly controlled inside a target range.
Appendix A. Proof of Theorem 1

In addition to the sub-functions defined in Table 2, to further simplify the target function of EE, we define \( I_p(\tau) = I_C(\tau) + I_D(\tau) \); \( I_Q(\tau) = I_D(\tau) + I_E(\tau) + T E_{pt} e^{-\frac{\tau}{T}} \).

\[
\begin{align*}
\partial F = & \partial \left( \frac{\mu B(\tau)^e I_p(\tau)}{\mu I_p(\tau) + I_E(\tau) + T E_{pt} e^{-\frac{\tau}{T}}} \right) \\
= & e^{-\frac{I_p(\tau)}{\mu I_p(\tau)}} \left\{ \frac{\mu I_A(\tau)^e I_p(\tau)}{\mu I_p(\tau) + I_E(\tau) + T E_{pt} e^{-\frac{\tau}{T}}} + \frac{I_A(\tau) I_Q(\tau)}{\mu I_p(\tau) + I_E(\tau) + T E_{pt} e^{-\frac{\tau}{T}}} \right\} \\
= & I_A(\tau) e^{-\frac{I_p(\tau)}{\mu I_p(\tau)}} \frac{\mu I_A(\tau)^e I_p(\tau) + I_A(\tau) I_Q(\tau)}{\mu I_p(\tau) + I_Q(\tau)}
\end{align*}
\] (A1)

In (A1), it is observed that each of the aforementioned sub-functions is positive and \( \mu > 0 \). Therefore, \( \frac{\partial F}{\partial \tau} > 0 \).

Appendix B. Proof of Theorem 2

For convenience, we name the sub-terms of \( \tau \mathcal{M}(\tau) = I_B(\tau) \); \( \mathcal{R}(\tau) = (1 - P_f) \) (i.e., \( P_f \) is also correlated to \( \tau \)); \( \mathcal{Z}(\tau) = (\mu + 1) I_D(\tau) + T E_{pt} e^{-\frac{\tau}{T}} \).

Firstly, we calculate the derivation of throughput and energy consumption with the sensing time \( \tau \), respectively, as (A2) and (A3):

\[
\begin{align*}
\frac{\partial \mathcal{T}}{\partial \tau} = & \mu C_0 e^{-\mathcal{M}(\tau)/\mu_0} \left( \frac{\mathcal{M}(\tau) \mathcal{R}(\tau)}{\mu_1} - \mathcal{M}(\tau) \frac{d P_f}{d \tau} - \mathcal{R}(\tau) \right) \\
\frac{\partial \mathcal{E}}{\partial \tau} = & (\mu + 1) N E_{ss} - E_{sl} \left( \mu \mathcal{R}(\tau) + \mu \mathcal{M}(\tau) \frac{d P_f}{d \tau} + 1 - P_d \right)
\end{align*}
\] (A2) (A3)

Secondly, we calculate the derivation function of EE as (A4)

\[
\begin{align*}
\frac{\partial \mathcal{F}}{\partial \tau} = & \frac{\partial \left( \mathcal{F} \right)}{\partial \tau} = \frac{\left[ \frac{\mathcal{E}(\tau) \mathcal{R}(\tau)}{\mu_1} - (\mathcal{Z}(\tau) + (\mu + 1) N E_{ss} \mathcal{M}(\tau)) \mathcal{R}(\tau) - \mathcal{Z}(\tau) + (1 - P_d) E_{sl} \mathcal{M}(\tau) \right] \frac{d P_f}{d \tau}}{\mathcal{E}(\tau)^2}
\end{align*}
\] (A4)

In (A4), \( \mathcal{M}(\tau) \) obviously decreases with \( \tau \), and \( \mathcal{R}(\tau) \) is a function monotonously increasing with \( \tau \). Then, we analyze the limit of derivation at two edges of sensing time as (A6)–(A9):

\[
\begin{align*}
\lim_{\tau \to 0} \mathcal{M}(\tau) = & T - N \tau_0 \\
\lim_{\tau \to 0} \mathcal{R}(\tau) = & 0 \\
\lim_{\tau \to T - N \tau_0} \mathcal{M}(\tau) = & 0 \\
\lim_{\tau \to T - N \tau_0} \mathcal{R}(\tau) = & 1 - P_f (T - N \tau_0)
\end{align*}
\] (A5) (A6) (A7) (A8)
As the sensing time arrives at the maximum in (A8), ignoring the slight effect on the false alarm probability caused by the reporting time constraint, we consider \( F(T - N \tau_0) \approx 1 \). Thus, (A8) approaches to 0. Substituting (A5)–(A8) into (A4), we obtain:

\[
\lim_{\tau \to 0} \frac{dF}{d\tau} = -\frac{(T - N \tau_0)}{E(0)} \frac{dP_f}{d\tau} \tag{A9}
\]

\[
\lim_{\tau \to T - N \tau_0} \frac{dF}{d\tau} = -Z(T - N \tau_0) \tag{A10}
\]

Obviously, as \( \frac{dP_f}{d\tau} < 0 \), we have \( \lim_{\tau \to 0} \frac{dF}{d\tau} > 0 \), \( \lim_{\tau \to T - N \tau_0} \frac{dF}{d\tau} < 0 \). From (A4), it is implied that EE has one unique local optimum on \((\tau, T - N \tau_0)\). With extensive derivations, we define this point as the global maximum \( \tau^* \) where \( \frac{dP_f}{d\tau} \) is positive on the range \((\tau_{\text{min}}, \tau^*)\) and negative on \((\tau^*, T - N \tau_0)\).
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