Aversive anticipations modulate electrocortical correlates of decision-making and reward reversal learning, but not behavioral performance
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Predicting the consequences of one’s own decisions is crucial for organizing future behavior. However, when reward contingencies vary frequently, flexible adaptation of decisions is likely to depend on the situation. We examined the effects of an instructed threat context on choice behavior (i.e., reversal learning) and its electrocortical correlates. In a probabilistic decision-making task, 30 participants had to choose between two options that were either contingent on monetary gains or losses. Reward contingencies were reversed after reaching a probabilistic threshold. Decision-making and reversal learning were examined with two contextual background colors, which were instructed as signals for threat-of-shock or safety. Self-report data confirmed the threat context as more unpleasant, arousing, and threatening relative to safety condition. However, against our expectations, behavioral performance was comparable during the threat and safety conditions (i.e., errors-to-criterion, number of reversal, error rates, and choice times).

Regarding electrocortical activity, feedback processing changed throughout the visual processing stream. The feedback-related negativity (FRN) reflected expectancy-driven processing (unexpected vs. congruent losses and gains), and the threat-selective P3 component revealed non-specific discrimination of gains vs. losses. Finally, the late positive potentials (LPP) showed strongly valence-specific processing (unexpected and congruent losses vs. gains). Thus, regardless of contextual threat, early and late cortical activity reflects an attentional shift from expectation- to outcome-based feedback processing. Findings are discussed in terms of reward, threat, and reversal-learning mechanisms with implications for emotion regulation and anxiety disorders.
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Introduction

The consequences of one's own decisions are a crucial source of information for adjusting future behavior. When the association between choices and outcomes is volatile, the flexible adjustment of decision-making is highly adaptive. Based on trial and error, such reversal learning requires a memory update with the inhibition of an old choice–outcome association and acquisition of a new choice–outcome association. This ability to change previously learned associations is important for adequate social functioning. For instance, Kringelbach and Rolls (2003) showed that participants were readily able to change and reverse their choice behavior based on the facial expressions of others. Changing behavior from one option to another, based on feedback information, involves the anterior cingulate and the medial frontal cortex and modulates face and person perception within fractions of a second (Holroyd and Coles, 2002; Willis et al., 2010; Koban and Pourtois, 2014; Bublatzky et al., 2020a). Moreover, decision-making is no isolated process but occurs within environmental conditions (e.g., social situations) providing additional information about potential rewards or threats. Here, contextual threat or safety can both improve and reduce social cognitive functions such as facial emotion recognition (Bublatzky et al., 2020b; Kavcıoğlu et al., 2021), physiological response priming to emotional stimuli (Costa et al., 2015; Bublatzky et al., 2018), avoidance behavior, and reward reversal learning (Bublatzky et al., 2017; Atlas, 2019; Paret and Bublatzky, 2020).

The anticipation of aversive events is adaptive to avoid harmful situations and foster individual survival. The same is true for potentially rewarding events. Accordingly, humans readily accumulate knowledge about threat and reward contingencies, and aversive/appetitive anticipations are formed even based on very limited information. For instance, the mere verbal instruction about the possibility to receive electric shocks (the “threat-of-shock” paradigm; Grillon et al., 1991) has been shown to provoke a sustained pattern of apprehensions, selective attention to threat cues, and physiological response preparation to cope with the anticipated event (e.g., Bradley et al., 2005; Bublatzky and Schupp, 2012; Robinson et al., 2013). Importantly, participants never experience shocks in this paradigm, and threat associations are based on the mere verbal communication and cognitive representation of threat. Interestingly, such expectation-based processes are surprisingly stable and rather resistant to fast extinction learning (e.g., compared to experiential learning; cf. Bublatzky et al., 2013, 2014, 2022). Since overlooking a threat is far more costly than a false alarm, the absence of shocks is no guarantee that danger has been averted. More specifically, in the absence of contingency experience, the evidence for the (long-term) absence of shocks is much less clear in instructed learning and thus prolongs extinction learning.

Decision-making is based on the hedonic value of behavioral options and their expected outcomes (O’Doherty et al., 2003; Sharot et al., 2009). Here, the decision-maker usually pursues rewarding actions and tends to avoid potentially harmful or disadvantageous consequences (e.g., loss of positive reinforcement), and thus needs to constantly monitor performance and action outcomes. Such outcome evaluation is reflected in the feedback-related negativity (FRN), a negative-going waveform peaking at fronto-central sensor sites about 200–300 ms after relevant feedback presentation (Mittner et al., 1997; Simons, 2010). Based on the reinforcement learning theory (Holroyd and Coles, 2002; Holroyd et al., 2006), the FRN has been suggested to reflect an evaluative signal that varies with action-outcome valence and outcome expectancy. Here, the FRN is particularly pronounced for negative relative to positive outcomes (e.g., losses > gains), and for unexpected relative to expected outcomes (i.e., reflecting a prediction error; Hajcak et al., 2005, 2007; Bellebaum and Daum, 2008; Chase et al., 2011; Walentowska et al., 2016). Based on such feedback information, instrumental learning can flexibly adjust choice behaviors to new environmental stimulus–reward associations (e.g., Atlas, 2019). However, often response conflicts arise between opposing goals, for instance, in the case of anxious avoidance (e.g., costly avoidance; Pittig et al., 2020) or healthy curiosity (e.g., approach despite threat; Schlund et al., 2016; Bublatzky et al., 2017). Thus, similar to threat learning, the expectation of rewards is a powerful mechanism to improve learning and change of behaviors.

In the present study, we examined the temporal dynamics of electrocortical processes underlying decision-making and reversal learning under threatening conditions. To this end, the participants’ task was to choose between two behavioral options (images of apples and oranges, or two female faces) that were associated with either monetary gains or losses. Behavioral options were differentially reinforced and reward contingencies were reversed after reaching a probabilistic threshold of 6–9 correct choices. Importantly, the task was completed within two context conditions in which participants either anticipated aversive electric shocks or were assured to be safe from shocks. Context conditions were indicated by the background color of the screen on which the decision-making task was performed. As in previous research, we predicted that an instructed threat context would be rated as more unpleasant, arousing, and threatening compared to the safety condition (Bublatzky et al., 2010, 2014; Costa et al., 2015). On the neural level, we expected enhanced late positive potentials to instructed threat compared to safety conditions over parieto-occipital visual processing areas as indicators for selective attention and elaborate stimulus
processing (Bublatzky and Schupp, 2012; MacNamara and Barley, 2018).

Regarding behavioral performance, we hypothesized detrimental effects of the threatening context on decision-making and reward reversal learning (Bogdan et al., 2010). For instance, in a recent companion study that focused on psychophysiological responding, we observed that threat-of-shock rapidly disrupted reward reversal learning and participants needed more errors to learn new stimulus–reward associations (i.e., errors-to-criterion; Paret and Bublatzky, 2020). With respect to electrocortical indicators, we expected a feedback-related negativity for unexpected relative to expected outcomes (i.e., prediction error) and negative relative to positive outcomes (Bellebaum and Daum, 2008; Chase et al., 2011; Koban and Pourtois, 2014). While these feedback effects have been observed to be reduced in participants with high levels of anxiety (Gu et al., 2010; Aarts and Pourtois, 2012; O’Toole et al., 2012; Voegler et al., 2019), we hypothesized a similar reduction in healthy participants within a threatening context; possibly related to reduced behavioral performance. Moreover, enhanced P3 and LPP amplitudes were expected for negative relative to positive outcomes (e.g., Bellebaum and Daum, 2008; Potts, 2011; Koban and Pourtois, 2014). Here, more pronounced P3 and LPP under threat-of-shock may reflect the threat-increased motivational relevance (e.g., Aarts and Pourtois, 2010, 2012; Bublatzky and Schupp, 2012; Bublatzky et al., 2020a).

Materials and methods

Participants

A non-clinical sample of 30 healthy participants (19 females) was recruited from the University of Mannheim (Germany). Age was on average 20.83 years (SD = 1.97) and anxiety and depression questionnaire scores indicate a healthy sample. Specifically, participants were within the normal range in terms of state and trait anxiety (STAI-S and -T; M = 34.60 and 35.07, SD = 8.11 and 8.46; State-Trait Anxiety Inventory; Laux et al., 1981), anxiety sensitivity (ASI; M = 16.8, SD = 7.58; Anxiety Sensitivity Index; Reiss et al., 1986), and depression (BDI II; M = 5.30, SD = 5.78; Beck Depression Inventory; Hautzinger et al., 2009). Moreover, social anxiety was tested using the Social Phobia Inventory (SPIN M = 12.7, SD = 7.12; Stangier and Steffens, 2002), Fear of Negative Evaluation—short scale (FNE-K M = 32.87, SD = 8.60; Reichenberger et al., 2016), and Social Interaction Anxiety Scale (SIAS M = 14.90, SD = 8.81; Stangier et al., 1999).

Participants gave written informed consent to the study protocol and received course credits for participation. Ethical approval was provided by the university’s ethics committee.

Materials and task

Neutral face pictures of two female actors selected from the Karolinska Directed Emotional Faces database (KDEF faces “af01nes” and “af19nes”; Lundqvist et al., 1998) and self-drawn pictures of two fruits (apples and oranges) served as stimuli pairs in this study (see Figure 1). Both stimuli together were sized 1680 × 1050 pixels and separately 562 × 762 pixels for each picture. The stimuli were presented on a 22-inch computer screen placed approximately at a distance of 1 m in front of the participants using Presentation software (Neurobehavioural Systems, Berkeley, CA, United States). For each stimulus type (faces and fruits), pictures were visually matched (e.g., similar hair length and picture complexity, as well as drawing style and shape), while maintaining the best possible distinctiveness (e.g., different colors of the hair and fruits).

In four consecutive runs (each two runs with fruits or faces), pictures served as response options and were presented for a maximum of 2 s each (see Figure 1). Within this time, participants had to select one of the stimuli by pressing a left (“N”) or right key (“M”) on a computer keyboard. If no key press was recorded while the picture was shown, the trial was considered a non-response and excluded from the analysis. Choice options were differently reinforced with either a gain or a loss of 0.1 Euro by using a probabilistic learning paradigm (Paret and Bublatzky, 2020). One of the stimuli served as a reward cue with a reinforcement rate of 7:3 (money gain [loss] in 7 [3] out of 10 selections). The other stimulus served as a loss cue, where the participants always lost money if chosen. When a probabilistic learning criterion was met (correct selection of the reward cue 6–9 times in a row), the stimulus-reward contingency was reversed. The total number of reversals depended on how quickly (and how often) the participants learned the new contingencies. Participants were instructed to always choose the picture that was more likely to be rewarded and informed that this reward association may change throughout the experiment. The current balance was always displayed at the bottom of the screen and set to 0 Euro after each run. Participants could not earn any real money in this study.

Procedure

After the EEG cap and electrodes were attached, participants were seated in a sound-attenuated chamber and were asked to complete questionnaires. Following that, a shock electrode was attached to the inner side of the non-dominant forearm and a brief shock workup was performed to ensure the credibility of the threat instructions (Bublatzky et al., 2010; Riemer et al., 2015) using a Digitimer DS7A stimulator (Digitimer Ltd., Welwyn Garden City, United Kingdom). To this end, the
FIGURE 1
Reward reversal learning as a function of instructed threat or safety. (A) Participants are verbally instructed to anticipate up to three unpleasant electric shocks when a specific background color is presented (e.g., green signals threat of shock, blue safety). As a reminder, a print-out of the assigned colors to threat or safety was fixed under the screen and presented on the screen before context conditions changed. (B) Participants’ task was to find out and select the rewarded stimulus (i.e., apples vs. oranges, blond vs. dark-haired female face). (C) Illustration of reward learning (i.e., apples are rewarded) and reward reversal (i.e., now oranges are rewarded). Errors can be congruent (due to wrong contingency) or incongruent (i.e., unexpected) due to newly changed contingencies.

The intensity of the electrical shocks was adjusted individually until the stimulation was reported as “maximal unpleasant but not yet painful,” never exceeding a maximum of 10 mA. Participants were then verbally instructed that they had to expect a maximum of three shocks while viewing a specific background color (e.g., green serving as a threat signal), but no shocks would be administered during a safety background (e.g., blue signaling the absence of shocks). The assignment of colors to threat or safety was counterbalanced across participants. Because we focused on the impact of aversive apprehensions (but not experiences) on reversal learning, no shocks were administered during the rest of the experiment (cf. Bublatzky et al., 2014, 2022). Participants were explicitly told that their performance in the reward reversal task was not related to the likelihood of receiving a shock.

Then, the experiment started with alternating runs showing either fruit or face stimuli. Stimulus presentation (e.g., apples and oranges) on the right and left sides of the screen was semi-randomized; the same stimulus was never located on the same side in more than two consecutive trials.

There were 100 trials per experimental run. Each run began with 20 initial trials and a gray background color serving as a control baseline period to allow an initial acquisition of reward contingencies (not analyzed). Following that, two threat and two safety blocks were indicated by green or blue background colors and alternated every 20 trials (counterbalanced order), amounting to a total of 160 trials per threat and safety condition. Each trial began with the presentation of a fixation cross (550 ± 300 ms), followed by the presentation of the picture pair (2000 ± 300 ms) and by a blank screen (800 ± 300 ms), and finally, the feedback presentation showing whether 10 cents were lost or won (1050 ± 300 ms). The frequency of reversals within each condition depended on the subject’s choice behavior in this self-paced learning experiment.

After the last run, participants rated each stimulus individually and together with each of the three possible background colors (blue, green, and gray as control colors) with regard to valence and arousal using the Self-Assessment Manikin (SAM; Bradley and Lang, 1994) and perceived threat on a visual analog Likert-scale [ranging from “not at all” (0) to “very” (10 threatening)]. Finally, the participants were debriefed.

Data recording and reduction

The EEG was recorded using an actiCap system (BrainProducts, Munich, Germany) with 64 channels. Ag/AgCl active electrodes were attached to an elastic cap with a 10-10 electrode placement (Falk Minow Services, Herrsching, Germany). The EEG was recorded continuously at a sampling rate of 500 Hz with FCz as a reference electrode. Data were filtered online from 0.1 to 100 Hz using Vision Recorder Acquisition Software and BrainAmp DC Amplifiers (BrainProducts, Munich, Germany). The impedance of all
electrodes was kept below 10 kΩ. The data were analyzed offline with Brain Vision Analyzer 2.0 (BrainProducts), including a low-pass filter at 30 Hz, artifact detection, baseline correction (−100 ms pre-stimulus until 0 ms), and conversion to an averaged reference. Stimulus synchronized epochs were extracted, which lasted from 200 ms before to 800 ms after the stimulus and feedback onset. Separate averaged waveforms were calculated for Context (threat, safety) and Feedback type (win, loss) for each sensor and each participant.

Data analysis

Data, syntax, and result files can be retrieved here: https://osf.io/ren4v/?view_only=79b4014cf49c646d28acbbb2619e08934.

Self-report data

Perceived threat, valence, and arousal were analyzed using repeated measures variance analyses (ANOVA) including the factors Context (threat vs. safety) and Stimulus (faces vs. fruits).

Behavioral data

The choice time for correct stimulus selections was analyzed. Performance on the learning task was quantified as the total number of reversals achieved by the participants. Moreover, the percentage of incorrect stimulus selection (%errors = [number of errors / total number of decisions] × 100) and the number of errors needed to reach the learning criterion (errors-to-criterion to initiate a contingency reversal) were computed. All performance measures were analyzed using repeated measures variance analyses (ANOVA) with the factors Context (threat vs. safety) and Stimulus (faces vs. fruits). Pearson correlations were used to test associations between performance measures.

Some behavioral variables did not meet the normal distribution criteria for all conditions. While simulation studies have shown that repeated-measures ANOVA is relatively robust to violations of the normal distribution assumption (Vasey and Thayer, 1987; Berkovits et al., 2000), however, we conducted supplementary analyses to confirm our statistical approach. To this end, boxplots were used for visual illustration and exploration of the rating and behavioral data (see Figure 2). These plots show the mean, median, first and third quartiles, minimum and maximum values, as well as outliers (i.e., more than 1.5 times of the interquartile range). Exploratory analyses were performed excluding the identified behavioral outliers. Moreover, non-parametric Friedman Tests were conducted. Importantly, both supplementary strategies confirm our ANOVA findings.

Event-related potentials data

As a manipulation check, initial analyses addressed electrophysiological processing locked to the onset of the picture and threat-of-shock manipulation using the factors Stimulus (faces vs. fruits) and Context (threat vs. safety). Similar to previous research (Bublatzky et al., 2020a; Schindler and Bublatzky, 2020), the face-selective N170 and threat-associated LPP components were scored over parieto-occipital sensors (PO7 and PO8) between 140 and 180 ms (N170) and between 450 and 750 ms (LPP).

Regarding feedback processing, visual inspection of the waveforms served to identify and localize the relevant ERP components for the factors Context (threat vs. safety), Feedback type (win vs. loss), Stimulus (faces vs. fruits), and Laterality (left vs. right). The feedback-related negativity and P3 component were scored over fronto-central sensors (FC1 and FC2) between 250 and 300 ms (FRN) and between 300 and 400 ms (P3) after feedback onset. Moreover, modulation of Late Positive Potential (LPP) was examined over centro-parietal sensors (CP1 and CP2) between 400 and 600 ms after feedback onset.

For reasons of exploration and illustration, Low-Resolution Electromagnetic Tomography (LORETA; Pascual-Marqui et al., 1994) source estimations were carried out using the built-in function of the Brain Vision Analyzer 2.0 (BrainProducts). To this end, current neural sources were estimated from surface ERP differences in feedback processing (unexpected loss-win, unexpected loss-loss, and loss-win) for the FRN, P3, and LPP components, indicating the best match of neuronal sources involved in these comparisons.

Where necessary, Greenhouse Geisser correction was applied and Bonferroni correction was used for multiple comparisons for all dependent variables. As a measure of effect size, the partial η square (ηp²) is reported.

Results

Self-report ratings

As expected the instructed threat context was rated as more unpleasant, arousing, and threatening compared to the safety condition, T(29) = −4.99, 6.25, and 6.95, ps < 0.001 (see Figure 2A).

Regarding stimulus ratings, stimuli were rated as more unpleasant, arousing, and threatening when presented in contextual threat compared to safety condition, Context F(1,29) = 24.87, 39.12, and 48.32, ps < 0.001, ηp² = 0.46, 0.57, and 0.63. Moreover, face pictures were rated as more arousing and threatening compared to fruits, Stimulus F(1,29) = 10.36 and 20.68, ps < 0.003 and 0.001, ηp² = 0.26 and 0.42, but no difference was observed regarding valence ratings, F(1,29) = 0.89, p = 0.35, ηp² = 0.03. No interactions for Stimulus × Context emerged for valence, arousal, or threat ratings, F(1,29) = 0.41, 0.45, and 0.17, ps = 0.53, 0.51, and 0.69, ηp² = 0.01, 0.02, and 0.01.
Behavioral performance

On average, participants achieved 18.2 ± 6.59 reversals throughout the experiment (minimum of 7, maximum of 32 reversals altogether; cf. Figure 2B). Choice time was 631.69 ms ± 117.89 (CT; 359.12, 865.96), the average percentage of errors was 22.52 ± 2.87 (%errors; 18.75, 32.64), and participants needed 4.52 ± 1.57 errors to reach the learning criterion (i.e., errors-to-criterion; 2.23, 8.6). While %errors and errors-to-criterion are both error rate measures, the total number of reversals achieved during the experiment correlated significantly with errors-to-criterion ($r = -0.868, p < 0.001$), but not with %errors ($r = -0.289, p = 0.12$). Thus, similar to previous research (Paret and Bublatzky, 2020), errors-to-criterion was the better measure for learning accuracy and was further used for hypothesis testing.

The total number of reversals did neither vary as a function of Stimulus, $F_{(1,29)} = 2.79, p = 0.11, \eta_p^2 = 0.09$, nor Context, $F_{(1,29)} = 2.52, p = 0.12, \eta_p^2 = 0.08$, nor Stimulus × Context, $F_{(1,29)} = 0.42, p = 0.52, \eta_p^2 = 0.01$. Regarding errors-to-criterion, neither the main effects Context, $F_{(1,27)} = 2.84, p = 0.10, \eta_p^2 = 0.10$, nor Stimulus $F_{(1,27)} = 4.03, p = 0.055, \eta_p^2 = 0.13$, nor the interaction Stimulus × Context reached significance, $F_{(1,27)} = 0.19, p = 0.67, \eta_p^2 = 0.01$. When excluding outliers, however, a significant main effect of Stimulus emerged, $F_{(1,24)} = 4.46, p = 0.045, \eta_p^2 = 0.16$, indicating that participants needed less errors-to-criterion when the task was performed with faces compared to fruit stimuli.

Electrocortical processing

Manipulation check: Face and context processing

Confirming previous research, the face-selective N170 component (PO7/8; 140–180 ms) was found to be more pronounced for faces relative to non-face stimuli (i.e., fruit pictures), Stimulus $F_{(1,28)} = 17.1, p < 0.001, \eta_p^2 = 0.38$.
FIGURE 3
Face and context processing indicated by N170 and LPP components confirm experimental manipulation. (A) Event-related brain potential waveforms as a function of stimulus onset (faces, fruits) and context (threat, safety) as revealed by parieto-occipital N170 component (PO8) and (B) Parieto-occipital LPP effects linked to the onset of contextual threat and safety. (C) Topographical difference plots (faces–fruits and threat–safety for faces and fruits) displaying N170 stimulus effects, and LPP effects linked to the onset of contextual threat or safety. Waveform differences are displayed on the back view of a model head.

(see Figure 3A). While no main effects of Context or Laterality emerged, $F_{(1,28)} = 0.13$ and $0.09$, $ps = 0.72$ and 0.77, $\eta_p^2 = 0.01$ and $<0.01$, however, a significant three-way interaction Context $\times$ Stimulus $\times$ Laterality was found, $F_{(1,28)} = 5.43$, $p < 0.05$, $\eta_p^2 = 0.16$. Post hoc comparisons showed descriptively more pronounced negativity for fruits during threat compared to safety, $p = 0.12$; also the other comparisons were non-significant, $ps > 0.60$.

Each experimental run started with an initial instruction slide serving as an onset for sustained threat/safety conditions. Although only four trials per participant contribute to these context onset analyses, a threat-enhanced positivity was still observable over parieto-occipital sensor sites (PO7/8; 450–750 ms), Context $F_{(1,28)} = 7.04$, $p < 0.05$, $\eta_p^2 = 0.20$ (see Figure 3B). No main effect of Laterality $F_{(1,28)} = 3.19$, $p = 0.09$, $\eta_p^2 = 0.10$, nor an interaction Context $\times$ Laterality was observed, $F_{(1,28)} = 0.26$, $p = 0.62$, $\eta_p^2 = 0.01$.

Feedback-related processing: FRN, P3, and LPP

Amplitudes of the feedback-related negativity (FC1/2, 250–300 ms) varied as a function of Feedback Type, $F_{(2,56)} = 8.67$, $p = 0.001$, $\eta_p^2 = 0.24$ (see Figure 4), showing most pronounced negativity for incongruent (unexpected) losses compared to win and congruent loss feedback, $ps < 0.01$, which did not differ from each other, $p = 1.0$. The FRN did not significantly vary between the right compared to the left hemisphere, Laterality, $F_{(1,28)} = 3.17$, $p = 0.09$, $\eta_p^2 = 0.1$. No further main or interaction effect reached significance, $Fs < 2.98$, $ps > 0.10$, $\eta_p^2 < 0.10$.

Regarding the fronto-central P3 component (FC1/2, 300–400 ms), a significant main effect of Feedback Type emerged, $F_{(2,56)} = 5.45$, $p < 0.01$, $\eta_p^2 = 0.16$, indicating that congruent losses were associated with more positive P3 amplitudes compared to win feedback, $p < 0.05$, the other post hoc comparisons were not significant, $ps > 0.26$. Moreover, P3 amplitudes were reduced for feedback during threat compared to safety Context, $F_{(1,28)} = 6.31$, $p < 0.05$, $\eta_p^2 = 0.18$. No further main or interaction effect reached significance, $Fs < 3.41$, $ps > 0.08$, $\eta_p^2 < 0.11$.

Late positive potentials (CP1/2, 400–600 ms) were observed to vary with Feedback Type, $F_{(2,56)} = 19.94$, $p < 0.001$, $\eta_p^2 = 0.42$, showing pronounced positivities to congruent and incongruent losses relative to win feedback, $ps < 0.001$, while losses did not differ from each other, $p = 0.64$. Moreover, LPP were more positive for fruit stimuli compared to faces,
FIGURE 4
Feedback-related processing indicated by FRN, P3, and LPP components. (A) Event-related brain potential waveforms as a function of feedback type (win, congruent loss, and incongruent loss) revealed by fronto-central FRN and P3 (FC2) and centro-parietal LPP (CP1). (B) Topographical difference plots (incongruent loss—win, incongruent loss—loss, and loss—win) displaying feedback type effects for the FRN, P3, and LPP components. Waveform differences are displayed on the top view of a model head.

$F_{(1,28)} = 7.03$, $p < 0.05$, $\eta^2_p = 0.20$. No further main or interaction effects reached significance, $F$s $< 2.32$, $p$s $> 0.14$, $\eta^2_p < 0.08$.

Discussion

The present study examined the impact of anticipated threat or safety on decision-making and reward reversal learning. Self-report data confirmed the threat context as more unpleasant, arousing, and threatening relative to safety condition; this was also reflected in threat-enhanced late positive potentials (parieto-occipital LPP, 450–750 ms) to the onset of context conditions. Contrary to our expectations, behavioral parameters during the threat and safety conditions were comparable (e.g., errors-to-criterion, number of reversal), and even after excluding outliers, the contextual threat did not significantly modulate decision-making. Regarding feedback processing, electrocortical indicators of error monitoring and reward reversal learning were observed. Specifically, a pronounced feedback-related negativity (fronto-central FRN, 250–300 ms) was found for unexpected losses compared to both congruent losses and win feedback. The fronto-central P3 component (300–400 ms) discriminated between congruent loss and gain feedback and was sensitive to contextual conditions. P3 amplitude was reduced during threat compared to safety context. Finally, the late positive potential to feedback cues (centro-parietal LPP, 400–600 ms) was more pronounced for loss information (congruent and unexpected) compared to gains. Overall, feedback processing changed throughout the visual processing stream—from expectancy-driven (FRN: unexpected vs. congruent losses and gains) to indifferent discrimination of gains and losses (P3 also threat-selective) and to valence-specific processing (LPP: unexpected and congruent loss).
losses vs. gains). Thus, regardless of contextual threat, early and late cortical activity reflects an attentional shift from expectation- to outcome-based feedback processing.

Information about the outcome of actions is central to performance control in decision-making tasks, especially in potentially threatening conditions. The FRN is tied to external outcome feedback (e.g., gain or loss) and presumably reflects the selective processing of negative performance outcomes and varies with prediction error (Miltner et al., 1997; Gehring and Willoughby, 2002; Hajcak et al., 2005, 2007). Confirming previous research, we observed pronounced FRN in response to unexpected negative outcomes relative to win feedback (e.g., Holroyd and Coles, 2002; Holroyd et al., 2006; Yasuda et al., 2004). Building upon this, the present study adds that the FRN was not affected by contextual threat or safety, pointing to separate systems involved in feedback and threat processing. However, it must be noted that the feedback options (monetary gains or losses) were not diagnostic of the threat-of-shock signals (i.e., background colors). In this regard, the relevance of contextual and situational settings is an important aspect of the process of decision-making and performance monitoring (e.g., Bublatzky et al., 2017; Pittig et al., 2018). For instance, in an experimental setting where participants were under social observation, increased FRN amplitudes were found in socially anxious individuals under observation compared to a non-social control condition (Voegler et al., 2019). Situational aspects can thus alter the processing of feedback, especially if they are relevant to the decision task at hand (Koban and Pourtois, 2014). Future research may further address the role of situational aspects (e.g., perceived stress and threat) and performance monitoring for social behaviors (e.g., avoidance, stockpiling, or donation behavior; Walentowska et al., 2016; Pittig et al., 2020).

A non-interactive pattern of contextual threat and feedback processing continued for the P3 component, which was shown to respond to feedback valence, risk level of decisions, attentional allocation, and memory update processes (Yeung and Sanfey, 2004; Willis et al., 2010; Schueremann et al., 2012; Bublatzky et al., 2020a). Extending these results, the present study shows that the P3 was sensitive to both the valence of feedback and contextual threat, suggesting simultaneous but independent processing of threat and feedback at this stage. Specifically, enhanced P3 amplitudes were observed for congruent loss relative to win feedback, which actually reflects the most relevant information for reversal learning because negative feedback indicates the need for updating choice–outcome associations. Alternatively, this finding may relate to the probability of the (less often) negative relative to the (more often) positive feedback (Walentowska et al., 2016). Speaking against this explanation, the least often incongruent loss feedback did not reveal significantly enhanced P3 amplitudes. Moreover, reduced feedback-related P3 amplitudes during a threatening situation may reflect interference effects of contextual threat on attentional allocation and memory processes (Schindler and Bublatzky, 2020). Here, recent research observed the frontal P3 component as sensitive to reversal learning and memory update processes. For instance, P3 modulations were reported when participants were cued to switch associations formed with angry faces (Willis et al., 2010) and for angry-looking face identities that changed their meaning from safety to cueing threat (Bublatzky et al., 2020a).

Finally, parieto-occipital late positive potentials (LPP) showed a clear valence-specific and outcome-oriented processing pattern (i.e., in/congruent losses vs. gains). Here, the motivational relevance of negative feedback indicates the need to adjust behavior, irrespective of contextual settings. Consistent with this reasoning, numerous previous studies showed a particularly pronounced LPP amplitude for negative information (for reviews see Schupp et al. (2006) and Schindler and Bublatzky (2020)), which has been associated with defensive motivational states, action-related processing, and psychophysiological response priming (e.g., withdrawal or avoidance behaviors; Löw et al., 2008; Bublatzky and Schupp, 2012; Ming et al., 2021). Faithful to this motivational relevance, threat-enhanced LPP amplitudes were observed only at the onset of the threat context but not at the onset of feedback (which was not threat-predictive) within a threatening context.

Taken together, these results support the notion that the FRN functionally reflects a mechanism that evaluates whether an outcome meets the expectations (Miltner et al., 1997; Simons, 2010; Potts, 2011; Koban and Pourtois, 2014). However, the P3 and later LPP components are more sensitive to outcome evaluation that is dependent on both motivational aspects and more top-down controlled processing (e.g., attentional allocation and memory update processes; Yeung and Sanfey, 2004; Wu and Zhou, 2009; Bublatzky et al., 2020a; Ming et al., 2021). Regarding the neural structures involved, LORETA source estimations of FRN, P3, and LPP feedback effects confirm previous imaging research (see Figure 5) that identified the anterior cingulate cortex and medial frontal gyrus as key structures involved in behavior monitoring and feedback processing (e.g., Gehring and Willoughby, 2002; Kringelbach and Rolls, 2003; Potts, 2011; Gläscher et al., 2012). Interestingly, a clear source discrimination between congruent and incongruent losses was found only for the LPP, suggesting the frontal lobe and orbital gyrus as the best match for differential cortical activity. Here, future imaging research needs to clarify the interplay of neural structures and temporal dynamics involved in congruence and feedback processing, as well as its relevance for decision-making (Cunningham et al., 2004; Frömer et al., 2019; Bublatzky et al., 2020b).

Regarding the effects of threat and stress on behavioral performance, previous research has shown mixed results depending on, for example, threat manipulation, behavioral tasks, and individual anxiety disposition (for reviews see Starcke and Brand (2012) and Robinson et al. (2013)). However,
FIGURE 5
LORETA source estimations for the differential effects of feedback types as revealed by the FRN, P3, and LPP components. The medial frontal gyrus and anterior cingulate emerged as relevant sources for the FRN (A) and P3 (B) components discriminating negative compared to positive feedback. (C) For the LPP, frontal lobe and orbital gyrus best-matched the differential cortical activity to unexpected loss vs. loss and win feedback. For the LPP difference loss vs. win, the best source match referred to the temporal lobe and inferior temporal gyrus.

in the few studies that addressed reward learning, reduced reward learning was observed under threat-of-shock (Bogdan and Pizzagalli, 2006; Bogdan et al., 2010). For instance, our direct partner study focusing on psychophysiological response measures (Paret and Bublatzky, 2020) observed that more errors-to-criterion were needed under threat (relative to safety) but no difference emerged for the overall number of reached reversals using the same experimental task as in the present study. The present behavioral data only replicate the null findings regarding the total number of reversals, but no reduced learning of reward reversal during threat (i.e., more errors-to-criterion) was found. Diverging findings may relate to several factors, e.g., the composition of the study samples (e.g., female vs. mixed female/male; e.g., Villanueva-Moya and Expósito, 2021) in combination with the stimulus materials (fruits and female faces). However, other aspects such as reward and incentive values, choice conflicts, and exploration behavior are of particular interest to follow-up on (e.g., Clark et al., 2012; Endrass et al., 2013; Bublatzky et al., 2017; Pittig et al., 2018).

Another noteworthy aspect regards the divergent result patterns for self-reported ratings, behavioral performance, and electrocortical measures. While ratings and ERP findings clearly confirm previous threat-of-shock studies (e.g., pronounced threat ratings and threat-enhanced parieto-occipital LPP amplitudes), there was no contextual threat effect for any of the behavioral parameters examined (i.e., errors-to-criterion, number of reversal, error rates, and choice time), even when using non-parametric tests or removing behavioral outliers. From a conceptual perspective, however, it is not entirely surprising that anticipatory threat effects do not reach the level of overt behavioral change. For instance, it is a well-known phenomenon that different levels of emotion measurements do not necessarily coincide (e.g., Lang, 1993; Lang et al., 1997; Ventura-Bort et al., 2022). Moreover, with regard to anticipatory aversive states, several recent studies have observed threat effects at the neural level, but no behavioral equivalents, for example, in the recognition of facial identities, subtle facial expressions, or objects within emotional scenes (Bublatzky et al., 2020b;
Bublatzky et al. 2020; Ventura-Bort et al., 2020; Arnold et al., 2021). Here, aversive anticipations can influence perceptual and attentional processes (i.e., “not missing the perception of a potential threat”), but without reaching the threshold that triggers (costly) activation of physiological response systems or even overt behavioral responses (e.g., Schellhaas et al., 2022). Future research may use other threat manipulations (e.g., anticipation vs. experience of pain or relief) to examine the combined impact of severe aversive conditions on reward learning (e.g., in pain-related disorders; Al-Obaidi et al., 2000; Leknes et al., 2011; Seidel et al., 2015).

Although the present healthy sample does not allow conclusions to be drawn regarding psychological disorders and clinical interventions, the current design addresses and combines important mechanisms (i.e., reward-, reversal-, and threat learning) that are critically involved in the development and maintenance of psychopathology. Future research may address the clinical relevance in samples with high impulsivity, difficulties in emotion regulation, and stress- and trauma-related disorders (e.g., attention deficit hyperactivity disorder and borderline personality disorder; e.g., Hirsh and Inzlicht, 2008; Endrass et al., 2013; Weinberg et al., 2015, 2016; Paret et al., 2017; Bellato et al., 2021).

In summary, the present study examined reward-reversal learning under threatening or safe contextual settings. Key findings confirm successful threat manipulation through verbal threat and safety learning, which led to enhanced threat, unpleasantness, and arousal ratings. While no impact of contextual threat was found for behavioral parameters, electrocortical processing revealed threat-selective P3 amplitudes and late positive potentials. Regardless of the contextual threat, a change from early expectancy-driven (feedback-related negativity) to valence-specific processing (late positive potentials) was observed. Future research needs to address the (mal-)adaptive impact of stress and threat on feedback processing in more complex decision-making situations in healthy and clinical populations.
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