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ABSTRACT
Graph Neural Networks (GNNs) are powerful architectures that have demonstrated remarkable performance in various node-level and graph-level tasks. Despite this success, prominent analysis shows that their representation power is limited and that they are at most as expressive as the Weisfeiler-Lehman (WL) test. In this paper, we take a different approach and analyze the expressive power of GNNs with respect to the spectral decomposition of the graph operators. We prove that GNNs can produce distinct equivariant outputs for all graphs with different eigenvalues, therefore surpassing the limitations of the WL test. On the practical front, our approach enables the design of GNNs that unlock the full potential of their expressive power. Thorough experimental analysis on graph classification datasets supports our theoretical findings and showcases the effectiveness of the proposed approach.
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1. INTRODUCTION
The success of Graph Neural Networks (GNNs) across a wide range of tasks has sparked significant research interest in demystifying their functionality and understanding their fundamental properties. In this pursuit, [1] delves into the analysis of GNNs’ permutation invariance-equivariance, and [2] proves their stability to perturbations. An important line of work investigates the transferability of GNNs to very large graphs [3, 4], while [5, 6] discuss the universality properties of GNNs, particularly in the context of functions that exhibit permutation invariance or equivariance. Despite the theoretical and empirical evidence for the success of GNNs, the current analysis shows that their representation power is limited. In particular, the prominent works of [7, 8] study the expressive power of local, message-passing GNNs with anonymous countable inputs and show that they are at most as powerful as the Weisfeiler-Lehman (WL) test [9]. To overcome these limitations, several follow-up works have been proposed that can be grouped into three categories. The first set of methods [10–15] designs more complex architectures, that use k-tuple and k-subgraph information in the form of a tensor. These works employ more expressive structures compared to standard GNNs, however, they are usually computationally heavier to implement and also prone to overfitting. The second group of methods [16–18] compute features related to the subgraph information, to increase the separation capabilities of GNNs. Subgraph attributes benefit various tasks, however, increased expressivity results from independent graph algorithms and not from the GNN architecture. The third set of methods, [19, 20], uses random features as input to the GNN in order to achieve enhanced function approximation. However, the increased function approximation comes at the expense of permutation equivariance and leads to poor generalization.

In this paper, we revisit local, message-passing GNNs and show that they are more powerful than initially thought. In particular, we prove that the local, message-passing operations are able to generate equivariant representations, from anonymous inputs, that are more expressive than the WL test. To be more precise, our work is motivated by the following research problem:

Problem definition: Given a pair of different graphs $G, \hat{G}$ and anonymous inputs $X, \hat{X}$; is there an equivariant GNN $\phi$ with parameter tensor $H$ such that $\phi(X; G, H), \phi(\hat{X}; \hat{G}, H)$ are nonisomorphic?

Anonymous inputs are defined as the inputs that are structure- and identity-agnostic, i.e., they carry zero information at all. The study of anonymous inputs stems from our interest in examining the ability of GNNs to generate information about the graph structure when zero information is given in the input.

In this paper, we give an affirmative answer to the aforementioned research question. In particular, we analyze message-passing GNNs with white random inputs and prove that they can generate discriminative outputs, for at least all graphs with different eigenvalues. Consequently, message-passing GNNs are more expressive than the WL test as they can discriminate between graphs that fail the WL test, yet have different eigenvalues. Note that, having different eigenvalues is a very mild condition that most real graphs satisfy. Our analysis employs spectral decomposition tools to analyze the representation power of GNNs and show that the source of the WL test as a limit is not the message-passing mechanism but the use of the all-one input.

On the practical front, our work maintains permutation equivariance, a fundamental property that is abandoned in related works with random input features. Furthermore, the proposed analysis is constructive and enables the design of efficient GNN architectures that can potentially unlock the full potential of message-passing operations. To avoid training GNNs with random input, we prove that the whole process is equivalent to a deterministic GNN that in the first layer linearly combines the number of closed paths each node participates in. Finally, numerical experiments with graph isomorphism and graph classification datasets showcase that the proposed GNN approach demonstrates remarkable performance and is a better anonymous discriminator compared to WL-related approaches.

Other related works: The first study into the approximation capabilities of GNNs was conducted by [21]. The works of [22] and [23], leverage multiple and directional aggregators to enhance the expressiveness of GNNs. On the other hand, [24, 25] introduces convolutional operations in the spectral domain to develop powerful GNNs. Additionally, [26] examines of a GNN’s learning capacity concerning its width and depth, while [27] establishes a link between universal approximation and the capacity of GNNs.

Notation: Lowercase bold letters, $x$, represent vectors, uppercase bold letters, $X$, represent matrices, and calligraphic uppercase letters, $\mathcal{X}$, denote sets. For a matrix $X$ or vector $x$, we denote their transpose by $X^T$ and $x^T$, respectively, and $\text{diag}[X]$ denotes the vector that contains the diagonal of matrix $X$. 
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2. PRELIMINARIES

A graph is represented by \( \mathcal{G} := (V, E) \), with a set of vertices \( V = \{1, \ldots, N\} \), and a set of edges \( E = \{(u, v)\} \), or equivalently by an adjacency matrix \( S \in \{0, 1\}^{N \times N} \). The vertices (nodes) of the graph are often associated with graph signals \( x_v \in \mathbb{R}^D \) with \( D \) features, also known as node attributes. We study undirected graphs, thus \( S \) is symmetric and admits a spectral decomposition \( S = U \Lambda U^T \), where \( U \) is an orthonormal matrix containing the eigenvectors, and \( \Lambda \) is a diagonal matrix of the corresponding eigenvalues.

A pair of graphs \( \mathcal{G}, \hat{\mathcal{G}} \) is considered nonisomorphic if and only if there is no permutation matrix \( \Pi \) such that \( \mathcal{S} = \Pi \mathcal{S} \Pi^T \). Our analysis studies a broad class of nonisomorphic graphs that have different eigenvalues. To be more precise, let \( \mathcal{S}, \hat{\mathcal{S}} \) be the set containing the unique eigenvalues of \( \mathcal{S} \) and \( \hat{\mathcal{S}} \) with multiplicities denoted by \( m_\lambda, m_{\hat{\lambda}} \), respectively.

**Assumption 2.1.** \( \mathcal{S}, \hat{\mathcal{S}} \) have different eigenvalues, i.e., there exists \( \lambda \in \mathcal{S} \), such that \( \hat{\lambda} \notin \hat{\mathcal{S}} \) or \( m_\lambda \neq m_{\hat{\lambda}} \). Assumption 2.1 is not restrictive. Real nonisomorphic graphs have different eigenvalues with very high probability [28].

We study standard GNNs that perform local, message-passing operations. A message-passing GNN is a cascade of layers and is defined by the following recursive formula:

\[
x_v^{(r)} = g^{(r-1)} \left( x_v^{(r-1)}, f^{(r-1)} \left( \{ x_u^{(r-1)} : u \in \mathcal{N}(v) \} \right) \right),
\]

where \( \mathcal{N}(v) \) is the neighborhood of vertex \( v \), i.e., \( u \in \mathcal{N}(v) \) if and only if \( (u, v) \in E \). The function \( f^{(r)} \) aggregates information from the multiset of neighboring signals, whereas \( g^{(r)} \) combines the signal of each vertex with the aggregated one from the neighboring vertices. Common choices for \( f^{(r)}, g^{(r)} \) are the multi-layer perceptron (MLP), the linear function, and the summation function. In this paper, we study the following message-passing GNN:

\[
X^{(l)} = \rho \left[ \sigma \left( \sum_{k=0}^{K-1} S^k X^{(l-1)} H_k^{(l-1)} \right) \right],
\]

where \( X^{(0)} \in \mathbb{R}^{N \times D} \) represents the signals of all vertices, \( H_k^{(l)} \in \mathbb{R}^{D \times D} \) are the trainable parameters of layer \( l \), \( \sigma \) is a pointwise nonlinear activation function, and \( \rho \) is a normalization function. The layer in (2) is equivalent to \( K - 1 \) layers in (1), when \( f^{(r)} \) is the summation function, and \( g^{(r)} \) is the multivariate linear function for the first \( K - 2 \) layers and the MLP followed by a normalization function for the \( K \)-th layer.

3. LIMITATIONS OF WL-RELATED ANALYSIS

The analyses in [7, 8] study the expressive power of message-passing GNNs by following the WL test steps. In both analyses, there is an implicit assumption that the input to the GNN is \( x = 1 \). This assumption originates from the first step of the WL test, which assigns an identical color to the representation of every node. As a result, [7, 8], study the expressive power of GNNs with the all-one input \( \phi(1; \mathcal{G}, \mathcal{H}) \), instead of the expressive power of GNNs with general inputs \( \phi(X; \mathcal{G}, \mathcal{H}) \). Studying a GNN with \( x = 1 \) is limiting for two reasons. First, the analysis is constrained to only a subset of possible inputs (the constant inputs) and cannot derive concrete conclusions about the whole set of possible inputs. Second, the all-one input is associated with serious limitations, involving the spectral decomposition of the graph.

![Fig. 1: WL indistinguishable graphs](image)

To analyze the spectral limitations of the all-one input we first observe that for a single-feature input, the GNN layer in (2) takes the form \( X^{(l)} = \rho \left[ \sigma \left( \sum_{k=0}^{K-1} S^k x \hat{h}_k^{(l-1)} \right) \right] \), which is a set of \( F_1 \) parallel graph filters of the form:

\[
z = \sum_{k=0}^{K-1} h_k S^k x,
\]

followed by the pointwise nonlinearity and the normalization function. The expression in (3) is also known as the graph convolution and can also be cast as:

\[
z = \sum_{k=0}^{K-1} h_k S^k x = \sum_{k=0}^{K-1} h_k U \Lambda^k U^T x = \sum_{n=1}^{N} \hat{h}(\lambda_n) \hat{x}_n u_n,
\]

where \( \hat{h}(\lambda_n) = \sum_{k=0}^{K-1} h_k \lambda_n^k \) is the \( n \)-th component of the Graph Fourier Transform (GFT) [29] of the graph filter with \( \{h_k\}_{k=0}^{K-1} \) parameters, and \( \hat{x}_n = u_n^T x \) is the \( n \)-th component of the GFT of \( x \). We observe that the graph convolution is a linear combination of the eigenvectors of \( S \) weighted by the frequency response of the filter, and the GFT of \( x \). For \( x = 1 \), \( \hat{x}_n = u_n^T 1 \) and \( \hat{x}_n = 0 \) when \( u_n \) is orthogonal to \( 1 \). As a result, when using an all-one input, it will effectively suppress all spectral components (eigenvectors) of the graph that are orthogonal to \( 1 \). This can lead to the loss of crucial information about the graph’s structure. This limitation becomes even more significant when considering that the majority of real-world graphs possess spectral components orthogonal to \( 1 \). It is important to note that while the pointwise nonlinearity may potentially recover the dismissed components, in the case of 1-WL indistinguishable graphs, these spectral components will remain zero.

A classic pair of graphs with different eigenvalues, that the WL algorithm and GNNs with \( x = 1 \) input cannot tell apart (1-WL indistinguishable graphs), is presented in Fig. 1. The eigenvalues along with the GFT of \( x = 1 \) for these graphs is presented in Table 1. We observe that \( x = 1 \) is orthogonal to the eigenvectors corresponding to the eigenvalues that differentiate the two graphs. Consequently, the operation \( S \cdot 1 \) negates the vital information that tells these two graphs apart.

| Graph | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| \( \mathcal{G} \) | \( \lambda_0 \) | 2.3 | 1.6 | 1.3 | 1.0 | 0.6 | -2.3 | -1.6 | -0.6 | -1.0 | -1.3 |
| \( u_0^T 1 \) | 1.0 | 0.0 | 0.0 | -0.8 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | -0.2 |
| \( \hat{\mathcal{G}} \) | \( \lambda_0 \) | 2.3 | 1.9 | 1.0 | 0.6 | 0.6 | 0.3 | -1.3 | -1.6 | -1.6 | -2.1 |
| \( u_0^T 1 \) | 1.0 | 0.0 | -0.8 | 0.0 | 0.0 | 0.0 | 0.0 | -0.2 | 0.0 | 0.0 |

To overcome the limitations of the WL-related analysis, we study message-passing GNNs with white noise. In particular, we consider a
A message-passing GNN layer in (2) which we load with white random input \( x \in \mathbb{R}^N \), i.e., \( \mathbb{E}[x] = 0, \mathbb{E}[xx^T] = \sigma^2 I \). Since the input is a vector the GNN layer in (2) corresponds to a set of \( F_1 \) separable operations of type:

\[
y = \rho \left[ \sigma \left( \sum_{k=0}^{K-1} h_k S^k x \right) \right]
\]

(5)

First, we study the effect of the white input to the linear part of (5), i.e., the graph filter (as defined in (3)). Since \( x \) is a zero-mean random vector, \( z \) is also a random vector with \( \mathbb{E}[z] = 0 \). Thus, the expected value provides no information about the graph structure. Measuring the variance, on the other hand, yields:

\[
\text{var}(z) = \mathbb{E}[z^2] = \text{diag} \left[ \mathbb{E}[zz^T] \right] = \text{diag} \left[ \sum_{k=0}^{K-1} h_k S^k \mathbb{E}[xx^T] \right] = \sigma^2 \sum_{k=0}^{K-1} h_k S^k \mathbb{E}[xx^T]
\]

where \( h_k = \sigma^2 \sum_{m=0}^{k} h_m b_k \), such that \( m + l = k \). The results of Equation (6) provide two notable points. First, the variance of a graph filter with white random input is a linear combination of powers of the adjacency diagonals. In other words, the variance linearly combines the \( k \)-hop closed loops each node is involved in. Furthermore, the resulting output aggregates information from \((2K-1)\)-hop neighborhood, whereas the original filter has length \( K \). This is attributed to the square nonlinearity introduced by the variance computation. However, there is a caveat that the degrees of freedom for \( \{h_k\}_{k=0}^{2K-2} \) are \( K \) and not \( 2K - 1 \).

The most important outcome from the above analysis is that the variance of the graph filter with white input is a proper message-passing layer, as defined in (5). To be more precise, the message-passing block in (5) with white input, square pointwise nonlinearity, and normalization defined by the expectation operator computes the variance of the graph filter output, which produces a permutation equivariant representation for the nodes of the graph that linearly combine of \( k \)-hop closed loops, i.e.,

\[
y = \rho \left[ \sigma \left( \sum_{k=0}^{K-1} h_k S^k x \right) \right] = \sum_{k=0}^{2K-2} h_k \text{diag} \left[ S^k \right],
\]

(7)

where \( \sigma(\cdot) = (\cdot)^2 \), and \( \rho[\cdot] = \mathbb{E}[\cdot] \). The above analysis proves the following theorem.

**Theorem 4.1.** A message-passing GNN \( \phi(X; G, H) \), defined by (7), with white random input produces equivariant representations that can count all the closed paths each node participates in.

To analyze the expressive power of message-passing GNNs, we study the module (7) with spectral decomposition tools:

\[
y = \sum_{k=0}^{2K-2} h_k \text{diag} \left( \sum_{n=1}^{N} \lambda_n \left| u_n^k u_n^T \right| \right)
\]

\[
= \sum_{k=0}^{2K-2} \sum_{n=1}^{N} \lambda_n^k \left| u_n^k \right|^2 = \sum_{n=1}^{N} \tilde{h}(\lambda_n) \left| u_n \right|^2,
\]

(8)

where \( \tilde{h}(\lambda_n) = \sum_{k=0}^{2K-2} h_k \lambda_n^k \) is the frequency response of the graph filter in (7) at \( \lambda_n \). In simple words, the output of the message passing block in (7) is a linear combination of the absolute values of the graph adjacency eigenvectors weighted by the frequency response of the filter parameters.

**Corollary 4.2.** The \( k \)-hop paths in a graph are associated with the eigenvalue decomposition of the graph adjacency as follows:

\[
d^k = \text{diag} \left( S^k \right) = \sum_{n=1}^{N} \lambda_n^k \left| u_n \right|^2.
\]

(9)

Following the above analysis, we characterize the expressive power of message-passing GNNs as follows:

**Theorem 4.3.** Let \( G, \tilde{G} \) be nonisomorphic graphs. If Assumption 2.1 holds, there exists a GNN with white random input that produces equivariant nonisomorphic representations for the two graphs.

The proof is relegated to the journal version due to space limitations. The implications of Theorem 4.3 are noteworthy. A GNN with white input can uniquely process the majority of real graphs, i.e., those that have different eigenvalues. Furthermore, although the input is random, the expectation normalization produces deterministic outputs that always maintain permutation equivariance. This is a fundamental difference between our work and those in [19,20], which prove that random inputs produce expressive representations but not equivariant ones. Note that expressivity and permutation equivariance are both fundamental properties in deep learning. Our previous analysis shows that GNNs with random inputs are both expressive and equivariant, and the key is treating white noise as anonymous input to the GNN and not just drawing unique random realizations.

**5. ARCHITECTURE**

To transform the previous analysis to a multi-layer GNN we propose the architecture shown in Fig. 2. The first layer is loaded with white Gaussian noise which is processed by a set of message-passing blocks defined in (7). In practice, we do not feed the GNN with random noise but train the equivalent model instead, which linearly combines the \( k \)-hop loops. The remaining layers are designed according to Equation (2). Comparing the proposed architecture with the WL-related GNNs we get the following:

**Corollary 5.1.** The proposed architecture in Fig. 2 is strictly more expressive compared to GNNs with \( x = 1 \) or \( x = S \cdot 1 \) inputs.
Table 2: Average testing score and standard deviation over 10 shuffles

| Dataset | GNN\textsubscript{random} micro F1 | GIN\textsubscript{1} micro F1 | GIN\textsubscript{random} macro F1 | GIN\textsubscript{1} macro F1 |
|---------|-----------------------------------|--------------------------------|----------------------------------|-----------------------------|
| CSL     | 100 ± 0                           | 100 ± 0                        | 10 ± 3.3                         | 1.8 ± 0.6                   |
| IMDBINARY | 71.7 ± 2.5                          | 71.3 ± 2.7                       | 74.7 ± 3.2                       | 74.6 ± 3.2                   |
| IMDBMULTI | 46.1 ± 2.8                           | 44.2 ± 3.2                       | 50.3 ± 2.8                       | 48 ± 3.4                    |
| REDDITBINARY | 87.2 ± 4.1                           | 87.1 ± 4.3                       | 81.6 ± 5.6                       | 81.5 ± 5.7                   |
| REDDITMULTI | 54 ± 2.2                              | 52.4 ± 2.1                       | 52.4 ± 2.4                       | 50.9 ± 2.4                   |
| PROTEINS | 71.2 ± 4.2                           | 73 ± 4                           | 74 ± 4.6                         | 72.3 ± 4.5                   |
| MUTAG   | 89.3 ± 7.3                           | 87.2 ± 9.3                       | 89.8 ± 7.6                       | 88.6 ± 8.8                   |
| NCI1    | 74.5 ± 2.1                           | 74.3 ± 2.1                       | 77.2 ± 1.9                       | 77.2 ± 1.9                   |

To give a concrete example. An 1-layer GNN version of Fig. 2 with parameters \((h_0, h_1, h_2, h_3, h_4, h_5) = \left(0, 1, -\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}, \frac{1}{2}\right)\) produces different representations for the graphs in Fig. 1, that fail the WL test.

6. EXPERIMENTS

In this section we evaluate the performance of the proposed analysis with graph classification datasets. In particular, we study the effect of using anonymous all-one inputs vs anonymous random inputs on the expressivity of GNNs. To this end, three architectures are considered: the GNN of Fig. 2, denoted as GNN\textsubscript{random}, the Graph Isomorphism Network (GIN) [8] with all-one input, denoted as GIN\textsubscript{1}, and the GIN augmented with the first layer of Fig. 2, denoted as GIN\textsubscript{random}.

6.1. The CSL dataset

The first experiment is performed on the Circular Skip Link (CSL) dataset [11]. The CSL dataset is widely regarded as the benchmark standard for evaluating GNNs concerning isomorphism [30]. It contains 150 4-regular graphs, each of which consists of 41 nodes and 164 edges, classified into 10 distinct categories.

Since the CSL graphs are regular, \(x = 1\) is always an eigenvector and orthogonal to all other eigenvectors. Consequently, \(x = 1\) dismisses all the valuable information of the graphs, and as indicated in Table 2, the classification performance is completely random. In contrast, the proposed GNN architectures handle this dataset adeptly. Specifically, a single layer GNN\textsubscript{random}, characterized by parameters \((h_0, h_1, h_2, h_3, h_4, h_5) = \left(0, 1, -\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}, \frac{1}{2}\right)\) can classify these graphs with a remarkable accuracy rate of 100%. To illustrate this, in Table 3 we present the normalized GNN output (summed over all nodes) \(1^T y / 10^3\) for each class of graphs in the CSL dataset. The output remains identical for graphs within the same class but differs for graphs belonging to distinct classes. As a result, achieving perfect classification accuracy boils down to passing the GNN output to a simple linear classifier or even a linear assignment algorithm.

Table 3: GNN output \(1^T y / 10^3\) for CSL classes.

| CLASS | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|-------|---|---|---|---|---|---|---|---|---|---|
| 74    | -46 | 74 | -46 | -26 | -26 | -26 | -26 | -26 | -26 | -26 |

6.2. Social and biological networks

Next, the performance of the three architectures is tested with standard social, chemical, and bioinformatics graph classification datasets [31]. The dataset statistics can be found in Table 4. Each GNN model is designed with 4 layers, including skip-connections, and the same number of neurons. The output of each layer is processed by a graph pooling layer and then passed to a linear classifier. The used nonlinearity is ReLU. To test the performance of the three architectures each dataset is divided into 50 – 50 training-testing splits and 10-fold cross-validation is performed. The performance is assessed by measuring the micro F1 and macro F1 score for each epoch and presenting the epoch with the best average result among the 10 folds. The testing results over 10 shuffles are presented in Table 2.

Table 4: Datasets

| Dataset | Graphs | Vertices | Edges | Classes | Network Type |
|---------|--------|----------|-------|---------|--------------|
| CSL     | 150    | 41       | 164   | 10      | Circulant    |
| IMDBINARY | 1,000 | 20       | 193   | 2       | Social       |
| IMDBMULTI | 1,500 | 13       | 132   | 3       | Social       |
| REDDITBINARY | 2,000 | 430      | 498   | 2       | Social       |
| REDDITMULTI | 5,000 | 509      | 595   | 5       | Social       |
| PTC     | 344    | 26       | 52    | 3       | Bioinformatic|
| PROTEINS | 1,113  | 39       | 146   | 2       | Bioinformatic|
| MUTAG   | 188    | 18       | 20    | 2       | Chemical     |
| NCI1    | 4110   | 39       | 73    | 2       | Chemical     |

Table 2 reveals that GIN\textsubscript{1} experiences a significant performance gap when compared to the GNN\textsubscript{random} architecture and GIN\textsubscript{random} in the REDDITBINARY dataset, while notable improvements are evident in the REDDITMULTI dataset. Conversely, GIN\textsubscript{1} exhibits a modest 3% advantage in the IMDBINARY dataset, whereas, in the remaining datasets, the performances of the competing algorithms are statistically the same. The latter can be attributed to the fact that the vital classification components, of these datasets, are not orthogonal to \(x = 1\) and GIN\textsubscript{1} is not undergoing critical information loss. In summary, we conclude that GNN\textsubscript{random} and GIN\textsubscript{random} do not only show remarkable classification performance in most datasets but can also handle pathological datasets such as the CSL. This underscores the importance of thoroughly analyzing the representation capabilities of GNNs and tailoring GNN architectures accordingly.

7. CONCLUSION

In this paper, we studied the expressive power of message-passing GNNs with random noise and spectral decomposition tools. We proved that contrary to the current analysis, the WL test is not the real expressivity limit and proved that GNNs can produce discriminative and equivariant representations for any pair of graphs with different eigenvalues. Following this analysis, we designed powerful architectures that demonstrate remarkable performance with graph isomorphism and graph classification datasets.
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