Abstract—Drone-to-drone detection using visual feed has crucial applications, such as detecting drone collisions, detecting drone attacks, or coordinating flight with other drones. However, existing methods are computationally costly, follow non-end-to-end optimization, and have complex multi-stage pipelines, making them less suitable for real-time deployment on edge devices. In this work, we propose a simple yet effective framework, TransVisDrone, that provides an end-to-end solution with higher computational efficiency. We utilize CSPDarkNet-53 network to learn object-related spatial features and VideoSwin model to improve drone detection in challenging scenarios by learning spatio-temporal dependencies of drone motion. Our method achieves state-of-the-art performance on three challenging real-world datasets (Average Precision@0.5IOU): NPS 0.95, FLDrones 0.75, and AOT 0.80, and a higher throughput than previous methods. We also demonstrate its deployment capability on edge devices and its usefulness in detecting drone-collision (encounter). Project: https://tusharsangam.github.io/TransVisDrone-project-page/

I. INTRODUCTION

Drones have seen great popularity in various real-world applications such as surveillance, package delivery, military applications, agricultural robotics [1], etc. From the perception (computer vision) point of view, drone visual feed can be used to address various problems such as human action recognition [2]–[6], behavioral understanding [7], ground object detection and tracking [8], [9], etc. Apart from the above ground object/actors detection, it is also crucial to detect other airborne objects like the other drones or birds to prevent collisions during flight. [10], tackle a drone attack [11], or coordinate flights with other drones. [12]. Although drone detection from aerial videos has crucial prospects, it is an under-explored research problem.

Drone-to-Drone detection has a more challenging nature compared to standard object detection problems. The major challenges are: First, small-sized object (drone): in the captured aerial videos, typical target drones are only 0.07% of the frame-size [13], whereas in standard detection problems, the object size is about 20% [14], [15]. Second, Movement of target drones can be fast and erratic which often blurs video frames and make it difficult to detect objects. Third, Egomotion or the source drone movement also makes the detection and tracking of the target drone difficult.
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Fig. 1: Qualitative Visualization. Our TransVisDrone method is successfully able to detect the drone even in various challenging scenarios. Green Box indicates ground-truth, Red Box indicates output prediction box. (Best view with 300% zoom-in)
Fourth, Uncontrolled Surroundings: aerial videos are often captured in an outdoor setting, which brings many challenges like variable lighting, cluttered background, occlusion, etc. Apart from these challenges, computational efficiency (i.e., throughput) is highly desirable since most drones need to process the data on edge-computing resources.

There are a few standard object detection methods such as Mask-RCNN [16], YOLO [17], and De-DETR [18] which can be employed to detect drones in a drone video. However, since they do not exploit the temporal dynamics of the video, they perform at a sub-optimal level due to a lack of temporal coherence in the predictions and can miss the target drone when there is motion due to source or target drone or both.

A recent method DogFight [19] utilizes a two-stage segmentation approach. As a part of preprocessing, a frame is first divided into overlapping patches. In the first stage, contextual information in each frame is learned through a 2-D convolution network and channel-pixel-wise attention. The frame-wise detections obtained through the first stage are connected through a connected component analysis and an off-the-shelf tracker. These obtained tracks are processed through 3D-Convolution networks and channel-pixel-wise attention. Although [19] achieves the state of art results, it has several downsides: First, High computational requirement: since their framework utilizes 2D and 3D convolution networks along with channel-pixel attention modules in both stages, it requires large computational resources. Second, Low throughput FPS: the framework takes multiple overlapping crops from a single frame and processes them individually. It also utilizes connected component analysis and an off-the-shelf tracker which are implemented on CPU and do not get benefit from the parallel operations of GPU. Third, Non-Differential Components: It is not an end-end approach; i.e. between stage-1 and stage-2, the method requires non-differentiable components like connected component analysis and off-the-shelf tracker, which makes it complicated to train, since first, we need to store tracks from stage-1 for all videos and then start training stage-2. The non-differentiable components also require hand-crafted filters which introduce dataset-specific inductive biases. Rozantsev et al. [10] also face similar issues to [19].

In the spirit of tackling the challenges of [10], [19] and other prior work for real-time applications, we propose a new framework: spatio-temporal TRANSformer for VIStion-based DRONE-to-DRONE Detection (TransVisDrone). We propose a simple end-to-end framework based on CSP-DarkNet53 [20] and Video-Swin transformer [21]. Our overall framework is shown in Fig.2. First, a clip is sampled from the flight video within a temporal window and processed through stochastic temporally-consistent transformations. The transformed clip is flattened across time dimension and fed to CSP-DarkNet53 to obtain spatial features in each frame. Finally, to exploit video temporal information, drone features of a short video clip are passed through Video-Swin model to learn the spatio-temporal dependencies among them. The final output is obtained through standard detection head and non-maximum suppression operations.

The major contributions of our work can be summarized as follows:

- We propose a simple, efficient, and end-to-end trainable framework for drone detection in the videos captured from a drone. Our approach detects drones using only video feed without relying on expensive payloads, Li-dars, etc, [22], [23]. Our method is fully differentiable and does not require any handcrafted algorithms as used in the prior work [19], [24].
- Our method establishes new state-of-the-art on three publicly available drone detection datasets: NPS [13], FL-Drone [24], and AOT dataset [25]. These datasets differ significantly in complexity, drone sizes, and a number of videos.
- We perform detailed ablation studies of various design choices of our framework and conduct experiments on edge-device to demonstrate the usefulness of our approach for real-world applications like drone encounter detection.

II. RELATED WORKS

A. Drone detection

Drone detection has been studied by various works in the aerial robotics community, however, they mainly involve non-visual sensor data or static cameras from the ground. Dressel and Kochenderfer [22] try to detect other intruder drones for security purposes using RF sensors of the target drones. Since this approach is constrained to the attached sensors of the target drones, it is not applicable to airborne objects that do not bear the RF sensors such as birds and balloons. [26] proposes a self-supervised learning approach for visual localization of a quadrotor using its own noise as a source of supervision. [27] presents an efficient self-supervised deep neural network approach for monocular multi-robot relative localization. Yang and Quan [28] use visual feed and computer vision models to guide the servo and intercept intruder drones. However, their data is collected from a static camera on the ground in a controlled environment and it only captures low-altitude samples. Since their image acquisition setup is highly controlled, it is not suitable for the drone camera and detecting challenging surroundings. Chen et al. [29] uses point cloud data to segment the voxels and avoid obstacles. However, obtaining the point cloud data is not inexpensive and requires LIDAR sensors. Dogru and Marques [23] also use LIDAR sensors placed on the ground to detect UAVs in the air. Cao et al. [30] use the Siamese network to perform visual tracking of the objects in the UAV camera feed. However, they focus on the objects on the ground instead of other airborne objects. Also, they only process the spatial information and do not take the temporal context into consideration. Yu et al. [31] uses visual sensors along with radars to avoid obstacles. However, their visual computing is based on optical flow which is computationally slow for a real-time system. Also, their work is not demonstrated on real-world datasets. Rozantsev et al. [24] propose a spatio-temporal(ST) cube that can combine
the spatial & motion features. To achieve that they employ two CNNs in a sliding window fashion & followed by a third CNN to detect UAVs in each ST cube. This approach suffers from the similar problems of being multi-stage, complex post-processing, and computationally expensive to deploy.

B. Transformers for temporal context

We want to improve drone detection in videos by learning drone motion from the temporal context. Recently, transformer-based self-attention is gaining popularity in the computer vision community because of its ability to focus on a non-local affinity of the data, which was previously a major limitation of convolution neural networks. A self-attention can successfully learn global temporal context from the sequence of frames and can encode the appearance and motion information of the moving object [32]. However, learning the global temporal context via transformer is computationally expensive, hence, Liu et al. [21], [33] develop a method to cut the cost of global self-attention by introducing a shifted window-based attention mechanism. Considering the ability to deploy on edge-computing devices, we choose VideoSwin instead of a full self-attention-based transformer.

III. METHOD

The proposed method is based on the following three insights: First, to tackle the large variation of drones and background scenes, data augmentation which maintains the video information in a short clip creates challenging scenarios; Second, due to real time applications and tiny object sizes, a fast and multi-scale, multi-level features extractor should be used for accurate detections; Third, temporal (video) information should be exploited while attending the important regions in the videos. To accomplish these goals, our framework consists of three components: (1) Temporally-consistent preprocessing, (2) Spatial feature extractor module (3) Spatio-temporal SwinTransformer [21] module. A schematic diagram of our framework is shown in Fig. 2.

A. Preprocessing

From any $i^{th}$ flight video $V$, frames within a temporal window, $\tau$ are selected, which we call sampled clip $S_{x,y,t}$. In the training mode, we select the sampled clip from a random temporal location, whereas, during the inference mode, we use the sliding window method to cover the whole video. The sampled clip is then transformed through Temporally-Consistent Augmentation (TCA) module. The main goal of this module is to first select a random subset of augmentations (details in Sec. IV-A) and apply the same augmentations on every frame of $S_{x,y,t}$. Note that, if each frame of the clip is transformed differently, it destroys the temporal dynamics of video [34], [35].

B. Spatial feature module

In CNN, feature map resolution is decreased in subsequent layers using max-pooling operation which retains only the maximum values in local regions, resulting in the loss of fine geometrical details required for small object detection. Thus we use CSPDarknet53 [36] which doesn’t downscale features by the common max-pooling operation & produces multi-scale features using spatial pyramid pooling block SPP [37]. Each frame sampled at the end of the TCA module is then passed through the CSPDarknet53 [36] backbone and we obtain multi-scale $(P_h, P_e, P_b)$ spatial features for each frame in the clip samples.

C. Spatio-Temporal Transformer

Spatial features obtained in Sec. III-B lack temporal video information and often miss drones due to their abrupt shape change and motion blur. Therefore, these multi-scale spatial features are fed to corresponding VideoSwin [21] branches to learn spatio-temporal dependencies. Figure 2 shows three different VideoSwin [21] branches being applied at three different feature scales. The standard Multi Head Self Attention MSA [38] layer works by dividing the input into fixed-sized small patches & then learning their relations through self-attention. SwinTransformer [21] blocks work more efficiently than the standard MSA head [38] by dividing the data into bigger patch sizes. In our case, we set the default patch size of $8 \times 8 \times \tau$. If the resolution of the spatial feature is $H \times W$, then the input feature size of the VideoSwin branch will be $H \times W \times \tau$. Thus after patching the input spatial feature with $\frac{H}{8} \times \frac{W}{8}$ patches and each patch size becomes $8 \times 8 \times \tau$. It then applies the MSA [38] inside each 3D patch, by further dividing this patch into smaller $M \times M \times \tau$ patches. This is the first layer of the SwinTransformer [21] block referred to as 3DW-MSA (3D Window-MSA) layer. For the next layer, windows are shifted by $(\frac{2}{3}, \frac{2}{3}, 0)$ and MSA [38] is applied again. This layer is referred to as 3DSW-MSA (3D Shifted Window-MSA). Since there is a spatial overlap between layer 1 & layer 2, it can capture the spatio-temporal global cues over the large receptive field effectively. Since there is a relatively small translation motion in the consecutive frames, attending over the local area instead of the entire spatial map is cost-effective & performant. Details of the design choice of the attention window size are analyzed in Sec. IV-E.3.

D. Loss functions

To optimize our framework, we utilize standard loss functions introduced by YOLO [17], which are: (1) objectness loss (2) classification loss, and (3) localization loss. The feature map $g(f(I_{x,y,t}))$ is considered as a $S \times S$ grid, and in each cell, $B$ bounding boxes are predicted and prediction losses are applied. As shown in the following equation, the objectness loss is calculated based on the condition if the object is present or not in the cell.

$$L_{objectness} = \sum_{k=0}^{S^2} \sum_{j=0}^{B} \hat{y}_{kj} (C_k - \hat{C}_k)^2 + \lambda_{obj} \sum_{k=0}^{S^2} \sum_{j=0}^{B} (1 - \hat{y}_{kj}) (C_k - \hat{C}_k)^2,$$

where, $\hat{y}_{kj}$ is indicator binary function which takes value of 1 if $j^{th}$ bounding box in cell $k$ contains the object. $\lambda_{obj}$ is
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Fig. 2: TransVisDrone Framework: First, a set of frames is sampled within a temporal window (shown in blue color) from the captured flight video into a clip. This sampled clip is transformed through temporal-consistent augmentations to obtain the input clip for our detection model $I_{x,y,t}$, here $x,y$ indicates pixel coordinates, and $t$ indicates the timestamp of the frame. Each frame of input clip is passed through CSP-DarkNet53 ($f_{x,y}$) [20] to obtain object-related spatial features from different layers ($P_3$, $P_4$, and $P_5$). To learn the spatio-temporal dependencies from these frame-wise spatial features, we use Spatio-Temporal Swin Transformer($g_{x,y,t}$) [21]. Finally, output tokens of the transformer are sent to the detection head and non-maximum suppression module to obtain the final detection output object bounding box sequence.

\[
L_{\text{classification}} = \sum_{k=0}^{S^2} \sum_{c \in \text{classes}} p^c_k - \hat{p}^c_k)^2 , \quad (2)
\]

where, $p^c_k$ is indicator binary function which takes value of 1 if an object is present in the $k$th cell. The third loss is computed from the discrepancy between the predicted bounding box and the ground-truth as shown in the equation below.

\[
L_{\text{localization}} = \sum_{k=0}^{S^2} \sum_{j=0}^{B} \sum_{a_{kj}} [ (x_k - \hat{x}_k)^2 + (y_k - \hat{y}_k)^2 ]
+ \lambda_{\text{coord}} \sum_{k=0}^{S^2} \sum_{j=0}^{B} \sum_{a_{kj}} 1^{\text{obj}}_{kj} \left[ \left( \sqrt{w_k} - \sqrt{w_{kj}} \right)^2 + \left( \sqrt{h_k} - \sqrt{h_{kj}} \right)^2 \right] , \quad (3)
\]

where, $(\hat{x}_k, \hat{y}_k)$ and $(x_k, y_k)$ are predicted top-left corner coordinates of predicted and groundtruth bounding box, respectively. Whereas, $(\hat{w}_k, \hat{h}_k)$ and $(w_k, h_k)$ are predicted width and height of predicted and groundtruth bounding box, respectively. $\lambda_{\text{coord}}$ is a hyperparameter set to 5 as per [17].

IV. EXPERIMENTS

A. Implementation Details

Since target drones are not always present in every frame of flight videos, drone datasets [13, 24, 25] do not provide any annotations for such empty frames. Therefore, for training, we use only frames that provide the annotations, and for evaluation, we test all frames with a skip rate of 4 following the protocols of prior work [19]. In Temporal Consistent Augmentation module, we use standard augmentations like perspective transforms, cutout, and color jittering. In order to reduce the extensive hyperparameter search for the augmentations, we follow the augmentation strengths of Zhu et al. [39] which deals with small ground-object detection. After augmentation module, we resize the frame to $1920 \times 1280$. We use Adam [40] optimizer with a momentum of 0.843 & learning rate of 3e-5. We apply cosine-decay learning rate scheduler [41] during training. Following the prior work [19], we start the training from publicly available pretrained model weights of yolov5l [42] on MS-COCO [43]. For the non-maximum suppression module, we set IoU threshold at 0.6 and the confidence threshold at 0.001. Our codebase can be found on GitHub [https://github.com/tusharsangam/TransVisDrone]

B. Evaluation Protocol

For evaluation, we set the IoU-threshold between predictions and ground truth to 0.5. Therefore detections matching with ground-truth with IoU $\geq 0.5$ are counted as the true positives. Following the prior work, we report average precision (AP) and a Precision-Recall pair corresponding to the best F1-Score. Since AP is averaged over uniformly spaced 11 operating points of the precision-recall curve, it is more reliable compared to the best precision-recall pair. Following prior work [19], we evaluate on every $4^{th}$ frame.
C. Datasets

We use three challenging drone datasets. Following Dogfight [19], we use NPS [13] and FL-drones [24]. In addition, we also provide evaluations on the newly released Airborne Object Tracking Dataset (AOT) [25] [44].

NPS-Drones dataset [13]: This dataset has 50 videos of custom delta wing air frames with a total number of frames adding up to 70250. Videos are captured from GoPro 3 camera with an HD resolution of 1920 × 1280 or 1280 × 760. The resolution is sufficient for capturing objects at a far distance range. Objects in this dataset are mainly small drones as shown in Fig. 1a & Fig. 1b. Object size typically ranges from 10 × 8 to 65 × 21. We use the clean version of annotations released by Ashraf et al. [19]. Following the train/val/test split of [19], we use video-id #01-#36 for training, videos #37-#40 for validation and #41-#50 videos for testing split.

FL-Drones dataset [24]: This small-scale dataset is proposed by EPFL with 14 videos which totals up to 38,948 frames. It is captured from a camera mounted on the flying drones with a mix of indoor and outdoor scenes. Frames are at the resolution of 640 × 480 or 752 × 480 in grayscale. Additionally drone object sizes vary from 9 × 9 to 259 × 197. Following Ashraf et al. [19] we use half of the frames of each video for training and the other half for testing. We use the cleaned version of annotations released by Ashraf et al. [19].

Airborne Object Tracking AOT dataset [25]: This was released for the ICCV 2021 workshop challenge [44] hosted by Amazon Prime Air. This dataset is collected from a high-resolution camera mounted onboard aerial vehicles. It contains up to 5.9M+ frames, collected at the resolution of 2448 × 2048 in grayscale. The planned encounters in the flight sequences have trajectories that are intended to generate a broad range of distances, closing speeds, and angles of approach. Airborne objects include helicopters, airplanes, drones, and other unplanned airborne objects such as birds, flocks, and balloons. The objects have labels, but information about their distance is not provided. Refer to Fig. 1c for a sample frame from this dataset. The original challenge test set is sequestered and the evaluation server is no longer active. Since there is no test set released, we use part#1 of the dataset where 516 videos are for training & 171 videos for testing, while the remaining 300 videos are for validation.

D. Comparison with Prior works

We compare our method with several recent state-of-art methods on NPS and FL-drones datasets as shown in Table I. Performance wise our TransVisDrone outperforms the prior method by 3% and 1% absolute on AP metric on NPS [13] and FL-drones datasets [24], respectively. As shown in Fig. 2 and Table I with the comparable performance, our method is significantly better than prior methods in terms of throughput which is measured in frames-per-second. Experiments performed on NVIDIA RTX A6000 48G GPU.

We also propose evaluation on AOT dataset [25], where we show results of our method and train a new model of Dogfight [19] using their official code repository. As shown in Table II we outperform the prior method by 6% absolute on AOT dataset [25]. Various operating points of our method can be seen at the precision-recall curve in Fig. 3.

| Methods   | AP-NPS [13] | AP-FLDrones [24] | FPS  |
|-----------|--------------|------------------|------|
| SCRDet-H  | 0.65         | 0.52             |      |
| SCRDet-R  | 0.61         | 0.52             |      |
| FCOS      | 0.83         | 0.62             |      |
| Mask-RCNN | 0.89         | 0.68             | 17.55|
| MEGA      | 0.83         | 0.65             |      |
| SLSA      | 0.46         | 0.61             |      |
| De-DETR   | 0.76         | -                | 10.69|
| ViGR      | 0.66         | -                | 1.6  |
| yolov5-tph | 0.92       | 0.69             | 25   |
| Dogfight  | 0.89         | 0.72             | 1.0  |
| Ours      | 0.95         | 0.75             | 24.6 |

| Methods | AP | Precision | Recall |
|---------|----|-----------|--------|
| Dogfight [19] | 0.74 | 0.82 | 0.65 |
| Ours     | 0.80 | 0.82 | 0.72 |

E. Ablations

In this section, we study various building blocks and design choices of our framework and try to report their performance and throughput trade-off.

1) Size of Temporal Window: In order to understand the impact of temporal context in our framework, we carry out experiments with three different sizes of the temporal window (τ): {1, 3, 5}. Experiments are performed on NPS and AOT datasets with 1280 resolution. We do not perform τ = 5 on AOT due to its immense training time. As shown in Table III increasing the temporal window size from 1 to 3, gets noticeable performance improvement, whereas, further increasing the size to 5 slightly improves the precision and recall. This implies that short-term motion (τ = 3) is helpful in very helpful in learning the spatio-temporal features of drone motion which results in improving the detection performance over single-frame detection, but the improvement diminishes with longer temporal context. In our final setting, we use τ = 5 due to its better performance on precision-recall.
Our model on NPS [13] AP Precision Recall
\( \tau = 1 \) 0.93 0.88 0.89
\( \tau = 3 \) 0.95 0.91 0.90
\( \tau = 5 \) 0.95 0.92 0.91

| Our model on AOT [25] | AP | Precision | Recall |
|-----------------------|----|-----------|--------|
| \( \tau = 1 \)       | 0.69 | 0.73     | 0.63   |
| \( \tau = 3 \)       | 0.73 | 0.80     | 0.67   |

TABLE III: Ablation study of Temporal Window(\(\tau\)) on NPS [13] test set & AOT [25] val set. Image@1280 reso.

2) Spatial resolution of frame: We find that the spatial resolution of the frame provides a spectrum of operating points to choose the right trade-off between performance and throughput. We use three different resolutions: 1280, 800, and 640. As shown in Table IV when we decrease the resolution from 1280 to 640, it only costs 3% absolute drop in AP while gaining 250% in throughput (FPS).

| Methods         | AP  | Precision | Recall | fps  |
|-----------------|-----|-----------|--------|------|
| Image@640       | 0.91| 0.90      | 0.84   | 87.71|
| Image@800       | 0.92| 0.88      | 0.88   | 57.14|
| Image@1280      | 0.95| 0.92      | 0.91   | 24.6 |

TABLE IV: Ablation of Frame resolution on NPS [13].

3) Attention Window of VideoSwin: We test two configurations of the VideoSwin windowed attention: (1) Attention Window = 3, and Window Shift = 2; and (2) Attention Window = 5, and Window Shift = 0. We keep the spatial size of the window at 8 \( \times \) 8 and their shift stride at 4 \( \times \) 4. We vary only the Depth and its corresponding shift stride. We fix \( \tau \) to 5 and image resolution to 640 \( \times \) 640. As shown in Table V, we can see that results are very close to each other in both performance and throughput. In our best experiment setting, we use attention window = 5, shift = 0 setting due to its higher AP.

| Transformer Settings | AP  | Precision | Recall | FPS  |
|----------------------|-----|-----------|--------|------|
| Att. Window= 3, shift= 2 | 0.914 | 0.875 | 0.83  | 88   |
| Att. Window= 5, shift= 0 | 0.92 | 0.86 | 0.84  | 87.7 |

TABLE V: Ablation study of depth of 3D attention on NPS dataset [13]. Comparison on val data.

4) Effect of Temporal Consistent Augmentation: We train two models on NPS [13] at the resolution of 640 \( \times \) 640 & \( \tau = 5 \). The results (Table VI) demonstrate that the proposed Temporal Consistency Augmentation module has better results. It indicates that applied augmentations should be temporally consistent in order to learn robust spatio-temporal features of the drone motion.

| Temporal Augmentations | AP  | Precision | Recall |
|-----------------------|-----|-----------|--------|
| inconsistent           | 0.90 | 0.84  | 0.81   |
| consistent             | 0.92 | 0.86  | 0.84   |

TABLE VI: Ablation study of temporal consistency in augmentations on NPS [13]. Comparison on val data.

V. TACKLING REAL-WORLD DRONE CHALLENGES
A. Deployment for edge-computing: NVIDIA Jetson Xavier

To show the deployment capability of our model on edge-computing devices, we use NVIDIA Jetson Xavier NX board [50]. It has 7025Mb of GPU memory & 6 CPU cores. Our 640 resolution model obtains the real-time fps of 33 without any complex TensorRT optimizations & keeping the board temperature well below 50°C.

B. False Positive Per Image (FPPI)

In real autonomous flight applications, low false positives are required [25] as there is a significant cost attached to flight path maneuvers. FPPI can be calculated by dividing the number of false positives encountered by the number of frames processed. On 171 testing flights (194,193 frames) of the AOT dataset, we obtained the FPPI as low as 0.000437 vs 0.018 [19], 0.02474 [18], 0.0105 [49].

C. Encounter Detection Rate

To accurately predict the collision path, airborne objects need to be continuously detected and tracked for 3 seconds time within the distance range of 300m [25]. Even though we do not track objects in our method, our model can successfully predict objects within a distance of 700m range. We have continuous detections for 3 seconds in 82/175 = 46% closed encounter flights.

VI. CONCLUSION

We have developed an end-to-end trainable and computationally efficient framework for drone-to-drone detection from videos. Spatio-temporal transformer improves drone detection by learning the motion dependencies. Apart from its state-of-the-art performance on three real-world datasets, we have shown that our method significantly improves in throughput as well. We have demonstrated that it is suitable to be deployed on edge-computing devices like NVIDIA Jetson Xavier NX and useful to detect drone encounters (collisions). We will make our code repository publicly available. Since our model is capable of learning spatio-temporal features, in the future, it can be extended to other problems like drone-to-drone tracking or estimating the distance of the airborne objects from a monocular camera.
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