I. INTRODUCTION

Spintronics is a field where the spin and charge degrees of freedom of the carriers are used for controlling the properties of materials and devices [1][4]. Thus, the generation, manipulation, and detection of spin have received enormous impetus in the field of spintronics. It has been a substantial issue to uncover more efficient ways to generate the spin current. Various techniques are available for the generation of spin current, such as, the spin injection or pumping from proximity ferromagnets [5][10], spin battery [11][15], optical injection methods that depend on optical selection rules [15][17] etc.

Recently, focus has been paid on the generation of spin current and their manipulation without using any magnets, where the spin-orbit (SO) coupling plays a crucial role. The spin-orbit interaction is the coupling between the spin and momentum, which intrinsically occurs in all materials, due to relativistic effects. However, lack of surface inversion symmetry in the confinement potential of electrons in a quantum well or a heterostructure gives rise to a particular type of SO interaction known as Rashba spin-orbit interaction (RSOI) [18][19]. The RSOI has great importance in the emerging field of spintronics for fabricating novel devices with the possibility of being able to tune the RSOI strength by an external gate voltage or other techniques [20][21].

Theoretically, a finite spin current exists in noncentrosymmetric systems under thermodynamical equilibrium (i.e. in absence of an electric field), which is known as background equilibrium spin current [22]. This is considered to be the byproduct of using the conventional definition of spin current operator in a spin non-conserving system, such as Rashba system. There was immense debate on the definition of spin current operator [23]. Such background equilibrium spin current in the ground state of a spin non-conserving system can not transport and accumulate electron spins [23][24]. In Ref. [25], the author has made an interesting proposal to detect such equilibrium spin current by studying induced mechanical torques on a cantilever at the edges of the Rashba system.

In a spin-orbit coupled system, an electrical charge current can yield a transverse pure spin current with polarization perpendicular to the plane of the charge and spin current. This is known as spin Hall current which arises mainly due to an intrinsic mechanism governed by the geometry of the Bloch wave functions [26][30]. Further, it may appear because of the extrinsic mechanism such as the skew scattering [31][35]. Among several other possibilities, the spin Hall effect (SHE) for creating and manipulating the spin current has gained its distinct place [33][34].

Discrete symmetries of the Hamiltonian viz. inversion symmetry (IS) and time reversal symmetry (TRS) play a crucial role in determining the fate of spin current. It has been shown that the presence of IS and TRS requires even and odd order contributions of electric field to the spin current to vanish, respectively [35]. Thus, breaking at least one of the symmetries is a necessary (but not sufficient) condition to produce finite spin current. In recent years there is a growing interest on the generation of nonlinear spin current [35][37] in spin-orbit coupled systems. The nonlinear spin can arise in a 2D crystal of Fermi surface anisotropy [36] or in a noncentrosymmetric spin-orbit coupled system [35][37] with a simple application of an electric field $E$.

Motivated by the above discussion, we redefine the spin current operator by inclusion of the anomalous velocity so that it can give rise to both the linear spin Hall cur-
rent as well as the nonlinear spin current. We provide a systematic study of spin Hall current along with the nonlinear spin current in Rashba systems having different Fermi surface topology below and above the band touching point (BTP). It is explicitly shown that the spin Hall current arises solely due to the anomalous velocity. We also find that the nonlinear spin current may arise due to the anomalous velocity. In the study of nonlinear spin current, we consider energy-dependent relaxation time by solving the Boltzmann transport equations self-consistently.

This paper is organized as follows. In Sec. II we provide a discussion on the formalism of spin current for a generic two-band system. Section III includes the basic information of 2D gapped Rashba system and its corresponding results on spin currents. In Sec. IV we present the general information as well as the results on 3D Rashba system. Finally, we conclude and summarize our main results in Sec. V.

II. FORMALISM OF SPIN CURRENT

Here we provide a general formalism of spin current for a generic two-band system in presence of an external electric field. First we describe the ground state properties of a generic two-band system. Then we discuss the modified Fermi-Dirac distribution function due to an applied electric field. Finally we present a general expression of spin current in terms of the density of states and energy dependent scattering time.

A. Generalized system

A generic Hamiltonian of a two-band system is expressed in the form

$$H(k) = \frac{\hbar^2 k^2}{2m^*} \sigma_0 + \sigma \cdot d(k),$$  \hspace{1cm} (1)

where $m^*$ is the effective mass of a charge carrier, $\sigma_0$ is the $2 \times 2$ identity matrix, $\sigma_{x,y,z}$ are the Pauli’s spin matrices, and $d(k) = \{d_x(k), d_y(k), d_z(k)\}$ with $k$ being the wavevector of the charge carrier. The energy spectra of the system is obtained as

$$\epsilon(k) = \frac{\hbar^2 k^2}{2m^*} + \lambda d(k),$$  \hspace{1cm} (2)

with $\lambda = \pm$ denoting the band indices and $d(k) = \sqrt{d_x^2(k) + d_y^2(k) + d_z^2(k)}$. In general, there are two spin-split Fermi surfaces due to the presence of the kinetic energy term in Eq. (1), as compared to a single Fermi surface for massless case. The corresponding eigenstates are

$$|k, +\rangle = \left( \begin{array}{c} \cos \frac{\theta'}{2} e^{-i \phi'} \\ \sin \frac{\theta'}{2} \end{array} \right); \hspace{1cm} |k, -\rangle = \left( \begin{array}{c} \sin \frac{\theta'}{2} e^{i \phi'} \\ -\cos \frac{\theta'}{2} \end{array} \right),$$  \hspace{1cm} (3)

where $\cos \theta' = d_z(k)/d(k)$ and $\sin \theta' = d_y(k)/d_x(k)$.

The spin orientation of a charge carrier with wave vector $k$ at the band $\lambda$ is given by $\langle \sigma \rangle_{\lambda} = \lambda d(k)/d(k)$ and thus $\langle \sigma \rangle_{\lambda} \cdot k = \lambda d(k) \cdot k/d(k)$. The Berry curvature of a given band can be obtained from the following expression:

$$\Omega_{\lambda}(k) = i \nabla_k \times (k, \lambda \nabla_{\lambda} E(k, \lambda)).$$

The band velocity of a charge carrier is $v_{b, \lambda} = (e/\hbar)\Omega_{\lambda}(k) \times E$. In presence of an external electric field $E$, a charge carrier with charge $q = e$ acquires an additional velocity (transverse to the electric field direction) $v_{b, \lambda}^E = e \hbar \Omega_{\lambda}(k) \times E$. This additional velocity is also termed as anomalous velocity. Thus, there may be a transverse current to the electric field direction for a system having non-zero Berry curvature. Therefore, the generalized velocity expression can be written as

$$v_{b, \lambda} = \frac{1}{\hbar} \nabla_k \epsilon_{\lambda}(k) + \frac{e}{\hbar} \Omega_{\lambda}(k) \times E.$$

B. The approximation in carriers’ distribution function

When the system is subjected to a local perturbation induced by a spatially uniform electric field $E$, the electron energy is modified to $\epsilon'(r, k) = \epsilon(k) + eE \cdot r$, where $r$ is the spatial coordinate. Typically this change in energy is very weak as compared to the Fermi energy $E_F$. The Fermi-Dirac distribution function $f(r, k) = (1 + e^{\beta\epsilon'(r, k)}/e)^{-1}$ with $\beta = 1/(k_B T)$ can be expanded in a series of terms proportional to powers of the electric field $E$. The linear term is bound to reproduce the solution of the Boltzmann transport equation (BTE) and thus the spatial coordinate must be in the form $r = v_b \tau(\epsilon)$ with $\tau(\epsilon)$ being the energy-dependent relaxation time. With this consideration, the modified distribution function in presence of the external electric field becomes

$$f(\epsilon, E, \tau) = \sum_{n} f_n = \sum_{n} \frac{[e\tau(\epsilon)E \cdot v_b]^n}{n!} \frac{\partial^n f_0(\epsilon)}{\partial \epsilon^n}.\hspace{1cm} (4)$$

Here $n = 0, 1, 2, ...$ and $f_0(\epsilon) = (1 + e^{\beta(\epsilon)}(1-e))^{-1}$ is the equilibrium distribution function in absence of the electric field. Moreover, $f_n(\epsilon) \sim E^n$ is the $n$-th order deviation from the equilibrium distribution function $f_0(\epsilon)$ due to the applied electric field.

C. Modified definition of spin current

The conventional definition of spin current operator is given by $\hat{J}_{\mu, i} = (\hat{\upsilon}_{b, i} \sigma_j + \sigma_j \hat{\upsilon}_{b, i})/2$, where the first index $i$ and the second index $j$ indicate the direction of propagation and spin orientation of a charge carrier, respectively, with $\hat{\upsilon}_{b, i} = \frac{1}{\hbar} \frac{\partial H(k)}{\partial k_i}$ being the $i$-th component of the band velocity operator. In this conventional definition of spin current operator, only the band velocity
contribution has been considered, while the contribution from the anomalous velocity is completely neglected.

We are keeping the anomalous velocity term and redefining the spin current operator as

\[ \dot{v}_{ij} = \hat{v}_{b,ij} + \hat{v}_{a,ij}, \quad (5) \]

where \( \hat{v}_{a,ij} = v_{a,i} \sigma_j \) with \( v_{a,i} = -(e/h)\epsilon_{ij}k E_2 \Omega_k \) being the \( i \)-th component of the anomalous velocity \( v_a \). Later it will be revealed that the anomalous velocity is solely responsible for the linear spin Hall current and may contribute to non-linear spin current.

The total spin current is given in the form of the integral of the average of the generalized spin current operator \( \hat{v}_{ij} \), weighted by the distribution function \( f(\epsilon, \mathbf{E}) \):

\[ J_{ij} = \frac{\hbar}{2} \sum_{n, \lambda} \int \frac{d^Dk}{(2\pi)^D} \langle \lambda, \mathbf{k} | \hat{v}_{b,ij} | \lambda, \mathbf{k} \rangle f_n. \quad (6) \]

Here \( D \) denotes the spatial dimension of the system under consideration. The spin current of the \( n \)-th order appearing from the band velocity is given by

\[ J_{b,ij}^{(n)} = \frac{\hbar}{2} \sum_{\lambda} \int \frac{d^Dk}{(2\pi)^D} \langle \lambda, \mathbf{k} | \hat{v}_{b,ij} | \lambda, \mathbf{k} \rangle f_n. \quad (7) \]

Similarly, the \((n+1)\)-th order spin current appearing from the anomalous velocity is given by

\[ J_{a,ij}^{(n+1)} = \frac{\hbar}{2} \sum_{\lambda} \int \frac{d^Dk}{(2\pi)^D} \langle \lambda, \mathbf{k} | \hat{v}_{a,ij} | \lambda, \mathbf{k} \rangle f_n. \quad (8) \]

Since the anomalous velocity \( v_a \propto \mathbf{E} \) due to non-zero Berry curvature, the lowest order spin current arising from the anomalous velocity is one. Thus, the total spin current of order \( n \) is given by \( J_{ij}^{(n)} = J_{b,ij}^{(n)} + J_{a,ij}^{(n)} \).

It is useful to express the various order spin currents in terms of the density of states and relaxation time and thus they (up to second-order) are presented below.

The zeroth-order spin current \( (J_{ij}^{(0)}) = J_{b,ij}^{(0)} \) appears from the band velocity and hence has the form \( \hat{J}_{ij}^{(0)} = \frac{\hbar}{2D\pi} \sum_{\lambda} \int_{-\infty}^{\infty} de \int d\Omega_s D_\lambda(\epsilon) \langle \hat{v}_{b,ij} \rangle f_0. \quad (9) \)

where \( \Omega_s \) being the solid angle for 3D and polar angle for 2D systems and \( D_\lambda(\epsilon) = \frac{1}{2\pi^{D/2}} \int d^Dk \delta(\epsilon - E_\lambda(k)) \) is density of states (DOS). The non-zero value of zeroth-order spin current indicates that the spin current persists even in thermodynamic equilibrium (i.e., in the absence of an external field). This is not associated with the real spin transport and cannot yield any spin injection or spin accumulation. This is known as the background or equilibrium spin current.

The linear spin current due to the band velocity and driven by an electric field \( E_\eta \) \((\eta = x, y, z) \) is given as

\[ J_{b,ij}^{1,\eta} = \frac{(eE_\eta)\hbar}{2D\pi} \sum_{\lambda} \int_{-\infty}^{\infty} de P_\lambda(\epsilon) \frac{\partial f_0}{\partial \epsilon}, \quad (10) \]

where \( P_\lambda(\epsilon) = \int d\Omega_s \tau_\lambda(\epsilon) D_\lambda(\epsilon) \langle \hat{v}_{b,ij} \rangle \lambda \) \langle \hat{v}_{b,ij} \rangle \lambda \) with \( \tau_\lambda(\epsilon) \) being the energy-dependent relaxation time.

On the other hand, the linear spin current due to the anomalous velocity has the following form

\[ J_{a,ij}^{1,\eta} = \frac{\hbar}{2D\pi} \sum_{\lambda} \int_{-\infty}^{\infty} de \int d\Omega_s D_\lambda(\epsilon) \langle \hat{v}_{a,ij} \rangle \lambda f_0. \quad (11) \]

with \( \eta \) being the direction of electric field and always propagates in the perpendicular direction to the applied electric field. Later it will be shown that this linear spin current is responsible for the spin Hall effect.

The general expression of quadratic spin current \( \hat{J}_{b,ij}^{2,\eta} \) appearing from the band velocity is given by

\[ \hat{J}_{b,ij}^{2,\eta} = \frac{(eE_\eta)^2\hbar}{2D^{1+\pi}} \sum_{\lambda} \int_{-\infty}^{\infty} de \mathcal{H}_\lambda(\epsilon) \frac{\partial^2 f_0}{\partial \epsilon^2}, \quad (12) \]

where \( \mathcal{H}_\lambda(\epsilon) = \int d\Omega_s \tau_\lambda(\epsilon) D_\lambda(\epsilon) \langle \hat{v}_{b,ij} \rangle \lambda \langle \hat{v}_{b,ij} \rangle \lambda. \) For an isotropic system, \( \mathcal{H}_\lambda(\epsilon) = \tau_\lambda(\epsilon) D_\lambda(\epsilon) \int d\Omega_s \langle \hat{v}_{b,ij} \rangle \lambda. \) Performing integration by parts on Eq. (12), the general expression for quadratic spin current arising from the band velocity at zero temperature is obtained as

\[ \hat{J}_{b,ij}^{2,\eta} = \frac{(eE_\eta)^2\hbar}{2D^{1+\pi}} \sum_{\lambda} \mathcal{G}_\lambda(\epsilon_F), \quad (13) \]

where \( \mathcal{G}_\lambda(\epsilon) = \int d\Omega_s \tau_\lambda(\epsilon) D_\lambda(\epsilon) \langle \hat{v}_{b,ij} \rangle \lambda \langle \hat{v}_{b,ij} \rangle \lambda \). Hence, at zero temperature the \( \hat{J}_{b,ij}^{2,\eta} \) has the form

\[ \hat{J}_{b,ij}^{2,\eta} = \frac{(eE_\eta)^2\hbar}{2D^{1+\pi}} \sum_{\lambda} \mathcal{F}_\lambda(\epsilon_F). \quad (14) \]

III. GAPPED 2D RASHBA SYSTEM

We consider a gapped two-dimensional electron gas (2DEG) with the Rashba spin-orbit interaction, where the Hamiltonian is given by

\[ H = \frac{\hbar^2 k^2}{2m^*} \sigma_0 + \alpha \sigma \cdot (\mathbf{k} \times \hat{z}) + M \sigma_z. \quad (15) \]

Here \( \mathbf{k} = \{ k \cos \phi, k \sin \phi \} \) is the electron’s wavevector, \( \alpha \) denotes the Rashba spin-orbit interaction (RSOI) strength which measures the spin splitting induced by structural inversion asymmetry and \( M \) is the mass gap generated by breaking the time reversal symmetry. The
mass term $M$ can be generated either by an external magnetic field [39] or by application of circularly polarized electromagnetic radiation [40].

Comparing Eq. (15) with Eq. (1), $d_x = \alpha k_y$, $d_y = -\alpha k_x$, $d_z = M$, $\phi' = -(\pi/2 - \phi)$, $\theta' = \tan^{-1}(s_k/c_k)$, thus the energy spectrum is obtained as,

$$\epsilon_\lambda(k) = \frac{\hbar^2 k^2}{2m^*} + \lambda \sqrt{M^2 + \alpha^2 k^2},$$

and the corresponding normalized eigenstates are

$$|k, \lambda\rangle = \sqrt{\frac{1 + \lambda c_k}{2}} \left[ \frac{1}{1 + \lambda e_-} \right],$$

where $c_k = M/\sqrt{M^2 + \alpha^2 k^2}$ and $s_k = \alpha k/\sqrt{M^2 + \alpha^2 k^2}$. There is a finite gap $2\sqrt{\lambda}$ at $k = 0$ due to the time-reversal symmetry breaking term $M\sigma_z$. The spin orientation of an electron with wavevector $k$ in the gapped Rashba system is $\langle \sigma \rangle_\lambda = \lambda \langle s_k \sin \phi, -s_k \cos \phi, c_k \rangle$ and thus the spin and linear momentum lock in such a way that $\langle \sigma \rangle \cdot \mathbf{k} = 0$. Moreover, there is an out-of-plane spin orientation ($\langle \sigma_z \rangle_\lambda = \lambda c_k$) which is anti-parallel for the two bands and arises because of the time-reversal symmetry breaking term. The Berry curvature corresponding to $\lambda$ band is given by

$$\Omega_\lambda(k) = -\lambda \frac{M\alpha^2 \hat{z}}{2(M^2 + \alpha^2 k^2)^{3/2}}.$$  

The isotropic Berry curvature is peaked at $k = 0$ and decays with $k$.

In Fig. 1, the band structure for the gapped Rashba systems given in Eq. (16) is depicted with a fixed value of $\epsilon_\alpha$ for $M < 2\epsilon_\alpha$. The band $\epsilon_+ (k)$ attains a minimum energy $\epsilon_{\min}^+ = +M$ at $k = 0$ for all values of $M$. On the other hand, the band $\epsilon_- (k)$ attains a minimum energy

$$\epsilon_{\min}^- = -\epsilon_\alpha(1 + M^2) \text{ at } k_m = k_\alpha \sqrt{1 - M^2},$$

where $k_\alpha = m^*/\alpha \hbar^2$, $\epsilon_\alpha = m^* \alpha^2/(2\hbar^2)$ and $M = M/(2\epsilon_\alpha)$. It should be mentioned here that the above expression for $\epsilon_{\min}^-$ is valid only when $M < 1$. When $M \geq 1$, the minimum energy becomes $\epsilon_{\min}^- = -M$ at $k = 0$.

The wavevectors corresponding to $\epsilon > M$, are given by $k_{\lambda} = k_\alpha \sqrt{(\tilde{E} - \lambda)^2 - M^2}$, where $\tilde{E} = \sqrt{1 + \epsilon + M^2}$ with $\epsilon = \epsilon/\epsilon_\alpha$. Here, $k_{\pm}$ represent the radii of the two concentric circular constant energy surfaces. For $\epsilon > M$, the topology of the Fermi surface has convex shape for both $\lambda = +$ and $\lambda = -$ bands. The density of states in each band is given by $D_\lambda(\epsilon) = D_0(1 - \lambda - \tilde{E})$ with $D_0 = m^*/2\pi \hbar^2$.

As mentioned earlier, for $\epsilon < -M$, there exists only one energy band $\epsilon_-$ and the topology of energy surface is completely different as compared to $\epsilon > M$ (see Fig. 1). For $\epsilon < -M$ and $M < 2\epsilon_\alpha$, the topology of the Fermi surface has concave-convex shape on the inner and outer branches, respectively. For this regime, the wavevectors are represented by $k_{\nu} = k_\alpha \sqrt{[1 + (-1)^{\nu-1} \tilde{E}]^2 - M^2}$ with $\nu = 1, 2$ ($\nu = 1 \rightarrow$ outer branch and $\nu = 2 \rightarrow$ inner branch). The DOS in each branch is given by $D_\nu = D_0(1 + (-1)^{\nu-1} / \tilde{E})$.

For the regime $-M \leq \epsilon \leq M$, only $\nu = 1$ branch exists with $\lambda = -1$. Hence the DOS in this branch is given by $D_{\nu=1} = D_0(1 + 1/\tilde{E})$.

The generalized velocity components in the regime $\epsilon > M$ are obtained as

$$\langle \tilde{v}_x \rangle_\lambda = \frac{h k_{\alpha}}{m^*} \tilde{E} \left[ 1 - \frac{M^2}{(\tilde{E} - \lambda)^2} \right]^{1/2} \cos \phi + \lambda \frac{\beta}{\tilde{E}} \frac{M}{(\tilde{E} - \lambda)^3},$$

$$\langle \tilde{v}_y \rangle_\lambda = \frac{h k_{\alpha}}{m^*} \tilde{E} \left[ 1 - \frac{M^2}{(\tilde{E} - \lambda)^2} \right]^{1/2} \sin \phi - \lambda \frac{\beta}{\tilde{E}} \frac{M}{(\tilde{E} - \lambda)^3},$$

where $\beta = \epsilon/(2\hbar^2)$. The velocity components in the regime $-M < \epsilon < -M$ with $M < 2\epsilon_\alpha$ can be obtained from Eq. (19) with $\lambda = -1$ and $\tilde{E}$ replaced by $(-1)^{\nu-1} \tilde{E}$. For the regime $-M \leq \epsilon \leq M$, the $\langle \tilde{v}_x \rangle$ and $\langle \tilde{v}_y \rangle$ have the similar forms with $\nu = 1$.

Similarly, the expectation values of spin velocity operators for the three regimes can be obtained. It is to be noted that the spin velocity $\langle \hat{\tilde{v}}_{xz} \rangle$ and $\langle \hat{\tilde{v}}_{yz} \rangle$ are zero for $M = 0$.

For calculating the second order spin currents, we need to know the relaxation time, which is calculated using the framework of semi-classical Boltzmann transport equation including interband and intraband elastic scattering for $\epsilon > M$, and intraband and interbranch scattering within $\lambda = -1$ branch for $\epsilon_{\min}^- < \epsilon < -M$ (see Appendix A). The expressions for the relaxation time for the regime $\epsilon > M$ are obtained as,

$$\tau_+ = \frac{4\pi D_0}{A_+ D_+ + (B_+ + P_+/R)D_+},$$

$$\tau_- = \frac{4\pi D_0}{A_- D_- + (B_- + P_- R)D_+},$$

where $D_\lambda$ is the DOS, $\tau_0 = 2\pi n_s m^* v_F^2 D_0 / \hbar$, $A_\lambda = 1 + 3\epsilon k_{\lambda}^2$, $B_\lambda = 2(1 - c_k \epsilon k_{\lambda})$, $P_\lambda = s_k \epsilon k_{\lambda} v_F^2 / v_0^2$, and
where \( \tilde{M} \) is the DOS in each branch, \( A_\nu = 1 + 3e^2 \kappa \), \( B_\nu = 2(1 + \kappa = \kappa_r) \), \( P_\nu = s_{\kappa_l} s_{\kappa_r} v_0^\prime / v_0 \), and \( R = D_2(A_2 + P_1) + D_2 B_2 |D_1(A_1 + P_2) + D_2 B_1| \). For the regime \(-M \leq \epsilon < -\tilde{M}\), only \( \nu = 1 \) branch persists. Thus, there exists only the intrabranch scattering and hence the relaxation time is \( \tau_\epsilon = 4 \tau_0 D_0 / D_1 A_1 \). The analytical expressions for \( \tau_\epsilon \) and \( \tau_\nu \) in terms of \( \epsilon \) are cumbersome, thus not given here.

### A. Background spin current

First we present the results for the non-propagating background spin current \([22]\). It can be easily shown that \( \mathcal{J}_{xx}^{(0)} = \mathcal{J}_{yy}^{(0)} = 0 \). Similarly, \( \mathcal{J}_{xz} = \mathcal{J}_{yz} = 0 \). On the other hand, we obtain \( \mathcal{J}_{xy}^{(0)} = -\mathcal{J}_{yx}^{(0)} \neq 0 \). At zero temperature \( \mathcal{J}_{xy}^{(0)} \) [in units of \( \mathcal{J}_0 = -\hbar^2 k^3/(24\pi m^*) \)] has the following form

\[
\begin{align*}
\mathcal{J}_{xy}^{(0)} &= 4, \quad \epsilon_F \geq M, \\
\mathcal{J}_{xy}^{(0)} &= (2 + 3 \tilde{E}_F - \tilde{E}_F^2 - 2 \tilde{M}^2) \\
&\quad + 3 \tilde{E}_F \tilde{M}^2, \quad -M < \epsilon_F \leq M, \\
\mathcal{J}_{xy}^{(0)} &= 2 \tilde{E}_F(3 - \tilde{E}_F + 3 \tilde{M}^2), \quad \epsilon_F \leq -M,
\end{align*}
\]

where \( \tilde{E}_F = \sqrt{1 + \epsilon_F + \tilde{M}^2} \) with \( \tilde{E}_F = \epsilon_F / \epsilon_a \). The background spin current \( \mathcal{J}_{xy}^{(0)} \) (in units of \( \mathcal{J}_0 \)) as a function of rescaled Fermi energy \( \tilde{E}_F \) for different values of \( M \) is shown in Fig. 2. When \( \epsilon_F \geq M \) (or \( \tilde{E}_F \geq \tilde{M} \)), the background spin current is independent of \( M \) and \( \epsilon_F \), whereas in the other two regimes, it depends on \( M \) and \( \epsilon_F \). Moreover, \( \mathcal{J}_{xy}^{(0)} \) with \( M \neq 0 \) shows nonmonotonic behavior for \( \epsilon_F \leq M \). The background spin current attains a maximum value \( \mathcal{J}_{xy}^{(0)} = 2 \mathcal{J}_0 [1 + (1 + \tilde{M}^2)^{3/2} - \tilde{M}^2] \) at \( \epsilon_F = 0 \) and vanishes at \( \epsilon_F = \epsilon_F^{\text{min}} \). The zeroth-order spin current is continuous, while their first and second derivatives are discontinuous at the band edges \( \epsilon_F = \pm 2 \tilde{M} \).

It is instructive to compare these results with the results for \( M = 0 \) case \([22]\): \( \mathcal{J}_{xy}^{(0)} = 4 \mathcal{J}_0 \) for \( \epsilon_F \geq 0 \) and \( \mathcal{J}_{xy}^{(0)} = 2 \mathcal{J}_0 \sqrt{1 + \epsilon_F} (2 - \epsilon_F) \) for \( \epsilon_F \leq 0 \). These two equations and their first derivatives are continuous; and the second derivative is discontinuous at \( \epsilon_F = 0 \).

### B. Linear spin Hall current

Here, we present the results of linear spin current calculated using Eq. (11) for all possible combinations, where we find that \( \mathcal{J}_{xx}^{1,\eta} = \mathcal{J}_{yy}^{1,\eta} = \mathcal{J}_{xy}^{1,\eta} = \mathcal{J}_{yx}^{1,\eta} = 0 \) and \( \mathcal{J}_{xx}^{1,\gamma} = -\mathcal{J}_{yy}^{1,\gamma} \). The above results reveal that the electric fields cannot drive linear spin currents having in-plane spin polarization, whereas it can produce linear spin currents having out-of-plane spin polarization. The linear spin current is always transverse to the electric field direction.

The expression for \( \mathcal{J}_{xx}^{1,\gamma} \) (at zero temperature) is obtained as

\[
\begin{align*}
\mathcal{J}_{xx}^{1,\gamma} &= -\epsilon E_0 \left( \frac{\tilde{M}^2}{8 \pi} \left( \frac{\tilde{E}_F}{\tilde{E}_F + M^2} \right) \right), \quad \epsilon_F \geq M, \\
\mathcal{J}_{xx}^{1,\gamma} &= -\epsilon E_0 \left[ \frac{\tilde{M}^2}{16 \pi} \left( \frac{1}{\tilde{E}_F + M^2} \right) - 1 \right], \quad -M < \epsilon_F \leq M, \\
\mathcal{J}_{xx}^{1,\gamma} &= \frac{\epsilon E_0}{4 \pi} \frac{M^2 \tilde{E}_F}{(\tilde{E}_F + M^2)^2}, \quad \epsilon_F \leq -M.
\end{align*}
\]

The above expressions are valid only for \( M \neq 0 \), since for \( M = 0 \), the Berry curvature vanishes and no anomalous spin current exists. The linear spin current transverse to the electric field arising solely from the non-zero Berry curvature is the well known spin Hall current. This spin Hall current can be reversed by changing the electric field direction \( \mathbf{E} \) to \( -\mathbf{E} \). The spin Hall conductivity can be defined as \( \sigma_\eta = \mathcal{J}_{xx,\eta}^{1,\eta} / E_0 \). For \( \epsilon_F \gg M \), the spin Hall conductivity is obtained as \( \sigma_\eta^0 = \epsilon / 8\pi \), which is exactly the same as obtained by using the Kubo formula for \( M \to 0 \) case by various groups \([28]\) previously.

The spin Hall conductivity \( \sigma_\eta \) (in units of \( \sigma_\eta^0 \)) as a function of \( \tilde{E}_F \) for different values of \( \tilde{M} \) is shown in Fig. 3. It is interesting to note that the spin Hall conductivity displays nearly quantized plateau at \( \sigma_\eta = \sigma_\eta^0 / 2 \) (i.e. half of the maximum value of SHC) when Fermi energy lies between the two gap edges, i.e. \(-2\tilde{M} < \tilde{E}_F < 2\tilde{M}\). It reminds us the half-quantized anomalous charge Hall conductance in gapped Rashba systems \([39, 40]\). Further, \( \sigma_\eta \) decreases with increase of \( \tilde{M} \) when \( \tilde{E}_F > 2\tilde{M} \), but it
FIG. 3. The spin Hall conductivity $\sigma_s$ (in units of $\sigma_0^s$) as a function of rescaled Fermi energy $\tilde{\epsilon}_F$ for different values of $\tilde{M}$.

decreases with increase of $\tilde{M}$ when $\tilde{\epsilon}_F < -2\tilde{M}$.

C. Non-linear spin current

In the previous sub-section, it is seen that a finite transverse linear spin current exists while the longitudinal one vanishes. The first non-vanishing contribution to longitudinal spin current in this system is quadratic in $E$, as is the feature of IS-broken systems. In this sub-section, the quadratic spin current has been studied for all possible configurations of spin orientation, directions of charge propagation and applied electric field. First, we present results where only band velocity contributes to the quadratic spin current and then we show that current with certain spin polarization arises only due to Berry curvature.

Results for $\mathcal{J}_{xy}^2$: First we consider the quadratic spin current $\mathcal{J}_{xy}^2$, so that only the band velocity contributes. It is to be noted that although a Hall field sets up along $\hat{y}$ direction due to anomalous drift of carriers, its contribution to nonlinear spin current ($\mathcal{J}_{xy}^2$) is negligible as compared to that of the applied field, and hence not considered throughout the paper.

We present $\mathcal{J}_{xy}^2$ as a function of $\tilde{\epsilon}_F$ for different values of $\tilde{M}$ in Fig. (4a). The spin current is independent of the Fermi energy as well as $\tilde{M}$ when $\tilde{\epsilon}_F > 2\tilde{M}$. For the regime $-2\tilde{M} < \tilde{\epsilon}_F < 2\tilde{M}$ and $\tilde{\epsilon}_F < -2\tilde{M}$, the spin current is independent of $\tilde{M}$, but depends on the Fermi energy. The spin current starts decreasing when $\tilde{\epsilon}_F < -2\tilde{M}$. There are two peaks with their values opposite in sign appearing at the gap edges, i.e., at $\tilde{\epsilon}_F = \pm 2\tilde{M}$. The absolute value of peak at $\tilde{\epsilon}_F = +2\tilde{M}$ is greater than that of the $\tilde{\epsilon}_F = -2\tilde{M}$. Further, the peak increases with the increasing strength of $\tilde{M}$. There is a sharp transition in the spin current around $\epsilon_F = 0$ when $\tilde{M} = 0$. For $\tilde{M} = 0$, using the formula in Eq. (13), the spin current $\mathcal{J}_{xy}^2$ at zero temperature is obtained as

$$\mathcal{J}_{xy}^2 = 16J_2, \quad \epsilon_F > 0,$$
$$\mathcal{J}_{xy}^2 = J_2\sqrt{1 + \tilde{\epsilon}_F\left[48 + 72\tilde{\epsilon}_F + 21\tilde{\epsilon}_F^2\right]}, \quad \epsilon_F < 0, \quad (24)$$

where $J_2 = (e\tau_0 E_0/h)^2\alpha/(32\pi)$ with $\tau_0$ being unit of scattering time.

When electric field is directed along $\hat{y}$ direction ($E = E_y\hat{y}$), the anomalous component ($\propto E_y$) of spin velocity, i.e., $v_{a,xy}$ exists. However, this anomalous spin velocity gives no net contribution to non-linear spin current. So, $\mathcal{J}_{xy}^2$ appears from band component only. The plots for $\mathcal{J}_{xy}^2$ as a function of $\tilde{\epsilon}_F$ for different values of $\tilde{M}$ is shown in Fig. (4b). Similar to the previous case, two peaks appear at $\tilde{\epsilon}_F = \pm 2\tilde{M}$. Here, at $\tilde{\epsilon}_F = -2\tilde{M}$ the peak values are negative and positive at $\tilde{\epsilon}_F = +2\tilde{M}$, thereby following opposite trend of spin current when electric field is directed in $\hat{x}$ direction. Thus, the polarization...
of these currents are opposite when driven by $E = E_0 \hat{x}$ and $E = E_0 \hat{y}$. For $M = 0$, the analytical expressions of spin current $\mathcal{J}^{x,y}_{xy}$ at zero temperature is obtained as

$$\mathcal{J}^{x,y}_{xy} = 0, \quad \epsilon_F > 0,$$

$$\mathcal{J}^{x,y}_{xy} = -\mathcal{J}_2 \sqrt{1 + \epsilon_F} \left[32 + 16\epsilon_F - 7\epsilon_F^2\right], \quad \epsilon_F < 0.$$  

(25)

Thus, for the electric field in $\hat{y}$ direction, the spin current propagating in the $\hat{x}$ direction with the polarization in $\hat{y}$ direction is zero for $\epsilon_F > 0$, whereas it is non-zero for $\epsilon_F < 0$. When $\epsilon_F > 0$, the contribution from $\lambda = +$ and $\lambda = -$ bands are same in magnitude but opposite in sign, so their net contribution vanishes. However, it does not vanish when the relaxation time is taken to be constant.

**Results for $\mathcal{J}^{x,y}_{xx}$:** Here we consider the opposite scenario, i.e., $\hat{y}$ directed spin current with polarization in $\hat{x}$ direction. As expected, we find $\mathcal{J}^{x,y}_{a,\hat{y}x} = 0$ and $\mathcal{J}^{x,y}_{b,\hat{y}x} \neq 0$ with $\mathcal{J}^{2,y}_{b,\hat{y}x} = -\mathcal{J}^{2,y}_{b,\hat{y}x}$, and thereby $\mathcal{J}^{x,y}_{xy} = -\mathcal{J}^{x,y}_{xy}$. Similarly, we find $\mathcal{J}^{x,y}_{xy} = -\mathcal{J}^{x,y}_{xy}$.

**Results for $\mathcal{J}^{x,y}_{xy}$ and $\mathcal{J}^{x,y}_{yy}$:** Now we shall present results for quadratic spin currents, $\mathcal{J}^{x,y}_{xy}$ and $\mathcal{J}^{x,y}_{yy}$, when both propagation and polarization are in the same direction. For $\mathcal{J}^{x,y}_{xy}$, the anomalous component of the spin velocity is zero and contribution from the band velocity is also zero. Thus, we have $\mathcal{J}^{x,y}_{xy} = 0$. Similarly, one can show that $\mathcal{J}^{x,y}_{yy} = 0$.

On the other hand, we obtain that $\mathcal{J}^{x,y}_{xx}$ is also zero, while $\mathcal{J}^{x,y}_{yy}$ would survive. Using the similar analysis, we find that $\mathcal{J}^{x,y}_{xy}$ is finite. Thus, one can generate pure anomalous nonlinear spin currents having propagation and polarization in the same direction, while electric field is in their transverse direction. Because of the isotropic nature of the Berry curvature, we find $\mathcal{J}^{2,y}_{yy} = \mathcal{J}^{2,y}_{yy}$. The plot of $\mathcal{J}^{2,y}_{yy}$ ($= \mathcal{J}^{2,y}_{a,\hat{y}x}$) (in units of $\mathcal{J}$, where $\mathcal{J}_2 = (\mathcal{J}_2 h)/(|\tau_0 a_{\hat{k}_0}|)$) as a function of $\epsilon_F$ is shown in Fig. [3]. It displays that $\mathcal{J}^{2,y}_{yy}$ is nearly flat when $-2M < \epsilon_F < 2M$.

**Results for $\mathcal{J}^{x,y}_{xyz}$ and $\mathcal{J}^{x,y}_{yz}$:** It is not possible to generate quadratic spin current having polarization in $\hat{z}$ direction, as we find $\mathcal{J}^{x,y}_{xy} = \mathcal{J}^{x,y}_{yz} = 0$.

All the above results of spin current (whether it is zero or non-zero) for a 2D gapped Rashba system are tabulated in Table I.

### IV. 3D NONCENTROSYMMETRIC SYSTEM

We consider 3D noncentrosymmetrical metals such as Li$_2$(Pd$_{1-x}$Pt$_x$)B and B20 compounds having cubic crystal structure. Based on symmetry analysis [44][43], the Hamiltonian for low-energy conduction electron is given by

$$H = \frac{\hbar^2 k^2}{2m^*} \sigma_0 + \alpha \sigma \cdot \mathbf{k}.$$  

(26)

Here $\mathbf{k} = k(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ is the 3D Bloch wavevector and $\alpha$ is the strength of the linear spin-orbit coupling. Comparing Eq. (26) with Eq. (1), we have $d_i = \alpha k_i$ with $i = x, y, z$ and the energy spectrum is given by

$$\epsilon_\lambda(\mathbf{k}) = \frac{\hbar^2 k^2}{2m^*} + \lambda \alpha \mathbf{k},$$  

(27)

where $\lambda = \pm$ denotes two chiral bands. The band $\epsilon_{-\lambda}(\mathbf{k})$ has a minimum energy $\epsilon_{\min} = -\epsilon_\alpha$ at $k_z$. Using the eigenstates given in Eq. (3), the Berry curvature corresponding to $\lambda$ band is given as

$$\Omega_\lambda = -\lambda \frac{\mathbf{k}}{2k^3}.$$  

(28)

The spin-momentum locking follows the constraint $\langle \sigma \rangle_\lambda \cdot \mathbf{k} = \lambda k \lambda$ (or $\langle \sigma \rangle_\lambda \times \mathbf{k} = 0$), which is completely opposite to the 2D case.

Using the Heisenberg’s equation of motion, the band velocity operator is given by $\hat{\mathbf{v}}_b = \frac{\hbar k}{m^*} \sigma_0 + \frac{k}{\hbar} \sigma$. The

![FIG. 5. The spin current $\mathcal{J}^{x,y}_{xy}$ (in units of $\mathcal{J}$) arising from the anomalous velocity as a function of $\epsilon_F$ for different values of $M$.](image)

TABLE I. Nature of spin currents in 2D gapped Rashba system for different orientations of electric field $E$.

| Spin current | $E = 0$ | $\eta = x$ | $\eta = y$ |
|--------------|---------|-------------|-------------|
| $\mathcal{J}^{0}_{xx}$ | 0 | NA | NA |
| $\mathcal{J}^{0}_{yy}$ | Finite | NA | NA |
| $\mathcal{J}^{0}_{yz}$ | 0 | 0 | 0 |
| $\mathcal{J}^{1,y}_{xx}$ | NA | 0 | 0 |
| $\mathcal{J}^{1,y}_{yy}$ | NA | 0 | 0 |
| $\mathcal{J}^{1,y}_{yz}$ | NA | 0 | Finite |
| $\mathcal{J}^{2,y}_{xx}$ | NA | Finite | Finite (for $\epsilon_F < 0$) |
| $\mathcal{J}^{2,y}_{yy}$ | NA | 0 | 0 |

*NA: Not Applicable*
band velocity expression for a given energy $\epsilon \geq 0$, is

$$v_b = v_\alpha \sqrt{1 + \tilde{\epsilon}} \, \hat{\mathbf{k}}$$

for both the bands $\lambda = \pm$. Here $v_\alpha = \hbar k_\alpha/m^*$, $\tilde{\epsilon} = \epsilon/\epsilon_0$ and $\hat{\mathbf{k}} = \mathbf{k}/|\mathbf{k}|$ is the unit vector along the vector $\mathbf{k}$. On contrary, for $\epsilon < 0$, the band velocity expression for the two branches $\nu = 1, 2$ is

$$v_b = (-1)^{\nu-1} v_\alpha \sqrt{1 - \tilde{\epsilon}} \, \hat{\mathbf{k}}.$$

For a given energy $\epsilon \geq 0$, the wavevector corresponding to band $\lambda = k_\lambda = k_\alpha[1+\sqrt{1 + \tilde{\epsilon}}]$ and the density of states is given by

$$D_\lambda(\epsilon) = D_3 \sqrt{\epsilon_0} \left[ \frac{2 + \tilde{\epsilon}}{\sqrt{1 + \tilde{\epsilon}}} - 2\lambda \right],$$

where $D_3 = \frac{1}{4\pi} (2m^*)^{3/2}$.

On the other hand, for a given energy $-\epsilon_0 < \epsilon < 0$, the wavevector corresponding to branch $\nu = k_\nu = k_\alpha[1-\sqrt{1 + \tilde{\epsilon}}]$ and the density of states is given by

$$D_\nu(\epsilon) = D_3 \sqrt{\epsilon_0} \left[ \frac{2 + \tilde{\epsilon}}{\sqrt{1 + \tilde{\epsilon}}} + 2(-1)\nu+1 \right].$$

The energy-dependent relaxation times used for calculating spin currents in 3D non-centrosymmetric metals have the following forms [45]

$$\tau_\lambda = \frac{u_0}{2D_3} \left( \frac{\sqrt{1 + \tilde{\epsilon}}}{\sqrt{\epsilon_0}(2 + \tilde{\epsilon})} \right) \left[ 1 - \frac{\sqrt{1 + \tilde{\epsilon}}}{2 + \tilde{\epsilon}} \right], \quad \epsilon \geq 0 \tag{29}$$

$$\tau_\nu = \frac{u_0}{2D_3} \left( \frac{\sqrt{1 + \tilde{\epsilon}}}{\sqrt{\epsilon_0}(2 + \tilde{\epsilon})} \right) \left[ 1 + (1)^{\nu-1} \frac{\sqrt{1 + \tilde{\epsilon}}}{2 + \tilde{\epsilon}} \right], \quad \epsilon < 0,$$

where $1/u_0 = \pi n_{\text{imp}} V_0^2/\hbar$ with $n_{\text{imp}}$ being the impurity density.

### A. Background spin current

For a 3D Rashba system, the equilibrium background spin current $J_{ij}^{(0)}$ with $i = x, y, z$ is obtained as

$$J_{ij}^{(0)} = \frac{\hbar^2 k_\alpha^4}{3\pi^2 m^*} \sqrt{1 + \epsilon_F}, \quad \forall \epsilon_F. \tag{30}$$

Thus, the background spin current and its derivative are continuous across the BTP. On the other hand, we find all other components are zero i.e., $J_{ij}^{(0)} = 0$ with $i \neq j$. The nature of background spin current in 3D is completely different from that of 2D Rashba system. For $\epsilon_F \gg 1$, $J_{xx}^{(0)} \sim \alpha^3$, but $J_{xx}^{(0)} \sim \alpha^4$ when $\epsilon_F \ll 1$.

### B. Spin Hall current

Using symmetry analysis, the linear spin current due to the band velocity becomes zero. On the other hand, the anomalous velocity gives rise to linear spin current which propagates transverse to the external electric field. The spin Hall current expression is obtained as $J_{ij}^{\perp} = \sigma_{ij\nu} E_\nu$, where the spin Hall conductivity $\sigma_s$ is given by

$$\sigma_s = -\frac{e}{12\pi^2} k_\alpha \sqrt{1 + \tilde{\epsilon}_F}, \quad \forall \epsilon_F. \tag{31}$$

Here $\epsilon_{ij\nu}$ is the fully antisymmetric Levi-Civita tensor.

The same expression of $\sigma_s$ can be obtained using the Kubo formula (see Appendix B). For $\epsilon_F \gg 1$, $\sigma_s \propto -(e/12\pi^2)\sqrt{2m^*\epsilon_0^2 F^2}$ with $\epsilon_0^2$ being the Fermi energy for conventional 3D metals. On the other hand, $\sigma_s \sim k_\alpha$ at the band touching point $\mathbf{k} = 0$.

### C. Nonlinear Spin current

Here we present the results of nonlinear spin currents for 3D Rashba system. The off diagonal spin current $J_{ij}^{2,\eta}$ with $i \neq j$ from both band and anomalous component of spin velocity are zero, whereas the diagonal spin currents $J_{ii}^{2,\eta}$ arising from band component have non zero values.

The anomalous component of diagonal spin current, i.e, $J_{ii,a}^{2,\eta}$ is also zero. Thus, unlike 2D case there is no nonlinear current due to the anomalous component.

**Results for $J_{xx}^{2,}\xi$:** As already mentioned for 3D Rashba system, the nonlinear spin current arises solely from the band component. The spin current $J_{xx}^{2,}\xi$ for a 3D system is obtained as

$$J_{xx}^{2,}\xi = -J_3 \sqrt{1 + \epsilon_F} \left( \frac{90 + 239\epsilon_F}{2 + \epsilon_F} \right) + 19\epsilon_F^2 + 58\epsilon_F^3 + 54\epsilon_F^4, \quad \forall \epsilon_F,$$

where $J_3 = (\hbar^2 e u_0 E_0 \epsilon_F^2)/(30m^3)$.

Expression (32) depicts a smooth variation of quadratic spin current across $\epsilon_F = 0$ (band touching point) in 3D Rashba, which ensures continuity of the first derivative of spin current, unlike its 2D counterpart. This is because the forms of DOS are different for $\epsilon > 0$ and $\epsilon < 0$ in 2D Rashba, while for 3D case, they are same. The spin current, $J_{xx}^{2,}\xi$ (in units of $J_3^2$) as a function of $\epsilon_F$ is shown in Fig. 6(a) which depicts an increasing trend of spin currents (considering absolute value) with $\epsilon_F$, except in the region $-0.9 < \epsilon_F < -0.75$. The spin current changes sign at $\epsilon_F \sim 0.75$.

Now we consider the electric field in $\hat{\mathbf{y}}$ direction. Similar to previous case (electric field in $\hat{\mathbf{x}}$ direction), here also the spin current arises from band component only. The spin current $J_{xx}^{2,}\eta$ for a 3D system is obtained as

$$J_{xx}^{2,}\eta = J_3 \sqrt{1 + \epsilon_F} \left( \frac{90 + 97\epsilon_F}{2 + \epsilon_F} \right) + 2\epsilon_F^2 + 11\epsilon_F^3, \quad \forall \epsilon_F. \tag{33}$$

The plot for $J_{xx}^{2,}\eta$ as a function of $\epsilon_F$ is shown in Fig. 6(b). The figure shows that the spin current $J_{xx}^{2,}\eta$ is zero at $\epsilon_F = -1$ and then it starts to increase, attains maxima at $\epsilon_F \sim -0.6$ and then again decreases. There is no sign change for the considered range of $\epsilon_F$. 


FIG. 6. Spin current (a) $J_{xx}^2$, (b) $J_{xy}^2$, and (b) $J_{yx}^2$, $J_{yy}^2$ in units of $J_3$ as a function of $\tilde{\epsilon}_F$.

Similarly, the spin currents $J_{xx}^2$ is obtained, where we obtain $J_{xx}^2 = J_{xy}^2$, which is expected by symmetry.

Results for $J_{xx}^2$, $J_{xy}^2$, and $J_{yx}^2$. Here we find $J_{xx}^2 = J_{yy}^2 = J_{yy}^2 = J_{zz}^2 = J_{zz}^2$, which can be easily understood from symmetry argument. Similarly, we find $J_{yy}^2 = J_{zz}^2 = J_{zz}^2$.

The results of spin currents in 3D noncentrosymmetric system are concisely summarized in Table II.

V. CONCLUSION

We have studied the background, linear and nonlinear spin currents in 2D Rashba spin-orbit coupled systems with Zeeman coupling and in 3D non-centrosymmetric metals. We have incorporated the correction due to Berry curvature induced anomalous velocity in the semi-classical equations of motion, which contributes to spin currents transverse to the applied field. We have considered energy dependent relaxation time obtained by solving the Boltzmann transport equations self consistently with (i) interband and intraband scattering for $\epsilon > M$, (ii) intrabanch scattering for $-M \leq \epsilon \leq M$ and (iii) interbranch and intrabanch scattering for $\epsilon < -M$ in presence of the short-range impurity.

For 2D Rashba systems, the background spin current has only an in-plane component with spin polarization perpendicular to direction of propagation. It increases with $\epsilon_F$ and attains a fixed value (independent of the Zeeman coupling) when Fermi energy is above the ‘Zeeman’ gap. The linear spin current has only a transverse component due to anomalous velocity of carriers. The spin Hall conductivity rises with $\epsilon_F$, exhibits a plateau at the Zeeman gap (similar to the Hall plateau) and saturates to the intrinsic value $e/(8\pi)$ at higher $\epsilon_F$, which is independent of the Zeeman gap. This linear current has out-of-plane spin polarization. The nonlinear spin current (arising from band component) has both longitudinal and transverse components in general and are polarized in-plane. When $\epsilon_F$ is above the gap, the longitudinal part is constant in $\epsilon_F$ while the transverse one vanishes. Both the nonlinear components are sharply peaked at the gap edges with opposite spin polarizations at the upper and lower edges. The magnitudes of peak values get enhanced with the strength of the Zeeman coupling. We get pure anomalous nonlinear spin current with polarization along the direction of propagation with extrema near the gap edges.

In 3D noncentrosymmetric metals, the background spin current has spin polarization along the direction of propagation and is an increasing function of $\epsilon_F$. The linear spin current has its directions of propagation, spin polarization and applied electric field mutually orthogonal to one another and increases as a function of $\epsilon_F$. For very high $\epsilon_F$, the linear spin Hall conductance is nearly independent of Rashba coupling strength and varies as $\sqrt{\epsilon_F}$. Both the transverse and longitudinal components of nonlinear spin current have their spin polarization aligned parallel or anti-parallel to the direction of propagation.

Thus, gapped 2D Rashba systems and 3D noncen-
trosymmetric metals are valuable assets to explore the Berry curvature induced spin currents. The correction due to Berry curvature in the spin velocity operator results in an 'extrinsic' spin Hall current and gives an additional $xx$ (or $yy$) component of nonlinear spin current. The magnitudes of these currents in gapped Rashba systems can be controlled by tuning the external magnetic field, which makes it suitable for experimental studies. The plateau of linear spin current and the sharp peaks of nonlinear spin currents may act as probe for detection of Zeeman coupling from magnetic impurities and its corresponding strength in 2D Rashba systems. In 3D noncentrosymmetric metals, the Berry curvature results in linear spin Hall current but does not affect the nonlinear ones.
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Appendix A: Derivation of Relaxation time for a 2D gapped Rashba system

Here we present the derivation of relaxation time of a gapped 2D Rashba system with spin-independent short-range scatterer using the semiclassical BTE self-consistently. Following Refs. \[1\] \[3\], the coupled equations for the relaxation time $\tau_\zeta(\epsilon)$ are given by

$$\frac{1}{\tau_\zeta(\epsilon)} = \frac{1}{2\pi} \sum_{\zeta'} \int d\epsilon' d\phi' D_{\zeta'}(\epsilon') W_{\zeta'\zeta}(\epsilon, \epsilon') \left[ 1 - \cos(\phi' - \phi) \frac{v_\zeta'}{v_\zeta} \right].$$ \hspace{1cm} (A1)

Here $\zeta \equiv (\lambda, k)$ and $\zeta' \equiv (\nu, k')$ is the eigenstate index for the regime $\epsilon > M$ and $\epsilon_{\min} < \epsilon < -M$ respectively and the transition rate between the states $\zeta$ and $\zeta'$ is

$$W_{\zeta'\zeta} = \frac{2\pi}{\hbar} |\langle \zeta'| V(r) |\zeta \rangle|^2 \delta(\epsilon - \epsilon_{\zeta'}),$$

where $V(r) = V_0 \sum_i \delta(r - R_i)$ with a constant strength $V_0$.

After performing the integral and summation of Eq. (A1), for the regime $\epsilon > M$, it reduces to

$$\frac{1}{\tau_\lambda} = \frac{D_\lambda A_\lambda}{4\tau_0 D_0} + \frac{D_\nu (B_\lambda + (P_\lambda \tau_\nu))/\tau_\lambda}{4\tau_0 D_0},$$ \hspace{1cm} (A2)

where $A_\lambda = 1 + 3c_{k_\lambda}^2$, $B_\lambda = 2(1 - c_{k_\lambda} c_{k_\nu}) = B_{\nu}$, and $P_\lambda = s_{k_\lambda} s_{k_\nu} v_\zeta^2/v_\zeta^2$. Also, $\tau_0 = 2\pi n_{\text{im}} V_0^2 D_0/\hbar$ with $n_{\text{im}}$ being the impurity concentration and $D_0 = m^*/(2\pi \hbar^2)$. Solving the coupled equations for $1/\tau_+ \text{ and } 1/\tau_-$, the relaxation times of the two bands for $\epsilon > M$ are obtained as

$$\tau_+ = \frac{4\tau_0 D_0}{A_+ D_+ + (B_+ + P_+/R)D_-}; \hspace{1cm} \tau_- = \frac{4\tau_0 D_0}{A_- D_- + (B_- + P_- R)D_+},$$ \hspace{1cm} (A3)

with $R = \frac{D_+ (A_+ - P_+) + D_+ B_+}{D_+ (A_+ - P_+) + D_- B_-}$.

Similarly, for the regime $\epsilon_{\min} < \epsilon < -M$, the coupled equations for the relaxation time $\tau_\nu(\epsilon)$ are

$$\frac{1}{\tau_\nu} = \frac{D_\nu A_\nu}{4\tau_0 D_0} + \frac{D_\nu (B_\nu - (P_\nu \tau_\nu))/\tau_\nu}{4\tau_0 D_0}.$$ \hspace{1cm} (A4)

Here $A_\nu = 1 + 3c_{k_\nu}^2$, $B_\nu = 2(1 + c_{k_\nu} c_{k_\nu}) = B_{\nu}$, and $P_\nu = s_{k_\nu} s_{k_\nu} v_\zeta^2/v_\zeta^2$. Solving the Eq. (A4), the relaxation times of the two branches for $\epsilon_{\min} < \epsilon < -M$ are obtained as

$$\tau_1 = \frac{4\tau_0 D_0}{A_1 D_1 + (B_1 - P_1/R)D_2}; \hspace{1cm} \tau_2 = \frac{4\tau_0 D_0}{A_2 D_1 + (B_2 - P_2 R)D_1},$$ \hspace{1cm} (A5)

where $R = \frac{D_2 (A_1 + P_1) + D_1 B_2}{D_1 (A_1 + P_2) + D_2 B_1}$.
Appendix B: Spin Hall current in 3D noncentrosymmetric system from Kubo formalism

The spin Hall conductivity in a clean 3D Rashba system using Kubo formula \[46\] is obtained as

\[
\sigma_s = \frac{e^2}{2} \sum_{\lambda \neq \lambda'} \int \frac{d^3k}{(2\pi)^3} (f_{k_{\lambda'}} - f_{k_{\lambda}}) \text{Im}\left[\frac{\langle k, \lambda | \hat{v}_{xz}(k, \lambda) | k, \lambda' \rangle \langle k, \lambda' | \hat{v}_y(k, \lambda) \rangle}{(\epsilon_{k_{\lambda}} - \epsilon_{k_{\lambda'}})^2}\right] (B1)
\]

\[
= \frac{eh^2}{4m^*\alpha} \int \frac{d^3k}{(2\pi)^3} (f_- - f_+) \sin^2 \theta \cos^2 \phi \frac{k}{k} = \frac{ek_\alpha}{12\pi^2} \sqrt{1 + \delta_F}.
\]
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