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One key issue in the probability density function (PDF) approach for disperse two-phase turbulent flows is to close the diffusion term in the phase space. This study aimed to derive a kinetic equation for particle dispersion in turbulent flows by ensemble averaging over all possible realisations of state transition paths in the phase space. The probability density function is expanded as a series in terms of the cumulants of particle paths in the phase space, by introducing a local path density operator to identify the distribution of particle paths. The expansion enables us to directly obtain a kinetic equation with the diffusion term in closed form. The kinetic equation derived in this study has following features that: (1) it has its coefficients expressed as functions of the cumulants of particle paths in the phase space; (2) it applies to particle dispersion by non-Gaussian random forcing with long correlation time scales; (3) it presents new mechanisms responsible for particle diffusion. An application of the kinetic equation is also presented in this paper.

I. INTRODUCTION

Flows of continuous fluids carrying dispersed solid grains, gas bubbles, or liquid droplets are generally referred to as dispersive two-phase flows. Dispersive two-phase flows occur in a rich variety of circumstances, including suspension of sediment particles in natural rivers and channels, dust storms in the atmosphere, mixing of bubbles or droplets in the chemical engineering devices, among many others. As an important discipline of fluid mechanics, disperse two-phase flows have been extensively studies in the past decades.

Conventionally, there are two major categories of approaches have been developed to formulate disperse two-phase flows. The first category includes the methods referred to as the two-fluid models, of which particle clouds are idealized as continuum media as their carrier fluids and the governing equations for both phase are derived based on the fundamental conservation laws for mass, momentum, and energy. Two-fluid models have been extensively investigated since the late 1970’s, and successful applications tackling problems associated with dispersive particles in turbulent flows have been widely reported.

However, as a direct descendant of continuum theory, two-fluid models for disperse two-phase flows suffer difficulties in closing the governing equations with well-founded constitutive relations. This situation is largely due to the challenge in incorporating the microscopic dynamics of particles into the macroscopic governing equations for particle-laden flows. This challenge was partly solved by another important category of approaches based on stochastic theory or kinetic theory, of which the particle kinetic equation, or the particle probability density function (PDF) equation, is derived and applied to derive the macroscopic conservation equations for solid phase with constitutive relations properly defined. In the PDF formulation of disperse two-phase flows, a key issue is to close a correlation term arising from ensemble average on the equation for conservation of fine-grained probability density in the phase space. The well-known approaches include LHDI theory, functional methods, and cumulant expansion methods.

The principal difficulty encountered in closing the turbulent correlation term is to formulate diffusion of particles as a result of their random motion in turbulent flows. Because turbulence of fluids often leads to long-time correlation in flow fields, particle motion cannot always be regarded as a Markovian process driven by white noise; instead, in many cases, they are dispersed by random forcing to exhibit a strong memory effect of non-Markovian dynamics. In order to take into account non-Markovianity of particle motion, for instance, in the LHDI approximation, the RGT invariance is imposed on particle motion along its path in the phase space to remove the restriction on correlation time scale; while in the functional methods, the diffusion coefficients are expressed in terms of the functional derivative of particle path with respect to random impulse in the phase space to allow for influences of long-time correlation on particle diffusion. Applications show that the kinetic equation methods are successful in modelling disperse two-phase flows, although there is much room still remained for further investigation in deriving a closed kinetic equation for disperse two-phase flows. Moreover, the previously reported studies also provided us a fundamental concept that, in deriving a Eulerian probability distribution function for particle motion in turbulent flows, combination with a Lagrangian point of view is necessary to consider memory effect of non-Markovian dynamics in turbulent diffusion of particles.

This paper aims to derive a kinetic equation for particle diffusion in turbulent flows with a new method to formulate particle diffusion in the phase space. For particles dispersed by random forcing with a long correlation time scale, considering the fact that it is the state transition paths (or the trajectories of particles in the phase space) along which memory effect takes place to influence future particle states before losing coherence, one infers that statistical characteristics of particle motion are determined not only by the system states, but also by the state transition paths and their distribution. In this pa-
In this case, the state transition path is $y$ denoted by $X(t)$. For instance, if one-point PDF changes its state from $x$ to $y$ at time $s$ to arrive at $x$ at the time $t$, given by Eq. (1). It is defined as a function of distance $|x - X(t, y, s)|$:

$$
\chi(t) = \chi(|x - X(t, y, s)|) = \prod_{j=1}^{N} \chi(|x_j - X_j(t, y, s)|). \tag{3}
$$

The local path density operator $\chi$ is assumed to have a sharp value at $x = X(t, y, s)$, while it is zero elsewhere. The most simple selection of $\chi$ is the Dirac-$\delta$ function, namely $\chi(t) = \delta(|x - X(t, y, s)|)$. But for the sake of generality, it is maintained as a general functional of the state difference $|x - X(t, y, s)|$ as in Eq. (3).

From the definition of the local path density operator, we can infer that $\chi$ depends on the path $X = X(t, y, s)$, which changes with time. The time rate of change of $\chi$ along the curve $X(t, y, s)$ is

$$
\frac{\partial \chi(|x - X(t, y, s)|)}{\partial t} = \hat{X} \nabla X \chi(|x - X(t, y, s)|). \tag{4}
$$

As $\chi = \chi(|x - X(t, y, s)|)$ is a function of $|x - X(t, y, s)|$, it is straightforward to verify the identity $\nabla X \chi = -\nabla_s \chi$. By denoting $\mathcal{L} = \nabla X \chi = \sum_{j=1}^{N} \chi_j \partial / \partial x_j$, Eq. (4) can be written in an operator form as follows:

$$
\frac{\partial \chi}{\partial t} = -\mathcal{L} \chi. \tag{5}
$$

Eq. (5) is a Liouville-type equation for the local path density operator $\chi$, which has an operator solution along the path $X = X(t, y, s)$ as

$$
\chi(|x - X(t, y, s)|) = \mathcal{W}(t | s) \chi(|x - X(s, y, s)|) = \mathcal{W}(t | s) \chi(|x - y|). \tag{6}
$$

Here, $\mathcal{W}(t | s)$ is a time evolution operator defined by

$$
\mathcal{W}(t | s) = \mathcal{T} e^{-\int_s^t d\tau \mathcal{L}(\tau)} = \mathcal{T} \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \left( \int_s^t d\tau \mathcal{L}(\tau) \right)^n, \tag{7}
$$

where $\mathcal{T}$ denotes the time-ordering operator by which the integrations in

$$
\left( \int_s^t d\tau \mathcal{L} \right)^n = \int_s^t d\tau_1 \cdots \int_s^t d\tau_n \mathcal{L}(\tau_1) \cdots \mathcal{L}(\tau_n), \tag{8}
$$

for $n = 1, 2, \cdots$, are correctly ordered so that the earlier times in the products of the integrand stand to the left of those with later times ($\tau_1 > \tau_2 > \cdots > \tau_n$).

### B. Probability density function

Generally, for a Markovian process, the possibility of finding a system having the state of $x$ at the time $t$ is provided by the Chapman-Kolmogorov equation to maps the state $y$ at...
the time \( s \) to the state \( x \) at the time \( t \) by means of the transition probability function \( f(x,t|y,s) \). In deriving the Fokker-Planck equation, the state transition probability \( f(x,t|y,s) \) was formally expanded as a Taylor series of the transition moments; therefore, it has to be limited to cases in which the state transition time scale \( |t-s| \) must be infinitesimal to make the mathematical definition of the state transition moments meaningful. However, when investigating a non-Markovian process, it must to be modified.

In statistical mechanics, states of a system are regarded to correspond to a set of different realisations that are compatible with their boundary constraints, which leads to any possible realisations of the system states, as well as their transition paths in the phase space, exhibiting a certain degree of uncertainties. The uncertainties, particularly those observed in the state transition paths, are the object of our focus in this study.

According to the definition of the local path density operator, the ensemble average on it leads to \( f(x,t|y,s) \), the conditional probability density function of finding the system in state \( x \) at the time \( t \), given that it is in state \( y \) at the time \( s \). Let the state transition path given by \( X(\Gamma) = X(t|y,s) \) corresponding to a realisation \( \Gamma \), and \( F(\Gamma) \) being the distribution of the realisation \( \Gamma \), which satisfies \( \int dF(\Gamma) = 1 \), the state transition probability density function \( f(x,t|y,s) \), therefore, is given by

\[
f(x,t|y,s) = \int dF(\Gamma) \chi(|x - X(\Gamma)|)
= \langle \chi(|x - X(t|y,s)|) \rangle,
\tag{9}
\]

where a variable closed by a pair of angles “\( \langle \rangle \)” is its ensemble average, defined by:

\[
\langle A \rangle = \int dF(\Gamma) A(\Gamma).
\tag{10}
\]

Eq. (9) indicates that the local path density operator \( \chi \) assumes the function of picking up those paths leading from a given point \( y \) at the time \( s \) to arrive at \( x \) at the time \( t \) from all possible state transition paths. Since each realisation \( \Gamma \) corresponds to a path \( X(\Gamma) \), the ensemble average in Eq. (9) is essentially taken on all of possible state transition paths leading from \( y \) to \( x \). This definition differs from classical statistical mechanics, in which a local density function is usually employed to identify points (states) of interest in the phase space, and thus the ensemble average in classical statistical mechanics is carried out on system states and their distribution. This modification is significant, by which non-Markovianity in particle motion can be reflected in the state transition probability function given by Eq. (9).

By substituting Eq. (10) into Eq. (9), the conditional probability density function \( f(x,t|y,s) \) can be written in an equivalent form as follows:

\[
f(x,t|y,s) = \int dF(\Gamma) \chi(|x - X(t|y,s)|)
= \langle \mathcal{W}(t|s) \rangle \chi(|x - y|),
\tag{11}
\]

where \( \langle \mathcal{W}(t|s) \rangle \) is the path ensemble averaged time evolution operator, and is expanded in detail in the following manner:

\[
\langle \mathcal{W}(t|s) \rangle = \int d\Gamma F(\Gamma) \mathcal{W}(t|s)
= \mathcal{T} \exp \left( \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} \left( \left( \int_{s}^{t} d\tau \mathcal{Z}^{n} \right)^{n} \right) \right)
\tag{12}
\]

in which \( \langle \rangle \) represents the cumulant operator; for example, \( \langle A \rangle = \langle A \rangle \) and \( \langle AB \rangle = \langle A \rangle \langle B \rangle \) are the first- and second-order cumulant, respectively, regarding the ensemble average defined by Eq. (10). In the derivation of Eq. (12), we have used the result of the ensemble average of exponent function. Eq. (11) is in essence a series expansion of the state transition probability function \( f(x,t|y,s) \) in terms of the cumulants regarding state transition paths, rather than state transition moments in the derivation of the classical Fokker-Planck equation. This difference is of significance, because it provides us with a new method to consider non-Markovian dynamics in particle diffusion.

C. Path-averaged kinetic equation

Differentiating both sides of Eq. (11) with respect to \( t \), and inserting \( \mathcal{L} = \nabla \cdot X \) into the resulting equation, we derive a new kinetic equation for \( f(x,t|y,s) \) including an infinite number of terms as follows:

\[
\frac{\partial f(x,t|y,s)}{\partial t} = \sum_{n=1}^{\infty} \frac{(-1)^n \nabla^n \langle \mathcal{Z}^{(n)} \rangle (x,t|y,s)}{n!} f(x,t|y,s),
\tag{13}
\]

where the coefficient \( \langle \mathcal{Z}^{(n)} \rangle (x,t|y,s) \) is given by

\[
\langle \mathcal{Z}^{(n)} \rangle (x,t|y,s) = \frac{1}{n!} \frac{\partial^n}{\partial t^n} \mathcal{T} \left( \left( \int_{s}^{t} d\tau \nabla X \right)^n \right).
\tag{14}
\]

The operator \( \nabla^n \langle \mathcal{Z}^{(n)} \rangle (x,t|y,s) \) in Eq. (13) is defined by

\[
\nabla^n \langle \mathcal{Z}^{(n)} \rangle (x,t|y,s) = \frac{\partial^n}{\partial x_{j_1} \cdots \partial x_{j_n}} \langle \mathcal{Z}^{(n)} \rangle (x,t|y,s),
\tag{15}
\]

in which the summation convention with respect to the repeated subscript \( j_v \) (\( j_v = 1, 2, \cdots, N \), and \( v = 1, \cdots, n \)) is used, and the partial differential operators apply to all of the following variables.

\( f(x,t|y,s) \) is a conditional distribution function. It is advisable to derive a probability density function \( f(x,t) \) in numerous circumstances. In general, this can be obtained by the following relation:

\[
f(x,t) = \int dy f(x,t|y,s) f(y,s).
\tag{16}
\]

However, Eq. (11) leads to a conditional average on \( \mathcal{W}(t|s) \), making the resulting equation complicated. For this reason, it is useful to define the distribution function for \( x \) in a different manner. Multiplying both sides of Eq. (9) with a Dirac \( \delta \)-function of \( \delta(|y - X(s)|) \), where \( X(s) \) is a known
value determined by tracking from the time \( t \) through the path \( X(\tau) = X(\tau|X(s), s) \) \( (s \leq \tau \leq t) \) back to the time \( s \) with the condition that \( x = X(\tau|X(s), s) \), i.e., \( X(s) = X(s|x, t) \), using the relation Eq. (11), we find that

\[
\int dy f(x, t|y, s) \delta \left( y - X(s) \right) = \langle \chi \left( x - X(t) \right) \rangle. \tag{17}
\]

The major difference between \( \langle \chi \left( x - X(t|y, s) \right) \rangle \) and \( \langle \chi \left( x - X(t) \right) \rangle \) is depicted in Fig. 1. The figure illustrates that \( \langle \chi \left( x - X(t|y, s) \right) \rangle \) is an ensemble average on the paths from a given state \( y \) at time \( s \) to arrive at \( x \) at time \( s \), while \( \langle \chi \left( x - X(t) \right) \rangle \) is an ensemble average taken on all paths leading to \( x \). Moreover, \( \langle \chi \left( x - X(t) \right) \rangle \) is, in essence, the distribution function for \( x \) at time \( t \); that is,

\[
f(x, t) \equiv \langle \chi \left( x - X(t) \right) \rangle = \langle \mathcal{W} (t|s) \rangle \chi \left( x - X(s) \right). \tag{18}
\]

It should be noted that the time evolution operator \( \langle \mathcal{W} (t|s) \rangle \) in Eq. (11) involves the ensemble average on the integral curves starting from a given state \( y \), while in Eq. (18), the ensemble average is taken on any curve leading to \( x \).

Using the result yielded by Eq. (17), multiplying both sides of Eq. (13) with \( \delta (y - X(s)) \), and integrating the resulting equation with respect to \( y \), we obtain a generalized kinetic equation for \( f(x, t) \) as follows:

\[
\frac{\partial f(x, t)}{\partial t} = \sum_{n=1}^{\infty} (-1)^n \nabla^n \left( \mathcal{G}^{(n)}(x, t) \right) f(x, t), \tag{19}
\]

where the coefficient \( \mathcal{G}^{(n)}(x, t) \) involves the ensemble average on the integral curves starting from an initial state \( X(s) \), instead of a given state \( y \), as in Eq. (13). Eq. (19) can also be derived directly by differentiating both sides of Eq. (18) with respect to \( t \).

Because it is derived by the ensemble average over all possible realizations of the particle paths in the phase space, Eqs. (13) and (19) can be referred to as path averaged kinetic equations. It shows that Eq. (13) (or Eq. (19)) contains an infinite number of terms as the Kramers-Moyal expansion for Markovian processes. According to the Pawula theorem, if the Kramers-Moyal expansion is not truncated at the second order, it must contain an infinite number of terms. This is true for the current study, although the expansion coefficients are the functions of the cumulants. When Eq. (19) is truncated at \( n = 2 \), we obtain a kinetic equation, as follows:

\[
\frac{\partial f(x, t)}{\partial t} + \nabla_x \langle \mathcal{G}^{(1)} \rangle f(x, t) = \nabla_x \langle \mathcal{G}^{(2)} \rangle f(x, t). \tag{20}
\]

Eq. (20) resembles the classical Fokker-Planck equation in form derived by truncating the Kramers-Moyal expansion at the second order. However, an essential difference exists. Eq. (14) illustrates that \( \langle \mathcal{G}^{(1)} \rangle \) is a path-averaged state transition velocity and \( \langle \mathcal{G}^{(2)} \rangle \) is a measurement of dispersion of the state transition paths, rather than the jump moments in the Fokker-Planck equation. This difference is crucial which makes this study can be applied to diffusion due to non-Markovian motion of particles where memory effect is prominent. This point is further discussed in details in Section III. It shows that Eq. (20) can be alternatively written as an integro-differential equation with a memory kernel serving to allow for memory effect in non-Markovian processes.

D. Coefficients of kinetic equation

The coefficient \( \langle \mathcal{G}^{(n)} \rangle \) in Eq. (19) can be expressed in a more compact and concise form. \( \langle \mathcal{G}^{(n)} \rangle \) is a function of the integration of \( X(t) \) along the curve \( X(t) = X(t|X(s), s) \) leading from \( X(s) \) to \( x \), denoted as

\[
S(t) = \int_s^t d \tau \dot{X} = \int_s^t d \tau = \left\{ \int_s^t dX_1, \ldots, \int_s^t dX_n \right\}. \tag{21}
\]

On the other hand, the time ordering integration in Eq. (17) can be expanded as follows:

\[
\frac{1}{T^\tau} \left( \int_s^t d \tau \dot{X}(\tau) \right)^n = \int_s^t d \tau_1 \ldots \int_s^t d \tau_n \dot{X}(\tau_1) \ldots \dot{X}(\tau_n). \tag{22}
\]

and bearing in mind that the integrand \( \dot{X}(\tau_1) \ldots \dot{X}(\tau_n) \) is symmetric in its arguments \( \tau_1, \tau_2, \ldots, \tau_n \), it is straightforward that

\[
\int_s^t d \tau_1 \ldots \int_s^t d \tau_n \dot{X}(\tau_1) \ldots \dot{X}(\tau_n) = \frac{1}{n!} I_n(t) = \frac{1}{n!} S(t) \ldots S(t) = \frac{1}{n!} S^n(t). \tag{24}
\]

Therefore, \( \langle \mathcal{G}^{(n)}(x, t) \rangle \) can be written in a simple form as follows:

\[
\langle \mathcal{G}^{(n)}(x, t) \rangle = \frac{1}{n!} \frac{\partial}{\partial t} \left\langle \frac{S^n(t)}{n!} \right\rangle. \tag{25}
\]
Eq. (25) shows that $\langle \varphi^{(n)} \rangle$ is function of the cumulants with respect to the integral curves of the transition path $S(t)$; expressing $\langle \varphi^{(n)} \rangle$ in terms of the correlation function $\langle S^n \rangle$ provides us with a new angle to view the manner of diffusion: it is the variation in the correlation of particle paths that drives a system state to diffuse in the phase space. Moreover, by means of the ensemble average on the state transition paths, the memory effect on $X(t)$ of non-Markovianity can be considered, which is discussed in Section IIIA. Most importantly, since the coefficients of the kinetic equation derived in this paper are the functions of the cumulants of particle paths, which do not directly involve random forcing as a source term in the particle motion equations, the current study can be applied to stochastic systems where random forcing cannot be separated linearly from deterministic accelerations. This point is crucial when a system is driven by non-linear stochastic accelerations.

III. NON-MARKOVIANITY AND MARKOVIAN APPROXIMATION

A. Non-Markovianity

As has been mentioned in the introduction, accounting for non-Markovian behavior observed in dispersion of particles in turbulent flows lies at the heart of PDF approaches. In this paper, we developed a different approach which is expected to be able to consider memory effect of non-Markovian dynamics on particle diffusion. Therefore, a discussion about non-Markovianity presenting in the kinetic equation is crucial.

To discuss the non-Markovianity taken into account by Eq. (20), an equivalent form of it is derived herein. We begin from Eq. (16). Differentiating it with respect to $t$, we obtained

$$\frac{\partial f(x,t)}{\partial t} = \int dy f(y,t) \frac{\partial f(x,t|y,s)}{\partial t}.$$  \hfill (26)

It can be demonstrated by means of the identity $\nabla_y \chi(|x - y|) = -\nabla_y \chi(|x - y|)$ that

$$\frac{\partial f(x,t|y,s)}{\partial t} = \sum_{n=1}^{\infty} (-1)^n \nabla_y^n \langle \varphi^{(n)}(x,t|y,s) \rangle f(x,t|y,s)$$

$$= \sum_{n=1}^{\infty} \nabla_y^n \langle \varphi^{(n)}(x,t|y,s) \rangle f(x,t|y,s).$$ \hfill (27)

With the substitution of Eq. (27) into (26), the drift term $(n=1)$ is derived directly as

$$Drift = -\nabla_x \int dy \langle \varphi^{(1)}(x,t|y,s) \rangle f(x,t|y,s)f(y,s),$$ \hfill (28)

and the diffusion term $(n=2)$ is derived through integration by parts as

$$Diffusion = \nabla_x \int dy \langle \varphi^{(2)}(x,t|y,s) \rangle f(x,t|y,s) \nabla_y f(y,s).$$ \hfill (29)

In deriving Eqs. (28) and (29), we use the following two identities:

$$\nabla_x f(x,t|y,s) = -\nabla_y f(x,t|y,s),$$ \hfill (30)

and

$$(-1)^{n-k} \nabla_x^{n-k} \langle \varphi^{(n)} \rangle = \nabla_y^{n-k} \langle \varphi^{(n)} \rangle, \quad k = 1 \cdots n.$$ \hfill (31)

Details in derivations of Eqs. (30) and (31) are given in Appendix A and B.

Using Eqs. (28) and (29), with the first- and second-order terms maintained in Eq. (26), we obtain the kinetic equation rewritten as an integro-differential equation (see details in Appendix C). It is:
\[
\frac{\partial f(x,t)}{\partial t} = -\nabla_x \langle \dot{X}(t) \rangle f(x,t) + \nabla_x \int dy \int_0^t ds \mathcal{B}(x,t;y,s) \nabla_y f(y,s),
\] (32)

where

\[
\langle \dot{X}(t) \rangle = \frac{1}{f(x,t)} \int dy \langle \dot{X}(t|y,s) \rangle f(x,t|y,s) f(y,s)
\] (33)

is the drift velocity, expressed as a conditional average of \(\langle \dot{X}(t|y,s) \rangle\), and

\[
\mathcal{B}(x,t;y,s) = \frac{1}{2} f(x,t|y,s) \langle \langle \dot{X}(s|y,s) \dot{X}(t|y,s) \rangle \rangle
\] (34)

is the memory kernel.

Eq. (32) is an integro-differential equation; although it is seldom applied in studying real problems in disperse two-phase flows, yet it is useful in discussion of non-Markovianity of a system. It is found that Eq. (32) is similar in form to that derived by Zwanzig \cite{Zwanzig1952} by the projection method, which has been demonstrated to be able to account for memory effect in non-Markovian processes by means of integration of the memory kernel, i.e., Eq. (33), over all previous states and time. Being an equivalent form to Eq. (32), therefore, Eq. (20) is able to be applied to circumstances where particle motion is non-Markovian.

### B. Markovian approximation

It is necessary to discuss if the present study can be reduced to classical Fokker-Planck equation when Markovian processes are considered. In that case, the correlation time \(\Delta t = t - s\) is vanishingly small, i.e., the white noise limit, and thus the integral curve can be well approximated by a line segment as follows:

\[
S(t) = \int_s^t \text{d}x \dot{X} = \Delta t \dot{X}(t) + O(\Delta t) = \Delta X(t) + O(\Delta t).
\] (35)

At the same time, Eq. (25) can be written equivalently as

\[
\langle \mathcal{B}^{(n)}(x,t) \rangle = \frac{1}{n!} \lim_{\Delta t \to 0} \frac{\langle [S^n(t + \Delta t)] \rangle - \langle [S^n(t)] \rangle}{\Delta t}.
\] (36)

Expanding \(S(t + \Delta t)\) at \(t\) as a Taylor series, we obtained that, for \(n = 1\)

\[
\langle \mathcal{B}^{(1)}(x,t) \rangle = \lim_{\Delta t \to 0} \frac{\langle S(t + \Delta t) \rangle - \langle S(t) \rangle}{\Delta t} = \frac{\Delta X}{\Delta t} = \langle \dot{X}(t) \rangle.
\] (37)

Bearing in mind that \(\langle \Delta^2 X \rangle \sim O(\Delta t)\) while \(\langle \Delta X \rangle^2 \sim O(\Delta^2 t)\) for Brownian particles, for \(n = 2\)

\[
\langle \mathcal{B}^{(2)}(x,t) \rangle = \frac{1}{2!} \lim_{\Delta t \to 0} \frac{\langle S^2(t + \Delta t) \rangle - \langle S^2(t) \rangle}{\Delta t} = \frac{1}{2} \lim_{\Delta t \to 0} \frac{\langle \Delta^2 X \rangle - \langle \Delta X \rangle^2}{\Delta t} = \frac{1}{2} \lim_{\Delta t \to 0} \frac{\langle \Delta^2 X \rangle}{\Delta t}.
\] (38)

Eqs. (37) and (38) are the Markovian approximation of Eq. (25) for \(n = 1\) and \(n = 2\) respectively. As a comparison, the coefficient of the Kramers-Moyal expansion for Markovian processes is given by

\[
\langle \mathcal{B}^{(n)}(x,t) \rangle = \frac{1}{n!} \lim_{\Delta t \to 0} \frac{\langle [X^n(t + \Delta t)] \rangle - \langle [X^n(t)] \rangle}{\Delta t} = \frac{1}{n!} \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle (X(t + \Delta t) - X(t))^n \rangle.
\] (39)

which means that, for \(n = 1\),

\[
\langle \mathcal{B}^{(1)}(x,t) \rangle = \lim_{\Delta t \to 0} \frac{\langle \Delta X \rangle}{\Delta t} = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle (X(t + \Delta t) - X(t)) \rangle,
\] (40)

and for \(n = 2\),

\[
\langle \mathcal{B}^{(2)}(x,t) \rangle = \lim_{\Delta t \to 0} \frac{\langle \Delta^2 X \rangle}{\Delta t} = \frac{1}{2} \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle (X(t + \Delta t) - X(t))^2 \rangle.
\] (41)

When compared to Eq. (37) to (38), given the correlation time \(t - s\) is infinitesimal to make \(S = \Delta X\) for Markovian processes, it is found that Eq. (37) and (38) are the same as that of the classical Fokker-Planck equation. This result means that the Markovian approximation of the kinetic equation derived in this paper is the classical Fokker-Planck equation. Actually, this conclusion can also be found by Markovian approximation of Eq. (32). For Markovian processes, because \(f(x,t|y,s) = \delta(x - y)(1 + O(\Delta t))\) (see Eq. (4.20) in Ref. [32]) and \(X \sim \Delta X/\Delta t\), Eq. (32) is approximated by

\[
\frac{\partial f(x,t)}{\partial t} = -\nabla_x \langle \dot{X}(t) \rangle f(x,t) + \nabla_x \langle \mathcal{B}(x,t) \nabla_x f(x,t) \rangle,
\] (42)

where the drift coefficient is

\[
\langle \dot{X}(t) \rangle = \lim_{\Delta t \to 0} \frac{\langle \Delta X \rangle}{\Delta t},
\] (43)

and the memory kernel is

\[
\mathcal{B}(x,t) = \frac{1}{2} \lim_{\Delta t \to 0} \frac{\langle \Delta^2 X \rangle}{\Delta t},
\] (44)

implying that when \(t - s\) is infinitesimal, Eq. (32) is also reduced to Markovian Fokker-Planck equation.

Therefore, it is concluded that, in the white noise limit, the present study is reduced to the classical Fokker-Planck equation for Markovian processes. This conclusion is easy to understand, because the integral curve \(S\) can be represented by a small line segment \(\Delta X\) for an infinitesimal time interval \(\Delta t\), and thus the cumulation with respect to the state transition paths is approximated by jump moments for Markovian processes.
IV. DISPERSION OF PARTICLES IN TURBULENT FLOWS

Consider a special case of Eq. (1):

\[
\frac{dX}{dt} = F(X) + \xi,
\]

(45)

where \(F\) is assumed to be a linear function of \(X\), and \(\xi\) is a random forcing and unnecessarily Gaussian white noise as usually assumed. Using Eq. (23), taking ensemble average on all possible paths leading to the point \(x\), i.e., \(X(\tau) = X(\tau|X(s), s)\) \((0 \leq \tau \leq t)\), with boundary conditions of \(X = X(t|X(s), s)\), and \(X(s) = X(s|X(s), s) = 0\) for simplicity, we obtained that the drift term is

\[
\langle \mathcal{D}^{(1)}(X,t) \rangle = \frac{\partial \langle S(t) \rangle}{\partial t} = F(x) + \langle \xi \rangle.
\]

(46)

If \(\xi\) is Gaussian, \(\langle \xi \rangle = 0\). As to the diffusion term, its derivation is started from the expression for the path integration given by Eq. (24). It is

\[
S(t) = \int_0^t X(\tau) d\tau = \langle S(t) \rangle + \int_0^t d\tau G(t; \tau) \xi(\tau),
\]

(47)

where the response function, or the Green function \(G(t; \tau)\), serving as a propagator to transfer impulses along particle paths, is determined by the following first-order ordinary differential equation:

\[
G(t; \tau) = J \cdot G(t; \tau) + I \delta(t - \tau),
\]

(48)

where \(J = \partial F(X)/\partial X|_{X=x}\).

Since that \(G(t; \tau)\) and \(\langle \langle \xi(\tau_1)\xi(\tau_2) \rangle \rangle\) are functions of the time \(t\), with the help of Leibniz integral rule, the diffusion coefficient is expanded in detail as follows:

\[
\langle \mathcal{D}^{(2)}(X,t) \rangle = \frac{1}{2} \cdot \frac{\partial \langle \langle SS \rangle \rangle}{\partial t}
\]

\[
= \frac{1}{2} \cdot \frac{\partial}{\partial t} \left( \int_0^t \int_0^t d\tau_1 d\tau_2 G(t; \tau_1) \langle \langle \xi(\tau_1)\xi(\tau_2) \rangle \rangle G^T(t; \tau_2) \right)
\]

\[
\quad + \frac{1}{2} \int_0^t \left( G(t; \tau) \langle \langle \xi(\tau)\xi(\tau) \rangle \rangle + \langle \langle \xi(\tau)\xi(\tau) \rangle \rangle G^T(t; \tau) \right)
\]

\[
\quad + \frac{1}{4} \left( J \langle \langle SS \rangle \rangle + \langle \langle SS \rangle \rangle J^T \right).
\]

(49)

Eq. (49) shows that the diffusion term involves the cumulant with respect to \(\xi\); therefore, it is unnecessary to assume that \(\xi\) is Gaussian.

If a stationary turbulent flow is considered, so that \(\langle \langle \xi(\tau_1)\xi(\tau_2) \rangle \rangle\) is independent of time \(t\), then Eq. (49) is reduced to

\[
\langle \mathcal{D}^{(2)}(X,t) \rangle = \frac{1}{2} \int_0^t d\tau \left( G(t; \tau) \langle \langle \xi(\tau)\xi(\tau) \rangle \rangle + \langle \langle \xi(\tau)\xi(\tau) \rangle \rangle G^T(t; \tau) \right)
\]

\[
\quad + \frac{1}{4} \left( J \langle \langle SS \rangle \rangle + \langle \langle SS \rangle \rangle J^T \right).
\]

(50)

Furthermore, if the term of \(J \langle \langle SS \rangle \rangle + \langle \langle SS \rangle \rangle J^T \) is vanishingly small, Eq. (49) is further reduced to

\[
\langle \mathcal{D}^{(2)}(X,t) \rangle = \frac{1}{2} \int_0^t d\tau \left( G(t; \tau) \langle \langle \xi(\tau)\xi(\tau) \rangle \rangle + \langle \langle \xi(\tau)\xi(\tau) \rangle \rangle G^T(t; \tau) \right).
\]

(51)

Moreover, if \(G(t; \tau)\) is symmetric, i.e., \(G(t; \tau) = G^T(t; \tau)\), denoting \(\Delta X(t) = \int_0^t d\tau G(t; \tau) \xi(\tau)\), Eq. (51) has the form as follows

\[
\langle \mathcal{D}^{(2)}(X,t) \rangle = \int_0^t d\tau G(t; \tau) \langle \langle \xi(\tau)\xi(\tau) \rangle \rangle = \langle \langle \Delta X(t)\xi(\tau) \rangle \rangle.
\]

(52)
which is the same as that has been derived by Swailes and Darbyshire\cite{12} based on Furutsu–Novikov formula and Reeks\cite{11,13} based on LHDI method.

The above analysis shows that, in comparison with previous studies, two new mechanisms contribute to diffusion in the phase space. The first one owes to the temporal variation of the autocorrelation of the random force $\xi$. The second one arises from temporal variation of the response function $G$, which indicates that changes in the propagator of turbulent impulses also leads to diffusion in the phase space.

Considering particles dispersion in a homogeneous turbulent field, one reads in Eq. (45) that

$$
\mathbf{x} = \begin{pmatrix} r \\ u \end{pmatrix}, \mathbf{X} = \begin{pmatrix} \mathbf{R} \\ \mathbf{U} \end{pmatrix}, \boldsymbol{\xi} = \begin{pmatrix} 0 \\ \beta(\mathbf{V} - \langle \mathbf{V} \rangle) \end{pmatrix}, \mathbf{F}(\mathbf{X}) = \begin{pmatrix} \mathbf{U} \\ -\beta(\mathbf{U} - \langle \mathbf{V} \rangle) \end{pmatrix},
$$

where $\mathbf{V} = \mathbf{V}(\mathbf{x}(t))$ is the velocity of the carrier fluid seen by particles; $\mathbf{R}$ and $\mathbf{U}$ are respectively the position and velocity vector of particles; $\beta$ is the inverse of the particle relaxation time. When it is assumed that $\beta$ is constant and the flows is homogeneous, we found that the response function is given by Eq. (48) as follows:

$$
G(t; \tau) = \beta^{-1} \left( \begin{array}{cc} 0 & 1 - e^{-\beta(t-\tau)} \\ 0 & \beta e^{-\beta(t-\tau)} \end{array} \right).
$$

If further assumed that $\mathcal{M}(\mathbf{V}(\mathbf{x}(t)) \mathbf{V}(\mathbf{x}(t-\tau))) = \mathbf{D} e^{-|\tau|/T_{lp}}$ with $T_{lp}$ denoting the integral time scale of turbulence along the paths of particles, and $\mathbf{D}$ is assumed independent of time, then we finally found that

$$
\langle \tilde{\zeta}^{(2)}(\mathbf{x}, t) \rangle = \begin{pmatrix} \kappa & \lambda \\ \lambda & \mu \end{pmatrix},
$$

where

$$
\kappa = \frac{\mathbf{D} T_{lp} (1 - e^{-\beta t})}{2(1 - \beta T_{lp})} \left( 1 - \beta T_{lp} + \beta T_{lp} e^{-T_{lp}^{-1} t} - e^{-\beta t} \right),
$$

$$
\lambda = \frac{\beta \mathbf{D} T_{lp}}{2} \left[ 1 - e^{-\beta T_{lp}} - \frac{1 - e^{-\beta T_{lp}}}{1 + \beta T_{lp}} \right] + \frac{\beta D T_{lp}}{4(1 - \beta T_{lp})} \left[ 1 - e^{-2\beta t} - \frac{2 \beta T_{lp} \left( 1 - e^{-\beta T_{lp}^{-1} t} \right)}{1 + \beta T_{lp}} \right] - \frac{\beta D T_{lp} \left( 1 - e^{-\beta t} \right)}{4(1 - \beta T_{lp})} \left( 1 - \beta T_{lp} + \beta T_{lp} e^{-T_{lp}^{-1} t} - e^{-\beta t} \right),
$$

When $t \to \infty$, the diffusion coefficients reach their stable values:

$$
kappa = \frac{\mathbf{D} T_{lp}}, \lambda = \frac{\beta \mathbf{D} T_{lp}^{2}}{4(1 + \beta T_{lp})}, \mu = \frac{\beta^{2} \mathbf{D} T_{lp}}{2(1 + \beta T_{lp})}.
$$

If we assumed that $\frac{\partial^{2}}{\partial \mathbf{u} \partial \mathbf{u}} f = \frac{\partial^{2}}{\partial \mathbf{u} \partial \mathbf{r}} f$, implying that $f(\mathbf{r}, \mathbf{u}, t)$ is continuous in the phase space, then the kinetic equation for the system determined by Eq. (53) is given by

$$
\frac{\partial f(\mathbf{r}, \mathbf{u}, t)}{\partial t} + \frac{\partial f(\mathbf{r}, \mathbf{u}, t)}{\partial \mathbf{r}} + \frac{\partial \mathbf{v}(\mathbf{V}) - \mathbf{u} f(\mathbf{r}, \mathbf{u}, t)}{\partial \mathbf{u}} = \left( \kappa \frac{\partial^{2}}{\partial \mathbf{r}^{2}} + \gamma \frac{\partial^{2}}{\partial \mathbf{u} \partial \mathbf{r}} + \mu \frac{\partial^{2}}{\partial \mathbf{u}^{2}} \right) f(\mathbf{r}, \mathbf{u}, t),
$$

by virtue of Eq. (60), we had the equations of mass and mo-
momentum conservation for disperse phase as follows:

\[
\frac{\partial \alpha}{\partial t} + \frac{\partial \alpha \mathbf{u}}{\partial \mathbf{r}} = \kappa \frac{\partial^2 \alpha}{\partial \mathbf{r}^2},
\]

(62)

and

\[
\frac{\partial \alpha \mathbf{u}}{\partial t} + \frac{\partial \alpha \mathbf{u} \mathbf{u}}{\partial \mathbf{r}} = \kappa \frac{\partial^2 \alpha \mathbf{u}}{\partial \mathbf{r}^2} - \gamma \frac{\partial \alpha}{\partial \mathbf{r}} + \alpha \beta \langle (\mathbf{V} - \mathbf{u}) \rangle + \alpha \mathbf{b},
\]

(63)

respectively, where \( \mathbf{b} \) is a body force on particles. It can be found that the diffusion additional to conventional research also affect macroscopic transport of particles as macroscopic diffusions in both mass and momentum conservation equations.

Dimensional analysis shows that the relative importance of the diffusion given by the terms on the right-hand-side of Eq. (60) depends on the Stokes number \( St = (\beta T_L)^{-1} \) and the parameter \( \eta = T_{lp}/T_L \), where \( T_L \) is the Lagrangian integral time scale of fluid. The parameter \( \eta = T_{lp}/T_L \) is also a complicated function of the Stokes number and the particle-to-fluid density ratio. It shows that for low inertia particles, i.e., the Stokes number \( St \to 0, \eta \to O(1) \), and thus the orders of magnitude of the terms on the right-hand-side of Eq. (60) are \( O(1) \), \( O(St^{-1}) \), and \( O(St^{-1}) \), respectively. While for the high inertia particles, when \( St \to \infty \), the orders of magnitude are \( O(\eta) \), \( O(St^{-2} \eta^2) \), and \( O(St^{-2} \eta) \), respectively, depending on both the Stokes number and the particle-to-fluid density ratio.

For a special case of \( \eta = 1 \), implying that particles are in neutral buoyancy, it shows that the first term is important for high inertia particles. These results imply at least that the first term on the right-hand-side of Eq. (60) is insignificant for low inertia particles.

Fig. 2 depicts the variations of the dimensionless diffusion coefficients \( \kappa^0 = \kappa \sigma^{-1} T_L^{-1} \), \( \gamma^0 = \gamma \sigma^{-1} \), and \( \mu^0 = \mu \sigma^{-1} T_L \) against \( St = T_{lp}/T_L \) for different Stokes number \( St \), with \( \sigma = \mathbf{D}/2 \). For the purpose of simplicity, it is assumed \( \eta = 1 \), which is true for particles in neutral buoyancy. It shows that for the case of \( St = 0.1 \), \( \kappa^0 \) is one order of magnitude lower than those of \( \gamma^0 \) and \( \mu^0 \); differently, for the situation of \( St = 10.0 \), \( \kappa^0 \) is two orders of magnitude higher than that of \( \gamma^0 \) and \( \mu^0 \). This fact implies that the first term on the right-hand-side of Eq. (60) is important for high inertia particles, but has a neglectable effect on low inertia particles. In addition, the results obtained in Ref. [37] are also plotted in Fig. 2. It shows that for \( St = 0.1 \), \( \gamma^0 \) and \( \mu^0 \) given by the present study has nearly the same variation as that of Ref. [37]. While for high inertia case, e.g., \( St = 10.0 \), both \( \gamma^0 \) and \( \mu^0 \) increase sharply to reach their maximums and then decrease slowly to their stable values, which were not observed in previous studies.

V. CONCLUDING REMARKS

PDF formulation of disperse two-phase turbulent flows has attracted considerable attention in the past decades. The key difficulty encountered is how to close a turbulent diffusion term in the phase space arising from ensemble average on the conservation equation for fine-grained phase-space density function. This difficulty has been extensively investigated in the past, and different theories and methods are established to cope with this difficulty, while it nevertheless remains as an open question for further study.

This study aimed to derive a kinetic equation for particle dispersion in turbulent flows with a new approach. A local path density operator is introduced to identify state transition paths, and based on which the probability density function is expanded as a series in terms of the cumulants with respect to particle paths in the phase space. With this expansion, a kinetic equation with the diffusion terms in closed forms is directly obtained. This study shows that the derived kinetic equation is similar in form to the previous studies, but with its coefficients expressed in terms of the cumulants of particle paths in the phase space. It also shows that the present study possesses the features of:

1. The turbulent diffusion terms are derived directly in closed form by a series expansion of the probability density function in terms of the cumulants of particle paths;
2. The kinetic equation is applicable to non-Markovian processes; whilst in the white noise limit, it is reduced to the classical Fokker-Planck equation;
3. There are two new mechanisms that contribute to diffusion in the phase space which have not been reported in the past.

This study is solely focused on deriving a kinetic equation for disperse of particles in turbulent flows by a new approach. For simplicity, phenomena such as particle-particle interactions, thermal forcing, and phasic change are not included in the present formulation. In addition, a simple application to particle-laden flows is presented to examine its fundamental features in simple flow conditions, while further discussions on general features of disperse two-phase flows have not been touched. More comprehensive studies by means of the kinetic equation derived in this study will be our future tasks.

ACKNOWLEDGMENTS

This study is supported by National Natural Science Foundation of China with Grant No. 91547204.

Appendix A: Proof of Eq. (60)

Since that

\[
\nabla_x f(x,t|y,s) = \nabla_x \langle \chi(|x - X(t|y,s)|) \rangle
\]

\[= \langle \mathcal{U}(t|s) \rangle \nabla_x \chi(|x - y|), \quad (A1)\]

Using the relation \( \nabla_x \chi(|x - y|) = -\nabla_y \chi(|x - y|) \), we found that

\[
\nabla_x f(x,t|y,s) = -\nabla_y \langle \mathcal{U}(t|s) \rangle \chi(|x - y|) - \nabla_y f(x,t|y,s). \quad (A2)
\]
Appendix B: Proof of Eq. (A1)

Since that
\[
(-1)^n \nabla^2_x \left\langle \phi^{(n)}(x,t|y,s) \right\rangle f(x,t|y,s) = (-1)^n \sum_{k=0}^{n} C_n^k \nabla^{n-k}_x \left\langle \phi^{(n)}(x,t|y,s) \right\rangle \nabla^k f(x,t|y,s), \quad (B1)
\]
at the same time, with the help of Eq. (A2)
\[
\nabla^2_y \left\langle \phi^{(n)}(x,t|y,s) \right\rangle f(x,t|y,s) = \sum_{k=0}^{n} (-1)^k C_n^k \nabla^{n-k}_y \left\langle \phi^{(n)}(x,t|y,s) \right\rangle \nabla^k f(x,t|y,s), \quad (B2)
\]
Using Eq. (B2) in conjunction with Eqs. (B1) and (B2), we had Eq. (A1).

Appendix C: Derivation of Eq. (32)

Because \( s \) in Eq. (29) is arbitrary, let \( s = t - \Delta t_L \), the following integration is approximated by:
\[
\int_t^t' d\tau \left\langle (X(\tau|y,s)X(t|y,s)) \right\rangle = \int_{t-\Delta t_L}^{t'} d\tau \left\langle (X(\tau|y,s)X(t|y,s)) \right\rangle \\
\approx \Delta t_L \left\langle (X(t-\Delta t_L|y,t-\Delta t_L)X(t|y,t-\Delta t_L)) \right\rangle
\]
Moreover, we assumed that \( \langle (X(t-n\Delta t_L|y,t-n\Delta t_L))X(t|y,t-n\Delta t_L) \rangle \sim e^{-n\Delta t_L} \), and if \( \Delta t_L \) satisfies that \( \langle (X(t-n\Delta t_L|y,t-n\Delta t_L)X(t|y,t-n\Delta t_L) \rangle \rightarrow 0 \) for \( n \geq 2 \), then adding \( \Delta t_L \sum_{n=2}^{N} \langle (X(t-n\Delta t_L|y,t-n\Delta t_L)X(t|y,t-n\Delta t_L) \rangle \) to the left of the above equation does not change its value, so that
\[
\int_t^t' d\tau \left\langle (X(\tau|y,s)X(t|y,s)) \right\rangle = \int_{t-\Delta t_L}^{t'} d\tau \left\langle (X(\tau|y,s)X(t|y,s)) \right\rangle \\
\approx \Delta t_L \left\langle (X(t-\Delta t_L|y,t-\Delta t_L)X(t|y,t-\Delta t_L)) \right\rangle \\
+ \Delta t_L \left\langle (X(t-2\Delta t_L|y,t-2\Delta t_L)X(t|y,t-2\Delta t_L)) \right\rangle \\
+ \cdots \\
+ \Delta t_L \left\langle (X(t-N\Delta t_L|y,t-N\Delta t_L)X(t|y,t-N\Delta t_L)) \right\rangle \\
= \sum_{n=1}^{N} \Delta t_L \left\langle (X(t-n\Delta t_L|y,t-n\Delta t_L)X(t|y,t-n\Delta t_L)) \right\rangle.
\]
Using Eq. (C2) and (C3), we had that
\[
\int_t^t' d\tau \left\langle (X(\tau|y,s)X(t|y,s)) \right\rangle = \int_{t}^{t'} d\tau \left\langle (X(\tau|y,t)X(t|y,t)) \right\rangle.
\]
Substitution of Eq. (C4) into Eq. (29) leads to Eq. (32).
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