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A Connection with kernel methods

This section provides a connection between LDU (section 3.2) and kernel ridge regression. Let us consider the generic training of a kernel ridge regressor model \[ f \] on the training set \( \{(x_i, y_i)\}_{i=1}^{n} \), where \( n \) is the number of training samples. Let us denote by \( k \) the kernel. The Representer Theorem \([6]\) states that the solution to this problem is of the form
\[ f(x) = \sum_{i=1}^{n} \alpha_i k(x_i, x) \]
where \( \alpha_i \) are the parameters to optimize.

Therefore, one should evaluate the kernel centered in each training sample. If one relates the proposed LDU model to kernel ridge regression, the main distinction is that we do not evaluate it across the entire training set, but across a smaller set composed of the prototypes. Hence
\[ f(x) = \sum_{i=1}^{m} \alpha_i k(p_i, h_\omega(x)) \]
with \( k(\cdot, \cdot) = \exp(-S_c(\cdot, \cdot)) \), which is a composition of kernel positive definite functions. In contrast with DUQ \([7]\) and similarly to SNGP \([3]\), we approximate the kernel ridge regression based on the prototype set which allows us to simplify the training. However for SNGP, the authors choose to approximate the kernel differently, by relying on the random projection trick \([5]\).

B Implementation details

B.1 Classification and semantic segmentation experiments

This section provides the hyper-parameters used in the classification and semantic-segmentation experiments. Our code is implemented in PyTorch \([4]\). We used
| Hyper-parameter      | CIFAR-10 |
|----------------------|----------|
| backbone             | ResNet18 |
| initial learning rate| 0.1      |
| batch size           | 128      |
| lr decay ratio       | 0.1      |
| lr decay epochs      | [80, 160, 200] |
| number of train epochs | 250    |
| weight decay         | 0.0001   |
| cutout               | False    |
| SyncEnsemble BN      | False    |

Table A1. Hyper-parameter configuration used in the classification experiments (§4.1).

| Hyper-parameter      | MUAD   | Cityscapes | BDD-Anomaly |
|----------------------|--------|------------|-------------|
| Architecture         | Deeplab v3+ | Deeplab v3+ | PSPNet      |
| backbone             | ResNet50 | ResNet50 | ResNet50    |
| output stride        | 8      | 8          | None        |
| learning rate        | 0.1    | 0.1        | 0.02        |
| batch size           | 16     | 16         | 4           |
| number of train epochs | 50    | 50         | 30          |
| nb Prototypes        | 22     | 22         | 30          |
| weight decay         | 0.0001 | 0.0001     | 0.0001      |
| SyncEnsemble BN      | False  | False      | False       |
| Cutout               | False  | False      | False       |
| random crop of training images | 768   | 768        | None        |

Table A2. Hyper-parameter configuration used in the semantic segmentation experiments (§4.2).

30 prototypes for BDD-Anomaly and 22 for the other semantic segmentation dataset. \( g_{\omega}^{\text{unc}} \) is for all the semantic segmentation dataset an MLP with one hidden layer, and the number of neurons in the hidden layer is equal to the number of prototypes. For classification, \( g_{\omega}^{\text{unc}} \) is a single fully connected layer. All the parameters are introduced in Table A1 for the classification and Table A2 for the semantic segmentation.
Table A3. Hyper-parameter configuration used in the monocular depth estimation experiments (§4.3).

| Hyper-parameter         | KITTI          |
|-------------------------|----------------|
| Architecture            | BTS [2]        |
| backbone                | DenseNet161 [1]|
| initial learning rate   | 0.0001         |
| batch size              | 4              |
| number of train epochs  | 50             |
| weight decay            | 0.01           |
| random crop of training images | (352, 704)   |
| nb Prototypes           | 30             |

B.2 Monocular depth experiments

As mentioned in the main paper, we train all models using the same hyper-parameters as in the original BTS code [2]. We use 30 prototypes in the DM layer for our LDU model. For Single-PU, we duplicate the top layer and double the number of output channels of the pre-logit layer. For the last layer, we have two one-channel-map outputs: one for depth estimation, one for uncertainty estimation. For the Deep Ensembles baseline, we train Single-PU models. We provide all our hyper-parameters in Table A3. We will make the code publicly available after the anonymity period.

C Ablation study

In this section, we provide various ablation studies on evaluating the sensitivity of hyper-parameter choices for classification and regression tasks.

In Table A4 and Table A6 we report the results for different values of \( \lambda \), the weight of the extra losses for classification on CIRFAR-10 and for monocular depth estimation on KITTI respectively. The performance across metrics is relatively stable with respect to the choice of \( \lambda \) with a good compromise at 0.1.

Concerning the influence of prototype number, according to Table 2 in the main paper and Table A6, the predictive performance is higher with more prototypes, while fewer prototypes make lighter and faster models.

We also study the impact of different losses in the classification task in Table A5. The three losses bring consistent improvements individually and together.

D Training dynamics

In this section we illustrate the training curves when we train our models with/without applying LDU modifications. We take our regression experiment as an example,
| λ   | Acc ↑ | AUC ↑ | AUPR ↑ | ECE ↓ |
|-----|-------|-------|--------|-------|
| 0.01| 87.93 | 0.8425| 0.9079 | 0.5319|
| 0.1 | 87.95 | **0.8721** | **0.9147** | **0.4933** |
| 0.5 | 87.99 | 0.8526| 0.9109 | 0.5184 |
| 1.0 | 87.88 | 0.8399| 0.9035 | 0.5005 |
| 2.0 | **88.07** | 0.8339| 0.9008 | 0.4954 |

Table A4. Ablation studies for image classification on CIFAR-10. Sensitivity of λ values.

| LUnc  | LEntrop | LDis | Acc ↑ | AUC ↑ | AUPR ↑ | ECE ↓ |
|-------|---------|------|-------|-------|--------|-------|
| ✓     |         |      | 87.69 | 0.8195| 0.8600 | 0.5256|
| ✓     | ✓       |      | 87.87 | 0.8362| 0.9090 | 0.5386|
| ✓     | ✓       | ✓    | **88.04** | 0.8613| 0.8897 | 0.4973|
| ✓     | ✓       | ✓    | 87.95 | **0.8721** | **0.9147** | **0.4933** |

Table A5. Ablation studies for image classification on CIFAR-10. Impact of proposed losses (λ=0.1).

and plot the training curves in Fig. A1. Compared to the original setting, the inserted DM layers and additional losses did not affect the stability of training, all losses decrease smoothly.

E More visualizations

In Fig. A2 we present qualitative results depicting uncertainty for monocular depth estimation. We show side-by-side depth predictions and uncertainty maps generated by Single-PU, Deep Ensembles and LDU respectively. We observe that for the areas with valid ground truth, all uncertainty estimation strategies highlight the edges of the objects, where the aleatoric uncertainty is frequently prominent. Concerning the areas without valid ground truth, Deep Ensembles does a better job than Single-PU in highlighting them since it can capture more epistemic uncertainty due to the ensembling of multiple predictions from the individual models. Our proposed LDU highlights even better some distant areas, especially the upper part of the image where LiDAR beams do not go. We consider that this result stems from LDU regarding this region as OOD regions after training on the entire dataset.
Table A6. Ablation studies for monocular depth estimation on KITTI. Sensitivity of $\lambda$ and the number of prototypes.

| #p | $\lambda$ | $d_1$ | $d_2$ | $d_3$ | Abs Rel | Rel $\downarrow$ | Sq Rel $\downarrow$ | RMSE $\downarrow$ | log $\downarrow$ | AUSE | AUSE $\downarrow$ | Abs rel $\downarrow$ |
|----|---------|-------|-------|-------|---------|-------------|----------------|---------------|-------------|-----|----------------|---------------|
| 0.01 | 0.957 | 0.993 | 0.998 | 0.061 | 0.246 | 2.768 | 0.097 | 0.027 | 0.12 | 0.29 |
| 1 | 0.955 | 0.992 | 0.998 | 0.061 | 0.248 | 2.757 | 0.097 | 0.027 | 0.09 | 0.26 |
| 0.5 | 0.952 | 0.993 | 0.996 | 0.064 | 0.256 | 2.789 | 0.100 | 0.028 | 0.09 | 0.28 |
| 1.0 | 0.952 | 0.992 | 0.998 | 0.064 | 0.257 | 2.767 | 0.099 | 0.028 | 0.08 | 0.23 |
| 0.01 | 0.953 | 0.993 | 0.998 | 0.064 | 0.264 | 2.777 | 0.099 | 0.028 | 0.15 | 0.39 |
| 0.1 | 0.953 | 0.992 | 0.998 | 0.064 | 0.256 | 2.773 | 0.100 | 0.028 | 0.12 | 0.33 |
| 0.5 | 0.953 | 0.993 | 0.998 | 0.063 | 0.253 | 2.776 | 0.099 | 0.028 | 0.09 | 0.26 |
| 1.0 | 0.954 | 0.993 | 0.998 | 0.063 | 0.253 | 2.768 | 0.098 | 0.027 | 0.08 | 0.21 |

Fig. A1. Illustrations on training curves for different losses. Figure a) - e): training curves for the model with LDU modifications; Figure f): training curve for the original model. The $\mathcal{L}^{Task}$ is silog loss for depth regression as defined in BTS [2].
Fig. A2. Illustration of different uncertainty maps (LDU, Deep Ensembles, Single-PU) on KITTI images for the monocular depth estimation task (§4.3). For both depth and uncertainty maps, the brighter the color is, the bigger the value the pixel has.
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