STABILITY FOR THE MULTI-DIMENSIONAL BORG–LEVINSON THEOREM OF THE BIHARMONIC OPERATOR
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Abstract. We prove for the first time a conditional Hölder stability related to the multi-dimensional Borg–Levinson theorem, which is concerned with determining a potential from spectral data for the biharmonic operator. The proof depends on the theory of scattering resonances to obtain the resolvent estimate and a Weyl-type law for the biharmonic operator.

1. Introduction

The multi-dimensional version of the classical one-dimensional Borg–Levinson theorem [5,19] for the Schrödinger operator \(-\Delta + V\) concerns the unique determination of the potential \(V \in L^\infty\) from the Dirichlet eigenvalues and the boundary values of the normal derivatives of the eigenfunctions. The uniqueness result was established in [23], where the proof relies on connecting the spectral data to the Dirichlet-to-Neumann (DtN) map. Moreover, the uniqueness with incomplete data was proved in [14]. The result implies that it still suffices to determine the potential \(V\) for the multi-dimensional Schrödinger operator from the knowledge of all large Dirichlet eigenvalues and the boundary values of the normal derivatives of the corresponding eigenfunctions.

The first conditional Hölder stability estimate for the multi-dimensional Borg–Levinson theorem was obtained in [1]. The idea is to transform the stability estimate for the spectral problem into a stability estimate for the inverse problem of determining the potential in a wave equation from the corresponding hyperbolic DtN map. A stronger conditional Hölder stability estimate was proved in [8]. The proof is based on high frequency asymptotic techniques instead of relating the spectral problem to a hyperbolic DtN map for the wave equation. Some relevant stability estimates for the problem can be found [4,7]. We refer to [3,15,17] for related inverse spectral problems of the second order elliptic operators on compact Riemannian manifolds and in a periodic waveguide. We also refer to [2,25] for recent developments on numerical algorithms for the one-dimensional inverse spectral problems.

Since there is already a vast amount of literature on the multi-dimensional Borg–Levinson theorem for the Schrödinger operator, we wish to extend the results to higher order elliptic operators. The inverse problems for biharmonic operators have important applications in elasticity and the theory of vibration of beams, e.g., the beam equation [11], the hinged
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plate configurations [11], and the scattering by grating stacks [22]. We refer to [12, 13] for uniqueness of the inverse problem of higher order elliptic operators. In [18], the uniqueness with full or incomplete spectral data were studied for the elliptic operators of higher order with constant coefficients. However, to the best of our knowledge, there is no stability estimate so far for the multi-dimensional Borg–Levinson theorem of the elliptic operators of higher order.

This work concerns the resolvent and Weyl’s law for the biharmonic operator. We prove a conditional Hölder stability for the biharmonic operator even with incomplete data. The proof combines an Isozaki’s representation formula (cf. Lemma 4) and the Weyl-type law (cf. Lemma 6). Compared with the second order equations, the analysis of the biharmonic operator is more sophisticated. For instance, it is necessary to investigate two sets of the DtN maps and use more spectral data in order to study the inverse problems of the biharmonic operator.

Since the work relies on the analysis of the resolvent for the biharmonic operator, it is closely related to the theory of scattering resonances. We refer to the monograph [9] for a comprehensive account of this subject. Specifically, we study the meromorphic continuation of the resolvent for the biharmonic operator and derive its upper bound. Recently, the theory of scattering resonances has found successful applications in the study of inverse scattering problems (e.g., [6, 20, 21]). In [21], the authors showed for the first time the stability of the inverse source problem for the three-dimensional Helmholtz equation in an inhomogeneous background medium. The analysis employs the theory of scattering resonances to obtain the holomorphic domain and an upper bound for the resolvent of the elliptic operator. Later, the results are extended to the biharmonic operator [20], which inspires us to explore the current work. As another application, we refer to [6] for a duality between scattering poles and transmission eigenvalues in scattering theory. In this paper we employ the theory of scattering resonances again to study the inverse boundary spectral problem for the biharmonic operator.

Next we introduce some notations and state the main result of this paper.

Let $B_R = \{x \in \mathbb{R}^n : |x| < R\}$, where $n \geq 3$ is odd and $R > 0$ is a constant. Denote by $\partial B_R$ the boundary of $B_R$. Consider the biharmonic operator

$$H(V) := \Delta^2 + V(x), \quad x \in \mathbb{R}^n,$$

where $\Delta$ is the Laplacian and $V(x) \in L^\infty(B_R)$ is the real-valued potential. The domain of $H$ is

$$D(H) = H_0^2(B_R) \cap H^4(B_R).$$

Consider the spectrum of the operator $H(V)$ with the Navier boundary condition

$$\begin{cases}
(\Delta^2 + V)\phi_k(V) = \lambda_k(V)\phi_k(V) & \text{in } B_R, \\
\Delta\phi_k(V) = \phi_k(V) = 0 & \text{on } \partial B_R.
\end{cases}$$

where $\{\lambda_k(V), \phi_k(V)\}_{k=1}^\infty$ are the increasingly ordered eigenvalues and normalized orthonormal eigenfunctions of $H$ in $B_R$ satisfying

$$-\infty < \lambda_1(V) \leq \lambda_2(V) \leq \cdots \leq \lambda_k(V) \leq \cdots + \infty$$
Hereafter, the notation $a \preceq b$ stands for $a \leq Cb$, where $C > 0$ is a generic constant which may change step by step in the proofs. The following Weyl-type law provided in Lemma 6 is crucial in the proof of the stability:

$$|\lambda_k(V)| \sim k^{4/n}, \quad \|\partial_\nu \phi_k(V)\|_{L^2(\partial B_R)} \preceq k^{2/n}, \quad \|\partial_\nu (\Delta \phi_k(V))\|_{L^2(\partial B_R)} \preceq k^{4/n},$$

where $\nu$ is the unit outward normal to $\partial B_R$. Let $m > n/4 + 1$ be a fixed integer. It follows from (1.1) that both the series

$$\sum_{k \geq 1} k^{-4m/n} \|\partial_\nu \phi_k(V)\|_{L^2(\partial B_R)}$$

and

$$\sum_{k \geq 1} k^{-4m/n} \|\partial_\nu (\Delta \phi_k(V))\|_{L^2(\partial B_R)}$$

converge absolutely in $L^2(\partial B_R)$.

Let $N \geq 0$ be a fixed integer and define

$$\delta_0(V_1, V_2) = \max_{k \geq 1} |\lambda_{k+N}(V_1) - \lambda_{k+N}(V_2)|.$$ 

Let

$$\delta_1(V_1, V_2) = \sum_{k \geq 1} k^{-4m/n} \|\partial_\nu \phi_{k+N}(V_1) - \partial_\nu \phi_{k+N}(V_2)\|_{L^2(\partial B_R)},$$

$$\delta_2(V_1, V_2) = \sum_{k \geq 1} k^{-4m/n} \|\partial_\nu (\Delta \phi_{k+N}(V_1)) - \partial_\nu (\Delta \phi_{k+N}(V_2))\|_{L^2(\partial B_R)}.$$ 

The following theorem concerns the stability of the inverse problem and is the main result of the paper.

**Theorem 1.** Let $V_1, V_2 \in L^\infty(B_R)\text{ such that } V := V_1 - V_2 \in H_0^1(B_R)$ and

$$\|V_1\|_{L^\infty(B_R)} + \|V_2\|_{L^\infty(B_R)} + \|V\|_{H_0^1(B_R)} \leq M.$$ 

Then there exist two constants $C = C(m, M)$ and $0 < \gamma < 1$ such that

$$\|V_1 - V_2\|_{L^2(B_R)} \leq C\delta^\gamma,$$

where $\delta = \delta_0(V_1, V_2) + \delta_1(V_1, V_2) + \delta_2(V_1, V_2)$.

The theorem shows that even if a finite number of spectral data are missing, we can still determine the potential $V$ with a H"older stability. An explicit value of $\gamma$ will be given as a function of $n$ at the end of the proof. Clearly, the stability estimate (1.2) implies the uniqueness of the inverse spectral problem.

The paper is organized as follows. Some necessary preliminaries are provided in Section 2. Section 3 is devoted to the proof of the stability. In Appendix, we present the estimate of the resolvent and a Weyl-type law for the biharmonic operator.
2. Preliminaries

We consider two families of DtN maps which are parameterized by the spectral parameter. Let \( V \in L^\infty(B_R) \) and \( \lambda \in \rho(H(V)) \) which is the resolvent set of \( H(V) \). Given any \( f \in H^{3/2}(\partial B_R) \) and \( g \in H^{-1/2}(\partial B_R) \), consider the boundary value problem

\[
\begin{align*}
H(V)u - \lambda u &= 0 \quad \text{in } B_R, \\
u &= f \quad \text{on } \partial B_R, \\
\Delta u &= g \quad \text{on } \partial B_R.
\end{align*}
\]

(2.1)

Clearly, it has a unique weak solution \( u \in H^2(B_R) \). We introduce two DtN maps

\[
\Lambda_1(V, \lambda) : f \to \partial_\nu u|_{\partial B_R},
\]

\[
\Lambda_2(V, \lambda) : g \to \partial_\nu (\Delta u)|_{\partial B_R},
\]

where \( \Lambda_1(V, \lambda) \) and \( \Lambda_2(V, \lambda) \) define bounded operators from \( H^{3/2}(\partial B_R) \) to \( H^{1/2}(\partial B_R) \) and from \( H^{-1/2}(\partial B_R) \) to \( H^{-3/2}(\partial B_R) \), respectively.

Next, we derive formal representations of \( \Lambda_1(V, \lambda) \) and \( \Lambda_2(V, \lambda) \) by using the spectral data. Multiplying both sides of (2.1) by \( \phi_k \) and using the integration by parts, we have

\[
\int_{B_R} u \phi_k \, dx = \frac{1}{\lambda_k(V)} - \frac{1}{\lambda_k(V)} \left( \int_{\partial B_R} \partial_\nu \phi_k(V) f \, ds(y) + \int_{\partial B_R} \partial_\nu (\Delta \phi_k(V)) g \, ds(y) \right),
\]

which formally gives

\[
u(x, \lambda) = \sum_{k=1}^{\infty} \phi_k(V) \frac{1}{\lambda_k(V)} - \frac{1}{\lambda_k(V)} \left( \int_{\partial B_R} \partial_\nu \phi_k(V) f \, ds(y) + \int_{\partial B_R} \partial_\nu (\Delta \phi_k(V)) g \, ds(y) \right), \quad x \in B_R.
\]

Thus, for \( \lambda \notin \{\lambda_k(V)\}_{k=1}^{\infty} \), the DtN maps can be represented by

\[
\Lambda_1(V, \lambda)(f) = \sum_{k=1}^{\infty} \partial_\nu \phi_k(V) \bigg|_{\partial B_R} \frac{1}{\lambda_k(V)} - \frac{1}{\lambda_k(V)} \left( \int_{\partial B_R} \partial_\nu \phi_k(V) f \, ds(y) + \int_{\partial B_R} \partial_\nu (\Delta \phi_k(V)) g \, ds(y) \right)
\]

and

\[
\Lambda_2(V, \lambda)(g) = \sum_{k=1}^{\infty} \partial_\nu (\Delta \phi_k(V)) \bigg|_{\partial B_R} \frac{1}{\lambda_k(V)} - \frac{1}{\lambda_k(V)} \left( \int_{\partial B_R} \partial_\nu \phi_k(V) f \, ds(y) + \int_{\partial B_R} \partial_\nu (\Delta \phi_k(V)) g \, ds(y) \right).
\]

However, the series on the right hand side may not converge absolutely. As suggested in [17], it can be shown that some higher order formal derivatives converge absolutely. Let

\[
\Lambda_1^{(m)}(V, \Lambda) := \frac{d^m}{d \lambda^m} \Lambda_1(V, \lambda), \quad \Lambda_2^{(m)}(V, \Lambda) := \frac{d^m}{d \lambda^m} \Lambda_2(V, \lambda).
\]

By the Weyl-type law [11], for \( m \gg 1 \), the series converge absolutely. Precisely, we have the following lemma.
Lemma 2. For $m > n/4 + 1$ and $\lambda \notin \{\lambda_k\}_{k=1}^{\infty}$, the series
\[
\Lambda_1^{(m)}(V, \lambda)(f) = -m! \sum_{k=1}^{\infty} \partial_\nu \phi_k(V) \mid_{\partial B_R} \left( \frac{1}{(\lambda_k(V) - \lambda)^{m+1}} \int_{\partial B_R} \partial_\nu \phi_k(V) f ds(y) \right) 
+ \int_{\partial B_R} \partial_\nu (\Delta \phi_k(V)) g ds(y),
\]
and
\[
\Lambda_2^{(m)}(V, \lambda)(f) = -m! \sum_{k=1}^{\infty} \partial_\nu (\Delta \phi_k(V)) \mid_{\partial B_R} \left( \frac{1}{(\lambda_k(V) - \lambda)^{m+1}} \int_{\partial B_R} \partial_\nu \phi_k(V) f ds(y) \right) 
+ \int_{\partial B_R} \partial_\nu (\Delta \phi_k(V)) g ds(y),
\]
converge absolutely in $H^{1/2}(\partial B_R)$ and $H^{-3/2}(\partial B_R)$, respectively. Moreover, $\Lambda_1^{(m)}(V, \lambda)$ and $\Lambda_2^{(m)}(V, \lambda)$ can be extended to meromorphic families with poles at the eigenvalues.

The following lemma gives the mapping properties of the derivatives of the DtN maps.

Lemma 3. Let $l$ be any positive integer. The following estimates hold:
\[
\|\Lambda_1^{(j)}(V_1, \lambda) - \Lambda_1^{(j)}(V_2, \lambda)\|_{L(H^{1/2}(\Gamma), H^{1/2}(\Gamma))} \lesssim \frac{1}{|\Re \lambda|^{j+\sigma_1}},
\]
\[
\|\Lambda_2^{(j)}(V_1, \lambda) - \Lambda_2^{(j)}(V_2, \lambda)\|_{L(H^{-1/2}(\Gamma), H^{-1/2}(\Gamma))} \lesssim \frac{1}{|\Re \lambda|^{j+\sigma_2}},
\]
where $0 \leq j \leq l$, $\Re \lambda \leq -2M$, and
\[
\sigma_1 = \frac{1 - 2t_1}{4}, \quad -\frac{3}{2} \leq t_1 \leq \frac{1}{2}, \quad \sigma_2 = \frac{-3 - 2t_2}{4}, \quad -\frac{7}{2} \leq t_2 \leq -\frac{3}{2}.
\]

Proof. The proof is adapted from [7, Lemma 2.32] for the Laplacian operator to the complex case for the biharmonic operator.

Assume that $\lambda \in \rho(H(V_1)) \cap \rho(H(V_2))$. Let $f \in H^{3/2}(\partial B_R)$, $g \in H^{-1/2}(\partial B_R)$ and $u_j, j = 1, 2$ be the solution to the boundary value problem
\[
\begin{cases}
\Delta^2 u_j + V_j u_j - \lambda u_j = 0 & \text{in } B_R, \\
u_j = f & \text{on } \partial B_R, \\
\Delta u_j = g & \text{on } \partial B_R.
\end{cases}
\]
Let $u := u_1 - u_2$. A simple calculation yields
\[
\begin{cases}
\Delta^2 u + V_1 u - \lambda u = (V_2 - V_1)u_2 & \text{in } B_R, \\
u = 0 & \text{on } \partial B_R, \\
\Delta u = 0 & \text{on } \partial B_R.
\end{cases}
\]

For sufficiently large $|\lambda|$, multiplying both sides of the above equation by $u$ and integrating by parts, we obtain
\[
\|u\|_{L^2(B_R)} \lesssim \frac{1}{|\lambda|} \|u_2\|_{L^2(B_R)}. \tag{2.2}
\]
Combining (2.3) and (2.4) leads to
\[ \|u_2\|_{L^2(B_R)} \leq \|f\|_{H^{3/2}(\partial B_R)} + \|g\|_{H^{-1/2}(\partial B_R)}, \]
which gives
\[ \|u\|_{L^2(B_R)} \leq \frac{1}{\lambda}\left(\|f\|_{H^{3/2}(\partial B_R)} + \|g\|_{H^{-1/2}(\partial B_R)}\right). \tag{2.3} \]

Denote \(u'(\lambda)\) and \(u'_1(\lambda)\) the derivatives with respect to \(\lambda\). It can be verified that \(u'_2(\lambda)\) satisfies
\[
\begin{aligned}
\Delta^2 u'_2(\lambda) + V_2 u'_2(\lambda) - \lambda u'_2(\lambda) &= u_2 \quad \text{in } B_R, \\
u'_2(\lambda) &= 0 \quad \text{on } \partial B_R, \\
\Delta u'_2(\lambda) &= 0 \quad \text{on } \partial B_R.
\end{aligned}
\]
Using similar arguments as (2.2), we get
\[ \|u'_2(\lambda)\|_{L^2(B_R)} \leq \frac{1}{\lambda}\|u(\lambda) + (V_2 - V_1) u'_2(\lambda)\|_{L^2(B_R)}. \tag{2.4} \]
Since \(u'(\lambda)\) satisfies
\[
\begin{aligned}
\Delta^2 u'(\lambda) + V_1 u'(\lambda) - \lambda u'(\lambda) &= u(\lambda) + (V_2 - V_1) u'_2(\lambda) \quad \text{in } B_R, \\
u'(\lambda) &= 0 \quad \text{on } \partial B_R, \\
\Delta u'(\lambda) &= 0 \quad \text{on } \partial B_R,
\end{aligned}
\]
we have
\[ \|u'(\lambda)\|_{L^2(B_R)} \leq \frac{1}{\lambda}\|u(\lambda) + (V_2 - V_1) u'_2(\lambda)\|_{L^2(B_R)}. \]
Combining (2.3) and (2.4) leads to
\[ \|u'(\lambda)\|_{L^2(B_R)} \leq \frac{1}{\lambda^2}\left(\|f\|_{H^{3/2}(\partial B_R)} + \|g\|_{H^{-1/2}(\partial B_R)}\right). \tag{2.5} \]
On the other hand, it follows from the standard regularity results of elliptic equations that
\[ \|u'(\lambda)\|_{H^4(B_R)} \leq \lambda \|u'(\lambda)\|_{L^2(B_R)} + \|u(\lambda)\|_{L^2(B_R)} + \|u'_2(\lambda)\|_{L^2(B_R)}, \]
which gives
\[ \|u'(\lambda)\|_{H^2(B_R)} \leq \frac{1}{\lambda^2}\left(\|f\|_{H^{3/2}(\partial B_R)} + \|g\|_{H^{-1/2}(\partial B_R)}\right). \tag{2.6} \]
Recalling the interpolation inequality
\[ \|w\|_{H^s(B_R)} \leq \|w\|_{L^2(B_R)}^{1-s/2} \|w\|_{H^{s/2}(B_R)}, \quad 0 \leq s \leq 2, \quad w \in H^2_0(B_R), \]
we obtain from (2.5)–(2.6) that
\[ \|u'(\lambda)\|_{H^s(B_R)} \leq \frac{1}{\lambda^2-s/2}\left(\|f\|_{H^{3/2}(\partial B_R)} + \|g\|_{H^{-1/2}(\partial B_R)}\right), \quad 0 \leq s \leq 2. \]
Therefore, we have
\[ \|\partial_\nu u'(\lambda)\|_{H^{s-3/2}(B_R)} \leq \frac{1}{\lambda^2-s/2}\left(\|f\|_{H^{3/2}(\partial B_R)} + \|g\|_{H^{-1/2}(\partial B_R)}\right), \quad 0 \leq s \leq 2, \]
Multiplying both sides of the above equation by $\varphi$ which has a unique trivial solution $u$, which completes the proof.

Proof. Consider the boundary value problem

$$S(V)(\omega, \theta) = -\sqrt{\Lambda} \int_{\partial B_R} \Lambda_1(V, \lambda)(\varphi_\omega) \varphi_{-\theta} + \Lambda_2(V, \lambda)(\varphi_\omega) \varphi_{-\theta} ds(x).$$

Lemma 4. For $\lambda \in \rho(H(V)) \setminus (-\infty, 0], \omega, \theta \in \mathbb{S}^2$, it holds that

$$S(V, \omega, \theta) = -\int_{B_R} V e^{i \sqrt{\Lambda} (\omega-\theta) \cdot x} dx - \int_{B_R} R(V, \lambda)(-V \varphi_{\omega}) V \varphi_{-\theta} dx - 2\sqrt{\Lambda} \int_{\partial B_R} \varphi_{\omega} \varphi_{-\theta} ds(x).$$

Proof. Consider the boundary value problem

$$\begin{cases}
H(V)u - \lambda u = 0 & \text{in } B_R, \\
u = 0 & \text{on } \partial B_R, \\
\Delta u = 0 & \text{on } \partial B_R,
\end{cases}$$

which has a unique trivial solution $u = 0$. Decompose $u$ as $u = \tilde{u} + \varphi_\omega$. Then we have $\tilde{u} = R(V, \lambda)(-V \varphi_{\omega})$. Moreover, $\tilde{u}$ satisfies the boundary value problem

$$\begin{cases}
H(V)\tilde{u} - \lambda \tilde{u} = -V \varphi_{\omega} & \text{in } B_R, \\
\tilde{u} = -\varphi_{\omega} & \text{on } \partial B_R, \\
\Delta \tilde{u} = -\Delta \varphi_{\omega} & \text{on } \partial B_R.
\end{cases}$$

Multiplying both sides of the above equation by $\varphi_{-\theta}$ and integrating by parts yield

$$\int_{\partial B_R} \varphi_{-\theta} (\varphi_{-\theta}) ds(x) + \int_{\partial B_R} \varphi_{-\theta} \Delta \varphi_{-\theta} ds(x)$$

$$= -\int_{B_R} (V \tilde{u} \varphi_{-\theta} + V \varphi_{\omega} \varphi_{-\theta}) dx + \int_{\partial B_R} \Delta \tilde{u} \varphi_{-\theta} ds(x),$$

which completes the proof. \qed

Let

$$\theta_{\tau} = c_{\tau} \eta + \frac{1}{2\tau} \xi, \quad \omega_{\tau} = c_{\tau} \eta - \frac{1}{2\tau} \xi, \quad \sqrt{\Lambda_{\tau}} = \tau + i,$$

where we choose $\tau > 1, \xi \in \mathbb{R}^3$, $\eta \in \mathbb{S}^2$, and $\eta \parallel \xi$. For simplicity, we drop the subscript $\tau$ in $\lambda_{\tau}, \omega_{\tau}$, and $\theta_{\tau}$.

Using the resolvent estimate in Theorem\cite{7} gives

$$\|R(V, \lambda)\|_{L^2(B_R)} \lesssim \frac{1}{\sqrt{\|\Lambda\|}}, \quad \exists \lambda > 0.$$ \hfill (2.7)
We obtain from Lemma 4 and (2.7) that
\[ |(\hat{V}_1 - \hat{V}_2)(\xi + \frac{i}{\tau} \xi)| \lesssim \frac{1}{\tau^2} + \sup_{0 \leq s \leq 1} |\nabla \hat{V}(\xi + \frac{is}{\tau})| \].
(2.8)

Hence, it is required to estimate \(|S(V_1, \omega, \theta) - S(V_2, \omega, \theta)|\) in terms of the spectral data in order to prove the stability.

3. Proof of the main result

Let \( V = V_1 - V_2 \). We have
\[ |\hat{V}(\xi)| \lesssim |\hat{V}(\xi + \frac{i}{\tau})| + \frac{|\xi|}{\tau} e^{\frac{c|\xi|}{\tau}} \|V\|_{L^\infty(B_R)}, \]
where \( c \) is some positive constant. Thus,
\[ |\hat{V}(\xi)| \lesssim |\hat{V}(\xi + \frac{i}{\tau})| + \frac{|\xi|}{\tau} e^{\frac{c|\xi|}{\tau}} \|V\|_{L^\infty(B_R)}. \]
(3.1)

Let \( \sqrt{\tau} = \tau + i, \tau \geq 1 \). Combining (2.8) and (3.1), we have
\[ |\hat{V}(\xi)| \lesssim \frac{1}{\tau^2} + \frac{|\xi|}{\tau} e^{\frac{c|\xi|}{\tau}} + |S(V_1, \omega, \theta) - S(V_2, \omega, \theta)|. \]

Integrating the above inequality in the ball \(|\xi| \leq \tau^\alpha|\) gives
\[ \int_{|\xi| \leq \tau^\alpha} |\hat{V}(\xi)|^2 d\xi \lesssim \frac{\tau^{\alpha n}}{\tau^{2}} + \frac{\tau^{\alpha(2+n)}}{\tau^{2}} e^{c\tau^{(\alpha-1)}} + \tau^{\alpha n} |S(V_1, \omega, \theta) - S(V_2, \omega, \theta)|^2. \]

Choose \( \alpha = 1/(2+n) \) to get
\[ \int_{|\xi| \leq \tau^{1/(2+n)}} |\hat{V}(\xi)|^2 d\xi \lesssim \frac{1}{\tau^3} + \tau^{n/(n+2)} |S(V_1, \omega, \theta) - S(V_2, \omega, \theta)|^2. \]
(3.2)

Since \( V \in H^1(\mathbb{R}^3) \), we have
\[ \|V\|^2_{L^2(B_R)} = \|\hat{V}\|^2_{L^2(\mathbb{R}^3)} = \int_{|\xi| \leq \tau^{1/(2+n)}} |\hat{V}(\xi)|^2 d\xi + \int_{|\xi| > \tau^{1/(2+n)}} |\hat{V}(\xi)|^2 d\xi \lesssim \int_{|\xi| \leq \tau^{1/(2+n)}} |\hat{V}(\xi)|^2 d\xi + \frac{1}{\tau^{2(n+2)}} \int_{|\xi| > \tau^{1/(2+n)}} |\xi|^2 |\hat{V}(\xi)|^2 d\xi \lesssim \int_{|\xi| \leq \tau^{1/(2+n)}} |\hat{V}(\xi)|^2 d\xi + \frac{1}{\tau^{2(n+2)}} \|V\|^2_{H^1(\mathbb{R}^3)}.
\]

It follows from (3.2) that
\[ \|V\|^2_{L^2(B_R)} \lesssim \frac{1}{\tau^{n+2}} + \tau^{n/(n+2)} |S(V_1, \omega, \theta) - S(V_1, \omega, \theta)|^2. \]
Next we estimate $|S(V_1, \omega, \theta) - S(V_2, \omega, \theta)|^2$ in terms of $\|\Lambda_1(V_1, \lambda) - \Lambda_1(V_2, \lambda)\|_1$ and $\|\Lambda_2(V_1, \lambda) - \Lambda_2(V_2, \lambda)\|_2$. We have from Lemma 3 that
\[
|S(V_1, \omega, \theta) - S(V_2, \omega, \theta)|
\leq \left| \sqrt{\frac{\tau}{2}} \int_{\partial B_R} \Lambda_1(V_1, \lambda)(\varphi_\omega)\varphi_{-\theta} - \Lambda_1(V_2, \lambda)(\varphi_\omega)\varphi_{-\theta} \text{d}s(x) \right|
+ \left| \sqrt{\frac{\tau}{2}} \int_{\partial B_R} \Lambda_2(V_1, \lambda)(\varphi_\omega)\varphi_{-\theta} - \Lambda_2(V_2, \lambda)(\varphi_\omega)\varphi_{-\theta} \text{d}s(x) \right|
\leq \tau^2 \|\Lambda_1(V_1, \lambda) - \Lambda_1(V_2, \lambda)\|_1 \|\varphi_\omega\|_{H^{3/2}(\partial B_R)} \|\varphi_{-\theta}\|_{L^2(\partial B_R)}
+ \tau^2 \|\Lambda_2(V_1, \lambda) - \Lambda_2(V_2, \lambda)\|_2 \|\varphi_\omega\|_{H^{1/2}(\partial B_R)} \|\varphi_{-\theta}\|_{H^{3/2}(\partial B_R)},
\]
where $\|\cdot\|_1$ and $\|\cdot\|_2$ stand for the norms in $L(H^{3/2}(\partial B_R), L^2(\partial B_R))$ and $L(H^{-1/2}(\partial B_R), H^{-3/2}(\partial B_R))$, respectively, by choosing $t_1 = 0$ and $t_2 = -\frac{3}{2}$ in Lemma 3. Since
\[
\|\varphi_\omega\|_{H^{3/2}(\partial B_R)} \leq \tau^{3/2}, \quad \|\varphi_{-\theta}\|_{H^{1/2}(\partial B_R)} \leq C, \quad \|\varphi_{-\theta}\|_{H^{3/2}(\partial B_R)} \leq \tau^{3/2},
\]
we have
\[
|S(V_1, \omega, \theta) - S(V_2, \omega, \theta)| \leq \tau^{7/2} \left( \|\Lambda_1(V_1, \lambda) - \Lambda_1(V_2, \lambda)\|_1^2 + \|\Lambda_2(V_1, \lambda) - \Lambda_2(V_2, \lambda)\|_2^2 \right).
\]
Then
\[
\|V\|_{L^2(\partial B_R)}^2 \leq \frac{1}{\tau^{-n+2}} + \tau^{-n/2} \left( \|\Lambda_1(V_1, \lambda) - \Lambda_1(V_2, \lambda)\|_1^2 + \|\Lambda_2(V_1, \lambda) - \Lambda_2(V_2, \lambda)\|_2^2 \right). \tag{3.3}
\]

In what follows we study $\Lambda_1(V_i, \lambda), i = 1, 2$. Decompose $\Lambda_1(V_i, \lambda)$ and $\Lambda_2(V_i, \lambda)$ in the following forms:
\[
\hat{\Lambda}_1(V_i, \lambda) = \hat{\Lambda}_1(V_i, \lambda) + \hat{\Lambda}_1(V_i, \lambda),
\]
\[
\hat{\Lambda}_2(V_i, \lambda) = \hat{\Lambda}_2(V_i, \lambda) + \hat{\Lambda}_2(V_i, \lambda),
\]
where
\[
\hat{\Lambda}_1(V_i, \lambda) = \sum_{k > N} \partial_\nu \phi_k(V_i) \bigg|_{\partial B_R} \frac{1}{\lambda_k^{(V_i)}} - \lambda \left( \int_{\partial B_R} \partial_\nu \phi_k(V_i) f \text{d}s(y) + \int_{\partial B_R} \partial_\nu (\Delta \phi_k(V_i)) g \text{d}s(y) \right),
\]
\[
\hat{\Lambda}_2(V_i, \lambda) = \sum_{k < N} \partial_\nu \phi_k(V_i) \bigg|_{\partial B_R} \frac{1}{\lambda_k^{(V_i)}} - \lambda \left( \int_{\partial B_R} \partial_\nu \phi_k(V_i) f \text{d}s(y) + \int_{\partial B_R} \partial_\nu (\Delta \phi_k(V_i)) g \text{d}s(y) \right),
\]
and
\[
\hat{\Lambda}_2(V_i, \lambda) = \sum_{k > N} \partial_\nu (\Delta \phi_k(V_i)) \bigg|_{\partial B_R} \frac{1}{\lambda_k^{(V_i)}} - \lambda \left( \int_{\partial B_R} \partial_\nu \phi_k(V_i) f \text{d}s(y) + \int_{\partial B_R} \partial_\nu (\Delta \phi_k(V_i)) g \text{d}s(y) \right),
\]
\[
\hat{\Lambda}_2(V_i, \lambda) = \sum_{k < N} \partial_\nu (\Delta \phi_k(V_i)) \bigg|_{\partial B_R} \frac{1}{\lambda_k^{(V_i)}} - \lambda \left( \int_{\partial B_R} \partial_\nu \phi_k(V_i) f \text{d}s(y) + \int_{\partial B_R} \partial_\nu (\Delta \phi_k(V_i)) g \text{d}s(y) \right).
\]

First let us consider $\hat{\Lambda}_d^{(j)}(V_i, z)$ for $d = 1, 2$. Since $\lambda_k(V) \leq k^{4/n}$ for all $k \geq 1$, we have
\[
\|\hat{\Lambda}_d^{(j)}(V_i, z)\|_d \leq \frac{1}{|\Re z|^{d+1}}, \quad N^{4/n} \leq \Re z \text{ or } \Re z \leq 0. \tag{3.4}
\]
In particular, for some sufficiently large \( \tau_0 \geq 1 \) depending on \( N \), we obtain from (3.4) that
\[
\| \tilde{A}_d(V_i, \lambda) \|_d \lesssim \frac{1}{\tau^d}, \quad \tau \geq \tau_0.
\] (3.5)

Combining (3.3) and (3.5) gives
\[
\| V \|_{L^2(B_R)}^2 \lesssim \frac{1}{\tau^{n+2}} + \frac{1}{\tau^{n+2}} + \tau^{n/(n+2)+\tau} \left( \| \tilde{A}_1(V_1, \lambda) - \tilde{A}_1(V_2, \lambda) \|_1^2 + \| \tilde{A}_2(V_1, \lambda) - \tilde{A}_2(V_2, \lambda) \|_2^2 \right)
\lesssim \frac{1}{\tau^{n+2}} + \tau^{n/(n+2)+\tau} \left( \| \tilde{A}_1(V_1, \lambda) - \tilde{A}_1(V_2, \lambda) \|_1^2 + \| \tilde{A}_2(V_1, \lambda) - \tilde{A}_2(V_2, \lambda) \|_2^2 \right). \tag{3.6}
\]

Using Lemma 3 with \( t_1 = 0, t_2 = -2 \) and (3.4), we have for \( d = 1, 2 \) that
\[
\| \tilde{A}_d^{(j)}(V_1, z) - \tilde{A}_d^{(j)}(V_2, z) \|_d \lesssim \frac{1}{|\Re z|^{\rho + \sigma}}, \tag{3.7}
\]
where \( z \in \mathbb{C}, \Re z \leq -2M, 0 \leq j \leq m \) and \( \sigma = \min\{\sigma_1, \sigma_2\} \). Here the constants \( \sigma_1 \) and \( \sigma_2 \) are introduced in Lemma 3.

Hereafter we assume \( \tau \gg 1 \) such that \( \Re \lambda \geq 2M \). For \( \rho \geq 2\Re \lambda \), we set \( \tilde{\lambda} = -\rho + \lambda \). By Taylor’s formula, we have for \( d = 1, 2 \) that
\[
\tilde{A}_d(V_i, \lambda) = \sum_{k=0}^{m-1} \frac{(\lambda - \tilde{\lambda})^k}{k!} \tilde{A}_d^{(k)}(V_i, \tilde{\lambda}) + \int_0^1 \frac{(1-s)^m(\lambda - \tilde{\lambda})^m}{(m-1)!} \tilde{A}_d^{(m)}(V_i, \tilde{\lambda} + s(\lambda - \tilde{\lambda}))ds
\]
\[
:= I_d(V_i, \lambda) + R_d(V_i, \lambda). \tag{3.8}
\]

Since \( \Re \tilde{\lambda} \leq -2M \), an application of (3.7) leads to
\[
\| I_d(V_i, \lambda) - I_d(V_2, \lambda) \|_d \lesssim \frac{1}{\rho^\sigma}. \tag{3.9}
\]

Next we study \( R_1(V_i, \lambda), \ i = 1, 2 \). We start with \( \tilde{A}_1^{(m)}(V_i, z) \) appearing in the integral of \( R_1(V_i, \lambda) \). We know from Lemma 2 that
\[
\tilde{A}_1^{(m)}(V_i, z) f = \sum_{k > N} \partial_\nu (\lambda_k)(V_i) \bigg|_{\partial B_R} \frac{1}{(\lambda_k(V_i) - z)^m}
\]
\[
\times \left( \int_{\partial B_R} \partial_\nu (\lambda_k)(V_i) f ds(y) + \int_{\partial B_R} \partial_\nu (\lambda_k)(V_i) g ds(y) \right).
\]

Denote \( \mu = \mu(s) = \tilde{\lambda} + s(\lambda - \tilde{\lambda}) = \lambda - (1-s)\rho \) and
\[
N_i(\lambda) = \min\{k \geq N; \lambda_{k+1}(V_i) \geq 2\Re \lambda\}.
\]

Let \( N = \max\{N_1, N_2\} \). For \( \Re \lambda \gg 1 \), we decompose \( \tilde{A}_1^{(m)}(V_i, \mu) f \) as follows
\[
\tilde{A}_1^{(m)}(V_i, \mu) f = \tilde{A}_{1,1}^{(m)}(V_i, \mu) f + \tilde{A}_{1,2}^{(m)}(V_i, \mu) f,
\]
where

\[ \tilde{\Lambda}_{1,1}^{(m)}(V_i, \mu) = \sum_{k=N+1}^{N(\lambda)} \partial_{\nu} \phi_k(V_i) \left|_{\partial B_R} \frac{1}{(\lambda_k(V_i) - \mu)^{m+1}} \right. \]

\times \left( \int_{\partial B_R} \partial_{\nu} \phi_k(V_i) f ds(y) + \int_{\partial B_R} \partial_{\nu} (\Delta \phi_k(V_i)) g ds(y) \right),

and

\[ \tilde{\Lambda}_{1,2}^{(m)}(V_i, \mu) = \sum_{k>N(\lambda)} \partial_{\nu} \phi_i(V_i) \left|_{\partial B_R} \frac{1}{(\lambda_k(V_i) - \mu)^{m+1}} \right. \]

\times \left( \int_{\partial B_R} \partial_{\nu} \phi_k(V_i) f ds(y) + \int_{\partial B_R} \partial_{\nu} (\Delta \phi_k(V_i)) g ds(y) \right).

We have

\[ \tilde{\Lambda}_{1,1}^{(m)}(V_1, \mu) - \tilde{\Lambda}_{1,1}^{(m)}(V_2, \mu) = L_1 + L_2 + L_3, \]

where

\[ L_1 f = \sum_{k=N+1}^{N(\lambda)} \partial_{\nu} \phi_k(V_1) \left( \frac{1}{(\lambda_k(V_1) - \mu)^{m+1}} - \frac{1}{(\lambda_k(V_2) - \mu)^{m+1}} \right) \]

\times \left( \int_{\partial B_R} \partial_{\nu} \phi_k(V_1) f ds(y) + \int_{\partial B_R} \partial_{\nu} (\Delta \phi_k(V_1)) g ds(y) \right),

\[ L_2 f = \sum_{k=N+1}^{N(\lambda)} \frac{\partial_{\nu} \phi_k(V_1)}{(\lambda_k(V_2) - \mu)^{m+1}} \left( \int_{\partial B_R} (\partial_{\nu} \phi_k(V_1) - \partial_{\nu} \phi_k(V_2)) f ds(y) \right. \]

\[ + \int_{\partial B_R} (\partial_{\nu} (\Delta \phi_k(V_1)) - \partial_{\nu} (\Delta \phi_k(V_2))) g ds(y) \right), \]

\[ L_3 f = \sum_{k=N+1}^{N(\lambda)} \frac{1}{(\lambda_k(V_2) - \mu)^{m+1}} \left( \int_{\partial B_R} \partial_{\nu} \phi_k(V_2) f ds(y) \right. \]

\[ + \int_{\partial B_R} \partial_{\nu} (\Delta \phi_k(V_2)) g ds(y) \right) (\partial_{\nu} \phi_k(V_1) - \partial_{\nu} \phi_k(V_2)). \]

For fixed \( \beta > \frac{8}{n} + 1 \), we have from a simple calculation that

\[ \| L_1 \| \leq \frac{N(\lambda)^{\beta}}{|3\lambda|^{m+2}} \delta_0(V_1, V_2) \left( \sum_{k=N+1}^{N(\lambda)} k^{-\beta} \| \partial_{\nu} \phi_k(V_1) \|_{L^2(\partial B_R)}^2 \right. \]

\[ + \sum_{k=N+1}^{N(\lambda)} k^{-\beta} \| \partial_{\nu} \phi_k(V_1) \|_{L^2(\partial B_R)} \| \partial_{\nu} (\Delta \phi_k(V_1)) \|_{L^2(\partial B_R)} \right). \]

Since

\[ \| \partial_{\nu} \phi_k(V_i) \|_{L^2(\partial B_R)} \leq k^{2/n}, \quad \| \partial_{\nu} (\Delta \phi_k(V_i)) \|_{L^2(\partial B_R)} \leq k^{4/n}, \]
we get
\[ N(\lambda) \sum_{k=N+1}^{N} k^{-\beta} \| \partial_{\nu} \phi_k(V_1) \|_{L^2(\partial B_R)}^2 + k^{-\beta} \| \partial_{\nu} \phi_k(V_1) \|_{L^2(\partial B_R)} \| \partial_{\nu} (\Delta \phi_k(V_1)) \|_{L^2(\partial B_R)} \leq \sum_{k \geq 1} k^{-\beta+6/n}. \]

Thus,
\[ \| L_1 \| \leq \frac{N(\lambda)^{\beta}}{3\lambda|m+2}\delta_0(V_1, V_2). \]

Let
\[ \delta_1(V_1, V_2) = \sum_{k \geq 1} k^{-4m/n} \| \partial_{\nu} \phi_k + N(V_1) - \partial_{\nu} \phi_k + N(V_2) \|_{L^2(\partial B_R)}, \]
\[ \delta_2(V_1, V_2) = \sum_{k \geq 1} k^{-4m/n} \| \partial_{\nu} (\Delta \phi_k + N(V_1)) - \partial_{\nu} (\Delta \phi_k + N(V_2)) \|_{L^2(\partial B_R)}. \]

Similarly, we obtain
\[ \| L_2 \| \leq \frac{N(\lambda)^{4m/n+2/n}}{|3\lambda|m+1}(\delta_1(V_1, V_2) + \delta_2(V_1, V_2)), \]
\[ \| L_2 \| \leq \frac{N(\lambda)^{4m/n+4/n}}{|3\lambda|m+1}\delta_1(V_1, V_2). \]

Letting \( \delta = \delta_0(V_1, V_2) + \delta_1(V_1, V_2) + \delta_2(V_1, V_2) \), we have
\[ \| L_1 \| + \| L_2 \| + \| L_3 \| \leq \frac{N(\lambda)^{\beta} + N(\lambda)^{4(m+1)/n}}{|3\lambda|m+1}\delta. \]

By choosing \( \beta = 4(m+1)/n \) we have \( \beta > \frac{8}{n} + 1 \) from our choice of \( m \), which gives
\[ \| \tilde{\Lambda}_{1,1}^{(m)}(V_1, \mu) - \tilde{\Lambda}_{1,1}^{(m)}(V_2, \mu) \|_1 \leq \frac{N(\lambda)^{4(m+1)/n}}{|3\lambda|m+1}\delta. \tag{3.10} \]

Since
\[ |\lambda_k(V_i) - \mu| \geq \lambda_f(V_i) - \Re \lambda + (1-s)\rho \geq \lambda_k(V_i) - \Re \lambda \geq \frac{\lambda_k(V_i)}{2}, \]
which gives
\[ (\lambda(V_i) - \lambda_k)^{m+1} \leq \frac{1}{\lambda_k^{m+1}(V_i)} \leq \frac{1}{(k^n)^{m+1}} \leq k^{-4m/n}. \]

Therefore, using similar arguments to decompose \( \tilde{\Lambda}_{1,1}^{(m)}(V_1, \lambda) - \tilde{\Lambda}_{1,1}^{(m)}(V_2, \lambda) \) into three parts, we may obtain
\[ \| \tilde{\Lambda}_{1,1}^{(m)}(V_1, \lambda) - \tilde{\Lambda}_{1,1}^{(m)}(V_2, \lambda) \|_1 \leq \delta, \]
which, together with (3.10), implies
\[ \| \tilde{\Lambda}_{1}^{(m)}(V_1, \lambda) - \tilde{\Lambda}_{1}^{(m)}(V_2, \lambda) \|_1 \leq N(\lambda)^{4(m+1)/n}\delta. \]

From the definition of \( N(\lambda) \), we have
\[ N^{4/n} \leq \lambda_N(V_i) \leq 2\Re \lambda. \]
Hence,
\[ \| \tilde{\Lambda}_1^{(m)}(V_1, \lambda) - \tilde{\Lambda}_1^{(m)}(V_2, \lambda) \|_1 \lesssim |\Re \lambda|^{m+1} \delta, \]
which, together with $|\Re \lambda| \leq \tau^4$, gives
\[ \| \tilde{\Lambda}_1^{(m)}(V_1, \lambda) - \tilde{\Lambda}_1^{(m)}(V_2, \lambda) \|_1 \lesssim \tau^{4(m+1)} \delta. \]

Then
\[ \| R_1(V_1, \lambda) - R_1(V_2, \lambda) \|_1 \lesssim \rho^m \tau^{4(m+1)} \delta. \]  \hfill (3.11)

It follows from (3.8), (3.9) and (3.11) that
\[ \| \tilde{\Lambda}_1(V_1, \mu) - \tilde{\Lambda}_1(V_2, \mu) \|_1 \lesssim \frac{1}{\rho^\sigma} + \rho^m \tau^{4(m+1)} \delta. \]

Using similar arguments, we obtain
\[ \| R_2(V_1, \lambda) - R_2(V_2, \lambda) \|_2 \lesssim \rho^m \tau^{4(m+1)} \delta, \]
which gives
\[ \| \tilde{\Lambda}_2(V_1, \mu) - \tilde{\Lambda}_2(V_2, \mu) \|_2 \lesssim \frac{1}{\rho^\sigma} + \rho^m \tau^{4(m+1)} \delta. \]

Substituting the above estimates into (3.6) yields
\[ \| V \|_{L^2(B_R)}^2 \lesssim \frac{1}{\tau^{n+2}} + \tau^{n/(n+2)+7} \left( \frac{1}{\rho^\sigma} + \rho^2 \tau^{8(m+1)} \right)^2. \]

Taking $\rho = (2 \Re \lambda)^{\kappa}$ with $\kappa = 1/\sigma$ gives
\[ \| V \|_{L^2(B_R)}^2 \lesssim \frac{1}{\tau^{n+2}} + \tau^{n/(n+2)+7+8\kappa m+8(m+1)} \delta^2. \]

Using the standard minimization with respect to $\tau$, we obtain the stability estimate
\[ \| V \|_{L^2(B_R)}^2 \lesssim \delta^7, \]
where
\[ \gamma = \frac{1}{4(n+2)(2+\kappa m+m)}. \]

**Appendix A. Useful estimates**

**Theorem 5.** Let $u \in H^2(\Omega)$ be a weak solution of the following boundary value problem:

\[
\begin{align*}
H(V)u &= F_1 \quad \text{in } \Omega, \\
u &= f \quad \text{on } \partial \Omega, \\\n\Delta u &= g \quad \text{on } \partial \Omega,
\end{align*}
\]
where $H(V) = \Delta^2 + V$ and $0$ is not an eigenvalue of $H(V)$ with the Navier boundary condition. Then
\[ \| u \|_{H^2(\Omega)} \lesssim \| F \|_{L^2(\Omega)} + \| f \|_{H^{\frac{4}{3}}(\partial \Omega)} + \| g \|_{H^{-\frac{1}{2}}(\partial \Omega)}. \]

The following lemma gives an estimate for the normal derivatives of the eigenfunctions on $\partial B_R$ and a Weyl-type inequality for the Dirichlet eigenvalues.
Lemma 6. The following estimate holds in \(\mathbb{R}^n\):
\[
\|\partial_\nu \phi_k\|_{L^2(\partial B_R)} \leq C \lambda_k^{\frac{1}{2}}, \quad \|\partial_\nu (\Delta \phi_k)\|_{L^2(\partial B_R)} \leq C \lambda_k,
\]
where the positive constant \(C\) is independent of \(k\). Moreover, the following Weyl-type inequality holds for the Dirichlet eigenvalues \(\{\mu_k\}_{k=1}^\infty\):
\[
E_1 k^{4/n} \leq \lambda_k \leq E_2 k^{4/n},
\]
where \(E_1\) and \(E_2\) are two positive constants independent of \(k\).

Proof. We begin with the estimate (A.1) for the eigenfunctions on the boundary. Let \(u\) be an eigenfunction with eigenvalue \(\mu\) such that
\[
\begin{aligned}
Hu &= \lambda u & \text{in } B_R, \\
u &= \Delta u = 0 & \text{on } \partial B_R.
\end{aligned}
\]
Define a differential operator
\[
A = \frac{1}{2} (x \cdot \nabla + \nabla \cdot x) = x \cdot \nabla + \frac{n}{2} = |x| \partial_\nu + \frac{n}{2},
\]
Denote the commutator of two differential operators by \([\cdot, \cdot]\) such that \([O_1, O_2] = O_1 O_2 - O_2 O_1\) for two differential operators \(O_1\) and \(O_2\). Then we have
\[
[\Delta^k, A] = 2k \Delta^k, \quad k \in \mathbb{N}^+.
\]
Denote \(B = A \Delta\). A simple calculation gives
\[
\int_{\partial B_R} u[H, B]u \, dx = \int_{B_R} \left( (u(\Delta^2 + V)(Bu) - uB(\Delta^2 + V)u) \right) \, dx
\]
\[
= \int_{B_R} (\Delta^2 u + V u - \lambda u) Bu \, dx + \int_{\partial B_R} (u \partial_\nu (\Delta Bu) - \partial_\nu (\Delta u Bu)) \, ds
\]
\[
+ \int_{\partial B_R} (\Delta u \partial_\nu (Bu) - \partial_\nu (\Delta u) Bu) \, ds
\]
\[
= -\int_{\partial B_R} (\partial_\nu u \Delta (Bu) + \partial_\nu (\Delta u) Bu) \, ds
\]
\[
= -\int_{\partial B_R} (\partial_\nu u \Delta (Bu) + R |\partial_\nu (\Delta u)|^2) \, ds,
\]
where we have used \(u = \Delta u = 0\) on \(\partial B_R\) and Green’s formula. By (A.3), we have
\[
\Delta Bu = \Delta A \Delta = (A \Delta + 2 \Delta) \Delta = A \Delta^2 + 2 \Delta^2.
\]
It holds that
\[
\int_{\partial B_R} \partial_\nu u \Delta (Bu) \, ds = \int_{\partial B_R} \partial_\nu u (A \Delta^2 + 2 \Delta^2) \, ds
\]
\[
= \int_{\partial B_R} \left( \partial_\nu u \left( (R \partial_\nu + \frac{n}{2}) \Delta^2 u \right) + 2 \Delta^2 u \right) \, ds
\]
\[
= R \int_{\partial B_R} \partial_\nu u \partial_\nu (\Delta^2 u) \, ds = R \int_{\partial B_R} \partial_\nu u \partial_\nu (\mu u - Vu) \, ds,
\]
where we have used $\Delta^2 u = -Vu + \lambda u = 0$ and $u = 0$ on $\partial B_R$. Hence
\[
\left| \int_{\partial B_R} \partial_{\nu} u \Delta(Bu) ds \right| \geqslant (\lambda - \|V\|_{L^\infty(B_R)}) \int_{\partial B_R} |\partial_{\nu} u|^2 ds. \tag{A.4}
\]

On the other hand we have
\[
\int_{\partial B_R} \partial_{\nu} (\Delta u) Bu ds = \int_{\partial B_R} \partial_{\nu} (\Delta u) Bu ds = R \int_{\partial B_R} |\partial_{\nu} (\Delta u)|^2 ds. \tag{A.5}
\]
Moreover, it follows from \[A.3\] that $[H, B] = 4\Delta^3 + [V, A\Delta]$, which gives
\[
\left| \int_{B_R} u[H, B]udx \right| = \left| \int_{B_R} (4u\Delta^3 u + [V, A\Delta] u) dx \right|
= \left| \int_{B_R} (4u\Delta(-Vu + \lambda u) + [V, A\Delta] u) dx \right|
\leqslant C\lambda \|u\|^2_{H^2(B_R)} \leqslant C\lambda^2. \tag{A.6}
\]
Here we have used the fact that the commutator $[V, A\Delta]$ has order of 2 at most. Using \[A.4\]–\[A.6\] we obtain
\[
\|\partial_{\nu} u\|^2_{L^2(\partial B_R)} \leqslant \lambda, \quad \|\partial_{\nu} (\Delta u)\|^2_{L^2(\partial B_R)} \leqslant \lambda^2,
\]
which completes the proof of \[A.1\].

Next, we prove the Weyl-type inequality \[A.2\]. Assume $\lambda_1 < \lambda_2 < \cdots$ are the eigenvalues of the operator $H$. Denote the functional space
\[
H^2_0(B_R) = \{\psi \in H^2(B_R); \Delta \psi = \psi = 0 \text{ on } \partial B_R\},
\]
Then we have following min-max principle:
\[
\lambda_k = \max_{\psi_1, \cdots, \psi_{k-1}} \min_{\psi \in H^2_0(B_R)} \frac{\int_{B_R} |\Delta \psi|^2 + V|\psi|^2 dx}{\int_{B_R} \psi^2 dx}.
\]
Assume that $\lambda_1^{(1)} < \lambda_2^{(1)} < \cdots$ are the eigenvalues for the operator $\Delta^2$. By the min-max principle, we have
\[
C_1 \lambda_k^{(1)} < \lambda_k < C_2 \lambda_k^{(1)}, \quad k = 1, 2, \ldots,
\]
where $C_1$ and $C_2$ are two positive constants depending on $\|V\|_{L^\infty(B_R)}$. We have from Weyl’s law \[24\] for $\Delta^2$ that
\[
\lim_{k \to +\infty} \frac{\lambda_k^{(1)}}{k^{4/n}} = D,
\]
where $D$ is a constant. Therefore there exist two constants $E_1$ and $E_2$ such that
\[
E_1 k^{4/n} \leqslant \lambda_k \leqslant E_2 k^{4/n},
\]
which completes the proof. □

Denote the resolvent by $R(V, \lambda) = (-\Delta + V - \lambda)^{-1}, \lambda \in \mathbb{C}$. The following theorem gives a resonance-free region and a resolvent estimate of $\rho R(V, \lambda) \rho : L^2(\mathbb{R}^n) \to H^4(\mathbb{R}^n)$ for a given $\rho \in C_0^\infty(\mathbb{R}^n)$ when $n \geqslant 3$ is odd.
Theorem 7. Let $V(x) \in L^\infty_{\text{comp}}(\mathbb{R}^n, \mathbb{C})$ and $n \geq 3$ be odd. Then for any given $\rho \in C_0^\infty(\mathbb{R}^n)$ satisfying $\rho V = V$, i.e., $\text{supp}(V) \subset \text{supp}(\rho) \subset B_R$, there exists a positive constant $C$ depending on $\rho$ and $V$ such that

$$
\|\rho \mathcal{R}_V(\lambda)\rho\|_{L^2(B_R) \to H^1(B_R)} \leq C|\lambda|^{\frac{2n}{4}} \left( e^{2R(3\sqrt[n]{\lambda})_-} + e^{2R(3\sqrt[n]{\lambda})_-} \right), \quad j = 0, 1, 2, 3, 4, \quad (A.7)
$$

where $\lambda \in \Omega_\delta$. Here $\Omega_\delta$ denotes the resonance-free region defined as

$$
\Omega_\delta := \left\{ \lambda : \Re \sqrt[n]{\lambda} \geq -A - \delta \log(1 + |\lambda|^{1/4}), \Re \sqrt[n]{\lambda} \geq -A - \delta \log(1 + |\lambda|^{1/4}), |\lambda|^{1/4} \geq C_0 \right\},
$$

where $A$ and $C_0$ are two positive constants and $\delta$ satisfies $0 < \delta < \frac{1}{4R}$.

Proof. Denote the free resolvent by $R_0(\lambda) = (-\Delta - \lambda)^{-1}$, $\lambda \in \mathbb{C}$. Using the following identity

$$
R_0(\lambda) = (-\Delta^2 - \lambda)^{-1} = \frac{1}{2\sqrt{\lambda}} \left[ (-\Delta - \sqrt[n]{\lambda})^{-1} - (-\Delta + \sqrt[n]{\lambda})^{-1} \right] \quad (A.8)
$$

and [9, Theorem 3.1], we can prove that when $n \geq 3$ is odd, for each $\rho \in C_0^\infty(\mathbb{R}^n)$ with supp($\rho$) $\subset B_R$ and $\lambda \neq 0$

$$
\|\rho R_0(\lambda)\rho\|_{L^2(B_R) \to L^2(B_R)} \leq \frac{1}{\sqrt{\lambda}} \left( e^{2R(3\sqrt[n]{\lambda})_-} + e^{2R(3\sqrt[n]{\lambda})_-} \right), \quad (A.9)
$$

where $t_- := \max\{-t, 0\}$. Consequently, using similar arguments as in the proofs of [20, Theorem 2.1] and [20, Theorem 3.3], we can prove the estimate (A.7). \hfill \Box

Remark 8. We discuss the resolvent estimates in even dimensions $n \geq 2$. Since the free resolvent $G_0(\lambda) = (-\Delta - \lambda)^{-1}$ in even dimensions is a convolution operator with the kernel (see e.g. [10])

$$
G_0(\lambda) = \frac{c_n e^{i\sqrt[n]{\lambda}|x|}}{|x|^{n-2}} \int_0^\infty e^{-\frac{t}{2}} \left( \frac{t}{2} - i\sqrt[n]{\lambda}|x| \right)^{\frac{n-3}{2}} dt,
$$

where $c_n$ is a positive constant depending on the dimension $n$. Then by (A.8) and a direct calculation we have

$$
|G_0(\lambda)| \leq \frac{|\lambda|^{\frac{n-3}{4}}}{|\lambda|} \left( e^{(3\sqrt[n]{\lambda})_-|x|} + e^{(R\sqrt[n]{\lambda})_-|x|} \right) \leq \frac{1}{|\lambda|^{1-\frac{n-3}{4}}} \left( e^{(3\sqrt[n]{\lambda})_-|x|} \right),
$$

which implies that only when $1 - \frac{n-3}{4} > 0$, by repeating the above arguments we may obtain similar resolvent estimates for even dimensional cases.
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