Lattice Boltzmann solution of advection-dominated mass transport problem: A comparison
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Abstract. This article addresses the abilities and limitations of the Lattice Boltzmann (LB) method in solving advection-dominated mass transport problems. Several schemes of the LB method, including D2Q1, D2Q5, and D2Q9, were assessed in the simulation of two-dimensional advection-dispersion equations. The concepts of Single Relaxation Time (SRT), Multiple Relaxation Time (MRT), and linear and quadratic Equilibrium Distribution Functions (EDF) were taken into account. The results of LB models were compared to the well-known Finite Difference (FD) solutions, including Explicit Finite Difference (EFD) and Crank-Nicolson (CN) methods. All LB models are more accurate than the aforementioned FD schemes. The results also indicate the high potential of D2Q5 SRT and D2Q9 SRT in describing advection-controlled mass transfer problems. The numerical artificial oscillations are observed when the Grid Peclet Number (GPN) is greater than 10, 25, 20, 25, and 10 regarding D2Q4 SRT, D2Q5 SRT, D2Q5 MRT, D2Q9 SRT, and D2Q9 MRT, respectively, while the corresponding GPN values obtained for the EFD and CN methods were 2 and 5, respectively. Finally, several LB models were used to satisfactorily solve a coupled system of groundwater and solute transport equations. In terms of computational time, all LB models are much faster than CN method.
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1. Introduction

Mass transfer is one of the most abundant phenomena in the world that affects human life. Over the years, Finite Difference (FD), finite element, and finite volume methods have been successfully applied to find the solution of mass transport phenomenon for water resources problems [1–5]. Recently, Lattice Boltzmann (LB) method has also been taken into account as a new numerical tool for the solution of solute transport in the groundwater resources [6–8]. This method, which initiated from the lattice gas automata, investigates a problem on a mesoscopic scale. The fundamental idea of the LB method is to provide a bridge between microscopic properties of moving particles (represented by distribution function) and macroscopic variables such as fluid velocity, potential head, and pollution concentration [9–11]. Easy programming and simulation of complicated boundary conditions are the major advantages of LB methods in comparison with traditional numerical methods [12–14].
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Different lattice configurations for LB method have been introduced to solve differential equations including D1Q2 and D1Q3 for one-dimensional problems and D2Q4, D2Q5, and D2Q9 for two-dimensional problems [15-17]. Numerous studies have been performed to solve mass transport problems, i.e., advection-dispersion equations, using LB methods, e.g., Zhou [18], Yoshida and Nagaoa [19], Perko and Patel [20], Hosseini et al. [21], Zheng et al. [22], and Bin et al. [23]. In some of these studies, the concept of Single Relaxation Time (SRT) has been employed in the mathematical formulations [18,20-22]. Aimed at improving the accuracy of the LB solution, Two Relaxation Time (TRT) and Multiple Relaxation Time (MRT) have been applied instead of SRT [24-28]. In addition, the application of quadratic Equilibrium Distribution Functions (EDF) in lieu of linear EDF in the LB method have been explored [20,23,26,29].

All of the aforementioned works have made attempts to illustrate that their introduced LB methods are appropriate for solving an ordinary solute transport equation. However, insignificant attention has been paid to the LB solution of advection-dominated transport problems, wherein advection term plays a more significant role than dispersion term [20,25,30]. Artificial numerical oscillations are one of the major limitations in numerical solutions of advection-controlled solute transport problems [31,32]. These oscillations also originate from a large grid size. In a mass transfer problem, there may be artificial fluctuations in the time-concentration curve once the pollution is approaching its final concentration. The aforementioned over/undershoots are dissipated when the numerical solution continues. It should be noted that these oscillations are different from stability issues. Such fluctuations are even observed in stable numerical solutions such as the Crank-Nicolson (CN) FD method [32]. Although several studies have focused on the stability of LB methods, few pieces of research have been dedicated to dealing with the artificial numerical oscillations [33-38].

Considering the advection-dispersion equation coupled with flow equations, Huang et al. [39] used the LB method to solve the convection-dispersion equation combined with the Navier-Stokes relations. Liu et al. [28] employed the MRT-based LB schemes for simulating heat transfer in the porous media in conjunction with the generalized Navier-Stokes equations.

To the best of our knowledge, no condition has been found to guarantee that the LB solutions are not subject to artificial over/undershoots [18,23,30,40]. This implies the necessity to assess different schemes of the LB method in the description of the advective mass transport problems. Moreover, few studies are devoted to resolving the advection-dispersion equation in combination with the groundwater equation [16,41,42]. Hence, it may be useful to examine the joint solution of diffusion-based groundwater and advection-dispersion equations using LB method. In addition, it is important to compare the LB methods with other well-documented numerical techniques, such as the FD methods, in order to determine the advantages and drawbacks of each method. Several FD schemes have been introduced in the literature, which are classified into explicit and implicit groups. The upwind Explicit Finite Difference (EDF) method is a fast numerical method facing instability in high time steps. The CN method is an implicit FD technique, which is stable and free of numerical dispersion. However, it requires matrix inversion in every time step, leading to high computational time [31,32].

In this treatment, several LB methods, including D2Q4 SRT, D2Q5 SRT, D2Q9 SRT, as well as D2Q5 MRT and D2Q9 MRT, were employed to solve both ordinary and advection-dominated solute transport problems in two dimensions. Both linear and quadratic EDF were taken into account in the numerical solutions. The results of the aforementioned LB methods were compared to those of two Explicit and Crank-Nicolson Finite Difference (EDF and CN) methods. In terms of numerical validation, the accuracy of the aforementioned models is controlled with the analytical answer of ordinary advection-dispersion equation. Besides, results of the LB methods and FD techniques are contrasted through a joint solution of advection-dispersion equation and groundwater flow concerning a recharge dam pond.

2. Theory

2.1. Governing equations

The governing equation of the solute transport problem, also called advection-dispersion equation, in porous media is as follows [32]:

$$\frac{\partial C}{\partial t} + u_j \frac{\partial C}{\partial x_j} = D_j \frac{\partial^2 C}{\partial x_j^2},$$

(1)

where $C$ is the solute concentration, and $D_j$ and $u_j$ represent the dispersion coefficient and interstitial velocity in $j$ direction of the global coordinate system, respectively. The velocity term in Eq. (1) can be calculated using Darcy’s law [43]:

$$u_j = -{k_j \frac{dh}{n \ dx_j}}$$

(2)

Here, $n$ is the porosity, $k$ stands for the hydraulic conductivity, and $h$ is the water table head, explained by the diffusion equation, describing the groundwater flow [44] as follows:

$$\frac{\partial h}{\partial t} = \frac{K_j}{S_r \ \partial x_j^2}$$

(3)
In this equation, $S_s$ is the specific storage coefficient.

2.2. LB method

Herein, the discrete Boltzmann equation is solved instead of the physical governing equations. The LB relation with the BGK collision operator can be stated as follows [45]:

$$f_i(x + c_i \Delta t, t + \Delta t) = f_i(x, t) + \frac{1}{\tau} [f_i^q(x, t) - f_i(x, t)],$$

(4)

where $\tau$ represents the SRT, $f_i$ is the particle distribution function along the lattice direction $i$, $f_i^q$ is the EDF of the particles, and $c_i$ is the lattice velocity in direction $i$, defined by Eq. (5). The particle distribution function represents the characteristics of the collection of particles. It should be noted that every differential equation, including advection-dispersion and groundwater equations, has a unique relaxation time and an individual EDF. The lattice direction $i$ is illustrated in Figure 1.

$$c_i = \begin{cases} 
(0, 0) & i = 0 \\
(\cos[(i - 1)\pi/2], \sin[(i - 1)\pi/2])c & i = 1, 2, 3, 4 \\
(\cos[(2i - 9)\pi/4], \sin[(2i - 9)\pi/4])\sqrt{2}c & i = 5, 6, 7, 8
\end{cases}$$

(5)

where $c$ is the lattice velocity ($c = \Delta x/\Delta t$). The relaxation time for the LB formulation of advection-dispersion equation is [20]:

$$\tau_{ad} = \frac{D}{\Delta t c_i^2} + \frac{1}{2},$$

(6)

where $c_i = c/\sqrt{2}$ for D2Q4 scheme, and $c_s = c/\sqrt{3}$ for both D2Q5 and D2Q9 schemes. In addition, the EDF for LB relation associated with the advection-dispersion equation is stated as follows [20]:

$$f_i^q = w_i C \left[1 + \frac{\vec{c}_i \cdot \vec{c}_i}{c_s^2}\right].$$

(7)

where $w_i$ is the weight coefficient in lattice direction $i$, defined by Relations (8) to (10) for different LB schemes [15]:

$$\begin{align*}
D2Q4 & \quad \begin{cases} 
\begin{array}{ll}
 w_i = \frac{1}{4} & i = 1, 2, 3, 4 \\
 w_i = \frac{3}{4} & i = 0
\end{array}
\end{cases} \\
D2Q5 & \quad \begin{cases} 
\begin{array}{ll}
 w_i = \frac{2}{5} & i = 0 \\
 w_i = \frac{1}{5} & i = 1, 2, 3, 4
\end{array}
\end{cases} \\
D2Q9 & \quad \begin{cases} 
\begin{array}{ll}
 w_i = \frac{1}{9} & i = 0 \\
 w_i = \frac{4}{9} & i = 1, 2, 3, 4
\end{array}
\end{cases}
\end{align*}$$

(8-10)

Finally, the solute concentration is computed by the summation of particle distribution function along all lattice directions according to Eq. (11).

$$C = \sum_i f_i(x, t).$$

(11)

In the case of groundwater equation (Eq. (3)), the relaxation time ($\tau_{gr}$) and the EDF ($g_i^q$) are respectively introduced according to Eqs. (12) and (13) [15]:

$$\tau_{gr} = \frac{K}{S_s} \times \frac{1}{\Delta t c_i^2} + \frac{1}{2},$$

(12)

$$g_i^q = w_i h.$$  

(13)

The water table, $h$, is estimated using Eq. (14):

$$h = \sum_i g_i(x, t).$$

(14)

In the above-mentioned LB relation (Eq. (4)), the concept of SRT has been employed, which indicates that all particles relax in their equilibrium state with the same rate. Nonetheless, the relaxation time is different in each lattice direction. Therefore, a LB relation with MRT has also been developed, stated as [45]:

$$f_i(x + c_i \Delta t, t + \Delta t) - f_i(x, t) = M^{-1} S[m^q(x, t) - m(x, t)],$$

(15)

where $S$ is the relaxation matrix, which is diagonal in the cases of isotropic problems. Matrix $S$ is defined by Eqs. (16) and (17) for D2Q5 and D2Q9 schemes, respectively [27, 28]:

$$S_{D2Q5} = \text{diag}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5),$$

(16)

$$S_{D2Q9} = \text{diag}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5, \lambda_6, \lambda_7, \lambda_8, \lambda_9),$$

(17)

where $\lambda_i$ is between 0 and 2. The relaxation times can be optimized to boost the performance of the schemes.
Regarding D2Q5 scheme, Liu et al. (2014) proposed that $\lambda_1 = 1$, $\lambda_2 = \lambda_3 = 1/\tau_{ad}$, $\lambda_4 = \lambda_5 = 1.5$ [28]. However, Chai and Zhao (2014) suggested that $\lambda_1 = 0$, $\lambda_2 = \lambda_3 = 1$, $\lambda_4 = 1/\tau_{ad}$, $\lambda_5 = 1$, $\lambda_6 = 1/\tau_{ad}$, $\lambda_7 = \lambda_8 = \lambda_9 = 1$ [27]. It should be noted that the term “diag” implies diagonal matrix in the above relations.

Moreover, $m$ and $m^{eq}$ are vectors that indicate distribution functions in the momentum space ($m = Mf$ and $m^{eq} = Mf^{eq}$). Additionally, $M$ is a transformation matrix that makes a connection between the distribution functions and the macroscopic moments linearly [7,45]. The transformation matrices for D2Q5 and D2Q9 schemes are expressed according to Eqs. (18) and (19), respectively [27,28]:

$$M_{D2Q5} = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 \\
1 & -1 & -1 & -1 & 1 \\
0 & 1 & -1 & -1 & 0 \\
-4 & 1 & 1 & 1 & 1 \\
0 & 1 & -1 & 1 & 0
\end{bmatrix}, \quad (18)$$

$$M_{D2Q9} = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 \\
4 & -2 & -2 & 2 & 2 & 2 & 2 & 2 & 2 \\
0 & 1 & 0 & -1 & 0 & 1 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & -2 & 2 & 1 & 1 & -1 & -1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}. \quad (19)$$

It should be noted that the distribution function can also be defined by higher order velocity terms or quadratic form. In this context, the EDF for LB relation with regard to the advection-dispersion equation is as follows [25]:

$$f_i^{eq} = w_i^C \left[ 1 + \frac{u_i c_m}{c_s^2} + \frac{(u_i c_m)^2}{2c_s^4} - \frac{u_i^2}{2c_s^2} \right]. \quad (20)$$

In order to illustrate the implication of different boundary conditions, D2Q9 scheme is taken into account (see Figure 1). When the variable at the east boundary is specified (the Dirichlet boundary condition), the particle distribution functions in certain directions are obtained using Eq. (21) [15,45]:

$$f_1 = (w_1 + w_2) \times C \times f_2,$$

$$f_2 = (w_5 + w_7) \times C \times f_7,$$

$$f_8 = (w_8 + w_9) \times C \times f_9,$$

where $f_2$, $f_8$, and $f_9$ are obtained through the streaming process. In terms of the Neumann boundary condition, where the variable gradient is identified at boundaries, $f_i$ is estimated using Eq. (22) [15,45]:

$$f_i(n) = f_i(n-1),$$

$$f_5(n) = f_5(n-1),$$

$$f_8(n) = f_8(n-1). \quad (22)$$

In the above relation, $n$ represents the last lattice node. In the open boundary condition, the outlet variable is not known. A normal practice involves using extrapolation for the unknown distribution functions. In the east boundary condition, the following relation is applied [15,45]:

$$f_1(n) = 2 \times f_1(n-1) - f_1(n-2),$$

$$f_5(n) = 2 \times f_5(n-1) - f_5(n-2),$$

$$f_8(n) = 2 \times f_8(n-1) - f_8(n-2). \quad (23)$$

2.3. FD method

In order to measure the precision of LB models with the traditional FD methods, both explicit and implicit finite difference techniques were employed. The general form of FD approximation of Eq. (1) is [31,32]:

$$\frac{C_i^{n+1} - C_i^n}{\Delta t} = (1 - \omega) \left\{ \frac{D}{(\Delta x_j)^2} \left( C_i^{n+1} - 2C_i^n + C_{i-1}^n \right) \right\}$$

$$- \omega \left\{ \frac{D}{(\Delta x_j)^2} \left( C_{i+1}^{n+1} - 2C_i^{n+1} + C_{i-1}^{n+1} \right) \right\}$$

$$- \frac{u}{\Delta x_j} \left\{ \left( 1 - \alpha \right) C_i^n + \alpha C_i^{n+1} - (1 - \alpha) C_{i-1}^{n+1} - \alpha C_i^{n+1} \right\}$$

$$+ \omega \left\{ \frac{D}{(\Delta x_j)^2} \left( C_{i+1}^{n+1} - 2C_i^{n+1} + C_{i-1}^{n+1} \right) \right\}$$

$$- \frac{u}{\Delta x_j} \left\{ \left( 1 - \alpha \right) C_i^{n+1} + \alpha C_i^{n+1} - (1 - \alpha) C_{i-1}^{n+1} - \alpha C_i^{n+1} \right\}. \quad (24)$$

where $n$ and $i$ are the time and length indices, $\omega$ and $\alpha$ denote temporal and spatial weighting factors, respectively, and $j$ represents the $x$ and $y$ directions. On the condition that $\omega = 0.5$, the FD approximation (Eq. (24)) is reduced to CN method, which is an implicit scheme. In the case where $\omega = 0$, the approximation is called EFD method. For the above FD models, $\alpha$ was set to 0.5, representing the central difference in the spatial derivatives [32]. The central difference is accurate with respect to the second order, eliminating the numerical dispersion.
3. Examples

3.1. Two-dimensional solute transport problem

In order to assess different schemes of the LB method in the solution of the advection-dominated solute transport equation, a two-dimensional mass transport problem was considered at a domain size of 100 m × 100 m, where the pollution entered across 20 m of the left side (Figure 2). The Neumann boundary conditions were assumed for the borders of the region except for the line AB, where the boundary condition was Dirichlet. Different values of dispersion coefficients, ranging from 0.001 to 0.05 m²/s, were incorporated to consider both ordinary and advection-controlled solute transport problems. The model parameters including the dispersion coefficient and the velocity term in addition to the Grid Peclet Number (GPN = u Δx / D) are listed in Table 1.

![Figure 2. Schematic representation of 2D mass transport problem.](image)

Table 1. Model parameters of ordinary and advective solute transport problems.

| Models  | Dₘ (m²/min) | uₘ (m/min) | Δx (m) | Δt (min) | GPN  |
|---------|-------------|------------|--------|----------|------|
| Model 1 | 0.050       | 0.05       | 1      | 0.5      | 1    |
| Model 2 | 0.0033      | 0.05       | 1      | 0.5      | 15   |
| Model 3 | 0.001       | 0.05       | 1      | 0.5      | 50   |
| Model 4 | 0.0005      | 0.05       | 1      | 0.5      | 100  |

The advection-controlled problems may be subject to numerical artificial oscillations. Accordingly, the oscillation rate is defined by Eq. (25):

$$\text{Or} = \frac{\text{max(Oscillation)} - C_0}{C_0}$$

where Or stands for the Oscillation Rate, and C₀ is the average value of breakthrough curve at the termination time. The error between numerical and analytical solutions is predicted using the Root Mean Square of Errors (RMSE), stated as in Eq. (26) [46].

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (C_{\text{num,i}} - C_{\text{ana,i}})^2}.$$  

In this study, several MATLAB codes were provided for the LB and FD models. It should be noted that the analytical solution to the above-mentioned solute transport problem is stated as in Eq. (27) [47]:

$$C(x, y, t) = \frac{C_0 x}{4\sqrt{\pi D_x}} \exp\left(\frac{V x}{2 D_x}\right) \times \int_{\tau=0}^{\tau=t} \exp\left[-\left(\frac{V^2}{4 D_x}\right) \tau - \frac{x^2}{4 D_x \tau}\right] \left\{ \text{erfc}\left(\frac{(y_1 - y)}{\sqrt{2 D_y \tau}}\right) - \text{erfc}\left(\frac{(y_2 - y)}{\sqrt{2 D_y \tau}}\right) \right\} d\tau,$$

where y₁ and y₂ are the transversal locations of input pollution plume (see Figure 2). The numerical solutions were verified through Eq. (24).

3.2. Recharge dam

In this example, the LB solution of advection-dispersion equation in a domain with variable velocity terms was examined. For this purpose, a recharge dam was assumed on a permeable river bed according to Figure 3. This is a procedure for groundwater recharge during a flood event in dry regions [48]. The

![Figure 3. Schematic representation of the recharge pond problem.](image)
recharging water, resulting from surface runoff, is usually polluted [49]. Consequently, a coupled system of groundwater and solute transport equations was solved in two dimensions. It was assumed that the water level rose up to 20 m abruptly during the flood. The presumed model parameters were $K = 0.002$ m/min, $S_x = 0.0001$ m$^{-1}$, $D_x = 0.02$ m$^2$/min, and $D_y = 0.02$ m$^2$/min. In this problem, the velocity components are variables along both $x$ and $y$ directions, which are calculated by solving the groundwater equation (Eq. (3)). The boundary conditions of the groundwater equation are stated in Relations (28):

$$\begin{align*}
H = 20 \text{ m}, & \quad -y = 30 \text{ m}, \quad 0 < x < 55 \text{ m} \\
H = 0, & \quad -y = 30 \text{ m}, \quad 75 \text{ m} < x < 120 \text{ m} \\
B.C. & \quad \frac{\partial H}{\partial y} = 0, \quad -y = 0 \\
& \quad \frac{\partial H}{\partial y} = 0, \quad 55 \text{ m} < x < 75 \text{ m}, \quad y = 30 \text{ m} \\
& \quad \frac{\partial H}{\partial x} = 0, \quad x = 120 \text{ m}, \quad 0 < y < 30 \text{ m}
\end{align*}$$

(28)

In terms of solute transport or advection-dispersion equation, a combination of Dirichlet, Neumann, and open boundary conditions was taken into consideration, as explained in Eq. (29):

$$\begin{align*}
C = C_0, & \quad -y = 30 \text{ m}, \quad 0 < x < 55 \text{ m} \\
\frac{\partial C}{\partial y} = 0, & \quad -y = 30 \text{ m}, \quad 55 \text{ m} < x < 75 \text{ m} \\
B.C. & \quad \text{open boundary} \rightarrow y = 30 \text{ m}, 75 \text{ m} < x < 120 \text{ m} \quad (29) \\
& \quad \text{open boundary} \rightarrow x = 0, \quad x = 120 \text{ m}
\end{align*}$$

4. Results and discussion

4.1. Numerical results for advection-dominated solute transport problem

Figures 4 and 5 show the time-concentration curves predicted by the aforementioned numerical schemes for an advection-dominated transport problem at the GPN of 15 m and 50 m (Models 2 and 3 in Table 1), respectively. These figures are depicted at the middle point on the right side of the domain (point P in Figure 2). Accordingly, there are relatively high artificial oscillations in the FD solutions (EFD and CN), whereas LB methods comprising D2Q4 SRT, D2Q5 SRT, D2Q5 MRT, D2Q9 SRT, and D2Q9 MRT have no or low artificial oscillations. According to Figure 5, for which the GPN is 50, D2Q4 SRT has the highest oscillation rate amongst the presented LB schemes. However, its maximum oscillation rate is 0.1, which is nearly 60% of the one obtained by CN scheme. Moreover, D2Q5 SRT and D2Q9 SRT, in addition to D2Q5 MRT, undergo relatively small values of artificial undulations. Similar results are also observed according to the longitudinal-concentration curve in Figure 6. This figure indicates the concentration along the horizontal line passing through the point P when the time is equal to 1500 min. It should be pointed out that D2Q9 MRT has become unstable at GPN of 50 and, consequently, no solution has been achieved at this GPN. Moreover, the

![Figure 4](image-url)  
Figure 4. Comparison of numerical solutions for an advection-dominated solute transport at GPe = 15: (a) D2Q4 SRT, D2Q5 SRT, Crank-Nicolson (CN), and Explicit Finite Difference (EFD) and (b) D2Q5 MRT, D2Q9 SRT, and D2Q9 MRT.
analytical solution, expressed by Eq. (27), does not work out for the above-mentioned advection-dominated problems owing to the infinite values of its exponential terms.

Therefore, it is crucial to determine a limitation for each LB model to prevent unavoidable artificial fluctuations in the numerical solutions. The bigger the GPN is, the more the advective mass transport problem will be. The oscillation rates of the LB and FD methods versus GPN are illustrated in Figures 7 and 8, respectively. These figures have been obtained by several numerical tests at different values of velocity, dispersion coefficient, and grid size. As shown in Figure 7, D2Q4 SRT and D2Q9 SRT meet the numerical oscillations nearly at GPN values greater than 25. D2Q5 MRT faces these oscillations when GPN is greater than 20, and both D2Q4 SRT and D2Q9 MRT confront the artificial over/undershoots once GPN is more than 10. However, the numerical fluctuations of EFD and CN methods begin as soon as GPN is 2 and 5, respectively (Figure 8). These results confirm that the LB methods are more accurate than the FD methods dealing with advective transport problems. More importantly, D2Q5 SRT and D2Q9 SRT, followed by D2Q5 MRT, are more powerful than D2Q4 SRT.
and D2Q9 MRT in modeling advection-controlled mass transport equations.

It is worth mentioning that there are small fluctuations at the early times of the time-concentration curve obtained from D2Q5 SRT (Figure 9(a)). However, these first oscillations disappear by the employment of D2Q5 MRT (Figure 9(b)). This indicates that the application of MRTs provides a smoother solution, especially at the early times. It should be mentioned that stable solutions were taken into consideration in the above computations. The most important stability criterion for LB methods is to select
a time step that satisfies $1/\tau < 2$ [18]. More stable conditions were also considered in the selection of time steps according to references [34–37]. Besides, the influence of time step on these numerical fluctuations was examined and measured using Courant number (Cr = \( u \Delta t / \Delta x \)). The variations of Oscillation Rate (Or) versus Cr and GPN for D2Q5 SRT are shown in Figure 10. It is observed that the OR is independent of Cr. Similar figures were attained for the other numerical schemes, which are not shown here for the sake of brevity.

The above results are based on the linear form of EDF, described by Eq. (7). Nonetheless, it is possible to use the EDF with more velocity terms as defined by Eq. (20). The numerical solutions of D2Q4 SRT, D2Q5 SRT, and D2Q9 SRT using both linear and quadratic EDF for the advective mass transport problem are drawn in Figure 11. In this figure, the GPN is 100. As shown, the magnitude of fluctuations is the same for both EDFs. Consequently, the employment of quadratic EDF causes no improvement in reducing the numerical non-natural over/undershoots.

4.2. Numerical results for ordinary advection-dispersion equation

In terms of an ordinary advection-dispersion equation, the numerical and analytical time-concentration curves are shown in Figure 12. Here, both advection and dispersion phenomena have significant roles in the mass transport. The model parameters are \( u_x = 0.05 \text{ m/min} \) and \( D_x = D_y = 0.05 \text{ m}^2/\text{min} \); the GPN is equal to 1 (Model 1 in Table 1). The LB models, as well as the CN and EFD methods, reveal very close agreement with the analytical solutions. The small values of RMSE, ranging from 0.57 to 1.22, also confirm the close agreement between the numerical and analytical answers.

Based on the values of RMSE, it is deduced that D2Q5 MRT, D2Q4 SRT, and D2Q5 SRT lead to closer agreement with the analytical solution in comparison with D2Q9 SRT and D2Q9 MRT. This close correspondence between the predictions of LB methods and the analytical answers is observed in the plot of concentration contour lines. The concentration contour lines obtained by both D2Q5 SRT and analytical solutions are shown in Figure 13.

Even though the predictions of the above-mentioned numerical methods are in good agreement with the analytical solutions, their computational times are different. Regarding the above ordinary advection-dispersion problem, the relative computational time
Table 2. Relative computational time of Lattice Boltzmann (LB) and Finite Difference (FD) models with respect to Explicit Finite Difference (EFD) (advection-dispersion problem).

| Model  | \(u_x\) (m/min) | \(D_x\) (m²/min) | \(dx\) (m) | \(dt\) (min) | EFD | CN | D2Q4 SRT | D2Q5 SRT | D2Q5 MRT | D2Q9 SRT | D2Q9 MRT |
|--------|------------------|-------------------|------------|-------------|-----|----|--------|--------|--------|--------|--------|
| Model A | 0.05             | 0.05              | 1          | 5           | 1   | 172 | 3.5    | 3.6    | 98     | 14.4   | 124    |
| Model B | 0.05             | 0.05              | 1          | 12          | 1   | 283 | 3.1    | 3.5    | 95.5   | 14     | 107    |
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**Figure 11.** Influence of linear and quadratic EDFs: (a) D2Q4 SRT, (b) D2Q5 SRT, and (c) D2Q9 SRT.

4.3. **Numerical results of coupled groundwater and solute transport equations**

The seepage flow and the solute transport underneath the recharge dam, as explained in Figure 3, were modeled simultaneously using all LB and FD models. The equipotential lines and the flow net, attained by D2Q5 SRT and CN schemes, are depicted in Figure 14. As shown, there is close agreement between these two numerical models, indicating an equal accuracy rate of D2Q5 SRT and CN schemes in the description of seepage flow beneath the recharge dam pond. Similar agreements are also observed for the other aforesaid
LB schemes, which are not shown here for the sake of brevity.

Figure 15 displays the time-concentration curves associated with different LB and FD methods at the point “w” in Figure 3. As shown, the results of D2Q4 SRT, D2Q5 SRT, D2Q5 MRT, D2Q9 SRT, and D2Q9 MRT models, in addition to EFD and CN schemes, are in high accordance. It is also shown that LB models are capable of dealing with a combination of different boundary conditions, comprising Dirichlet, Neumann, and open boundary conditions. Interestingly, the computational durations of the LB and FD models were completely different (Table 3). Among the LB methods, D2Q4-SRT, followed by D2Q5-SRT, gave rise to the highest computational speed, which is close to the speed of EFD method. Similar to the results of ordinary solute transport problem, as explained earlier...
at the early times of the time-concentration curve attained by D2Q5 SRT model, while these fluctuations disappear by the application of Multiple Relaxation Time (MRT) in lieu of Single Relaxation Time (SRT). In addition, the employment of quadratic Equilibrium Distribution Function (EDF) instead of the linear one leads to the same magnitude of artificial oscillations in the LB solutions.

Considering the ordinary advection-dispersion equation, D2Q5 MRT, D2Q4 SRT, and D2Q5 SRT result in more accurate solutions in comparison with those of D2Q9 SRT and D2Q9 MRT. Finally, by considering a recharge dam pond, a combination of groundwater flow and solute transport was solved successfully using LB methods. Although the LB models ended up with identical solutions, the computational speeds of SRT models were found to be faster than MRT models. Besides, all LB models were much faster than CN method.
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