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Abstract
The construction of weak solutions to compressible Navier–Stokes equations via a numerical method (including a rigorous proof of the convergence) is in a short supply, and so far, available only for one sole numerical scheme suggested in Karper (Numer Math, 125(3):441–510, 2013) for the no slip boundary conditions and the isentropic pressure with adiabatic coefficient $\gamma > 3$. Here we consider the same problem for the general non zero inflow–outflow boundary conditions, which is definitely more appropriate setting from the point of view of applications, but which is essentially more involved as far as the existence of weak solutions is concerned. There is a few recent proofs of existence of weak solutions in this setting, but none of them is performed via a numerical method. The goal of this paper is to fill this gap. The existence of weak solutions on the continuous level requires several tools of functional and harmonic analysis and differential geometry whose numerical counterparts are not known. Our main strategy therefore consists in rewriting of the numerical scheme in its variational form modulo remainders and to apply and/or to adapt to the new variational formulation the tools developed in the theoretical analysis. In addition to the result, which is new, the synergy between numerical and theoretical analysis is the main originality of the present paper.
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1 Introduction

Evolution of the density \( \tau = \tau(t, x) \) and velocity \( u = u(t, x) \) through the time interval \( I = [0, T), T > 0, t \in [0, T) \) in a bounded (Lipschitz) domain \( \Omega, x \in \Omega \) of a viscous compressible fluid can be described by the Navier–Stokes equations. Unlike most of the theoretical literature, in this paper, we consider the Navier–Stokes system with the nonzero inflow–outflow boundary conditions, which is, from the point of view of applications, a more appropriate setting, than the “standard” setting with the no-slip or Navier boundary conditions. The equations read:\(^1\)

\[
\begin{align*}
\partial_t \tau + \text{div}_x (\tau u) &= 0, \\
\partial_t (\tau u) + \text{div}_x (\tau u \otimes u) + \nabla_x p(\tau) &= \text{div}_x S(\nabla_x u), \\
S(\nabla_x u) &= \mu \nabla_x u + (\mu + \lambda)\text{div}_x u, \\
\mu > 0, \lambda + \frac{2}{3}\mu > 0
\end{align*}
\] (1.1)

with initial and boundary conditions,

\[
\tau(0) = \tau_0, \quad u(0) = u_0, \quad u|_{\partial \Omega} = u_B, \quad \tau|_{\Gamma_{in}} = \tau_B,
\] (1.2)

where (for simplicity)\(^2\)

\[
0 < \tau_0 \in C(\overline{\Omega}), \quad u_0 \in C(\overline{\Omega}),
\]

\[
0 < \tau_B \in C^1(\overline{\Omega}), \quad u_B \in C^2(R^3), \quad u_B \cdot n \in C(\partial \Omega)
\] (1.3) (1.4)

(\(n\) is the outer normal to \(\partial \Omega\)) are given initial and boundary data, and

\[
\Gamma_{in} = \{x \in \partial \Omega| \ u_B \cdot n < 0\}
\] (1.5)

is the inflow boundary. For the further use, we denote

\[
\Gamma_{out} = \{x \in \partial \Omega| \ u_B \cdot n > 0\}, \quad \Gamma^0 = \partial \Omega \setminus (\Gamma_{in} \cup \Gamma_{out})
\] (1.6)

the outflow and slip boundary, respectively.

We suppose

\[
p \in C^1[0, \infty), \quad p(0) = 0, \quad p'(\varrho) > 0 \text{ for all } \varrho > 0
\] (1.7)

---

\(^1\) One usually writes \(S(\nabla_x u)\) in its frame indifferent form, \(S(\nabla_x u) = \mu(\nabla_x u + (\nabla_x u)^T) + \lambda \text{div}_x u\). Both writing are equivalent in the numerical scheme.

\(^2\) The regularity of initial conditions could be relaxed to

\[
0 < \tau_0 \in L^r(\Omega), \quad u_0 \in L^1(\Omega), \quad \tau_0 u_0^2 \in L^1(\Omega).
\]

The last condition in (1.4) means that \(u_B \cdot n = f|_{\partial \Omega}\) with \(f \in C(R^3)\) in all points of \(\partial \Omega\) where \(n\) is defined.
(and we extend \( p \) by zero to the negative real line so that \( p \in C(R) \) if needed). Further

\[
\pi + p \varrho^{\gamma-1} \leq p'(\varrho) \leq \bar{p} \varrho^{\gamma-1} + \pi, \text{ for all } \varrho > 0 \text{ with some } \gamma > 1,
\]

(1.8)

where \( 0 \leq \pi < \bar{\pi}, 0 < p \leq \bar{p} \).

We associate to \( p \) its Helmholtz function \( H \),

\[
H(\varrho) = \varrho \int_{1}^{\varrho} \frac{p(z)}{z^2} \, dz \text{ in particular } \varrho H'(\varrho) - H(\varrho) = p(\varrho).
\]

(1.9)

It is to be noticed that an iconic example of the isentropic pressure \( p(\varrho) = a \varrho^\gamma \), \( a > 0 \) complies with hypotheses (1.7–1.8).

The main goal of the paper is to construct weak solutions to problem (1.1–1.8) via a numerical scheme.

We remark that for the no-slip (or Navier or periodic) boundary conditions, existence of weak solutions to the Navier–Stokes system (1.1–1.8) is known in the case \( \gamma > 3/2 \), and it is nowadays a standard result, see [27] (and monographs by Lions [55], Feireisl [15], Novotny, Straskraba [60]) for the no-slip boundary conditions. The same result for the nonzero inflow–outflow boundary conditions is more recent, see [6], [8] and [53] preceded by Girinon [43]. In all these works, the weak solutions are constructed via a several level approximations of the original system by more regular systems of PDEs and none of these approximations is a numerical one.

In the case of no-slip boundary conditions, Karper [51] (and later on Feireisl et al. in a different context [17, 19], see also the comprehensive monograph [18]) constructed weak solutions to the problem (1.1–1.3) via a specific finite volume/finite element method—which has been originally proposed by Karlsen [48–50] and which we will call Karper’s scheme—at least for large values of the adiabatic coefficients, namely \( \gamma > 3 \). So far, no other scheme was proved to have this convergence property, meaning that the proof is strongly dependent on the structure of the scheme.

The task in this paper is to construct the weak solutions to the compressible Navier–Stokes system with general boundary data via an adaptation of the Karper’s scheme that we have suggested in [54] in order to accommodate the non homogenous boundary data, for the same range of adiabatic coefficients as Karper did. In view of the newness of the theoretical results in this flow setting, this is still a challenging open question.

To reach the same convergence property for the adiabatic coefficients \( \gamma \leq 3 \) is even more challenging problem, which however, seems, so far, to be out of reach of our existing knowledge, even in the case of no-slip boundary data.

We wish to mention also the works by Gallouet et al. [39], Eymard et al. [14], Perrin et al. [61] who construct via a numerical scheme the stationary weak solutions with no-slip boundary data. In this paper, we deal exclusively with the non steady solutions for which the mathematical features of the problem are essentially different even in the “simple” no-slip case. Moreover, it is known, that the steady problem with general inflow–outflow data is ill-posed, unless the pressure law is the so called hard sphere pressure law, cf. Feireisl et al. [26].
The unconditional results on convergence of numerical approximations to system (1.1–1.5)—or to a similar systems without dissipation—are in a short supply in the mathematical literature, and except the very recent result [54], they all deal with the no-slip or periodic boundary conditions. In this respect, it is adequate to mention the monographs Feistauer et al. [28,31], Kröner [52], Eymard et al. [13], works of Feistauer et al. [29,30], Gallouët et al. [32,38], Jovanovic [46], Tadmor et al. [63–65] and the works on error estimates [40] followed by [41], [56], [20]. The convergence to Young measure valued solutions (in the spirit of the work by Feireisl et al. [16])—and promoted in numerical analysis by Fjordholm et al. [33–35]—has been proved by Feireisl et al. [21] followed by similar investigations in [22], [24], [44] and pushed further in Feireisl et al. in [23]. The convergence to similar type of solutions—with Reynold defect (introduced in Abbatielo et al. [1]) has been shown in [54]. In contrast with [21], the latter work provides also a qualitative evaluation of the convergence rate to the strong solutions. None of the works mentioned in this paragraph, however, deals with the convergence to weak solutions.

Our approach is based on the following steps:

1. We take the finite element/finite volume numerical scheme suggested in [54, Section 3.1] (which is a modified Karper’s scheme [51] able to accommodate the general boundary conditions) and report from [54, Sections 5,6] its fundamental properties: Existence of solutions with positive density, mass and energy balance, and the uniform estimates which can be deduced from these identities. This is the point, where the serious work of this paper starts.

2. We rewrite the numerical continuity equation and the numerical momentum equation in their variational forms letting appear “remainders” vanishing as space $h$ and time $\Delta t$ discretizations tend to zero. In accordance with our philosophy of “uniform approach” this still follows closely [54, section 7]. However, in view of further estimates and convergence properties needed for the convergence to weak solutions, the remainders must be of better “quality” than in [54]. This is the main (technical) point, where the restriction $\gamma > 3$ is needed.

3. Once we derive the variational formulation of equations—which resembles very much to the weak formulation on the continuous level—our goal is to mimic the proof from the continuous case, following [6]. This is so far the only exploitable strategy. In fact the proof needs on many places special tools of harmonic analysis which exploit the particular non-linear structure of equations (as. e.g. the compensated compactness or commutator lemmas) and some pieces of differential geometry (in particular, to treat the inflow field outside the inflow boundary), which are not currently available on the discrete level. This goes through several steps (designed on the continuous level for the first time by Lions [55] as far as compactness is concerned, and in [6] as far as the treatment of the inflow boundary is concerned) - and the principal output of this analysis is the strong convergence of the density sequence. These steps are:

(a) Derivation of improved estimates of density sequence (by using the Bogovskii operator), which are good enough to eliminate the possible concentrations in the density (or more exactly) in the pressure sequence.
(b) Derivation of adequate numerical integration by parts formulas for treatment of the viscous terms in the momentum equation.

(c) Derivation of a specific commutator lemma (a consequence of the celebrated Div–Curl lemma) for treatment of the material derivative of the linear momentum.

(d) Using the three previous points leads to the derivation of the so called effective viscous flux identity.

(e) Adaptation of the DiPerna–Lions transport theory of renormalized solutions [11] to the continuity equation with non-zero inflow outflow boundary conditions in the spirit of [6, Lemma 3.1], on one hand, and to the discrete solutions of the numerical scheme, on the other hand. This part (presented in Sects. 7.4.1–7.4.3) is therefore of independent and broader interest since it is applicable, to numerical treatment of transport equations with transporting coefficients of low regularity, in general.

(f) Once the concentrations in the density sequence eliminated, in order to prove the strong convergence, we must still eliminate the oscillations. This is done by evaluating the defect of the sequence $\rho \log \rho$ exploiting the last two properties and the effective viscous flux identity in the spirit of the approach of Lions [55], which must, however, be modified in a non-trivial way, to take into account the non homogenous boundary conditions.

All convergence results are “unconditional”: to obtain them we use only a priori estimates derived from the numerical scheme. No a posteriori bounds are needed, in contrast with the most mathematical literature about the subject. They are obtained through an extensive application of the functional analysis and theory of PDEs in the numerical analysis which goes far beyond the standard approaches current in this domain of research.

We consider, the problem on a polygonal domain $\Omega$ covered by meshes that “fit” to the domain and to its inflow and outflow boundaries, cf. Sects. 2.1 and 2.4. In particular, we allow a finite number of inflow and outflow portions of the boundary and each of them must be “flat”. In spite of this fact, it can be surprisingly “singular and realistic”, as e.g. composed of an union of a finite number flat grids. We do not treat the problem of discretization error arising from “unfitted meshes” on general domains and on general “unflat” inflow–outflow boundaries. In the case of zero boundary velocity a solution has been proposed e.g. in the monograph [18]. In the non zero inflow–outflow situation, this is, in this context, an excellent open problem, where even reasonable conditions of how the mesh has to “fit” to the physical domain and its inflow–outflow boundaries in order to conserve the property of convergence to weak solutions, remains to be determined.

Some more complex hydrodynamical models of compressible fluids with similar structure of convective terms which include transport and continuity equations—as e.g. models of compressible fluids with non-linear stress, see Abbatiello et al. [1], fluids of compressible polymers, see Barrett and Süli [2], models of compressible magneto-hydrodynamics, see [45], or multi-fluid models with differential closure, see [58]—can be treated on the basis of the methodology introduced in this paper. These studies would certainly be of a non negligible interest.
The paper is organized as follows. After introducing the bounded energy weak solutions in Sect. 1.1, we explain, in the next two sections the numerical setting to approximate them. The main result about the convergence of numerical solutions to weak solutions is stated in Theorem 3.1. The remaining parts of the paper are devoted to its proof. We derive the mass and energy balance and deduce the uniform estimates in Sect. 4. In Sect. 5 we rewrite the algebraic numerical setting of the continuity and momentum equations in their variational formulations. This will allow us to treat the problem in a similar way as it is usually treated on the “continuous level”: This treatment includes the improvement of density estimates in Sect. 6 and the investigation of the convergence in Sect. 7 whose goal is to obtain the strong convergence of the density sequence. This follows the Lions methodology [55] passing through the derivation of the effective viscous flux identity (proved in Sect. 7.3) and through the applications of the theory of renormalized weak solutions in Sect. 7.4. The latter is inspired by DiPerna–Lions [11] but has to be essentially modified in order to accommodate the general boundary conditions (see Lemma 7.1, which is of independent interest). The proof requires many specific mathematical and numerical tools. They are gathered in the “Appendix” for reader’s convenience.

We finish this introductory part by a remark concerning the notation: The special functional spaces are always defined in the text. For the classical Lebesgue, Sobolev, Bochner spaces and their duals, we use the standard notation, see e.g. Evans [12]. Strong convergence in a Banach space is always denoted “→”, while “⇀” means the weak convergence and “⇀∗” means the star-weak convergence.

1.1 Weak solutions

Definition 1.1 (Bounded energy weak solutions) The quantity \([r, u]\) is bounded energy weak solution of the problem (1.1–1.5) in \((0, T) \times \Omega\) if the following is satisfied:

1. \(s 0 \leq r \in C_{\text{weak}}([0, T]; L^γ(\Omega)) \cap L^γ(0, T; L^γ(\partial\Omega); |u_B \cdot n|dS_x))\), with some \(γ > 1\),
\[
v = u - u_B \in L^2(0, T; W^{1,2}_0(\Omega; R^3)), \ m := ru \in C_{\text{weak}}([0, T]; L^\frac{2γ}{γ+1}(\Omega; R^3));
\]
\[
ru^2 \in L^\infty(0, T; L^1(\Omega)), \ p(\tau) \in L^1((0, T) \times \Omega));
\]

2. The continuity equation

\[
\int_\Omega r(\tau, \cdot) \, dx + \int_0^\tau \int_{\Gamma_{\text{out}}} \varphi ru_B \cdot n \, dS_x + \int_0^\tau \int_{\Gamma_{\text{in}}} \varphi ru_B u_B \cdot n \, dS_x = \int_\Omega r_0(\cdot) \, dx + \int_0^\tau \int_\Omega [\tau \partial_t \varphi + ru \cdot \nabla_x \varphi] \, dxdt, \ \tau(0, \cdot) = r_0,
\]

holds for any \(0 \leq \tau \leq T\), and any test function \(\varphi \in C^1((0, T) \times \overline{\Omega})\).

\[\]
3. The momentum equation

\[
\int_{\Omega} ru \cdot \phi(\tau, \cdot) \, dx - \int_{\Omega} r_0 u_0 \cdot \phi(\tau, \cdot) \, dx = \int_{0}^{\tau} \int_{\Omega} \left[ ru \cdot \partial_t \phi + ru \otimes u : \nabla \phi + p(r) \text{div} \, \phi - S(\nabla u) : \nabla \phi \right] \, dx \, dt \tag{1.12}
\]

holds for any \(0 \leq \tau \leq T\) and any \(\phi \in C^1_c([0, T] \times \Omega; \mathbb{R}^3)\).

4. The energy inequality

\[
\int_{\Omega} \left[ \frac{1}{2} |v|^2 + H(r) \right](\tau) \, dx + \int_{0}^{\tau} \int_{\Omega} S(\nabla u) : \nabla \phi \, dx \, dt = \int_{\Omega} \left[ \frac{1}{2} |v_0|^2 + H(r_0) \right] \, dx \\
+ \int_{0}^{\tau} \int_{\Gamma_{out}} H(r) u_B \cdot n \, dS_x \, dt + \int_{0}^{\tau} \int_{\Gamma_{in}} H(r_B) u_B \cdot n \, dS_x \, dt \\
\leq \int_{0}^{\tau} \int_{\Omega} \left[ \frac{1}{2} |v_0|^2 + H(r_0) \right] \, dx - \int_{0}^{\tau} \int_{\Omega} \left[ ru \otimes u + p(r) \right] : \nabla \, u_B \, dx \, dt \\
+ \int_{0}^{\tau} \int_{\Omega} \left[ ru \cdot \nabla u_B \cdot u_B \right] \, dx \, dt + \int_{0}^{\tau} \int_{\Omega} S(\nabla u) : \nabla u_B \, dx \, dt \tag{1.13}
\]

holds for a.a. \(\tau \in (0, T)\) with \(v_0 = u_0 - u_B\).

**Remark 1.1** The energy inequality (1.13) corresponds to the following energy inequality (1.14) of the model on homogeneous boundary by taking \(u_B = 0\):

\[
\int_{\Omega} \left[ \frac{1}{2} |v|^2 + H(r) \right](\tau) \, dx + \int_{0}^{\tau} \int_{\Omega} S(\nabla u) : \nabla \phi \, dx \, dt \leq \int_{\Omega} \left[ \frac{1}{2} |v_0|^2 + H(r_0) \right] \, dx \tag{1.14}
\]

holds for a.a. \(\tau \in (0, T)\)

### 2 Numerical setting

We consider the same numerical setting as in [54].

#### 2.1 Mesh

We suppose that the physical space is a **polyhedral bounded domain** \(\Omega \subset \mathbb{R}^3\) that admits a **tetrahedral** mesh \(T = T_h\); the individual elements in the mesh will be denoted by \(K = K_h \in T\) (closed sets) and their gravity centers by \(x_K\). Faces in the mesh are denoted as \(\sigma = \sigma_h\) (close sets in \(\mathbb{R}^2\)) and their gravity centers by \(x_{\sigma}\), whereas \(\mathcal{E} = \mathcal{E}_h\) is the set of all faces.\(^4\) We denote by \(\mathcal{E}(K)\) the set of all faces of \(K \in T\).

\(^4\) In the sequel we shall omit in the notation the dependence on the “size” \(h\) whenever there is no danger of confusion.
Moreover, the set of faces in \( E \) belonging to the boundary \( \partial \Omega \) is denoted \( E_{\text{ext}} \), while \( E_{\text{int}} = E \setminus E_{\text{ext}} \).

We denote by \( h_K \) the diameter of \( K \) and by \( h_K \) the radius of the largest ball included in \( K \). We call \( h = \sup_{K \in \mathcal{T}} h_K \) the size of the mesh and denote \( h = \inf_{K \in \mathcal{T}} h_K \). We also denote by \( E(K) \) the set of all faces of \( K \in \mathcal{T} \).

For two numerical quantities \( a, b \), we shall write

\[
a \preceq b \text{ if } a \leq cb, \quad c > 0 \text{ a constant, } a \approx b \text{ if } a \preceq b \text{ and } b \preceq a.
\]

Here, “constant” typically means a generic quantity independent of the size \( h \) of the mesh and the time step \( \Delta t \) used in the numerical scheme as well as other parameters as the case may be.

In addition, we require the mesh to be admissible in the sense of Eymard et al. [13, Definition 2.1]:

1. For \( K, L \in \mathcal{T}, K \neq L \), the intersection \( K \cap L \) if non-empty is either a vertex, or an edge, or a face \( \sigma \in E \). In the latter case, we write \( \sigma = K|L \).
2. There holds \( h \approx h \)

We denote by \( n_{\sigma, K} \) the unit normal to the face \( \sigma \in E(K) \) outwards to \( K \). On the other hand we associate to each element \( \sigma \in E \) a fixed normal vector \( n = n_{\sigma} \). If \( \sigma \in E_{\text{ext}} \) then \( n_{\sigma} \) is always the outer normal to \( \partial \Omega \). Note that the outward normal \( n_{\sigma} \) to \( \partial \Omega \) are not defined except faces of \( \partial \Omega \).

### 2.2 Piecewise constant finite elements

We introduce the space

\[
Q(\Omega) = Q_h(\Omega) = \left\{ g \in L^1(\Omega) \mid g|_K = a_K \in \mathbb{R} \right\}
\]

of piecewise constant functions (and we tacitly extend \( g \) by zero outside \( \Omega \), if convenient) along with the associated projection

\[
\Pi^Q = \Pi^Q_h : L^1(\Omega) \rightarrow Q(\Omega), \quad \hat{v}|_K := \Pi^Q[v]|_K = v_K := \frac{1}{|K|} \int_K v dx.
\]

For a function \( g \in Q(\Omega) \) and any \( \sigma \in E_{\text{int}} \), we denote

\[
g^\sigma_+ := g_{n_{\sigma}}^+ = \lim_{\delta \rightarrow 0^+} g(x_{\sigma} + \delta n), \quad g^\sigma_- := g_{n_{\sigma}} = \lim_{\delta \rightarrow 0^+} g(x_{\sigma} - \delta n).
\]

Further, we define the jumps and mean values over \( \sigma \) (relative to \( n_{\sigma} \)),

\[
[[g]]_{\sigma} = [[g]]_{\sigma,n} := g^\sigma_+ - g^\sigma_-, \quad \{g\}_\sigma := \frac{1}{2} (g^+ + g^-).
\]
2.3 Crouzeix–Raviart finite elements

A differential operator $D$ acting on the $x$—variable will be discretized as

$$D_h v|_K = D(v|_K)$$ for any $v$ differentiable on each element $K \in \mathcal{T}$.

The *Crouzeix–Raviart finite element spaces* (see Brezzi and Fortin [5], among others) are defined as

$$V(\Omega) = V_h(\Omega) := \left\{ v \in L^1(\Omega) \left| v|_K = \text{affine function}, \int_{\sigma} v|_K dS_x = \int_{\sigma} v|_L dS_x \right. \right\}.$$ (2.4)

together with

$$V_0(\Omega) = V_{h,0} = \left\{ v \in V(\Omega) \left| \int_{\sigma} v dS_x = 0 \right. \right\}.$$ (2.5)

We extend any function $v \in V_0(\Omega)$ by 0 outside $\Omega$, if convenient.

Next, we introduce the associated projection

$$\Pi_V = \Pi^V_h : W^{1,1}(\Omega) \to V(\Omega), \quad \tilde{v} = \Pi^V [v] := \sum_{\sigma \in \mathcal{E}} v_\sigma \phi_\sigma,$$ (2.6)

where

$$v_\sigma = \frac{1}{|\sigma|} \int_{\sigma} v dS_x$$

and $\{\phi_\sigma\}_{\sigma \in \mathcal{E}} \subset V(\Omega)$ is a basis in $V(\Omega)$ given by

$$\frac{1}{|\sigma'|} \int_{\sigma'} \phi_\sigma = \delta_{\sigma, \sigma'}, \quad (\sigma, \sigma') \in \mathcal{E}^2.$$ (2.7)

2.4 Convective terms, upwinds

Suppose, that we are given $u_B \in V(\Omega, \mathbb{R}^3)$. We define

$$\mathcal{E}^{\text{in}} = \{ \sigma \in \mathcal{E}_{\text{ext}} | u_{B,\sigma} \cdot n < 0 \}, \quad \mathcal{E}^{\text{out}} = \{ \sigma \in \mathcal{E}_{\text{ext}} | u_{B,\sigma} \cdot n > 0 \},$$

$$\mathcal{E}^{0} = \{ \sigma \in \mathcal{E}_{\text{ext}} | u_{B,\sigma} \cdot n = 0 \}.$$ (2.7)
We say that the mesh fits to the inflow–outflow boundaries if
\[
\Gamma^{\text{in}} = \bigcup_{\sigma \in \mathcal{E}^{\text{in}}} \sigma, \quad \Gamma^{\text{out}} = \bigcup_{\sigma \in \mathcal{E}^{\text{out}}} \sigma.
\] (2.8)

We see that
\[
\text{int}^{2} \Gamma^{0} = \text{int}^{2} \left( \bigcup_{\sigma \in \mathcal{E}^{0}} \sigma \right) \quad \text{and} \quad \mathcal{E}^{\text{ext}} = \mathcal{E}^{\text{in}} \cup \mathcal{E}^{\text{out}} \cup \mathcal{E}^{0}.
\] (2.9)

Here and hereafter, for \( A \subset \partial \Omega \), \( \text{int}^{2} A \) denotes the interior of \( A \) with respect to the trace topology of \( R^{3} \) on \( \partial \Omega \).

We define for any \( \sigma \in \mathcal{E}^{\text{int}} \) for any \( g \in Q(\Omega) \) its upwind value on any \( \sigma \in \mathcal{E}^{\text{int}} \).
\[
g_{\sigma}^{\text{up}} = \begin{cases} 
g_{K} & \text{if } \sigma = K \mid L \in \mathcal{E}^{\text{int}} \text{ and } \mathbf{u}_{\sigma} \cdot \mathbf{n}_{\sigma,K} \geq 0, \\
g_{L} & \text{if } \sigma = K \mid L \in \mathcal{E}^{\text{int}} \text{ and } \mathbf{u}_{\sigma} \cdot \mathbf{n}_{\sigma,K} < 0. \end{cases}
\] (2.10)

Finally, we associate to any face \( \sigma \in \mathcal{E}(K) \) the specific flux \( F_{\sigma,K} \) (outwards the element \( K \)) defined as
\[
F_{\sigma,K}[g, \mathbf{u}] = g_{\sigma}^{\text{up}} \mathbf{u}_{\sigma} \cdot \mathbf{n}_{\sigma,K}.
\] (2.12)

### 2.5 Time discretization

For simplicity, we shall consider the constant time step \( \Delta t > 0 \) where \( T = N \Delta t \), \( N \in \mathbb{N} \) and we set
\[
I_{k} = (\tau_{k-1}, \tau_{k}], \quad \tau_{k} = k \Delta t, \quad k \in \mathbb{Z}.
\] (2.13)

Suppose that we have functions \( \nu^{k} : \Omega \to R, k = 0, \ldots, N \). For convenience, we set \( \nu^{k}(x) = \nu^{0}(x) \) if \( k \leq 0 \) and \( \nu^{k}(x) = \nu^{N}(x) \) if \( k > N \), and we introduce numbers
\[
D_{t} \nu^{k}(x) = \frac{\nu^{k}(x) - \nu^{k-1}(x)}{\Delta t}, \quad k \in \mathbb{Z}.
\]

Finally, we define
\[
v(t, x) = \sum_{k \in \mathbb{Z}} 1_{I_{k}}(t) \nu^{k}(x),
\]
\[
D_{t} v(t, x) = \sum_{k \in \mathbb{Z}} 1_{I_{k}}(t) D_{t} \nu^{k}(x), \quad (2.14)
\]
\[ v_\tilde{\eta}(t, x) = \sum_{k \in \mathbb{Z}} 1_{I_k}(t) \left( v^{k-1}(x) + (t - (k - 1)\Delta t) D_t v^k(x) \right), \]
so that \[ \partial_t v_\tilde{\eta}(t, x) = D_t v(x). \] (2.15)

In the sequel, we denote by \( L_{\Delta t}(0, T; Q_h(\Omega)) := L(0, T; Q(\Omega)) \) resp. \( L_{\Delta t}(0, T; V_h(\Omega)) := L(0, T; V(\Omega)) \) the spaces of piecewise constant functions from \([0, T]\) to \( Q(\Omega) \) and \( V(\Omega) \), respectively (constant on each \( I_k \) and extended by the value in \( I_0 \) to the negative real axes and by the value in \( I_N \) to \([T, \infty)\)).

### 3 Numerical scheme, main result

We shall construct weak solutions of problem (1.1–1.5) by using the numerical approximation suggested in [54, Section 3.1] which generalizes to the non-homogenous boundary conditions the scheme originally suggested by Karlsen and Karper [48–51].

#### 3.1 Numerical scheme

We are given the approximations of the initial and boundary conditions

\[ \begin{align*}
\varrho^0 &= \varrho_0 = \Pi^Q_{h}[r_0], \\
u^0 &= u_0 = \Pi^V_{h}[u_0], \\
\varrho_B &= \varrho_B = \Pi^Q_{h}[r_B], \\
u_B &= u_B = \Pi^V_{h}[u_B].
\end{align*} \] (3.1)

We are searching for

\[ \begin{align*}
\varrho_{h,\Delta t}(t, x) &= \sum_{k=1}^N \sum_{K \in T} 1_{I_k}(t) 1_K(x) \varrho^{k}_{K, h, \Delta t}, \\
u_{h,\Delta t}(t, x) &= \sum_{k=1}^N \sum_{K \in T} 1_{I_k}(t) 1_K(x) u^{k}_{K, h, \Delta t}
\end{align*} \]

where

\[ \begin{align*}
\varrho^{k} &\in Q(\Omega), \varrho^{k}_{h, \Delta t} > 0, \ u^{k}_{h, \Delta t} \in V(\Omega; R^3), \\
v^{k} &= u^{k} - u_B \in V_0(\Omega; R^3), \ k = 1, \ldots, N
\end{align*} \] (3.2)

such that the following algebraic equations (for the unknowns \( \varrho^{k}_{K}, u^{k}_{\sigma}, k = 1, \ldots, N, \ K \in T, \ \sigma \in \mathcal{E} \)) are satisfied:\(^5\)

\(^5\) In what follows, we omit the indexes “\( h \)” and/or “\( \Delta t \)” and write simply \( \varrho^{k} \) instead of \( \varrho^{k}_{h, \Delta t} \), \( \varrho \) instead of \( \varrho_{h, \Delta t} \), etc., in order to avoid the cumbersome notation, whenever there is no danger of confusion.
1. APPROXIMATION OF THE CONTINUITY EQUATION

\[
\int_{\Omega_k} D_t \phi^k \phi \, dx + \sum_{K \in T} \sum_{K \in \mathcal{E}(K) \cap \mathcal{E}_{int}} \int_{\sigma} F_{x, K}(\phi^k, u^k) \phi \, dS_x \\
+ \sum_{\sigma \in \mathcal{E}_{out}} \int_{\sigma} \phi^k u_{B, \sigma} \cdot n_{\sigma} \phi \, dS_x + \sum_{\sigma \in \mathcal{E}_{in}} \int_{\sigma} \phi_{B, \sigma} \cdot n_{\sigma} \phi \, dS_x \\
+ h^0 \sum_{\sigma \in \mathcal{E}_{int}} \int_{\sigma} [\phi^k]_{\sigma} [\phi]_{\sigma} \, dS_x = 0 \quad (3.3)
\]

for all \( \phi \in Q(\Omega) \), where \( \omega > 0 \).

2. APPROXIMATION OF THE MOMENTUM EQUATION

\[
\int_{\Omega} D_t (\phi^k \hat{v}^k) \cdot \hat{\phi} \, dx + \sum_{K \in T} \sum_{K \in \mathcal{E}(K) \cap \mathcal{E}_{int}} \int_{\sigma} F_{x, K}(\phi^k \hat{v}^k, u^k) \cdot \hat{\phi} \, dS_x \\
+ \sum_{K \in T} \sum_{\sigma \in \mathcal{E}(K)} \int_{\sigma} \phi^k \hat{u}^k \cdot n_{\sigma, K} u_B \cdot \hat{\phi} \, dS_x \\
+ \sum_{\sigma \in \mathcal{E}_{out}} \int_{\sigma} \phi^k u_{B, \sigma} \cdot n_{\sigma} \hat{v}^k \cdot \hat{\phi} \, dS_x + \sum_{\sigma \in \mathcal{E}_{in}} \int_{\sigma} \phi_{B, \sigma} \cdot n_{\sigma} \hat{v}^k \cdot \hat{\phi} \, dS_x \\
+ \int_{\Omega} \left( \mathcal{S}(\nabla h u^k) : \nabla h \phi - p_h(\phi^k) \text{div}_h \phi \right) \, dx \\
+ h^0 \sum_{\sigma \in \mathcal{E}_{int}} \int_{\sigma} [\phi^k]_{\sigma} [\hat{v}^k]_{\sigma} [\hat{\phi}]_{\sigma} \, dS_x = 0 \quad (3.4)
\]

for any \( \phi \in V_0(\Omega; R^3) \). In the above,

\[
p_h(\phi) = p(\phi) + h^0 \phi^2, \quad (3.5)
\]

where \( \beta > 0 \) is a small number which will be determined later.

**Remark 3.1**

1. The strong solution of the given scheme (3.3) and (3.4) is provided in [54, Section 3.1]. It is extended to the non-homogenous boundary conditions in the sprite of Karlsen and Karper [48–51].

2. It is to be noticed that the background linear momentum \( \phi u_B \) in the momentum equation is not “upwinded”. If it were “upwinded” we would loose the derivation of uniform estimates from the energy balance. This observation seems to have an universal character valid for the discretizations of the inflow/outflow problems via the finite volume methods, in general.

3. In agreement with (1.1), here and in the sequel, \( \int_{\Omega} \mathcal{S}(\nabla h u^k) : \nabla h \phi \, dx \) means exactly \( \int_{\Omega} (\mu \nabla h u^k : \nabla h \phi + (\mu + \lambda) \text{div}_h u^k \text{div}_h \phi) \, dx \). This form is important for the estimates. Indeed, it is well known that the Korn inequality does not hold in the Crouzeix–Raviart finite element space.
4. It is proved in [54, Theorem 3.1] that under assumptions (2.8), (1.7–1.8), (1.3–1.4), the algebraic system (3.1–3.4) admits at least one solution \((\rho_h, \Delta t, \mathbf{u}_h, \Delta t)\). Any of its solutions has a strictly positive density. The uniqueness of the numerical solutions to system (3.1–3.4) is, however, an open problem.

5. If in the condition (1.8) \(\pi > 0\) then the perturbation (3.5) is not needed for the proof of convergence (and we can take in the numerical scheme simply \(p\) at place of \(p_h\)).

3.2 Main results

The main result deals with the case \(h \approx \Delta t\). It guarantees a convergence of a subsequence of numerical solutions to a weak solution.

**Theorem 3.1** Let \(h = \Delta t\). Suppose that the pressure satisfies assumptions (1.7–1.8) with \(\gamma > 3\) and that the initial and boundary conditions verify (1.3–1.4). Suppose further that the mesh fits to the inflow–outflow boundaries, cf. (2.8).

Consider a sequence of numerical solutions \([\rho_h, \mathbf{u}_h] \in L^\Delta t(0, T; Q_h(\Omega)) \times L^\Delta t(0, T; V_h(\Omega))\) of the problem (3.1–3.4) with \(\beta \in (0, \min\{\frac{1}{2}, \frac{2\gamma - 6}{\gamma}\})\) and \(\omega \in (0, 1 - \beta)\). Then we have: There exists a subsequence \([\rho_h, \mathbf{u}_h = \mathbf{v}_h + \mathbf{u}_B]\) (not relabeled) such that

\[
\begin{align*}
\rho_h &\to \mathbf{r} \text{ in } L^q(0, T; L^q(\Omega)), \quad 1 \leq q < \gamma + 1, \\
\mathbf{v}_h &\rightharpoonup \mathbf{v} \text{ in } L^2(0, T; L^6(\Omega)), \\
\nabla_h \mathbf{v}_h &\rightharpoonup \nabla \mathbf{v} \text{ in } L^2(0, T; L^2(\Omega)),
\end{align*}
\]

(3.6)

where the couple \([\mathbf{r}, \mathbf{u} = \mathbf{v} + \mathbf{u}_B]\) is a weak solution of the problem (1.1–1.5) in the sense of Definition 1.1.

**Remark 3.2** 1. In agreement with Item 4 in Remark 3.1, if in the condition (1.8) \(\pi > 0\) then we can take \(p_h = p\) (no parameter \(\beta\) is needed). This is a technical point to prove the boundary terms of Lemma 5.1. Then Theorem 3.1 holds with \(\omega \in (0, 1)\).

2. The convergence of density, velocity with similar scheme is mimicked by [27] in 2001. For the model with inflow/outflow boundary, Chang, Jin, and Novotny [6] have done this work in analytic approach. Thus, we have used this mathematical computations. In [53], we have similar scheme, however, it is totally different approach such that we used math idea proposed in [1] which invalidable for \(\gamma > 1\).

3. Local in time existence of strong solutions to problem (1.1–1.5) notably with non zero inflow outflow boundary conditions is discussed in Valli, Zajaczkowski [66]. Existence of weak solutions to the problem (1.1–1.4) in its full generality, has been obtained in [6], [8] for \(\gamma > 3/2\). Theorem 3.1 provides an alternative proof of existence of weak solutions via a numerical scheme for adiabatic coefficients \(\gamma > 3\). Weak solutions with Reynolds defect have been constructed in [1] and [54] for the whole range \(1 < \gamma < \infty\) of the adiabatic coefficients.
4 Energy balance and uniform estimates

We denote by $H_h$ the Helmholtz function corresponding to the pressure $p_h$. It reads

$$H_h(\varrho) = H(\varrho) + h^\beta \varrho^2$$  \hfill (4.1)

We report the mass and energy balance proved in [54, Lemma 6.1].

**Lemma 4.1** (Mass conservation and energy balance) Suppose that the pressure satisfies assumptions (1.7). Then any solution of $(\varrho, u)$ of the algebraic system (3.1–3.4) satisfies for all $m = 1, \ldots, N$ the following:

1. **Mass conservation**

   $$m_{\text{balance}} \varrho^m > 0, \int_\Omega \varrho^m \, dx + \Delta t \sum_{k=1}^m \sum_{\sigma \in \mathcal{E}_\text{out}} \int_{\sigma} \varrho^k u_{B,\sigma} \cdot n_\sigma \, dS_x$$

   $$= \int_\Omega \varrho^0 \, dx - \Delta t \sum_{k=1}^m \sum_{\sigma \in \mathcal{E}_\text{in}} \int_{\sigma} \varrho_B u_{B,\sigma} \cdot n_\sigma \, dS_x.$$  \hfill (4.2)

2. **Energy balance.** There exist $\bar{\varrho}^{k-1,1}, \bar{\varrho}^{k-1,2} \in \mathcal{Q}(\Omega)$, $\bar{\varrho}_K^{k-1} \in [\min\{\bar{\varrho}_K^{k-1,1}, \bar{\varrho}_K^{k-1,2}\}, \max\{\bar{\varrho}_K^{k-1,1}, \bar{\varrho}_K^{k-1,2}\}]$, $K \in \mathcal{T}$ and $\bar{\varrho}^{k,\sigma} \in [\min\{\bar{\varrho}^{k-1,1,\sigma}, \bar{\varrho}^{k-1,2,\sigma}\}, \max\{\bar{\varrho}^{k-1,1,\sigma}, \bar{\varrho}^{k-1,2,\sigma}\}]$, $\sigma \in \mathcal{E}_\text{int}$, $k = 1, \ldots, N$, such that

$$\int_\Omega \frac{1}{2} \varrho^m |\hat{v}^m|^2 \, dx + \int_\Omega H_h(\varrho^m) \, dx + \Delta t \sum_{k=1}^m \int_\Omega \mathbb{S}(\nabla_h v^k) : \nabla_h v^k \, dx$$

$$+ \frac{1}{2} \sum_{k=1}^m \int_\Omega (\varrho^{k-1} |\hat{v}^k - \hat{v}^{k-1}|^2 + H''_h(\bar{\varrho}^{k-1}) |\varrho^k - \varrho^{k-1}|^2) \, dx$$

$$+ \frac{\Delta t}{2} \sum_{k=1}^m \sum_{\sigma \in \mathcal{E}_\text{int}} \int_{\sigma} \|U_p(\varrho^k, u^k)\| ([|\hat{v}^k|]_\sigma)^2 \, dS_x$$

$$+ \frac{\Delta t}{2} h^\omega \sum_{k=1}^m \sum_{\sigma \in \mathcal{E}_\text{int}} \int_{\sigma} \|H''_h(\bar{\varrho}^{k-1})\| [\|H'_h(\varrho^k)\|]_\sigma \, dS_x$$

$$+ \frac{\Delta t}{2} \sum_{k=1}^m \sum_{\sigma \in \mathcal{E}_\text{int}} \int_{\sigma} H''_h(\bar{\varrho}^{k-1,\sigma}) [\|\varrho^k\|_\sigma]^2 |u^k_\sigma| n_\sigma \, dS_x$$

$$+ \Delta t \sum_{k=1}^m \sum_{\sigma \in \mathcal{E}_\text{in}} \int_{\sigma} \varrho^k u^k_\sigma \cdot n_\sigma |\hat{v}^k|^2 \, dS_x$$

$$+ \Delta t \sum_{k=1}^m \sum_{\sigma \in \mathcal{E}_\text{out}} \int_{\sigma} H_h(\varrho^k) u_{B,\sigma} \cdot n_\sigma \, dS_x$$

$$+ \Delta t \sum_{k=1}^m \sum_{\sigma \in \mathcal{E}_\text{in}} E_{H_h}(\varrho_B|\varrho^k) u_{B,\sigma} \cdot n_\sigma \, dS_x.$$
\[
\begin{align*}
&= \int_{\Omega} \left[ \frac{1}{2} \rho^0 |\hat{\rho}^0|^2 + H_h(\rho^0) \right] \, dx \\
+ \Delta t \sum_{k=1}^{m} \sum_{\sigma \subset E^m} \int_{\sigma} H_h(\rho_B) \| u_{B,\sigma} \cdot n_{\sigma} \| dS_x \\
+ \Delta t \sum_{k=1}^{m} \int_{\Omega} \mathcal{S}(\nabla_h u^k) : \nabla_h u_B \, dx - \Delta t \sum_{k=1}^{m} \int_{\Omega} p_h(\rho^k) \mathrm{div}_h u_B \, dx \\
- \Delta t \sum_{k=1}^{m} \int_{\Omega} \rho^k \hat{u}^k \cdot \nabla_h u_B \cdot \hat{v}^k \, dx \\
- \Delta t \sum_{k=1}^{m} \sum_{\sigma \subset E^m} \int_{\sigma} \rho_B u_{B,\sigma} \cdot n_{\sigma} |\hat{v}^k|^2 \, dS_x.
\end{align*}
\] (4.3)

As in [54, Lemma 6.2], we can readily deduce from Lemma 4.1 the uniform estimates. They are gathered in the next lemma.

**Lemma 4.2** We denote \( I = [0, T), \)

\[
\bar{E}_0 = \sup_{h \in (0, 1)} E_{0,h}, \quad E_{0,h} = \int_{\Omega} \left[ \frac{1}{2} \rho_h^0 |\hat{\rho}_h^0|^2 + H_h(\rho_0) \right] \, dx.
\]

We suppose that the pressure satisfies assumption (1.7–1.8).

Then there exists a number \( \mathcal{D}, \mathcal{D} := \mathcal{D}(\| u_B \|_{C^1(\Omega)}, \| r_B \|_{C(\Omega), \bar{E}_0, T, \Omega}) \sim 1, \)

such that any solution \((\rho, u) = (\rho_h, \Delta_t, u_h, \Delta_t)\) of the discrete problem (3.1–3.4) admits the following estimates.\(^6\)

\[
\begin{align*}
\rho &> 0, \|\rho\|_{L^\infty(I; L^1(\Omega))} \sim 1, \|p(\rho), H(\rho)\|_{L^\infty(I; L^1(\Omega))} \sim 1, \quad (4.4) \\
\|\rho|u_B \cdot n|^{1/2} \|_{L^\infty(I; L^\gamma(\partial\Omega))} \sim 1, \|H(\rho)|u_B \cdot n\|_{L^1(I; L^1(\partial\Omega))} \sim 1, \quad (4.5) \\
\|\rho^{\beta/2} \|_{L^\infty(I; L^2(\Omega))} \sim 1, \quad (4.6) \\
\|\rho^{\beta/2} |u_B \cdot n|^{1/2} \|_{L^2(I; L^{2\gamma}(\partial\Omega))} \sim 1, \quad (4.7) \\
\sup_{\tau \in (0, T)} \|\sqrt{\rho, u}(\tau, \cdot)\|_{L^\infty(I; L^2(\Omega))} \sim 1, \quad (4.8) \\
\|\nabla_h v\|_{L^2(I \times \Omega)} \sim 1, \quad \|v\|_{L^2(I; L^0(\Omega))} \sim 1, \quad (4.9) \\
\sum_{k \geq 0} \int_{\Omega} \left[ \rho^{\beta} \left| q^k - q^{k-1} \right|^2 + q^{k-1} \left| \hat{v}^k - \hat{v}^{k-1} \right|^2 \right] \, dx \sim 1, \quad (4.10)
\end{align*}
\]

\(^6\) The second estimate in (4.9) follows from the first one by virtue of the discrete Sobolev inequality (8.11). In the notation (8.7) the latter formula says

\[
h^{\omega+\beta+1 \over 2} \|\rho_h\|_{L^2(0,T; Q^{1/2}(\Omega))} \sim 1.
\]

in terms of the Sobolev “broken” norm.
\[
\sum_{\sigma \in \mathcal{E}_{\text{int}}} \int_0^T \int_{\sigma} |U_{\sigma}(q, u)| [v]_\sigma^2 dS_x dt \lesssim 1, 
\]
(4.11)

\[
h^B \sum_{\sigma \in \mathcal{E}_{\text{int}}} \int_0^T \int_{\sigma} [\sigma]_\sigma^2 |u_{\sigma} \cdot n| dS_x dt \lesssim 1,
\]

\[
h^{\omega + \beta} \sum_{\sigma \in \mathcal{E}_{\text{int}}} \int_0^T \int_{\sigma} [\sigma]_\sigma^2 dS_x dt \lesssim 1.6
\]
(4.12)

5 Consistency

Having collected all the available uniform bounds, our next task is to verify that our numerical method is consistent with the variational formulation of the original problem. In this task, we follow the strategy of [54] having in mind the following observation traced back to Karper [51]: It is well known from the existence proofs of weak solutions, that further estimates and identities—namely more integrability of density and the so called effective viscous flux identity—obtained by testing of the momentum equation by a special test functions involving solution of the continuity equation (which are not as regular as test functions in [54]) are needed. Due to this fact, we have to admit in the variational formulations of the continuity and momentum numerical methods less regular test functions which allow these tests.

5.1 Consistency of the continuity equation

The goal of this section is to prove the following lemma.

Lemma 5.1 (Consistency for the continuity equation) Let \( h = \Delta t \) and let the pressure satisfy the hypotheses (1.7–1.8) with \( \gamma > 3 \). Then we have:

1. For any \( \beta \in (0, \min\{\frac{1}{2}, \frac{2\gamma - 6}{\gamma}\}) \) and any \( \omega > 0 \) there exists \( \alpha_C > 0 \) such that any numerical solution of problem (3.1–3.4) satisfies the continuity equation in the variational form

\[
\int_\Omega \rho \bar{\phi}(\tau) \text{d}x - \int_\Omega \rho^0 \bar{\phi}(0) \text{d}x - \int_0^\tau \int_\Omega \left( \rho \partial_t \phi + \rho u \cdot \nabla \phi \right) \text{d}x \text{d}t \\
+ \int_0^\tau \int_{\Gamma_{\text{out}}} \rho u_B \cdot n \phi dS_x dt + \int_0^\tau \int_{\Gamma_{\text{in}}} \rho B u_B \cdot n \phi dS_x dt \\
= \int_0^\tau < R^C_h(t), \phi > \text{d}t
\]

(5.1)

with any \( \tau \in (0, T] \) and all \( \phi \in C^1([0, T] \times \Omega) \), where \( \rho \) is defined in (2.15), where the remainder \( R^C_h(t) \) satisfies

\[
\left\| R^C_h(t), \phi \right\| \lesssim h^{\alpha_C} r^C_h(t) \|\nabla_x \phi\|_{L^\infty(0,T;L^\infty(\Omega))} \cdot \|r^C_h\|_{L^2(0,T)} \lesssim 1.
\]
(5.2)
2. Alternatively, (5.1) can be rewritten in the form

\[ D_t Q + F = R_h^C \text{ in } L^2(0, T; [W^{1, 6/\gamma}(\Omega)]^*), \]

(5.3)

where

\[ F = F_h, \quad <F_h, \phi> = -\int_0^T \int_{\Omega} \rho \cdot \nabla_x \phi \, dx \, dt + \int_0^T \int_{\Gamma_{\text{out}}} \rho u_B \cdot n \phi \, dS_x \, dt \]

\[ + \int_0^T \int_{\Gamma_{\text{in}}} \rho_B u_B \cdot n \phi \, dS_x \, dt, \]

and \( F_h \) is bounded in \( L^2(0, T; [W^{1, 6/\gamma}(\Omega)]^*) \), \( R_h^C \to 0 \) in \( L^2(0, T; [W^{1, 6/\gamma}(\Omega)]^*) \).

**Remark 5.1** Visiting the proof of Lemma 5.1 we find that

\[ \alpha_C \geq \min \left\{ \omega, \frac{1}{4} - \frac{\beta}{2}, \frac{\gamma - 3}{\gamma} - \frac{\beta}{2}, \frac{5\gamma - 12}{6\gamma} \right\}. \]

**Proof of Lemma 5.1** For \( \phi \in C^1([0, T] \times \overline{\Omega}) \), we take \( \hat{\phi}(t) \) as a test function in the discrete continuity equation (3.3). It is proved in Section 7.1 in [54, formula (7.2)] (essentially using formula (8.24) and (2.15)) that equation (3.3) can be rewritten in the variational form (5.1), where

\[ <R_h^C, \phi> = \sum_{K \in T} \int_{\sigma} \int_{\Omega_{n_{\sigma,K}}} (\phi - \hat{\phi}) [([\rho])_{n_{\sigma,K}} - \left[ u_{\sigma} \cdot n_{\sigma,K} \right]] \, dS_x \]

\[ + \sum_{K \in T} \int_{\sigma} \int_{\Omega_{n_{\sigma,K}}} (\phi - \hat{\phi}) \left[ \rho(u - u_{\sigma}) \cdot n_{\sigma,K} \right] \, dS_x \]

\[ + \int_{\sigma} \int_{\Omega} \left( \phi - \hat{\phi} \right) \text{div}_B u \, dx \]

\[ - h^\omega \sum_{\sigma \in E_{\text{in}}} \int_{\sigma} [([\rho])_{\sigma}]_{\sigma} \, dS_x + \sum_{\sigma \in E_{\text{in}}} \int_{\sigma} \left( \rho - \rho_B \right) u_{B,\sigma} \cdot \left[ (\phi - \hat{\phi}) \right]_{\sigma} \, dS_x. \]

The goal now is to estimate conveniently all terms in the remainder \(< R_h^C, \phi >\). To do this we shall use the tools evoked in Sect. 8.1 and employ the bounds (4.4–4.12).

1. **The first term in** \(< R_h^C, \phi >\) **is bounded from above by**
\[
\left[ h^β \sum_{σ ∈ E_{\text{int}}} \int_{σ} \|μ|^2 |u_σ \cdot n_σ| \, dS_x \right]^{1/2}
\times \left[ h^{-β} \sum_{K ∈ T} \sum_{σ ∈ E(K) \cap E_{\text{int}}} \int_{σ} (\hat{φ} - φ)^2 |u_σ \cdot n_σ| \, dS_x \right]^{1/2}, \quad (5.4)
\]

where the first term in the product is controlled by (4.12). As far as for the second term in the product, we have, if \( γ > 3 \),

\[
\begin{align*}
& h^{-β} \left| \sum_{K ∈ T} \sum_{σ ∈ E(K) \cap E_{\text{int}}} \int_{σ} (\hat{φ} - φ)^2 |u_σ \cdot n_σ| \, dS_x \right| \\
& \lesssim h^{-β} \sum_{K ∈ T} \sum_{σ ∈ E(K) \cap E_{\text{int}}} \|φ - \hat{φ}\|_{L^{6γ}(σ)} \|u\|_{L^{3γ}(σ)} \\
& \lesssim h^{1-β} \sum_{K ∈ T} \|u\|_{L^{3γ}(K)} \|∇φ\|_{L^{6γ}(K)} \lesssim h^{1-β} \|u\|_{L^{3γ}(Ω)} \|∇φ\|_{L^{6γ}(Ω)}^{1/2} \|∇(Δt)^{-1/2} \|_{L^{6}(Ω)}^{1/2} \|u\|_{L^{6}(Ω)} \|∇φ\|_{L^{6}(Ω)} \\
& \lesssim h^{1-β + \min\left(0, \frac{2γ - 6}{γ}\right) - \frac{1}{2}} \|Δt\|^{-1/2} \|u\|_{L^{6}(Ω)} \|∇φ\|_{L^{6}(Ω)}^{1/2} \|u\|_{L^{6}(Ω)} \|∇φ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)} \\
& \lesssim h^{1+\min\left(0, \frac{2γ - 6}{γ}\right) - \frac{3}{2}} \|μ\|_{L^{6}(Ω)} \|∇μ\|_{L^{6}(Ω)} \|∇φ\|_{L^{6}(Ω)} \|μ\|_{L^{6}(Ω)} \|∇μ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)}. \quad (5.5)
\end{align*}
\]

where \( \|Δt\|^{-1/2} u \|_{L^{6}(Ω)} \) is bounded in \( L^∞(0, T) \) by virtue of (8.21).

Indeed, to get the second line we have employed the Hölder and Jensen inequalities on \( σ \), third line employs the trace estimates (8.16–8.17) and one of Poincaré type inequalities listed in (8.4) together with the Hölder’s inequality. Finally, one concludes by the “negative” interpolation estimates (8.19).

2. By the same token, the absolute value of the second term in \( < R^C_h(t), φ > \)

\[
\sum_{K ∈ T} \sum_{σ ∈ E(K) \cap E_{\text{int}}} \int_{σ} (φ - φ)σ(u_σ - u) \cdot n_σ \, dS_x
\]

is, if \( γ > 3 \), bounded from above by

\[
\lesssim h^{2γ - 6} \|μ\|_{L^{6}(Ω)} \|∇μ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)} \\
\lesssim h^{1+\min\left(0, \frac{2γ - 6}{γ}\right) - \frac{3}{2}} \|μ\|_{L^{6}(Ω)} \|∇μ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)} \|σ\|_{L^{6}(Ω)}. \quad (5.6)
\]

The third term in \( < R^C_h(t), φ > \) admits the same estimate.

3. The artificial density diffusion term in \( < R^C_h(t), φ > \) can be processed in the similar way,
\[ h^\omega \left| \sum_{\sigma \in \mathcal{E}_{\text{int}}} [[\rho]]_{\sigma} [[\hat{\phi}]]_{\sigma} \, dS_\sigma \right| \]
\[ \lesssim h^\omega \sum_{K \in T} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \| \rho \|_{L^2(\sigma)} \| [[\hat{\phi}]]_{\sigma} \|_{L^2(\sigma)} \lesssim h^\omega \| \rho \|_{L^2(\Omega)} \| \nabla_x \phi \|_{L^2(\Omega)}. \]
\[ (5.7) \]

4. The boundary term in \( \langle R^C_\rho(t), \phi \rangle \) is controlled in the following way (without loss of generality, we perform the calculation for the first term with \( \rho \) only -instead of \( \rho - \rho_B \)): If \( \gamma \geq 12/5, \)

\[ \left| \sum_{\sigma \in \mathcal{E}_{\text{in}}} \rho u_{B,\sigma} \cdot n_{\sigma,K} (\hat{\phi} - \phi) \, dS_\sigma \right| \]
\[ \lesssim \sum_{K \in T, \mathcal{E}(K) \cap \mathcal{E}_{\text{in}} \neq \emptyset} \sum_{\sigma \in \mathcal{E}_{\text{in}}} \| \rho \|_{L^\gamma(K)} \| \hat{\phi} - \phi \|_{L^{\gamma'}(K)} \]
\[ \lesssim \sum_{K \in T, \mathcal{E}(K) \cap \mathcal{E}_{\text{in}} \neq \emptyset} \| \rho \|_{L^\gamma(K)} \| \nabla \phi \|_{L^{\gamma'}(K)} \lesssim \| \rho \|_{L^\gamma(\Omega)} \| \nabla \phi \|_{L^{\gamma'}(\mathcal{U})} \]
\[ \lesssim \| \rho \|_{L^\gamma(\Omega)} \| \nabla \phi \|_{L^{\gamma + \frac{12}{6} \gamma}(\mathcal{U})} \lesssim \| \nabla \phi \|_{L^{\gamma + \frac{12}{6} \gamma}(\Omega)} h^{\frac{5\gamma - 12}{6\gamma}} \]
\[ (5.8) \]

where \( \mathcal{U} = \bigcup_{K \in T, \mathcal{E}(K) \cap \mathcal{E}_{\text{in}} \neq \emptyset} K \). Indeed, in the passage from the first to the second line, we have used trace estimates (8.16), (8.17) together with the first line in (8.4), and for the rest the Hölder’s inequalities as well as the fact that the Lebesgue measure \( |\mathcal{U}| \) of \( \mathcal{U} \) is \( \approx h \).

5. Resuming the results of calculations in (5.4–5.8) yields the first statement of Lemma 5.1. Formulas (5.3) and (5.2) are thus proved.

6. Due to (2.15) and integration by parts, equation (5.3) can be rewritten, in particular, in the form

\[ \int_0^T \int_\Omega (D_t \phi - \rho \cdot \nabla_x \phi) \, dx \, dt + \int_0^T \int_{\Gamma_{\text{out}}} \rho u_B \cdot n \phi \, dS_\tau \, dt \]
\[ + \int_0^T \int_{\Gamma_{\text{in}}} \rho_B u_B \cdot n \phi \, dS_\tau \, dt = \int_0^T \langle R^C_\rho(t), \phi \rangle \, dt \]

with any \( \phi \in C^1([0, T] \times \Omega) \).

By virtue of (4.4), (4.9)

\[ \left| \int_\Omega \rho u \cdot \nabla_x \phi \, dx \right| \lesssim \| \nabla \phi \|_{L^2(I; L^{\frac{6\gamma}{\gamma + \frac{12}{6} \gamma}}(\Omega))} \lesssim \| \nabla \phi \|_{L^2(I; L^{\gamma + \frac{12}{6} \gamma}(\Omega))}, \]

\( \Box \) Springer
where we have used the continuous imbedding \( L^{\frac{6\gamma}{\gamma-6}}(\Omega) \hookrightarrow L^{\frac{6\gamma}{\gamma-6}}(\Omega) \). Seeing that, due to the trace theorem and the continuous imbedding \( W^{1,\frac{6\gamma}{\gamma-6}}(\Omega) \hookrightarrow W^{1,\frac{6\gamma}{\gamma-6}}(\Omega) \),

\[
\left| \int_{\Gamma_{\text{out}}} \varrho \mathbf{u}_B \cdot \mathbf{n} \phi \, dS \right| \lesssim \| \varrho \|_{L^{\frac{1}{\gamma}}(\partial \Omega)} \| \phi \|_{L^{\frac{1}{\gamma}}(\partial \Omega)} \]

we can rewrite the latter equation as identity (5.1). This yields the second statement of Lemma 5.1. The lemma is proved.

### 5.2 Momentum equation

The goal of this section is to prove the following lemma.

**Lemma 5.2** (Consistency for the momentum equation) Let \( h = \Delta t \) and let the pressure satisfy assumptions (1.7–1.8) with \( \gamma > 3 \). Suppose that \( \omega > 0 \). Then we have:

1. For any \( \beta \in (0, \min\left\{ \frac{1}{2}, \frac{2\gamma-6}{\gamma} \right\}) \) there exists \( q_0 > 1 \) such that for any \( q \in [1, q_0] \) there exists \( \alpha_M = \alpha_M(\beta, q, \omega) > 0 \), such that any numerical solution of problem (3.1–3.4) satisfies the momentum equation in the variational form,

\[
\int_\Omega \varrho \hat{v} \cdot \phi(\tau, x) \, dx - \int_\Omega \varrho^0 \hat{v} \cdot \phi(0, x) \, dx - \int_0^\tau \int_\Omega \left[ \varrho \hat{v} \cdot \partial_t \phi + (\varrho \mathbf{u} \otimes \hat{u} + p_h(\varrho)) : \nabla_x \phi \right] \, dx \, dt + \int_0^\tau \int_\Omega \mathbf{S}(\nabla_h \mathbf{u}) : \nabla_x \phi \, dx \, dt - \int_\Omega \mathbf{S} (p_h(\varrho)) \, dx = < R_{h,\Delta t}^M(\tau), \phi > \quad \text{in} \quad (0, T]
\]

with any \( \tau \in (0, T] \) and all \( \phi \in C^1([0, T] \times \Omega, R^3) \), where the remainder \( R_{h,\Delta t}^M(t) \) satisfies

\[
\left| \left< R_{h,\Delta t}^M, \phi \right> \right| \lesssim h^{\alpha_M} r_h^M(t) \| \nabla_x \phi \|_{L^{\frac{1}{\gamma}}(\Omega)}, \quad \| r_h^M \|_{L^q(0,T)} \lesssim 1.
\]

2. Alternatively, (5.9) can be rewritten as follows:

\[
\int_\Omega D_t(\varrho \hat{v}) \cdot \phi \, dx - \int_\Omega \varrho \mathbf{u} \otimes \hat{u} : \nabla_x \phi \, dx + \int_\Omega \varrho \hat{u} \cdot \nabla_h (\mathbf{u}_B \cdot \phi) \, dx + \int_\Omega \mathbf{S}(\nabla_h \mathbf{u}) : \nabla_x \phi \, dx - \int_\Omega p_h(\varrho) \text{div}_x \phi \, dx = < R_{h,\Delta t}^M, \phi > \quad \text{in} \quad (0, T]
\]

with any \( \phi \in C^1([0, T] \times \Omega) \).
Remark 5.2 Visiting the proof of Lemma 5.2 we find that

\[
\alpha M \geq \min \left\{ \omega, \frac{1}{2} - \frac{\beta}{4}, \frac{2\gamma - 6}{\gamma}, \frac{5\gamma - 12}{6\gamma} \right\}
\]

with the choice \( q = 1 \).

Proof of Lemma 5.2 We take

\[
\tilde{\phi}(t), \, \phi \in C_c^1([0, T] \times \Omega; \mathbb{R}^3),
\]

as a test function in the discrete momentum equation (3.4). Seeing that, in accordance with (8.14), (8.15),

\[
\int_{\Omega} \mathcal{S}(\nabla_h u^k) : \nabla \tilde{\phi} \, dx = \int_{\Omega} \mathcal{S}(\nabla_h v^k) : \nabla \phi \, dx,
\]

\[
\int_{\Omega} p(q^k)\text{div}_h \phi \, dx = \int_{\Omega} p(q^k)\text{div}_x \phi \, dx,
\]

we may rewrite (3.4)—by using the formula (8.24) and rearranging conveniently several terms—and thus obtain the first identity (5.11) and then (5.9) integrating (5.11) by parts, where

\[
< R^{M}_{h, \Delta t}, \phi > = \int_{\Omega} D_t(q\tilde{\nu}) \cdot (\phi - \tilde{\phi}) \, dx
\]

\[
+ \sum_{K \in T} \sum_{\sigma \in E(K) \cap E_{int}} \int_{\sigma} (\phi - \tilde{\phi}) \cdot [\{q\tilde{\nu}\}]_{\sigma} \cdot [u_{\sigma} \cdot n_{\sigma, K}] \, dS_{x}
\]

\[
+ \sum_{K \in T} \sum_{\sigma \in E(K)} \int_{\sigma} q(\tilde{\phi} - \phi) \cdot \tilde{v}(u - u_{\sigma}) \cdot n_{\sigma, K} \, dS_{x}
\]

\[
+ \int_{\Omega} q(\phi - \tilde{\phi}) \cdot \text{div}_h u \, dx
\]

\[
+ \int_{\Omega} q\tilde{\nu} \cdot \nabla_h u_B \cdot (\phi - \tilde{\phi}) \, dx + \int_{\Omega} q\tilde{\nu} \cdot \nabla \phi \cdot (u_B - \tilde{u}_B) \, dx
\]

\[
-h^{\omega} \sum_{\sigma \in E_{int}} \int_{\sigma} [q^k]_{\sigma} [\tilde{u}^k]_{\sigma} [\tilde{\phi}]_{\sigma} \, dS_x
\]

\[
+ \sum_{\sigma \in E_{in}} \int_{\sigma} (q_B - q) u_{B, \sigma} \cdot n_{\sigma} \tilde{u} \cdot (\phi - \tilde{\phi}) = \sum_{i=1}^{8} I_i
\]

We refer the reader to [54, Formulas (7.1) and (7.2)] for more details. Our goal is to estimate conveniently all terms in \(< R_{h, h}^{M}, \phi >\).
1. Most terms in \( < R_{h, \Delta t}^M (t), \phi > \) contain the expression \( \phi - \hat{\phi} \). We notice that by virtue of (8.3), (8.6), (8.5),

\[
\| \phi - \hat{\phi} \|_{L^q(\Omega)} \lesssim h \| \nabla_x \phi \|_{L^q(\Omega)}, \quad 1 \leq q \leq \infty.
\]

2. Estimate of the term with the time derivatives \((I_1)\): For the error in the time derivative, we obtain

\[
\left| \int_\Omega D_t (\rho \hat{v}) \cdot (\phi - \hat{\phi}) \, dx \right| \lesssim h^{1 - \frac{\beta}{2}} A_h, \quad A_h \text{ bounded in } L^2 (0, T). \quad (5.12)
\]

Indeed, we split the term \( \int_\Omega D_t (\rho^k \hat{v}^k) \cdot (\phi - \hat{\phi}) \, dx \) into two parts,

\[
\int_\Omega \sqrt{\rho^{k-1} - \rho} \sqrt{\rho^{k-1} - \rho} \frac{\hat{v}^k - \hat{v}^{k-1}}{\Delta t} \cdot (\phi - \hat{\phi}) \, dx + \int_\Omega \frac{\hat{v}^k - \hat{v}^{k-1}}{\Delta t} \cdot (\phi - \hat{\phi}) \, dx,
\]

where, by virtue of Hölder’s inequality, for any \( \gamma > 1 \), the first term is bounded by

\[
\lesssim h (\Delta t)^{-1/2} \| \rho^{k-1} \|_{L^\gamma(\Omega)}^{1/2} \left( \Delta t \int_\Omega \left( \frac{\rho^{k-1} - \rho^{k-1}}{\Delta t} \right)^2 \, dx \right)^{1/2} \| \nabla_x \phi \|_{L^\gamma(\Omega)} \]

while the second one is

\[
\lesssim h^{1 - \frac{\beta}{2}} (\Delta t)^{-1/2} \left( \Delta t \int_\Omega \left( \frac{\rho^{k-1} - \rho^{k-1}}{\Delta t} \right)^2 \, dx \right)^{1/2} \| \rho^{k-1} \|_{L^6(\Omega; R^3)} \| \nabla_x \phi \|_{L^3(\Omega)} \]

where the integrals of both expressions are controlled by means of (4.10).

3. Estimate of the term with the jump of \( \rho \hat{v} \) \((I_2)\): This essentially amounts to estimate two terms,

\[
I_{2,1} = \sum_{K \in T} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \int_\sigma Q_{\sigma, n_{\sigma, K}}^+ (\phi - \hat{\phi}) \cdot [\hat{v}] |_{\sigma, n_{\sigma, K}} [u_{\sigma} \cdot n_{\sigma, K}]^{-1} dS_x
\]

and

\[
I_{2,2} = \sum_{K \in T} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \int_\sigma (\phi - \hat{\phi}) \cdot \hat{v}_{\sigma, n_{\sigma, K}}^{-1} [\hat{v}] |_{\sigma, n_{\sigma, K}} [u_{\sigma} \cdot n_{\sigma, K}]^{-1} dS_x,
\]

where

\[
|I_{2,1}| \lesssim \left[ \sum_{K \in T} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \int_\sigma Q_{\sigma, n_{\sigma, K}}^+ |[\hat{v}]|^2 |_{\sigma, n_{\sigma, K}} [u_{\sigma} \cdot n_{\sigma, K}]^{-1} dS_x \right]^{1/2}
\]

\( \Xi \) Springer
\[ \times \left[ \sum_{K \in \mathcal{T}} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \int_{\sigma} Q^+_{\sigma, n_{\sigma, K}} \left( \phi - \tilde{\phi} \right)^2 \left[ [u_{\sigma} \cdot n_{\sigma, K}]^- \right] |dS_x| \right]^{1/2} \] (5.13)

with the first term in the product controlled by (4.11) in \( L^2((0, T)) \), while

\[ |I_{2,2}| \lesssim \left[ h^\beta \sum_{K \in \mathcal{T}} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \int_{\sigma} \left[ |\delta\right]^2_{\sigma, n_{\sigma, K}} \left[ [u_{\sigma} \cdot n_{\sigma, K}]^- \right] |dS_x| \right]^{1/2} \]

\[ \times \left[ h^{-\beta} \sum_{K \in \mathcal{T}} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \int_{\sigma} (\phi - \tilde{\phi})^2 \cdot \left[ \tilde{v}_{\sigma, n_{\sigma, K}} \right]^2 \left[ [u_{\sigma} \cdot n_{\sigma, K}]^- \right] |dS_x| \right]^{1/2} \] (5.14)

with the first term in the product controlled by (4.12), i.e. belonging to \( L^2((0, T)) \).

It will be therefore enough to estimate the expressions under the second square roots of \( I_{2,1}, I_{2,2} \), respectively, and to consider only their “leading parts” (with \( u \) replaced by \( v \)).

We have, if \( \gamma > 3 \), compare with (5.5),

\[ \left| \sum_{K \in \mathcal{T}} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \int_{\sigma} Q^+_{\sigma, n_{\sigma, K}} \left( \phi - \tilde{\phi} \right)^2 \left[ [v_{\sigma} \cdot n_{\sigma, K}]^- \right] |dS_x| \right| \]

\[ \lesssim \sum_{K \in \mathcal{T}} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \left\| \phi - \tilde{\phi} \right\|^2_{L^\gamma(\sigma)} \|Q\|_{L^\gamma(\sigma)} \left\| v \right\|_{L^{\gamma}(\sigma)} \]

\[ \lesssim h \sum_{K \in \mathcal{T}} \|Q\|_{L^\gamma(K)} \left\| v \right\|_{L^{\gamma}(K)} \left\| \nabla \phi \right\|^2_{L^\gamma(K)} \]

\[ \lesssim h^{1 + \min\{0, \frac{3(\gamma - 3)}{\gamma} - \frac{1}{2}\}} \left\| v \right\|_{L^6(\Omega)} \left\| \nabla \phi \right\|^2_{L^\gamma(\Omega)}. \] (5.15)

Likewise

\[ h^{-\beta} \sum_{K \in \mathcal{T}} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \int_{\sigma} (\phi - \tilde{\phi})^2 \left[ \tilde{v}_{\sigma, n_{\sigma, K}} \right]^2 \left[ [v_{\sigma} \cdot n_{\sigma, K}]^- \right] |dS_x| \]

\[ \lesssim h^{1 - \beta} \left\| v \right\|^3_{L^{\nu/2}(\Omega)} \left\| \nabla \phi \right\|^2_{L^\gamma(\Omega)} \]

\[ \lesssim h^{1 - \beta + \min\{0, \frac{3\nu - 6}{\nu} - \frac{3}{2}\}} \int_{(\Delta t)^{\frac{1}{2}}}^{(\Delta t)^{\frac{1}{2}}} \left\| (\Delta t)^{\frac{1}{3}} \left[ \frac{1 + \nu}{1 + \nu / 3} \right] v \right\|^3_{L^6(\Omega)} \left\| \nabla \phi \right\|^2_{L^\gamma(\Omega)}, \quad \varepsilon > 0, \] (5.16)

where \( \|(\Delta t)^{\frac{1}{2}} \left[ \frac{1 + \nu}{1 + \nu / 3} \right] v \|^3_{L^6(\Omega)} \) is bounded in \( L^{1+\varepsilon/3}(0, T) \) according to (8.21). Clearly, if \( \gamma > 3 \) and \( 0 < \beta < \min\{\frac{1}{2}, \frac{2\gamma - 6}{\gamma}\} \) then \( \varepsilon > 0 \) can be chosen so small that \( 1 - \beta + \min\{0, \frac{3\nu - 6}{\nu} - \frac{3}{2}\} - \frac{1}{2} \frac{1 + \nu}{1 + \nu / 3} > 0 \).
4. The upper bound of the third term \((I_3)\) is determined by the upper bound of

\[
| \sum_{K \in T} \sum_{\sigma \in \mathcal{E}(K)} \int_\sigma \varrho (\phi - \hat{\phi}) \cdot \hat{\nu} (v - v_\sigma \cdot n_{\sigma,K}) \, dS_x |.
\]

If \(\gamma > 3\) it is bounded by

\[
\sim h \| \varrho \|_{L^{3\gamma/(\gamma - 3)}(\Omega)} \| v \|_{L^6(\Omega)} \| \nabla_x \phi \|_{L^\gamma(\Omega)}
\]

where \(\|(\Delta t)^{1/2} \nabla_h v\|_{L^2(\Omega)}^2\) is bounded in \(L^{2+\varepsilon}(0,T)\).

5. The bounds of term \(I_4\) are determined by the bounds of

\[
| \int_\Omega \varrho (\phi - \hat{\phi}) \cdot \nabla_h v \, d\Omega |.
\]

They are exactly the same as in the previous case. The same is true for the terms \(I_5-I_6\), since they have the same structure.

6. The artificial viscosity term \(|I_7| = h^\omega | \sum_{\sigma \in \mathcal{E}_{\text{int}}} \int_\sigma \left( \varrho \tilde{k} \right) [\hat{\nu}]_{\sigma} \tilde{\psi} \sigma \, dS_x |\) is bounded by

\[
h^\omega \| \varrho \|_{L^{3\gamma/(\gamma - 12)}(\Omega)} \| u \|_{L^6(\Omega)} \| \nabla_x \phi \|_{L^\gamma(\Omega)}. \quad (5.18)
\]

7. The last term to be evaluated is the boundary term whose decay is determined by

\[
I_8 = \sum_{\sigma \in \mathcal{E}_{\text{int}}} \int_\sigma (Q_B - \varrho) u_{B,\sigma} \cdot n_\sigma \hat{\nu} \cdot (\hat{\phi} - \phi) \, dS_x
\]

We have, by the same reasoning (5.8) for the similar term (again we write \(|Q_B - \varrho| \leq Q_B + \varrho\) and consider only the more difficult term with \(\varrho\) instead of \((Q_B - \varrho)\), without loss of generality): If \(\gamma \geq 12/5\), the absolute value admits the bound

\[
\sim h^{5\gamma - 12/6\gamma} \| \varrho \|_{L^\gamma(\Omega)} \| v \|_{L^6(\Omega)} \| \nabla_x \phi \|_{L^\gamma(\Omega)}. \quad (5.19)
\]

Putting together (5.12–5.19) finishes the proof of Lemma 5.2.

6 Improved estimates of density

As already mentioned, from the existence proofs of weak solutions in the continuous case we know that the uniform estimates derived in Lemma 4.2 are not enough to pass to the limit in the term containing \(p(\varrho)\) in the momentum equation. The first
step in order to perform this task is to improve the integrability of the pressure from \(L^\infty(I; L^1(\Omega))\) to \(L^p(I \times \Omega)\) with some \(p > 1\). We have to do the same also on the discrete level.

Mimicking the continuous case, we shall use the explicit solution known as Bogovskii’s operator \(B\), see Bogovskii [3]. Its properties are recalled in Lemmas 8.4, 8.5.

The pressure estimates are obtained by taking

\[
\phi = B \left[ \varrho_h - \frac{1}{|\Omega|} \int_{\Omega} \varrho_h \, dx \right]
\]

in the discrete momentum equation (5.11) \((\phi \in L^\infty(I; W^{1,r}_0(\Omega)))\) by virtue of (8.29) and (4.4), and it is hence admissible test function, cf. (5.10):

\[
\begin{align*}
\int_0^T \int_{\Omega} p(\varrho) \varrho \, dx \, dt + h^\beta \int_0^T \int_{\Omega} \varrho^3 \, dx \, dt \\
= \frac{1}{|\Omega|} \int_{\Omega} \varrho \, dx \int_0^T \int_{\Omega} p_h(\varrho) \, dx \, dt \\
+ \int_{\Omega} \varrho \hat{v} \cdot B \left[ \varrho - \frac{1}{|\Omega|} \int_{\Omega} \varrho \, dx \right] (T, \cdot) \, dx \\
- \int_{\Omega} \varrho^0 \hat{v}^0 \cdot B \left[ \varrho^0 - \frac{1}{|\Omega|} \int_{\Omega} \varrho^0 \, dx \right] \, dx \\
- \int_0^T \int_{\Omega} \varrho(t - \Delta t) \hat{v}(t - \Delta t) \cdot B[D_t \varrho(t)] \, dx \, dt \\
- \int_0^T \left\langle R_{h,h}^M, B \left[ \varrho - \frac{1}{|\Omega|} \int_{\Omega} \varrho \, dx \right] \right\rangle \, dt \\
- \int_0^T \int_{\Omega} (\varrho u \otimes \hat{u}) : \nabla_x B \left[ \varrho - \frac{1}{|\Omega|} \int_{\Omega} \varrho \, dx \right] \, dx \, dt \\
+ \int_0^T \int_{\Omega} \varrho \hat{u} \cdot \nabla_h (u_B \cdot B \left[ \varrho - \frac{1}{|\Omega|} \int_{\Omega} \varrho \, dx \right]) \, dx \, dt \\
+ \int_0^T \int_{\Omega} S(\nabla_h u) : \nabla_x B \left[ \varrho - \frac{1}{|\Omega|} \int_{\Omega} \varrho \, dx \right] \, dx \, dt,
\end{align*}
\]

where we have used the discrete “integration by parts”

\[
\begin{align*}
\int_0^T \int_{\Omega} D_t(\varrho \hat{v}) \cdot B \left[ \varrho - \frac{1}{|\Omega|} \int_{\Omega} \varrho \, dx \right] \, dx \, dt \\
= - \int_0^T \int_{\Omega} \varrho(t - \Delta t) \hat{v}(t - \Delta t) \cdot B[D_t \varrho(t)] \, dx \, dt \\
+ \int_{\Omega} \varrho_h \hat{v} \cdot B \left[ \varrho - \frac{1}{|\Omega|} \int_{\Omega} \varrho \, dx \right] (T, \cdot) \, dx \\
- \int_{\Omega} \varrho^0 \hat{v}^0 \cdot B \left[ \varrho^0 - \frac{1}{|\Omega|} \int_{\Omega} \varrho^0 \, dx \right] \, dx.
\end{align*}
\]
We observe that the expression on the right-hand side of (6.1) is bounded uniformly for $h \to 0$. Indeed: Due to (8.1) and (4.9),

\[
\tilde{v} \text{ is bounded in } L^2(I; L^6(\Omega)).
\] (6.3)

By virtue of (4.4), (6.3) (and, in combination eventually with (1.4)),

\[
\varrho \tilde{v}, \varrho \tilde{u} \text{ are bounded in } L^\infty(I; L^{\frac{2\gamma}{\gamma+1}}(\Omega)) \cap L^2(I; L^{\frac{6\gamma}{7}}(\Omega)).
\] (6.4)

Further,

\[
\varrho u \otimes \tilde{u}, \varrho \tilde{u} \otimes \tilde{u}, \text{ is bounded in } L^2(I; L^{\frac{6\gamma}{5\gamma-8}}(\Omega)) \cap L^1(I; L^{\frac{3\gamma}{\gamma+3}}(\Omega)).
\] (6.5)

Moreover, thanks to (4.4), (5.10), (8.29),

\[
\int_0^T \left\langle R_{h,h}^M, B \left[ \varrho h - \frac{1}{|\Omega|} \int \varrho h \, dx \right] \right\rangle \, dt \to 0 \text{ as } h \to 0.
\]

and by (5.3) and (8.30)

\[
B[D_t \varrho] \text{ is bounded in } L^2 \left( I; L^{\frac{6\gamma}{5\gamma-6}}(\Omega) \right).
\]

Employing these facts and the Hölder inequality in each term at the right hand side of (6.1), we show that it is bounded. As a conclusion, we have,

\[
\| \varrho \|_{L^{\gamma+1}(I \times \Omega)} \lesssim 1, \quad \| h^{\beta/3} \varrho \|_{L^3(I \times \Omega)} \lesssim 1.
\] (6.6)

### 7 Convergence

We denote by $[\varrho_h, \mathbf{u}_h = \mathbf{v}_h + \tilde{\mathbf{u}}_B], h > 0$ a sequence of numerical solution to the scheme (3.1–3.4) where we extend $\mathbf{v}_h$ by 0 outside $\Omega$. We want to show that there is a subsequence with weak limit $[\varrho, \mathbf{u}]$, such that the couple $[\varrho, \mathbf{u}]$ is a weak solution of the continuous problem (1.1–1.5) in the sense of Definition 1.1.

#### 7.1 Weak limits: continuity equation

Recalling regularity (1.3–1.4) of the initial and boundary data, we deduce from (8.2–8.3), (8.5) (8.6),

\[
\varrho_{B,h} \to \varrho_B \text{ in } L^q(\Omega) \text{ and } L^q(\partial \Omega), 1 \leq q \leq \infty, \quad \mathbf{u}_{B,h} \to \mathbf{u}_B, \quad \mathbf{v}_h \mathbf{u}_{B,h} \to \nabla \mathbf{u}_B \text{ in } L^q(\Omega), 1 \leq q \leq \infty, \quad \varrho^0_h \to \varrho_0 \text{ in } L^q(\Omega), \quad \mathbf{u}^0_h \to \mathbf{u}_0 \text{ in } L^q(\Omega), 1 \leq q \leq \infty.
\] (7.1)
Recalling \((4.9)\) and \((6.3)\), we infer

\[
\hat{v}_h \to v, \quad v_h \to v \quad \text{in } L^2(0, T; L^6(\Omega)),
\]

where the limit of both sequences is the same by virtue of \((8.5)\). Further,

\[
\int_{\Omega} v_h \nabla_x \phi \, dx = - \int_{\Omega} \nabla_h v_h \phi \, dx + I^1_h + I^2_h, \quad \phi \in C^1((0, T) \times \overline{\Omega}),
\]

where

\[
I^1_h := \sum_{K \in T} \sum_{\sigma \in E(K)} \int_{\sigma} v_h n_{\sigma,K} \phi dS_x
\]

\[
= \sum_{K \in T} \sum_{\sigma \in E(K) \cap E_{\text{ext}}} \int_{\sigma} (v_h - v_{h,\sigma}) n_{\sigma,K} (\phi - \phi_{\sigma}) dS_x,
\]

admit the bounds

\[
|I^1_h| \lesssim h \|v_h\|_{L^2(0,T;L^2(\Omega))} \|\nabla\phi\|_{L^2(0,T;W^{1,2}(\Omega))}, \quad |I^2_h| \lesssim h^{1/3} \|v_h\|_{L^2(0,T;L^2(\Omega))} \|\nabla\phi\|_{L^2(0,T;W^{1,2}(\Omega))}
\]

by virtue of the Hölder inequality, trace estimates \((8.16–8.17)\), the first inequality in \((8.3)\), and in the second estimate also the standard Sobolev imbedding \(W^{1,2}(\Omega) \hookrightarrow L^6(\Omega)\), the fact that \(v_h \in V_0(\Omega; R^3)\) and that \(|\cup_{K \cap E_{\text{ext}} \neq \emptyset} K| \lesssim h\). We deduce from this and from \((4.9)\),

\[
\nabla_h v_h \to \nabla_x v \quad \text{in } L^2(0, T; L^2(\Omega)), \quad \text{and } v \in L^2(0, T; W^{1,2}_0(\Omega)).
\]

It is the consequence of \((2.15)\) and \((4.4)\), \((4.9)\), \((6.6)\) resp. \((6.4)\), \((6.3)\), and \((8.5)\) that, in particular,

\[
\partial_t v_h \quad \text{is bounded in } L^\infty(0, T; L^{\gamma}(\Omega)) \cap L^{\gamma+1}(0, T) \times \Omega),
\]

\[
\partial_t \hat{v}_h, \quad v_h \hat{v}_h \quad \text{is bounded in } L^\infty(0, T; L^{2\gamma}(\Omega)) \cap L^2(0, T; L^{6\gamma/(\gamma+6)}(\Omega)),
\]

\[
\partial_t \hat{v}_h \quad \text{is bounded in } L^2(0, T; L^{6\gamma/(\gamma+6)}(\Omega)),
\]

\[
\partial_t \hat{v}_h \hat{v}_h \quad \text{is bounded in } L^2(0, T; L^{6\gamma/(\gamma+3)}(\Omega)).
\]

We make a little detour and calculate by using \((2.15)\) and \((4.10)\),

\[
\|\partial_h - \partial_h\|_{L^1(0,T)} \lesssim \int_0^T \|\partial_h(t - \Delta t) - \partial_h(t)\|_{L^1(\Omega)} dt \lesssim (\Delta t)^{1/2} h^{-\frac{\beta}{2}},
\]

\(^7\) All convergences in this section hold for a chosen subsequences of the original sequence; for the sake of simplicity, we do not relabel.
\[ \| \varrho_h \hat{\mathbf{u}}_h - \varrho_h \tilde{\mathbf{u}}_h \|_{L^1((0,T) \times \Omega)} \lesssim \int_0^T \| \varrho_h \tilde{\mathbf{u}}_h(t - \Delta t) \|_{L^1(\Omega)} \, dt \lesssim (\Delta t)^{1/2} h^{-\frac{\beta}{2}}. \tag{7.6} \]

We also recall the interpolation formula
\[ \| z \|_{L^2(0,T;L^2(\Omega))} \lesssim \| z \|_{L^\infty(0,T;L^1(\Omega))}^{\alpha} \| z \|_{L^1(0,T;L^1(\Omega))}^{(1-\alpha)} \lesssim \frac{1}{2} = \alpha + \frac{(1-\alpha)(\gamma + 6)}{6\gamma}. \tag{7.7} \]

This will become useful later.

Let us come back with (4.4), (4.5) and (6.4) to the continuity equation (5.1). We find that for all \( \phi \in C^1_c(\Omega) \),
\[ \int_{\Omega} \varrho(t) \phi \, dx = A_h^\phi(t) + B_h^\phi(t), \]
where
\[ \tau \mapsto A_h^\phi(\tau) = \int_{\Omega} \varrho^0(0) \, dx + \int_0^\tau \int_{\Omega} \varrho \hat{\mathbf{u}} \cdot \nabla x \phi \, dx \, dt \]
is equi-bounded and equi-continuous in \( C([0,T]) \), while
\[ \tau \mapsto B_h^\phi(\tau) = \int_0^\tau < R_h^C(t), \phi > \, dt \rightarrow 0 \text{ in } C([0,T]) \]
by virtue of (5.2). Consequently, by density of \( C^1_c(\Omega) \) in \( L^{\gamma'}(\Omega) \) and by the Arzela–Ascoli type argument, we get
\[ \varrho_h \rightarrow \varrho \text{ in } C_{\text{weak}}([0,T]; L^{\gamma}(\Omega)) \text{ and in } L^a(0,T; W^{-1,2}(\Omega)), 1 \leq a < \infty, \tag{7.8} \]
where we have used the compact imbedding \( L^{\gamma}(\Omega) \hookrightarrow W^{-1,2}(\Omega) \), estimate (4.4) and the Lebesgue dominated convergence theorem to deduce from the first convergence relation the second one. Recalling the bounds (6.4), (7.5) and writing
\[ \mathbf{v}_h = [\mathbf{v}_h]_h + (\mathbf{v}_h - [\mathbf{v}_h]_h), \]
with \([\cdot]_h\) denoting the standard mollification with a regularizing kernel, and realizing that, according to (8.13)
\[ [\mathbf{v}_h]_h \rightharpoonup \mathbf{v} \text{ in } L^2(0,T; W^{1,2}(\Omega)), \quad \| \mathbf{v}_h - [\mathbf{v}_h]_h \|^2_{L^2(\Omega)} \lesssim h^2 \| \nabla_h \mathbf{v}_h \|^2_{L^2(\Omega)} \tag{7.9} \]
we infer, seeing the last line in (7.5)

\[ \rho_h \mathbf{v}_h \rightharpoonup \mathbf{v} \text{ in } L^2(0, T; L^{\frac{6\gamma}{\gamma+6}}(\Omega)), \]  

(7.10)

Employing (6.4), (7.1), (7.5), (7.6), (7.7) with \( z = \rho_h - \rho_h \) and (8.5), we deduce from (7.10),

\[ \rho_h \mathbf{u}_h \rightharpoonup \mathbf{u} \text{ in } L^\infty(0, T; L^\frac{2\gamma}{\gamma+1}(\Omega)), \quad \mathbf{u} = \mathbf{v} + \mathbf{u}_B. \]  

(7.11)

Last but not least, due to estimate (4.9),

\[ \rho_h \mathbf{v} \text{ in } L^\gamma(0, T; L^\gamma(\Omega \times \partial \Omega, |\mathbf{u}_B \cdot \mathbf{n}|dS_x)). \]  

(7.12)

Finally, due to Lemma 5.1

\[ \int_0^\tau < R_h^C, \phi > \, dt \to 0 \text{ as } h \to 0. \]

At this stage we can pass to the limit in the consistency formulation (5.1) of the continuity equation in order to obtain the weak formulation (1.11).

### 7.2 Convergence in the momentum equation starts

According to (1.8), (6.6),

\[ p(\rho_h) \rightharpoonup p(\mathbf{v}) \text{ in } L^\frac{\gamma+1}{\gamma}(I \times \Omega)), \]  

(7.13)

where here and in the sequel \( \overline{g}(\mathbf{r}, \mathbf{v}, \nabla \mathbf{v}) \) denotes a weak limit of the sequence \( g(\rho_h, \mathbf{v}_h, \nabla \mathbf{v}_h) \) (in \( L^1(I \times \Omega) \)). Coming back with (4.8–4.9), (5.10), (6.5), (7.13) to the momentum equation (5.9), we obtain by the same Arzela–Ascoli type arguments—compare with (7.8)

\[ \mathbf{q}_h \to \mathbf{q} \text{ in } C_{\text{weak}}([0, T]; L^\frac{2\gamma}{\gamma+1}(\Omega)) \text{ and in } L^a(0, T; W^{-1,2}(\Omega)), \quad 1 \leq a < \infty, \quad \mathbf{q}_h = \rho_h \mathbf{v}_h \]  

(7.14)

where, due to (7.11) and (7.6),

\[ \mathbf{q} = \mathbf{r} \mathbf{v} \text{ a.e. in } (0, T) \times \Omega. \]

Evidently, due to (7.1) and (7.14),

\[ \mathbf{m}_h := \rho_h \mathbf{u}_h \to \mathbf{m} \text{ in } C_{\text{weak}}([0, T]; L^\frac{2\gamma}{\gamma+1}(\Omega)), \]  

(7.15)
where
\[ m = ru \text{ a.e. in } (0, T) \times \Omega \text{ and } u = v + u_B. \]

Now, reasoning as in (7.9), (7.10) we get,
\[ \varrho_h \hat{u}_h \otimes u_h \rightharpoonup ru \otimes u \text{ in } L^2(0, T; L^{\frac{6\gamma}{3\gamma+3}}(\Omega)), \] (7.16)
where we have used also the last line in (7.5). Finally, by virtue of (6.4), (6.5) the last line in (7.5), (7.6), (7.7) with \( z = \varrho_h \hat{u}_h - \varrho_h \hat{u}_h \) and (8.5), we deduce from (7.16)
\[ \varrho_h \hat{u}_h \otimes \hat{u}_h \rightharpoonup ru \otimes u \text{ in } L^2(0, T; L^{\frac{6\gamma}{3\gamma+3}}(\Omega)). \] (7.17)

Now, we are ready to pass to the limit in the momentum equation (5.9). We obtain
\[
\int_{\Omega} q \cdot \phi(\tau, x) \, dx - \int_{\Omega} r_0 v_0 \cdot \phi(0, x) \, dx \\
= \int_{0}^{\tau} \int_{\Omega} \left( ru \cdot \partial_t \phi + ru \otimes u : \nabla_x \phi + \overline{p(r)} \text{div}_x \phi \\
- ru \cdot \nabla(u_B \cdot \phi) - S(\nabla_x u) : \nabla_x \phi \right) \, dx \, dt,
\] (7.18)
where we have used also (5.10). According to (1.11),
\[
\int_{0}^{\tau} \int_{\Omega} ru \cdot \nabla(u_B \cdot \phi) \, dx \, dt = - \int_{0}^{\tau} \int_{\Omega} ru_B \cdot \partial_t \phi \, dx \, dt + \left[ \int_{\Omega} ru_B \cdot \phi \, dx \right]_{0}^{\tau},
\] we obtain from (7.18) the formulation
\[
\int_{\Omega} m \cdot \phi(\tau, x) \, dx - \int_{\Omega} r_0 u_0 \cdot \phi(0, x) \, dx = \\
= \int_{0}^{\tau} \int_{\Omega} \left( ru \cdot \partial_t \phi + ru \otimes u : \nabla_x \phi + \overline{p(r)} \text{div}_x \phi - S(\nabla_x u) : \nabla_x \phi \right) \, dx \, dt.
\] (7.19)

### 7.3 Effective viscous flux

#### 7.3.1 An integration by parts formula

We denote \( \text{curl} \phi := \nabla \phi - \nabla^T \phi \). It is easy to verify that, for all \( w \in V(\Omega; R^3) \), \( \phi \in W^{1,2}(\Omega; R^3) \),
\[
2 \int_{\Omega} \nabla h w : \nabla_x \phi \, dx = \int_{\Omega} \left( \text{curl}_h w : \text{curl}_x \phi + 2 \text{div}_h w \text{div}_x \phi \right) \, dx + J_h[w, \phi].
\] (7.20)
where

\[
J_h[w, \phi] = 2 \int_\Omega \left( \nabla_h w : \nabla_x^T \phi - \text{div}_h w \text{div}_x \phi \right) \, dx.
\]

We have on one side,

\[
|J_h[w, \phi]| \lesssim \|\nabla_h w\|_{L^2(\Omega)} \|\nabla_x \phi\|_{L^2(\Omega)} \tag{7.21}
\]

simply by the Cauchy-Schwartz inequality, and on the other side

\[
|J_h[w, \phi]| \lesssim h \|\nabla_h w\|_{L^2(\Omega)} \|\nabla_x \phi\|_{W^{1,2}(\Omega)} \text{ provided } w \in V_0(\Omega; \mathbb{R}^3), \phi \in W^{2,2}(\Omega). \tag{7.22}
\]

Indeed, to get (7.22), we calculate by using integration by parts,

\[
\left| J_h[w, \phi] \right| = \left| \sum_{K \in T} \sum_{\sigma \in E(K)} \int_\sigma (w \cdot \nabla_x \phi \cdot n_{\sigma,K} + w \cdot n_{\sigma,K} \text{div}_x \phi) \, dS_x \right|
\]

\[
= \left| \sum_{K \in T} \sum_{\sigma \in E(K)} \int_\sigma ((w - w_{\sigma}) \cdot (\nabla_x \phi - (\nabla_x \phi)_\sigma) \cdot n_{\sigma}
\]

\[+ (w - w_{\sigma}) \cdot n_{\sigma} (\text{div}_x \phi - (\text{div}_x \phi)_\sigma)) \, dS_x \right|
\]

\[
\lesssim h^2 \sum_{K \in T} \sum_{\sigma \in E(K)} \|w - w_{\sigma}\|_{L^2(\sigma)} \|\nabla_x \phi - (\nabla_x \phi)_\sigma\|_{L^2(\sigma)}
\]

\[
\lesssim h \|\nabla_h w\|_{L^2(\Omega)} \|\nabla_x \phi\|_{W^{1,2}(\Omega)},
\]

where we have used the fact that \(w_{\sigma}\) and \(\nabla_x \phi\) are continuous over internal faces, \(w_{\sigma} = 0\) if \(\sigma \in \mathcal{E}_{\text{ext}}\) and (8.3), (8.16–8.17).

At the point of conclusion, we deduce from (7.21–7.22),

\[
\int_{\Omega} \mathcal{S}(\nabla_h u) : \nabla_x \phi \, d\mathbf{x} = \frac{\mu}{2} \int_{\Omega} \text{curl}_h u : \text{curl}_x \phi \, d\mathbf{x} + (2\mu + \lambda)
\]

\[
\int_{\Omega} \text{div}_h u \text{div}_x \phi \, d\mathbf{x} + \frac{\mu}{2} J_h[u, \phi] \quad \tag{7.23}
\]

for all \(\phi \in W_{0}^{1,2}(\Omega),\) where \(u = v + u_B\) and

\[
|J_h[u, \phi]| \lesssim \|\nabla_h u\|_{L^2(\Omega)} \|\nabla_x \phi\|_{L^2(\Omega)}, \quad \tag{7.24}
\]

\[
|J_h[u, \phi]| \lesssim h \|\nabla_h u\|_{L^2(\Omega)} \|\nabla_x \phi\|_{W^{1,2}(\Omega)} \quad \text{if moreover } \phi \in W^{2,2}(\Omega). \quad \tag{7.25}
\]
7.3.2 Testing of momentum equation

1. Testing on the discrete level

We use in (5.11) the functions

$$\phi = \varphi \nabla_x \Delta^{-1}[\varrho_h], \quad \varphi(t, x) = \psi(t)\eta(x), \quad \psi \in C_c^\infty(0, T), \quad \eta \in C_c^\infty(\Omega)$$ (7.26)

where the operator $\nabla_x \Delta^{-1}$ is defined in (8.27) (and $\varrho_h$ si tacitly extended by 0 outside $\Omega$) as test functions in the momentum equation (5.11). Due to Lemmas 8.2–8.3, 5.2 and estimate (4.4), $\phi \in L^\infty(0, T; W_0^{1, \gamma}(\Omega))$ is an admissible test function. We get

$$\int_0^T \int_\Omega \left[ \varphi p_h(\varrho_h)\varrho_h - \mathcal{S}(\nabla_h u_h) : \nabla x \varphi \right] \, dx \, dt$$

$$= - \int_0^T \int_\Omega p_h(\varrho_h)\nabla_x \varphi \cdot \nabla_x \Delta^{-1}[\varrho_h] \, dx \, dt - \int_0^T \left( R_{h,t}^M \varphi \nabla_x \Delta^{-1}[\varrho_h] \right) \, dt$$

$$- \int_0^T \int_\Omega (\varrho_h u_h \otimes \hat{\varphi}_h) : \nabla_x \left( \varphi \nabla_x \Delta^{-1}[\varrho_h] \right) \, dx \, dt$$

$$+ \int_0^T \int_\Omega \varphi D_{\varrho_h}(\varrho_h \hat{\varphi}_h) \cdot \nabla_x \Delta^{-1}[\varrho_h] \, dx \, dt$$

$$+ \int_0^T \int_\Omega \varrho_h \hat{u}_h \cdot \nabla x \varphi \cdot (u_B - \hat{u}_B) \, dx \, dt$$

$$+ \int_0^T \int_\Omega \varrho_h \hat{u}_h \cdot \nabla_h u_B \cdot \varphi \, dx \, dt.$$ (7.27)

Furthermore, employing formula (7.23) at the left-hand side, and the integration by parts formula

$$\int_0^T \int_\Omega \varphi D_{\varrho_h}(\varrho_h \hat{\varphi}_h) \cdot \nabla_x \Delta^{-1}[\varrho_h] \, dx \, dt$$

$$= - \int_0^T \int_\Omega \frac{\varphi(t) - \varphi(t - \Delta t)}{\Delta t}(\varrho_h \hat{\varphi}_h)(t - \Delta t) \cdot \nabla_x \Delta^{-1}[\varrho_h(t)] \, dx \, dt$$

$$- \int_0^T \int_\Omega (\varphi \varrho_h \hat{\varphi}_h)(t - \Delta t) \cdot \nabla_x \Delta^{-1}[D_t \varrho_h(t)] \, dx \, dt$$

$$= - \int_0^T \int_\Omega \frac{\varphi(t) - \varphi(t - \Delta t)}{\Delta t}(\varrho_h \hat{\varphi}_h)(t - \Delta t) \cdot \nabla_x \Delta^{-1}[\varrho_h(t)] \, dx \, dt$$

$$+ \int_0^T \int_\Omega (\varphi \varrho_h \hat{\varphi}_h)(t - \Delta t) \cdot \nabla x \Delta^{-1}[\varrho_h(t)] \, dx \, dt$$

$$+ \int_0^T \int_\Omega (\varphi \varrho_h \hat{\varphi}_h)(t - \Delta t) \cdot \nabla x \Delta^{-1}[R_{h,c}^C(t)] \, dx \, dt,$$ (7.28)
at the right hand side, we obtain
\[
\int_0^T \int_\Omega \varphi \left[ p_h(q_h)q_h - (2\mu + \lambda)q_h \text{div}_h u_h \right] \, dx \, dt
= \mathcal{R}[q_h, u_h] + \mathcal{D}[q_h, u_h] + \mathcal{C}\left[u_h, q_h, q_h \hat{v}_h\right],
\]
where
\[
\mathcal{R}[q_h, u_h] = -\int_0^T \int_\Omega \left[ p_h(q_h)\mathbb{I} - S(\nabla_h u_h) \right] : \left( \nabla_x \varphi \otimes \nabla_x \Delta^{-1}[q_h] \right) \, dx \, dt
- \int_0^T \int_\Omega \varphi(t) - \varphi(t - h) \frac{1}{h} (q_h \hat{v}_h)(t - h) \cdot \nabla_x \Delta^{-1}[q_h(t)] \, dx \, dt
- \int_0^T \int_\Omega (q_h u_h \otimes \hat{v}_h) : \left( \nabla_x \varphi \otimes \nabla_x \Delta^{-1}[q_h(t)] \right) \, dx \, dt
+ \int_0^T \int_\Omega q_h \hat{u}_h \cdot \nabla_h u_B \cdot \phi \, dx \, dt
\]
and
\[
\mathcal{D}[q_h, u_h] = \frac{\mu}{2} \int_0^T J_h[u_h, \phi] \, dt - \int_0^T \left[ R_{h,h}^M, \varphi \nabla_x \Delta^{-1}[q_h] \right] \, dt
+ \int_0^T \int_\Omega (q_h \hat{v}_h)(t - h) \cdot \nabla_x \Delta^{-1}[R_h^C(t)] \, dx \, dt
+ \int_0^T \int_\Omega q_h \hat{u}_h \cdot \nabla_x \phi \cdot (u_B - \hat{u}_B) \, dx \, dt
+ \int_0^T \int_\Omega q_h (\hat{u}_h - u_h) \cdot \nabla_x \phi \cdot u_B \, dx \, dt
+ \int_0^T \int_\Omega \left( (q_h \hat{v}_h)(t - h) - (q_h \hat{v}_h)(t) \right) \cdot \nabla_x \Delta^{-1} \text{div}_x (q_h u_h) \, dx \, dt
\]
and
\[
\mathcal{C}[u_h, q_h, q_h \hat{v}_h] = \int_0^T \int_\Omega \varphi u_h \cdot \left[ q_h \nabla_x \Delta^{-1}\nabla_x \cdot [q_h \hat{v}_h] - (q_h \hat{v}_h \cdot \nabla_x \Delta^{-1}\nabla_x) [q_h] \right] \, dx \, dt.
\]
In the very last identity of the integration by parts formula (7.28), we have used the formulation (5.3) of the continuity equation in order to express \( D_t q_h \). This can be justified by using Lemmas 8.2–8.3.

2. Testing of the limiting momentum equation

Now, we use the function
\[
\phi = \varphi \nabla_x \Delta^{-1}[\tau], \quad \varphi(t, x) = \psi(t)\eta(x), \quad \psi \in C^\infty_c(0, T), \quad \eta \in C^\infty_c(\Omega)
\]
as test function in the momentum equation (7.19). Reasoning in the similar manner as we did when deriving (7.27–7.29), we arrive at

\[
\int_0^T \int_\Omega \left[ \varphi \overline{p}(r) - (2\mu + \lambda) \text{div}_x u \right] \, dx \, dt = \mathcal{G}[r, u] + \mathcal{C}[u, r, rv].
\] (7.30)

where

\[
\mathcal{G}[r, u] = - \int_0^T \int_\Omega \left[ \overline{p}(r) \mathbb{I} - \mathcal{S}(\nabla_x u) \right] \cdot (\nabla_x \varphi \otimes \nabla_x \Delta^{-1}[r]) \, dx \, dt
\]

\[
- \int_0^T \int_\Omega \partial_t \varphi rv \cdot (\nabla_x \Delta^{-1}[r]) \, dx \, dt
\]

\[
- \int_0^T \int_\Omega (ru \otimes v) \cdot (\nabla_x \varphi \otimes \nabla_x \Delta^{-1}[r]) \, dx \, dt
\]

\[
+ \int_0^T \int_\Omega rv \cdot \nabla_x u_B \cdot \varphi \, dx \, dt
\]

and

\[
\mathcal{C}[u, r, rv] = \int_0^T \int_\Omega \varphi u \cdot \left[ rv \Delta^{-1} \nabla_x \cdot [rv] - (rv \cdot \nabla_x \Delta^{-1} \nabla_x \cdot [rv]) \right] \, dx \, dt
\]

3. Effective viscous flux identity

Step 1 Convergence of \( \mathcal{C}[u_h, \varrho_h, \varrho_h \overline{v}_h] \). We set

\[
D_h := D_h[\varrho_h, \varrho_h \overline{v}_h] := \left[ \varrho_h \nabla_x \Delta^{-1} \nabla_x \cdot [\varrho_h \overline{v}_h] - (\varrho_h \nabla_x \Delta^{-1} \nabla_x \cdot \varrho_h)[\varrho_h] \right], \quad D_h
\]

\[
D := D[r, q] := \left[ rv \Delta^{-1} \nabla_x \cdot [q] - (q \cdot \nabla_x \Delta^{-1} \nabla_x \cdot [r]) \right], \quad q = rv.
\]

The goal is to show that

\[
\int_0^T \int_\Omega \varphi v_h \cdot D_h \, dx \, dt \to \int_0^T \int_\Omega \varphi \nabla \cdot D \, dx \, dt.
\] (7.31)

By virtue of (7.5) and in view of (7.6–7.7), the limits of \( \int_0^T \int_\Omega \varphi v_h \cdot D_h \, dx \, dt \) and \( \int_0^T \int_\Omega \varphi v_h \cdot D_h \, dx \, dt \) are the same. It is therefore enough to show

\[
\int_0^T \int_\Omega \varphi v_h \cdot D_h \, dx \, dt \to \int_0^T \int_\Omega \varphi \nabla \cdot D \, dx \, dt.
\]

We shall proceed in several steps:
1. We shall write
\[
\int_0^T \int_\Omega \varphi \left( \mathbf{v}_h \cdot D_h - \mathbf{v} \cdot D \right) \, dx \, dt = \int_0^T \int_\Omega \varphi \left( \mathbf{v}_h - [\mathbf{v}_h]_h \right) \cdot D_h \, dx \, dt \\
+ \int_0^T \int_\Omega \varphi \left( \mathbf{v}_h - [\mathbf{v}_h]_h \right) \cdot D_h \, dx \, dt \\
+ \int_0^T \int_\Omega \varphi \left( [\mathbf{v}_h]_h - [\mathbf{v}]_e \right) \cdot D \, dx \, dt \\
+ \int_0^T \int_\Omega \varphi \left( [\mathbf{v}_h]_h - \mathbf{v}_e \right) \cdot D \, dx \, dt = \sum_{i=1}^5 I^i_h,
\]
where \( \varepsilon > 0 \), and treat each integral separately. In the above and hereafter, \([ f]_e = j_e * f, \varepsilon > 0 \) "sufficiently small", where \( j_e \) is the standard mollifying kernel over the space variables.

2. According to (7.5),
\[
D_h, \quad D \text{ is bounded in } \left. L^\infty(I; L^q(\Omega)) \cap L^2(0, T; L^p(\Omega)) \right.
\] (7.32)
where \( 1 < q < \frac{2y}{y+3} < 2, 6/5 < p < \frac{6y}{y+12} < 6 \). According to (8.13) and interpolation (expressing \( L^{p'}(\Omega) \) via \( L^2(\Omega) \) and \( L^6(\Omega) \) if \( p' \geq 2 \))
\[
\| [\mathbf{v}_h]_h - \mathbf{v}_h \|_{L^2(0,T;L^{p'}(\Omega))} \lesssim h^\alpha, \quad \alpha = 1 \text{ if } p \geq 2, \quad \alpha = \frac{5}{2} - \frac{3}{p} \text{ if } p < 2.
\] (7.33)
Due to (7.32–7.33)
\[
|I^1_h| \to 0.
\] (7.34)

3. By Hölder inequality, (8.13), interpolation and Rellich-Kondrachev theorem,
\[
|I^2_h| \lesssim \int_0^T \| [\mathbf{v}_h]_h - [\mathbf{v}_h]_h \|_{L^{p'}(\Omega)} \| D_h \|_{L^p(\Omega)} \, dt \\
\lesssim \varepsilon^\alpha \int_0^T \| \nabla_h \mathbf{v}_h \|_{L^2(\Omega)}^\alpha \| \mathbf{v}_h \|_{L^6(\Omega)}^{1-\alpha} \| D_h \|_{L^p(\Omega)} \, dt \lesssim \varepsilon^\alpha,
\] (7.35)
where \( \alpha \) is the same as in (7.33).

4. Employing (7.8), (7.15) in combination with Lemma 8.3, and Lemma 8.6, we obtain
\[
\forall t \in [0, T], \quad D_h(t) \rightharpoonup D(t) \text{ in } L^q(\Omega), \quad \text{where } q \text{ is given in (7.32)}.
\]
Since the imbedding \( L^q(\Omega) \hookrightarrow [W^{1,3}(\Omega)]^* \) is compact, we deduce from the above that the convergence is strong in \([W^{1,3}(\Omega)]^*\) for all \( t \in [0, T] \), and consequently, in particular, also strong in \( L^2(0, T; [W^{1,3}(\Omega)]^*) \), i.e.

\[
D_h \to D \text{ in } L^2(0, T; [W^{1,3}(\Omega)]^*),
\]

where the convergence “in time” is handled by the Lebesgue dominated convergence theorem.

On the other hand, since \( \nabla^k_x (j*_h v_h) = \nabla^k_x j*_h v_h \), \( k \in \mathbb{N} \), we have, in particular,

\[
\left\| \left[ [v_h]_h \right]_\varepsilon \right\|_{W^{k,2}(\Omega)} \lesssim c(\varepsilon) \left\| [v_h]_h \right\|_{L^2(\Omega)} \tag{7.37}
\]

(with \( c(\varepsilon) \) eventually singular as \( \varepsilon \to 0^+ \)); whence, by Sobolev imbedding and \( (8.13) \),

\[
\left\| \left[ [v_h]_h \right]_\varepsilon \right\|_{L^2(0, T; W^{1,3}(\Omega))} \lesssim c(\varepsilon).
\]

In view of \((7.36–7.37)\),

\[
|I^3_h| \to 0 \tag{7.38}
\]

5. According to \((8.13)\)

\([v_h]_h \to \mathfrak{w} \text{ in } L^2(0, T; W^{1,2}(\Omega)) \text{ whence in } L^2(0, T; L^6(\Omega)), \text{ where } \mathfrak{w} = \mathfrak{v}.

Consequently,

\[
|I^4_h| = \left| \int_0^T \int_\Omega \left( [v_h]_h - \mathfrak{v} \right) [D]_\varepsilon \, dx \, dt \right| \to 0 \text{ as } h \to 0. \tag{7.39}
\]

6. Finally, by standard properties of mollifiers, \([v]_\varepsilon \to \mathfrak{v} \text{ in } L^2(0, T; L^6(\Omega))\); whence

\[
|I^5_h| \to 0. \tag{7.40}
\]

Resuming the above calculation, we infer,

\[
\mathcal{C}[u_h, \varrho_h, \varrho_h \mathfrak{v}_h] \to \mathcal{C}[u, r, \mathfrak{v}]. \tag{7.41}
\]

**Step 2 Convergence of \( \mathcal{R}[\varrho_h, u_h] \).** In the expression \( \mathcal{R} \), we have grouped the terms which can be handled relatively easily by the standard compactness arguments. Indeed, due to \((7.8)\) and the second formula in Lemma 8.2 we infer

\[
\nabla_x \Delta^{-1} [\varrho_h] \to \nabla_x \Delta^{-1} [\mathfrak{v}] \text{ in } L^p(0, T; C(\overline{\Omega})), \ 1 \leq p < \infty.
\]

\( \square \) Springer
Consequently, recalling (7.2), (7.4), (7.8), (7.13), (7.15), (7.17) we conclude that

\[ \mathfrak{R}(\varrho_h, u_h) \rightarrow \mathfrak{R}(\varrho, u). \]

(7.42)

Step 3 Convergence of \( \mathcal{D}[\varrho_h, u_h] \).

We want to prove that

\[ \mathcal{D}[\varrho_h, u_h] \rightarrow 0. \]

(7.43)

Indeed, for the first term, we write

\[ J_h[u_h, \phi] = -J_h[u_h, \varphi \nabla \Delta^{-1} [\varrho_h]_h] + J_h[u_h, \varphi \nabla \Delta^{-1} [\varrho_h]_h - \varrho_h]. \]

In the above, the absolute value of the first term is bounded from above by

\[ \lesssim h \| \eta \|_{C[0, T]} \| \psi \|_{C^2(\overline{\Omega})} \| \nabla_h u_h \|_{L^2(\Omega)} \| [\varrho_h]_h \|_{L^2(\Omega)} + \| \nabla_x [\varrho_h]_h \|_{L^2(\Omega)} \]

\[ \lesssim h \| \nabla_h u_h \|_{L^2(\Omega)} \| [\varrho_h]_h \|_{L^2(\Omega)} + \| \varrho_h \|_{Q^{1,2}(\overline{\Omega})} \lesssim h^{1-\omega-\beta} A_h, \quad A_h \]

\[ = \| \nabla_h u_h \|_{L^2(\Omega)} (\| \varrho_h \|_{L^2(\Omega)} + h^{1+\omega+\beta} \| \varrho_h \|_{Q^{1,2}(\overline{\Omega})}) \]

due to (7.25) and Lemmas 8.2–8.3 and (8.12), where \( A_h \) is bounded in \( L^1(0, T) \) by virtue of (4.4), (4.9), (4.12), while, from the same reasons, the absolute value of the second term is bounded from above by

\[ \lesssim h \| \eta \|_{C[0, T]} \| \psi \|_{C^1(\overline{\Omega})} \| \nabla_h u_h \|_{L^2(\Omega)} \| [\varrho_h]_h - \varrho_h \|_{L^2(\Omega)} \lesssim h^{1-\omega-\beta} A_h, \]

with \( A_h = \| \nabla_h u_h \|_{L^2(\Omega)} h^{1+\omega+\beta} \| \varrho_h \|_{Q^{1,2}(\overline{\Omega})} \) bounded in \( L^1(0, T) \), where we have used (7.24) instead of (7.25). Thus, the first term in \( \mathcal{D}[\varrho_h, u_h] \) converges to 0 provided \( \omega \in (0, 1 - \beta) \).

In view of Lemmas 8.2–8.3, the second and third terms converge to zero due (5.10) and (5.2), respectively. Likewise, the fourth term, which is the easiest one. Finally, the convergence to zero of the last term needs to employ (7.6–7.7) and again Lemmas 8.2–8.3.

Step 4 Effective viscous flux identity. We deduce from (6.6) that

\[ p(\varrho_h)\varrho_h \rightharpoonup p(\overline{\varrho})\overline{\varrho} \text{ in } M([0, T] \times \overline{\Omega}) \]

and

\[ \varrho_h \text{div}_x u_h \rightharpoonup \text{div}_x u \text{ in } L^2(0, T; L^{2p}(\Omega)). \]

We now calculate,

\[ \lim_{h \to 0} (7.29) - (7.30). \]
Taking into account (7.41), (7.42) and (7.43), we obtain that
\[ p(\tau) r \in L^1((0, T) \times \Omega), \]
and identity
\[
\int_0^T \int_{\Omega} \psi(t) \eta(x) \left( p(\tau) r - (2\mu + \lambda) \text{div}_x u \right) \, dx \, dt
= \int_0^T \int_{\Omega} \psi(t) \eta(x) \left( p(\tau) r - (2\mu + \lambda) \text{div}_x u \right) \, dx \, dt
\]
for all \( \eta \in C^1_c(\Omega), \psi \in C^1_c((0, T)), \) which means that
\[
p(\tau) r - (2\mu + \lambda) \text{div}_x u = p(\tau) r - (2\mu + \lambda) \text{div}_x u \text{ a.e. in } (0, T) \times \Omega. \quad (7.44)
\]
Since Serre [62] and Lions [55], this equation is called the effective viscous flux identity, and it expresses the fact that the sum \( p(\tau) - (2\mu + \lambda) \text{div}_x u \) has “better” regularity/summability than its components.

### 7.4 Strong convergence of density

#### 7.4.1 Renormalized continuity equation on the continuous level

The necessary pieces of the DiPerna–Lions transport theory [11] needed for the existence theory of compressible Navier–Stokes equations have been generalized to the continuity equation with the non homogenous boundary data in [6, Lemma 3.1]. The assumptions in [6] are more general as we need here as far as the regularity and shape of the inflow–outflow surfaces is concerned (our inflow and outflow surfaces are flat, while in [6] any union of disjoint \( C^2 \)-parametrized surfaces is allowed) but they are less general as far as the regularity of their boundaries is concerned (their boundaries are required to be \( C^2 \) in [6] which condition is not satisfied in our case). We shall therefore reformulate [6, Lemma 3.1] to our situation and provide an alternative proof.

**Lemma 7.1** Suppose that \( \Omega \subset R^3 \) is a polygonal domain with the mesh described in Sect. 2.1 which fits to the inflow–outflow boundaries, cf. (2.8), and let \( 0 < r_B, u_B \in C(\bar{\Omega}) \times C^1_c(R^3; R^3), u_B \cdot n \in C(\partial \Omega), \) cf. (1.4).

Suppose further that couple \((r, u), 0 \leq r \in C_{\text{weak}}([0, T]; L^\gamma(\Omega)) \cap L^2((0, T) \times \Omega), u - u_B \in L^2(0, T; W^{1,2}_0(\Omega; R^3)), \gamma > 1, \) satisfies continuity equation in the weak sense (1.11) with any test function \( \varphi \in C^1_c([0, T] \times (\Omega \cup \Gamma^\text{int}1 \cup \text{int}_2 \Gamma^0)). \) Then we have:

1. The quantity \( B(\tau) \in C_{\text{weak}}([0, T]; L^\gamma(\Omega)) \cap C([0, T]; L^p(\Omega)), 1 \leq p < \gamma, \) and \((r, u)\) is also a renormalized solution of the continuity equation (1.11), meaning that it verifies equation
   \[
   \int_{\Omega} B(\tau) \varphi(\tau) \, dx - \int_{\Omega} B(\tau_0) \varphi(0) \, dx
   = \int_0^T \int_{\Omega} \left[ B(\tau) \partial_t \varphi + B(\tau) u \cdot \nabla_x \varphi - \varphi \left( B'(\tau) r - B(\tau) \right) \text{div}_x u \right] \, dx \, dt
   \]
\( - \int_0^\tau \int_{\Gamma_{in}} B(\tau B)u_B \cdot n \varphi \, dS_x \, dt \) \hspace{1cm} (7.45)

with any \( \tau \in [0, T] \) for any \( \varphi \in C^1_c([0, T] \times (\Omega \cup \Gamma_{in} \cup \text{int}_2 \Gamma^0)) \), and any \( B \in C^1([0, \infty)) \), \( B' \in L^\infty(0, \infty) \).

2. There holds

\[
\int_\Omega B(\tau)(\tau) \, dx - \int_\Omega B(\tau_0)\varphi(0) \, dx + \int_0^\tau \int_\Omega (B'(\tau)\tau - B(\tau)) \, \text{div}_x u \, dx \, dt \\
+ \int_0^\tau \int_{\Gamma_{in}} B(\tau B)u_B \cdot n \varphi \, dS_x \, dt \leq 0 \hspace{1cm} (7.46)
\]

with any \( \tau \in [0, T] \) and any non negative \( B \in C^1([0, \infty)) \), \( B' \in L^\infty(0, \infty) \).

**Remark 7.1** The conditions on the renormalizing function \( B \) in Lemma 7.1 can be relaxed: one can take, e.g., \( B \in C([0, \infty)) \cap C^1((0, \infty)) \), \( sB' - B \in C[0, \infty) \) and \( |B(s)| + |sB'(s) - B(s)| \lesssim c(1 + s)^p \), \( 0 \leq p < \gamma/2 \).

**Proof of Lemma 7.1** We proceed in several steps: First step is a consequence of classical theory and says that \( \tau \) is continuous in time with values in \( L^1(\Omega) \) which is important to pass to the limits in time integrated forms. Steps 2–7 are technical: They serve to produce a convenient extensions of the density and velocity beyond the inflow and slip boundaries in such a way that the new fields verify continuity equation also in the outer vicinity of these boundaries. In Step 8, we apply to the extended continuity equation the DiPerna–Lions regularization technique [11] in order to obtain the renormalized continuity equation (7.45). The test function \( \varphi = 1 \) is not an admissible test function in the identity (7.45), however with this test function (7.45) turns, under certain circumstances, to an inequality (7.46). This is proved in the last Step 9.

**Step 1: Immediate consequence of DiPerna–Lions theory** Since (1.11) is satisfied, in particular, in the sense of distributions on \( (0, T) \times \Omega \), seeing the regularity of \( (\tau, u) \) we deduce from the classical theory, in particular, that \( \tau \in C([0, T]; L^p(\Omega)) \cap C_{\text{weak}}([0, T]; L^p(\Omega)) \), \( 1 \leq p < \gamma \); whence the same is true for \( B(\tau) \), see [59, Theorems 3, 5].

**Step 2: The particular geometry of inflow and outflow boundaries:** We deduce from (2.8) that

\[
\Gamma_{\text{in}} = \bigcup_{\xi_{\text{in}}=0}^{\tau_{\text{in}}} \Gamma_{\text{in}}^{\xi_{\text{in}}} \cap \text{int}_2(\Gamma_0) = \bigcup_{\xi_{0}=0}^{\tau_{0}} \Gamma_{\text{in}}^{\xi_{0}}, \quad \text{int}_2(\Gamma_0) = \bigcup_{\xi_{0}=0}^{\tau_{0}} \Gamma_{\text{in}}^{\xi_{0}}, \quad \xi_{\text{in}}, \xi_{0} \in \mathbb{N}, \hspace{1cm} (7.47)
\]

where \( \Gamma_{\text{in}}^{\xi_{\text{in}}} \), \( \Gamma_{\text{in}}^{\xi_{0}} \) are mutually disjoint plane domains such that:

1. For \( \xi_{\text{in}} \neq \xi_{\text{in}} \), either \( \Gamma_{\text{in}}^{\xi_{\text{in}}} \cap \Gamma_{\text{in}}^{\xi_{\text{in}}} = \emptyset \) or \( \Gamma_{\text{in}}^{\xi_{\text{in}}} \cap \Gamma_{\text{in}}^{\xi_{\text{in}}} \subset \Gamma_0 \).
2. For \( \xi_{0} \neq \xi_{0} \), either \( \Gamma_{\text{in}}^{\xi_{0}} \cap \Gamma_{\text{in}}^{\xi_{0}} = \emptyset \) or \( \text{int}_2(\Gamma_{\text{in}}^{\xi_{0}} \cup \Gamma_{\text{in}}^{\xi_{0}}) \) is not a plane domain.
3. For sets

\[
g_{\text{bd}} = (\Gamma_{\text{in}} \cap \Gamma_{\text{out}}) \cup (\Gamma_{\text{in}} \cap \Gamma_0) \cup (\Gamma_{\text{out}} \cap \Gamma_0) \hspace{1cm} (7.48)
\]
there holds
\[ g_{bd} = \left( \bigcup_{k_{bd}=1}^{\kappa_{bd}} k_{bd} \right) \cup \left( \bigcup_{j_{bd}=1}^{\kappa_{bd}} j_{bd} \right), \quad \kappa_{bd}, \jmath_{bd} \in \mathbb{N}, \]
where \( g_{bd} \) are open bounded segments in \( R^3 \), while \( p_{bd} \) are isolated points.

4. Consequently, for any \( \varepsilon > 0 \),
\[ |B(g_{bd}; \varepsilon)| \lesssim \varepsilon^2, \quad \text{where} \quad B(A; \varepsilon) = \{ x \in R^3 \mid d_A(x) = \text{dist}(x, A) < \varepsilon \}. \]
(7.49)

**Step 3**: Construction of outer neighborhoods of \( \Gamma^1 \) and \( \text{int}_2 \Gamma^0 \). Let \( \Gamma \) be any component in the decomposition (7.47). We denote, for \( \varepsilon > 0 \), \( \xi \in \partial \Omega \),
\[ T^+(\Gamma; \varepsilon) := \{ x_B + s \mathbf{n}(\xi) \mid x_B \in \Gamma, \ s \in (0, \varepsilon) \}, \quad B^+(\xi, \varepsilon) = B(\xi, \varepsilon) \cap R^3 \setminus \overline{\Omega}. \]
(7.50)

Clearly,
\[ \forall \xi \in \Gamma, \ \exists \varepsilon(\xi) \in (0, \varepsilon), \ B^+(\xi, \varepsilon) = T^+(\Gamma; \varepsilon) \cap B(\xi, \varepsilon) \quad \text{and} \quad |T^+(\Gamma; \varepsilon)| \lesssim \varepsilon. \]

Further, for any \( x \in T^+(\Gamma; \varepsilon) \) there exists a unique \( x_B \in \Gamma \) such that \( x = x_B + d_{\Gamma}(x) \mathbf{n}(x_B) \). We define
\[ P : T^+(\Gamma; \varepsilon) \to \Gamma, \quad P(x) = x_B. \]
(7.51)

In our situation (which is a very particular case of [36, Theorem 1,2] calculable “by hand”),
\[ P \in C^\infty(T^+(\Gamma; \varepsilon) \cup \Gamma), \quad d_{\Gamma} \in C^\infty(T^+(\Gamma; \varepsilon) \cup \Gamma), \quad \nabla_x d_{\Gamma}(P(x)) = \mathbf{n}(P(x)). \]
(7.52)

We define the open set
\[ U = U_\varepsilon(\Gamma) := \bigcup_{\xi \in \Gamma} B(\xi; \varepsilon(\xi)), \quad U^+ = U^+_{\varepsilon}(\Gamma) := \bigcup_{\xi \in \Gamma} B^+(\xi; \varepsilon(\xi)) \subset T^+(\Gamma; \varepsilon) \cap (R^3 \setminus \overline{\Omega}). \]
(7.53)

and realize that this can be done in such a way that
\[ U^+(\Gamma) \cap U^+(	ilde{\Gamma}) = \emptyset, \quad \text{for any couple} \ \Gamma \neq \tilde{\Gamma} \ \text{in the decomposition (7.47)}. \]
(7.54)

The goal now is to extend the density and velocity fields \( (\rho, \mathbf{u}) \) from \( \Omega \) to \( \overline{U^+(\Gamma)} \) for any \( \Gamma \) in the decomposition (7.47) in such a way that the extended fields will satisfy the continuity equation in the sense of distributions on \( \text{int}(\Omega \cup \overline{U^+(\Gamma)}) \). The construction will depend on the fact whether \( \Gamma^* \subset \Gamma^\text{in} \) or \( \Gamma \subset \text{int}_2 \Gamma^0 \).

**Step 4**: Properties of the flux of the boundary velocity field.

\[ \copyright \ Springer \]
1. We denote by $\mathcal{X}$ the flux of the vector field $-u_B$, i.e. solution of the following family of Cauchy problems for ODE,

$$\frac{d}{ds} \mathcal{X}(s; x) = -u_B(\mathcal{X}), \quad \mathcal{X}(0; x) = x, \quad s \in R, \quad x \in R^3.$$ \hfill (7.55)

It is well known, cf. e.g. [10, Chapter XI], that,

$$\mathcal{X} \in C^1(R \times R^3), \quad \mathcal{X}(t, \cdot) \text{ is } C^1 \text{ diffeomorphism of } R^3 \text{ onto } R^3,$$

in particular,

$$\forall (s, x) \in R \times R^3, \quad \mathcal{X}(-s, \mathcal{X}(s; x)) = x, \quad \det \left[ \nabla_x \mathcal{X}(s; x) \right] = \exp \left( -\int_0^s \text{div}_z u_B(z, \mathcal{X}(z, x)) dz \right) > 0.$$ 

**Step 5: Extension of the density field outside $\Gamma^{in}$.**

1. Let $K \subset \Gamma$ be a compact set (with respect to the trace topology of $R^3$ on $\partial \Omega$) where $\Gamma \subset \Gamma^{in}$ is any component in decomposition (7.47). We want to prove that

$$\forall \epsilon > 0, \exists \delta > 0, \forall (s, \xi) \in (0, \delta) \times K, \quad \mathcal{X}(s, \xi) \in U^+_{\epsilon}(\Gamma).$$ \hfill (7.56)

Indeed:

(a) By the uniform continuity of $\mathcal{X}$ on compacts of $R^3 \times R$ we easily get

$$\exists \delta > 0, \quad \mathcal{X}((0, \delta); K) \subset U_{\epsilon}(\Gamma).$$

(b) Moreover, due to (7.55),

$$\forall x_B \in \Gamma^{in}, \exists \delta > 0, \forall s \in (0, \delta), \quad (\mathcal{X}(s, x_B) - P(\mathcal{X}(0, x_B))) \cdot n(x_B) > 0.$$

By the uniform continuity of $n$ on compacts of $\Gamma$, $P$ on compacts of $T^+(\Gamma) \cup \Gamma$ and $\mathcal{X}$ on compacts of $R \times R^3$, we deduce, in particular, that

$$\exists \delta > 0, \forall (s, \xi) \in (0, \delta) \times K, \quad \left( \mathcal{X}(s, \xi) - P(\mathcal{X}(s, \xi)) \right) \cdot n(P(\mathcal{X}(s, \xi))) > 0.$$

Consequently $\mathcal{X}((0, \delta); K) \subset U_{\epsilon}(\Gamma) \cap (R^3 \setminus \overline{\Omega})$ which finishes the proof of (7.56)

2. **Construction of a diffeomorphism.** We know that $\overline{\Gamma} = \mathcal{G}(\overline{\mathcal{O}})$ where $\mathcal{G} : R^2 \mapsto R^3$ is affine and $\mathcal{O}$ is a domain in $R^2$. Let $L_n$ be an exhaustive sequence of compacts of $\mathcal{O}$,

$$L_n \subset \text{int}_2 L_{n+1}, \quad \bigcup_{n=1}^{\infty} L_n = \mathcal{O}$$ \hfill (7.57)
so that \( K_n := \mathcal{G}(L_n) \) is an exhaustive sequence of compacts in \( \Gamma \) (one can take \( L_n = \{ x \in \mathcal{O} \mid \text{dist}(x, R^3 \setminus \overline{\mathcal{O}}) \geq 1/n \} \)).

We define

\[
\mathcal{V}^+ = \mathcal{V}_e^+ = \mathcal{V}_e^+(\Gamma) = \bigcup_{n \in \mathbb{N}} \mathcal{V}_n, \quad \mathcal{V}_n := \mathcal{X}((0, \delta_{K_n}); \mathcal{G}(\text{int}_2 L_n)) \subset \mathcal{U}_e^+(\Gamma).
\]

(7.58)

Finally, we define a map,

\[
\Phi : [0, \infty) \times \mathcal{O} \ni (s, \xi) \mapsto \mathcal{X}(s; \mathcal{G}(\xi)) \in \mathbb{R}^3.
\]

We shall prove that \( \Phi|_{[0, \delta_{K_n}] \times \text{int}_2 L_n} \) is a bijection of \( [0, \delta_{K_n}] \times \text{int}_2 L_n \) onto \( \mathcal{V}_n \cup \text{int}_2 L_n \) and a \( C^1 \)− diffeomorphism of \( (0, \delta_{K_n}) \times \text{int}_2 L_n \) onto \( \mathcal{V}_n \). In particular, \( \mathcal{V} \) is open.

Since for all \( \xi \in L_n, \Phi(0, \xi) = \xi \), in view of the theorem of local inversion, it is enough to show that

\[
\forall \xi \in \mathcal{O}, \ s \in \mathbb{R}, \ \det \begin{bmatrix} \partial_s \Phi, \nabla_\xi \Phi \end{bmatrix}(s, \xi) \neq 0.
\]

Seeing that, \( \mathcal{X}(s; \mathcal{X}(-s; \xi)) = \xi \), we infer

\[
\forall \xi \in \mathbb{R}^3, \ s \in \mathbb{R}, \ \partial_s \mathcal{X}(s; \mathcal{X}(-s; \xi)) + u_B(\mathcal{X}(-s; \xi)) \cdot \nabla_x \mathcal{X}(s; \mathcal{X}(-s; \xi)) = 0,
\]

i.e., equivalently,

\[
\partial_s \Phi(s, \xi) = -u_B(\mathcal{G}(\xi)) \cdot \nabla_x \mathcal{X}(s; \mathcal{G}(\xi)), \quad \text{in particular, for all } s > 0, \xi \in \mathcal{O},
\]

we easily find that

\[
\begin{bmatrix} \partial_s \Phi, \partial_{\xi_1} \Phi, \partial_{\xi_2} \Phi \end{bmatrix}(s, \xi) = -\begin{bmatrix} [u_B(\mathcal{G}(\xi))]^T \\ [\partial_{\xi_1} \mathcal{G}(\xi)]^T \\ [\partial_{\xi_2} \mathcal{G}(\xi)]^T \end{bmatrix} \begin{bmatrix} \nabla_x \mathcal{X}_1(s; \mathcal{G}(\xi)), \nabla_x \mathcal{X}_2(s; \mathcal{G}(\xi)), \nabla_x \mathcal{X}_3(s; \mathcal{G}(\xi)) \end{bmatrix},
\]

where vectors and \( \nabla_x \) are columns. Whence,

\[
\det \begin{bmatrix} \partial_s \Phi, \nabla_\xi \Phi \end{bmatrix}(s, \xi) = -u_B \cdot n(\mathcal{G}(\xi)) \exp \left( -\int_0^s \text{div}_x u_B(z, \mathcal{X}(z; \mathcal{G}(\xi))) \, dz \right) > 0
\]

for all \( \xi \in \mathcal{O} \) and \( s \in \mathbb{R} \).
3. **Extension of the density beyond the inflow boundary.** We may therefore extend the boundary data \( r_B \in C(\Omega) \) to \( V^+ = V^+_\varepsilon(\Gamma) \) by setting

\[
    r_B(\mathcal{X}(s; x_B)) = r_B(x_B) \exp\left( \int_0^s \text{div}_B(\mathcal{X}(z; x_B))dz \right). \tag{7.59}
\]

Clearly, \( r_B|_{V^+} \in C^1(V^+) \) while \( r_B \in C(\Omega \cup \Gamma \cup V^+) \), and

\[
    \text{div}_x(r_Bu_B) = 0 \text{ in } V^+. \tag{7.60}
\]

**Step 6:** Extension of the density field beyond the slip boundary. Let now \( \Gamma \subset \text{int}_2 \Gamma^0 \) be any component of the slip boundary in the decomposition (7.47). We set \( V^+ = V^+_\varepsilon(\Gamma) = U^+_\varepsilon(\Gamma), \) cf. (7.53), and we set in this case simply

\[
    r_B(x) = 0, \quad x \in V^+. \tag{7.61}
\]

We take function,

\[
    \phi(x) = \varphi(x) \chi\left( \frac{d\Gamma(x)}{\varepsilon} \right), \quad \varphi \in C^1_c(\Omega \cup \Gamma \cup V^+),
\]

\[
    0 < \varepsilon < 1/2 \text{dist}\left( \text{supp}\varphi, \partial(\Omega \cup \Gamma \cup V^+) \right),
\]

\[
    \chi \in C^1[0, \infty), \quad |\chi'(x)| \leq 3, \quad \chi(x) \begin{cases} 1 & \text{if } x \in [0, 1/2] \\ 0 & \text{if } x > 1 \end{cases} \tag{7.62}
\]

and calculate

\[
    \left| \int_\Omega ru \cdot \nabla_x \phi dx \right| = \left| \int_{D_\varepsilon} \chi' \frac{\varphi u \cdot \nabla_x d\Gamma(x)}{\varepsilon} dx \right| = \left| \int_{D_\varepsilon} \chi' \frac{\varphi u \cdot \nabla_x d\Gamma(x)}{d_{\Omega}(x)} d_{\Omega}(x) dx \right| \leq \|u\|_{L^2(0,T;L^2(D_\varepsilon))} \left\| \frac{\varphi u \cdot \nabla_x d\Gamma}{d_{\Omega}} \right\|_{L^2(\Omega)}, \quad D_\varepsilon = \Omega \cap \{ \frac{\varepsilon}{2} \leq d\Gamma(x) \leq 2\varepsilon \}. \tag{7.63}
\]

By virtue of the Hardy inequality (indeed, due to (7.52), \( \varphi u \cdot \nabla_x d\Gamma \in W^{1,2}_0(\Omega) \) - cf. also Nečasová et al. [47]), the latter expression in (7.63) verifies

\[
    \int_0^T \left| \int_\Omega ru \cdot \nabla_x \phi dx \right| dt \lesssim \|u\|_{L^2(0,T;L^2(D_\varepsilon))} \rightarrow 0 \text{ as } \varepsilon \rightarrow 0.
\]

**Step 7:** Continuity equation extended. Referring to the decomposition (7.47), we construct \( V^+(\Gamma^*_t) \) according to (7.58) and \( V^+(\Gamma^*_t^0) \) according to (7.53), cf. (7.61). These open sets are mutually disjoint by virtue of (7.54). Finally, we set,
\[ \tilde{\mathcal{V}}^+ := \left[ \bigcup_{t_0 \in \text{Int}} \left( \mathcal{V}^+ (\Gamma_{t_0}) \cup \Gamma_{t_0} \right) \right] \cup \left[ \bigcup_{t_0 \in \text{Ext}} \left( \mathcal{V}^+ (\Gamma_{t_0}) \cup \Gamma_{t_0} \right) \right], \quad \tilde{\Omega} = \tilde{\mathcal{V}}^+ \cup \Omega \]  

(7.64)

and extend \([r, u]\) from \((0, T) \times \Omega\) to \((0, T) \times \tilde{\Omega}\) as follows

\[
(r, u)(t, x) = \begin{cases} 
(r, u)(t, x) & \text{if } (t, x) \in (0, T) \times \Omega, \\
(r_B, u_B)(x) & \text{if } (t, x) \in (0, T) \times \tilde{\mathcal{V}}^+. 
\end{cases} 
\]

(7.65)

where \(r_B\) in \(\tilde{\mathcal{V}}^+\) is defined through (7.59) or (7.61), according to the case. We easily verify by using (7.60–7.63), that the new couple \([r, u]\) satisfies continuity equation (1.11) in the sense of distributions on \(\mathcal{D}((0, T) \times \tilde{\Omega})\).

**Step 8: Application of the DiPerna–Lions regularization, proof of equation (7.45).** Next, we use the regularization procedure due to DiPerna and Lions [11] applying convolution with a family of regularizing kernels obtaining for the regularized function \([r_e]\),

\[
\partial_t [r_e] + \text{div}_x ([r_e] u) = R_e \text{ a.e. in } (0, T) \times \tilde{\Omega}_e, 
\]

(7.66)

where

\[
\tilde{\Omega}_e = \left\{ x \in \tilde{\Omega} \mid \text{dist}(x, \partial \tilde{\Omega}) > e \right\}, \quad R_e := \text{div}_x ([r_e] u) - \text{div}_x ([ru]_e) \to 0 \text{ in } L^1_{\text{loc}}((0, T) \times \tilde{\Omega}) \text{ as } e \to 0.
\]

The convergence of \(R_e\) evoked above results from the application of the refined version of the Friedrichs lemma on commutators, see e.g. [11] or [25, Lemma 10.12 and Corollary 10.3].

Multiplying equation (7.66) on \(B'([r_e])\), we get

\[
\partial_t B([r_e]) + \text{div}_x (B([r_e]) u) + \left( B'([r_e]) [r_e] - B([r_e]) \right) \text{div}_x u = B'([r_e]) R_e 
\]

or equivalently,

\[
\int_{\tilde{\Omega}} B([r_e](\tau)) \varphi(\tau) d\tau - \int_{\tilde{\Omega}} B([r(0)]_e) \varphi(0) d\tau \\
= \int_0^T \int_{\tilde{\Omega}} \left( \left( B([r_e]) \partial_t \varphi + B([r_e]) u \cdot \nabla \varphi - \varphi \left( B'([r_e]) [r_e] - B([r_e]) \right) \text{div}_x u \right) d\tau d\Omega \\
- \int_0^T \int_{\tilde{\Omega}} \varphi B'([r_e]) R_e d\tau d\Omega
\]

for all \(\tau \in [0, T]\), for any \(\varphi \in C^1([0, T] \times \tilde{\Omega}), 0 < e < \text{dist} (\text{supp}(\varphi), \partial \tilde{\Omega})\). Thus, letting \(e \to 0\) we get

\[ \tilde{\Omega} \text{ Springer} \]
\[ \int_{\Omega} B(\tau) \varphi(\tau) \, dx - \int_{\Omega} [B(\tau(0)) \varphi(0)] \, dx \]
\[ = \int_{0}^{T} \int_{\Omega} \left( B(\tau) \partial_{t} \varphi + B(\tau) u \cdot \nabla_{x} \varphi - \varphi (B'(\tau) r - B(\tau)) \div_{x} u \right) \, dx \, dt \]
(7.67)

for all \( \tau \in [0, T] \), for any \( \varphi \in C^{1}_{c}([0, T] \times \Omega) \). Now we write
\[ \int_{\Omega} B(\tau) u \cdot \nabla_{x} \varphi \, dx = \int_{\Omega} B(\tau) u \cdot \nabla_{x} \varphi \, dx + \int_{\tilde{\gamma}^{+}} \varphi(\tau B' \tau B - B(\tau B)) \div_{x} u \, dx, \] (7.68)
where, due to (7.60–7.61), the second integral is equal to
\[ \int_{\Gamma_{in}} B(\tau B) u_{B} \cdot \nabla_{x} \varphi \, dx \]
(7.69)

Now, we insert the identities (7.68–7.69) into (7.67) and let \( \varepsilon \to 0 \). Recall that
\[ \tilde{\gamma}^{+} = \tilde{\gamma}_{\varepsilon}^{+} \subset \left[ \cup_{t_{m}}^{T_{in}} \left( T^{+}(\Gamma_{t_{m}}; \varepsilon) \cup \Gamma_{t_{m}} \right) \right] \cup \left[ \cup_{\xi_{0}}^{T_{0}} \left( T^{+}(\Gamma_{\xi_{0}}; \varepsilon) \cup \Gamma_{\xi_{0}} \right) \right], \]
cf. (7.64) and (7.50); whence
\[ |\tilde{\gamma}_{\varepsilon}^{+}| \to 0 \text{ as } \varepsilon \to 0. \]

Recalling regularity of \( \tau B, u_{B} \), cf. (7.60–7.61)) and assumption (1.4), and summability of \((\tau, u)\), we deduce finally (7.45). This finishes proof of of the first item in Lemma 7.1.

**Step 9: Proof of inequality (7.46).** Let us take in equation (7.60) test function
\[ \varphi(t, x) = \varphi_{\varepsilon}(t, x) = \eta_{\varepsilon}(x) \left( 1 - \chi \left( \frac{d_{g_{bd}}(x)}{\varepsilon} \right) \right), \]
\[ \eta_{\varepsilon}(x) = \begin{cases} 1 & \text{if } d_{\Gamma_{out}}(x) > \varepsilon \\ \frac{1}{\varepsilon} d_{\Gamma_{out}}(x) & \text{if } d_{\Gamma_{out}}(x) \leq \varepsilon \end{cases}, \]
(7.70)
where \( \chi \) is defined in (7.62) and \( \varepsilon \) is a positive sufficiently small number. Since \( \eta_{\varepsilon} \) is a Lipschitz function, \( \varphi \) is an admissible test function in (7.60). We calculate,
\[ \nabla_{x} \varphi(x) = \begin{cases} \frac{1}{\varepsilon} \left( 1 - \chi \left( \frac{d_{g_{bd}}(x)}{\varepsilon} \right) \right) \nabla_{x} d_{\Gamma_{out}}(x) - \frac{1}{\varepsilon} d_{\Gamma_{out}}(x) \chi' \left( \frac{d_{g_{bd}}(x)}{\varepsilon} \right) \nabla_{x} d_{g_{bd}}(x) & \text{if } d_{\Gamma_{out}}(x) < \varepsilon \\ \frac{1}{\varepsilon} \chi' \left( \frac{d_{g_{bd}}(x)}{\varepsilon} \right) \nabla_{x} d_{g_{bd}}(x) & \text{if } d_{\Gamma_{out}}(x) > \varepsilon \end{cases}. \]

By virtue of (7.52), we can choose \( \varepsilon > 0 \) sufficiently small in such a way that
\[ L9 - 1 u_{B} \cdot \nabla_{x} d_{\Gamma_{out}}(x) > 0 \text{ for all } x \in \left( \Gamma_{\Gamma_{out}}; \varepsilon \right) \backslash \left( B(\Gamma_{out}; \varepsilon) \cup B(\Gamma_{bd}; \varepsilon) \right) \cap \Omega. \]
(7.71)
and write

\[
\int_0^\tau \int_\Omega r u \cdot \nabla x \varphi \, dx \, dt = \int_0^\tau \int_\Omega r (u - u_B) \cdot \nabla x \varphi \, dx \, dt \\
+ \int_0^\tau \int_{\Omega \setminus B(\Gamma_{\text{out}}; \varepsilon)} r u_B \cdot \nabla x \varphi \, dx \, dt \\
+ \int_0^\tau \int_{B(\Gamma_{\text{out}}; \varepsilon) \setminus B(g_{\text{bd}}; \varepsilon) \cap \Omega} r u_B \cdot \nabla x \varphi \, dx \, dt \\
+ \int_0^\tau \int_{B(g_{\text{bd}}; \varepsilon) \cap \Omega} r u_B \cdot \nabla x \varphi \, dx \, dt
\] (7.72)

Since \( \Omega \) is a bounded Lipschitz domain and \( u - u_B \in L^2(0, T; W^{1,2}_0(\Omega)) \), we have by the same reasoning as in (7.63), by using essentially the Hardy inequality, Lipschitz continuity of the distance function and estimates (7.49), (7.50),

\[
\left| \int_0^\tau \int_\Omega r (u - u_B) \cdot \nabla x \varphi \, dx \, dt \right| \to 0 \text{ as } \varepsilon \to 0 + .
\]

Likewise, but more simply, using (7.49), (7.50) and uniform estimates,

\[
\left| \int_0^\tau \int_{\Omega \setminus B(\Gamma_{\text{out}}; \varepsilon)} r u_B \cdot \nabla x \varphi \, dx \, dt \right| \to 0 \text{ as } \varepsilon \to 0 + \quad (7.73)
\]

and

\[
\left| \int_0^\tau \int_{B(g_{\text{bd}}; \varepsilon) \cap \Omega} r u_B \cdot \nabla x \varphi \, dx \, dt \right| \to 0 \text{ as } \varepsilon \to 0 + . \quad (7.74)
\]

Finally, due to the choice (7.71),

\[
\int_0^\tau \int_{B(\Gamma_{\text{out}}; \varepsilon) \setminus B(g_{\text{bd}}; \varepsilon) \cap \Omega} r u_B \cdot \nabla x \varphi \, dx \, dt \leq 0. \quad (7.75)
\]

Whence letting in (7.45), \( \varepsilon \to 0 \) while employing the Lebesgue dominated convergence theorem and (7.49), (7.50) and uniform estimates, we get inequality (7.46). The proof of Lemma 7.1 is thus complete.

### 7.4.2 Discrete renormalized continuity equation

Using in the discrete continuity equation test function \( \phi \approx \phi B^\prime (q^k) \), \( \phi \in Q(\Omega) \) we obtain after an elementary but laborious calculation the discrete renormalized continuity equation, see [54, Lemma 5.1].
\[
\int_{\Omega} D_t B(q^k) \phi \, dx + \sum_{K \in T} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \int_{\sigma} F_{\sigma, K} (B(q^k), u^k) \phi \, dS_x \\
+ \rho_0^{\alpha} \sum_{\sigma \in \mathcal{E}_{\text{ext}}} \int_{\sigma} \left[ [\rho^k]_\sigma \left[ \phi B'(q^k) \right] \right] \phi \, dS_x - \int_{\Omega} \phi \left( B(q^k) - q^k B'(q^k) \right) \text{div}_h u^k \, dx \\
+ \frac{1}{\Delta t} \int_{\Omega} E_B(q^k-1) |q^k| \phi \, dx + \sum_{\sigma \in \mathcal{E}_{\text{ext}}} \int_{\sigma} E_B(q^k_-) \left| q^k_- \right| u_{B, \sigma} \cdot n \phi^+ \, dS_x \\
+ \sum_{\sigma \in \mathcal{E}_{\text{in}}} \int_{\sigma} E_B(q^k_+) u_{B, \sigma} \cdot n_{\sigma} \phi \, dS_x + \sum_{\sigma \in \mathcal{E}_{\text{in}}} \int_{\sigma} B(q^k_+) u_{B, \sigma} \cdot n_{\sigma} \phi \, dS_x \\
+ \sum_{\sigma \in \mathcal{E}_{\text{in}}} \int_{\sigma} E_B(q^k_+) u_{B, \sigma} \cdot n_{\sigma} \phi \, dS_x = 0 \quad k = 1, \ldots, N, 
\] (7.76)

where \( B \in C([0, \infty)) \cap C^1(0, \infty) \), \( s B' \in C[0, \infty) \). Using (2.15) and formula (8.24), we deduce from (7.76)

\[
\int_0^T \int_{\Omega} \partial_t B(q) \phi \, dx - \int_0^T \int_{\Omega} \left( B(q) u \cdot \nabla_x \phi + \phi \left( B(q) - q B'(q) \right) \text{div}_h u \right) \, dx \, dt \\
+ \int_0^T \int_{\Gamma_{\text{out}}} B(q) u_B \cdot n \phi \, ds \, dt + \int_0^T \int_{\Gamma_{\text{in}}} B(q_B) u_B \cdot n \phi \, ds \, dt \\
+ \rho_0^{\alpha} \sum_{\sigma \in \mathcal{E}_{\text{ext}}} \int_0^T \int_{\sigma} \left[ [\rho]_\sigma \left[ \phi B'(q) \right] \right] \phi^+ \, dS_x \, dt \\
+ \frac{1}{\Delta t} \int_0^T \int_{\Omega} E_B(q - \Delta t) |q| \phi \, dx \, dt \\
+ \sum_{\sigma \in \mathcal{E}_{\text{ext}}} \int_0^T \int_{\sigma} E_B(q^+_-) \left| q^+_- \right| u_{B, \sigma} \cdot n \phi \, dS_x \, dt \\
+ \sum_{\sigma \in \mathcal{E}_{\text{in}}} \int_0^T \int_{\sigma} E_B(q^+_-) u_{B, \sigma} \cdot n_{\sigma} \phi \, dS_x \, dt = \int_0^T < R_{h, \Delta t}^B, \phi > \, dt 
\] (7.77)

for all \( \phi \in C^1([0, T] \times \overline{\Omega}) \), where

\[
< R_{h, \Delta t}^B, \phi > = \left[ \sum_{K \in T} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \int_{\sigma} (\phi - \tilde{\phi}) \left[ [B(q)] \right]_{n_{\sigma, K}} \left[ u_{\sigma} \cdot n_{\sigma, K} \right]^- \, dS_x \\
+ \sum_{K \in T} \sum_{\sigma \in \mathcal{E}(K)} \int_{\sigma} (\phi - \tilde{\phi}) B(q) (u - u_{\sigma}) \cdot n_{\sigma, K} \, dS_x \\
+ \int_{\Omega} B(q) (\phi - \tilde{\phi}) \text{div}_h u \, dx \\
- \rho_0^{\alpha} \sum_{\sigma \in \mathcal{E}_{\text{ext}}} \int_{\sigma} \left[ [\rho]_\sigma B'(q^-) \right] \left[ [\phi]_\sigma \right] \, dS_x \right] + \sum_{\sigma \in \mathcal{E}_{\text{in}}} \int_{\sigma} (B(q)
\]
\[-B(Q_B)u_{B,\sigma} \cdot n_{\sigma,K}(\hat{\phi} - \phi) dS_x \]
\[+ \sum_{\sigma \in E^{\text{out}}} B(\rho) (u_B - u_{B,\sigma}) \cdot n_{\sigma} \phi dS_x \]
\[+ \sum_{\sigma \in E^{\text{in}}} B(Q_B)(u_B - u_{B,\sigma}) \cdot n_{\sigma} \phi dS_x \].

7.4.3 Combining continuous and discrete continuity equations

We now take in (7.77) \(B = L_\zeta\) with \(L_\zeta\) a convex function on \([0, \infty)\),

\[L_\zeta(\rho) = \rho \log(\rho + \zeta) + a \rho + b\]
where \(a, b \geq 0, \zeta > 0\) are such that \(L_\zeta \geq 0\).

Clearly, likewise as in Lemma 5.1, with this choice of \(B\),

\[\left| \int_0^T < R^{L_\zeta}_{h,h}, \phi > dt \right| \lesssim c(\zeta) h^{\alpha_r} ||\phi||_{L^\infty(0,T;W^{1,\infty}(\Omega))}, 0 < \alpha_r < \alpha_c.\]

We introduce,

\[\phi(t, x) = \phi_{\epsilon, \delta}(t, x) = \varphi_\epsilon(x) \psi_{\tau, \delta}(t) \quad \varphi_\epsilon(x) = \eta_\epsilon(x) \left(1 - \chi \left(\frac{d_{\text{bd}}(x)}{\epsilon}\right)\right)\]

where

\[\psi_{\tau, \delta}(t) = \begin{cases} 
1 & \text{if } t \in (-\infty, \tau - \delta] \\
1 - \frac{t - \tau + \delta}{\delta} & \text{if } t \in [\tau - \delta, \tau] \\
0 & \text{if } t \in (\tau, +\infty) 
\end{cases}\]

where \(\tau \in (\Delta t, T]\), \(0 < \epsilon < \epsilon_0, 0 < \delta < \tau - \Delta t, \epsilon_0\) sufficiently small and \(\eta_\epsilon\) and \(\chi\) are the same as in (7.70).

We shall use in (7.77) \(\phi(t, x)\) as test functions. Neglecting several non-negative terms at the left hand side, we deduce from (7.77) with \(\Delta t = h\),

\[\frac{1}{\delta} \int_{-\delta}^T \int_\Omega L_\zeta(Q) \varphi_\epsilon(x) \ dx dt - \int_\Omega L_\zeta(0) \varphi_\epsilon(x) \ dx \]
\[-\int_0^T \int_\Omega L_\zeta(\rho) (u_B - u_B) \cdot \nabla_x \phi \ dx dt \]
\[-\int_0^T \int_\Omega L_\zeta(\rho) u_B \cdot \nabla_x \phi \ dx dt + \int_0^T \int_\Omega \phi (Q L_\zeta'(Q) - L_\zeta(Q)) \text{div}_h u \ dx dt \]
\[+ \int_0^T \int_{\Gamma^{\text{in}}} L_\zeta(Q_B) u_B \cdot n \phi dS_x \lesssim \int_0^T < R^{L_\zeta}_{h,h}, \phi > dt.\]

\(\square\) Springer
By virtue of (4.4), (4.9),

\[ L_\varepsilon (\varrho_h) \to L_\varepsilon (\varrho) \text{ in } L^\infty (0, T; L^p (\Omega)), \ 1 < p < \gamma, \]

\[ (\varrho_h L_\varepsilon (\varrho_h) - L_\varepsilon (\varrho_h)) \text{div}_h u_h \to (\tau L_\varepsilon (\tau) - L_\varepsilon (\varrho)) \text{div}_x u \text{ in } L^\infty (0, T; L^p (\Omega)) \text{ for some } p > 1. \]

Consequently, letting \( h \to 0 \) in (7.81), and using (7.79), we get

\[
\begin{align*}
\frac{1}{\delta} \int_{\tau - \delta}^{\tau} \int_{\Omega} L_\varepsilon (\varrho) \rho \phi \, dx \, dt - \int_{\Omega} L_\varepsilon (\tau_0) \rho \phi \, dx - \int_{0}^{T} \int_{\Omega} L_\varepsilon (\varrho) u_B \cdot \nabla x \phi \, dx \, dt \\
+ \int_{0}^{T} \int_{\Omega} \phi (\tau L_\varepsilon (\tau) - L_\varepsilon (\varrho)) \text{div}_x u \, dx \, dt \\
+ \int_{0}^{T} \int_{\Gamma_\text{in}} L_\varepsilon (\varrho) u_B \cdot \mathbf{n} \phi \, ds_x \\
\leq \limsup_{h \to 0^+} \int_{0}^{T} \int_{\Omega} L_\varepsilon (\varrho) (u - u_B) \cdot \nabla x \phi \, dx \, dt.
\end{align*}
\]

Combining (7.45) \( B = L_\varepsilon \) and test function \( \varphi = \phi \), and (7.82) one gets

\[
\begin{align*}
\frac{1}{\delta} \int_{\tau - \delta}^{\tau} \int_{\Omega} L_\varepsilon (\varrho) \rho \phi \, dx \, dt - \frac{1}{\delta} \int_{\tau - \delta}^{\tau} \int_{\Omega} L_\varepsilon (\tau) \rho \phi \, dx \, dt \\
- \int_{0}^{T} \int_{\Omega} (L_\varepsilon (\tau) - L_\varepsilon (\varrho)) u_B \cdot \nabla x \phi \, dx \, dt \\
+ \int_{0}^{T} \int_{\Omega} \phi (\tau L_\varepsilon (\tau) - L_\varepsilon (\varrho)) \text{div}_x u - (\tau L_\varepsilon (\tau) - L_\varepsilon (\varrho)) \text{div}_x u \, dx \, dt \\
\leq \Pi_{\tau, \delta, \varepsilon},
\end{align*}
\]

where

\[
\Pi_{\tau, \delta, \varepsilon} = \limsup_{h \to 0^+} \int_{0}^{T} \int_{\Omega} L_\varepsilon (\varrho) (u - u_B) \cdot \nabla x \phi \, dx \, dt - \int_{0}^{T} \int_{\Omega} L_\varepsilon (\tau) (u - u_B) \cdot \nabla x \phi \, dx \, dt.
\]

Since \( u - u_B \in L^2 (I; W^{1,2}_0 (\Omega)) \), we have, by the same token as in (7.63),

\[
|\Pi_{\tau, \delta, \varepsilon}| \lesssim \tau o(\varepsilon), \text{ where } \lim_{\varepsilon \to 0^+} o(\varepsilon) = 0.
\]

In view of (7.71) and Lemma 8.8, we reserve to the integral

\[
\int_{0}^{T} \int_{\Omega} (L_\varepsilon (\tau) - L_\varepsilon (\varrho)) u_B \cdot \nabla x \phi \, dx \, dt
\]

the same treatment as in (7.73–7.75), in order to obtain,

\[
- \liminf_{\varepsilon \to 0^+} \int_{0}^{T} \int_{\Omega} (L_\varepsilon (\tau) - L_\varepsilon (\varrho)) u_B \cdot \nabla x \phi \, dx \, dt \geq 0.
\]
Thus, inequality (7.83) becomes
\[
\frac{1}{\delta} \int_{\tau - \delta}^{\tau} \int_{\Omega} L_{\xi}(\tau) \, dx \, dt - \frac{1}{\delta} \int_{\tau - \delta}^{\tau} \int_{\Omega} L_{\xi}(\tau - \delta) \, dx \, dt \\
+ \int_{0}^{T} \int_{\Omega} \phi \left( (r L'_{\xi}(\tau) - L_{\xi}(\tau)) \text{div}_x u - (r L'_{\xi}(\tau) - L_{\xi}(\tau)) \text{div}_x u \right) \, dx \, dt \lesssim 0.
\]
(7.84)

Now, we let \( \zeta \to 0^+ \) in (7.84) by using the lower weak semi-continuity of \( L^1 \) norms. For any \( \eta > 0 \) there is \( h_\eta > 0 \) (decreasing to 0 with \( \eta \to 0 \)) such that
\[
\| L(\tau) - L_{\xi}(\tau) \|_{L^1((0,T) \times \Omega)} \leq \liminf_{h \to +} \| L(Q_h) - L_{\xi}(Q_h) \|_{L^1((0,T) \times \Omega)} \lesssim \| L(Q_{h_\eta}) \|_{L^1((0,T) \times \Omega)} \\
- L_{\xi}(Q_{h_\eta}) \|_{L^1((0,T) \times \Omega)} + \eta \\
\lesssim \| Q_{h_\eta} \log \left( \frac{Q_{h_\eta}}{Q_{h_\eta} + \zeta} \right) \|_{L^1((0,T) \times \Omega)} + \eta, \quad L(\tau) = r \log \tau + ar + b.
\]

where
\[
\| Q_{h_\eta} \log \left( \frac{Q_{h_\eta}}{Q_{h_\eta} + \zeta} \right) \|_{L^1((0,T) \times \Omega)} \to 0
\]
by the Lebesgue dominated convergence theorem. Consequently,
\[
\| L(\tau) - L_{\xi}(\tau) \|_{L^1((0,T) \times \Omega)} \to 0.
\]

Similar reasoning in the other terms in (7.84) turns inequality (7.84) to
\[
\frac{1}{\delta} \int_{\tau - \delta}^{\tau} \int_{\Omega} L(\tau) \, dx \, dt - \int_{\Omega} L(\tau) \, dx \\
+ \int_{0}^{T} \int_{\Omega} \phi \left( r \text{div}_x u - r \text{div}_x u \right) \, dx \, dt \lesssim 0.
\]
(7.85)

Finally we let \( \delta \to 0 \) in (7.85). The final inequality reads,
\[
\int_{\Omega} \left( \tau \log \tau - \tau \log \tau \right)(\tau) \, dx \lesssim \int_{0}^{T} \int_{\Omega} \left( r \text{div}_x u - r \text{div}_x u \right) \, dx \, dt
\]
(7.86)

for almost all \( \tau \in (0, T) \), where we have used the Theorem on Lebesgue points.

### 7.5 Strong convergence of the density sequence: limit in the momentum equation ends

The right hand side of the expression (7.86) is less or equal than zero by virtue of the effective viscous flux identity (7.44) and Lemma 8.9. On the other hand, by Lemma 8.8,
\[ \log r - r \log r \geq 0 \text{ whence the left hand side is greater or equal to zero. Consequently,} \]
\[ \log r - r \log r = 0 \text{ a.e. in } (0, T) \times \Omega. \]

Lemma 8.8, again, implies
\[ \varrho_h \to r \text{ a.e. in } (0, T) \times \Omega_1. \]

The latter, in conjunction with (7.13) yields \( p(r) = p(r) \) in (7.19). We have thus proved that the weak limit \((r, u)\) satisfies the momentum equation (1.12).

### 7.6 Limit in the energy identity

Neglecting several positive terms at the left hand side and using the definition of \( \Pi^V \) and (2.8) in order to replace \( u_{B, \sigma} = \hat{u}_{B, \sigma} \) by \( u_B \) in the remaining boundary integrals, we can rewrite the energy identity (4.3) in the following form—see [54, Section 7.3],

\[
\begin{align*}
&\left[\int_0^T \left( \frac{1}{2} \varrho \vert \nabla \mathbf{v} \vert^2 + H_h(\varrho) \right) \, dx \right]_0^T + \int_0^T \int_\Omega \mathbb{S}(\nabla_h \mathbf{u}) : \nabla_h \mathbf{v} \, dx \, dt \\
&+ \int_0^T \int_{\Gamma_{\text{out}}} H_h(\varrho) u_B \cdot \mathbf{n} \, dS \, dt - \int_0^T \int_{\Gamma_{\text{in}}} H_h(\varrho_B) u_B \cdot \mathbf{n} \, dS \, dt \\
&- \int_0^T \int_{\Omega} \left( q\mathbf{\hat{u}} \otimes \mathbf{\hat{u}} + p_h(\varrho) \mathbb{I} \right) : \nabla_h u_B, \mathbf{v} \, dx \, dt \\
&+ \int_0^T \int_{\Omega} \varrho \mathbf{\hat{u}} \cdot \nabla_h u_B \cdot \mathbf{\hat{u}}_B \, dx \, dt + R_h^E[r, \varrho, \mathbf{u}],
\end{align*}
\]

where

\[
\left[ R_h^E[r, \varrho, \mathbf{u}] \right](\tau) = \int_{\tau_{m}}^{\tau} \left[ \int_{\Gamma_{\text{in}}} H_h(\varrho_B) \mathbf{u}_B \cdot \mathbf{n} \, dS \right]_0^T \\
- \int_{\Omega} \left( q\mathbf{\hat{u}} \otimes \mathbf{\hat{u}} + p_h(\varrho) \mathbb{I} \right) : \nabla_h u_B, \mathbf{v} \, dx \\
+ \int_{\Omega} \varrho \mathbf{\hat{u}} \cdot \nabla_h u_B \cdot \mathbf{\hat{u}}_B \, dx \, dt, \quad \tau \in (\tau_{m-1}, \tau_m], \ m = 1, \ldots, N;
\]

whence

\[
\left| R_h^E[r, \varrho, \mathbf{u}] \right| \lesssim h, \quad \text{where } \Delta t = h
\]

by virtue of (4.4–4.6), (6.4), (6.5).

In view of the convergence established in (6.6) and (7.87), (7.4), (7.8), (7.11), (7.17), and (8.5–8.6) it is rudimentary to pass to the limit in the inequality (7.88) in order to get the energy inequality (1.13). It is to be noticed that one must use the lower weak continuity of the convex functionals with respect to the weak convergence when passing to the limit at the left hand side (and eventually integrate the left hand side...
over short time intervals to be able to use the theorem on Lebesgue points to pass to the limit in the term \( \int_{\Omega} \frac{1}{2} \varrho |\hat{\nabla}|^2 \, dx \), cf. e.g. [53] for more details). Theorem 3.1 is proved.

8 Appendix: Numerical and theoretical background

8.1 Preliminaries from numerical analysis

In this part, we recall several classical inequalities related to the discrete functional spaces which will be used throughout the paper.

8.1.1 Some useful elementary inequalities

We recall Jensen’s inequalities

\[
\|\hat{v}\|_{L^q(K)} \lesssim \|v\|_{L^q(K)} \quad \text{for all } v \in L^q(K), 1 \leq q \leq \infty, \\
\|v_\sigma\|_{L^q(\sigma)} \lesssim \|v\|_{L^q(\sigma)} \quad \text{for all } v \in L^q(\sigma), 1 \leq q \leq \infty.
\]

(8.1)

together with the error estimate

\[
\forall v \in W^{1,q}(\Omega), \quad \begin{cases} 
\|v - \hat{v}\|_{L^q(K)} \lesssim h\|\nabla_x v\|_{L^q(K; R^3)}, & \forall v \in W^{1,q}(K) \\
\|v - \hat{v}\|_{L^q(\Omega)} \lesssim h\|\nabla_x v\|_{L^q(\Omega; R^3)}, & \forall v \in W^{1,q}(\Omega)
\end{cases}, \quad 1 \leq q \leq \infty.
\]

(8.2)

We also recall the Poincaré type inequalities of mesh elements,

\[
\|v - v_\sigma\|_{L^q(K)} \lesssim h\|\nabla_x v\|_{L^q(K; R^3)}, \quad \forall \sigma \in \mathcal{E}(K), \quad v \in W^{1,q}(K), 1 \leq q \leq \infty, \\
\|v - v_K\|_{L^q(K)} \lesssim h\|\nabla_x v\|_{L^q(K; R^3)}, \quad \forall K \in \mathcal{T}, \quad v \in W^{1,q}(K), 1 \leq q \leq \infty.
\]

(8.3)

8.1.2 Properties of piecewise constant and Crouzeix–Raviart finite elements

We report the estimates of jumps on mesh elements,

\[
\|[\hat{v}]\|_{\sigma = \Lambda \lambda |L| L^q(\sigma)} \lesssim h\|\nabla_h v\|_{L^q(K \cup L; R^3)}, \quad \forall v \in V(\Omega), 1 \leq q \leq \infty, \\
\|v|_K - v|_L\|_{L^q(K \cup L)} \lesssim h\|\nabla_h v\|_{L^q(K \cup L; R^3)}, \quad \forall \sigma = \lambda |L|, \quad v \in V(\Omega), 1 \leq q \leq \infty.
\]

(8.4)

see Gallouet et al. [39, Lemma 2.2].

Further we recall a global version of the Poincaré inequality on \( V(\Omega) \)

\[
\|v - \hat{v}\|_{L^q(\Omega)} \lesssim h\|\nabla_h v\|_{L^q(\Omega)} \quad \text{for all } v \in V(\Omega), 1 \leq q < \infty,
\]

(8.5)
along with the global error estimate

\[ \| v - \tilde{v} \|_{L^q(\Omega)} + h \| \nabla_h (v - \tilde{v}) \|_{L^q(\Omega; \mathbb{R}^3)} \lesssim h^m \| v \|_{W^{m,q}(\Omega)} \]  

(8.6)

for any \( v \in W^{m,q}(\Omega) \), \( m = 1, 2 \), \( 1 \leq q \leq \infty \), see Karper [51, Lemma 2.7] or Crouzeix and Raviart [9].

Next, we shall deal with the Sobolev properties of piecewise constant and Crouzeix–Raviart finite elements. To this end we introduce a discrete (so called broken) Sobolev \( H^{1,p} \)-semi)norm on \( Q(\Omega) \),

\[ \| g \|_{Q^{1,p}(\Omega)}^p = \sum_{\sigma \in \mathcal{E}_{\text{int}}} \int_{\sigma} \frac{[g]^p_{\sigma}}{h^{p-1}_{\sigma}} \, dS_x, \quad 1 \leq p < \infty. \]  

(8.7)

and a discrete (so called broken) Sobolev \( H^{1,p} \)-(semi)norm on \( V(\Omega) \),

\[ \| v \|_{V^{1,p}(\Omega)}^p = \int_{\Omega} |\nabla_h v|^p \, dx. \]  

(8.8)

Related to the \( Q^{1,p} \)-norm, we report the following discrete Sobolev and Poincaré type inequalities: We have

\[ \forall g \in Q(\Omega), \quad \| g \|_{L^6(\Omega)} \lesssim \| g \|_{Q^{1,2}(\Omega)} + \| g \|_{L^2(\Omega)}, \]  

(8.9)

see Bessemoulin-Chatard et al. [4, Theorem 6]. Likewise, we have the Discrete Sobolev inequality,

\[ \forall v \in V(\Omega), \quad \begin{cases} \| v \|_{L^{p^*}(\mathcal{K})} \lesssim \| \nabla v \|_{L^p(\mathcal{K})} + \| v \|_{L^p(\mathcal{K})}, \\ \| v \|_{L^{p^*}(\Omega)} \lesssim \| v \|_{V^{1,p}(\Omega)} + \| v \|_{L^p(\Omega)} \end{cases}, \quad 1 \leq p \leq \infty, \]  

(8.10)

\[ \forall v \in V_0(\Omega), \quad \| v \|_{L^{p^*}(\Omega)} \lesssim \| v \|_{V^{1,p}(\Omega)}, \]  

(8.11)

(where \( p^* \) is the Sobolev conjugate exponent to \( p \)), see e.g. [40, Lemma 9.3].

Last but not least, it is well known—see Christiansen et al. [7, Theorem 5.67] for the very general formulation—that the functions in \( Q(\Omega) \)—can be approximated by smooth functions. We report this result in the form formulated in Proposition 2 and formulas (8.6), (8.8) in [18]. To this end we extend \( g \in Q_h(\Omega) \) by 0 outside \( \Omega \) calling the new functions again \( g \), cf. (2.1), and we denote by \([g]_{\varepsilon}, \varepsilon > 0\) the mollified \( g \) via the standard mollifier (a convolution of \( g \) with the standard mollifying kernel). We have the following: For any \( \mathcal{K} \) a compact subset of \( \Omega \), there exists \( C = C(\mathcal{K}) \approx 1 \) such that for any \( 0 < h \approx \text{dist}(\mathcal{K}; \mathbb{R}^3 \setminus \Omega) \) and \( g \in Q_h(\Omega) \)

\[ \|[g]_h - g\|_{L^2(\mathcal{K})} \lesssim h \|g\|_{Q^{1,2}(\Omega)}, \quad \|\nabla_x [g]_h\|_{L^2(\mathcal{K})} \lesssim \|g\|_{Q^{1,2}(\Omega)}. \]  

(8.12)
Similar statement holds for functions in $v \in V_{h,0}(\Omega)$ (extended by 0 outside $\Omega$), cf. [19, Formula (8.7) and (8.9)],

$$\| [v]_h - v \|_{L^2(\Omega)} \lesssim h \| v \|_{V^1(\Omega)}, \quad \| \nabla_x [v]_h \|_{L^2(\Omega)} \lesssim \| v \|_{V^1(\Omega)}.$$ (8.13)

Finally, we report the well-known identities for the Crouzeix–Raviart finite elements,

$$\int_{\Omega} \text{div}_h \tilde{u} \ w \ dx = \int_{\Omega} \text{div}_x u \ w \ dx \quad \text{for any} \ w \in Q(\Omega) \ \text{and} \ u \in V(\Omega; R^3),$$ (8.14)

$$\int_{\Omega} \nabla_h v \otimes \nabla_h \tilde{\varphi} \ dx = \int_{\Omega} \nabla_h v \otimes \nabla_x \varphi \ dx \quad \text{for all} \ v \in V_h(\Omega), \ \varphi \in W^{1,1}(\Omega),$$ (8.15)

see [51, Lemma 2.11].

### 8.1.3 Trace and “negative” $L^p - L^q$ estimates for finite elements

We start by the classical trace estimate,

$$\| v \|_{L^q(\partial K)} \lesssim \frac{1}{h^{1/q}} \left( \| v \|_{L^q(K)} + h \| \nabla_x v \|_{L^q(K; R^3)} \right), \quad 1 \leq q \leq \infty \quad \text{for any} \ v \in C^1(K),$$ (8.16)

The following can be easily obtained from the previous one by means of the scaling arguments.

$$\| w \|_{L^q(\partial K)} \lesssim \frac{1}{h^{1/q}} \| w \|_{L^q(K)} \quad \text{for any} \ 1 \leq q \leq \infty, \ w \in P_m,$$ (8.17)

where $P_m$ denotes the space of polynomials of order $m$.

In a similar way, from the local estimate

$$\| w \|_{L_p(K)} \lesssim h^{3\left(\frac{1}{p} - \frac{1}{q}\right)} \| w \|_{L^q(K)} \quad 1 \leq q < p \leq \infty, \ w \in P_m,$$ (8.18)

we deduce the global version

$$\| w \|_{L_p(\Omega)} \leq c h^{3\left(\frac{1}{p} - \frac{1}{q}\right)} \| w \|_{L^q(\Omega)} \quad 1 \leq q < p \leq \infty, \ \text{for any} \ w|_K \in P_m(K), \ K \in T.$$ (8.19)

In particular, for a piecewise constant function in $[0, T = N \Delta t), \ a(t) = \sum_{n=0}^{N-1} a_n 1_{I_n}(t)$, where $I_n = [n \Delta t, (n + 1) \Delta t)$ we have

$$\| a \|_{L^p(I_n)} \lesssim (\Delta t)^{\frac{1}{p} - \frac{1}{q}} \| a \|_{L^q(I_n)} \quad 1 \leq q < p \leq \infty,$$ (8.20)
and
\[ \|a\|_{L^p(0,T)} \lesssim (\Delta t) \left( \frac{1}{p} - \frac{1}{q} \right) \|a\|_{L^q(0,T)} \quad 1 \leq q < p \leq \infty. \quad (8.21) \]

### 8.1.4 Some formulas related to upwinding

The following formulas can be easily verified by a direct calculation, see e.g. [19, Section 2.4]

1. Local conservation of fluxes:
\[ \forall \sigma = K|L \in \mathcal{E}_{\text{int}}, \quad F_{\sigma,K}[g, u] = -F_{\sigma,L}[g, u], \]
\[ \forall \sigma \in \mathcal{E}_{\text{int}}, \quad U_{\sigma,n}[g, u] = -U_{\sigma,-n}[g, u] \quad \text{and} \quad [(g)]_{n_{\sigma}} = -[(g)]_{-n_{\sigma}}. \quad (8.22) \]

2. For all \( r, g \in Q(\Omega), u \in V(\Omega, R^3) \),
\[ \sum_{K \in T} r_K \sum_{\sigma \in \mathcal{E}_{\text{int}}} |\sigma| F_{\sigma,K}[g, u] = - \sum_{\sigma \in \mathcal{E}_{\text{int}}} U_{\sigma}[g, u][[r]]_{\sigma}. \quad (8.23) \]

3. For all \( r, g \in Q(\Omega), u, u_B \in V(\Omega; R^3), u - u_B \in V_0(\Omega; R^3), \phi \in C^1(\Omega) \),
\[ \int_{\Omega} g \mathbf{u} \cdot \nabla \phi \, dx = - \sum_{K \in T} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} F_{\sigma,K}[g, u]r \\
+ \sum_{K \in T} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \int_{\sigma} (r - \phi) [(g)]_{\sigma,n_{\sigma,K}} [u_{\sigma} \cdot n_{\sigma,K}]^- \, dS_x \\
+ \sum_{K \in T} \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{out}}} \int_{\sigma} g(\mathbf{u} - u_{\sigma}) \cdot n_{\sigma,K}(\phi - r) \, dS_x \\
+ \int_{\Omega} (r - \phi) g \text{div}_h \mathbf{u} \, dx \\
+ \sum_{\sigma \in \mathcal{E}_{\text{out}}} \int_{\sigma} g \mathbf{u}_{B,\sigma} \cdot n_{\sigma}(\phi - r) \, dS_x \\
+ \sum_{\sigma \in \mathcal{E}_{\text{int}}} \int_{\sigma} g \mathbf{u}_{B,\sigma} \cdot n_{\sigma}(\phi - r) \, dS_x. \quad (8.24) \]

### 8.2 Preliminaries from analysis

In the existence proof, we need several properties related to the space \([W^{1,q'}(\Omega)]^*\)

We start by the Riesz representation formula, which can be readily obtained from the
Hahn-Banach theorem and the definition of dual norms:
Lemma 8.1 Let $1 < q < \infty$. Then for any $G \in [W^{1,q'}(\Omega)]^*$ there exists a unique \([g_0, g] \in L^q(\Omega; \mathbb{R}^4)\) such that

\[
\forall u \in W^{1,q'}(\Omega), \quad \langle G; u \rangle = \int_\Omega \left( g_0 + g \cdot \nabla_x u \right) \, dx;
\]

if \(\|u\|_{W^{1,q'}(\Omega)} := \|u\|_{L^q(\Omega)} + \sum_{i=1}^3 \|\partial_i u\|_{L^q(\Omega)} \) then \(\|G\|_{[W^{1,q'}(\Omega)]^*} \)

\[
= \max_{i=0,\ldots,3} \|g_i\|_{L^q(\Omega)}.
\]

(8.25)

This formula implies immediately,

\[ C_c^\infty(\Omega) \text{ is dense in } [W^{1,q'}(\Omega)]^*. \] (8.26)

Indeed, if (8.25) is a representation of \(G \in [W^{1,q'}(\Omega)]^*\) and \([g_0^n, g^n] \in C_c^\infty(\Omega; \mathbb{R}^4)\) is a sequence converging to \([g_0, g]\) in \(L^q(\Omega; \mathbb{R}^4)\) then \(C_c^\infty(\Omega; \mathbb{R}^4) \ni G^n := g_0^n - \text{div}_x g^n \to G \) in \([W^{1,q'}(\Omega)]^*\).

We will need the properties of the pseudodifferential operator

\[
A[u] = \nabla_x \Delta^{-1}[u] = \mathcal{F}_{\xi \to x}^{-1} \left[ \frac{-i \xi}{|\xi|^2} \mathcal{F}_{\xi \to x} [1_{\Omega} u] \right] \quad u \in C_c^\infty(\Omega),
\]

where \(\mathcal{F}_{\xi \to x}\) denotes the Fourier transform. (8.27)

We have the following lemma.

Lemma 8.2 For all \(u \in C_c^\infty(\Omega)\) we have,

\[
\|A[u]\|_{L^2(\mathbb{R}^3)} \lesssim \|u\|_{L^2(\Omega)} + \|u\|_{L^2(\Omega)},
\]

\[
\|A[u]\|_{W^{1,p}(\Omega)} \lesssim \|u\|_{L^p(\Omega)}, \quad 1 < p < \infty,
\]

and for all \([g_0, g] \in C_c^\infty(\Omega; \mathbb{R}^4)\)

\[
\|A[g_0 - \text{div}_x g]\|_{L^q(\Omega)} \lesssim \|g_0 - \text{div}_x g\|_{[W^{1,q'}(\Omega)]^*}, \quad 1 < q < \infty.
\]

Indeed, the first estimate follows just from the splitting \(\frac{1}{|\xi|} \mathcal{F}_{\xi \to x} [u] = \frac{1}{|\xi|^{1+1}} \mathcal{F}_{\xi \to x} [u] + \frac{1}{|\xi| \cdot |\xi|} \mathcal{F}_{\xi \to x} [u]\), where the first term in the sum is in \(L^2(\mathbb{R}^3)\) provided \(\mathcal{F}_{\xi \to x} [u] \in L^\infty(\mathbb{R}^3)\) (i.e. \(u \in L^1(\mathbb{R}^3)\)), while the second term is in \(L^2(\mathbb{R}^3)\) provided \(\mathcal{F}_{\xi \to x} [u] \in L^2(\mathbb{R}^3)\) (i.e. \(u \in L^2(\mathbb{R}^3)\)).

The second estimate for \(\nabla_x A[u]\) in \(L^p(\mathbb{R}^3)\) follows from the classical Hörmander–Mikhlin multiplier theorem. According to the Sobolev embeddings in the homogenous Sobolev spaces setting, cf. Galdi [37, Theorem II.6.1], there is \(a_\infty \in \mathbb{R}\) such that, if \(1 < s < 3\) in particular, \(\|A[u] - a_\infty\|_{L^{s^*}(\mathbb{R}^3)} \lesssim \|\nabla_x A[u]\|_{L^{s^*}(\mathbb{R}^3)}\), \(s^* = \frac{3\frac{s}{3-s}}{3}\), whence
the first inequality in Lemma 8.2 yields \( a_\infty = 0 \). Consequently, since \( s < s^* \) and \( \Omega \) is bounded, the second inequality follows so far for \( 1 < p < 3 \). If \( p \geq 3 \), we have according to the preceding \( \mathcal{A}[u] \) bounded in \( W^{1, \frac{3p}{3+p}}(\Omega) \) by \( \|u\|_{L^{\frac{3p}{3+p}}(\Omega)} \sim \|u\|_{L^p(\Omega)} \) and we can use Sobolev imbedding \( W^{1, \frac{3p}{3+p}}(\Omega) \hookrightarrow L^p(\Omega) \) to conclude.

Finally, we deduce the third estimate in Lemma 8.2 by calculating

\[
\int_{\Omega} \mathcal{A}_k [g_0 - \nabla_x g] \phi \, dx = \int_{\Omega} \mathcal{A}_k [g_0] \phi \, dx + \int_{\Omega} \mathcal{A}_k [\nabla_x g] \phi \, dx \\
\sim \|\phi\|_{L^q(\Omega)} \left( \|\mathcal{A}_k [g_0]\|_{L^q(\Omega)} + \|\nabla_x \mathcal{A}_k [g]\|_{L^q(\Omega)} \right) \\
\sim \max_{i=0, \ldots, 3} \left\{ \|g_i\|_{L^q(\Omega)} \right\} \|\phi\|_{L^q(\Omega)}.
\]

In the above, we have used besides Lemma 8.1 also the Hölder inequality and the already proved second estimate of Lemma 8.2.

We can therefore extend the operator (8.27) from \( C^\infty_c(\Omega) \) functions to \( L^p(\Omega) \cap [W^{1,q'}(\Omega)]^* \). We resume this observation in the following Lemma.

**Lemma 8.3** The operator \( \mathcal{A} \) explicitly defined in (8.27) is a continuous linear operator from 

\( L^p(\Omega) \) to \( W^{1,p}(\Omega) \) and from \([W^{1,q'}(\Omega)]^*\) to \( L^q(\Omega), 1 < q, p < \infty \).

The next lemma deals with a particular solution of the equation \( \text{div}\, w = r \) in \( \Omega \), \( w|_{\partial\Omega} = 0 \) called the Bogovskii solution, [3].

**Lemma 8.4** Let \( \Omega \) be a bounded Lipschitz domain. There exists a linear operator \( \mathcal{B} \) defined on \( C^\infty_c(\Omega) \) with the following properties

\[
\mathcal{B}(C^\infty_c(\Omega)) \subset C^\infty_c(\Omega) \quad (8.28)
\]

\[
\forall r \in C^\infty_c(\Omega), \quad \|\mathcal{B}[r]\|_{W^{1,p}(\Omega; R^3)} \sim \|r\|_{L^p(\Omega)}, \quad 1 < p < \infty, \quad (8.29)
\]

\[
\forall G := \{g_0, g\} \in C^\infty_c(\Omega; R^4), \quad \|\mathcal{B}[G]\|_{L^q(\Omega; R^3)} \sim \|G\|_{[W^{1,q'}(\Omega)]^*}, \quad 1 < q < \infty. \quad (8.30)
\]

\[
\nabla_x \mathcal{B}[r] = r \text{ for any } r \in C^\infty_c(\Omega), \quad \int_{\Omega} r \, dx = 0. \quad (8.31)
\]

On Lipschitz domains, the Bogovskii solution is given by an explicit formula involving a singular kernel which is particularly “accessible” if the domain is star-shaped and which allows to provide the proof of Lemma 8.4 via an explicit (but involved) calculation. We refer to Galdi [37, Chapter 3] for a detailed proof of the properties (8.28), (8.29), (8.31), and to Geissert, Heck and Hieber [42] for (8.30).

Using the density of \( C^\infty_c(\Omega) \) in \( L^q(\Omega) \) and in \([W^{1,q'}(\Omega)]^*\), cf. Lemma 8.25 and formula (8.26), we can extend the operator \( \mathcal{B} \) introduced in Lemma 8.4 to a continuous linear operator on \( L^q(\Omega) \cap [W^{1,q'}(\Omega)]^* \):

\( \square \) Springer
Lemma 8.5 The operator $\mathcal{B}$ introduced in Lemma 8.4 is a continuous linear operator from $L^p(\Omega)$ to $W_0^{1,p}(\Omega)$ and from $[W^{1,q'}(\Omega)]^*$ to $L^q(\Omega)$, $1 < q < p < \infty$

and

$$\text{div}_x \mathcal{B}[r] = r \text{ for any } r \in L^p(\Omega), \int_{\Omega} r \, dx = 0, \ 1 < p < \infty.$$ 

The next theorem involving commutator of Riesz operators may be seen as a consequence of the celebrated Div–Curl lemma above, see Murat [57] and [15, Section 6] or [25, Theorem 10.27] for the below adapted formulation

Lemma 8.6 Let

$$V_n \rightharpoonup V \text{ in } L^p(\mathbb{R}^3; \mathbb{R}^3),$$

$$U_n \rightharpoonup U \text{ in } L^q(\mathbb{R}^N; \mathbb{R}^N),$$

where $\frac{1}{p} + \frac{1}{q} = \frac{1}{s} < 1$. Then

$$U_n \cdot \nabla \Delta^{-1} \text{div}_x[V_n] - V_n \cdot \nabla \Delta^{-1} \text{div}_x[U_n] \cdot V_n \rightharpoonup U \cdot \nabla \Delta^{-1} \text{div}_x[V]$$

$$- V \cdot \nabla \Delta^{-1} \text{div}_x[U] \text{ in } L^s(\mathbb{R}^N).$$

Finally, the last two lemmas are well known results from convex analysis, see e.g. Lemma 2.11 and Corollary 2.2 in Feireisl [15].

Lemma 8.7 Let $O \subset \mathbb{R}^d$, $d \geq 2$, be a measurable set and $\{v_n\}_{n=1}^{\infty}$ a sequence of functions in $L^1(O; \mathbb{R}^M)$ such that

$$v_n \rightharpoonup v \text{ in } L^1(O; \mathbb{R}^M).$$

Let $\Phi : \mathbb{R}^M \to (\mathbb{R}, \infty)$ be a lower semi-continuous convex function.

Then $\Phi(v) : O \mapsto \Phi(v)$ is integrable and

$$\int_O \Phi(v)dx \leq \liminf_{n \to \infty} \int_O \Phi(v_n)dx.$$ 

Lemma 8.8 Let $O \subset \mathbb{R}^d$, $d \geq 2$ be a measurable set and $\{v_n\}_{n=1}^{\infty}$ a sequence of functions in $L^1(O; \mathbb{R}^M)$ such that

$$v_n \rightharpoonup v \text{ weakly in } L^1(O; \mathbb{R}^M).$$

Let $\Phi : \mathbb{R}^M \to (\mathbb{R}, \infty)$ be a lower semi-continuous convex function such that $\Phi(v_n) \in L^1(O)$ for any $n$, and

$$\Phi(v_n) \rightharpoonup \Phi(v) \text{ weakly in } L^1(O).$$
Then
\[ \Phi(v) \leq \Phi(v) \text{ a.e. in } O. \] (8.32)

If, moreover, \( \Phi \) is strictly convex on an open convex set \( U \subset \mathbb{R}^M \), and
\[ \Phi(v) = \Phi(v) \text{ a.e. on } O, \]
then
\[ v_n(y) \to v(y) \text{ for a.a. } y \in \{ y \in O \mid v(y) \in U \} \] (8.33)
extracting a subsequence as the case may be.

**Lemma 8.9** Let \( O \) be a domain in \( \mathbb{R}^d \), \( P, G : Q \mapsto \mathbb{R} \) be a couple of non decreasing and continuous functions on \([0, \infty)\). Assume that \( \varrho_n \in L^1(O; [0, \infty)) \) is a sequence such that
\[
\begin{align*}
P(\varrho_n) &\rightharpoonup P(\varrho), \\
G(\varrho_n) &\rightharpoonup G(\varrho), \\
P(\varrho_n)G(\varrho_n) &\rightharpoonup P(\varrho)G(\varrho)
\end{align*}
\]
in \( L^1(O) \).

Then
\[ P(\varrho) G(\varrho) \leq P(\cdot, \varrho)G(\cdot, \varrho) \]
a.e. in \( O \).
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