A HIGHER HODGE EXTENSION OF THE FEIGIN-TSYGAN THEOREM

WAI-KIT YEUNG

Abstract. We show that the extended noncommutative de Rham complex of a cofibrant resolution, when completed at a certain Hodge filtration, is (reduced) quasi-isomorphic to the periodic cyclic complex, while each of its filtration piece is quasi-isomorphic to the negative cyclic complex. This extends a classical result of Feigin and Tsygan, which corresponds to the Hodge degree 0 part of our quasi-isomorphism. This result is applied to the study of Calabi-Yau categories in [14, 15].
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1. INTRODUCTION

Given an associative algebra $A$ over a field $k$ of characteristic zero, denote by $\Omega^1(A)$ its bimodule of noncommutative Kahler differentials, introduced in [4]. Let $\Omega^n(A) := \Omega^1(A) \otimes_A \cdots \otimes_A \Omega^1(A)$, then $\Omega^\ast(A) := \bigoplus_{n \geq 0} \Omega^n(A)$ is a differential graded (dg) algebra with a naturally defined differential $d$ (see [4]). The noncommutative de Rham complex is the complex

$$DR(A) := \Omega^\ast(A)_{\text{cyc}}$$

where we write $B_{\text{cyc}} = B/[B,B]$ for a dg algebra $B$, with the differential inherited from $B$.

In [6], Ginzburg and Schedler considered the free extension $\Omega^\ast(A)\langle t \rangle$ of $\Omega^\ast(A)$ by a variable $t$, and considered the extended noncommutative de Rham complex, defined as

$$DR_t(A) := \langle \Omega^\ast(A)\langle t \rangle \rangle_{\text{cyc}}$$

Besides the original grading from $\Omega^\ast(A)$, the extra variable $t$ allows us to give $\Omega^\ast(A)\langle t \rangle$, and hence $DR_t(A)$, an extra grading. Namely, we declare that $\Omega^1(A)$ has bidegree $(r,s) = (0,1)$ and $t$ has bidegree $(r,s) = (1,1)$. We will call $r$ the equivariant grading, and $s$ the Hodge grading. In particular, the Hodge grading will play a crucial role in the following discussion.\(^1\)

Then [6] constructs on $\Omega^\ast(A)\langle t \rangle$ an extra differential $i_\Delta$ of bidegree $(r,s) = (1,0)$ (while the original de Rham differential $d$ has bidegree $(r,s) = (0,1)$). The two differentials $d$ and $i_\Delta$ do not commute on $\Omega^\ast(A)\langle t \rangle$, but do commute when descended to $DR_t(A)$, making it into a bicomplex ($DR_t(A), d, i_\Delta$). The total differential on the total complex is $d_{\text{tot}} := d + i_\Delta$.

The same discussion holds for dg algebras instead of associative algebras, in which case there is also an intrinsic (cohomological) grading and an intrinsic differential $\partial$ inherited from $A$. From now

---

\(^1\)In the main text, we will allow $k$ to be any commutative ring, and we will specify various assumptions as needed.

\(^2\)The reader is cautioned that in [6], $\Omega^1(A)$ has bidegree $(p,q) = (0,1)$ and $t$ has bidegree $(p,q) = (2,0)$. Thus, the bigrading we use is a recalibration of the one in [6] by the rule $p = 2r$ and $q = s - r$. Our choice is more convenient for our discussion (and is also natural from our point of view of formal noncommutative algebraic geometry). Eventually we will be interested in the total complex. Since $p + q = r + s$, we obtain the same total complex as in [6].
on we will write $\text{DR}_t(A)$ for the total complex of this tri-complex, endowed with the total differential $d_{\text{tot}} := d + t\Delta + \partial$.

Let $F^\bullet \text{DR}_t(A)$ be the “Hodge filtration” on $\text{DR}_t(A)$ defined by

$$F^n \text{DR}_t(A) := \bigoplus_{r \geq 0, s \geq n} \text{DR}^{r,s}_t(A)$$

and let $\widehat{\text{DR}}_t(A)$ be the completion with respect to this Hodge filtration, which then inherits a Hodge filtration $F^\bullet \widehat{\text{DR}}_t(A)$. We prove the following (see (4.16) and Theorem 4.17).

**Theorem 1.1.** Choose a cofibrant replacement $Q \xrightarrow{\sim} A$, then the Hodge completed extended noncommutative de Rham complex $\widehat{\text{DR}}_t(Q)$ is reduced quasi-isomorphic to the periodic cyclic complex $\text{CP}(A)$. By this, we mean that there is a zig-zag of quasi-isomorphisms between their reduced versions

$$\widehat{\text{DR}}_t(Q) := \text{cone} \left[ \text{DR}_t(k) \to \widehat{\text{DR}}_t(Q) \right]$$

$$\text{CP}(A) := \text{cone} \left[ CP(k) \to CP(A) \right]$$

Moreover, for each $n \geq 1$, there is a zig-zag of quasi-isomorphism between $F^n \widehat{\text{DR}}_t(Q)$ and the (shifted) negative cyclic complex $\text{CN}(A)[-2n]$.

Notice that the Hodge degree 0 part of $\text{DR}_t(Q)$ is precisely $Q/[Q,Q]$. By a classical result of Feigin and Tsygan, it is reduced quasi-isomorphic to the cyclic complex $\text{CC}(A)$. Theorem 1.1 (or rather its proof) is an extension of this comparison to the Hodge degree > 0 part.

**Remark 1.2.** In [3], Bhatt showed that, in the commutative case, the (naive) de Rham complex of a semi-free resolution, when completed at the Hodge filtration, computes the “correct” de Rham cohomology. In our present noncommutative case, we may consider the periodic cyclic homology as the “correct” noncommutative de Rham cohomology. As such, Theorem 1.1 is formally parallel to Bhatt’s result.

**Remark 1.3.** The extended noncommutative de Rham complex was also used in [7] to construct cyclic homology and its variations, but in a quite different way. In particular, [7] did not consider cofibrant resolutions. Theorem 1.1 seems to be rather different from the results in [7].

In the main body of the text, we will use different notations to denote $\text{DR}_t(A)$ (and with different conventions of homological shifts). In fact, the author independently discovered the extended noncommutative de Rham complex from a different viewpoint (partly motivated by certain construction in the proof of the main result of [13]), and the notation we use will reflect that viewpoint.

Theorem 1.1 or rather certain constructions in its proof, is applied in [14] to prove that deformed Calabi-Yau completions are always Calabi-Yau. It is also applied in [15] to give a constructive proof that an $n$-Calabi-Yau structure on an associative algebra induces a $(2-n)$-shifted symplectic structure on its (derived) moduli space of representations.

**Acknowledgement.** The author thanks Ezra Getzler and Boris Tsygan for helpful discussions.

2. The Feigin-Tsygan theorem

We fix a commutative unital ring $k$. Unadorned tensor products are understood to be over $k$. We will always work with homological grading in this paper, i.e., the differential decreases the degree by 1. The category of chain complexes over $k$ will be denoted as $\text{Ch}(k)$. The category of all small dg categories over $k$ will be denoted as $\text{dgcat}_k$. A right dg module over $A \in \text{dgcat}_k$ will often simply be called a module, the category of which will be denoted as $\text{Mod}(A)$. The enveloping dg category of $A$ is defined as $A^e := A \otimes A^{op}$, so that an $A$-bimodule can be identified as either a left or right $A^e$-module. The

---

Footnote 3: In the main text, we will usually write $d$ for (things related to) the intrinsic differential, and $D$ for (things related to) the de Rham differential. This potentially conflicts with our above choice (made to conform with [16]) for writing $\partial$ for the intrinsic differential, and $d$ for the de Rham differential. The reader is advised to forget about the notation in this introduction when reading the main text.
standard dg enrichment of $\text{Ch}(k)$ and $\text{Mod}(\mathcal{A})$ will be denoted as $\text{Ch}(k)$ and $\text{Mod}(\mathcal{A})$ respectively. The reader may refer to [14] for more details of these notations and conventions.

Given a bimodule $M \in \text{Mod}(\mathcal{A}^e)$, we will often write $\lambda M := M(x, y)$, so that the structure maps have the tidy form $\lambda \mathcal{A}_y \otimes \lambda M_x \otimes \lambda \mathcal{A}_w \to \lambda M_w$. Denote by $M_2 \in \text{Ch}(k)$ the chain complex $M \otimes \mathcal{A} \to \mathcal{A}$.

\begin{equation}
M_2 := M \otimes \mathcal{A} \to \mathcal{A} = \left( \bigoplus_{x \in \text{Ob}(\mathcal{A})} M(x, x) \right) / (\xi f - (-1)^{|f||\xi|} f \xi |_{\mathcal{A}(x,y), \xi \in M(y,x)} where the quotient out by the $k$-linear span of the displayed relations.

The category $\text{dgcat}_k$ will be assumed to be endowed with the model structure in [11]. In particular, cofibrant dg categories are retracts of cellular dg categories. Similarly, $\text{Mod}(\mathcal{A})$ will be endowed with the standard model structure where weak equivalences and fibrations are defined pointwise. Cofibrant objects in $\text{Mod}(\mathcal{A})$ are retracts of cellular modules. The derived category $\mathcal{D}(\mathcal{A})$ is the homotopy category of this model category, which is also equivalent to $H_0$ of the full dg subcategory $\text{Mod}^{\text{cof}}(\mathcal{A}) \subset \text{Mod}(\mathcal{A})$ consisting of cofibrant objects.

Given a set $\mathcal{O}$, denote by $\text{dgcat}^\mathcal{O}_k$ the category of dg categories whose object set is $\mathcal{O}$. Morphisms in $\text{dgcat}^\mathcal{O}_k$ are dg functors that are identity on the object set. When $\mathcal{O}$ is finite, this is equivalent to the under category $R \downarrow \text{dgcat}_k$, where $R := \bigoplus_{x \in \mathcal{O}} k$. The category $\text{dgcat}^\mathcal{O}_k$ will be endowed with the model structure where weak equivalences and fibrations are defined pointwise. Again, cofibrant objects in $\text{dgcat}^\mathcal{O}_k$ are retracts of cellular dg categories.

Recall that $C \in \text{Ch}(k)$ is to be h-flat (or K-flat) if $C \otimes - : \text{Ch}(k) \to \text{Ch}(k)$ preserves quasi-isomorphisms. We say that $\mathcal{A} \in \text{dgcat}^\mathcal{O}_k$ is h-flat if each $\mathcal{A}(x, y) \in \text{Ch}(k)$ is h-flat. Assume that $\mathcal{A}$ is $k$-flat, then for each $n \geq 0$, consider the chain complex

\begin{equation}
C_n^H(\mathcal{A}) := \bigoplus_{(x_0, \ldots, x_n) \in \mathcal{O}^{n+1}} (x_0 \mathcal{A}_{x_n} \otimes x_n \mathcal{A}_{x_n-1} \otimes \cdots \otimes x_1 \mathcal{A}_{x_0})
\end{equation}

This form a simplicial object in $\text{Ch}(k)$, which therefore gives a bicomplex whose $n$-th column is $C_n^H(\mathcal{A})$. The \textit{homological Hochschild complex} $C^H(\mathcal{A})$ is defined as the direct sum total complex of this bicomplex:

\begin{equation}
C^H(\mathcal{A}) := \bigoplus_{n \geq 0} C_n^H(\mathcal{A})[n]
\end{equation}

whose differential will be denoted as $b = b_1 + b_2$, where $b_1$ is induced from the differential in $\mathcal{A}$, and $b_2$ is given by successive multiplication in $\mathcal{A}$. The Connes-Tsygan map will be denoted as $B : C^H(\mathcal{A}) \to C^\lambda(\mathcal{A})$, which is a map of degree 1, making $(C^H(\mathcal{A}), b, B)$ a mixed complex (see [8] for detailed formulas).

The \textit{cyclic complex} is the complex

\begin{equation}
CC(\mathcal{A}) := \bigoplus_{n \geq 0} C^H(\mathcal{A}) \cdot u^{-n}
\end{equation}

where $u$ is a variable of degree $-2$, with differential given by $d = b + uB$ (where $uB$ is defined to be zero on the component $C^H(\mathcal{A}) \cdot u^0$).

Let $t'_n : C_n^H(\mathcal{A}) \to C_n^H(\mathcal{A})$ be the cyclic rotation map (i.e., the generator of the obvious $\mathbb{Z}/(n+1)$-action on (2.2)), and let $t_n : C_n^H(\mathcal{A})[n] \to C_n^H(\mathcal{A})[n]$ be defined by $t_n := (-1)^n t'_n[n]$. Let

\begin{equation}
C^\lambda(\mathcal{A}) := \bigoplus_{n \geq 0} \text{coker}(\text{id} - t_n)
\end{equation}

Then recall that the map $b$ descends under the surjection $C^H(\mathcal{A}) \to C^\lambda(\mathcal{A})$ (see, e.g., [8] Lemma 2.1.1), so that we have a complex $(C^\lambda(\mathcal{A}), b)$, called the \textit{Connes complex}.

Consider the map

\begin{equation}
CC(\mathcal{A}) \to C^\lambda(\mathcal{A})
\end{equation}

\footnote{In [8], this complex is denoted as $B(\mathcal{A})$ instead.}
that is zero on the components $C^H(A) \cdot u^{-n}$ for $n > 0$, and is the canonical surjection $C^H(A) \to C^\lambda(A)$ for the component $C^H(A) \cdot u^0$. Then we recall the following (see, e.g., [8, Theorem 2.1.5])

**Theorem 2.5.** Suppose that $Q \subset k$, then the map $[2.4]$ is a quasi-isomorphism.

Consider the map

$$(2.6) \quad C^\lambda(A) \to A_{\mathbb{Q}}$$

that is zero on the components $\text{coker}(\text{id} - t_n)$ for $n > 0$ in $[2.3]$, and is given by the canonical map $C^0_H(A) \to A_{\mathbb{Q}}$ on the $n = 0$ component.

The map $[2.6]$ is clearly natural with respect to $A \in \text{dgcat}_k$. Below, we will only consider naturality with respect dg functors that are identity on object sets. Thus, for a morphism $A \to B$ in $\text{dgcat}_k^r$, we consider the induced map

$$(2.7) \quad \text{cone} \left[ C^\lambda(A) \to C^\lambda(B) \right] \to \text{cone} \left[ A_{\mathbb{Q}} \to B_{\mathbb{Q}} \right]$$

The following form of the Feigin-Tsygan theorem is essentially given in $[2]$:

**Theorem 2.8.** Suppose that $F : A \to B$ is a morphism between cofibrant objects in $\text{dgcat}_k^r$, then the map $[2.7]$ is a quasi-isomorphism.

**Definition 2.9.** For $A \in \text{dgcat}_k^r$ that is $k$-flat, the complex

$$\overline{CC}(A) := \text{cone} \left[ CC(k\theta) \to CC(A) \right]$$

$$\overline{C^\lambda}(A) := \text{cone} \left[ C^\lambda(k\theta) \to C^\lambda(A) \right]$$

are called the reduced cyclic complex and the reduced Connes complex respectively.

Applying Theorem $[2.8]$ to $k\theta \to A$, we have the following usual form of the Feigin-Tsygan theorem

(2.12) Assume that $A \in \text{dgcat}_k^r$ is cofibrant, then the map $[2.4]$ for $k\theta \to A$ is a quasi-isomorphism

$$\overline{C^\lambda}(A) \sim \text{cone} \left[ k\theta \to A_{\mathbb{Q}} \right]$$

In [2], only the existence of a quasi-isomorphism in Corollary $[2.10]$ was claimed without specifying the map. However, the argument in [2] does establish Theorem $[2.8]$ by a simple application of the $3 \times 3$-lemma:

**Corollary 2.10.** Assume that $A \in \text{dgcat}_k^r$ is cofibrant, then the map $[2.4]$ for $k\theta \to A$ is a quasi-isomorphism

(2.12) Suppose that $F$ and $G$ are homotopic, then the induced maps $F_{\mathbb{Q}}, G_{\mathbb{Q}} : A_{\mathbb{Q}} \to B_{\mathbb{Q}}$ are equal in the derived category $F_{\mathbb{Q}} = G_{\mathbb{Q}}$ in $D(k)$.

Recall that homotopy relations between morphisms from a cofibrant object to a fibrant object can be realized by any given fixed good path object. Thus, it suffices to show that, for each $B \in \text{dgcat}_k^r$, there is a good path object $B \sim \text{Path}(B) \to B \times B$ such that $B_{\mathbb{Q}} \to \text{Path}(B)_{\mathbb{Q}}$ is a weak equivalence. Recall that the algebraic de Rham complexes $\Omega^* (\Delta^0)$ form a Reedy fibrant simplicial resolution of $k$ in $\text{cdgak}$. In particular, $P := [\Omega^* (\Delta^0) \to \Omega^* (\Delta^1) \to \Omega^* (\Delta^0) \times \Omega^* (\Delta^0)]$ is a path object for $k = \Omega^* (\Delta^0)$ in $\text{cdgak}$. Since fibrations and weak equivalences in $\text{dgcat}_k^r$ are defined pointwise, we see that $B \otimes P$ is a

---

5 Beware that in [2], the complex $C^\lambda(A)$ is denoted as $CC(A)$.

6 Here we use the terminology of a “good path object” in [3]. See, for example, [5, Remark 4.23].
good path object of \( B \in \text{dgcat}_k^\mathcal{O} \). Then notice that \((B \otimes C)_2 = B_2 \otimes C\) for any \( C \in \text{cdga}_k \). This proves \((2.12)\).

**Remark 2.13.** If we regard \((-)_2 : \text{dgcat}_k \to \text{Ch}(k)\), then the analogue of Proposition \(2.11\) is not true. i.e., given a quasi-equivalence \( F : A \to B \) between cofibrant dg categories (where \( F \) may not be a bijection on object sets), the induced map \( F_2 : A_2 \to B_2 \) may not be a quasi-isomorphism.

In particular, the proof of Proposition \(2.11\) cannot be confused with \( A \otimes_A E \). Then notice that \((2.14)\) is visible for \( A \otimes_A E \otimes \Omega^1(\Delta^1) \to B \times B \) is a quasi-isomorphism. Since both \( A \otimes_A E \otimes \Omega^1(\Delta^1) \) and \( B \times B \) are cofibrant resolution of 0, we see from Proposition \(2.11\) that \( F_2 \) is a quasi-isomorphism, so that the bottom-right corner of \((2.14)\) is zero. Thus, \((2.7)\) is a quasi-isomorphism.

**Proof of Theorem 2.8.** Consider the semi-free extension \( A(t\varrho) \in \text{dgcat}_k^\mathcal{O} \) defined by freely adjoining a degree 1 endomorphism \( t_\varrho \) at each \( \varrho \in \mathcal{O} \), with differentials given by \( d(t_\varrho) = 1_\varrho \). Then \( 1_\varrho = 0 \) in \( H_0(A(t\varrho)) \) for each \( \varrho \in \mathcal{O} \), therefore the canonical map \( A(t\varrho) \to 0 \) is a quasi-isomorphism. Notice that there is a canonical isomorphism

\[
\text{cone}(C^\lambda(A)) \otimes \mathcal{O} \cong A(t\varrho)_2
\]

The same holds for \( B \). Therefore by the \( 3 \times 3\)-lemma (see, e.g., [1 Proposition 1.1.11] or [9 Lemma 2.6]), there is a commutative diagram in which every row and column is part of a distinguished triangle:

\[
\begin{array}{ccc}
C^\lambda(A) & \xrightarrow{C^\lambda(F)} & A_2 \\
\downarrow C^\lambda(E) & & \downarrow F_2 \\
C^\lambda(B) & \xrightarrow{C^\lambda(F)} & B_2
\end{array}
\]

(2.14)

Since both \( A(t\varrho) \) and \( B(t\varrho) \) are cofibrant resolution of 0, we see from Proposition \(2.11\) that \( F_2 \) is a quasi-isomorphism, so that the bottom-right corner of \((2.14)\) is zero. Thus, \((2.7)\) is a quasi-isomorphism.

\[\square\]

3. The extended noncommutative de Rham complex

Let \( A \in \text{dgcat}_k^\mathcal{O} \). Then for bimodules \( M, N \in \text{Mod}(\mathcal{A}) \), denote by \( M \otimes_\mathcal{O} N \) the bimodule given by \( \Phi(M \otimes_\mathcal{O} N) \) or \( \bigoplus_{x \in \mathcal{O}} M_x \otimes_\mathcal{O} N_x \). In particular, \( \mathcal{O} \otimes_\mathcal{O} \mathcal{O} \) is a free \( \mathcal{O} \)-bimodule over the basis set \( \{ E_x \}_{x \in \mathcal{O}} \), where \( E_x \in \mathcal{O}(\mathcal{A} \otimes_\mathcal{O} \mathcal{A})_x \) is defined as \( E_x = 1_\mathcal{A} \otimes 1_\mathcal{A} \). (Beware that the \( \mathcal{O} \)-bimodule \( \mathcal{O} \otimes_\mathcal{O} \mathcal{O} \) should not be confused with \( \mathcal{O} \otimes \mathcal{A} \), which is an \( \mathcal{A} \)-bimodule).

For \( n \geq 0 \), define \( \mathcal{R}_n(A) \in \text{Mod}(\mathcal{A}) \) by

\[
\mathcal{R}_n(A) := \mathcal{A} \otimes_\mathcal{O} (n+2) \otimes_\mathcal{O} \mathcal{A}
\]

This gives a simplicial object \( \mathcal{R}_\bullet(A) \) in \( \text{Mod}(\mathcal{A}) \), together with an augmentation map \( \mathcal{R}_0(A) = \mathcal{A} \otimes_\mathcal{O} \mathcal{A} \xrightarrow{m} \mathcal{A} \) given by multiplication \( m \). The following is standard:

**Lemma 3.1.** The associated complex

\[
(3.2) \quad \ldots \to \mathcal{R}_2(A) \to \mathcal{R}_1(A) \to \mathcal{R}_0(A)
\]

is a resolution of \( A \) in the abelian category \( \text{Mod}(\mathcal{A}) \).

**Proof.** For any \( x, y \in \mathcal{O} \), the augmented simplicial object \( \mathcal{R}_\bullet(A)_x \to \mathcal{A}_x \) have a unique degeneracy given by inserting \( 1_x \) on the right (or inserting \( 1_y \) on the left).

Let \( \mathcal{R}(A) \) be the direct sum total complex of \((3.2)\) (i.e., for each \( x, y \in \mathcal{O} \), take the direct sum total complex of the bicomplex \( \mathcal{R}_\bullet(A)_x \), which are then assembled into a bimodule). Then the map \( \mathcal{R}(A) \to \mathcal{A} \) is a quasi-isomorphism of bimodules. We call \( \mathcal{R}(A) \) the *bar resolution* of \( A \). If \( A \) is \( k \)-flat then this is a flat resolution. If \( A \) is linearly cofibrant\(^7\) then this is a cofibrant resolution.

\(^7\)We say that \( A \) is linearly cofibrant if each \( A(x, y) \) is cofibrant in \( \text{Ch}(k) \). This is automatic if \( k \) is a field.
Let $\Omega^1(A) \in \text{Mod}(A^e)$ be the cokernel of the map $R_2(A) \to R_1(A)$. For $f \otimes g \otimes h \in yA \otimes A \otimes A$, denote by $f \cdot Dg \cdot h \in y\Omega^1(A)$ its image under the quotient map $A \otimes A \otimes A \to \Omega^1(A)$. Then the definition of $\Omega^1(A)$ as a cokernel says that it is generated as a bimodule over the set $\{Df | f \in A(x,y), x, y \in \ell^c\}$, modulo the relations $D(fg) = f \cdot Dg + Df \cdot g$. In other words, the map $A \to \Omega^1(A)$, $f \mapsto Df$ is the universal derivation to a bimodule.

By Lemma 3.1, there is a short exact sequence in $\text{Mod}(A^e)$:

$$0 \to \Omega^1(A) \xrightarrow{\alpha} A \otimes A \xrightarrow{m} A \to 0$$

where $m$ is the multiplication, and $\alpha$ sends $Df$ to $f \otimes 1 - 1 \otimes f$.

Define $S(A)$ to be the cone

$$(3.3) \quad S(A) := \text{cone}[\Omega^1(A) \xrightarrow{\alpha} A \otimes A]$$

so that $S(A)$ is a bimodule resolution of $A$. We will call it the short resolution of $A$ (alternatively, one could also call it the Cuntz-Quillen resolution, or the first order resolution).

For a bimodule $M \in \text{Mod}(A^e)$, denote by $T_A(M) \in \text{dgcat}_k^e$ the dg category with the same objects set, and with Hom-complexes given by

$$T_A(M) := (A) \oplus (M) \oplus (M \otimes_A M) \oplus (M \otimes_A M \otimes_A M) \oplus \ldots$$

with the obvious composition maps.

There is an obvious dg functor $A \to T_A(M)$. Accordingly, there are two ways to take the naturalization of $T_A(M)$, either as an $A$-bimodule, for which we will denote as $T_A(M)_2$, or as a $T_A(M)$-bimodule, for which we will denote as $T_A(M)_{\text{cyc}}$. Explicitly, we have

$$T_A(M)_2 = \bigoplus_{n \geq 0} (M \otimes_A \binom{n}{2} \otimes_A M)_2$$

$$(3.4) \quad T_A(M)_{\text{cyc}} = \bigoplus_{n \geq 0} (M \otimes_A \binom{n}{2} \otimes_A M)_{c_n}$$

where we note that, after taking the naturalization of the bimodule $M \otimes_A \binom{n}{2} \otimes_A M$, each copy of $M$ is tensored with its neighbors in a cyclically symmetric way, so that there is an action of the cyclic group $C_n = \mathbb{Z}/(n)$ by rotating the copies of $M$. The $n$-th component for $T_A(M)_{\text{cyc}}$ in $(3.4)$ is the coinvariants with respect to this action.

In particular, we will consider $M = S(A)$, and take

$$X^{(n)}(A) := (S(A) \otimes_A \binom{n}{2} \otimes_A S(A))_2$$

$$\mathcal{X}^{(n)}(A) := (S(A) \otimes_A \binom{n}{2} \otimes_A S(A))_{c_n}$$

The differentials on both complexes will be denoted as $b$.

**Remark 3.5.** When $n = 1$, these complexes are the $X$-complexes that appeared in, e.g., [10] [3] [13]. When $n = 2$, the complex $X^{(2)}(A)$ was denoted as $X(A)$ in the first arXiv version of [14], and played a crucial role in the proof of the main theorem. The present paper grew out of an elaboration of some constructions in [13] involving $X^{(2)}(A)$.

In earlier arXiv versions of [15], the complexes $X^{(n)}(A)$ and $\mathcal{X}^{(n)}(A)$ were denoted as $Y^{(n)}(A)$ and $\mathcal{Y}^{(n)}(A)$ respectively. This is because these complexes may be viewed as noncommutative analogues of differential forms, and we wanted to reserve the letter $X$ for the noncommutative analogue of polyvector fields. In the newer version of [15], we denote the noncommutative analogue of polyvector fields as $\mathcal{P}(A)$ instead.

Our goal now is to endow $X^{(\bullet)}(A)$ and $\mathcal{X}^{(\bullet)}(A)$ with the structures of $\mathbb{N}$-graded mixed complexes, in the sense of the following

**Definition 3.6.** An $\mathbb{N}$-graded mixed complex is a sequence $\{(C^{(n)}, h)\}_{n \geq 0}$ of chain complexes, together with maps $B : C^{(n)} \to C^{(n+1)}$ of homological degree $+1$, satisfying $B^2 = 0$ and $Bb + bB = 0$. 

From the definition \((3.3)\) of \(S(A)\) as a cone, there is a shift to \(\Omega^1(A)\), whose effect on elements will be denoted by \(s\). Thus, for example, for any \(f \in yA_x\), there is an element \(sDf \in y(S(A))_x\).

**Lemma 3.7.** There is a unique graded derivation \(\tilde{sD} : T_A(S(A)) \to T_A(S(A))\) of degree +1 (we do not claim that \(sD\) commute with the intrinsic differential, see Lemma 3.11 below) such that

\[
\tilde{sD}(f) = sDf \in y(S(A))_x \quad \text{for } f \in yA_x
\]

\[
\tilde{sD}(sDf) = 0 \quad \text{for } f \in yA_x
\]

\[
\tilde{sD}(E_x) = 0 \quad \text{for any } x \in \partial
\]

Moreover, it satisfies \(\tilde{sD}^2 = 0\).

**Proof.** Since the elements in \((3.8)\) forms a set of generating morphisms, it is clear that such a derivation \(sD\) is unique. By checking on these generating morphisms, it is also clear that \(\tilde{sD}^2 = 0\). To verify that it is well-defined, one may write

\[
\mathcal{B} := T_A(S(A)) = A(sDf,E_x)/(sD(fg) = sD(f) \cdot g + (-1)^{|f|} f \cdot sD(g))
\]

Recall that a derivation \(\delta : \mathcal{B} \to M\) to a bimodule \(M\) (that does not necessarily commute with the differentials) is the same as a graded functor of the form \((\text{id}, \delta) : \mathcal{B} \to \mathcal{B} \oplus M\), where the target is the infinitesimal extension of \(\mathcal{B}\) by \(M\). To verify that \((3.8)\) is consistent, first notice that \((3.8)\) defines a functor of graded categories

\[
(\iota, \tilde{sD}) : A(sDf,E_x) \to \mathcal{B} \oplus (\mathcal{B}[-1])
\]

because the first row of \((3.8)\) is a derivation \(A \to \mathcal{B}\) of degree +1. One then verifies that the map \((3.10)\) of graded categories satisfies the relations in \((3.9)\), so that it descends to a map from \(\mathcal{B}\).

Denote by \(d\) the intrinsic differential of the dg category \(T_A(S(A))\). Then we have

**Lemma 3.11.** For any element \(\xi \in T_A(S(A))(x,y)\), we have

\[
[s\tilde{D}, d](\xi) := (s\tilde{D} \circ d + d \circ s\tilde{D})(\xi) = \xi \otimes E_x - E_y \otimes \xi
\]

We will often write this as \([s\tilde{D}, d] = [-, E]\).

**Proof.** Since both the maps \([s\tilde{D}, d]\) and \([-, E]\) are graded derivation of degree 0 on \(T_A(S(A))\), it suffices to check the statement on the generating morphisms \(f, sDf\) and \(E_x\) as in \((3.8)\).

As a graded derivation, \(s\tilde{D}\) descends to a map on its naturalization \(T_A(S(A))_{\text{cyc}} = \bigoplus_{n \geq 0} \mathcal{X}^{(n)}(A)\).

Moreover, since \(sD\) increases the weight grading by 1, it gives a map

\[
B : \mathcal{X}^{(n)}(A) \to \mathcal{X}^{(n+1)}(A)
\]

for each \(n \geq 0\).

While the graded derivation \(\tilde{sD}\) does not (anti)commute with the differential \(d\), this (anti)commutator is simply given by \([-, E]\), which descends to the zero map in the naturalization. This is because any element in \(\mathcal{X}^{(n)}(A)\) is by definition represented by some element \(\xi \in T_A(S(A))(x,x)\) of weight \(n\), so that the commutator \([-, E]\) in Lemma 3.11 becomes a commutator with a fixed element \(E_x\) (i.e., we have \(x = y\)). Therefore, we have the following

**Proposition 3.13.** The map \(B : \mathcal{X}^{(n)}(A) \to \mathcal{X}^{(n+1)}(A)\) satisfy

\[
Bb + bB = 0 \quad \text{and} \quad B^2 = 0
\]

so that \((\mathcal{X}^{(\bullet)}(A), b, B)\) is an \(\mathbb{N}\)-graded mixed complex.

It is a standard fact that graded mixed complexes can be translated to bicomplexes (and vice versa). The total complex of the associated bicomplex of \((\mathcal{X}^{(\bullet)}(A), b, B)\) is the extended noncommutative de Rham complex:
Definition 3.14. The extended noncommutative de Rham complex is the complex

$$\text{DR}_t(A) : \bigoplus_{n \geq 0} \mathcal{X}^{(n)}(A) \cdot u^n$$

where \(u\) is a variable of degree \(-2\). It has two anti-commuting square-zero derivations \(b\) and \(uB\), both of degree \(-1\). The total differential is the sum \(d_{tot} = b + uB\).

Endow with \(\text{DR}_t(A)\) a weight grading\(^8\) called the Hodge grading, where we declare that \(\mathcal{X}^{(n)}(A) \cdot u^n\) has Hodge degree \(n\). The associated (decreasing) filtration is called the Hodge filtration \(F^r\text{DR}_t(A) \coloneqq \bigoplus_{n \geq r} \mathcal{X}^{(n)}(A) \cdot u^n\). Notice that \(F^r\text{DR}_t(A) \subset \text{DR}_t(A)\) is a subcomplex with respect to the total differential \(d_{tot}\).

Remark 3.15. One can also impose an extra weight grading called the equivariant grading on \(T_A(S(A)) = T_A(\Omega^1(A)[1])(E_x)_{x \in \theta}\), where we declare that \(T_A(\Omega^1(A)[1])\) has equivariant grading 0, while \(E_x\) has equivariant grading 1. This descends to an equivariant grading on \(\mathcal{X}^{(\bullet)}(A) = T_A(S(A))_{\text{cyc}}\), and hence on \(\text{DR}_t(A)\) (where the variable \(u\) has equivariant grading 0). We may then decompose \(b\) as \(b = b_0 + b_1\) where \(b_0\) has equivariant degree 0 and \(b_1\) has equivariant degree 1. Thus, \(b_0\) is induced from the intrinsic differential \(d\) of \(A\), while \(b_1\) is induced from the map \(\alpha\) in the cone \((3.3)\). The (equivariant, Hodge) weight bigradings of the derivations \(b_0, b_1\) and \(B\) are respectively

\[
\text{wt}(b_0) = (0, 0) \quad \text{wt}(b_1) = (1, 0) \quad \text{wt}(B) = (0, 1)
\]

In \([6]\), the complex \(\text{DR}_t(A)\) is given a different weight bigrading \((p, q)\). If we denote by \((r, s)\) the (equivariant, Hodge) weight bigradings, then they are related to ours by

\[
p = 2r, \quad q = s - r
\]

The paper \([6]\) works with associative algebras, so that the cohomological degree is automatically given by \(p + q = r + s\) (i.e., the homological degree is \(r - s\)). Moreover, we have \(b_0 = 0\). In the notation of \([6]\), the element \(uE\) is denoted as \(t\), the derivation \(uB\) is denoted as \(d\), and \(b_1\) is denoted as \(i_\Delta\).

Now that we have constructed an \(N\)-graded mixed structure \(B\) on the complexes \((X^\bullet(A), b)\), it is easy to transport this to an \(N\)-graded mixed structure \(B\) on \((X^\bullet(A), b)\). Denote by \(\pi : X^{(n)}(A) \to \mathcal{X}^{(n)}(A)\) the canonical projection, and denote by

\[
\rho : \mathcal{X}^{(n)}(A) \to X^{(n)}(A), \quad \rho = \text{id} + \tau + \ldots + \tau^{n-1}
\]

the sum of cyclic rotations. Then define \(B : X^{(n)}(A) \to X^{(n+1)}(A)\) as the composition

\[
X^{(n)}(A) \xrightarrow{\pi} \mathcal{X}^{(n)}(A) \xrightarrow{B} \mathcal{X}^{(n+1)}(A) \xrightarrow{\rho} X^{(n+1)}(A)
\]

(3.16)

It is clear that \((X^\bullet(A), d, B)\) forms an \(N\)-graded mixed complex. Moreover, we have the following commutative diagram

\[
\begin{array}{ccccccc}
X^{(0)}(A) & \xrightarrow{B} & X^{(1)}(A) & \xrightarrow{B} & X^{(2)}(A) & \xrightarrow{B} & X^{(3)}(A) & \xrightarrow{B} & \ldots \\
\mathcal{X}^{(0)}(A) & \xrightarrow{B} & \mathcal{X}^{(1)}(A) & \xrightarrow{2B} & \mathcal{X}^{(2)}(A) & \xrightarrow{3B} & \mathcal{X}^{(3)}(A) & \xrightarrow{4B} & \ldots \\
\end{array}
\]

(3.17)

We now prove that the canonical projection map \(\pi : X^{(n)}(A) \to \mathcal{X}^{(n)}(A)\) is a quasi-isomorphism if \(k \supset \mathbb{Q}\). This follows from the following proposition, which does not require the condition \(k \supset \mathbb{Q}\):

Proposition 3.18. The cyclic rotation map \(\tau : X^{(n)}(A) \to X^{(n)}(A)\) is homotopic to the identity.

\(^8\)In our convention, a weight grading is a grading that does not contribute to the Koszul sign rule. For example, the total complex of a bicomplex has a weight grading given by the horizontal (or vertical) degree. However, all the Koszul sign rules are now absorbed into the total homological degree after forming the total complex.
Proof. Decompose $X^{(n)}(A) = (S(A)(n))_2$ into the direct sum
\[(3.19) \quad (S(A)(n))_2 = \left( S(A)^{(n-1)} \otimes_A (A \otimes \mathcal{O} A) \right)_2 \oplus \left( S(A)^{(n-1)} \otimes_A (\Omega^1(A)[1]) \right)_2 \]
An element $\xi \in \left( S(A)^{(n-1)} \otimes_A (A \otimes \mathcal{O} A) \right)_2$ can be written as a finite sum $\sum_{x \in \mathcal{O}} \xi_x \otimes E_x$, where $\xi_x \in S(A)^{(n-1)}(x, x)$ are uniquely determined by $\xi$. Define the map $h : (S(A)(n))_2 \to (S(A)(n))_2$ to be zero on the component $\left( S(A)^{(n-1)} \otimes_A (\Omega^1(A)[1]) \right)_2$ and given by
\[
h(\xi) = \sum_{x \in \mathcal{O}} sD(\xi_x)
\]
on the component $\left( S(A)^{(n-1)} \otimes_A (A \otimes \mathcal{O} A) \right)_2$.
We claim that $hb + bh = \text{id} - \tau$. As in Remark 3.15 write $b = b_0 + b_1$ so that $b_0$ is induced from the intrinsic differential of $A$, while $b_1$ is induced from the map $\alpha$ in the cone $A$ $A$. It is clear that $hb_0 + b_0h = 0$. We verify $hb_1 + b_1h = \text{id} - \tau$ for the two components of $X^{(n)}(A)$. For the component $\left( S(A)^{(n-1)} \otimes_A (\Omega^1(A)[1]) \right)_2$, we take a typical element $\eta \otimes sDf$, where $\eta \in S(A)^{(n-1)}(x, y)$ and $f \in A(y, x)$, and compute
\[
hb_1(\eta \otimes sDf) = (-1)^{[\eta]} h(\eta \otimes fE_y - \eta \otimes E_x f)
\]
\[
= (-1)^{[\eta]}(sD(\eta f) - (-1)^{[\eta]}sD(f \eta))
\]
\[
= (-1)^{[\eta]}(sD(\eta) \cdot f + (-1)^{[\eta]} \eta \otimes sDf - (-1)^{[\eta]} sDf \otimes \eta) - (-1)^{([\eta]+1)[f]} f \cdot sD(\eta)
\]
\[
= \eta \otimes sDf - (-1)^{([\eta]+1)} sDf \otimes \eta
\]
where the last equality is because the first and last term cancels in the naturalization $(-)_2$.
To verify $hb + bh = \text{id} - \tau$ on the component $\left( S(A)^{(n-1)} \otimes_A (A \otimes \mathcal{O} A) \right)_2$, recall that $b$ is descended from the intrinsic differential $d$ of the dg category $T_A(S(A))$. Given an element $\xi = \sum \xi_x \otimes E_x$ as above, then notice that
\[
(hb + bh)(\xi) = \sum (sD \circ d + d \circ sD)(\xi_x)
\]
where the right hand side is taken inside $T_A(S(A))(x, x)$. By Lemma 3.11 it is therefore equal to $\sum (\xi_x \otimes E_x - E_x \otimes \xi_x) = (\text{id} - \tau)(\xi)$.

This implies the following corollary, the special case $n = 2$ of which has already appeared in [13 Proposition 14.1].

Corollary 3.20. If $n$ is invertible in the base commutative ring $k$, then the map $\pi : X^{(n)}(A) \to X^{(n)}(A)$ is a quasi-isomorphism.

Corollary 3.21. If $\mathcal{Q} \subset k$, then there is a quasi-isomorphism of $\mathbb{N}$-graded mixed complexes
\[
X^{(0)}(A) \xrightarrow{B} X^{(1)}(A) \xrightarrow{B} X^{(2)}(A) \xrightarrow{B} X^{(3)}(A) \xrightarrow{B} \ldots
\]
(3.22)
\[
\mathcal{X}^{(0)}(A) \xrightarrow{B} \mathcal{X}^{(1)}(A) \xrightarrow{B} \mathcal{X}^{(2)}(A) \xrightarrow{B} \mathcal{X}^{(3)}(A) \xrightarrow{B} \ldots
\]

4. An extension of the Feigin-Tsygan theorem

Definition 4.1. We say that $A$ is almost cofibrant if it is linearly cofibrant and if $\Omega^1(A) \in \text{Mod}(A^e)$ is cofibrant. In this case, $S(A)$ is a cofibrant bimodule resolution of $A$.

It can be shown that if $A$ is cofibrant, then it is almost cofibrant (see, e.g., [14]). However, the class of almost cofibrant dg categories is larger, as it also includes, for example, the class of semi-free dg categories with some generators inverted. These examples are useful in topology (e.g., as small models of chain dg algebras of the based loop spaces).
Denote by \((-)_{h♮} : \mathcal{D}(\mathcal{A}^e) \to \mathcal{D}(k)\) the derived functor of the naturalization functor \((-)_{h} : \text{Mod}(\mathcal{A}^e) \to \text{Ch}(k)\). If \(\mathcal{A}\) is almost cofibrant then the derived naturalization \(\mathcal{A}_{h♮}\) can be computed in two ways. Namely, we have two cofibrant resolutions
\[
\mathcal{R}(\mathcal{A}) \xrightarrow{\sim} \mathcal{S}(\mathcal{A}) \xrightarrow{\sim} \mathcal{A}
\]
of \(\mathcal{A}\) in \(\text{Mod}(\mathcal{A}^e)\). Taking \((-)_{h♮}\), we therefore have a map
\[
(4.2) \quad \pi : C^H(\mathcal{A}) \to X(\mathcal{A}) \quad \text{(quasi-isomorphism if } \mathcal{A} \text{ is almost cofibrant)}
\]
For any \(n \geq 1\), we have \((\mathcal{A})_{h♮} \simeq (\mathcal{A} \otimes_A \cdots \otimes_A \mathcal{A})_{h} \) since \(- \otimes_A \mathcal{A}\) is the identity. Thus, if \(\mathcal{A}\) is almost cofibrant, then we may compute it either by
\[
(\mathcal{S}(\mathcal{A}) \otimes_A \cdots \otimes_A \mathcal{S}(\mathcal{A}))_{h} = X^{(n)}(\mathcal{A}) \quad \text{or by} \quad (\mathcal{S}(\mathcal{A}) \otimes_A \mathcal{A} \otimes_A \cdots \otimes_A \mathcal{A})_{h} = X(\mathcal{A})
\]
More precisely, denote by \(\pi : \mathcal{S}(\mathcal{A}) \to \mathcal{A}\) the resolution map, then the map \((\text{id} \otimes \pi \otimes \cdots \otimes \pi)_{h} \) is a quasi-isomorphism if \(\mathcal{A}\) is almost cofibrant. We will denote this map as
\[
(4.3) \quad \pi_{h} : X^{(n)}(\mathcal{A}) \to X(\mathcal{A}) \quad \text{(quasi-isomorphism if } \mathcal{A} \text{ is almost cofibrant)}
\]
We now investigate the behavior of mixed structures under the maps \((4.2)\) and \((4.3)\). First, consider the map \((3.12)\) for \(n = 0\), which will be denoted as \(B : \mathcal{A}_{h} \to X(\mathcal{A})\), \(f \mapsto sDf\)
The composition with the canonical projection \(X(\mathcal{A}) \to \mathcal{A}_{h}\) will be denoted as
\[
(4.4) \quad B : X(\mathcal{A}) \to \mathcal{A}_{h} \xrightarrow{\pi_{h}} X(\mathcal{A})
\]
On the other hand, notice that the Connes-Tsygan map \(B : C^H(\mathcal{A}) \to C^H(\mathcal{A})\) factors through the Connes complex:
\[
(4.5) \quad B : C^H(\mathcal{A}) \to C^\lambda(\mathcal{A}) \xrightarrow{\pi_{h}} C^H(\mathcal{A})
\]
Indeed, recall from [8] that the operator \(B\) can be obtained from a cyclic double complex by killing a contractible subcomplex. In particular, we have \(B = (1 - t)sN\) in the notation of [8] (2.1.7.1), so that we have \(B(1 - t) = 0\), hence \(B\) descends to \(C^\lambda(\mathcal{A}) = \text{coker}(1 - t)\).
We following lemma is immediate from the definition:

**Lemma 4.6.** The following diagram is commutative:

\[
\begin{array}{ccc}
C^H(\mathcal{A}) & \xrightarrow{B} & C^\lambda(\mathcal{A}) \\
\downarrow_{(4.2)} & & \downarrow_{(4.3)} \\
X(\mathcal{A}) & \xrightarrow{B} & \mathcal{A}_{h} \\
\end{array}
\]

Similarly, we have the following

**Lemma 4.7.** For any \(n \geq 1\), the following diagram is commutative:

\[
\begin{array}{ccc}
X^{(n)}(\mathcal{A}) & \xrightarrow{B} & X^{(n+1)}(\mathcal{A}) \\
\downarrow_{(4.3)} & & \downarrow_{(4.3)} \\
X(\mathcal{A}) & \xrightarrow{B} & X(\mathcal{A}) \\
\end{array}
\]

\footnote{Beware that \((\mathcal{A})_{h} \) is different from \(L(\mathcal{A})_{h} \) that we considered in Proposition 2.11. In the former we resolve \(\mathcal{A}\) as a bimodule; in the latter we resolve \(\mathcal{A}\) as a dg category.}
Proof. Forgetting about differentials, then we may write \( S(A) = (A \otimes \mathcal{O}) \oplus (\Omega^1(A)[1]) \). Decompose \( X^{(n)}(A) \) as a direct sum of \((p, q)\)-components for \( p + q = n \), where \( A \otimes \mathcal{O} \) appears \( p \) times and \( \Omega^1(A)[1] \) appears \( q \) times. Then it is clear that both \( \pi_2 \circ B \) and \( B \circ \pi_2 \) vanish on all components except \((p, q) = (n, 0)\). Thus, it suffices to verify commutativity for elements of the form \( f_1 E_{x_1} f_2 E_{x_2} \ldots f_n E_{x_n} \in X^{(n)}(A) \), for \( f_i \in A(x_i, x_{i-1}) \) (where we write \( x_0 = x_n \)).

By the definition \((\ref{def:cofibrant})\) of \( B \), we have

\[
(4.8) \quad B(f_1 E_{x_1} f_2 E_{x_2} \ldots f_n E_{x_n}) = (\tau + \ldots + \tau^n)(\sum_{i=1}^{n} \pm f_1 E_{x_1} \ldots E_{x_{i-1}} sD f_i E_{x_i} \ldots f_n E_{x_n})
\]

Recall that \( \pi_2 \) is defined as \( \pi_2 = (\text{id} \otimes \pi \otimes \ldots \otimes \pi)_{\otimes} \). Thus, for the term \( \xi_i := f_1 E_{x_1} \ldots E_{x_i - 1} sD f_i E_{x_i} \ldots f_n E_{x_n} \) in \((4.8)\), there is a unique \( 1 \leq j \leq n \) (namely \( j = n + 1 - i \)) such that \( \pi_2(\tau^j(\xi_i)) \neq 0 \). From this, we see that

\[
(4.9) \quad \pi_2(B(f_1 E_{x_1} f_2 E_{x_2} \ldots f_n E_{x_n})) = \sum_{i=1}^{n} \pm (sD f_i) f_{i+1} \ldots f_n f_1 \ldots f_{i-1}
\]

where the Koszul sign comes from the degree 1 derivation \( sD \) that goes into \((4.8)\), as well as the rearrangement sign for \( \tau^j \).

On the other hand, we have

\[
B(\pi_2(f_1 E_{x_1} f_2 E_{x_2} \ldots f_n E_{x_n})) = sD(f_1 \ldots f_n)
\]

which clearly coincides with \((4.9)\). \( \square \)

We introduce some terminology before stating our main result.

**Definition 4.10.** Given two functors \( \Theta, \Xi : \text{dgcat}_k \to \text{Ch}(k) \) and a natural transformation \( F : \Theta \Rightarrow \Xi \). Then we say that \( F \) is a **reduced quasi-isomorphism** on \( A \in \text{dgcat}_k \) if the induced map

\[
\text{cone}[\Theta(k\mathcal{O}) \to \Theta(A)] \xrightarrow{F} \text{cone}[\Xi(k\mathcal{O}) \to \Xi(A)]
\]

is a quasi-isomorphism, where \( \mathcal{O} = \text{Ob}(A) \).

Notice that \( A \in \text{dgcat}_k \) is cofibrant in \( \text{dgcat}_k \) if and only if it is cofibrant in \( \text{dgcat}_k \). Thus, the Feigin-Tsygan Theorem (Corollary \((2.10)\)) can be rephrased by saying that \( C^\lambda(A) \to A_\bullet \) is a reduced quasi-isomorphism on cofibrant \( A \in \text{dgcat}_k \).

Combining the above results, we have the following main result:

**Theorem 4.11.** For any \( A \in \text{dgcat}_k \), there are maps of \( \mathbb{N} \)-graded mixed complexes

\[
\begin{array}{cccccccc}
C^\lambda(A) & \xrightarrow{B} & C^H(A) & \xrightarrow{B} & C^H(A) & \xrightarrow{B} & C^H(A) & \xrightarrow{B} & \cdots \\
\downarrow & \text{\textcopyright} & \downarrow & \text{\textcopyright} & \downarrow & \text{\textcopyright} & \downarrow & \text{\textcopyright} & \\
C^\lambda(A) & \xrightarrow{B} & C^H(A) & \xrightarrow{B} & C^H(A) & \xrightarrow{B} & C^H(A) & \xrightarrow{B} & \cdots \\
\downarrow & \text{\textcopyright} & \downarrow & \text{\textcopyright} & \downarrow & \text{\textcopyright} & \downarrow & \text{\textcopyright} & \\
A_\bullet & \xrightarrow{B} & X(A) & \xrightarrow{B} & X(A) & \xrightarrow{B} & X(A) & \xrightarrow{B} & \cdots \\
\downarrow & \text{\textcopyright} & \downarrow & \text{\textcopyright} & \downarrow & \text{\textcopyright} & \downarrow & \text{\textcopyright} & \\
X^{(0)}(A) & \xrightarrow{B} & X^{(1)}(A) & \xrightarrow{B} & X^{(2)}(A) & \xrightarrow{B} & X^{(3)}(A) & \xrightarrow{B} & \cdots \\
\downarrow & \pi & \downarrow & \pi & \downarrow & \pi & \downarrow & \pi & \\
\mathcal{X}^{(0)}(A) & \xrightarrow{B} & \mathcal{X}^{(1)}(A) & \xrightarrow{2B} & \mathcal{X}^{(2)}(A) & \xrightarrow{3B} & \mathcal{X}^{(3)}(A) & \xrightarrow{4B} & \cdots
\end{array}
\]

where all the vertical maps are either quasi-isomorphism or reduced quasi-isomorphism if \( \mathbb{Q} \subset k \) and \( A \) is cofibrant. More precisely, we have
(1) If \( Q \subset k \) then the map (2.4) is a quasi-isomorphism.
(2) If \( Q \subset k \) then the maps \( \pi : X^{(n)}(A) \to X'(n)(A) \) are quasi-isomorphisms.
(3) If \( Q \subset k \) then the last row can be replaced by \( (\mathcal{X}^*(A), b, B) \) by using (3.22).
(4) If \( A \) is almost cofibrant, then the maps (4.2) and (4.3) are quasi-isomorphisms.
(5) If \( A \) is cofibrant, then the map (2.10) is a reduced quasi-isomorphism.

Proof. The commutativity of the upper left square is the definition of \( \overline{\mathcal{B}} : CC(A) \to CH(A) \). The
commutativity of the squares between the second and third rows is the content of Lemma 4.6. The
commutativity of the squares between the third and fourth rows is the content of Lemma 4.7. The
commutativity of the squares between the fourth and fifth rows was already observed in (3.17).

The properties (1),(2),(3),(4),(5) were already established above. For (1), see Theorem 2.5. For (2), see Corollary 3.20. For (3), see Corollary 3.21. For (4), see (4.2) and (4.3). For (5), see Corollary 2.10. □

We recall the following standard

**Definition 4.13.** Given an \( \mathbb{N} \)-graded mixed complex \( (C^\bullet, b, B) \), its \( (\text{direct product}) \) total complex is the complex

\[
C^\text{tot} := \prod_{n \geq 0} C^{(n)} \cdot u^n, \quad d_{\text{tot}} = b + uB
\]

where \( u \) is a variable of degree \(-2\). It comes with a filtration

\[
F^rC^\text{tot} := \prod_{n \geq r} C^{(n)} \cdot u^n, \quad d_{\text{tot}} = b + uB
\]

A standard spectral sequence argument shows that a quasi-isomorphism of \( \mathbb{N} \)-graded mixed complexes
\( (i.e., \) each \( (C^{(n)}, b) \to (C'^{(n)}, b') \) is a quasi-isomorphism) induces a quasi-isomorphism on the direct
product total complex.

**Definition 4.14.** Given a \( k \)-flat \( A \in \text{dgcat}_k \), then its negative cyclic complex is the complex

\[
CN(A) := \prod_{n \geq 0} C^H(A) \cdot u^n, \quad d_{\text{tot}} = b + uB
\]

while its periodic cyclic complex is the complex

\[
CP(A) := \text{colim}_{r \to -\infty} \prod_{n \geq r} C^H(A) \cdot u^n, \quad d_{\text{tot}} = b + uB
\]

Notice that the differential \( d_{\text{tot}} \) of \( CN(A) \) is linear over the natural \( k[u] \)-action, while the differential \( d_{\text{tot}} \) of \( CP(A) \) is linear over the natural \( k[[u]] \)-action. In particular, \( CP(A) \) is 2-periodic because \( u : CP(A) \xrightarrow{\sim} CP(A)[2] \) is an isomorphism of complexes.

If we denote by \( (C^\bullet, b, B) \) the \( \mathbb{N} \)-graded mixed complex in the first row of (4.12), \( i.e., \) \( C^{(0)} := CC(A) \) and \( C^{(n)} := CH(A) \) for \( n > 0 \), then the periodic cyclic complex and the negative cyclic complex of \( A \) can be identified with the direct product total complex and the associated filtrations of \( (C^\bullet, b, B) \):

\[
C^\text{tot} = CP(A)
\]

\[
F^rC^\text{tot} = CN(A) \cdot u^r = CN(A)[-2r] \quad \text{for all } r > 0
\]

**Definition 4.15.** The direct product total complex of the \( \mathbb{N} \)-graded mixed complex \( (\mathcal{X}^*(A), b, B) \) is called the Hodge completed extended noncommutative de Rham complex, and is denoted as

\[
\mathcal{X}^\text{tot}(A) := \prod_{n \geq 0} \mathcal{X}^{(n)}(A) \cdot u^n, \quad d_{\text{tot}} = b + uB
\]

Clearly, \( \mathcal{X}^\text{tot}(A) \) is the completion of \( DR_{\ell}(A) \) at the Hodge filtration:

\[
(4.16) \quad \mathcal{X}^\text{tot}(A) \simeq DR_{\ell}(A)
\]
Consider the reduced versions of $CP(A)$ and $\mathcal{X}^\text{tot}(A)$:

$$CP(A) := \text{cone}[CP(k\mathcal{O}) \to CP(A)]$$
$$\mathcal{X}^\text{tot}(A) := \text{cone}[\mathcal{X}^\text{tot}(k\mathcal{O}) \to \mathcal{X}^\text{tot}(A)]$$

then Theorem 4.11 implies the following

**Theorem 4.17.**

1. If $Q \subset k$ and $A$ is cofibrant, then there is a zig-zag of quasi-isomorphisms relating $\mathcal{X}^\text{tot}(A)$ and $CP(A)$.

2. If $Q \subset k$ and $A$ is almost cofibrant, then for each $r > 0$, there is a zig-zag of quasi-isomorphisms relating $F^r \mathcal{X}^\text{tot}(A)$ and $CN(A)[-2r]$.

**Proof.** Denote by $(C^*, b, B)$ the $\mathbb{N}$-graded mixed complex in the first row of (4.12), i.e., $C^{(0)} := CC(A)$ and $C^{(n)} := C^H(A)$ for $n > 0$.

Under the assumptions of (2), Theorem 4.11 gives a zig-zag of quasi-isomorphisms of the $\mathbb{N}_{\geq r}$-graded mixed complexes $(C^{\geq r}, b, B)$ and $(\mathcal{X}^{\geq r}(A), b, B)$. Taking the direct product total complexes then gives (2).

Notice that, in the terminology of Definition 4.10, if a natural transformation $F$ is a quasi-isomorphism on cofibrant $A$, then applying this to both $k\mathcal{O}$ and $A$, we see that it is a reduced quasi-isomorphism on cofibrant $A$. Thus, under the assumption of (2), Theorem 4.11 gives a zig-zag of reduced quasi-isomorphisms of $\mathbb{N}$-graded mixed complexes. Taking the direct product total complexes then gives (1).

**Remark 4.18.** The Feigin-Tsygan Theorem (Corollary 2.10) and the two parts of Theorem 4.17 can be put together in an exact triangle. Namely, recall that there is a standard “SBI exact sequence”:

$$\ldots \to CN(A)[-2] \to CP(A) \to CC(A) \to \ldots$$

Taking the reduced version gives an exact triangle

$$\ldots \to CN(A)[-2] \to CP(A) \to CC(A) \to \ldots$$

On the other hand, there is the exact triangle

$$\ldots \to F^1 \mathcal{X}^\text{tot}(A) \to \mathcal{X}^\text{tot}(A) \to \mathcal{X}_0 \to \ldots$$

Then the same argument as in Theorem 4.17 shows that the exact triangles (4.19) and (4.20) are isomorphic in $D(k)$.
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