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Abstract

Canonical instanton theory is a widespread approach to describe the dynamics of chemical reactions in low temperature environments when tunneling effects become dominant. It is a semiclassical theory which requires locating classical periodic orbits on the upside-down potential energy surface, so-called instantons, and the computation of second order quantum corrections. The calculation of these corrections usually involves a matrix diagonalization. In this paper we present an alternative approach, which requires to solve only linear systems of equations involving sparse matrices. Furthermore the proposed method provides a reliable and numerically stable way to obtain stability parameters in multidimensional systems, which are of particular interest in the context of microcanonical instanton theory.

Introduction

The phenomenon of tunneling is a significant feature of almost any quantum mechanical system. In the context of chemistry the effects of quantum tunneling are particularly important when it comes to rate constants for chemical reactions that take place in cold environments, for instance in gas clouds in interstellar space, or involve the transfer of light atoms such as hydrogen. While an exact quantum mechanical treatment would be most desirable in order to assess tunneling contributions it is usually not achievable due to the high computational effort which is required for realistic and hence more complex higher dimensional systems. Over the years various methods have been suggested in order to handle these problems. A promising and nowadays widespread approach is what is usually referred to as canonical instanton theory. It is in essence a semiclassical theory which has appeared in somewhat different formulations since the 1960’s. A common approach to introduce instanton theory is the imaginary-$F$ premise which relates the free energy $F$ of the system
to the thermal reaction rate constant $k$ as

$$k(\beta) = -\frac{2}{\hbar} \text{Im} F \approx \frac{2}{\hbar \beta} \text{Im} \frac{Q}{\text{Re} Q}$$

whereby $Q$ is the system’s canonical partition function and $\beta$ is the inverse temperature, $\beta = 1/(k_B T)$. The task of calculating $k(\beta)$ is therefore reduced to finding the real and imaginary part of the partition function whereby the real part represents the partition function of the reactant state $Q_{RS}$ and the imaginary part the partition function of the transition state $Q_{TS}$. By using a well known analogy between the Feynman path integral representation of the Schrödinger propagator in quantum mechanics and the calculation of the partition function in statistical physics one obtains a path integral representation in imaginary time for the partition function.

$$Q = \int d\mathbf{x} \langle \mathbf{x} | e^{-\beta \hat{H}} | \mathbf{x} \rangle$$

$$Q = \oint D\mathbf{x}(\tau) e^{-S_E[x(\tau)]}$$

with the Euclidean action functional given by

$$S_E[x(\tau)] = \int \frac{M \dot{x}(\tau)^2}{2} + V(x(\tau)) d\tau$$

and a Hamiltonian of the form $\hat{H} = p^2/(2M) + V(x)$. The path integral in Eq. (3) is then approximated by the action of the classical solutions, which give the dominant contributions to the path integral, and the effect of deviations $\delta \mathbf{x}$ from the classical path. The canonical partition function, using this semiclassical approximation, can therefore be written as

$$Q^{\text{SC}} = \sum_i F_i e^{-S_{\text{cl}}_i}$$
where $S_{cl}^i$ is the Euclidean action of the $i^{th}$ classical solution and $F_i$ is the fluctuation factor that contains quantum corrections up to second order. The classical trajectories are solutions to the classical equation of motion in imaginary time $m\ddot{x} = \nabla V$. The sign change of the potential is a consequence of the Wick rotation from real to imaginary time. Usually two classical solutions can be found. One is a particle resting still at $x(\tau) = x_{RS}$ corresponding to $Q_{RS}$, the fluctuation factor $F_{RS}$ of which is entirely real. A second solution, the so-called instanton, is an unstable periodic orbit with the period $\beta \hbar$ and an entirely imaginary fluctuation factor $F_{\text{Inst}}$. The rate constant is then given by

$$k(\beta) = \frac{2}{\hbar \beta} \frac{F_{\text{Inst}}}{F_{RS}} e^{-\left(S_{\text{Inst}} - S_{RS}\right)/\hbar}. \quad (6)$$

To locate an instanton, the path is discretized into $P$ points (images or replicas of the system) and stationary points of the discretized Euclidean action functional are searched for, rather than integrating the classical equation of motion with the right initial conditions. For a system with $D$ spatial degrees of freedom the actional function becomes a function of $DP$ variables. The instanton search can nowadays efficiently be done by using a truncated Newton search.\textsuperscript{20–23} For the fluctuation factor this discretization scheme yields a multidimensional Gaussian integral of the form

$$F = \int_{-\infty}^{\infty} \exp \left( -\frac{1}{2} \sum_{i,j=1}^{DP} A_{ij} x_i x_j \right) d^{DP} x = \sqrt{\frac{(2\pi)^{DP}}{\det A}} \quad (7)$$

where $A$ is $PD \times PD$ matrix which contains the Hessians of the potential along all $P$ discrete points of the instanton trajectory.\textsuperscript{23} The final result on the right hand side of Eq. (7) is only applicable if $A$ is positive definite. In the case of the instanton, which is a saddle point of the discretized action functional, this is not the case as it has one negative eigenvalue and at least one zero eigenvalue. However, there exist ways to deal with these eigenvalues in a physically sensible manner and render $F$ finite.\textsuperscript{24,25} The conventional way of obtaining $F$ is therefore to obtain the full eigenvalue spectrum of $A$.\textsuperscript{11,18,20–23,26–32} We will refer to this method from now on.
on as the determinant method. Since diagonalizing a matrix is one of the most demanding
tasks in terms of the computational effort required, a faster approach is desirable. In this
paper we are going to present a method that allows a much faster calculation of $F$.

Rather than using the straightforward way of calculating the discretized path integral for
the canonical partition function by solving a product of Gaussian integrals, we start in the
microcanonical ensemble and, via a steepest descent approximation, obtain an expression for
the fluctuation factor. The approach bears some similarities to previous work,\textsuperscript{33–35} however
it avoids the construction of a coordinate system which separates reactive and orthogonal
modes along the instanton path. It only requires solving two linear systems of equations.

The paper is organized as follows. First we briefly review the basics of microcanonical
instanton theory as well as the definitions of the monodromy matrix and the Van-Fleck
propagator. Then we present the necessary algorithms to compute the quantities previously
derived in order to compute $F$. Finally we test the new methods on two different systems,
the analytic Müller–Brown potential and a chemical reaction with $V(x)$ and its derivatives
calculated on-the-fly by density functional theory. In all cases the results are compared to
the conventional determinant method. Finally we discuss the advantages and disadvantages
of the new method.

\section*{Theory}

\subsection*{Microcanonical Instanton Theory}

The key quantity of microcanonical instanton theory is the so called cumulative reaction
probability $P(E)$,\textsuperscript{13} which is the result of averaging all state-to-state cross sections for a
system at a fixed energy $E$. The microcanonical rate constant $k(E)$ can then be calculated
as follows\textsuperscript{36}

\begin{equation}
    k(E) = \frac{1}{2\pi\hbar} \frac{P(E)}{\Gamma_r(E)}
\end{equation}
with \( \Gamma_r(E) \) being the density of states of the reactant. An efficient way to obtain \( P(E) \) directly is the use of the quantum flux-flux autocorrelation formalism\(^{37,38} \) which gives an exact expression for \( P(E) \)

\[
P(E) = 2\pi^2 \hbar^2 \text{tr} \left( \delta(E - \hat{H}) \hat{F} \delta(E - \hat{H}) \hat{F} \right) \tag{9}
\]

where \( \delta(E - \hat{H}) \) is the density operator in the microcanonical ensemble and \( \hat{F} \) is the quantum mechanical analogue of the classical flux function which counts the number of elementary reactions from reactant to product and is given by

\[
\hat{F} = \frac{i}{\hbar} \left[ \hat{H}, \hat{\theta}(s) \right]. \tag{10}
\]

Here, \( \hat{\theta} \) is the Heaviside step function and \( s \) denotes a parameter that is negative on the reactant side of a dividing surface and positive on the product side. In one dimension, \( P(E) \) can be obtained by a variety of methods, including a direct numerical solution of Schrödinger’s equation. Instanton theory provides a semiclassical approximation for \( P(E) \) for a system with \( D_\nu \) vibrational degrees of freedom as\(^{14} \)

\[
P_{SC}(E) = \sum_{k=1}^{\infty} \left( -1 \right)^{k-1} \prod_{i=1}^{D_\nu-1} \frac{1}{2 \sinh(k u_i(E)/2)} \times \exp(-k S_0(E)) \tag{11}
\]

\[
= \sum_{k=1}^{\infty} \left( -1 \right)^{k-1} F_{k,\perp}(E) \exp(-k S_0(E)). \tag{12}
\]

Here and in the following, atomic units (\( \hbar = e = m_e = 4\pi\epsilon_0 = 1 \)) and mass weighted coordinates are used, \( S_0 = \int \dot{x}^2/2d\tau \) is the shortened action, and \( u_i(E) \) are the stability parameters of the instanton path. The corresponding thermal rate constant can be obtained by thermally averaging \( \kappa(E) \) which results in a Laplace transform of \( P(E) \). If we use Eq. \((12)\) as approximation for \( P(E) \) we assume the rotational motion to be separable from the internal motion. Eq. \((12)\) is essentially \( P(E, J) \) for \( J = 0 \). In the \( J \)-shifting approximation\(^{39,40} \) the
rotational dependence is taken out of the integral such that the thermal rate constant is given by

\[ k(\beta) = \frac{Q_{t-r}}{2\pi Q_R S} \int_{-\infty}^{\infty} P_{SC}(E) \exp(-\beta E) dE \]  

(13)

where \( Q_{t-r} \) is the ratio of translational and rotational partition functions of transition state and reactant. Rotational partition functions are typically estimated from rigid rotors.

In principle one has to sum over all classical solutions with the same energy \( E \), which also includes solutions that pass the instanton’s orbit multiple times. Since the contributions of those trajectories are weighted with \( \exp(-k S_0) \), with \( k \) being the multiplicity of the orbit, their contributions decay exponentially and can be neglected. However, for an instanton with an energy \( E \) close to the transition state’s energy \( E_{TS} \) this becomes an increasingly bad approximation since close to \( E_{TS} \) the shortened action \( S_0 \) gets smaller and ultimately vanishes at \( E = E_{TS} \). This neglect of contributions from repetitions of the instanton orbit leads to the familiar overestimation of \( k(\beta) \) close to the crossover temperature \( T_c \). Techniques to correct for that were proposed. In order to perform the Laplace transform in Eq. (13) we approximate the integral for \( k = 1 \) via a steepest descent approach such that

\[ \int_{-\infty}^{\infty} F_{\perp}(E)e^{-(\beta E + S_0)} dE \approx \frac{2\pi}{dS_0/dE} F_{\perp}(E_0)e^{-(\beta E_0 + S_0(E_0))} \]  

(14)

where \( E_0 \) satisfies the condition \( \frac{d}{dE}(S_0 + \beta E) = 0 \). From that we obtain \( \frac{dS_0}{dE} = \beta \) which results in

\[ k(\beta) = \frac{Q_{t-r}}{\sqrt{2\pi Q_R S}} \sqrt{-\frac{dE}{d\beta}} \prod_{i=1}^{D-1} \frac{1}{2\sinh(u_i(E_0)/2)} e^{-S_{\text{inst}}} \]  

(15)

with \( S_{\text{inst}} = S_E(E_0) \). So once an instanton is located \( \frac{dE}{d\beta} \) and the stability parameters \( u_i \) have to be determined in order to calculate the rate constant.
The Van-Fleck Propagator and the Monodromy Matrix

To determine the stability parameters we have to find a way to compute the monodromy matrix first. For that purpose we will need to evaluate the Van-Fleck propagator which is a semiclassical expression for the Schrödinger propagator. In imaginary time it is given by

\[
K_{sc}(x'', x', it) = \left( \frac{1}{2\pi} \right)^D \sqrt{\det \left( -\frac{\partial^2 S_E}{\partial x'_i \partial x''_j} \right)} e^{-S_E + i\Phi} \tag{16}
\]

whereby \(\Phi\) is

\[
\Phi = -\frac{\pi}{2} \nu \tag{17}
\]

and \(\nu\) is called the Maslov–Morse index which counts the number of zeros of the determinant. Eq. (16) gives the semiclassical probability amplitude of a particle with unit mass moving from \(x'\) to \(x''\) in imaginary time \(\tau = it\). To calculate the partition function we have to take the trace of Eq. (16)

\[
Q^{SC} = \int K_{sc}(x, x, \beta) d\beta \tag{18}
\]

In order to evaluate the trace we perform a steepest descent integration. Using that for the classical solution \(\frac{\partial S_E}{\partial x} = 0\) and

\[
\frac{\partial^2 S_E}{\partial x^2} = \left( \frac{\partial^2 S_E}{\partial x' \partial x'} + 2 \frac{\partial^2 S_E}{\partial x' \partial x''} + \frac{\partial^2 S_E}{\partial x'' \partial x''} \right) \bigg|_{x' = x'' = x} \tag{19}
\]

we finally get

\[
Q^{SC} = \sum_i Q^{SC,i} \tag{20}
\]
with

\[
Q^{SC,i} = \sqrt{\left| -\frac{\partial^2 S_k^E}{\partial x' \partial x''} \right|_{x'=x''=x}^2 + 2 \left| \frac{\partial^2 S_k^E}{\partial x' \partial x''} \right|_{x'=x''=x}} \times \exp\left(-S_{cl}^i - \frac{\pi}{2} \nu_i\right)
\]

\[
= F_i \exp\left(-S_{cl}^i\right) \exp\left(-\frac{\pi}{2} \nu_i\right)
\]

(21)

Since the classical solution that corresponds to the reactant state is simply a particle resting still, it has no turning points, hence \(\nu = 0\) and the Euclidean action simply becomes \(S_{RS} = \beta V(x_{RS})\). The instanton is a closed orbit and therefore \(\nu\) depends on how often the particle reaches the turning points. In this case \(\nu\) can have values of \(2k\) where \(k\) gives the number of repetitions of the instanton orbit. However, we have to add an additional phase factor of \(-i\pi/2\) in order to account for the fact that the instanton travels only in the classically forbidden region and therefore only contributes to the imaginary part of the partition function. If we consider one orbit only for the instanton we get \(\nu = 2\) and the fluctuation factor turns imaginary as \(\exp(-i(\nu \pi/2 + \pi/2)) = i\). This gives for the partition functions of the reactant and the transition states

\[
Q_{RS} = F_{RSE}^{-S_{RS}}
\]

\[
Q_{\text{Inst}} = i F_{\text{Inst}} e^{-S_{\text{Inst}}}
\]

(22)

(23)

The term \(F\) can in principle be divergent. This is due to symmetries present in the system which lead to an over-counting of real physical states and therefore to a diverging partition function. Since the instanton is a closed orbit the action is invariant with respect to the choice of the starting and end point as \(x' = x'' = x\). Furthermore rotation and translational invariance are also symmetries that lead to diverging terms, yet these can easily be handled as those symmetries are also present in the reactant partition function and therefore cancel.
one another if one is only interested in their ratios. In order to handle the divergent terms we express $F$ in a different representation. We construct a matrix $M$ with the following entries

$$
M = \begin{pmatrix}
-b^{-1}a & -b^{-1} \\
 b - cb^{-1}a & -cb^{-1}
\end{pmatrix}
$$

(24)

whereby $a$, $b$ and $c$ are defined as

$$
a = \frac{\partial S_E}{\partial x' \partial x''} \bigg|_{x'=x''=x}
$$

(25)

$$
b = \frac{\partial S_E}{\partial x' \partial x''} \bigg|_{x'=x''=x}
$$

(26)

$$
c = \frac{\partial S_E}{\partial x'' \partial x''} \bigg|_{x'=x''=x}
$$

(27)

such that the fluctuation factor in Eq. (21) can be written as

$$
F = \sqrt{\frac{|-b|}{|a + 2b + c|}} = \sqrt{\frac{(-1)^D}{|M - I|}}.
$$

(28)

If $M$ is represented in its eigenbasis one can immediately see that the right-hand side of Eq. (28) diverges as $M$ has eigenvalues of $\lambda = 1$. These correspond to the symmetries of the system. Furthermore $M$ is a symplectic matrix meaning that eigenvalues always appear in pairs. If $\lambda_i$ is an eigenvalue so is $1/\lambda_i$. The matrix $M$ is called the monodromy matrix. It contains information about how significantly a solution to the classical equations of motion deviates from its reference position and momentum under an infinitesimal perturbation of $\delta x_0$ and $\delta p_0$ after one period $T_0$ has passed.

$$
\begin{pmatrix}
\delta x \\
\delta p
\end{pmatrix} = M(T_0) \begin{pmatrix}
\delta x_0 \\
\delta p_0
\end{pmatrix}
$$

(29)
where $\mathbf{M}$ is the solution to the linearized equations of motion

$$\frac{d}{dt} \mathbf{M}(t) = \begin{pmatrix} 0 & 1 \\ -\mathbf{V}''((\mathbf{x}(t)) & 0 \end{pmatrix} \mathbf{M}(t)$$  \hspace{1cm} (30)$$
evaluated at $t = T_0$. Thus, the eigenvalues of $\mathbf{M}$ inform about the stability of the trajectory. Real values of $\lambda$ are connected to unstable modes. With the definition $\lambda_i = e^{u_i}$ we get the fluctuation factor

$$F = \sqrt{\prod_{i=1}^{D} \frac{-1}{(e^{u_i} - 1) \cdot (e^{-u_i} - 1)}}$$  \hspace{1cm} (31)$$
$$= \sqrt{\prod_{i=1}^{D} \frac{-1}{2 - 2 \cosh(u_i)}}$$  \hspace{1cm} (32)$$
$$= \prod_{i=1}^{D} \frac{1}{2 \sinh (u_i/2)}$$  \hspace{1cm} (33)$$

The fluctuation factor $F$ including all $D$ degrees of freedom is obviously divergent as it has at least one, in the case of rotational and translational symmetries an additional six, zero-valued stability parameters $u_i = 0$. As mentioned before we can simply ignore the translational and rotational ones as the fluctuation factor only covers vibrations. Using Eq. (6), gives for the rate constant

$$k(\beta) = \frac{2}{\beta} Q_{t-r} \frac{2 \prod_{j=1}^{D_v} \sinh(u_j^{RS}/2)}{\prod_{i=1}^{P_{i-1}} \sinh(u_i^{Inst}/2)} F_{\parallel}^{\text{Inst}} e^{-S_{\text{Inst}} + S_{RS}}$$  \hspace{1cm} (34)$$

The parallel fluctuation factor $F_{\parallel}^{\text{Inst}}$, which only appears in the instanton partition function, can not be described by Eq. (33) due to $u_i$ being zero. However, it can be addressed by applying the Faddeev–Popov trick to avoid the over-counting of ghost states in order to render the partition function finite. In this case, however, we can simply compare Eq. (6)
with Eq. (15), using $F^{\text{Inst}} = F^{\text{Inst}}_\perp F^{\text{Inst}}_\parallel$, and obtain

$$\frac{2}{\beta} Q_{t-r} Q^{\text{Inst}} = \frac{Q_{t-r}}{\sqrt{2\pi} Q^{\text{RS}}} \frac{dE}{d\beta} F^{\text{Inst}}_\perp e^{-S^{\text{Inst}}},$$

$$\frac{2}{\beta} F^{\text{Inst}} e^{-S^{\text{Inst}}} = \frac{1}{\sqrt{2\pi}} \left( -\frac{dE}{d\beta} \right) F^{\text{Inst}}_\perp e^{-S^{\text{Inst}}},$$

$$F^{\text{Inst}}_\parallel = \sqrt{\frac{\beta^2}{8\pi}} \frac{dE}{d\beta}. \quad (35)$$

Using the result of Eq. (35) we obtain the final rate constant expression

$$k(\beta) = \frac{Q_{t-r}}{\sqrt{2\pi}} \left( -\frac{dE}{d\beta} \right) \frac{2}{\beta} \prod_{j=1}^{P} \sinh(u_j^{\text{RS}}/2) \prod_{i=1}^{P-1} \sinh(u_i^{\text{Inst}}/2) e^{-S^{\text{Inst}}+S^{\text{RS}}} \quad (36)$$

Overall, in order to evaluate the thermal rate constant we find an instanton at given $\beta$ and calculate its stability parameters $u_i$, as well as $\frac{dE}{d\beta}$. In a previous paper\textsuperscript{42} we have presented several methods using different approximative schemes to calculate $u_i$ as an alternative to the traditional way of integrating the linearized equations of motions, Eq. (30). Here, we present a different approach making use of Eq. (24), which allows us to calculate the monodromy matrix by using the second variations of $S_E$. It is exact in the limit of $P \to \infty$ but appears to be numerically more stable than integrating Eq. (30). In case of the reactant state, $u_i^{\text{RS}} \equiv \omega_i^{\text{RS}} \beta$ with $\omega_i^{\text{RS}}$ being the reactant’s vibrational frequencies, see Appendix. However, in order to benefit from error cancellation at finite $P$, we use the same numerical algorithm for the reactant state as we do for the instanton. In the following, we present a numerical algorithm to evaluate $\frac{dE}{d\beta}$ and $u_i$.

**Numerical implementation**

In the following sections we present two algorithms in order to calculate the necessary quantities mentioned in the previous sections. In both cases we rely on a discretization of the classical equation of motion in imaginary time, i.e. in the upside-down potential $-V$, which
yields

\[ \ddot{x}(\tau) = \nabla V \]  
\[ (-2x_i + x_{i+1} + x_{i-1}) \frac{1}{\Delta \tau^2} = \nabla V(x_i) \]  
\[ (2x_i - x_{i+1} - x_{i-1}) + \frac{\beta^2}{P^2} \nabla V(x_i) = 0. \]

The vector \( x_i \) is a \( D \) dimensional array that contains the positions for every degree of freedom at the \( i^{\text{th}} \) image. \( P \) is the number of discrete points and \( \beta \) is in this context the period in imaginary time such that \( \Delta \tau = \frac{\beta}{P} \).

Furthermore it is worth mentioning that the kind of instanton solutions that we use in the following have the property that each image appears exactly twice as the spatial coordinates of the trajectory from the reactant to the product side are the same as on the way back from product to reactant. This leads to \( x_i = x_{P-i+1} \). However, the following derivation does not use this fact and the algorithms are valid for any closed trajectory which may or may not posses turning points.

**Calculation of** \( \frac{dE}{d\beta} \)

In order to calculate the change of the energy of the instanton solution with respect to \( \beta \) we start by looking at the energy conservation of the instanton solution. Since we are in imaginary time the momentum in the classically forbidden region is purely imaginary and therefore the energy \( E \) is given by

\[ E = \frac{i^2 p^2}{2} + V(x) \]  
\[ = -\frac{p^2}{2} + V(x). \]
It is conserved along the orbit. The discretized form of Eq. (41) reads

$$E = \lim_{P \to \infty} \left( -\frac{(x_i - x_{i-1})^2}{2} \left( \frac{P}{\beta} \right)^2 + \frac{1}{2} (V(x_i) + V(x_{i-1})) \right)$$  (42)

Since a change in $\beta$ means that a new instanton solution for a new temperature has to be found we can interpret the points $x_i$ along the trajectory to be a function of $\beta$, thus $x_i = x_i(\beta)$. If we now differentiate Eq. (42) with respect to $\beta$ we get

$$\frac{dE}{d\beta} = \lim_{P \to \infty} \left( \frac{P^2}{\beta^2} (x_i - x_{i-1})^2 \right. $$
$$- \frac{P^2}{\beta^2} (x_i - x_{i-1}) \left( \frac{dx_i}{d\beta} - \frac{dx_{i-1}}{d\beta} \right)$$
$$+ \frac{1}{2} \left( \frac{\partial V}{\partial x_i} \frac{dx_i}{d\beta} + \frac{\partial V}{\partial x_{i-1}} \frac{dx_{i-1}}{d\beta} \right)$$

(43)

In order to evaluate Eq. (43) one has to calculate $\frac{dx_i}{d\beta}$. The first step is to differentiate Eq. (39) with respect to $\beta$ and replacing $\frac{dx_i}{d\beta}$ by $q_i$. This yields

$$\left( 2 + \frac{\beta^2}{P^2} \nabla^2 V(x_i) \right) q_i - q_{i+1} - q_{i-1} = -\frac{2\beta}{P^2} \nabla V(x_i)$$

(44)

Eq. (44) is a linear system of equations of the form

$$Aq = b$$

(45)

or, using an index notation for images and degrees of freedom,

$$\sum_{i'=1}^{P} \sum_{j'=1}^{D} A_{i,j,i',j'} q_{i',j'} = b_{i,j}.$$  (46)
Here,

\[
A = \begin{pmatrix}
K_1 & -I & 0 & \cdots & 0 & -I \\
-I & \ddots & -I & \ddots & \ddots & 0 \\
0 & -I & K_i & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & -I & 0 \\
0 & \ddots & \ddots & -I & \ddots & -I \\
-I & 0 & \cdots & 0 & -I & K_P
\end{pmatrix}
\]  \quad (47)

where \( K_i = 2I + \frac{\beta^2}{P^2} V''(x_i) \), \( I \) being the \( D \times D \) unit matrix and

\[
b = -\frac{2\beta}{P^2} \begin{pmatrix}
\nabla_1 V(x_1) \\
\vdots \\
\nabla_D V(x_1) \\
\nabla_1 V(x_2) \\
\vdots \\
\nabla_j V(x_i) \\
\vdots \\
\nabla_D V(x_P)
\end{pmatrix}
\]  \quad (48)

Solving Eq. (45) requires the knowledge of all Hessians as well as gradients along the instanton path. The matrix \( A \) is a symmetric sparse \((PD \times PD)\) matrix.

Having obtained \( \frac{dx_i}{d\beta} = q_i \) we can now determine \( \frac{dE}{d\beta} \) by choosing any arbitrary point \( x_i \) and use it in Eq. (43). In practice the value of \( \frac{dE}{d\beta} \) will slightly vary along the path due to numerical errors. Therefore, we choose one of the turning points as the distance between the current and the next point is the shortest in that case.
Calculation of $\frac{\partial S_E}{\partial x'\partial x''}$

Since an analytical treatment of the second derivatives of $S_E$ is only possible in the case of a separable potential in which the orthogonal components of the potential have a linear or quadratic form, we have to find a way to determine these necessary expressions numerically, which is achieved by following previous work. \cite{31, 46} We start with the discretized Euclidean action for an instanton that starts at $\tau = 0$ at the point $x' = x_0$ and ends at $\tau = \beta$ at the point $x'' = x_P$. Furthermore a constant time interval $\Delta \tau = \beta / P$ is used because we consider an arbitrary open path with $P + 1$ images to derive the first and second variations and only then close the path by setting $x' = x'' = x$ resulting in $P$ independent images. The Euclidean action is

$$S_E = \sum_{i=1}^{P} \left[ \frac{1}{2} \frac{(x_i - x_{i-1})^2}{\Delta \tau} + \frac{\Delta \tau}{2} (V(x_i) + V(x_{i-1})) \right] \tag{49}$$

The first variation of Eq. (49) results in

$$\frac{\partial S_E}{\partial x'} = -\frac{(x_1 - x_0)}{\Delta \tau} + \frac{\Delta \tau}{2} V'(x_0) \tag{50}$$
$$\frac{\partial S_E}{\partial x''} = \frac{(x_P - x_{P-1})}{\Delta \tau} + \frac{\Delta \tau}{2} V'(x_P) \tag{51}$$

To calculate the second variation of Eq. (49) we have to keep in mind that while $x'$ and $x''$ stay fixed, the points in between change. In this case we regard $x_i$ for $i \in [1, ..., P - 1]$ as a function of $x_0$ and $x_P$. This results in the second variation

$$\frac{\partial^2 S_E}{\partial x'\partial x''} = -\frac{1}{\Delta \tau} \frac{\partial x_1}{\partial x_P} \tag{52}$$
$$\frac{\partial^2 S_E}{\partial x'\partial x'} = \frac{1}{\Delta \tau} \left( I - \frac{\partial x_1}{\partial x_0} \right) + \frac{\Delta \tau}{2} V''(x_0) \tag{53}$$
$$\frac{\partial^2 S_E}{\partial x''\partial x''} = \frac{1}{\Delta \tau} \left( I - \frac{\partial x_{P-1}}{\partial x_P} \right) + \frac{\Delta \tau}{2} V''(x_P) \tag{54}$$
To be able to use these expressions we have to find a way to calculate the terms $\frac{\partial x_{P-1}}{\partial x_i}$ and $\frac{\partial x_2}{\partial x_1}$. This can be done in the same way as before based on Eq. (39). We differentiate Eq. (39) with respect to $x_\alpha$ where $\alpha$ can be either 0 or $P$ and get

$$2 \frac{\partial x_i}{\partial x_\alpha} - \frac{\partial x_{i+1}}{\partial x_\alpha} - \frac{\partial x_{i-1}}{\partial x_\alpha} + \Delta \tau^2 V''(x_i) \frac{\partial x_i}{\partial x_\alpha} = 0$$  (55)

$$\left(2I + \Delta \tau^2 V''(x_i)\right) J_i - J_{i+1} - J_{i-1} = 0$$  (56)

$$K_i J_i - J_{i+1} - J_{i-1} = 0$$  (57)

where $i \in [1, ..., P - 1]$ and $J_i \equiv \frac{\partial x_i}{\partial x_\alpha}$ is a $D \times D$ matrix with the following boundary conditions for $\alpha = 1$

$$J_{i=0}^\alpha = I$$  (58)

$$J_{i=P}^\alpha = 0$$  (59)

and for $\alpha = P$

$$J_{i=0}^\alpha = 0$$  (60)

$$J_{i=P}^\alpha = I$$  (61)

In principle what we have obtained here is another representation of Eq. (30). If we take Eq. (55), which is a second order differential equation of the form $\ddot{J}(\tau) = -V''(x(\tau))J(\tau)$, and transform it to first order we get the familiar matrix differential equation of Eq. (30). As solving Eq. (30) with a Runge–Kutta approach turned out rather unstable in practice for low values of $P$ we will instead focus on solving Eq. (55). First we transform Eq. (55) to a linear system of equations of the form

$$Cq = d$$  (62)
in which \( C \) is matrix of dimension \( D^2(P - 1) \times D^2(P - 1) \), which is given as

\[
C = \begin{pmatrix}
G_1 & -I & 0 & \cdots & \cdots & 0 \\
-I & \ddots & -I & \ddots & \cdots & 0 \\
0 & -I & G_i & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & -I \\
0 & 0 & \cdots & \cdots & -I & G_{P-1}
\end{pmatrix}
\]  \( (63) \)

with \( I \) being a \( D^2 \times D^2 \)-dimensional unit matrix and \( G_i \) is a \( D^2 \times D^2 \) matrix of the form

\[
G_i = \begin{pmatrix}
K_i & 0 \\
\vdots & \ddots \\
0 & K_i
\end{pmatrix}
\]  \( (64) \)

The right hand side of Eq. \((62)\) is given by the column vectors of \( J_0 \) or \( J_P \) depending on whether we want to calculate \( \frac{\partial}{\partial x_0} \) or \( \frac{\partial}{\partial x_P} \). For example in the case of a system with \( D = 2 \), \( d \) is given by

\[
d = \begin{pmatrix}
1 \\
0 \\
\vdots \\
1
\end{pmatrix}
\]  \( \text{for } \frac{\partial}{\partial x_0} \)

\[
d = \begin{pmatrix}
0 \\
\vdots \\
0 \\
1
\end{pmatrix}
\]  \( \text{for } \frac{\partial}{\partial x_P} \)

\]  \( (65) \)
Correspondingly the solutions we are looking for are given by

$$\frac{\partial \mathbf{x}_1}{\partial \mathbf{x}_0} = \begin{pmatrix} q_1 & q_3 \\ q_2 & q_4 \end{pmatrix}, \quad \frac{\partial \mathbf{x}_{P-1}}{\partial \mathbf{x}_P} = \begin{pmatrix} q_{DP-4} & q_{DP-2} \\ q_{DP-3} & q_{DP-1} \end{pmatrix}. \quad (66)$$

This scheme works in general for any path whether it is open or closed. In the closed case one just sets $\mathbf{x}_0 = \mathbf{x}_P$ in Eqs. (52), (53), and (54). Instead of calculating the determinant of a $(DP \times DP)$ matrix one now has to solve a linear system of equations of the form $\mathbf{Cq} = \mathbf{d}$, where $\mathbf{C}$ is a banded matrix of the size $D^2(P - 1)$.

In summary we have to evaluate Eq. (36) in order to compute the thermal rate constant $k(\beta)$. The vibrational partition function of the reactant and the orthogonal contributions to the transition state’s partition function $Q_{\text{Inst}}$ are calculated via the stability parameters, which are obtained from the eigenvalues of the monodromy matrix $\mathbf{M}$ obtained by Eq. (24). The entries of $\mathbf{M}$ are calculated by Eqs. (52) to (54), which require solving the linear system of equations in Eq. (62). For that, the Hessians ($V''(\mathbf{x}_i)$) of all images along the path have to be known. The derivative $dE/d\beta$ is calculated by solving Eq. (45) and using the solution in Eq. (43).

The computational requirements of this algorithm are different from the determinant method. In the latter, one sparse but full matrix of size $DP$ needs to be diagonalized, which requires $O(P^3D^3)$ operations. In our algorithm, the calculation of $dE/d\beta$, i.e. solving Eq. (45), requires to solve a sparse linear system of $DP$ equations, which again requires $O(P^3D^3)$ operations. The pre-factor is 1–2 orders of magnitude lower, however. Thus, the calculations are faster by that factor. To obtain the $u_i$-values, a system of equations of the size $D^2(P - 1)$ has to be solved, Eq. (62). The matrix is a banded matrix with a width of only $O(D^2)$, thus requiring $O(PD^6)$ operations. Consequently, our algorithm is faster than the determinant method in practice, especially for small systems with many images, which is typically the case for fitted potential energy surfaces.
Applications

We applied the new method to two examples: the analytic, two-dimensional Müller–Brown potential and a rearrangement of methylhydroxycarbene to acetaldehyde with energies, gradients and Hessians calculated on-the-fly by DFT.

Müller–Brown Potential

In the Müller–Brown potential\textsuperscript{47} we study the transition from the intermediate minimum at the coordinates \((-0.05001, 0.46669)\) over the barrier with the saddle point at \((-0.822001, 0.624314)\) to the global minimum. Since this is a two-dimensional system without rotational and translational invariance, one stability parameter is zero and another one represents the fluctuations orthogonal to the instanton path. For a particle of the mass of a hydrogen atom moving in the Müller–Brown potential, the crossover temperature is 2207 K. Figs. 1\textsuperscript{1} \textsuperscript{2} and 3\textsuperscript{3} show the results for the non zero stability parameter \(u\), the quantity \(\frac{dE}{d\beta}\) and consequently the thermal rate constant \(k(\beta)\), which can directly be calculated from these quantities using Eq. (36).

![Figure 1: Stability parameter of the instanton’s orthogonal modes in the Müller–Brown potential calculated at different temperatures for different numbers of images \(P\).](image)

Fig. 1\textsuperscript{1} demonstrates that the value of the stability parameter is rather independent of the number of images. Only at rather low temperature compared to \(T_c\), where the rate constant is already pretty independent of the temperature are more images required to achieve a
Figure 2: Change of the instanton’s tunneling energy with respect to $\beta$ in the Müller–Brown potential calculated at different temperatures for a different number of images $P$. The value of $\frac{dE}{d\beta}$ is negative for all $T < T_c$. The dashed blue line uses the approximation scheme previously proposed in Ref. [48].

A converged result for $u$. The largest deviation occurs at the lowest temperature, $T = 350$ K, with a deviation of only 1.3% between $P = 100$ and $P = 1000$. Fig. 2 compares the result of the calculation for $\frac{dE}{d\beta}$ using the solution of Eq. (45) to an approximation scheme previously proposed in Ref. [48]. They all agree very well.

Figure 3: Rate constant in atomic units for the Müller–Brown potential. The orange line was calculated using Eq. (36) and the quantities determined in Fig. 1 and Fig. 2. The blue line was calculated with the conventional determinant method.

If we compare the results for $k(T)$ in Fig. 3 calculated with the conventional determinant method (blue) and the new approach (orange), both with 1000 images, we get to almost identical results. The largest deviation between the two methods was 0.06% at $T = 450$ K.
long after the instanton converges to the final rate constant.

**DFT Calculations for the Methylhydroxycarbene**

The tunneling-decay of methylhydroxycarbene to acetaldehyde was previously studied experimentally and computationally. Here, we use this reaction to investigate the stability of our new method with respect to numerical noise in the gradients and Hessians and to provide data for a system with translational and rotational invariance. We obtained energies and their derivatives on-the-fly using DFT calculations with the B3LYP hybrid functional in combination with the def2-SVP basis set. These calculations were done using Turbomole v 7.0.1. For the geometry optimizations and subsequent instanton calculations DL-FIND was used via ChemShell as interface to Turbomole. Note that here we compare methods rather than aiming at high accuracy in comparison to experiment. Nevertheless, B3LYP (with a different basis set, though) was found to reproduce more accurate calculations quite well.

In the calculations \( P = 128 \) images were used for the discretization of the instanton path unless notes otherwise. Instantons have been optimized such that the largest component of the gradient is smaller than \( 10^{-9} \) atomic units. The SCF cycles were iterated up to the change was less than \( 10^{-9} \) Hartree per iteration. The \( m \) grid was used.

![Figure 4: The 14 non-zero stability parameters for the carbene system using 128 images.](image-url)
After optimizing the instanton geometries at a series of temperatures below the crossover
temperature of 453 K, we calculated the stability parameters $u_i$ using Eq. (62). For this
7-atom system there are 14 non-zero stability parameters. They can be interpreted as fre-
cuencies via $\omega_i = u_i/\beta$ as discussed previously. These stability parameters are depicted in
Fig. 4. Most of them are almost independent of $T$. The stability parameter with the strongest
$T$-dependence corresponds to the movement of the transferred H-atom perpendicular to the
instanton path. At high temperature, the instanton path is short and in direct vicinity of
the saddle point. Correspondingly, the value of the $T$-dependent stability parameter is close
to 2660.7 cm$^{-1}$, the wave number of the C–H and O–H stretching mode of the transferred H.
At lower $T$ its value increases, tending towards the value of 3736.0 cm$^{-1}$, which corresponds
to the O–H stretching mode in the reactant, methylhydroxycarbene.

![Figure 5: Change of the instanton’s tunneling energy with respect to $\beta$ in for the reaction
of methylhydroxycarbene to acetaldehyde calculated with 128 images. The value of $\frac{dE}{d\beta}$ is
negative for all $T < T_c$. The green squares correspond to finite differences between $E$
obtained for instantons at adjacent temperatures.]

The temperature-dependence of $dE/d\beta$ is shown in Fig. 5. An approximative previous
approach is shown for comparison. Our new approach agrees very well with a finite-difference
estimation from instantons at different temperatures.

Using the results in Fig. 4 and Fig. 5 and the classical expressions for $Q_{t-r}$ we obtain
the thermal rate constants depicted in Fig. 6. One can see clearly a very good agreement
between the new approach and the conventional determinant method. The highest deviations
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between the methods appear at low temperature with the rate constant determined by the new approach being 4.3% larger than the one calculated via the determinant method.

The convergence of both methods with $P$ is displayed in Fig. 7 for two temperatures, $T = 300$ K (top) and $T = 150$ K (bottom) and compared to the standard approach of calculating the stability parameters $u_i$ from the monodromy matrix obtained by integrating Eq. (30) with $dE/d\beta$ from Eq. (43).

The convergence of both methods with $P$ is displayed in Fig. 7 for two temperatures, $T = 300$ K (top) and $T = 150$ K (bottom) and compared to the standard approach of calculating the stability parameters $u_i$ from the monodromy matrix obtained by integrating Eq. (30). For very few images, all three methods are inaccurate, but the determinant
method is slightly more stable than our new approach. An instanton path with merely 16 images at a temperature so much below $T_c$ results in a rather badly discretized path. At higher numbers of images, it is notable that the new method converges faster to the final result than the determinant method. The integration of Eq. (30) is found to converge slowest with $P$. This is a trend we have observed in general. It is most clearly visible at $T = 150$ K. Note the different scale of the vertical axes for the two graphs. A higher number of images is computationally easier accessible with the new method, because its computational effort scales lower with the number of images.

**Conclusion**

When we compare the results of our new algorithm with the determinant method we obtain practically the same rate constants, for the analytical as well as the DFT potential, yet the computational effort for the rate constant calculation is reduced as no matrix diagonalization is required. Instead of diagonalizing a $PD \times PD$ matrix one has to solve two different linear systems of equations. For the calculation of $\frac{dE}{d\beta}$ one has to solve the system in Eq. (45), which requires Hessians as well as gradients at each point of the trajectory. Gradients are not required in the determinant method. However, they are required for the instanton optimization, so no additional effort is needed. The calculation of the fluctuation factor of the instanton is done by solving Eq. (62) for two different right-hand sides. Furthermore the proposed method improves on the previously presented approaches by providing a rigorously derived and numerically stable way of obtaining stability parameters in multidimensional systems. These are important in the context of microcanonical and canonical instanton theory. While the fundamental bottleneck of any reaction rate constant calculation remains the calculation of energies and Hessians, the new approach might be particularly helpful if one is interested in obtaining thermal rate constants at very low temperature for a system for which a fitted analytic PES is available and therefore a high number of images can be
computed. In these cases the rate constant calculation can be significantly speeded up.
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**Appendix**

**Analytic Calculation of \( Q_{RS} \)**

The trajectory of \( D \) uncoupled harmonic oscillators in imaginary time is given by

\[
X(\tau) = \left( x_i'' \sinh(\omega_i \tau) - x_i'' \sinh((\tau - \beta)\omega_i) \right) \frac{1}{\sinh(\beta \omega_i)} \hat{e}_i 
\]  

for \( i \in [1, \ldots, D] \). The corresponding Euclidean action is

\[
S_E(x', x'', \beta) = \int_0^{\beta \hbar} \left( \frac{1}{2} \dot{X}^2 + \frac{1}{2} \sum_i \omega_i^2 x_i^2(\tau) \right) d\tau 
\]

\[
= \sum_{i=1}^{D} \frac{(x_i'^2 + x_i''^2) \cosh(\omega_i \beta) - 2x_i'' x_i'}{\sinh(\omega_i \beta)}. 
\]  

The evaluation of the second derivatives of \( S_E \) evaluated at the point \( x'' = x' = x \) yields

\[
\frac{\partial^2 S_E}{\partial x'_i \partial x''_j} \bigg|_{x''=x'} = -\frac{\omega_i}{\sinh(\omega_i \beta)} \delta_{i,j} 
\]  

\[
\frac{\partial^2 S_E}{\partial x'_i \partial x''_j} \bigg|_{x''=x'} = \omega_i \coth(\omega_i \beta) \delta_{i,j} 
\]  

\[
\frac{\partial^2 S_E}{\partial x'_i \partial x''_j} \bigg|_{x''=x'} = \omega_i \coth(\omega_i \beta) \delta_{i,j}. 
\]
Using Eq. (28) then yields
\[
F = \sqrt{\frac{|-b|}{|a + 2b + c|}} = \sqrt{\frac{(-1)^D}{|M - 1|}}
\]
\[
= \prod_{i=1}^{D} \frac{1}{2 \sinh(\frac{\omega_i}{2} \beta)}
\]
which gives for the \(Q_{RS}\)
\[
Q_{RS} = \prod_{i=1}^{D} \frac{1}{2 \sinh(\frac{\omega_i}{2} \beta)} e^{-\beta V(x_{RS})},
\]
i.e. the analytic solution of the partition function of a multidimensional harmonic oscillator.
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