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Abstract—Generating realistic biometric images has been an interesting and, at the same time, challenging problem. Classical statistical models fail to generate realistic-looking fingerprint images, as they are not powerful enough to capture the complicated texture representation in fingerprint images. In this work, we present a machine learning framework based on generative adversarial networks (GAN), which is able to generate fingerprint images sampled from a prior distribution (learned from a set of training images). We also add a suitable regularization term to the loss function, to impose the connectivity of generated fingerprint images. This is highly desirable for fingerprints, as the lines in each finger are usually connected. We apply this framework to two popular fingerprint databases, and generate images which look very realistic, and similar to the samples in those databases. Through experimental results, we show that the generated fingerprint images have a good diversity, and are able to capture different parts of the prior distribution. We also evaluate the Frechet Inception distance (FID) of our proposed model, and show that our model is able to achieve good quantitative performance in terms of this score.

I. INTRODUCTION

Fingerprint is arguably the most popular biometric used for identification and security. Simple to collect and rich in features, it provides decent benefits for an efficient recognition system. Although it is not as protected as features such as iris pattern [1], fingerprint recognition is still among the most researched topics in biometrics along with iris [2] and face [3], and is popularly used in forensics, airports and smartphones (such as in Iphone). All biometrics have unique features and patterns. Therefore, generating a synthetic fingerprint is a challenging effort. Our work seeks to accomplish this and measure the level of authenticity against real fingerprints.

Many approaches have been proposed for fingerprint recognition, which are based on matching minutiae features, such as ridge endings and bifurcation [4], [5]. There are also several approaches based on hand-crafted features extracted from fingerprint images [6], [7]. Also, with deep neural networks increasing in popularity in recent years [8], [9], end-to-end models have been also used for biometrics recognition [10]–[14].

In this work, we focus on a different problem from fingerprint recognition, which is learning to generate fingerprint images. Our work is mainly based on generative adversarial networks (GAN) [15], which provides a powerful framework for learning to generate samples from a given distribution. GAN is comprised of a generative network, which learns a training dataset’s distribution and can generate new data (sampled from the same distribution), and a discriminative network, which tries to distinguish real samples from the ones generated with the generator model. On a high level, the generator and discriminator models are trained simultaneously, using a minimax type optimization. Since GAN’s invention, it has been used for various computer vision and pattern generation tasks, such as image super-resolution, image to image translation, image generation based on text description, prediction of pedestrian walking patterns for autonomous vehicles, and iris generation [16]–[20].

In this work, we propose a synthetic fingerprint generation framework based on deep convolutional generative adversarial networks (DC-GAN), which is able to generate realistic fingerprint images, which are hard to be distinguished from real ones. By far, to the best of our knowledge, no other work in literature has tackled fingerprint generation using GANs. We add a suitable term to the GAN loss function, imposing the generated fingerprint images to have connected lines. This is achieved by adding the total variation [21] of the generated images to the loss function. Figure 1 provide 8 sample images generated by our proposed model.

The structure of the rest of this paper is as follows. Section II provides the details of our proposed framework, and the model architectures for both the generator, and discriminator networks. In Section III we provide the experimental studies, and present the generated fingerprint images with our proposed framework. We show the generated fingerprint images over different epochs (for the sample input noise) to see how the generated images evolve over time, and finally the paper is concluded in Section IV.
II. The Proposed Framework

In this work we propose a generative model for fingerprint images based on deep convolutional generative adversarial networks, with a suitable regularization which suits fingerprint generation. Let us first give more technical details on GAN, and then we dive into our proposed model.

A. Generative Adversarial Network

To provide more details about how GANs work, the generator network in GANs learns a mapping from noise \( z \) (with a prior distribution) to a target distribution \( y \), \( G = z \rightarrow y \). The generator model, \( G \), tries to generate samples which look similar to the real samples (provided during training), while the discriminator network, \( D \), tries to distinguish the samples generated by the generator models from the real ones. The general architecture of a GAN model is shown in Figure 1.
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The generator and discriminator can be trained jointly, by minimizing a loss function. The loss function of GAN can be written as:

\[
\mathcal{L}_{GAN} = \mathbb{E}_{x \sim p_{data}(x)}[\log D(x)] + \mathbb{E}_{z \sim p_z(z)}[\log(1 - D(G(z)))]
\]

(1)

In this sense we can think of GAN, as a minimax game between \( D \) and \( G \), where \( D \) is trying to minimize its classification error in distinguishing the fake samples from the real ones (maximize \( \mathcal{L}_{GAN} \)), and \( G \) is trying to maximize the discriminator network's error (minimize \( \mathcal{L}_{GAN} \)). After training this model, the trained generator model would be:

\[
G^* = \arg \min_G \max_D \mathcal{L}_{GAN}
\]

(2)

In practice, \( \mathcal{L}_{GAN} \) may not provide enough gradient for \( G \) to get trained well, specially at the early steps of the training where the discriminator can easily detect fake samples from the real ones. One solution is to let the generator to maximize \( \mathbb{E}_{z \sim p_z(z)}[\log D(G(z))] \) (instead of minimizing \( \mathbb{E}_{z \sim p_z(z)}[\log(1 - D(G(z)))]) \).

As discussed briefly in the introduction, there have been several works improving on GAN on one or all directions. Since invention of GAN, there have been several works trying to improve/modify GAN in different aspects. To name a few promising works, in [22], Radford and colleagues proposed a convolutional GAN model for generating images, which generates visually higher quality images than fully connected networks. In [23], Mirza et al. proposed a conditional GAN model, which can generate images conditioned on class labels. This enables one to generate samples with a specified label (such as specific digit when trained on MNIST dataset). The original paper on GAN uses KL divergence to measure the distance between distributions, and a problem can happen if these distribution have non-overlapping support in which KL divergence is not a good representative of their distance. The work in [24] addresses this issue, by proposing a new loss function based on Wasserstein distance (also known as earth mover’s distance). In [25], Zhu proposed an image to image translation model based on a cycle-consistent GAN model, which learns to map a given image distribution into a target domain (e.g. horse to zebra, day to night images, summer to winter images). In [18], Zhang et al proposed a GAN-based high-resolution image generation network using a text description of the image. The idea of adversarial training has been also applied to auto-encoder framework, to provide an unsupervised feature learning approach, e.g. in [26], [27], where the adversarial module is trying to distinguish samples for which the latent representation is coming from a prior distribution from other samples.

B. TV-Regularized GAN

We use a deep convolutional GAN (DC-GAN) as the main core of our fingerprint generation framework. The fingerprint images consist of many lines, each forming a connected component, and help the model generate fingerprint images with their lines being connected (instead of having broken lines). Although the GAN model should learn this line connectivity from the training data, we found out imposing a regularization term which promotes the connectivity of the generated fingerprint images can help the generator learn this more easily.

There are several ways to impose connectivity within images, such as total variation (TV), group sparsity [21], [28]. Total variation penalizes the solutions (in this case, the generated images) with large variations among neighboring pixels, leading to more connected and smoother solutions [29]–[31]. We chose to use total variation to impose the connectivity of generated images here, as its gradient update is less complex during back-propagation. Total variation of a differentiable function \( f \), defined on an interval \([a, b] \subset R\), has the following expression if \( f' \) is Riemann-integrable:

\[
V^b_a = \int_a^b \| f'(x) \| dx
\]

(3)

Total variation of 1D discrete signals \( y = [y_1, y_2, ..., y_N] \) is straightforward, and can be defined as:

\[
TV(y) = \sum_{n=1}^{N-1} |y_{n+1} - y_n|
\]

(4)

For 2D signals, \( Y = [y_{i,j}] \), we can use the isotropic or the anisotropic version of 2D total variation [21]. To make our optimization problem simpler, we have used the anisotropic version of total variation, which is defined as the sum of horizontal and vertical gradients at each pixel:

\[
TV(Y) = \sum_{i,j} |y_{i+1,j} - y_{i,j}| + |y_{i,j+1} - y_{i,j}|
\]

(5)

We can add the total variation of the generated image to the loss function to promote the connectivity of the generated
fingerprints. Adding this term to our framework, the new loss function for our model would be defined as:
\[
\mathcal{L}_{GAN-TV} = \mathbb{E}_{x \sim p_{data}(x)}[\log D(x)] + \\
\mathbb{E}_{z \sim p_{z}(z)}[\log(1 - D(G(z)))] + \lambda \text{TV}(G(z))
\]  
(6)

We can then train both the generator and discriminator by stochastic gradient descent on mini-batches of training images.

C. Network Architecture

We will now discuss the architectures used for our discriminator and generator networks. As discussed above, both the discriminator and generator networks in our model are based on convolutional neural networks. The discriminator model consists of 4 convolutional layers followed by batch normalization and leaky ReLU as non-linearity, and a fully connected layer at the end. The generator model contains 5 fractionally-strided convolutional layers (aka deconvolution in literature), followed by batch-normalization and non-linearity. The architecture of our generator and discriminator networks are shown in Figure 3.

FVC 2006 Fingerprint Database: FVC has provided four distinct fingerprint databases, DB1, DB2, DB3 and DB4. Each database is 150 fingers wide and 12 samples per finger in depth (i.e., it consists of 1800 fingerprint images). Each database is partitioned in two disjoint subsets A and B, which contain the first 140 fingers (1680 images) and the last 10 fingers (120 images) respectively. The image size and resolution vary depending on the database. For further details about this dataset, we refer the readers to [33]. In our work, we have used the DB2-A dataset, which is taken by an “Optical Sensor”, and has a resolution of 400x560. Twelve sample images from this database are shown in Figure 4. It is worth mentioning that we first extract the central crop (400x400) of these images, and then resize them to 64x64 before feeding them to the TV-regularized GAN model. We also perform some data augmentation to increase the number of images during training.

III. EXPERIMENTAL RESULTS

Before presenting the generated images by the proposed model, let us first discuss the hyper-parameters used in our training procedure. We train the proposed model for 120 epochs on a Nvidia Tesla GPU. The batch size is set to 40, and ADAM optimizer is used to optimize the loss function, with a learning rate of 0.0002. The input noise to the generator network is 100-dimensional Gaussian distribution with zero mean, unit variance. We present the details of the datasets used for our work in the next section, and then present experimental results.

A. Databases

In this section, we provide a quick overview of two popular fingerprint databases used in our work, FVC-2006 fingerprint dataset [32], and PolyU fingerprint dataset [34].
training these models, we can generate different images by sampling latent representation from our prior Gaussian distribution and feeding them to the generator network of the trained models.

In Figure 6, we present 16 generated fingerprint images over different epochs (0th, 20th, 40th, 60th, 80th and 100th), to see the amount of diversity among the generated images (in terms of the position of the width, height, and color of the fingerprints). As it can be seen, there is a good amount of diversity in all the aforementioned aspects across the 16 generated images.

In Figure 7, we show the generated fingerprint images for four different latent representations, over every tenth epochs, when the model is trained on FVC2006 fingerprint dataset. This will provide the granular changes happen after training the model for 10 more epochs. As we can see, the generative model keeps improving over time, thus generating more realistic fingerprint images.

In Figure 8, we show a similar results generating four samples images, using the trained model on PolyU fingerprint dataset. We can make the same observation as above, where the generated sample images gets more realistic over time.

We also present the discriminator and generator loss functions for the trained Finger-GAN models on FVC2006 and PolyU databases. The loss functions for these models are presented in Figures 9 and 10.

C. Numerical Results

To measure the quality and diversity of the model numerically, we computed the Frechet Inception Distance (FID) \[36\] on the generated iris images by our model. FID is an extension of Inception Score (IS) \[37\], which was previously used for assessing the quality of generated images by GANs and other generative models. FID compares the statistics of generated samples to real samples, using the Frechet distance between two multivariate Gaussians, defined as below:

\[
\text{FID} = \| \mu_r - \mu_g \|^2 + \text{Tr}(\Sigma_r + \Sigma_g - 2(\Sigma_r \Sigma_g)^{1/2})
\]

where \( X_r \sim N(\mu_r, \Sigma_r) \) and \( X_g \sim N(\mu_g, \Sigma_g) \) are the 2048-dimensional activations of the Inception-v3 pool3 layer for real and generated samples respectively.

The FID scores by our proposed FingerGAN model is shown in Table I. As we can see, the model achieves relatively low FID score, comparable with some of state-of-the-arts models on public image datasets.

| Model/Database          | Frechet Inception Distance |
|-------------------------|----------------------------|
| DC-GAN/ FVC Fingerprint | 70.5                       |

| IV. Conclusion |

In this work we propose a framework for fingerprint image generation using deep convolutional generative adversarial network. We use simple architectures for the generator and discriminator networks of our model, each containing 5 layers. We also add a suitable regularization term to our framework (the total variation of the output), to impose the connectivity of the generated fingerprint images. These models are trained on two popular fingerprint databases, FVC 2006 and PolyU. The experimental results show the synthetic fingerprint images look very realistic and similar to real fingerprints. In the future, we plan to develop a model for fingerprint generation based on conditional-GAN model, which is able to generate image samples for a given identity.
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