Phase space geometry and optimal state preparation in quantum metrology with collective spins
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We revisit well-known protocols in quantum metrology using collective spins and propose a unifying picture for optimal state preparation based on a semiclassical description in phase space. We show how this framework allows for quantitative predictions of the timescales required to prepare various metrologically useful states, and that these predictions remain accurate even for moderate system sizes, surprisingly far from the classical limit. Furthermore, this framework allows us to build a geometric picture that relates optimal (exponentially fast) entangled probe preparation to the existence of separatrices connecting saddle points in phase space. We illustrate our results with the paradigmatic examples of the two-axis counter-twisting and twisting-and-turning Hamiltonians, where we provide analytical expressions for all the relevant optimal time scales. Finally, we propose a generalization of these models to include p-body collective interaction (or p-order twisting), beyond the usual case of p = 2. Using our geometric framework, we prove a no-go theorem for the local optimality of these models for p > 2.

I. INTRODUCTION

Quantum metrology employs nonclassical states as a resource for estimating unknown parameters with a sensitivity beyond that allowed by the standard quantum limit [1–4]. Of particular interest are ensembles of qubits (real or pseudo-spins) for use in clocks and magnetometers. Typically one considers collective spins of total angular momentum components $\hat{J}_n$. Examples of metrologically useful quantum states of collective spins include spin squeezed states of atoms [5–9], cat-states or GHZ states [10, 11], and Dicke states [12], among others. The aforementioned examples share the common property of being entangled, and it is well-known that entanglement is essential, but not sufficient, to enable sensitivity going beyond what can be achieved with classical resources (i.e., with product states) [1, 13].

The problem of local quantum metrology [14] can be regarded as a problem of optimal state preparation whereby one seeks to prepare a metrologically useful state in the shortest amount of time possible. For example, in their pioneering work Kitagawa and Ueda studied the preparation of spin squeezed states introducing one axis twisting (OAT) and the two-axis counter-twisting (2ACT) Hamiltonians [5]. Here, the term “twisting” refers to generators which are quadratic in the collective spin operators ($J_x, J_y, J_z$). While both Hamiltonians successfully generate squeezing, the OAT ($\hat{H} \sim \hat{J}_y^2$) does not saturate the fundamental bound of sensitivity dictated by quantum metrology and the maximum squeezing is reached at a time which scales as $J^2$, where $J$ is the size of the collective spin and $\eta > 1$. On the other hand, the 2ACT ($\hat{H} \sim \hat{J}_x^2 - \hat{J}_y^2$) reaches peak spin squeezing in a time that is logarithmic in the size of the collective spin, and saturates the fundamental limit of sensitivity imposed by quantum mechanics. Later, Micheli et al. [15] studied a model in which the OAT generator is combined with a transverse field, leading to Twisting and Turning (TaT) dynamics. They showed that this new generator permits the preparation of highly entangled metrologically relevant states, i.e., cat-like states, at times which are logarithmic in the size of the collective spin, and that the best performance is obtained when the ratio of twisting and external field strengths assumes a critical value. Related work by Sorelli et al. [16] investigated the twist and turn generator in the short time regime (complementary to [15]), and argued for the optimality of this dynamics in the generation of spin squeezing. Furthermore, previous works by Yukawa et al. [17] and Kajtoch et al. [18] have explored in detail the dynamics generated by the 2ACT Hamiltonian, emphasizing the different types of metrologically relevant states which are generated and verifying, either numerically or semianalytically, the logarithmic dependence of their preparation times with the size of the collective spin.

In this work we revisit these protocols and present a unified description of optimal state preparation for quantum metrology in collective spin systems based on their semiclassical dynamics. In particular, we discuss how optimal (i.e., exponentially fast) state preparation is allowed by the existence of saddle points in the classical flow associated with a collective spin Hamiltonian. Using this picture, we develop a comprehensive analysis of the geometry of the separatrix and identify the key properties which guarantee the local and global optimality for state preparation in generic collective spin models. We revisit the problems of 2ACT and TaT and use this semiclassical
approach to derive new expressions for the timescales required to achieve several types of useful states for metrology. This gives a solid theoretical foundation to the time scales that were previously found numerically [17, 18].

We then apply this framework to the previously unexplored problem of using higher-order twisting generated by Hamiltonians of the form $J_p^p$, with $p \geq 2$, to generate spin squeezing and metrologically useful states. We show that, while $p$-body 2ACT is optimal only for $p = 2$, a notion of optimality can be redefined for $p$-body TaT in the cases of $p = 3$ and $p = 4$.

The remainder of the manuscript is organized as follows. In Sec. II we give an overview of the semiclassical description of collective spin systems and of basic aspects of quantum metrology. In Sec. III we study the two-axis counter-twisting Hamiltonian (2ACT), its phase space structure and dynamics, and derive analytical results for the preparation times of several entangled states useful for quantum metrology. From this analysis we distill the conditions of the separatix geometry which guarantee the local and global optimality of a given collective spin Hamiltonian for state preparation. In Sec. IV we turn our attention to the twist and turn (TaT) Hamiltonian and provide three different physical interpretations for the “critical coupling” regime first identified in Ref. [15]. In Sec. V we introduce generalizations of the 2ACT and TaT Hamiltonians by adding higher-order twisting terms and we prove several results which point at the optimality of the case of second-order-twisting. Finally, in Sec. VI we present some concluding remarks and discuss potential avenues for future work.

II. QUANTUM METROLOGY WITH COLLECTIVE SPIN SYSTEMS

A. Collective spin systems and their classical limit

We consider systems of $N$ spin-$\frac{1}{2}$ particles described by the set of collective angular momentum operators $\mathbf{J} = (\hat{J}_x, \hat{J}_y, \hat{J}_z)$, where $\hat{J}_\alpha = \frac{1}{2} \sum_{i=1}^{N} \hat{\sigma}_i^{(i)}$, and $\hat{\sigma}_\alpha^{(i)}$ is a Pauli operator acting on particle $i$, $\alpha = x, y, z$. Any Hamiltonian of the form

$$\hat{H} = \sum_\alpha a_\alpha \hat{J}_\alpha + \sum_{\alpha\beta} b_{\alpha\beta} \hat{J}_\alpha \hat{J}_\beta + \sum_{\alpha\beta\gamma} c_{\alpha\beta\gamma} \hat{J}_\alpha \hat{J}_\beta \hat{J}_\gamma + \text{h.c.}$$

(1)

describes a collective spin model, where particles interact uniformly among themselves and with external fields. By construction, the Hamiltonian $\hat{H}$ commutes with the total angular momentum operator $\hat{J}^2$, and so the total spin value $J$ is conserved. We will focus on the subspace of $J = N/2$, often called the symmetric subspace, which is composed of all pure states which are invariant under permutation of any two particles [19]. Two convenient choices of basis for this subspace are the Dicke states $\{ |J, m\rangle \}$, $m = -J, -J + 1, \ldots, J$, which are the eigenvectors of $\hat{J}_z$, and the overcomplete basis of spin coherent states (SCS) $|\theta, \phi\rangle = e^{-i\theta \hat{J}_z} e^{-i\phi \hat{J}_\theta} |J, J\rangle = |\uparrow_{\theta, \phi}\rangle \otimes N$, where $|\uparrow_{\theta, \phi}\rangle$ describes the state of a single qubit pointing up along the $(\theta, \phi)$ direction on the Bloch sphere, and $0 \leq \theta \leq \pi$, $0 \leq \phi \leq 2\pi$.

Any Hamiltonian of the form in Eq. (1) admits a well-defined classical description in the thermodynamic limit $N \to \infty$. This description, in turn, coincides with the mean-field limit of the model and can be obtained from the equations of motion for the expected values of spin components, $\frac{d\langle \hat{J}_\alpha \rangle}{dt} = -i [\langle \hat{J}_\alpha \rangle, H]$, with $\alpha = x, y, z$ ($\hbar = 1$). In the thermodynamic limit this leads to equations of motion for a phase space flow for the classical variables $R \equiv (X, Y, Z) = \lim_{J \to \infty} \langle \hat{J} \rangle / J$ by neglecting correlations and setting $\langle AB \rangle = \langle A \rangle \langle B \rangle$. This flow has the form $\frac{dR}{dt} = F[R]$ and describes the nonlinear motion of a “top” on a unit sphere since $X^2 + Y^2 + Z^2 = 1$.

The properties of the flow can be studied locally by identifying the fixed points, i.e., $F[R]^* = 0$, and analyzing their stability through calculation of the Jacobi matrix, $M[R] = \frac{dF}{dR}$. If det $M > 0$, the fixed point is stable or elliptic, and if det $M < 0$ it is a saddle or an hyperbolic fixed point. In Fig. 1 (a) we illustrate the local motion of each case. In particular, the vicinity of a saddle point is described by two directions in phase space, one unstable $\mathbf{n}_±$ and one stable $\mathbf{n}_-$, along which the motion is of the form $\dot{R}_\pm (t) = \pm \lambda R_\pm (t)$ and so $R_\pm (t) \propto e^{\pm \lambda t} R_\pm (0)$. As a result, local motion along an unstable branch leads to an exponential stretching of trajectories in phase space. Globally, a given flow may possess many hyperbolic fixed points, and their stable and unstable branches are typically connected by an isolated trajectory in phase space which is called the separatrix. In Sect. III we will illustrate how the geometric properties of the separatrix in the classical phase space affect the motion of quantum states, and in particular we will study how to use this knowledge to study the generation of metrologically-useful states.

B. Basic aspects of quantum metrology

The goal of quantum metrology [1] is to estimate the value of a weak signal encoded as an unknown physical parameter $\mu$ in a quantum system, and to do so with a precision beyond what is achievable with solely classical resources. There are many approaches to this problem, including quantum critical metrology [20, 21], the use of chaotic sensors [22], nonlinear metrology [23-25], the use of interaction-based readouts [26-29] or twist-and-untwist protocols [30]. In this work, we will focus on the interferometric approach [3], which is schematically depicted in Fig. 1 (b). In this scheme, a probe state is prepared through evolution under a chosen Hamiltonian acting on an easy to prepare initial state, $\hat{\rho}(t) = e^{-i H_{\text{prep}} t} \hat{\rho}(0) e^{i H_{\text{prep}} t}$. The resulting probe state then undergoes another transformation which imprints the unknown parameter $\mu$ into the state, typically as in $\hat{\rho}_\mu(t) =$
The variance of such estimator, denoted $\Delta^R$ (unbiased estimator) Rao bound, is a fundamental limit which is given by the Quantum Cramer-Rao bound, 

$$\Delta \mu \geq \Delta_{\mu \text{QCR}} = \frac{1}{\sqrt{\nu F_Q[\mu]}}.$$ \hfill (2)

where $\nu$ is the number of independent measurements and $F_Q[\mu]$ is the Quantum Fisher Information (QFI). For the present scheme, assuming that $\hat{\rho}(t) = |\psi(t)\rangle \langle \psi(t)|$ is pure and in absence of noise or decoherence, the QFI takes the simple form

$$F_Q[|\psi\rangle, \hat{G}] = 4(\Delta^{\hat{G}}(t))^2 = 4 \left( \langle G(t)^2 \rangle - \langle G(t) \rangle^2 \right). \hfill (3)$$

where $\langle A(t) \rangle = \langle \psi(t)\rangle \hat{A} |\psi(t)\rangle$. The maximum sensitivity predicted by the Quantum Cramer-Rao is achieved only if one can implement the optimal measurement (POVM), which is problem-dependent and often challenging in practice. Nevertheless, we will consider the QFI as one of the figures of merit to quantify metrological performance.

For the purposes of this work, we consider the unknown parameter $\mu$ to be a small angle of rotation of the collective spin around a known axis $n$ such that $\hat{G} = \hat{J}_n$. If the probe state $|\psi(t)\rangle$ is pure SCS, the maximum QFI gives $F_Q[\mu]$ a reference point to gauge the usefulness of a proposed quantum metrological strategy. Any strategy making use of quantum resources which permits a sensitivity of the estimator going above the standard quantum limit is advantageous. When entangled states are allowed, the maximum possible QFI can scale as $F_Q[\hat{\rho}] \propto N^2$, which is referred to as the Heisenberg limit.

In this work we will focus on how the semiclassical picture ascribed to $\hat{H}_{\text{prep}}$ can be used to understand the preparation of metrologically useful states, and to make predictions about the times required to reach them. To quantify this, one figure of merit is the metrological gain based on the QFI, defined as

$$\xi^2 = \frac{N}{F_Q[|\psi\rangle, \hat{J}_{\parallel}]}.$$ \hfill (4)

where any value of $\xi^2 < 1$ will indicate improvement over the SQL. In addition, we will also consider the Heisenberg limit, which is problem-dependent and often challenging in practice. Nevertheless, we will consider the QFI as one of the figures of merit to quantify metrological performance.

### III. Phase Space Geometry and Quantum Metrology With Two-Axis Counter-Twisting Hamiltonian

Two-axis counter-twisting was introduced by Kitagawa and Ueda as the mechanism to obtain the optimal spin squeezed states, leading to Heisenberg scaling in the sensitivity [5]. Our goal in this section is to understand this fact based on the geometrical properties of its classical phase space. The 2ACT Hamiltonian describes the dynamics of a collective spin $\hat{J}$ under the action of two twisting operations, i.e., quadratic nonlinearities, along perpendicular axis. As originally written in [5], this Hamiltonian is given by

$$\hat{H}_{\text{CT}} = \chi (\hat{J}_+^2 - \hat{J}_-^2) = \frac{\chi}{2i} (\hat{J}_+ - \hat{J}_-), \hfill (6)$$

where $\chi$ is the Wineland squeezing parameter [9] and $\hat{J}_{\pm} = (\hat{J}_x \pm i\hat{J}_y)$. The phase space portrait of the classical motion of a collective spin system is depicted in Fig. 1(a). The two axis counter twisting was introduced by Kitagawa and Ueda as the mechanism to obtain the optimal spin squeezed states, leading to Heisenberg scaling in the sensitivity [5].
where $\chi$ is the counter-twisting strength, and we have chosen the two axes as the $\pm 45^\circ$ directions on the $x-y$ plane, such that $\hat{J}_x = -i\chi \hat{J}_z$. Using the latter expression, Eq. (6) can be written as

$$\hat{H}_{\text{CT}} = \chi(\hat{J}_x \hat{J}_y + \hat{J}_y \hat{J}_x).$$

(7)

To investigate the phase space geometry of the model in Eq. (7) we proceed as described in Sec. II.A to compute its associated classical flow (further details can be found in Appendix A). The equations of motion for the classical variables $\mathbf{R} = (X, Y, Z)$ read

$$\frac{dX}{dt} = -\tilde{\chi} X Z,$$

(8a)

$$\frac{dY}{dt} = -\tilde{\chi} Y Z,$$

(8b)

$$\frac{dZ}{dt} = -\tilde{\chi}(X^2 - Y^2),$$

(8c)

where $\tilde{\chi} = \chi/N$ and the fixed points are given by

$$(X, Y, Z) = (0, 0, \pm 1),$$

(9a)

$$(X, Y, Z) = (\frac{1}{\sqrt{2}}, \pm \frac{1}{\sqrt{2}}, 0),$$

(9b)

$$(X, Y, Z) = (-\frac{1}{\sqrt{2}}, \pm \frac{1}{\sqrt{2}}, 0),$$

(9c)

which correspond to the north and south poles of the unit sphere, and the poles of each of the twisting axis. Their stability is deduced from the Jacobi matrix $M[\mathbf{R}] = \frac{\partial \mathbf{F}}{\partial \mathbf{R}}$, which in this case takes the form

$$M[\mathbf{R}] = \begin{pmatrix}
\tilde{\chi} Z & 0 & \tilde{\chi} X \\
0 & -\tilde{\chi} Z & -\tilde{\chi} Y \\
-4\tilde{\chi} X & 4\tilde{\chi} Y & 0
\end{pmatrix}.$$  

(10)

When evaluated at the fixed point $(X, Y, Z) = (0, 0, \pm 1)$, Eq. (10) is diagonal with eigenvalues $(\pm \tilde{\chi}, \mp \tilde{\chi}, 0)$. As the nonzero eigenvalues are real and come in pairs $M_{\pm} = \pm \tilde{\chi}$, the fixed point is a saddle point, and here the principal directions of the separatrix curve are orthogonal and aligned with the $x$- and $y$-axis. In other words, they define great circles in the $x-z$ and $y-z$ planes, respectively. Furthermore, as discussed in the previous section, we know that an initial condition placed on one of the separatrix branches will evolve according to $\frac{d\mathbf{R}}{dt} = \pm \tilde{\chi} \mathbf{P}_\pm$, where $\mathbf{P}_\pm = (X, Y)$. The other four fixed points in Eq. (9) are stable centers. This can be easily verified by looking at the eigenvalues of the Jacobi matrix evaluated at the fixed points, which are given by $\lambda_\pm = \pm 2i\chi$. This most basic information about the fixed points of 2ACT classical flow allows us to produce an accurate picture of the global structure of its phase space trajectories, whose exact form is shown in Fig. 2 (a).

The local and global geometry of the separatrices provide useful information about the quantum evolution of an initial SCS placed at either of the two poles, $|J, \pm J\rangle$. Without loss of generality, consider the case with $m = +J$. As depicted in Fig. 2 (b), while evolving under $\hat{H}_{\text{CT}}$ the center of the distribution is fixed and the quantum projection noise will be initially squeezed exponentially fast, as the state will get stretched-out along the great circle on the $x-z$ plane and squeezed-in along the great circle on the $y-z$ plane. As a result, the motion along the separatrix branches leads to spin squeezing and thus governs the generation of metrologically useful quantum states.

This qualitative picture can be made rigorous and used to estimate the timescales required to generate optimal spin-squeezing and other metrologically relevant quantum states. To do this we calculate the time required for points to travel along sections of the separatrix lines. When restricted to the unstable branch of the separatrix, $Y = 0$ and thus $X^2 = 1 - Z^2$. From Eq. (8) we have that

$$\frac{dZ}{dt} = -\tilde{\chi}(1 - Z^2),$$

(11)

which is solved by

$$\tilde{\chi} t = -\int_{Z(0)}^{Z(t_f)} \frac{dZ}{1 - Z^2}.$$  

(12)

We can then compute how long it takes for a point starting at a contour of the SCS uncertainty patch, $Z(0) = \sqrt{1 - \frac{1}{\chi^2}}$, to travel along the separatrix to some final point $Z(t_f) < Z(0)$ with $t_f > 0$,

$$\tilde{\chi} t = \ln \left[ \frac{(1 - Z(t_f))(\sqrt{N} + \sqrt{N - 1})}{\sqrt{1 - Z^2(t_f)}} \right].$$

(13)

Finding the time to the different metrologically relevant quantum states is then translated into the problem of finding the appropriate value of $Z(t_f)$.

### A. Time to optimal spin squeezing and first peak of Quantum Fisher Information

Given our choice of intial state, one can readily see that the length of the mean spin is given by $|\mathbf{J}| = (J_z)_t$. Furthermore, we know that the anti-squeezed projection is $\hat{J}_x$, the direction determined by the unstable separatrix branch. Thus, at any later time $t > 0$ we can write these two quantities as

$$|\mathbf{J}| = J \cos(\theta), \quad \Delta J_x = J \sin(\theta),$$

(14)

where $\theta = \vartheta(t)$, is the polar angle of spherical coordinates. In this setting the variance being squeezed is that of $\hat{J}_y$. To compute its value we proceed as follows. At the initial time, $t = 0$, the area of the uncertainty patch of the
FIG. 2. (a) Phase space portrait of the 2ACT phase space flow in the thermodynamic limit, c.f. Eqs. (8). The red trajectory shows the separatrix. (b) Semiclassical picture for the dynamics of a spin coherent state located at the saddle point of the corresponding classical phase space flow. (c) Metrological gains based on spin squeezing (solid blue) and QFI (solid red) for the 2ACT dynamics. The dashed lines show the time to the peak of each metrological gain computed in the main text. The results shown are for $N = 100$. (c) Comparison between analytical estimates and exact numerical simulations of the time required to peak QFI and spin-squeezing for the 2ACT dynamics. (d) Time scales to different metrologically relevant quantum states prepared with 2ACT dynamics as function of $N$. For the Yurke state, we considered $\alpha = 0$.

SCS is that of a circle with radius $\Delta J_x = \Delta J_y = \sqrt{J/2}$. At any later time, $t > 0$, this area is that of an ellipse with semi-major axis equal to $\Delta J_x$ and semi-minor axis equal to $\Delta J_y$. Hamiltonian dynamics preserves the areas and thus, after equating these two areas and solving for $\Delta \hat{J}_y$, we obtain $\Delta \hat{J}_y = \frac{1}{2} \sin(\theta)$. The squeezing parameter in Eq. (5) generated by this counter-twisting is thus

$$\xi^2_{CT} = \frac{4}{N \sin^2(2\theta)}. \quad (15)$$

This expression has a minimum at $\theta = \pi/4$, the value at which the optimal spin squeezing is achieved, $\xi^2_{CT} = 4/N$ [31]. We can see immediately that $Z(t_f) = 1/\sqrt{2}$ gives the time scale to optimal squeezing. Plugging this value into Eq. (13) we obtain a principal result of this analysis,

$$\chi_{QFI} = \ln \left[ \frac{\sqrt{2} - 1}{\sqrt{N + \sqrt{N - 1}}} \right]. \quad (16)$$

We note that this straightforward geometric analysis permits the exact identification of the numerical factor inside the logarithm, improving over the numerical or semi analytical approaches of Refs. [17, 18].

Let us now turn our attention to the evolution of the QFI. In our setting, time evolution leads squeezing of $\hat{J}_y$ and so we consider the QFI with respect to small rotations around the $x$-axis. This has a maximum whenever the variance of $\hat{J}_x$ has a maximum, and the latter is guaranteed to happen at the time at which the edges of the uncertainty patch are as far from each other as is allowed by the phase space geometry. This occurs when the state reaches points on the separatrix which are diametrically opposed. Given our choice of initial state, this happens when $Z(t_f) = 0$. Thus, substituting this value of $Z(t_f)$ into Eq. (13) we obtain the time to the first peak of the QFI, and consequently the time to the first peak of the metrological gain,

$$\chi_{QFI} = \ln \left( \sqrt{N + \sqrt{N - 1}} \right) \approx \frac{1}{2} \ln(4N), \quad (17)$$

where the rightmost side of Eq. (17) is valid in the limit of $N \to \infty$.

The expressions in Eq. (16) and Eq. (17), albeit computed from a completely classical perspective, give quantitative predictions of the time required for a quantum system of system size $N$ evolving according to the 2ACT Hamiltonian to optimize metrological gain, be it measured by the QFI or spin squeezing. In order to test this prediction, we numerically simulate the quantum dynamics for various values of $N$ and compute the time-dependent metrological gains for each case. The case of $N = 100$ is shown as an example in Fig. 2 (c), where it can be seen that the peaks of both quantities coincide with the predictions provided by our expressions. Furthermore, Fig. 2 (d) shows a systematic comparison between the exact numerical results and the analytical predictions as a function of the system size $N$. We find an excellent agreement between both, even for system sizes as small as $N \simeq 30$, which is far from the classical limit.

Finally, we point out that exploiting information about
the classical motion of points along sections of the separatrix allows us to also write explicit expressions for the spin squeezing parameter and quantum Fisher information as a function of time. Further details of this analysis are discussed in Sec. A 3 of Appendix. A.

B. Time to other quantum states relevant for quantum metrology

Previous works [17, 18] showed that starting from the stretched state, one can employ the dynamics of the 2ACT to prepare several other quantum states which are useful for quantum metrology with almost unit fidelity, that is, $|\langle \Psi e^{-itH_{\text{CT}}} | J, J \rangle|^2 \approx 1$, where $|\Psi\rangle$ is one of the following: the Berry-Wiseman state (BWS) [32], Equally weighted superposition state (EWSS) [17], some of Yurke states (YUS) [33], and Twin-Fock state (TFS) [17]. Following our previous discussion, here we will use our semiclassical framework to derive expressions for the time scales required to prepare each of the first three states mentioned before, as these are the ones whose fidelity peaks before the first peak of the QFI. For the interested reader, we discuss the details in Sec. A 4 of Appendix A.

As before, the time to the peaks of fidelity to each of these three states can be estimated using Eq. (13). Recognizing that under the current setting the variance of the time-evolved state goes as $\Delta \hat{\chi}^2 \approx N$, where $N$ is the second line in Eq. (19) holds in the limit of $N \gg 1$, we only need an appropriate value of $\Lambda_{\text{sd}}$, thus the Ehrenfest time is given by

$$t_{\text{Ehren}} = \frac{1}{2\Lambda_{\text{sd}}} \ln \left( \frac{1}{\hbar_{\text{eff}}} \right),$$

(21)

where $\Lambda_{\text{sd}}$ is the Lyapunov exponent of the saddle and $\hbar_{\text{eff}}$ is the effective Plank constant. For collective spin systems one has $\hbar_{\text{eff}} = \frac{1}{N}$ and for the 2ACT Hamiltonian we know $\Lambda_{\text{sd}}^\text{CT} = \chi$, thus the Ehrenfest time is given by

$$\langle \tilde{\chi} \rangle_{\text{CT}}^{\text{Ehren}} = \frac{\ln(N)}{2}.$$

(22)

We show the different time scales computed in this section, including the Ehrenfest time, in Fig. 2 (c). Excluding the time scale to peak QFI, all of the time scales with the 2ACT correspond to times shorter than the Ehrenfest time, and thus, one expects a semiclassical treatment to yield accurate predictions. Notice that our approach still provides accurate results for time scales which are longer than the Ehrenfest time, as illustrated by the validity of the expression for $\langle \tilde{\chi} \rangle_{\text{QFI}}^{\text{CT}}$. At this time scale the the support of the time evolved state is still concentrated on eigenstate which overlap considerably with the classical separatrix [34], and thus, our semiclassical approach based on the separatrix geometry retains validity.

C. Summary

The analysis presented in this section provides us with an intuitive picture of how collective spin Hamiltonians generate metrologically-useful states. The first important aspect is that one wants to construct a Hamiltonian having, in the classical limit, a saddle point, which is always accompanied by a separatrix line. Then the geometrical arrangement of the separatrix branches completely dictates the evolution and metrological utility of states generated from a SCS centered at the saddle point through Hamiltonian evolution. It is in this sense that the two-axis counter-twisting represents the optimal choice of Hamiltonian. The geometry of its separatrix is locally optimal, since the branches are orthogonal, and it is globally optimal, since its branches define great circles on the unit sphere, i.e., geodesics on the surface defining phase space. In the remainder of this work we will use these lessons to study other collective spin Hamiltonians and their potential for the generation of metrologically useful quantum states.
IV. PHASE SPACE GEOMETRY AND QUANTUM METROLOGY WITH A TWISTING AND TURNING HAMILTONIAN

While locally and globally optimal for preparation of metrologically-useful quantum states, the 2ACT Hamiltonian requires the use of two twisting operations along perpendicular axis, which is difficult to implement experimentally. An alternative approach is to use a single twisting operation complemented with a linear term, i.e., a rotation term, resulting in a Hamiltonian of the form

\[ \hat{H}_{\text{TaT}} = \Omega \hat{J}_x + \chi \hat{J}_z^2, \]  

(23)

where \( \Omega \) is the rate of turning and \( \chi \) the twisting strength. This model is often referred to as Twisting and Turning (TaT) in the quantum metrology literature [3, 15, 16, 36–38], and it has been implemented in spinor BEC [37], and could be readily implemented in certain cavity QED setups [39, 40]. One also recognizes this as the Lipkin-Meshkov-Glick (LMG) model, describing a transverse Ising model with all-to-all coupling [41–47].

In an early pioneering work [15] it was recognized that the TaT dynamics generated by Eq. (23) prepares highly entangled states at times which are logarithmic in the system size \( N \) when starting from a spin coherent state centered at the point \((X, Y, Z) = (1, 0, 0)\), that is, \(|\theta_0, \varphi_0\rangle = |\pi/2, 0\rangle\). This presents a significant improvement over what is achievable with the use of only a single twisting operation, the so called One Axis Twisting Hamiltonian (OAT) [3], and positions the TaT Hamiltonian on similar footing as the 2ACT Hamiltonian. Our goal is to use the phase space dynamics and separatrix geometry of this model to quantitatively explain this fact. We point out that the phase space description of this model has a direct connection to ground state, excited state, and dynamical quantum phase transitions of the LMG model. We will discuss this connection in Sec. IV D.

Introducing \( \tilde{\chi} = N \chi \) as before, the phase space flow associated with the classical TaT dynamics is given by (see Appendix B for further details)

\[ \frac{dX}{dt} = \tilde{\chi} Y Z, \]  

(24a)

\[ \frac{dY}{dt} = -\Omega Z - \tilde{\chi} X Z, \]  

(24b)

\[ \frac{dZ}{dt} = \Omega Y. \]  

(24c)

The solutions of \( \frac{dX}{dt} = 0 \), leading to the fixed points of the flow, depends on the system parameters. For \( \frac{\Omega}{\tilde{\chi}} > 1 \), there are only two fixed points at \((X, Y, Z) = (\pm 1, 0, 0)\), i.e., the poles with respect to the turning axis. These are stable, and so phase space is filed with trajectories representing Larmor precession of the mean spin. On the other hand, for \( \frac{\Omega}{\tilde{\chi}} < 1 \) there are four fixed points, two given by \((X, Y, Z) = (\pm 1, 0, 0)\), where the one at \( X = -1 \) is stable and the one at \( X = 1 \) is a saddle point. The two additional fixed points are at

\[ (X, Y, Z) = \left( \frac{\Omega}{\chi}, 0, \pm \sqrt{1 - \left( \frac{\Omega}{\chi} \right)^2} \right). \]  

(25)

The two parameter regimes are connected through a pitchfork bifurcation of the stable point at \((X, Y, Z) = (1, 0, 0)\) which occurs at the critical point, \( \Omega = 1 \).

As before, we focus on the motion around the saddle point. The separatrix branches emerge from this point, and conservation of energy guarantees that all points on the separatrix have the same energy as the saddle. By evaluating the eigenvalues of the Jacobi matrix at this saddle, one obtains its local Lyapunov exponent,

\[ \Lambda_{\text{sd}}^{\text{TaT}} = \tilde{\chi} \sqrt{\frac{\Omega}{\chi} \left( 1 - \frac{\Omega}{\chi} \right)} . \]  

(26)

Equation (26) dictates the exponential rate at which points move away from the saddle point. This rate is maximum when \( \Omega/\tilde{\chi} = 1/2 \), and the corresponding Lyapunov exponent is given by \( \Lambda_{\text{sd}}^{\text{TaT}}|_{\text{CC}} = \tilde{\chi}/2 \). In [15] this parameter regimes was denoted “critical coupling,” and it was shown to provide the fastest preparation time towards a cat-like state. Furthermore, [16] studied the dynamics of TaT in the short time regime and it was argued that the same parameter regime, i.e., critical coupling, was locally optimal. The maximum of Eq. (26) already extends the results of Refs. [15, 16], as it shows that at critical coupling, a point on the separatrix line travels with the maximum velocity allowed by \( \hat{H}_{\text{TaT}} \). We will present a formal result of this statement in Sec. IV C.

A. Separatrix geometry and physical meaning of critical coupling

The importance of the separatrix geometry was already recognized in Ref. [15]. In fact, they defined critical coupling as the parameter regime at which the distance between opposite ends of the separatrix was maximal, i.e., equal to one diameter of the unit sphere [48]. We illustrate the structure of the TaT phase space flow and separatrix line at critical coupling in Fig. 3 (a).

From our previous discussion we learned that critical coupling is also the parameter regime at which the Lyapunov exponent of the saddle point is maximum. One can also show that at critical coupling the branches of the separatrix in the vicinity of the saddle point are orthogonal. In Appendix B we show that for an arbitrary value of \( \frac{\Omega}{\chi} \), the angle between separatrix branches is

\[ \cos(\nu) = \frac{2 - \frac{\tilde{\chi}}{\Omega} + (\frac{\tilde{\chi}}{\Omega})^2 Z^2}{\frac{\tilde{\chi}}{\Omega} - (\frac{\tilde{\chi}}{\Omega})^2 Z^2} \approx \frac{2\Omega}{\chi} - 1, \]  

(27)

where \( \nu \) is the angle between separatrix branches, and the far right holds in the vicinity of the saddle point, i.e.,
Using Eq. (28) we can rewrite Eq. (23) as

\[ \hat{J}_1 = \frac{\hat{J}_x + \hat{J}_2}{\sqrt{2}}, \quad \hat{J}_2 = \frac{\hat{J}_x - \hat{J}_2}{\sqrt{2}}, \quad \hat{J}_x = J - \hat{o}, \]

with \( \hat{J}_1 \) and \( \hat{J}_2 \) representing two orthogonal directions in the \( y-z \) plane at 45° and -45°, respectively. Furthermore, we are only interested in dynamics taking place within the vicinity of the saddle point, and exploit this fact to write \( \hat{J}_x = J - \hat{o} \), its mean-field minus fluctuations, with \( \hat{o} \) an operator representing the fluctuations. Using Eq. (28) we can rewrite Eq. (23) as

\[ \hat{H}_{TaT}^{\text{eff}} = \Omega \hat{J} - \left( \Omega - \frac{\chi}{2} \right) \hat{o} + \frac{\chi}{2} \left( \hat{J}_1 \hat{J}_2 + \hat{J}_2 \hat{J}_1 \right) \]

with \( \hat{J}_1 \) and \( \hat{J}_2 \) orthogonal. This Hamiltonian is effectively a 2ACT Hamiltonian as the one in Eq. (7). The form of the Hamiltonian in Eq. (30) points at a general result. Any collective spin Hamiltonian whose associated phase space flow has a saddle point with orthogonal separatrix branches, can always be mapped locally to an effective 2ACT Hamiltonian under the appropriate choice of axis.

In summary, the different properties that define critical coupling, \( \chi = 2\Omega \) for the TaT Hamiltonian are:

1. The distance between the separatrix branches is maximal, and equal to the diameter in the unit sphere.
2. The Lyapunov exponent of the saddle point is maximal, and equal to \( \Lambda_{\text{TaT-LCC}} = \frac{\chi}{2} \).
3. The separatrix branches are orthogonal in the vicinity of the saddle point, and thus, locally, the TaT Hamiltonian is effectively a 2ACT Hamiltonian.
4. Also, the local wells of the classical energy surface to the left and right sides of the saddle point have the same depth, and thus time evolution happens symmetrically around the saddle point (see Appendix B).

Condition 4 above is fundamental to the validity of our semiclassical approach. Up to now we did not require it explicitly, as both the 2ACT and the TaT satisfy it for all parameter ranges. However, it will be essential in generalizations of the TaT, and we will further comment on its importance in Sec. V.

At critical coupling Eq. (29) becomes

\[ \hat{H}_{TaT}^{\text{eff}} = \frac{\chi}{2} \left( \hat{J}_1 \hat{J}_2 + \hat{J}_2 \hat{J}_1 \right) \]

which is a 2ACT Hamiltonian as the one in Eq. (7). The form of the Hamiltonian in Eq. (30) points at a general result. Any collective spin Hamiltonian whose associated phase space flow has a saddle point with orthogonal separatrix branches, can always be mapped locally to an effective 2ACT Hamiltonian under the appropriate choice of axis.

In summary, the different properties that define critical coupling, \( \chi = 2\Omega \) for the TaT Hamiltonian are:

1. The distance between the separatrix branches is maximal, and equal to the diameter in the unit sphere.
2. The Lyapunov exponent of the saddle point is maximal, and equal to \( \Lambda_{\text{TaT-LCC}} = \frac{\chi}{2} \).
3. The separatrix branches are orthogonal in the vicinity of the saddle point, and thus, locally, the TaT Hamiltonian is effectively a 2ACT Hamiltonian.
4. Also, the local wells of the classical energy surface to the left and right sides of the saddle point have the same depth, and thus time evolution happens symmetrically around the saddle point (see Appendix B).

Condition 4 above is fundamental to the validity of our semiclassical approach. Up to now we did not require it explicitly, as both the 2ACT and the TaT satisfy it for all parameter ranges. However, it will be essential in generalizations of the TaT, and we will further comment on its importance in Sec. V.
1. Time scale to peak spin squeezing

The third bullet point at the end of Sec. IV A points at the fact that, locally, the separatrix branches of the TaT must be aligned with great circles. Here we will exploit this fact in order to estimate the appropriate value of \( Z(t_f) \) for the peak squeezing time scale. The key ingredient in this analysis is the fundamental theorem of the local theory of parametric curves (see Chap. 1 of Ref. [49]). This result tells us that, up to rigid motions (displacements and rotations), a curve is completely characterized by its values of curvature \( \kappa \) and torsion \( \tau \). Hence, given two curves of interest, one can investigate their local equivalence by finding the range of parameter values for which they both have the same curvature and torsion.

A great circle on the unit sphere has curvature and torsion given by

\[ \kappa_{\text{CT}} = 1, \ \tau_{\text{CT}} = 0. \]  

(32)

We estimate \( Z(t_f) \) as the value for which the curvature \( \kappa_{\text{TaT}} \) and torsion \( \tau_{\text{TaT}} \) of the TaT separatrix at critical coupling, give the same values as those in Eq. (32). This value is given by \( Z^*(t_f) = \cos(\theta^*) \approx 0.132684 \) (see Appendix B). In order to obtain an analytical expression of the value of \( Z(t_f) \) recall that at critical coupling the two stable fixed points emerging at \( \pm \frac{\pi}{2} \) have, \( Z \) coordinate given by \( Z_\pm = \pm \sqrt{1 - \left( \frac{N}{2} \right)^2} = \frac{\sqrt{N}}{2} \), where the last equality holds at critical coupling. It immediately follows that

\[ Z^*(t_f) \leq 1 - Z_+, \]  

(33)

is a tight bound. We then approximate \( Z(t_f) \) as \( Z(t_f) = 1 - Z_+ = 1 - \frac{\sqrt{N}}{2} \), and plugging the latter into Eq. (31), we obtain the time scale to peak spin squeezing as

\[ (\tilde{\chi})^t_{\text{TaT}} = 2 \ln \left( \frac{2 - \sqrt{3}}{2 + \sqrt{\sqrt{48} - 3}} \right) (\sqrt{2N} + \sqrt{2N - 1}). \]  

(34)

2. Time scale to the first peak of QFI

As discussed in Ref. [15], the first peak of the QFI occurs when the quantum uncertainty patch has been stretched all the way to opposite ends of the separatrix. Due to our choice of axis in Eq. (23) and our choice of initial state, we know that at the first peak of the QFI the state is stretched along the \( z \)-direction, thus we consider the QFI associated with the generator \( \hat{G} = J_z \). This conditions then tells us that the appropriate value of \( Z(t_f) \) for this time scale is given by \( Z(t_f) = 1 \). Plugging this value into Eq. (31) we obtain

\[ (\tilde{\chi})^QFI_{\text{TaT}} = 2 \ln \left( \sqrt{2N} + \sqrt{2N - 1} \right) \approx \ln[8N], \]  

(35)

where the rightmost side of Eq. (35) holds in the limit of \( N \gg 1 \). We illustrate how well the expressions in Eq. (34) and Eq. (35) give the time scales to peak spin squeezing and peak QFI, respectively, in Fig. 3 (b).

3. Time to first peak of QFI: 2ACT vs TaT at critical coupling

The time scales to first peak of QFI in Eq. (17) and in Eq. (35) look deceptively similar. In fact, in the limit of large \( N \gg 1 \), they only differ by a constant factor, whose origin is purely geometrical. In order to show this, we will assume that there is only a finite amount of twisting strength that can be achieved in a given implementation, and thus, if one is required to twist along two different axes, the strength of each twist will be halved compared to that of a Hamiltonian which twists along a single axis. Given that the Lyapunov exponents of the 2ACT saddle and the TaT saddle at critical coupling are \( \lambda_{\text{sd}}^T = \tilde{\chi} \) and \( \lambda_{\text{sd}} |_{\text{CC}} = \frac{\tilde{\chi}}{2} \), this assumption implies that the exponents are equal. In other words we take \( \lambda_{\text{sd}}^T = \lambda_{\text{sd}} |_{\text{CC}} = \lambda_{\text{sd}} \), and measure timescales in terms of this exponent.

Then, in the limit of large \( N \gg 1 \), we can write

\[ (\lambda_{\text{sd}})^{QFI}_{\text{CT}} = \frac{1}{2} \ln[4N], \quad (\lambda_{\text{sd}})^{QFI}_{\text{TaT}} = \frac{1}{2} \ln[8N]. \]  

(36)

The difference between this two time scales is given by

\[ (\lambda_{\text{sd}})^{QFI}_{\text{CT}} - (\lambda_{\text{sd}})^{QFI}_{\text{TaT}} = \frac{\ln(2)}{2}. \]  

(37)

The origin of this can be traced back to the additional length that a point has to travel along the separatrix between \( Z(0) \) and \( Z(t_f) \). At critical coupling, and in the limit \( N \to \infty \), the length difference between the 2ACT and TaT separatrices is given by

\[ l_{\text{TaT}} - l_{\text{CT}} = E(i) - \frac{\pi}{2} \approx 0.3393 \approx \frac{\ln(2)}{2}, \]  

(38)

where \( E(i) \) is the complete elliptic integral of the second kind. We give the details of this result in Appendix B. We see then that the small difference in time scale in the limit of large \( N \gg 1 \) is only due to the additional length of the TaT separatrix at critical coupling with respect to the length of a great circle.

C. Local optimality of twisting and turning at critical coupling as a quantum speed limit

In the previous section we showed that the Lyapunov exponent of the saddle point of the TaT phase space flow is maximum at critical coupling. This implies that in the classical limit, a point traveling along the separatrix moves with the maximum allowed velocity. This has direct consequences for the quantum dynamics, and
it can be recast as the saturation of a quantum speed limit \[50, 51\]. To this end, we use recent results derived in \[52\] for quantum speed limits in Gaussian-preserving bosonic dynamics.

We are interested in a quantum speed limit constrained to local dynamics, i.e., times such that the quantum state remains mostly in the vicinity of the saddle point. The first step to show that at critical coupling the speed of evolution saturates the quantum speed limit, is to write the TaT Hamiltonian using the Holsten-Primakoff approximation \[53\]. We define it with the fixed component of angular momentum relative to the position of the saddle point. After this procedure the TaT Hamiltonian takes the form

\[ H_{\text{TaT}} = -\frac{\Omega}{2} \hat{q}^2 + \frac{1}{2}(\hat{\chi} - \Omega)\hat{p}^2, \]  

Equation (39) can be written as

\[ \hat{H}_{\text{TaT}} = \frac{1}{2} \hat{Z}^T \mathbb{G} \hat{Z}, \]

where \( \hat{Z} = (\hat{q}, \hat{p}) \) is a vector of quadratures and \( \mathbb{G} \) is a \( 2 \times 2 \) matrix given by

\[ \mathbb{G} = -\Omega \begin{pmatrix}
1 & 0 \\
0 & 1 - \frac{\hat{\chi}}{\Omega}
\end{pmatrix}. \]  

Details of this derivation are discussed in Appendix C.

In order to explore if there is a parameter regime where the quantum speed limit is saturated, we study the ratio

\[ \frac{V_0^2}{V_{\text{max}}^2(r)} = \frac{\frac{\hat{\chi}^2}{16} + \frac{3}{4} |\hat{\chi} - 2\Omega|^2}{\frac{\hat{\chi}^2}{16} + 2\Omega |\hat{\chi} - 2\Omega|^2}. \]  

This expression has a maximum equal to one at \( \frac{\hat{\chi}}{\Omega} = 2 \), i.e., critical coupling. Notably, this fact is independent of the value of the squeezing \( r \), which we illustrate in Fig. 4.

D. Quantum metrology and phase diagrams in many-body systems: Twisting and Turning and the Lipkin-Meshkov-Glick model

Throughout this work we have discussed the prominent role played by the classical phase space structures of collective spin models in the preparation of probe states for quantum metrology. In particular, we have shown that the geometric and dynamical properties of the separatrix dictate the parameter regimes leading to the exponential increase of spin squeezing and QFI. In this context it is instructive to recall that the separatrix also plays a major role in the description of equilibrium and nonequilibrium phases in collective spin models. The case of the TaT Hamiltonian, Eq. (23), is paradigmatic in this sense, since it also corresponds to a special case of the Lipkin-Meshkov-Glick (LMG) model, which has been extensively investigated in the context of quantum phase transitions \[41-45, 47, 55\]. In fact, there is a one-to-one correspondence between the phase diagram of the LMG and the regimes of optimal probe state preparation with TaT dynamics, which are schematically depicted in Fig. 5 and analyzed in the following.

Equilibrium: \[ Z_{\text{GS}} = \frac{1}{J} \langle \phi_{\text{GS}} | \hat{J}_z | \phi_{\text{GS}} \rangle \]  

FIG. 4. Behavior of the ratio in Eq. (45) between the actual quantum speed of the initial state and the maximum possible one, as a function of \( \frac{\hat{\chi}}{\Omega} \), for different values of the squeezing \( r \). Notice how the quantum speed limit is saturated at critical coupling, independently of the amount of squeezing.
where \( |\phi_{\text{GS}}\rangle \) is the ground state of the Hamiltonian in Eq. (23). Similarly, we define a nonequilibrium or dynamical order parameter

\[
\text{Dynamical} : Z_\infty = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \bra{\psi(t)} J_2 \ket{\psi(t)} \tag{47}
\]

where \( |\psi(t)\rangle = e^{-iHt} |\psi(0)\rangle \) and the initial state is the spin coherent state \( |\psi(0)\rangle = |\uparrow\rangle^\otimes N \). As discussed previously, analysis of the TaT/LMG model classical flow reveals a bifurcation at \( \Omega/\bar{\chi} = 1 \). For \( \Omega < \bar{\chi} \), all trajectories revolve around the stable fixed points at \((\pm 1, 0, 0)\). As a result, in this regime we have both \( Z_{\text{GS}} = 0 \) and \( Z_\infty = 0 \). At the bifurcation (where the separatrix is born) the ground state of the system, identified with trajectories of minimal classical energy, begin shifting towards the \( Z \) axis, and \( Z_{\text{GS}} > 0 \). This then correspond to the ground-state critical point. However, the dynamical order parameter still vanishes, \( Z_\infty = 0 \), since the initial condition still revolves around the \( x \)-axis. As we decrease the value of the external field and \( \Omega < \bar{\chi} < 1 \), the stable fixed points get closer to the \( z \)-axis and the separatrix grows bigger. Eventually, this trajectory will pass through \((0, 0, 1)\). At this stage, the initial condition in Eq. (47) gets trapped inside the separatrix, and rotates around the stable fixed point, leading to \( Z_\infty > 0 \). This is the dynamical critical point, \( \Omega/\bar{\chi} = \frac{1}{2} \) which coincides with the critical coupling regime discussed previously.

Furthermore the separatrix line has been recognized as the classical origin of certain type of Excited State Quantum phase Transitions (ESQPTs) \([56, 57]\). In particular, for a system whose thermodynamic limit is described by a single degree of freedom, this ESQPT is given as a logarithmic divergence of the density of states as a consequence of the clustering of eigenstates whose energy is inside a small energy window centered at the separatrix energy. As such, as we sweep \( \Omega/\bar{\chi} \) towards zero and for \( \Omega/\bar{\chi} < 1 \), different excited states undergo ESQPT as their energy becomes equal to the energy of the separatrix. Since this type of quantum phase transitions refer to macroscopic changes in the structure of excited states, their consequences are observable in the dynamics of appropriately chosen initial states. In fact, there is a direct correspondence between ESQPT in a group of excited states and the type of DQPT discussed above (see for instance Refs. \([58, 59]\)) which has implications for quantum enhanced metrology \([60]\).

Finally, the connection depicted in Fig. 5 goes beyond just the TaT/LMG model, and its applicable to generic collective spin models. In the next section we will introduce and study two additional examples.

\[ \text{V. BEYOND HAMILTONIANS WITH TWO-BODY INTERACTIONS: } p\text{-ORDER TWISTING} \]

So far we have considered the paradigmatic examples of 2ACT and TaT to analyze the preparation of metrologically useful states of collective spins. However, the tools we have employed in their analysis are agnostic to the specific model under study, and the geometry of phase space flows and separatrices allows us to study any collective spin Hamiltonian. In this section we turn our attention to generalizations of the 2ACT and TaT models studied before, to account for higher-order many-body twisting operations. In particular, we consider interactions such as \( J_{\text{p}} \) associated to a \( p \)-body collective coupling between \( p \) spin-1/2 particles.

\[ \text{A. Two-axis counter-twisting with a } p\text{-order twist} \]

Consider a generalization of the Hamiltonian in Eq. (6) to include \( p \)-order twisting \((p \geq 2 \text{ throughout})\),

\[ \hat{H}_\text{CT}^{(p)} = \chi \left( \hat{J}_x^p - \hat{J}_y^p \right) \tag{48} \]

where, for convenience, we have rotated the axis so that the twisting directions correspond with \( x \) and \( y \). Proceeding as in Sec. II we can derive the equations of motion for the classical flow, which read

\[ \frac{dX}{dt} = -\chi Y^{p-1} Z, \tag{49a} \]
\[ \frac{dY}{dt} = -\chi X^{p-1} Z, \tag{49b} \]
\[ \frac{dZ}{dt} = \chi \left( X^{p-1} Y + Y^{p-1} X \right). \tag{49c} \]

The fixed points of the flow can be readily computed from Eqs. (49) and turn out to be independent of \( p \) and
located, as before, on the north and south pole \((0, 0, \pm 1)\) and along the twisting directions \((\pm 1, 0, 0)\) and \((0, \pm 1, 0)\). The stability analysis (see Appendix D) reveals that the equatorial fixed points are stable for all values of \(p\). For the polar ones, however, we find that the eigenvalues of the Jacobi matrix \(M\) are \(\pm 1\) (leading to saddle points) only for \(p = 2\). For \(p > 2\), we find that \(M = 0\) when evaluated in these fixed points and thus the standard linear stability analysis is insufficient to classify the local motion of the system. We can still study the behavior in this regime by considering the dynamics near \(Z \approx 1\), and looking at the motion along the branches \(x = y = v\) and \(u = x = -y\), for which we obtain

\[
\frac{dv}{dt} = -\hat{\chi}v^{p-1}, \quad \text{and} \quad \frac{du}{dt} = -\hat{\chi}(-1)^{p-1}u^{p-1}. \quad (50)
\]

We focus on the case of \(p\) even, for which the local motion clearly shows saddle-point-like behavior, with a stable \((v)\) and an unstable \((u)\) branch. For \(p = 2\), we get exponential motion \(u_p(t) \sim e^{\hat{\chi}t}\) as described in Sec. III, while for \(p > 2\) we obtain upon direct integration

\[
u_p(t) = \left(\frac{1}{u_0^{p-2}} - (p - 2)\hat{\chi}t\right)^{-\frac{1}{p-2}}, \quad (51)
\]

which grows more slowly. Thus, while the \(p\)-2ACT Hamiltonian will produce spin squeezing, it will not do so exponentially in time unless \(p = 2\).

### B. Twisting and turning with a \(p\)-spin

Consider now a generalization of the TaT Hamiltonian, which we refer to as \(p\)TaT, given by

\[
\hat{H}_{p,\text{TaT}} = \Omega \hat{J}_x + \chi \hat{J}_z^p, \quad (52)
\]

with \(\Omega\) the turning rate and \(\chi\) the \(p\)-twisting strength. The Hamiltonian in Eq. (52) is an unnormalized version of the \(p\)-spin models, largely studied in the context of quantum annealing [61–63], and equilibrium and nonequilibrium quantum phase transitions [64–67].

Our first goal is to explore whether a notion of “critical coupling” exists for the family of \(p\)TaT Hamiltonians. From our discussion of the 2TaT in Sec. IV we saw that critical coupling is given by the parameter regime at which conditions (1)-(4) in Sec. IV A are satisfied simultaneously. In this subsection we study each of these conditions for the whole family of \(p\)TaT Hamiltonians. We will see that such a strong notion of critical coupling cannot be extended to the other \(p\)TaT models with \(p > 2\). However, a less stringent notion can still be satisfied by at least one more \(p\)TaT Hamiltonian: we will show that the only other case for which more than one of the conditions can be satisfied simultaneously is \(p = 3\).

Condition (1) defines critical coupling as the parameter choice such that opposite ends of the separatrix are diametrically opposed. This statement holds true only for the \(p\)TaT with even values of \(p\). This can be seen in the following way. Recall that \(p\)TaT Hamiltonians with even \(p\) have a parity symmetry, given by the operator \(\Pi = e^{i\pi J_z}\) and \([\hat{H}_{p,\text{TaT}}, \Pi] = 0\). Thus, pairs of points which are diametrically opposed can have the same energy, as for instance the north and south poles with respect to the twisting axis, represented by the two stretched states \((J, \pm J)\), with mean energy \((\hat{H}_{p,\text{TaT}}) = \frac{2}{p}J\). Given that the separatrix is an isoenergetic curve, the classical flow associated with the \(p\)TaT Hamiltonian for even values of \(p\) admits a regime of parameters where the separatrix has points diametrically opposed. On the contrary the lack of parity symmetry for the models with odd values of \(p\) rules out this possibility.

We now turn to condition (3). We found that there is no parameter regime for which the separatrix branches are orthogonal in the vicinity of the saddle point, for any \(p\)TaT with \(p > 2\). This is formalized in the following theorem, whose proof we give in Appendix D.

**Theorem 1 (Absence of local optimality in \(p\)TaT)**

Given the real valued control parameter \(\Omega > 0\), there is no value of this parameter for which the \(p\)TaT dynamics, with \(p > 2\), is locally optimal.

Let us now consider the other two conditions. Condition (4) demands the energy wells on both sides of the saddle point to have equal depth [68]. This property can be investigated using the classical energy \(E(X) = \langle \hat{H}_{p,\text{TaT}} \rangle / J\) where the expectation value is taken in a spin coherent state, in the limit \(J \to \infty\). All the \(p\)TaT models have a parameter regime where the classical energy is a single well, and a parameter regime where the classical energy has a double \((p = 2, p > 2 \text{ and odd})\) or triple well structure \((p > 2\) and even\). These different regimes are separated by bifurcation points and ground state critical points (for a in-detail discussion see Refs. [62, 66]). For the \(2\)TaT, parity symmetry guarantees the individual wells of the double well to have equal depth for all parameter regimes. For the \(p\)TaT with odd values of \(p\), the condition of having wells with the same depth defines the ground state critical point; as such, this condition is satisfied only at one specific parameter value, \(\hat{\chi}_{GS}\). For the \(p\)TaT with \(p > 2\) and even, parity symmetry guarantees the two outermost wells to have the same depth for all parameter regimes. However, these lie at the right and left side of two different saddle points. Similar to the case of odd values of \(p\), the outer and central wells will have the same depth at a single parameter value, given also by \(\hat{\chi}_{GS}\). An immediate consequence is that for \(p\)TaT with \(p > 2\) and even, conditions (1) and (4) in Sec. IV A are satisfied at two completely different parameter regimes, and thus they cannot be considered to define a notion of critical coupling.

The previous analysis implies that for the \(p\)TaT with \(p > 2\) there is no parameter regime for which at least three of the conditions in Sec. IV A are satisfied simultaneously. In fact, we will see that for the models with
\( p > 2 \) and even, all four conditions occur at different parameter values, and thus a notion of critical coupling cannot be introduced. We are then left with the question of whether, for models with \( p > 2 \) and odd, conditions (2) and (4) in Sec. IV A can be satisfied simultaneously. In the following we show that this is true only for \( p = 3 \), and thus, this is the only other \( p \)TaT Hamiltonian admitting a notion of critical coupling.

In order to show this, we need explicit expressions for \( \hat{\chi}_{\text{GS}} \), the ground state critical point, and \( \hat{\chi}_{\text{LE}} \), the maximum of the saddle point Lyapunov exponent, both as function of \( p \). An explicit computation of the ground state critical point for this family of models was presented in Appendix B of Ref. [69]. Here, we only mention the explicit expression. The ground state critical point is given by

\[
Z_{\text{GS}} = \sqrt{\frac{p(p-2)}{(p-1)^2}}, \quad \hat{\chi}_{\text{GS}} = \frac{(p-1)^{p-1}}{\sqrt{p(p-2)p-2}}, \quad (53)
\]

where \( Z_{\text{GS}} \) is the \( z \)-coordinate of the new global minimum of the classical energy density. An explicit expression for the maximum of the saddle point Lyapunov exponent is given by

\[
Z_{\text{LE}} = \frac{p-2}{p-1}, \quad \hat{\chi}_{\text{LE}} = \frac{(p-1)^{p-1}}{(p-2)^{p-2}\sqrt{(p-1)^2-(p-2)^2}}, \quad (54a)
\]

\[
(54b)
\]

where \( Z_{\text{LE}} \), is the \( z \)-coordinate of the saddle point for the parameter values at which the Lyapunov exponent is maximum. We give the explicit derivation of Eq. (54) in Appendix D.

The form of Eq. (53) and Eq. (54) imply that

\[
\frac{\hat{\chi}_{\text{GS}}}{\Omega} \geq \frac{\hat{\chi}_{\text{LE}}}{\Omega}, \quad (55)
\]

with equality only when \( p = 3 \). Hence, the only other \( p \)TaT Hamiltonian which admits a notion of critical coupling, similar to that of the TaT, is the 3TaT, with critical coupling defined as the ground state critical point.

Before closing this subsection let us mention that the different coupling regimes of the \( p \)TaT family, defining the bifurcation (spinodal) point, ground state critical point, dynamical critical point, and maximum of the saddle point Lyapunov exponent, establish a classification of this family of models. In fact, one encounters four different types of inequality chains. If \( p = 2 \), these parameter values satisfy

\[
\hat{\chi}_{\text{spino}}_{\Omega} \leq \hat{\chi}_{\text{GS}}_{\Omega} < \hat{\chi}_{\text{DQPT}}_{\Omega} = \hat{\chi}_{\text{LE}}_{\Omega}, \quad (56)
\]

where \( \hat{\chi}_{\text{DQPT}}_{\Omega} \) indicates the critical point of the dynamical quantum phase transition. If \( p = 3 \), these parameter values satisfy

\[
\frac{\hat{\chi}_{\text{spino}}}{\Omega} < \frac{\hat{\chi}_{\text{GS}}}{\Omega} < \frac{\hat{\chi}_{\text{DQPT}}}{\Omega} < \frac{\hat{\chi}_{\text{LE}}}{\Omega}. \quad (57)
\]

If \( p = 4 \), these parameter values satisfy

\[
\frac{\hat{\chi}_{\text{spino}}}{\Omega} < \frac{\hat{\chi}_{\text{GS}}}{\Omega} < \frac{\hat{\chi}_{\text{DQPT}}}{\Omega} < \frac{\hat{\chi}_{\text{LE}}}{\Omega}. \quad (58)
\]

For all other values of \( p > 4 \), these parameter values satisfy

\[
\frac{\hat{\chi}_{\text{spino}}}{\Omega} < \frac{\hat{\chi}_{\text{GS}}}{\Omega} < \frac{\hat{\chi}_{\text{DQPT}}}{\Omega} < \frac{\hat{\chi}_{\text{LE}}}{\Omega}. \quad (59)
\]

We gave explicit expressions for the spinodal, ground state critical and dynamical critical points of this family of models in Appendix B of Ref. [69].

### C. Time scale to first peak of QFI with the 3TaT

Our second goal in this section is to give an explicit expression for the time scale to the first peak of the QFI, for the dynamics with the 3TaT. The fact that at critical coupling the semiclassical energy is a double well with wells of equal depth, indicates that one can prepare a “cat-like” state where the peaks of each lobe lie at the bottom of each of the wells, and the time scale to this state is estimated similarly as that of the TaT in Sec. IV. We show the separatrix of the 3TaT at critical coupling in Fig. 6 (a).

Given that the position of the saddle at critical coupling is \( Z_{\text{sd}} = \frac{1}{2} \), we consider an initial SCS centered at the saddle, that is, \( |\theta_0, \varphi_0\rangle = \left| \frac{\pi}{3}, 0 \right> \). Since the separatrix is extended in the \( z \)-direction, the cat-like state being prepared will be extend in this direction as well. We then consider \( \mathcal{G} = J_z \), and will look at the QFI \( F_Q[|\psi\rangle, J_z] \).

We then approximate the desired time scale as the traveling time of a point starting at the border of the SCS uncertainty patch and moving, along the separatrix, all the way to its end. This procedure can be tracked analytically, but we include details in Appendix D. The initial point \( Z(0) \) turns out to be

\[
Z(0) = \frac{1}{2} + \frac{1}{2\sqrt{\left(1 + \frac{1}{3}\left(\cos^{-1}\left(\sqrt{\frac{3}{5}}\right)\right)^2\right)}} N, \quad (60)
\]

and the end point is given by one of the two points at the intersection of the great circle in the \( x-z \) plane, and the separatrix, which have the same energy as the saddle point. This leads to \( Z(t_f) \approx 0.96 \). The desired time scale is then given by

\[
(\hat{\chi}_t)_{\text{TaT}}^{\text{QFI}} = \int_{Z(0)}^{Z(t_f)} \frac{12dZ}{\sqrt{27(1-Z^2)-(5-4Z^2)^2}}. \quad (61)
\]
FIG. 6. (a) Phase portrait of the phase space flow of the 3TaT Hamiltonian at critical coupling. The separatrix is shown in solid red. (b) Metrological gain based the QFI (solid red), at critical coupling, for an initial SCS centered at the position of the saddle point. The dashed line show our result for the time to the first peak. Results are for a system with \( N = 1024 \). (c) Time scale to first peak of QFI with 3TaT at critical coupling, contrasted against the Ehrenfest time.

We compare this time scale with the respective Ehrenfest time in Fig. 6 (c). In this case the saddle point Lyapunov exponent at critical coupling is given by

\[
\Lambda_{3TaT}^{sd} |_{CC} = \frac{\sqrt{7}}{4} \tilde{\chi},
\]

and thus, following from Eq. (21), the Ehrenfest time for the 3TaT at critical coupling is given by

\[
(\tilde{\chi}t)^{Erfst}_{3TaT} = \frac{2}{\sqrt{7}} \ln[N].
\]

The time to the first peak of QFI and the Ehrenfest time for the 3TaT at critical coupling are compared in Fig. 6 (c). We immediately see that \( (\tilde{\chi}t)^{QFI}_{3TaT} \approx (\tilde{\chi}t)^{Erfst}_{3TaT} \) for all values of \( N \). As such, one would have expected a semi-classical analysis to give inaccurate predictions. However, we see this is not the case, pointing at a deeper connection between the geometry of separatrices and the generation of nonclassical states.

VI. SUMMARY AND OUTLOOK

In this work we have studied the preparation of nonclassical states for use in quantum metrology with collective spin systems based on the geometry of classical phase space. This picture is completely general for states generated by an arbitrary collective spin Hamiltonian. Using this, we have framed the quantum dynamics problem of state preparation as a problem involving the geometry of curves on the surface of the unit sphere. We have established a notion of local optimality for state preparation, which is given by the existence of a saddle point together with the orthogonality of separatrix branches in its vicinity, giving a geometrical interpretation to a pure squeezing Hamiltonian. Correspondingly, this framework also leads to a natural notion of global optimality, given by separatrix branches which are aligned with geodesics on the phase space, which for collective spins correspond to great circles on the unit sphere.

With these geometric tools in hand, we analyzed two paradigmatic examples of collective spin Hamiltonians that generate metrologically relevant quantum states at an exponential rate: the two-axis counter-twisting, and the twisting and turning Hamiltonians. We gave a geometrical interpretation to the parameter regime known as “critical coupling” in the TaT Hamiltonian composed of four main properties, and proved the local optimality of this parameter regime. Furthermore, we extended the TaT Hamiltonian to a large family of models, the \( p \)-twisting and turning Hamiltonians, by allowing ourselves to consider arbitrary \( p \)-body collective interaction terms. We proved a no-go theorem for the local optimality of \( p \text{TaT} \) dynamics with \( p > 2 \), and showed that the only model which still admits a notion of critical coupling involving more than one of its geometric properties is the 3TaT.

It is thus the geometry of the classical separatrix that controls these exponentially short time scales. We focused on initial spin coherent states centered at the saddle points, but our conclusions are general, in the sense that any initial spin coherent state with considerable overlap with the separatrix line, will have an exponentially short evolution time to a metrologically relevant state. The physical reason behind this fact can be traced back to the structure of the eigenstates which in the classical limit correspond to trajectories within a small neighborhood of the separatrix [70]. It is known that these states live at the border of the principle of correspondence and behave as WKB states [34], thus leading to a dynamics of wave packed spreading which inherited many of the characteristics of the underlying classical dynamics. Furthermore, it was noted that these states lead
to “saddle point scrambling” [71, 72], a process where out-of-time-order correlators grow exponentially but the system does not equilibrate, pointing at an interesting connection between this type of scrambling and metrological advantage.

The analysis done here is not only restricted to the standard approach to local quantum metrology involving state preparation, sensing, and then measurement. In fact, it can be readily applied to other quantum metrology protocols. For example, consider the spin amplification protocol studied in [73]. The key mechanism behind the amplification procedure in this protocol can be understood by considering the phase space flow associated with collective dissipative dynamics, that is, by Lindbladian dynamics with the jump operator \( L = \sqrt{\Gamma} \mathcal{J}_- \). The motion described by its phase space flow is that of an overdamped pendulum (see for instance [74]), given by the classical equations

\[
\frac{d\theta}{dt} = k \sin(\theta), \quad \frac{d\phi}{dt} = 0 \tag{64}
\]

with \( k \) some positive number, and \((\theta, \phi)\) are the two angular coordinates on the unit sphere. As discussed in [73], one has \( k = \Gamma \). Notice that canonical equations of motion for the 2ACT in Eq. (A8) map exactly to those in Eq. (64) when we take \( k = \tilde{\chi} \), and write in the angular variables and constrained to the separatrices. In other words, the separatrices of the 2ACT are spin amplifiers, and the protocol in Ref. [73] can be executed in a fully coherent manner by replacing the collective dissipation with the 2ACT dynamics. A more detailed study of this latter fact is the object of ongoing work.

Beyond its application to spin amplification, the present analysis can be used in other types of quantum metrology protocols, where one expect the separatrix line to play a role. For instance, in certain tasks of critical metrology, or in situations where one is interested in refining the knowledge about some Hamiltonian parameter. In the latter case, the best strategy will always be to chose an initial spin coherent state placed on top of the separatrix. Furthermore, some types of dynamical sensors, as for instance Floquet time crystals [69], or chaotic sensors [22]. There, the idea of a separatrix generalizes to that of a classical border between regions of distinct macroscopic motion, and spin coherent states placed at these borders are known to provide the best strategy [22].
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**Appendix A: Derivations of some results with the two-axis counter-twisting Hamiltonian**

1. **Derivation of phase space flow, fixed points and their stability**

In order to compute the phase space flow, we need to introduce a rescaled version of Eq. (7), so that its energy will be extensive in the thermodynamic limit. This can be achieved by introducing the rescaled counter-twisting strength \( \chi = \frac{\tilde{\chi}}{\sqrt{N}} \), then

\[
\hat{H}_{\text{CT}} = \frac{\chi}{N} (\hat{J}_x \hat{J}_y + \hat{J}_y \hat{J}_x). \tag{A1}
\]

Using the Hamiltonian in Eq. (A1) we can write the Heisenberg equations of motion, \( \frac{d\hat{J}_i}{dt} = i[H, \hat{J}_i] \) with \( \gamma = x, y, z \), for the components of the collective spin. They are

\[
\begin{align*}
\frac{d\hat{J}_x}{dt} &= \frac{\chi}{N} \left( \hat{J}_y \hat{J}_z + \hat{J}_z \hat{J}_y \right), \tag{A2a} \\
\frac{d\hat{J}_y}{dt} &= -\frac{\chi}{N} \left( \hat{J}_x \hat{J}_z + \hat{J}_z \hat{J}_x \right), \tag{A2b} \\
\frac{d\hat{J}_z}{dt} &= -\frac{2\chi}{N} \left( \hat{J}_x^2 - \hat{J}_y^2 \right). \tag{A2c}
\end{align*}
\]

In the thermodynamic limit, \( J \to \infty \), Eq. (A2) lead to the phase space flow of the classical variables \( \mathbf{X} = \left( \frac{\partial}{\partial J} \right) \), which after neglecting correlations \( \langle \hat{A} \hat{B} \rangle = \langle \hat{A} \rangle \langle \hat{B} \rangle \), is given by

\[
\begin{align*}
\frac{dX}{dt} &= -\tilde{\chi} X Z, \tag{A3a} \\
\frac{dY}{dt} &= -\tilde{\chi} Y Z, \tag{A3b} \\
\frac{dZ}{dt} &= -\tilde{\chi} (X^2 - Y^2). \tag{A3c}
\end{align*}
\]

Fixed points of a phase space flow are those initial conditions with a trivial evolution, that is, solutions of \( \frac{d\mathbf{X}}{dt} = 0 \). The phase space flow in Eq. (8) has six different fixed points given by

\[
\begin{align*}
(X, Y, Z) &= (0, 0, \pm 1), \tag{A4a} \\
(X, Y, Z) &= \left( \frac{1}{\sqrt{2}}, \pm \frac{1}{\sqrt{2}}, 0 \right), \tag{A4b} \\
(X, Y, Z) &= \left( -\frac{1}{\sqrt{2}}, \pm \frac{1}{\sqrt{2}}, 0 \right). \tag{A4c}
\end{align*}
\]

Thus, the phase space flow has fixed points in the north and south poles of the unit sphere, and in the poles of each of the twisting axis.

The stability of fixed points can be analyzed using the eigenvalues of the Jacobi matrix, \( \mathbb{M}[\mathbf{X}] = \frac{\partial}{\partial \mathbf{X}} \frac{d\mathbf{X}}{dt} \), evaluated at the fixed point. For the phase space flow in Eq. (8) this matrix is given by

\[
\begin{pmatrix}
\tilde{\chi} Z & 0 & \tilde{\chi} X \\
0 & -\tilde{\chi} Z & -\tilde{\chi} Y \\
-4\tilde{\chi} X & 4\tilde{\chi} Y & 0
\end{pmatrix}. \tag{A5}
\]
When evaluated at the fixed point \((X, Y, Z) = (0, 0, \pm 1)\), Eq. (A5) is diagonal, with diagonal equal to \(\text{Diag}[M] = (\pm\tilde{\chi}, \mp\tilde{\chi}, 0)\). Thus the two eigenvalues are real and equal to \(\mathcal{M}_\pm = \pm\tilde{\chi}\). This implies the fixed point is a saddle point, and that the principal directions of the separatrix emerging from it are orthogonal and aligned with the \(x\) - and \(y\)-axis, respectively. In other words, they define great circles in the \(x-z\) and \(y-z\) planes, respectively. Furthermore, we know that in the vicinity of the saddle point, an initial condition on one of the separatrix branches evolves according to \(\frac{dZ_{\pm}}{dt} = \pm\tilde{\chi}P_{\pm}\), where \(P_{\pm} = X, Y\).

The other four fixed points in Eq. (A4) are stable centers. This can be easily verified by looking at the eigenvalues of the Jacobi matrix evaluated at the fixed points, which are given by \(\mathcal{M} = \pm i2\tilde{\chi}\).

2. Classical energy and separatrix

Using the form of the 2ACT Hamiltonian in Eq. (A1) we can write down an expression of the classical energy by taking the thermodynamic limit of \(\langle \hat{H}_{2\text{ACT}} \rangle\), then after neglecting correlation and in terms of the classical variables \(X\), the classical energy density reads

\[
E(X, Y; \tilde{\chi}) = \frac{\langle \hat{H}_{2\text{ACT}} \rangle}{f} = \tilde{\chi}XY. \tag{A6}
\]

Introducing spherical coordinates \((X, Y, Z) = (\sin(\theta)\cos(\phi), \sin(\theta)\sin(\phi), \cos(\theta))\), and noticing that the variables \(\phi\) and \(Z\) are classical conjugate variables playing the role of “position” and “momentum”, respectively. We can write Eq. (A6) as

\[
E(Z, \phi; \tilde{\chi}) = \frac{\tilde{\chi}}{2}(1 - Z^2)\sin(2\phi). \tag{A7}
\]

We can use the expression of the classical energy in Eq. (A7) to compute an equation for the classical separatrix and subsequently, the time required for points to travel along sections of this curve.

First of all, recall that the separatrix connects the two saddles at \((0, 0, \pm 1)\), thus, conservation of energy say that any point along the curve has energy \(E_{\text{sepa}} = 0\). Thus, the separatrix equation is \(E(Z, \phi; \tilde{\chi}) = 0\), this is true if \(Z = \pm 1\), an also for the range of allowed values of \(\phi \in [0, 2\pi]\), then the separatrix is define by all the pairs \((Z, \phi)\) with \(\phi = 0, \pm\frac{\pi}{2}\), defining the two great circles on the \(x-z\) plane and the \(y-z\) plane, respectively.

The equations of motion for the classical conjugate variables are given by

\[
\begin{align*}
\frac{dZ}{dt} &= -\frac{\partial E}{\partial \phi} = -\tilde{\chi}(1 - Z^2)\cos(2\phi), \tag{A8a} \\
\frac{d\phi}{dt} &= \frac{\partial E}{\partial Z} = -\tilde{\chi}Z\sin(2\phi). \tag{A8b}
\end{align*}
\]

For the saddle at \((X, Y, Z) = (0, 0, 1)\) the \(x\)-direction is the unstable manifold of the separatrix, thus motion of points along the separatrix satisfy \(\phi(t) = 0\) for all times. Constrained to the separatrix, then we have

\[
\frac{dZ}{dt} = -\tilde{\chi}(1 - Z^2), \tag{A9}
\]

and the desired time scale is given by

\[
\tilde{\chi}t = -\int_{Z(0)}^{Z(t_f)} \frac{dZ}{1 - Z^2}. \tag{A10}
\]

After solving this integral, and recalling that \(Z(0) = \sqrt{1 - \frac{1}{N}}\), as explained in the main text, we obtain

\[
\tilde{\chi}t = \ln\left[\frac{(1 - Z(t_f))\left(\sqrt{N} + \sqrt{N - 1}\right)}{\sqrt{1 - Z^2(t_f)}}\right], \tag{A11}
\]

which is the same as Eq. (13) in the main text.

3. Explicit expressions for the spin squeezing parameter and quantum Fisher information

Our starting point in this section is the fact that the solution to the integral in Eq. (A10) allows us to write a explicit expression for \(Z(t)\). It is given by

\[
Z(t) = \frac{-\sinh(\tilde{\chi}t) + Z(0)\cosh(\tilde{\chi}t)}{\cosh(\tilde{\chi}t) - Z(0)\sinh(\tilde{\chi}t)} = \frac{Z(0) - \tanh(\tilde{\chi}t)}{1 - Z(0)\tanh(\tilde{\chi}t)}. \tag{A12}
\]

With this expression at hand we can go forward and write explicit expressions for the squeezing parameter and quantum Fisher information.

a. Explicit expression for the squeezing parameter

Let us write Eq. (15) of the main text in terms of \(Z\) instead of the polar angle \(\theta\). It is given by

\[
\xi^2_{\text{CT}}(Z) = \frac{1}{NZ^2(t_f)(1 - Z^2(t_f))}. \tag{A13}
\]

Then by plugging Eq. (A12) into Eq. (A13) we obtain

\[
\xi^2_{\text{CT}} = \frac{(1 - Z(0)\tanh(\tilde{\chi}t))^4}{N(1 - Z^2(0))(1 - \tanh^2(\tilde{\chi}t))(Z(0) - \tanh(\tilde{\chi}t))^2}, \tag{A14}
\]

recalling that our initial state of interest provides \(Z(0) = \sqrt{1 - \frac{1}{N}}\), and thus \(N(1 - Z^2(0)) = 1\). Plugging these into the last expression we obtain the explicit form of the squeezing parameter under evolution with the two-axis counter-twisting

\[
\xi^2_{\text{CT}} = \frac{\left[\sqrt{N} - \sqrt{N - 1}\tanh(\tilde{\chi}t)\right]^4}{N(1 - \tanh(\tilde{\chi}t))\left[\sqrt{N - 1} - \sqrt{N}\tanh(\tilde{\chi}t)\right]^2}. \tag{A15}
\]
b. Explicit expression for the quantum Fisher information

Recall that the metrological gain based on the QFI is defined as
\[ \zeta^2 = \frac{N}{F_Q}. \] (A16)

Furthermore recall that the variance in the x-direction goes as \( \Delta J_x = J \sin(\theta) \). Thus, after taking \( J_x \) as generator, we can write the QFI as
\[ F_Q = N^2 \sin^2(\theta) = N^2(1 - Z^2(t)), \] (A17)

after plugging Eq. (A12) into Eq. (A17) we obtain
\[ F_Q = N^2 \frac{1 - \tanh^2(\tilde{\chi}(t))}{(\sqrt{N} - \sqrt{N - 1} \tanh(\tilde{\chi}(t)))^2}, \] (A18)

recalling that in our setting \( Z(0) = \sqrt{1 - \frac{1}{N}} \), then we can write
\[ F_Q = N^2 \frac{1 - \tanh^2(\tilde{\chi}(\tilde{\chi}(t)))}{(\sqrt{N} - \sqrt{N - 1} \tanh(\tilde{\chi}(t)))^2}, \] (A19)

this last expression allows us to write the classical estimate for the metrological gain based on the QFI as
\[ \zeta^2(t)_{CT} = \frac{(\sqrt{N} - \sqrt{N - 1} \tanh(\tilde{\chi}(t)))^2}{N(1 - \tanh^2(\tilde{\chi}(\tilde{\chi}(t))) \right) (A20) \]

4. Some other quantum states relevant for metrology accessible with the two-axis counter-twisting

In this section we illustrate how the time scales for to the BWS, the EWSS and YUS are computed using the traveling time for motion of points along sections of the separatrix.

This calculation is based on the values of the variances of the states of interest. In order to obtain them we need an explicit expression for these states. Let us start with the Berry-Wiseman state. Initially introduced by Berry and Wiseman [32], as the optimal state for phase encoding in an interferometric setting, it was latter considered by Combes and Wiseman [33] as the optimal state for phase estimation. It is given by
\[ |BW\rangle = \frac{1}{\sqrt{1 + N/2}} \sum_{M=-J}^{J} \cos \left[ \frac{M\pi}{N+2} \right] |J, M\rangle, \] (A21)

with variance, for \( N \gg 1 \), equal to \( (\Delta J_z)^2 \approx 0.13J^2 \).

The EWSS is the pure state version of the maximally mixed state, that is, a superposition of all Dicke states with equal weight
\[ |\text{EWSS}\rangle = \frac{1}{\sqrt{N+1}} \sum_{M=-J}^{J} |J, M\rangle, \] (A22)

with a variance equal to \( (\Delta J_z)^2 = \frac{J(J+1)}{3} \).

The family of Yurke states
\[ |\text{Yu}\rangle = \frac{\sin(\alpha)}{\sqrt{2}} |J, 1 \rangle + \cos(\alpha) |J, 0 \rangle + \frac{\sin(\alpha)}{\sqrt{2}} |J, -1 \rangle, \] (A23)

with a variance equal to
\[ (\Delta J_z)^2 = \frac{J}{4} \left[ (J + 1)(2 - \sin^2(\alpha)) - 2 \sin^2(\alpha) \right], \] (A24)

We notice, however, that only Yurke states with relatively small values of \( \alpha \) are prepared by the 2ACT dynamics.

Now that we know the structure of the states in the Dicke basis and their respective values of the variances, let us illustrate how the time scales are calculated.

a. Time scale to Berry-Wiseman state

In the limit of large \( N \gg 1 \), the variance of the state goes as \( \sim 0.13J^2 \), thus, the two values \( \Delta J_{\text{low}} = \frac{J}{\sqrt{8}} \) and \( \Delta J_{\text{up}} = \frac{J}{\sqrt{7}} \), are good lower and upper bounds, respectively. From the above observation we have
\[ \sin(\theta_{\text{low}}) = \frac{1}{\sqrt{8}}, \quad \sin(\theta_{\text{up}}) = \frac{1}{\sqrt{7}} \] (A25)

Hence, we get the values of \( Z(t_f) \) for the time scale to a BWS as
\[ Z_{\text{low}}(t_f) = \sqrt{\frac{7}{8}}, \quad Z_{\text{up}}(t_f) = \sqrt{\frac{6}{7}} \] (A26)

giving the following lower and upper bounds for the time scale to the peak of the fidelity to the BWS state
\[ (\tilde{\chi}(t))_{\text{low}} = \ln \left[ (\sqrt{8} - \sqrt{7})(\sqrt{N} + \sqrt{N-1}) \right], \] (A27a)
\[ (\tilde{\chi}(t))_{\text{up}} = \ln \left[ (\sqrt{7} - \sqrt{6})(\sqrt{N} + \sqrt{N-1}) \right], \] (A27b)

which are the same as Eq. (18) in the main text.

b. Time scale to equally weighted superposition state

The variance of this state is \( \Delta J = \sqrt{J(J+1)/3} \). Thus, we have that at the time at which the fidelity to this state peaks, \( \theta \) is given by
\[ \sin(\theta) = \frac{1}{\sqrt{3}} \sqrt{1 + \frac{1}{J}}, \] (A28)

giving the value of \( Z(t_f) \)
\[ Z(t_f) = \cos(\theta) = \frac{\sqrt{2J-1}}{\sqrt{3J}}. \] (A29)
From here it is easy to get the time scale as

\[
(\chi t)_{\text{CT}}^{\text{YSUS}} = \ln \left[ \frac{\sqrt{3} - \sqrt{2 - \frac{2}{N}}}{\sqrt{1 + \frac{2}{N}}} \right] (\sqrt{N} + \sqrt{N} - 1) 
\]

(A30a)

\[
= \ln \left[ (\sqrt{3} - \sqrt{2})(\sqrt{N} + \sqrt{N} - 1) \right], \quad (A30b)
\]

which is the same Eq. \((19)\) in the main text.

c. **Time scale to some Yurke states**

Using the expression for the variance we get

\[
\sin(\theta) = \frac{1}{2} \sqrt{2 - \sin^2(\alpha) + \frac{4 - 6\sin^2(\alpha)}{N}}, \quad (A31)
\]

from where we obtain \(Z(t_f)\) as

\[
Z(t_f) = \cos(\theta) = \frac{1}{2} \sqrt{2 + \sin^2(\alpha) - \frac{4 - 6\sin^2(\alpha)}{N}}, \quad (A32)
\]

leading to the following expression for the time scale to Yurke states

\[
(\chi t)_{\text{CT}}^{\text{YSUS}} = \ln \left[ \frac{2 - \sqrt{2 + \sin^2(\alpha) - \frac{4 - 6\sin^2(\alpha)}{N}}}{\sqrt{2 - \sin^2(\alpha) + \frac{4 - 6\sin^2(\alpha)}{N}}} \right] (\sqrt{N} + \sqrt{N} - 1) 
\]

(A33)

which after neglecting correlations \(\langle \hat{A} \hat{B} \rangle = \langle \hat{A} \rangle \langle \hat{B} \rangle\), is given by

\[
\frac{dX}{dt} = \chi YZ, \quad (B3a)
\]

\[
\frac{dY}{dt} = -\Omega Z - \chi XZ, \quad (B3b)
\]

\[
\frac{dX}{dt} = \Omega Y. \quad (B3c)
\]

The fixed points of the phase space flow in Eq. \((B3)\), which are solutions of \(\frac{dx}{dt} = 0\), define two different type of sets, depending on whether \(\frac{\Omega}{X} > 1\) or \(\frac{\Omega}{X} < 1\). In the case of the former there are only two fixed points at \((X, Y, Z) = (\pm 1, 0, 0)\), i.e., the poles with respect to the turning axis, and phase space is filled with trajectories representing Larmor precessions of the mean spin. In the case of the latter parameter regime, there are four fixed points two given by \((X, Y, Z) = (\pm 1, 0, 0)\), where the one at \(X = -1\) is stable and the one at \(X = 1\) is a saddle. The two additional fixed points are at

\[
(X, Y, Z) = \left( \frac{\Omega}{X}, 0, \pm \sqrt{1 - \left( \frac{\Omega}{X} \right)^2} \right), \quad (B4)
\]

The two parameter regimes are connected through a pitchfork bifurcation of the stable point at \((X, Y, Z) = (1, 0, 0)\) happening at \(\frac{\Omega}{X} = 1\).

The saddle point at \((X, Y, Z) = (1, 0, 0)\) existing for parameters such that \(\frac{\Omega}{X} < 1\), is of key importance for our analysis. We know that separatrix branches emerge from it and conservation of energy guarantees that all points on the separatrix have the same energy as the saddle. Furthermore, by evaluating the eigenvalues of the Jacobi
matrix at this saddle, one obtains its Lyapunov exponent as
\[ \Lambda_{\text{sad}} = \hat{\chi} \sqrt{\frac{\Omega}{\hat{\chi}} \left( 1 - \frac{\Omega}{\hat{\chi}} \right)}. \]  
(B5)
Importantly, the Lyapunov exponent in Eq. (26) has, as a function of the ratio \( \Omega/\hat{\chi} \) a maximum when \( \frac{\Omega}{\hat{\chi}} = \frac{1}{2} \), parameter regime which defines critical coupling.

2. Classical energy and separatrix

Similarly to how we obtained the classical energy density of the 2ACT Hamiltonian, we can obtain the energy density of the TaT Hamiltonian by computing \( \langle H_{\text{TaT}} \rangle \) for Eq. (B1) in the thermodynamic limit. After neglecting correlations and in terms of the classical variables \( \mathbf{X} \), this energy density reads
\[ E(X, Z; \Omega, \hat{\chi}) = \frac{\langle H_{\text{TaT}} \rangle}{\hat{\chi}} = \Omega X + \frac{\hat{\chi}}{2} Z^2, \]  
(B6)
which we can write in terms of the classical conjugated variables \( Z \) and \( \phi \) as
\[ E(Z, \phi; \Omega, \hat{\chi}) = \Omega \sqrt{1 - Z^2} \cos(\phi) + \frac{\hat{\chi}}{2} Z^2. \]  
(B7)
The separatrix equation can be constructed by noticing that conservation of energy guarantees any point on the separatrix to have the same energy as the energy of the saddle, which is given by \( E(0, 0; \hat{\chi}, \Omega) = \Omega \), and thus the separatrix is defined by \( E(Z, \phi; \hat{\chi}, \Omega) = \Omega \). We can use this last expression to write the following explicit equation for the separatrix line of the TaT phase space flow
\[ \cos(\phi) = 1 - \frac{\cos^2(\theta)}{\sin(\theta)}, \]  
(B8)
where we have explicitly written \( Z = \cos(\theta) \), and have defined \( \omega = \frac{2 \Omega}{\hat{\chi}} \).

a. Angle between separatrix branches

Let us now use Eq. (B8) to derive the result in Eq. (27) of the main text. The first step is to write a parametric equation for the separatrix. Equation (B8) allows us to write \( X \) and \( Y \) in terms of \( Z \) as
\[ X = 1 - \frac{\chi}{2 \Omega} Z^2, \quad Y = \pm Z \sqrt{\frac{\chi}{\Omega} - 1 - \left( \frac{\chi}{2 \Omega} \right)^2 Z^2}, \]  
(B9)
then the parametric equation for the separatrix is given by
\[ \hat{S}_\pm(Z; \hat{\chi}, \Omega) = \left( 1 - \frac{\chi}{2 \Omega} Z^2, \pm Z \sqrt{\frac{\chi}{\Omega} - 1 - \left( \frac{\chi}{2 \Omega} \right)^2 Z^2}, Z \right), \]  
(B10)
where \( \pm \) denotes the two different separatrix branches. From Eq. (B10) we take its projection onto the \( y-z \) plane, given by
\[ \hat{S}_{\pm}^y(Z; \hat{\chi}, \Omega) = \left( 1 - \frac{\chi}{2 \Omega} Z^2, \pm Z \sqrt{\frac{\chi}{\Omega} - 1 - \left( \frac{\chi}{2 \Omega} \right)^2 Z^2} \right), \]  
(B11)
from this last expression the angle between the \( (+) \) and \( (-) \) separatrix branches can be readily computed, giving
\[ \cos(\nu) = \frac{\hat{S}_{\pm}^y(Z; \hat{\chi}, \Omega)^2}{|\hat{S}_{\pm}^y(Z; \hat{\chi}, \Omega)|^2} = \frac{2 - \frac{\chi}{\Omega} + \left( \frac{\chi}{2 \Omega} \right)^2 Z^2}{\frac{\chi}{2 \Omega} - \left( \frac{\chi}{2 \Omega} \right)^2 Z^2}. \]  
(B12)
which recovers Eq. (27) in the main text.

b. Effective 2ACT Hamiltonian at critical coupling

Let us now turn our attention to the derivation of the effective 2ACT Hamiltonian for the TaT Hamiltonian. Our starting point is to write the TaT Hamiltonian in Eq. (B1) using the new collective operators defined in Eq. (28). After this procedure we find
\[ \hat{H}^\text{eff}_{\text{TaT}} = \Omega \hat{J}_x + \frac{\hat{\chi}}{2 \Omega} \left( \hat{j}_1 \hat{j}_2 + \hat{j}_2 \hat{j}_1 \right) + \frac{\hat{\chi}}{2 \Omega} \left( \hat{j}^2 - \hat{j}_x^2 \right), \]  
(B13)
then we write \( \hat{J}_x = J - \hat{o} \), that is, its mean-field minus fluctuations, and keep terms up to linear in the fluctuations \( \hat{o} \), to obtain
\[ \hat{H}^\text{eff}_{\text{TaT}} = \Omega J - \left( \frac{\chi}{2} \right) \hat{o} + \frac{\chi}{2 \Omega} \left( \hat{j}_1 \hat{j}_2 + \hat{j}_2 \hat{j}_1 \right), \]  
(B14)
this last expression recovers, at critical coupling \( \hat{\chi} = 2 \Omega \), Eq. (30) in the main text.

c. Details of the computation of time scales at critical coupling

Let us now look into the details of the calculation of the time scales to the peak spin squeezing and the first peak of the QFI for the TaT dynamics at critical coupling. Our starting point are the equation of motion for the classical conjugated variables \( Z \) and \( \phi \), they are
\[ \frac{dZ}{dt} = \frac{\partial E}{\partial \phi} = \Omega \sqrt{1 - Z^2} \sin(\phi), \]  
(B15a)
\[ \frac{d\phi}{dt} = \frac{\partial E}{\partial Z} = -\frac{\Omega Z}{\sqrt{1 - Z^2}} \cos(\phi) + \hat{\chi} Z. \]  
(B15b)
Noticing that at critical coupling Eq. (B8) simplifies to \( \cos(\phi) = \sin(\theta) \), and thus \( \sin(\phi) = |\cos(\theta)| \), we can write the equation for \( Z \) in Eq. (B15) constrained to motion along the separatrix as
\[ \frac{dZ}{dt} = \Omega Z \sqrt{1 - Z^2} = \frac{\hat{\chi}}{2} Z \sqrt{1 - Z^2}, \]  
(B16)
and thus the desired time scale is given by

\[ \tilde{\chi}_t = 2 \int_{Z(0)}^{Z(t_f)} \frac{dZ}{Z\sqrt{1-Z^2}}, \tag{B17} \]

recalling that our initial state is a SCS along the positive x-direction, then \( Z(0) \approx \frac{1}{2\sqrt{N}} \). Using this value, and after solving the integral we find

\[ \tilde{\chi}_t = 2 \ln \left[ \frac{Z(t_f)(\sqrt{2N} + \sqrt{2N} - 1)}{1 + \sqrt{1 - Z^2(t_f)}} \right]. \tag{B18} \]

For the time scale to peak spin squeezing we will use the fact that, locally, the TaT separatrices at critical coupling must be aligned with great circles on the unit sphere. We then identify \( Z(\theta) \) as the limit value for which this statement holds true.

We then exploit the fundamental theorem of the local theory of curves \([49]\), and compute the curvature \( \kappa \) and torsion \( \tau \) for both the 2ACT separatrices and the TaT separatrices at critical coupling. For a great circle in the unit sphere the values of these two quantities are

\[ \kappa_{CT} = 1, \quad \tau_{CT} = 0. \tag{B19} \]

To compute the curvature and torsion of the TaT separatrix we will consider the following parametric expression for the separatrix

\[ S_+ = (\sin^2(\theta), \sin(\theta)\cos(\theta), \cos(\theta)), \tag{B20} \]

where \( \theta \) is the polar angle of spherical coordinates, and we only need to consider the positive branch. The curvature and torsion for this curve are given by

\[ \kappa_TaT(\theta) = \frac{2\sqrt{13 - 3\cos(2\theta)}}{(3 - \cos(2\theta))^2}, \tag{B21a} \]
\[ \tau_TaT(\theta) = \frac{3}{4} - \frac{12\sin(\theta)}{13 - 3\cos(2\theta)}, \tag{B21b} \]

where we have translated the “origin” to the position of the saddle point. We look for the value of \( \theta \) in \([0, \pi/2]\) such that these two quantities differ from those of the CT dynamics at most by 1%. For the curve we solve the equation

\[ \kappa_TaT(\theta) = 1.01, \tag{B22} \]

in the desired range, Eq. (B22) has solution given by \( \theta^* \approx 1.43772 \), thus \( Z^*(t_f) = \cos(\theta^*) \approx 0.132684 \). At the same time \( \theta^* \) gives a torsion \( \tau_TaT(\theta^*) \approx 10^{-3} \approx 0. \) Which satisfy our requirement and provide the right hand side of Eq. (33) in the main text.

d. **Length difference between the separatrices of 2ACT and TaT at critical coupling**

For the separatrix length of the 2ACT dynamics we have

\[ l_{CT} = \int_{\theta_0}^{\frac{\pi}{2}} d\theta \sqrt{\sin^2(\theta) + \cos^2(\theta)} = \frac{\pi}{2} - \theta_0, \tag{B23} \]

where \( \theta_0 = \cos^{-1} \left( \sqrt{1 - \frac{1}{N}} \right) \).

For the TaT at critical coupling, the separatrix length is given by

\[ l_{TaT} = \int_0^{\theta_f} d\theta \sqrt{1 + \sin^2(\theta)} = E(\theta_f, i), \tag{B24} \]

where \( \theta_f = \cos^{-1} \left( \frac{1}{\sqrt{N}} \right) \). \( E(\varphi, k) \) is the incomplete elliptic integral of the second kind, and \( i \) the imaginary unit.

Finally in the limit \( N \to \infty \), we find the difference in lengths to be

\[ l_{TaT} - l_{CT} = E(i) - \frac{\pi}{2} \approx 0.3393 \approx \frac{\ln(2)}{2}, \]

which recovers Eq. (38) in the main text.

**Appendix C: Details of the quantum speed limit section**

We introduced the Holstein-Primakoff approximation with respect to the positive x-direction, that is

\[ \tilde{J}_x = J - \hat{a}^\dagger \hat{a}, \quad \tilde{J}_y = \sqrt{J} \hat{q}, \quad \tilde{J}_z = \sqrt{J} \hat{p}, \tag{C1} \]

where \( \hat{a}^\dagger (\hat{a}) \) are creation (annihilation) operators for a single bosonic mode, and \( \hat{q}, \hat{p} \) are bosonic quadrature operators. Using Eq. (C1) we can write Eq. (B1) as

\[ \tilde{H}_{TaT} = -\Omega \hat{n} + \frac{\chi}{2} \hat{p}^2, \tag{C2} \]

where \( \hat{n} = \hat{a}^\dagger \hat{a} \) is the bosonic number operator. Recalling that \( \hat{q}^2 + \hat{p}^2 = \hat{n} + \frac{1}{2} \), we can rewrite Eq. (C2) as

\[ \tilde{H}_{TaT} = \Omega \left( J + \frac{1}{2} \right) - \frac{\Omega}{2} \hat{q}^2 + \frac{1}{2} (\hat{n} - \Omega) \hat{p}^2, \tag{C3} \]

which after dropping a constant factor, recovers Eq. (39) in the main text.

We want to compare the speed of evolution of our initial state under unitary dynamics generated by \( \tilde{H}_{TaT}, \tilde{V}_G^2 \), with the maximum speed of evolution optimized over all quantum states, \( V_{\text{max}}^2 \). Restricted to Gaussian initial states, the speed is given by \([52]\)

\[ V_{\text{Gauss}}^2 = \frac{1}{8} \left( \text{Tr} \left[ (G\Sigma)^2 \right] + \text{Tr} \left[ (GJ)^2 \right] \right), \tag{C4} \]

which holds for undisplaced states, and where \( G \) is defined in Eq. (41), \( J \) is the symplectic form matrix, given by

\[ J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \tag{C5} \]

and \( \Sigma \) is the covariance matrix, which for a single mode Gaussian state is given by

\[ \Sigma = RDRT^*, \tag{C6} \]
where the matrices $\mathcal{R}$ and $\mathcal{D}$ are given by

$$
\mathcal{R} = \begin{pmatrix}
\cos(\beta) & \sin(\beta) \\
-\sin(\beta) & \cos(\beta)
\end{pmatrix}, \quad
\mathcal{D} = \begin{pmatrix}
e^r & 0 \\
0 & e^{-r}
\end{pmatrix}
$$

with $\beta$ an angle of rotation, and $r \in \mathbb{R}$ the squeezing parameter.

The speed in Eq. (C4) is in general unbounded, and so $V^2_{\max} \to \infty$. We then restrict ourselves to consider the speed of evolution under Gaussian optimized over all states with a given squeezing $r$. Under this consideration, Eq. (C4) can be written as

$$
V^2_{\max} = \frac{\dot{\chi}^2}{8} + \frac{1}{4} \dot{\chi} (\ddot{\chi} - 2\Omega \cos(2\beta)) r + \mathcal{O}(r^2).
$$

By noticing that, when $\dot{\chi} < 2\Omega$ one has $\cos(2\beta) = -1$, and when $\dot{\chi} > 2\Omega$ one has $\cos(2\beta) = 1$, we can write Eq. (C8) as

$$
V^2_{\max}(r) = \frac{\dot{\chi}^2}{8} + \frac{1}{4} \dot{\chi} |\ddot{\chi} - 2\Omega| r.
$$

On the other hand, the speed of unitary evolution for our initial state is given by

$$
V_0^2 = \langle \Delta^2 \hat{H}_{\text{TaT}} \rangle_0 = \frac{\ddot{\chi}^2}{8}.
$$

Thus, we can explore parameter regime where the quantum speed limit is saturated by considering the ratio of Eq. (C10) and Eq. (C9), given by

$$
\frac{V_0^2}{V^2_{\max}(r)} = \frac{\ddot{\chi}^2}{\frac{\dot{\chi}^2}{8} + 2\chi \ddot{\chi} - 2 r},
$$

which is recovers Eq. (45) in the main text.

### Appendix D: Derivation of some results with the $p$-twisting Hamiltonians

#### 2. Phase pace flow and classical energy for $p$TaT

In order to construct the phase space flow in the thermodynamic limit, we need to rescale the $p$TaT Hamiltonian in Eq. (52) so that in the thermodynamic limit, we can guarantee the extensivity of the energy density.

Starting from classical flow of Eqs. 49), we can compute the Jacobi matrix, which reads

$$
\begin{pmatrix}
-(p-1)Y^{p-2}Z & -Y^{p-1} \\
0 & -(p-1)Y^{p-2}X + X^{p-1}
\end{pmatrix}.
$$

This is achieved by introducing the normalized $p$-twisting strength $\chi = \frac{\dot{\chi}}{p\ddot{\chi} - \ddot{\chi}}$, then we write

$$
\hat{H}_{p\text{TaT}} = \Omega \hat{J}_x + \frac{\dot{\chi}}{p\ddot{\chi} - \ddot{\chi}} \hat{J}_z^p.
$$

Using the Heisenberg equations of motion for the collective angular momentum $\hat{J}$, and defining the classical variables $X = \frac{\Delta \hat{J}}{\ddot{\chi}}$, in the thermodynamic limit, we can write the $p$TaT phase space flow as

\begin{align}
\frac{dX}{dt} &= \dot{\chi} Y Z^{p-2}; \\
\frac{dY}{dt} &= \Omega Z - \dot{\chi} X Z^{p-2}; \\
\frac{dZ}{dt} &= -\Omega Y.
\end{align}

Fixed points of this flow are defined as solutions of $\frac{dX}{dt} = 0$. Then, solving for the fixed points of Eq. (D5) gives the following condition

$$
Y = 0, \quad X = \left(\frac{\Omega}{\dot{\chi}}\right) \frac{1}{Z^{p-2}}.
$$
This condition, together with $|X|^2 = 1$, give the same algebraic equation
\[ Z^{2p-2} - Z^{2p-4} + \left( \frac{\Omega}{\chi} \right)^2 = 0, \tag{D7} \]
whose solution is the $Z$ coordinate of the fixed points.

The Jacobi matrix associated with the phase space flow in Eq. (D5) is given by
\[
\mathbb{M}[X] = \begin{pmatrix}
0 & -\tilde{\chi} Z^{p-1} & (p-1)\tilde{\chi} Z^{p-1} Y & 0 \\
-\tilde{\chi} Z^{-1} & 0 & (p-1)\tilde{\chi} Z^{p-1} X & 0 \\
0 & -\Omega & 0 & 0 \\
0 & -\tilde{\chi} Z^{-1} & 0 & -\Omega
\end{pmatrix}.
\tag{D8}
\]

We can obtain the energy density of the $p$TaT Hamiltonian by computing $\langle H_{pTaT} \rangle$ for Eq. (D4) in the thermodynamic limit. After neglecting correlations and in terms of the classical variables $X$, this energy density reads
\[
E(X, Z; \Omega, \tilde{\chi}) = \frac{\langle H_{pTaT} \rangle}{J} = \Omega X + \frac{\tilde{\chi}}{p} Z^p, \tag{D9}
\]
which we can write in terms of the classical conjugated variables $Z$ and $\phi$ as
\[
E(Z, \phi; \Omega, \tilde{\chi}) = \Omega \sqrt{1 - Z^2} \cos(\phi) + \frac{\tilde{\chi}}{p} Z^p. \tag{D10}
\]

3. Proof of Theorem 1

The proof of Theorem 1 follows from the results in the previous subsection. To see this, we need to rewrite the statement of the theorem. Local optimality is a geometric statement, it implies that the phase space flow has a saddle point, and that the separatrix branches are orthogonal in the vicinity of the saddle. As such, lack of local optimality implies that there is no parameter regime for which the separatrix branches are orthogonal. Furthermore, this implies that there is no parameter regime for which the principal directions of the saddle point are orthogonal. This last statement is the one we use to build the proof.

Proving the theorem then reduces to study the principal directions of the Jacobi matrix in Eq. (D8) evaluated at the saddle point. Furthermore, we know these principal directions will be described by orthogonal vectors if and only if the Jacobi matrix evaluated at the saddle point is real and symmetric. Noticing that the saddle point is a fixed point of Eq. (D5), then it is true that it should satisfy the condition in Eq. (D6).

We then evaluate the Jacobi matrix, Eq. (D8), at the saddle via the condition in Eq. (D6), and recognized two different scenarios. First, if $p = 2$, i.e., TaT, then one has
\[
\mathbb{M}[X_{sd}] = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & \Omega - \tilde{\chi} & 0 \\ 0 & -\Omega & 0 & 0 \end{pmatrix}, \tag{D11}
\]
which is real an symmetric whenever $\tilde{\chi} = 2\Omega$, i.e., at critical coupling. Second, for all $p > 2$, one has
\[
\mathbb{M}[X_{sd}] = \begin{pmatrix} 0 & \tilde{\chi} Z^p & 0 & 0 \\ -\tilde{\chi} Z^{-1} & 0 & -(p-2)\Omega & 0 \\ 0 & -\Omega & 0 & 0 \end{pmatrix}, \tag{D12}
\]
which is only real and symmetric when $p = 3$ and $Z_{sd} \to 0$. The latter only happens in the limit $\frac{\tilde{\chi}}{\Omega} \to \infty$, and thus there is no parameter regime at which $p$TaT, with $p > 2$, is locally optimal.

4. Maximum saddle point Lyapunov exponent for the $p$TaT family

The first step in this calculation is to considered a reduced form of the classical energy density, obtained from Eq. (D10) by setting $\phi = 0$, given by
\[
E(Z; \Omega, \tilde{\chi}) = \Omega \sqrt{1 - Z^2} + \frac{\tilde{\chi}}{p} Z^p. \tag{D13}
\]
This reduced energy only looks at the great circle on the $x$-$z$ plane, along which extreme points of the classical energy, i.e., fixed points of the phase space flow, might emerge. In order to find the value of $\frac{\tilde{\chi}}{\Omega}$ at which the saddle point Lyapunov exponent we need an auxiliary equation, such that the system of equations can be solve for the pair
\[
\left( Z_{sd}^{\text{max} \left[ \Lambda_{sd} \right]}, \frac{\tilde{\chi}}{\Omega} \right) \bigg|_{\Lambda_{sd}^{\text{max} \left[ \Lambda_{sd} \right]}}. \tag{D14}
\]
To find this auxiliary equation we solve for the eigenvalues of Eq. (D12), and write an expression of the Lyapunov exponent of the saddle point
\[
\Lambda_{sd} = \frac{\tilde{\chi} \sqrt{(p-2) - U^2}}{U^2} - Z_{sd}^{2p-2}, \tag{D15}
\]
where $U = \frac{\tilde{\chi}}{\Omega}$. In order to proceed further, we use the fact that the saddle point is an extreme point of the classical energy density, and thus it satisfies
\[
\frac{dE(Z)}{dZ} = 0 \rightarrow Z = U Z^{p-1} \sqrt{1 - Z^2}, \tag{D16}
\]
where $E(Z)$ is define in Eq. (D13). From this expression we can write the ratio $\frac{\tilde{\chi}}{\Omega}$ as
\[
U = \frac{1}{Z^{p-2} \sqrt{1 - Z^2}}. \tag{D17}
\]
By plugging Eq. (D17) into Eq. (D15), we obtain
\[
\Lambda_{sd} = \tilde{\chi} Z^{p-2} \sqrt{(p-1) - (p-2)Z^2}, \tag{D18}
\]
then by solving $\frac{d\Lambda_{sd}}{dZ} = 0$, we obtain the position of the saddle point when the Lyapunov exponent is maximum, given by
\[
Z_{sd}^{\text{max} \left[ \Lambda_{sd} \right]} = \frac{p-2}{p-1}. \tag{D19}
\]
by plugging Eq. (D19) into Eq. (D17), we obtain

\[ \frac{\dot{\chi}}{\Omega} \bigg|_{\max[\Lambda_{sa}]} = \frac{(p-1)^{p-1}}{(p-2)p^{p-2}\sqrt{((p-1)^2 - (p-2)^2)}}. \tag{D20} \]

Together Eq. (D19) and Eq. (D20) recovers Eq. (54) in the main text.

5. Angle between separatrix branches at critical coupling for the 3TaT

For the 3TaT at critical coupling the position of the saddle and the control parameter are given by

\[ Z_{sd}^{\max[\Lambda_{sa}]} = \frac{1}{2}, \quad \frac{\dot{\chi}}{\Omega} \bigg|_{\max[\Lambda_{sa}]} = \frac{4}{\sqrt{3}}. \tag{D21} \]

Given these two values, it is easy to see that the energy of the saddle and thus the energy of the separatrix is \( E_{sep} = \frac{5}{3\sqrt{3}} \Omega \). With this we can write an equation for the separatrix line of the 3TaT at critical coupling, by writing \( E(Z, \phi; \tilde{\chi}, \Omega) = \frac{5}{3\sqrt{3}} \Omega \). In terms of the angular variables we find

\[ \cos(\phi) = \frac{1}{3\sqrt{3}\sin(\theta)} \left( 4 - 5\cos^3(\theta) \right). \tag{D22} \]

We can use Eq. (D22) to write the separatrix in parametric form, as

\[ \vec{S}^+_{\pm}(\theta) = (X(\theta), Y_{\pm}(\theta), Z(\theta)), \tag{D23} \]

whose components are given by

\[ X(\theta) = \frac{1}{3\sqrt{3}} \left( 4 - 5\cos^3(\theta) \right), \tag{D24a} \]

\[ Y_{\pm}(\theta) = \pm\sqrt{\sin^2(\theta) - \frac{1}{27} (4 - 5\cos^3(\theta))^2}, \tag{D24b} \]

\[ Z(\theta) = \cos(\theta). \tag{D24c} \]

To compute the angle between separatrix branches we take the projection of the separatrix onto the \( y-z \) plane and translate the saddle to the origin, that is, we take \( Z(\theta) = \cos(\theta) - \frac{1}{2} \), then the angle is calculated as the dot product between the two branches

\[ \cos(\nu) = \frac{S^+(YZ) \cdot S^+(YZ)}{|S^+_{\pm}(YZ)||S^+_{\pm}(YZ)|}, \tag{D25} \]

where

\[ S^+(YZ) = \left( \pm\sqrt{\sin^2(\theta) - \frac{1}{27} (4 - 5\cos^3(\theta))^2}, \cos(\theta) - \frac{1}{2} \right). \tag{D26} \]

In the vicinity of the saddle point, we find \( \cos(\nu) = \frac{1}{5} \).

6. Time scale to first peak of the QFI with the 3TaT

The fact that at critical coupling the semiclassical energy is a double well with wells of equal depth indicates that one can prepare a "cat-like" state where the peaks of each love lie at the bottom of each of the wells, and the time scale to this state can, in principle, be estimated via a similar argument as the one used of the \( p = 2 \) spin.

Our starting point are the canonical equations of motion obtained from the classical energy density in Eq. (D10), given by

\[ \frac{dZ}{dt} = -\frac{\partial E}{\partial \phi} = \Omega\sqrt{1 - Z^2} \sin(\phi), \tag{D27a} \]

\[ \frac{d\phi}{dt} = \frac{\partial E}{\partial Z} = -\Omega \frac{\cos(\phi)Z}{\sqrt{1 - Z^2}} + \tilde{\chi}Z^2. \tag{D27b} \]

Using the equation of the separatrix at critical coupling we can write an equation of motion for \( Z \) constrained to the separatrix branches, it reads

\[ \frac{dZ}{dt} = \frac{\tilde{\chi}}{12} \sqrt{27(1 - Z^2) - (5 - 4Z^3)^2}, \tag{D28} \]

and thus, the desired time scale is given by

\[ \tilde{\chi}t = \int_{Z(0)}^{Z(t_f)} \frac{12dZ}{\sqrt{27(1 - Z^2) - (5 - 4Z^3)^2}}. \tag{D29} \]

In order to complete this computation we need to specify the limits of integration in Eq. (D29). Specifying these limits of integration requires us to think a little bit more about the separatrix geometry.

The value of \( Z(t_f) \) is either one of the two "end" points of the separatrix, that is either of the two points on the intersection of the separatrix with the great circle on the \( x-z \) plane, having the same energy as the saddle point. We can find them by equating the energy of the saddle with the semiclassical energy and solving for the roots of the resulting algebraic equation. Such algebraic equation is given by

\[ 16Z^6 - 40Z^3 + 27Z^2 - 2 = 0, \tag{D30} \]

which has three solutions, \( Z = 1/2, \text{i.e., the saddle point, and} \)

\[ \begin{align*}
Z_u &= 0.9590789, \\
Z_l &= -0.23433406, \tag{D31}
\end{align*} \]

for the "upper" and "lower" end points respectively. For the time scale calculation let me assume \( Z(t_f) = Z_u \), that is, motion from the saddle to the "upper" end point (notice that motion happens symmetrically towards \( Z_l \) as well).

For the initial condition, it is not hard to realized that it should have the form

\[ Z_0 = \frac{1}{2} + d_{sp}, \tag{D32} \]
between separatrix branches is \( \cos(\nu) = \frac{1}{\sqrt{3}} \), we can get the angle between the separatrix branch and the \( z \)-axis. It is given by

\[
\cos(\bar{\nu}) = \sqrt{\frac{3}{5}}, \quad \text{(D33)}
\]

From Eq. (D33) we can compute \( d_{sp} \) in the following way. Consider the initial uncertainty patch of the SCS projected onto the \( y \)-\( z \) plane. It corresponds with an ellipse whose semi-major and semi-minor axis, on the \( y \) and \( z \)-axis, respectively, are given by

\[
a = \frac{\sqrt{3}}{2\sqrt{N}}, \quad b = \frac{1}{2\sqrt{N}}, \quad \text{(D34)}
\]

and thus, the ellipse is described by the equation

\[
4NZ^2 + \frac{4}{3}Y^2 = 1, \quad \text{(D35)}
\]

On the other hand, the point at the intersection between the ellipse and the separatrix branch satisfies

\[
\tan\left(\frac{Z_{sp}}{Y_{sp}}\right) = \frac{\sin(\bar{\nu})}{\cos(\bar{\nu})} = \sqrt{\frac{2}{3}}, \quad \text{(D36)}
\]

thus

\[
Y_{sp} = \frac{Z_{sp}}{\bar{\nu}} = \tan^{-1}\left(\sqrt{\frac{2}{3}}\right). \quad \text{(D37)}
\]

After plugging Eq. (D37) into Eq. (D35) we find

\[
Z_{sp} = \frac{1}{2\sqrt{(1 + \frac{1}{3\bar{\nu}^2}) N}}, \quad \text{(D38)}
\]

and thus

\[
Z(0) = \frac{1}{2} + \frac{1}{2\sqrt{(1 + \frac{1}{3\bar{\nu}^2}) N}}. \quad \text{(D39)}
\]

After which the time scale is completely determined, and it completes the derivation of Eq. (61) in the main text.
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