Variety of scenarios of the magnetic exchange response in topological insulators
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We present an ab initio relativistic \( \mathbf{k} \cdot \mathbf{p} \) theory of the effect of magnetic exchange field on the band structure in the gap region of bulk crystals and thin films of three-dimensional layered topological insulators. For the field perpendicular to the layers (along \( z \)), we reveal novel unconventional scenarios of the response of the band-gap edges to the magnetization. The modification of the valence and conduction states is considered in terms of their \( \Gamma \)-point spin \( s_z \) and total angular momentum \( J_z \) on the atomic sites where the states are localized. The actual scenario depends on whether \( s_z \) and \( J_z \) have the same or opposite sign. In particular, the opposite sign for the valence state and the same sign for the conduction state give rise to an unconventional response in Bi\(_2\)Te\(_3\)—both in the bulk crystal and in ultra-thin films, which fundamentally distinguishes this topological insulator from Bi\(_2\)Se\(_3\), where both states have the same sign. To gain a deeper insight into different scenarios in insulators with both inverted and non-inverted zero-field band structure, a minimal four-band third-order \( \mathbf{k} \cdot \mathbf{p} \) model is constructed from first principles. Within this model, we analyze the field-induced band structure of the insulators and identify Weyl nodes that appear in a magnetic phase and behave differently depending on the scenario. We characterize the topology of the modified band structure by the Chern number \( C \) and find the unconventional response to be accompanied by a large Chern number \( C = \pm 3 \).

I. INTRODUCTION

In insulating materials with spin-orbit interaction (SOI), a combination of magnetic exchange interaction (MEI) with topologically non-trivial band structure brings about fascinating phenomena intensively studied over the last decade. A vivid example is the quantum anomalous Hall (QAH) effect manifesting itself as a quantized Hall conductivity at zero external magnetic field [1–3]. Similar to the related quantum spin Hall effect (QSH) [4–6] the QAH effect was predicted theoretically [7, 8], and it was shown to be realized in HgTe/CdTe quantum wells (QWs) doped with Mn [9] and in the three-dimensional (3D) topological insulator (TI) Bi\(_2\)Se\(_3\) doped with magnetic transition-metal impurities [10].

According to the theory of Refs. [9, 10], for an insulating material to be brought to a QAH state by the MEI it must be close to the quantum phase transition, be it originally in a topologically non-trivial state (TS) or in a trivial state (NS). Without MEI, owing to the time-reversal symmetry (TRS), both NS and TS have Kramer-degenerate band structure, with the band-gap edges—the highest valence band (VB) and the lowest conduction band (CB)—being inverted in TS. In the minimal second-order \( \mathbf{k} \cdot \mathbf{p} \) models of Refs. [9, 10], these edges are grouped into two pairs so that in the TS the gaps of both pairs are inverted, and each of them gives the quantum of the Hall conductivity with opposite sign \( \pm e^2/h \) (the resulting two quanta add up to zero). Then, the QAH effect is realized if a finite MEI along \( z \)-axis, while breaking TRS, keeps the material insulating and is strong enough to either lift the inversion of one of the TS pairs or to invert one of the NS pairs [2, 10], Fig. 1. Then in the magnetic phase there is only one pair with the inverted gap, which leads to the quantized anomalous Hall conductivity.

The minimal \( \mathbf{k} \cdot \mathbf{p} \) models reduce the effect of the \( z \)-directed magnetic exchange field to a Zeeman-type splitting of the initially degenerate CB and VB into subbands with \( \text{up} \) and \( \text{down} \) pseudospin (the \( z \)-projection of the total angular momentum) by introducing a phenomenological exchange term with a separate parameter for each band-gap edge. As a consequence, the behavior of a TS or NS pair depends upon two exchange parameters because each pair includes one VB and one CB subband. These parameters account for the strength and sign of the splitting: A positive value causes the pseudospin-up subband of the VB or CB to increase (pseudospin-down to decrease) its energy, which is referred to as a positive splitting. A negative splitting implies a decrease of the pseudospin-up (increase of the pseudospin-down) subband energy, see Fig. 1.

To meet the conditions for the QAH effect, the MEI must differently affect the gaps of the pairs. For the HgTe/CdTe QWs, where both subbands of each pair have the same pseudospin, Fig. 1(a), this means that the magnetic splitting is of opposite sign for VB and CB [9], while in the magnetically doped TI films, where each pair comprises subbands with opposite pseudospins, the splitting is of the same sign [10], Fig. 1(b). The latter
justifies using the traditional Zeeman-like term $\sigma_z M_\parallel$ for the magnetic TIs, where $M_\parallel$ is the $z$-directed magnetic exchange field and $\sigma_z$ is the Pauli matrix acting in the *pseudospin* space and commonly associated with the *real spin* [11–13]. Apart from assuming the same signs of the VB and CB splitting, this simplification also implies the same magnitude of splitting for these bands.

However, in Ref. [14], to reach an agreement between the theory based on the four-band $\mathbf{k} \cdot \mathbf{p}$ model of Ref. [15] and transport measurements in Cr-doped Bi$_2$(Se$_{1-x}$Te$_x$)$_3$ films, the VB and CB splittings of the bulk Bi$_2$Te$_3$ and Sb$_2$Te$_3$ as well as on their thin films [up to six quintuple layers (QLs)] with effective third-order $\mathbf{k} \cdot \mathbf{p}$ Hamiltonians. The Hamiltonians are obtained using the *ab initio* relativistic $\mathbf{k} \cdot \mathbf{p}$ theory, which has been successfully applied to both magnetic and non-magnetic materials with SOI [16–20] and demonstrated to reliably describe subtle spin-related effects, such as the sign reversal of the spin polarization within a non-degenerate band [21] and non-orthogonality between momentum and spin [22]. The models are derived immediately from the eigenfunctions of the original *ab initio* Hamiltonian and, therefore, do not involve adjustable parameters. This allows us to establish the actual relation between the *pseudospin* $J^z$ and *real spin* $s^z$ of the subbands and, consequently, to simulate the MEI effect of different strength by introducing an exchange term that influences the subbands according to their *real spins*. We show that in the bulk crystals of Bi$_2$Se$_3$, Bi$_2$Te$_3$, and Sb$_2$Te$_3$ as well as on their thin films [up to six quintuple layers (QLs)] with effective third-order $\mathbf{k} \cdot \mathbf{p}$ Hamiltonians, the VB and CB splittings of the bulk Bi$_2$Te$_3$ and Sb$_2$Te$_3$ as well as on their thin films [up to six quintuple layers (QLs)] with effective third-order $\mathbf{k} \cdot \mathbf{p}$ Hamiltonians, the VB and CB splittings of the bulk Bi$_2$Te$_3$ and Sb$_2$Te$_3$.

In this paper, we study the effect of the MEI applied along $z$-axis on the bulk crystals of Bi$_2$Se$_3$, Bi$_2$Te$_3$, and Sb$_2$Te$_3$ as well as on their thin films [up to six quintuple layers (QLs)] with effective third-order $\mathbf{k} \cdot \mathbf{p}$ Hamiltonians. The Hamiltonians are obtained using the *ab initio* relativistic $\mathbf{k} \cdot \mathbf{p}$ theory, which has been successfully applied to both magnetic and non-magnetic materials with SOI [16–20] and demonstrated to reliably describe subtle spin-related effects, such as the sign reversal of the spin polarization within a non-degenerate band [21] and non-orthogonality between momentum and spin [22]. The models are derived immediately from the eigenfunctions of the original *ab initio* Hamiltonian and, therefore, do not involve adjustable parameters. This allows us to establish the actual relation between the *pseudospin* $J^z$ and *real spin* $s^z$ of the subbands and, consequently, to simulate the MEI effect of different strength by introducing an exchange term that influences the subbands according to their *real spins*. We show that in the bulk crystals of Bi$_2$Se$_3$, Bi$_2$Te$_3$, and Sb$_2$Te$_3$ as well as on their thin films [up to six quintuple layers (QLs)] with effective third-order $\mathbf{k} \cdot \mathbf{p}$ Hamiltonians, the VB and CB splittings of the bulk Bi$_2$Te$_3$ and Sb$_2$Te$_3$.
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FIG. 1. Valence and conduction bands of quantum wells (a) and 3D TI films (b) around $\Gamma$ upon the application of the $z$-directed exchange field within the four-band second-order $\mathbf{k} \cdot \mathbf{p}$ modeling of Refs. [9] and [10], respectively. Encircled “+” and “−” mark the sign of the VB and CB splitting. Green and brown fat bands highlight the band inversion (in the leftmost column dashed lines illustrate the bands without SOI). Pink and purple fat bands show the model states with positive and negative $z$-*pseudospin*, respectively. Orange arrows link the subbands of the TS or NS pairs (see text). The response of QWs and TI films that results in a QAH state is shown on the pale yellow background. The plots on the pale blue background illustrate the response that does not meet the conditions for the QAH effect, bringing the QWs and films to a gapless state due to the crossing (red points) of the subbands of the different pairs.

3D TI-like magnetic materials. We calculate the Chern number $C(k_z)$ as a function of the Bloch vector $k_z$ along the exchange-field direction and demonstrate that in the topologically trivial insulators there emerges a phase with a nonzero $C(k_z)$ when a sufficiently strong MEI induces the inversion of the band-gap edges. Here, the conventional response to the exchange field leads to a nontrivial topological band structure, which, in addition to a pair of Weyl nodes along $k_z$-axis, may also have Weyl nodes in the mirror plane away from high symmetry lines in the Brillouin zone (BZ). Due to the symmetry, these mirror-plane nodes lead to jumps in the Chern number by ±3. In the unconventional response, there are no Weyl nodes in the $k_z$-axis, and a nonzero $C(k_z)$ larger than in the conventional case is entirely due to the mirror-plane nodes. The non-trivial insulators differ from the trivial ones in that the mirror-plane Weyl nodes that cause a nonzero $C(k_z)$ appear already at a weak MEI well before the band
inversion is lifted.

For the films of the real TIs, we find the unconventional response to the exchange field only in ultrathin films of Bi₂Te₃. In particular, we show that the two-QL Bi₂Te₃ film in a strong exchange field transfers from a QSH state to a large-Chern-number QAH state ($C = -3$). This corresponds to the strong MEI case presented in the pale blue panel of Fig. 1(b), when the field does not lift the inversion of any of the TS pairs but induces a crossing of two subbands of different TS pairs (red points in the figure). However, a more accurate treatment of the interaction between these subbands results in an avoided-crossing gap. Thicker Bi₂Te₃ films and films of the other TIs demonstrate the conventional response leading to a phase transition to a QAH state with $C = 1$ in accord with the theory of Ref. [10].

II. COMPUTATIONAL DETAILS

Similar to Ref. [16], the ab initio band structure is obtained with the ELAPW method [24] using the full potential scheme of Ref. [25] within the local density approximation (LDA). The spin-orbit interaction is treated by a second variation method [26]. The experimental crystal lattice parameters of the 3D topological insulators (TIs) were taken from Ref. [27]. In the case of Bi₂Te₂Se, the experimental atomic positions of Ref. [27] were used, while for Bi₂Se₃, Bi₂Te₃, and Sb₂Te₃ we took the LDA relaxed atomic positions of Refs. [28–30]. The bulk crystals have space group $P\bar{4}3m$ (no. 166), and thin films are bulk-truncated centrosymmetric repeated slabs of space group $P\bar{3}m1$ (no. 164). The thickness of the films varies from one to six QLs.

The ab initio relativistic $\mathbf{k} \cdot \mathbf{p}$ perturbation expansion is carried out at the center of the BZ up to the third order in $\mathbf{k}$ by applying the Löwdin partitioning [31–33] to the original Hilbert space of the $\Gamma$-projected all-electron Hamiltonian $\mathcal{H}_\mathbf{k}$ (see Ref. [22]). The size of the $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian $H_{\mathbf{k} \mathbf{p}}$ is determined by the number of basis functions—the Kramers pairs $\Psi_{n\mu}$, of a set of doubly degenerate levels $\epsilon_n$. Thus, the basis of our $\mathbf{k} \cdot \mathbf{p}$ models is a unitary transformed fragment of the original all-electron spectrum at $\Gamma$ with the subscript $\mu = \uparrow$ or $\downarrow$ indicating the sign of the on-site expectation value of the z component $\mathbf{J}_z$ of the total angular momentum $\mathbf{J} = \mathbf{L} + \mathbf{S}$. This expectation value is evaluated at the (symmetry equivalent) atomic sites, which have the largest weight in the $n$-th level (see Appendix A for details). The subscript $\mu$ indicates a member of the Kramers pair, and it is omitted for brevity when a discrimination between the members of the pair is unimportant. For a minimal $\mathbf{k} \cdot \mathbf{p}$ model we use a basis of only two Kramers-degenerate pairs, namely the highest valence and lowest conduction states at $\Gamma$ (hereafter referred to simply as the valence and conduction states).

Following Refs. [18] and [20], we model hypothetical magnetic phases by the $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian $H_{\mathbf{k} \mathbf{p}} + H_{\text{EX}}$ with the matrix elements of the additional exchange-filed contribution $\left[H_{\text{EX}}\right]_{\mu \nu} = -J_{\mathbf{k} \mathbf{p}} \cdot \left[S_{\mathbf{k} \mathbf{p}}\right]_{\mu \nu}$ expressed in terms of the spin matrix elements $\left[S_{\mathbf{k} \mathbf{p}}\right]_{\mu \nu} = \langle \Psi_{n\mu} | \sigma | \Psi_{n\nu} \rangle$, where $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ is the vector of the Pauli matrices. Here, the exchange-interaction parameters are given by the vector $J_{\mathbf{k} \mathbf{p}}$ ($J_{\mathbf{k} \mathbf{p}} = J_{\mathbf{M}}$) collinear to the magnetization $\mathbf{M}$ due to ferromagnetic doping. In this study, we consider the out-of-plane (along $z$) orientation of the magnetization, $\mathbf{M} \parallel \hat{z}$. For simplicity, we assume the exchange-interaction parameters to be nonzero only for the valence and conduction states and to be the same for the two states, i.e., $J_{n\ell} = J_2$ for $n, \ell \in \{1, 2\}$ and $J_{n\ell} = 0$ for $n, \ell \notin \{1, 2\}$. (These states are numbered in order of increasing energy: the valence state $|\Psi_1\rangle$ and the conduction state $|\Psi_2\rangle$.) As a consequence, the nonzero part of $H_{\text{EX}}$ is given by a $4 \times 4$ matrix, the corresponding $4 \times 4$ block of the spin matrix being

$$S_{\mathbf{k} \mathbf{p}}^{4 \times 4} = \begin{pmatrix} S_1 & 0 \\ 0 & S_2 \end{pmatrix}.$$  \hspace{1cm} (1)

Here $S_n = (s^x_n, s^y_n, s^z_n)$ with $\sigma_{n\ell} = (\sigma_x, \sigma_y)$ and $n = 1$ or 2. Thus, the effect of the z-directed exchange field on the TI band gap is described by the matrix $H_{\text{EX}}^{4 \times 4} = -J_2 \cdot S_{\mathbf{k} \mathbf{p}}^{4 \times 4}$ proportional to the exchange-interaction parameter $J$ and to the spin expectation values $s^z_{\mathbf{k} \mathbf{p}}$.

III. LANGUAGE OF ATOMIC ORBITALS

In the effective $\mathbf{k} \cdot \mathbf{p}$ approach to magnetism in TIs, the common strategy is to consider the basis wave function as if they were eigenfunctions of the spin operator along $\mathbf{z}$ [13, 34, 35]. In Eq. (1), this corresponds to $s^z_{\mathbf{k} \mathbf{p}} = s^z_1 = s^z_2 = 1$. This is, however, not the case in the ab initio calculations. Fig. 2: while $s^z_2$ (CB) is almost unity for all the bulk TIs studied, the parameter $s^z_1$ (VB) is significantly smaller than unity, and it has different magnitude and even different sign in different TIs [see Fig. 2(a)].
To see the actual spin distribution behind \( s_1^z \) and \( s_2^z \), let us consider the on-site spin \( z \)-contributions and their relation to the on-site expectation values of the orbital angular momentum \( \hat{L} \) and total angular momentum \( \hat{J} \). The on-site value is defined as the expectation value of an operator in an eigenstate of \( H_{\text{QMS}} \) at \( \Gamma \) calculated as an integral over the one-dimensional (MT) sphere of the atomic states, see Appendix A. In the bulk crystals, there are three types of the symmetry equivalent sites, \( \tau = 1, 2, \) and 3 [see Fig. 3(a)]. The types 1 and 2 comprise two sites each: \( \tau = 1 \) is Bi or Sb in the planes next to the middle plane of the QL and \( \tau = 2 \) is Se or Te in the QL outer planes. The type 3 has one site, Se or Te in the middle plane of the QL.

In Fig. 2(a), we show the contribution to \( s_1^z \) from all the MT spheres. For example, for \( \text{Bi}_2\text{Se}_3 \) the MT-contribution is \( S_{\text{MT}}^{n,j} = 2S_{n,\text{Bi}}^z + 2S_{n,\text{Se}}^z + S_{n,\text{Se}}^z \), with \( S_{n,j}^z \) listed in Table A I of Appendix A. The appreciable difference between \( s_1^z \) and the MT-contribution to it is obviously due to the spin density in the interstitial region. As seen in Fig. 2(a), \( s_1^z \) is dominated by the MT-contribution; it is positive and varies slightly from one TI to another. In contrast, \( s_2^z \) behaves differently in different materials: it is positive for \( \text{Bi}_2\text{Se}_3 \) and \( \text{Bi}_2\text{Te}_2\text{Se} \) but negative for \( \text{Bi}_2\text{Te}_3 \) and \( \text{Sb}_2\text{Te}_3 \). The contributions of the MT-spheres and the interstitial region to \( s_1^z \) have the same sign in \( \text{Bi}_2\text{Se}_3 \) and \( \text{Bi}_2\text{Te}_3 \), but for \( \text{Bi}_2\text{Te}_2\text{Se} \) and \( \text{Sb}_2\text{Te}_3 \) the interstitial and MT contributions have opposite signs, and the resulting total spin \( s_1^z \) is close to zero.

It is instructive to compare \( s^z \) and \( s^i \) for different materials, see Fig. 2(b). For \( \langle \Psi_2 | \langle \Psi_1 \rangle \) (CB), the relation between \( s_2^i \) and \( S_{\text{MT}}^{n,j} \) is similar to that of \( s_2^z \) and \( S_{\text{MT}}^{n,j} \) [Fig. 2(a)], which means that also for the interstitial and MT contributions are of the same sign. For \( \langle \Psi_1 | \langle \Psi_1 \rangle \) (VB), the MT and the interstitial contribution to \( s_1^i \) are also of the same sign for all TIs, while this is not the case for \( s_1^z \). Thus, the material’s individuality manifests itself in \( s_1^z \) but not in \( s_1^i \).

In Fig. 4, we visualize the on-site expectation values of the operators \( \hat{L} \), \( \hat{S} \), and \( \hat{J} \) by the vectors \( \mathbf{L}_{n,j} \), \( \mathbf{S}_{n,j} \), and \( \mathbf{J}_{n,j} \) on the two-dimensional \((\mu, \nu)\) plane, as explained in Appendix A. Keeping in mind that crystal breaks the rotation symmetry of a free atom, let us see if we still can use the atomic-orbital terminology \( \langle j m_j \rangle \) for the Bloch states under study. Clearly, if the basis spinor wave functions were eigenfunctions of the operators \( \hat{J}^2 \) and \( \hat{J}_z \), the respective eigenvalues \( j \) and \( m_j \) would not depend on the volume of integration. Since the \( p \) orbitals (mostly \( p_z \)) strongly dominate in the MT spheres that have the largest weight in the states \( \langle \Psi_1 \rangle \) and \( \langle \Psi_2 \rangle \), the deviation of the components of the vectors shown in Fig. 4 (marked by pale blue parallelograms) from the values characteristic of the atomic states of \( p \)-character (the rightmost column in Fig. 4) is a measure of the departure from the atomic behavior.

As the reference atomic states, we consider the eigenfunctions of the total angular momentum \( \langle j m_j \rangle \) widely used in \( \mathbf{k} \cdot \mathbf{p} \) theory \([33, 36–39]\):

\[
\begin{align*}
1 \frac{1}{2} & \frac{1}{2} \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & 0 & 0 & 0 & 0
\end{align*}
\]

or

\[
\begin{align*}
1 \frac{1}{2} & \frac{3}{2} & \frac{3}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
1 & x & -iy & 1 & -z & x - i y \\
3 & 1 & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
0 & -2z & x+i y & 0 & 2z & x + i y
\end{align*}
\]

where \( s, x, y, \) and \( z \) are real and \( p \) orbitals. The functions in Eq. 2 are for \( m_j = \pm \frac{1}{2} \) [23], with the phase factors being chosen such that the pairs are Kramers conjugate: \( \langle j, \frac{1}{2} \rangle = \langle \bar{J}, \frac{1}{2} \rangle \), similar to our basis wave functions \( \langle \Psi_{n,j} \rangle \). Here \( T = K \sigma_z \) is the time reversal operator, and \( K \) is the complex conjugation operator.

As seen in Fig. 4, all the four TIs show similar pattern caused by the similar orbital character of the states \( \langle \Psi_1 \rangle \) and \( \langle \Psi_2 \rangle \) in the respective spheres. For \( \langle \Psi_1 \rangle \), the type-1 vectors \( \mathbf{L}_{1,i \in 1} \) and \( \mathbf{S}_{1,i \in 1} \) make a large angle so that their \( j \)-projections have opposite signs and both \( z \)-projections are positive, Fig. 4. Due to the large orbital momentum \( \mathbf{L}_{1,i \in 1} \), the resulting vector \( \mathbf{J}_{1,i \in 1} \) gravitates towards \( \mathbf{L}_{1,i \in 1} \). Note the \( z \)-projection of \( \mathbf{J}_{1,i \in 1} \) is nearly \( \frac{1}{2} \), which is the \( \hat{J}_z \) expectation value in the \( m_j = \pm \frac{1}{2} \) states. Also the value of \( j \) found from the equation \( j(j+1) = J^2_{1,i \in 1} \) is about 0.7, which is rather close to \( j = \frac{1}{2} \). In contrast, for type 2, the angle between \( \mathbf{L}_{1,i \in 2} \) and \( \mathbf{S}_{1,i \in 2} \) is almost \( \pi \), and their \( z \)-projections have opposite signs too. The total angular momentum \( \mathbf{J}_{1,i \in 2} \) deviates only slightly from \( \mathbf{L}_{1,i \in 2} \) as in the atomic states \( \frac{1}{2}, \pm \frac{1}{2} \), see the rightmost column in Fig. 4. The difference from the atomic case is mainly due to the orbitals \( p_\pm = p_x \pm ip_y \) dominating over \( p_z \). Type 3 has a minor weight in the state, and we just note that...
both $L_{1,i\in3}$ and $S_{1,i\in3}$ have negative $i$-projections, while their $z$-projections are negative and positive, respectively.

In $|\Psi_2\rangle$, the orbital angular momentum $L_{2,i\in1}$ is very small, so $J_{2,i\in1}$ deviates only slightly from the respective spin $S_{2,i\in1}$, which is practically the same for all TIs, with the $z$-projection of $J_{2,i\in1}$ being very close to $\frac{1}{2}$. This situation is close to one of the atomic $|S\rangle$ states, see Fig. 4. For $\tau = 2$, the spin $S_{2,i\in2}$ behaves similarly, but $L_{2,i\in2}$ is rather large while its $z$-projection is small. As a result, $J_{2,i\in2}$ and $S_{2,i\in2}$ are far from being co-directional. Although $J_{2,i\in2}$ is very close to $\frac{1}{2}$ and $J \approx 1.4$ (from the ratio $J_{2,i\in2}^2/Q_{2,i\in2}$), the vectors $L_{2,i\in2}$, $S_{2,i\in2}$, and $J_{2,i\in2}$ do not closely follow their atomic counterparts $|\frac{1}{2}, \pm \frac{1}{2}\rangle$ mainly due to the $p_z$ contribution being considerably larger than those of $p_{\pm}$, Fig. 4. Finally, the vectors $L_{2,i\in3}$, $S_{2,i\in3}$, and $J_{2,i\in3}$ of type 3 behave rather similar to those of type 2. The largest differences are observed in Sb$_2$Te$_3$.

Fig. 4 clearly demonstrates that the Bloch states $|\Psi_1\rangle$ and $|\Psi_2\rangle$ near the nuclei are rather far from atomic-like: Unlike the pure atomic states, total angular momentum and spin are neither parallel nor antiparallel. At the same time, in the MT-spheres with the largest weight in $|\Psi_1\rangle$ and $|\Psi_2\rangle$, these Bloch states are characterized by the values of $J_{n,i\in1}/Q_{n,i\in1}$ that are rather close to $\frac{1}{2}$. Therefore, our choice of the Kramers pairs, with the members of the pair numbered by the subscript $\mu$ indicating the on-site expectation value $J^z$ of the operator $\hat{J}_z$, is in line with the traditional effective models of the $k \cdot p$ theory in the $|j, m_j\rangle$ representation. In practice, this choice turns out to preserve the unified form of the $ab$ initio derived $k \cdot p$ Hamiltonian for the whole class of TIs.

Turning back to the spin parameter $s^z$, we can conclude that in the state $|\Psi_1\rangle$ of Bi$_2$Te$_3$ the rather large negative value of $s_{2}^z$ is due to the sizable negative $z$ spin on the Te-atoms of the QL outer planes and the nearly zero $z$ spin on the Bi atoms. In the state $|\Psi_2\rangle$ of Bi$_2$Te$_3$, the same Te-atoms are responsible for the positive $s_{2}^z$. This means that here the response of the conduction and valence state to the out-of-plane magnetization is almost exclusively determined by the Te-atoms of the QL outer planes or, very roughly, by their atomic-like $p$-states $|\frac{1}{2}, \pm \frac{1}{2}\rangle$ and $|\frac{3}{2}, \pm \frac{1}{2}\rangle$.

IV. EXTERNAL EXCHANGE FIELD EFFECT

We now turn to the effect of the external exchange field along $z$ axis on the bulk band structure of the TIs. We will explore both the inversion of the bands that form the edges of the gap and their spin $z$ polarization depending on the exchange parameter $J$. We put a special focus on the behavior of the band edges at the “critical” values of $J$ at which the conduction and valence bands touch at $\Gamma$. The diagonal form of the $z$ component of the spin matrix (1) simplifies the effect of the exchange term $H_{\text{EX}}$, reducing it to a shift of the energies of the basis states.
The critical values are determined by how fast the respective energy changes with increasing field, and its sign determines which states (with the opposite or same sign of \( J \)) will close in energy and interact and whether the valence and conduction bands will cross or anticross. In other words, which matrix elements of the \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian are responsible for the formation of the valence and conduction bands near the Fermi level in the magnetic system. In this regard, we distinguish two cases: the spin \( s^z \) and the on-site total angular momentum \( J_z \) in the state \( |\Psi_1\rangle \) have the same sign (\( \sigma \parallel \mu \)) or opposite sign (\( \sigma \parallel \mu \)).

In order to elucidate the effect of the exchange field on the bulk band structure of all the TIs, we derive an eight-band third-order \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian. The resulting bands for the three values of \( J \) listed in Table I are shown in Figs. 5(a)-5(d). To illustrate the band inversion, let us consider the contributions \( |C_{1(2)}|^2 \) of the basis states \( |\Psi_{1(2)}\rangle \) to the eigenstates of the magnetic \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian. In Fig. 5, the fat bands highlighting the overbalance \( \Delta \rho = |C_2|^2 - |C_1|^2 \) of one of the contributions \( |C_{1(2)}|^2 \) are green for positive \( \Delta \rho \) and brown for negative \( \Delta \rho \). Here, we are interested in the effect of the \( z \) directed exchange field on the band gap both in the \((k_x, k_y)\) plane at \( k_z = 0 \) and along \( k_z \). To this end, we calculate the band structure along the \( \Gamma-Z \) line, which lies on \( z \) axis, and in the \( \Gamma-L \) direction, which has only a rather small projection on \( z \) axis. Hereafter, the Fermi energy is taken to be independent of \( J \).

As seen in Figs. 5(a)-5(d), the field causes a splitting of the doubly degenerate bands, which is very different for VB and CB due to the very different magnitudes of \( s_1^z \) and \( s_2^z \), Fig. 2(a). With increasing the field, the splitting leads to a decrease of the band gap. At \( J = J_1 \), which

\[
|\Psi_{1\mu}\rangle \quad \text{and} \quad |\Psi_{2\mu}\rangle \quad \text{at } \Gamma.
\]

Therefore, the critical values are

\[
\mathcal{J}^{c+}_{\mu} = (\epsilon_2 - \epsilon_1)/(|s_1^\mu| + |s_2^\mu|),
\]

\[
\mathcal{J}^{c+}_{\mu} = (\epsilon_2 - \epsilon_1)/(|s_2^\mu| - |s_1^\mu|) \quad \text{for } |s_2^\mu| > |s_1^\mu|,
\]

\[
\mathcal{J}^{c+}_{\mu} = (\epsilon_2 - \epsilon_1)/(|s_1^\mu| - |s_2^\mu|) \quad \text{for } |s_2^\mu| < |s_1^\mu|,
\]

where the up and down arrows stand for the sign of the expectation spin \( z \) projection in the state \( |\Psi_{n\mu}\rangle \). Note that the critical values \( \mathcal{J}^{c+}_{\mu} \) and \( \mathcal{J}^{c-}_{\mu} \) are meaningless in the effective models in which the basis functions are treated as eigenfunctions of the spin operator \( (s_1^\mu = 1) \). In our \( \mathbf{k} \cdot \mathbf{p} \) theory, not only the magnitude of \( s_1^\mu \) (which is less than unity) but also its sign is different in different TIs, whereby the magnetic response of each TI acquires individual character. The magnitude of \( s^z \) determines how fast the respective energy changes with increasing field, and its sign determines which states (with the opposite or same sign of \( J^z \)) will close in energy and interact and whether the valence and conduction bands will cross or anticross. In other words, which matrix elements of the \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian are responsible for the formation of the valence and conduction bands near the Fermi level in the magnetic system. In this regard, we distinguish two cases: the spin \( s^z \) and the on-site total angular momentum \( J_z \) in the state \( |\Psi_1\rangle \) have the same sign (\( \sigma \parallel \mu \)) or opposite sign (\( \sigma \parallel \mu \)).

In order to elucidate the effect of the exchange field on the bulk band structure of all the TIs, we derive an eight-band third-order \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian. The resulting bands for the three values of \( J \) listed in Table I are shown in Figs. 5(a)-5(d). To illustrate the band inversion, let us consider the contributions \( |C_{1(2)}|^2 \) of the basis states \( |\Psi_{1(2)}\rangle \) to the eigenstates of the magnetic \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian. In Fig. 5, the fat bands highlighting the overbalance \( \Delta \rho = |C_2|^2 - |C_1|^2 \) of one of the contributions \( |C_{1(2)}|^2 \) are green for positive \( \Delta \rho \) and brown for negative \( \Delta \rho \). Here, we are interested in the effect of the \( z \) directed exchange field on the band gap both in the \((k_x, k_y)\) plane at \( k_z = 0 \) and along \( k_z \). To this end, we calculate the band structure along the \( \Gamma-Z \) line, which lies on \( z \) axis, and in the \( \Gamma-L \) direction, which has only a rather small projection on \( z \) axis. Hereafter, the Fermi energy is taken to be independent of \( J \).

As seen in Figs. 5(a)-5(d), the field causes a splitting of the doubly degenerate bands, which is very different for VB and CB due to the very different magnitudes of \( s_1^z \) and \( s_2^z \), Fig. 2(a). With increasing the field, the splitting leads to a decrease of the band gap. At \( J = J_1 \), which

\[
J_1 = 100, \quad J_2 = 584^*, \quad J_3 = 1003^*;
\]

where \( J_1 \) is the critical value of the exchange interaction parameter \( J \) accounting for the appearance of external exchange field along \( z \) axis, see \( J_1, J_2 \) and \( J_3 \) listed in Table I. (e)-(h) Band structure for the bulk model insulators \( I_0, I_1, I_2, \) and \( I_3 \) (see text) by the four-band Hamiltonian (3) for \( J_1 = J_3^\uparrow = 280 \text{ meV}, J_2 = 500 \text{ meV}, \) and \( J_3 = J_3^\uparrow = 784 \text{ meV} \). Dashed black lines show the band structure for \( J_3 \) by the four-band Hamiltonian (3) without the third-order terms. In all graphs, black lines show the zero-field band structure. The band inversion is shown by green (\( \Delta \rho > 0 \)) and brown (\( \Delta \rho < 0 \)) fat bands, see text. Red (blue) fat bands show \( \Delta \rho > 0 \) (\( \Delta \rho < 0 \)) states of the respective model. Green open (filled) squares mark the topologically trivial, \( Z_2 = 0 \) (non-trivial, \( Z_2 = 1 \)), zero-field ground state, while red open (filled) squares highlight the state with \( \sigma \parallel \mu \) (\( \sigma \parallel \mu \)).

\[
\begin{array}{ccc}
J_1 & J_2 & J_3 \\
\text{Bi}_2\text{Se}_3 & 100 & 286^* & 507^* \\
\text{Bi}_2\text{Te}_3 & 200 & 584^* & 1003^* \\
\text{Bi}_2\text{Te}_2\text{Se} & 300 & 765^* & 1100 \\
\text{Sb}_2\text{Te}_3 & 100 & 403^* & 800 \\
\end{array}
\]
is below the critical value $J_c^{\dagger}$, the gap is still open and inverted. The gap is definitely closed at $J_3 = J_c^{\dagger}$ in all the TIs: a split-off CB subband touches one of the VB subbands at $\Gamma$. Note that in Bi$_2$Se$_3$ and Bi$_2$Te$_2$Se ($\sigma \parallel \mu$) the touch implies that the states $|\Psi_{2\uparrow}\rangle$ and $|\Psi_{1\downarrow}\rangle$ in the presence of the field have equal energies: $\epsilon_1 + s_z J = \epsilon_2 - s_z J$. In Bi$_2$Te$_3$ and Sb$_2$Te$_3$ ($\sigma \parallel \mu$), equal are the field-perturbed energies of $|\Psi_{2\uparrow}\rangle$ and $|\Psi_{1\downarrow}\rangle$: $\epsilon_1 - s_z J = \epsilon_2 - s_z J$. In the TIs with $\sigma \parallel \mu$ a further increase of the field is accompanied by the crossing of the CB and VB subbands away from $\Gamma$ in the $\Gamma$-$Z$ direction. Thereby a reopening of the gap is prevented, see the orange arrow in Figs. 5(a). The crossing that occurs at some $k_z$ gives rise to a Weyl node with its partner at $-k_z$. In the TIs with $\sigma \parallel \mu$, there is no crossing, and the band structure along $\Gamma L$ and $\Gamma Z$ becomes semimetal-like, which is most clearly seen in Bi$_2$Te$_3$ [the orange arrow in Fig. 5(b)]. In Sb$_2$Te$_3$, this behavior is less pronounced due to a very small avoided-crossing gap between the subbands in the $\Gamma$-$L$ line.

When reaching the next critical value $J_c^{\dagger 4}$ (which is $J_3$ for Bi$_2$Se$_3$ and Bi$_2$Te$_3$), the field causes one more touch: the CB subband meets the lowest VB subband at $\Gamma$, Fig. 5(a) and 5(b). For Sb$_2$Te$_3$ and Bi$_2$Te$_2$Se the value $J_c^{\dagger 4}$ is only slightly larger than $J_c^{\dagger}$, since these TIs have a very small $|s_z|$.

The above brief analysis already reveals that owing to the different $s^z$, the conduction and the valence states respond differently to the out-of-plane magnetization, and, depending on the relative sign of $s$ and $J$ in these states, two distinct scenarios of the magnetization effect arise. In the $\sigma \parallel \mu$ TIs (the conventional response), we observe the modifications of the subbands by the field, which in $\Gamma$-$Z$ expectedly result in the appearance of the Weyl nodes along the $k_z$ axis. Along $\Gamma$-$L$ or, more generally, in the $k_z = 0$ plane, the modifications manifest themselves in closing the gap and its subsequent reopening similar to the well-studied case of thin films. The $\sigma \parallel \mu$ TIs show a rather complex (unconventional) response to the field both along $\Gamma$-$Z$ and along $\Gamma$-$L$, which has hitherto been overlooked for the topological insulators. In Sec. VB, we present a more detailed analysis of the mentioned scenarios, including the MEI effect on the basis-state composition ($\Delta \rho$) of the subbands and their spin $z$ polarization at different $J$ for the $\sigma \parallel \mu$ and $\sigma \parallel \mu$ cases.

V. MINIMAL $k \cdot p$ MODEL FOR MAGNETIC SYSTEM

A. Four-band representation

The minimal $k \cdot p$ model of the TI bulk crystals has the basis limited to the states $|\Psi_{1}\rangle$ (VB) and $|\Psi_{2}\rangle$ (CB). With this basis set, the microscopically derived $4 \times 4$ Hamiltonian reads

$$H_{kp} = \begin{pmatrix} H_1 & H_R + H_n + H_z \\ H_R^\dagger + H_n^\dagger & H_2 \end{pmatrix},$$

where $H_n = [\epsilon_n + M_n^z k_n^2 + M_n^2 k_n^2]_{2 \times 2}$ with $k_n = \sqrt{k_x^2 + k_y^2}$. The coupling between the Kramers pairs is described by the following terms:

$$H_R = \begin{pmatrix} -i\alpha(k^3_+ - k^3_-) & i\beta(k^3_+ - k^3_-) \\ -i\beta(k^3_+ - k^3_-) & i\alpha(k^3_+ - k^3_-) \end{pmatrix},$$

$$H_z = \begin{pmatrix} i\beta k_z & i\delta k^2_z k_x \\ -i\delta k^2_z k_x & i\beta k_z \end{pmatrix},$$

and $H_n = i\eta(k^3_+ + k^3_-)_{2 \times 2}$. Here, $k_\pm = k_x \pm ik_y$ and

$$\alpha_n = \alpha^{(1)} + \alpha^{(3)} k_3^2 + \alpha^{(3)} k_z^2,$$

$$\beta_z = \beta^{(1)} + \beta^{(3)} k_z^2 + \beta^{(3)} k_3^2.$$

In this basis, the spin matrix is just the $4 \times 4$ block (1) of Sec. II. The microscopically obtained parameters of the present four-band $k \cdot p$ model are listed in Table B II of Appendix B. Note that the fully $ab$ initio derived Hamiltonian (3) is an improvement over the third-order Hamiltonian of Ref. [23] because it includes additional third-order terms proportional to $\tilde{\alpha}^{(3)}, \tilde{\beta}^{(3)},$ and $\delta$ accounting for the interplay between the in-plane ($k_x$ and $k_y$) and out-of-plane ($k_z$) components. The values of these parameters obtained from the $ab$ initio spinor wave functions turn out too large to consider these terms negligible. The additional cubic terms describe more accurately the VB and CB extrema located in the mirror plane [shaded areas in Fig. 3(b)]. In the presence of the $k_z$-directed exchange field, these terms are responsible for the appearance of additional Weyl nodes both in the mirror planes and along the $k_z$ axis. Thus, our four-band $k \cdot p$ model fully takes into account the $k$-cubic effect on the bulk band structure.

Similar to Ref. [16], the four-band Hamiltonian (3) with the parameters listed in Table B II of Appendix B produces a band gap between the VB and CB in the TI spectra, and for Bi$_2$Se$_3$ and Sb$_2$Te$_3$ near the $\Gamma$ point the width of the gap and the dispersion of its edges are close to that in the original spectra. However, for Bi$_2$Te$_2$Se and Bi$_2$Te$_3$ the $k \cdot p$ band gap is substantially narrower than the actual one, and the dispersion of the valence and conduction bands around $\Gamma$ are rather far from the true all-electron bands. For these TIs, a much more accurate description is provided by the eight-band Hamiltonian used in Sec. IV. In this section, we rely on the minimal
\[ \mathbf{k} \cdot \mathbf{p} \] model to reveal the essential physics behind the exchange-field effect on the bulk TI spectra presented in Figs. 5(a)-5(d). To this end, in the next subsection we introduce model insulators and apply to them the four-band Hamiltonian (3).

B. Scenarios of magnetic splitting

To simplify the analysis of the exchange filed effect on the TI spectra shown in Figs. 5(a)-5(d) and, more generally, to outline possible scenarios that can be realized in bulk crystals of magnetic insulators, let us introduce model insulators. We start with the Hamiltonian parameters of Sb$_2$Te$_3$ listed in Table B II and only set the effective mass to $M_2^\sigma = -1.89$ and enlarge the spin parameter: \( |s_\uparrow^\sigma| = 0.42 \). This gives us two topologically non-trivial model insulators $I_2^\sigma$ and $I_2^\bar{\sigma}$, where the superscripts $\sigma$ and $\bar{\sigma}$ indicate the ordinary ($s_\uparrow^\sigma > 0$) and exceptional ($s_\downarrow^\sigma < 0$) relation between $s^z$ and $J^z$, i.e., the cases $\sigma \parallel \mu$ and $\bar{\sigma} \parallel \mu$, respectively. The effective mass $M_2^\sigma$ is modified such as to reduce the CB and VB dispersion. The analysis of the inversion and spin polarization of the bands along $k_z$. However, it also reduces to $0.02$ eV the fundamental inverted band gap of $I_2^\sigma$ and $I_2^\bar{\sigma}$, which is located off the high-symmetry lines in the mirror plane. [Note that these topological model insulators are close to being Dirac semimetals with four-fold degenerate Dirac points in the mirror plane: when the effective mass is slightly changed to $M_2^\sigma = -2.59$, there appear points in the mirror plane at which (i) the diagonal elements $H_1$ and $H_2$ of Eq. (3) become equal and (ii) the non-diagonal elements of Eq. (3) vanish, i.e., both equations $i\alpha_\sigma k_+ + i\delta k_+^2 k_z = 0$ and $i\beta_\sigma k_+ + i\eta(k_+^2 + k_+^2) = 0$ hold.] By inverting the sign of the effective mass: $M_{\mu} = -M_{\mu}^\bar{\sigma}$, from $I_2^\sigma$ and $I_2^\bar{\sigma}$ we obtain two trivial (band) insulators $I_0^\sigma$ and $I_0^\bar{\sigma}$. The resulting fundamental trivial band gap of $I_0^\sigma$ and $I_0^\bar{\sigma}$ is $0.37$ eV at $\Gamma$.

Figures 5(c)-5(h) show the band structure of the four model insulators for three values of the exchange parameter $J$. In order to disentangle the band-dispersion curves, let us group the four subbands in two pairs, $P_{\text{in}}$ and $P_{\text{out}}$, according to their behavior upon the application of the field. (For $I_0^\sigma$ and $I_0^\bar{\sigma}$, along the $\Gamma$-L line these pairs are similar, respectively, to the NS and TS pairs of thin films, which we introduced in Sec. I.) Each pair contains one subband of the original doubly degenerate VB and one of the CB. The subbands of the pair $P_{\text{in}}$ ($P_{\text{out}}$) move towards (away from) each other when the exchange field is introduced. First, we consider the $I_0^\sigma$ model insulator, which embodies the $\sigma \parallel \mu$ case. Here, the two subbands forming the pair ($P_{\text{in}}$ or $P_{\text{out}}$) are related to the basis states with different $\mu$. To get insight into the interplay within the pair $P_{\text{in}}$, we focus on the related $2 \times 2$ blocks of the Hamiltonian (3) and the exchange term $H_{\text{EX}}$:

\[
H_{\sigma|\mu} = \begin{pmatrix} \epsilon_1 + s_\uparrow^\sigma J & i\alpha_\sigma k_+ + i\delta k_+^2 k_z \\ -i\alpha_\sigma k_+ - i\delta k_+^2 k_z & \epsilon_2 - s_\downarrow^\sigma J \end{pmatrix},
\]

where $\tilde{c}_n = \epsilon_n + M_n^\sigma k_+^2 + M_n^\sigma k_z^2$.

For a finite $J < J_{\text{c}}^{\uparrow\downarrow}$ [not shown in Fig. 5(e)], by construction, the $P_{\text{in}}$ gap narrows, while the $P_{\text{out}}$ gap gets wider. Both these gaps remain trivial. Next, as seen in Fig. 5(e), for $J_1 = J_{\text{c}}^{\uparrow\downarrow} + J_{\text{c}}^{\uparrow\downarrow}$ the $P_{\text{in}}$ gap is closed at $\Gamma$. According to $H_{\sigma|\mu}$ of Eq. (6), along $\Gamma$-L the leading term of the interaction within the $P_{\text{in}}$ pair is linear in $k_z$, and, therefore, the dispersion around $\Gamma$ is Dirac-like. Beyond this critical point, for $J_1^{\uparrow\downarrow} < J_2 < J_{\text{c}}^{\uparrow\downarrow}$, only the $P_{\text{in}}$ gap changes character: it becomes inverted in the $\Gamma$-L direction. Along the $\Gamma$-Z direction, $H_{\sigma|\mu}$ has only diagonal terms, and the $P_{\text{in}}$ subbands simply cross at some $k_z$. As a consequence, we have a single pair of Weyl nodes on the $k_z$-axis. Upon a further increase of the field up to $J_3 = J_{\text{c}}^{\uparrow\downarrow}$ the subbands with the same $\mu$ of different partners touch at $\Gamma$. Since the interaction of these subbands is linear in $k_z$ [see the Hamiltonian (3) and Eq. (7) below], it is accompanied by a Dirac-like dispersion around $\Gamma$ along the $\Gamma$-Z line.

In $I_0^\sigma$, the spin $z$ polarization of the subbands by the field in the $\Gamma$-Z direction is trivial, i.e., for every subband the spin $z$ projection $S_z$ has the same sign over the whole $k_z$ interval. Along the $\Gamma$-L line, the polarization of the $P_{\text{out}}$ subbands is also trivial, while in the $P_{\text{in}}$ pair the subbands are inverted and the polarization is reversed at some point in the $\Gamma$-L line.

In the $I_0^\sigma$ model insulator, which differs from $I_0^\sigma$ by the sign of $s_\uparrow^\sigma$ (the $\bar{\sigma}$ $\parallel \mu$ case), the two subbands of the pair $P_{\text{in}}$ or $P_{\text{out}}$ originate from the basis states with the same $\mu$, and the $2 \times 2$ blocks of the Hamiltonian (3) and $H_{\text{EX}}$ that correspond to the $P_{\text{in}}$ give the term

\[
H_{\sigma|\mu} = \begin{pmatrix} \epsilon_1 - s_\downarrow^\bar{\sigma} J & i\beta_\bar{\sigma} k_z + R_3 \\ -i\beta_\bar{\sigma} k_z - R_3 & \epsilon_2 + s_\uparrow^\bar{\sigma} J \end{pmatrix}
\]

with $R_3 = i(\eta + \theta)k_+^3 + i(\eta - \theta)k_+^1$.

In comparison with $I_0^\sigma$, the situation is mirrored: in $I_0^\bar{\sigma}$ along the $\Gamma$-Z line the pairs $P_{\text{in}}$ and $P_{\text{out}}$ behave like the pairs of $I_0^\sigma$ in the $\Gamma$-L direction with increasing the filed, cf. Fig. 5(e) and 5(f), also regarding the basis-state composition and the spin z polarization. However, there is an important difference: in the $\Gamma$-L direction the subbands of $P_{\text{in}}$, which are expected to cross, similar to the respective subbands of $I_0^\sigma$ in $\Gamma$-Z, anticross due to the $R_3$ terms of $H_{\sigma|\mu}$. As a consequence, the inverted gap reopens for $J > J_{\text{c}}^{\uparrow\downarrow}$ in both the $\Gamma$-L and $\Gamma$-Z direction. Due to the avoided crossing between the $P_{\text{in}}$ subbands, their spin $z$ polarization reverses sign in the $\Gamma$-L direction as well. Note that the band structure by the second-order Hamiltonian, which neglects the $k_+^3$ terms [see dashed lines in Figs. 5(f)], also has a tiny gap along $\Gamma$-L, since this line does not lie exactly in the $k_z = 0$ plane, but at the same time there is a crossing of the subbands exactly in this plane at all polar angles of $K_z$.

We now turn to the $I_0^\sigma$ model insulator—the $\sigma || \mu$ TI, which derives from $I_0^\sigma$ by reversing the sign of the effective masses, so that the pairs $P_{\text{in}}$ and $P_{\text{out}}$ of $I_0^\sigma$ have inverted gaps for $J$ below $J_{\text{c}}^{\uparrow\downarrow}$. In the $2 \times 2$ representation of the $P_{\text{in}}$ pair by the term $H_{\sigma|\mu}$ of Eq. (6), the inversion of
its subbands along Γ-Z can be taken into account by the substitution ε₁ → ε₁ − ℳ(\k) and ε₂ → ε₂ + ℳ(\k), where the correction

\[ ℳ(\k) = \frac{β^{(1)}k^2}{ε_2 - ε_1} \left[ \frac{β^{(1)} + 2β^{(3)}k^2}{ε_2 - ε_1} (M_1^ε - M_2^ε) \right] \]

is found by means of the Löwdin partitioning [31–33] of the Hamiltonian (3), retaining terms up to fourth order in \k. For \J = 0, the ℳ-corrected diagonal terms of \H_{σμ} reproduce the zero-field behavior of the CB and VB dispersion [shown in Fig. 5(g) by black lines] along the Γ-Z line. Thus, as well as in \Ip, for a finite \J it is the field that causes the crossing of the \Pin subbands along Γ-Z, giving rise to the Weyl nodes on the \kz-axis. Also, similar to \Ip, the spin z polarization of the subbands is trivial, despite the changes in their basis-state composition originated from the initial (at \J = 0) inversion of the \Pin and \Pout gaps, see Fig. 5(g).

In the Γ-L direction, at \J = \Jc↑↓ the \Pin subbands touch at Γ and demonstrate the Dirac-like dispersion. For larger \J, the \Pin gap is no longer inverted in this direction, while the \Pout gap preserves its original character, i.e., remains inverted. As in \Ip, the inversion of the spin \Sz of the subbands accompanies the subband inversion. [Not to be confused with the avoided crossing TIs; the spin acts, i.e., remains inverted. As in [28–30] and \Ip, the inversion of the spin \Sz of the subbands accompanies the subband inversion.]

Finally, we consider the \Ip model insulator, which is a \σ||\μ TI. Similar to the relation between \Ib and \Ip in \Ip we have the Γ-L ↔ Γ-Z mirrored (with respect to \Ip) behavior. It is also seen in the corrections to \ε₁ and \ε₂ of \H_{σμ} of Eq. (7); in the Γ-L direction (or, more precisely, in the \kz = 0 plane) the diagonal terms of the latter are \ε₁ = \N(\k) and \ε₂ + \N(\k) with

\[ \N(\k) = \frac{α^{(1)}k^2}{ε_2 - ε_1} \left[ α^{(1)} + 2α^{(3)}k^2 (M_1^ε - M_2^ε) \right]. \]

In this direction, for \J > \Jc↑↓ the avoided crossing of the \Pin subbands described by the corrected \H_{σμ} is due to the cubic term \R_3. In the absence of this term, in any \kn direction these subbands just cross at some \kni, preserving their basis-state composition reflecting the inversion of the \Ip band gap in the zero-field state, similar to the strong MEI case shown in the pale blue panel of Fig. 1(b). The cubic term brings about the inversion of the \Pin subbands, which is accompanied by the sign reversal of the spin z polarization, see Fig. 5(h). [In Fig. 5(h), for \J_2 the gray arrows mark the avoided-crossing gap between the \Pin subbands, and the orange arrows indicate the positions of the “survived” inverted gaps between the subbands of the TS pairs of Sec. 1] Along Γ-Z, the gap of the \Pin pair becomes trivial for \J > \Jc↑↓, and its subbands are trivially polarized.

Let us now come back to the real TIs. In the spectra in Figs. 5(a)-5(d), we now can recognize the characteristic features of the paired subbands—their basis-state composition and spin z polarization. In spite of the presence of additional bands due to the larger size of the model basis, one can clearly see the fundamental modifications of the band-gap edges and their polarization by the out-of-plane exchange field, which are revealed by the detailed analysis of the model insulators within the minimal third-order \k·p model. Regarding the response to the field, the distinction between the real and model TIs lies in the smaller ratio |\s|/|\s| in real crystals. For Bi₂Te₃ and Bi₂Se₃, this ratio is around 0.3, which is comparable with the value of 0.5 for the model TIs, and, therefore, their response to the field resembles that of \Ip and \Ip, respectively. For Bi₂Te₂Se and Sb₂Te₃, the ratio is smaller than 0.1 and, as a consequence, in these TIs around Γ the subbands of the split VB respond rather weakly and even for a field of a moderate strength give a small energy separation between the valence and conduction bands.

VI. WEYL NODES AND CHERN NUMBER

The above analysis shows that the z-directed exchange field gives rise to Weyl nodes only in the \σ||\μ case and along the k_z-axis. Let us now analyze the behavior of the VB and CB subbands of the model insulators away from high-symmetry lines. We consider the field-induced changes over the whole mirror plane of the BZ, Fig. 3, in which lie the CB and VB extrema of the real TIs [28–30] and of the model insulators \Ip, so that a touch of the VB and CB subbands may take place in this plane at some value of \J.

To characterize the topology of the resulting spectra under the z-directed exchange field, we calculate the Chern number as a function of \kz along Γ-Z from the formula [1, 40]

\[ \mathcal{C}(k_z) = \frac{1}{2\pi} \sum_{λ} \int d\k \, f_λ(\k) Ω_λ(\k), \]

where \f_λ(\k) is the Fermi factor, and \Ω_λ(\k) is the Berry curvature

\[ Ω_λ(\k) = -2\text{Im} \sum_{λ' ≠ λ} \frac{\langle C_λ^\k|V_λ|C_{λ'}^\k⟩⟨C_{λ'}^\k|V_μ|C_λ^\k⟩}{(E_λ^λ - E_λ^μ)^2}. \]

Here, \V_{x,y} = \partial H_{kp}/\partial k_{x,y}, and the vectors \C_λ^\k diagonalize the Hamiltonian \H = \H_{kp} + \H_{EX}, \H_{C_λ^\k} = E_λ^λ \C_λ^\k. We assume an insulating band structure in the \(k_x,k_y\) plane at every \kz, so in calculating \C(k_z) the Fermi energy changes with \kz accordingly.

For \J = 0, all the model insulators are characterized by zero Chern number (8). In \Ip and \Ip, a phase with a nonzero \C(k_z) emerges at \J > \Jc↑↓. In \Ip, right above \J_1 = \Jc↑↓ a single pair of Weyl nodes with opposite chiral charges (−1 and +1) appears on the \kz-axis (at \kz and \kz). Then, at a larger \J (less than \J_2) the VB and CB subbands touch in the mirror plane, giving rise to Weyl
As clearly seen in the figure, in the axes and the related Chern number as a function of \( k \) by red and blue balls in Fig. 3(b).

**FIG. 6.** Band structure and Berry curvature distribution map of the model insulators \( I^b_0, I^c_0, I^b_3, \) and \( I^c_3 \) in the \((k_x, k_z)\) plane at \( k_y = 0 \). The band structure is shown as a projection onto the \( k_x- \) and \( k_z- \) axis. The distribution maps corresponds to the sum of \( \Omega_3 \) of Eq. (9) over the two lowest bands. The band structure and Berry curvature of \( I^b_0 \) and \( I^c_0 \) are for \( \mathcal{J} = 0.70 \text{ eV} \), while \( I^b_3 \) and \( I^c_3 \) the \( \mathcal{J} \) are shown for \( \mathcal{J} = 0.78 \text{ eV} \). The Chern number \( C(k_z) \) as a function of \( k_x \) is also shown by thick red line superimposed on the \( k_z- \) projection of the band structure. Green and red squares indicate the same properties as in Fig. 5.

nodes in this plane. For \( k_z > 0 \), in Fig. 3(b) this occurs in the pale orange parts of the mirror plane, while for \( k_z < 0 \), according to the spatial-inversion symmetry, it takes place in the pale blue parts. Due to the \( C_{3v} \) symmetry the mirror-plane nodes appear in triples, and each set of three nodes carries a chiral charge +3 or −3 (similar sets of three Weyl nodes appear in the ferromagnetic HgCr\(_2\)Se\(_4\) with the magnetization along the [111] axis [41]).

Hereafter, we restrict ourselves to the \((k_x, k_z)\) plane at \( k_y = 0 \), the pale orange and pale blue part of which refer to positive and negative \( k_z \), respectively, Fig. 3(b). In this plane, there are four nodes with \( k_x, k_z > 0 \): two oppositely charged nodes with \( k_x > 0 \) and \( k_z > 0 \) and their partners with \( k_x < 0 \) and \( k_z < 0 \). With increasing the field, the positively charged node with \( k_z > 0 \) and negatively charged node with \( k_z < 0 \) move in the plane towards the \( k_x- \) axis and then pass it through, so \( k_x \) changes sign, and now there are two \( k_z, k_x < 0 \) nodes. In passing through the axis, these mirror-plane nodes merge with the \( k_x- \) axis nodes into double-Weyl nodes having charge \( ±2 \). This occurs at a \( \mathcal{J} \) a few meV above \( \mathcal{J}_2 \) at which the \( P_m \) subbands cross along the \( \Gamma-Z \) line at \( k_x^{DW} = \pm \sqrt{-\frac{\alpha_1^{(1)}}{\alpha_3^{(3)}}} \). The non-diagonal element of \( H_{\text{eff}}[\mu] \) the term \( i\alpha_0 k_- \) is reduced to \( i\alpha_3^{(3)} k_z k_- \), and it is the term \( i\delta k_x^2 k_z \) that is responsible for the \( k_z \)-quadratic dispersion of the subbands around the crossing point as, e.g., in Refs. [42, 43]. As a result, at \( \mathcal{J} \approx \mathcal{J}_3^{(+)} \) we arrive at the mirror-plane nodes with \( ±k_x^2 \) and \( ±k_z^2 \) as shown by red and blue balls in Fig. 3(b).

Figure 6(a) shows for \( \mathcal{J} = \mathcal{J}_{3}^{(+)} \) the band structure of \( I^b_0 \) in the \( k_y = 0 \) plane projected onto the \( k_x- \) and \( k_z- \) axes and the related Chern number as a function of \( k_z \). As clearly seen in the figure, in the \( k_x \) direction (\( \Gamma-M \)) there is a cone at \( \bar{\Gamma} \) related to the pair of the Weyl nodes on the \( k_z \)-axis. Two other cones at finite \( k_x \) correspond to the mirror-plane Weyl nodes. As seen in the figure, because of these nodes the Chern number undergoes two jumps in going from \( \Gamma \) to \( Z \): the first one of −3 at \( k_z^a \) and the second one of +3 at \( k_z^b \). From \( k_z = 0 \) to \( k_z^a \) and from \( k_z^b \) to \( k_z^c \), the Chern number \( C(k_z) \) equals 1 and at \( k_z^c \) drops to zero. Figure 6(a) also shows the Berry curvature distribution in the \( k_z = 0 \) plane for \( I^b_0 \) at \( \mathcal{J}_3 \), which reveals the location of the nodes [depicted by red and blue balls as in Fig. 3(b)] since the Berry curvature is singular at a Weyl node.

In the \( I^b_0 \) model insulator, there are no Weyl nodes along the \( \Gamma-Z \) line. Here, the phase with a nonzero \( C(k_z) \) emerges right above \( \mathcal{J}_{3}^{(+)} \) due to the mirror-plane nodes: the touch of the \( P_m \) subbands at \( \Gamma \) leads to the appearance of a negatively charged Weyl node with \( k_x > 0 \) and \( k_z > 0 \) and its positively charged partner with \( k_x < 0 \) and \( k_z < 0 \) in the \((k_x, k_z)\) plane. A further increase of the field moves the nodes in the mirror plane away from \( \Gamma \). The resulting set of the Weyl nodes in the BZ is similar to that in the magnetic Weyl semimetal Co\(_3\)Sn\(_2\)S\(_2\), which has the same space group as the 3D TIs [44]. Figure 6(b) shows the projected band structure of \( I^c_0 \), the Chern number \( C(k_z) \), and the Berry curvature distribution for \( \mathcal{J} = \mathcal{J}_{3}^{(+)} \); the Chern number is +3 up to the \( k_z \) of the mirror-plane nodes indicated on the Berry curvature distribution map, where \( C(k_z) \) vanishes. This demonstrates that the topology of the resulting spectrum of the insulator under magnetic exchange field changes drastically by reversing the sign of \( s_1^z \).

The \( I^b_0 \) and \( I^c_0 \) insulators have a narrow inverted fundamental gap, and, therefore, already at a rather small \( \mathcal{J} < \mathcal{J}_{3}^{(+)} \) the VB and CB subbands touch in the mirror...
plane, giving rise to the mirror-plane Weyl nodes in a similar way as in $I_g^b$ for $\mathcal{J} > \mathcal{J}_c^{1\uparrow}$. Moreover, in $I_g^b$ an increase of the field (still below $\mathcal{J}_c^{1\uparrow}$) leads to the second touch of the subbands that creates the mirror-plane nodes with $k_x k_z < 0$. As a result, until the $k_z$-axis Weyl nodes appear, there are four sets of three mirror-plane nodes with positive $k_z$ and, consequently, four sets with negative $k_z$. Upon a further increase of the field, half of these sets annihilate, and right above $\mathcal{J} = \mathcal{J}_c^{1\uparrow}$ we arrive at a stable configuration of the mirror-plane and $k_z$-axis Weyl nodes similar to that in $I_g^b$, cf. Fig. 6(a) and Fig. 6(c). As a result, as seen in the figures, the Chern number $\mathcal{C}(k_z)$ and the cone-like features of the projected band structure behave similarly to the case of $I_g^b$.

In $I_g^b$, the second touch takes place at some $\mathcal{J} > \mathcal{J}_c^{1\uparrow}$, after half of the mirror-plane nodes produced by the first touch have already annihilated in $\Gamma$ at $\mathcal{J}_c^{1\uparrow}$. In the projected band structure along $k_z$, Fig. 6(d), the cone that corresponds to the remaining nodes is located between the cones related to the second-touch nodes. Because of these second-touch nodes, which are clearly distinguished in the Berry curvature distribution map in the $k_x k_z < 0$ quadrants of the $(k_x, k_z)$ plane, the Chern number has two jumps more than in the $I_g^b$ insulator.

VII. THIN FILMS

We focus now on the question of whether the unconventional response to the field may occur in the films of 3D TIs. For the bulk crystals, we have shown that there is a strong difference in the spectrum topology, depending on what type of response is realized. Therefore, we expect the different responses to lead to different QAH states of the films. Let us consider first the thickness dependence of the spin expectation values $s^i$ and $s^z$ in the valence and conduction states of the films.

As seen in Fig. 7, in the Bi$_2$Se$_3$ films, which are trivial two-dimensional (2D) insulators for all the thicknesses considered [16], the spin parameters $s_{1z}$ and $s_{2z}$ converge steadily to the averaged spin $\bar{s}^z = \frac{1}{2}(s_{1z}^{1z} + s_{2z}^{2z})$. In contrast, the spins in the films of Bi$_2$Te$_3$ and Sb$_2$Te$_3$ oscillate with the amplitude $\Delta s^z = \frac{1}{2}(s_{1z}^{1z} - s_{2z}^{2z})$ around $\bar{s}^z$ with the number of QLs. (Note that these oscillations do not correlate with the $\mathbb{Z}_2$ topological invariant obtained from the parities of the original wave functions at the TRIMs of the 2D BZ [16], i.e., they cannot be associated with the inversion of the bands at $\Gamma$.) The amplitude of the oscillations is larger for the out-of-plane spin than for the in-plane spin and decreases with the film thickness.

For the thinner films (from 2QLs to 4QLs), only in two- and three-QL films of Bi$_2$Te$_3$ the oscillations reach negative values of $s^z$, which implies an unconventional response of the film band-gap edges to the field, which does not fit into the scenarios reported in Ref. [10] [see the strong MEI case in the pale blue panel of Fig. 1(b)]. The nearly zero values of $s^z$ in the three-QL films of Bi$_2$Te$_3$ and Sb$_2$Te$_3$ (negative and positive, respectively, Fig. 7) cause a very low sensitivity of the valence bands to the field as compared with the conduction band, similar to the bulk crystals Sb$_2$Te$_3$ and Bi$_2$Se$_3$.

Next, we construct a minimal $k \cdot p$ model for the films. For the centrosymmetric TI films in the periodic slab model we obtain the same Hamiltonian (3), where $k_z$ is set to zero. The bulk-like representation of the Hamiltonian (3) can be decomposed into the blocks related to the film surfaces and the blocks accounting for their interaction through the slab. To this end, we transfer to the new basis [18, 21] $|\Psi_{\mu\sigma}\rangle = \frac{1}{\sqrt{2}}[|\Psi_{1\mu\sigma}\rangle \pm |\Psi_{2\mu\sigma}\rangle]$ in which the original Hamiltonian (3) reads

$$H_{kp} \rightarrow H_{kp}^{\text{Film}} = \begin{pmatrix} H_{\text{Surf}}^+ & H_{\text{int}} \\ H_{\text{int}}^\dagger & H_{\text{Surf}}^- \end{pmatrix} .$$

Here, $H_{\text{Surf}}^\pm = [\epsilon + M^r k_x^2]_{\mathbb{Z}_2 \times \mathbb{Z}_2} \pm H_R$ and the interaction term $H_{\text{int}} = [\Delta \epsilon + \Delta M^r k_y^2]_{\mathbb{Z}_2 \times \mathbb{Z}_2} - H_{\text{int}}$ with $k_z$ being the $\Gamma$-M projection.

In the new basis, the spin matrix (1) has the form

$$S_{kp}^{4 \times 4} \rightarrow S_{kp}^{\text{Film}} = \begin{pmatrix} \bar{S} & \Delta S \\ \Delta S^\dagger & -\bar{S} \end{pmatrix} ,$$

with $\bar{S} = (\bar{s}^i \sigma_i, \bar{s}^z \sigma_z)$ and $\Delta S = (\Delta s^i \sigma_i, \Delta s^z \sigma_z)$, see Fig. 7. The parameters in Eqs. (10) and (11) for all the films are listed in Tables B III-B V of Appendix B. From these tables, it is clearly seen how the surface parameters converge with the film thickness, while the interaction terms tend to vanish. Note that starting from two- or three-QL films the Hamiltonian (10) and the spin matrix (11) can be thought of in terms of a decomposition into two copies of a Dirac electronic system and their interaction, which is described up to third order in $k$.

The minimal $k \cdot p$ model for the centrosymmetric films provides an accurate description of the dispersion of the valence and conduction bands in a close vicinity of the $\Gamma$ point, while away from this point the dispersion strongly deviates from the all-electron bands, and for most of the
films the model does not produce a band gap. Most important is that owing to the same form of the bulk and film four-band Hamiltonians in the \{Ψ₁, Ψ₂\} basis, in the case of the TI films the modification of the subbands of the split valence and conduction bands by the exchange field is expected to be similar to that of the \(Pₘ\) and \(Pₒₒ\) subbands of the bulk model insulators in the \(Γ-L\) direction, Sec. V B. What is new here is that for some film thicknesses the VB spin parameter is larger than the CB one: \(s₁^z > s₂^z\). As a consequence, the scenario of the critical value \(J₂^{c⁺}\) can be realized, in accord with the \textit{ab initio} calculations of Ref. [10]. Thus, based on the similarity between the subbands of the TI films and bulk crystals, we can interpret the results of our \(\textbf{k} \cdot \textbf{p}\) simulation of the exchange-field effect in the films.

In order to accurately model the response of the TI films to the \(z\) directed exchange field, we generate now large-size \(\textbf{k} \cdot \textbf{p}\) Hamiltonians. The spin-resolved band structure by these Hamiltonians for three values of the exchange-interaction parameter, Table II, is shown in Fig. 8: at \(J₁ = J₂^{c⁺}\) the \(Γ\) gap closes, and the two-QL Bi₄Te₃ (\(σ \parallel μ\) case) is the only film with a non-Dirac-like dispersion around \(Γ\). It follows from the four-band analysis of Sec. V B that for this topologically non-trivial film (the QSH insulator) the critical value \(J₂^{c⁺}\) of the exchange-interaction parameter does not lift the initial (zero-field) inversion in any of the pairs of the subbands with different \(μ\), i.e., the thin film TS pairs introduced in Sec. I [see also the orange arrows in Fig. 5(h)]. In contrast, other spectra in Fig. 8 demonstrate the \(k_z\)-linear behavior as expected for the \(σ \parallel μ\) case (cf. the \textit{ab initio} calculations of the Bi₄Se₃ three-QL film in Ref. [45]). Here, for the films trivial at \(J = 0\) [the two-QL Bi₂Se₃ and Sb₂Te₃, the three-QL film of Bi₄Se₃, and the four-QL film of Bi₂Te₃], \(J₂^{c⁺}\) induces the inversion in the \(Pₘ\) pair in the \(Γ-L\) direction of \(Iₖ^p\). In contrast, for the non-trivial four-QL film of Sb₂Se₃ (the QSH insulator) it lifts the inversion in the pair, cf. the \(Γ-L\) direction of \(I₂^p\). Thus, in the \(σ \parallel μ\) films we have the threshold for a quantum phase transition to a QAH state with the Chern number \(C = +1\) as was described in Ref. [10]. Note that for the films trivial at \(J = 0\) in Fig. 8 the spin parameters are related as \(s₁^z > s₂^z\), and, therefore, the Dirac-like subbands have a negative spin \(z\) polarization, while in \(I₂^p\), where \(s₁^z < s₂^z\), it is positive.

Following the analogy with the bulk model insulators, we note that a further increase of the field in the non-trivial two-QL film of Bi₂Te₃ causes a reopening of the band gap of the film, which results from the avoided crossing (see orange arrows in Fig. 8) of the \(Pₘ\) subbands (or, in other words, of two subbands belonging to different TS pairs, Fig. 1(b), both of which are inverted, and one of them becomes trivial at \(J ∼ 1.4\ \text{eV}\)). Obviously, here we see an unconventional response of the film band-gap edges to the \(z\)-directed exchange field similar to that observed in the \(Γ-L\) direction of the model insulator \(I₂^p\), Fig. 5(h). Here, for the two-QL Bi₂Te₃ the Chern number \(C\) acquires the value of \(-3\), implying a transition from a QSH state to a large-Chern-number QAH state (cf. the Co₃Sn₃S₂ film with \(C = 3\) as a 2D limit of the magnetic Weyl semimetal Co₃Sn₃S₂ having only the mirror-plane Weyl nodes [46]). In the \(σ \parallel μ\) films, the further increasing of the field has no effect on the topology of the subbands. In the four-QL film of Sb₂Te₃, the modification of the spin \(z\) polarization of the subbands by the field resembles that in \(I₂^p\), while owing to the relation \(s₁^z > s₂^z\), the \(Pₘ\) pair of the initially trivial films shown in Fig. 8 behave differently from the \(Pₘ\) pair of \(I₂^p\).
VIII. CONCLUSIONS

To summarize, we applied the \textit{ab initio} relativistic $\mathbf{k} \cdot \mathbf{p}$ theory to studying the effect of external exchange field on the band structure of bulk crystals and thin films of the 3D TIs. We have focused on the modifications of the valence and conduction bands by the field perpendicular to the QL plane. The effect of the field of different strength is simulated by an exchange term that influences the bands according to their real spin, specifically, the spin $z$ expectation value $s_z$ in the valence and conduction states—the Kramers-degenerate eigenstates of the $\Gamma$-point-projected \textit{ab initio} Hamiltonian. We have shown that the conduction-state $s_z$ is close to unity and varies slightly from one TI to another, while the material’s individuality manifests itself in the valence-state $s_z$, the magnitude and even the sign of which is different in different TIs [it is rather large and positive for Bi$_2$Se$_3$, large and negative for Bi$_2$Te$_3$, but weakly positive for Bi$_2$Te$_2$Se and weakly negative for Sb$_2$Te$_3$]. Thus, the present theory reveals the individual character of the magnetic response of the TIs.

To see the actual spin distribution behind $s_z$, we have considered the on-site spin $z$ contributions and explored their relation to the on-site expectation values of $\mathbf{L}$ and $\mathbf{J}$, thereby characterizing the behavior of the valence and conduction states near the nuclei in the language of atomic orbitals. In particular, it turned out that Bi$_2$Te$_3$ is unique among the considered TIs in that the spin $s_z$ is almost exclusively determined by the on-site contribution (negative for the valence state and positive for the conduction state) coming from the atomic-like Te $5p$ states in the outer planes of the QL—the borders of the van-der-Waals gap. We have found that the TIs respond to the field following one of two distinct scenarios, and what scenario will realize depends on whether the $s_z$ of the valence state and the $z$ projection of the total angular momentum $J_z$ on the atomic sites that have the largest weight in this state have the same (conventional response, Bi$_2$Se$_3$ and Bi$_2$Te$_2$Se) or opposite (unconventional response, Bi$_2$Te$_3$ and Sb$_2$Te$_3$) sign.

To reveal the essential physics behind different scenarios in the exchange-field effect, we have constructed a minimal four-band third-order $\mathbf{k} \cdot \mathbf{p}$ model and applied it to hypothetical topologically trivial and non-trivial bulk insulators. Within the model, the field-induced changes are analyzed over the whole BZ, and the Chern number $\mathcal{C}(k_z)$ characterizing the topology of the modified band structure is calculated as a function of $k_z$. We have demonstrated that apart from the Weyl nodes along $k_z$ (including the double-Weyl nodes having charge $\pm 2$), the conventional response may also lead to the appearance of nodes in the mirror plane away from high-symmetry lines. The unconventional response implies the creation of Weyl nodes in the mirror plane only, which results in a larger Chern number than in the conventional case.

Finally, we have shown that almost all 3D TI films up to six QLs meet the condition for the conventional response, which leads to a QAH state with $\mathcal{C} = 1$. The exception are the ultra-thin films of Bi$_2$Te$_3$, where $s_z$ and $J_z$ have opposite sign, which implies the unconventional response. In particular, the two-QL film of Bi$_2$Te$_3$ undergoes a phase transition to a QAH state characterized by $\mathcal{C} = -3$. Here, like in the bulk insulators, the unconventional response is accompanied by a large Chern number. Thus, among the presented variety of the scenarios of the magnetic exchange response in the topologically trivial and non-trivial bulk crystals and thin films, we reveal the scenarios that have so far remained beyond the scope of the $\mathbf{k} \cdot \mathbf{p}$ modeling. The present \textit{ab initio} $\mathbf{k} \cdot \mathbf{p}$ approach offers a monistic treatment of a wide range of the response scenarios—a step towards deeper understanding of the electronic properties underlying magnetic phenomena in topological insulators.
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TABLE A I. On-site expectation values of the orbital angular momentum $\hat{\mathbf{L}}$, spin $\hat{\mathbf{S}}$, and total angular momentum $\hat{\mathbf{J}}$ in Rydberg atomic units for the bulk crystals of $\text{Bi}_2\text{Se}_3$, $\text{Bi}_2\text{Te}_2\text{Se}$, $\text{Bi}_2\text{Te}_3$, and $\text{Sb}_2\text{Te}_3$.

| $i$  | $L_{1,i}^x$ | $L_{1,i}^y$ | $L_{1,i}^z$ | $S_{1,i}^x$ | $S_{1,i}^y$ | $S_{1,i}^z$ | $J_{1,i}^x$ | $J_{1,i}^y$ | $J_{1,i}^z$ | $Q_{1,i}$ | $L_{2,i}^x$ | $L_{2,i}^y$ | $L_{2,i}^z$ | $S_{2,i}^x$ | $S_{2,i}^y$ | $S_{2,i}^z$ | $J_{2,i}^x$ | $J_{2,i}^y$ | $J_{2,i}^z$ | $Q_{2,i}$ |
|------|--------------|--------------|--------------|-------------|-------------|-------------|------------|------------|------------|---------|------------|------------|------------|-------------|-------------|-------------|------------|------------|------------|---------|
| Bi   | 0.111        | 0.047        | -0.065       | 0.038       | 0.045       | 0.085       | 0.274      | 0.185      | -0.002     | 0.000   | -0.030     | 0.030      | 0.029      | 0.030       | 0.122      | 0.061      |
| Se_1 | 0.017        | 0.073        | -0.014       | -0.026      | 0.003       | 0.046       | 0.213      | 0.111      | -0.059     | 0.006   | -0.157     | 0.154      | -0.216     | 0.160       | 1.006      | 0.320      |
| Se_2 | -0.023       | -0.007       | -0.033       | 0.027       | -0.056      | 0.020       | 0.285      | 0.077      | -0.012     | 0.001   | -0.029     | 0.028      | -0.041     | 0.029       | 0.234      | 0.059      |
| Te_1 | 0.117        | 0.064        | -0.057       | 0.020       | 0.061       | 0.084       | 0.257      | 0.186      | -0.006     | 0.003   | -0.035     | 0.032      | -0.041     | 0.034       | 0.189      | 0.075      |
| Te_2 | -0.018       | -0.008       | -0.020       | 0.013       | -0.037      | 0.006       | 0.216      | 0.052      | -0.016     | 0.003   | -0.025     | 0.024      | -0.041     | 0.027       | 0.241      | 0.054      |
| Bi_2| 0.131        | 0.085        | -0.049       | 0.001       | 0.081       | 0.085       | 0.239      | 0.196      | -0.002     | 0.001   | -0.032     | 0.029      | -0.034     | 0.030       | 0.175      | 0.069      |
| Te_1 | 0.022        | 0.109        | -0.009       | -0.053      | 0.012       | 0.057       | 0.269      | 0.142      | -0.104     | 0.022   | -0.125     | 0.114      | -0.229     | 0.136       | 0.935      | 0.274      |
| Te_2 | -0.011       | -0.006       | -0.018       | 0.013       | -0.029      | 0.007       | 0.150      | 0.046      | -0.027     | 0.009   | -0.022     | 0.018      | -0.050     | 0.027       | 0.231      | 0.054      |
| Sb  | 0.146        | 0.099        | -0.055       | 0.001       | 0.091       | 0.100       | 0.241      | 0.217      | 0.001      | 0.003   | -0.041     | 0.038      | -0.040     | 0.041       | 0.179      | 0.088      |
| Te_1 | 0.019        | 0.050        | -0.015       | -0.020      | 0.004       | 0.031       | 0.227      | 0.098      | -0.056     | 0.006   | -0.119     | 0.116      | -0.175     | 0.122       | 0.812      | 0.245      |
| Te_2 | -0.016       | -0.010       | -0.023       | 0.015       | -0.039      | 0.005       | 0.225      | 0.061      | -0.042     | 0.016   | -0.033     | 0.026      | -0.075     | 0.040       | 0.343      | 0.081      |

Appendix A: Calculation of the expectation values of $\hat{\mathbf{S}}$, $\hat{\mathbf{L}}$, and $\hat{\mathbf{J}}$

For the valence ($n = 1$) and conduction ($n = 2$) Kramers-degenerate states, we represent the operator $\hat{\mathbf{O}} = (\hat{\mathbf{O}}_x, \hat{\mathbf{O}}_y, \hat{\mathbf{O}}_z)$, where $\hat{\mathbf{O}} = \hat{\mathbf{L}}, \hat{\mathbf{S}}$, or $\hat{\mathbf{J}}$, by a $2 \times 2$ matrix $\langle \hat{\mathbf{O}} \rangle_i^n$ with the elements $\langle \Psi_{n\mu} | \hat{\mathbf{O}} | \Psi_{n\nu} \rangle_i$ with the subscripts $\mu$ and $\nu$ numbering the members of the Kramers pairs, $\mu, \nu = \uparrow, \downarrow$. The subscript $i$ of the matrix element indicates that the integration is over the MT sphere of the $i$-th atomic site of the unit cell. Due to the symmetry and the choice of the phases for the basis wave functions [16, 22], at $\Gamma$, the $x$, $y$, and $z$ components of the matrices $\langle \hat{\mathbf{O}} \rangle_i^n$ can be expressed in terms of the Pauli matrices: $\langle \hat{\mathbf{O}}_{x,y} \rangle_i^n = O_{n,i}^x \sigma_{x,y}$ and $\langle \hat{\mathbf{O}}_{z} \rangle_i^n = O_{n,i}^z \sigma_z$. Table A I shows the values of $O_{n,i}^x$ and $O_{n,i}^z$, which we refer to as the on-site expectation values of the operator $\hat{\mathbf{O}}$, for one representative site of each type $\tau = 1$, 2, and 3. In the table, we also show the weight $Q_{n,i} = \langle \Psi_{n\uparrow} | \hat{\mathbf{L}}^2 + \hat{\mathbf{S}}^2 + 2 \hat{\mathbf{L}} \cdot \hat{\mathbf{S}} | \Psi_{n\uparrow} \rangle_i$. The on-site expectation values listed in Table A I are visualized in Fig. 4 by the vectors $\mathbf{O}_{n,i} = (O_{n,i}^x, O_{n,i}^z)/Q_{n,i}$ on the two-dimensional $(\nu, z)$ plane.
TABLE B II. Parameters of the four-band $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian (3) based on calculations for bulk crystals of Bi$_2$Se$_3$, Bi$_2$Te$_2$Se, Bi$_2$Te$_3$, and Sb$_2$Te$_3$ with the lattice parameters $a = 18.5968, 19.3792, 19.7911,$ and $19.7023$ a.u., respectively. We use Rydberg atomic units: $\hbar = 2m_0 = e^2/2 = 1$.

|       | Bi$_2$Se$_3$ | Bi$_2$Te$_2$Se | Bi$_2$Te$_3$ | Sb$_2$Te$_3$ |
|-------|--------------|----------------|--------------|--------------|
| $\epsilon_1$ | -0.010       | -0.030         | -0.034       | -0.014       |
| $\epsilon_2$ | 0.016        | 0.020          | 0.011        | 0.013        |
| $\alpha^{(1)}$ | -0.348       | -0.516         | -0.554       | -0.514       |
| $\beta^{(1)}$ | 0.255        | 0.233          | 0.125        | 0.163        |
| $\alpha^{(2)}$ | -2.22        | 144.84         | 533.02       | 46.17        |
| $\beta^{(2)}$ | -1.54        | -0.98          | 1.94         | -2.33        |
| $\alpha^{(3)}$ | 19.61        | 40.82          | 41.01        | 105.19       |
| $\beta^{(3)}$ | -49.31       | -149.82        | -236.88      | -147.26      |
| $\eta$ | -22.48       | -61.78         | -95.37       | -70.39       |
| $\delta$ | 36.77        | 180.45         | 427.12       | 214.70       |
| $M''$ | 11.50        | 44.08          | 109.51       | 11.64        |
| $M'_{1}$ | -4.08        | -6.53          | -5.94        | -14.95       |
| $M'_{2}$ | 1.27         | 2.74           | 3.13         | 1.45         |
| $M'_{3}$ | -0.52        | -2.33          | -1.75        | -8.89        |
| $s''_{1}$ | -0.63        | -0.52          | -0.39        | -0.49        |
| $s''_{2}$ | -0.98        | -0.92          | -0.91        | -0.94        |
| $s''_{3}$ | 0.27         | 0.04           | -0.22        | -0.02        |
| $s''_{4}$ | 0.96         | 0.84           | 0.82         | 0.89         |

TABLE B III. Parameters of the Hamiltonian (10) for Bi$_2$Se$_3$ slabs with the lattice parameter $a = 7.8187$ a.u. in Rydberg atomic units (except $\epsilon$ and $\Delta \epsilon$ given in eV).

|       | 1QL    | 2QL    | 3QL    | 4QL    | 5QL    | 6QL    |
|-------|--------|--------|--------|--------|--------|--------|
| $\epsilon$ | -0.027 | -0.053 | -0.103 | -0.111 | -0.112 | -0.117 |
| $\alpha^{(1)}$ | -0.264 | -0.167 | -0.175 | -0.179 | -0.177 | -0.174 |
| $\alpha^{(2)}$ | 26.74  | -23.88 | -29.31 | -31.54 | -29.32 | -27.81 |
| $\theta$ | 11.57  | 3.69   | 4.94   | 5.28   | 5.67   | 5.80   |
| $M''$ | 9.54   | 7.91   | 7.91   | 7.82   | 7.90   | 7.96   |
| $s''_{1}$ | 0.79   | 0.73   | 0.71   | 0.71   | 0.70   | 0.70   |
| $s''_{2}$ | 0.58   | 0.46   | 0.42   | 0.42   | 0.40   | 0.40   |
| $\Delta \epsilon$ | -0.376 | -0.050 | -0.014 | -0.004 | -0.001 | 0.000 |
| $\Delta M''$ | 1.98   | -0.70  | -0.40  | -0.17  | -0.02  | 0.02   |
| $\eta$ | 27.00  | -6.87  | -6.82  | -4.13  | -2.14  | -0.93  |
| $\Delta s''_{1}$ | 0.12   | 0.08   | 0.05   | 0.03   | 0.01   | 0.01   |
| $\Delta s''_{2}$ | 0.24   | 0.16   | 0.10   | 0.05   | 0.02   | 0.01   |

Appendix B: Parameters of the four-band Hamiltonian

The parameters in Eq. (3) for the bulk crystals are listed in Table B II. For all the films considered, the parameters in Eqs. (10) and (11) are presented in Tables B III-B V. Note that some values slightly differ from those in Ref. [16] because they are derived from a numerically different all-electron band structure. Regarding the one-QL films, we would like to note that only in Bi$_2$Te$_3$ the chosen basis state $\{\Psi_1\}$ is not the highest valence state but the second highest one, see Ref. [16]. Both these states are largely localized on the Te$_1$ sites, where, as suggested by the behavior of the vectors $\mathbf{L}_{1,\text{Te}_1}, \mathbf{S}_{1,\text{Te}_1}$, and $\mathbf{J}_{1,\text{Te}_1}$, $\{|\Psi_1\rangle\}$ is a purely Te-atomic $|3/2, \pm 3/2\rangle$ state, while the highest valence state exhibits all the characteristics of an atomic $|3/2, \pm 1/2\rangle$ state. At the same time, $|\Psi_2\rangle$ is the lowest conduction state, as in all our calculations. Here, this state is almost equally localized on Bi and Te$_1$ sites (the difference between $Q_{2,\text{Bi}}$ and $Q_{2,\text{Te}_1}$ is less than 1%), and its vectors $\mathbf{L}_{2,i}, \mathbf{S}_{2,i}$, and $\mathbf{J}_{2,i}$ are similar to those of the state $n = 1$ in the bulk TIs.
TABLE B IV. Same as in Table B III, but for Bi$_2$Te$_3$ with the lattice parameter $a = 8.2870$ a.u.

|      | 1QL | 2QL | 3QL | 4QL | 5QL | 6QL |
|------|-----|-----|-----|-----|-----|-----|
| $\epsilon$ | -0.110 | -0.109 | -0.170 | -0.186 | -0.195 | -0.199 |
| $\alpha^{(1)}$ | -0.400 | -0.151 | -0.143 | -0.137 | -0.147 | -0.146 |
| $\theta$ | 25.98 | 42.95 | -0.07 | -8.76 | -0.89 | -4.86 |
| $M''$ | 15.00 | 16.58 | 12.34 | 12.23 | 12.19 | 12.23 |
| $\bar{s}$ | -0.52 | 0.52 | 0.58 | 0.61 | 0.60 | 0.60 |
| $\bar{s}^2$ | 0.05 | 0.04 | 0.16 | 0.22 | 0.19 | 0.20 |
| $\Delta \epsilon$ | -0.283 | -0.057 | -0.004 | -0.007 | -0.004 | 0.000 |
| $\Delta M''$ | 3.90 | 4.81 | 0.27 | 0.11 | 0.20 | -0.02 |
| $\eta$ | 8.23 | 14.84 | 5.17 | 4.33 | 4.89 | -0.37 |
| $\Delta \theta''$ | -0.06 | -0.10 | -0.09 | 0.04 | -0.02 | 0.02 |
| $\Delta s^2$ | 0.12 | -0.21 | -0.19 | 0.09 | -0.03 | 0.04 |

TABLE B V. Same as in Table B III, but for Sb$_2$Te$_3$ with the lattice parameter $a = 8.0312$ a.u.

|      | 1QL | 2QL | 3QL | 4QL | 5QL | 6QL |
|------|-----|-----|-----|-----|-----|-----|
| $\epsilon$ | -0.031 | -0.061 | -0.051 | -0.087 | -0.093 | -0.101 |
| $\alpha^{(1)}$ | -0.379 | -0.290 | -0.272 | -0.258 | -0.271 | -0.267 |
| $\alpha^{(3)}$ | 110.25 | -5.42 | -15.40 | -21.14 | -33.33 | 32.14 |
| $\theta$ | 34.04 | 20.28 | 40.53 | 52.30 | 52.71 | 52.05 |
| $M''$ | 9.52 | 8.61 | 7.21 | 7.28 | 7.37 | 7.45 |
| $\bar{s}$ | 0.73 | 0.73 | 0.66 | 0.62 | 0.62 | 0.63 |
| $\bar{s}^2$ | 0.47 | 0.46 | 0.32 | 0.24 | 0.25 | 0.26 |
| $\Delta \epsilon$ | -0.349 | -0.056 | -0.002 | -0.010 | -0.007 | -0.002 |
| $\Delta M''$ | 1.74 | 1.38 | -2.44 | -2.50 | -0.80 | 0.63 |
| $\eta$ | 41.07 | -20.87 | 30.65 | 19.28 | 1.71 | -5.74 |
| $\Delta \theta''$ | 0.12 | 0.19 | -0.16 | -0.08 | 0.00 | 0.03 |
| $\Delta s^2$ | 0.23 | 0.37 | -0.31 | -0.17 | -0.01 | 0.06 |
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