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ABSTRACT. We give a de Rham interpretation of Nahm’s transform for certain parabolic harmonic bundles on the projective line and compare it to minimal Fourier–Laplace transform of $\mathcal{D}$-modules. We give an algebraic definition of a parabolic structure on the transformed bundle and show that it is compatible with the transformed harmonic metric.

1. INTRODUCTION

In this paper we continue our study of Nahm transformation for some singular solutions of Hitchin’s equations [4] on the complex projective line with finitely many logarithmic singularities and one singularity of Poincaré rank (Katz-invariant) $1$. These solutions of Hitchin’s equations were studied (in higher degree of generality) by O. Biquard and P. Boalch [2], generalizing the work of C. Simpson [13].

Let $C \subset \mathbb{P}^1$ denote the complex affine and projective lines, endowed with the Euclidean metric, and with standard holomorphic coordinate denoted by $z \in C$. We consider a parabolic harmonic bundle $(V, F^j_i, \bar{\partial}_E, D, h)$ on $\mathbb{P}^1$ with logarithmic singularities at some fixed points $z_1, \ldots, z_n \in C$ and a second-order pole with semi-simple leading order term at infinity. Let $\hat{C}$ be a different copy of the complex affine line with coordinate $\zeta$, and $\hat{\mathbb{P}}^1$ the associated projective line. The aim of this paper is to construct a transformed harmonic bundle $(\hat{V}, \hat{F}^j_i, \hat{\bar{\partial}}_E, \hat{\nabla}, \hat{h})$ on $\hat{\mathbb{P}}^1$ and study the properties of the mapping

$$(1) \quad N : (V, F^j_i, \bar{\partial}_E, \nabla, h) \mapsto (\hat{V}, \hat{F}^j_i, \hat{\bar{\partial}}_E, \hat{\nabla}, \hat{h}),$$

called Nahm transformation, on moduli spaces.

In the case where the residues of $D$ at the singular points are semisimple, the transform was defined in [15], and its properties were further studied in [16], [11], [17]. Part of the construction was extended to the general case in [18]. Namely, in [18] we provided a construction of the parabolic Higgs bundle underlying the transformed solution. For this purpose, we extended the Fredholm-theory and the Dolbeault hypercohomology interpretation of the first $L^2$-cohomology of a twisted elliptic complex.

In this paper, after giving some background material on parabolic harmonic bundles in Section 2 and on Nahm transform for parabolic Higgs bundles in Section 3, we define in Section 4 the transformed flat connection and harmonic metric. Then, in Section 5 we give a de Rham hypercohomology interpretation of the twisted elliptic complex, which then leads the way to an algebraic construction of the transformed parabolic structure carried out in Section 6. Section 7 (and in particular, Theorem 7.2) provides an identification between Nahm transformation and Fourier–Laplace transformation of $\mathcal{D}$-modules studied for instance in [7] and [12], and in Corollary 7.4 we prove that Nahm transformation is a holomorphic isomorphism between de Rham moduli spaces. The generic transformation
of the singularity parameters under a regularity and a suitable genericity assumption on the eigenvalues of the residues is given in Section 8. Finally, in Section 9 we show that the transformed harmonic metric $\hat{\bar{\partial}} E$ is compatible with the parabolic structure in the sense that local sections of the various pieces of the filtered vector bundles have well controlled local behaviour near the parabolic points.

The topic of this paper is closely related to recent work [9] by R. Donagi, T. Pantev and C. Simpson on push-forward of logarithmic parabolic Higgs bundles under a map from a projective surface endowed with a divisor of some special type to a curve, using C. Sabbah’s work [11] on twistor $\mathcal{D}$-modules and its extension [8] by T. Mochizuki’s to the parabolic case. Indeed, Nahm transformation can be roughly defined in the spirit of other integral transforms, as a composition of the following functors: pull-back to a product surface, tensor by a rank 1 solution, and push-forward with respect to the second projection map. It turns out that transforming the compatible parabolic structure requires most of the ideas here, in particular one needs a direct image functor for parabolic structures, which is precisely the content of [9]. In the paper [9] the authors assume a nilpotence hypothesis for the residue of the Higgs field. Curiously, this appears to be more or less complementary to our assumptions (see Proposition 6.7 and Remark 6.8). It seems a natural guess that combining our techniques with those of [9] it would be possible to lift at least some of our assumptions. We plan on returning to such a generalization of this paper in a joint work with T. Mochizuki.

2. PARABOLIC HARMONIC BUNDLES

In this section we recall generalities about some singular solutions of Hitchin’s equations on a curve.

Let $C$ be a complex analytic curve. We denote by $\mathcal{O}_C$ and $K_C$ its structure sheaf and its canonical sheaf respectively, and by $\Omega^k$ the sheaf of locally $L^2$ differential $k$-forms on $C$.

Let $V$ be a smooth vector bundle over $C$ of rank $r \geq 2$ and $E$ be a holomorphic vector bundle with underlying smooth vector bundle $V$. The space of local sections of $E$ may be conveniently described as the kernel of a partial differential operator $\bar{\partial} E$ of type $(0,1)$ on $V$. Let

$$\nabla : E \to E \otimes \mathcal{O}_C K_C$$

be a (possibly meromorphic) connection on $E$. Namely, we assume that $\nabla$ satisfies the Leibniz rule: for any open set $U \subset C$ and $f \in \mathcal{O}(U), e \in E(U)$ we have

$$\nabla(fe) = (df)e + f\nabla(e),$$

where $d$ denotes exterior differential. The couple $(E, \nabla)$ is then called an integrable bundle. We also set

$$D = \bar{\partial} E + \nabla,$$

which is a flat connection on $V$. The data $(E, \nabla)$ determines and is uniquely determined by $(V, D)$. Let $h$ be a smooth fibrewise Hermitian metric on $V$. Split $D$ as

$$D = D^+ + \Phi$$

with $D^+$ unitary and $\Phi$ self-adjoint with respect to $h$, and split these operators further with respect to bidegree:

$$D^+ = \partial h + \bar{\partial} E$$

$$\Phi = \theta + \theta^*.$$
with $\partial^h$, $\theta$ of type $(1,0)$ and $\bar{\partial}^E$, $\theta^*$ of type $(0,1)$, and where $\theta^*$ is the adjoint of $\theta$ with respect to $h$. With these notations, $(V, D, h)$ is called a harmonic bundle if and only if

$$\bar{\partial}^E \theta = 0,$$

i.e. $\theta$ is a holomorphic (or meromorphic) $K$-valued endomorphism.

From now on, we let $(V, D, h)$ (or equivalently, $(E, \nabla, h)$) denote a harmonic bundle over $\mathbb{P}^1$ with some singularities. We will now spell out explicitly our assumptions on its singularities, as well as the definition of a compatible parabolic structure $F^\beta_i$. Fix distinct points $z_1, \ldots, z_n \in \mathbb{C}$, and denote by $z_0 = [0 : 1] \in \mathbb{P}^1$ the point at infinity. Let $E$ be given the structure of a quasi-parabolic bundle on $\mathbb{C}$ with parabolic points $z_0, z_1, \ldots, z_n$, i.e. for every $i \in \{0, \ldots, n\}$ a decreasing filtration of $\mathbb{C}$-vector subspaces of the fiber of $V$ at $z_i$

$$\{0\} = F^{l_i}_i \subset F^{l_i-1}_i \subset \cdots \subset F^0_i = V_{z_i}$$

of some length $1 \leq l_i \leq r$ is given. For $i \in \{0, \ldots, n\}, j \in \{0, \ldots, l_i - 1\}$ denote the graded vector spaces associated to (3) by

$$\text{Gr}_i^j = \text{Gr}_{F_i}^j = F^j_i / F^{j+1}_i.$$

We fix parabolic weights $\{\beta^i_j\}$ for $i \in \{0, \ldots, n\}, j \in \{0, \ldots, l_i - 1\}$ satisfying

$$1 > \beta^{i-1}_i > \cdots > \beta^0_i \geq 0.$$

For every $0 \leq i \leq n$ we will take a local holomorphic trivialisation $\{e^i_s\}_{s=1}^r$ of $E$ near $z_i$ compatible with the filtration $F^i_j$ in the sense that $F^i_j$ is spanned by the evaluations at $z_i$ of the vectors

$$e^1_i, \ldots, e^{\dim F^i_j}_i.$$

With respect to such a compatible basis, we will use the diagonal matrix

$$\text{diag}(\beta^i_j)_{j=0}^{l_i-1}$$

consisting of the parabolic weights, each $\beta^i_j$ repeated with multiplicity equal to $\dim \text{Gr}_i^j$.

We assume that $\nabla$ is a logarithmic connection in $E$ over $\mathbb{C}$ with logarithmic singularities at $z_1, \ldots, z_n$ and an irregular singularity of Katz-invariant 1 at infinity, compatible with the parabolic structure. By compatibility in the logarithmic case we mean that the residue

$$\text{res}_{z_i}(\nabla) = \nabla((z - z_i)\partial_z)$$

of $\nabla$ at $z_i$ preserves the filtration $F^\beta_i$:

$$\text{res}_{z_i}(\nabla) : F^j_i \to F^j_i$$

for every $i \in \{1, \ldots, n\}, j \in \{0, \ldots, l_i - 1\}$ . At the singularity $z_0$, in a suitable local holomorphic trivialisation of $E$ we require that $\nabla$ is given by a convergent Laurent series

$$\nabla = d^1h + Adz + C\frac{dz}{z} + O(z^{-2})dz,$$

where $A, C \in \mathfrak{gl}_r(\mathbb{C})$ are matrices of dimension $r$ preserving the filtration $F^\beta_0$, and moreover such that $A$ is semi-simple. Without loss of generality, we may then assume that $A$ is diagonal, and we denote by $\tilde{P}$ the set of eigenvalues of $A$. Let us denote by $H$ the centraliser of $A$ in $\mathfrak{gl}_r(\mathbb{C})$ and by $\mathfrak{h}$ its Lie-algebra. Then up to applying a holomorphic gauge transformation near $\infty$ we can arrange that $C \in \mathfrak{h}$; in what follows we will therefore assume $C \in \mathfrak{h}$.
By compatibility, $\text{res}_{z_i}(\nabla)$ acts on the spaces $i$. Let us denote by $\text{res}_{z_i}(\nabla)^j$ this action and let

$$\text{res}_{z_i}(\nabla)^j = S_i^j + N_i^j$$

be its decomposition into its semi-simple and nilpotent components respectively. We may (and henceforth will) assume that the compatible trivialisations $\{e_i^s\}_{s=1}^r$ are chosen so that $S_i^j$ are diagonal for each $i, j$. The generalized eigenspaces of $S_i^j$ then define a block-decomposition of $Gr_i^j$. To each such block there corresponds a single eigenvalue of $\text{res}_{z_i}(\nabla)^j$, and the eigenvalues are different on different blocks.

Now, there exists a weight filtration $W_i^j$ of $Gr_i^j$, associated to $N_i^j$; for a list of its (well-known) properties, see [18]. We will work with local trivializations $\{e_i^s\}_{s=1}^r$ of $E$ near $z_i$ that preserve these filtrations too. Namely, for any vector $e_i^s \in F_i^j \setminus F_i^{j+1}$ we require

$$N_i^j(e_i^s(z_i)) = e_i^{s+1}(z_i)$$

unless $e_i^s(z_i) \in \ker(N_i^j)$.

The connection form of $\nabla$ with respect to the local analytic trivialization $e_i^s$ near $z_i$ is of the form

$$\frac{A_i(z)}{z - z_i} dz$$

for some $\mathfrak{gl}_r(C)$-valued analytic function $A_i$. In addition, up to applying an analytic gauge transformation, we may assume that the off-diagonal entries $a_{i,s' s}$ of $A_i$ identically vanish for all $s, s'$ corresponding to eigenvalues $\mu_i^s, \mu_i^{s'}$ of $A_i(0)$ satisfying $\mu_i^s - \mu_i^{s'} \not\in \mathbb{Z}$. This can be proved along the lines of Propositions 2.11 and 2.13 [12]: indeed, the equation for the corresponding entry of the $l$th coefficient $P_l$ of the local analytic gauge transformation to solve is

$$(\mu_i^s - \mu_i^{s'} + l)P_{l,s' s} = *$$

for some polynomial expression of the entries of the previous coefficients $P_1, \ldots, P_{l-1}$ and of $P_{l, r, r}$ for $|r' - r| < |s' - s|$ on the right-hand side; this recursion is solvable for any $l$ by the assumption $\mu_i^s - \mu_i^{s'} \not\in \mathbb{Z}$ and the solution is convergent for the same reason as the one found in [op. cit.]. An important observation however is that $A_i$ may have strictly upper diagonal block entries with respect to the filtration $F_i^j$: indeed, for $e_i^s \in F_i^j, e_i^{s'} \in F_i^{j'}$ with $j' > j$ such that the corresponding eigenvalues $\mu_i^s, \mu_i^{s'}$ differ by an integer, the entry $a_{i,s' s}$ may be non-zero.

We assume given a Hermitian metric $h$ in $E$ in some neighborhood of $z_i (i \in \{1, \ldots, n\})$ compatible with $(E, \nabla)$; for the definition of compatibility, and the relationship between the singularity parameters of $\nabla$ and $\theta$ see [13] (or [18]). From now on we let $(V, F_i^j, \partial E, \nabla, h)$ denote a harmonic bundle on $P^1$ with parabolic structure and admissible harmonic metric, and singularity behaviour fixed as above. We now make important assumptions necessary to carry out our construction. These assumptions are less stringent than the ones appearing in Definitions 1.1 and 1.2 [16].

**Assumption 2.1.** For any $i, j$

1. if $i = 0$ then no eigenvalue $\mu_i^s$ of $\text{res}_{z_i}(\nabla)^j$ is an integer;
2. for $i > 0$ if $\beta_i^0 = 0$ then $S_i^0$ has no non-zero integer eigenvalue and the nilpotent part $N_i^0$ of the endomorphism $\text{res}_{z_i}(\nabla)^0$ acts trivially on the 0-eigenspace of $\text{res}_{z_i}(\nabla)^0$;
3. for $i > 0$ if $\beta_i^1 > 0$ then $\text{res}_{z_i}(\nabla)^j$ has no integer eigenvalue.
In particular, in view of the previous paragraph and part (3), for \( i > 0 \) any entry \( a_{i,s',s} \) of the connection matrix \( A_i(z) \) corresponding to a pair of indices \( s, s' \) such that \( \beta_i^{s'}(s') = 0 = \mu_{s'}^i \) and \( \beta_i^{s'}(s') > 0 \) (or vice versa) identically vanishes.

In what follows we will call singular (or parabolic) harmonic bundle a tuple \((V, F_i^j, \bar{\partial}^E, \nabla, h)\) satisfying the equations and local behaviours fixed in this section.

### 3. Construction of Nahm transformation

In this section we briefly explain the part of the construction of the Nahm transform of a parabolic harmonic bundle \((V, F_i^j, \bar{\partial}^E, D, h)\) over \( \mathbb{P}^1 \) carried out in [18].

With the above notations, given any \( \zeta \in \hat{\mathbb{C}} \setminus \hat{P} \) we define a twisted flat connection on \( \mathbb{P}^1 \) by

\[
D_\zeta = D - \zeta dz,
\]

and consider the twisted \( L^2 \) elliptic complex

\[
0 \to V \xrightarrow{D_\zeta} V \otimes \Omega^1 \xrightarrow{D_\zeta} V \otimes \Omega^2 \to 0,
\]

where the \( L^2 \) conditions are defined using the Euclidean metric on \( \mathbb{C} \) and the fiber metric \( h \). The cohomology spaces of this complex of degrees 0 and 2 vanish for all \( \zeta \in \hat{\mathbb{C}} \setminus \hat{P} \), and its cohomology spaces of degree 1 are of constant finite dimension. Hodge theory then provides an equivalent characterization of \( \hat{V}_\zeta \) as the space of \( V \)-valued harmonic 1-forms, i.e. 1-forms annihilated by the twisted Dirac–Laplace operator

\[
\Delta_\zeta = D_\zeta D_\zeta^* + D_\zeta^* D_\zeta.
\]

It follows that the first \( L^2 \)-cohomology spaces of (11) form a smooth vector bundle \( \hat{V} \to \hat{\mathbb{C}} \setminus \hat{P} \). The vector bundle \( \hat{V} \) is the smooth vector bundle underlying the Nahm transform of \((V, F_i^j, \bar{\partial}^E, D, h)\). A Dolbeault resolution of suitable locally free sheaves of \( \mathcal{O}_{\mathbb{P}^1} \)-modules \( \mathcal{F}, \mathcal{G} \) yields yet another description of \( \hat{V}_\zeta \) as the first hypercohomology space of a complex

\[
\mathcal{F} \xrightarrow{\mathcal{D}_\zeta} \mathcal{G} \otimes K_{\mathbb{P}^1}(2 \cdot z_0 + z_1 + \cdots + z_n).
\]

This identification equips \( \hat{V} \) with the structure of a holomorphic vector bundle \( \hat{\mathcal{E}} \) and with a natural extension of \( \hat{V} \) to \( \hat{\mathbb{P}}^1 \). Using the parabolic filtrations \( F_i^j \), we then refine the definitions of \( \mathcal{F} \) and \( \mathcal{G} \) in the complex above in order to define a transformed parabolic structure \( \hat{F}_i^j \). Moreover, multiplication by \(-z/2d\zeta\) induces an endomorphism-valued 1-form \( \hat{\theta} \) of \( \hat{\mathcal{E}} \). According to Theorem 6.2 of [18], the outcome of these constructions is a parabolic Higgs bundle

\[
(\hat{\mathcal{E}}, \hat{\theta}, \hat{F}_i^j)
\]

over \( \hat{\mathbb{P}}^1 \), with \( \hat{\theta} \) having a first-order pole at the points of \( \hat{P} \) and a second-order pole at \( \infty \in \hat{\mathbb{P}}^1 \) with semi-simple leading-order term, endowed with a compatible parabolic structure \( \hat{F}_i^j \) at the points \( \hat{P} \cup \{\infty\} \).

### 4. Transformed flat connection and Hermitian metric

In this section we will construct a transformed flat connection \( \hat{\mathcal{D}} \) and Hermitian metric \( \hat{h} \) on \( \hat{V} \) over \( \hat{\mathbb{C}} \setminus \hat{P} \), which completes (13) into an irregular harmonic bundle, as in [2]. These constructions agree with the ones given in Section 3.1 of [15].
Let us start by defining \( \hat{h} \). Let \( \zeta \in \hat{C} \setminus \hat{P} \) be arbitrary and consider \( f_1, f_2 \in \hat{V}_\zeta \).

As explained in Section 3, an element \( \hat{f} \in \hat{V}_\zeta \) can be uniquely represented by a 1-form \( \hat{f}(z)dz + \hat{g}(z)d\bar{z} \) with values in \( V \) in the kernel of the operator (12) and such that \( h(\hat{f}(z), f(z)) \) is integrable over \( C \) with respect to the Euclidean norm. For two such elements it is natural to set

\[
(14) \quad \hat{h}(\hat{f}_1, \hat{f}_2) = \int_C h(\hat{f}_1(z), \hat{f}_2(z)) + h(\hat{g}_1(z), \hat{g}_2(z))|dz|^2
\]

This formula defines a Hermitian metric on \( \hat{V}_\zeta \), and as these subspaces vary smoothly within the space \( L^2(C, V \otimes \Omega^1) \) of all square-integrable \( V \)-valued 1-forms, it follows that the formula above yields a smooth fiber metric over the bundle \( \hat{V} \to \hat{C} \setminus \hat{P} \).

Let us now come to the construction of \( \hat{D} \). For this purpose, introduce the orthogonal projection operator

\[
\hat{\pi}_\zeta : L^2(C, V \otimes \Omega^1) \to \hat{V}_\zeta,
\]

and let \( \hat{d} \) denote the trivial connection on the trivial Hilbert-space bundle

\[
L^2(C, V \otimes \Omega^1) \times \hat{C} \setminus \hat{P} \to \hat{C} \setminus \hat{P}.
\]

With this notation, we set

\[
(15) \quad \hat{D} = \hat{\pi}_\zeta \circ (\hat{d} - zd\zeta)
\]

where the operator \( z \) acts on \( \hat{f} \) by multiplying it by \( z \).

**Theorem 4.1.** The connection \( \hat{D} \) defines a flat connection on \( \hat{V} \) and \( \hat{h} \) is a harmonic metric for \( \hat{D} \).

**Proof.** See Proposition 3.5 and Theorem 4.9 [15]. □

5. de Rham interpretation

Parallel to the Dolbeault interpretation of Section 4 [18], there is also a de Rham hyper-cohomology interpretation of the transform in terms of a complex of \( C \)-vector spaces

\[
(17) \quad F \xrightarrow{\nabla} G \otimes K_{\mathbb{P}^1}(2 \cdot z_0 + z_1 + \cdots + z_n).
\]

In this section we will write down this interpretation.

For this purpose, we merely need to suitably define the sub-sheaves \( F, G \subset E \) so that (17) admit an \( L^2 \) resolution for the Euclidean metric. The sub-sheaves \( F, G \) will be defined as elementary transforms of \( E \) along some sub-spaces of the fibers of \( E \) at the points \( z_0, z_1, \ldots, z_n \). In particular, they are defined so that they agree with \( E \) away from these points. We now come to writing down local frames \( \{f^s_i\}_{s=1}^r \) of \( F \) and \( \{g^r_s\}_{s=1}^r \) of \( G \) near the parabolic points in terms of local frames \( \{e^r_i\}_{r=1}^s \) compatible with the filtrations \( F_i^* \) and \( W_i^* \) and with respect to which the semi-simple part \( S_i^j \) of \( \text{res}_{z_i} \nabla^j \) is diagonal, as in Section 2. We introduce the following notations: for any \( 1 \leq s \leq r \) we let \( j_i(s) \) stand for the only \( 0 \leq j \leq l_i - 1 \) satisfying

\[
e^r_i \in F^j_i \setminus F^{j+1}_i,
\]

and \( k_i(s) \) for the only integer \( k \) such that

\[
e^s_i \in W^j_{i,k} \setminus W^j_{i,k-1}.
\]

For ease of notation we will drop the subscript \( i \) of \( j_i(s) \) and \( k_i(s) \); hopefully, this will cause no misunderstanding. We begin by spelling out a frame of \( G \) in the case \( i > 0 \);
the formulas are analogous to the ones of Section 4 \[18\] in the case of the Dolbeault interpretation:

1. Case $\beta_i^{j(s)} = 0$
   
   - (a) sub-case $k(s) < -1$: set $g_i^z = e_i^z$
   - (b) sub-case $k(s) \geq -1$: set $g_i^z = (z - z_i)e_i^z$

2. Case $\beta_i^{j(s)} > 0$: set $g_i^z = e_i^z$.

We now come to a local frame of $G$ near $z_0$:

1. Case $\beta_0^{j(s)} = 0$
   
   - (a) sub-case $k(s) < -1$: set $g_0^z = z^{-1}e_0^z$
   - (b) sub-case $k(s) \geq -1$: set $g_0^z = z^{-2}e_0^z$

2. Case $\beta_0^{j(s)} > 0$: set $g_0^z = z^{-1}e_0^z$.

Next, let us denote by $\mu_i^z$ the eigenvalue of $\text{res}_i(\nabla)^j(s)$ corresponding to the eigenvector $e_i^z$. With this notation, we define in the case $i > 0$:

1. Case $\beta_i^{j(s)} = 0$
   
   - (a) sub-case $\mu_i^z = 0$ (and as a consequence necessarily $\text{res}_{z_i}^j(\pi^{-1}_z(e_i^z(z_i))) = 0$ by Assumption \[2.11\]): set $f_i^z = e_i^z$
   - (b) sub-case $\mu_i^z \neq 0, k(s) < -1$: set $f_i^z = e_i^z$
   - (c) sub-case $\mu_i^z \neq 0, k(s) \geq -1$: set $f_i^z = (z - z_i)e_i^z$

2. Case $\beta_i^{j(s)} > 0$: set $f_i^z = e_i^z$.

Finally, we define $F$ near $z_0$ by the local frame $f_0^z = g_0^z$ that we have already defined above.

An important observation is that according to their definitions, $F$ is naturally a subsheaf of $G(z_1 + \cdots + z_n)$. This will play a role in the next statement, as it is possible to add a multiple of the identity map of $F$ to $\nabla$. Namely, we set

$$\nabla_\xi = \nabla - \xi \text{Id}_E dz,$$

where $\text{Id}_E$ stands for the identity map of $E$ (and its restriction to the sub-sheaves of $E$).

We then have the following analogue of Proposition 4.1 \[18\].

**Proposition 5.1.** For every $\zeta \in \hat{C} \setminus \hat{P}$, the fiber $\hat{V}_\zeta$ is isomorphic to the first hypercohomology space of the following twisted de Rham complex

$$F \xrightarrow{\nabla_\zeta} G \otimes K_{\mathbb{P}^1}(2 \cdot z_0 + z_1 + \cdots + z_n).$$

**Proof.** A straightforward computation shows that the twisted de Rham complex admits a resolution by sheaves of $L^2$ sections (in the domain of $\nabla_\zeta$ whenever this condition is applicable). As these sheaves are acyclic, the proof follows. \[\square\]

Proposition 5.1 allows us to endow $\hat{V}$ with the structure of a holomorphic vector bundle $\hat{E}$ over $\hat{C} \setminus \hat{P}$. Namely, using $\pi_j$ for the projection morphism to the $j$’th factor in $\mathbb{P}^1 \times \hat{\mathbb{P}}^1$ (and on its various open subsets), we may set

$$\hat{E} = \mathbb{R}^1(\pi_2)_* \left( \pi_1^*F \xrightarrow{\nabla_\zeta} \pi_1^*G \otimes K_{\mathbb{P}^1}(2 \cdot z_0 + z_1 + \cdots + z_n) \right).$$

Then, as $\nabla_\zeta$ depends analytically on $\zeta$, $\hat{E}$ naturally inherits the structure of a coherent analytic sheaf of $O_{\hat{C} \setminus \hat{P}}$-modules. Now, as the dimensions of the fibers $\hat{E}_\zeta$ of $\hat{E}$ is independent of $\zeta$, it follows that $\hat{E}$ is the sheaf of sections of an analytic vector bundle over $\hat{C} \setminus \hat{P}$. Moreover, comparing this to the definition \[16\] of $\hat{D}$, one immediately sees that...
the two constructions are compatible in the sense that the $\bar{\partial}$-operator $\bar{\partial}(0,1)$ annihilates precisely the sections of the holomorphic bundle $\hat{E}$. Indeed, the $(0,1)$-part of $\bar{D}$ is induced by the trivial $\bar{\partial}$-operator in the bundle of Hilbert spaces $\mathcal{H}$ \cite{15} with respect to the variable $\zeta$, and the holomorphic structure of $\hat{E}$ is also induced by the trivial holomorphic structure of $\pi_1^*F, \pi_1^*G$ with respect to $\zeta$.

6. Extension of the Transformed Vector Bundle and Transformed Parabolic Structure

The description of $\hat{V}_\zeta$ given in Proposition \ref{Proposition5.1} in terms of a twisted de Rham complex allows us to extend the smooth vector bundle $\hat{V}$ over the points $\hat{P} \cup \infty$ where its $L^2$-theoretic definition fails to exist. To be precise, we can extend the holomorphic bundle $E$. Moreover, using the same kind of ideas it is possible to endow the extension with a parabolic structure. The purpose of this section is to spell out this extension and parabolic structure. The content of this section closely follows Section 5 of \cite{18}.

6.1. Extension of the transformed vector bundle over $\hat{P}^1$. We define the extension of $\hat{E}$ to $\hat{C}$ simply by the formula \eqref{21}. As $\nabla_\zeta$ depends analytically (in fact, even algebraically) on $\zeta$, this obviously defines a coherent analytic sheaf on $\hat{C}$.

Let us now define the extension at $\infty$. We consider the global sections $s_0, s_\infty \in H^0(\hat{P}^1, \mathcal{O}_{\hat{P}^1}(1))$ such that on the affine chart $\hat{C} \subset \hat{P}^1$ we have

$$s_0(\zeta) = \zeta, \quad s_\infty(\zeta) = 1.$$ 

Let $\pi_i$ stand for the projection from $\mathbb{P}^1 \times \hat{P}^1$ to its $i$'th factor and $\text{Id}_E$ the sheaf morphism induced by the identity of $E$. We now modify \eqref{19} into

$$\nabla_\zeta = \nabla \otimes s_\infty - \text{Id}_E \, dz \otimes s_0 : \pi_1^*F \to \pi_1^*G \otimes K_{\mathbb{P}^1}(2 \cdot z_0 + z_1 + \cdots + z_n) \otimes \pi_2^*\mathcal{O}_{\hat{P}^1}(1).$$

This is then clearly a holomorphic deformation of $\nabla$ parametrized by $\hat{P}^1$, in particular its index is constant over $\hat{P}^1$.

**Proposition 6.1.** The hypercohomology groups of degree 0 and 2 of \eqref{21} vanish for all $\zeta \in \hat{P}^1$.

**Proof.** A non-trivial degree 0 hypercohomology class is represented by a global holomorphic section $e \in \Gamma(\mathbb{P}^1, F)$ that is parallel with respect to $\nabla_\zeta$. Let us first treat the case of $\zeta \in \hat{C}$. Then, $\nabla$ preserves the subsheaf $L \subset F$ generated by $e$. Namely, we have $\nabla(e) = \zeta \, edz$. This implies that $e$ is an eigenvector both for the leading-order term $A$ and for the residue $C$ of $\nabla$ at infinity, see \cite{8}. In addition, the corresponding eigenvalue of $C$ is clearly 0. On the other hand, it is well-known that the residue must be of the form $\mu^*_s + k$ for some $1 \leq s \leq r$ and some integer $k \in \mathbb{Z}$. This contradicts Assumption \ref{Assumption2.1} \cite{11}, hence the hypercohomology group of degree 0 is trivial for $\zeta \in \hat{C}$. For $\zeta = \infty$, \eqref{21} reduces to $-Id_E \, dz$, and a degree 0 hypercohomology class is represented by a global section $e \in \Gamma(\mathbb{P}^1, F)$ annihilated by $Id_E$. As the stalks at $\infty$ of the sheaves $F, G$ agree, the only such section is $e = 0$ near $\infty$. Then, by analytic continuation, $e = 0$ on $\hat{P}^1$.

The case of degree 2 can be treated similarly. \hfill \Box

We introduce the symbol $\pi_2$ for the projection onto the second factor

$$\pi_2 : \mathbb{P}^1 \times \hat{P}^1 \to \hat{P}^1.$$
Let us now denote by $dR_\bullet$ the family (21) of complexes of $\mathbb{C}$-vector spaces over $\mathbb{P}^1$ parametrized by $\zeta \in \hat{\mathbb{P}}^1$ and set

$$\tilde{E} = R^1(\pi_2)_*dR_\bullet. \tag{22}$$

**Proposition 6.2.** The sheaf of $\mathcal{O}_{\mathbb{P}^1}$-modules $\tilde{E}$ is locally free, with fiber over $\zeta \in \hat{\mathbb{P}}^1$ given by $H^1(dR_\zeta)$.

*Proof.* In view of the proposition and because the index of a continuous deformation of a sheaf morphism is locally constant, the dimension of the first hypercohomology spaces $H^1(\nabla_{\zeta})$ of the twisted de Rham complex (22) is independent of $\zeta \in \hat{\mathbb{P}}^1$. The family $dR_\bullet$ of complexes is clearly flat over $\hat{\mathbb{P}}^1$. The statements then follow from the proper base change theorem. $\square$

**Definition 6.3.** The extension of $\tilde{E}$ over $\hat{\mathbb{P}}^1$ is the holomorphic vector bundle whose fiber over $\zeta \in \hat{\mathbb{P}}^1$ is defined as the first hypercohomology space $H^1(\nabla_{\zeta})$ of the twisted de Rham complex (21).

By an abuse of notation, we will continue to denote the extension of $\tilde{E}$ over $\hat{\mathbb{P}}^1$ by $\tilde{E}$.

6.2. **Transforming the parabolic structure.** We define the transformed parabolic structure by first refining the definition of $F$ and $G$ from Section 5 to depend on a parameter $\beta \in \mathbb{R}$. Namely, for any $1 \leq i \leq n$

1. for the values $1 \leq s \leq r$ such that $\beta_i^{(s)} = 0 = \mu_i^s$ and any $\beta \in \mathbb{R}$ we set $f_i^s(\beta) = f_i^s$, $g_i^s(\beta) = g_i^s$;

2. for the values $1 \leq s \leq r$ such that at least one of $\beta_i^{(s)}, \mu_i^s$ is non-zero and for the unique integer $m$ satisfying $\beta_i^{(s)} + m - 1 < \beta \leq \beta_i^{(s)} + m$ we set $f_i^s(\beta) = (z - z_i)^m f_i^s$, $g_i^s(\beta) = (z - z_i)^m g_i^s$.

In the case $i = 0$ the definitions are similar to case 3, up to replacing the local coordinate $z - z_i$ by $z^{-1}$. We then let $F_\beta, G_\beta$ be the $\mathcal{O}_{\mathbb{P}^1}$-modules that are equal to $F,G$ away from the points $z_i$, and that are generated by $f_i^s(\beta), g_i^s(\beta)$ respectively near $z_i$ for all indices $1 \leq s \leq r$.

**Proposition 6.4.** With the above definitions $\nabla$ induces for all $\beta \in \mathbb{R}$ a sheaf morphism $\nabla_\beta : F_\beta \to G_\beta \otimes K_{\mathbb{P}^1}(z_1 + \cdots + z_n + 2 \cdot z_0)$.

*Proof.* We only treat the case $i > 0$, the case $i = 0$ being similar and simpler. Using the notations introduced above, the action of $\nabla$ on $(z - z_i)^m e_i^s$ with respect to the chosen trivialization $e_i^s$ is given by

$$\nabla((z - z_i)^m e_i^s) = (z - z_i)^{m-1}\left(\sum_{s' = 1}^r (a_{i,s',s}(z) + m\delta_{s's})e_i^{s'}\right)dz$$

with $a_{i,s',s}$ the entries of the regular matrix $A$ in (2) and $\delta_{s's}$ standing for Kronecker’s $\delta$-symbol. As we observed, $a_{i,s',s} = 0$ unless $\mu_i^s - \mu_i^{s'} \in \mathbb{Z}$. Moreover since the residue is compatible with the parabolic structure, we also have $a_{i,s',s}(z_i) = 0$ if $j(s) > j(s')$. Let us now write

$$\nabla(f_i^s) = (z - z_i)^{-1}\left(\sum_{s' = 1}^r \tilde{a}_{i,s',s}(z)g_i^{s'}\right)dz. \tag{23}$$
Lemma 6.5. The coefficients appearing on the right-hand side of \((23)\) satisfy the following conditions.

1. \(\tilde{a}_{i,s'}^s\) are regular at \(z_i\).
2. if \(s', s\) are such that \(\mu_i^s = \mu_i^{s'} \notin \mathbb{Z}\) then \(\tilde{a}_{i,s'}^s = 0\).
3. if \(s', s\) are such that \(j(s') > j(s)\) then \(\tilde{a}_{i,s'}^s(z_i) = 0\).

Proof. These claims can be directly checked using the definitions of \(f_i^s\), \(g_i^s\), and the connection form of \(\nabla\) with respect to the vectors \(e_i^s\) given above. Indeed, the only coefficients \(\tilde{a}_{i,s'}^s\) that may be more singular than the corresponding coefficient \(a_{i,s'}^s\) correspond to pairs of indices \(s', s\) such that \(g_i^{s'} = (z - z_i)e_i^{s'}\), i.e. \(\beta_i^{s'} = 0, k(s') \geq -1\). We separate cases.

If \(\beta_i^{(s)} = 0, \mu_i^s = 0\) then by Assumption 2.1(2) we have that \(f_i^s = e_i^s\) is annihilated by \(\text{res}_{z_i}^i(s)\), said differently \(a_{i,s'}^s(z_i) = 0\), hence \(\tilde{a}_{i,s'}^s = (z - z_i)^{-1}a_{i,s'}^s\) is regular at \(z_i\).

If \(\beta_i^{(s)} = 0, \mu_i^s \neq 0\) and \(k(s) < -1\) then \(f_i^s = e_i^s\), and as the nilpotent part \(N_i^j(s)\) decreases the index of the weight-filtration \(k\), it follows that the coefficient \(a_{i,s'}^s\) vanishes at \(z_i\), hence again \(\tilde{a}_{i,s'}^s\) is regular at \(z_i\).

If \(\beta_i^{(s)} = 0, \mu_i^s \neq 0\) and \(k(s) \geq -1\) then \(f_i^s = (z - z_i)e_i^s\), so \(\tilde{a}_{i,s'}^s = a_{i,s'}^s + \delta_{s'}^s\), thus \(\tilde{a}_{i,s'}^s\) is regular at \(z_i\) since \(a_{i,s'}^s\) is regular there.

Finally, if \(\beta_i^{(s)} > 0\) then by Assumption 2.1(3) and the vanishing condition on \(a_{i,s'}^s\), we see that \(a_{i,s'}^s\) is identically zero, therefore so is \(\tilde{a}_{i,s'}^s\). This finishes the proof of part (1).

Similarly, for all values of \(s', s\) such that \(\mu_i^s = \mu_i^{s'} \notin \mathbb{Z}\) we have

\[\tilde{a}_{i,s'}^s = (z - z_i)^{l}a_{i,s'}^s\]

for some integer \(l\), hence \(a_{i,s'}^s = 0\) implies \(\tilde{a}_{i,s'}^s = 0\). This finishes the proof of part (2).

As for part (3), notice that the condition \(j(s') > j(s)\) implies in particular that \(\beta_i^{j(s')} > 0\). It then follows that \(f_i^{s'} = e_i^{s'} = g_i^{s'}\), and in particular \(\tilde{a}_{i,s'}^{s'} = a_{i,s'}^{s'}\), for which the corresponding statement is known. \(\square\)

We return to the proof of the Proposition. For vectors \(e_i^s\) corresponding to 0 parabolic weight and 0 eigenvalue of the residue, by Assumption 2.1(4) and the above vanishing conditions only vectors of the same kind appear with non-zero coefficient on the right-hand side of \((23)\). Given the definitions of \(F_{\beta}\), one then sees that the right-hand side belongs to \(G_{\beta} \otimes Kp^*(z_i)\).

Fix now \(1 \leq s \leq r\) such that \(\beta_i^{j(s)} > 0\) or \(\beta_i^{j(s)} = 0 \neq \mu_i^{j(s)}\) and let \(\beta \in \mathbb{R}\) be arbitrary. Recall that we set \(m\) the unique integer satisfying \(\beta_i^{j(s)} + m - 1 < \beta \leq \beta_i^{j(s)} + m\), and we used \(m\) to define \(f_i^{s'}(\beta) = (z - z_i)^m f_i^{s'}\). Let us now write an obvious consequence of the Lemma: if \(\beta_i^{j(s)} > 0\) or \(\beta_i^{j(s)} = 0 \neq \mu_i^{j(s)}\) then

\[
\nabla((z - z_i)^m f_i^{s'}) = (z - z_i)^{m-1} \left(m f_i^{s'} + \sum_{s'=1}^{r} \tilde{a}_{i,s'}^s(z) g_i^{s'}\right) dz
\]

\[= (z - z_i)^{m-1} \left(\sum_{s'=1}^{r} b_{i,s'}^s(z) g_i^{s'}\right) dz\]

with \(b_{i,s'}^s(z) = \tilde{a}_{i,s'}^s(z) + m\delta_{s'}^s\).
(For ease of notation we do not write out the dependence of \( b_{i,s'} \) on \( m \)). This formula readily follows from the definitions of \( f_i^\beta, g_i^\beta \), as they only differ in the case \( \beta_i^{j(s)} = 0 = \mu_i^{j(s)} \) that we exclude here. The Lemma then implies the same regularity and vanishing conditions for the coefficients \( b_{i,s'} \) as for \( \tilde{a}_{i,s'}(z) \). We will now show that all the vector components on the right-hand side of the above expression for \( \nabla((z - z_i)^m f_i^\beta) \) belong to \( G_\beta \otimes K_{\mathbb{P}^1}(z_i) \). Let us introduce the subsets of indices

\[
I_1 = \{ s' \mid \beta_i^{j(s')} + m - 2 < \beta \leq \beta_i^{j(s')} + m - 1 \},
\]

\[
I_2 = \{ s' \mid \beta_i^{j(s')} + m - 1 < \beta \leq \beta_i^{j(s')} + m \},
\]

\[
I_3 = \{ s' \mid \beta_i^{j(s')} + m < \beta \leq \beta_i^{j(s')} + m + 1 \}.
\]

Then, it is easy to see that \( I_1 \coprod I_2 \coprod I_3 = \{1, \ldots, n\} \), as all weights lie within an interval of length 1. For \( s' \in I_1 \), we have \( g_i^\beta(s') = (z - z_i)^{m-1}g_i^{s'} \), hence the corresponding term on the right-hand side belongs to \( G_\beta \otimes K_{\mathbb{P}^1} \), because \( b_{i,s'} \) is regular. For \( s' \in I_2 \), we have \( g_i^\beta(s') = (z - z_i)^m g_i^{s'} \), hence the corresponding term on the right-hand side belongs to \( G_\beta \otimes K_{\mathbb{P}^1}(z_i) \) because \( b_{i,s'} \) is regular. Finally, for \( s' \in I_3 \) we necessarily have \( \beta_i^{j(s')} < \beta_i^{j(s)} \), said differently \( j(s') > j(s) \), so we have \( b_{i,s'}(z_i) = 0 \). Moreover, in this case we have \( g_i^\beta(s') = (z - z_i)^{m+1}g_i^{s'} \). Therefore, the corresponding term on the right-hand side is of the form

\[
(z - z_i)^{-2}b_{i,s'}(z_i)g_i^\beta(s'),
\]

which is again in \( G_\beta \otimes K_{\mathbb{P}^1}(z_i) \) as \( b_{i,s'}(z_i) = 0 \). This finishes the proof. \( \square \)

By virtue of the proposition, we may consider the filtered versions of \( (21) \) that read as:

\[
\nabla_{\beta,\zeta} = \nabla_\beta \otimes s_\infty - \Id_{E} \, dz \otimes s_0 : \pi_1^* F_\beta \to \pi_1^* G_\beta \otimes K_{\mathbb{P}^1}(2 \cdot z_0 + z_1 + \cdots + z_n) \otimes \pi_2^* \mathcal{O}_{\mathbb{P}^1}(1).
\]

For convenience, we introduce the notation \( d\mathcal{R}_{\beta,\zeta} \) for the above complex, that we call the twisted filtered de Rham complex. Analogously to \( (22) \), for all \( \beta \in [0, 1) \) we may then set

\[
\hat{E}_\beta = R^1(\pi_2)_* d\mathcal{R}_{\beta, \bullet}.
\]

**Claim 6.6.** For all \( \zeta \notin \breve{\mathcal{P}} \cup \{ \infty \} \) and any \( \beta, \beta' \in \mathbb{R} \) sufficiently close to each other, the filtered twisted de Rham complexes \( d\mathcal{R}_{\beta, \zeta} \) and \( d\mathcal{R}_{\beta', \zeta} \) are quasi-isomorphic. In particular, for all \( \beta \in [0, 1) \) the sheaf \( \hat{E}_\beta \) is a locally free subsheaf of \( \hat{E}_0 \) of full rank.

**Proof.** Without loss of generality we may assume that \( \beta > \beta' \). Writing \( L = K_{\mathbb{P}^1}(2 \cdot z_0 + z_1 + \cdots + z_n) \) we then have a short exact sequence of complexes of sheaves of \( \mathbb{C} \)-vector spaces on \( \mathbb{P}^1 \)

\[
F_\beta/F_{\beta'} \rightarrow (G_\beta/G_{\beta'}) \otimes L
\]

\[
F_\beta \rightarrow G_\beta \otimes L
\]

\[
F_{\beta'} \rightarrow G_{\beta'} \otimes L
\]

with the upper horizontal map induced by the middle one. By the definition of \( F_\beta, G_\beta \) they are equal to \( E \) away from the set \( P \cup \{ \infty \} \), therefore the sheaves in the top row of this diagram are supported at this finite set. Now assume that for all \( 1 \leq i \leq n \) there is at most
one value of the form $\beta_i^j + m$ between $\beta$ and $\beta'$. If there is zero such value between $\beta$ and $\beta'$ then near $z_i$ the complexes $dR_{\beta,\zeta}$ and $dR_{\beta',\zeta}$ are clearly quasi-isomorphic near $z_i$. Let us now assume that there exists exactly one such $\beta \geq \beta_i^j + m > \beta'$. Then, there are two possibilities: either $\beta_i^j = 0$ or $\beta_i^j > 0$. If $\beta_i^j = 0$ then it follows from the definitions of $F_{\beta}, G_{\beta}$ that the quotients $F_{\beta}/F_{\beta'}$ do not contain any classes represented by vectors of the form $\phi e_i^*\zeta$ such that $\mu_i^j = 0$, for any non-zero function $\phi$. On the other hand, for all other basis vectors it follows from Assumptions 2.1 (2) and (3) coupled with (23) that on the quotient $F_{\beta}/F_{\beta'}$ the action of $\nabla_{\beta,\zeta}$ is by non-zero constants. Therefore, the morphism induced on the quotients maps the fiber of $F_{\beta}/F_{\beta'}$ over $z_i$ isomorphically onto that of $(G_{\beta}/G_{\beta'}) \otimes L$.

For $i = 0$ from the assumption $\zeta \notin \hat{P}$, the formulas (3), (13) and compatibility of $\nabla$ with the parabolic structure, we see that locally the map $\nabla_{\beta,\zeta}$ maps the fiber of $F_{\beta}$ over $z_0$ isomorphically onto that of $(G \otimes L)_{\beta}$. This will then clearly remain the case after passing to quotients.

Now, it follows from the first statement that $\hat{E}_{\beta}$ is a subsheaf of full rank. As $\hat{E}_0$ is locally free by Proposition 6.7 and $\mathbb{P}^1$ is smooth, we obtain the desired result. $\square$

We now set

\[(26) \quad \hat{D}_{\text{red}} = \text{div}(\hat{P}) + \infty,\]

where div stands to denote the simple effective divisor associated to a set of distinct points, and extend the definition of $\hat{E}_{\beta}$ to all $\beta \in \mathbb{R}$ by the requirement

\[\hat{E}_{\beta+1} = \hat{E}_{\beta}(-\hat{D}_{\text{red}}).\]

**Proposition 6.7.** Assume that in addition to Assumption 2.7 the following conditions are also fulfilled for all $i, j$:

- if $i = 0$ then $\beta_i^j$ is not an eigenvalue of $\text{res}_{z_1}(\nabla)^j$;
- if $i > 0$ and $\beta_i^j = 0$ then the nilpotent part $N_i^j$ of the residue acts trivially on the generalized 0-eigenspace of $\text{res}_{z_1}(\nabla)^j$;
- if $i > 0$ and for some $s$ with $j(s) = j$ we have $\Re\mu_i^s \neq 0$ then $\beta_i^j \neq \mu_i^s$.

Then, the family $\{\hat{E}_{\beta}\}_{\beta \in \mathbb{R}}$ is an $\mathbb{R}$-parabolic sheaf with divisor $\hat{D}_{\text{red}}$.

**Remark 6.8.** According to Simpson’s table [13] p. 720, the parabolic weights and eigenvalues of the Higgs bundle associated to $(V, F_i^J, \hat{D}^E, \nabla, h)$ read respectively as

\[\alpha_i^j = \Re\mu_i^s, \quad \lambda_i^j = \frac{\mu_i^s - \beta_i^{j(s)}}{2}.\]

The assumptions listed in the statement of Proposition 6.7 then mean that the Assumptions of [13] hold for the associated Higgs bundle.

**Proof.** For some small $\varepsilon$ the Hermitian metric $h$ is the harmonic metric for $F_{1-\varepsilon}$ and the underlying holomorphic vector bundle of the associated Higgs bundle is $F_{1-\varepsilon}$ appearing in Section 5 [13]. In particular, the first hypercohomology spaces of the twisted de Rham and Dolbeault complexes both compute the space of $L^2$ harmonic 1-forms with values in $V_{1-\varepsilon}$, so they are isomorphic. It then follows that the smooth vector bundles underlying the holomorphic vector bundles

\[\hat{E}_{1-\varepsilon} \quad \text{and} \quad \hat{E}_{1-\varepsilon}\]
agree, as the fiber over ζ of the former is $H^1(dR_{1-ε,ζ})$ and the one of the latter is $H^1(Dol_{1-ε,ζ})$.

According to Proposition 5.6 [18], we have an inclusion of sheaves of $\mathcal{O}$-modules

$$\hat{E}_0 \otimes \mathcal{O}_{\mathbb{P}^1}(-\hat{D}_{\text{red}}) \subseteq \hat{E}_{1-ε}.$$ 

It then follows that a similar inclusion holds for $\hat{E}$ too. □

7. Minimal Fourier–Laplace Transformation

In this section, we recall the classical construction of minimal Fourier–Laplace transformation of a holonomic $\mathcal{D}_{\mathbb{P}^1}$-module. Throughout the section we use the following standard notation: given a complex analytic manifold $X$, a smooth divisor $D \subset X$ and a locally free sheaf $S$ of $\mathcal{O}_X$-modules over $X$, we denote by $S(\ast D)$ the sheaf of meromorphic sections of $S$ with poles of arbitrary order along $D$.

7.1. Minimal extension of a $\mathcal{D}_{\mathbb{C}}$-module. For a complex curve $C$ we let $\mathcal{D}_{\mathbb{C}}$ stand for the sheaf of analytic differential operators on $C$. Locally, in some complex chart $w$ the sections of $\mathcal{D}_{\mathbb{C}}$ are of the form

$$\sum_i h_i(w)(\partial w)^i$$

where the sum is finite and $h_i$ are analytic functions. Given a vector bundle $E$ endowed with an integrable connection $\nabla$ with singularities in the points $z_i$ as in Section 2 a classical construction associates a left $\mathcal{D}_{\mathbb{P}^1}$-module $\mathcal{M}$ to $(E, \nabla)$: as an $\mathcal{O}_{\mathbb{P}^1}$-module, $\mathcal{M}$ is isomorphic to the meromorphic bundle

$$\mathcal{M} = E(\ast\{z_0 + z_1 + \cdots + z_n\}),$$

with the differential operator $\partial_z$ acting on a section $e \in E(U)$ on some open set $U \subseteq C^0$ by

$$\partial_z(e) = \nabla(e) \left( \frac{\partial}{\partial z} \right).$$

We say that a $\mathcal{D}_{\mathbb{P}^1}$-module $\mathcal{M}$ of this type is a meromorphic bundle. Meromorphic bundles are holonomic $\mathcal{D}_{\mathbb{P}^1}$-modules: every local section is annihilated by a local section of $\mathcal{D}_{\mathbb{P}^1}$.

We define an extension $N$ of $\mathcal{M}$ as a $\mathcal{D}_{\mathbb{P}^1}$-module such that the meromorphic bundle

$$N \otimes \mathcal{O}_{\mathbb{P}^1} \mathcal{O}_{\mathbb{P}^1}(\ast\{z_0 + z_1 + \cdots + z_n\})$$

is isomorphic to $\mathcal{M}$ as a $\mathcal{D}_{\mathbb{P}^1}$-module. Observe that for any $\mathcal{M}$ of the above type (i.e. a meromorphic bundle) $N = \mathcal{M}$ is always an extension. An extension $N$ is called minimal if it has no non-trivial submodules and no non-trivial quotient modules.

Example 1. In these examples we let $\mathcal{M} = \mathcal{O}_{\mathbb{P}^1}(\ast\{0\})$ as an $\mathcal{O}_{\mathbb{P}^1}$-module.

(1) If $\partial_z$ acts by the trivial connection

$$\partial_z \cdot f = \frac{df}{dz}$$

then $N = \mathcal{M}$ is not a minimal extension: indeed, then the submodule

$$\mathcal{O}_{\mathbb{P}^1} \subset \mathcal{O}_{\mathbb{P}^1}(\ast\{0\})$$

is preserved by $\partial_z$. Instead, the lattice $\mathcal{O}_{\mathbb{P}^1}$ with the induced $\partial_z$-action is a minimal extension.
(2) Similarly, if $\partial_z$ acts by a logarithmic connection

$$\partial_z \cdot f = \left( \frac{d}{dz} + \frac{n}{z} \right) f$$

with integer residue $n \in \mathbb{Z}$ at 0 then $\mathcal{N} = \mathcal{M}$ is not a minimal extension, because of the submodule $\mathcal{O}_{\mathbb{P}^1}(n \cdot \{0\})$. Again, this latter lattice with the induced $\partial_z$-action is a minimal extension.

(3) On the other hand, if we let $\partial_z$ act by a logarithmic connection

$$\partial_z \cdot f = \left( \frac{d}{dz} + \frac{\mu}{z} \right) f$$

with some non-integer residue $\mu \in \mathbb{C} \setminus \mathbb{Z}$ at 0, then $\mathcal{N} = \mathcal{M}$ is a minimal extension. Indeed, any non-trivial submodule of $\mathcal{N}$ is a locally free $\mathcal{O}_{\mathbb{P}^1}$-module, and is necessarily of the type $\mathcal{O}_{\mathbb{P}^1}(n \cdot \{0\})$ for some $n \in \mathbb{Z}$; however, it is easy to see that such modules are not preserved by $\partial_z$.

(4) If $\partial_z$ acts by a connection with an irregular singularity

$$\partial_z \cdot f = \left( \frac{d}{dz} + m(z) \right) f$$

where $m$ is a meromorphic function with a pole of order at least 2 at 0, then $\mathcal{M}$ is a minimal extension. Indeed, if the $z$-adic valuation of $f$ is some $n \in \mathbb{Z}$ then the $z$-adic valuation of $\partial_z \cdot f$ is necessarily less than or equal to $n - 2$, so again no submodule of the form $\mathcal{O}_{\mathbb{P}^1}(n \cdot \{0\})$ may be invariant by $\partial_z$.

**Example 2.** Let us now take the $r$-fold direct power $\mathcal{O}_{\mathbb{P}^1}$-module

$$\mathcal{M} = \mathcal{O}_{\mathbb{P}^1}(\ast \{0\}) \cdot e^1 \oplus \cdots \oplus \mathcal{O}_{\mathbb{P}^1}(\ast \{0\}) \cdot e^r$$

for some $r \geq 2$.

(1) Let $\partial_z$ act on $\mathcal{M}$ by a logarithmic connection with maximal nilpotent residue at 0, i.e.

$$\partial_z e^1 = 0, \quad \partial_z e^j = \frac{e^{j-1}}{z} \text{ for } j \geq 2.$$ 

Then a minimal extension is given by the $\mathcal{O}_{\mathbb{P}^1}$-module

$$\mathcal{O}_{\mathbb{P}^1}(\ast \{0\}) \cdot e^1 \oplus \cdots \oplus \mathcal{O}_{\mathbb{P}^1}(\ast \{0\}) \cdot e^{r-1} \oplus \mathcal{O}_{\mathbb{P}^1} \cdot e^r.$$ 

For simplicity, we sketch the argument in the case $r = 2$. As usual, denote by $\mathcal{O}_0$ and $K_0$ the ring of local functions at $0 \in \mathbb{P}^1$ and its fraction field. Assume there exist some elements $a_1, b_1 \in K_0$ and $a_2, b_2 \in \mathcal{O}_0$ such that the $\mathcal{O}_{\mathbb{P}^1}$-module generated by

$$a_1 e^1 + a_2 e^2 \quad \text{and} \quad b_1 e^1 + b_2 e^2$$

is $\partial_z$-invariant. The action of $\partial_z$ reads as

$$\partial_z(a_1 e^1 + a_2 e^2) = \left( da_1 + a_2 \frac{dz}{z} \right) e^1 + da_2 e^2,$$

and similarly for $a_j$ replaced by $b_j$. With respect to the local coordinate $z$ near $0 \in \mathbb{P}^1$, we may speak of the pole order of $a_1, b_1$. Assume that at least one of $a_1, b_1$ has a pole of order at least 1. Assume without loss of generality that the order of the pole of $a_1$ is at least as high as that of $b_1$. Then, the order of the pole of $da_1$ is strictly larger than the maximum of the pole orders of $a_1, b_1$ and the term $a_2 dz/z$ does not change the pole order of the coefficient of $e^1$ on the right-hand
It can be easily checked that this then turns \( \hat{C} \) into the various eigenspaces \( \psi \) explicitly in terms of the kernel and cokernel of the restriction of the residue to \( \text{ker}(\text{res}(\partial_z)) \). According to \( [6] \) Lemma 7.1.4. For

7.2. \textit{Fourier–Laplace transformation.} Consider the one-dimensional Weyl algebra \( C[z]\langle \partial_z \rangle \) generated by the formal variables \( z \) and \( \partial_z \) subject to the only relation \( [z, \partial_z] = -1 \). Let us be given a left \( C[z]\langle \partial_z \rangle \)-module \( M \). Furthermore, let \( \zeta \) be a variable algebraically independent of \( z \) and consider the Weyl algebra \( C[\zeta]\langle \partial_\zeta \rangle \) defined as above, with each occurrence of \( z \) replaced by \( \zeta \). We then define the Fourier–Laplace transform \( \hat{M} \) of \( M \) as follows: as a \( C \)-vector space, we set \( \hat{M} = M \), and we let \( \zeta, \partial_\zeta \) act by

\[
\zeta \cdot m = \partial_z \cdot m \\
\partial_\zeta \cdot m = -z \cdot m.
\]

It can be easily checked that this then turns \( \hat{M} \) into a left \( C[\zeta]\langle \partial_\zeta \rangle \)-module.

Let us now give an equivalent description of the Fourier–Laplace transform \( \hat{M} \) of \( M \) in terms of the cokernel of a suitable map of modules, according to \( [6] \) Lemma 7.1.4. For
this purpose, let us consider the two-dimensional Weyl algebra $C[z, \zeta]\langle \partial_z, \partial_\zeta \rangle$ generated by the formal variables $z, \zeta, \partial_z, \partial_\zeta$ subject to the relations
\[ [z, \partial_z] = -1 \quad [\zeta, \partial_\zeta] = -1, \]
an all other generators commuting with each other. We consider the module
\[ M = M \otimes_C C[\zeta]. \]
We turn $M$ into a left module over $C[z, \zeta]\langle \partial_z, \partial_\zeta \rangle$ as follows: $z, \partial_z$ act on $M$ and $\zeta, \partial_\zeta$ act on $C[\zeta]$ in the standard way. It then turns out that the kernel of the map
\[ \partial_z - \zeta : M \to M \]
vanesishes, and its cokernel is isomorphic to $M$ as a $C$-vector space. Furthermore, this cokernel space inherits a left $C[\zeta]\langle \partial_\zeta \rangle$-module structure from $M$, with the action of $\partial_\zeta$ induced by the action of
\[ \partial_z + \partial_\zeta - z - \zeta \]
on $M$. An easy argument shows that the cokernel space endowed with this left $C[\zeta]\langle \partial_\zeta \rangle$-module structure is isomorphic to $\hat{M}$.

7.3. $\mathcal{D}_{P^1}$-modules and $C[z]\langle \partial_z \rangle$-modules. To any left $\mathcal{D}_{P^1}$-module $M$ we may associate a left module $M$ over $C[z]\langle \partial_z \rangle$ by the following globalization procedure: we let $M = \Gamma(C, M)$ be the $C$-vector space of sections of $M$ over $C$, we let $z$ act on such a section by multiplication by $z$, and $\partial_z$ act on $M$ via the action of $\partial_z$ on $M$.

Conversely, given any left $C[z]\langle \partial_z \rangle$-module $M$, we may take the sheafification $\check{M}$ of $M$. Namely, we may define $\check{M}$ as the sheaf of $O(P^1)$-modules associated to the presheaf
\[ U \mapsto M \otimes_{O(P^1)} O(U), \]
and we may let $\partial_z$ act on $\check{M}$ by
\[ \partial_z \cdot (fm) = f \partial_z \cdot m + \frac{df}{dz} m \]
for any $f \in O(U), m \in M(U)$. Then, $\check{M}$ is a left $\mathcal{D}_{P^1}$-module.

7.4. Minimal Fourier–Laplace transformation. For any integrable bundle $(E, \nabla)$ with singularities as in Section 2 consider the minimal extension $\check{M}_{\text{min}}$ associated to the meromorphic bundle $M$, and denote by $\check{M}_{\text{min}}$ the corresponding left $C[z]\langle \partial_z \rangle$-module. Consider moreover the Fourier–Laplace transform $\hat{\check{M}}_{\text{min}}$, and denote the associated left $\mathcal{D}_{P^1}$-module by $\hat{\check{M}}_{\text{min}}$. We then define the minimal Fourier–Laplace transform of $\check{M}_{\text{min}}$ as $\hat{\check{M}}_{\text{min}}$.

In the same way as in Proposition 4.2 [16], Assumption 2.1 (1) implies the following result.

**Proposition 7.1.** The $\mathcal{D}_{P^1}$-module $\hat{\check{M}}_{\text{min}}$ is the minimal extension of a meromorphic integrable bundle $\hat{M}$ with singularities at the set $P$ of eigenvalues of the leading-order term $A$ of $\nabla$ at infinity. In particular, the minimal Fourier–Laplace transform of $\hat{\check{M}}_{\text{min}}$ is isomorphic to $(-1)^*\check{M}_{\text{min}}$, where $(-1) : C \to C$ is the map $z \mapsto -z$. 
Proof. Any sub- or quotient module of $\hat{M}_{\min}$ supported at $\zeta_l \in \hat{P}$ would necessarily come from a sub- or quotient module of $M$ with $\partial_z$-action induced by a connection of the form $d - \zeta_l dz$. As already shown in Proposition 6.1 Assumption 2.1 (1) excludes the existence of such a sub- or quotient bundle. A similar argument works for $\zeta = \infty$. □

Theorem 7.2. The meromorphic integrable bundle $\hat{M}$ appearing in Proposition 7.1 is the meromorphic integrable bundle associated to the Nahm-transform $(\hat{E}, \nabla)$.

Proof. The key point is to show the following statement.

Proposition 7.3. For all $\zeta \in \hat{C} \setminus \hat{P}$, the complex (21) is quasi-isomorphic to
\[
\begin{align*}
M_{\min} \xrightarrow{\partial_z - \zeta} M_{\min}.
\end{align*}
\]

Proof. In view of Assumptions 2.1 (2) and (3), the formula for $M_{\min}$ given in Examples 1 and 2 is quite simple. Indeed, the only integer eigenvalue appearing in $A_i$ is $\mu^*_i = 0$, and by Assumption 2.1 (2) we have
\[
\ker(\text{res}_{z_i}(\nabla)\vert_{\psi^0_i}) = \psi^0_i, \quad \text{im}(\text{res}_{z_i}(\nabla)\vert_{\psi^0_i}) = 0.
\]

We infer that
\[
M_{\min} = \bigoplus_{i=1}^{n} \left( \bigoplus_{\mu \neq 0} \psi^\mu_i \otimes \mathbb{C} \{ z - z_i \} \right) \oplus \left( \psi^0_i \otimes \mathbb{C} \{ z - z_i \} \right)
\]
as a $\mathbb{C}[z]\langle \partial_z \rangle$-module. Now, it follows from the definition of $F_{\beta}, G_{\beta}$ in Subsection 6.2 and Assumption 2.1 (3) that the quasi-coherent $\mathcal{O}_{P^1}$-module $M_{\min}$ is the inductive limit of the coherent $\mathcal{O}_{P^1}$-modules $F_{\beta}, G_{\beta}$ as $\beta \to \infty$. Claim 6.6 shows that the corresponding filtered twisted de Rham complexes $\text{dR}_{\beta, \zeta}$ are all quasi-isomorphic to each other. As the complex (29) is an inductive limit of the complexes $\text{dR}_{\beta, \zeta}$, and these latter are all quasi-isomorphic to each other, we infer that (29) is quasi-isomorphic to $\text{dR}_{\beta, \zeta}$ for any $\beta \in \mathbb{R}$. This then holds in particular for $\beta = 0$. □

With the proposition established, the line of argument of Section 5 of [16] proves the theorem.

Just as in Theorem 4.1 [16], the above theorem has the following consequence.

Corollary 7.4. The transform (7) preserves the de Rham complex structure of the moduli spaces.

8. Transformation of the singularity parameters

In this section we describe the transformation of the singularity parameters under $N$ in the most simple situation where the residues of the associated Higgs bundle are regular and satisfy the assumptions made in [18]. We plan to return to the case of non-necessarily regular residue in ongoing joint work with Takuro Mochizuki.

8.1. Irregular singularity of the transformed Higgs bundle. We first treat the case of $\infty \in \hat{P}^1$. We denote by $J_s(\mu)$ a Jordan block of dimension $s$ for the eigenvalue $\mu$. For ease of notation, in the next theorem we assume $n = 1$ and lift the subscript $i$ wherever applicable.

Theorem 8.1. Assume that the conditions of Proposition 6.7 are satisfied, and in addition that for any $1 \leq s \neq s' \leq r$ the following conditions hold: 
(1) \( \mu^s - \beta^j(s) = \mu^{s'} - \beta^j(s') \) implies \( \beta^j(s) = \beta^j(s') \) (and then necessarily \( \mu^s = \mu^{s'} \) too);

(2) the graded residue \( \text{res}_{z_1}(\nabla)^j \) is regular, i.e. has Jordan decomposition

\[ \bigoplus_m J_m(\mu^j,m), \]

where \( \mu^j,m \neq \mu^j,l \) for \( m \neq l \), and \( s_m \in \mathbb{N} \).

Then \( \tilde{E}^{(1,0)} + z_1 d\zeta \) has a logarithmic singularity at \( \zeta = \infty \) with respect to the extension of \( \tilde{E} \) described in Section 6, the parabolic structure is compatible, and generically the \( j \)th graded piece of its residue (corresponding to the weight \( \beta^j \)) has the Jordan decomposition

\[ \bigoplus_{m|\mu^j,m \neq \beta^j} J_m(-\mu^j,m). \]

For the generalization of the theorem to the case \( n \geq 2 \), we would need to make the same assumptions as in the case \( n = 1 \) at each of the logarithmic points, and the conclusion should be replaced by saying that the transformed flat connection is a direct sum of flat connections behaving as in the case \( n = 1 \), up to holomorphic terms. The proof of this generalization would then be similar to the case \( n = 1 \), but with more complicated notation, hence we content ourselves with proving the theorem in its form as stated above.

**Proof.** The idea is to use non-Abelian Hodge theory to switch to the Dolbeault interpretation of the moduli space, and the proof generalizes that of Theorem 4.31 [15] where the case of regular semi-simple residue was treated. Namely, according to Theorem 1 [2], for every parabolically stable irregular flat connection there exists a unique harmonic metric, and therefore an irregular Higgs bundle \((E, \theta)\) where \( E \) is a holomorphic vector bundle over \( \mathbb{P}^1 \) and \( \theta \) is a global meromorphic 1-form valued endomorphism of \( E \), satisfying some properties. The moduli space of irregular Higgs bundles is often called irregular Dolbeault space, and the meromorphic integrable connection interpretation is referred to as de Rham space. Furthermore, it is shown in [2] that the polar parts of the integrable connection and \( \theta \) are related by the following transformation:

- the irregular part of the integrable connection \( \nabla \) is equal to twice the irregular part of \( \theta \);
- the eigenvalues of the residue and the parabolic weights on the de Rham and Dolbeault sides obey the relations given by Simpson’s table (see Remark 6.8);
- the Jordan decompositions of the nilpotent parts of the residue of the connection and of the Higgs field admit blocks of the same size.

In particular, in view of this correspondence, the assumptions of the theorem imply that the entire residue at \( z_1 \) of the Higgs bundle associated to \((E, \nabla)\) (rather than just its \( j \)th graded piece) is regular: indeed, any graded piece is regular by the second assumption and the eigenvalues of different graded pieces are different by the first assumption and Simpson’s transformation table.

By Proposition 5.6 [18] (see also Proposition 4.22 [15]), in order to construct the transformed Higgs bundle we need to consider the spectral curve

\[ \Sigma = (\theta \xi - \text{Id}_E \zeta / 2) \subset H = \mathbb{P}((\mathcal{O}_{\mathbb{P}^1} \oplus K_{\mathbb{P}^1}(2 \cdot z_0 + z_1 + \cdots + z_n)) \]

of \( \theta \) in the Hirzebruch surface \( H \), for the canonical sections \( \xi, \zeta \) of

\[ \mathcal{O}_{\text{rel}}(1), K_{\mathbb{P}^1}(2 \cdot z_0 + z_1 + \cdots + z_n) \otimes \mathcal{O}_{\text{rel}}(1) \]
respectively, and the spectral sheaf

\[ M = \text{coker}(\theta \xi - \text{Id}_E \xi/2) \]

supported on \( \Sigma \). Then \( M \) is a torsion-free sheaf, pure of dimension 1, and of rank 1 for generic \((E, \theta)\). We will use the birational transformation

\[ H \leftarrow H^+ \xrightarrow{\eta} \mathbb{P}^1 \times \hat{\mathbb{P}}^1 \]

where

- \( \omega \) is the blow-up of the intersection points of the fibers of \( H \) over the points \( z_1, \ldots, z_n \) and the 0-section \( \zeta = 0 \) of \( H \)
- \( \eta \) is the blow-up of the points \((z_i, \infty) \in \mathbb{P}^1 \times \hat{\mathbb{P}}^1 \).

In Section 5 of \([1]\) (see also \([14]\)), under some conditions we defined a proper transform functor \( \omega^\sigma \) for coherent sheaves with respect to a blow-up map \( \omega \), such that the support of \( \omega^\sigma(M) \) is equal to the proper transform of \( \Sigma \). Namely, we set

\[ \omega^\sigma(M) = \omega^* (M)/M^E, \]

where \( M^E \) is the subsheaf of \( M \) consisting of sections supported on the exceptional divisor \( E \) of \( \omega \). With these preliminaries, a straightforward generalization of Theorem 8.5 \([1]\) implies that the transformed Higgs bundle is obtained as follows:

1. take the proper transform \( \omega^\sigma M \) of \( M \) on \( H^+ \);
2. take the direct image \( \eta_* \omega^\sigma M \) of \( \omega^\sigma M \) with respect to \( \eta \) on \( \mathbb{P}^1 \times \hat{\mathbb{P}}^1 \);
3. then the holomorphic bundle \( \hat{\mathcal{E}} \) underlying the transformed Higgs bundle is the direct image \((\pi_2)_* \eta_* \omega^\sigma M \) with respect to the second projection \( \pi_2 : \mathbb{P}^1 \times \hat{\mathbb{P}}^1 \rightarrow \hat{\mathbb{P}}^1 \), and the transformed Higgs field \( \hat{\theta} \) is induced by multiplication by \( \xi d\zeta \).

Now, \( E \) splits into a direct sum over the ring \( C\{z - z_1\} \) according to the eigenvalues \( \lambda_1, \ldots, \lambda_K \) of the residue of \( \theta \). The eigenvalues of \( \theta \) are then partitioned into subsets as follows: for each \( k \) the \( \lambda_k \)-group is formed by those eigenvalues whose Puiseux-series starts with \( \lambda_k z^{-1} \). Introduce (replacing \( \zeta/\xi \) by \( \zeta \)) the characteristic polynomial

\[ \chi(\theta, \zeta) = \det(\theta - \text{Id}_E \zeta/2) \]

of \( \theta \). Let \( \chi_k(z, \zeta) \) denote the polynomial whose roots are all the eigenvalues in the \( \lambda_k \)-group of \( \theta \), each with multiplicity 1. Then \( \chi(\theta) \) decomposes into the product of these factors:

\[ \chi(\theta, \zeta) = \chi_1(z, \zeta) \cdots \chi_K(z, \zeta). \]

The spectral curve \( \Sigma \) also decomposes locally into components:

\[ \Sigma = \Sigma_1 \coprod \cdots \coprod \Sigma_K. \]

The restrictions of the spectral sheaf \( M \) to each of these components define torsion-free rank 1 coherent sheaves of modules \( M_1, \ldots, M_K \) over the respective rings of regular functions of \( \Sigma_1, \ldots, \Sigma_K \). According to Lemma 5.12 \([1]\), we have

\[ R^0 \omega_* \omega^\sigma M = M \]

and \( \omega^\sigma M \) is pure of dimension 1, supported on the proper transform \( \tilde{\Sigma} \) of \( \Sigma \) with respect to \( \omega \). In addition, for all \( k \) we have

\[ \omega^\sigma M_k = \omega^* M_k \]

unless \( \lambda_k = 0 \), which by assumption holds for at most one value \( k \in \{1, \ldots, K\} \), and the subsheaf \( M^E \) satisfies

\[ M^E = M^E_k. \]
for this unique value \( k \) if such a value exists, otherwise \( M^E = 0 \). In particular, this implies that
\[
\omega^\sigma(M) = \bigoplus_{k=1}^K \omega^\sigma(M_k).
\]
As direct image commutes with direct sums, we infer that
\[
(\hat{\mathcal{E}} = \bigoplus_{k=1}^K (\pi_2)_* \eta_* \omega^\sigma(M_k),
\]
and \( \hat{\theta} \) respects this decomposition. Consequently, in order to give the Jordan decomposition of the residue of \( \hat{\theta} \), it is sufficient to consider the case \( K = 1 \).

We now consider the case of a Higgs field with a logarithmic pole at \( z_1 \) and with residue equal to a Jordan block, and study the local behaviour at infinity of the transformed object. We will assume that the logarithmic point is \( z_1 = 0 \) with a single parabolic weight \( \alpha \) and the residue at this point has a single Jordan block of dimension \( r \) and with eigenvalue \( \lambda \), i.e.
\[
\theta = \begin{pmatrix}
\lambda & 1 & 0 & \cdots & 0 \\
0 & \lambda & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
0 & 0 & 0 & \cdots & \lambda
\end{pmatrix}
\]
dz + O(1) dz.

The case of arbitrary \( z_1 \) reduces to the case \( z_1 = 0 \) simply by replacing the coordinate \( z \) by \( z - z_1 \) throughout the below analysis. The assumptions of Proposition 6.7 imply that we only need to consider the case \( \lambda \neq 0 \), see Remark 6.8. We make the further genericity assumption that the bottom left entry \( a_{r1} \) of the constant term of \( \theta \) does not vanish. Now, the characteristic polynomial of the Higgs field reads as
\[
(\zeta - \frac{\lambda}{z})^r + A_1(z) (\zeta - \frac{\lambda}{z})^{r-1} + \cdots + A_r(z),
\]
where for each \( 1 \leq j \leq r \) the coefficient \( A_j \) is meromorphic with a pole of order at most \( j - 1 \). Observe moreover that we have
\[
A_r(z) = a_{r1} z^{1-r} + O(z^{2-r}).
\]
Introducing the variable \( \zeta' = z \zeta \) we may write (32) multiplied by \( z^r \) as
\[
(\zeta' - \lambda)^r + z A_1(z) (\zeta' - \lambda)^{r-1} + \cdots + z^r A_r(z).
\]
The coefficients of this polynomial (other than the leading one) are all divisible by \( z \), and by our genericity assumption \( a_{r1} \neq 0 \) the \( z \)-adic valuation of \( z^r A_r(z) \) is precisely equal to \( 1 \). Therefore, this is an Eisenstein polynomial with respect to the variable \( \zeta' - \lambda \). Hence, according to Newton’s theorem its roots may be expressed as a convergent Puiseux-series
\[
\zeta_j' - \lambda = \sum_{k=-r}^{\infty} c_k z^{\frac{k}{r}}
\]
for some constants \( c_{k-r} \in \mathbb{C}, c_{1-r} \neq 0 \), where the index \( j \) refers to the choice of an \( r^{th} \) root of \( z \). Obviously, the dimension of the corresponding eigenspace of \( \theta \) for each of these spectral points is equal to \( 1 \), said differently, \( M \) is of rank 1 over \( \Sigma \). We may rewrite the above formula as
\[
\zeta_j = \sum_{k=-r}^{\infty} c_k z^{\frac{k}{r}},
\]
with $c_{-r} = \lambda$. Now, for $\lambda \neq 0$ the converse relation reads
\begin{equation}
z_j = \sum_{k=r}^{\infty} d_k \zeta^{-\frac{k}{r}}
\end{equation}
with
\begin{align*}
d_r &= \lambda \neq 0, \\
d_{r+1} &= c_{1-r} \lambda^{\frac{1}{r}} \neq 0.
\end{align*}
In particular, the converse power series is again of ramification index $r$ so that there exist again $r$ distinct solutions $z_j$ with $1 \leq j \leq r$ for any given $\zeta \in \mathbb{C} \setminus \{0\}$. It follows from the description of $(\hat{\mathcal{E}}, \hat{\theta})$ outlined in the previous paragraph that $\hat{\mathcal{E}}$ is of rank $r$. Moreover, $\hat{\theta}$ is logarithmic with respect to the extension because the most singular term in the above Puiseux series is $\zeta^{-1}$ and the $1$-form $\zeta^{-1} d\zeta$ has a first-order pole at $\zeta = \infty$. Furthermore, the residue of $\hat{\theta}$ is conjugate to a Jordan block of dimension $r$ with eigenvalue $\lambda$. Finally, it follows from the construction of the transformed parabolic structure that this piece of the residue lies in its weight $\alpha$ piece.

\begin{remark}
Notice that for $\lambda = 0$ the above Puiseux expansion reads
\begin{equation}
\zeta_j = \sum_{k=1-r}^{\infty} c_k \zeta^{\frac{k}{r}},
\end{equation}
and in the generic case we again have $c_{1-r} \neq 0$. Therefore, in this case the converse relation reads
\begin{equation}
z_l = \sum_{k=r}^{\infty} c_k \zeta^{\frac{k}{r}},
\end{equation}
with $(c_r)^{r-1} = (c_{1-r})^{-r} \neq 0$, and where the subscript $l$ refers to the choice of an $(r-1)^{th}$ root of $\zeta$. In particular, for fixed $\zeta \in \mathbb{C} \setminus \{0\}$ there are $r - 1$ distinct solutions $z$ for which $\zeta$ is one of the spectral points of $\theta(z)$. Therefore, in this case the rank of the transformed Higgs bundle would be equal to $r - 1$. However, in this case Proposition 6.7 does not apply and we do not get any canonical transformed parabolic structure. A related phenomenon has been observed for the Fourier transform of $\mathbb{D}$-modules by Malgrange [7] (see also Sabbah [12]) and for $\ell$-adic sheaves by G. Laumon [5]. Namely, it accounts for the need for microlocalization in the context of the stationary phase formula given in Proposition V.3.6 [12]. On the other hand, part (7) of Theorem 7.5.4. [5] states that the dimensions of the Jordan blocks corresponding to the eigenvalue $0$ decrease by $1$ under the local Fourier transform from $0$ to $\infty$. Moreover, as explained in section 7.5.2 op. cit., in order to get a counting polynomial that behaves "nicely" with respect to Fourier transform, for the trivial character one needs to take into account additional virtual Jordan blocks of size $0$ of the stalk at $\infty$ of the transformed sheaf.

\subsection{Logarithmic singularities of the transformed Higgs bundle.}
We now turn our attention to the case of the logarithmic singularities of $(\hat{\mathcal{E}}, \hat{\theta})$ on $\mathbb{P}^1$. Recall from (8) the form of the singularity of $\nabla$ at $z_0 = \infty \in \mathbb{P}^1$, where $A$ is diagonal with not necessarily simple eigenvalues and $C$ is block-diagonal with respect to the decomposition of $V|_\infty$ into the various eigenspaces of $A$. Let us denote by
\begin{equation}
\hat{P} = \{\zeta_1, \ldots, \zeta_{\nu}\}
\end{equation}
the eigenvalues of $A$. For any $1 \leq \iota \leq \nu$ let us denote by $C_\iota$ the block of $C$ corresponding to the $\zeta_\iota$-eigenspace of $A$. 

8.2. Logarithmic singularities of the transformed Higgs bundle. We now turn our attention to the case of the logarithmic singularities of $(\hat{\mathcal{E}}, \hat{\theta})$ on $\mathbb{P}^1$. Recall from (8) the form of the singularity of $\nabla$ at $z_0 = \infty \in \mathbb{P}^1$, where $A$ is diagonal with not necessarily simple eigenvalues and $C$ is block-diagonal with respect to the decomposition of $V|_\infty$ into the various eigenspaces of $A$. Let us denote by
\begin{equation}
\hat{P} = \{\zeta_1, \ldots, \zeta_{\nu}\}
\end{equation}
the eigenvalues of $A$. For any $1 \leq \iota \leq \nu$ let us denote by $C_\iota$ the block of $C$ corresponding to the $\zeta_\iota$-eigenspace of $A$. 

Theorem 8.3. Assume that the conditions of Proposition 6.7 are satisfied, and in addition that for any \(1 \leq \iota \leq \nu\) and any eigenvalues \(\mu^\natural, \mu^\natural'\) of \(C_i\) with corresponding parabolic weights \(\beta^\natural, \beta^\natural'\) the following conditions hold:

1. \(\mu^\natural - \beta^\natural = \mu^\natural' - \beta^\natural'\) implies \(\beta^\natural = \beta^\natural'\) (and then necessarily \(\mu^\natural = \mu^\natural'\) too);
2. the \(j^{th}\) graded piece of the residue \(\text{Gr}^j C_i\) for the parabolic filtration is regular.

Then

1. \(\hat{D}^{(1,0)}\) has a logarithmic singularity at \(\zeta = \zeta_\iota\) with respect to the extension of \(\hat{E}\) described in Section 6;
2. the parabolic structure is compatible with its residue,
3. generically, the \(j^{th}\) graded piece of its residue corresponding to a weight \(\beta_0^0 > 0\) is \(\text{Gr}^j C_i\),
4. generically, the graded piece of its residue corresponding to the weight \(\beta_0^0 = 0\) is \(-\text{Gr}^0 C_i \oplus 0\), where 0 stands for the 0 endomorphism of appropriate dimension.

Proof. Again, the idea is to apply the non-Abelian Hodge correspondence, and the analysis is similar to the irregular case treated in Subsection 8.1. According to Theorem 1 of [2], (8) implies that with respect to some holomorphic trivialization of \(E\) near \(z_0\) the Higgs field reads as

\[
\theta = \left( \frac{A}{2} + \frac{B}{z} + O(z^{-2}) \right) \, dz,
\]

with \(O(z^{-2})dz\) standing for holomorphic 1-forms. The holomorphic vector bundle \(E\) then splits holomorphically in some small disc containing \(z_0\) as

\[
E \cong \bigoplus_{\iota=1}^\nu E_i
\]

so that \(\theta\) respects this decomposition, i.e. that

\[
\theta|_{E_i} - \frac{\zeta_\iota}{2} \text{Id}_{E_i} \, dz : E_i \to E_i \otimes K_{\mu^\natural}(z_0).
\]

Let us denote by \(B_i\) the residue of \(\theta|_{E_i}\). Again, the parabolic weights and the eigenvalues of the graded residues \(\text{Gr}^j C_i\) of the integrable connection \(\nabla\) and those of \(\theta\) fulfill Simpson’s relations listed in the proof of Theorem 8.1. The eigenvalues of \(\theta\) form branches of a multi-valued analytic function and they split into their \(\zeta_\iota\)-groups as \(\iota\) ranges from 1 to \(\nu\). For any \(\iota\), the \(\zeta_\iota\)-group of the eigenvalues of \(\theta\) provides the singular part of the eigenvalues of \(\hat{\theta}\) at \(\zeta_\iota\). We may work near one of the logarithmic singularities \(\zeta_\iota\) of the transformed Higgs bundle. For ease of notation, we will assume \(\zeta_0 = 0\); the general case can be reduced to this case simply by a translation \(\zeta \mapsto \zeta - \zeta_0\). The local decomposition (35) implies that the \(\zeta_\iota\)-group is only affected by the restriction (36). For any fixed \(\iota\) the \(\zeta_\iota\)-group further decomposes according to the eigenvalues of \(B_i\). Now, according to the assumptions of the theorem the residue \(B_i\) is regular (and not just its graded pieces for the parabolic filtration). Correspondingly, the vector bundle \(E_i\) further decomposes locally holomorphically into holomorphic subbundles over which \(B_i\) has only one eigenvalue. It follows that for any eigenvalue \(\lambda \in \mathcal{C}\) of \(B_i\) we need to consider a Higgs field of the form

\[
\theta = \begin{pmatrix}
\lambda & 0 & \cdots & 0 \\
0 & \lambda & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
0 & 0 & 0 & \cdots & \lambda
\end{pmatrix} \frac{dz}{z} + O(z^{-2}) dz.
\]
Now, in the generic case that the \((r, 1)\)-entry of the term \(z^{-2} dz\) does not vanish, we get exactly as in the proof of Theorem 8.1 Puiseux expansions for the eigenvalues \(ζ_j(z)\) of the form

\[
ζ_j = \sum_{k=r}^{∞} \hat{c}_k z^{-k},
\]

with \(\hat{c}_r = λ\). Now, for \(λ \neq 0\) the converse relation reads as

\[
ζ_j = \sum_{k=-r}^{∞} \hat{d}_k ζ_k^R
\]

with

\[
\hat{d}_{-r} = λ \neq 0, \quad \hat{d}_{1-r} \neq 0.
\]

From this point on, the proof follows verbatim the end of the proof of Theorem 8.1. □

9. Computation of Transformed Parabolic Weights

In this section we will compute the transform of the last piece of singularity parameters, namely that of the parabolic weights. Our argument will closely follow the one of [3] building on estimates of [15].

It will be more appropriate to formulate and prove the result on the Dolbeault side. Therefore, we start by explaining the parallel story of the transform of the corresponding irregular Higgs bundles. The details may be found in [18].

As in Section 8 we let \((E, θ)\) denote the stable irregular Higgs bundle corresponding to \((E, ∇)\) under non-Abelian Hodge theory. We define sheaves \(F, G\) as elementary modifications of \(E\) by formulas analogous to the ones of Section 5 except for replacing a holomorphic trivialization of \(E\) by a holomorphic trivialization of \(E\), and replacing each parabolic weight \(β\) and each eigenvalue of the residue \(μ\) by the corresponding values \(α\) and \(λ\) under the relationship of Remark 6.8. We then consider the twisted Dolbeault complex \(Dol\) as follows

\[
θ_ζ = θ ⊗ s_∞ - \frac{1}{2} Id_ξ dz ⊗ s_0 : π_1^* F → π_1^* G ⊗ K_{P, 1}(2 · z_0 + z_1 + · · · + z_n) ⊗ π_2^* O_P(1).
\]

This is a direct analog of (21). The holomorphic bundle underlying the transformed Higgs bundle is then defined as

\[\widehat{E} = R^1(π_2)_* Dol_*,\]

which is a direct analogue of (22). The parabolic filtration on \(\widehat{E}\) is defined in Section 5 (specifically, Proposition 5.6) [18] using a procedure similar to the one appearing in Section 6 of this paper. Namely, for all \(0 ≤ α < 1\) we define suitable elementary modifications \(F_α, G_α\) of \(F, G\), and consider the weighted twisted Dolbeault complex \(Dol_{α, ζ}\), obtained by replacing the sheaves \(F, G\) in (39) by the filtered sheaves \(F_α, G_α\) (and restricting all morphisms to these subsheaves). The filtration on \(\widehat{E}\) is the defined as follows:

\[\widehat{E}_α = R^1(π_2)_* Dol_{α,*}.\]

We will use the notation

\[Gr_α \widehat{E} = \widehat{E}_α / \widehat{E}_{α+ε}\]
for sufficiently small \( \varepsilon > 0 \), and a similar notation \( \text{Gr}_\alpha \mathcal{E} \). We will also denote by \( \psi^0 \text{Gr}_\alpha \mathcal{E} \) and \( \psi^{\neq 0} \text{Gr}_\alpha \mathcal{E} \) the generalized eigenspace of \( \text{Gr}_\alpha \text{res}_\zeta \mathcal{E} \) at a singular point \( \zeta_i \) of the transformed object for the eigenvalue 0 and the direct sum of the eigenspaces for all other eigenvalues respectively. When we put no subscript \( i \), we mean the direct sum of these spaces for all singular points \( \zeta_i \) (including \( \zeta = \infty \)).

**Theorem 9.1.** Assume that the conditions of Theorem 8.1 hold. Then, near any parabolic point of the transformed parabolic Higgs bundle \( (\mathcal{E}, \theta) \) and for any \( \alpha \in (0, 1) \) the parabolic weight induced by the transformed harmonic metric \( \hat{h} \) on \( \text{Gr}_\alpha \hat{\mathcal{E}} \) is \( \alpha - 1 \). The parabolic weight induced by \( \hat{h} \) on \( \text{Gr}_0 \hat{\mathcal{E}} \) is

- 0 on \( \psi^0 \text{Gr}_0 \hat{\mathcal{E}} \)
- 0 on the weight \( k \geq -1 \) part of \( \psi^{\neq 0} \text{Gr}_0 \hat{\mathcal{E}} \)
- \(-1\) on the weight \( k < -1 \) part of \( \psi^{\neq 0} \text{Gr}_0 \hat{\mathcal{E}} \).

**Proof.** The argument goes as follows. We will use explicit representatives of Dolbeault hypercohomology classes similar to the ones appearing in [15] to show:

**Lemma 9.2.** For any \( \alpha \in [0, 1) \) the parabolic weights induced by the transformed harmonic metric \( \hat{h} \) on \( \text{Gr}_\alpha \hat{\mathcal{E}} \) are bounded from below by the quantities stated in Theorem 9.1.

Then, we observe that according to Theorem 8.1 for all \( \alpha \in (0, 1) \) there exist isomorphisms of \( \mathbb{C} \) vector spaces

\[
\text{Gr}_\alpha \hat{\mathcal{E}} = \text{Gr}_\alpha \mathcal{E} \tag{40}
\]

\[
\psi^{\neq 0} \text{Gr}_0 \hat{\mathcal{E}} = \psi^{\neq 0} \text{Gr}_0 \mathcal{E} \tag{41}
\]

commuting with the natural residue maps induced on these vector spaces (up to a sign). More precisely, all these vector spaces decompose into a direct sum according to their support for instance as

\[
\text{Gr}_\alpha \mathcal{E} = \bigoplus_{i=0}^n \text{Gr}_\alpha \mathcal{E}_{z_i},
\]

where the subscript \( z_i \) refers to the subsheaf supported at the point \( z_i \), and if we denote by \( \zeta_0 = \infty \in \hat{\mathbb{P}}^1 \) then for all \( \alpha \in [0, 1) \) we have isomorphisms

\[
\text{Gr}_\alpha \hat{\mathcal{E}}_{\zeta_0} \cong \bigoplus_{i=1}^n \text{Gr}_\alpha \mathcal{E}_{z_i},
\]

intertwining the action of the natural residue maps \( \text{res}_{\zeta = \infty} \mathcal{E} \) and \(- \text{res}_{z_i} \mathcal{E} \). Similarly, there exist isomorphisms

\[
\psi^{\neq 0} \text{Gr}_0 \hat{\mathcal{E}}_{\zeta_0} = \bigoplus_{i=1}^n \psi^{\neq 0} \text{Gr}_0 \mathcal{E}_{z_i},
\]

intertwining the action of the natural residue maps. In particular, the weight filtrations induced by the residue on both sides match up. Next, denoting by \( \hat{r} \) the rank of \( \mathcal{E} \), we will invoke the Grothendieck–Hirzebruch–Riemann–Roch theorem to show:
Lemma 9.3. The rank and degree of $\hat{E}$ are given by the formulae

$$\hat{r} = \text{rk}(\hat{E}) = \sum_{i=1}^{n} \left( \dim_{\mathbb{C}} \psi \neq 0 \text{ Gr}_{0} \mathcal{E}_{z_{i}} + \sum_{\alpha \in (0, 1)} \text{ Gr}_{\alpha} \mathcal{E}_{z_{i}} \right),$$

$$\text{deg}(\hat{E}) = \text{deg}(\mathcal{F}) + r + \hat{r}.$$ 

Finally, we use the fact that the existence of a harmonic metric implies that the parabolic degree for the parabolic weights induced by $\hat{h}$ and $\hat{h}$ must be zero:

$$\text{deg}_{\text{par}}(\hat{E}_{\bullet}) = 0 = \text{deg}_{\text{par}}(E_{\bullet}).$$ 

The last piece of notation to introduce is $W^{< -1} \psi \neq 0 \text{ Gr}_{0} \mathcal{E}$, $W^{\geq -1} \psi \neq 0 \text{ Gr}_{0} \mathcal{E}$ for the subspace (respectively quotient space) of the vector space $\psi \neq 0 \text{ Gr}_{0} \mathcal{E}$ composed of vectors with weight $k < -1$ (respectively $k \geq -1$) with respect to the weight filtration $W$. Using all these ingredients, a simple argument gives the proof. Indeed, denoting by $\hat{\alpha}$ the smallest parabolic weight induced by $\hat{h}$ on $\text{Gr}_{\alpha} \hat{E}$ we have

$$0 = \text{deg}_{\text{par}}(\hat{E}_{\bullet})$$

$$\geq \text{deg}(\hat{E}) + \sum_{\alpha \in [0, 1)} \hat{\alpha} \dim_{\mathbb{C}} \text{ Gr}_{\alpha} \hat{E}$$

$$\geq \text{deg}(\mathcal{F}) + r + \hat{r} - \dim_{\mathbb{C}} W^{< -1} \psi \neq 0 \text{ Gr}_{0} \mathcal{E}$$

$$+ \sum_{\alpha \in (0, 1)} (\alpha - 1) \dim_{\mathbb{C}} \text{ Gr}_{\alpha} \mathcal{E}$$

because of Lemmas 9.2, 9.3 and formulas (40), (41). Looking at the definition of $F$ we see that

$$\text{deg}(\mathcal{F}) = \text{deg}(\mathcal{E}) - \dim_{\mathbb{C}} W^{\geq -1} \psi \neq 0 \text{ Gr}_{0} \mathcal{E}$$

Plugging this formula into (42) turns it into

$$\text{deg}(\mathcal{E}) + r + \hat{r} - \dim_{\mathbb{C}} \psi \neq 0 \text{ Gr}_{0} \mathcal{E} + \sum_{\alpha \in (0, 1)} (\alpha - 1) \dim_{\mathbb{C}} \text{ Gr}_{\alpha} \mathcal{E}.$$ 

According to Theorem 8.1 and Assumption 2.1 we then have

$$\sum_{\alpha \in (0, 1)} \dim_{\mathbb{C}} \text{ Gr}_{\alpha} \mathcal{E}_{z_{0}} = r.$$ 

Using this and the formula for $\hat{r}$ given in Lemma 9.3 expression (42) simplifies as

$$\text{deg}(\mathcal{E}) + \sum_{\alpha \in (0, 1)} \alpha \dim_{\mathbb{C}} \text{ Gr}_{\alpha} \mathcal{E} = \text{deg}_{\text{par}}(E_{\bullet}) = 0.$$ 

We have found

$$0 \geq \text{deg}_{\text{par}}(\hat{E}_{\bullet}) \geq 0$$

by replacing the parabolic weights induced by $\hat{h}$ by their lower bounds given in Lemma 9.2. As the coefficients of these weights in these formulae are all positive, it follows that all the inequalities of Lemma 9.2 must in reality be equalities. This finishes the proof of Theorem 9.1.

There only remains to prove Lemmas 9.2 and 9.3.
Proof of Lemma 9.3. Let us introduce the notations
\[ f = \deg(F), \quad g = \deg(G), \]
and let us denote by \( H = (\infty) \) and \( \tilde{H} = (\infty) \) the hyperplane classes of \( \mathbb{P}^1 \) and \( \hat{\mathbb{P}}^1 \) respectively. Applying the Grothendieck–Hirzebruch index formula to the sheaf complex (39), we get that the Chern character of \( \hat{E} \) is given by
\[
ch(\hat{E}) = (\text{Todd}(\mathbb{P}^1)) \cup \left[ ch(\pi_1^*\mathcal{O} \otimes K_{\mathbb{P}^1}(2 \cdot z_0 + z_1 + \cdots + z_n) \otimes \pi_2^*\mathcal{O}_{\hat{\mathbb{P}}^1}(1)) - ch(\pi_1^*\mathcal{F}) \right] / \mathbb{P}^1
\]
\[
= \left( 1 + H \right) \cup \left[ (r + gH)(1 + nH)(1 + \tilde{H}) - (r + fH) \right] / \mathbb{P}^1
\]
\[
= (g + rn - f) + (g + r(n + 1))\tilde{H}
\]
By Assumption 2.1 (2), for all \( i \in \{1, \ldots, n\} \) and \( s \in \{1, \ldots, r\} \) the conditions \( \beta^{(s)}_i = 0 = \mu^{(s)}_i \) imply that the vector \( e^{(s)}_i \) is annihilated by \( \text{res}_{z_i}(\nabla) \), in particular we have \( k_i(s) = 0 \). Taking into account the definition of \( F \) and of \( G \) given in Section 5, we infer that
\[
\hat{r} = g + rn - f = \sum_{i=1}^{n} \# \{ s : \beta^{(s)}_i \neq 0 \text{ or } \mu^{(s)}_i \neq 0 \}
\]
and that
\[
\deg(\hat{E}) = \hat{r} + f + r.
\]

Proof of Lemma 9.2. We first treat the parabolic weights \( \alpha > 0 \) of the transformed Higgs bundle at \( \zeta = \infty \). Then, as \( \zeta \to \infty \), all the spectral points \( z_j(\zeta) \) converge to one of the points of \( P \). For ease of notation we assume that this logarithmic point is 0 as in (34). Recall that in (34) \( d_r = \lambda \neq 0 \) stands for a non-vanishing eigenvalue of \( \text{res}_{z=0}(\theta) \). Let now \( \varepsilon > 0 \) be chosen so that for all non-vanishing eigenvalue \( \lambda \) of \( \text{res}_{z=0}(\theta) \) we have
\[
2\varepsilon < |\lambda|,
\]
and for all pairs of distinct non-vanishing eigenvalues \( \lambda_1, \lambda_2 \) of \( \text{res}_{z=0}(\theta) \) we have
\[
3\varepsilon < |\lambda_1 - \lambda_2|.
\]
Let us fix a smooth function
\[
\chi : \mathbb{C} \to [0, 1]
\]
such that
- the support of \( d\chi \) is contained in the annulus \( 1/3 < |w| < 2/3 \)
- \( \chi \) is identically 1 on the disc \( |w| \leq 1/3 \)
- \( \chi \) is identically 0 on the complement of the disc \( |w| < 2/3 \).
Consider a local section \( \zeta \) of \( \hat{E} \) near \( z = 0 \) such that \( \zeta(0) \in \text{Gr}_\alpha \hat{E}_0 \). Then a local holomorphic section \( \hat{\zeta} \) of \( \hat{E}_\alpha \) near \( \zeta = \infty \) is represented by the class determined by \( \zeta(z_j(\zeta))\zeta \) in the corresponding stalk \( M(z_j(\zeta), \zeta) \) of the cokernel sheaf \( M \) introduced in the proof of Theorem 8.1. Here, the factor \( \zeta \) is a local trivialization of the sheaf \( \mathcal{O}_{\hat{\mathbb{P}}^1}(1) \) and \( z_j(\zeta) \) are the spectral points for \( \zeta \), having Puiseux series (34) with \( d_r = \lambda \) for some eigenvalue \( \lambda \) of \( \text{Gr}^{(\alpha)} \text{res}_{z=0}(\theta) \). Fix one such eigenvalue \( \lambda \); by assumption, we have \( \lambda \neq 0 \). By (39), for fixed \( \zeta \) the fiber of the holomorphic vector bundle underlying the transformed Higgs bundle has a description as the Dolbeault hypercohomology space
\[
\hat{E}_{\zeta} = H^1(\text{Dol}(\zeta)).
\]
A Dolbeault representative of $\xi$ can then be given as follows. Consider the smooth $(1,0)$-form with values in $V$

$$v(z,\xi)dz = \chi\left(\varepsilon^{-1}\vert\xi\vert(z - \lambda\xi^{-1})\right)\xi(z)\frac{dz}{z}. \tag{44}$$

Then, by the choice of $\varepsilon$ this section is supported away from $\varepsilon = 0$ and away from the spectral points $z(\xi)$ having Puiseux series $(43)$ with $d_\varepsilon \neq \lambda$. Furthermore, we see from the properties of $\chi$ that the support of $\bar{\partial}^2 v(z, \xi)$ is contained in the annulus

$$A = \left\{ z \mid \frac{\varepsilon}{3|\xi|} < |z - \lambda\xi^{-1}| < \frac{2\varepsilon}{3|\xi|} \right\}. \tag{45}$$

In particular, by the choice of $\varepsilon$ the twisted Higgs field $\theta_\xi$ is invertible for $(1,1)$-forms supported over this annulus: for any fixed $\xi$ there exists a smooth $(0,1)$-form $t(z, \xi) d\bar{z}$ with values in $V$ and supported in $(45)$ such that

$$\bar{\partial}^2 v(z) dz + \theta_\xi t(z) d\bar{z} = 0. \tag{46}$$

The $V$-valued 1-form

$$v(z, \xi) dz + t(z, \xi) d\bar{z} \tag{47}$$

then determines a cocycle of the twisted Dolbeault complex $(39)$, whose class in hypercohomology coincides with the class induced by $\xi$.

According to $(14)$, the norm of $\xi$ is given by the $L^2$-norm of the harmonic representative, i.e. for the representative in the kernel of the Laplace operator $(12)$. It follows from elementary Hodge theory that the $L^2$-norm of any Dolbeault representative gives an upper bound of the $L^2$-norm of the harmonic representative. In the rest of the proof we will give an upper bound for the $L^2$-norm of the Dolbeault representatives $(47)$.

Because of the choice of $\varepsilon$, the support of $v$ (and consequently the annulus $A$ given in $(45)$) is a subset of the larger annulus

$$\tilde{A} = \left\{ z \mid \frac{\lambda}{2|\xi|} < |z| < \frac{2\lambda}{|\xi|} \right\}, \tag{48}$$

where by compatibility of $h$ with the parabolic structure we have estimates of the form

$$|\xi|^{-2\alpha} \cdot P\left(\log |\xi|^{-1}\right) \leq |\xi(z)|^2 \leq |\xi|^{-2\alpha} \cdot P\left(\log |\xi|\right) \tag{49}$$

for some polynomial $P$. We then derive from $(44)$, $(49)$ and $\|\chi\|_{L^\infty(C)} = 1$ the estimate

$$\int_C |v(z, \xi)|^2_h = \int_{\tilde{A}} |v(z, \xi)|^2_h \leq \text{Area}(\tilde{A}) \cdot \|\chi\|_{L^\infty(C)}^2 \cdot \|\xi(z)|^2_{L^\infty(C)} \cdot \|\xi\|^2_{L^\infty(\tilde{A})} \cdot |\xi|^2 \cdot \left\| \frac{1}{z} \right\|^2_{L^\infty(\tilde{A})}$$

$$\leq K|\xi|^{-2} \cdot 1 \cdot |\xi|^{-2\alpha} \cdot P(\log |\xi|) \cdot |\xi|^2 \cdot |\xi|^2$$

$$= |\xi|^{-2-2\alpha} \cdot R(\log |\xi|)$$

for some polynomial $R$. Let us come to an estimate of the $L^2_h$-norm of the section $t(z, \xi)$. For all $\xi$ introduce the rescaled variable

$$z \mapsto w_\xi(z) = \xi z, \tag{50}$$

equivalently

$$z_\xi(w) = \frac{w}{\xi}. \tag{51}$$
Then we have
\[ z^*_\zeta(\theta_\zeta) = z^*_\zeta \theta - \frac{dw}{2}. \]
A trivialization of \( E \) over \( \mathbb{C} \) identifies all vector bundles \( z^*_\zeta E \) with the trivial bundle. Because \( \theta \) has a logarithmic singularity at \( z = 0 \), it follows that for all \( \zeta \) the pull-back
\[ z^*_\zeta \theta \]
is a Higgs field over the trivial bundle with logarithmic singularity at \( w = 0 \). Moreover, it is easy to see that as \( \zeta \to \infty \) these logarithmic Higgs fields converge to a logarithmic Higgs field of the form
\[ \frac{M}{w} dw \]
for some constant endomorphism \( M \) over any compact domain \( K \subset \mathbb{C} \setminus \{0\} \) of the \( w \)-line.

The series (34) shows that the image under (50) of the spectral points \( z_j(\zeta) \) converge to \( \lambda \).

The image of the annulus \( A \) under (50) is
\[ B = \left\{ w \middle| \frac{\varepsilon}{3} < |w - \lambda| < 2\frac{\varepsilon}{3} \right\} \]
independently of \( \zeta \). It follows from the choice of \( \varepsilon \) that there exists a constant \( K > 0 \) such that for all \( \zeta \) of large enough absolute value and all \( w \in B \), the eigenvalues of
\[ z^*_\zeta(\theta_\zeta)(w \partial w) \]
are bounded from below by \( K^{-1} \). Equivalently, this states that for all \( |\zeta| > R \) and all \( z \in A \) the eigenvalues of the inverse of
\[ \theta_\zeta(z \partial z) \]
are all bounded from above by \( K \). According to the definitions (46) and (44) we have
\[ t(z, \zeta)dz = - (\theta_\zeta(z \partial z))^{-1} \left( \partial \chi(x^{-1}|\zeta|(z - \lambda \zeta^{-1})) \right) \varsigma(z)\zeta. \]

Finally, we have
\[ \left\| \frac{\partial}{\partial \zeta} \chi(x^{-1}|\zeta|(z - \lambda \zeta^{-1})) \right\|_{L^\infty(C)} \leq K'' |\zeta|. \]

We infer that over \( A \) we have a bound
\[ |t(z, \zeta)| h^2 \leq K \cdot K'' \cdot |\zeta|^2 \cdot |\zeta|^{-2\alpha} \cdot P(\log |\zeta|) \cdot |\zeta|^2. \]

Integrating this over \( C \) we get
\[ \int_C |t(z, \zeta)| h^2 = \int_A |t(z, \zeta)| h^2 \]
\[ \leq K \cdot K'' \cdot \text{Area}(A) \cdot |\zeta|^{1-2\alpha} \cdot P(\log |\zeta|) \]
\[ \leq |\zeta|^{2-2\alpha} Q(\log |\zeta|) \]
for some polynomial \( Q \). This finishes the proof in the case of \( \alpha > 0 \).

The proof in the case \( \alpha = 0 \) follows exactly the same argument. The difference between the cases according to whether \( k \geq -1 \) or \( k < -1 \) is due to the definition of the section \( v \). Indeed, in both cases \( v \) is defined by a section \( \varsigma \) of \( \hat{\mathfrak{G}} \) exactly as in the case \( \alpha > 0 \) above, and local sections of \( \hat{\mathfrak{G}} \) have parabolic weight \( 0 \) if \( k < -1 \) and parabolic weight \( 1 \) if \( k \geq -1 \). We leave it to the reader to fill out the details.

Let us now come to the case of a logarithmic point \( \zeta_j \) of \( (\hat{E}, \hat{\theta}) \). For ease of notation, we again assume \( \zeta_j = 0 \). The argument is similar to the case of \( \infty \in \hat{\mathbb{P}}^1 \) treated above, except for the centers, scales and norms of the representatives. Consider a local section \( \varsigma \) of \( \hat{E} \)
near $z = \infty$ such that $\varsigma(\infty) \in \Gr_{\alpha} \mathcal{E}|_{\infty}$. Then a local holomorphic section $\varsigma$ of $\hat{\mathcal{E}}_{\alpha}$ near $\zeta = 0$ is represented by the class determined by $\varsigma(z_j(\zeta))$ in the stalk $M(z_j(\zeta), \zeta)$ of $M$, where $z_j(\zeta)$ has the expansion (38). Let now $\varepsilon > 0$ be chosen so that for all non-vanishing eigenvalue $\lambda$ of $\text{res}_{z = \infty}(\theta)$ we have
\[2\varepsilon < |\lambda|,\]
and for all pairs of distinct non-vanishing eigenvalues $\lambda_1, \lambda_2$ of $\text{res}_{z = 0}(\theta)$ we have
\[3\varepsilon < |\lambda_1 - \lambda_2|.
We will make use of the function $\chi$ chosen in (43). Then, in order to describe a convenient Dolbeault representative of $\hat{\varsigma}(\zeta)$ we first define the $1$-form valued in $V$ given by
\[v(z, \zeta)dz = \chi(\varepsilon^{-1}|\zeta|(z - \lambda \zeta^{-1})) \varsigma(z)dz.
Again, by the choice of $\varepsilon$ for small enough $|\zeta|$ this section is supported away from any fixed compact set $K \subset \mathbb{C}$ and away from the spectral points having Puiseux series (38) with $d_r \neq \lambda$. Moreover, by the same argument as in the case of $\zeta = \infty$ explained previously, the support of $\partial^{\mathbb{E}} v(z, \zeta)dz$ is contained in the annulus
\[(51) \quad C = \left\{z \mid \frac{\varepsilon}{3|\zeta|} < |z - \lambda \zeta^{-1}| < 2 \frac{\varepsilon}{3|\zeta|} \right\}.
It follows again that for any fixed $\zeta$ there exists a smooth $(0, 1)$-form $t(z, \zeta)\bar{dz}$ with values in $V$ and supported in (51) such that
\[\partial^{\mathbb{E}} v(z)dz + \theta_{\zeta} t(z)\bar{dz} = 0.
The $V$-valued $1$-form
\[v(z, \zeta)dz + t(z, \zeta)\bar{dz}\]
then provides the desired Dolbeault representatives of $\hat{\varsigma}(\zeta)$. We merely need to show that the $L^2$-norm of these representatives is bounded from above by
\[|\zeta|^{\alpha - 1} R(|\log |\zeta||)\]
for some polynomial $R$. Let us first treat the $L^2$-norm of $v(z, \zeta)dz$: over $C$ defined in (51) by compatibility of $h$ with the parabolic structure we have a bound
\[|\varsigma(z)| \leq |z|^{-\alpha} P(|\log |z||)\]
for some polynomial $P$ and also a bound
\[|z| \leq K|\zeta|^{-1}\]
for some constant $K > 0$. Furthermore, the area of the support of $v$ is bounded from above by
\[K' |\zeta|^{-2}.
Finally, the norm of $dz$ with respect to the Euclidean metric is a constant. Putting these facts together we infer the estimate
\[\int_C |v(z, \zeta)dz|^2_h \leq |\zeta|^{2\alpha - 2} R(|\log |\zeta||)).\]
Let us turn to the section $t(z, \zeta)$. We again make use of the homotethy (50) for any fixed $\zeta$, with the difference that this time we let $\zeta \to 0$. We again have
\[z^*_\zeta(\theta_{\zeta}) = z^*_\theta - \frac{d\omega}{2},\]
a Higgs field over the trivial bundle with logarithmic pole at \( w = \infty \). We again have
\[
w_{\zeta}(z_{\zeta}(\zeta)) \to \lambda
\]
as \( \zeta \to 0 \). The image of the annulus \( C(51) \) under (50) is
\[
\left\{ w \mid \frac{\varepsilon}{3} < | w - \lambda | < 2 \frac{\varepsilon}{3} \right\}
\]
independently of \( \zeta \). Over this latter annulus for \( | \zeta | \) sufficiently small the eigenvalues of
\[
(z^\ast \zeta)(w \partial_w)
\]
are bounded from below by \( K^{-1} \) for some \( K > 0 \). We have
\[
t(z, \zeta)d\bar{z} = -(\theta_{\zeta}(z \partial_z))^{-1} \left( \partial \chi (\varepsilon^{-1}|\zeta|(z - \lambda \zeta^{-1})) \right) \zeta(\zeta)z
\]
and
\[
\left\| \frac{\partial}{\partial \bar{z}} \chi (\varepsilon^{-1}|\zeta|(z - \lambda \zeta^{-1})) \right\|_{L^\infty(C)} \leq K''|\zeta|.
\]
We find
\[
|t(z, \zeta)d\bar{z}|_h^2 \leq K''' \cdot |\zeta|^2 \cdot |\zeta|^{2\alpha} \cdot P(\log |\zeta|) \cdot |\zeta|^{-2}
\]
for all \( z \) in the annulus \( C(51) \). Integrating this over \( C \) we get
\[
\int_C |t(z, \zeta)|_h^2 \leq K''' \cdot \text{Area}(C) \cdot |\zeta|^{2\alpha} \cdot P(\log |\zeta|) \leq |\zeta|^{2\alpha-2}Q(\log |\zeta|)
\]
for some polynomial \( Q \). This finishes the proof.
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