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1. Introduction

Since the industrial revolution, a series of ecological and environmental problems [1] brought about by excessive human production and consumption [2] have come to a point where we have to pay attention to them and take measures to remedy and correct them. In this context, the concept of low-carbon development [3], which balances environmental protection and development, has gradually emerged and become a global trend. From personal lifestyles to government policies, the shadow of low-carbon development can be seen everywhere. Economic and social development and environmental protection have always been a dilemma for human beings [4], especially after the industrialization era. After years of practical exploration, mankind has finally found the road to low-carbon development, which is to integrate development into the construction of ecological civilization and environmental protection into economic development. From the current energy production and consumption situation, the development of new energy and energy-efficient technologies and products is an important step to ensure the sustainable development of the global economy.

The automotive industry is not only a pillar industry driving the national economy [5] but also a high-consumption and high-emission industry [6], which plays an important role in macroeconomic development and low-carbon economic transformation. The rapid development of China’s economy and market has attracted many automobile manufacturers from developed countries to come to China, not only bringing advanced products and technologies but also making China face huge pressure of environmental protection, such as the oil crisis, urban environmental pollution, and traffic deterioration. The traditional development mode of automobile industry has obvious obstructive effect on economic sustainability, so the automobile industry must transform to low carbon with technological innovation as the core. New energy vehicles
are the inevitable product of the development of the times, and the development of new energy vehicles is the inevitable path for the global automotive industry.

The industrial change triggered by the development of new energy vehicles will be a complete reshuffle; however, the development of the new energy vehicle industry will also be accompanied by a lot of uncertainty, especially because new energy vehicle companies have significant differences from the traditional automobile industry. For this reason, both the policy makers of the new energy industry and the practitioners of the new energy vehicle enterprises always need to assess and control the industry accurately. In the current fast-moving 21st century, scientists and researchers have provided us with many new techniques and analytical tools to study the industrial economy. Not only has deep learning become one of the most important key technologies in the field of AI, but also it has attracted a lot of attention from researchers in related business economies [7]. Deep learning has a wide range of applications in various fields and industries [8], driving industrial innovation and breakthrough development. In the field of economy and finance, people are also increasingly aware of the importance of economic data to enterprises, which determines the development and future of enterprises [9]. As the volume of economic data increases dramatically and the forms of data become more and more diversified, the approach of deep learning provides a new research idea of finding patterns from big data and learning the potential features behind the data through deep learning models [10]. So it is of great importance to apply deep learning to the field of economy and finance.

The main theme and focus of this article are on the use of deep learning methods to analyze and predict the corporate financial reports of new energy vehicle companies, especially the net profit of a company and the net cash flow from operating activities. The end-product of the operations of an enterprise is the net profit, that is, the principle sign of the working productivity of the enterprise. Net profit is utilized to replicate the operation and profitability of the enterprise. However, the value of the revenues should be evaluated along with other comprehensive factors. The most significant factor is the net cash flow from operating activities in the cash flow statement. Free income is created in the business exercises based on guaranteed normal operation and consistent/reliable reinvestment of the enterprise, which guarantees the free circulation and investment in a safe situation and is the actual fund that can be called by the enterprise, and operating cash flow is the most important part that constitutes free cash flow. The analysis of net income and net cash flow from operating activities not only reflects a company’s ability to operate on a sustainable basis but also conveys information about the possible existence of abnormalities in the long-term operation of the company. By analyzing the matching ratio between net profit and operating cash flow, we can make a basic judgment on the sustainable operating ability and competitiveness of the new energy vehicle company.

The organization of the rest of the paper is as follows: Section 2 reviews some of the related literature. In the third section, the deep learning prediction models are build, which are based on GRU and CNN. Section 4 presents the experimental analysis and the results achieved by the trials. In Section 5, the final results and achievements are deliberated as a conclusion.

2. Related Work

2.1. Data Resources. Nowadays, both business operators and ordinary investors attach great importance to the data of economic and financial fields such as company annual reports, stocks, and funds, and, accordingly, major financial websites collect and display various announcements and data information. In this paper, we need to obtain the annual reports of companies in the new energy automobile industry and crawl them to further process and analyze the important information in the annual reports.

The process of crawling PDF financial statements from financial websites is roughly as follows: (1) Using crawler technology, we obtain the IDs of all companies, generate Uniform Resource Locators (URLs) for the main pages of all company information, and put them into the queue of URLs to be crawled. (2) The crawler reads from the queue of URLs to be crawled in turn, resolves the URLs through a domain name resolver (DNS), and converts the link addresses to the IP address of the web server, and then the web page can be downloaded. (3) We use Python’s Request module to crawl to the main page of the company’s information, and the URL of the company’s annual report in PDF format is in the web page content. According to the characteristics of the annual report URL, generate a regular expression, and then use the Re module to search for the company’s annual report URL. (4) Finally, use the Request module to download the annual report in PDF format, and use the company ID as the file name for storage for subsequent use.

2.2. PDF Analysis and Table Data Extraction. In this article, we want to study the sustainability of new energy vehicle companies, and the important economic data needed are net profit and net cash flow from operating activities, so we need to extract the income statement and cash flow statement from the PDF annual reports of listed companies for subsequent research and analysis. We need to get a number of companies as well as multiple years of data, so you want to efficiently and accurately analyze the PDF, and you need to crop a long PDF, according to keywords to get the specific location of the target form, making the analysis more convenient. As shown in Figure 1, the specific steps will be explained in detail below.

2.2.1. Location Information Based on Keywords. In order to streamline and intercept PDF to obtain more accurate positioning and analysis, to improve efficiency, the first step is the need to get the target data according to the keyword page number and location. This paper uses Java to write ITextpdf method to locate the target data. When we provide the PDF file path, store the target location information to get the file path, and match the content of the target with keywords of
2.2.2. PDF Page Streamlining and Interception. In this paper, we use the Python library PyPDF2 to streamline and intercept the pages of annual reports of listed companies with a large number of pages. According to the previous section of the method to obtain the target location and page number, call addPage() and other methods to add the loop to the object created by the PdfFileWriter class, in the output stream to add PDF pages; finally, we want to streamline and intercept the target page written to a new PDF file and want to achieve batch operations and management in order to follow the analysis of the work.

2.2.3. PDF Form Parsing and Data Batch Grabbing. After obtaining the streamlined PDF, we were able to target the important economic data in the tables and use the Pdfplumber technique in the Python third-party library to parse the PDF and extract the income statements and cash flow statements of several new energy companies and multiple years. Finally, the extracted results were modified and collated to obtain the income statements and cash flow statements for the annual reports of the new energy companies needed for this study and sorted by company and chronological order according to the different industries and collated into an easy-to-use CSV file.

2.3. Experimental Data Preprocessing and Sample Generation. After parsing and extracting the data from the PDF annual reports of the new energy vehicle companies, the data is obtained in a convenient CSV format for use. In order to obtain the dataset for the final model requirements, this paper also requires preprocessing of the data, including various data cleaning, normalization, feature selection, and finally sample generation for the experimental requirements.

2.3.1. Data Cleaning. Data cleaning is an essential and critical step in data analysis [11], and the quality of the data obtained after cleaning will directly affect the subsequent model effects and experimental conclusions. In the first step of missing value cleaning, the proportion of missing values for each feature is firstly counted. If there are too many missing values, the validity of the features is lost, so the feature columns with more than 80% missing values are directly deleted in this paper. Then the missing values are filled in. As each economic indicator has a certain standard, if it is filled in randomly, it may cause the data to be unrealistic, and there are many 0 values in many features, so, according to experience, this paper fills in the missing values with 0. The second step is to clean the formatted content. The format of the data will affect the data import as well as the experimental process; for example, in this paper, the accounting time in the income statement and cash flow statement is cleaned in format.

2.3.2. Normalization. In real data, different features have different ranges of values, and thus it may happen that individual features with larger values in the feature space have a dominant effect on the sample. In order to have all features in the same scale, it is important to map them to the same scale so that the accuracy of the model can be improved as well as the speed of the fit, so this experiment is to normalize the sample [12]. We use the maximum-minimum normalization method, which scales the dataset equally and ends up being represented as a value between [0, 1], as shown in the following equation:

\[ X_{\text{scale}} = \frac{x - \min}{\max - \min}. \]  
\[ (1) \]

2.3.3. Feature Selection. Feature selection is a very important step in the actual processing of data [13]. Not only does it help to further understand the characteristics and relationships between data features but it also reduces feature dimensionality, reduces overfitting to improve model generalization, and improves the performance of algorithms and models. We have experimentally chosen the Randomized Lasso algorithm of the top-level feature selection algorithm, which is a kind of stability selection. Lasso regression means that the penalty function used in solving the objective function of the regression coefficients is the L1 parametrization, as shown in the following equation:
2.3.4. Sliding Sample Generation. Through the above data preprocessing, the effective features are selected using the feature selection algorithm; this paper uses a time span of 2 years as a sample and sliding order to select samples, with each company individually divided for sample generation. The 2-year time span is the best time span to be tested. Through analysis, if the time span is too small, it will not be easy to grasp the trend pattern, and if the time span is too large, the number of samples will be too small, which will make the prediction effect poor. The specific operation process is shown in Figure 2, and finally a dataset sample with multiple characteristics over multiple time spans can be obtained. As our aim is to study the data in the annual reports of new energy vehicle companies, not only are there a limited number of new energy vehicle companies, but also a limited number of years of annual reports can be obtained, so a sliding approach to sample generation not only allows for a more detailed delineation of features while maintaining the time-series characteristics but also increases the number of samples and is suitable for smaller datasets.

3. Building Deep Learning Prediction Models Based on GRU and CNN

Deep learning is applied to the annual reports of new energy vehicle companies, the prediction and analysis of the net profit in the income statement, which reflects the operation and profitability of the enterprise, and the net cash flow from operating activities in the cash flow statement, which reflects the quality of profitability. Finally, the basic judgment of the sustainability of individual enterprises and the industry is a whole is of certain research and practical significance.

For the prediction of important economic data with time-series characteristics, this paper first uses machine learning models that have the advantages of being simple, efficient, and stable, such as the MLR model [14], which is the simplest multiple linear regression model that can handle linear relationships well, and the SVR model [15], which has multiple kernel functions that can be applied to data with a variety of characteristics. However, as they do not adequately consider and reflect the time-series characteristics of the data nor can they extract the underlying features between the data in depth, the prediction results are rather mediocre. However, these two problems that arise can be well improved using deep learning methods. The GRU model [16], a variant of the recurrent neural network (RNN) gated recurrent unit [17], is particularly suitable for time-series data and also addresses the long-time dependence problem that is important for predictive regression results, coupled with the convolutional neural network (CNN) model that can effectively extract potentially important features between data. The combination of GRU and CNN models [18] is therefore ideally suited to our prediction and regression of corporate financial reports.

3.1. CNN Model. CNNs have great advantages in extracting local high-level abstract features due to their local perception, weight sharing, and pooling layer downsampling [19]. CNN uses forward propagation to calculate the output values and gradient descent and backpropagation to train the model, adjusting the weights, biases, and so forth. The forward calculation formula for the convolutional layer of the CNN is as follows:

$$X_j^l = f\left(\sum_{i \in M_j} X_i^{l-1} * K_{ij} + b_j\right).$$

where $K$ is the convolution kernel, which contains $n * m$ weights. The feature mapping map of layer $L-1$ is convolved with $K$ in a dot product operation and then summed and a bias is added to prevent overfitting. Finally, the activation function is used to obtain the feature map of the $L$th layer. In order to reduce the computational complexity and extract the main features, the feature mapping map needs to be compressed, so the downsampling formula for the pooling layer is as follows:

$$X_j^l = f(\beta'_j \text{down}(X_i^{l-1}) + b_j),$$

where $\text{down()}$ is a function that samples the feature values of layer $L-1$, for example, to find the maximum value and the average value, and then adds a bias to the activation function to obtain a feature map of the specified size after compression of the $L$th layer. When training in the training set using the backpropagation algorithm, weights and biases are obtained, which are continuously adjusted to meet the training objectives. These set weights and biases can then be used to obtain regression predictions when the test set is tested.

The exact operation of a CNN is roughly shown in Figure 3.

In the input layer, each feature in the input sample is treated as a neuron. After setting the number of convolutional kernels, size, convolutional move step, and so
forth and using the weight parameters of the convolutional kernels calculated by the backpropagation algorithm, the convolutional operations and summation are performed with the neurons in the input layer to obtain the feature maps of the convolutional layer composed of the feature values. For the pooling layer, we use the maximum pooling algorithm, which sets the size of the pooling kernel and the sliding step to calculate the new feature values and form the compressed feature maps of the pooling layer.

3.2. GRU Model. The GRU model not only has the power of an RNN for time-series data but also has the advantage of an LSTM network that is good at dealing with long- and short-term dependencies. The GRU model works as shown in Figure 4 and equations (5) to (12).

GRU has two important gates, the Update Gate and the Reset Gate. As shown in Figure 4, \( z_t \) represents the Update Gate. Equation (5) connects input \( x_t \) and the two vectors of \( h_{t-1} \) of the previous hidden layer and then performs a dot product with the weight matrix \( W_z \). Finally, the result is compressed between 0 and 1 by the sigmoid activation function. The closer \( z_t \) is to 0, the more information from the previous hidden layer should be forgotten in that hidden layer, and the closer it is to 1, the more information needs to be retained in that hidden layer. \( r_t \) represents the Reset gate, which is similar to \( z_t \), except that the weight matrix is \( W_r \), as shown in equation (6). The more \( r_t \) is closer to 0, the more information from the previous hidden layer should be forgotten in the current memory content, and the closer it is to 1, the more information needs to be retained in the current memory content. The closer it is to 1, the more information needed to be in the current memory content that will continue to be retained.

\[
\begin{align*}
z_t &= \sigma(W_z \cdot [h_{t-1}, x_t]), \quad (5) \\
r_t &= \sigma(W_r \cdot [h_{t-1}, x_t]). \quad (6)
\end{align*}
\]

In Figure 4, \( \tilde{h}_t \) represents the candidate hidden layer state (Candidate Activation), which is expressed by multiplying the previous moment hidden layer \( h_{t-1} \) with the Reset gate \( r_t \), which is used to determine how much of the previous moment hidden state is to be forgotten in the current memory content. This is then linked to the input \( x_t \) matrix, dotted with the weight matrix \( W_h \), and finally scaled to −1 to 1 by the tanh activation function. \( \tilde{h}_t \) finally stores all the important information recorded by GRU by calculating the important information in the hidden layer at the previous moment as well as the important information in the current input, as shown in the following equation:

\[
\tilde{h}_t = \tanh(W_h \cdot [r_t \cdot h_{t-1}, x_t]). \quad (7)
\]

Finally, it is necessary to calculate the current moment hidden layer \( h_t \), as expressed in equation (8) by multiplying
all the important information $\bar{h}_t$ in the candidate hidden layer state with the Update gate to obtain the updated important information that needs to be obtained. The information that continues to be retained with the hidden layer at the previous moment is summed to obtain the hidden layer $h_t$. Finally, by dotting the product with the weight matrix $W_r$ and then inputting the sigmoid activation function, result $y_t$ is obtained, as shown in equation (9).

$$
h_t = (1 - z_t) * h_{t-1} + z_t * \bar{h}_t, \tag{8}$$

$$
y_t = \sigma(W_o * h_t). \tag{9}$$

The above process is the GRU forward propagation process, where $W_r$, $W_z$, $W_\sigma$, and $W_o$ are the parameters to be trained, and $W_r$, $W_z$, and $W_\sigma$ are stitched together by two vector matrices, respectively. This is shown in the following equations:

$$W_r = W_{rx} + W_{rh}, \tag{10}$$

$$W_z = W_{xz} + W_{zh}, \tag{11}$$

$$W_\sigma = W_{sx} + W_{sh}. \tag{12}$$

Then the model is trained by backpropagation algorithm and gradient descent regularization. The parameters, such as weights and biases, are adjusted, updated, and iterated until the loss converges; that is, the training is completed, and the test set data can be fed into the GRU for prediction.

### 3.3. CNN-GRU Model Construction.

Taking advantage of the efficient extraction of potential relationships between features by CNN and the powerful ability of GRU to handle long- and short-term dependencies of time-series data, the construction process of CNN-GRU [20], the first model combining CNN and GRU in this paper, is shown in Figure 5.

The first input sample size is a matrix of $5 \times k$, where 5 represents a sample of 5 years as a time step, $k$ represents the number of features of the sample after feature selection. 25 features from the income statement of the listed company are selected for training when predicting net profit, so $k$ is 25. When predicting net cash flow from operating activities, the cash flow statement is used to obtain 29 features after feature selection. After feature selection, 29 features are available, so $k$ is equal to 29 currently.

Then the sample data is input into CNN for abstraction of local features, and the CNN of Convolution2D is selected. Firstly, the first convolutional layer is entered for training, in which the convolutional kernel size is set to $2 \times 3$ rectangle, and the number of convolutional kernels filters is set to 32, which can get 32 layers of feature maps, used to extract different kinds of potential relationships and features; the convolutional step strides are equal to 1. By sliding the convolution from top to bottom in left-to-right order, the padding attribute is set to same, because the boundary information is chosen to be discarded when padding is equal to another valid value. When set to same, the boundary information is preserved, and the input and output sizes are kept consistent because the boundary is complemented by adding 0. This layer is learned using the ReLU activation function, which is easier to learn to optimize, and is then fed to the second convolutional layer in order to extract the features in more depth. In this layer, the convolutional kernel size is set to a rectangle of $3 \times 5$, and the number of filters is set to a larger 64 to store the extracted features, resulting in thicker 64-layer feature maps, with the convolutional step length strides still equal to 1. In the pooling layer, the window size of the pooling kernel is set to a $2 \times 2$ rectangle, the window sliding steps are set to 2, and the ReLU activation function is used. After pooling, the number of layers of 64 is unchanged but the features are compressed to obtain the feature maps, and, finally, a dropout mechanism is used to temporarily disable the neurons in the hidden layer at a random rate of 0.25 to effectively alleviate the overfitting situation.

After the features of the samples are extracted by the CNN network, the extracted features can be tiled in temporal order by the TimeDistributed(Flatten()) layer to preserve the temporal order of the features. The features are then fed to the GRU layer, which takes advantage of the GRU’s ability to process temporal features efficiently and to handle long- and short-term dependency problems. Finally, a dense fully connected layer is connected, and the final prediction results are output using linear activation function.

### 3.4. CNN + GRU Fusion Model Construction.

The last column of features in the sample of this paper is called direct features, and the other columns of features are called indirect features. In other words, when forecasting net profit through the past income statements of new energy vehicle companies, the last column of characteristics is the net profit of previous years, and the other columns are the indirect characteristics of operating income and sales expense of previous years. When forecasting the operating cash flow from operating activities through the cash flow statement, the last column of features is the operating cash flow of previous years, and the other columns are indirect features such as tax refunds received in previous years and net increase in cash and cash equivalents. Since different features have different potential characteristics, in this paper, we...
build different models for each of the different characteristics for training and then finally merge and splice the different abstract features obtained from each training and then carry out the next training together to achieve better and more ideal prediction results. The construction process of our second model combining CNN and GRU, that is, CNN + GRU with CNN and GRU fusion [21], is shown in Figure 6.

First, the sample of size \( 5 \times k \) matrix is input, 5 still represents the best time step of 5 years after experimental validation, \( k \) represents the number of effective features after feature selection, \( k \) takes 25 when predicting net profit, and \( k \) equals 29 when predicting operating cash flow. Then the samples have to be divided into samples, and the first \( k - 1 \) indirect features are input into the CNN model as shown in the left-dashed box for training, and the last column of direct features \( \text{FEATURE}_k \) is input into the GRU model as shown in the right-dashed box for training.

In the left CNN model, in order to extract the potential high-level abstraction relationship between indirect features, firstly enter the first convolution layer Convolution2D, set the size of convolution kernel as a rectangle of \( 2 \times 3 \), and perform the convolution operation sequentially in the order of top to bottom, left to right, and step size of 1. The number of 32 convolution kernels is set to extract different kinds of features, and finally the feature map of 32 layers can be obtained in this layer. Then we enter the second convolution layer of Convolution2D, the size of the convolution kernel in this layer is \( 3 \times 5 \), and the number of convolution kernels is increased to 64 to store the extracted features. The activation functions of both convolutional layers use the efficient ReLU activation function.

In order to reduce the parameters to extract more important and higher-level features and relationships, a pooling layer is connected next, using a maximum pooling algorithm, each time selecting the maximum value in a matrix with a pooling kernel size of \( 2 \times 2 \), with the aim of reflecting the extraction of the most important features in it. Then use Dropout mechanism, and set the parameter to 0.5, which randomly makes some neurons in the hidden layer of the neural network fail, in order to improve the model generalization ability and other effects. Finally, the flatten layer is used to tile the feature information extracted by the CNN for subsequent training.

In the GRU model on the right, for the predicted values of previous years, they are directly input into the GRU model that is very suitable for processing time-series data and extracting the long- and short-term dependencies in the time-series data enables better analysis of this part of the features. So the last column of direct features of the sample is input to the GRU with 128 neurons, and the input shape is set to \( (5,1) \), where 5 represents a time step of 5 years and 1 represents a column of features. The return sequence is set to False to ensure that only the last target value is input at the end after training according to the whole time step. The same Dropout mechanism with parameter of 0.5 is used after the GRU training is completed. Finally, the important features extracted by the GRU model are obtained.

After the CNN and GRU models are trained to extract different kinds of features, respectively, it is necessary to use the most critical Merge fusion mechanism provided by Keras to stitch the two models together and set the parameter as concat to get all features after the whole sample extraction.

**Figure 5:** The overview of CNN-GRU.
WZ_hen all features are input to the dense fully connected layer for training together and finally input to a fully connected layer for final regression prediction using the linear activation function.

4. Experimental Results and Analysis

4.1. Evaluation Criteria. In this paper, in order to evaluate the experimental results, RMSE and $R^2$ are firstly selected as evaluation criteria. Both of these rubrics are common criteria for judging the results of prediction and regression analysis.

Root Mean Square Error (RMSE) is the value obtained after the root of the variance between the predicted value and the true value, and the RMSE is a clearer measure of the prediction result than the MSE and better represents the deviation between the true value and the predicted value, because the root of the error unit can be kept constant. The calculation formula is shown in (13), where $\hat{y}_i$ represents the predicted value and $y_i$ represents the true value.

$$RMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2}.$$  

The numerator represents the predicted value minus the sum of the true values squared, like the mean squared, that is, all errors in the trained model prediction. The denominator is the mean value minus the sum of the squares of the true values, which is similar to the variance, that is, the guess is the mean of the true values. $r^2$ takes the value range [0,1]; when the result is 0, it means that the model prediction deviates a lot; if $r^2$ is 1, it means that the fit is quite accurate, so the closer $r^2$ is to 1, the better the model prediction result is. In addition, the larger $R^2$ means that the model prediction results are closer to the true value.

$$R^2 = 1 - \frac{\sum (\hat{y}_i - y_i)^2}{\sum (y_i - \bar{y})^2}.$$  

4.2. Model Experimental Results. In this paper, we built models and conducted experiments based on Python 3.6 using the high-level neural network module Keras, with Theano as its back end. We built the MLR and support vector regression (SVR) models of the deep learning approach and the NN, CNN, RNN, LSTM, and GRU models of the general neural network, convolutional neural network, recurrent neural network, long short-term memory network, and gated recurrent unit of the deep learning approach as comparison models for experimental comparison. When building the machine learning model, the third-party module Sklearn is used, and, in the MLR model, the samples are tiled and input to the model LinearRegression() for training. In the SVR model, the SVR is initialized using the radial basis kernel function. When building the deep learning model, the Sequential() model is used, and the specific model is created by adding the add() function and
passing a series of different layers. In the NN model, the samples are tiled and fed to only one fully connected layer for training. In the CNN model, two convolutional layers and one maximum pooling layer are used. In the RNN model, it is created by a layer of SimpleRNN (128). The LSTM model and the GRU model are created by LSTM/GRU (128, input_shape, return_sequences=True), respectively. These comparison models were trained and tested with the CNN-GRU model and CNN+GRU fusion model constructed in this paper, using the same training and test sets. The experimental results are shown specifically in Tables 1 and 2.

The following summary can be made through Tables 1 and 2 evaluation index results data:

1. From the overall view of each evaluation index, machine learning MLR and SVR fit the least well, but SVR is slightly better than MLR in general. Among the deep learning algorithms, the general neural network (NN) performs generally, and CNN and RNN have improved significantly, while LSTM and GRU can achieve more satisfactory results in general. However, the CNN-GRU and CNN+GRU fusion models constructed in this paper basically achieve the most desirable results in each evaluation index; in particular, the CNN+GRU fusion model has the best overall performance in each dataset.

2. From the $R^2$ goodness-of-fit evaluation index, the CNN-GRU and CNN+GRU models can reach 0.8 or even 0.9 or more on both datasets, which also has about 5% improvement over the best results in other comparison models; and the $R^2$ value of the CNN+GRU model will be about 2% higher than that of CNN-GRU in general.

3. From the Root Mean Square Error (RMSE), the CNN-GRU and CNN+GRU models can reach about 0.015 on each dataset and achieve the lowest RMSE value.

4.3. Analysis of Model Results. In order to carry out the comparison, we analyzed the actual data of a new energy company and proposed CNN+GRU fusion model for prediction. Figure 7 portrays the graphical comparison between the net income, net profit, and the proposed forecasted net profit. The data in Tables 1 and 2 and the following graphs show that the net income is greater than 0, the net profit gradually changes from negative to positive, and the overall trend is up. The net profit predicted by the CNN + GRU fusion model also fits well with the actual net profit and can predict the trend well. This new energy vehicle enterprise has more room for development.

5. Conclusion

In this paper, we firstly parse the annual reports of listed companies in PDF format, through ITextpdf, PyPDF2, and Pdflib technologies, to parse and extract PDF tables in a more standardized and accurate way and achieve the target data in batch for multiple years. Then the data is cleaned and normalized, and the Randomized Lasso algorithm is used for feature stability selection. We study the financial statements of new energy vehicle companies, and the data available to
each company is limited, so this paper performs sliding sample generation to achieve a reasonable increase in data samples and maintain the temporal order among data features and finally obtains a dataset sample with multiple features over multiple time spans.

We have successfully constructed two regression prediction models, CNN-GRU and CNN + GRU fusion. By conducting experiments on different datasets and comparing with other models such as MLR, SVR, NN, RNN, and LSTM, the two models constructed in this paper achieve more satisfactory results on each dataset, with R² values reaching 0.8 or even 0.9 or more and RMSE basically around 0.015, indicating that the trend in prediction is basically consistent with the actual situation, and in a comprehensive view, the CNN + GRU fusion model has the best overall performance.

In the actual demand, there are many new energy vehicle companies that have been established recently, so we can do further research and analysis on this issue in the subsequent study. Other data and information in the annual report are also very rich, and more data and indicators can be studied in more depth to provide more favorable help for investors and enterprises in the new energy vehicle industry based on deep learning.
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