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A fundamental understanding of mineral precipitation kinetics relies largely on microscopic observations of the dynamics of mineral surfaces exposed to supersaturated solutions. Deconvolution of tightly bound transport, surface reaction, and crystal nucleation phenomena still remains one of the main challenges. Particularly, the influence of these processes on texture and morphology of mineral precipitate remains unclear. This study presents a coupling of pore-scale reactive transport modeling with the Arbitrary Lagrangian-Eulerian approach for tracking evolution of explicit solid interface during mineral precipitation. It incorporates a heterogeneous nucleation mechanism according to Classical Nucleation Theory which can be turned “on” or “off.” This approach allows us to demonstrate the role of nucleation on precipitate texture with a focus at micrometer scale. In this work precipitate formation is modeled on a 10 micrometer radius particle in reactive flow. The evolution of explicit interface accounts for the surface curvature which is crucial at this scale in the regime of emerging instabilities. The results illustrate how the surface reaction and reactive fluid flow affect the shape of precipitate on a solid particle. It is shown that nucleation promotes the formation of irregularly shaped precipitate and diminishes the effect of the flow on the asymmetry of precipitation around the particle. The observed differences in precipitate structure are expected to be an important benchmark for reaction-driven precipitation in natural environments.
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1. INTRODUCTION

Recent advances in studies of natural minerals and chemical processes occurring in the subsurface have significantly improved understanding of reaction kinetics at mineral-water interfaces (Brantley et al., 2008; Putnis and Ruiz-Agudo, 2013; Beckingham et al., 2016; Yuan et al., 2019; Noiriel et al., 2020). However, there is still a gap in understanding how to derive the kinetic coefficients or order of reactive rate from the fundamental physical or chemical parameters of the system. Some studies approach this problem from the atomic scale using advanced molecular dynamics techniques to calculate transition-state theory rate constant (Raiteri et al., 2010; Stack et al., 2012). Furthermore, different upscaling techniques connect local molecular scale processes obtained from Atomic Force Microscopy data to overall reactivity (Teng et al., 2000; Yoreo et al., 2009; Bracco et al., 2013). In these studies the rate of crystal growth is linked to the surface features and their dynamics such as velocity of step propagation (Bosbach et al., 1996), kink cite
density (Higgins et al., 2000), presence of impurity ions (Weber et al., 2018), and two dimensional nucleation (Pina et al., 1998).

At the same time, modern computational techniques and synchrotron-based sources allowed us to investigate mineral reactivity at meso- and pore-scale using reactive transport modeling and X-ray tomography (Godinho et al., 2016; Noiriel et al., 2019). These methods provide an opportunity to incorporate flow in porous media (Molins et al., 2014) and resolve the interface between solid and fluid (Dutka et al., 2020).

The most used reaction rates for minerals are empirically derived from batch-type reaction experiments, in which the ideal mixing condition is expected, mineral particles are assumed to be impermeable, and the reactive surface of particles is determined by the methods such as BET (Plummer and Busenberg, 1982; Zhen-Wu et al., 2016). Such methods give a good estimate rate law that allow calculating reaction kinetics for a particular mineral. Moreover, the general expressions have been developed to describe difference between nucleation-dominated and growth-dominated regimes. For instance, the precipitation mechanism of barite mineral is described as a spiral hillock growth at low degrees of supersaturation and two-dimensional nucleation-dominated growth at high degrees of supersaturation (Bosbach, 2002). The transition from one to another is estimated to be at about $\Omega = 50$ which corresponds to the saturation index $SI \approx 1.699$. The growth rate follows the second order

$$R = k(\Omega - 1)^n$$

where $k$ is the reaction rate constant, $\Omega$ is the saturation state in the solution, and $n$ is the reaction order.

However, there is still a lack of theoretical tools which can be used to derive the transition between different precipitation regimes or predict the structure and texture of precipitate under conditions at which the transport phenomena has a major impact (Molins et al., 2017). Moreover, vast majority of the modeling tools neglect the nucleation process during mineral precipitation. It is particularly important in case the nucleation defines the reactive surface area and local distribution of the sites at which growth reaction can occur.

Although incorporation of nucleation process into the pore-scale reactive modeling has been done in several previous works, it still remains a challenging problem which require novel approaches to be developed. The reason for that is mostly related to approximations which are needed for connecting the scales between several nanometers (approximate size of a nucleus) and several micrometers (typical size of a pore in pore-scale reactive modeling). Additionally, the lack of information regarding surface properties of a particular material, such as heterogeneity in the interfacial energy between solid substrate and reactive liquid, and general debates regarding nucleation mechanisms (Gebauer et al., 2008; De Yoreo et al., 2015; Weber et al., 2021) make determination or estimation of nucleation rates particularly challenging. The importance of incorporating nucleation process into the reactive transport modeling emerged when only growth processes failed to match experimental results. For instance, simulation of CO$_2$ deteriorated cement could not reproduce experimental results using only growth kinetics (Li et al., 2017). After implementing nucleation mechanism based on Classical Nucleation Theory (CNT) into 1D reactive transport model the authors successfully matched the experiments. Prasianakis et al. introduced cross scale modeling concept into 2D Lattice Boltzmann approach for reactive transport which was applied to realistic 2D geometry of porous media (Prasianakis et al., 2017). In their approach authors linked CNT and growth of nuclei at atomic level represented as a parameter in particular cell of the simulation lattice. The nucleation rate was calculated based on local concentration in the cell and the surface area and growth rate of spherical nuclei was traced through the simulation. This approach provides a powerful tool to compare effect of homogeneous and heterogeneous nucleation, however the necessity to link the nucleation to a volume of Lattice-Boltzmann grid may introduce artifacts in case of high concentration gradients near interfaces. Another way to model nucleation process is calculation of the induction time or the time of the first stable crystals appearance. To implement randomness of spatial distribution of nuclei, Fazeli et al. (2020) introduced a normal distribution for probabilistic induction times. The authors coupled the probabilistic induction times to the 2D Lattice Boltzmann approach for reactive transport, which allowed them to connect the local induction time to the local concentration and vary reactive fluid saturation, mineral growth rate, and flow rates.

The novelty of the method developed in the current study consists in: (a) the implementation of nucleation on an explicit surface mesh (body fitted grids) which locally takes into account area of each face of the mesh, (b) ability to calculate normal and surface curvature using points which belong to the surface mesh (inset in the Figure 1C) (c) continuous motion of surface mesh points along the normal vector proportionally to the local reaction rate, (d) utilization of unstructured and non-uniform grids for volume mesh (Figures 1B–D), and (f) use of heterogeneous nucleation rate (expressed in number of nuclei per area per time) directly for calculating the probability of nucleation at each time step proportional to the local face area of the surface mesh.

Precise control of interface dynamics has substantial implications in geological and environmental systems as it is described in recent comprehensive review by Noiriel and Souilaine (2021). The review is focused on recent advances in X-ray computed tomography (Noiriel and Daval, 2017; Yuan et al., 2021) and development of pore-scale reactive transport models (Molins et al., 2012; Prasianakis et al., 2020; Souilaine et al., 2021; Yang et al., 2021). In both, experimental and numerical studies it is emphasized that the accurate capture of the fluid-solid interface is extremely important (Hunter et al., 2020; Khatoonabadi et al., 2021; Noiriel et al., 2021; Qin and Beckham, 2021).

The two specific knowledge gaps this study is focused on are (a) the dynamics of fluid-solid interface and instability phenomena in wide range of reaction and flow rates including high concentration gradients near the surface (Supplementary Figure 2), and (b) interconnection between heterogeneous reaction, nucleation, and transport phenomena.
(both convective and diffusive) and their influence on evolution of the precipitate texture.

This manuscript is organized as follows. First, the governing equations for the model are introduced in the section 2. Also, in this section the implementation of nucleation procedure on the liquid-solid interface is described using the Classical Nucleation Theory. The results of precipitate growth simulations are presented in section 3 in which the importance of nucleation and its effect on precipitate texture is discussed. In the section 4, the dynamics of surface roughness and surface velocity propagation are analyzed. The results summary and direction of the future studies are discussed in the section 5.

2. MODEL

Here, the pore-scale modeling approach is used in which the interface between solid and fluid is explicitly introduced via fitting boundary of the simulation domain to the shape of a solid (body fitted grid). As it is typical for geochemical systems, fluid is considered to be incompressible. The heterogeneous reaction is modeled at the boundary and results in precipitation of a precipitate texture.

2.1. Governing Equations

The fluid motion is described by incompressible Navier-Stokes equations

$$\nabla \cdot \mathbf{u} = 0,$$

where $\mathbf{u}$ is the fluid velocity, $p$ is the pressure normalized by the fluid density, $\nu$ is the kinematic viscosity. The transport of reactant is described by a convection-diffusion equation

$$\frac{\partial c}{\partial t} + \nabla \cdot (\mathbf{u}c) = \nabla \cdot (D \nabla c)$$

where $c$ is the reactant concentration, $D$ is the molecular diffusion coefficient.

The heterogeneous precipitation reaction is implemented as a boundary condition applied to the reactive surface. In this simplified model for mineral precipitation a binary reaction is considered, in which the concentrations of anions, $A$, and cations, $B$, in the solution define the saturation state of the solution in respect to a mineral $AB$. Schematically it can be represented as

$$A^- + B^+ \rightarrow AB \downarrow$$

It is assumed that the species $A$ and $B$ have equal concentrations and are well mixed at the inlet. Also, it is assumed that the diffusion of ions is similar, and the activity coefficient for both type of ions is equal to 1. The Onsager correction to the diffusive transport, which has been shown having significant impact in case of mineral dissolution (Dutka et al., 2020) in comparison to lesser effect during precipitation (Yang et al., 2021), is not considered in this work. Thus, the Equation (3) can be solved for only one type of species and the saturation state, $\Omega$, can be expressed as

$$\Omega = \frac{c^2}{c_{eq}},$$

where $c_{eq}$ is the equilibrium ion concentrations for a specific mineral.

Therefore, the surface reaction rate and Equation (1) can be rewritten in terms of local concentration

$$R = k \left( \frac{c^2}{c_{eq}^2} - 1 \right)$$

To model the surface motion it is imposed that the flux of mineral ions to the surface during precipitation must match the reaction rate $R(c)$ (Szymczak and Ladd, 2012).

$$Dn \cdot \nabla c = R(c),$$

where $n$ is the normal to the surface (inset in the Figure 1C). During precipitation process a solid-fluid interface, $\Gamma$, is propagated. The interface is modeled by a boundary mesh that confines the simulation domain and represents the reactive surface. The points of the surface mesh are propagating with velocity $\mathbf{u}_\Gamma$

$$\nu_m^{-1} \mathbf{u}_\Gamma = R(c)n,$$

where $\nu_m$ is the molar volume of the mineral.
2.2. Dimensionless Equations

For the convenience, the governing equations can be scaled using the unit of time, \( t_d \), and the unit of length, \( h_0 \),

\[
\hat{t} = \frac{t}{t_d}; \quad \hat{r} = \frac{r}{h_0}; \quad \hat{\nabla} = h_0 \nabla,
\]  

(9)

where hat above a symbol indicates that the quantity is dimensionless. In this study the equations are scaled using \( t_d = 0.01 \text{ s} \) and \( h_0 = 10 \mu \text{m} \) (see Table 2).

Correspondingly, pressure, viscosity, and molecular diffusivity are scaled as

\[
\hat{p} = \frac{p h_0^2}{\hat{c}}; \quad \hat{\nu} = \frac{\nu h_0^2}{c}; \quad \hat{D} = \frac{D h_0^2}{c}.
\]  

(10)

In order to make transport equation dimensionless the concentration of reactant is scaled by the concentration at the inlet \( \hat{\tilde{c}} = c/c_{in} \). Then, the dimensionless governing Equations (2) and (3) can be rewritten as

\[
\frac{\partial \hat{u}}{\partial \hat{t}} + \hat{\nabla} \cdot (\hat{u} \hat{u}) + \hat{\nabla} \hat{p} = \hat{\nu} \hat{\nabla}^2 \hat{u}
\]  

(11)

\[
\frac{\partial \hat{c}}{\partial \hat{t}} + \hat{\nabla} \cdot (\hat{u} \hat{c}) = \hat{\nu} \hat{\nabla} \cdot \hat{\nabla} \hat{c}
\]  

(12)

By scaling reaction rate as \( \hat{R} = R/k \) the Equation (7) can be rewritten as

\[
\hat{R} = \hat{l} \hat{R} \cdot \hat{\nabla} \hat{c},
\]  

(13)

where \( \hat{l} = \frac{D c_{in}}{\nu h_0^2} \).

Typically, to analyze dynamic processes that are governed by flow conditions and reaction rates a set of dimensionless numbers is defined (Soullane et al., 2017; Starchenko and Ladd, 2018; Xu et al., 2020). This study is relevant to the case in which the flow rates are relatively low and the work is focused on competition between reaction and transport. Thus, the most interesting dimensionless numbers are the Péclet number (Pe) and the second Damköhler number (\( DA_1 \)), which represent ratio of flow rate to diffusive rate and reaction rate to diffusive rate

\[
Pe = \frac{u_{in} h_0}{D}; \quad DA_1 = \frac{h_0 c_{in} R(c_{in})}{D},
\]  

(14)

where \( u_{in} \) is the flow velocity at the inlet, and \( R(c_{in}) \) is the reaction rate which corresponds to the inlet concentration. Following the dimensional scaling, the Equation (8) for the interface motion can be written as

\[
\nu^{-1} m \frac{h_0}{t_d} \hat{u} = \hat{k} \hat{\nabla} \hat{c}
\]  

(15)

Replacing \( \hat{R} \) using the Equation (13) the interface motion velocity can be expressed as

\[
\hat{u} = \gamma \hat{\nabla} \frac{(n \cdot \hat{\nabla} \hat{c}) n}{2},
\]  

(16)

where \( \gamma = \hat{D} c_{in} \).

By scaling the reactant concentration with \( c_{in} \) and defining \( \theta = c_{in}/c_{eq} \) the reaction rate Equation (6) can be rewritten as,

\[
\hat{R} = (\theta^2 \hat{c}^2 - 1)
\]  

(17)

2.3. Surface Energy

Analysis of Mullins–Sekerka instability (Mullins and Sekerka, 2004) shows that fast growing interfaces generate perturbations with wavelength which is not bound by lower limit. To stabilize the growth, the Gibbs-Thomson relation (Landau and Lifshitz, 1980) was included into the model. It implies that interfaces with higher curvature will require more energy to form. Therefore, the effective equilibrium concentration, \( \tilde{c}_{eq} \), becomes higher and suppresses the short-wavelength perturbations. The stabilizing mechanism corresponds to the additional term for the equilibrium concentration at the solid-fluid interface where the curvature is large. Therefore, the concentration gradient gets smaller and regulates the growth of the interface by removing indefinitely small wavelength of the perturbations. In general, the expression for curvature-dependent equilibrium concentration according to Gibbs-Thomson relation can be described (Rigos and Deutch, 1986) as follows

\[
\tilde{c}_{eq}(r) = c_{eq} \exp \left[ \frac{\gamma v \kappa(r)}{RT} \right]
\]  

(18)

where \( \gamma \) is the interfacial free energy of material, \( \kappa(r) \) is the curvature of the surface at a particular location, \( R \) is the gas constant, and \( T \) is temperature. The expression can be simplified using simple expansion

\[
\tilde{c}_{eq}(r) = c_{eq} \left( 1 + \frac{d_0}{h_0} \tilde{\kappa}(r) \right)
\]  

(19)

where \( d_0 = (\gamma v_m)/(RT) \) is the capillary constant, and \( \tilde{\kappa} = h_0 \kappa \) is the dimensionless curvature.

2.4. Nucleation Model

Nucleation during mineral precipitation can follow either classical or non-classical pathways. The non-classical pathway includes such processes as pre-nucleation cluster formation, particle aggregation, transition between mineral polymorphs, etc. (De Yoreo et al., 2015), which is not considered in this work. The Classical Nucleation Theory states that to form a stable nucleus the particle has to exceed a certain size to overcome an energy barrier which arises from the balance between penalty on the formation of new surface and the total crystal lattice volume energy of a particle. This work is focused on heterogeneous nucleation which means the mineral precipitates on the surface and not in the solution. Based on CNT, nucleation rate defines number of particles which can nucleate on a particular surface area at a certain period. The heterogeneous nucleation rate, \( J_h \), is a function of the free energy change, \( \Delta G \), during the nucleation of a new phase (Fernandez-Martinez et al., 2013; Li et al., 2014) on the fluid-solid interface

\[
J_h = A \exp \left[ - \frac{\Delta G}{k_B T} \right]
\]  

(20)
where $A$ is a prefactor. The $\Delta G$ is a function of interfacial free energy, $\gamma$, and the supersaturation, $ln \Omega$:

$$\Delta G = \frac{\beta(v_m/N_A)^2 \gamma^3}{(k_B T \ln \Omega)^2},$$  \hspace{1cm} (21)

where $\beta = 16\pi/3$ is the geometric factor, $N_A$ is the Avogadro number.

To introduce nucleation in the model it is assumed that a single nucleus can not be resolved. Therefore, each face of the volume mesh, which defines the interface between fluid and solid, is marked as non-reactive until a nucleation event occurs. The probability of a stochastic event (which obeys a rate law $f$) in time $t$ can be expressed as an exponential probability distribution function: $\exp (-f t)$. The cumulative distribution function over period of time, $\Delta t$, is an integral of probability distribution

$$P = 1 - \exp (-f \Delta t).$$  \hspace{1cm} (22)

The Equation (22) defines the nucleation probability on a particular face of the area $A_j$, where $f = A_j/f$. Once the condition for nucleation is reached, the face is marked as a reactive one and the boundary condition (13) is applied. The current model does not resolve a single nucleus growth. Since a single nucleus does not cover the face completely, the surface coverage parameter, $\chi$, is introduced, which indicates a ratio between the covered area and total area of each cell. It is assumed that a single nucleation event generates a hemisphere that covers an area of 5 nm$^2$. Assuming that the nucleation adds much less precipitate than mineral growth, the increment for the surface coverage will be defined as

$$\frac{\Delta r}{\approx} \Delta t,$$

where $\Delta r$ is a dimensionless increment of the hemisphere radius at a particular growth rate $R(c)$

$$\Delta r = \frac{v_m k_d \Delta t}{h_0}.$$

This model is a rough estimation of real processes and does not capture multiple nucleation events, crystal surface energy anisotropy which defines shape of crystalline particles, nuclei impingement, etc. However, it allows smoothing out transition from non-reactive surface to a reactive one when the resolution of a single nucleus is not possible. Surface coverage for a particular face is changing within the range $0 \leq \chi \leq 1$. The reaction rate on the partially covered face is scaled proportionally to the surface coverage $R_{part} = \chi R$. This results in an inert surface at $\chi = 0$ and fully reactive surface at $\chi = 1$. The detailed future studies are needed to make current nucleation model applicable to specific materials or minerals. The nucleation rate is controlled by changing the prefactor $A$ in Equation (20).

### 2.5. Implementation

Fluid flow and transport equations were solved using an open-source Computational Fluid Dynamics package OpenFOAM®. OpenFOAM® is based on the finite volume discretization. The details of numerical implementation of the OpenFOAM® software can be found elsewhere (Jasak, 1996; Weller et al., 1998). The PISO algorithm used for solving the equations is described in detail in a recent book (Moukalled et al., 2016). The interface motion was implemented using earlier development of the simplified Arbitrary-Lagrangian-Eulerian (ALE) method in dissolFoam solver (Starchenko et al., 2016) which is also described in a recent review paper (Molins et al., 2021).

Briefly, the method implemented in this work combines the pisoFoam solver from OpenFOAM for transient incompressible flow (based on the PISO algorithm), the transient convection-diffusion equation, dynamic volume meshes (implemented in OpenFOAM) and boundary mesh motion/relaxation implemented in dissolFoam solver.

Since the shape of the growing features in some cases is highly irregular, the topological changes to an initial mesh are necessary. In current implementation, remeshing procedure using OpenFOAM meshing tool snappyHexMesh was performed with different intervals through the simulation depending on how unstable the growth is and how rough the surface becomes. The higher the curvature of the growing dendrites the faster the mesh will become significantly distorted. In average for all simulations the criterion for remeshing was set to 1000 time steps. The time integration scheme used in the simulations is Euler implicit scheme which is first order accurate. The spatial discretization is a second-order accurate (Jasak, 1996; Tuković and Jasak, 2012). To perform the simulations, the CADES high performance computing cluster at Oak Ridge National Laboratory was used.

### 2.6. Geometry, Initial, and Boundary Conditions

The geometry used in this study represents a spherical particle in a flow (Figure 1A). To simplify the visualization, accelerate calculations, and capture the interface growth, 2D simulations are performed in this study. It is important to note that current implementation is capable to model 3D geometry with no additional changes, however, at higher computational cost. A particle at the center of the domain is a cylinder which is confined between two parallel planes with empty boundary conditions. The boundaries in the direction perpendicular to the flow (top and bottom of the Figure 1A) are implemented as the symmetry boundary condition. The flow was defined by the constant flow rate condition. Fluid velocity was set to $U_0$ value at the inlet (left side of the Figure 1A) and pressureInletVelocity boundary condition at the outlet. At the solid surface of a particle a no-slip boundary condition was applied.

For the concentration field and transport Equation (3) a custom boundary condition was implemented at the reactive surface. It follows the balance equation (13), reaction rate equation (17), and implements a curvature correction to the
equilibrium concentration according to the Equation (19). Additionally, in case of enabled nucleation, the rate is scaled proportionally to the parameter $\chi$. The concentration field is scaled by the reactant concentration at the inlet, $c_i$, (see section 2.2), therefore a Dirichlet boundary condition for $\hat{c}$ is applied at the inlet and always $\hat{c} = 1$. The details of implementation of custom Robin boundary condition for concentration at reactive surface can be found in Starchenko et al. (2016). Also, the details were added to Supplementary Material for convenience. At the outlet a zeroGradient Newman boundary condition is applied.

A starting point for all simulations (time 0) is a steady state solution for the flow and reactant concentration. During simulation the transient Equations (2) and (3) are solved and combined with dynamic mesh motion until the mesh becomes highly distorted and required remeshing (described in section 2.5). After remeshing, the volume fields are mapped from the old to the new mesh using OpenFOAM’s field mapping tool mapFieldsPar with the mapping method option correctedCellVolumeWeight. It implements the cell-volume-weighted mesh-to-mesh based interpolation. After the volume fields are mapped to the new mesh, the simulation (transient equations with dynamic mesh) is restarted.

Radius of a particle in the flow is 10 $\mu$m and the total dimensions of a domain is $1 \times 1$ mm. To accelerate calculations, the non-uniform meshes were used in this study. Figure 1C shows the magnified area near the particle to demonstrate the refinement of the mesh near the surface. Figure 1D shows the same area after surface was moved as a result of the precipitation. It demonstrates the need of refinement near the interface in order to resolve features that occur due to the instability growth. Figure 1B shows magnified area around one of the surface features that demonstrates the finest cells. All meshes were generated using snappyHexMesh tool. Briefly, the 2D simulation domain was divided into $320 \times 320$ cells followed by $6 \times$ refinement around the particle surface. Total number of cells is not fixed in the simulation due to the nature of the method and meshing procedures. Average number of cells at the beginning of the simulation did not exceed one million cells. Due to the growth of rough surfaces during precipitation (Figure 1D), the number of cells was continuously increasing during simulation after each remeshing procedure. To maintain the stability of the fluid flow solver the timestep, $\delta t$, was chosen to satisfy condition $C_o = \delta t |\vec{u}|/\delta x_t < 1$, where $C_o$ is a Courant number, $|\vec{u}|$ is the magnitude of the velocity in the cell $i$, and $\delta x_t$ is the size of the cell $i$ in the direction of the velocity.

In order to overcome the effect of initial instability generation, which is usually related either to mesh symmetry or floating point numerical error, roughness was introduced on the surface of the initial particle (Figure 2). The algorithm is similar to the generation of roughness on surface of the fracture described in Starchenko et al. (2016). Briefly, the displacements were generated on the surface of a spherical particle using Fourier synthesis (Peitgen, 1988). The standard deviation in the displacement was set to 0.003$\bar{h}_0$. In case of fracture dissolution, it has been shown that the evolving dissolution patterns in fractures is insensitive to the amplitude and correlation length which characterizes the roughness of the initial fracture surface (Upadhyay et al., 2015). Nevertheless, it is still debated how much surface roughness affects mineral precipitation, which is a topic of the future studies. In case of nucleation, the simulation starts from the smooth surface, since the randomness of the initial growing points is guaranteed by the implemented nucleation algorithm.

To calculate mean local curvature scalar of the surface mesh, the functionality of finiteArea method implemented in OpenFOAM® is used. The implementation details can be found in work of Tuković and Jasak (Tuković and Jasak, 2012).

### 3. RESULTS

Calcite mineral (CaCO$_3$) has been chosen as a reference material for the precipitation. Calcite precipitation is a complex process that depends on many parameters such as CO$_2$ pressure, pH of the solution, etc. Moreover, CaCO$_3$ precipitation can result in a variety of polymorphs (including amorphous calcium carbonate). To focus on the implementation of the pore-scale reactive transport model coupled with heterogeneous reactions and dynamic interface, the simplest surface reaction model has been chosen. The concentrations of counterions

### Table 1: Parameters for the calcite mineral precipitation.

| Parameter                  | Symbol | Value            |
|----------------------------|--------|------------------|
| Diffusion coefficient      | $D$    | $1.4 \cdot 10^{-5}$ cm$^2$/s |
| Molar mass                 | $M$    | 100.09 g/mol     |
| Molar volume               | $\nu_m$| 37 cm$^3$/mol    |
| Equilibrium concentration  | $c_i$  | 0.58 $\cdot 10^{-4}$ mol/L |
| Interfacial free energy    | $\gamma_{i}$ | 35 mJ/m$^2$   |
| Capillarity                | $d_0$  | 5 $\cdot 10^{-6}$ cm |
$Ca^{2+}$ and $CO_3^{2-}$ are defined by the equation (3) and the precipitation rate equation (6). Table 1 contains parameters for calcite precipitation. Equilibrium concentration for calcite was estimated as the square root of the equilibrium constant published by Plummer and Busenberg (Plummer and Busenberg, 1982). Additionally, the capillary length in the Equation (19) is assumed to be $d_0 = 5 \cdot 10^{-6}$ cm. It is clear that the mentioned above assumptions and simplifications, such as Equation (6), result in a system which do not reflect fully the actual conditions for calcite mineral precipitation. The parameters used in this work needed to be reasonable and close enough to a realistic system. However, to model precipitation of a specific mineral, parameters such as reaction rate constants need to be carefully reviewed and, perhaps, corrections such as ion activities need to be used instead of concentrations to calculate species diffusivity and local saturation states.

### 3.1. Precipitate Growth

In the parametric study, a Péclet–Damköhler diagram demonstrates that both reaction and flow rate define regime of mineral precipitation (Figure 3). Namely, the rates control the instability emergence during the evolution of the reactive surface. To effectively change $Da_{II}$ and $Pe$ numbers, the reaction rate constant $k$ and flow velocity at the inlet $u_{in}$ are varied. In most of the simulations the inlet concentration is assumed to be $c_{in} = 6.6 \cdot 10^{-3}$ mol/L. Although the reaction rate constant for calcite precipitation is $k_{calcite} = 3.81 \cdot 10^{-11}$ mol/cm$^2$/s (Nilsson and Sternbeck, 1999), for the parametric study $k$ was varied in the range between $10^{-4}$ and $10^{-10}$ mol/cm$^2$/s; and $u_{in}$ was varied in the range between 0.01 and 10 cm/s. All other parameters used in simulations are summarized in Table 2.

**FIGURE 3** Second Damköhler number, $Da_{II}$, vs. Péclet number, $Pe$, phase diagram of precipitation patterns on a particle in reactive flow. The initial particle is shown in gray, precipitate is shown in white, and blue-to-red color scheme shows distribution of reactive species in solution around the particle and solid precipitate.

**TABLE 2** Constant parameters used in simulations.

| Parameter                  | Symbol | Value       |
|----------------------------|--------|-------------|
| Unit time                  | $t_d$  | 0.01 s      |
| Unit length                | $d_0$  | 0.001 cm    |
| Kinematic viscosity        | $v$    | 0.008926 cm$^2$/s |
| Temperature                | $T$    | 298.15 K    |
| Solvent density            | $\rho$ | 0.997 g/cm$^3$ |
The diagram in Figure 3 shows the result of precipitation at different flow rate and reaction rate conditions. The simulation images in the diagram were taken at different simulation times and scaled to the same size for comparison. The particle in the center of each snapshot in Figure 3 is shown to demonstrate the scale. At very high Pe numbers the criteria dictated by Co number makes the timestep very small. For instance, at $Pe = 7.14 \cdot 10^2$, which is the last row in Figure 3, the corresponding $\delta t = 10^{-4} t_d$. This requires significantly longer simulation times, however, the snapshots included into the diagram demonstrate the general tendency. Although a generation of the short wave instabilities is limited by the Gibbs-Thomson effect, the diagram shows that the number of growing features increases and the size of the instability decreases with increasing $Da$ and Pe numbers. This remains consistent with early works on Mullins–Sekerka instability (Langer, 1980) reflecting that the faster the surface growth the more unstable it becomes. The diagram demonstrates that this effect can be achieved by either enhancing the reaction itself by increasing the rate constant or by increasing transport of reactant to the solid surface (in this case, increasing flow velocity). Moreover, the higher the reaction rate—the higher the curvature of the growing features which start to grow as very thin dendrites with many branches.

In general, by moving from low to high Pe numbers the diffusive layer around the reactive particle becomes smaller. This results in enhanced transport of reactant to the particle interface and, therefore, smaller wavelength of the instability that corresponds to higher reaction rate. Additionally, for all $Da$ numbers the increase in fluid flow velocity introduces anisotropy into the amount of precipitate. The precipitate growth faster on the front side of the particle exposed to the flow. The amount of reactant that reaches the back side of the particle is smaller since it is consumed during the precipitation. Therefore, the overall reaction rate is reduced.

It can be seen in the diagram in Figure 3 that a primary dense precipitate layer growth around the initial particle which then branches into the dendrites. However, the thickness of the primary layer depends on the reaction and flow rates. The primary layer thickens at low $Da$ and $Pe$. In real systems it can probably be controlled by the surface roughness or surface defects as well. The growth of the primary layer slows down as dendrites start to grow and at a particular time it is terminated completely. Eventually, the porous secondary precipitate layer is formed out of the growing dendrites which screen the primary layer by consuming all the reactant from the solution.

3.2. Nucleation
To test the coupling of surface growth with nucleation a comparison between the evolution of precipitate on the surface of a particle in flow with nucleation “on” and “off” (Figure 4) was done at different reaction rates. The nucleation switch set to “on” in the solver modifies the boundary condition on the particle in the flow so that initially the surface is inert (i.e., reaction rate is set to zero) and after nucleation it is proportional to the surface coverage (Equation 23) as it is described in the section 2.4. Figures 4A,C correspond to the nucleation switch set to “on.” Figures 4B,D correspond to the case in which nucleation is “off” and the rest of the parameters are the same. The concentration at the inlet was set to $c_{in} = 2.1 \cdot 10^{-2}$ mol/L, the equilibrium concentration was set to $c_{eq} = 1.84 \cdot 10^{-4}$ mol/L, and the flow rate was such that $Pe = 0.71$. Figures 4A,B correspond to the reaction rate constant $k = 10^{-8}$ mol/cm²/s and Figures 4C,D correspond to $k = 10^{-6}$ mol/cm²/s. It is important to note that the parameter $l_d$ from the Equation (13) depends on $c_{in}$. Therefore, the effect of diffusional hindrance on the reaction rate is different from Figure 3 and the resulting growth of precipitate will be different as well. In simple geometries such as channel flow it is possible to estimate an effective reaction rate which includes diffusional hindrance (Szymczak and Ladd, 2012). However, in case of more complex geometries like mineral grain in flow (Dutka et al., 2020) the correction is only an approximation. Although such detailed analysis of diffusional hindrance in the interfacial layer is not included in current manuscript, it is an interesting topic for future studies, especially in case of charged surfaces.

Since in case of nucleation “on” initial surface is inert, the concentration around the particle in the beginning becomes equal to the concentration at the inlet. After nucleation event occurs the faces of the surface mesh become reactive and the nucleation sites consume reactant locally as it can be seen at time $300 t_d$ (Figure 4). At both low and high reaction rates nucleation affects distribution of the precipitate and eventually accelerates instabilities in surface growth. The effect is more significant in case of higher reaction rate case (Figure 4C). It is interesting to note that although nucleation accelerates growth of particular sites resulting in irregular shape of the precipitate, the growth without nucleation (Figure 4D, time $5000 t_d$) creates porous precipitate with smaller dendrite features. This indicates that nucleation promotes formation of less porous however non-uniformly distributed precipitate.

As it was shown above in Figure 3, the higher flow rate effectively increases the reaction rate at the surface and reduces the width of the dendrites. Figure 5 demonstrates the influence of nucleation rate on precipitate shape at different flow rates. The snapshots were taken at different simulation times chosen so that the total amount of precipitate in all 6 cases was the same. Comparison between low flow rate at $Pe = 0.714$ (Figure 5A) and high flow rate at $Pe = 71.4$ (Figure 5B) demonstrates that at all modeled nucleation rate values the width of the growing features slightly decreases for smaller flow rates as expected. It is interesting to note that decreasing nucleation rate results in reduced asymmetry of the precipitate caused by the flow direction. In fact, in Figure 5 at $\ln (A) = 15$ demonstrates that the flow direction almost does not affect whether there is more precipitate on the front or back side of the particle, whereas this effect can be seen at lower nucleation rate [$\ln (A) = 20$] or in case without nucleation.

4. DISCUSSION
Since precipitate shape is anisotropic due to the flow direction (in case nucleation is “off”), a plausible way to present the data is in form of angular distribution. Figure 6 shows dependence of surface velocity magnitude, $|\vec{u}|$, and surface curvature, $\kappa$,
as function of angular coordinate $\varphi$. The angular coordinate is defined to be $\varphi = 0 = 2\pi$ in the back side of the particle and $\varphi = \pi$ in the front side of the particle which faces the flow (Figure 6A). Both max and min functions of $|\hat{\mathbf{u}}_F|$ and $\hat{k}$ were applied to the groups of points on the interface which were gathered within ranges $4^\circ(i - 1) < \varphi \leq 4^\circ i$, where $i = 0, 1, 2, .., 90$. In other words, the full range of angular coordinate $[0, 2\pi)$ is divided into 90 bins and then the max and min functions were applied to the points that correspond to each bin.

Figures 6B,C show the change in surface velocity of growing precipitate. Initially, the profiles of max $|\hat{\mathbf{u}}_F|$ and min $|\hat{\mathbf{u}}_F|$ are similar with total maximum located at the front side of the particle at $\varphi = \pi$ and total minimum located at the back side of the particle. At later stages, the min $|\hat{\mathbf{u}}_F|$ drops to zero in range $0.5\pi < \varphi \leq 1.5\pi$ at time $5000t_d$ and almost all around the particle at time $11500t_d$. This behavior corresponds to the formation of the primary dense layer around the particle and complete termination of its growth at later stages due to the screening from reactant by growing dendrites. Figure 6C indicates that the growth termination occurs earlier at the front side.

To investigate the evolution of surface the curvature at high ($D_{\text{II}} = 3.442$) and low ($D_{\text{II}} = 0.34$) reaction rates at different stages of precipitation is compared. Negative curvature corresponds to the concave area of the precipitate surface in respect to the solution. Figures 6E,H demonstrate similar structure of precipitate at early stages. Naturally, at later stages of precipitation, growth of dendrites generates highly curved surfaces. Both, concave and convex areas become more curved. As it was discussed above, higher reaction rate promotes shorter wavelength instabilities. Accordingly, the curvature of growing features is smaller at lower reaction rates (orange curves in Figures 6F,G,I,J). However, the curvature of concave areas remains in the same range for both high and low reaction rates (blue curves in Figures 6E,G,I,J). It can be interpreted that the average distance between dendrites is much less affected by the reaction rate than the width of the growing dendrites.

Figure 7 shows the flow velocity maps which correspond to the data presented in Figure 6. The color map is scaled to $|\hat{\mathbf{u}}|_{\text{max}} = 0.001$ in order to focus on the area of growing dendrites. The value of absolute maximum velocity in whole domain was registered between 1.2 and 1.25 depending on the case and simulation time. Figure 7A corresponds to the Figures 6B–G and Figure 7B corresponds to the Figures 6H–J. At early simulation stages both velocity maps develop similarly mostly defined by the shape of the initial particle. At later stages, lower reaction rate results in wider dendrites as it can be seen in Figure 7A at time $11500t_d$ in comparison
FIGURE 6 | Maximum and minimum of surface velocity magnitude, $|\hat{u}_s|$, and surface curvature, $\hat{\kappa}$, distribution along angular coordinate $\varphi$ at flow rate $Pe = 7.14$. (A) Schematics of angular coordinate $\varphi$ definition. (B–D) $\max(|\hat{u}_s|)$ and $\min(|\hat{u}_s|)$ at different simulation times ($Da_II = 0.34$). (E–G) $\max(\hat{\kappa})$ and $\min(\hat{\kappa})$ at different simulation times ($Da_II = 0.34$). (H–J) $\max(\hat{\kappa})$ and $\min(\hat{\kappa})$ at different simulation times ($Da_II = 3442$). Little snapshots on the right demonstrate the shape of precipitate at corresponding $Da_II$ at the later simulation times.

FIGURE 7 | Flow velocity map and precipitate shape which correspond to the data in Figure 6. (A) $Da_II = 0.34$. (B) $Da_II = 0.34$. The color map is scaled to $|\hat{u}_s|_{\text{max}} = 0.001$. The snapshots were taken at the simulation times which correspond to the data in Figure 6.

In this study only a 2D geometry is considered. Therefore, the amount of precipitated material proportional to the mass of the mineral can be estimated as the area of precipitate (Figure 8). First two figures (Figures 8A,B) show the amount of precipitate in time at different values of $Da_II$ and $Pe$ without nucleation. Figure 8A demonstrates that only at lowest $Da_II = 3.41 \times 10^{-3}$ the curve differs from the rest of the cases. This means that mostly the simulations are performed in transport limited regime. It is also confirmed by the Figure 8B, which demonstrates a significant influence of flow rate (or $Pe$) on the accumulation of precipitate.

Interestingly, comparison of the amount of precipitate in case of nucleation “on” and “off” shows that at high nucleation rates ($\ln A = 20$) the curves almost overlap (blue and orange to Figure 7B at time $5900t_d$. However, in both cases fluid velocity drops almost to zero between the dendrites, which means that convective transport of reactive ions in channels between dendrites is absent. Therefore, one can hypothesize that the diffusive nature of reactive species in channels between dendrite branches controls the channel width. To test this hypothesis in future studies one should carefully consider both diffusive transport of reactive species into the channel and reactive flux balance at the fluid-solid interface controlled by the Equation 7.

Frontiers in Water | www.frontiersin.org 10 January 2022 | Volume 3 | Article 800944
In Figure 8C. Only at lower nucleation rates (green curve) the growth of precipitate is delayed at earlier times. However, nucleation does not affect the slope of the curve at later times. Similar behavior is observed at low and high flow rates ($Pe = 0.714$ and $Pe = 7.14$). This might indicate that although nucleation affects the shape of precipitate as it was demonstrated in Figure 8, it does not change the overall kinetics in case of limited available reactive surfaces, such as a surface of a particle in flow in this study.

5. CONCLUSIONS

In this paper a model that couples pore-scale reactive transport with the Arbitrary Lagrangian-Eulerian approach to simulate interface motion during mineral precipitation has been described. Additionally, the heterogeneous nucleation based on CNT was integrated into the model. The ALE approach allows us to stabilize the short wavelength instabilities by including surface curvature dependent equilibrium concentration. To demonstrate the interplay between reactive transport, chemical reaction, and nucleation phenomena the precipitate formation on a single particle in reactive flow has been modeled.

In the first part of the study (nucleation is turned “off”), Péclet–Damköhler diagram demonstrates the influence of reaction and flow rate on the shape of the precipitate. The emergence of Mullins–Sekerka instability on growing surfaces becomes more pronounced at higher $Da_{II}$ and $Pe$ numbers. All simulation cases show an appearance of a primary dense precipitate layer around the particle and a secondary porous precipitate layer formed by the instabilities. It is shown that the growth of the dense layer is completely terminated at later times due to the inability of reactant to penetrate into pores. Although the absolute thickness of the primary layer most likely depends on the condition of initial surface in real systems (such as defects, roughness, chemical heterogeneity), the presented model shows that at equal initial conditions the thickness decreases at higher reaction and higher flow rates.

In the second part of the study (nucleation is turned “on”), it is demonstrated that nucleation promotes formation of irregularly shaped precipitate by enhancing instabilities in surface growth. Additionally, it is shown that low nucleation rate reduces the impact of flow direction on the asymmetry of formed precipitate around the particle. Although the shape of precipitate is irregular, nucleation affects the shape of precipitate as it was demonstrated in Figure 8, it does not change the overall kinetics in case of limited available reactive surfaces, such as a surface of a particle in flow in this study.

![Figure 8](image-url)

FIGURE 8 | Amount of precipitate vs. simulation time. (A) At different $Da_{II}$ numbers; (B) At different $Pe$ numbers; (C) In case of nucleation is “off” (blue) and “on” at $ln(A) = 20$ (orange) and 15 (green) the dependencies are presented at $Pe = 0.714$ and $Pe = 71.4$, which corresponds to the data presented in Figure 8.
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