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Abstract: The present work relates to the implementation of core parallel architecture in a deep learning algorithm. At present, deep learning technology forms the main interdisciplinary basis of healthcare, hospital hygiene, biological and medicine. This work establishes a baseline range by training hyperparameter space, which could be support images, and sound with further develop a parallel architectural model using multiple inputs with and without the patient’s involvement. The chest X-ray images input could form the model architecture include variables for the number of nodes in each layer and dropout rate. Fourier transformation Mel-spectrogram images with the correct pixel range use to covert sound acceptance at the convolutional neural network in embarrassingly parallel sequences. COVIDNet the end user tool has to input a chest X-ray image and a cough audio file which could be a natural cough or a forced cough. Three binary classification models (COVID-19 CXR, non-COVID-19 CXR, COVID-19 cough) were trained. The COVID-19 CXR model classifies between healthy lungs and the COVID-19 model meanwhile the non-COVID-19 CXR model classifies between non-COVID-19 pneumonia and healthy lungs. The COVID-19 CXR model has an accuracy of 95% which was trained using 1681 COVID-19 positive images and 10,895 healthy lungs images, meanwhile, the non-COVID-19 CXR model has an accuracy of 91% which was trained using 7478 non-COVID-19 pneumonia positive images and 10,895 healthy lungs. The reason why all the models are binary classification is due to the lack of available data since medical image datasets are usually highly imbalanced and the cost of obtaining them are very pricey and time-consuming. Therefore, data augmentation was performed on the medical images datasets that were used. Effects of parallel architecture and optimization to improve on design were investigated.
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1. Introduction

Over the past several decades, research has laid the foundation for a broadly defined new direction of artificial intelligence technology. These parallel architectures on deep learning algorithms have been actively studied because of its unique and fascinating properties as well as complementary applications in computer vision-based medical imageries. Medical imaging is critical for seeing internal organs without causing injury and detecting anomalies in their structure or function throughout the body. MRI, PET, and other medical imaging technologies can be used to obtain medical images. Scanners for X-rays, CT scans, and ultrasounds. This work involved four phases to complete. The first step is to acquire dataset for CXR images with three different classifications (COVID-19 pneumonia,
non-COVID-19 pneumonia, and healthy lungs) and cough sound samples with two different classifications (COVID-19 positive and COVID-19 negative). The second step would be performing the pre-processing for the images to remove unnecessary noises (feature extraction) in the image and to make sure all the images are suitable to be parsed to the model for training. Meanwhile for cough sound samples, since they are in .wav file format it is converted to Mel-spectrogram which are then used to train the cough classification model. After pre-processing the datasets, since the medical imaging is limited in size due to privacy issues and annotation cost, data augmentation was performed such as rescaling, zooming, and flipping the images for the CXR dataset, meanwhile for the Cough dataset rescaling, shearing range and zooming were performed. The third step would be to train the two binary CXR model COVID-19 model (healthy lungs and COVID-19 pneumonia) and the non-COVID-19 model (healthy lungs and non-COVID-19 pneumonia) by parsing all the images in the dataset collected to ensure the model learns the pattern such as shapes, curves, and lines of the pneumonia development to be able to grasp the difference between the different classification of lung status. The CXR model is developed by performing transfer learning from the ImageNet VGG16 model. Nonetheless, for the cough model, the spectrograms are passed to the model for the learning process and the model is built from scratch using Keras sequential models. The fourth step would be to test the model by parsing the test dataset and classify those images based on the raw neural network output (RNNO) which is the output given by the model which is a value from zero to one. Since there are two CXR models and both of them are binary, when the CXR image is inputted, it is parsed to both the model and the output and if both the COVID-19 model and non-COVID-19 model returns the RNNO less than 0.5 it is considered as healthy lungs but if either of them returns a value more than 0.5 then the model which has a higher value will be assigned as the predicted category. For instance, if the COVID-19 model returns 0.8 and the non-COVID-19 model returns 0.7 then the predicted category for the model would be COVID-19 positive. The interpretation of the cough model is that the classification on the Mel-spectrogram trained images will classify as positive COVID-19 cough or negative COVID-19 cough types.

The rest of the paper is structured as follows. In Section 2, we briefly review the related work. Section 3 introduces the methods and materials used and referred to throughout the paper. Section 4 evaluates the results obtained and the prototype discusses the performance. Section 5 presents the conclusions.

2. Related Work

The novel coronavirus 2019 (COVID-2019), which initially appeared in the metropolis city of China in Dec 2019, unfold quickly around the world and has become a pandemic. It has caused a devastating impact on each daily life, public health, and also the international economy. It is crucial to discover positive cases as early as possible, and therefore, forestall the additional spread of this epidemic, in addition to quickly treating affected patients. The requirement for auxiliary diagnostic tools has been raised, as there are not any correct machine-controlled toolkits available. Recent findings by Ozturk et al. [1] obtained exploitation radiology imaging techniques counsel that such pictures contain salient data concerning the COVID-19 virus. Application of advanced computing (AI) techniques including imaging are often useful for the correct detection of this disease and may even be helpful to beat the matter of an absence of specialized physicians in remote villages. During this work, a novel model for automatic COVID-19 detection exploitation raw chest X-ray pictures is presented (in Supplementary Materials). Their planned model is developed to produce accurate nosology for binary classification (COVID vs. no-findings) and multi-class classification (COVID vs. no-findings vs. pneumonia). Their model made a classification accuracy of 98.08% for binary categories and 87.02% for multi-class cases. The DarkNet model was utilized in their study as a classifier for you simply look once (YOLO) real-time object detection system. They tended to enforce seventeen convolutional layers and introduced a different filtering on every layer.
Mei et al. [2] also researched using artificial intelligence to quickly diagnose patients who are positive for COVID-19, artificial intelligence algorithms will combine chest CT images with clinical symptoms, exposure history, and laboratory tests. A total of 419 (46.3 percent) of the 905 patients tested positive for SARS-CoV-2 using a real-time RT–PCR assay and next-generation sequencing RT–PCR. When compared to a senior thoracic radiologist, the AI system had an area under the curve of 0.92 and had identical sensitivity in a test set of 279 cases. The AI approach they applied also enhanced the detection of COVID-19 positive patients with normal CT scans who were positive by RT–PCR, correctly identifying 17 of 25 (68%) patients, whereas radiologists categorized all of these patients as COVID-19 negative.

Imran et al. [3] also stated in this paper—with the title AI4COVID-19—that a cough is a symptom of approximately thirty medical illnesses that are unrelated to COVID-19. This makes diagnosing a COVID-19 infection just based on cough an extremely difficult interdisciplinary task. The team tackle this issue by comparing the pathomorphological changes in the respiratory system caused by COVID-19 infection to those caused by other respiratory illnesses. They use transfer learning to overcome the lack of COVID-19 cough training data. They use a multi-pronged mediator-focused risk-averse AI architecture to limit the danger of misdiagnosis caused by the problem’s complicated dimensionality. AI4COVID-19 can discriminate between COVID-19 coughs and numerous types of non-COVID-19 coughs, according to the findings. The accuracy is high enough to warrant a large-scale collection of labeled cough data to assess AI4COVID-19’s generalization capacity. AI4COVID-19 is not a diagnostic tool for clinical use. Instead, it provides a screening tool that can be used by anybody, at anytime, anywhere. It can also be used as a clinical decision support tool to direct clinical testing and treatment to people who need it the most, resulting in more lives being saved.

Kermany et.al [4] has developed the framework makes use of transfer learning, which allowed to train a neural network using a fraction of the data required by traditional methods. The performance comparable to that of human experts in diagnosing age-related macular degeneration and diabetic macular edoema on a collection of optical coherence tomography images. Madani [5], concerns and the significant cost of collecting annotations, medical imaging databases are limited in size. Augmentation is a common deep learning technique for enriching data in data-limited circumstances and avoiding overfitting. Standard augmentation approaches, which modify lighting, range of view, and spatial rigid transformations to create fresh examples of data, may not capture the biological variance of medical imaging data and may result in artificial images. According to Tang et al. [6], has selected 497 characteristics from eight domains from data augmentation. The features were then fed into the developed convolutional neural network (CNN), which replaced the fully connected layers that are generally used before the classification layer with a global average pooling layer to acquire global information about the feature maps and avoid overfitting [7]. This has improved the classification algorithm’s performance, the class weights were set in the loss function during the training process, taking into account the class imbalance. The suggested method’s performance was assessed using stratified five-fold cross-validation. We deemed and applied in CXR, cough data augmentation. Chen G et al. [8] has conducted a novel improving a neural network’s training efficiency, based on the brilliant concept that whitening neural network inputs can speed up convergence. The added an independent-component (IC) layer before each weight layer. Those inputs are made more independent, due to the well-known notion that independent components must be whitened. Determining independent components, on the other hand, is a computationally costly operation. Batch normalization and dropout, in a new manner that we can rigorously prove that dropout can quadratically reduce the mutual information and linearly reduce the correlation between any pair of neurons with respect to the dropout layer parameters.
3. Materials and Methods

Due to the lack of COVID-19 positive CXR images, a multiple data source was used ensuring there were no duplicates by going through the metadata file using Python when sorting and splitting the dataset into their train and test folders. The sources for our CXR dataset are the University of Montreal [9], which contained 20 different types of various non-COVID-19 pneumonia, DarwinAI Corporation Figure 1 [10] which contained both COVID-19 positive and non-COVID-19 pneumonia, DarwinAI Corporation AcutalMed [11] which contained COVID-19 positive images, COVID-19 Radiography Database Kaggle [12] which contributed majorly to the dataset by containing all three classes COVID-19 pneumonia, non-COVID-19 pneumonia, and healthy lungs, and finally—RSNA Pneumonia Detection Challenge Dataset [13] which contained non-COVID-19 pneumonia and healthy lungs. This brings our dataset count of 20,054 images across three classes. On the other hand, for the cough dataset, the researchers were only able to acquire one dataset which is provided by the Indian Institute of Science under the Project Coswara [14] which contained a total of 1053 audio files. The audio files are all recorded at a sampling frequency of 48 kHz of the forced cough, and the recordings are four to six seconds long.

For pre-processing the CXR images, all the images were converted into greyscale and resized to $150 \times 150$ pixels due to the GPU memory limitation. Meanwhile, for the cough audio files were converted from .wav to Mel-spectrogram using the short-time Fourier transform [15].

Tables 1–3 shows the dataset split for each model at the final stage of pre-processing.

| Table 1. Dataset Split for COVID-19 CXR Model (70:30 Ratio). |
| --- | --- | --- |
| Categories | Train | Test |
| COVID-19 Pneumonia | 1176 | 505 |
| Healthy | 7134 | 3058 |

| Table 2. Dataset Split for non-COVID-19 CXR Model (60:40 Ratio). |
| --- | --- | --- |
| Categories | Train | Test |
| Non-COVID-19 Pneumonia | 4486 | 2992 |
| Healthy | 6115 | 4077 |

| Table 3. Dataset Split for Cough Model (70:30 Ratio). |
| --- | --- | --- |
| Categories | Train | Test |
| COVID-19 Positive | 368 | 158 |
| COVID-19 Negative | 368 | 159 |

The novelty of this research has a significant parallel architecture for future practical utilization. A convolution is a sliding kernel (of a defined dimension, usually square) that performs element-wise multiplication on each of the pixels with which it overlaps and then adds the results. Several separate kernels are applied to a single image in a current CNN, and the results are piled in the output. Each kernel traverses the entire image (in specified steps with a specified speed) [16]. The parameters of these kernels are updated using backpropagation (also called weights). As a result, both forward and backward propagation requires a lot of computing power. The most important findings of this work were that the efficacy of both inputs and sequences was quite high. Figure 1 has an illustration of the parallel architecture for the implementation.
For both the CXR Model, transfer learning was performed with the base of the model being ImageNet VGG-16 model, only the pre-trained weights were extracted and were trained with the new dataset and the new model architecture as shown below in Figure 2, the CXR image will go through six different blocks whereby the first convolutional block would contain two convolutional 2D layers with 16 filters each and follow by a max-pool layer. The second, third, fourth, and fifth convolutional blocks are all similar with two separable convolutional 2D layers with a kernel size of $3 \times 3$, which is followed by a batch normalization layer and with a max-pool layer at the end of each block. The difference between the second, third, fourth, and fifth convolutional blocks is that the filter size of the separable convolutional 2D layer increases from 32, 64, 128 and 256, respectively. The final block would be a fully connected block which consists of three different dense layers whereby each of them consists of 512 units and dropout rate of 0.7, 128 units and dropout rate of 0.5, 64 units, and a dropout rate of 0.3, respectively. The model is concluded with a SoftMax activation feature to be used to classify between the respective binary classification for the CXR model stated in Figure 2 below. Figure 3 shows the layers used with their respective input and output in detail.

![Figure 1. COVIDNet Implemented Parallel Architecture.](image)

For both the CXR Model, transfer learning was performed with the base of the model being ImageNet VGG-16 model, only the pre-trained weights were extracted and were trained with the new dataset and the new model architecture as shown below in Figure 2, the CXR image will go through six different blocks whereby the first convolutional block would contain two convolutional 2D layers with 16 filters each and follow by a max-pool layer. The second, third, fourth, and fifth convolutional blocks are all similar with two separable convolutional 2D layers with a kernel size of $3 \times 3$, which is followed by a batch normalization layer and with a max-pool layer at the end of each block. The difference between the second, third, fourth, and fifth convolutional blocks is that the filter size of the separable convolutional 2D layer increases from 32, 64, 128 and 256, respectively. The final block would be a fully connected block which consists of three different dense layers whereby each of them consists of 512 units and dropout rate of 0.7, 128 units and dropout rate of 0.5, 64 units, and a dropout rate of 0.3, respectively. The model is concluded with a SoftMax activation feature to be used to classify between the respective binary classification for the CXR model stated in Figure 2 below. Figure 3 shows the layers used with their respective input and output in detail.

![Figure 2. Architecture for CXR Model.](image)
If the condition is less than one, it zooms into the image; if the condition is more than one, it zooms out. When the identical image is fed to the model nine times with the zoom range of 0.3, the model zooms with a range of [0.7, 1.3], implying seventy percent zoom in and one hundred and thirty percent zoom out, as shown in Figure 3. For the train dataset the data augmentation which are performed are rescale and zoom range, which is same as the CXR Model above, and setting the horizontal flip to false since flipping it in the horizontal scale can change the whole interpretation behind the Mel-spectrogram. Rescale in cough model is slightly different compared to CXR because CXR is in greyscale format but for cough Mel-spectrogram it is in RGB format therefore it contains three maps which are red, green, and blue whereby for each colour it still ranges from 0 to 255. Figure 4 has illustrated the detailed CXR CNN layer architecture.

Since there was not any pre-trained model which was readily available to perform transfer learning for cough Mel-spectrograms, this model was built from scratch using the Keras sequential models which is a subset of Keras Functional API for deep learning. The sequential model API is used to create a deep learning model whereby an instance of the sequential class is used, and the layer of the models are created and added on top of it, respectively.

Based on Figure 4, which is the proposed architecture for the cough model, it contains five various blocks; four convolutional blocks and one fully connected block. The cough Mel-spectrogram image will be passed through four quite identical convolutional blocks which consist of separable convolutional 2D layer, batch normalization layer, and a max pool layer at the end of each block. The difference between the four convolutional blocks is that the separable convolutional 2D layer has a filter size of 32, 32, 64, and 64, respectively. The final and fifth block is a fully connected block that has a flatten layer at the top, followed by a dense layer with 64 units and a dropout rate of 0.5 and it is ended with a dense layer with a 1 unit. The model is concluded with a SoftMax activation and Adam Optimizer feature to classify cough between covid positive or negative.

Shear range whereby it will be distorted along the axis thru create a perception angle. In Figure 5a the shear range is set to 45 which indicates 45 degrees and with such perception it can change the whole meaning behind the Mel-spectrogram, therefore it has only been modified slightly with the value of 0.2 for the shear range. For the zoom range data augmentation in cough, the value is only set to 0.05 so there will not be any major changes which could affect the outcome drastically. Based on Figure 5b, the changes are highlighted with the red box indicating the zoom in and out.

Figure 3. CXR Data Augmentation, Zoom and Flip Images.
4. Results and Discussion

To perform convolution for a single kernel, we need to perform a parallel architectural input where the vector is the unrolled form of the kernel. There are multiple kernels used in a single convolution layer. In our case, there are 24 kernels used in the convolution layer and a total of 103 different layers in the model architecture: four convolutional 2D layers, twenty separable Conv2D layers, fourteen max pooling 2D layers, twelve batch normalization layers, eleven dropout layers, three flatten layers, twelve dense layers, twenty-seven ReLu activation layers. As a result, we develop a matriarchy. Many dedicated CNN accelerators have been presented to utilize the high accuracy, intrinsic redundancy, and embarrassingly parallel characteristics of convolutional neural networks (CNN) for intelligent embedded systems.

In COVIDNet, the CXR model is trained by performing transfer learning using ImageNet VGG16 model and based on the researchers custom model architecture the final model had a total parameters value of 2,341,337 whereby there were 23,213,377 train-
able parameters. On the other hand, the cough model is trained using Keras sequential models with the custom model architecture the models had a total parameters value of 1,647,548 total parameters and 1,647,548 of them were trainable. The results discussed in the subsection below.

4.1. COVID-19 CXR Model (COVID-19 and Healthy)

Established in Figure 6, the COVID-19 CXR model had a test dataset of 3058 false or healthy lungs and 505 true or COVID-19 results. The model has predicted a TP of 3009, TN of 389, FP of 49, and FN of 116.

![COVID-19 CXR Model Confusion Matrix](image)

Based on Table 4, the performance model in the majority of the area is above 80%. The COVID-19 CXR model has an accuracy of 95%, precision of 89%, recall and sensitivity of 77%, specificity of 98%, and an F1-score of 83%.

| Performance Category | Result (%) |
|----------------------|------------|
| Accuracy             | 95         |
| Precision            | 89         |
| Recall               | 77         |
| Sensitivity          | 77         |
| Specificity          | 98         |
| F1-score             | 83         |

The model loss graph based on Figure 7, indicates a good fit model with no overfitting and underfitting meaning that the training and testing loss has decreased whereby it is stable with not many fluctuations in between both the lines and there is little to no gap between them.
4.2. Non-COVID-19 CXR Model (Non-COVID-19 Pneumonia and Healthy)

Contingent on Figure 8 above, the non-COVID-19 pneumonia CXR model had a test dataset of 4077 false or healthy lungs and 2992 true or pneumonia results. The model has predicted a TP of 3845, TN of 2612, FP of 232, and FN of 380.

Based on Table 5, the performance model in the majority of the area is above 90%. In Table 5, there are two columns which are performance category which state the category we are evaluating the model for, the result in percentage. The CXR non-COVID-19 pneumonia model has an accuracy of 91%, precision of 92%, recall and sensitivity of 87%, specificity of 94%, and an F1-score of 90%.
Table 5. Non-COVID-19 Pneumonia CXR Model Performance Table.

| Performance Category | Result (%) |
|----------------------|------------|
| Accuracy             | 91         |
| Precision            | 92         |
| Recall               | 87         |
| Sensitivity          | 87         |
| Specificity          | 94         |
| F1-score             | 90         |

The respective model has trained with a batch size of 32 over 50 epochs. The model loss graph was plotted with the loss against epoch in Figure 9. The model loss graph is close to a good fit model with less to no overfitting or underfitting.

Figure 9. Non-COVID-19 CXR Model Loss Graph.

4.3. COVID-19 Cough Model

Build on Figure 10, the cough model had a test dataset of 159 of false or negative COVID-19 results and 158 true or positive COVID-19 results. The model has predicted a TP of 128, TN of 159, FP of 30, and FN of 0.

Figure 10. Cough Model Confusion Matrix.
Based on Table 6, the performance model in the majority of the area is in the range of 81% to 100%. The cough model has an accuracy of 91%, precision of 84%, recall and sensitivity of 81%, specificity of 100%, and an F1-score of 83%.

Table 6. COVID-19 Cough Model Performance Table.

| Performance Category | Result (%) |
|----------------------|------------|
| Accuracy             | 91         |
| Precision            | 84         |
| Recall               | 81         |
| Sensitivity          | 81         |
| Specificity          | 100        |
| F1-score             | 83         |

The model loss graph based on Figure 11, indicates a good fit model with no overfitting and underfitting meaning that the training and testing loss has decreased whereby it is stable with not many fluctuations in between both the lines and there is little to no gap between them. Since the model was trained from scratch and there was not any transfer learning completed, the spike from Epoch Number 1 until Number 20 is on a rise because it was learning from the dataset and Epoch Numbers 20 to 30 that it was downhill because it has learn sufficient information from the data passed to it.

![Figure 11. Cough Model Loss Graph.](image)

4.4. Diagnosing COVID-19 Using CXR Image and Cough Audio

In an effort to build a reasonable method for less experienced medical personnel to make preliminary diagnoses on both CXR and cough files collected from patients, we developed COVIDNet that allows for less experienced medical personnel to make preliminary diagnoses on both CXR and cough files (datasets). CXR image data and cough Mel-spectrogram images can be used to train the convolutional neural network architecture, which can give rapid diagnosis. The researcher converted the lung sound signals to spectrograms using time-frequency method which is basically the short time Fourier transform (STFT). The researcher believed that using deep learning algorithms would be a better approach whereby the first approach is using a pre-trained deep CNN model for feature extraction and a SVM classifier to classify the lung sounds.

Based on Figure 12, COVIDNet can detect if an individual has COVID-19. In the system below the user has the opportunity to know the area of interest such as the pneumonia growth based on the patient’s CXR image.

In the CXR Image which is displayed it can be seen there is a rectangle shape over the lung highlighting the condition of the lungs and two circles around the bronchus and bronchioles indicating the presence of pneumonia growth if it exists.
On the other hand, for the cough audio file, in the top right, the audio graph is plotted with the soundwave of the input based on the audio file. On the bottom right, the Mel-spectrogram is used and passed to the model to obtain the predicted label and some arrows are used to highlight the parts where the clarity of the air intake after cough is visualized.

At the bottom of the screen in the result section below, the system states whether the CXR image is either COVID-19 positive, non-COVID-19 pneumonia positive, or healthy lungs, and highlights to make it distinctive depending on the predicted label. The inspiration for the design of the UI is obtained from Jordan Micah Bennett Project [17].

Figure 12. Diagnosing using CXR Image and Cough Audio.

5. Discussion

In this study, we applied deep convolutional neural networks, VGG-16’s transfer learning on CXR images, and development of cough model from the Keras framework to detect cough sound to predict normal or COVID cough. The COVID-19 CXR model has an accuracy of 95% which was trained using 1681 COVID-19 positive images and 10,895 healthy lungs images, meanwhile, the non-COVID-19 CXR model has an accuracy of 91% which was trained using 7478 non-COVID-19 pneumonia positive images and 10,895 healthy lungs. All three models; the CXR COVID-19 model, the pneumonia model and the cough model achieves high classification accuracy in their respective test datasets. The main limitation of COVIDNet is that it is only able to classify three classification which is COVID-19, non-COVID-19 pneumonia, and healthy lungs. There are many other classifications under the non-COVID-19 pneumonia category which COVID-19 cannot classify for now but it is highly possible to develop this feature in the long run.

6. Conclusions

COVIDNet has the ability to classify the CXR into three classes COVID-19 pneumonia, non-COVID_19 pneumonia and healthy lungs, meanwhile the cough audio is a binary classification with either COVID-19 positive or COVID-19 negative. CNN is used devel-
oped COVIDNet to perform image classification for both the CXR image and the cough Mel-spectrogram. Despite its high accuracy and performance, COVIDNet is not meant to compete with clinical testing, it is only meant as a tool to aid medical professional to ease the process of diagnosing for COVID-19. It is expected that the parallel architecture method will underpin a traditional diagnosis which took a longer duration of the cases and development of the learning tool.

7. Forthcoming Research

The research work has the potential to connect with National Medical Research, Malaysia for more intensive clinical studies.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/fi13110269/s1, Figure S1: Detailed Layer Architecture for Chest X-ray Model, Figure S2: Detailed Layer Architecture for Cough Model.

Author Contributions: Formal analysis, M.M., J.V.J.T., U.F., Y.B.J., S.R.; investigation, M.M., J.V.J.T., U.F., Y.B.J., S.R. Methodology, M.M., J.V.J.T., S.R.; validation, M.M., J.V.J.T., U.F., Y.B.J., visualization, M.M.; writing—original draft, M.M., J.V.J.T., U.F., Y.B.J., S.R. writing—review and editing, M.M., J.V.J.T., U.F., Y.B.J., S.R. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Publicly available datasets were analyzed in this study. This data can be found from [9–14] from the citation category. No new data were created or analyzed in this study.

Acknowledgments: We thank ActualMed, Coswara project for the datasets being publicly accessible and we also thank Shailiesh, Stockdale High School, Bakersfield, California, USA has engaged in this project-based learning and gained knowledge on iterative experimentation, extend our sincere gratitude to UOW Malaysia, KDU Penang University College, and the Postgraduate research center for their remote access to the machines to conduct experiments, and Università degli Studi di Napoli Parthenope for their support.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Ozturk, T.; Talo, M.; Yildirim, E.A.; Baloglu, U.B.; Yildirim, O.; Acharya, U.R. Automated detection of COVID-19 cases using deep neural networks with X-ray images. *Comput. Biol. Med.* 2020, 121, 103792. [CrossRef] [PubMed]
2. Mei, X.; Lee, H.C.; Diao, K.Y.; Huang, M.; Lin, B.; Liu, C.; Xie, Z.; Ma, Y.; Robson, P.M.; Chung, M.; et al. Artificial intelligence–enabled rapid diagnosis of patients with COVID-19. *Nat. Med.* 2020, 26, 1224–1228. [CrossRef] [PubMed]
3. Imran, A.; Posokhova, I.; Qureshi, H.N.; Masood, U.; Riaz, M.S.; Ali, K.; John, C.N.; Hussain, I.; Nabeel, M. AI4COVID-19: AI enabled preliminary diagnosis for COVID-19 from cough samples via an app. *Inform. Med. Unlocked* 2020, 20, 100378. [CrossRef]
4. Kermany, D.S.; Goldbaum, M.; Cai, W.; Valentim, C.C.; Liang, H.; Baxter, S.L.; McKeown, A.; Yang, G.; Wu, X.; Yan, F.; et al. Identifying medical diagnoses and treatable diseases by image-based deep learning. *Cell* 2018, 172, 1122–1131. [CrossRef] [PubMed]
5. Madani, A.; Moradi, M.; Karaghyris, A.; Syeda-Mahmood, T. Chest X-ray generation and data augmentation for cardiovascular abnormality classification. In Proceedings of the Medical Imaging 2018, Image Processing, Houston, TX, USA, 10–15 February 2018.
6. Tang, H.; Li, F.; Shang, S.; Mathiak, K.; Cong, F. Classification of Heart Sounds Using Convolutional Neural Network. *Appl. Sci.* 2020, 10, 3956.
7. Thomas, J.J.; Karagoz, P.; Ahamed, B.B.; Vasant, P. Deep Learning Techniques and Optimization Strategies in Big Data Analytics; IGI Glob.: Hershey, PA, USA, 2020. [CrossRef]
8. Chen, G.; Chen, P.; Shi, Y.; Hsieh, C.Y.; Liao, B.; Zhang, S. Rethinking the usage of batch normalization and dropout in the training of deep neural networks. *arXiv 2019*, arXiv:1905.05928.
9. GitHub-Ieee8023/Covid-Chestxray-Dataset: We Are Building an Open Database of COVID-19 Cases with Chest X-ray or CT Images. 2021. Available online: https://github.com/ieee8023/covid-chestxray-dataset (accessed on 2 October 2021).
10. GitHub-Agchung/Figure1-COVID-Chestxray-Dataset: Figure 1 COVID-19 Chest X-ray Dataset Initiative. 2021. Available online: https://github.com/agchung/figure1-COVID-chestxray-dataset (accessed on 2 October 2021).
11. GitHub-Agchung/Actualmed-COVID-Chestxray-Dataset: Actualmed COVID-19 Chest X-ray Dataset Initiative. 2021. Available online: https://github.com/agchung/Actualmed-COVID-chestxray-dataset (accessed on 2 October 2021).
12. COVID-19 Radiography Database. 2021. Available online: https://www.kaggle.com/tawsifurrahman/covid19-radiography-database (accessed on 2 October 2021).

13. RSNA Pneumonia Detection Challenge|Kaggle. 2021. Available online: https://www.kaggle.com/c/rsna-pneumonia-detection-challenge (accessed on 2 October 2021).

14. GitHub-Iiscleap/Coswara-Data: Data Repository of Project Coswara. 2021. Available online: https://github.com/iiscleap/Coswara-DataDETECTOR (accessed on 2 October 2021).

15. Zhou, Q.; Shan, J.; Ding, W.; Wang, C.; Yuan, S.; Sun, F.; Li, H.; Fang, B. Cough Recognition Based on Mel-Spectrogram and Convolutional Neural Network. *Front. Robot. AI* **2021**, *8*, 580080. [CrossRef] [PubMed]

16. Dumoulin, V.; Visin, F. A guide to convolution arithmetic for deep learning. *arXiv* **2016**, arXiv:1603.07285.

17. Bennett, J.M. JordanMicahBennett/SMART-CT-SCAN_BASED-COVID19_VIRUS_DETECTOR. Available online: https://github.com/JordanMicahBennett/SMART-CT-SCAN_BASED-COVID19_VIRUS_DETECTOR (accessed on 20 February 2020).