The evolution of hyperboloidal data with the dual foliation formalism: mathematical analysis and wave equation tests
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Abstract
A long-standing problem in numerical relativity is the satisfactory treatment of future null-infinity. We propose an approach for the evolution of hyperboloidal initial data in which the outer boundary of the computational domain is placed at infinity. The main idea is to apply the ‘dual foliation’ formalism in combination with hyperboloidal coordinates and the generalized harmonic gauge formulation. The strength of the present approach is that, following the ideas of Zenginoğlu, a hyperboloidal layer can be naturally attached to a central region using standard coordinates of numerical relativity applications. Employing a generalization of the standard hyperboloidal slices, developed by Calabrese et al, we find that all formally singular terms take a trivial limit as we head to null-infinity. A byproduct is a numerical approach for hyperboloidal evolution of nonlinear wave equations violating the null-condition. The height-function method, used often for fixed background spacetimes, is generalized in such a way that the slices can be dynamically ‘wagged’ to maintain the desired outgoing coordinate lightspeed precisely. This is achieved by dynamically solving the eikonal equation. As a first numerical test of the new approach we solve the 3D flat space scalar wave equation. The simulations, performed with the pseudospectral bamps code, show that outgoing waves are cleanly absorbed at null-infinity and that errors converge away rapidly as resolution is increased.
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1. Introduction

The ultimate aim of numerical relativity (NR) could be considered the ability to solve the field equations of general relativity (GR) to arbitrary accuracy in any desired configuration. But more extreme initial data systematically become more difficult to treat, and thus require more sophisticated numerical and analytical techniques. Extreme data of particular interest are strong-field gravitational waves (GWs), which may either collapse to form a black hole or disperse to infinity. Tuning the strength of such initial data so that we approach the threshold of black hole formation is expected to reveal interesting phenomena [1, 2]. This regime is of great relevance to the weak cosmic censorship conjecture, which, roughly speaking, says that future null-infinity is generically complete. Continuing our research programme [3–5] in this direction, a grand goal is to include infinity in the computational domain so that we may see conclusively the manner in which null-infinity is terminated, should it do so. This is but one motivation for the explicit treatment of null-infinity, the most obvious alternative being the unambiguous extraction of GWs from compact binaries. In the latter case the current method of Cauchy-characteristic-extraction (CCE), in which a characteristic domain is attached to a timelike worldtube in the interior of the computational domain of a standard NR code, and fed data which is then integrated out to infinity to obtain the wave signal there, appears sufficient [6–11]. One should however be aware of the principle weakness of CCE that the weak-field characteristic domain does not couple back onto the central Cauchy domain.

Several alternative strategies have been suggested as proper numerical treatments of null-infinity. The first is the big sister of CCE, namely Cauchy-characteristic-matching (CCM) [12], in which the coupling from the characteristic domain is properly taken care of so that the outer boundary of the Cauchy region can be taken as the inner boundary of the characteristic domain directly. The second such approach, to which we adhere, is the use of initial data which is specified everywhere on a spacelike surface, but in which the surface rises up in a spacetime diagram in such a way as to intersect with future null-infinity. Such data can be naturally combined with a radial compactification so that null-infinity is drawn to a finite coordinate radius. This combination is often referred to as a hyperboloidal initial data set. One cannot simply evolve hyperboloidal data with standard methods because they turn out to be formally singular at null-infinity. Therefore some kind of regularization is needed. Hyperboloidal data can be naturally viewed within the conformal approach pioneered by Penrose [13]. In this approach a conformal regularization may be performed, resulting in the conformal field equations of Friedrich [14, 15]. Recently work towards treating the conformal field equations numerically was presented by Doulis and Frauendiener [16]. Another suggestion, due to Zenginoğlu [17], is to use a conformal transformation in combination with the standard construction of the generalized harmonic gauge (GHG) formulation [18, 19]. This does not result in completely regular field equations, since formally singular terms remain in the equations of motion. Nevertheless, with a suitable gauge these take a regular limit. This approach was taken by Moncrief and Rinne, for an alternative constrained formulation of the field equations; in [20] the necessary limits were evaluated explicitly and in [21] used numerically. Again following this tack, Vañó-Viñuales and collaborators [22–24], working in spherical symmetry, performed the same type of partial regularization, but this time performed numerics with standard free-evolution formulations [25–28] and, as in [29], a staggered numerical grid so as to avoid explicitly dealing with the problematic terms. Yet another approach, similar to that of Moncrief and Rinne, is the tetrad formulation of Bardeen, Sarbach and Buchman [30]. This formulation was recently successfully tested in spherical symmetry by Morales and Sarbach [31]. Hyperboloidal slices are furthermore a main ingredient in the
general approach of LeFloch and Yue [32] to the proof of global existence for systems of nonlinear wave equations, and of particular relevance here, in their application to GR [33].

In this work we develop a new strategy for the aforementioned regularization that avoids the conformal decomposition. The idea is to use a global tensor basis for the representation of all tensors which is asymptotically flat, but nevertheless to use hyperboloidal coordinates. This procedure can be naturally put into practice within the dual-foliation (DF) formalism proposed in [5], hereafter referred to as ‘the DF paper’. The DF formalism is built on the idea of using two coordinate systems, one to determine a particular tensor basis and taking care of the required hyperbolicity, and the other for covering the spacetime with coordinates; in our application here these labels are chosen to be hyperboloidal coordinates. To see that this approach has a chance to work one need only consider the Minkowski metric represented in a global inertial frame. Clearly the coordinate choice we make on the spacetime is irrelevant to the regularity of the metric in that representation. Work is needed however to establish whether or not the resulting regularization is partial, or if completely regular field equations can be obtained. The necessary investigation follows in the first part of the paper. Our main finding is that, with due care and reasonable assumptions on the data, divergent terms can indeed be eliminated from the evolution equations all the way out to null-infinity.

The article is structured as follows. In section 2 we give a geometric derivation of the first order DF GHG formulation. Next, in section 3 we specialize this formulation to the relevant case of hyperboloidal coordinates. We then consider the asymptotics to convince ourselves of the regularity of the equations of motion. In section 4 we present the first numerical results of the new DF approach with hyperboloidal coordinates. We restrict the numerical experiments to the wave equation, which we take as a toy model for the full setup. Finally in section 5 we make some concluding remarks. Geometric units are used throughout.

2. Dual foliation GHG

In this section we compute the field equations of the first order generalized harmonic formulation with a general DF-setup [5]. Later on, in section 3, we will specify the two coordinate systems of the DF-formulation to be standard GHG coordinates on the one hand and hyperboloidal coordinates on the other hand. For the convenient application of hyperboloidal coordinates the used GHG coordinates have to be spherical-polar-like with certain asymptotic features, which means an intermediate step is required for transforming the Cartesian-like GHG formulation to what we call ‘shell-coordinates’. In the following section we give the associated GHG evolution equations in shell-coordinates and then employ the DF formalism proper.

2.1. Review of the DF paper

The present work strongly relies on the ‘DF approach’ as introduced in the DF paper [5]. We recommend reading [5] but will give a short review on the essentials, collecting those parts that are imperative for understanding the discussion here.

2.1.1. Basics and notation. The idea is to employ two different coordinate systems, $X^\mu$ and $x^\mu$, and to exploit the good properties of each. More precisely, the ultimate goal of this work is to use the DF-approach to evolve the asymptotically regular standard GHG-variables along hyperboloidal slices that include future null infinity, see more in section 3. We write the GHG coordinates, which are Cartesian and asymptotically Minkowskian, in upper case,
\(X^\mu = (T, X)\). Tensors are represented with respect to the basis \((\partial_\mu)^\nu\) and natural dual. Indices belonging to this basis are underlined. Note that Greek indices \(\mu, \nu\) go over space and time, whereas Latin indices \(i, j, k, l\) are purely spatial. Latin indices \(a, b, c, d\) will be abstract. The future pointing unit normal vector to constant time \(T\) slices is \(N^\mu\). The geometric quantities associated to a \(3+1\)-split along \(N^\mu\) are denoted by either upper case symbols, that is, for example, the lapse \(A\) and the shift \(\beta_c\), or by a preceding superscript \((N)\), e.g. the induced metric on the \(T\)-slices \((N)_{\gamma_{\mu\nu}}\). The lower case coordinates \(x^{\mu}\) will be understood as the hyperboloidal coordinates, with \(\mu, \nu\) going over space and time and Latin indices \(i, j, k, l\) denoting the spatial components. The future pointing unit normal vector to constant time \(t\) slices is \(n^\mu\).

The geometric quantities associated to a \(3+1\)-split along \(n^\mu\) are denoted by lower case Greek letters, that is the lapse \(\alpha\), the shift \(\beta^i\), and the induced 3-metric on the \(t\)-slices, \(\gamma_{\mu\nu}\).

### 2.1.2. Frequently used DF-quantities and important relations

The following general relations between the normal vectors will be important throughout the paper,

\[
N^\mu = W(n^\mu + \overline{v}^\mu), \quad n^\mu = W(N^\mu + V^\mu),
\]

with Lorentz factor \(W = (1 - \overline{v}^2 v_t)^{-1/2} = (1 - \overline{V}^2 V_t)^{-1/2}\) and boost vectors \(\overline{v}^\mu, V^\mu\), which are spatial with respect to \(t\) and \(T\) respectively. This is nothing but the decomposition of the normal vectors in the respective other normal and traverse directions, see figure 1. In the DF formalism two further metrics naturally appear, namely the respective projections of the metrics onto the opposing slices. These are called the *boost metrics*,

\[
\begin{align*}
\mathbb{g}_{ab} &= \gamma_{a}^{c} \gamma_{b}^{d} (N)_{\gamma_{cd}}, \\
(\mathbb{N})_{\mathbb{g}_{ab}} &= (N)_{\gamma_{a}} (N)_{\gamma_{b}} (N)_{\gamma_{cd}}.
\end{align*}
\]

In adapted coordinates, using the Jacobians relating the two tensor bases, we have,

\[
\mathbb{g}^{ij} = \Phi_{\sim}^{i} (N)_{\gamma_{ij}}^{\sim}, \quad (\mathbb{N})_{\mathbb{g}^{ij}} = \varphi_{\sim}^{i} \varphi_{\sim}^{j} \gamma_{ij},
\]

where we define the ‘projected Jacobians’ as,

\[
\Phi_{\sim}^{i} := \gamma_{\mu} (J^{-1})^{\mu}_{i}, \quad \varphi_{\sim}^{i} := (N)_{\gamma_{\mu}}^{i} (J^{-1})^{\mu}_{i}.
\]

The respective inverse quantities, \((\Phi^{-1})^{i}_{\sim}\) and \((\varphi^{-1})^{i}_{\sim}\), can be straightforwardly computed and are given in the DF paper. For readers interested in repeating all calculations done in the course of this paper it is vital to emphasize here that we use the up/down index notation associated with the metrics \(\gamma_{ab}, (N)_{\gamma_{ab}}\). Therefore indices of the boost metrics written in the respective adapted coordinates cannot be raised/lowered with the boost metrics themselves. This implies some noteworthy consequences, in particular \(\mathbb{g}^{ij} \equiv \gamma_{ik} \gamma_{jl} \mathbb{g}_{kl} \neq (\mathbb{g}^{-1})^{ij}\). Explicitly one finds,

\[
\mathbb{g}_{ij} = \gamma_{ij} + W^2\overline{v}_i v_j, \quad (\mathbb{g}^{-1})^{ij} = \gamma^{ij} - \overline{v}^{i} v^{j},
\]

and analogous expressions for \((N)_{\mathbb{g}_{ij}}\) and \((N)(\mathbb{g}^{-1})^{ij}\) in terms of \((N)_{\gamma_{ij}}\) and \(V_t\), see section 2 in the DF paper. Finally, we also have,

\[
\Pi^{i} = W v^{i} - \alpha^{-1} \beta^{i}.
\]

The quantities introduced in this section will be used to abbreviate many equations below.
2.2. Shells adapted GHG

2.2.1. The first order GHG formulation. At the risk of repeating the presentation given in [4], let us start with a light modification of the first order GHG system [34]. The GHG evolution equations read,

\[
\begin{align*}
\partial_T g_{\mu\nu} &= B^i \partial_i g_{\mu\nu} + A S^{(g)}_{\mu\nu}, \\
\partial_T \Phi_{\mu\nu} &= B^i \partial_i \Phi_{\mu\nu} - A \partial_i \Pi_{\mu\nu} + \gamma A \partial_\nu g_{\mu\nu} + A S^{(g)}_{\mu\nu}, \\
\partial_T \Pi_{\mu\nu} &= B^i \partial_i \Pi_{\mu\nu} - A^{(N)}_{\nu} \frac{\gamma}{2} \partial_\nu \Phi_{\mu\nu} + A S^{(\Pi)}_{\mu\nu},
\end{align*}
\]

(7)

with shorthands for the source terms,
\[ S^{(g)}_{\mu
u} = -\Pi_{\mu\nu}, \]
\[ S^{(g)}_{\mu\nu} = -\gamma_{2} \Phi_{\mu\nu} + \frac{1}{2} N^{a} N^{b} \Phi_{a\alpha\beta} \Pi_{\mu\nu} + \frac{1}{2} \left( N^{a}_{\gamma} N^{b} \Phi_{a\mu\nu} \right), \]
\[ S^{(\Pi)}_{\mu\nu} = 2 g^{\alpha\beta} \left( \left( N^{a}_{\gamma} \gamma_{2} \Phi_{a\mu\nu} - \Pi_{a\alpha\beta} \Pi_{\beta\mu\nu} - \frac{1}{2} \gamma_{2} \Gamma_{\mu\alpha\beta} \Gamma_{\nu\beta\gamma} \right) \right) - 2 \left( \nabla_{\mu} H_{\nu} + \gamma_{3} \Gamma^{\alpha}_{\mu\nu} C_{\alpha} - \frac{1}{2} \gamma_{4} g^{\alpha\beta} \Gamma^{\alpha}_{\mu\nu} C_{\alpha} \right) - \frac{1}{2} N^{a} N^{b} \Pi_{a\alpha\beta} \Pi_{\mu\nu} - \frac{1}{2} N^{a}_{\gamma} N^{b} \Pi_{a\mu\nu} - \frac{1}{2} N^{a}_{\gamma} \gamma_{2} \Phi_{a\mu\nu} + \frac{1}{2} \left[ 2 \delta^{a}_{\gamma} \gamma_{2} N_{\mu} \right] C_{a} \right), \]
\[ \text{where we also write,} \]
\[ \Gamma^{\alpha}_{\mu\nu} = \left( N^{a}_{\gamma} \gamma_{2} \Phi^{\alpha}_{a\mu\nu} \right) - \frac{1}{2} \left( N^{a}_{\gamma} \gamma_{2} \Phi^{\alpha}_{a\mu\nu} + N_{(a} \Phi_{b)\mu\nu} \right) - \frac{1}{2} N_{a} N_{\mu\nu}. \]

The equations are subject to the GHG constraints,
\[ C_{\mu} = \Gamma_{\mu} + H_{\mu} \equiv g^{\alpha\beta} \Gamma^{\gamma}_{\mu\alpha\beta} + H_{\mu} = 0, \]
and reduction constraints,
\[ C^{i}_{\mu\nu} = \partial_{i} g_{\mu\nu} - \Phi^{i}_{\mu\nu} = 0, \]
which can be viewed as the definition of \( \Phi^{i}_{\mu\nu} \) from the first order reduction of the original second order GHG equations. The gauge source functions \( H_{\mu} \) can be taken as arbitrary functions of the coordinates, or else of the metric components \( g_{\mu\nu} \). In the latter case it is understood that the reduction constraints (10) are to be used to replace the resulting derivatives of the metric in (8). There are further constraints, which are essentially the Hamiltonian and momentum constraints of 3 + 1 GR, given by,
\[ (N)H = \left( N \gamma_{2}^{(N)} \right) \left( \frac{1}{2} \partial_{\mu} \Phi_{\mu} - \partial_{\mu} \Phi_{\mu} \right) + S^{(H)}, \]
\[ (N)M^{i} = \left( N \gamma_{2}^{(N)} \right) \left( \frac{1}{2} \partial_{i} \Pi_{i\mu} + \frac{1}{2} \partial_{\mu} \Phi_{\mu} - \frac{1}{2} \partial_{\mu} \Phi_{\mu} \right) + S^{(M)}_{i}, \]

with non-principal parts,
\[ S^{(H)} = \sum_{i=1}^{N} \left( N \gamma_{2}^{(N)} \right) \left( \frac{1}{2} \Pi_{i\mu} \Phi_{N} - \frac{1}{2} \Phi_{N} \partial_{i} \Pi_{i\mu} \right), \]
\[ S^{(M)}_{i} = \sum_{i=1}^{N} \left( N \gamma_{2}^{(N)} \right) \left( \frac{1}{2} \Pi_{i\mu} \Phi_{N} + \frac{1}{2} \Phi_{N} \partial_{i} \Pi_{i\mu} \right) + 2 \Gamma^{(N)}_{\mu\nu} \Gamma^{(N)}_{\mu\nu}, \]

Here the \( N \) indices denote contraction with the normal vector \( N_{\mu} \), and the notation \( d \) for the derivative means that any such contraction is not commuted through the partial derivative. See [34] or [4] for more details. Notice that, in the notation of [34], we have fixed the formulation parameter \( \gamma_{1} = 0 \), which is not the standard choice, but is convenient in what follows. The PDE system is symmetric hyperbolic, and has characteristic variables,
\[
\begin{align*}
\dot{u}^\mu_{\nu} &= g_{\mu\nu}, \\
\dot{u}^{\pm}_{\mu\nu} &= \Pi_{\mu\nu} \mp S^i \Phi_{i\mu\nu} - \gamma_2 g_{\mu\nu}, \\
\dot{u}^{\hat{B}}_{\mu\nu} &= (N)^q_{ij} \Phi_{i\mu\nu},
\end{align*}
\]

with speeds,
\[
\begin{align*}
\dot{v}^{\hat{0}} &= B^S, \\
\dot{v}^{\pm} &= B^S \pm A, \\
\dot{v}^{\hat{B}} &= B^S,
\end{align*}
\]

respectively, where \(S^i\) is an arbitrary vector of unit magnitude, spatial with respect to \(N^i\), and we have defined the projection operator \((N)^q_{ij} \Phi_{i\mu\nu}\) - \(S^i\Phi_{i\mu\nu} - \gamma_2 g_{\mu\nu}\).

2.2.2. Shell-coordinates. Let us now make a change of spatial coordinates \(X^\mu \rightarrow X'^\mu = (T, X'^i)\), and use the associated coordinate basis vectors to represent the spatial index in the reduction variable \(\Phi_{i\mu\nu} \equiv (\Phi_{S}^i)^{j}_{\dot{j}} \Phi_{j\mu\nu}\). The relevant parts of the Jacobians are named,
\[
(\Phi_{S}^i)^{j}_{\dot{j}} = \partial_{(\dot{j})} X^i, \quad (\Phi_{S}^i)^{\dot{j}}_{j} \equiv \partial_j X^{\dot{j}}.
\]

We will refer to the \(X'^i\) coordinates as ‘shell-coordinates’, bearing in mind the particular coordinates used in the \texttt{bamps} code that we employ for our numerical experiments [4]. Intuitively one may think of the shell coordinates as being spherical polar, although in practice we make another choice so as to avoid coordinate singularities. In fact the specific form of the shell-coordinates is irrelevant. We are concerned only with the asymptotic radial behavior of the transformation, that is we understand as shell-coordinates all spherical-like, i.e. containing a radial and two ‘angle’, coordinates \(X'^i = (R, \theta^A, \phi)\), with indices \(A'\) labeling the angular coordinates, which are related to the Cartesian coordinates like,
\[
X'^i = R \Theta^i(\theta, \phi),
\]

with the scalar functions \(\Theta^i\) such that \(\sum_{i=1}^{3}(\Theta^i)^2 = 1\). Here and throughout we use upper case indices \(A, B, C\) to denote the angular components. Thus we can write,
\[
R^2 = \sum_{i=1}^{3}(X'^i)^2, \quad \theta^{A'} = \theta^{A'}(\Theta),
\]

and so we have the inverse Jacobian,
\[
(\Phi_{S}^i)^{\dot{j}}_{j} = \left( \partial_{\dot{j}} R \quad R^{-1}(\partial_{\dot{j}} - \Theta \partial_{\dot{j}} R) \partial_{(\Theta)} \theta^{A'} \right).
\]

The hope here is that, when combined with the transformation from the shell to hyperboloidal coordinates, the various \(O(R)\) and \(O(R^{-1})\) terms cancel in the composite Jacobians to give a regular transformation in the limit to null-infinity. The prior change to the shell-coordinate basis for the reduction variable \(\Phi_{i\mu\nu}\) is needed so that this works out. We note in passing that using this change of variables might give a slight improvement in accuracy at large radii, even on spatial slices that terminate at spatial infinity, because their use allows us to avoid the numerical computation of products of potentially badly conditioned matrices like \((\Phi_{S}^i)^{j}_{\dot{j}}\) and \((\Phi_{S}^i)^{\dot{j}}_{j}\) when computing derivatives.
2.2.3. The first order GHG formulation in shell-coordinates. Under the transformation (15) the field equation (7) take the form,

\[
\partial_T g_{\mu\nu} = B^i \partial_i g_{\mu\nu} + A S_{[\mu}^{(g)} ]
\]

\[
\partial_T \Phi^i_{\mu\nu} = B^j \partial_j \Phi^i_{\mu\nu} - A \partial_i \Pi_{\mu\nu} + \gamma_2 A \partial_i g_{\mu\nu}
\]

\[
\partial_T \Pi_{\mu\nu} = B_i \partial_i \Pi_{\mu\nu} - A_{[\mu} \Pi^{\nu]} + \gamma_2 A \partial_i g_{\mu\nu} + A S_{[\mu}^{(\Pi)} .
\]

(19)

The modified source terms are,

\[
S^{(\Phi)}_{[\mu\nu]} = (\Phi^{Sh})_{i [\mu} \beta^i_{\nu]} - A^{-1} \Phi_{i [\mu} B_\nu \partial_i (\Phi^{Sh})_{\nu]}
\]

\[
S^{(\Pi)}_{[\mu\nu]} = S_{[\mu\nu]} - (N)_{i j} \gamma_2 \partial_i (\Phi^{Sh})_{\nu]}
\]

(20)

Note that when evaluating the source terms whilst using the shell-coordinates we view \( \Phi^i_{\mu\nu} \equiv (\Phi^{Sh})_{i [\mu} \beta^i_{\nu]} \). The constraints transform in the obvious way. Naturally such a change of coordinates does not affect hyperbolicity, and the characteristic variables transform trivially.

2.3. Dual foliation shells adapted GHG

Let us now introduce an arbitrary new coordinate system \( x^\mu \). The Jacobian mapping between the upper case shell-coordinates \( X^\mu \) and the lower case \( x^\mu \) coordinates, \( J_{\mu\nu} = \partial X^\mu / \partial x^\nu \), can be expressed as,

\[
J = \begin{pmatrix}
A^{-1} W (\alpha - \beta^i \psi) & \alpha \pi^j \phi^i \\
-A^{-1} W V_i & \phi^i \\
\end{pmatrix}.
\]

(21)

Likewise the inverse Jacobian is,

\[
J^{-1} = \begin{pmatrix}
\alpha^{-1} W (A - B^i V_i) & A \Pi^i + B^i \phi^i \\
-A^{-1} W V_i & \phi^i \\
\end{pmatrix}.
\]

(22)

Equations (21) and (22) define \( \phi^i \) and \( \Phi^i \) respectively. It was shown in the DF paper that a first order evolution system in upper case coordinates of the form,

\[
\partial_T u = \left( A A^\nu + B^\nu \right) \partial_\nu u + A S,
\]

(23)

where \( u \) is the state vector, \( A^\nu \) are arbitrary matrices called the ‘principal matrices’, and \( S \) contains the sources, can be rewritten in the lower case coordinate system as,

\[
\begin{align*}
(1 + A A^\nu) \partial_\nu u &= \alpha W^{-1} \left( A^\nu (\phi^{-1})^\rho_{\nu} - (1 + A A^\nu) \Pi^\rho \right) \partial_\rho u \\
+ \alpha W^{-1} S.
\end{align*}
\]

(24)

Here we have used the projected Jacobian \( \phi^i = (N)_{ij} \partial_j J^i \), see equation (4), and the convention \( A A^\nu \equiv A^\nu V_\nu \). Our first order GHG system is by construction of the form (23). We can read off the principal matrices,
\[
A^D = \begin{pmatrix}
0 & 0 & 0 \\
\gamma_2 d^D_\gamma & 0 & -\delta^D_\gamma \\
0 & -(N\gamma^D_\gamma) & 0
\end{pmatrix}.
\] (25)

Inversion of the coefficient \((1 + A^D)\) is possible whenever the Lorentz factor \(W\) is bounded and yields,
\[
(1 + A^D)^{-1} = \begin{pmatrix}
1 & 0 & 0 \\
-\gamma_2 W^2 V_i' & (Ng_i^D)^{-1} W^2 V_i' \\
-\gamma_2 (W^2 - 1) & W^2 V_i'
\end{pmatrix}.
\] (26)

with \((Ng_i^D) = (N\gamma_i^D) + W^2 V_i' V_i',\) as defined by equation \((5).\) Inserting this into equation \((24),\) we obtain the DF GHG equations of motion,
\[
\partial_t g_{\mu\nu} = (\beta^p - \alpha \delta^p) \partial_p g_{\mu\nu} + \alpha W^{-1} s^{(\Phi)}_{\mu\nu},
\]
\[
d\Phi_{\mu\nu} = (\beta^p \delta^j - \alpha \delta^p \delta^j + \alpha W^2 \delta_{(\text{g}^{-1})}^{(\Phi)} d_{\mu j} \Phi_{\nu} - \alpha W \delta_{(\text{g}^{-1})}^{(\Phi)} d_{\mu} \Phi_{\nu})
\]
\[
\qquad + \alpha W^{-1} \tilde{s}_{\mu\nu}^{(\Phi)} \left(\gamma_2 \partial_p g_{\mu\nu} - \partial_p \Pi_{\mu\nu}\right) + \alpha W^{-1} s^{(\Phi)}_{\mu\nu},
\]
\[
\partial_t \Pi_{\mu\nu} = \beta^p \partial_p \Pi_{\mu\nu} - \gamma_2 \alpha \delta^p \partial_p g_{\mu\nu} - \alpha W (\text{g}^{-1})^{(\Phi)} d_{\mu} \Phi_{\nu}
\]
\[
\qquad \quad + \alpha W^{-1} (\tilde{s}^{(\Pi)}_{\mu\nu}),
\] (27)

where for compactness we used again the boost metric and the notation,
\[
d_{\mu} \Phi_{\nu} \equiv \varphi_{(\mu} \partial_{\nu)} \Phi_{(\mu\nu).}
\] (28)

to abbreviate contraction with the projected Jacobian, with the Jacobian outside the derivative. This notation is used to avoid objects with indices in both tensor bases in the principal part. In our implementation we simply multiply by the inverse \((\varphi^{-1})' \gamma\) so that we have a standard evolution system. The source terms are,
\[
s^{(\Phi)}_{\mu\nu} = s^{(\Phi)}_{\mu\nu},
\]
\[
s^{(\Phi)}_{\mu\nu} = s^{(\Phi)}_{\mu\nu} + W^2 V_i' \left(V_i' s^{(\Phi)}_{\mu\nu} + S^{(\Pi)}_{\mu\nu} - \gamma_2 S^{(\Phi)}_{\mu\nu}\right),
\]
\[
s^{(\Pi)}_{\mu\nu} = \gamma_2 s^{(\Phi)}_{\mu\nu} + W^2 \left(V_i' s^{(\Phi)}_{\mu\nu} + S^{(\Pi)}_{\mu\nu} - \gamma_2 S^{(\Phi)}_{\mu\nu}\right).
\] (29)

The harmonic constraints can be written as before, but the reduction constraints become more complicated,
\[
C_{\mu\nu} = (\varphi^{-1})' \partial_t g_{\mu\nu} + V_i' \Pi_{\mu\nu} - \Phi_{\nu}.
\] (30)

The Hamiltonian constraint becomes,
\[
^{(N)}H = (\text{g}^{-1})^0 (\text{g}^{-1})^j (d_t \Phi_{ij} - d_i \Phi_{tj})
\]
\[
\quad - (\text{g}^{-1})^j (d_N \Phi_{tj} - d_j \Phi_{tN}) + S_j^t,
\] (31)

and similarly we obtain for the momentum constraint,
\[
^{(N)}M_j = (\text{g}^{-1})^j \left(d_t \Pi_{ij} + \frac{1}{2} d_{i} \Phi_{tN} - \frac{1}{2} d_{j} \Phi_{tN}\right) + S_j^t
\]
\[
\quad + W (\text{g}^{-1})^j \left(d_N \Pi_{ij} + \frac{1}{2} d_N \Phi_{tN} d_j - \frac{1}{2} d_N \Phi_{tN} d_j\right).
\] (32)
Generalizing our earlier convention, we use \( d \) here to denote lower case partial derivatives of the GHG variables where any multiplication by the projected Jacobian or contraction with \( N^\alpha \) or \( V^\alpha \) remains outside the derivative; for example \((N)M_i = \varphi \gamma^i (N)\dot{M}_i \) and,

\[
d_i \Pi_k = \varphi', j \gamma^j \gamma^k \left( (N)\delta^k_i \right) \sqrt{g} \left( \varphi' \right) \partial_i \Pi_k.
\]

Note that in equations (31) and (32) the terms involving \( \partial_N = N^\alpha \partial_\alpha \) are to be substituted from the equations of motion (27) using \( N^\alpha = W(n^\alpha + v^\alpha) \) as defined in equation (1). We do not explicitly substitute here because the first order GHG variables are not naturally \( N \) decomposed so the resulting equations become artificially complicated. For a more geometric formulation of the constraints see the DF paper. The sources in equations (31) and (32) are modified to take care of the change to shell-coordinates,

\[
S^H' = S^H + \left( (N)\partial_j \left( (N)\dot{M}_j \right) \right) \gamma^j, \gamma^k (\Phi_{ij}^N) \partial_i (\Phi^N)^j k - \frac{1}{2} \partial_j \left( (N)\dot{M}_j \right) \gamma^j, \gamma^k (\Phi_{ij}^N) \partial_i (\Phi^N)^j k
\]

\[
S^N' = S^N + \frac{1}{2} \left( (N)\partial_j \left( (N)\dot{M}_j \right) \right) \gamma^j, \gamma^k (\Phi_{ij}^N) \partial_i (\Phi^N)^j k - \frac{1}{2} \partial_j \left( (N)\dot{M}_j \right) \gamma^j, \gamma^k (\Phi_{ij}^N) \partial_i (\Phi^N)^j k
\]

Finally we have the hypersurface constraints,

\[
D_{ij}(A^{-1} W \alpha j) = 0, \quad D_{ij}(\alpha j) = 0.
\]

We assume for now that the change of coordinates is given by some \textit{a priori} known functions so that without further discussion symmetric hyperbolicity is unaffected by the transformation. The characteristic variables of the transformed system can be written,

\[
\begin{align*}
\dot{u}_{\mu\nu}^i &= g_{\mu\nu}, \\
\ddot{u}_{\mu\nu}^i &= \Pi_{\mu\nu} \mp \frac{W}{\sqrt{1 + (v^i)^2}} (g^{-1})^{i\nu} \Phi_{i\mu\nu} - 2 g_{\mu\nu}, \\
\dot{u}_{\mu\nu}^j &= \zeta_{\mu\nu}^j \Phi_{i\mu\nu} + W \zeta_{\mu\nu}^j \nu_i \Pi_{\mu\nu},
\end{align*}
\]

with speeds,

\[
\beta^s = \alpha v^s, \quad \beta^s \pm \alpha \sqrt{1 + (v^s)^2}, \quad \beta^s = \alpha v^s,
\]

respectively. Geometrically these are of course the same variables that we had before in equation (13). Here, the symbol \( \mathbf{s} \) denotes an arbitrary unit vector, spatial with respect to \( n^\alpha \), that is normalized against the boost metric, i.e. in general \( \mathbf{s} \dot{\mathbf{s}} \neq 1 \), while \( (g^{-1})^{i\nu} \mathbf{s}_i \mathbf{s}_j = 1 \). We label the projection operator related to \( \mathbf{s} \) by,

\[
\zeta_{\mu\nu}^j := \delta^j_j = (g^{-1})^{i\nu} \mathbf{s}_i \mathbf{s}_j.
\]

This definition allows us to write the characteristic variables (36) in a natural way, avoiding complicated coupling between the transverse and longitudinal blocks of the principal symbol as would occur if we were to use a projection operator defined like (38) but with \( \gamma^{ik} \) instead of \( (g^{-1})^{ik} \). Notice the drawback of this strategy is that the representation of the light-speeds, \( \beta^s \pm \alpha \sqrt{1 + (v^s)^2} \), is slightly more complicated than usual. Furthermore note that
the notation $\mathcal{L}^i_j$ is used because the 2-metric induced from $\mathcal{g}_{ij}$ by a $2 + 1$-split against $\mathcal{g}_i$ is not the same object, $\mathcal{q}_{ij} = \mathcal{g}_{ij} - \mathcal{g}_i \mathcal{g}_j \neq \gamma_{ik} \Sigma^k_j$.

3. Hyperboloidal coordinates

When modeling asymptotically flat spacetimes, the GW signal at infinity with respect to the outgoing characteristic direction, i.e. ‘future null-infinity’, serves as an idealization for what we expect to measure on Earth from a distant astrophysical source. Usually numerical simulations that compute GWs restrict the domain to a finite region and thus entail extrapolation errors when evaluating the signal to null-infinity. Also, physical errors are caused by imperfect boundary conditions. Thus for high accuracy, and as a matter of principle, it is desirable to include null-infinity in the computational domain. One possible procedure is the usage of the ‘hyperboloidal compactification’ technique, which means (i) to boost the time function such that its level sets are spacelike everywhere but asymptote towards null-infinity, and (ii) to compress the infinite spatial domain into a finite coordinate interval.

In linear blackhole perturbation theory the technique allows highly accurate computations of quasi-normal modes and tail decay rates [35–40] and consequently has become the standard way of computing the GW-signal from extreme-mass-ratio configurations [41–47]. The use of such hyperboloidal coordinates with the Einstein equations is however more problematic because the compactification results in terms that are singular at null-infinity, and require careful attention. Building on the earlier work of Penrose [48, 49], Friedrich [15, 18] was able to regularize the system by working with a conformally related metric and an expanded set of equations. These equations have been treated numerically by, for example, Frauendiener [50, 51] and Hübner [52]. See the forthcoming monograph by Valiente-Kroon [53] for a comprehensive introduction. An alternative approach, suggested by Zenginoğlu [17], is to work with a conformal metric, with the conformal factor either satisfying particular equations or else being simply a given function, but to treat the remaining formally singular terms without performing a full-blown regularization. Much progress has been made in this direction, particularly assuming axial or spherical symmetry [20–22, 54, 55]. Nonetheless, solving the Einstein equations in full 3d on hyperboloidal slices remains an unsolved problem.

In this section we will analyze the applicability of the hyperboloidal layer coordinates for usage with our general DF GHG system (27). We will first review the construction of layer coordinates and then compute the explicit coefficients of (27) for this choice. Studying the asymptotics, it turns out that the hyperboloidal layer coordinates do not give sharp control of certain quantities in a dynamical spacetime. Consequently, we devise a generalized setup, in which the hyperboloidal slices are ‘wagged’ in order to guarantee that the outgoing radial coordinate lightspeed is controlled.

3.1. Hyperboloidal layers

3.1.1. Hyperboloidal basics. Let us specify the above ideas of hyperboloidal coordinates. Following [36] but using slightly different notation, we write the transformation from spherical coordinates $(T, R)$ to hyperboloidal coordinates $(t, r)$ in terms of the ‘height-function’ $H(R)$ and the ‘compress-function’ $\Omega(r)$ like,

$$T = T(t, r) = t + H(R), \quad R = R(r) = \Omega(r)^{-1} r. \quad (39)$$

The angular coordinates remain unchanged $\vartheta^A = \vartheta^A$. The term height-function alludes to the fact that $H$ literally governs the offset of the hyperboloidal $t$-slices from the $T$-slices in
a conformal diagram. The compress function squeezes the infinite spatial domain to a finite interval, with \( \Omega(r) = 0 \) determining the coordinate value of \( r \) that corresponds to \( R = \infty \). Certain weak requirements have to be imposed on \( H \) and \( \Omega \), see [36] for details. Intuitively the effect of raising the slices is to increase the outgoing coordinate lightspeed. On the other hand a radial compactification alone forces both the ingoing and outgoing lightspeeds to vanish near the compactification boundary. The basic idea of using hyperboloidal compactification is to choose both functions in tandem so that one obtains regular outgoing lightspeeds, preferably going to some desired limiting value at null-infinity. A consequence of this is that the incoming lightspeeds vanish at null-infinity. This means that incoming pulses of radiation from a neighborhood of null-infinity will be distorted as they propagate. By assumption there should be no such incoming pulses, but rather only low-frequency features. See [54] for further discussion of how the compress and height functions are connected. Choosing a suitable hyperboloidal compactification depends upon the data we are interested in treating.

3.1.2. Hyperboloidal compactification of Minkowski. Following the ideas of [56], the most natural height function in the Minkowski spacetime would be given by \( H = \sqrt{\kappa^2 + R^2} \) with \( \kappa = \text{const.} \). A simple choice for the compress function is \( \Omega = (1 - r^2)/(2\kappa) \), which places null-infinity at the coordinate value \( r = 1 \). These choices result in radial coordinate lightspeeds of \( c^r_\pm = \pm(\pm 1 + r^2)/(2\kappa) \). In order to have outgoing waves remain undistorted through the whole hyperboloidal slice, e.g. \( c^r_+ = 1 \), one has to modify the above simple choices [36].

Starting from a natural choice for the compress-function,

\[
\Omega = 1 - \frac{r^2}{S^2}, 
\]

where \( S \) defines the coordinate value of null-infinity, demanding unit outgoing radial coordinate lightspeed gives \( H' = 1 - R'^{-1} \). Here and elsewhere \( H' \equiv \frac{dH}{dR} \) and \( R' \equiv \frac{dR}{dr} \). The resulting height-function is given by,

\[
H = \frac{2R^2 + S^2 - \sqrt{4R^2S^2 + S^4}}{2R},
\]

but interestingly this explicit form is actually not needed. The coefficients of the DF evolution equations can be built solely from the knowledge of \( H' \) and \( R' \), see quantities computed in section 3.2. Finally note that the highly symmetric Minkowski background allows us to make choices for the height-function which are only \( R \)-dependent, like equation (41), while generally a suitable choice for the height-function may be spacetime dependent.

3.1.3. Hyperboloidal layers. The transformation to hyperboloidal coordinates starts from spherical coordinates, which in our code are only available in the outer region of the computational domain. This prompts us to employ the hyperboloidal compactification only outside of a sphere of radius \( R_i \), which is called the ‘interface’. This procedure, devised by Zenginoğlu in [36], see also [42], is called the ‘hyperboloidal layer’-technique. Starting from the general height-function approach, equation (39), the layer setup is achieved by modifying the compactification to,

\[
R - R_i = \frac{r - R_i}{\Omega},
\]

with a suitable modification of \( \Omega \). When using equation (40) for \( \Omega \), the following modification is needed,
\[ \Omega(r) = 1 - \left( \frac{r - R_i}{S - R_i} \right)^2 \tilde{\chi}(r), \]  

where \( \tilde{\chi}(r) \) is a smooth transition function on the interval \( (R_i, R_i + \Delta r) \) between the values 0 and 1, i.e. \( \tilde{\chi}(R_i) = 0 \) and \( \tilde{\chi}(R_i + \Delta r) = 1 \). In numerical experiments, see section 4, one might take (43) with the transition function,

\[
\begin{aligned}
0, & \quad r \leq R_i, \\
\frac{1}{2} \left[ 1 + \tanh \left( \frac{1}{R_i - r} - \frac{1}{r - (R_i + \Delta r)} \right) \right], & \quad r \in (R_i, R_i + \Delta), \\
1, & \quad R_i + \Delta r \leq r \leq S,
\end{aligned}
\]

where \( \Delta r \) is usually chosen to be small compared to \( S - R_i \). Most often [36] the Heaviside step function, i.e. the \( \Delta r \to 0 \) limit of equation (44), is chosen for \( \tilde{\chi}(r) \). Since we wish to use a pseudospectral method it seems advantageous to make the transition function smooth. Unfortunately it turns out that resolving the transition function may require very high resolution, so we postpone testing this setup for future work and also use the Heaviside function in our numerical experiments. This is not as bad as it initially sounds because we align the jump with grid boundaries so that the numerical derivatives never see the discontinuity. In summary, the transformation (42) then means that \( R = r \) identically before the interface, and \( R = R(r) \) is compactified afterwards. As before, the height-function is simply set according to \( H' = 1 - R'^{-1} \), which gives \( H = 0 \) for \( R < R_i \) as expected, when fixing the integration constant as wanted. To understand the structure of a computational domain that uses the hyperboloidal layer coordinates, we can consider the radial coordinate light speeds associated to the above transformations on a Minkowski background. The radial lightspeeds read \( c_{\text{rad}}^L = \pm (R'(1 + H'))^{-1} \) which means for our choice of the height function \( c_{\text{rad}}^L = 1 \) and \( c_{\text{rad}}^R = (1 - 2R')^{-1} \). In figure 2 the speeds are plotted using the hyperboloidal layer built upon (42)-(44).

3.2. The hyperboloidal DF approach with height-function controlled slicings

Now we want to compute the quantities appearing in the DF GHG system (27) for the specific choice of hyperboloidal layer coordinates. Roughly speaking, assuming knowledge of the variables \( A, B^i, (N^1)_{ij} \) throughout the (initial) hyperboloidal slice, we need to compute the lower case variables \( \alpha, \beta, \gamma \), the projected Jacobians \( \mathcal{J}'_{\mu}(\mathcal{J}^{-1})_{\mu} \), and the boost vectors \( u_i, V_j \). Note that \( W \) and \( g_{ij} \) can be computed from these as well. Thus we need the Jacobians for the transformation from the shells-adapted GHG coordinates \( X_{\mu} = (T, R, \theta^A) \) to hyperboloidal coordinates \( x^\mu = (t, r, \theta^A) \), equation (39). In this case the Jacobian reads,

\[
\mathbf{J}_{\text{hyp}} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
H' R' & R' & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 
\end{pmatrix},
\]

with obvious entries in the inverse. These Jacobians will have to be compared with equations (21) and (22) to deduce the desired DF quantities.

3.2.1. 2 + 1 decomposition. Before going into the calculation, we introduce some additional notation for 2 + 1 decompositions of our spatial slices, which will allow for shorter relations between the upper case variables and the desired lower case quantities. To perform the 2 + 1-splits, we first define the outward pointing unit vector normal to surfaces of constant \( R \), namely,
\[ S'_i := L^{(N)}_{\partial r} R. \]  

We denote the radially \(2+1\) decomposed form of the upper case metric \((N)_{\hat{\gamma}'_{ij}}\) with respect to the normal \(S^\nu\) by,

\[
(N)_{\hat{\gamma}'_{ij}} = \begin{pmatrix}
L^2 + (N)b^A_{\hat{\gamma}_{ij}} & (N)b^A_{\hat{\gamma}_{ij}}
\end{pmatrix},
\]

with \(L\) the length scalar, \((N)b^A\) the slip vector, and \((N)q_{AB}\) the induced 2-metric. Analogously, we introduce,

\[
s_i := lD_i r ,
\]

to decompose the lower case metric \(\gamma_{ij}\), and denote the associated length scalar, slip vector and induced 2-metric by \(\{l, b^A, q_{AB}\}\). We also decompose the boost metric \(g_{ij}\) along the vector,

\[
\xi := \delta D_i r ,
\]

which is also normal to \(r\)-surfaces but defined to be unit against the boost metric, \(\langle \xi^{-1} \xi, \xi \rangle = 1\). We label the associated length scalar, slip vector and induced 2-metric \(\{l, b^A, q_{AB}\}\), with \(\xi_{ij} := g_{ij} - \xi_s \xi_s\). Note that here and in what follows the symbols \(S'_i, s_i, \xi_s\) denote very particular spatial unit normal vectors while in the context of the PDE-analysis in section 2, e.g. in equation (13), they were used to denote arbitrary spatial unit vectors. We avoid introducing distinct notation because the definitions (46), (48) and (49) still comply with the demand to be spatial unit vectors, where we just remove the arbitrariness in their choice for the majority of the paper. See also table 1 for a summary of spatial unit vectors used in the course of this paper and their mutual relations.
### Table 1. Summary of the different spatial unit normal vectors used in the course of this work for the various $2 + 1$ splits against $R, r$ and $u$ respectively. Here $u$ refers to an outgoing null coordinate with $u = t - r$ as used in section 3.4 to construct ‘waggled’ hyperboloidal slices with a dynamical lightspeed control.

| Definition | Normalization | Splits | Note |
|------------|---------------|--------|------|
| N-spatial  | $S^z_\pm := L^{(N)}D_z R$ | $L^{-2} := (N)_{\gamma^R}$ | $\gamma^{ij}_{\pm}$ |
|            | $S^v_\perp = -L^1 (N)_{D_z} u$ | $L_1^{-2} := (N)_{\gamma^u}$ | $\gamma^{ij}_{\perp}$ |
| n-spatial  | $s_i := D_s r = -D_z u$ | $l^{-2} := \gamma^{ui} = \gamma_{uu}$ | $\gamma^{ij}_{\perp}$ |
|            | $s_i := D_x r = -D_z u$ | $l^{-2} := (x^{-1})^{ui} = (x^{-1})_{uu}$ | $\gamma^{ij}_{\perp}$ |

### 3.2.2. Coordinate lightspeeds. In the upper case shell coordinates, $X^{\mu'}$, we consider the coordinate lightspeeds along null geodesics with tangent vector proportional to $N^\alpha + S^\alpha$. We refer to these as the coordinate lightspeeds along $S^\alpha$, and adopt a similar terminology when working in lower case coordinates. We find that the upper case coordinate lightspeeds along $S^\alpha$ can be written as,

$$
C^R = -B^R \pm \Lambda L^{-1},
$$

$$
C^{u'} = -B^{u'} \mp (N) b^{u'} \Lambda L^{-1}.
$$

Interestingly, many relations will turn out to be most naturally written in terms of these coordinate lightspeeds. We are mainly interested in situations when the $S^\alpha$ vector is close to radial, i.e. $(N) b^{u'} \approx 0$. Given that $B^{u'}$ vanishes asymptotically, this also means that the angular components $c^{u'}$ are assumed to be small. This precludes the use of corotating coordinates for binary spacetimes in the asymptotic region, but the assumption could be revisited in future work. Based on these assumptions, we refer to $C^R$ as the incoming and outgoing ‘radial’ lightspeeds respectively, although this is not strictly true, as just explained.

### 3.2.3. Upper case boost vector. Now we can go about actually calculating the desired quantities. For the upper case boost vector $V^i_\perp$ we can use the $\partial t/\partial x^i$ entries of $J_{\text{hyp}}^{-1}$ to see that the angular components vanish. Exploiting also the $\partial t/\partial T$ entry, see (22), we can specify the radial component and so obtain,

$$
V_R = \frac{\Lambda H'}{1 + B^R H'},\quad V^{u'} = 0.
$$

By assumption we know the upper case spatial metric, so this is sufficient to obtain the full upper case boost vector $V_R = V_R/L^2$ and $V^{u'} = - (N) b^{u'} V_R/L^2$.

### 3.2.4. Lower case metric and boost vectors. Similarly we can use and combine the other equations that result from comparing the Jacobians. We obtain the lower case lapse and shift,

$$
\alpha = \frac{A}{(1 - C^R H') (1 - C^R H')^2},
$$

$$
\beta^R = \frac{B^R + C^R C^R H'}{R' (1 - C^R H') (1 - C^R H')},
$$

$$
\beta^{u'} = \frac{2B^{u'} + (C^R C^R + C^R C^{u'}) H'}{2 (1 - C^R H') (1 - C^R H')}.
$$

(52)
The metric components are,

\[ l = LR' \left( 1 - C_{+}^{R} H' \right)^{\frac{1}{2}} \left( 1 - C_{-}^{R} H' \right)^{\frac{1}{2}}, \]

\[ b^{A} = R' (N)b^{A'} + R' H' (B^{A'} + B^{R}(N)b^{A'}), \]

\[ q^{A'B'} = (N)q^{A'B'}. \]  

(53)

The lower case boost covector is given by,

\[ Wv_{r} = -AH'R', \]

\[ Wv_{A} = 0, \]  

(54)

where the Lorentz factor is,

\[ W = \frac{2 - (C_{+}^{R} + C_{-}^{R})H'}{2 \left( 1 - C_{+}^{R} H' \right)^{\frac{1}{2}} \left( 1 - C_{-}^{R} H' \right)^{\frac{1}{2}}}. \]

For convenience, we also state the contravariant components,

\[ Wv^{r} = -\frac{H' (C_{+}^{R} - C_{-}^{R})^{2}}{4A R' \left( 1 - C_{+}^{R} H' \right) \left( 1 - C_{-}^{R} H' \right)}, \]

\[ Wv^{A} = -\frac{H' C_{+}^{A}}{2L \left( 1 - C_{+}^{R} H' \right)} + \frac{H' C_{-}^{A}}{2L \left( 1 - C_{-}^{R} H' \right)}. \]  

(55)

Thus we can compute the coordinate lightspeeds in the direction of \( s_i \) and find,

\[ c_{\pm}^{r} = -\beta^{r} \pm \alpha \beta^{-1} = \frac{C_{\pm}^{R}}{R' \left( 1 - C_{\pm}^{R} H' \right)}, \]

\[ c_{\pm}^{A} = -\beta^{A} \mp b^{A} \alpha \beta^{-1} = \frac{C_{\pm}^{A}}{1 - C_{\pm}^{R} H'}. \]  

(56)

It is remarkable that the results of the coordinate transformations can be so cleanly expressed in terms of the upper case lightspeeds, and \( R' \) and \( H' \).

3.2.5. Projected Jacobians. We also require the projected Jacobians. These can be computed from the matrices \( \varphi^{\prime}_{ij}, \Phi^{\prime}_{ij} \), i.e. the spatial parts of the Jacobians (21) and (22), and the boost covectors. We find,

\[ \varphi^{R}_{i} = R' \left( 1 + H' B^{R} \right), \quad (\varphi^{-1})'_{R} = \frac{1}{R' \left( 1 + B^{R} H' \right)}, \]

\[ \varphi^{A'}_{i} = R' H' B^{A'}, \quad (\varphi^{-1})_{R}^{A'} = -\frac{H'B^{A'}}{1 + B^{R} H'}, \]

\[ \varphi^{A'}_{A} = \delta^{A'}_{A}, \quad (\varphi^{-1})_{A'}^{A} = \delta^{A}_{A}, \]  

(57)

and the remaining components vanish.

3.2.6. Boost metric. Finally the boost metric can be computed directly from \( \gamma_{ij}, W \) and \( v_{i} \), or by inverting equation (48) of the DF paper. From this we obtain,
\begin{align*}
1 &= L R' \left(1 + B^h H'\right), \\
H^A &= b^A, \\
(q^{-1})^{AB} &= q^{AB}. 
\end{align*}
\tag{58}

The inverse $c^{-1}$ is easily checked to be,

\begin{align*}
(q^{-1})^{ij} := (g^{-1})^{ij} - (g^{-1})^{ik}(g^{-1})^{jl}. 
\end{align*}
\tag{59}

Note that in equation (58) we really have to write $q^{-1}$ because $(q^{-1})^{ij} \neq q^{ij}$, where $q^{ij} \equiv \gamma^{ik}\gamma^{jl}c_{ik}c_{jl}$ refers to the 2-metric induced by the 2 + 1-split along $\mathbf{s}$. Recall that $\mathbf{s}$ is the unit normal vector to surfaces of constant $r$ but normalized so that it has unit magnitude with respect to the boost metric, see equation (49).

### 3.2.7 Summary

With the collected expressions of this subsection we can build the full evolution equation (27). In fact, our asymptotic analysis in the next section 3.3 indicates that sharper control of the radially outgoing coordinate lightspeeds may be desirable. But in our first toy model numerical tests we will use the height-function approach.

### 3.3. Asymptotics of the DF GHG system with hyperboloidal layer coordinates

In this section we want to consider the asymptotic behavior of the lower case quantities appearing in the DF GHG system (27). In the first instance we are concerned with making the weakest possible reasonable assumptions on the initial data and on the height-function transformation under which the resulting equations are regular.

#### 3.3.1 Flatness assumptions

Choosing suitable assumptions for the metric is the trickiest part of the present work. Ideally we want to make the class of spacetimes under consideration large enough so that every physically interesting possibility is contained. But we have to be careful in imposing sufficiently strong assumptions that the scheme we are deriving has sufficiently good behavior near null-infinity so that the equations are both analytically and numerically tractable. Our working definition of asymptotic flatness is that, in a neighborhood of null-infinity there exist (nonunique) preferred asymptotically Cartesian coordinates $\tilde{X}^\mu$ and that the metric components in this coordinate basis tend to those of the Minkowski metric in a global inertial frame at some slow rate. We can build shell coordinates from the spatial $\tilde{X}^i$ in the standard way as in section 2.2. We assume that the associated outgoing radial lightspeed is exactly unity, and that partial derivatives of the Cartesian components with respect to both the time derivative and the associated shell coordinate basis vectors maintain the same weak fall-off. The GHG coordinates $X^\mu$ do not match exactly the preferred coordinates $\tilde{X}^\mu$, but we assume that they are close to the preferred coordinates in the following precise sense. We assume that in a neighborhood of a point on null-infinity we have flat space plus an error term,

\begin{align*}
g_{\mu\nu} = \eta_{\mu\nu} + o(R^{-\epsilon}), 
\end{align*}
\tag{60}

where $\epsilon > 0$, $\eta_{\mu\nu}$ is the Minkowski metric in global inertial coordinates. We also assume that first derivatives of these components satisfy,

\begin{align*}
\partial_{\mu} g_{\nu\rho} = o(R^{-\epsilon}), \\
\partial_{\nu} g_{\mu\rho} = o(R^{-\epsilon})
\end{align*}
\tag{61}

so that as in the preferred coordinate basis no fall-off is lost upon taking derivatives. We transcribe these assumptions to the first order reduction variables in the obvious way. We could place more sophisticated assumptions here by distinguishing between derivatives along radially
outgoing and incoming null curves. Here we expect that our assumptions can be weakened so that the angular derivatives \( \partial_A g_{\mu\nu} = o(R^{1-\epsilon}) \), without breaking the asymptotic analysis that follows. Nevertheless we prefer to make the stronger assumption because otherwise we cannot guarantee regularity of the evolved variable \( \Phi_A'_{\mu\nu} \). Finally we assume that derivatives of the outgoing radial coordinate lightspeed fall-off slightly better than other first derivatives,

\[
\partial_{C^R} = \partial_{C^R} = o(R^{-1-\delta}), \quad \text{for some } \delta > 0.
\]

In other words we assume that the GHG coordinates tend to the preferred coordinates at large radius. Note that it is desirable to relax this assumption, but we have been unable to do so, see equation (104) below for the general expression. Theoretically, data with values of \( \epsilon \) satisfying,

\[
\frac{1}{2} \leq \epsilon < 1,
\]

are expected to allow well-defined evolution [57], and optimally we would like to be able to handle that whole range. Therefore we work primarily under this assumption. In many physical examples however we expect to have \( \epsilon \sim 1 \), or rather the error term should be \( O(R^{-1}) \). We will occasionally refer to this stronger fall-off as a ‘stricter’ assumption. A natural way to arrive at ‘required’ fall-off conditions would be to insist that the Trautmann–Bondi mass is well-defined, perhaps in so doing using the Hamiltonian and momentum constraints. Since we are interested in performing free-evolution numerically, we do not do so. Before actually deducing the asymptotics of the relevant upper case quantities, note that we are working in GHG-shell coordinates so that we first have to translate our assumptions (60)–(62) on the asymptotics to the transformed components \( g_{\mu'\nu'} \). We find,

\[
A = 1 + o(R^{-\epsilon}), \\
B^R = o(R^{-\epsilon}), \\
B^A = o(R^{-\epsilon-1}), \\
L = 1 + o(R^{-\epsilon}), \\
(N) b^A = o(R^{-\epsilon-1}), \\
(N) q^{A' B'} = \eta^{A' B'} + o(R^{-\epsilon-2}).
\]

The coordinate lightspeeds therefore go like,

\[
C^R_+ = \pm 1 + o(R^{-\epsilon}), \\
C^A_+ = o(R^{-\epsilon-1}).
\]

More generally one might like to replace the GHG formulation with some other choice. For that the assumptions made above will still be required, but the following analysis of the asymptotics would have to be repeated. It follows from these assumptions that a generic component of the Christoffel symbol is of order,

\[
\Gamma^a_{\mu\nu} = o(R^{-\epsilon}).
\]

To discuss the regularity of the height-function hyperboloidal DF GHG system we now need to establish the asymptotics of the transformations to the hyperboloidal coordinates.

3.3.2. Assumptions on the transformations using standard hyperboloidal coordinates. As a first intuitive choice we will discuss the radial transformation defined by equation (40). This
choice is known to work well in perturbation theory. Let us consider what the radial transformation (40) means at large radii,
\[
\frac{R'}{R^2} = \frac{2}{S^2} + \frac{1}{SR} + o(R^{-1}). \tag{67}
\]
Without prescribing \(H\) explicitly, our assumption on its asymptotics are motivated by demanding \(c'_+ \to +1\). Inspecting equation (56) this means to demand that in the neighborhood of null-infinity \(H\) is such that,
\[
1 - C^0_+ H' = \frac{1}{2} S^2 + o(R^{-2}). \tag{68}
\]
Note that equation (68) implies asymptotically \(H' \to +1\), as expected. Looking at the relations (52) and (53), we can then find the asymptotics of the lower case quantities. Starting with the angular components of the shift vector and the coordinate lightspeeds,
\[
\beta^A = o(R^{1-\epsilon}), \quad c^A_\pm = o(R^{1-\epsilon}), \tag{69}
\]
we immediately encounter a very unpleasant feature. To avoid the boundary rotating artificially and, more seriously, to avoid divergent coordinate lightspeeds in a numerical implementation, we would need to have \(\epsilon \geq 1\) here; but this precludes practically all data of physical interest. Note however that the stricter \(O(R^{-1})\) flatness assumption mentioned above would lead to unproblematic angular shift components and coordinate lightspeeds. To cover the whole range of \(\epsilon\), it might be possible to allow more freedom in the shell coordinates in order to gain a factor \(R^{-1}\) in the respective entries of the Jacobians. But we want to use the shell coordinates, and so have to find another solution. As it turns out, we can simply allow ourselves more freedom in the compactification.

3.3.3. Assumptions on the transformations using Calabrese et al’s hyperboloidal coordinates. Instead of sticking to the choice (40), Calabrese et al suggested a class of radial transformations like equation (A3) in [54], which satisfy asymptotically \(R' \sim R^n\), or more specifically,
\[
\frac{R'}{R^n} = \frac{2}{S^n(n-1)} + O(R^{-1}), \tag{70}
\]
valid for the real parameter \(1 < n\). As discussed in [54], \(0 < n \leq 2\) needs to hold to have any chance of numerical stability, and we need \(1 < n\) to draw infinity to a finite coordinate. Henceforth we take this generalized form of compactification and assume,
\[
1 < n \leq 2. \tag{71}
\]
Note that equation (67) corresponds to the case \(n = 2\). Now, our requirement that \(c'_+ \to +1\) implies,
\[
1 - C^0_+ H' = \frac{S^n(n-1)}{2 R^n} + o(R^{-n}). \tag{72}
\]
As discussed later on, in dynamical spacetimes it may be desirable to obtain sharper control on the slicing. We thus generalize the pure height-function approach (39) in section 3.4. But for the moment let us assume to take the height-function approach with (70) and (72) satisfied.
We will next investigate the entailed asymptotics of the relevant quantities, and it will turn out that they can be made well-behaved for suitable choices of \( n \).

3.3.4. Asymptotics of the lower case quantities. We start with the asymptotics of the lower case lapse and shift,

\[
\alpha \simeq \frac{R^3}{S^2 \sqrt{n - 1}} \left( 1 + o(R^{-\epsilon}) \right),
\]

\[
\beta^r \simeq \frac{1}{2} \left( 1 + o(R^{-\epsilon}) \right),
\]

\[
\beta^A = o(R^{-\epsilon - 1 + n}),
\]

and the spatial metric,

\[
l \simeq \frac{2R^3}{S^2 \sqrt{n - 1}} \left( 1 + o(R^{-\epsilon}) \right),
\]

\[
b^A = o(R^{-\epsilon - 1 + n}),
\]

\[
q^{AB} = \eta^{AB} + o(R^{-\epsilon - 2}).
\]

In this and the following paragraph the symbol \( \simeq \) denotes equality up to a factor of one plus a function that vanishes as \( R \to \infty \). It follows that with \( n = 2 \) the lower case spatial metric takes the form \( \Omega^2 \bar{\gamma}_{\mu\nu} \), with \( \Omega = O(R) \) and \( \bar{\gamma}_{\mu\nu} \) regular, consistent with what we would expect from the conformal approach. As an interesting aside, from the spatial metric we can infer the asymptotics of the lower case time vector \( t^a = \alpha n^a + \beta s^a \). Contrary to naive intuition, \( t^a \) is not null at \( r = S \). Instead, splitting off the part of the shift transverse to \( s^a \) and dividing by the lapse gives the vector \( n^a + \alpha^{-1} \beta^a s^a \), which satisfies,

\[
g_{ab}(n^a + \alpha^{-1} \beta^a s^a)(n^b + \alpha^{-1} \beta^b s^b) = o(R^{-\epsilon}),
\]

and so is null at \( r = S \). We can take this as a working definition of a slice being hyperboloidal, also sometimes referred to as asymptotically null (here in the sense that the slice terminates at null-infinity). Back to the study of the relevant quantities for our evolution system, the coordinate lightspeeds (56) are,

\[
c'_+ \simeq 1 + o(R^{-\epsilon}), \quad c'_- = O(R^{-n}),
\]

\[
c^A_\pm = o(R^{-\epsilon - 1 + n}).
\]

This means that, if we want to control \( c^A_\pm \) and keep outgoing waves well-resolved, we need to take \( n \) such that,

\[
n \leq 1 + \epsilon < 2.
\]

Note that here the control of \( c'_+ \) is very weak, and may thus provide a breaking point in applications. The components of the boost vectors go like,
\[ V_R = 1 + o(R^{-\epsilon}), \]
\[ V_A = o(R^{-\epsilon}), \]
\[ V^R = 1 + o(R^{-\epsilon}), \]
\[ V^A = o(R^{-\epsilon-1}). \]

\[ W \simeq \frac{R^2}{S^2 \sqrt{n} - 1} (1 + o(R^{-\epsilon})), \]
\[ W_{\partial A} = o(R^{-\epsilon}), \]
\[ W_{\partial r} = -\frac{2R^n}{S^n(n-1)} (1 + o(R^{-\epsilon})), \]
\[ W_{\partial r} \simeq -\frac{1}{2} (1 + o(R^{-\epsilon})), \]
\[ W_{\partial A} = o(R^{n-\epsilon-1}). \]

(78)

In fact, we could be even stricter in the angular components of the boost vectors here, writing \( V_A' = 0 \) and \( W_{\partial A} = 0 \). The reason for describing these as \( o(R^{-\epsilon}) \) is to make the asymptotic properties shown in equation (78) directly transferable to our slice-waggling setup, presented below in section 3.4. The boost metric \( g_{ij} \) follows directly from the above so we omit the explicit expressions. It will become useful below to consider the quantity

\[ \Pi_{\partial r} = o(R^{n-\epsilon}), \quad \Pi_{\partial A} = o(R^{-\epsilon-1}). \]

(79)

For convenience, we also state the asymptotics of the inverse projected Jacobians,

\[ (\varphi^{-1})_{\partial r} = \frac{1}{R} (1 + o(R^{-\epsilon})), \]
\[ (\varphi^{-1})_{\partial A} = o(R^{n-\epsilon}), \]
\[ (\varphi^{-1})_{\partial A} = o(R^{-\epsilon-1}), \]
\[ (\varphi^{-1})_{\partial A} = \delta_{\partial A} + o(R^{-\epsilon-1}). \]

(80)

where again we have rounded up the strict results \( (\varphi^{-1})_{\partial A} = 0 \) and \( (\varphi^{-1})_{\partial A} = \delta_{\partial A} \) for the sake of sustaining validity with our later choice of coordinates. We are now ready to evaluate the asymptotic behavior in the DF GHG equations of motion (27) under our flatness assumptions (60)–(62) and the transformation assumptions (70)–(72).

3.3.5. Regularity of the principal part. Let us recite the evolution equation (27) for convenience and start with analyzing the coefficients appearing in the principal part. The first evolution equation is,

\[ \partial_{\nu} g_{\mu\nu} = (\beta^\mu - \alpha \varphi^\mu) \partial_{\rho} g_{\mu\rho} + \alpha W^{-1} s_{\mu\nu}, \]

(81)

which is regular in the principal part since,

\[ \beta^\nu - \alpha \varphi^\nu = o(R^{n-\epsilon}), \quad \beta^A - \alpha \varphi^A = o(R^{-\epsilon-1}). \]

(82)

To evaluate the regularity in the evolution equations of the reduction variables \( \Phi_{\rho \mu \nu} \), we must abandon the concise notation ‘\( d^\mu \)’, used in equation (27), and take care of the additional \( \varphi \) and \( \varphi^{-1} \) factors. After a few simplifications of the resulting coefficients, the evolution of the radial component \( \Phi_{\rho r} \) can be written as,
\[ \partial_t \Phi_{\mathcal{R} \mu \nu} = \alpha W^{-1} (N) \mathcal{E}_R^a (\varphi^{-1}) p^\lambda \left( \gamma_2 \partial_\lambda g_{\mu \nu} - \partial_\mu \Pi_{\nu} \right) \\
+ \alpha W^{-1} \left( - W^2 V_R (N) \mathcal{E}_A^a (\varphi^{-1}) p^\lambda - \Pi^p \delta_i^j \right) \partial_\mu \Phi_{j \mu \nu} \\
+ \alpha W^{-1} s_{\mathcal{R} \mu \nu}^\Phi. \tag{83} \]

To analyze the asymptotics of the coefficients, first note that,
\[ \alpha W^{-1} = 1 + o(R^{-\epsilon}). \tag{84} \]

Looking at the radial component, we find,
\[ (N) \mathcal{E}_R^a (\varphi^{-1}) p^\lambda \simeq \frac{1}{2} \left( 1 + o(R^{-\epsilon}) \right), \]
\[ (N) \mathcal{E}_R^a (\varphi^{-1}) A^\lambda \simeq o(R^{-\epsilon-1+\eta}), \tag{85} \]
where we have used the combined knowledge about asymptotics gathered in the preceding discussion. Thus the first line of equation (83) is unproblematic. For the second line we have to inspect the combinations,
\[
-W^2 V_R (N) \mathcal{E}_A^a (\varphi^{-1}) p^\lambda \simeq - \frac{1}{2} \left( 1 + o(R^{-\epsilon}) \right), \\
-W^2 V_R (N) \mathcal{E}_A^a (\varphi^{-1}) A^\lambda = o(R^{-\epsilon-1}), \\
-W^2 V_R (N) \mathcal{E}_A^a (\varphi^{-1}) A^\lambda = o(R^{-\epsilon-1+\eta}), \\
-W^2 V_R (N) \mathcal{E}_A^a (\varphi^{-1}) A^\lambda = O(R^{-2}) \left( 1 + o(R^{-\epsilon}) \right), \tag{86} \]
which are manifestly regular. As the \( \Pi^p \) vanish asymptotically, it follows that all coefficients in the principal part of the radial component of equation (83) take a regular limit. The evolution of the angular component can be written in the same form,
\[
\partial_t \Phi_{A \mu \nu} = \alpha W^{-1} (N) \mathcal{E}_A^a (\varphi^{-1}) p^\lambda \left( \gamma_2 \partial_\lambda g_{\mu \nu} - \partial_\mu \Pi_{\nu} \right) \\
+ \alpha W^{-1} \left( - W^2 V_A (N) \mathcal{E}_A^a (\varphi^{-1}) p^\lambda - \Pi^p \delta_i^j \right) \partial_\mu \Phi_{j \mu \nu} \\
+ \alpha W^{-1} s_{\mathcal{A} \mu \nu}^\Phi. \tag{87} \]

The asymptotics can be seen to be regular analogously to the procedure for the radial component, i.e. by inspecting again the terms of equations (85) and (86) with the downstairs \( R \)-components replaced by \( A \)-components everywhere. We omit the explicit repetition since obviously \( V_A \) is even better behaved asymptotically than \( V_R \), and consequently \( (N) \mathcal{E}_A^a \) is better behaved than \( (N) \mathcal{E}_R^a \). Finally we have,
\[
\partial_t \Pi_{\mu \nu} = - \alpha W (N) \mathcal{E}_A^a (\varphi^{-1}) p^\lambda \partial_\mu \Phi_{j \mu \nu} + \beta^p \partial_\mu \Pi_{\nu} \\
- \alpha \gamma_2 v^p \partial_\mu g_{\mu \nu} + \alpha W^{-1} s_{\mu \nu}^\Pi, \tag{88} \]
where all coefficients have been checked already, taking account of \( \alpha \sim W \) and relations (86).

We therefore conclude that the principal part of the DF GHG equations of motion (27) is regular near and at null-infinity. That said, because the terms involved often take the form of ratios of functions blowing up at the same rate, it is clear that care is needed in any numerical implementation. Note also that although it may seem convenient to discard the \( \gamma_2 \) constraint damping term altogether, numerical experiments show it to be an important ingredient to the method [34].
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3.3.6. Regularity of the source terms. With the principal part checked, we are now concerned with the source terms of equation (27). We assume that,

$$\gamma_0 = o(R^{-\epsilon}) = \gamma_2,$$

$$H_{\mu\nu} = o(R^{-2\epsilon}) = \partial_{\mu}H_{\nu\nu},$$

(89)

whereas $\gamma_3$ and $\gamma_4$ may be of order unity. For convenience of the reader, we re-quote the explicit source terms as given already in equation (29),

$$S^{(e)}_{\mu\nu} = S^{(e)}_{\mu\nu},$$

$$S^{(\Phi)}_{\mu\nu} = S^{(\Phi)}_{\mu\nu} + W^2V_i\left(V_iS^{(\Phi)}_{\mu\nu} + S^{(\Pi)}_{\mu\nu} - \gamma_2S^{(e)}_{\mu\nu}\right),$$

$$S^{(\Pi)}_{\mu\nu} = \gamma_2S^{(e)}_{\mu\nu} + W^2\left(V_iS^{(\Phi)}_{\mu\nu} + S^{(\Pi)}_{\mu\nu} - \gamma_2S^{(e)}_{\mu\nu}\right).$$

(90)

In the DF GHG evolution system, equation (27), these source terms are always accompanied with an asymptotic ‘one’, $o(W^{-1}) \sim 1$, so the task really is to make sure that the source terms (90) are regular at null-infinity. Let us start with the simplest part, the $S^{(e)}_{\mu\nu}$-equation. Looking back at equation (8), we see that

$$\Pi_{\mu\nu} = -\Pi_{\mu\nu}.$$  

(91)

Our assumption $\Pi_{\mu\nu} = o(R^{-\epsilon})$, made in equations (60)–(62), already guarantees that this source term is regular at null-infinity. Turning to $S^{(\Phi)}_{\mu\nu}$ and $S^{(\Pi)}_{\mu\nu}$ in equation (90), we see first that the ‘naked’ terms $S^{(\Phi)}_{\mu\nu}$ and $\gamma_2S^{(e)}_{\mu\nu}$ have to be checked for regularity, but both fall off by our basic assumptions on the GHG variables. Furthermore, we see the terms,

$$W^2V_iS^{(\Phi)}_{\mu\nu}, \quad W^2S^{(\Pi)}_{\mu\nu}, \quad W^2\gamma_2S^{(e)}_{\mu\nu}. $$

(92)

Here we have a dangerous $W^2 \sim O(R^0)$ factor, so we have to make sure that within these combinations the growth of the $W^2$ prefactor can be compensated. That the combination $W^2\gamma_2S^{(e)}_{\mu\nu}$ falls off fast enough follows directly from our assumptions. We thus need to check only the other two. We start by consulting equation (20), which give the primed source terms and are re-quoted here to present the argument,

$$V_iS^{(\Phi)}_{\mu\nu} = V_i(\phi_{Sh})_i\gamma_iS^{(\Phi)}_{\mu\nu} - V_iA^{-1}\Phi^{(\Pi)}_{\mu\nu}\gamma_i(\phi_{Sh})_i,$$

$$S^{(\Pi)}_{\mu\nu} = S^{(\Pi)}_{\mu\nu} - \Phi^{(\Pi)}_{\mu\nu}(N)_{\gamma_i}\gamma_i(\phi_{Sh})_i.$$ 

(93)

We see that $S^{(\Phi)}_{\mu\nu}$ and $S^{(\Pi)}_{\mu\nu}$ are built from $S^{(\Phi)}_{\mu\nu}$, $S^{(\Pi)}_{\mu\nu}$, and terms involving the Jacobians between Cartesian and shell coordinates $\phi_{Sh}, \Phi_{Sh}$. Therefore, we need to analyze the asymptotics of these Jacobians, which is most easily done assuming standard spherical polar coordinates and which then can be transferred to the more general shell coordinates equation (18).

One finds that at most,

$$(\phi_{Sh})_i \sim O(1), \quad (\phi_{Sh})_\gamma \sim O(R), \quad \partial_\gamma\phi_{Sh} \sim O(1),$$

$$\Phi_{Sh} \sim O(1), \quad \partial_\gamma\Phi_{Sh} \sim O(R^{-1}),$$

(94)

where this schematic way of writing has to be understood as considering the ‘worst’ components, where worst refers to the fall-off-rates. Thus special care is needed whenever $(\phi_{Sh})_A$,
is involved because we have to compensate an additional order $O(R)$. So, using equation (94), the source terms (93) can be schematically written as,

\[
V^A S^{(Φ)}_{iμν} \sim (1 + o(R^{-1})) \left( O(S_{iμν}^{(Φ)}) + O(Φ_{iμν}) o(R^{-ε}) \right),
\]

\[
V^A′ S^{(Φ)}_{iμν} \sim o(R^{-1-ε}) \left( O(R) O(S_{iμν}^{(Φ)}) + O(Φ_{iμν}) o(R^{-ε}) \right),
\]

\[
S^{(Π)}_{iμν} \sim O(S_{iμν}^{(Π)}) + O(Φ_{iμν}) o(R^{-ε}),
\]

where we have also assumed the worst components of the upper-case spatial metric,

\[
(1)\gamma_{iμ} \sim O(1) + o(R^{-1}) \quad \text{and} \quad B_{i} \sim O(R^{-ε}).
\]

We have disentangled the composition of $V^A S^{(Φ)}_{iμν}$ and $S^{(Π)}_{iμν}$ up to the point that we need the original source terms, given in equation (8). It remains to take account of the asymptotics of these original source terms. We want to convince the reader that both original source terms can be made,

\[
S_{iμν}^{(Φ)} = o(R^{-2ε}) = S_{iμν}^{(Π)}.
\]

This would be enough to cancel the $O(R^n)$ growth of the $W^2$ factor if we tighten the demand on $n$ made in equation (77) to,

\[
1 < n < 2ε,
\]

which is always possible for $ε > \frac{1}{2}$. Glancing back at equation (8), we see that both terms in equation (96) are composed primarily of quadratic terms like $Π^2, Φ^2, Φ Π$ and $Γ^2$ plus a few non-quadratic terms. The fall-off of the quadratic terms is given by our assumptions on the fall-offs of the fields, equation (60). Concretely, we have assumed that $Φ_{iμν} \sim o(R^{-ε})$ as well as $Π_{iμν} \sim o(R^{-ε})$, so the quadratic terms are at least $o(R^{-2ε})$. That the remaining terms are also $o(R^{-2ε})$ follows from our assumptions on $γ_0, γ_2$ and $H_{μ}$. Finally we have convinced ourselves that the terms in equation (90) are regular.

### 3.3.7. DF formalism versus standard conformal compactification.

It would be interesting to fully understand the relationship between the hyperboloidal DF approach and the standard conformal compactification approach. Here we discuss this point only superficially. In the conformal approach one defines a regular metric conformally related to the physical metric according to,

\[
\tilde{g}_{μν} = Ω^2 g_{μν} = Ω^2 J_{μ}^\nu J^μ_\nu g_{μν},
\]

with $Ω = O(R^{-1})$ near null-infinity and a compactification with $n = 2$. One can view the conformal factor very roughly as being the magnitude of the inverse Jacobian squared. In fact, in the conformal approach the choice $n = 2$ is mandatory to make things work out. To understand that this is the case, let us consider Minkowski spacetime in standard spherical coordinates. The metric in the hyperboloidal coordinate basis then reads,
\[ \eta_{\mu\nu} = \begin{pmatrix} -1 & -H' R' & 0 & 0 \\ -H' R' & R'(1 - H^2) & 0 & 0 \\ 0 & 0 & R^2 & 0 \\ 0 & 0 & 0 & R^2 \sin^2 \theta \end{pmatrix} \sim \begin{pmatrix} -1 & O(R^n) & 0 & 0 \\ O(R^n) & O(R^n) & 0 & 0 \\ 0 & 0 & R^2 & 0 \\ 0 & 0 & 0 & R^2 \sin^2 \theta \end{pmatrix}. \]  

In the conformal approach \( \tilde{g}_{\mu\nu} = \Omega^2 \eta_{\mu\nu} \) is supposed to be regular so we definitely need \( \Omega \sim O(R^{-n/2}) \) to compensate the \( O(R^n) \) components. For \( n > 2 \) the conformal metric would asymptotically become singular because \( O(R^n)\Omega^2 \to 0 \), and for \( n < 2 \) it would become infinite because \( O(R^n)\Omega^2 \to \infty \). So we see that the conformal metric is regular only for \( n = 2 \). The argument holds analogously for more general spacetimes. We conclude that the conformal approach restricts the freedom of the compactification. In our hyperboloidal DF formalism we hope to make use of this additional freedom, so to treat initial data with weaker fall-off requirements. It thus seems plausible that fixing \( n = 2 \) in the DF approach brings about some conceptual similarity with the conformal approach. For example, in both cases one would then need to assume initial data with \( O(R^{-1}) \) fall-off of the metric’s Cartesian components. Recall that when using \( n = 2 \) in our wave equation experiments, without regularizing the variables, we encounter the same problem and find formally singular terms in the sources. We wish to avoid computing and using these limits, and therefore advocate using the ‘generalized harmonic basis’, for example, for the representation of our variables combined with a hyperboloidal compactification with \( n < 2 \). Another justification argument for using \( n < 2 \) is that we may then deal with slower fall-off than \( O(R^{-1}) \).

3.3.8. Heuristic comparison of our flatness assumptions with the conformal definition of asymptotic flatness. From the textbook [58] definition of asymptotic flatness at null-infinity it follows that there are coordinates \( \chi^\mu = (T, X, Y, Z) \), with associated tensor basis, in which the metric takes the form,
with $V \sim T + R$ and $R$ formed from $X, Y$ and $Z$ as usual. Note that $V$ is not required to be a null coordinate at finite value. Defining an asymptotically hyperboloidal time coordinate $t = T - H(R)$ so that $H(R) \sim R$ for large $R$, then on a slice of constant $t$, we have $O(V^{-1}) \sim O(R^{-1})$, and so the fall-off we obtain from the standard definition, which requires a suitable conformal compactification, is compatible with what we find necessary in the extreme case $n = 2$. We therefore expect that our $O(R^{-1})$ definition of asymptotic flatness at null-infinity is truly weaker than the conformal definition, although to rigorously show this a more careful consideration may be required. Despite the difficulty, it is desirable to show explicitly that given initial data satisfying the $O(R^{-1})$ requirements, these asymptotics are propagated, at least locally in time, in the development of the data. We leave this to future work.

### 3.3.9. Preservation of assumption (70)

The previous results on the asymptotics of the lower-case variables all rest on condition (70). If this condition were violated the fragile construction would fail catastrophically; the lower case lapse and shift explode and any numerical approximation approach is doomed. Therefore we at least need to see whether or not our flatness assumptions imply that (70) is preserved. Suppose that the condition is fulfilled at some $t = \bar{t}$.

Then we can write,

$$H' = \left[ 1 - \frac{S(n-1)}{2R^n} + o(R^{-n}) \right] \frac{1}{C_{\pm}^R},$$

(102)

where $C_{\pm}^R$ denotes the outgoing lightspeed $C_{\pm}^R$, restricted to the $t = \bar{t}$ slice. Plugging this into (70) at some later time $\tilde{t}$ gives,

$$1 - C_{\pm}^R H' = \frac{S(n-1)}{2R^n} + o(R^{-n}) + \frac{\Delta^R}{C_{\pm}^R} \left[ 1 + O(R^{-n}) \right],$$

(103)

with $\Delta^R = C_+^R - C_-^R$. Evidently the last term on the right hand side can be absorbed by the second if $\Delta^R = o(R^{-n})$. Assuming existence of the solution satisfying our flatness assumptions we have,

$$\Delta^R = \int_{\bar{t}}^{\tilde{t}} \frac{d\ell}{\partial \ell t \left( \partial t C_{\pm}^R \right)} = \int_{\bar{t}}^{\tilde{t}} \frac{d\ell}{\partial \ell t \left( \partial t C_{\pm}^R \right)} \sim (t - \bar{t}) o(R^{-1-\delta}) = o(R^{-1-\delta}),$$

(104)

where we integrate along curves of fixed $X^i$, or equivalently fixed $\xi^i$, and must explicitly use our assumption that derivatives of the coordinate lightspeed $C_{\pm}^R$ fall-off faster than generic first derivatives (62). Thus we find that choosing $1 < n \leq 1 + \delta$ is sufficient to preserve (70).

### 3.4. The hyperboloidal DF approach with dynamical lightspeed control

The shortcoming of the pure height-function approach, namely the weak control of $c^R_+$, that we encountered in the previous subsection can be overcome using the flexibility of the DF formalism. We will investigate here a simple alternative, namely to ‘waggle’ the hyperboloidal slices in such a way that the outgoing radial coordinate light speed is fixed at will, whilst maintaining the asymptotics and conclusions of section 3.3.
3.4.1. Waggled hyperboloidal slices. The idea is to use an outgoing null coordinate \( u = u(T, R, \vartheta^A) \) in the construction of the ‘hyperboloidal’ time-coordinate \( t \). Let us therefore relax the height-function transformation of the time coordinate while fixing the radial compactification as before, and write,

\[
t = u + r, \quad r = r(R),
\]

again with the angular coordinates unchanged \( \vartheta^A = \vartheta^A' \). We may still speak of \( t \) = const. slices as hyperboloidal in the sense of (75). The transformation (105) is certainly not a unique good choice, but does seem a natural way to control coordinate lightspeeds in the hyperboloidal coordinate system. To see this, we only need to understand that the demand for \( u \) to be a null coordinate means \( u \) is a solution to the eikonal equation,

\[
g^{ab} \nabla_a u \nabla_b u = 0.
\]

Expanding this equation and using the coordinate light speeds along the radial direction, \( c^r_\pm = -\beta r \pm \alpha/l \), the eikonal equation implies,

\[
\frac{1}{\alpha^2} \left( 1 - c^r_+ \right) \left( 1 - c^r_- \right) = 0.
\]

Demanding that away from null-infinity \( c^r_- < 0 \), the outgoing coordinate lightspeed along \( s^i \) thus has to satisfy,

\[
c^r_+ = 1.
\]

Since we did not take care to control the ingoing radial coordinate light speed, the analogue expression for \( c^r_- \) is not as trivial, see equation (127). We note though that one could further modify the coordinate transformation (105) to control both outgoing and ingoing coordinate light speeds. This would likely result in even more symmetric expressions throughout the next paragraphs, but the current procedure suffices to arrive at an asymptotically well-behaved hyperboloidal evolution system. We therefore leave this further generalization to future work.

3.4.2. The optical Jacobian. In practice the waggled hyperboloidal transformation (105) requires the construction of the null-coordinate \( u \), or rather the associated Jacobian. In analytically known spacetimes this is no problem, e.g. in Minkowski spacetime, we can use \( u = T - R \). In a dynamical context one will not be able to give algebraic relations \emph{a priori}. Instead, we will have to fix \( u \) on the initial slice and then adapt the transformation dynamically. In fact we exploit here that the DF formalism does not require \( u \) explicitly but only the Jacobians. We will therefore evolve the Jacobians of the transformation as independent variables such that \( u \) remains a null coordinate. Instead of evolving \( (\partial_T u, \partial_i u) \) directly, we introduce an equivalent set of variables,

\[
\begin{align*}
V^+_\xi &:= -\partial_\xi u = \alpha^{-1} W V^\xi + \Phi V^\xi, \\
E^+_\xi &:= N^\xi \partial_{\mu} u = \alpha^{-1} W - \Pi^\xi,
\end{align*}
\]

which we refer to as the ‘optical Jacobians’. The \(+\) marker here denotes that the quantities are associated with the \emph{outgoing} null-coordinate, see section 4 of the DF paper for a double null foliation, and may occur as a super- or subscript as required to avoid clashing with indices. The second equality in (109) already shows how the optical Jacobians are related to the entries of the DF Jacobian (22), which will be specified momentarily. First note that we can express the eikonal equation (106) in terms of the new variables,
\[ E^2_+ = (N)_{ij}^\prime \frac{\partial}{\partial t_i^\prime} V^+_{t_j^\prime}, \]  

(110)

which implies that one could completely drop the variable \( E_+ \) in favor of \( V^+_t \) if one so wishes. Finally, note the use of the optical Jacobians must be done carefully, as one would expect coordinate singularities to be a significant danger if these coordinates are employed in the strong-field region. Therefore it will also be of interest to develop a natural way to make the transition between lower and upper case coordinates start smoothly at some fixed coordinate radius. This is sketched in section 3.5.

3.4.3. The waggled-hyperboloidal Jacobian. We will now repeat the steps of section 3.2 and compare the explicit Jacobians with the DF Jacobians to deduce all needed DF quantities. For the transformation to waggled hyperboloidal slices, equation (105), we have the inverse Jacobian,

\[
J^{-1}_\text{waghyp} = \begin{pmatrix}
\frac{\partial u}{\partial T} & 0 & 0 & 0 \\
\frac{\partial u}{\partial R} + R^{-1} & R^{-1} & 0 & 0 \\
\frac{\partial u}{\partial \theta} & 0 & 1 & 0 \\
\frac{\partial u}{\partial \phi} & 0 & 0 & 1
\end{pmatrix},
\]  

(111)

with obvious inverse. By comparison with equations (21) and (22), we can again collect the prescriptions that relate the lower case quantities of the waggled-hyperboloidal coordinates to the given upper case ones. As in the height-function approach, we have that the spatial part,

\[ \Phi'_{j^\prime} \equiv \partial_{j^\prime} x', \]  

(112)

is given \textit{a priori} algebraically, since \( R' \) is given. Exploiting that the lower case spatial coordinates are \( T \)-independent as before, we also have that,

\[ \Pi' = -A^{-1} B' \Phi'_{j^\prime}, \]  

(113)

which can be evaluated since we know equation (112). Then, equation (109) provide,

\[ \alpha^{-1} W = E_+ - R'^{-1} A^{-1} B^R, \]
\[ -\alpha^{-1} WV' = -V^+_t + \Phi'_{j^\prime}. \]  

(114)

We thus have at hand all DF-quantities of the inverse Jacobian (22) relating the waggled-hyperboloidal coordinates with the shells-adapted GHG coordinates. We will now use these information to compute the lower case quantities from the upper case quantities and the optical Jacobians. The upper case boost vectors follow immediately,

\[ V_R = \frac{V_R^+ - R'^{-1}}{E_+ + \Pi'}, \quad V_A' = \frac{V_A^+}{E_+ + \Pi'}, \]  

(115)

and one could further use \( \Pi' = -A^{-1} B^R R'^{-1} \). Combining equations (112) and (114) and introducing the shorthands,

\[ \chi(\pm) = C^R_\pm \pm C^R_- \]
\[ \chi(\times) = \frac{2 C^R_+ C^R_-}{C^R_+ - C^R_-}, \]  

(116)

the Lorentz-factor can be written as,
\[ W = \frac{(E_+ + \Pi') \sqrt{AR'}^{}}{\left(\chi(-) V^+_S + \chi(+) E_+ + \chi(\times) (LR')^{-1}\right)^2}, \]  
\begin{equation}
\tag{117}
\end{equation}

where we have introduced \(V^+_S := V^+_i S'.\) The lapse is given by,
\[ \alpha = \frac{\sqrt{AR'}}{\chi(-) V^+_S + \chi(+) E_+ + \chi(\times) (LR')^{-1}}. \]
\begin{equation}
\tag{118}
\end{equation}

The lower case length scalar is,
\[ l = \frac{2 \left(\chi(-) V^+_S + \chi(+) E_+ + \chi(\times) (LR')^{-1}\right)^{\frac{1}{2}}}{\chi(-) V^+_S + \chi(+) E_+ + \chi(\times) (LR')^{-1}}. \]
\begin{equation}
\tag{119}
\end{equation}

and putting together the previous relations we find that the radial component of the shift is,
\[ \beta' = -\frac{1}{2} - \frac{\chi(\times) (LR')^{-1}}{(\chi(-) V^+_S + \chi(+) E_+ + \chi(\times) (LR')^{-1})}. \]
\begin{equation}
\tag{120}
\end{equation}

This is all we need in order to compute the coordinate light speeds according to their general definitions, see the first equality in equation (56). We will use two more shorthands,
\[ \chi^A' = \frac{C_+^+ \pm C_-^+}{L(C_+^+ - C_-^+)}, \quad \chi'(\times) = \frac{2 C_+^R C_+^A - C_+^+ C_+^A}{L(C_+^R - C_-^R)} \]
\begin{equation}
\tag{121}
\end{equation}

The angular components of the shift are,
\[ \beta^A = -\left(\frac{V^+_A + E_+ \chi^A_+}{\chi(-) V^+_S + \chi(+) E_+ + \chi(\times) (LR')^{-1}} - \chi(\times) (LR')^{-1} \right) AR'. \]
\begin{equation}
\tag{122}
\end{equation}

The slip vector is,
\[ b^A = \frac{2AR'}{\chi(-) V^+_S + \chi(+) E_+ + \chi(\times) (LR')^{-1}} \left(\chi^A' (LR')^{-1} - V^+_A - E_+ \chi^A_+ \right) \]
\[ - \frac{2}{\chi(\times) \chi(-)} \left(\chi^A' + E_+ \chi^A_+ \right), \]
\begin{equation}
\tag{123}
\end{equation}

and, defining,
\[ \hat{\chi}^A' = -\chi^A' \pm \frac{V^+_S \pm E_+}{\chi(-) V^+_S + \chi(+) E_+} \chi(-) \chi^A_+ \]
\[ + \frac{\chi(-) \mp \chi(+)}{\chi(-) V^+_S + \chi(+) E_+} V^+_A, \]
\begin{equation}
\tag{124}
\end{equation}

the two-metric is,
\[ q^{AB} = (N)^{AB} + \hat{\chi}^A' \hat{\chi}^B', \]
\begin{equation}
\tag{125}
\end{equation}

The boost vector can be deduced from the definition of \(\Pi',\)
\[ W' = \Pi' + \alpha^{-1} W \beta'. \]
\begin{equation}
\tag{126}
\end{equation}
Concerning the coordinate lightspeeds, we find that, as expected, \( c'_c = 1 \). For the ingoing direction we obtain,

\[
c'_c = \frac{\chi(x)(\mathbf{LR}^x)^{-1}}{\chi(-S) + \chi(+c)E^c + \chi(x)(\mathbf{LR}^c)^{-1}}.
\]

We omit explicit expressions for the angular lightspeeds and boost metric, but they are easily constructed from the foregoing results.

### 3.4.4. Evolution subsystem for the optical Jacobian.

It remains to establish evolution equations for \( E^c_+ \), \( V^c_+ \), which we deal with next. We can easily find the evolution of \( V^c_+ \) by exploiting that it is defined as a gradient of the scalar \( u \), and using the hypersurface constraints, see (35),

\[
\partial_\tau V^c_+ = -\partial_\tau \partial_\tau u.
\]

Then, we rewrite \( \partial_\tau u \) in terms of \( E^c_+ \), \( V^c_+ \), by virtue of the definition of \( E^c_+ \) in (109),

\[
\partial_\tau u = \frac{AE^c_+ - B^c_i V^c_+}{E^c_+ - 1}.
\]

This gives the evolution equation,

\[
\partial_\tau V^c_+ = -A(N)D^c_i E^c_+ - E^c_+ (N)D^c_i A + (N)D^c_i (B^c_i V^c_+) ,
\]

which will be manipulated a bit more momentarily. The missing equation for \( E^c_+ \) is found from the condition that \( u \) is a null coordinate, which means \( u \) is a solution to the eikonal equation. We can thus employ (110) to rewrite spatial derivatives of \( E^c_+ \),

\[
\frac{(N)D^c_i E^c_+}{E^c_+ - 1} = \frac{(N)D^c_i V^c_+}{V^c_+} = \frac{(N)D^c_i V^c_+}{S^c_+ (N)D^c_i S^c_+ + (N)D^c_i S^c_+ - L^c_i V^c_+}.
\]

Here we have introduced the spatial unit normal vector \( S^c_+ \) associated with a \( 2 + 1 \) split against \( u \),

\[
S^c_+ := -L^c_i (N)D^c_i u = L^c_i V^c_+.
\]

Note that the normalization together with the eikonal equation implies \( L^c_i = E^c_+ - 1 \). Coming back to the search for \( \partial_\tau E^c_+ \), we evaluate \( \partial_\tau E^c_+ \) according to (106), use (130) to remove the appearance of \( \partial_\tau V^c_+ \), and express \( \partial_\tau (N)K^c_\nu \) through the extrinsic curvature \( (N)K^c_\nu \) of the constant \( T \)-slice. After a few steps we arrive at the following equations of motion for the optical Jacobians,

\[
\partial_\tau \ln E_+ = \mathcal{L}_{(\cal{A}S^c_+)} \ln E_+ + A(N)(K^c_+S^c_+ - L^c_+ \ln A),
\]

\[
\partial_\tau V^c_+ = -A(N)D^c_i (N)D^c_i V^c_+ - E^c_+ (N)D^c_i A + L^c_+ V^c_+ .
\]

In view of the reduction constraints (10) we can treat derivatives of \( A \) and \( B^c_\nu \) as source terms so that the subsystem (133) is only minimally coupled to the first order GHG system, as hoped for. The second equation can be further abbreviated using
\[ (N)D^2_{\xi}E_+ = (N)D^2_{\xi}\left(V^+_\xi S^\xi_+ \right), \] (134)

so that the evolution system becomes,

\[
\begin{align*}
\partial_T \ln E_+ &= \left( B^\xi - A S^\xi_+ \right) \partial^\xi \ln E_+ + A S^{(E_+)} , \\
\partial_T V^+_\xi &= \left( B^\xi - A S^\xi_+ \right) \partial^\xi V^+_\xi + A S^{(V_+)} .
\end{align*}
\] (135)

The resulting equations are thus simply advection equations, and so the characteristic variables are trivially constructed. The source terms are given by,

\[
\begin{align*}
S^{(E_+)} &= (N)K_{s_+ s_+} - C_{s_+} \ln A , \\
S^{(V_+)} &= A^{-1} V^+_\xi \partial^\xi (B^\xi - A S^\xi_+) ,
\end{align*}
\] (136)

For \( S^{(V_+)} \) we have used,

\[
E_+ (N)D^2_{\xi} A \equiv (V^+_\xi S^\xi_+) (N)D^2_{\xi} A = V^+_\xi (N)D^2_{\xi} (A S^\xi_+) ,
\] (137)

where the second equality follows from the fact that \((N)\gamma^\xi_\ell^\xi_\gamma^\xi_\eta^\xi_\xi^\xi_+ S^\eta_+ S^\eta_+ = 1\) so that \(V^+_\xi A (N)D^2_{\xi} S^\xi_+ = 0\). Thus, we have everything for the DF transformation.

3.4.5. Dual foliation transformation of the optical Jacobian equations of motion. Before transforming the subsystem (135), recall that, as observed above, the optical Jacobians are coupled only through source terms to the rest of the equations of motion. Therefore, the form of the DF GHG equation (27) is unaffected by their presence, apart from the various coefficients taking different values. Obviously equation (135) are of the form (23). So let us apply the DF recipe (24). We read off the principal matrices and contract with \( V^\eta_\xi \),

\[ A^\xi_\eta = -S^\xi_+ \mathbf{1} , \]

\[ \Rightarrow (\mathbf{1} + A^\xi_\eta) = (1 - S^\xi_+ V^\eta_\xi) \mathbf{1} \]

\[ = (1 + W\gamma^\xi_\eta (\varphi^{-1})^\eta_\xi S^\xi_+) \mathbf{1} . \] (138)

Computing the optical Jacobian equations of motion in the lower case coordinates, it becomes helpful to note that the spatial unit normal vector \( s_\xi \) of (48) with upper indices can be written as,

\[ s^\xi = \frac{(\varphi^{-1})^\eta_\xi S^\eta_+}{W (1 + W\gamma^\xi_\eta (\varphi^{-1})^\eta_\xi S^\eta_+)} + \varphi^\xi . \] (139)

It is then straightforward to calculate that the equations of motion remain advection-like,

\[
\begin{align*}
\partial_T \ln E_+ &= (\beta^p - \alpha s^p) \partial^p \ln E_+ + \alpha W^{-1} s^{(E_+)} , \\
\partial_T V^+_\xi &= (\beta^p - \alpha s^p) \partial^p V^+_\xi + \alpha W^{-1} s^{(V_+)} .
\end{align*}
\] (140)

The source terms follow immediately,
\[ s^{(E_+)} = (1 + Wv_j (\varphi^{-1})_j' S_j')^{-1} S^{(E_+)} , \]
\[ s^{(V_+)} = (1 + Wv_j (\varphi^{-1})_j' S_j')^{-1} S^{(V_+)} , \]
\[ (141) \]
which, as noted above, must be evaluated in terms of the GHG reduction variables without taking derivatives. This can be achieved by rewriting the term involving the gradient of \( S_j' \).

Since these source terms are linear in the generalized harmonic connection coefficients and do not come with any parameters we can tune, we already see that these terms will be the trickiest for maintaining regularity.

3.4.6. Asymptotics of the lower case quantities. Finally, to convince ourselves that the waggled-hyperboloidal coordinate transformations lead to regular equations at future null infinity, we can again check the asymptotic behavior of the just computed lower case quantities. We therefore assume,
\[ E_+ = 1 + o(R^{-\epsilon}) , \quad V^+_g = 1 + o(R^{-\epsilon}) , \]
\[ V^+_A' = o(R^{-\epsilon}) , \]
\[ (142) \]
on the new evolution variables \( E_+ , V^+_g \), complementing the assumptions made in section 3.3 on the GHG variables. This is consistent with what we expect to have in a blackhole spacetime. For example, for the Schwarzschild blackhole we can explicitly construct the outgoing null coordinate \( u = T - R^- \), where \( R^- = R + 2M \ln(R/2M - 1) \) is the tortoise coordinate. Then we can compute \( E_+ = 1 + O(R^{-1}) , V^+_g = 1 + O(R^{-1}) \), and \( V^+_A' = 0 \), which shows that our restrictions (142) are even weaker than needed for this special case. Now, employing the same assumptions for the radial compactification as before, i.e. equation (70), we are ready to compute the asymptotics of the lower case quantities by inspection of equations (115)–(127). Remarkably it turns out that the results are \textit{unchanged} with respect to the pure height-function approach, as presented in section 3.3.

3.4.7. Asymptotics of the optical Jacobian system. We must additionally consider the limiting behavior of the new part of the evolution system, equation (140). In the principal part we have to consider,
\[ \beta^r - \alpha s^r = -c^r_+ = -1 , \]
\[ \beta^A - \alpha s^A = -c^A_+ = o(R^{\epsilon-1+n}) , \]
\[ (143) \]
which, by construction, are regular. For the source terms we have to look more carefully. First note that from our basic flatness assumptions it follows that shell-coordinate derivatives of the metric represented in the shell-coordinate basis satisfy,
\[ \partial_0 l = o(R^{-\epsilon}) , \]
\[ \partial_0 (N) b_A = o(R^{1-\epsilon}) , \]
\[ \partial_0 (N) q_{A'B'} = o(R^{2-\epsilon}) . \]
\[ (144) \]
Moreover the difference \( \delta^l = s^l'_+ - \tilde{s}^l' \) between the two unit upper case spatial normal vectors satisfies,
\[ \delta^l = o(R^{1-2\epsilon}) = \delta_r , \quad \delta^r_A = o(R^{-\epsilon}) . \]
\[ (145) \]
Consider therefore the source term $S_{\xi}^{(V^+)}$, which we can manipulate as follows,

\begin{align}
AS_{\xi}^{(V^+)} &= V_\xi^+ \partial_\xi B_\xi^+ - E_+ \partial_\xi A + AE_+ \Gamma^{S_+} S_+ \xi \\
&= \frac{L}{L_+} \partial_\xi C^R_+ + \frac{1}{L_+} \delta_\xi \partial_\xi B_\xi^+ + \frac{A}{L_+} \delta_\xi \Gamma^{(S+)} \xi \partial_\xi^{(N+)} \xi' \xi' \\
&= o(R^{-1-\delta}), \tag{146}
\end{align}

where in this equation $\Gamma^{(S+)}_{\xi \xi' \xi'}$ denotes the upper case spatial Christoffel symbol in shell-coordinates. As in the height-function approach we needed to use the fast fall-off of derivatives of $C^R_+$ and ultimately require that $1 < n < 1 + \delta$. Notice here that if we assume fall-off like $\partial_\xi C^R_+ = O(R^{-2})$ instead of $\partial_\xi C^R_+ = o(R^{-1-\delta})$ in the harmonic basis and insist on compactifying with $n = 2$, we will have to compute the regular limits using L'Hôpital's rule. This again reinforces the view that we should choose $1 < n < 2$. Since $E^2_+ = C^{(N+)}_+ \chi \partial_\xi V^\xi_+ V_+ \partial_\xi \chi$, we need not discuss the final source term $S(E_+)$, although we expect it can be treated with similar arguments to those above by noting the specific form of $\partial_\xi C^R_+$. It is remarkable that the same flatness assumptions allowing the use of the height-function method work for the optical-Jacobians. It is not clear how to weaken the requirement on $C^R_+$. Whatever the alternative approach it seems that source terms with weaker decay will have to be carried through the transformation to the hyperboloidal slices at some point in the setup and this will break the asymptotics.

3.5. The dynamical transition layer

We have now presented two candidate methods for the use of hyperboloidal slices using a radial compactification in combination with the DF formalism. The only open issue for the optical Jacobians is how to transition from the harmonic coordinates $X^\xi_{\infty}$, or the associated shell coordinates $X^u$ in the central region to the hyperboloidal coordinates $x^\sigma$ in the exterior. The aim of this section is thus to generalize the ‘hyperboloidal layers’ transition approach outlined in section 3.1 for use with the optical Jacobians of section 3.4.

3.5.1. Generalizing the optical Jacobians. It is actually not difficult to perform the transition from harmonic to hyperboloidal coordinates. Let us reconsider the derivation that led to the optical Jacobian equations of motion (135), which started essentially from the requirement that $u$ be a solution to the eikonal equation. Now we replace this condition with,

$$g^{uu} = \chi, \tag{147}$$

where $\chi$ is some scalar function to be specified momentarily. First we introduce $U := T - R$, bearing in mind that for any asymptotically Minkowskian spacetime $U$ is a first approximation to a null-coordinate. We can roughly think of $g^{uu}$ as proportional to $g^{UU}$, i.e.

$$\chi = g^{UU} \bar{\chi} \tag{148}$$

where $\bar{\chi} = \bar{\chi}(r)$ is some suitably chosen transition function in $r$. This way $u$ will be a null-coordinate in the region where $\bar{\chi} = 0$, and $U = U$ in the region where $\bar{\chi} = 1$. The intermediate region, where $\bar{\chi} \neq 0$ and $\bar{\chi} \neq 1$, is called the transition-layer, and serves to smoothly connect
the hyperboloidal region with the standard GHG interior. Defining $E_+, V_i^+$ as before in equation (109) and following exactly the same steps as after equation (133) we obtain,

$$\partial_T \ln E_+ = \left( B_i^\prime - A S_i^\prime \right) \partial_i \ln E_+ + A S^{(E_+)}_i,$$

$$\partial_T V_i^+ = \left( B_i^\prime - A S_i^\prime \right) \partial_i V_i^+ + A S^{(V^+)}_i,$$

(149)

which differs from equation (135) only through the slightly modified sources,

$$S^{(E_+)}_i = (N) K_{S_i} S_i + L S_i - \frac{1}{2} E_+^{-2} \partial_i \chi,$$

$$S^{(V^+)}_i = A^{-1} V_i^{\prime} \partial_i \left( B_i^\prime - A S_i^\prime \right) + \frac{1}{2} E_+^{-1} (N) D_i^\prime \chi.$$  

(150)

Although derivatives of $\chi$ appear, we can use the GHG reduction constraints (10) to rewrite them in terms of the reduction variables, and thus remove any potentially dangerous coupling in the principal part. These equations thus transform in the obvious way, as in (140), when moving to $x^\mu$ coordinates. We propose to perform the transition from the time coordinate $T$ to $t$ in a region with $R = r$, before starting the compactification in the region where $u$ is a true optical function. This is the generalization of the hyperboloidal layers approach to a slice-waggling setup. We expect that in practice coming up with a good choice for the transition and compactification will require some experimentation so we will not give the construction explicitly here.

3.6. Regularization

3.6.1. Renormalized variables. We now start to investigate to what extent the DF GHG evolution equations can be regularized explicitly. With the assumed fall-off rates in mind we define the variables,

$$\tilde{h}_{\mu\nu} = R^\delta \left( g_{\mu\nu} - \eta_{\mu\nu} \right),$$

$$\tilde{\Phi}_i^{\prime \mu\nu} = R^\delta \Phi_i^{\prime \mu\nu} + \delta R^{1-\delta} \delta R^\prime_{i \mu\nu},$$

$$\tilde{\Pi}_i^{\mu\nu} = R^\delta \Pi_i^{\mu\nu},$$

(151)

with $\epsilon > \delta \geq 0$ some constant. In the special case that the error terms in our asymptotics assumptions can be taken as $O(R^{-1})$ we may wish to set $\delta = 1$, but this is only possible if the nonlinear terms have sufficient decay, which we consider in a few paragraphs. It would not be sensible to use these variables in the strong-field region, but to avoid doing so a modification of the layers approach can be taken. The crux of the regularization strategy, which is also described for the wave equation in section 4.1, is to pull as much decay as can be expected out of the evolved variables to try and obtain an evolution system with coefficients as close to unity as possible.

3.6.2. An alternative first order GHG system. In shell-coordinates we choose a first order reduction of the GHG system according to,
\[
\begin{align*}
\partial_t \tilde{h}_{\mu \nu} &= B^\nu \partial_\nu \tilde{h}_{\mu \nu} + A S^{(\tilde{h})}_{\mu \nu}, \\
\partial_t \tilde{\phi}_{\mu \nu} &= B^\nu \partial_\nu \tilde{\phi}_{\mu \nu} - A \partial_\nu \tilde{\Pi}_{\mu \nu} + \gamma_2 A \partial_\nu \tilde{h}_{\mu \nu} + A S^{(\tilde{\phi})}_{\mu \nu}, \\
\partial_t \tilde{\Pi}_{\mu \nu} &= B^\nu \partial_\nu \tilde{\Pi}_{\mu \nu} - A (N)^{\gamma}_{\mu \nu} \partial_\gamma \tilde{\phi}_{\mu \nu} + A S^{(\tilde{\Pi})}_{\mu \nu},
\end{align*}
\]  

with source terms,

\[
\begin{align*}
S^{(\tilde{h})}_{\mu \nu} &= -\tilde{\Pi}_{\mu \nu} + \delta R^{-1} N R \tilde{h}_{\mu \nu}, \\
S^{(\tilde{\phi})}_{\mu \nu} &= -\gamma_2 \tilde{\phi}_{\mu \nu} + R^{-\delta} \left( \frac{1}{2} \tilde{\phi}_{\mu \nu} \tilde{\Pi}_{\mu \nu} + (N)_{\mu \nu} \dot{\phi}_{\mu \nu} \ddot{\phi}_{\mu \nu} \right) \\
&\quad + \tilde{\phi}_{\mu \nu} N \left( \partial_\gamma (\dot{\phi}_{\mu \nu})^\gamma_{\nu} - \delta R^{-1} (N)(\dot{\phi}_{\mu \nu})^\gamma_{\nu} \right),
\end{align*}
\]  

and finally the more complicated,

\[
\begin{align*}
R^k R^l S^{(\tilde{\Pi})}_{\mu \nu} &= -2 \left( \tilde{\nabla}_{(\mu} H_{\nu)} + \gamma_3 \tilde{\Pi}^{\mu \nu} \tilde{C}_{\alpha} - \frac{1}{2} \gamma_4 g_{\mu \nu} \tilde{\Pi}^{\mu \nu} \tilde{C}_{\alpha} \right) \\
&\quad + 2 g_{\alpha \beta} \left( \gamma_5 \tilde{\Pi}_{\alpha \beta} \tilde{\Pi}_{\mu \nu} - \tilde{\Pi}_{\alpha \mu} \tilde{\Pi}_{\beta \nu} - g_{\alpha \beta} \tilde{\Pi}^{\mu \nu} \tilde{\Pi}^{\alpha \beta} \right) \\
&\quad + R^k R^l N \tilde{\Pi}_{\mu \nu} - \frac{1}{2} \tilde{\Pi}_{\alpha \beta} \tilde{\Pi}_{\mu \nu} - \gamma_6 \tilde{\Pi}_{\mu \nu} \tilde{\phi}_{\mu \nu} \\
&\quad - R^k \tilde{\phi}_{\mu \nu} \gamma_7 \tilde{\phi}_{\mu \nu} - (\delta + 1) R R \tilde{\Pi}_{\mu \nu} \\
&\quad - \frac{\delta(\delta - 1)}{R^2 L^2} \tilde{h}_{\mu \nu} + \gamma_0 \left( 2 \frac{\delta^2}{g_{\mu \nu} N^2} - g_{\mu \nu} N^2 \right) \tilde{C}_{\alpha}.
\end{align*}
\]  

The trick here is that the \(\delta\) parameter controls the coefficient of the leading order term in \(R\) near null-infinity. In particular the terms grouped together involving \(\partial_\gamma (\dot{\phi}_{\mu \nu})^\gamma_{\nu}\) cancel when \(\delta = 1\). This can be seen explicitly for the wave equation in section 4.1. Terms appearing with a free-parameter can be given the desired fall-off, and since the remainder is quadratic, we gain fall-off in \(R\). Here we have introduced the shorthand \(\tilde{\Gamma}_{\alpha \mu \nu} = R^k \tilde{\Gamma}_{\alpha \mu \nu}\), which in terms of the evolved variables is,

\[
\begin{align*}
\tilde{\Gamma}_{\alpha \mu \nu} &= (N)_{\alpha \mu \nu} \tilde{\phi}_{\alpha \mu \nu} - \frac{1}{2} (N)_{\alpha \mu \nu} \tilde{\phi}_{\alpha \mu \nu} + N_{(\mu} \tilde{\Pi}_{\nu)} - \frac{1}{2} N_{\mu \nu} \tilde{\Pi}_{\alpha \nu} \\
&\quad - \delta R^{-1} (N)_{\gamma R} \tilde{h}_{\mu \nu}^{\gamma R} + \frac{1}{2} \delta R^{-1} (N)_{\alpha R} \tilde{h}_{\mu \nu}^{\alpha R},
\end{align*}
\]  

for the rescaled GHG Christoffel symbols and also write,

\[
\begin{align*}
\tilde{\phi}_{\mu \nu} &= R^k \dot{\phi}_{\mu \nu}, \\
\tilde{\Pi}_{\mu \nu} &= R^k \tilde{\Pi}_{\mu \nu}, \\
\tilde{h}_{\mu \nu} &= R^k \tilde{h}_{\mu \nu}, \\
\tilde{C}_{\alpha} &= R^k \tilde{C}_{\alpha}, \\
\tilde{\nabla}_{\alpha} H_{\beta} &= R^k \tilde{\nabla}_{\alpha} H_{\beta}, \\
\tilde{\gamma}_0 &= R^k \tilde{\gamma}_0.
\end{align*}
\]  

which is justified if we assume reasonable fall-off on the gauge source functions. It is important to realize that this is a different system of PDEs as compared to (7), since we have modified
the equations of motion by additions of the reduction constraints. The full set of constraints are easily expressed in terms of the new variables.

3.6.3. **Regularized DF GHG system.** Making now the change of independent variables to work in terms of the lower case coordinates, we obtain,

\[
\begin{align*}
\partial_t \tilde{h}_{\mu\nu} & = (\beta^p - \alpha v^p) \partial_p \tilde{h}_{\mu\nu} + \alpha W^{-1} s_{\mu\nu}^{(h)}, \\
\partial_t \tilde{\Phi}^{i}_{\mu\nu} & = \left(\beta^p \delta^i_j - \alpha v^p \delta^i_j + \alpha W^2 \eta(\mathbf{g}^{-1})^p{}_j\right) dp \tilde{\Phi}^{i}_{\mu\nu} \\
& \quad + \alpha W^{-1} g^p_j \left(\gamma_2 \partial_p \tilde{h}_{\mu\nu} - \partial_p \tilde{\Pi}_{\mu\nu}\right) + \alpha W^{-1} s_{\mu\nu}^{(\tilde{\Phi})}, \\
\partial_t \tilde{\Pi}_{\mu\nu} & = \beta^p \partial_p \tilde{\Pi}_{\mu\nu} - \gamma_2 \alpha v^p \partial_p \tilde{h}_{\mu\nu} - \alpha W(\mathbf{g}^{-1})^p{}_j dp \tilde{\Phi}^{i}_{\mu\nu} \\
& \quad + \alpha W^{-1} s_{\mu\nu}^{(\tilde{\Pi})}. 
\end{align*}
\]

Since the principal part of the new system is identical to the old one of equation (19), the system transforms as earlier, so the sources are once again,

\[
\begin{align*}
s_{\mu\nu}^{(h)} & = S_{\mu\nu}^{(h)}, \\
S_{\mu\nu}^{(\tilde{\Phi})} & = S_{\mu\nu}^{(\tilde{\Phi})} + W^2 V^i \left(V^j S_{\mu\nu}^{(\tilde{\Phi})} + S_{\mu\nu}^{(\tilde{\Pi})} - \gamma_2 S_{\mu\nu}^{(h)}\right), \\
S_{\mu\nu}^{(\tilde{\Pi})} & = \gamma_2 S_{\mu\nu}^{(h)} + W^2 \left(V^i S_{\mu\nu}^{(\tilde{\Phi})} + S_{\mu\nu}^{(\tilde{\Pi})} - \gamma_2 S_{\mu\nu}^{(h)}\right). 
\end{align*}
\]

Ultimately, up to the change of variables, we expect the continuum solutions to these equations to have the same asymptotic behavior as in the previous system. Although the regularized formulation still has coefficients that grow with \(R\), overall we have gained an order of \(R^2\) in various coefficients. To avoid repetition we do not give a full discussion of the asymptotics for this system. We expect that the improved coefficients will be helpful in the planned numerical implementation.

3.6.4. **Discussion of asymptotics and the weak-null condition.** We just examined the effect of modifying the evolution variables by multiplying them by powers of \(R\). We saw that multiplying up by a full-power of \(R\) is desirable since then we can remove from the equations of motion all terms relying explicitly on fall-off of the variables at future-null infinity. What’s more, this full power of \(R\) regularization will be helpful for the extraction of GWs. Key to the use of this renormalization is that all non-principal terms fall-off faster than \(O(R^{-2})\). This is because, for the hyperboloidal DF method, when using the renormalized variables we need to multiply up the sources by terms of order \(O(R^{n+1})\), with \(1 < n\). Therefore such a renormalization is not possible for non-linear wave equations with a generic quadratic nonlinearity in first derivatives of the wave-field, but can only be naively employed for systems satisfying the null-condition \([59]\). Roughly speaking this is the requirement that every term quadratic in first derivatives of the evolved fields contains at most one bad derivative in the \(K^a = N^a - S^a\) direction. This direction is bad because the associated derivatives fall-off only like \(O(R^{-1})\). The field equations of the GHG system do not satisfy the null-condition. They do however satisfy the weak-null condition \([60]\) from which we naively expect, under the flatness assumptions of \([60]\), that only one component of the metric fails to fall-off like \(O(R^{-1})\) and rather goes like \(O(R^{-1} \log R)\). Such data can be dealt with under our previous assumptions. We would
however like to exclude this logarithmic growth whenever possible. Therefore, following for example [61], let us assume that the logarithmic growth is absent and examine what requirement is placed upon the data. For this we strengthen our asymptotics assumptions so that in a neighborhood of null-infinity we have,

\[
g_{\mu\nu} = \eta_{\mu\nu} + O(R^{-1}),
\]

\[
\partial_\alpha g_{\mu\nu} = -\frac{1}{2} L_{\alpha} \partial_K g_{\mu\nu} + O(R^{-2}),
\]

\[
\partial_\alpha \partial_\beta g_{\mu\nu} = \frac{1}{4} L_{\alpha} L_{\beta} \partial_K g_{\mu\nu} + O(R^{-2}),
\]

(159)

with \( L^a = N^a + S^a \) and \( K^a = N^a - S^a \), and \( \partial_K g_{\mu\nu} = O(R^{-1}) = \partial_K g_{\mu\nu} \). For the sake of this discussion we assume that the gauge source functions \( H_\mu \) and their derivatives decay sufficiently rapidly that they may safely be ignored. The terms quadratic in first derivatives in the GHG system then all satisfy the null-condition except those like,

\[
M(\partial_K g, \partial_K g) = \partial_K g_{\mu\nu} \left( \frac{1}{2} g^{\mu\alpha} q^{\nu\beta} - \frac{1}{4} g^{\mu\nu} q^{\alpha\beta} \right) \partial_K g_{\alpha\beta}.
\]

To exploit this observation in a free-evolution setup in the first order GHG system, we must add constraints in the form,

\[
C_{\mu} C_\mu - L^2 C_\alpha \partial_K g_{\mu\nu},
\]

(160)

to the equation of motion for \( \Pi_{\mu\nu} \). Defining the modified \( M_{\text{GHG}}(\partial_K g, \partial_K g) \) by making further adjustments using the Harmonic constraints we arrive at,

\[
M_{\text{GHG}} = \frac{1}{4} q^{\alpha\beta} d_K g_{\alpha\beta} d_K s_{KL} + \partial_K g_{\mu\nu} \left( \frac{1}{2} q^{\mu\alpha} q^{\nu\beta} - \frac{1}{4} q^{\mu\nu} q^{\alpha\beta} \right) \partial_K g_{\alpha\beta},
\]

(161)

with the difference,

\[
M_{\text{GHG}}(\partial_K g, \partial_K g) - M(\partial_K g, \partial_K g) = \frac{1}{4} q^{\alpha\beta} C_\alpha d_K g_{\beta KL} - \frac{1}{4} L^2 C_\alpha d_K g_{KL} - \frac{1}{4} K^2 C_\alpha d_K g_{KL},
\]

and \( (N)^{ab} \) defined as elsewhere. In fact there is still quite some freedom in adjusting these expressions. The additional modifications should also be suitably included in the \( \Pi_{\mu\nu} \) equation. Assuming momentarily that all constraints are satisfied we then have,

\[
R_{\mu\nu} \sim M_{\text{GHG}} L_{\mu} L_{\nu} + O(R^{-3}),
\]

(162)

with \( M_{\text{GHG}} = O(R^{-2}) \). Therefore under the assumption (159) we must additionally require that \( M_{\text{GHG}} \) vanishes faster than expected so that the spacetime is asymptotically Ricci flat to order \( O(R^{-2}) \). It is not at all clear that this condition will be propagated under time-evolution by the GHG equations of motion, or if assumption (159) simply breaks down. But the additional requirement is suspiciously like that leading to the Bondi-mass loss formula and therefore seems physically reasonable. Perhaps it would be useful to have a model problem with this structure. This discussion will be expanded by a proper investigation alongside our presentation of the implementation of the DF GHG system on hyperboloidal slices.
4. Numerical experiments

In this section we present our numerical experiments with the DF-formalism. Although our analytic considerations have been concerned with the hyperboloidal DF-representation of the GHG evolution equations, their numerical solution requires some fundamental coding efforts, plus carefully thought out initial data procedures, which we will undertake in a follow-up work. Therefore, numerically we stick with the flat space scalar wave-equation,

\[ \Box \psi \equiv -\partial_\tau^2 \psi + \partial_\gamma \partial^\gamma \psi = 0 , \]  

which serves as a simple but important test-problem for the DF-approach because it can be written in a first order form that is very similar to the first order GHG system. We emphasize that earlier work \cite{36} already described how solutions of equation (163) can be obtained along hyperboloidal time-slices. The major novelties in our approach are that we can do away with the regularization normally used for the wave equation, and even on hyperboloidal slices we can treat nonlinearities which fall-off slower than \( R^{-3} \).

4.1. Wave equation

4.1.1. First order form in shell-coordinates. We prepare the presentation of the DF-version of the wave equation by recalling that the relevant first order reduction of equation (163) in global inertial coordinates \( X^\alpha \), using the variables \( \pi := -\partial_\tau \psi \) and \( \phi_\gamma := \partial_\gamma \psi \), is given by,

\[
\begin{align*}
\partial_\tau \psi &= -\pi, \\
\partial_\gamma \phi_\gamma &= -\partial_\gamma \pi + \gamma_2 \partial_\gamma \psi - \gamma_2 \phi_\gamma, \\
\partial_\tau \pi &= -\partial_\gamma \phi_\gamma
\end{align*}
\]  

subject to the constraint,

\[ C_\gamma = \partial_\gamma \psi - \phi_\gamma . \]  

This corresponds to the first order GHG formulation (7) as closely as possible. After employing shell-coordinates \( X^\chi \) as introduced in section 2.2 we have instead,

\[
\begin{align*}
\partial_\tau \psi &= -\pi, \\
\partial_\gamma \phi_\gamma &= -\partial_\gamma \pi + \gamma_2 \partial_\gamma \psi - \gamma_2 \phi_\gamma, \\
\partial_\tau \pi &= -\partial_\gamma \phi_\gamma + S^{(\pi)},
\end{align*}
\]  

where the source term is,

\[ S^{(\pi)} = -\phi_\gamma \partial_\gamma (\Phi^S \phi_\gamma) . \]  

and the constraint transforms in the obvious way.

4.1.2. Dual-foliation representation. The system (166) complies with the DF recipe-form (23) so that we can simply apply the DF-formalism (24), which gives,

\[
\begin{align*}
\partial_\tau \psi &= -\pi, \\
d_\gamma \phi_i &= W^3 v_i (g^{-1})^\mu \partial_\mu \phi_i + g^\mu \left( \gamma_2 \partial_\mu \psi - \partial_\mu \pi \right) + s_i^{(\phi)}, \\
d_\tau \pi &= W^\mu \partial_\mu \pi - \gamma_2 W^\mu \partial_\mu \psi - W^2 (g^{-1})^\mu d_\mu \phi_i + s^{(\pi)},
\end{align*}
\]  

with sources,
\[ s_i^{(\phi)} = -\gamma_2 \phi_i' + W^2 V_i' \left( \gamma_2 \pi - \gamma_2 V_i' \phi_i' + S^{(\pi)} \right), \]
\[ s_i^{(\pi)} = -\gamma_2 \pi + W^2 \left( \gamma_2 \pi - \gamma_2 V_i' \phi_i' + S^{(\pi)} \right), \]
and constraint,
\[ C_i' = (\varphi^{-1})' \partial_i \psi + V_i' \pi - \phi_i', \]
Taking into account the simplifications of flat-space, the system (168) resembles the DF-version of the GHG system, equation (27), in accordance with our above assertion that the wave equation is comparable with the GHG evolution system.

### 4.1.3. Explicit equations for shell-coordinates with the height-function approach

Let us now specify the coefficients of the evolution equation (168) to our general shell-coordinates. The non-zero metric components in shell-coordinates, as defined in section 2.2, are,
\[
\eta_{\mu' \nu'} = \begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & (N)_{q_{\theta \theta}} & (N)_{q_{\phi \phi}} \\
0 & 0 & (N)_{q_{\phi \theta}} & (N)_{q_{\phi \phi}}
\end{pmatrix},
\]
where \((N)_{A'B'}\) depends on the specific choice of shell-coordinates. Thus we always have \(A = 1, B' = (0, 0, 0)\), \(C_i^\pm = \pm 1\), and related quantities can be trivially found. Then, making some choice for the hyperboloidal coordinate system, we can write equation (168) explicitly. We do not need to waggle the slices, as proposed in section 3.4, because for a stationary background like Minkowski the algebraic height-function approach (39) is sufficient. The hyperboloidal quantities can thus be expressed in terms of \(H'\) and \(R'\). Additionally demanding \(H' = 1 - R'^{-1}\), we could even discard the \(H'\) term if we so wished. To state just a few, we have, e.g. the lapse and the Lorentz factor \(\alpha^2 = W^2 = (1 - H'^2)^{-1}\), the shift \(\beta' = -W^2(H'/R', 0, 0)\), and the boost vectors \(v' = -W(H'/R', 0, 0)\) and \(V_i' = (H', 0, 0)\). Inserting the explicit expressions into (168), we obtain,
\[
\partial_i \phi_R = -\frac{\partial_{\rho} \pi}{R'(1 - H'^2)} - \frac{H' \partial_i \phi_R}{R'(1 - H'^2)}
\]
\[
= -\frac{H'}{1 - H'^2} (N)_{A'B'} \delta_{A'}^A \partial_A \phi_{B'} + \frac{H'}{1 - H'^2} S^{\pi}
\]
\[
+ \frac{\gamma_2}{1 - H'^2} \left( \partial_i \psi - H' \pi - \phi_R \right),
\]
\[
\partial_i \phi_{A'} = -\delta_{A'}^A \partial_A \pi + \gamma_2 \left( \delta_{A'}^A \partial_A \psi - \phi_{A'} \right),
\]
\[
\partial_i \pi = -\frac{H' \partial_i \pi}{R'(1 - H'^2)} - \frac{1}{R'(1 - H'^2)}
\]
\[
= -\frac{1}{1 - H'^2} (N)_{A'B'} \delta_{A'}^A \partial_A \phi_{B'} + \frac{1}{1 - H'^2} S^{\pi}
\]
\[
+ \frac{\gamma_2}{1 - H'^2} \left( \partial_i \psi - H' \pi - \phi_R \right). \tag{172}
\]

\[ \pi = (\varphi^{-1}) \partial_i \psi + V_i \pi - \phi_i. \]
Evidently, at first sight the coefficients are not all regular at null-infinity. Implicitly, however, all of them take a finite limit. To understand this let us replace $H' = 1 - \frac{g_{\mu\nu}}{\pi'}$, and consider the asymptotics of, e.g., $\frac{H'}{\pi'}$. One obtains $\frac{H'}{\pi'} = R' \frac{1}{\frac{\gamma_2}{2}} \rightarrow R'/2 = O(R^n)$. Following this logic, most terms can be made explicitly regular, while only a few remain problematic. Among the problematic ones are those multiplied by $\gamma_2$ but let us not worry about them because $\gamma_2$ can be chosen at will. Concerning the $R^{(N)}q^{A'B'}$ terms, we get easily rid off the apparent failure once specifying explicit shell-coordinates because any shell-coordinates satisfy $(N)q^{A'B'} \sim O(R^{-2})$. Consequently, the only real problematic term hides in $\frac{H'}{\pi'} S'$. Using that for shell-coordinates we have,

$$\frac{\partial (\partial_\delta \phi R)}{\pi'} = (2/R, O(R^{-2}), O(R^{-2})),$$

we see the problematic $\frac{H'}{\pi'} \phi R 2/R$ term. Here we actually depend on the correct fall-off of the field $\phi R$. Indeed, in three spatial dimensions solutions to the wave equation fall-off like $O(R^{-1})$, and so do the variables $\phi R$ and $\pi$. Thus, for $n < 2$ there is absolutely no problem because $\frac{H'}{\pi'} \phi R 2/R \rightarrow 0$ at null-infinity, which supports our view that $n < 2$ compactifications are advantageous. The $n = 2$ case, instead, requires us to use L'Hôpital’s rule for the not-explicitly regular coefficients at null-infinity, as alluded to in section 3.3, when comparing the DF-formalism with the standard conformal compactification. This procedure is described in section 4.2 below. Note that, if one wishes to restrict $\gamma_2$, which was found in our asymptotic analysis in to be necessary, the same argument of the correct fall-off of the fields holds for the problematic $\gamma_2$ terms. In summary, we have convinced ourselves now that implicitly all coefficients take a regular limit, even for the 'conformal' case $n = 2$. The discussion of regularity for GR in section 3.3 is not more sophisticated than this, except that we were careful to assume fall-off much weaker than that expected for physical solutions.

### 4.1.4. Regularization.

Since we know that solutions to the wave equation fall off like $R^{-1}$, there is hope that the coefficients can be improved by considering suitably rescaled fields. The idea is that it would already help if one could turn some $O(R^2)/O(R^2)$ coefficient to $O(R)/O(R)$. We therefore try and rescale the variables by powers of $R$, and, following the standard conformal approach for the wave equation [36], we define,

$$\tilde{\psi} = R^i \psi, \quad \tilde{\pi} = R^i \pi,$$

$$\tilde{\phi}_R = R^i \phi_R + \delta R^{i-1} \psi, \quad \tilde{\phi}_N = R^i \phi_N,$$

with $\delta \geq 0$ some constant, and now $\tilde{\phi}_R$ will be a regular function with reduced decay in $R$. We then take as variables $(\tilde{\psi}, \tilde{\phi}_N, \tilde{\pi})$. The choice for $\tilde{\phi}_R$ gives $\tilde{\phi}_R = \partial_i \tilde{\psi}$ when the reduction constraints are satisfied, and leads to convenient cancellations in the new equations-of-motion. Note that if we view the wave equation as a model for GR, the analogous normalization of $g_{\mu\nu}$ can not be used directly, see instead the rescaled fields in equation (151). The evolution equations for $(\tilde{\psi}, \tilde{\phi}_N, \tilde{\pi})$ in the upper case coordinates are easily obtained, obtaining equations (171) and (173) and that $\tilde{\phi}_R \equiv \partial_i \tilde{\psi}$. The system reads,

$$\partial_t \tilde{\psi} = -\tilde{\pi},$$

$$\partial_t \tilde{\phi}_N = -\partial_\delta \tilde{\pi} + \gamma_2 \partial_\delta \tilde{\psi} - \gamma_2 \tilde{\phi}_N,$$

$$\partial_t \tilde{\pi} = -\partial_\delta \tilde{\phi}_N + \tilde{S'},$$

(175)
whose structure almost coincides with the ‘untilded’ version, equation (166), except for the source term,

$$\tilde{S}(\pi) = \frac{\delta - 1}{R} \left( 2 \Phi_R - \frac{\delta}{R} \tilde{\psi} \right) - \tilde{\phi}_A \partial_i (\Phi_S) A'_i. \quad (176)$$

see equation (167). Applying the DF-formalism (24) to the system (175), we obtain the new DF-system,

$$\partial_t \tilde{\psi} = -\tilde{\pi},$$

$$\partial_t \tilde{\phi}_R = -\frac{\partial_t \tilde{\pi}}{R \left(1 - H' R \right)} - \frac{H' \partial_r \tilde{\phi}_R}{R \left(1 - H' R \right)} + \frac{H'}{1 - H' R} \tilde{S}(\pi),$$

$$\partial_t \tilde{\phi}_A = -\delta^{A'}_A \partial_A \tilde{\pi} + \gamma_2 \left( \delta^{A'}_A \partial_A \tilde{\psi} + \tilde{\phi}_A \right),$$

$$\partial_t \tilde{\pi} = -\frac{H' \partial_r \tilde{\pi}}{R \left(1 - H' R \right)} - \frac{\partial_r \tilde{\phi}_R}{R \left(1 - H' R \right)} - \frac{1}{1 - H' R} \left( N q^A \delta^{A'}_A \partial_A \tilde{\phi}_A + \frac{1}{1 - H' R} \tilde{S}(\pi) \right) + \frac{\gamma_2 H'}{1 - H' R} \left( \frac{\partial_t \tilde{\psi}}{R} + H' \tilde{\pi} - \tilde{\phi}_R \right). \quad (177)$$

Comparing with equation (172), we see that the system’s structure is identical modulo the change to tilde-variables, except that the coefficient multiplying the worst term contained in $S(\pi)$, can be reduced in $\tilde{S}(\pi)$ and even set to vanish if we choose $\delta = 1$. Thus, demanding a strong-enough fall-off of $\gamma_2$, or even setting $\gamma_2 = 0$, we expect that this system performs much ‘cleaner’ than equation (172) in a numerical implementation. In appendix we present the equations of motion (177) explicitly in the special case that the shell coordinates are spherical polar.

4.2. Implementation

We have implemented the wave equation in the form (177) in the bamps pseudospectral code [4, 62, 63]. Full details will be discussed when we present our implementation of the DF GHG system but here we nevertheless want to highlight some key facts.

4.2.1. Technical development to the bamps infrastructure. The bamps code relies on a multidomain method involving communication of the solution between neighboring patches. Previously tensor variables were stored in a global Cartesian basis so no transformation of the variables was needed for this communication. In the present setup however we need to use the shell coordinate basis for the representation of our reduction variables $\tilde{\phi}_i$, and in
the case of GHG we may even need to couple solutions of different PDE systems across patches. The latter occurs because in the strong-field region we may want to set the GHG formulation parameter to the standard value $\gamma_1 = -1$, whereas in the hyperboloidal layer we want $\gamma_1 = 0$. To deal with this we have setup the code so that a particular physics ‘project’ can have different equations of motion in different patches. The transformation of variables must be taken into account in the boundary communication. In fact the result across different shell boundaries in the angular direction is straightforwardly derived: Angular tensor components in the target shell are computed as simple linear combinations of purely angular tensor components of the neighboring shell. The radial components transform trivially in this case. The result across the strong-field region to shells boundaries is constructed by applying the full Jacobian (15).

4.2.2. Implementation of L'Hôpital’s rule regularization for formally singular terms. When using $n = 2$ compactification and evolving without regularizing the variables, we apply L’Hôpital’s rule on the source terms $W^2S(\pi)$ and $W^2V_\pi(\pi)$ in equation (168) to compute their finite values at $r = S$. After performing a characteristic decomposition of $\phi_R = \frac{1}{2}(u^+ - u^-)$ and using that solutions to the wave equation fall off like $u^+ = O(R^{-1})$ and $u^- = O(R^{-2})$, we find,

$$\lim_{r \to S} W^2S(\pi) = -\frac{1}{2}\partial_r(\pi + \phi_R),$$
$$\lim_{r \to S} W^2V_\pi(\pi) = \frac{1}{2}\partial_r(\pi + \phi_R),$$
$$\lim_{r \to S} W^2V_\pi(\pi) = 0.$$  \hspace{1cm} (178)

This is implemented in the obvious way by adjusting the sources at, and only at null-infinity.

4.2.3. The cartoon method and mirror symmetries on hyperboloidal slices. For axisymmetry, bamps supports a 2D reduction, called the cartoon method [64, 65]. This is based on the vanishing Lie derivative $\mathcal{L}_\phi T = 0$ for any tensor $T$ along the $\phi^i = (-y, x, 0)$-direction. A transformation of the Lie vector $\phi$ was necessary to make this method compatible with the new shell coordinate basis. We refer to the notation of [4] ($x^\prime = (\bar{x}, \bar{y}, \bar{z})$) and want to state the resulting modified cartoon formulas for patches oriented in $x$ direction (XP) and in $z$ direction (ZP): XP: \begin{align*}
\partial_\bar{y} u(x, 0, \bar{z}) &= 0, \\
\partial_\bar{z} v^\bar{y}(x, 0, \bar{z}) &= 0, \\
\partial_\bar{z} v^\bar{z}(x, 0, \bar{z}) &= \bar{z} v^\bar{y}(x, 0, \bar{z}),
\end{align*}

ZP: \begin{align*}
\partial_\bar{z} u(\bar{x}, \bar{y}, 0) &= 0, \\
\partial_\bar{z} v^\bar{y}(\bar{x}, \bar{y}, 0) &= -\frac{v^\bar{y}(\bar{x}, \bar{y}, 0)}{\bar{y}}, \\
\partial_\bar{z} v^\bar{z}(\bar{x}, \bar{y}, 0) &= \frac{v^\bar{z}(\bar{x}, \bar{y}, 0)}{\bar{y}}.
\end{align*} \hspace{1cm} (179)

Similarly, bamps is able to handle mirror symmetries along the $x$, $y$ and $z$ directions. The corresponding transformation behavior of a tensor component was only implemented for Cartesian coordinates and had to be carried out in the shell coordinates. This results in odd or
even angular vector components, depending on shell orientation and symmetry surface. Scalar functions and radial vector components always have even behavior.

4.2.4. The energy method and communication of data via the penalty method. Our numerical method relies on the existence of a continuum PDE energy to communicate data between grids. The basic energy on the hyperboloidal slice is built from the density,

\[ \varepsilon = \Lambda \psi^2 + 2 \gamma \psi \left( \pi - V' \phi'_R \right) \]

\[ + \left( \pi - V' \phi'_R \right)^2 + (N^{-1}) \frac{\nabla^2 \phi _R \phi'_R}{2}, \]

with \( \Lambda^2 > \gamma^2 \). For symmetric hyperbolicity we require that this is everywhere positive definite in the evolved variables. But on the hyperboloidal slice we have,

\[ (N^{-1}) \frac{\nabla^2 \phi _R \phi'_R}{2} = 1 - \pi \phi'_R = O(R^{-n}), \]

so we lose control of the radial reduction variable \( \phi_R \) as we head towards null-infinity. Remarkably this is no problem for our numerical work, because at this boundary we do not require boundary conditions, and the required control of \( \phi_R \) is maintained. We therefore use our standard pseudospectral penalty method as described in [4]. By working with regularized variables and maybe including suitable weights in the energy estimate, we expect that the missing control can be regained. Such improved energies may even lead to superior approximation methods. This will be investigated in detail in future work.

4.2.5. Computation of regular coefficients. Although the equations of motion (177) have regular coefficients on the right hand side, they are formed from divergent quantities. Therefore care is needed in the implementation if we are to maintain accuracy and avoid ‘NaNs’. Fortunately the complete equations can be built from the following regular combinations of \( R^{-1} \) and \( H' \),

\[ \frac{R^{-1}}{R^2} = \frac{\Omega^\frac{1}{n-1}}{\tilde{r} + \Omega^\frac{1}{n-1} R_i}, \quad \frac{R'}{R^2} = \left( \Omega + \frac{\tilde{r} + \tilde{S} + \Omega^\frac{1}{n-1} R_i}{\tilde{r} + \Omega^\frac{1}{n-1} R_i} \right)^{\frac{1}{2}}, \]

where we write,

\[ \tilde{r} = r - R_i, \quad \tilde{S} = S - R_i, \quad \Omega = 1 - \tilde{\chi}^2 \tilde{S}^2, \]

with \( \tilde{\chi} \) a transition function between 0 and 1. These expressions can be used whilst varying \( n \), our measure of the rate of compactification.

4.3. Numerical results

4.3.1. Initial data. As initial data we always choose \( \pi = 0 \) combined with either,

\[ \psi(r, \theta, \varphi) = \sqrt{\frac{15}{32\pi}} e^{-\left(\frac{r-r_0}{\sigma}\right)^2} \sin^2 \theta \cos 2\varphi \]

\[ \sqrt{1 + K(r)^2}, \]

or

\[ 43 \]
\begin{equation}
\psi(r, \theta) = e^{-r^2 - z_0^2 + 2\sigma r \cos \theta \sqrt{1 + R(r)^2}},
\end{equation}

for axisymmetry. We typically choose \( r_0 = 3, \sigma = 0.6 \) and \( z_0 = 0.2 \). From this we use reduction constraint (170) to set the variable \( \phi \). The tests were performed on a desktop machine with 8 GB of memory and 4 cores. We run the code in parallel with MPI as discussed in [4]. With our standard setup, a 3d run with \( N = 23 \) points per dimension computes at roughly 10 time units per hour. We always employ the same grid, whose setup can be understood from figure 3. We do not subdivide patches and the grid has \( R_1 = 4.5 \) and \( S = 7.5 \). Table 2 contains a summary of the runs performed.
4.3.2. Basic results with $n = 2$ hyperboloidal slices. The dynamics of a typical evolution with initial data (184) are presented in figure 3; the wave propagates out and leaves the domain through null-infinity almost without reflection. Using neither regularization of the evolved fields or filtering the basis coefficients we find that the expected fall-off of the field at the outer boundary is violated as $\psi$ differs slightly from zero. This effect however converges away rapidly with resolution. Note that this setup is particularly interesting because of the close similarity to the problem of the wave equation in the AdS spacetime. Using the filter in all directions, which is expected to be necessary for nonlinear problems, we find that the method is unstable. We suspect that this is caused by the fact that the radial filter does not respect the expected fall-off of the fields, and violates the delicate L’Hôpital limiting procedure used at null-infinity for this setup. Adjusting the filter so that only the angular directions are treated cures the instability. Therefore we expect that a more carefully constructed radial filter would work. We now focus the discussion on the case most studied in the literature, namely $n = 2$ hyperboloidal compactification with the maximum $O(R)$ renormalization of the fields. By

Figure 4. Convergence of the norm of the constraints $C_i'$ as resolution is increased in our wave equation experiments with $O(R)$ regularization of the evolved fields and the filter. The initial data was given by (184). In fact we see slightly cleaner convergence of the constraints in these experiments if we do not filter [4] the Chebyshev coefficients, but for nonlinear problems we expect that the filter is needed, and therefore only present results with it.
construction now $\psi$ vanishes at null-infinity. The outgoing wave does leave behind a small amount of noise which we see as $C_i'$ constraint violation. That this violation converges away rapidly with resolution is demonstrated in figure 4. Since our asymptotics require that the constraint damping parameter $\gamma_2$ fall-off as $R$ increases, a concern may be that the constraint damping scheme is ineffective in these evolutions. In figure 5 we look at the constraint violation in space with and without this damping. It turns out that the constraint damping is still effective, possibly because the definition of the constraint $C_i'$ combined with the hyperboloidal coordinates conspires to suppress the appearance of violations. We performed a set of runs with initial data (185) both with and without the cartoon symmetry reduction. We see good agreement between the two sets and comparable convergence of errors. Within our range of resolutions the cartoon runs ran between 10 and 23 times faster than the 3d tests, with larger speedups at higher resolution.

4.3.3. Results with $n < 2$ hyperboloidal slices. Although it is most straightforward to compare $n = 2$ results with the literature, in our analysis of the GHG system we found that it will be more convenient to choose initial data with compactification parameter $n < 2$, especially

![Figure 5. A comparison of the squared constraints $C_i'C_i$ in space at $t = 25$ in the evolution of initial data (184), with and without constraint damping switched on. Note that we suppress (by $R^{-1}$) the central value of the damping parameter $\gamma_2$ in the hyperboloidal region. Here the hyperboloidal layer starts at $R_i = 4.5$ and null-infinity is at $S = r = 7.5$, and we see that the constraint damping is having the desired effect.](image-url)
Since then L’Hospital’s rule is not required. Therefore we performed tests also with this setup. Starting with $n = 3/2$ we ran the code using the filter in all directions without regularizing the variables. Here we find that the instability that we saw previously with $n = 2$ is no longer present, and the results converge nicely. We then moved on to use the regularized variables. Since we saw good agreement before with and without symmetry reduction here we ran only faster cartoon tests. Qualitatively we find the same dynamical behavior as before, as expected. Again constraint violation converges away rapidly with resolution.

4.3.4. Wave equation with nonlinear sources. As a final test we return to $n = 2$ slices and consider the field equation,

$$\nabla^a \nabla_a \psi - \psi^p = 0,$$

in flat space, a nonlinear modification of the wave-equation, for which numerical results with a hyperboloidal compactification were previously presented with $p = 3$ in [66]. It is trivial to add the additional term to the equations of motion. Starting with the regularized variables and $p = 3$, we took initial data (184) and found again qualitatively similar results and convergence of the method. Doubling the size of the initial pulse also makes little difference to the outcome, indicating that the data is small enough that the evolution is essentially linear. To test our method against a much more aggressive nonlinearity we chose $p = 2$, and evolved with $n = 3/2$, with the filter and without regularization of the evolved variables. We saw in the previous paragraph that this setup works without the nonlinear term; with it we see that for short times the method converges nicely as desired, before the solution rapidly explodes. We plan to study the blow-up of solutions to nonlinear equations in detail in the future.

5. Conclusion

Continuing our research programme on the evolution of extreme spacetimes with the bamps code we turned our attention to the problem of null-infinity, for which we want an explicit numerical treatment. Once this is in place we hope to be able to treat the threshold of blackhole formation comprehensively. Our approach is to employ the DF formalism [5] together with the generalized harmonic formulation of GR to evolve hyperboloidal initial data. The simplest strategy for this is to use a hyperboloidal layer [36], built upon a height-function change to the time coordinate. But the DF formalism gives us the freedom to effectively choose the height-function dynamically which affords sharp control of the outgoing radial coordinate lightspeed in the hyperboloidal coordinates. The use of optical Jacobians, or rather solutions to the eikonal equation, was key to our construction.

As a first step towards implementation of the method we tested the wave equation in flat-space using the DF approach. This leads to a related, but distinct set of equations as compared with the standard approach to the wave equation [36] with the conformal treatment. The wave equation is a particularly good toy model for the proposed method because as pulses propagate out under GHG formulation, the field equations resemble more and more closely those of the flat-space wave equation. The experiments were a success. Firstly the reduction constraints converge rapidly as resolution is increased. Secondly additional nonlinear terms did not cause the method to break down. Finally the generalized slices of [54], which give us greater deal of flexibility in the asymptotic behavior near null-infinity, gave comparable results to the standard choice. Although these results are no guarantee that the full approach will work for GR, they are very encouraging.
Natural questions concern the generality and applicability of the proposed method. (i) Are suitable initial data readily available using standard methods? (ii) How closely is the construction tied to the generalized harmonic formulation? (iii) Could the method be used for second order in space formulations of GR? (iv) Are there other possibilities for the treatment of null-infinity within the same code infrastructure? To answer (i), as far as initial data is concerned, hyperboloidal data are not available in exactly the form we would require. But there is a wealth of experience in creating hyperboloidal data with the conformal approach, see for example [67–70], so it is expected that, although a research project by itself, their construction will not be a show-stopper. (ii) We expect that the use of other first order formulations of GR will be straightforward with the approach provided that the matrix \((1 + \Lambda V)\) remains regular for all subluminal \(V_i\). Another possible complication is that if there are superluminal speeds in the system boundary conditions will be needed at null-infinity, undoing one of the major advantages of the hyperboloidal compactification. (iii) The use of second order in space formulations will require more care than the approach presented here, because derivatives of the hyperboloidal Jacobians will appear in the metric equations of motion, so that the asymptotics near null-infinity will have to be carefully reconsidered. We suggest that the answer to (iv) is no. An obvious alternative would be to use the DF approach for Cauchy-characteristic-matching. This could be done by solving the first order GHG system in the weak-field region on characteristic-slices and then communicating data in the standard way through the boundary of the Cauchy region. This would have the advantage over current attempts that the same PDE system would be solved over the whole domain, but just using different coordinates in different regions. This should make the matching conditions more straightforward.

It is hoped that in the near future dynamical spacetimes will come under robust control with the proposed method. In that case our ongoing study of the critical collapse of gravitational waves will tie directly to null-infinity, and should allow significant progress in the numerical investigation of the weak cosmic censorship conjecture.

Acknowledgments

It is a pleasure to thank Marcus Ansorg, Sebastiano Bernuzzi, Sascha Husa, Rodrigo Panosso-Macedo, Sebastian Möckel, Juan-Antonio Valiente-Kroon, David Schinkel and Alex Vañó-Viñuales, for helpful discussions. We are especially grateful to Juan-Antonio Valiente-Kroon for making his forthcoming monograph available to us before publication. This work was supported in part by the Graduierten-Akademie Jena. We acknowledge the use of the LRZ machine SuperMUC.

Appendix. Flat space DF wave equation in spherical-polar coordinates

In this appendix we want to complement section 4.1’s analytic discussion on the DF wave equation in flat space by choosing as shell-coordinates the well-known spherical-polar coordinates, coordinates

\[
\begin{align*}
X &= R \sin \theta \cos \phi \\
Y &= R \sin \theta \sin \phi \\
Z &= R \cos \theta,
\end{align*}
\]  

(A.1)
which fulfill all conditions demanded of ‘shell’-coordinates as defined in section 2.2. For these coordinates we obtain $q_{AB}^{N} = \text{diag}(R^2, R^2 \sin^2 \theta)$, and $\partial_{i}(\Phi_{Sh})_{i}' = (2/R, \cot(\theta)/R^2, 0)$. Inserting the specific expressions into equation (172) yields,

$$
\partial_{t} \phi_{R} = -\frac{H'}{1 - H'^2} \left( \frac{1}{R} \partial_{r} \phi_{R} + \frac{2}{R} \phi_{R} - \gamma_{2} \pi + \gamma_{2} H' \phi_{R} \right) \\
- \frac{H'}{1 - H'^2} \left( \frac{\partial_{\theta}(\sin \theta \phi_{\theta})}{R^2 \sin \theta} + \frac{\partial_{\phi} \phi_{\phi}}{R^2 \sin^2 \theta} \right) - \gamma_{2} \phi_{R} \\
+ \frac{\gamma_{2} \partial_{r} \psi - \partial_{r} \pi}{R' (1 - H'^2)},
$$

(A.2)

for the radial reduction variable,

$$
\partial_{t} \phi_{A}' = \gamma_{2} (\partial_{A} \psi - \phi_{A}) - \partial_{A} \pi,
$$

(A.3)

for the angular reduction variables, and,

$$
\partial_{t} \pi = -\frac{H'}{R' (1 - H'^2)} - \frac{1}{1 - H'^2} \left( \frac{1}{R} \partial_{r} \phi_{R} + \frac{2}{R} \phi_{R} \right) \\
+ \frac{\gamma_{2} H'}{(1 - H'^2) \sin \theta} \left( \frac{1}{R} \partial_{r} \psi - \phi_{R} + H' \pi \right), \\
- \frac{\partial_{\theta}(\sin \theta \phi_{\theta})}{R^2 (1 - H'^2) \sin \theta} - \frac{\partial_{\phi} \phi_{\phi}}{R^2 (1 - H'^2) \sin^2 \theta},
$$

(A.4)

for the wave equation proper. Evidently the spherical polar coordinate singularity would cause problems, which is why we avoid these coordinates. Spontaneously here one would be concerned about the $O(R)$ and $O(R^2)$ coefficients multiplying the source terms. But again solutions to the wave equation fall-off like $O(R^{-1})$, and the combination $\phi_{R} - \pi$ falls off one order faster, so choosing $\gamma_{2} = O(R^{-1})$ is sufficient for regularity of these terms as we approach null-infinity. Inserting the explicit expressions into the $O(R)$ regularized version, see equation (174) with $\delta = 1$, gives,

$$
\partial_{t} \tilde{\psi} = -\tilde{\pi}, \\
\partial_{t} \tilde{\phi}_{A}' = \gamma_{2} (\partial_{A} \tilde{\psi} - \tilde{\phi}_{A}) - \partial_{A} \tilde{\pi}.
$$

(A.5)

For the radial reduction variable we have

$$
\partial_{t} \tilde{\phi}_{R} = -\frac{H'}{1 - H'^2} \left( \frac{1}{R} \partial_{r} \tilde{\phi}_{R} - \gamma_{2} \tilde{\pi} + \gamma_{2} H' \tilde{\phi}_{R} \right) \\
- \frac{H'}{1 - H'^2} \left( \frac{\partial_{\theta}(\sin \theta \tilde{\phi}_{\theta})}{R^2 \sin \theta} + \frac{\partial_{\phi} \tilde{\phi}_{\phi}}{R^2 \sin^2 \theta} \right) - \gamma_{2} \tilde{\phi}_{R} \\
+ \frac{\gamma_{2} \partial_{r} \tilde{\psi} - \partial_{r} \tilde{\pi}}{R' (1 - H'^2)}.
$$

(A.6)

Finally the wave equation becomes,
\[ \partial_t \tilde{\pi} = - \frac{H' \partial_t \tilde{\pi}}{R'(1 - H'^2)} - \frac{\partial_r \tilde{\phi}_R}{R'(1 - H'^2)} + \frac{\gamma_2 H' \partial_r \psi}{R'(1 - H'^2)} 
- \frac{\partial_\theta (\sin \theta \tilde{\phi}_\theta)}{R^2(1 - H'^2) \sin \theta} 
- \frac{\partial_\phi \tilde{\phi}_\phi}{R^2(1 - H'^2) \sin^2 \theta} + \frac{\gamma_2 H'^2 \tilde{\pi}}{1 - H'^2}. \] 

(A.7)
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