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Abstract
Weakly supervised data are widespread and have attracted much attention. However, since label quality is often difficult to guarantee, sometimes the use of weakly supervised data will lead to unsatisfactory performance, i.e., performance degradation or poor performance gains. Moreover, it is usually not feasible to manually increase the label quality, which results in weakly supervised learning being somewhat difficult to rely on. In view of this crucial issue, this paper proposes a simple and novel weakly supervised learning framework. We guide the optimization of label quality through a small amount of validation data, and to ensure the safeness of performance while maximizing performance gain. As validation set is a good approximation for describing generalization risk, it can effectively avoid the unsatisfactory performance caused by incorrect data distribution assumptions. We formalize this underlying consideration into a novel Bi-Level optimization and give an effective solution. Extensive experimental results verify that the new framework achieves impressive performance on weakly supervised learning with a small amount of validation data.

1. Introduction
Weakly supervised data (Zhou, 2017) commonly appears in machine learning tasks due to the high cost in collecting of a large amount of strong supervision data. Examples include incomplete supervision data, i.e., only a small subset of training data is given with labels; inexact supervision data, i.e., only coarse-grained labels are given, and inaccurate supervision data, i.e., the given labels are not always ground-truth (Zhou, 2017). Learning with weakly supervised data plays an important role in various applications, including text categorization (Joachims, 1999), semantic segmentation (Vezhnevets et al., 2012), bioinformatics (Kasabov & Pang, 2004), natural language processing (Huang et al., 2014), medical care (Wang et al., 2017), etc.

A large number of efforts for weakly supervised learning (WSL) have been devoted (Zhou, 2017; Chapelle et al., 2006; Settles, 2012; Frénay & Verleysen, 2014), e.g., semi-supervised learning methods (Chapelle et al., 2006), label noise learning methods (Frénay & Verleysen, 2014), etc. Existing methods can roughly be categorized into two classes from the objective perspective. One is to maximize the performance gain based on some distribution assumption and the other is to maintain the performance safeness based on the worst-case analysis.

The first objective of WSL focuses on maximizing the performance by making assumptions on the true label structure. For example, to maximize learning performance on unlabeled data, transductive support vector machines (TSVMs) (Joachims, 1999) adopt the low-density assumption (Chapelle & Zien, 2005), i.e., the decision boundary should lie in a low-density region. Label propagation algorithms (Zhu et al., 2003) spread the soft labels from few labeled nodes to the whole graph based on the manifold assumptions (Zhou et al., 2004). To maximize learning performance with noisy labeled data, one can try to improve the label quality by assuming that the mislabeled items can be detected by measures like classification confidence (Sun et al., 2007), model complexity (Gamberger et al., 2000), influence functions (Koh & Liang, 2017).

It is generally expected that in comparison with a supervised algorithm that uses only labeled data, WSL can help improve the performance by using more weakly supervised data. However, it is noteworthy that bad matching of problem structure with model assumption can lead to degradation in learning performance. The fact that WSL does not always help has been observed by multiple researchers, (Cozman et al., 2003; Chawla et al., 2005; Chapelle et al., 2006; Van Hulse & Khoshgoftaar, 2009; Frénay & Verleysen, 2014; Li & Zhou, 2015) pointed out that there are cases in which the use of the weakly supervised data may degenerate the performance, making it even worse after WSL.

Therefore, the other objective of WSL that focus on main-
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Figure 1. Illustration for the behaviors of three WSL methodologies: maximize gain, maintain safeness and user expected performance.

Obtaining the safeness has attracted significant attraction in recent years. (Li & Zhou, 2011; 2015) builds safe semi-supervised SVMs through optimizing the worst-case performance gain given a set of candidate low-density separators. (Balsubramani & Freund, 2015) proposes to learn a safe prediction given that the ground-truth label assignment is restricted to a specific candidate set. (Guo & Li, 2018) proposes a general safe WSL formulation given that the ground-truth can be constructed by a set of base learners and they optimize the worst-case performance gain. These methods are developed to alleviate the performance degeneration problem of WSL based on analyzing the worst-case of the ground-truth, and these efforts typically cause conservative performance improvement.

However, in many practical tasks, we not only need a strong performance improvement but also need to ensure safeness, that is, we need to take into account both the best and the worst case of learning performance. Both are indispensable, because any dissatisfaction may not be what we hope to happen in the real applications, causing the results of weakly supervised learning being somewhat difficult to rely on.

In this work, we consider the question of how to optimize label quality for WSL such that both the best-case and the worst-case performance are considered. Figure 1 illustrates the motivation for this work. Specifically, let \( p_0 \) be the performance derived from baseline supervised strategies without using weakly supervised data and \( p_* \) be the performance derived from weakly supervised learning with correct data assumption. How to optimize the training set labels, such that the learned performance \( p \) could be closely related to \( p_* \), meanwhile it would not be worse than \( p_0 \).

In view of this issue, this paper proposes a simple and novel weakly supervised learning framework PGS (maximize Performance Gain while maintaining Safeness). Our framework uses a small amount of validation data to clearly guide label quality optimization. Because verification set is a good approximation for describing generalization risk, it can provide reliable and powerful guidance for performance improvement and performance safeness. At the same time, the verification set can effectively avoid the performance problems caused by incorrect data distribution assumptions.

This new perspective of weakly supervised learning can be formalized into a novel Bi-Level optimization (Bard, 2013) where one optimization problem is nested within another problem and can be effectively addressed for both convex and non-convex situations. A large number of experimental results also clearly confirm that the new framework achieves impressive performance. In summary, our contributions in this work are as follows:

- We propose a new weakly supervised learning framework that tries to maximize the performance gain and maintain safeness at the same time.
- We propose a reliable solution by formulating the problem into an optimization with effective algorithm, as well as justified by a large number of experiments.

In the following, we first review several related WSL frameworks and then present the PGS framework. Next, we show the experiment. Finally, we conclude this paper.

2. Two WSL Frameworks and Limitations

Notations and Setup Consider a prediction problem from some input space \( \mathcal{X} \) (e.g., images) to an output space \( \mathcal{Y} \) (e.g., labels). We are given a weakly supervised training data set \( D_{tr} = \{\mathbf{x}_i, \mathbf{y}_i\}_{i=1}^{n} \) where \( (\mathbf{x}_i, \mathbf{y}_i) \in \mathcal{X} \times \mathcal{Y} \). Assuming that the true data distribution is \( D = \{\mathbf{x}, \mathbf{y}^*\} \). Let \( \theta_0 \) be the model derived from baseline supervised learning (SL) methods without WSL, i.e., \( \theta_0 = \text{SL}(\mathbf{x}, \mathbf{y}) \) and \( \theta \) be the model derived from WSL methods, i.e., \( \theta = \text{WSL}(\mathbf{x}, \mathbf{y}) \).

Maximize Performance Gain The first branch of WSL aims to maximize gain, i.e.,

\[
\max_{\theta} \max_{\mathbf{y}^*} \quad \text{per} f(\theta, \mathbf{x}, \mathbf{y}^*) \\
\text{s.t.} \quad \theta = \text{WSL}(\mathbf{x}, \mathbf{y}^*)
\]

(1)

where \( \text{per} f(\theta, \mathbf{x}, \mathbf{y}^*) \) is the performance of model \( \theta \) on true data distribution \( \{\mathbf{x}, \mathbf{y}^*\} \) which is unknown. It is assumed that the higher the performance, the better.

These methods (Chapelle & Zien, 2005; Sun et al., 2007; Gamberger et al., 2000; Koh & Liang, 2017) make assumptions on the true label structure and aim to maximize the best-case performance where best-case means the true label \( \mathbf{y}^* \) follows assumptions of these WSL methods. However, mismatched assumption occurs in real applications and will cause performance degeneration problem (Zhou, 2017).
Maintain Performance Safeness: The second branch of WSL aims to maintain safeness, i.e.,

$$\max_{\theta} \min_{y} \{ perf(\theta, x, y^*) - perf(\theta_0, x, y^*) \}$$  \hspace{1cm} (2)$$

s.t. $\theta_0 = SL(x, y)$ $$\theta = WSL(x, y')$

These methods (Li & Zhou, 2011; 2015; Balsubramani & Freund, 2015; Guo & Li, 2018) maximize the worst-case performance gain to maintain safeness, i.e., considering the true label $y^*$ in the worst-case. The algorithm performs better than supervised learning methods while causing conservative performance improvement.

3. The PGS Framework

3.1. General Formulation

The proposed PGS framework optimizes label quality for weakly supervised data by taking both the best-case and worst-case performance into account. The PGS maximizes learning performance of the model trained on the optimized weakly supervised data, meanwhile, PGS requires that the worst-case performance of the model won’t be worse than the model trained on the raw label. Thus, the PGS framework can be generally formulated as:

$$\max_{\theta, y'} \{ perf(\theta, x, y^*) \}$$  \hspace{1cm} (3)$$

s.t. $\min_{y'} \{ perf(\theta, x, y^*) - perf(\theta_0, x, y^*) \} \geq 0$$

$$\theta = WSL(x, y')$$ $$\theta_0 = SL(x, y)$

Figure 2 illustrates the PGS framework.

3.2. Determine missing or corrupted labels robustly

In reality, the true label $y^*$ is unavailable. To overcome this issue, PGS introduces a small clean unbiased validation set $D_{val} = \{\tilde{x}, \tilde{y}\}$ with size $n_v$ to approximate the true data distribution. The effectiveness of similar idea has been recently demonstrated in hyper-parameter tuning (Maclaurin et al., 2015; Ravi & Larochelle, 2017; Ren et al., 2018a; Franceschi et al., 2017; 2018), meta-learning (Ren et al., 2018b), few-shot learning (Ravi & Larochelle, 2017), and training set debugging (Cadamuro & Zhu, 2016; Zhang et al., 2018) for the reason that it is usually acceptable to manually check a small amount of training data as the validation set and the performance on a clean unbiased validation set well approximates the generalization performance.

We adopt bootstrap strategy to create multiple validation sets $D_{val}^1, \ldots, D_{val}^m$ to determine the missing or corrupted training set labels robustly. On one hand, the PGS optimizes validation performance of the model trained on the optimized label to maximize performance gain. On the other hand, PGS optimizes the performance gain against the original label on all validation sets simultaneously to maintain safeness.

$$\max_{\theta, y'} \sum_{i=1}^{m} \{ perf(\theta, D_{val}^i) \}$$  \hspace{1cm} (4)$$

s.t. $\{ perf(\theta, D_{val}^i) \} \geq \{ perf(\theta_0, D_{val}^i) \}$  \hspace{1cm} (maintain safeness)$$

$i = 1, \ldots, m$$

$$\theta = WSL(x, y')$$ $$\theta_0 = SL(x, y)$

In this paper, the worst-case is defined as the worst performance gain on one validation set. However, it is worth mentioning that in real applications, there are multiple flexible ways to define the worst-case performance to maintain safeness. For example, in fine-grained classification, if we need the model performance can not degrade on some specific classes, the validation sets can be composed of examples in these classes. For multi-view/multi-modal data, we can require that the model performance will not decrease on every view/modal. We can also optimize multiple performance measures simultaneously and require that the performance...
will not decrease on every performance measure.

Maximize Gain PGS adopts the validation performance as an objective to optimize the training label. By optimizing validation performance, the PGS can leverage useful information from a large training set, and still converge to an appropriate distribution favored by the validation set. A clean unbiased validation set is a good approximation of the true data distribution, thus, the proposed PGS framework can maximize performance gain and improve the generalization performance.

Maintain Safeness PGS explicitly requires that in the worst-case, the model trained on the optimized data will not be worse than the model trained on the original data, i.e., do not have the performance degeneration problem. In this paper, we adopt the bootstrap strategy to create multiple validation sets and define the worst-case indicates the worst performance gain in these validation sets. As mentioned previously, in real applications, it is flexible to define the worst-case performance. Therefore, the PGS framework can maintain safeness in various scenarios.

### 3.3. Handling instances weights and label correction

Optimizing the label quality includes two operations. First is to determine the harmful instances. A weight \( w \in [0, 1] \) is assigned to each training instance where higher weight corresponds to higher quality. Then, the harmful instance can be relabeled or simply keep the low weight to decrease their influence. To relabel the instance, we need to estimate a label transition quantity \( Q \) for this instance.

With these two operations, the empirical risk minimization procedure for two fundamental machine learning tasks, classification and regression, can be written as:

\[
\theta = \arg \min_{\beta \in \Theta} \frac{1}{n} \sum_{i=1}^{n} w_i \sum_{j=1}^{k} Q_{ij} \ell(x_i, j, \beta) \quad (5)
\]

\[
\theta = \arg \min_{\beta \in \Theta} \frac{1}{n} \sum_{i=1}^{n} w_i \ell(x_i, y_i + Q_i, \beta) \quad (6)
\]

where \( k \) is the number of classes, \( w \in [0, 1]^n \) is the weight, \( Q \in \{Q_{ij} \geq 0, \sum_{j=1}^{k} Q_{ij} = 1, \forall i\} \) for classification task and \( Q \in \mathbb{R}^n \) for regression task is the label transition quantity. The model trained on the raw data can be recovered when \( w = 1, Q_i = e_{y_i}, \forall i \) for classification task and \( w = 1, Q = 0 \) for regression task.

In order to reduce the complexity of the search space and utilize the information of original training data, PGS constrains the distance between the optimized label \( y' \) and the original label \( y \). For classification, the way to measure the distance between \( y' \) and \( y \) is the value of \( 1 - Q_{iy'} \), for regression, the way to measure the distance between \( y' \) and \( y \) is the value of \( \|Q\|_2 \).

In practice, the performance of a model can be replaced with the surrogate loss function. Specifically, for a classification problem, our objective as follows:

\[
\min_{(w, Q) \in \Lambda, \theta} \frac{1}{m} \sum_{i=1}^{m} \sum_{j \in D_v^i} \ell(\tilde{x}_j, \tilde{y}_j, \theta) + \lambda \max_{i \in 1, \ldots, m} \left[ \sum_{j \in D_v^i} \ell(\tilde{x}_j, \tilde{y}_j, \theta) - c_i \right]
\]

s.t. \( \theta = \arg \min_{\beta \in \Theta} \frac{1}{n} \sum_{i=1}^{n} w_i \sum_{j=1}^{k} Q_{ij} \ell(x_i, j, \beta) \)

where \( c_i \) is the validation loss of the model trained on the original data, \( \Lambda = \{ w \in [0, 1]^n, \|w\|_1 \geq \epsilon_1; 0 \leq Q_{ij} \leq 1, \sum_{j=1}^{k} Q_{ij} = 1, \forall i; \sum_{i=1}^{m} (1 - Q_{iy}) \leq \epsilon_2 \} \).

For regression task, the model training procedure can be replaced with \( \theta = \arg \min_{\beta \in \Theta} \frac{1}{n} \sum_{i=1}^{n} w_i \ell(x_i, y_i + Q_i, \beta) \) and \( \Lambda = \{ w \in [0, 1]^n, \|w\|_1 \geq \epsilon_1; \|Q\|_2 \leq \epsilon_2 \} \).

### 3.4. Gradient Method for Bi-Level Optimization

In this section, we discuss the optimization strategies for PGS. The optimization of regression problem is similar to the classification one, thus we only discuss the detail procedure for the classification task.

Eq.(7) is a bi-level optimization problem (Bard, 2013), where one optimization problem is nested within another problem. The lower-level optimization is to find an empirical risk minimizer model given the training set whereas the upper-level optimization is to minimize the validation loss given the learned model. For the writing simplicity, we denote the upper-level objective as \( L_{val}(x, y, \theta) \) and the lower-level objective as \( L_{train}(\theta, w, Q) \).

It is difficult to optimize the upper-level objective function directly because in general there is no closed-form expression of the optimal \( \theta \). The classical approaches for solving bi-level optimization problem can be categorized as single-level reduction methods, descent methods, trust-region methods, and evolutionary methods (Sinha et al., 2018). In this paper, we adopt two of the most popular methods for convex and non-convex situations.

**Optimization for Convexity** If the empirical loss function is differentiable and strictly convex, the lower-level optimization problem can be replaced with its Karush-Kuhn-Tucker (KKT) conditions (Boyd & Vandenberghe, 2004):

\[
\frac{\partial L_{\text{train}}}{\partial \theta} = \frac{1}{n} \sum_{i=1}^{n} w_i \sum_{j=1}^{k} Q_{ij} \nabla_\theta \ell(x_i, y_i, \theta) = 0 \quad (8)
\]

The solution to \( \frac{\partial L_{\text{train}}}{\partial \theta} = 0 \) defines an implicit function
\( \theta(w, Q) \). Then we can adopt the implicit function theorem to estimate how \( \theta \) varies in \( w \) and \( Q \):

\[
\frac{\partial \theta}{\partial w} = -\left( \frac{\partial^2 L_{\text{train}}}{\partial \theta \partial \theta^T} \right)^{-1} \frac{\partial^2 L_{\text{train}}}{\partial \theta \partial w^T} \tag{9}
\]

\[
\frac{\partial \theta}{\partial Q} = -\left( \frac{\partial^2 L_{\text{train}}}{\partial \theta \partial \theta^T} \right)^{-1} \frac{\partial^2 L_{\text{train}}}{\partial \theta \partial Q^T} \tag{10}
\]

This tells us how \( \theta \) changes with respect to an infinitesimal change to \( w \) and \( Q \). Now, we can apply the chain rule to get the gradient of the whole optimization problem w.r.t. \( w \) and \( Q \),

\[
\frac{\partial L_{\text{val}}}{\partial w} = \frac{\partial L_{\text{val}}}{\partial \theta} \left( -\left( \frac{\partial^2 L_{\text{train}}}{\partial \theta \partial \theta^T} \right)^{-1} \frac{\partial^2 L_{\text{train}}}{\partial \theta \partial w^T} \right) \tag{11}
\]

\[
\frac{\partial L_{\text{val}}}{\partial Q} = \frac{\partial L_{\text{val}}}{\partial \theta} \left( -\left( \frac{\partial^2 L_{\text{train}}}{\partial \theta \partial \theta^T} \right)^{-1} \frac{\partial^2 L_{\text{train}}}{\partial \theta \partial Q^T} \right) \tag{12}
\]

In practice, the matrix inversions is not pleasing, the alternative method to compute \(-\left( \frac{\partial^2 L_{\text{train}}}{\partial \theta \partial \theta^T} \right)^{-1} \frac{\partial^2 L_{\text{train}}}{\partial \theta \partial w^T} \) is compute it as the solution to \( \left( \frac{\partial^2 L_{\text{train}}}{\partial \theta \partial \theta^T} \right) x = -\frac{\partial^2 L_{\text{train}}}{\partial \theta \partial w^T} \). When the Hessian is positive definite, the linear system can be solved conveniently and only requires matrix-vector products, that is we do not have to materialize the Hessian.

**Optimization for Non-Convexity** However, in general, we cannot use the implicit theorem to obtain the optimal \( \theta \), for the reason that setting the derivative to zero only leads to a saddle point for non-convex functions. In general cases, we adopt gradient descent methods (or one of its variants like momentum, RMSProp, Adam, etc.) to solve the optimal \( \theta \) approximately. Specifically, the training procedure can be written as:

\[
\theta_t = \theta_{t-1} - \eta \langle \nabla_{\theta} L_{\text{train}}(\theta_{t-1}, w, Q) \rangle \tag{13}
\]

where \( \eta \) is the learning rate. We replace the lower-level problem with the dynamical procedure, and place them in the objective in the Lagrangian form:

\[
L(\theta, w, Q, \alpha) = L_{\text{val}}(\tilde{x}, \tilde{y}, \theta_T) + \sum_{t=1}^{T} \alpha_t (\theta_{t-1} - \eta \langle \nabla_{\theta} L_{\text{train}}(\theta_{t-1}, w, Q) \rangle - \theta_t) \tag{14}
\]

where \( \alpha_t \) is the Lagrange multipliers associated with the \( t \)-step of the dynamical process. The partial derivatives of the Lagrangian are given by:

\[
\frac{\partial L}{\partial w} = \theta_{t-1} - \eta \langle \nabla_{\theta} L_{\text{train}}(\theta_{t-1}, w, Q) \rangle - \theta_t \tag{15}
\]

\[
\frac{\partial L}{\partial \theta} = \alpha_{t+1} A_{t+1} - \alpha_t, \quad t \in \{1, \cdots, T-1\} \tag{16}
\]

\[
\frac{\partial L}{\partial \theta_T} = \nabla_{\theta} L_{\text{val}}(\tilde{x}, \tilde{y}, \theta_T) - \alpha_T \tag{17}
\]

\[
\frac{\partial L}{\partial w} = \sum_{t=1}^{T} \alpha_t B_t \tag{18}
\]

\[
\frac{\partial L}{\partial Q} = \sum_{t=1}^{T} \alpha_t C_t \tag{19}
\]

**Algorithm 1** Optimization Algorithm for Convexity.

**Input**: Training set \( D_{\text{tr}} = \{x_i, y_i\}_{i=1}^{n_{\text{tr}}} \), validation set \( D_{\text{val}} = \{x_i, y_i\}_{i=1}^{n_{\text{val}}} \), current values of \( w_0 \) and \( Q_0 \).

**Output**: Learned weights \( w \) and label transition quantity \( Q \).

1: for \( t = 1 \) to \( T \) do
2: \( \theta_t = \theta_{t-1} - \eta \langle \nabla_{\theta} L_{\text{train}}(\theta_{t-1}, w_{t-1}, Q_{t-1}) \rangle \)
3: \( g_{\theta} = 0, g_{w} = 0 \)
4: \( g_{w} = g_{w} + \alpha_{t+1} B_{t+1} \)
5: \( g_{Q} = g_{Q} + \alpha_{t+1} C_{t+1} \)
6: \( \alpha_t = \alpha_{t+1} A_{t+1} \)
7: end for

**Algorithm 2** Optimization Algorithm for Non-Convexity.

**Input**: Training set \( D_{\text{tr}} = \{x_i, y_i\}_{i=1}^{n_{\text{tr}}} \), validation set \( D_{\text{val}} = \{x_i, y_i\}_{i=1}^{n_{\text{val}}} \), current values of \( w_0 \) and \( Q_0 \).

**Output**: Learned weights \( w \) and label transition quantity \( Q \).

1: for \( l = 1 \) to \( L \) do
2: for \( t = 1 \) to \( T \) do
3: \( \theta_t = \theta_{t-1} - \eta \langle \nabla_{\theta} L_{\text{train}}(\theta_{t-1}, w_{t-1}, Q_{t-1}) \rangle \)
4: end for
5: \( g_{\theta} = 0, g_{w} = 0 \)
6: \( g_{w} = g_{w} + \alpha_{t+1} B_{t+1} \)
7: \( g_{Q} = g_{Q} + \alpha_{t+1} C_{t+1} \)
8: \( \alpha_t = \alpha_{t+1} A_{t+1} \)
9: end for
10: \( \theta_t = \theta_t - \eta \langle \nabla_{\theta} L_{\text{train}}(\theta_{t-1}, w_{t-1}, Q_{t-1}) \rangle \)
11: end for
12: \( g_{w} = g_{w} + \alpha_{t+1} B_{t+1} \)
13: \( g_{Q} = g_{Q} + \alpha_{t+1} C_{t+1} \)
14: \( \alpha_t = \alpha_{t+1} A_{t+1} \)
15: end for

where

\[
A_t = 1 - \eta \langle \nabla_{\theta} L_{\text{train}}(\theta_{t-1}, w, Q) \rangle \tag{20}
\]

\[
B_t = -\eta \langle \nabla_{\theta} L_{\text{train}}(\theta_{t-1}, w, Q) \rangle \tag{21}
\]

\[
C_t = -\eta \langle \nabla_{\theta} L_{\text{train}}(\theta_{t-1}, w, Q) \rangle \tag{22}
\]

By setting each derivative to zero we can obtain that,

\[
\frac{\partial C}{\partial w} = \nabla_{\theta} L_{\text{val}}(\tilde{x}, \tilde{y}, \theta_T) \sum_{t=1}^{T} \left( \prod_{s=t}^{T} A_s \right) B_t \tag{23}
\]

\[
\frac{\partial C}{\partial Q} = \nabla_{\theta} L_{\text{val}}(\tilde{x}, \tilde{y}, \theta_T) \sum_{t=1}^{T} \left( \prod_{s=t}^{T} A_s \right) C_t \tag{24}
\]

Then, the whole problem can be solved with gradient methods. Algorithm 1 and 2 summarize the pseudo code of these two optimization strategies.
**Convergence** For convexity situations, the lower-level optimization problem is replaced with its KKT conditions and the overall bi-level optimization problem is reduced to a single-level optimization problem. Therefore, the optimization problem enjoys the same convergence properties as the gradient methods for single-level optimization.

For non-convexity situations, we adopt an approximation procedure with respect to the original bi-level problem. It is necessary to analyze the convergence of this algorithm, where the proof is shown in the appendix.

**Theorem 1.** (Convergence). Suppose the empirical loss function \( \mathcal{L}(\cdot, \cdot) \) is Lipschitz continuous. Let \( \theta_{opt} \) be the optimal solution to the lower-level optimization problem, then as \( T \to \infty \), we have \( \arg\min_{(\mathbf{w}, \mathbf{Q})} \mathcal{L}_{val}(\theta_{T}, \mathbf{w}, \mathbf{Q}) \to \arg\min_{(\mathbf{w}, \mathbf{Q})} \mathcal{L}_{val}(\theta_{opt}, \mathbf{w}, \mathbf{Q}) \).

We stress that assumptions are very natural and satisfied by many loss functions of practical interests. For example, for classification, logistic loss is a Lipschitz smooth function. Similar cases can also be applied to square loss in regression.

**4. Experiments**

In order to validate the effectiveness of the proposed method, extensive experiments are conducted on a broad range of data sets that cover diverse domains including standard MNIST, CIFAR benchmarks for image classification, and six UCI datasets for regression tasks. Both unbiased and biased validation set are considered, and two WSL tasks, label noise learning and semi-supervised learning settings are conducted for comparison.

**4.1. Experimental Setup**

For label noise learning, PGS is compared with the following methods. **REED** (Reed et al., 2014): a bootstrapping technique where the training target is a convex combination of the model prediction and the label. **S-MODEL** (Goldberger & Ben-Reuven, 2017): it adds a fully connected softmax layer after the regular classification output layer to model the noise transition matrix. **SafeW** (Guo & Li, 2018): it uses ensemble strategy to generate a prediction that can maintain safeness of weakly supervised learning. In addition, we compare with two simple baselines. **Baseline**: it combines the noisy data and validation data as the training set to train a model. **Validation only**: which only use the validation data as the training set to train a model.

For semi-supervised learning, PGS is compared with the following methods. **II-Model** (Laine & Aila, 2017): it adds a loss term which encourages the distance between network’s output for different passes of unlabeled data through the network to be small. **Mean Teacher** (Tarvainen & Valpola, 2017): it is a stable version of II-Model, which sets the target to predictions made using an exponential moving average of parameters from previous training steps. **Pseudo-Labeling** (Lee, 2013): it produces pseudo-labels for unlabeled data using the prediction function itself over the course of training. In addition, we compare with **SafeW** and the baseline method **Baseline**.

For the REED method, we use the best parameter reported in (Reed et al., 2014). For the S-MODEL method, the transition weight is set to a smoothed identity matrix. The baseline method, REED, and S-Model are adopted as the base learners in SafeW. For PGS, a two-layer neural network is employed as the model. Gradient descent and ADAM are used to optimize the lower-level and the upper-level objective respectively. The iteration of lower-level and upper-level optimization are set to 500 and 20 for all experiments.

For the II-Model, Mean Teacher, and Pseudo-Labeling method, we adopt the model structure and optimization method with PGS. The II-Model, Mean Teacher, and Baseline method are adopted as the base learners in SafeW. For PGS, the weight \( \mathbf{w} \) and label transition quantity \( \mathbf{Q} \) for labeled data are known and we only optimize the value for unlabeled data.

To make sure that our method does not have the privilege of training on more data, all compared methods combine the validation data with raw training data as a new training set.

**4.2. MNIST Handwritten Digit Recognition Task**

MNIST (LeCun et al., 1998) is a standard dataset for handwritten digit classification. We select a total of 10,000 images of size 28 × 28 and split into four subsets: the training set with 7,000 training examples, the validation set with 1,000 examples, the hyper-validation set with 1,000 examples to monitor training progress and tuning hyper-parameters, and the test data with 1,000 examples. We also investigate the impact of the biased validation data by subsample a class imbalanced validation set. Specifically, the ratio between images belong to class 0-4 and 5-9 is shifted from 1:1 to 1:3 in the biased validation set, and 3 validation sets are generated with bootstrap strategy.

**Label Noise Learning Results** For label noise learning, we add uniform flip noise to the training set, means that all label classes can uniformly flip to any other label classes, which has been mostly studied in literature (Frénay & Verleysen, 2014). The summary of classification accuracy with noisy ratio 50% is reported in Table 1. All the results are averaged from 5 runs with different random splits of datasets.

From the comparison results in Table 1, our method achieves the best performance on both biased and unbiased validation sets among all the methods. Methods that maximize performance only, such as S-Model, could suffer performance degradation. The overall performance improvement of...
Table 1. Average accuracy in terms of label noise learning on MNIST dataset under 50% noisy ratio. The entries are bolded if the method achieves the best performance. The entries are boxed once the WSL method performs even worse than the baseline method.

| Method                  | Baseline | Validation Only | REED   | S-Model | SafeW | PGS   |
|-------------------------|----------|-----------------|--------|---------|-------|-------|
| Unbiased validation set | 77.4 ± 0.45 | 76.2 ± 0.13    | 78.6 ± 0.21 | 76.2 ± 0.45 | 77.9 ± 0.34 | 83.4 ± 0.19 |
| Biased validation set   | 76.7 ± 0.47 | 69.1 ± 0.20    | 78.2 ± 0.30 | 75.7 ± 0.41 | 76.4 ± 0.42 | 80.3 ± 0.39 |

Table 2. Average accuracy in terms of semi-supervised learning on MNIST dataset with 40% labeled data.

| Method                  | Baseline | II-Model | Mean Teacher | Pseudo-Labeling | SafeW | PGS   |
|-------------------------|----------|----------|--------------|-----------------|-------|-------|
| Unbiased validation set | 80.3 ± 0.43 | 83.6 ± 0.36 | 84.9 ± 0.40   | 82.5 ± 0.66     | 82.2 ± 0.28 | 86.5 ± 0.33 |
| Biased validation set   | 79.8 ± 0.41 | 82.8 ± 0.49 | 84.1 ± 0.41   | 82.0 ± 0.53     | 81.6 ± 0.36 | 84.1 ± 0.29 |

Safeness-only methods (such as SafeW) is limited. Our approach is not inferior to the baseline approach and achieves maximum performance improvement. It is not effective to use validation sets only, because the amount of data in validation sets is small and it is difficult to train a good model. Above results demonstrate that PGS is not equivalent to the baseline methods which simply train a model on the validation and training data. In contrast, PGS utilizes the validation data to improve the label quality of training set and thus improve the final performance.

**Semi-Supervised Learning Results** For semi-supervised learning, 40% of the training data is labeled while the rest are unlabeled. Similar to label noise learning, the summary of classification accuracy is reported in Table 2 and results are averaged from 5 runs with different random splits.

Results in Table 2 show that PGS also achieves good performance on semi-supervised learning. The key difference between semi-supervised learning and label noise learning is that we know which instance has a high-quality label in semi-supervised learning, thus, PGS achieves better performance with less trusted labeled training instances.

4.3. CIFAR-10 Image Classification Task

CIFAR-10 (LeCun et al., 1998) is benchmark for image classification task. The dataset consists of natural images with a size of 32 × 32 pixels and has 10 categories. We also subsample a set of 10,000 images and split into four subsets: the training set with 7,000 training examples, the validation set with 1,000 examples, the hyper-validation set with 1,000 examples, and the test data with 1,000 examples. To construct a biased validation set, the ratio between the top five classes and the bottom five classes is shifted to 1:3, and we create 3 validation sets using bootstrap strategy.

**Label Noise Learning Results** The summary of classification accuracy under 50% noisy ratio for label noise learning with uniform flip noise is reported in Table 3. All the results are averaged from 5 runs with different random splits of datasets. Results on Table 3 show that PGS also obtains maximum performance improvement on label noise learning and do not have performance degradation problem.

**Semi-Supervised Learning Results** The results of classification accuracy with 40% labeled data for semi-supervised learning is reported in Table 4. All the results are averaged from 5 runs with different random splits of datasets. Results on Table 4 show that PGS also derive highly competitive performance with all compared methods on semi-supervised learning.

4.4. Datasets for Regression Task

We also do experiments on six regression datasets to verify the effectiveness of our proposal on regression tasks. The datasets cover diverse domains including physical measurements (abalone), health (bodyfat), economics (cadata), activity recognition (mpg), etc. For each dataset, we split it into four parts: training set, validation set, hyper-validation set, test set, according to the ratio 7 : 1 : 1 : 1. We normalize all features and labels into [0, 1]. For label noise learning, we add a gauss noise to the training set, and for semi-supervised learning, we select 40% of training set as the labeled data.

Since there are rarely works focusing on weakly supervised regression tasks, for label noise learning, we only compared with the baseline method which uses the training set and validation set simultaneously and a noisy robust regression method, Support Vector Regression (SVR). For semi-supervised learning, we compared with the baseline method and the Self-LS method which is an extension of supervised least square method based on self-training. For PGS, we use linear regression as the model, i.e., $\theta = \arg \min \| y - \theta^\top x \|_2^2$.

**Label Noise Learning Results** We report the Mean Squared Error for these UCI datasets in Table 5. Each result is averaged of 10 runs under 50% noisy ratio. From Table 5, we can see that our proposal achieves the largest improvement, even when SVR suffers the performance degeneration problem. These demonstrate the effectiveness of
Table 3. Average accuracy in terms of label noise learning on CIFAR-10 dataset under 50% noisy ratio.

| Method                        | Baseline | Validation Only | REED | SafeW | PGS     |
|-------------------------------|----------|-----------------|------|-------|---------|
| Unbiased validation set       | 58.3 ± 0.43 | 49.5 ± 0.24 | 64.5 ± 0.39 | 63.3 ± 0.87 | 62.0 ± 0.42 | 66.3 ± 0.13 |
| Biased validation set         | 56.8 ± 0.47 | 42.3 ± 0.20 | 64.3 ± 0.41 | 62.9 ± 0.67 | 61.5 ± 0.44 | 64.5 ± 0.33 |

Table 4. Average accuracy in terms of semi-supervised learning on CIFAR-10 dataset with 40% labeled data.

| Method                        | Baseline | Π-Model | Mean Teacher | Pseudo-Labeling | SafeW | PGS     |
|-------------------------------|----------|---------|--------------|-----------------|-------|---------|
| Unbiased validation set       | 60.7 ± 0.38 | 64.4 ± 0.53 | 65.7 ± 0.28 | 62.1 ± 0.50 | 63.5 ± 0.39 | 68.8 ± 0.33 |
| Biased validation set         | 59.0 ± 0.38 | 63.6 ± 0.49 | 64.9 ± 0.25 | 61.8 ± 0.43 | 62.5 ± 0.41 | 65.7 ± 0.40 |

Table 5. Mean Squared Error of regression task on six UCI datasets

| Dataset | Baseline | SVR | PGS     |
|---------|----------|-----|---------|
| abalone | .017 ± 0.004 | .143 ± 0.033 | .010 ± 0.002 |
| bodyfat | .150 ± 0.016 | .102 ± 0.013 | .087 ± 0.010 |
| cpusmall | .005 ± 0.001 | .003 ± 0.001 | .002 ± 0.001 |
| mg      | .033 ± 0.004 | .030 ± 0.005 | .026 ± 0.004 |
| mpg     | .081 ± 0.011 | .074 ± 0.009 | .021 ± 0.005 |
| space_ga | .100 ± 0.014 | .093 ± 0.010 | .021 ± 0.006 |

4.5. Label Quality Improvement

To further test the effectiveness of label quality improvement, we compare PGS with two methods: Influence function (Koh & Liang, 2017), which corrects label via perturbing a training point and counting the changes to prediction; Nearest Neighbor, which recommends the label from closest validation data when asked for a suggested label correction. These two methods are two commonly used as baselines for mislabel correction (Zhang et al., 2018).

From Table 6, we can see that PGS dominates the compared methods, which further demonstrates the effectiveness of our proposal in label quality improvement.

Table 6. F1-Score of mislabeled data correction on MNIST dataset with noisy ratio varies from 10% to 60%.

| Noisy Ratio | Nearest Neighbor | Influence Function | PGS     |
|-------------|------------------|---------------------|---------|
| 10%         | 54.17            | 65.71               | 68.21   |
| 20%         | 56.56            | 65.79               | 68.06   |
| 30%         | 58.32            | 65.21               | 67.64   |
| 40%         | 60.16            | 66.81               | 68.33   |
| 50%         | 61.15            | 65.05               | 67.97   |
| 60%         | 60.15            | 64.81               | 66.91   |

4.6. Validation Set Size

It is meaningful to study the impact of validation set size. We investigate how the classification accuracy varies with the size of validation set increased from 100 to 1000 on MNIST dataset. We design experiments of PGS on both label noise learning with 50% noisy ratio and semi-supervised learning with 40% labeled data. The accuracy improvement against baseline method is plotted in Figure 3.

From Figure 3, we can see that, as long as the size of validation set reaches a certain small scale (such as 100 samples), the proposal already achieves quite good performance improvement. Moreover, our proposal has great potential. Although we have achieved good results, this experiment shows that by increasing the size of validation set, we can continue to improve the performance significantly.

Figure 3. Performance gain of PGS with varied validation set sizes on label noise learning and semi-supervised learning on MNIST.
5. Conclusion

This paper presents a new WSL framework. Compared with previous works, it considers both 1) performance maximization and 2) performance safeness. These two requirements are usually indispensable in many practical tasks. We use small-scale validation set to guide label quality optimization to get an effective solution, and the effectiveness is clearly verified by extensive experimental results. We believe that the new framework opens a door for reliable weakly supervised learning. Many follow-up works, such as integration of the adversarial mechanism, can be further studied.
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Supplementary

A. Proof of Theorem 1

Theorem 2. (Convergence). Suppose the empirical loss function \( \ell(\cdot, \cdot) \) is Lipschitz continuous. Let \( \theta_{\text{opt}} \) be the optimal solution to the lower-level optimization problem, then as \( T \to \infty \), we have \( \arg \min_{(w, Q)} \mathcal{L}_{\text{val}}(\theta_T, w, Q) \to \arg \min_{(w, Q)} \mathcal{L}_{\text{val}}(\theta_{\text{opt}}, w, Q) \).

Proof. Since the \( \ell(\cdot, \cdot) \) is Lipschitz continuous, there exists \( \rho > 0 \) such that for every \( t \in \mathcal{N} \) and every \( (w, Q) \),
\[
\| \mathcal{L}_{\text{val}}(\theta_T, w, Q) - \mathcal{L}_{\text{val}}(\theta_{\text{opt}}, w, Q) \| \leq \rho \| \theta_T - \theta_{\text{opt}} \|
\]
Let \( (w_T, Q_T) = \arg \min_{w, Q} \mathcal{L}_{\text{val}}(\theta_T, w, Q) \)
With \( T \to \infty \), it is obvious that \( \mathcal{L}_{\text{val}}(\theta_T, w, Q) \to \mathcal{L}_{\text{val}}(\theta_{\text{opt}}, w, Q) \), thus we have that \( \| \mathcal{L}_{\text{val}}(\theta_T, w_T, Q_T) - \mathcal{L}_{\text{val}}(\theta_{\text{opt}}, w_T, Q_T) \| \to 0. \)
\[
|L(\theta_T, (w_T, \delta_T)) - L(\theta_{\text{optimal}}, (w_T, \delta_T))| \\
\leq \sup_{w, \delta} |L(\theta_T, (w, \delta)) - L(\theta_{\text{optimal}}, (w, \delta))|
\]
Using the continuity of \( \ell(\cdot, \cdot) \), we have \( \forall (w, Q) \),
\[
\lim_{T \to \infty} \mathcal{L}_{\text{val}}(\theta_{\text{opt}}, w_T, Q_T) = \lim_{T \to \infty} \mathcal{L}_{\text{val}}(\theta_T, w_T, Q_T) \\
\leq \lim_{T \to \infty} \mathcal{L}_{\text{val}}(\theta_T, w, Q) = \mathcal{L}_{\text{val}}(\theta_{\text{opt}}, w, Q)
\]
Therefore, we have \( (w_T, Q_T) = \arg \min_{w, Q} \mathcal{L}_{\text{val}}(\theta_{\text{opt}}, w, Q) \), which completes the proof.

B. Impact of Iteration Number

We investigate the impact of the iteration number during the optimization dynamics on the quality of the solution. The result is plotted in Figure 4, where x-axis is the number of iterations for optimization of training loss, y-axis is the number of iterations for optimization of validation loss and z-axis is the classification accuracy.

From Figure 4, we can see that, as the lower-level iterations increase, the better initialization we can obtain for the upper-level optimization problem, and the upper-level optimization only need a small number of iterations (such as 35 iterations) to achieve a quite good solution.

Figure 4. The impact of the lower- and upper-level iterations.