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Abstract: The present paper provides a physically sound numerical modeling of liquid flows experimentally observed inside a vertical circular cylinder with a stationary envelope, rotating bottom and open top. In these flows, the resulting vortex depth may be such that the rotating bottom disk becomes partially exposed, and rather peculiar polygon shapes appear. The parameters and features of this work are chosen based on a careful analysis of the literature. Accordingly, the cylinder inner radius is 145 mm and the initial water height is 60 mm. The experiments with bottom disk rotation frequencies of 3.0, 3.4, 4.0 and 4.6 Hz are simulated. The chosen frequency range encompasses the regions of ellipse and triangle shapes as observed in the experimental studies reported in the literature. The free surface flow is expected to be turbulent, with the Reynolds number of $O(10^5)$.

The Large Eddy Simulation (LES) is adopted as the numerical approach, with a localized dynamic Subgrid-Scale Stresses (SGS) model including an energy equation. Since the flow obviously requires a surface tracking or capturing method, a volume-of-fluid (VOF) approach has been chosen based on the findings, where this method provided stable shapes in the ranges of parameters found in the corresponding experiments. Expected ellipse and triangle shapes are revealed and analyzed. A detailed character of the numerical results allows for an in-depth discussion and analysis of the mechanisms and features which accompany the characteristic shapes and their alterations. As a result, a unique insight into the polygon flow structures is provided.
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1. Introduction

Fluid flows that include vortices widely occur in nature and in many engineering applications. The basic theory of vortex flows is well established, e.g., [1,2], and numerous basic solutions with some simplifications are available in the literature. For vortex flows in free surface liquids, deformation due to a submerged fluid vortex results in very complex, clearly asymmetric and thus three-dimensional flow fields, which are changing in space and time. Therefore, even very common and familiar-to-all cases, like a bathtub vortex, are rather difficult for analysis, and their theoretical studies are rare, e.g., [3].

One of the interesting model cases, for the first time apparently reported in the available literature in [4], is a vertical circular cylinder with a stationary side wall, rotating bottom and open top, as shown schematically in Figure 1a. This case is characterized by peculiar shapes, created by the free surface, including partial exposure of the rotating bottom, as illustrated in the figure using an example from the present study. As was pointed out in [4], “The receding water exposed part of the surface of the disk to air, whereby the line of intersection between the surfaces of the solid disk and the liquid outlined Kelvin’s static shapes of the core” (see [5]). In the three decades that followed, this phenomenon has been studied very extensively by a number of research groups. These
studies have resulted in a significant body of work, from impressive images produced via visualization to quantitative characteristics related to rotation frequencies, shape transitions, hydrodynamic stability etc. Yet, an apparent absence in the literature of any numerical results for the highly distorted free surface vortex flows over partially exposed surfaces obviously impedes their better understanding.

Figure 1. The system addressed in the present study: (a) physical model and an example of a polygon created on the disk surface; (b) computational domain and grid (front and top views).

In the present study, an attempt is made, for the first time in the available literature, to model numerically the free surface vortex flows over a rotating exposed bottom. The reported modeling is done based on a scrupulous analysis of the existing literature, especially the experimental works published on the subject during the last three decades.

1.1. Experimental Studies

The major experimental studies from the literature are summarized in Table 1. First experiments with water inside a stationary cylinder with a rotating bottom were reported in [4]. Under certain conditions, it was observed that the free surface reached the rotating disk and partially exposed it, producing shapes of polygons with varying numbers of corners, N. These shapes were stable for up to N = 6, such that if perturbed or even fully destroyed, they would restore their initial configurations. In [4], the polygons were mapped by their number of corners, “wave numbers”, as a function of the disk velocities and initial water heights. A range of disk velocities was found for each wave number. The experimental work [6] dealt with the impact of liquid viscosity on the phenomenon of free surface polygon formation, as two additional liquids, with the viscosities of 56.7 and 640 times higher than that of water, were used. The lower and upper boundaries of disk velocity for each range were found to increase linearly with the initial water height. Between two adjacent stable states, a mixed, time-dependent state was observed. This state was a superposition of the corresponding wave numbers, and was not stable, because each shape, with different wave number, was rotating at a different speed.
Table 1. Previous experiments and present study: parameters and dimensionless numbers.

| r (mm) | R (mm) | h (mm) | $\omega$ (rad/s) | $\nu \times 10^6$ (m$^2$/s) | Re = $\omega r^2/\nu$ | Fr = $\omega r(h)^{0.5}$ | h/R | r/R | Detectable Polygons—N |
|--------|--------|--------|------------------|------------------------------|------------------------|------------------------|-----|-----|----------------------|
| 126    | 142.5  | 150    | 25.1             | $3.99 \times 10^5$          | 2.61                   | 1.05                   |     | 0.88 | No, periodic sloshing without surface exposed |
| 126    | 142.5  | 293    | 81.7             | $1.30 \times 10^6$          | 6.07                   | 2.06                   |     | 0.71 | 0–2, periodic sloshing with surface exposed from circular to elliptical cross section |
| 101 a  | 142.5  | 63     | 10.5–31.4        |                             |                        |                        |     | 0.89 |                      |
|        |        | 69     |                  |                             |                        |                        |     |      | 0–6                  |
| 126    | 142    |        |                  |                             |                        |                        |     | 0.89 |                      |
| 5      | 18.8–31.4 |    |                  |                             |                        |                        |     |      | 0–6                  |
| 7      | 15.7–25.1 | 56.7 |                  |                             |                        |                        |     |      | 0–6                  |
| 10     | 19.9–30.4 |    |                  |                             |                        |                        |     | 0.89 |                      |
| 22     | 15.7–27.2 |    |                  |                             |                        |                        |     |      | 0–6                  |
| >100   | >83.8   | 640    |                  |                             |                        |                        |     |      |                      |
|        |        |        |                  |                             |                        |                        |     |      | 0–5                  |
| 144 b  | 145 b  | 25–100 | 3.1–44.0         | 1 c                         | $6.51 \times 10^4$–9.12 $\times 10^5$ | 0.46–12.79 | 0.17–0.69 | 0.99 | 0–6                  |
| 193    | 194    | 25–95  | 3.1–31.4         | 1 c                         | $4.34 \times 10^3$–6.08 $\times 10^4$ | 0.61–12.24 | 0.13–0.52 | 0.99 | 0–3                  |
| 42     | 42.5   | 40     | <146.4           | 1 c                         | <2.58 $\times 10^5$   | <9.82       | 0.94  | 0.99 | 0–2, surface exposed from circular to elliptical cross sections |
| 140    | 140.85 ± 0.05 | 2.5–15 | 0–6.2           | 1                            | $\leq 1.21 \times 10^5$ | 2.25–5.52 | $\leq 0.11$ | 0.99 | 0–8 without 2 |
| 144    | 145    | 30–80  | 2.5–40.8         | 1                            | $5.21 \times 10^4$–8.47 $\times 10^5$ | 0.41–10.48 | 0.21–0.55 | 0.99 | 0–5                  |
| 140    | 142    | 20, 30, 40 | 7.9–28.0 | 1–22 d         | $7.00 \times 10^3$–5.48 $\times 10^5$ | 1.76–8.84 | 0.14–0.28 | 0.99 | 0–6                  |
| 145    | 145    | 60     | 18.8, 21.4, 25.1, 28.9 | 1                            | $3.96 \times 10^5$–6.08 $\times 10^5$ | 3.56–5.46 | 0.41  | 1    | 0–3                  |

a Value not specified exactly in the text. The disk radius was obtained from [10]. b Obtained from [10] with the same experimental set-up. c Value not specified exactly in the text. d Under the assumption of equal density to water.
Free surface polygon formation, similar to the one earlier reported in [4,6], was independently confirmed in [7]. The experiments were conducted with water and ethylene glycol which has a 15 times higher viscosity and similar density, as compared with water. A phase diagram, showing the wave numbers as function of the initial height and the disk frequency, was reported. Linear dependence between the initial height and the limit frequencies for each range reported in [6] was observed in [7]. Close to the upper limit of the frequency range for each polygon, a transition state, in which the corners of the polygon changed periodically from $N$ to $N + 1$ (in particular between $N = 2$ and $N = 3$), was observed. For $N > 2$, the free surface exposed typically the rotating disk and thus created a “dry” polygon [7]. For $N = 2$ and in some sub-cases of $N = 3$, the rotating disk was completely covered with water, creating a “wet” polygon. However, in their phase diagram, dry and wet polygons were not distinguished. Surface tension effects by adding surfactant into the fluid, also reported in [7], did not change the phase diagram significantly. Spiraling vortices, observed in the corners of the polygons, were interpreted as Görtler vortices. It was argued that the secondary flow was highly dependent on the singular corners created by the proximity of the rotating disk and the cylinder fixed walls. This makes the details of the flow very complicated, as noted in [7]. In a similar but smaller experimental set-up, the switching between circular and elliptical cross sections, $N = 0$ and $N = 2$, was investigated in [8]. Measuring the free surface height above the center of the rotating disk, several free surface states depending on the Reynolds number (defined as $Re = \omega R^2/\nu$, where $\omega$ is the disk angular velocity, $R$ is the cylinder radius and $\nu$ is the kinematic viscosity) were identified [8]. The results from the above studies indicate that the creation of the polygons, their shapes, stability and rotating velocity depend on the geometry of the experiment and on the Reynolds number. In an additional communication, the use of the Froude number, defined as $Fr = \omega r/(g r)^{0.5}$, where $r$ is the bottom disk radius, was suggested in [12], which looks quite reasonable because free surface flows are considered. With the same experimental device and flow parameters as of [8], the free surface cross section transition by visualizing the flow pattern using anisotropic flakes was studied in [13]. The vertical cross section along the centerline of the cylinder was recorded. The orientation of the flakes, which were arranged along the principal strain in the flow, was used to observe the flow patterns. The measurements of the free surface level at the cylinder axis and the radial velocity profile, and the computation of the turbulent intensity as function of $Re$, were reported in [14].

The same experimental set-up as in [4,6], but with several rotating disk diameters, was employed in [15]. Beside the main vortex, secondary vortices were observed in the corners of the rotating polygons, as was previously reported in [7]. It was suggested that when the velocity of the disk is increased, the main and the secondary spiraling vortices intensify and cause the liquid to recede, thus forming a dry polygon. In other words, a polygon with $N$ corners is equivalent to $N$ secondary point vortices rotating around the main polygon, forming the vortex. In the experiments of [4,6,7,15], the highest wave number polygon observed was with $N = 6$. It was argued that the reason for not showing polygons with the wave numbers higher than 6 is that the secondary vortices are not stable according to [16,17]. The ratio of the polygon to disk angular velocities was found to decrease with an increase in the Froude number (with the initial height as the characteristic length) and to increase with $N$ [15].

Different parameters affecting creation and transition of the polygons were studied in [18–20]. In particular, it was indicated that a smoother surface delays the creation of the polygons. Then, the radial distance from the center to the pattern was determined for each azimuthal angle as function of time, using image processing. The functions were transformed to the frequency domain for each angle and averaged. It was found that before the transition, the dominant frequency corresponded to the rotation of the $N$ polygon. Other frequencies were few orders of magnitude lower than the $N$ frequency. Increasing the rotating disk frequency caused the frequency of $N + 1$ to be more dominant than the frequency of $N$, whereas these two frequencies are coupled.
The study [21] focused their attention on the formation of dry and wet polygons with $N = 3$, i.e., a triangle. Their experimental device was similar to that of [7]. Similar to [4,15], it was observed that the formation of dry polygons did not depend on the initial conditions: the same shape was obtained when starting from the rest or from a circular shape, or when destroying the stable polygon without changing the disk rotation speed. To investigate the evolution of the dry triangle polygon, the Fourier coefficients of the contour radial coordinate were computed with time, and it was shown that the polygon formation is caused by linear instability. In the circular state prior to the formation of the triangle, the azimuthal and radial velocities on the free surface were measured. It was shown that the azimuthal velocity has a profile of Rankine vortex, as predicted analytically assuming the flow is inviscid. In the triangle state the angular velocity was much higher than the one that results from three-point vortices at the corners of the triangle in the triangle rotating reference frame. Thus, it was argued that the point secondary vortices used in the Havelock’s model [17] without a central vortex cannot describe the flow. In an additional communication, it was shown that the maximum vorticity was obtained in the center of the spiraling (secondary) vortices, and a plateau of the vorticity exists between them [21]. Using the experimental set-up of [15], it was argued in [22] that the velocity of the $N$ spiraling vortices causes the circular shape of the primary vortex to deform to the polygon shapes. Using PIV, the rotation rate of the polygon was measured and compared with Havelock’s model of point vortices [17]. It was found that taking into account the angular velocity of the flow from the solid body rotation region, in addition to the angular velocity proposed in [17], yields good agreement with the angular velocity at the center of the spiraling vortices extracted from PIV measurements.

The formation of polygons in a cylinder in which the bottom plate and the vertical walls could be rotated independently was investigated experimentally in [10]. The results for stationary walls were compared with those of [4,6,7]. “Excitability” of the polygons was explored. Similar to the works [4,6,7], multi-stability was observed in the experiments: for most of the parameters, a stable state, which did not depend on the initial conditions, was found; however, in some of the transitions, two or more stable states were observed, for the same frequency. The suggested explanation for this effect was the dependence on initial conditions at these certain frequencies. The excitability was evident by a number of unstable states when perturbing the flow.

An experimental set-up with a cylinder radius in between the radii used by [7] was employed in [23]. They also observed a linear dependence between the initial water height and the transition disk rotation frequency. Like in [4,15], it was found that the transition between an ellipse and a triangle was unstable, with changes between a distorted ellipse and an elongated triangle, which also rotated at different rates.

The issue of the viscosity effect regained attention in [11]. The reason is that the main assumption in most analytical works (surveyed below) is that the fluid is inviscid. It was argued that in addition to Froude number, the Taylor number (which is the ratio of the centrifugal force to the viscosity force) is governing the flow. It was found that increasing the viscosity of the fluid during rotation results in decreasing the range of disk velocities for patterns with higher $N$. The viscosity had no effect on the ratio between the frequencies of the polygons and the disk. In [24], it was shown experimentally that increasing the viscosity of the fluid does not influence the transition mechanism presented by [18,20], thus arguing that the behavior of the flow can be described as rotating point vortices, as shown in [15].

The above surveyed experimental studies on free surface flows in cylinders with rotating bottom disk show mostly qualitative rather than quantitative agreement in the observed phenomena: same polygon shapes in the stable states, linear dependence between the initial water height and the disk frequencies for the transition between the neighboring polygon shapes, and independence of the stable states of the initial conditions for the most of experimental conditions. In some studies, the transition between the shapes was gradual
(as in [6,15]) and in others it occurred in an oscillatory manner (as in [7]) or periodically (as in [25]). In any case, the transition was characterized by combined $N$ and $N+1$ shapes.

1.2. Analytical Modeling

Along with the experimental works, analytical models were developed in an attempt to understand the phenomena involved in polygon shapes’ formation and transition. Two-dimensional rotating flow was considered in [26] in two cases: a hollow potential vortex (which simulates a dry polygon) and a Rankine vortex (which simulates a wet polygon). By applying a linear stability analysis, they obtained the phase velocity (defined as the ratio of the angular velocity, $\omega$, to the wave number, $N$) and the polygon shape for each case. The predicted phase velocities in stable states for $N = 3$ and $N = 4$ showed reasonable agreement with the measurements reported in [6].

A hollow potential vortex but with three-dimensional perturbations was also considered in [27]. They solved numerically the corresponding Laplace equation along with the boundary conditions in a three-dimensional domain, and also suggested a simplified solution based on separate two-dimensional problems concerning rotation at the plane of the bottom disk and at the cylindrical surface, respectively. The linear stability analysis was applied to these two problems, yielding two types of waves: centrifugal waves for the first problem and gravity waves for the second one. It is shown that the instability occurs when the frequencies of the two kinds of waves are equal and the centrifugal wave travels backward relative to the mean wave. The predicted transition frequencies, obtained using both two- and three-dimensional models, reasonably agreed with the experimental results of [7]. In addition, the gravity waves were similar to the waves observed in [23]. The experimental findings of [28] support the predictions of [27] for transition between a circle and an ellipse shapes, with small discrepancies attributed to the region of solid body rotation that were not taken in account in the model. The model of [27] neglects the singular point between the rotating bottom and the fixed cylinder walls, implying that the instability is not affected by the flow details in the vicinity of the singular point. To support this idea, an experiment with liquid nitrogen rotating inside a hot kitchen pot was conducted [27]. The hot pot boiled the nitrogen layer in its immediate vicinity and thus practically eliminated the friction between the liquid and the boundaries, hence precluding singularity. Polygons were still observed, thus supporting the model assumption.

The model presented in [27] was extended in [29] and considered the Rankine vortex, rather than the potential vortex. It was suggested in [30] that rotating waves are cnoidal waves which result from the nonlinear equation of Korteweg–de Vries. The free surface polygon shapes instability was also a subject of analytical study in [31]. The global stability problem of [27] was extended further in [32]—more complex wave structures were found.

1.3. Numerical Modeling

Analytical modeling for the problem in question is obviously limited. Thus, numerical simulation should be very appealing. Remarkably, the literature that might be considered relevant in this sense is rather limited.

There exist numerical works on the configuration in question but they were focused on another phenomenon. It was experimentally observed, for $Re < 4000$ and $h/R \leq 4$, where $h$ is the initial water height, that the vortex, created by a rotating bottom disk, can be broken into recirculating bubbles [33]. This vortex breakdown is laminar and occurs under steady flow conditions. A possible bifurcation of streamline structures as function of $Re$ and $h/R$, assuming axisymmetric flow and flat top surface was numerically derived in [34]. In [35], the flow was investigated numerically by direct solution of the Navier–Stokes equations without any symmetry assumption but again with flat free surface. It was shown that at $Re = 6000$, the flow is divided into two regions: in the inner region, the flow behaves as solid body rotation, while the flow in the outer region behaves as a jet along the cylinder wall and turns into the radial direction towards the inner region, causing unstable azimuthal
modes. The same problem but allowing the free surface to deform slightly, corresponding to \(Fr = 0.1\) and relative surface deformation of 0.012, was modeled in [36].

Modeling the problem with a flat free surface imposes a reflection symmetry on the flow, where the free surface serves as the reflection plane, as studied in [37,38]. Thus, a cylinder with double height (relative to the experimental cylinder) and with two co-rotating end-walls (\(Fr = 0\)) was modeled. Two aspect ratios were considered: a deep system with \(h/R = 2\) and a shallow system with \(h/R = 0.25\). It is shown that in the shallow system, solid body rotation exists in the inner region and meridional flow occurs in the outer region, whereas the deep system has meridional flow throughout the cylinder. The area near the axis consists of recirculation bubbles, as observed in [33]. The behavior was assumed to be of Hopf bifurcation type, studied earlier in, e.g., [34,39,40] for similar cases, and in [41] for stationary and rotating disks. The mechanism for the symmetry breaking in the deep system is due to azimuthal instability of the shear layer that is turning to the interior from the stationary cylinder, as was argued in [42]. The symmetry breaking has a reflection symmetry, therefore the flat free surface modeling, which imposes that reflection symmetry, can predict symmetry breaking of the experiments. For the shallow system, the instability mechanism is due to azimuthal instability in the interface between the solid body rotation zone and the meridional flow zone. In this case, the symmetry breaking has no reflection plane and cannot be predicted by the flat free surface model. It is worth noting that as shown experimentally, increasing the surface tension could stabilize the flow into axisymmetric state [37].

Obviously, numerical modeling at low Reynolds numbers cannot describe the experimentally observed free surface symmetry breaking and polygon shape formation where the typical Reynolds numbers are of the order of \(10^5\), as described in detail above. However, to the best of our knowledge, only very few studies have started to go in that direction. Moreover, significant simplifications continue to be used. Experiments with small \(h/R\) ratio (see Table 1) were conducted in [9]. A polygonal flow structure was reported to be created by spiraling vortices in the corners of the polygon. Experiments reported in [9] were modeled in [43] with direct numerical simulation (DNS) at \(Re\) up to 27,000 without free surface distortion. The model predicted well the first symmetry breaking from the experimental work of [9] for large \(h/r\), but large discrepancies were obtained for small \(h/r\). This was first attributed to the assumption of the flat free surface, but as was shown in [44] adding the deformation of the free surface did not improve the results. In [43], it was suspected that surface tension might be the cause for this disagreement. Following the definition given in [45] for the critical Reynolds number (\(Re_{NM} = VL/\nu\)) that governs the instability, they showed that, for every Reynolds number, \(Re_{NM}\) remains constant by taking the characteristic velocity, \(V\), as maximum velocity of the disk and the characteristic length, \(L\), as the thickness of the shear layer, estimated as \(L = (E_h/4)^{1/4}h\), where \(E_h = v/(\omega h^2)\) is the Ekman number.

The base flow, before the first symmetry breaking, was numerically simulated in [46] by direct solution of the Navier–Stokes equations, assuming a stream function. The equations were coupled to the free surface deformation and solved by an iterative process. The free surface deformation results agreed with those reported in [47] for \(Re = 900\), but there was disagreement with the results of [36] for \(Re = 900\) and 1500. In addition, the free surface deformation reported in [4,8], was qualitatively compared in [46] for the case before the symmetry breaking and without reaching the rotating disk. It was found that, due to the solid body rotation near the axis, the free surface deformed as a parabola and the free surface level decreased as the Reynolds number increased. To validate the results, experiments with \(Re\) of the order 1000 and \(Fr\sim 1\) were also conducted in [46]. It was shown that the experimentally found free surface deformation agreed with the numerical results.

Most recently, the base flow was studied numerically in [48], using the experimental conditions of [21]. First, the effects of the \(Fr\) and \(Re\) on the flow field were investigated [48]. It was found that for Froude number in the range of 0.01 to 1 (where the fluid almost
touches the rotating disk in the latter case), the flow field far from the cylinder axis is not significantly influenced. Thus, beyond some exploratory computations dealing with perfectly symmetrical free surface vortices, the work in [48] concentrated on flow with flat free surface, thus reducing computational efforts. Accordingly, the attention focuses on meridional circulation, providing further confirmation of the computed boundary layers at Re = 1500 [49,50] and at higher Re (>10,000) [27].

The discussion presented above suggests that a detailed numerical analysis of rotating polygons should be used to shed new light on this challenging problem. Such simulation, which encompasses the appropriate ranges of the governing parameters, is reported in the present study. This work focuses on conditions where stable states were observed experimentally. The meaning of “stable” in this context is that for a given set of conditions, a certain shape is attained, and though it may vary, it always remains within the same polygon type (constant N).

2. Numerical Modeling

The experiments reported in [10] are chosen to be modeled in the present study. This means that the geometrical and flow parameters of their system were carefully reconstructed in this work. According to their results, the frequencies chosen for numerical modeling are within the ranges of stable ellipses and triangles observed experimentally. The simulations are done using the ANSYS Fluent -r19.0.0 software platform (2019) [51]. This software employing VOF technique to model free surface flows was found reliable in capturing the phenomena relevant to the present study—see, e.g., a recent publication [52].

2.1. Choice of the Numerical Approach

For the range of experimental conditions analyzed in the present study, the free surface of the rotating fluid was strongly deformed. Hence, the errors associated with employing non-deformable free shear boundary conditions might be expected to be significant. Moreover, as the free surface for the range of the experimental conditions modeled in the present study has assumed, among other cases, the shapes of ellipses and triangles (as in [10]), full asymmetric 3D calculations are performed. The flow in question is expected to be a turbulent free surface flow. As the Reynolds number based on the disk radius is of the order of $10^5$, direct numerical simulation (DNS) is impractical. Employing Reynolds-averaged Navier-Stokes (RANS) equations, unsteady simulations have proven to be unrealistic as, in a preliminary study, they revealed no asymmetry in the shape of the free surface (these results are not shown for the sake of brevity). It was thus decided to use Large Eddy Simulation (LES). The essential specific details of the adopted approach are presented below.

Subgrid-Scale Stresses (SGS) model has to complement any LES calculation. A number of models for SGS calculation are available [53]. A localized dynamic model including an energy equation [54] was employed in the present study. The model solves a transport equation for the subgrid kinetic energy, while model coefficients are obtained using a localized dynamic procedure. The subgrid-scale kinetic energy, as implemented in Fluent, is defined as

$$k_{sgs} = \frac{1}{2} \left( \overline{u_k^2} - \overline{\tau_k^2} \right)$$  (1)

which is obtained by contracting the subgrid-scale stress

$$\tau_{ij} \equiv \rho \overline{u_i u_j} - \rho \overline{u_i} \overline{u_j}$$  (2)

The subgrid-scale eddy viscosity, $\mu_t$, is computed using $k_{sgs}$ as

$$\mu_t = C_t \rho k_{sgs}^{1/2} \Delta_j \overline{\tau_{ij}}$$  (3)
where $\Delta f$ is the filter size computed from the cell volume, $\Delta f \equiv V^{1/3}$. The subgrid-scale stress can be then written as follows:

$$
\tau_{ij} - \frac{2}{3} \rho k_{sgs} \delta_{ij} = -2 C_k \rho k_{sgs}^{1/2} \Delta f S_{ij}
$$

(4)

The subgrid-scale kinetic energy is obtained solving the following transport equation:

$$
\frac{\partial k_{sgs}}{\partial t} + \rho \frac{\partial u_j k_{sgs}}{\partial x_j} = -2 \tau_{ij} \frac{\partial u_j}{\partial x_j} - C_k \rho k_{sgs}^{1/2} \Delta f + \frac{\partial}{\partial x_j} \left( \mu_t \frac{\partial k_{sgs}}{\partial x_j} \right)
$$

(5)

where $C_k$ and $C_\varepsilon$ are determined dynamically and $\sigma_k = 1$.

The localized dynamic model was found to be particularly important since it implies that in high-Reynolds-number flows, a relatively coarser grid (when compared with the algebraic LES model) can be used [54]. This model was successfully applied for modeling rotating shear flows [55].

Free surface fluid flows are usually computed employing interface capturing methods [56]. Two methods are widely employed: volume-of-fluid (VOF) approach [57] and level set method (LSM, [58]). The main strength of VOF methods is their ability to preserve mass [59], while the advantage of those based on level set is the accurate representation of the free surface normals and curvature [60].

The ability of combined LES and free surface capturing methods to predict free surface turbulent flows is demonstrated in a number of publications (e.g., [56]). The LSM was employed in [61] in conjunction with LES for turbulent open channel flow over fixed dunes. Two subgrid-scale models, namely, dynamic Smagorinsky and dynamic two-parameter one, were used. It was observed that the method was able to accurately and realistically calculate the unsteady free surface motion and also provided evidence of boils, upwelling and downdraft at the water surface. The results were relatively insensitive to the choice of the subgrid-scale model. Calculations on the flow past a cylinder protruding from the water surface at the Reynolds number $Re = 2.7 \times 10^4$ and the Froude numbers $Fr = 0.2$ and $0.8$ were reported in [62]. A Lagrangian dynamic subgrid-scale model, complemented with LSM for capturing the free surface, was employed. The mean interface level and the root mean square (r.m.s.) of interface fluctuations from the simulation were reported to be in excellent agreement with the experimental results. Along with VOF and LSM methods, a number of hybrid techniques were developed for interface capturing. The coupled level set/volume-of-fluid (CLSVOF) method, as developed in [63], is applied when the free surface is expected to be highly complex. Results of a very recent work which deals with mechanisms of air-core vortex evolution in an intake flow are reported in [64].

Based on the literature analysis, the localized dynamic SGS model for LES turbulence model was used in the present study for simulating flows in an open static cylinder with a rotating bottom, partially filled with water. As for resolving the interface, this study started with employing the CLSVOF approach. However, an extensive investigation for the frequencies where stable ellipse and triangle polygons were experimentally observed in [10] revealed that the hybrid CLSVOF, while successfully capturing these shapes, could not ensure their stability. For this reason, the VOF method was used instead. This method was recently successfully applied in [65] to modeling of rotating free surface turbulent flow in a whirlpool including the phenomenon of phase separation. The tracking of the air–water interface is accomplished by the solution of an explicitly discretized continuity equation for the volume fraction. Geometric reconstruction scheme is used for the cells near the water–air interface. The scheme represents the interface between fluids using a piecewise-linear approach.

The VOF technique is employed to air and water immiscible fluids by solving a single set of momentum equations and tracking the volume fraction of each of the fluids throughout the domain. The tracking of the interface between the phases is accomplished by the solution of a continuity equation for the volume fraction of one of the two phases.
For one of the phases, assuming incompressible fluids without mass transfer between the phases and without sources, this equation has the following form:

$$\frac{\partial}{\partial t} \alpha_a + \mathbf{u}_a \cdot \nabla \alpha_a = 0 \quad (6)$$

As only air and water phases are present, the volume fractions of the two phases sum up to unity in each control volume:

$$\alpha_w + \alpha_a = 1 \quad (7)$$

Implicit volume fraction formulation is chosen for time discretization in the present study. The following equation is solved for the secondary phase (water in this case) at each time step to obtain the face fluxes for all cells, including the interface:

$$\frac{\alpha_n^{n+1} - \alpha_n^n}{\Delta t} V + \sum_f \left( U_f^{n+1} \alpha_{n,f}^{n+1} \right) = 0 \quad (8)$$

A single momentum equation is solved for the two phases with the properties, e.g., density, being calculated as void fraction weighted average of the two components. In the present work, VOF method is combined with a constant contact angle treatment (found appropriate in a number of applications—e.g., [66]) for the moving water boundaries on vertical walls and rotating bottom. Alternative treatment of the contact angle parameter can also be considered—e.g., recently published work [67] on application of dynamic contact angle formulation along with VOF method.

As will be demonstrated below, the chosen approach makes it possible to obtain stable shapes while all other simulated features correspond well with the experimental observations.

2.2. Computational Details

The experimental apparatus employed in [10] allowed simultaneous rotation of both the bottom disk and the cylindrical wall. In the present study, we focus on the cases where the cylindrical wall was kept static. The cylinder inner radius in the experiment was 145 mm. Experiments with only bottom plate rotation were performed with varying filling heights, from 30 to 80 mm. This study focuses on modeling the case with the initial water height of 60 mm. The experiments with bottom disk rotation frequencies of 3.0, 3.4, 4.0 and 4.6 Hz are simulated. The chosen frequency range encompasses the regions of ellipse and triangle shapes (two frequencies for each case) as observed in the experiment—see [10]. The explored values of governing dimensionless groups and other parameters are listed in Table 1, along with the corresponding data for the existing works.

The computational domain and grid employed in the present study are presented in Figure 1b. The base grid consisted of 1.1 million hexahedral cells built employing the O-grid technique. Appropriate mesh morphology generation is vital for an accurate solution, faster convergence and reduction in numerical diffusion. Hexahedra structured O-grid employed in the present study is characterized by regular connectivity and high space efficiency. The chosen grid is aligned in the main rotational direction of the flow in question, where possible, leading to more accurate results and a better convergence. The minimal orthogonal quality of the computational domain was 0.75 with the maximal grid aspect ratio being 12 in the limited region of the stationary cylinder boundary layer, where the prevailing flow direction is azimuthal, this aligned with the longer edge of the computational cells. Such a grid resolution, being fine in the radial direction, ensures correct representation of the flow in the boundary layer at the stationary cylinder walls. The grid was refined close to the rotating bottom disk and vertical stationary cylinder wall to capture better the flow details in the Ekman and Stewartson layers, respectively.

It is obvious that grid and time-step choice are of crucial importance for a reliable simulation of the expected complex flow fields. In this work, the following approach was
adopted: the grid was refined using the LES index of quality (LESIQ), introduced in [68], as the criterion. The LESIQ is a dimensionless number between zero and unity, reflecting the ratio between resolved and total turbulent kinetic energy. According to [68,69], based on [70], an index of quality greater than 0.8 is considered a good LES, while 0.95 and higher may be considered a DNS. Figure 2a,b show the contours of instantaneous values of LESIQ for the fastest case of the present investigation, namely, of 4.6 Hz. Figure 2a shows the values of LESIQ for the free surface of the liquid, while Figure 2b shows its values in the vertical cross-section of the flow. One can see from the figures that LESIQ is above 0.8 practically everywhere, and in most locations, it is close to or above 0.9. A parameter, which may be used for ensuring temporal resolution of the simulation, is the Courant number. One can see from Figure 2c, for the same complex case of Figure 2b, that the Courant number is smaller than unity practically all over the simulated flow field. The only exceptions are the “corners”, i.e., the locations where the rotating disk meets with the stationary wall, but this effect does not influence the outcome of the simulations. Calculation using a grid refined further by the factor of 1.5 in all the three directions (3.3 times global refinement) was done with no appreciable difference in the results.

Figure 2. Evaluation of Large Eddy Simulation (LES) quality for a typical instant flow field: (a) LES index of quality (LESIQ) for a free distorted surface shown in top view; (b) LESIQ for a vertical cross-section of the same flow field; (c) the Courant number for the same cross-section.

No-slip and no-penetration boundary conditions are applied on the rotating bottom disk and the vertical cylinder wall. The top boundary of the computational domain was defined as pressure outlet. As the domain height in all the computations was larger than the uppermost height reached by the water level, only air flow crossed the top boundary, without the liquid being “spilled” out from the computational domain. In fact, instantaneous velocity field shows some of the air leaving the computational domain, while the same amount is drawn back due to continuity constraint, since the flow is treated as incompressible.

For all the calculations performed for the current study, the initial water level was set to 60 mm by setting the volume fraction value to be unity below this height and zero in the volume above it. All the computations were initialized with both air and water being at rest with zero velocity field patched to the whole computational domain. A zero
value of subgrid-scale kinetic energy field was set to the fluids at the beginning of each calculation. The cylinder bottom disc initial velocity was set to its desired value from the beginning of each calculation. The flow field was allowed to develop from the described initial conditions until a quasi-periodic state was reached. All the flow conditions discussed in the present study were observed after the initial developing stage was over.

The solution controls for the discretization of the governing equations were as follows. The Pressure-Implicit with Splitting of Operators (PISO) pressure–velocity coupling scheme was employed. This modification of Semi-Implicit Method for Pressure Linked Equations (SIMPLE) algorithm assures new velocities and fluxes satisfy momentum balance after the pressure correction is performed to fulfill the continuity constraint. Gradients of the scalar fields were computed using least squares cell-based algorithm. As VOF algorithm was employed for most part of the present study, and considering swirling flow field expected in the domain, the PREssure STaggering Option (PRESTO!) scheme was used for pressure interpolation. A second order central differencing scheme was chosen for momentum discretization. Subgrid kinetic energy was discretized using second order upwind scheme. Compressive volume fraction discretization was employed. Time formulation was bounded second-order implicit, employing 0.001 s time steps with 30 iterations per step. Under-relaxation factors for pressure, density, body-forces, momentum, volume fraction, subgrid kinetic energy and turbulent viscosity are chosen at their default values as 0.3, 1.0, 1.0, 0.7, 0.5, 0.8 and 1.0, respectively. Complete data files were saved every 0.1 s, while the animation of the free surface height contour maps and mesh view visualization were saved every 0.01 s. The chosen calculation scheme resulted in the continuity residuals drop at the end of every time step to the values of the order of $10^{-4}$ for the continuity equation, while the residuals were as low as about $10^{-8}$ for the rest of the conservation equations solved.

3. Results and Discussion

Figure 3 shows circumferentially and time-averaged water surface height, simulated in the present study, vs. measurements from the literature [10]. It can be seen that as the disk frequency increases, the average height increases too. In addition, as the frequency increases, the shapes transform from a circle ($N = 0$) to an ellipse and then triangle. The different shapes obtained for 3.0 and 3.4 Hz (ellipse) and 4.0 and 4.6 Hz (triangle) are in accordance with the polygon shapes observed in the experiments. It can be seen that the obtained average heights are very close to the experimental heights, in addition to the same shapes obtained in the numerical solution.

![Figure 3. Circumferentially and time-averaged water height, simulated in the present study, vs. measurements from the literature.](image)

Below, we present a detailed analysis of the numerical results for one frequency at each simulated shape, namely, 3.4 Hz for the ellipse and 4.6 Hz for the triangle. For
each frequency, the following results are reported: top views of the instantaneous free surface height maps (iso-surfaces of volume fraction of 0.5), instantaneous horizontal free surface cross-section contour lines at six heights above the bottom, top view diagrams of the ensemble-averaged radial, axial and normalized tangential velocities at four heights, and finally vertical symmetry plane contours of the ensemble-averaged radial, axial and normalized tangential velocities.

3.1. Flow Patterns

It can be seen from the figures that for both frequencies of 3.4 Hz and 4.6 Hz, the horizontal cross section of the free surface at the level of the rotating disk (zero height) is in the shape of a “dry” polygon (that is, the rotating disk is partially exposed) with \( N \) corners: \( N = 0 \) corresponds to a circle (not shown), \( N = 2 \) to an ellipse (Figure 4) and \( N = 3 \) to a triangle (Figure 5).

![Figure 4](image.png)

**Figure 4.** Top view of the free surface height above rotating disk for 3.4 Hz, from top left to bottom right, equally spaced within about 14 s of computation.
Figure 4 shows that for the rotating disk frequency of 3.4 Hz, a dry ellipse is predicted, and it rotates steadily—the time span shown in the figure is 14 s taken arbitrarily from about 10 times longer computation. It is worth noting that the frequency of 3.4 Hz lies in the range of steady ellipse shapes reported in [10]. In addition, the ellipse shapes from Figure 4 are very similar to the observations of [10] (see Figure 3b in [10]), at the same disk frequency and initial water level.

At 4.6 Hz, see Figure 5, the resulting polygons have three corners. The curvature of the corners remains constant with the rotation, as illustrated in the figure for the time span of 14 s, again taken arbitrarily from a much longer computation, like in the ellipse case. It is worth noting that the frequency of 4.6 Hz lies inside the triangle interval reported in [10]. The shapes of the triangles are very similar to Figure 3c in [10] for 4.6 Hz disk frequency, with predicted exposed bottom disc portions being slightly larger than those observed in the experiments.

3.2. Pattern Stability

The numerical tool allows obtaining the free surface contours at different heights above the rotating disk. Figures 6 and 7 show the free surface contours at six heights for 3.4 Hz and 4.6 Hz, respectively. For a given height above the disk, the contours as
function of time are extracted and rotated to obtain the maximum correlation with the contour at \( t = 0 \) (taken arbitrarily). Each contour was plotted on top of the previous ones, forming a color “braid”. The composite contours in Figures 6 and 7 represent the results of combining 1085 contours, which correspond to 108.5 s of computation, and 365 contours (36.5 s of computation), for the frequencies of 3.4 and 4.6 Hz, respectively. It can be seen that ellipses/triangles are getting larger and transform into circles with the increase in the plane height. The “braids” at each height, which contain hundreds of contours, have the same shape after rotation. This shows the stability of the shapes in time. Comparing between the contours at each height, it can be seen that the width of the “braid” of contours decreases with the increase in the height above the cylinder bottom. This shows that raising the height results in more stable shapes. It is also seen, as expected, that the higher the free surface cross-section is taken, the closer to circle shape the contour is, regardless of the underlying shape being ellipse or triangle, eventually converging to a circle with the diameter equal to that of the stationary cylinder (not shown in the figures for brevity).

Figure 6. Free surface contours at six heights for 3.4 Hz disk rotation frequency. Each contour is rotated to the contour of \( t = 0 \) s using maximum correlation between the shapes. For each height 1085 contours are plotted representing results for 108.5 s.
3.3. Velocity Field

Figure 8 presents top views of radial, axial and normalized tangential average velocities at four heights: 5, 10, 30 and 60 mm, above the disk rotating at 3.4 Hz, where ellipses on the disk surface are observed. Each view is a result of 1085 fields, taken from 108.5 s of computation time. Each field was rotated to best correlate to the $t = 0$ contour chosen arbitrarily. An average velocity value is shown at a given point if 50% or more frames are occupied by water, otherwise a white color is assigned. This threshold is arbitrary, setting the size of the white “dry spot,” but the mean velocity field around it is captured correctly. In order to expose the velocity field features, the color scales are adjusted to the specific cases, and generally are not kept constant. It can be seen from the left column in Figure 8 that the radial velocity vanishes near the stationary cylinder walls at all the four heights. Closer to the ellipse shape, there are two regions of positive radial velocity and two regions of negative radial velocity. The non-zero velocity regions are positioned such that every
apex is surrounded by positive and negative velocity regions. As expected, closer to the rotated disk, the non-zero radial velocities are higher in their absolute values and decrease with height. The maximum absolute radial velocities in the non-zero regions are 0.5, 0.4, 0.2 and 0.1 m/s at 5, 10, 30 and 60 mm above the disk, respectively.

Figure 8. Top view of the radial, axial (both in m/s) and normalized tangential average velocities at four heights (from top to bottom: 5, 10, 30 and 60 mm) above the 3.4 Hz rotating disk. Each contour is rotated to the contour of $t = 0$ s using maximum correlation between the shapes. Velocity values are averaged if the specific location was occupied by water more than 50% of the frames, otherwise white color is assigned.

The middle column in Figure 8 presents the average axial velocity at the same four heights. It can be seen that near the stationary walls inside the Stewartson layer the liquid is moving upward with decreasing velocity at greater heights. The upward velocity results from the momentum given to the liquid by the rotating disk in radial direction and the restraint by the stationary cylinder walls. The regions surrounding the ellipse shape are characterized by positive and negative axial velocities. At greater heights the regions of positive velocities become larger at the expense of the negative-velocity regions. The absolute maximum values of axial velocities increase with the increase in height. For example, at 5 mm the maximum value is 0.02 m/s, whereas at 60 mm the velocity is 0.06 m/s. It can be seen from observation of the radial and axial velocities, that near the apex of the ellipse, the liquid is moving radially outward/inward and at the same time upward/downward, correspondingly.
The right column of Figure 8 presents the normalized tangential velocity to highlight the difference between the solid body rotation of the fluid on the rotating disk and the vanishing velocity on the side wall. It can be seen that near the ellipse shape the tangential velocity is approaching the maximum tangential velocity, i.e., the local disk velocity. The tangential velocity of water decreases with radius and vanishes as expected at the stationary cylinder walls. The tangential velocity does not change significantly with height.

Figure 9 presents front cross-sectional views of radial, axial and normalized tangential average velocities. Each view represents averaging of 950 frames which are 95 s of computation. An average velocity value is shown at a given point if 50% or more frames are occupied by water, otherwise a white color is assigned. The velocities at the left column are shown in the vertical plane crossing the water volume through the minor axis of the ellipse, as illustrated at the head of the column. Similarly, the right column represents the velocities in the vertical plane crossing the major axis of the ellipse. It can be seen from the radial velocity distribution and superimposed flow field illustration that the liquid moves radially outward close to the surface of the rotating disk inside the Ekman boundary layer, and then stops at the stationary cylinder. The liquid near the stationary walls is directed upward, as can be seen from the axial velocity, forming a Stewartson boundary layer. The flow is then turning downwards and outward near the surface, as can be seen from the radial and axial velocities. The tangential velocity is getting its local maximum values at the rotating disk and near the axis of rotation; it decreases gradually towards the stationary walls.

Figure 9. Front view contours of the radial, axial (both in m/s) and normalized tangential velocities in the two vertical cross-sections corresponding to the main axes of the ellipse at the disk rotation frequency of 3.4 Hz. Each velocity field is averaged over 950 frames which represent 95 s of a transient.
Similar to Figure 8, Figure 10 shows the radial, axial and normalized tangential velocities at four heights above the disk rotating at 4.6 Hz. An average velocity value is shown at a given point if 50% or more frames are occupied by water, otherwise a white color is assigned. The computation time is 36.5 s forming 365 datasets. The contours were correlated and rotated as described in the discussion of Figure 8 above. The radial velocity presented in the left column vanishes near the stationary walls for the four heights, similar to Figure 8. However, three regions of non-zero velocities are located aside each triangle arm. Each arm is surrounded by positive and negative radial velocity which decreases with height. For the height of 5 mm, the maximum absolute velocity is 0.5 m/s and for 60 mm the maximum velocity is 0.1 m/s. These radial velocities are similar to the radial velocities obtained for the ellipse shape with 3.4 Hz rotating disk. From the axial velocities in the middle column of Figure 10, it can be seen that the liquid moves upward in a thin layer near the stationary walls and almost remains stationary far from the cylinder walls. However, close to free surface the axial velocity attains both positive and negative values. These regions are located at the same spots around free surface as the non-zero regions of the radial velocity. Thus, it can be observed that the liquid moves inward and downward near each triangle arm and also outward and upward at the other side of each arm. The radial velocity values are quite similar to the ones obtained for the ellipse shape (3.4 Hz) but the axial velocity is higher, reaching values of 0.1 m/s at all heights.

Figure 10. Top view contours of the radial, axial (both in m/s) and normalized tangential velocities at four heights (from top to bottom: 5, 10, 30 and 60 mm) above the 4.6 Hz rotating disk. Each contour is rotated to the contour of $t = 0$ s using maximum correlation between the shapes. Velocity values are averaged if the specific location was occupied by water more than 50% of the frames, otherwise white color is assigned.
The normalized tangential velocity presented on the right side of Figure 10 shows high values on the valleys of each triangle arm at 5 and 10 mm heights. For all heights, the tangential velocity decreases with radius and does not change significantly with height.

Figure 11 presents front view contours of radial, axial and normalized tangential velocities for three vertical cross-sections positioned 120 degrees from one another. As in Figure 10, each picture is representing averages of 36.5 s of computation time, meaning 365 data sets. From each set, three planes are used for averaging. It can be seen from the contours and superimposed flow field illustration that the fluid is moving radially outward at the rotating disk, then goes up near the stationary walls and moves downward again when approaching the free surface. It is also evident from the tangential velocity distribution that the normalized tangential velocity is higher close to the axis and decreases gradually close to the stationary walls. The tangential velocity does not change significantly with the height. Both Figures 9 and 11 show vortical structures, similar to those attributed to Taylor–Couette flow described in [71]. Secondary flow structures of similar nature were also reported in [72,73].

Figure 11. Front view contours of the radial, axial (both in m/s) and normalized tangential velocities for the vertical cross-section of the triangle, at the disk rotation frequency of 4.6 Hz. Each picture represents averaging of 1095 planes which are taken over the time span of 36.5 s (3 planes for every 0.1 s).
Figure 12 presents water surface and vertical symmetry plane instantaneous tangential velocity contour maps superimposed onto the water height and rotating bottom disk dry polygon contour lines, for the two shapes observed in the present study: (a) ellipse and (b) triangle. Figure 12a presents the views of two perpendicular planes crossing the water domain along the major (left) and the minor (right) axes of the ellipse, respectively. As can be seen from Figure 12, the water surface angular velocity for the case of ellipse, Figure 12a is almost independent of angular coordinate, showing a marginal increase towards the rotating disk mid-radius, and it decreases further towards the stationary cylinder wall. The same feature is observed also in the trough portion of the triangle polygon, as seen on the right side of Figure 12b. Additionally, as it is seen from Figure 12a, water angular velocity increases towards the ellipse major axis and decreases towards the minor one. This can be attributed to the continuity constraint, as the vertical plane’s effective flow cross-section decreases near the major axis and increases near the minor one, respectively. Similar behavior is observed in Figure 12b for the case of the triangle polygon: the angular velocity intensifies around the triangle polygon crests and decreases towards its troughs.

![Figure 12](image_url)

Figure 12. Instantaneous tangential velocity contours: (a) elliptical polygon for 3.4 Hz, (b) triangular polygon for 4.6 Hz.

3.4. Fourier Analysis

In addition to the visual representation of Figures 4 and 5, results of Fourier analysis, presented in Figures 13 and 14, enable the identification of the polygon patterns for the frame sequences deduced from the numerical computation. In order to quantify the polygon patterns, a Fourier decomposition is employed, following the procedure of [21]. The contours of the free surface at the level of the rotating disk (zero height) are analyzed by computing their Fourier coefficients as a function of time, where each coefficient corresponds to one polygon pattern expressed by the number of corners, \( N \). The Fourier analysis enables the identification of the dominant pattern at a given instant, and analysis of the stability of the patterns over time. The results are then compared with the frames in Figures 4 and 5 and with the literature.

The polygon rotation frequency is computed for every rotating disk frequency. This is done by analyzing the radius of the free surface contour at the rotating disk level, at one static azimuthal angle as function of time. A Fast Fourier Transform (FFT) is then applied for this function to identify the frequency of the polygon and other features, like the transition between polygon shapes. It is worth noting that in the literature, the polygon frequency measurements were limited to the exposed rotating disk. In the present work,
we also computed the frequencies for different heights above the disk, which can be used to quantify the illustrative results of Figures 6 and 7.

The Fourier coefficients $|c_n| = \left| \frac{1}{2\pi} \int_0^{2\pi} r(\theta) e^{in\theta} d\theta \right|$ are computed for the rotating disk frequencies of 3.4 and 4.6 Hz, where $r(\theta)$ is the radius of the free surface contour at the angle $\theta$ for selected height. Each coefficient corresponds to a specific polygon pattern. Thus, $c_0$ is the average radius of the polygon; $c_1$ corresponds to the transition of the center of the shape; $c_2$ represents an ellipse and $c_3$ a triangle. In Figures 13 and 14, the dominant and adjacent coefficients are presented for each rotating disk frequency. In order to juxtapose the values of the coefficients and the visual representation of the free surface shapes, Figures 13a and 14a are accompanied with top views at certain times. The dashed lines show the time interval chosen for the free surface level contours presented in Figures 4 and 5.

![Figure 13](image-url)

**Figure 13.** The Fourier coefficients, $c_0$ to $c_3$ for 3.4 Hz rotating disk frequency: (a) the Fourier coefficients as function of time at the surface of the rotating disk. (b) The average and standard deviation of the Fourier coefficients for the time interval presented in (a) at different heights above the rotating disk. The left vertical axis corresponds to $c_0$ and the right vertical axis corresponds to $c_2$ and $c_3$. 
Figure 14. The Fourier coefficients, $c_0$ to $c_4$, for 4.6 Hz rotating disk frequency: (a) the Fourier coefficients as function of time at the surface of the rotating disk. (b) The average and standard deviation of the Fourier coefficients for the time interval presented in (a) at different heights above the rotating disk. The left vertical axis corresponds to $c_0$ and the right vertical axis corresponds to $c_2$ and $c_3$. 

Figure 13a presents the coefficients $c_0$, $c_2$ and $c_3$ computed at the surface of the 3.4 Hz frequency, as function of time. It can be seen that $c_0$, which corresponds to the average radius of the polygon, is the most dominant coefficient; $c_2$ is the next most dominant coefficient, suggesting that the polygon shape is closer to an ellipse; $c_3$, which corresponds to a triangle, is noticeably smaller than $c_2$. All other coefficients are smaller than $c_3$ and therefore are not presented. The ellipse shapes remain dominant in all computation times. This shows that the ellipse patterns are very stable. The dashed lines show the time interval selected for Figure 4, and first and last figures in Figure 4 are also presented in Figure 13a. Figure 13b shows the dependence of the height on the Fourier coefficients. At each height, the average coefficient in time (solid line) is plotted together with its standard deviation (dashed lines). Since $c_0$ is larger than $c_2$ and $c_3$ by about an order of magnitude, the left vertical axis corresponds to $c_0$ and the right vertical axis corresponds to $c_2$ and $c_3$. It can be seen that as the height above the disk increases, the average radius of the shapes becomes
larger and the ellipse coefficient, $c_2$, becomes smaller. This corresponds to the results in Figure 6 where the ellipse transforms into a larger circle when the height increases. In addition, the standard deviations decrease with the height, indicating that the shapes are more stable as the height increases. Accordingly, the widths of the contours ("braids") in Figure 6 decrease with the height.

Regarding Figure 14a that shows Fourier series coefficients for the rotating disk frequency of 4.6 Hz, it can be seen that the values of $c_3$ become higher than $c_2$. On the other hand, coefficient $c_4$ that corresponds to the next polygon (square) is much smaller than $c_3$, too. This shows quantitatively that the dominant pattern is triangle, as it was shown in Figure 5. In addition, all coefficients remain around their certain values for all computation time. This shows again that the patterns are stable. The dash lines relate Figure 14 to the first and last shapes in Figure 5. Similar to Figure 13b, Figure 14b shows that the shape is getting larger with the height while $c_3$, which is the dominant coefficient (except of course $c_0$), is getting smaller.

The appearance of the two main components of the Fourier series, $c_0$ and $c_3$, obtained numerically in the present study for 4.6 Hz where the triangle polygon shape prevails, was previously reported in [21]—see Figure 4 in that work. The triangle polygon shapes reported in [21] for the initial water height of 40 mm and the rotating disk frequency of 2.4 Hz (Figure 3 in their paper) closely resemble the shapes presented in Figure 5 of the present study. This points at a strong similarity between the triangle shapes obtained experimentally and numerically.

To compute polygon rotation rate, the values of $r(\theta = 0)$ at the disk level were stored for each time step of 0.01s, and the FFT was applied to the function. The results in the frequency domain are plotted in Figures 15 and 16, for the disk rotation frequencies of 3.4 Hz and 4.6 Hz, respectively, and at the level of the rotating disk. Only at this height is it possible to compare the present results with the experimental findings from the literature, where image processing was used to compute the rotation rate of the polygons: it was used only on the exposed rotating disk where the contrast between the liquid and the exposed solid surface was large enough, see [10,18,19]. It is worth noting that the numerical calculations are not restricted by this limitation on the image processing.

Figure 15 shows the amplitude $Y$ of each mode for the rotating disk frequency of 3.4 Hz. The largest peak, 2.07, represents the rotation rate of the polygon (ellipse). Since the dominant Fourier coefficient is $c_2$ (see Figure 13), the rotation rate of the polygon is computed by dividing the dominant frequency, 2.07 Hz, by the two polygon “corners” ($N = 2$), which results in a rotation rate of 1.035 Hz and a ratio of 0.304 between the rotation velocities of the polygon and the disk. The second dominant frequency, 4.11 Hz by the results of Figure 15, corresponds to the next polygon—a triangle. Then, additional peaks, corresponding to higher values of $N$, are observed. The relative magnitude of the second peak may indicate that the disk rotating frequency is close to a transition between an ellipse and a triangle, as indeed was demonstrated by [10] and can be seen from Figure 3. It may be noted that the computed ratio of frequencies in our case is also close to the value observed by [19].

For the disk frequency of 4.6 Hz, the dominant Fourier coefficient (other than $c_0$) is $c_3$, and its peak frequency from the computation, 4.13 Hz, see Figure 16, should be divided by three, resulting in the ratio of 0.299 between the polygon and the disk rotation velocities. Again, this is very close to the results of [10], where it is reported that the ratios should be within 1/4 to 1/3 [15,19] (see Figure 5 in [19]). It is curious that for the triangular shape, Figure 16, the next peak is smaller than that corresponding to the one at an adjacent higher frequency. It may be speculated that the circles observed in [10], between the triangles and squares, and also maybe those above the squares, are in fact a superposition of a number of polygon shapes. It should be stressed that this study has focused on the ellipse and triangle shapes, hence the higher-order Fourier coefficients (beyond $c_3$) would be explored in a future study.
ties. Again, this is very close to the results of [10], where it is reported that the ratios should
be divided by

The complexity of the problem in question—highly distorted, turbulent free surface flow—required a carefully chosen combination of state-of-the-art numerical methods. The Large Eddy Simulation (LES) was adopted as the numerical approach, with a localized

In fact, the numerical tool allows us to use the same procedure on different heights and not only at the exposed rotating disk as done by the experimental studies. The results show that the polygon frequency as well as the ratio between the dominant frequencies do not change with the height.

4. Conclusions

In the present paper, highly distorted free surface shapes, observed experimentally during the last three decades in liquid flows inside a vertical circular cylinder with a stationary envelope, rotating bottom and open top at the Reynolds numbers of the order of $10^5$, were modeled numerically for the first time in the literature. The parameters and features of this work were chosen based on a scrupulous examination of the existing knowledge, which was extensively presented and analyzed in detail. Accordingly, the cylinder inner radius was 145 mm and the initial water height in it was 60 mm. Following some representative experiments from the literature, bottom disk rotation frequencies of 3.0, 3.4, 4.0 and 4.6 Hz, corresponding to ellipse and triangle shapes, were chosen for the present simulation.

The complexity of the problem in question—highly distorted, turbulent free surface flow—required a carefully chosen combination of state-of-the-art numerical methods. The Large Eddy Simulation (LES) was adopted as the numerical approach, with a localized

Figure 15. Fourier transform for rotating disk frequency of 3.4 Hz.

Figure 16. Fourier transform for rotating disk frequency of 4.6 Hz.
dynamic Subgrid-Scale Stresses (SGS) model including an energy equation. Since the flow obviously required a surface tracking or capturing method, a volume-of-fluid (VOF) approach was chosen for the present study, based on a careful comparison with the well-known experiments.

The results of the numerical modeling were both extensively visualized and analyzed quantitatively. This was done using radial, axial and tangential velocity fields and average velocity components in different directions. Furthermore, a Fourier analysis was applied to analyze additional features of considerable interest, including the ratio of polygon rotation speed to the bottom rotation speed.

The reported numerical simulations have succeeded to capture all important features of the investigated flow configurations. It was demonstrated that the distorted free surface attained rather distinctive polygon shapes, and that the free surface could become deep enough to expose partially the rotating bottom disk itself, creating “dry” polygons. As expected, the chosen range of geometry and flow parameters included the regions of ellipse and triangle shapes, as observed in the corresponding experimental studies reported in the literature.

The numerical results were found to match the existing experimental observations and measurements, both in terms of the shapes and ranges predicted and in the details of the corresponding flow fields. In most of the simulated cases, the agreement with the existing experimental findings was remarkable. A detailed character of the numerical results allowed for a comprehensive discussion of the underlying physical mechanisms for the characteristic shapes and their transitions. Thus, a unique insight into the free surface flows with rotating polygon shapes was provided.

In our opinion, the significance of the present study goes much beyond the specific type of model flows that it addressed. The reported work presents a considerable step toward better understanding of rotating free surface flows in general. The outcomes of the present investigation indicate that these flows, widely encountered in both nature and engineering systems, can be predicted based on a careful choice of state-of-the-art numerical tools.
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