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Towards identifying optimal biased feedback for various user states and traits in motor imagery BCI

Jelena Mladenović, Jérémy Frey, Smeety Pramij, Jérémie Mattout, and Fabien Lotte

Abstract—Objective. Neural self-regulation is necessary for achieving control over brain-computer interfaces (BCIs). This can be an arduous learning process especially for motor imagery BCI. Various training methods were proposed to assist users in accomplishing BCI control and increase performance. Notably the use of biased feedback, i.e. non-realistic representation of performance. Benefits of biased feedback in improving learning vary between users (e.g., depending on their initial level of BCI control) and remain speculative. To disentangle the speculations, we investigate what personality type, initial state and calibration performance (CP) could benefit from a biased feedback.

Methods. We conduct an experiment (n=30 for 2 sessions). The feedback provided to each group (n=10) is either positively, negatively or not biased. Results. Statistical analyses suggest that interactions between bias and: 1) workload, 2) anxiety, and 3) self-control significantly affect online performance. For instance, low initial workload paired with negative bias is associated to higher peak performances (86%) than without any bias (69%). High anxiety relates negatively to performance no matter the bias (60%), while low anxiety matches best with negative bias (76%). For low CP, learning rate (LR) increases with negative bias only short term (LR=2%) as during the second session it severely drops (LR=-1%). Conclusion. We unveil many interactions between said human factors and bias. Additionally, we use prediction models to confirm and reveal even more interactions. Significance. This paper is a first step towards identifying optimal biased feedback for a personality type, state, and CP in order to maximize BCI performance and learning.

Index Terms—Brain-computer interface (BCI), Electroencephalography (EEG), prediction models, feedback bias

1. Introduction

Brain-computer interface (BCI) can be defined as “a system that measures neural activity and converts it into artificial output that replaces, restores, enhances, supplements, or improves natural neural output and thereby changes the ongoing interactions between the central nervous system and its external or internal environment” [1]. Active BCIs require focus to produce mental commands towards an external device, and establish a new form of control (e.g. for movement [2] or communication [3]). To achieve moderate to high performances in active BCIs the user is supposed to understand the task and to produce distinct and stable brain signals [4].

While some methods such as the use of 3D game versus 2D minimalist task managed to increase both performance and user experience significantly (on average) [10], other methods produced variable results because of their dependency on human factors [16], [17], notably methods with biased feedback [11], [14]. Indeed, in [14] authors speculated that participants with initially high BCI control previously determined with calibration performance (CP) would not benefit from any type of biased feedback, while on the contrary low CP participants would. In [11] the results were inconclusive about the impact of biased feedback on performance (not significant on average), while differently from [18] where negative bias increased learning, in [9], [15] it did not. Namely, due to such variable results, authors in [9] suggested further investigation on the influence of personality types and user CP, while [15] suggested personalizing the feedback bias.

On a side note, although the mentioned methods include biased feedback (and their results were compared in [9]), their approach and interface design vary and might be another...
reason for such variable results. For example, perceptually continuous alterations of the classification output in real-time which resulted in mild, adaptive feedback biases were provided in [14] and [11], while in [18] and [9] authors performed absolute miss or match 30% or 90% of the time, as negative or positive feedback, respectively. Moreover, a 3D video game was presented in [11], a VR environment with proprioceptive feedback in [9], a simple 2D (ball falling in basket) task in [14], and discrete checkbox (correct/incorrect) feedback in [18]. Nevertheless, we will not investigate these issues here, such differences in interface designs and their implications in performance variations are thoroughly discussed in [19].

To propose training tasks or interfaces that fit each user, a variety of user traits, skills and states were identified as predictors to BCI performance. For instance, personality traits such as self-reliance positively correlates, while apprehension negatively correlates with performance [20]; and user contextual states such as motivation [21], [22], attention [23], confidence [24], sense of control [25], and state of flow (a composite optimal state of control, immersion and pleasure) [11] correlate positively to performance, while cognitive load correlates negatively with performance but only for those with performance below 75% classification accuracy [17]. Additionally, competitiveness could be seen as a trait that predicts performance, as in sports there is evidence of a strong relationship between competitiveness, anxiety, self confidence and performance [26]; competitive players showed to give more effort when compared to non-competitive players [27], while the use of games and competitions to promote intrinsic motivation and performance has shown useful for learning various programming skills [28].

In this paper we wish to disentangle the speculations about the personality, states and CP involved in the success of biased feedback. Using prediction models and standard statistical analyses, we investigate the joint effect of bias types (negative, positive and no bias) and personality traits [20], CP [14], flow state [11] and workload [17] on performance and learning. Prediction models can unveil which factors (traits, states, CP) individually predict performance and learning. Furthermore, they can reveal an interaction between those factors and the bias that in conjunction predict performance or learning. Positive significant interactions would prescribe the best pairs between bias and said factors that are associated with increased performance or learning. On the other hand, negative ones would suggest the worst pairs. Hence, this paper is an attempt at starting to build a guideline for matching bias to the user and maximize performance and learning.

In section II, we describe the experimental design, our bias function, signal processing and performance metrics, as well as our prediction models. In section III we present our results including short comments; in IV we interpret more thoroughly our results, and finally in section V we provide our concluding words, and describe future works and challenges for creating an adaptive model for MI-BCI based on these results.

II. MATERIALS AND METHODS

A. Experimental Design

30 healthy participants were recruited (12 women, mean age: 28.56 years, SD: 6.96). The study was approved (validation number 2019-05) by the Inria ethics committee, the COERLE. We created a 3-condition-between-subject design: (1.) no_bias (control) group in which the classifier output is not biased, (2.) positive_bias, and (3.) negative_bias groups in which the classifier output is positively and negatively biased in real-time, respectively.

To ensure balance between groups according to performance, 10 participants were assigned to each group depending on the calibration scores in the first session. We would determine if the current participant was on the low (50-65%), medium (65-80%) or high (80+) tier in terms of classification accuracy and assign them to a group depending on the constitution of all groups up to that point. Overall the average classification accuracy during the first session was 74.25% in the negative_bias group (SD=16.06), 66.38% in the no_bias group (SD=9.60) and 71.88% in the positive_bias group (SD=12.90). Note that 1-way ANOVA showed no significant difference between groups ($p = 0.40$).

Each participant was engaged in 2 sessions (on 2 different days with a 1-to-5 days interval). For each 6-run session, participants played the Tux Racer game using left/right hand MI to move a virtual penguin Tux to the left/right respectively to catch fish. A run contained 40 trials (20 trials per MI class) and lasted 5 minutes and 25 seconds. Each 4 second long trial was visually marked by two flags on the racing course, within which a set of 8 closely arranged fish were to be caught within 3 seconds, see Figure 2. It was followed by a 4 second pause, during which controls were deactivated, and participants could rest or adjust their position if needed. Each session lasted around 2 hours and consisted of 3 parts.

Part I is the experiment preparation (around 30mins), during which participants: (a) signed the consent form; (b) filled in a demographics form; (c) watched an explanatory 3-minutes animated movie about EEG, motor imagery, and the principles of the Tux Racer game; (d) tried-out objects for motor training (Figure 1) during which the experimenter was placing the EEG cap. Participants were not obliged to try-out any of the presented objects unless they needed a somatosensory reminder of a movement, showed to increase performance of BCI novices [29]. After the try-outs, they (e) observed their raw EEG signals with facial movements, jaw clenching and eye blinks in real-time to increase their sense of agency [30].

Part II is the calibration phase (2 runs of 40 trials each, around 15mins), during which participants: (a) repeatedly performed their imagined movement for left or right hand at a time respectively with the left-right apparition of the fish; (b) received ‘‘sham’’ feedback in which Tux was controlled by a script that generated quasi-random, rather optimistic behavior (participants were told that they were not the ones controlling the game); (c) perceived Tux sliding on a pink snowboard, instead of its own belly, which was the visual indication to differentiate the calibration from the testing phase; and (d) finally, once the calibration runs were over, participants filled out a questionnaire on the subjective effort provided or workload (NASA-TLX) [31] and flow state (EduFlow) [32].

Part III is the testing phase (6 runs, around 45mins) during which the participants: (a) controlled Tux with their left-right
hand motor imagery; (b) received either positively, negatively or not biased feedback; (c) filled in NASA-TLX [31] and EduFlow [32] questionnaires after each run;

Note that in each session, the machine was calibrated on training data from the same session only.

a) Questionnaires: To assess the personality traits and affinities to competition, participants were asked to fill in the following questionnaires at home:

(1) Personality test 16PF5 [33], providing 16 primary scores of personality traits, and 5 global scores of personality (extraversion, anxiety, tough-mindedness, independence, and self-control), that are computed as linear combinations of the primary ones. Subsequent analysis used the 5 global scores.

(2) Revised Competitiveness Index [34], from which we analyze only competition enjoyment scores.

To have a better understanding of one’s experience and perceived difficulty during the experiment, the participants filled 2 questionnaires after each run:

(3) EduFlow questionnaire [32] provides 4 dimensions being cognitive control, immersion, autotelism, and loss of self; the mean of all 4 dimensions we refer to as eduflow.

(4) NASA-TLX [31] produces one score of workload (denoted as nasa_score).

B. EEG Decoding and BCI Feedback

a) Signal Processing: The following equipment and software were used: (i) A 32 channel Brain Products LiveAmp (wireless amplifier), (ii) OpenViBE v2.2.0 [35] for real-time signal processing in which we used: (1) Butterworth temporal filter, whose frequency band was optimized in a subject specific-way as in [36]; (2) Common Spatial Patterns (CSP) spatial filters to reduce the 32 original channels down to 6 “virtual” channels that maximize the differences between the two motor imagery classes [37]; (3) Features computed as the EEG band power after CSP and band-pass filtering, using a 1s time window sliding every 1/16th seconds; (4) Probabilistic Support Vector Machine (SVM) with a linear kernel used to classify the features between left and right motor imagery.

This way, the output of the SVM, \( x_t \in [0, 1] \), indicates both the class estimate and the confidence associated with that estimation.

CSP filters were trained prior to the classifier over the two runs of the calibration phase of each session. As per [37], the process automatically selected weights so that the variances are optimal for the discrimination of the left/right classes (variance is maximized between classes and minimized within classes). The 3 pairs of filters selected after this process corresponded to the 3 largest and 3 lowest eigenvalues. The same frequency band was fed to the CSP and then to the SVM. We did not perform hyperparameters fitting for the SVM, leaving to default the parameters exposed by the LIBSVM implementation included in OpenViBE (C-SVC type, “cost” set to 1.0, shrinking enabled).

b) Game controls: We used the Lab Streaming Layer (LSL\(^2\)) to control a virtual joystick that in turn controls the penguin. This means that the classifier output from OpenViBE was streamed via LSL in real-time and linearly mapped onto the -45 to 45 degrees angle range the penguin would take. In between trials the controls were deactivated so that Tux could not be manipulated and participants could rest.

c) Game design: We modified the open-source Tux Racer game by creating a bobsleigh ski-course through which Tux would slide in, at constant speed. We fixed the speed so that each run would last the same amount of time. Tux would then naturally slide back to the center of the course between each trial as the controls were deactivated. We placed one row of fish close to the center (each fish providing 1 point), and a row of squids close to extremities (each squid providing 5 points). The collected points are displayed in the upper right corner, the speed and indication of position in the course are in the bottom right corner, while the time elapsed is displayed in the upper left corner, see Figure 2.
We perform re-centering after each run during testing, and calculate the mean from only the previous run (without including the calibration run). As there are many issues that could happen during a run, for instance, a faulty electrode would impact the classifier to choose one class throughout the whole run and would cause the hyperplane to undergo a drastic movement for the wrong reason, we bounded the mean estimation $c \in [-0.5, 0.5]$, i.e., if $c > 0.5$ then $c = 0.5$ or $c < -0.5$ then $c = -0.5$. This method is implemented in every group, including the no_bias group.

e) Bias function: We used the beta cumulative distribution function (beta CDF) to map the classifier output (which are probabilities) to a biased classifier output (every $16^{th}$ of a second). This function contains 2 parameters $a$ and $b$ which enable us to easily control the slope, and create any kind of bias. Notably, from the identity function $a = b = 1$ (used for the no_bias group), we add and subtract a shift value $k$ for our bias function. The parameters for positive bias are $a_P = 1 - k$, and $b_P = 1 + k$, while for negative bias are $a_N = 1 + k$ and $b_N = 1 - k$, see Figure 3. K-value is chosen empirically $k = 0.33$ based on the flow theory (most recent one in motivational psychology [6]), and serves to avoid boredom as well as frustration. Note that positive and negative bias functions are mutually symmetric, but individually are not.

From our previous study [11], [39] we noticed the drawbacks of a simple linear function as bias. Indeed, it could happen that participants verify their control over the system by performing the opposite hand motor imagery. That is, they would push Tux away from the fish contrary to the task at hand, just to verify if it is not sham feedback. With the simple linear bias function Tux was limited to only one side of the ski-course, and consequently the participants speculated a biased feedback. This phenomenon reappeared in this study as well. Few participants admitted through informal interviews their need to explore and “break the rules”. Fortunately, with the new bias function, users were able to attain minimal performance and reduce their need to explore and “break the rules”. Few participants admitted through informal interviews their need to explore and “break the rules”. Fortunately, with the new bias function, users were able to attain minimal performance and reduce their need to explore and “break the rules”. Few participants admitted through informal interviews their need to explore and “break the rules”. Fortunately, with the new bias function, users were able to attain minimal performance and reduce their need to explore and “break the rules”.

C. Evaluation Metrics

a) Performance: Online performance corresponds to the peak and average performance of the classifier that controlled the video game, i.e. the highest and the mean classification accuracy over all trials’ time windows, respectively. CP was computed offline with a 5-folds cross validation of the concatenated 2 runs recorded during calibration phase. Note that online performance comprehend “real” BCI performance of the user, before applying any bias.

b) Learning: Learning rate (LR) is the slope (coefficient) of the linear regression of online performance over runs within a session, e.g., below zero indicates a decrease in learning while above indicates an increase. LR is here session sensitive (1 value per session), as a participant may not linearly continue learning from the end of the first session to the beginning of the second one. Thus, this metric is useful for observing changes between sessions, however it is less evident to predict. For this reason, in our prediction model we use a simple difference in performance between sessions, denoted as progress.

c) Baseline: During the calibration phase of each session we assessed 1 value of flow, workload and CP. As we recalibrate the system for each session, for subsequent analyses we used the assessed values (1 per session), denoted with suffix ”_baseline”. However, to avoid learning effect for progress prediction, we use only the first session values, denoted with suffix ”_reference” (1 per participant). Thus baseline values are per session, while reference ones are per participant.

d) High/low factors: To have a better understanding of the interaction between bias and human factors, we separate the factors into high and low using the median value within a particular trait or state, i.e. high/low (anxiety, extroversion, independence, tough-mindedness, self-control), and high/low (workload, flow, CP).

D. Prediction models

Let online performance be $Y^n$ for $n$ subjects, using $X^{n\times p}$ covariates for $p$ predictive factors. We are interested in the interactions between three bias types $r_{k} \in \mathbb{B}$, $k = 0, 1, 2$ on one hand, and traits (5 global personality traits, competition enjoyment), baseline states (CP, flow and workload ”_baselines”), $s_j \in \mathbb{R}$, $j = 1,..9$ on the other. Finally, the interaction between $r_{k}$ and $s_j$ or product $r_{k}s_j = x_{9k+j}$ yields $p = 27$ predictors $X^{n\times p}$. In order to find predictive models, we used Elastic-Net regression [40], which combines both Ridge (Tikhonov regularization) and Lasso (Least Absolute Shrinkage and Selection Operator). This method is often used in other fields when $p >> n$ [41]. We implemented Elastic-Net regression as follows.

$$\beta_{net} = \text{argmin}_{\beta \in \mathbb{R}^p} (\|Y - X\beta\|_2^2 + \lambda \left(\frac{1}{2} (1-\alpha)\|\beta\|^2_2 + \alpha \|\beta\|_1\right))$$

Where $\beta$ represent regression weights, $\lambda$ is the regularization or shrinkage parameter, while the parameter $\alpha$ balances the respective contribution of the two penalty terms $\|\beta\|^2_2$ and $\|\beta\|_1$. Strictly speaking, $\|\cdot\|^2_2$ indicates the $l_2$ norm while $\|\cdot\|_1$ indicates the $l_1$ norm. If $\alpha = 0$ then it boils down to Ridge.
regression with $l_2$ penalty, otherwise if $\alpha = 1$ it amounts to Lasso regression with $l_1$ penalty. Note that the offset term is incorporated into $X$.

Two or more predictors are said to interact if their combined effect is different (lesser or greater) than the sum of the effect of each predictor taken separately. Then our model for predicting performance $y_i$ for each subject $i$:

$$y_i = \beta_0 + \sum_{k=0}^{2} r_{i,k} \sum_{j=1}^{9} \beta_{g_{k+j}} s_{i,j}$$

where $\beta_{g_{k+j}}$ are the coefficients (from 1 to 27) of the interactions $r_{i,k}$ and $s_{i,j}$. Knowing that $r_{i,k} \in \mathbb{B}$ is a Boolean, categorial predictor, there exists only one $k$ among 0, 1 and 2 such that $r_{i,k} = 1$. In other words, there can be only one bias type per participant $i$, the other two are equal to zero. The same procedure is performed for the prediction of progress, except that $s_{i,j}$ baseline states or ”baselines” are replaced with ”references”, e.g. $s_{i,1}$ is CP reference.

To optimize the prediction model, we perform a Leave One Subject Out (LOSO) cross-validation using the R function cva.glmmnet from glmnetUtils⁴, which uses a coordinate descent algorithm that, for each $\alpha \epsilon [0, 1]$ (10 values by default), generates an entire path of solutions in $\lambda$ (100 values). To avoid over-fitting, we performed a nested cross-validation LOSO to have different sets for training and testing during parameter search. We hence performed a n-fold cross validation in the outer loop for model evaluation and a (n-1)-fold cross validation in the inner one for hyperparameter ($\alpha$, $\lambda$) selection.

To assess the prediction power of our models we compared their performance against random (null) models, where we kept hyperparameter values and users’ factors but shuffled the outcome variable (either performance or progress). We did so using two methods. In the first method, similar to [42], we shuffled outcome variables for both train and test sets. In the second method we shuffled data for the training set only, and tested the random models on real outcome variables. For both methods LOSO cross-validation was performed, shuffling the data a thousand times per fold. We could thus compare statistically the observed error rate across participants with error rates derived from our null hypothesis. We performed two tests because there is no consensus in the literature as about what is the best way to build random models. However, since both methods yielded the same results, we report only one p-value in the rest of the paper.

To get the final coefficients of the regression, we ran the model using the selected parameters $\alpha$ and $\lambda$ on the whole dataset. To estimate the variance, we computed the standard deviation of the selected coefficients during a LOSO cross-validation. Finally, to assess the significance of model’s features, it was compared to a random model made of a thousand permutations using R package eNetXplorer [42]. This test based on permutation is robust to repeated measurements, in our case the several performance scores per subject.

For practical reasons, we predict online performance per participant using data from each run (12 values per participant). We indeed used performance over runs so that eNetXplorer can compute enough permutations to test the significance with $p < 0.01$. Nevertheless, almost identical coefficients and RMSE were found for the model of performance averaged per session. Results’ similarities confirm the insensitivity of permutations to dependent (within subject) factors. However, for the sake of readability, we do not report those model’s results.

E. Statistical Analysis

Our statistical analysis involves ANOVA tests for determining the differences between our 3 bias groups. All the corresponding p-values were corrected for multiple comparisons with false discovery rate (FDR) [43], with the threshold being set to $p < 0.05$. To avoid repetition, all results are presented after the p-values were corrected with FDR. As for evaluating the validity of prediction models, we use the standard metric such as root mean squared error (RMSE), and the coefficient of determination $R^2$ (adjusted for multiple predictors).

III. Results

A. Group balance verification

When performing 1-way ANOVA (independent variable: group, dependent: either calibration reference, dimensions of EduFlow score from calibration, NASA-TLX score from calibration, or personality traits) there is no significant difference between groups. This would indicate that the groups were balanced considering their baseline performance, flow states and workload at the beginning of the experiment.

B. Differences between groups within sessions

In the following, we use workload, eduflow and CP from both calibration phases (nasa_baseline, flow_baseline, calibration_reference).

a) Performance: When performing 3-way ANOVAs (independent variables: group, session and high/low factors, dependent variable: either peak or average performance), there is a significant effect ($p < 0.001$) of high/low calibration performance on both peak and average online performance, meaning that e.g. low calibration performance would yield low online performance, no matter the bias.

We found a significant interaction: bias × high/low workload, for both peak ($p = 0.036$), and average performance ($p = 0.022$), see Figure 4 and Table I. This suggests that participants with initially low workload (low NASA-reference) benefit most from a negative bias (peak $\simeq 85\%$) and least from no_bias (peak $\simeq 69\%$). On the other hand, high workload participants do not require any bias to gain reasonably high performances (peak $\simeq 79\%$).

There was a significant interaction: bias × high/low anxiety for average ($p = 0.031$, see Figure 5), and a tendency for peak performance ($p = 0.080$). This would suggest that low anxiety participants would benefit most from a negative bias (avg $\simeq 76\%$) and least from no_bias (avg $\simeq 60\%$). On the other hand, highly anxious participants have low performance no matter the bias (avg $\simeq 59\%$).

⁴https://cran.r-project.org/package=glmnetUtils
Finally, there was a significant interaction: bias × high/low self-control for average (p = 0.037), and for peak performance (p = 0.042), see Figure 6. This result suggests that high self-controlled participants have higher performances with negative bias (peak ≃ 81%), than with no bias (peak ≃ 65%) which is the inverse for low self-controlled participants.

Fig. 4. Significant interaction between high/low workload and bias (p<0.05) for peak performance within 2 sessions.

Fig. 5. Significant interaction between high/low anxiety and bias (p<0.05) for average performance within 2 sessions.

Fig. 6. Significant interaction between high/low self-control and bias (p<0.05) for peak performance within 2 sessions.

Fig. 7. Significant interaction between high/low calibration performance and session (p < 0.05) and bias all together (p < 0.01) for learning rate of peak performance.

To have an overview of the results, we summarize all the peak and average performances, and learning rates between groups and sessions, see Table I.

C. Prediction Models

Note that performance is presented in percentages, and that predictors (traits, flow and workload and CP) were normalized with min-max prior the elastic-net to enable comparison.

1) Prediction of Online Performance: Our model investigates only interactions between bias and remaining predictors that can jointly predict performance. Parameters selected by elastic-net are α = 0.50, with shrinkage λ = 0.060 giving an error RMSE=10.10 and deviation ratio R² = 0.54 for average performance, and α = 0.69 with λ = 0.050 and RMSE=10.72 and R² = 0.53 for peak performance. When compared to the random model they are significantly better than chance p < 0.0001 for both average and peak.

Eighteen interactions were selected by our model for both peak and average performance, see Tables II and III. Novel
interactions are revealed in our prediction model with: (1) extroverted participants who might benefit from negative bias to attain better performance, \( p < 0.05 \); (2) competitive ones might benefit from no_bias \( p < 0.01 \), while their performance can be impeded with negative bias \( p < 0.05 \), (3) tough-minded ones seem to worsen their performance without any bias \( p < 0.01 \), (4) participants initially in flow (baseline state) do not seem to require a biased feedback \( p < 0.01 \).

Average and peak performance as well as learning for the groups of interest.

### TABLE I

| Average Performance (SD) | Peak Performance (SD) | Average Performance Learning Rate (SD) | Peak Performance Learning Rate (SD) |
|--------------------------|-----------------------|----------------------------------------|------------------------------------|
| Intercept                | 47.13 (1.35)          | 58.22 (2.3)                            | 18.1** (3.3)                       |
| Calib baseline           | 32.6** (1.7)          | 35.0** (2.1)                            | 1.4 (1.0)                          |
| Anxiety                  | -14.4** (2.0)         | -11.4** (2.3)                           | -6.5 (2.1)                         |
| Self-control              | -9.8** (1.1)          | -16.5** (1.5)                           | -15.2** (4.5)                      |
| Extroversion             | 10.6** (1.2)          | 10.1** (1.6)                            | 10.9** (2.2)                       |
| Competition              | -5.1 (1.7)            | 6.8* (1.6)                              | 16.8** (4.1)                       |
| enjoyment                | -6.3 (1.5)            | 6.8* (1.6)                              | 16.8** (4.1)                       |
| Tough-mindedness         | 0.9 (0.7)             | -7.6* (2.3)                             |                                     |
| Flow baseline            | 8.4* (2.1)            |                                     |                                     |
| NASA baseline            | 14.0** (3.1)          |                                     |                                     |

2) Prediction of Progress: Progress calculated from peak performance can be predicted better than chance \( p < 0.0001 \), which is not the case for average performance. Model parameters \( \alpha = 0.18 \) and \( \lambda = 0.001 \) provide \( RMSE=3.05 \) and \( R^2 = 0.87 \). Twenty-seven interactions were selected (Table IV), however we could not test the significance of their coefficients with eNetXplorer due to the lack of data (1 progress value) per participant.

### TABLE II

| Table II Average performance prediction model. Significant coefficients: * for \( p < 0.05 \), ** for \( p < 0.01 \). |

### TABLE III

| Peak performance prediction model. Significant coefficients: * for \( p < 0.05 \), ** for \( p < 0.01 \). |

IV. Discussion

A. Results from ANOVA

It seems that in most cases, negative bias can be beneficial for performance and learning, but for one session only, as it impedes them already in the second session, and significantly so for learning of low CP participants (see Figure 7). This result implies the potential of adaptive bias within sessions for performance and learning maximization.

As shown previously in [44], biased feedback directly influences the participant’s learning and flow state (cognitive control), however it does not influence performance due to high population variability in calibration performance, personalities and initial, baseline states (e.g. flow and workload) among others. When the participants are divided by high/low factors, we observe the following results.

Workload. Those with high workload baseline can benefit
from no_bias feedback (peak_perf ∼ 77%), suggesting that these participants do not need such feedback assistance as they are engaged in the task from the beginning. On the other hand, those with low workload baseline can outperform those with initially high workload when presented with altered feedback, specifically negative one (peak_perf ∼ 85%), Figure 4. This suggests that participants who start with low workload could be motivated to engage more strongly when faced with a seemingly more difficult task.

**Anxiety**. Those with low anxiety can significantly increase performance with negatively biased feedback (avg_perf∼ 85%), suggesting that a more difficult task can be more motivating for them; while those with high anxiety perform poorly given any feedback bias (avg_perf< 65%), Figure 5.

**Self-control**. High self-controlling participants seem to benefit from negative bias (peak_perf∼ 85%), while low self-controlling ones do not require any bias (peak_perf∼ 85%). Self-controlling participants are highly rule conscious, perfectionists, while lacking liveliness and abstractedness. This result corroborates with [20] where abstractedness is positively correlated with performance. Indeed, those who have abstractedness capacities would not require an altered feedback to attain high performances, from Figure 6. A more difficult task might enable highly self-controlling ones to switch their attention from the rules and perfectionism, and focus on the task at hand.

**Learning rate**. Results suggest that those with low CP can compete with high CP (LR=1.5%) when presented with negative feedback (LR=2%), but only for one session (Figure 7).

### B. Results from prediction models

Our prediction models confirm results from ANOVAs but unveil even more interactions between predictors and bias, see Tables II and III.

**Confirming ANOVAs**. Calibration baseline is confirmed as a strong predictor of performance as hypothesized in [14], disregarding the feedback bias. On the contrary, anxiety is detrimental for performance no matter the bias valence (Figure 5 and Table I). No_bias seems to degrade performance the most for self-controlling participants (p<0.01), see Figure 6. Our prediction model also confirms that high workload participants do not require a bias (no_bias) to reach high performance (p<0.01), see Figure 4, and our model in Tables II and III.

**New interactions**. Extroverted participants might benefit from negative bias to attain better performance, (p<0.05). Extroversion is positively correlated with CP and online performance (Appendix V-A.3), suggesting that extroverted participants attain high CP and high performances. In respect with the Flow theory, in which an easy task might bring boredom and a difficult one frustration, we can concur that a more difficult task can bring higher motivation to these participants, and thus higher performance. On the other hand, negative bias seems useful for low workload participants (Figure 4 and I). Given the negative correlation between CP and workload could suggest that negative bias might be useful for extroverted ones as well. Further investigation is needed for confirmation.

Competitive participants do not seem to need altered feedback to attain high performance, (p<0.01) as they are already motivated from start, while negative bias can impede their performance (p<0.05). Competitive players seem to give more effort [27], or have higher workload. Interestingly, those with high workload also benefit from no_bias and not from a negative one (Figure 4 and Table I).

Participants initially in flow (baseline) do not seem to require a biased feedback to attain high performance (p<0.01), this suggests that neither too easy (positive bias) or too difficult (negative bias), but the middle (no_bias) tasks are useful for performance when in flow; confirming the positive correlation between flow and performance [11], cf. Appendix V-A.1.

Interestingly anxiety paired with negative bias can be useful for progress, but detrimental for performance. Indeed, as flow can be useful for performance and not learning (negative correlation between flow and learning rate, cf. Appendix V-A.2), it is possible that anxiety (in a way opposite from flow) can be useful for learning.

| Peak progress Predictor | Coefficient (SD) |  |
|-------------------------|------------------|---|
| Intercept               | -34.84 (2.3)     |   |
| Calib reference         | 8.9 (1.6)        | 13.7 (2.3) |
| Anxiety                 | -46.2 (3.3)      | -16.6 (2.6) |
| Self-control            | 37.3 (2.1)       | 45.6 (2.5) |
| Competition enjoyment   | -16.6 (2.6)      | 12.3 (4.6) |
| Independence            | -16.6 (2.6)      | -18.1 (4.7) |
| Tough-mindedness        | 45.6 (2.5)       | 16.7 (2.0) |
| Flow reference          | -16.6 (2.6)      | -12.2 (3.0) |
| NASA reference          | 25.4 (2.0)       | -9.5 (2.0) |
| Intercept               | 7.8 (2.5)        | -12.2 (3.0) |
| Calib reference         | 12.3 (4.6)       | 16.7 (2.0) |
| Anxiety                 | -16.6 (2.6)      | -16.6 (2.6) |
| Self-control            | 45.6 (2.5)       | 12.3 (4.6) |
| Competition enjoyment   | -18.1 (4.7)      | -16.6 (2.6) |
| Independence            | -16.6 (2.6)      | -16.6 (2.6) |
| Tough-mindedness        | 16.7 (2.0)       | 16.7 (2.0) |

**TABLE IV**

Predicting peak performance progress through the interaction between bias types on one hand, and traits, reference states on the other, and their corresponding coefficients.

---

**Fig. 8.** Preliminary guidelines for fitting biased feedback to each BCI user. Positive interactions (bias-performance, bias-progress) are in green, while negative ones are in red. (A) denotes predictions confirming ANOVA results, while (*) refer to significant predictions.

It might seem counter-intuitive at first glance that performance did not increase systematically across the two sessions, see Table I. It is in fact corroborated by existing literature, for example in [45], a meta-study of user learning in BCI, where
authors observed that, when using machine learning, there was as well no clear learning on average across sessions. This is also consistent with the review in [46], which showed that there is no guarantee that user learning would always occur with BCI training, especially with only a handful of sessions. In future work we hope to better study learning across several sessions, and its link with different biases.

We summarize the results from all our prediction models to ease their understanding in Figure 8. However, results that were not shown significant in the prediction models are not to be accepted as absolute truth, especially with RMSEs as large. They can merely give an intuition on potential biases to be avoided or favoured for certain personalities, states and CP. Overall, further investigations are necessary to validate these predictors, for example to deter the risk of confounding factors or because our sample participant population may not be representative of the whole population. From our results we derive a preliminary guideline for providing optimal bias for each user that would maximize performance and learning.

V. CONCLUSION

The literature suggests that benefits of biased feedback vary across users, or that there is an interaction between bias types and human factors. In this paper, we bring clarity about the dependencies of personalities, states and CP on bias types (negative, positive and no_bias), and their joint effect on performance and learning. In other words, we unveil the combinations of a bias type and said human factors that might increase performance and learning. The data we collected is made available through https://jelenalis.github.io/TuxEEGData/ so that other researchers can conduct further investigations. This paper could be used as a preliminary guideline to design optimal biased feedback for each user. Furthermore, an adaptive bias between sessions has emerged as a possible beneficial solution to maximize performance and learning. In the future, these predictors for optimal bias could provide prior information for an adaptive framework to adapt the bias automatically for each user.

APPENDIX

A. Correlation results

We found many pertinent correlations between traits, states and performance, LR and CP, as follows, see Figure 9.

![Correlations](image)

Fig. 9. Correlations with performance, learning rate (LR), and calibration performance (CP). Simplified representation using only valence – positive (green) or negative (red).

1) Performance: We correlate flow and workload scores per run with online performance per run. There are significant correlations between average, peak performances respectively and: a. Eduflow score ($p < 0.0001$, $r=0.22$, $r=0.23$), with its dimensions b. Control ($p < 0.0001$, $r=0.26$, $r=0.25$), c. Selflessness ($p = 0.012$, $r=0.15$, $r=0.14$); and traits e. Extroversion ($p < 0.05$, $r=0.40$, $r=0.36$); f. Anxiety ($p < 0.01$, $r=-0.42$, and $r=-0.39$). Finally, autotelism correlates only with peak performance ($p = 0.005$, $r=0.16$), while the 2nd dimension of flow, immersion, and other traits do not correlate with any online performance. Namely, workload does not correlate significantly with performance for all participants on average. Based on the literature [17], we performed an additional correlation to verify whether workload of those with low online performance (peak and average < 75%) is indeed negatively correlated with online performance. However, in our case it remains not significant.

2) Learning Rate: Learning rate and EduFlow dimensions (cognitive control and loss of self) correlate negatively ($p < 0.01$), especially control ($r = -0.20$). In contrast, workload correlates positively with learning ($r=0.13$, $p < 0.05$). We found no significant correlations between traits and learning.

3) Calibration Performance: There are significant correlations between calibration reference and: a. Anxiety ($p < 0.0001$, $r=-0.37$), b. Extroversion ($p < 0.0001$, $r=0.33$), and c. Eduflow reference ($p < 0.0001$, $r=-0.26$). Nasa score correlates negatively with CP baseline ($p=0.03$, $r=-0.11$).

Interpretation: As expected, flow with its dimensions correlate positively with performance [11], while anxiety (containing tension) correlates negatively with online performance [20], with CP as well. This shows how anxiety is detrimental for performance at any moment during the experiment.

Flow is negatively correlated with learning rate and with CP. This is indeed quite interesting but contrary to positive impact of flow in educational games [47]. Flow state represents a state of pleasure, immersion in the present moment, thus BCI performances in short term can benefit from such a state, but not necessarily learning. As for CP, it is possible the participants were “too relaxed” and did not engage enough with the task. This might be what differentiates BCI tasks from regular ones, the need for a higher attentional focus.

As any experiment is a social event having to interact with experimenters in a new environment, it seems quite plausible that those participants who are extrovert have higher CP, and higher online performance.

Surprisingly, workload does not correlate significantly with online performance for all participants on average, even when divided into workload of high/low performance participants. This fails to confirm the results from [17] where workload negatively correlated with performance for participants with classification accuracy below 75%. Moreover, we found that workload score (acquired after each run) correlates negatively with calibration baseline (CP from each session). This makes sense, as those with low CP will give more effort during testing phase to compensate for the wrongly calibrated machine, while those who managed to perform well during calibration, they do not need to put as much effort later-on. Clearly, further investigation is needed to better understand the evolution of workload depending on the bias and CP, or to find the optimal parameters of the bias function.
