Early screening of incidence coronary heart disease based on risk factor using fuzzy rule system
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A B S T R A C T

A thorough examination in the context of the diagnosis of coronary heart disease requires a relatively high cost. To reduce the cost of the diagnosis can be done gradually, preceded by the initial screening based on risk factors. Initial screening can be done using a model that has been developed. Unfortunately, the development of a model screening, reference to specific populations, such as the Framingham risk scores (FRS), so sometimes does not correspond to other populations. This study proposes a model of screening by combining FRS with artificial intelligence techniques, for initial screening on the risk of coronary heart disease. The research method is divided into several stages, firstly the selection of an attribute of risk factors. The second, modeling of the attribute into a fuzzy rule with reference to a standard FRS. The third, modeling of inference using Mamdani method, and the last of analyzing system performance. The test results show that the model proposed system has the ability, if positive patients tested, capable of producing a really positive output of coronary heart disease in the amount of sensitivity that is 91.37%. The performance is relatively better than a number of previous studies, with only requires an examination of the four attributes, namely age, sex, cholesterol and systolic blood pressure.

© 2017 The Authors. Published by IASE. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Coronary heart disease (CHD) is one of the biggest causes of death in both developed and developing countries. WHO estimates that approximately 17.5 million people die each year from cardiovascular disease, especially coronary heart disease which is 7.4 million people. Unhealthy lifestyle such as eating fatty foods, lack of exercise, smoking, hypercholesterolemia, and hypertension may increase the likelihood of developing the disease (Lee and Kim, 2016). Lifestyle factors have an impact on the risk of a person against coronary heart disease, in particular, the risks of the factors that can be modified. In addition, risk factors in the modification of, heart disease are also affected by the risk factors that can not be modified, such as age, gender, and heredity (Popovic et al., 2013).

The prediction model has been developed heart disease using risk factor attributes. The prediction models such as the Framingham Risk Score (FRS) (Wilson et al., 1998) and Prospective cardiovascular Munster (PROCAM) (Assmann et al., 2002). In addition to the two standards, also used the Systematic Coronary Risk Evaluation (SCORE), a standard commonly used in European populations (Graham et al., 2007). Standard models that have been developed for predicting coronary heart disease events refer to a particular population, so the resulting model is sometimes not appropriate for different populations. A study conducted by Versteylen et al. (2011) explained that the standard FRS and SCORE provide better results than another standard. It is also reinforced in research Selvarajah et al. (2014) showed that the FRS and SCORE also be used to identify a high-risk cardiovascular population of Malaysia or Asia. The development of information technology brings many changes, especially in the medical world. It has been proven that the use of information technology can provide many benefits, both from the clinicians and patients (Anderson et al., 2013; Garg et al., 2005). The impact of these developments included in the model system
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predictive of coronary heart disease events. The system has been developed using artificial intelligence techniques so that the system is capable of being used as a support clinicians in making decisions in the initial screening. Kim et al. (2015) proposed a model system predictive of coronary heart disease, with reference to the Korean dataset using the decision of tree algorithm to perform the extraction rule. Rule-based is then converted into fuzzy rules, while the membership function refers to the Framingham risk score (Kim et al., 2015). The process of decision-making is done by fuzzy inference system. Not much different from Kim et al. (2014) also proposed a model of coronary heart disease prediction system using data from a hospital in Korea using a procedure similar to Kim et al. (2015), which is using fuzzy inference system (FIS). Similar research has also been conducted, which combines Framingham and PROCAM risk score for prediction of coronary heart disease. Merging the two standards using the method of fusion with Dempster-Shafer algorithm (Khatibi and Montazer, 2010). Based on previous studies, this study will propose an initial screening system model to predict the incidence of coronary heart disease based on fuzzy inference system. Extraction is done with the fuzzy rule-based menag the attribute table and score in the FRS, thus gathering of the membership function. Fuzzy rule based generated, used to make decisions by using fuzzy inference system. Inforensi method used is mamdani. System performance measured by using a number of parameters, in particular the sensitivity, specificity, accuracy, positive prediction value (PPV), negative prediction value (NPV) and area under the Curver (AUC).

2. Material and method

2.1. Data

This study uses the dataset is available at the University of California Irvine, which can be accessed online (Detrano et al., 1988). The dataset there are four types of data cleveland with 303, hungarian 294 data, switzerland 123 data and the long beach 200 data. The dataset has 13 attributes of coronary heart disease and one attribute output, with an output value of 0, for normal and 1 for abnormal. The attribute of coronary heart disease consisting of a number of test results that can be grouped into several groups. The group is the risk factors, symptoms, examination electrocardiography (ECG), fluorscopy and scintigraphy. The focus in this paper emphasizes on risk factors. The risk factors that used a total of four, namely age, gender, total cholesterol and systolic blood pressure at rest.

2.2. Fuzzy inference system

The main concept of the theory of fuzzy logic is mapped an input space into the output space by using the IF-THEN rules. Mapping is done by using a FIS. FIS evaluate all rule simultaneously to produce results. The fuzzy logic system has a structure consisting of, fuzzification, rule-based, database, inference, and defuzzification. Set of rule-based and database called a knowledge based.

Fuzzification is a process of converting nonfuzzy variables into fuzzy variables. Rule-based is a collection of fuzzy rule extracted by the database, which is expressed in the form “IF antecedent THEN consequent”.

The antecedent of a fuzzy rule is the "input" while the consequents are the "output". The inference is the process of reasoning using fuzzy inputs and fuzzy rules that have been determined (knowledge based), resulting in a fuzzy output. The method used in the process of inference can use a number of methods, including Mamdani. The Mamdani method represented in a rule as follows:

IF \( x_1 \) is \( A_1 \) AND \( x_2 \) is \( A_2 \) .... AND \( x_n \) is \( A_n \) THEN \( y \) is \( B \)

where in variables \( A_1, A_2, \ldots, A_n \), and \( B \) is the set of fuzzy values (fuzzy sets), and " \( x_1 \) is \( A_1 \) " declared a value of variable \( x_1 \) is a member of the fuzzy set \( A_1 \). Mamdani method has several advantages, namely intuitive, widely accepted and highly suitable given human input.

Defuzzification is the process of changing into a crisp output value of fuzzy membership function on the terms specified. Defuzzification method used is the centroid, with crisp value calculation as follows:

\[ y^* = \frac{\sum \mu_R(y)}{\sum \mu_R} \]

where, \( y \) is the value of crisp and \( \mu_R(y) \) is the degree of membership of \( y \).

2.3 Method

This research was conducted through several stages. First do attribute selection, by considering attributes that exist in the dataset and standard of FRS. Both modeling each attribute into a linguistic variable and membership functions. Third rule-based fuzzy modeling by reference to the standard FRS (Wilson et al., 1998). The fourth stage, with modeling for the screening process with reference to the rule-based fuzzy generated. Early screening system model in predicting coronary heart disease events, in general, can be shown in Fig. 1. The model also can provide an overview of the stages used in the developer and the process of using the system for screening. Processing of the data at the time is screening divided into two, namely data categories and continuous. If the category data can be input directly fuzzy inference engine, whereas continuous data fuzzification process needs to be done first. Attribute with the type of continuous data in this empirically is cholesterol, systolic blood pressure, and age, whereas attributes with data type category are gender. Fuzzification process and defuzzification using membership functions for each attribute are
shown in Fig. 2, 3, and 4. After fuzzification stage, the inference process is then performed using Mamdani, output in the form of the fuzzy system by using the membership function as shown in Fig. 5.

![Diagram of screening model]

**Fig. 1:** Model of screening

Stages latter is defuzzification process is carried out, which will give an output in the form percentage occurrence of coronary heart disease, with refers to the standard output FRS. The output system is designed into two namely the high and the low risk, so the required value of the threshold value. If the percentage of the occurrence of coronary heart disease exceeds the threshold, then say high risk, and vice versa low.

### 2.4. Performance of parameters

Analysis of system performance confusion matrix using a table as shown in **Table 1**. Parameters in the analysis include sensitivity, specificity, accuracy, an area under the curve, positive prediction value (PPV) and negative prediction value (NPV).

| Actual Class | Predictive Class | Sensitivity = TP / (TP+FN) | Specificity = TN/(TN+FP) |
|--------------|------------------|----------------------------|---------------------------|
| Positive     | Positive         | TP (True Positive)         | FN (False Negative)       |
| Negative     | Negative         | FP (False Positive)        | TN (True Negative)        |

True Positive Rate (TPR) = Sensitivity
NPV = TN/(TN+FN)
Accuracy = (TP+TN)/(TP+TN+FP+FN)
AUC = (1+TPR-FPR)/2 (Ramontol et al., 2012)
False Positive Rate (FPR) = FP/(FP+TN)
PPV = TP/(TP+FP)

### 3. Result and discussion

Model system initial screening on the incidence of coronary heart disease is developed using fuzzy approach. The results of modeling with fuzzy rule-based, produced a number of rule 38. From this number of modeling 4 attributes are used. Here are shown some examples of rule-based fuzzy generated in **Table 2**. The number of rules will be a knowledge-based system of early screening for coronary heart disease events. The process of screening done by inference using the knowledge based Mamdani.

Output screening system refers to FRS that is prediction percentage incidence of coronary heart disease. The next step conversion, into two output
states of high and low risk. The level of risk is determined by using a threshold value which is the percentage value incidence of coronary heart disease. Results of the system performance by using a variation of the threshold level, both the performance parameters of accuracy, sensitivity, specificity, AUC, PPV, NPV and accuracy, as shown in Fig. 6. Referring to Fig. 6, the threshold for determining that patients in the high category, the threshold on the value 7.00%. The changes in the value of sensitivity and specificity started to descend and ascend relatively significant.

| Rn | Fuzzy rule |
|----|-------------|
| R1 | IF (Age is Young) and (Gender is Male) THEN (Prediction is Very_Low) |
| R2 | IF (Age is Less_Mid) and (Gender is Male) THEN (Prediction is Very_Low) |
| R3 | IF (Blood_Pressure is Very_High) and (Gender is Male) THEN (Prediction is High) |
| R4 | IF (Cholesterol is Very_High) and (Gender is Female) THEN (Prediction is High) |
| R5 | IF (Cholesterol is High) and (Gender is Male) THEN (Prediction is High) |
| R6 | IF (Blood_Pressure is High) and (Gender is Female) THEN (Prediction is Medium) |
| R7 | IF (Cholesterol is Medium) and (Gender is Female) then (Prediction is Low) |

If using a threshold value at 12.00%, then on the threshold value of high specificity. The high specificity, have an understanding that, when the examination was declared healthy is more dominant than the pain. The screening will be a better-dictated pain, for a further follow-up test, of the otherwise healthy but apparently sick. The resulting system performance by using a threshold value of 7.00%, is shown in Fig. 7. The performance parameters of the system used are the sensitivity, specificity, PPV, NPV, accuracy, and AUC. Tests carried out using datasets cleveland, hungarian, switzerland and long beach.

![Fig. 6: Threshold of prediction of coronary heart disease](image_url)

Early screening system model for the prediction of coronary heart disease events by reference to the risk factors capable of delivering performance with relatively good sensitivity value. Referring to Fig. 7, the value of sensitivity generated in this study for the dataset by cleveland is 91.37%, hungarian 86.79%, switzerland 84.35% and the long beach of 96.64%. The performance showed that when patients were positive for coronary heart disease, screening systems, the strongly positive value of coronary heart disease by 91.37% to cleveland dataset. Unfortunately, the high sensitivity is not balanced with high specificity. Based prediction of coronary heart disease risk factors, the initial screening stage in a process diagnosis. Initial screening is the preferred performance parameters sensitivity performance parameters (Wiharto et al., 2016). These considerations indicate better diagnose positive but then in a follow-up examination negative, rather than screening negative, but if it turns out advanced diagnosis is positive.

Early screening system using a panel of four attributes, namely age, sex, systolic blood pressure and total cholesterol. The fourth attributes, according to research conducted Feshki and Shijani (2016), divided into two groups. The first group namely the age and the type of gender. The second group is systolic blood pressure and total cholesterol. Both groups are grouped based on the cost of inspection, the first group at an acceptable cost, while the second group is relatively cheap cost (Feshki and Shijani, 2016). Referring to this, the cost of the initial screening examination for coronary heart disease events are relatively cheap.

The previous studies showed that prior to conversion to a fuzzy system, first made the decision tree process to establish rule based. Rule-based is converted into a fuzzy system. This is different from the proposed screening models, namely, by performing modeling fuzzy rule-based and function-based membership FRS. The concept is also used in research Khatibi and Montazer (2010), only in the study that combines two standard Framingham risk score and PROCAM, and uses five risk factors attribute. In the proposed research, with reference to the research conducted Versteylen et al. (2011),
explains that standard FRS, able to provide better performance in comparison with another standard.

The performance of the proposed system is relatively the same as the number of previous studies, such as that carried out the study Kim et al. (2014) able to provide accuracy reached 69.22%, while the sensitivity is not shown. The accuracy obtained by using seven attributes of risk factors. Research Kim et al. (2015), when seen from the result of sensitivity reached 93.1% and accuracy was 69.51%. The performance obtained with the 6 attributes risk factors. Also in the study Pal et al. (2011), the resulting system a provide 72.66% accuracy when using algorithm CART, whereas when using ID3 algorithm accuracy of 69.66%. The accuracy value obtained using nine attributes of risk factors. When compared to the proposed system is not much different sensitivity value, even if using a dataset long beach can be reached 96.64% with 74.5% accuracy. Besides the highest accuracy is obtained when testing using switzerland dataset, ie 80.89%.

The next comparison with research conducted Yang et al. (2015). The study uses a neural network, using seven attributes of risk factors. The resulting performance is 85.7% for sensitivity and 52.8% for specificity. When compared with the proposed system, the sensitivity of proposed system is increasing as much as 5.67% when used cleveland dataset. It can be increased also if used long beach dataset as much as 10.9%.

The proposed system, has a forte in terms of the number of attributes that are used, are relatively small, compared with Kim et al. (2015), Kim et al. (2014) and Yang et al. (2015). Attributes used risk factors are age, gender, total cholesterol and systolic blood pressure at rest. The fourth attributes these risk factors necessary inspection fees are relatively inexpensive (Feshki and Shijani, 2016).

4. Conclusion

Initial screening models for the prediction of coronary heart disease events by using fuzzy inference is able to provide a relatively good performance. System performance measured by observing the performance parameters of sensitivity. The consideration refers to the pre-diagnosis stage, which serves as a screening so that the sensitivity parameters as the parameter main performance. The model proposed system besides having good sensitivity performance, also requires only attribute risk factors of age, gender, cholesterol and blood pressure, so it is relatively cheap.
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