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Abstract. Object recognition is a technology in computer vision that finds objects in an image or video series and identifies them. Phenomenal results have been recorded in object recognition studies using deep neural networks. But it has generally been deduced that sufficient image resolution and object size are obtainable, which cannot be assured in practical uses. Recognition of objects in lower resolution images is difficult. To overcome the stated problem, a Convolutional Neural Network (CNN) model for identifying objects in lower resolution images is proposed in this paper. In object recognition datasets, this approach outperforms the high recognition accuracy. In convolutional neural network models, both convolution and max-pooling layers are typically stacked. In the proposed approach, the pooling layer was substituted with a convolutional layer with an expanded phase without loss of precision in image recognition. The All Convolutional Neural Network with trained weights for recognizing lower resolution images is deployed. Through the obtained results, it is verified that the proposed model has high efficiency and accuracy.

1. Introduction
In machine learning, object recognition is a well-known challenge because it operates on deep learning strategy [1]. In many areas of computer vision, object recognition is applied, including image retrieval, surveillance systems, smartphone face recognition, security, driverless cars, machine inspection, and automated vehicle parking systems. Following the success in the paper, “ImageNet classification with deep convolutional neural networks” [2], the efficiency of deep neural networks in object recognition has improved intensely and rapidly. “In the previous studies, networks were built of minimal layers which created problems in the training process” [3]. “In the 2016 Large-Scale Visual Recognition Challenge dataset, the squeeze and excitation network reported a 2.25 percent error when categorizing images from 1000 classes and secured first place in the competition” [4]. “This is remarkable because the human error rate is 5.1 percent”. But this network has a poor emphasis on lower resolution object recognition than that on higher resolution imaging, despite these outcomes. Convolutional Neural Networks are meant to imitate the human visual system model thus, in the computer vision field, Convolutional Neural Networks have accomplished great achievements. To extract characteristics, the convolutional layers are used, and the pooling layers are used to increase the generalizability of the functionality. A common principle is applied to all the modern convolutional neural networks (CNNs) for their construction. “Generally,
convolution and pooling layers are used in the construction of the convolutional neural network, accompanied by a limited number of fully linked layers” [5]. The rectified linear activation function is used within each of these layers. During training using dropout, the networks are usually normalized to be broad and formalized. Components of convolutional neural networks are necessary for achieving good performance on object recognition datasets. Studies show that a similar network composed exclusively of convolutional layers, with a limited dimensionality of 2 strides, reaches the ultimate output without the use of complex functions, normalization, or pooling layers. Stochastic gradient descent algorithm was used to build this architecture. By performing ablation on the CIFAR-10 (Canadian Institute For Advanced Research) dataset, the impact of switching from a more common architecture to a simplified Convolutional neural network (CNN) model is studied. This CIFAR-10 dataset contains 10 classes of images. Each class has a separate category of images. Airplane, bird, automobile, deer, cat, frog, dog, ship, horse, truck are the ten categories of images. The proposed method classifies these images despite the low resolution. As suggested in “Very Deep Convolutional networks for large-scale Image Recognition” [6], the proposed method results confirm the efficacy of using limited convolutional layers and generate substantial new questions about the need to pool in Convolutional Neural Networks.

2. Related works
Studies using deep learning techniques on very lower resolution object recognition are in a developing state. “Studying Very Lower-Resolution Recognition Using Deep Networks” [7] used deep learning to identify very lower resolution objects and showed the possibility of using neural networks to recognize very lower resolution objects, as well as numbers, facial expressions, and symbols. Although with this approach, the efficiency has not been completely verified. “To leverage the visual similarity within a group of visually related object categories, a Novel Joint Dictionary Learning (JDL) algorithm was suggested” [8-13]. In this JDL algorithm, the recognition of objects is a problem whenever the total object classes are larger. suggested to train a typical network for object recognition by using lower resolution images. This trained network showed slightly higher efficiency on lower resolution images than on high resolution images. But its accuracy on higher resolution images was significantly worse. This made the necessity to build an efficient technique with images of different resolutions to achieve tremendous output. “Deep convolutional network attempted to solve performance on lower resolution images using image super-resolution (SR) techniques”. But this method failed to derive valuable information about objects from the images. “GenLR-Net and the resolution aware convolutional neural network have also attempted to address the issue of object recognition with very lower resolution”. “Deep Back-Projection Networks for Super-Resolution proposed Super-Resolution methods to retrieve visual data from input images, but this approach has low performance for lower resolution images [14]”. The proposed system achieves high performance on lower resolution images. The Convolutional Neural Network has about 1.3 million training parameters [15].

3. Proposed system
The model that is used in this experiment, varies in many aspects from standard CNNs. The pooling layers that are virtually existing in all traditional layers are eliminated and substituted with normal convolutional layers of two strides. [16-20] To understand this proposed process, the convolution and pooling layers of CNNs must be known. A feature-wise convolution performance is exhibited by the pooling layer. Furthermore, one may query why it is appropriate to incorporate such specific layers into the network. Although it is not easy to provide a full answer to this question, it is believed that there are typically three possible reasons why pooling will assist in CNNs.

1) The pooling layer allows the Convolutional neural network representation to be more flexible.
2) The decrease in spatial dimensionality carried out by pooling. So, the higher portions of the input can also be masked.

3) Optimization is done easier due to the feature-wise nature of the pooling layer. To achieve good efficiency with Convolutional neural networks, the reduction of dimensions carried out by pooling layers is important.

Now, this pooling layer can be eliminated from the network without the loss in efficiency by two means:

1. Each pooling layer can be removed and the convolutional layer stride can be increased accordingly.

2. The pooling layer can be substituted with a standard convolution with a stride greater than one.

The first way seems to have the drawback that it substantially decreases the correlation of the convolutional layer. It is similar to a pooling mechanism where only the higher level function result is taken into account and may lead to less detailed identification. The second method does not have this drawback, because all the existing convolutional layers remain constant, also it contributes to an enlargement in the total network parameters. [21] It is emphasized that this substitution can often be perceived as learning rather than fixing the mechanism of pooling layers, which was taken into consideration in previous studies. Although current studies involving these experiments on the substitution of convolution layers instead of pooling layers are not known, the principle of eliminating pooling layers is not totally uncommon. Experiments that used only convolution layers in an architecture corresponding to conventional CNNs have already been proposed. The second change in the proposed network model compared to the traditional CNNs is that the small convolutional layers are used which can significantly minimize the number of parameters in a network and thereby achieves optimization. This system additionally standardizes the network as it contains more parameters. [22-26] Therefore, the proposed system is a network consisting of only convolutional layers, activation and dropout layers to generate results over the entire image. The outline of the proposed architecture is represented in Figure 1.
Figure 1. Overall structure of the proposed system

4. Experimentation and results
The CIFAR-10 (Canadian Institute For Advanced Research) dataset is used to conduct the experiment to assess the efficiency of the proposed system. This CIFAR-10 dataset contains 60,000 color images, with 6000 images in each class in 10 classes. There are 50,000 training images and 10,000 test images in this dataset. Five training batches and one test batch constitute the dataset. The test batch consists of accurately 1000 random sample images within each class. And the remaining images are in the training batches in random order. The training batches comprise precisely 5000 images within each class. In the CIFAR-10 dataset, the resolution of the actual images is 32 x 32 pixels. With an average computational expense of 10 hours on a modern GPU, a broad model can be trained on this dataset. The proposed CNN model is built using simple 3 x 3 convolution layers. This is done because if a convolutional layer replaces max-pooling, then 3 x 3 is the minimal filter size required to construct the model. This deployed model is called the “All Convolutional Neural Network” model.

It is stated that this model is similar to the very in-depth models used in the ImageNet competition 2014. The All CNN model description is tabulated in Table 1.

Table 1. All Convolutional neural network Model description.

| All Convolutional neural network Model |
|----------------------------------------|
| 3 x 3 convolution 96 Rectified Linear Unit |
| 3 x 3 convolution 96 Rectified Linear Unit |
Learning rate, momentum and weight decay are chosen as the hyperparameters for training the model. A parameter that regulates the model is the learning rate. And every time the model weights are modified, the model is adjusted using this learning rate in relation to the expected error. Momentum is used to improve both training speed and accuracy. Additional training parameters such as epochs and batch size are defined. Dropout is a method used in training, where randomly chosen neurons are automatically dropped out. Dropout is an input layer that is used in the fully connected layers. For all layers, a dropout of 0.5 is added. Ultimately, a higher version of the all convolutional neural network is trained on the CIFAR-10 dataset to evaluate the network model using only convolution layers.

After the verification of the proposed model, it is found that this simple network achieved better performance and accuracy compared to other methods. This model achieved an accuracy of 90.8%. The comparison of algorithms and their accuracy on the CIFAR-10 dataset is represented in Table 2.

Table 2. Comparison of algorithms and its accuracy.

| CIFAR-10 classification error | Method                | Error (%) | #params |
|------------------------------|-----------------------|-----------|---------|
|                              | Maxout                | 11.689%   | >6M     |
|                              | Network in Network    | 10.412%   | ≅ 1M    |
|                              | Deeply Supervised     | 9.7%      | ≅ 1M    |
5. Conclusion and Future work
Very simple architectures can perform very well with advanced methods of training. The all convolutional neural network using only convolution layers outperforms the significant performance on the CIFAR-10 dataset. Thus, a new approach for object recognition is introduced for images with a low resolution with the help of a convolutional neural network model. Although the method is very effortless, it generates clearer visualizations of Regions of descriptive pictures than the conventional methods. This neural network can be used as a future work for other visual recognition challenges such as facial expressions, numbers, and alphabets.
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