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Abstract: Nowadays, product designers, manufacturers, and consumers consider the environmental impacts of products, processes, and services in their decision-making process. Life Cycle Assessment (LCA) is a tool that assesses the environmental impacts over a product’s life cycle. Conducting a life cycle assessment (LCA) requires meticulous data sourcing and collection and is often time-consuming for both practitioner and verifier. However, predicting the environmental impacts of products and services can help stakeholders and decision-makers identify the hotspots. Our work proposes using Artificial Intelligence (AI) techniques to predict the environmental performance of a product or service to assist LCA practitioners and verifiers. This approach uses data from environmental product declarations of construction products. The data is processed utilizing natural language processing (NLP) which is then trained to random forest algorithm, an ensemble tree-based machine learning method. Finally, we trained the model with information on the product and their environmental impacts using seven impact category values and verified the results using a testing dataset (20% of EPD data). Our results demonstrate that the model was able to predict the values of impact categories: global warming potential, abiotic depletion potential for fossil resources, acidification potential, and photochemical ozone creation potential with an accuracy (measured using R² metrics, a measure to score the correlation of predicted values to real value) of 81%, 77%, 68%, and 70%, respectively. Our method demonstrates the capability to predict environmental performance with a defined variability by learning from the results of the previous LCA studies. The model’s performance also depends on the amount of data available for training. However, this approach does not replace a detailed LCA but is rather a quick prediction and assistance to LCA practitioners and verifiers in realizing an LCA.
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1. Introduction

Buildings account for 40% of primary energy consumption and 36% of Greenhouse Gas emissions across Europe. Decreasing the environmental impacts of buildings is key to realizing EU 2020 objectives of a 20% reduction of GHG and energy consumption. While the building sector understands the importance of energy efficiency, the environmental impacts of the building products remain less known.

These environmental impacts combined with regulation policies by countries have prompted us to investigate the life cycle of each of these products. Life Cycle Assessment (LCA) is among the most powerful analytical tools for evaluating the environmental impacts of a product, process, or service over its entire life cycle [1]. The EU has built a framework, Level(s), to integrate LCA to create a sustainable framework as part of the EU’s transition towards net carbon neutrality. Although Level(s) is not a certification scheme, a common
way of communicating the LCA results to the customers and stakeholders is to use the ISO 14025 type III Environmental Product Declaration (EPD) [2]. An EPD provides information about the environmental impacts of varied materials and products. It can relate to products manufactured by one or several manufacturers.

Conducting an LCA study is time-intensive and requires meticulous analysis and systematic investigation to model the product system. With the increase in the need to understand the environmental impacts of the evolving building products, businesses and stakeholders are searching for a framework to estimate the environmental impacts to near-accurate values. In such cases, artificial intelligence (AI) comes into play. However, there are currently no options available to businesses and stakeholders to estimate their product’s environmental impacts and hotspots quickly and accurately. In addition, predicting the environmental impacts of a product or a product system requires detailed information.

Various methods were employed to predict the environmental impacts of products and product systems, such as the game theory (GT) agent-based model (ABM). GT is a widely used scientific tool in economics, biology, social sciences, and policy. This tool presents scenarios where several players choose actions from a given set of strategies. Jose et al. modeled stakeholders in the LCA as a player, an individual, a group, or a corporation. Each strategy permutation is associated with a payoff, and the game aims to maximize the payoff [3].

ABM and LCA have been used together in multiple cases [4]. Eric Bonabeau, in his article, defines ABM as a type of microscopic modeling that uses individual decision-makers called agents. The agents assess a situation based on a predefined ruleset [5,6] and use the Agent-Based Model (ABM) to quantify the environmental impacts of a non-established emerging system [6]. The decision of the agents is determined using Bayesian probability. A case study of switchgrass cultivation in the United States of America was used as an emerging energy crop during the study [6]. A comparative study between ABM and GT was also conducted favoring both the methods for prediction depending on certain circumstances. Micilier et al. presented how ABM can contribute to LCA by reducing the uncertainties in foreground inventory data [7].

AI is a discipline that envelopes everything that makes a machine intelligent. Machine learning (ML), a subset of AI, refers to mathematical and statistical algorithms designed to learn from existing datasets to improve future performance and is used widely in many real-world applications [8]. In this paper, our reference to AI is always related to the use of ML. A review on the application of ML for LCA of buildings by Barros and Ruschel showed that related research has been increasing in recent years [9]. Their study reviewed 15 articles and identified that artificial neural networks (ANN), support vector machine (SVM), bayesian network (BN), and genetic algorithm (GA) are among the used ML techniques in the selected articles. The studies focused on optimizing the performance of LCA, supporting decision-making, and impact prediction [9]. Almost 47% of the articles used ANN as their primary ML technique in their study [9].

ANN is a learning paradigm comprising a network of node layers. The concept is based on the human brain, with each node representing a neuron. A typical neural network consists of an input and an output layer with a hidden layer, which does the math. They are utilized in various applications, including LCA. Nabavvi-Pelesaraei et al. used ANN to forecast paddy production’s environmental indicators and energy output with energy consumption as inputs [10]. In their subsequent study, they were able to predict the environmental indicators of sugar cane production with excellent prediction accuracy (>90%) [11]. The data for both the studies were energy input/output (human labor, machinery, fuel fertilizers, etc.) in various operations involved in paddy and sugarcane productions [10,11].

Although ANN is known for its high prediction accuracy, various parameters influence its results. One of the critical parameters is the required size of data. The LCA database of products is extensive but not harmonized, including various methods used to conduct an LCA and several assumptions. EPDs, on the other hand, are harmonized and follow a
set of predefined rules, which makes it easier to implement AI. The fact that it is publicly available is also an advantage.

ANN is a computing-intensive algorithm that would require much time for training, provided the parameters are ideal. Furthermore, the analysis and calculation between the layers are hidden and cannot be controlled, making it difficult to control the prediction. On the other hand, mathematical and statistics-based algorithms such as multiple linear regression, Bayes classifier, and decision tree regression are among the widely used prediction methods. The main advantage of these algorithms is controlling the quality of prediction. Of course, these algorithms have their limitations regarding prediction accuracy, and in most cases where the data was huge, ANN outperformed these algorithms [12,13]. The argument for choosing a mathematical algorithm over ANN is the availability of data and the ability to control the prediction. In the application of AI in LCA, a study by Hou et al. used the machine learning models K nearest neighbors (KNN), SVM, neural networks (NN), random forest (RF), adaptive boosting (Adaboost), and gradient boost machine (GBM) to predict the characterization factor of ecotoxicity. They concluded that RF was the best ML algorithm for predictive performance among the benchmarked methods [14].

Existing studies mostly correspond to using AI techniques within the scope of LCA. The inputs used in such studies are unique and uncommon, which involves additional data gathering. An AI-based instant prediction model that requires minimal product or service data is missing. Our article aims at explaining and highlighting a newly developed method to predict the environmental impacts of a product or service by learning from EPDs of construction products. Based on our knowledge, our method is the first attempt to estimate the values of four impact categories; global warming potential, abiotic depletion potential for fossil resources, acidification potential, and photochemical ozone creation potential, based on previous LCA studies and results. These four impact categories are selected among the seven total indicators available in the database for their different level of robustness according to the European commission EF 3.0 [15].

This paper is organized as follows. The Materials and Methods section presents the sources of the data used and the Artificial Intelligence (AI) techniques applied; the Results and Discussion section present the predicted values of the training, including the limitations of the method and recommendations for future use and developments.

2. Materials and Methods

2.1. Data Source: EPD

An EPD can be elaborated for any product; today, they are available on a large scale for construction products following the EN 15804: A1 standard [16]. EPDs are implemented to provide quantifiable environmental information about the product’s life cycle, enabling the user to assess the environmental impacts [17,18]. EPDs are built on the guidance provided by the Product Category Rules (PCRs) for unbiased comparison of products of the same function [19,20]. In 2019, the standard EN 15804 was aligned towards the Product Environmental Footprint (PEF), proposing a new set of indicators, published under the second amendment of the EN 15804: A2 (2019) [21].

EPDs are commonly published on websites governed by policies set by stakeholders, such as governments, industry associations, or NGOs. EPD data based on EN 15804: A1 are available online in a standardized database, the ÖKOBAUDAT platform [23]. Similarly, European countries like France have their sector-specific databases of EPDs called INIES, also available to the public [24].

Our paper used EPD results from construction products available in ÖKOBAUDAT database. The data in all EPDs are harmonized since they follow the EN 15804: A1 standard. The use of harmonized data sources is a critical factor in our study, and the
EPDs in ÖKOBAUDAT are available to download into Extensible Markup Language (XML) files [25].

The ÖKOBAUDAT platform provides EPD datasets in XML and Hypertext Markup Language (HTML). The EPD data format in ÖKOBAUDAT is compliant with EN 15804: A1 and the International Reference Life Cycle Data System (ILCD) [26]. These EPD results are derived using GaBi [27] background database [28]. The EPDs of the database have categorical and descriptive information about the construction products, and these elements are used as a basis to classify and assess these products [17].

Each EPD contains vital information describing the data: the name of the process data set, the location of the EPDs, the classification levels and description of the product/service, and the quantitative reference used to study the product/service. They also contain information about the source, owners, and developers of the EPD. In addition, the environmental impact categories, calculated as part of the life cycle impact assessment, are provided individually for each life cycle stage [28].

2.2. Data Collection and Pre-Processing

The EPDs were downloaded using an automated web-scraping tool developed in python using Selenium 3.1 [29]. The XML files were then parsed into a consolidated database using SQLite 3 [30]. The information from the EPD used for our method is the name of the product/service, classification of the product/materials, geographic location of the study, quantitative reference of the study, and the impact assessment results for a given impact category. This descriptive and categorical information was used as inputs to the ML algorithm that predicts the impact assessment results for a given category.

The ML algorithm is trained iteratively to predict the results of impact categories. The data collected is split into two subsets: the training and testing datasets. The training dataset is used to train the ML model, and the model is then validated by comparing the predicted and actual values from the testing dataset. Finally, the ML algorithm’s hyperparameters are manipulated to improve results [31].

Data collection is a well-organized procedure that involves a lot of precision and accuracy. A collection of compiled data based on some criteria, known as corpora, can be typically extracted from several sources, while a corpus is a collection from a single source [32]. Text cleaning and encoding is the main task of data collection. In the EPD, the name and description are unique data corresponding to a product where categorization is impossible.

Data was collected from 1188 EPDs available on the ÖKOBAUDAT platform. EPDs contained the LCA data for both products and services. The scope of the assessment results published in the EPDs is not all from cradle to grave. Few of the EPDs are focused on the product’s end of life. When counted, at least 90% of the downloaded EPDs contain the LCA results of the production stage (A1 to A3). At the end of processing, usable data after removing duplication and null values were around 980 EPDs. The processed dataset has 980 EPDs with 7 vital information: Name/description, location, 3 classification levels, functional unit, values of selected impact category. The descriptive information (i.e., “Name/description”) must be characterized to be used in the algorithm. The characterization of the information is done using algorithms from a field of AI called Natural Language Processing (NLP).

2.3. Natural Language Processing (NLP)

NLP, a subfield of AI, concerns processing a large amount of text data by converting them into features that can be used in different machine learning algorithms [33]. The procedure for text processing is normalization, lemmatization, and encoding. Text normalization is a procedure to convert the text into a standardized form. It involves removing unnecessary characters, expanding abbreviations, and redaction of stop words, such as ‘a’, ‘of’, ‘from’, etc., from the sentences. Lemmatization groups together different words with the same root. For example, reseal and sealing are reduced to “seal” [34]. Finally, the tokenized sentences classified into a bag of words provide a matrix with the count of words
in each sentence. Table 1 represents the encoded matrix of three sentences and the count of words in each sentence.

| Product | Seal | Component | Treat | Cool | Steel | Metal | Work | Hot |
|---------|------|-----------|-------|------|-------|-------|------|-----|
| Name 1  | 1    | 1         | 2     | 1    | 0     | 0     | 0    | 1   |
| Name 2  | 1    | 0         | 0     | 1    | 1     | 1     | 1    | 0   |
| Name 3  | 0    | 0         | 1     | 0    | 0     | 1     | 1    | 0   |

In our method, the descriptive information from the EPD is processed using NLP to form a corpus of words, which is then counted for the occurrence of words per EPD. The resultant matrix consists of 980 rows to 1353 columns. The remaining categorical data without the values of the selected impact category is encoded to binary variables resulting in a matrix of 980 rows to 243 columns. The combined data is then encoded and stored in a database. As part of the life cycle impact assessment, the result of an environmental impact category is also stored in the database along with the encoded information. The procedure is represented in Figure 1.

Feature selection is an important aspect that determines prediction accuracy. How the selected input features (name, quantification unit, geographical location, classification) correlate with the output is vital to making a choice. More than 95% of the EPDs published in ÖKOBAUDAT have Germany as their geographical location. While considering this an essential input in a homogenous collection of EPDs, this feature (geographical location)
does not complement the output values in this scenario. The IBU has three levels of classification upon which products and services are classified. Although there was no correlation between the individual classification stage and the results, a combination showed a positive correlation.

Only one impact category can be predicted in one instance. Therefore, the values of the impact category are separated from the dataset, and data for one impact category for all the data points are stored as the ‘Y’ variable. Indicators are transformed using logarithmic transformation to obtain more precise results, and the remaining encoded data matrix is stored as the ‘X’ variable. The variables are split into two subsets: a training dataset with 80% of the data (‘X_{train}’ and ‘Y_{train}’ ) and a testing dataset (‘X_{test}’ and ‘Y_{test}’).

The ML model fits the ‘X_{train}’ and ‘Y_{train}’ variables, and the model is then tested using the corresponding ‘X_{test}’ and ‘Y_{test}’ data from the testing dataset. The amount of available training data influences the performance of the model. Figure 1 represents the machine learning process flow model using the random forest algorithm.

2.4. Tree-Based Algorithm

A tree-based algorithm splits the dataset based on criteria until an optimal result is obtained. A Decision Tree (DT) is a classification and regression tree-based algorithm, which logically combines a sequence of simple tests comparing an attribute against a threshold value (set of possible values) [35]. It follows a flow-chart-like tree structure, where each node denotes a test, and each branch represents an outcome of the test. The node representing the results is the Leaf node [36]. The algorithm involves two major phases: the growth phase, which partitions the given nodes to fit each class of the data, and the pruning phase, aiming to generalize the DT to avoid overfitting [35]. The training data fed into the algorithm will train the model and fit each node to a test, and DTs are sensitive to data and more prone to overfitting. Overfit is a concept that represents when an ML model is overly familiarised with the training data and cannot generalize the new dataset, and is thereby unable to predict efficiently [37].

2.5. Random Forest Regression

Random Forest (RF) is an ensemble learning method for classification and regression that constructs many decision trees [38]. They are a combination of tree predictors where each tree depends on a random vector’s values sampled independently [39]. RF generates additional data for training from datasets using repetition to produce multisets of original data. In addition, RF is a bagging technique where the generated decision trees learn and predict in parallel and then aggregate (mean prediction). The aggregation is done with modifications by limiting the number of features split on each node, resulting in relying on all features instead of one particular feature.

There are more than 1500 features in the dataset, which could cause the model to overfit. Therefore, the hyperparameters that are modified in our method are max_features: number of features to be considered before splitting, max_depth: defines the maximum depth of the tree, min_samples_split: number of minimum samples required before splitting, min_samples_leaf: the minimum number of samples present at the leaf node [31].

Python has several modules for manipulating the hyperparameters to improve the model’s prediction performance. The most common method used to select the optimal set of hyperparameters is the k-fold cross-validation method. It involves splitting the training dataset into k-folds where k-1 folds are used for training, and 1-fold is used to validate the training. The model’s performance is computed and repeated with a diverse set of hyperparameters, and the performance of each set is compared to result in an optimal set of hyperparameters. Grid search and random search algorithms are widely used for tuning the model’s hyperparameters [31]. In grid search, a set of hyperparameters values are declared. Then, each combination is evaluated and scored using k-fold cross-validation, a resampling procedure used to evaluate models using a limited data sample. In our method, we have used the three-fold cross-validation method [40].
The trained model predicts the chosen indicator’s values with the ‘$X_{test}$’ variable from the testing dataset. The predicted values are compared with the values of the chosen indicator from the testing dataset. Mean squared error and the $R^2$ value (the percentage of dependent variable variation a regression model explains) are calculated and discussed in the following section [41].

3. Results and Discussion

Due to the availability of adequate EPD data in the ÖKOBAUDAT platform, AI techniques are used here to predict the environmental impacts of construction products as a case study. In principle, the method developed applies to any product group for which EPDs have been prepared based on agreed-upon PCRs.

As a first part of the analysis, the database of EPDs created after processing the data is split into two datasets. Then, only the input variables are used to predict the values of the selected impact categories. Figure 2 represents the data input to the algorithm and the prediction made by the algorithm.

![Figure 2. Inputs and outputs of the Machine Learning model.](image)

Results and Performance of the Model

Out of 980 EPDs, 80% (784 EPDs) in random selection were used to train the model in iterations. The grid search algorithm tuned the model’s hyperparameters to search for the optimal selection for each iteration. Each indicator has a different numerical range posing a challenge to select an optimal set of hyperparameters. The model’s performance is studied by $R^2$ analysis and mean squared error. The $R^2$ measure is based on the Kullback–Leibler divergence method, which defines the goodness of fit measure for regression models and is the coefficient of multiple determination for multiple regression [41]. $R^2$ defines the performance of the model. For example, $R^2$ equal to 100% confirms that all the predicted results are around their means. Table 2 provides the performance of the model for different impact categories. The table also provides the error calculated between the actual and predicted values.

![Table 2. Mean squared error (MSE), R-squared analysis ($R^2$), and the number of data points of the predicted impact categories.](table)

| Impact Category                          | Number of Data Points | Mean Squared Error | $R$-Squared Results |
|------------------------------------------|-----------------------|--------------------|---------------------|
| Photochemical Ozone Creation Potential   | 196                   | 0.07               | 70%                 |
| Abiotic depletion potential for fossil resources | 196                   | 0.01               | 77%                 |
| Global warming potential                 | 196                   | 0.28               | 81%                 |
| Acidification potential                  | 196                   | 1.12               | 68%                 |
A statistical method called mean squared error (MSE) measures the average squared difference between the predicted and actual values. As the unit of MSE is higher than the actual error value, typically, the root of MSE, also known as root mean, squared error (RMSE), is used to evaluate the model. A smaller value of MSE indicates a better model, and it is sensitive to outliers, while \( R^2 \), on the other hand, is not so sensitive to outliers; it is based on the correlation between the actual value and predicted value.

Regression models are sensitive to outliers. As seen in Figure 3, outliers are below each impact category, the points away from the cluster cloud of points. Not all outliers are errors, and few of them contain meaningful information. However, their existence affects the entire regression model. Our case study identified data points as outliers from the lower number of EPDs of specific categories. For instance, 53 EPDs were categorized as ‘metals’ as the first classification category. While 33 EPDs were categorized under ‘steel and iron’, there are fewer EPDs for ‘aluminum’ (3), ‘lead’ (1), and others. Insufficient data to learn limits the ability of the model to predict data accurately.

The \( R^2 \) result of the Global Warming Potential (GWP), Photochemical Ozone Creation Potential (POCP), Acidification Potential (AP), and Abiotic Depletion Potential for Fossil Resources (ADPF) indicate the model’s performance above 60%. The results of GWP, ADPF, and POCP are considered reasonable compared to the training data size used.

The visualization of regression results in Figure 3 shows that the actual values are close to the prediction line, except for a few outliers. Several studies show that a good
model can have a low $R^2$ value, and a biased model could have an excellent $R^2$ value [41]. Assessing the residual plot is one way to cross-verify $R$ squared analysis limitations.

An application of the model can be demonstrated by predicting the values of a product. An EPD is selected amongst the testing dataset to demonstrate the application. From the randomly split testing dataset (20% of the complete database), an EPD of “reinforcement steel wire” with a reference flow of 1 kg is selected. This EPD was not used in the training dataset, and the model does not learn the values and is unknown. The is EPD is classified under the hierarchy of “metal” to “steel and iron” to “steel reinforcement mesh” and represents inventory for cradle to grave. This preliminary information is provided to the model, which combines it with the entire database for characterizing and encoding and is again extracted for prediction. The result of the prediction is tabulated in Table 3.

### Table 3. Predicted results and actual values of the seven environmental indicators from the EPD “reinforcement steel wire”.

| Environmental Impact Indicators                        | Original Values | Units       | Predicted Values |
|--------------------------------------------------------|-----------------|-------------|------------------|
| Photochemical Ozone Creation Potential (POCP)          | 0.000266        | kg Ethene eq.| 0.00019152       |
| Abiotic depletion potential for fossil resources (ADPF)| 7.627           | MJ          | 6.102            |
| Global warming potential (GWP)                         | 0.6834          | kg CO2 eq.  | 0.564            |
| Acidification potential (AP)                           | 0.001282        | kg SO2 eq.  | 0.00071792       |

The predicted values are close to a few indicators’ actual values as analyzed from the results of the testing dataset in Table 2. However, to use this model by a practitioner requires modifications and improvement of accuracy. One observation from the results is that the prediction accuracy of specific indicators is much higher than the others due to the data quality. Moreover, the number of features used is much higher than the size of the database due to the bagging and encoding of the descriptive data. In such cases, a more extensive database increases the accuracy of the model. Overall, our method’s results demonstrated the ability to use regression analysis using qualitative information of the product implemented for the first time.

4. Conclusions

Increasing demand to know the environmental impacts of products and services prompts an AI-based model to predict them with minimal time, data, and modeling requirements. However, an AI-based model has extensive data requirements to predict a product’s environmental impacts accurately. This article presents a working AI-based prediction model using an existing database of EPDs, which is a form of publishing results of LCA in a harmonized format. At the current stage of development and given the limited number of EPDs available, our method is intended as a check to predict the environmental impacts of a product or service quickly and is not a replacement for a detailed LCA study.

Construction products are used as a case study due to the availability of an adequate EPD database. Although existing studies pointed us to use ANN as the ML method, our choice to use the RF algorithm stems from the fact that ANN performs best with a huge database, and RF is an ensemble tree-based algorithm that performs better with more features. Using LCA studies results published in an EPD as our data source, a large amount of descriptive data must be processed and characterized using NLP. The characterized data is then fit into the RF regressor model. The trained model will predict the results of the environmental impact categories by providing information about the product as input to the model.

We have shown that the model developed can predict four impact categories with more than 65% $R^2$ value for our case of construction products. These results demonstrate the ability of the model to use regression analysis to predict environmental impact categories using qualitative product information. ÖKOBAUDAT is a major EPD publisher by IBU, Germany, while INIES host one of the largest database of EPD with over 3000 EPDs. In
addition to RF regression, we could examine the possibility of using ANN to apply to our problem with the INIES database. We also intend to benchmark our model with different ML methods on their performance. Our future work will also focus on implementing this method to other product groups and non-aggregated datasets of LCA results. The more EPDs available, the more accurate the results are. Therefore, combining multiple EPD databases for construction products of several countries, first at the European and then at the international level, as an enlarged data source might be an exciting way forward.
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Glossary

| Term       | Description                                      |
|------------|--------------------------------------------------|
| LCA        | Life Cycle Assessment                            |
| ISO        | International Standard Organization              |
| EPD        | Environmental Product Development                |
| EU         | European Union                                   |
| PCR        | Product Category Rules                           |
| PEF        | Product Environmental Footprint                  |
| NGO        | Non-Government Organizations                     |
| AI         | Artificial Intelligence                          |
| GT         | Game Theory                                      |
| ABM        | Agent-Based Model                                |
| ANN        | Artificial Neural Network                        |
| ML         | Machine Learning                                 |
| SVM        | Support Vector Machine                           |
| BN         | Bayesian Network                                 |
| GA         | Genetic Algorithm                                |
| KNN        | K-Nearest Neighbor                               |
| Adaboost   | Adaptive Boosting                                |
| GBM        | Gradient Boosting Machine                        |
| NN         | Neural Network                                   |
| XML        | Extensible Markup Language                       |
| HTML       | Hypertext Markup Language                        |
| ILCD       | International Reference Life Cycle Data System   |
| NLP        | Natural Language Processing                      |
| DT         | Decision Tree                                   |
| RF         | Random Forest                                    |
| IBU        | The Institut Bauen und Umwelt e.V.               |
| GWP        | Global Warming Potential                         |
| POCP       | Photochemical Ozone Creation Potential           |
| AP         | Acidification Potential                          |
| ADPF       | Abiotic Depletion Potential for Fossil Resources |
| MSE        | Mean Squared Error                               |
| RMSE       | Root Mean Squared Error                          |
| R²         | R Squared                                        |
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