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ABSTRACT

Distributed machine learning algorithms that employ Deep Neural Networks (DNNs) are widely used in Industry 4.0 applications, such as smart manufacturing. The layers of a DNN can be mapped onto different nodes located in the cloud, edge and shop floor for preserving privacy. The quality of the data that is fed into and processed through the DNN is of utmost importance for critical tasks, such as inspection and quality control. Distributed Data Validation Networks (DDVNs) are used to validate the quality of the data. However, they are prone to single points of failure when an attack occurs. This paper proposes QUDOS, an approach that enhances the security of a distributed DNN that is supported by DDVNs using quorums. The proposed approach allows individual nodes that are corrupted due to an attack to be detected or excluded when the DNN produces an output. Metrics such as corruption factor and success probability of an attack are considered for evaluating the security aspects of DNNs. A simulation study demonstrates that if the number of corrupted nodes is less than a given threshold for decision-making in a quorum, the QUDOS approach always prevents attacks. Furthermore, the study shows that increasing the size of the quorum has a better impact on security than increasing the number of layers. One merit of QUDOS is that it enhances the security of DNNs without requiring any modifications to the algorithm and can therefore be applied to other classes of problems.
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1 INTRODUCTION

Industry 4.0 is a digital transformation [21] of the industry by connecting sensors, machines and production systems to communicate with each other. Data from sensors, machines and processes are exchanged between different entities and are linked using rule-based approaches or machine learning (ML) based algorithms, such as Deep Neural Networks (DNNs) to optimize processes and predictions. The quality of the data is crucial for training DNNs to achieve high-quality models for inference tasks [4].

A wide variety of use cases within the industry are underpinned by DNN-based inference. Examples include (a) visual inspection in manufacturing, (b) navigation of robots and path planning for smart machines, and (c) conversational user interfaces [16, 19]. The quality of data for inference is guaranteed by a quality analysis during data pre-processing.

In this paper, the focus is on QUDOS, a Distributed Data Validation Network (DDVN) extended by quorums that implements a DNN. The DDVN solves the problem of a single point of failure in data pre-processing systems by distributing the pre-processing tasks onto different nodes located on resources in a shop floor, edge or cloud data center.

In this context, the Distributed Data Validation Network (DDVN) is used to validate the quality of data gathered, for example, from a shop floor in a smart manufacturing setting. The quality thresholds are improved by including a quality score with the data required by all entities. The data score determines whether additional data or more accurate data is required for prediction. A problem occurs when a DDVN implements a sequential algorithm, like the DNN, where individual layers, each corresponding to a node, are corrupted. Due to a corrupted layer, the computations of all layers after it will be affected. To prevent the influence of individual corrupted layers, the DDVN is extended by using a quorum-based approach. In the quorum approach, each layer in the DNN is replicated on other nodes and also used simultaneously for performing computations. The set of nodes that calculate the same layer is called the quorum. In order to make a decision in a quorum, a defined set of nodes (threshold) must publish the same result. Such a quorum-based approach ensures that an attacker must corrupt several nodes to be successful in altering the output produced by the DNN.

This paper makes the following research contributions:

(i) This research will for the first time map the layers of a Deep Neural Network (DNN) to validators in a DDVN for enhancing the resilience of data driven processes running across resources on a manufacturing shop floor, the edge and the cloud.

(ii) A novel quorum-based approach is developed and implemented for mapping a DNN onto a DDVN so that the security of the overall system is enhanced in the face of failures or attacks on validators in a DDVN.

(iii) A theoretical and simulation-based evaluation of the attack success probability of a DNN and an analysis of the attack success probability demonstrating the benefits of the quorum-based enhancement.
The simulation study was carried out by taking into account different quorum sizes (number of nodes in a quorum), layer counts, quorum counts (number of layers secured by a quorum), corrupted node counts and threshold sizes. The key observations are (a) a single corrupted node has no impact when all layers are secured by a quorum, (b) increasing the quorum size is better than increasing the layer size, and (c) the threshold has a high impact on the success probability of an attack.

The remainder of this paper is organized as follows. Section 2 discusses the related work. Section 3 presents QUQOS and the underlying approach for implementing a DNN with a DDVN and the quorum-based extension. Section 4 considers an experimental analysis of the corruption factor of a DNN and the success probability of an attack. Section 5 concludes this paper by highlighting open research questions.

2 RELATED WORK
The following section describes research related to approaches for distributing DNN and enhancing the security of distributed machine learning.

**Distributing Deep Neural Networks.** Deep Neural Networks (DNNs) are often employed in computer vision applications (for example, in automated smart factory floors for enhancing production efficiency and quality) [12, 18]. DNNs are composed of a sequence of layers, such as convolution, activation or pooling. Recent research has demonstrated that DNN layers can be partitioned and distributed across different compute resources for efficiency [11, 15, 31].

The distribution of the layers of a DNN across multiple resources has the potential to enhance the resilience of the overall system. Thus single point failures can be reduced as the entire DNN will not fail if one compute resource fails or malfunctions due to an attack. High-value and business-critical operations can be rapidly recovered on a factory floor with minimum disruption if the layers of a DNN are replicated (for redundancy) within a network of computing resources.

There are five categories of techniques that are used to distribute DNN based on its layers. They are: (i) Profiling and estimation based [11, 26], (ii) linear programming based [7, 13], (iii) DNN structural modification based [17, 30], (iv) Approximation based [9], and (v) Benchmarking based [15, 27].

The research in this paper builds on benchmarking-based DNN partitioning and distribution, namely Scission [2, 15], to map DNN layers onto compute resources in a network. Benchmarking-based techniques are based on actual measurements and no assumptions are made regarding the underlying hardware or performance of the layers on the compute resource. Operational parameters (such as load on the network and computing resource) are taken and the optimal partition is calculated. This approach requires no modification to the DNN code and has been demonstrated to work on production DNNs with many layers (and layer types and configurations).

**Security of Distributed Machine Learning.** Within machine learning research, the focus is usually on optimizing the prediction accuracy and the learning process. Security by design, specifically making machine learning resilient to external attacks, is minimally considered or taken for granted. Security enhancement mechanisms such as the use of a Public Key Infrastructure (PKI) for issuing certificates, with which authenticity can be guaranteed, or the encryption of messages using Transport Layer Security (TLS) can be applied to distributed machine learning. However, the applicability of these mechanisms within specific domains or their advantages and disadvantages are not fully known.

A mechanism based on blockchain and diversity to improve the robustness of machine learning was introduced [20]. Different results for a problem are calculated by varying data and machine learning algorithms. Subsequently, the different prediction results are aggregated using a consensus algorithm. The research presented in this paper does not employ blockchains and thus saves overhead time. Instead, the research in this paper supports rule-based approaches and protects the DNN using a quorum approach. Furthermore, the data quality by enhancing the data-preprocessing step is improved.

In addition to the known protection mechanisms used in distributed systems, some approaches make the machine learning algorithm itself more robust against attacks. These approaches are algorithm-specific and are not generic. Therefore, they cannot be easily applied to other machine learning algorithms.

For example, a gradient descent machine learning algorithm that handles byzantine failures is presented [3, 5]. A practical application is Google’s Federated Learning where worker machines analyze \( \frac{N}{m} \) data samples, where \( N \) is the total number of samples. The approach is limited to gradient descent learning algorithms.

The Nash Equilibrium is used to improve the security and resilience of distributed support vector machines [28, 29]. A two-player machine learning algorithm is assumed in which the first player is the attacker who attempts to break the learning process and the second player is the learner who aims to optimize the trained model so that the prediction results are optimal. The resulting min-max problem is solved using ADMM (Alternating Direction Method of Multipliers) technique. Furthermore, the importance of the network topology is shown by comparing line and star topology. The more neighbors a node has the more sensitive it is to an attack. This approach is also limited to the distributed support vector machines.

The security of DNNs mostly concerns adversarial attacks [10, 14]. In these attacks, it is assumed that the attacker manipulates the input data of the DNN and thus falsifies the prediction. The manipulated input data is usually not recognizable to a human, which is why it is difficult to detect. By using a denoising ensemble and verification ensemble [6], any existing noise can be filtered and the attack prevented. However, these attacks always assume that the attacker is outside the DNN. In contrast, this paper considers the impact of corrupted layers inside the DNN and does not take attacks from outside into account.

**Security by Distributed Data Validation Network.** The Distributed Data Validation Network (DDVN) [23–25] is used in environments where data quality should be improved utilizing data preprocessing. The focus is on the security goals of integrity and availability. During data preprocessing, different machine learning algorithms are used to determine the quality of the data. It is essential that preprocessing is not carried out on a single node within the system. Otherwise, a successful attack can manipulate the entire data
in the pre-processing phase. Here the DDVN can be employed; it addresses the problem of a single point of failure by distributing the pre-processing phase onto different nodes.

In this paper, a DNN is implemented and analyzed using QUDOS, a DDVN extended with quorums. The QUDOS approach differs from any of the above-mentioned approaches in the following ways: (i) it mitigates the problem of a single point of failure by adopting a completely distributed approach, (ii) it employs existing resources available in the computing continuum (cloud, edge, and shop floor), which may not be necessarily trusted, and (iii) it can be used as a generic approach for other sequential machine learning algorithms with minimum modification.

3 QUDOS

In this section, the DDVN, its structure and positioning within an industrial environment are considered. The DNN and a practical implementation by using a DDVN are presented. Furthermore, the quorum-based approach to implement a robust and secure DNN, referred to as QUDOS, is considered.

Background. Data pre-processing is used to prepare and evaluate data for data analysis. Missing attributes and missing values, improper data types, out-of-range data, unnecessary data, incomplete data and corrupted data [8] are some of the problems that are considered by an ideal data pre-processing method.

The DDVN [24] solves the single point of failure that is inherent to a standalone data pre-processing node. It distributes the data validation task over multiple validation nodes so that the impact of a single corrupted node is minimal. Figure 1 shows the structure of the DDVN and four different implementations by distributing it over the cloud, edge and shop floor. Multiple sensors of a machine (for example, temperature sensors and humidity sensors) forward their data to gateways. The gateways distribute the received sensor data to the correct validators and the associated accumulators. For this, the gateways receive a list of the correct validators \( \{v_1, v_2, \ldots, v_m\} \) from the accumulators. Each validator carries out the validation task and sends the validation result to the appropriate accumulator. The accumulator aggregates the validation results and makes decisions about the correctness and trustworthiness of the received data.

To enhance DDVN clusters are considered. A cluster is a logical grouping of validators based on similar characteristics. These characteristics include: (a) software properties, such as the operating system used, (b) hardware properties, for example, whether a GPU is available, and (c) validation capabilities, for example, can assess the temperature of a machine.

In an industrial environment (see Figure 1), the sensors are located on the machine or other devices on the shop floor. The gateway is either the sensor itself, provided it is network-enabled, has sufficient computing power and is trusted, or a specific hardware component located near the sensor. The validators may be any available hardware on the shop floor, for example, a terminal located near the machine or an operator’s tablet on which production orders are displayed. In addition to resources available on the shop floor, a validator may also run on edge resources (for example, routers or micro clouds) and cloud data center resources. Since the clusters are only logical boundaries additional hardware is not required. Typically, the accumulators are located in a protected area, for example in the company’s internal cloud where sensitive production, customer and company data is processed and stored.

Communication between the components of a DDVN is essential. Unidirectional communication between validators and accumulators is considered. The different possibilities of communication are:

- One validator is connected to one accumulator and the validator forwards its result to the accumulator.
- A set of validators are connected in series and the last validator in the series forwards the result to the accumulator.
- A set of validators are connected in parallel and each validator forwards its result to the accumulator.
- A set of validators are connected in serial and parallel and end with a serial validator so that only one validator forwards the result to the accumulator.
- A set of validators are connected in serial and parallel and end with parallel validators so that multiple validators forward their results to the accumulator.

Independent of the type of communication, the integrity of the intermediate results of the validators must be secured. For this purpose, each validator has its keypair and uses it to sign the result. The succeeding validators can thus not corrupt the intermediate results. One possible framework for implementing non-repudiation and integrity is the blockchain (outside the scope of this paper).

The chain of trust can either be verified by (a) the successive validator and thus be terminated at an early stage in case of a verification failure or (b) only at the end of a validation chain by the accumulator. Using (a) has the disadvantage that a corrupted validator can drop results from previous validators.

Motivation. The individual layers of a sequential DNN depend on the preceding layers. Therefore, if the data of a layer is corrupted due to an attack then it has an impact on all subsequent layers. Thus, the final result may also be negatively impacted when the data in any layer of the DNN is corrupted. As a first step, using the DDVN, the dependencies that exist among the validation nodes are decoupled, so that a set of nodes can calculate a certain layer. This ensures that a successful attack on one node does result in a single point of failure.

A DNN is a sequence of layers such that given an image or video input, each layer performs a sequence of different operations. The most common layers in a DNN are fully connected, convolution, pooling, activation and softmax. There are two categories of DNNs, namely sequential and branched DNNs. In a sequential DNN (see Figure 2), the input of one layer is connected to the next, resulting in a series of layers forming the neural network. The mapping of a DNN to DDVN is shown in Figure 2b. In a branched DNN, however, multiple concurrent branches of layers will be connected. In other words, a layer may be connected to more than two layers resulting in parallel paths. Using QUDOS, both sequential and branched DNN can be implemented. In a sequential DNN (see Figure 2c), one validator is connected to a single subsequent validator at a time. In comparison, with a branched DNN, the result of a single validator is simultaneously forwarded to two subsequent validators.
**QUDOS: Quorum-Based DDVN.** If an attacker is successful in attacking a node, then the resulting corruption in data will adversely impact the final result obtained from the DNN. QUDOS proposed in this paper mitigates this challenge as it extends the existing DDVN with quorums of certain layers. Quorums are used in fault-tolerant and highly available distributed systems to ensure consistency [22]. A quorum is defined as the minimum number of votes $n_{\text{min}} \in \mathbb{N}$ that are necessary to perform an operation and $n_{\text{min}} \leq n$, where $n$ are all votes. In terms of QUDOS, a quorum approach means replicating a layer on $n$ nodes, where $n_{\text{min}}$ nodes must have the same result for a quorum decision:

$$n_{\text{min}} > t \cdot n$$

(1)

Where $\{ t \mid 0 < t \leq 1 \}$ is the threshold. This allows a validator to be replaced by a quorum and an attack must corrupt $t \geq \frac{1}{2}$ of all participating validators in a quorum. However, even if an attack reaches the majority in a quorum, as long as the attack does not corrupt 100% in the quorum, an anomaly can be detected. By increasing the threshold $t$, the success of an attack can be decreased in a quorum-based DDVN (see Section 4). In a high-security environment, $t$ is set 1, so a single deviation between the quorum participants is recognized.

**Chain of Trust in QUDOS.** Trust is a basic prerequisite for the successful cooperation in distributed systems. Otherwise, data and results from other nodes can only be used with limitations for processing tasks and accumulating overall results. The same applies to the use of a DNN or QUDOS, if the results from a previous layer cannot be trusted, then the succeeding layer cannot calculate a reliable result. This behavior can be compared with a chain of trust in certificate chains. In certificate chains as well as sequential DNNs, trust must be ensured from the root certificate, also called root certificate (first layer), to the last entity certificate (last layer).

Figure 3 shows a comparison of three different approaches, namely Case (a), Case (b) and Case (c), for ensuring the chain of trust from previous layer results.

- In Case (a), each validator $v$ signs its result and the hash value of the result received from the previous validator, as long as the result and the given signature correspond to its expectation. Otherwise, error handling must be performed, which can be e.g. notification of the service personnel via email. If the trust chain was successfully established, it will be ensured that the expected layers of the DNN were used for calculating the prediction result.
- Case (b) shows an approach in which the intermediate results are forwarded to the subsequent validator $v_{i+1}$ as well as directly to the accumulator. The accumulator can thus check the intermediate results, and in the case of an error, compare them with the input data from the subsequent validator. Furthermore, no chain of trust has to be established between the validators, as this is done directly via the accumulator.
- The third approach, Case (c), describes the use of a Trusted Third Party [1]. The central point here is that the accumulator trusts the Trusted Third Party. Thus, the trust relationship can be outsourced from the Accumulator to the Trusted Third Party. The Trusted Third Party signs each layer result and is responsible for preventing untrusted nodes from taking over the identity of a participating node from the sequential process. It should be noted that the Trusted Third Party must be distributed to different nodes, otherwise, there will be another single attack surface in the DDVN.

The three trust approaches presented do not influence the correctness of the results of a DNN. Furthermore, the approaches only ensure that no unknown participants or even known nodes add or remove additional results to the DNN.
Metrics. In the following, two security metrics (corruption factor and attack success probability) for a DNN are defined and the equation for calculating the selection probability of corrupted nodes inside a DDVN is given. These metrics are used for the security analysis of QUDOS in Section 4.

The corruption factor defines how much a system (DNN, Decision Tree, etc.) is corrupted if a sub-component has been corrupted. In the given context, a layer of a DNN is the sub-component to be considered. The corruption factor of a Decision Tree [25], is used as the basis for defining the corruption factor of a DNN. Therefore, the corruption factor $\eta$ of a single layer $l$ is the ratio of passes $n_l$ to all passes $n$. In a sequential DNN for every decision process, each layer has to be passed, which leads to a corruption factor of 1 (see Figure 2a).

$$\eta(l) = \frac{n_l}{n} = 1 \quad (2)$$

The given corruption factor $\eta$ must be adapted for layers that consist of several sub-layers since a branched DNN behaves differently than a Decision Tree. In a Decision Tree structure, the number of visits of a layer is constant and also the same across all layers even when there are multiple nodes inside a layer. In Figure 4 the comparison of the Branched DNN to the Decision Tree is given.

For a DNN with a branched layer, the number of visits increases proportionally with the number of sub-layers $s$. Therefore, the corruption factor for a sub-layer is defined as:
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\[ y(V) = \eta(V) \]  

The set of all existing validators \( V \) has cardinality \( n = |V| \). Among all validators, there is a set of corrupted validators \( C \subseteq V \) with \( c = |C| \). The total number of validators chosen for the DNN is \( m \). Thus, the probability that there are \( x \) corrupted validators in the chosen validators is:

\[ p = \frac{\binom{c}{x} \cdot \binom{n-c}{m-x}}{\binom{m}{x}} \]  

\[ \eta(\text{sub}) = \frac{1}{s} \]  

(3)

When a set of layers \( L \) is chosen from the DNN then the corruption factor is defined as:

\[ \eta(L) = 1 - \prod_{l \in L} 1 - \eta(l) \]  

(4)

The corruption factor \( \eta \) of the DNN corresponds to the success probability \( y \) of an attack. Therefore, the attack success probability is defined as follows:

\[ y(V) = \eta(V) \]  

(5)

\subsection{4 ANALYSIS}

In this section, the security of distributed DNNs using the QU-
DOS approach is considered. First, it is shown what knowledge an attacker can use to attack a DNN and what the corresponding impacts are. Subsequently, the advantage of using multiple nodes (DDVN approach) is discussed and it is shown that by increasing the number of nodes, the probability of success for the attacker decreases, since the selection of corrupted nodes for the machine learning algorithm becomes less. Finally, the QUDOS approach is analyzed under the assumption that all nodes are used for the DNN. Among other things, it is shown that as long as an attacker has only corrupted one node, the probability of success is zero.

\textbf{Attacker Knowledge.} An attack on a system involves a wide variety of factors that give an attacker an advantage and must therefore be considered in terms of security. Factors that must be considered before an attack occurs are a) the capabilities of an attacker, b) the hardware available for an attack and c) the knowledge of an attacker. Especially when considering the security of the QUDOS approach, the knowledge of an attacker has a significant impact. The type of knowledge an attacker may have are:

- **Oblivious:** The attacker has no knowledge about the layer, structure, expected result or data inside the DDVN. Therefore, a successful attack can return any result and the impact of the final prediction result is unknown.

- **Expected Result of the Layer is known:** The attacker knows the expected result, for example, by using the corrupted layer’s usual operations. So, the attacker can invert or forward the expected result but does not know the impact on the overall result as long as the corrupted layer is not the final layer of the DNN.

- **Expected Result of the DNN is known:** The attacker knows the expected final result and can try to reverse engineer the subsequent layers. In the worst-case scenario for the DNN, the inter-layer results were successfully reverse-engineered.

\begin{figure}[h]
  \centering
  \includegraphics[width=\textwidth]{figure5.png}
  \caption{Probability \( p \) of selecting one or more of the corrupted nodes \( c \) for the DNN with layer count \( l \in [1, 10] \) and the number of nodes of the DDVN \( n = 100 \)}
\end{figure}

- **Input Data of the DNN is known:** The attacker knows the input data for the DNN but as long as the attacker does not have any additional information the impact of the final prediction result is unknown.

- **DNN Structure is known:** An attacker may be able to determine appropriate nodes that the layers of a sequential DNN are mapped onto. The final layer of the DNN is usually the best target for an attacker because this layer returns the final prediction result. If the corrupted layer is an intermediate layer the attacker will be able to control the whole DNN when the weights and complete structure of the succeeding layers are known. For algorithms that follow varying sequential flows, e.g. a decision tree, the attacker also needs to know which path is followed in the decision-making process.

This paper assumes that the attacker has no knowledge (oblivious) in the subsequent analysis.

\textbf{Enhancing Security with additional Nodes.} When a sequential DNN is implemented with a DDVN each validator corresponds to a layer. The layer for the input data is the gateway and the final layer is placed on a validator. This allows the validation result to be distributed to several different accumulators.

Figure 5 and Figure 6 show the values for the selection probability of corrupted nodes. Two different numbers for validators inside the DDVN (100 and 100,000) are assumed and the number of corrupted validators \( c \) and the layers \( l \) are varied. By considering sequential DNN, it follows that when one or more corrupted validators are selected, the corruption factor \( \eta = 1 \). As the number of layers increases, the selection probability of a corrupted node also increases. Therefore, in a sequential DNN, the number of layers should be kept to a minimum, because \( \lim_{l \to n} \eta(l) = 1 \). Furthermore, despite the low ratio of corrupted validators to non-corrupted validators, the selection probability for a corrupted node is still very high and consequently also the probability of corrupting the complete DNN. For the given figures, it was assumed that each node can calculate each layer of the DNN.
This means that an attacker cannot corrupt more than \( c \) corrupted nodes for the DNN with layer count \( l = [50, 150, 250, 500, 750, 1000] \) and the number of nodes of the DDVN \( n = 100,000 \).

**Enhancing Security with Quorums.** A quorum approach distributes the responsibility of decision-making among multiple nodes. This reduces the influence of corrupted/malicious participants since the decision is coordinated with others. Nevertheless, an attack can be successful, so below is an analysis of the advantages and disadvantages of this approach. Using a quorum (see Section 3) implicitly increases the number of validators used. As a result, the ratio \( \frac{n}{q} \) of corrupted validators \( c \) to used validators \( n \) decreases and percentage-wise fewer corrupted validators are found in the constructed DNN.

The use of quorums lowers the success probability for an attack, as long as the number of corrupted nodes remains fixed. If no quorum is used and a single layer of the DNN has been corrupted, then the attacker’s success probability \( \gamma = 1 \) of the DNN. When a quorum is used, an attacker may corrupt a node in the quorum. If the number of corrupted nodes is below a certain threshold, the attacker cannot make an independent decision. Therefore, using quorums for a DNN decreases the success probability of an attack. Figure 7 and Figure 8 show the impact on using quorums for a DNN with a layer count \( l = 10 \). The quorum count \( q \) defines how many layers are secured by a quorum. When no quorum is used, the success probability of an attack is 1. For both figures, three different corrupted layer counts \( c = 1, 5, 10 \) are taken into account and 100,000 iterations per quorum count and corrupted layer count.

A single corrupted node has no chance of success in a DNN where each layer is protected with a quorum. The success probability for an attack in which only a single node is corrupted is 0, as long as each layer is protected by a quorum of at least 3 participants. This means that an attacker cannot corrupt more than \( \frac{c}{3} \) of the participants, to make an independent decision. This is immediately inferred from Figure 7 and Figure 8 at quorum count \( q = 0 \).

The use of a quorum will have an adverse effect on security if the number of corrupted nodes increases proportionally to the layer size. Increasing the number of corrupted nodes always results in increasing the success probability of an attack. With a proportional growth between the number of corrupted nodes and the number of layers or total nodes (the additional quorum nodes must not be neglected), with a fixed quorum size, the probability of the attacker corrupting a quorum increases (refer Figure 9). Four different DNNs are assumed, each with a layer number \( l = [10, 20, 40, 60] \), a total node number of nodes \( n = [30, 60, 120, 180] \) and a proportional corrupted node number of \( \frac{c}{l} \). It can be seen that the attack success probability is lowest for \( l = 10 \) and highest for \( l = 60 \). This effect occurs when the quorum size is small compared to the number of corrupted nodes. As the corrupted number of nodes increases, but not the quorum size, the probability that an attacker can take the majority decision in a quorum increases and so does the success probability of the attack.
Increasing the quorum size is more advantageous than increasing the layer size for enhancing QUDOS security. By increasing the participants in the quorum, it becomes more difficult for an attacker to corrupt a quorum. Figure 10 and Figure 11 compare the two approaches of increasing the number of layers and increasing the quorum size. It can be seen that for a total node count of $n = ls = 75$, increasing the quorum size drastically decreases the success probability of an attack. For $c = 10$, where $y_l > 0.22$ (increasing layers) and $y_s < 0.01$ (increasing quorum size), the improvement is more than 20%. Examining $c = 25$, the difference between increasing the layer count and increasing the quorum count is even greater $y_l > 0.99$ and $y_s < 0.32$, which is more than 67%.

In the range of $l = [1, 5]$ and respectively $s = [1, 5]$, demonstrates superior performance at first glance. However, due to the assumed fixed quorum size $s = 5$, the layer approach has a larger quorum size and performs better in this range. When the quorum size $s = 5$ is exceeded, the approaches perform as expected.

**Figure 9:** Comparison of the attack success probability $\gamma$ for layer count $l = [10, 20, 40, 60]$, quorum size 5, quorum count $q$ in the range $[0, l]$ and number of corrupted nodes $c = \frac{n}{ls}$

**Figure 10:** Comparison of the attack success probability $\gamma$ for layer count $l = [0, 50]$, quorum size 5, quorum count $q = l$ and number of corrupted nodes $c$

Increasing the threshold value for a quorum decision decreases the success probability of an attack. For decision-making in a quorum, the majority must agree on a decision. The number of matching decisions needed for the majority decision is called $n_{min}$ (see Section 3). With an increasing number of participants in a quorum, more participants must match in their decision. This observation is utilized by QUDOS to reduce the probability of success of an attacker since they need to corrupt at least a defined threshold. In Figure 12, a DNN with $l = 10$ and a quorum size $s = 11$ is given. It is shown how likely it is for the attacker to convince at least one of the quorums of their result, i.e. to corrupt sufficient nodes. With $c = 20$, the attacker has only a low probability of success $\gamma < 0.1\%$ even with $n_{min} = 6$. With a very high proportion of corrupted nodes $\frac{8}{11}$, the attacker’s probability of success is $\gamma < 0.1\%$ assuming that the attacker must achieve a majority in at least one quorum.

**Figure 11:** Comparison of the attack success probability $\gamma$ for quorum size $s = [0, 50]$, layer count $l = 5$, quorum count $q = l$ and number of corrupted nodes $c$

**Figure 12:** Comparison of the attack success probability $\gamma$ for quorum size $s = 11$, layer count $l = 10$, quorum count $q = l$ and number of corrupted nodes $c$

**Summary.** The following are the key observations from the above experimental analysis:

- Increasing the quorum size is more advantageous than increasing the layer size for enhancing QUDOS security.
- The probability of success of an attack decreases as the quorum size increases.
- Increasing the threshold value for a quorum decision further decreases the success probability of an attack.
- The experimental analysis confirms the theoretical predictions of QUDOS's effectiveness against attacks.
• By using the QUDOS approach, the success probability of an attack on DNN layers is reduced. In the best case, with only one corrupted node, the attack is completely prevented.

• When setting up QUDOS, a large number of quorum participants should be preferred to a high number of layers. If the number of layers cannot be influenced due to a given DNN model the security will be improved by increasing the quorum size.

• By increasing the threshold $t$, the success probability for an attack can be greatly reduced since an attack must always exceed the threshold of corrupted nodes to make a decision in a quorum.

5 CONCLUSION AND OUTLOOK

This paper presents a quorum-based security enhancement mechanism for DNNs, called QUDOS. QUDOS combines the DDVN's capability to solve the single point of failure with the ability to protect sequential algorithms, for example DNNs, by a quorum. Due to the sequential coupling of layers, DNNs have the problem that a single corrupted layer is sufficient to manipulate the overall prediction result. QUDOS protects against this by replicating a single layer on several nodes. The result of a quorum respectively a layer corresponds to the majority decision of the individual nodes. This means that an attacker has always to provide the majority in a quorum so that they can make the decision. For the analysis of QUDOS, the corruption factor and the success probability for an attack on a DNN were defined. In addition, a formula for the selection probability of corrupted nodes when using a DDVN was given.

The analysis contains a comprehensive analysis describing different attacker knowledge a) oblivious, b) expected result of the layer, c) expected result of the DNN, d) input data of the DNN and e) DNN structure. For the analysis, an oblivious attacker knowledge is assumed and based on that, it is shown that:

• By using a DDVN, the selection probability of corrupted nodes decreases and thus the security of the DNN increases.

• Attacks with a low number of corrupted nodes can be completely prevented or its impact reduced by QUDOS.

• Increasing the quorum size is better in terms of security than increasing the number of layers.

• Increasing the threshold in a quorum has a positive effect on security.

Limitations and Future Work. QUDOS assumes that all nodes of a quorum are equally trustworthy. In real scenarios, this may not be the case. Therefore, approaches that consider trust levels and make the distinction between the nodes of a quorum and their influence on the final decision are required. Efforts will be made towards comparing security analysis with other data structures to determine the most appropriate data structure for a given use case. Explorations will be undertaken that consider the effect of DNNs with a large number of layers (greater than 500) and how the results are obtained.
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