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For a bipartite entangled state shared by two observers, Alice and Bob, Alice can affect the postmeasured states left to Bob by choosing different measurements on her half. Alice can convince Bob that she has such an ability if and only if the unnormalized postmeasured states cannot be described by a local-hidden-state (LHS) model. In this case, the state is termed steerable from Alice to Bob. By converting the problem to construct LHS models for two-qubit Bell diagonal states to the one for Werner states, we obtain the optimal models given by Jevtic et al. [J. Opt. Soc. Am. B 32, A40 (2015)], which are developed by using the steering ellipsoid formalism. Such conversion also enables us to derive a sufficient criterion for unsteerability of any two-qubit state.

I. INTRODUCTION

Many concepts have been presented to describe the nonclassical correlations in composite quantum systems [1–5]. The definitions of these correlations rely on the division between the quantum and classical worlds [3]. Entanglement [2] is the most prominent of these correlations, which exists in the quantum systems whose states cannot be expressed as a mixture of product states. The violation of the local-hidden-variable (LHV) model by the outcomes of local measurements demonstrates the Bell nonlocality [4, 5]. Entanglement is a necessary condition of Bell nonlocality, as any separable (unentangled) state cannot be expressed as a mixture of product states. The operational definition of EPR steering was provided by Wiseman et al. [7]. An entangled state \( \rho_{AB} \), shared by Alice and Bob, is said to have EPR steering from Alice to Bob, when it can be used to demonstrate Alice’s ability of steering. This is equivalent to the set of unnormalized postmeasured states in Bob’s hands, often referred to as an assemblage, which cannot be described by a local-hidden-state (LHS) model. Intuitively, the LHS model provides a simulation of Alice’s outcomes and the postmeasured states, by using a preparation strategy of Bob’s state in which no entanglement is involved.

The applications of EPR steering have been explored in quantum information processing, such as quantum key distribution [9] and randomness generation [10]. Experimental investigations [11, 12] and application in detecting entanglement [13] have also been reported.

However, the explicit construction of LHS models is an extremely difficult problem even for the simplest case of two qubits. Wiseman et al. [7] pointed out that the LHV model in Werner’s seminal work [6] is in fact a LHS model for Werner states. We only have a few LHS models beyond Werner’s original construction, such as the ones in [14–18].

In this work we investigate the construction of LHS models, considering arbitrary projective measurements on two-qubit states. Our work begins with the Bell diagonal states, or, say, \( T \) states [19–21], whose eigenstates are four Bell basis and reduced states maximally mixed. By using a transformation on the Bloch vectors of the hidden states, we convert this problem to the one for Werner states and obtain the optimal model given by Jevtic et al. [17] based on the steering ellipsoid [22]. This transformation enables us to present a criterion sufficient for a two-qubit state to admit a LHS model. Our criterion is clearly better than the one in [18], when local Bloch vectors tend to zero. We also compare the maximum allowable lengths of Bloch vectors under the two criteria.

II. THE LHS MODEL AND EPR STEERING

Let \( \rho_{AB} \) denote the entangled quantum state shared by Alice and Bob and \( \Pi_x^a \) be Alice’s measurement operator of an observable labeled by \( x \), corresponding to outcome \( a \). After her measurement, the unnormalized postmeasured
the outcome on the nonlocal correlation, reflected in the effect of Alice’s operation. The conditional probability of Alice’s outcome is given by

\[ P_A(a|x) = \frac{\rho_{a|x}}{\rho_A(a|x)} \]

where \( \rho_A \) is the partial trace over Alice’s part. The conditional probability of Alice’s outcome is given by

\[ P_A(a|x) = \frac{\rho_{a|x}}{\rho_A(a|x)} \]

The reduced state of Bob satisfies \( \rho_B = \rho_{a|x} A \rho_{AB} = \sum_a \rho_{a|x} \) for all measurements \( x \), ensuring that Alice cannot signal to Bob.

A LHS model is defined as

\[ \rho_{a|x}^{\text{LHS}} = \int \omega(\lambda) P_A(a|x, \lambda) \rho_\lambda d\lambda, \tag{3} \]

where \( \lambda \) represents a classical (hidden) variable with a distribution \( \omega(\lambda) \), \( \rho_\lambda \) is a state of Bob’s system depending on \( \lambda \), and \( P_A(a|x, \lambda) \) is the probability of outcome \( a \) under the condition of \( x \) and \( \lambda \). If there exists a LHS model satisfying

\[ \rho_{a|x} = \rho_{a|x}^{\text{LHS}} \tag{4} \]

for all the measurements, the results of Alice’s measurements can be simulated by a LHS strategy without any entangled state. Namely, after generating the random variable \( \lambda \), Alice prepares a single particle state \( \rho_\lambda \) and sends it to Bob, announces that she measures \( x \), and obtains the outcome \( a \) according to the condition probability \( P_A(a|x, \lambda) \). The receiver can not distinguish whether his state and \( a \) are the results of Alice’s local measurement on \( \rho_{AB} \) or she cheats by using the LHS strategy.

The EPR steering from Alice to Bob is demonstrated by the nonexistence of a LHS model satisfying (4). It is the nonlocal correlation, reflected in the effect of Alice’s local measurement on Bob’s states, which cannot be simulated by a strategy of single-particle-state preparation. The EPR steering from Bob to Alice also can be defined by reversing their roles in the above.

From the form of \( \rho_{a|x}^{\text{LHS}} \) in (3), one can find that EPR steering is stronger than entanglement and weaker than Bell nonlocality [7]. If \( P_A(a|x, \lambda) \) is restricted to conditional probabilities of measurements on Alice’s single-particle states, \( \rho_{a|x}^{\text{LHS}} \) represents the assemblage of a separable state. On the other hand, one can derive the joint measurement probability for a state with the LHS model as

\[ P(a, b|x, y) = \int d\omega(\lambda) P_A(a|x, \lambda) P_B(b|y, \rho_\lambda), \]

where \( P_B(b|y, \rho_\lambda) = \text{Tr}_B(\Pi^y_B \rho_\lambda) \), with \( \Pi^y_B \) being Bob’s measurement operator of observable \( y \) and outcome \( b \). Obviously, it is a LHV model with a constraint on the conditional probability of Bob’s outcome.

\section{III. Requirements of Two-Qubit States}

Under the condition of preserving steerability (or unsteerability) from Alice to Bob, an arbitrary two-qubit state can always be converted into the canonical form [18]

\[ \rho_{AB} = \frac{1}{4} \left( I + \vec{a} \cdot \vec{\sigma} \otimes I + \sum_{i=x,y,z} T_i \sigma_i \otimes \sigma_i \right), \tag{5} \]

with only one Bloch vector \( \vec{a} \) on Alice’s side and a diagonal spin correlation matrix \( T = \text{Diag}[T_x, T_y, T_z] \). That is, it is universal to consider the LHS model of the state (5).

In this work we focus on the case of Alice’s local von Neumann measurements, which can be expressed by the projector

\[ \Pi^x_a = \frac{1}{2}(I + a \vec{x} \cdot \vec{\sigma}) \tag{6} \]

with outcome \( a = \pm 1 \), \( \vec{x} \) denoting a unit vector on the Bloch sphere and \( \vec{x} \cdot \vec{\sigma} = x_1 \sigma_x + x_2 \sigma_y + x_3 \sigma_z \). After her measurements, Bob’s particle is left in the unnormalized state

\[ \rho_{a|x} = \text{Tr}_A([\Pi^x_a \otimes I] \rho_{AB}) = \frac{1}{4} \left[ (1 + a \vec{a} \cdot \vec{x}) I + a(T \vec{x}) \cdot \vec{\sigma} \right], \tag{7} \]

where \( T \vec{x} = (T_x x_1, T_y x_2, T_z x_3)^T \).

Let us look briefly at the LHS models \( \rho_{a|x}^{\text{LHS}} \), defined in (3) for a two-qubit system. It is universal to take the local hidden states \( \rho_\lambda \) to be pure qubit states, as the eigenvalues of mixed states can be merged into the distribution \( \omega(\lambda) \). Hence, the hidden variable can be represented by the unit Bloch vector \( \vec{\lambda} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \) with

\[ \rho_\lambda = \frac{1}{2}(I + \vec{\lambda} \cdot \vec{\sigma}). \tag{8} \]

In addition, the integral is over the Bloch sphere with the surface element \( d\lambda = \sin \theta d\theta d\phi \). The conditional probability can be written as

\[ P_A(a|x, \lambda) = \frac{1}{2}[1 + a f(x, \lambda)], \tag{9} \]

where the function \( f(x, \lambda) \in [-1, 1] \). Substituting these into the definition of LHS models in (3) and requiring it to conform to the assemblage in (7), one can find the requirements on \( \omega(\lambda) \) and \( f(x, \lambda) \) as

\begin{align*}
\int \omega(\lambda) d\lambda &= 1, \tag{10a} \\
\int \omega(\lambda) f(x, \lambda) d\lambda &= \vec{a} \cdot \vec{x}, \tag{10b} \\
\int \omega(\lambda) \vec{\lambda} d\lambda &= 0, \tag{10c} \\
\int \omega(\lambda) f(x, \lambda) \vec{\lambda} d\lambda &= T \vec{x}. \tag{10d}
\end{align*}

The first relation is the normalization of distribution
\( \omega(\lambda) \), and the second and third ones correspond to the local Bloch vectors. Consequently, constructing a LHS model for the canonical state (5) is equivalent to finding a solution of \( \omega(\lambda) \) and \( f(x, \lambda) \) satisfying these requirements.

**IV. BELL DIAGONAL STATE**

Let us begin with the Bell diagonal state [19–21], which is of the canonical form (5) and with Alice’s Bloch vector \( \vec{a} = 0 \). In this case, the physical region of \( T \) is a tetrahedron in the space of \((T_x, T_y, T_z)\), defined by the set of vertices \((-1, -1, -1), (-1, 1, 1), (1, -1, 1), \) and \((1, 1, -1)\) corresponding to four Bell basis states. A separable Bell diagonal state is located in the octahedron satisfying \( \sum_{i=x,y,z} |T_i| \leq 1 \) [20]. We may assume that the matrix \( T \) is invertible, satisfying \( \det T = T_x T_y T_z \neq 0 \), as a Bell diagonal state with degenerate \( T \) is separable [22].

Werner states are special Bell diagonal states with \( T_x = T_y = T_z < 0 \). A solution to the requirements (10) for this symmetric situation is given by

\[
\omega(\lambda) = \frac{1}{4\pi} f(x, \lambda) = -q \text{sgn}(\vec{X} \cdot \vec{x}),
\]

where \( q \in [0, 1] \) and \( \text{sgn} \) is the sign function. Then Eqs. (10a)-(10c) hold and (10d) is

\[
\int \frac{1}{4\pi} [-q \text{sgn}(\vec{X} \cdot \vec{x})] d\lambda = -\frac{1}{2} q \vec{x}.
\]

The maximum of \( q = 1 \), and simultaneously \( |T_i| = 1/2 \), represents the EPR-steerable boundary for Werner states. These results can help us solve the problem of general Bell diagonal states.

Suppose that \( T_0 \) is a matrix on the EPR-steerable boundary for Bell diagonal states, which can be labeled a family of states with \( T = t T_0 \) and \( t > 0 \). We first give the equation for the boundary by constructing a LHS model for the critical state and then prove the nonexistence of a solution to the requirements (10) when \( t > 1 \). In this sense, the LHS model given below is optimal. Actually, it is exactly consistent with the one given by Jevtic et al. [17] and was proved to be optimal by Nguyen and Vu [23]. However, we present an elegant way of generating the model and proving its optimality. Following our approach, one may generalize the existing results to more general cases.

We start with the relation (10d). Performing the inverse matrix \( T_0^{-1} \) on it, one obtains

\[
\int \omega(\lambda) f(x, \lambda)(T_0^{-1}\vec{X}) d\lambda = t\vec{x}.
\]

The integral on the left-hand can be transformed into the one over the unit vector

\[
\vec{X}' = |T_0^{-1}\vec{X}|^{-3} T_0^{-1}\vec{X},
\]

where \( |T_0^{-1}\vec{X}| \) is the Euclidean vector norm of \( T_0^{-1}\vec{X} \). We also have the relations

\[
\vec{X} = |T_0\vec{X}|^{-1} T_0^{-1}\vec{X}, \quad |T_0\vec{X}| |T_0^{-1}\vec{X}| = 1.
\]

In polar coordinates, \( \vec{X} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \) the surface element in polar coordinate is \( d\lambda = \sin \theta d\theta d\phi \). It is connected with the one of \( \vec{X} \) by the Jacobian determinant as

\[
d\lambda = |\det T_0||T_0\vec{X}|^{-3} d\lambda'.
\]

The unit vector \( \vec{X}' \) is also a hidden variable, with a one-to-one correspondence to \( \vec{X} \), and its distribution \( \omega'(\lambda') \) satisfies

\[
\omega(\lambda) d\lambda = \omega'(\lambda') d\lambda'.
\]

The relation (13) can be rewritten as

\[
\int \omega'(\lambda') |T_0\vec{X}|^{-3} f(x, \lambda) \vec{X}' d\lambda' = t\vec{x}.
\]

We first derive a LHS model for the critical Bell diagonal state. When \( t = 1 \), from the integral (12), it is very easy to find a pair of \( \omega'(\lambda') \) and \( f(x, \lambda) \) satisfying (18) as

\[
\omega'(\lambda') = \frac{1}{2\pi |T_0\vec{X}|}, \quad f(x, \lambda) = \text{sgn}(\vec{X} \cdot \vec{x}).
\]

That is, the relation (13), or equivalently (10d), with \( t = 1 \), is satisfied by

\[
\omega(\lambda) = \frac{1}{2\pi |\det T_0||T_0^{-1}\vec{X}|^3}, \quad f(x, \lambda) = \text{sgn}(\vec{X} \cdot \vec{x}),
\]

where \( \vec{X} = |T_0^{-1}\vec{X}|^{-3} T_0^{-1}\vec{X} \) is a unit vector defined similarly to \( \vec{X} \).

Let us substitute them into Eqs. (10a)-(10c). The symmetries \( \omega(\lambda) = \omega(-\lambda) \) and \( f(x, -\lambda) = -f(x, \lambda) \) make it is intuitive to confirm the integrals in both (10b) and (10c) to be zero. The normalization condition (10a) leads to the equation of the spin correlation matrix \( T_0 \) as

\[
2\pi |\det T_0| = \int |T_0^{-1}\vec{X}|^{-4} d\lambda.
\]

In the coordinate system of \( \vec{X}' \), the normalization condition is equivalent to

\[
\int \frac{1}{2\pi} |T_0\vec{X}| d\lambda' = 1,
\]

which defines the surface of the region for nonsteerable states in the space of \((T_x, T_y, T_z)\). These coincide the results of Jevtic et al. [17], and an explicit expression for the integral in (21) can be found in their work.

Next we show the nonexistence of \( \omega(\lambda) \) and \( f(x, \lambda) \) when \( t > 1 \), by utilizing the results of the Werner state
again. That is, the above LHS model is the optimal one that maximizes the visibility parameter $t$. The parameter $t$ can be obtained by the dot product between $\vec{x}$ and Eq. (13) as

$$\int \omega(\lambda) f(x, \lambda) |T_0 \vec{x}'|^{-1} \vec{x}' \cdot \vec{d} \lambda = t. \quad (23)$$

Multiplying it by $|T_0 \vec{x}'|/2\pi$ and integrating over the sphere of $\vec{x}'$, one has

$$\int \omega(\lambda) \left[ \int \frac{1}{2\pi} f(x, \lambda) \vec{x}' \cdot \vec{d} \lambda \right] = t, \quad (24)$$

where $\vec{d} \lambda'$ is the surface element. When $f(x, \lambda) = \text{sgn}(\vec{x}' \cdot \vec{\lambda})$, the integral in the square brackets reaches its maximum, 1, which also can be noticed in (12). Since $\omega(\lambda) > 0$, the visibility parameter $t \leq \int \omega(\lambda) d\lambda = 1$. Therefore, $t > 1$, or equivalently $\int |T \vec{\lambda}| d\lambda > 2\pi$, is a necessary and sufficient condition for steerability of a Bell diagonal state.

V. SUFFICIENT CRITERION FOR UNSTEERABILITY

We now turn to the general canonical states with nonzero $\vec{d}$. Our goal is to derive a sufficient criterion for steerability by constructing a LHS model for the assemblage (7).

An existing criterion is given by Bowles et al. [18] as

$$\max_{\vec{x}} [(\vec{a} \cdot \vec{x})^2 - (1 - 2t|T_0 \vec{x}|)] \leq 0. \quad (25)$$

For a fixed $T_0$, the constraint specifies the range of $\vec{a}$ and $t$. This simple condition allows one to detect one-way steering and provides the simplest such examples [18]. However, an obvious disadvantage of this result is its deviation from the EPR-steerable boundary for Bell diagonal states when the Bloch vector $\vec{a}$ tends to zero. This comes from the choice of distribution for hidden states, which is uniform over the Bloch sphere.

We take the local hidden Bloch vectors with the distribution $\omega(\lambda)$ in (20) and define

$$f(x, \lambda) = q(\vec{x}) \text{sgn}(\vec{x} \cdot \vec{a} + c) + [1 - q(\vec{x})] \text{sgn}(\vec{x} \cdot \vec{a} - c), \quad (26)$$

with $c, q(\vec{x}) \in [0, 1]$. Then the conditions (10a) and (10c) hold, as they depend only on $\omega(\lambda)$. Substituting $\omega(\lambda)$ and $f(x, \lambda)$ into the condition (10d), one has

$$\int \omega(\lambda) f(x, \lambda) \vec{d} \lambda = (1 - c^2)T_0 \vec{x}, \quad (27)$$

which is independent of $q(\vec{x})$. This result can be integrated easily by utilizing its identical form (18). The calculation details are similar to the ones of the LHS model in [18]. That is, our choice of $\omega(\lambda)$ and $f(x, \lambda)$ fulfills the condition (10d) with $t = 1 - c^2$. Setting $c = \sqrt{1 - t}$ and $T = tT_0$, the integral in relation (10b) can be expressed as

$$\int \omega(\lambda) f(x, \lambda) d\lambda = [2q(\vec{x}) - 1]Y(T_0, t, \vec{x}), \quad (28)$$

where $Y(T_0, t, \vec{x}) > 0$, and is equal to the integral $\int (|T \vec{\lambda}|/2\pi) d\lambda'$ over the region of $\vec{x}' = \sqrt{1 - t}$. Then we obtain a sufficient criterion for unsteerability of any canonical state as

$$\max_{\vec{x}} [(\vec{a} \cdot \vec{x})^2 - Y^2(T_0, t, \vec{x})] \leq 0. \quad (29)$$

It is equivalent to the existence of $q(\vec{x})$, making our choice of $\omega(\lambda)$ and $f(x, \lambda)$ fulfill the condition (10b).

Obviously, our construction eliminates the defect of the inequality (25) with a short Bloch vector. Alternatively, one can take the limit of the visibility parameter tending to one. The condition (29) is fulfilled by arbitrary critical Bell diagonal states, whereas only the Werner state is allowed by the inequality (25), as the maximal absolute eigenvalue of an anisotropic $T_0$ is larger than $1/2$ [17].

A natural question is whether our criterion always performs better than the condition (25). To compare them further, we turn to another extreme, where the Bloch vector $\vec{a}$ reaches its maximum length for fixed $t$ and $T_0$. Since it is a complex problem to perform general maximizations in the two inequalities, we give the results of two spacial cases below.

Case I. When $\vec{a}$ is an eigenvector of $T_0$ corresponding to the largest absolute eigenvalue, its maximum length satisfying (29) can be proved to be always larger than the one under the condition (25). Without loss of generality, we assume $|T_{0,x}| \leq |T_{0,y}| \leq |T_{0,z}|$ and define $Y(T_0, t, \vec{x}) = \sqrt{1 - 2t|T_0 \vec{x}|}$. When $\vec{x} = \hat{k}$, $(\vec{a} \cdot \vec{x})^2$ and $|T \vec{a}|$ achieve their maximums, with $\hat{k}$ being a unit vector in the $z$ direction, while $Y(T_0, t, \vec{x})$ reaches its minimum, as $Y(T_0, t, \vec{x})$ is proportional to an average radius over the region of $\vec{x}' = \sqrt{1 - t}$ on the ellipsoid defined by $r = |T_0 \vec{x}'|$. Hence, the maximizations in both inequalities occur when $\vec{x} = \hat{k}$. When $t = 0$, $Y(T_0, 0, \hat{k}) = X(T_0, 0, \hat{k}) = 1$. One can concludes that $Y(T_0, t, \hat{k}) \geq X(T_0, t, \hat{k})$ when $2t|T_{0,z}| \in [0, 1]$, by proving their partial derivatives to satisfy $0 \geq \partial Y(T_0, t, \hat{k})/\partial t \geq \partial X(T_0, t, \hat{k})/\partial t$, the details for which are shown in the Appendix. This leads to the claim stated of this case.

Case II. When $\vec{a}$ is an eigenvector of $T_0$ corresponding to the smallest absolute eigenvalue, each of the two criteria has its own advantages. First, when $2t \max\{|T_{0,z}|, |T_{0,y}|, |T_{0,z}|\} > 1$ and $t < 1$, no state is allowed by the condition (25), while the solution set of the inequality (29) is nonempty as $Y(T_0, t, \vec{x}) > 0$. Second, we turn to the region of $2t \max\{|T_{0,z}|, |T_{0,y}|, |T_{0,z}|\} \leq 1$ and consider the matrices $T_0$ with an axial symmetry that $T_{0,z} = |T_{0,y}|$. To display their difference clearly, we choose $t \max\{|T_{0,z}|, |T_{0,y}|\} = 1/2$, as the two cri-
teria are equivalent when $T_0$ is isotropic. For fixed $|T_x| = |T_y|$ and $|T_z|$, a physical Bloch vector satisfies $|\tilde{a}| \leq \min\{1 - |T_x|, \sqrt{|T_z|(|T_z| + 2)}\}$ when $|T_z| \leq |T_x| = 1/2$ and $|\tilde{a}| \leq \sqrt{-T_x} + 3/4$ when $|T_x| \leq |T_z| = 1/2$. With these constraints, in Fig. 1 we show the maximal lengths of $\tilde{a}$ satisfying one of the two criteria (25) and (29). The condition (25) performs better than the one (29) when $|T_x| \leq |T_z| = 1/2$ or $0.22 \lesssim |T_z| \leq |T_x| = 1/2$, while the latter exceeds the former when $|T_x| \lesssim 0.22$ and $|T_z| = 1/2$. Here our numerical result is worth mentioning, namely that the maximization in the condition (25) occurs at $\vec{x} \perp \hat{a}$, while $\vec{x} \parallel \hat{a}$ for the one in (29). This indicates that the dependences on $\vec{x}$ decrease from $2t|T_0\vec{x}|$ and $(\tilde{a} \cdot \vec{x})^2$ to $Y^2(T_0, t, \vec{x})$.

VI. SUMMARY

We presented a simple approach to generate LHS models for Bell diagonal states from the results of Werner states. The requirements of Alice’s response function and the distribution of hidden states were expressed as four equations. The key step of our process is mapping the equation corresponding to the correlation matrix to the one of the Werner state. The latter also enables us to give a concise proof for the optimality of LHS models.

Based on the mapping, we constructed a class of LHS models for canonical states, which led to a sufficient criterion for unsteerability. Such a criterion becomes a sufficient and necessary one when the Bloch vector vanishes. In addition, with a Bloch vector along the long axis of the correlation matrix, it can be proved strictly to perform better than the one in [18].

Our approach shows the possibility of generating local models from existing results, with a high symmetry, for the cases with a lower symmetry. This is non-trivial, as it leads to the optimal LHS models for Bell diagonal states and a sufficient criterion for unsteerability, with some advantages over the existing one in [18].

It would be interesting to extend our results in several directions. On the one hand, one can try to derive more results for Bell diagonal states by generalizing the mapping to Werner states, such as LHS models for positive-operator-valued measures [24] and general LHV models [25, 26]. In addition, whether our idea can be adapted to define Bell diagonal states in higher-dimensional systems is an interesting question. On the other hand, we may further optimize the LHS models for canonical states, at least for some special cases, e.g., with an axial symmetry. Several published results may be instructive for this direction, such as the generalization on Werner’s distribution [14] and the geometrical approach to steerability [23, 27].
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Appendix A: PROOF OF THE INEQUALITY FOR PARTIAL DERIVATIVES IN CASE I

In this Appendix we provide details for the relation of the partial derivatives in case I,

$$\frac{\partial}{\partial t}X(T_0, t, \hat{k}) \leq \frac{\partial}{\partial t}Y(T_0, t, \hat{k}) \leq 0. \quad (A1)$$

FIG. 1: Maximal lengths of $\tilde{a}$, (a) along the z axis, as a function of $|T_z|$ when $|T_z| \leq |T_x| = 1/2$ and (b) along the x axis, as a function of $|T_x|$ when $|T_z| = 1/2$, allowed by the conditions; the dashed blue lines are for (25) and the solid red lines are for (29). When the results from these conditions exceed the physical region, the maximum is given by the positive-semidefinite condition for a state and is shown by the dotted green line.
First, we directly obtain
\[
\frac{\partial}{\partial t} X(T_0, t, \hat{k}) = \frac{-|T_{0,z}|}{\sqrt{1 - 2t|T_{0,z}|}} \leq \frac{-|T_{0,z}|}{\sqrt{1 - t}} < 0, \tag{A2}
\]
as the largest absolute eigenvalue $|T_{0,z}| \geq 1/2$ [17]. Second, the expression for $Y(T_0, t, \hat{k})$ is given by
\[
Y(T_0, t, \hat{k}) = \frac{1}{2\pi} \int_{\theta_t}^{\pi - \theta_t} d\theta \int_0^{2\pi} d\phi \sin \theta \times \sqrt{T_{0,z}^2 \cos^2 \theta + T_{0,x}^2 \sin^2 \theta \cos^2 \phi + T_{0,y}^2 \sin^2 \theta \sin^2 \phi}, \tag{A3}
\]
where $\theta_t = \arccos \sqrt{1 - t}$. It can be rewritten as
\[
Y(T_0, t, \hat{k}) = \frac{1}{2\pi} \int_{-\sqrt{1 - t}}^{\sqrt{1 - t}} dz \int_0^{2\pi} d\phi \times \sqrt{T_{0,z}^2 z^2 + (T_{0,x}^2 \cos^2 \phi + T_{0,y}^2 \sin^2 \phi)(1 - z^2)}, \tag{A4}
\]
by defining $z = \cos \theta$. Then the partial derivative satisfies
\[
0 > \frac{\partial}{\partial t} Y(T_0, t, \hat{k}) = \frac{-1}{\sqrt{1 - t}} \int_0^{2\pi} d\phi \frac{1}{2\pi} \times \sqrt{T_{0,z}^2 (1 - t) + (T_{0,x}^2 \cos^2 \phi + T_{0,y}^2 \sin^2 \phi) t} \geq \frac{-1}{\sqrt{1 - t}} |T_{0,z}|. \tag{A5}
\]
Finally, the inequalities (A2) and (A5) lead to (A1).
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