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ABSTRACT 5G is being deployed in major cities across the globe. Although the benefits brought by the new 5G air interface will be numerous, 5G is more than just an evolution of radio technology. New concepts, such as the application of network softwarization and programmability paradigms to the overall network design, the reduced latency promised by edge computing, or the concept of network slicing – just to cite some of them – will open the door to new vertical-specific services, even capable of saving more lives. This article discusses the implementation and validation of an eHealth service specially tailored for the Emergency Services of the Madrid Municipality. This new vertical application makes use of the novel characteristics of 5G, enabling dynamic instantiation of services at the edge, a federation of domains and execution of real on-the-field augmented reality. The article provides an explanation of the design of the use case and its real-life implementation and demonstration in collaboration with the Madrid emergency response team. The major outcome of this work is a real-life proof-of-concept of this system, which can reduce the time required to respond to an emergency in minutes and perform more efficient triage, increasing the chances of saving lives.

INDEX TERMS eHealth, 5G, vertical services, AR/VR, virtualization, orchestration, multi-domain.

I. INTRODUCTION

The new generation of mobile communications, 5G, is expected to bring significant improvements on many fronts: enhanced mobile broadband experiences to the end-user, ultra-reliable extremely low latencies to enable industry automation, autonomous driving, and massive machine-type communications, which will make the wireless Internet of Things a reality. But in addition to these highlight-worth well-known use cases, there are many application areas that could benefit from 5G and associated technologies. One key example, with a clear and direct impact on society at large, is emergency services and healthcare.

Nowadays, emergency services depend on human intervention. A witness in the vicinity of the emergency will, luckily, start the emergency procedure described as follows: (i) the witness calls the emergency number (112 in Spain) and explains the situation and the location (this explanation is subjective and prone to errors based on the background of the witness, since there is no available data of the patient’s condition, also the location is subjective and very often referred to geographical items difficult to locate, e.g., next to the bakery), (ii) the operator at the 112 call center assesses the situation and decides which is the most suitable emergency response team, and, (iii) the emergency team is deployed.

In the city of Madrid, this procedure takes around 4 minutes, while the time an ambulance takes to reach the location is estimated to be around 8 minutes (depending on distance and traffic).1 By analyzing the data provided by the

1 https://www.madrid.es/UnidadesDescentralizadas/Emergencias/Samur-PCivil/Samur/ApartadosSecciones/11_NoticiasNovedades/Ficheros/Jornada5G_SalvarVidas.pdf
Emergency services of Madrid, we realized that considerable improvements can be achieved in improving the efficiency of the emergency service by employing automatized detection systems.

The automatic detection of emergencies is an incipient business that will increase in the next years thanks to the new capacities in terms of massive connectivity of devices with low power consumption brought by 5G. The increasing trend on the use of smart wearable devices, together with the great advance in terms of portable medical monitoring and sensing, can be used to enable continuous monitoring of health parameters (e.g., heart rate, sugar blood level, blood pressure), and thus detect, and even predict, potential health issues in a personalized way.

Additionally, the introduction of 5G brings more opportunities to improve the quality of care of the emergency team. New Augmented Reality (AR) technologies allow for better treatments on-site, as well as to enable remote support from other medical teams, which may reduce the cost of the service (reduced emergency teams supported remotely). AR requires significant computing resources that cannot be pushed to the cloud, due to strict latency requirements. However, 5G capabilities in terms of low latency, rapid edge deployment, and high reliability can be used to make possible the use of AR services when treating an emergency situation.

The 5G network also enables providing such service globally through service federation. In this way, Emergency Systems that are customers of a given 5G service provider can track and respond to emergencies of their patients everywhere by using resources of other providers.

With the goal of realizing an improved and automatized emergency service, this article proposes a design and realization of a 5G personalized health emergency system. It describes a real-life experience of the deployment of a system capable of detecting and responding to emergency situations in an automatic and personalized way while enriching the tools at hand of the emergency team by enabling the use of AR services at the location of the emergency, thanks to the dynamic network reconfiguration. In short, the system is capable of patients’ live-monitoring so that when an accident occurs (e.g., irregular heartbeat, which is a sign of a possible cardiac arrest), the system triggers an alarm to send an emergency team to the emergency location while the network is reconfigured with the deployment of a new network service in order to support the emergency team with AR services on-site. The presented scenario has been completely implemented and it has been validated by the emergency services of the Madrid Municipality. As further validated, the time needed to detect and process the emergency, select the best team and send it to the right location can be mostly eliminated by enabling an automatic and personalized emergency detection system, which also removes the need for the witness. This reduction translates into an increase in the patient’s chances of surviving.

The rest of the paper is organized as follows. Section II introduces related work about the role of 5G, AR, and edge computing in eHealth. Section III describes the scenario tackled, before presenting the developed eHealth system (in section IV). Validation results, using a real prototype with the ambulance and firefighter services of Madrid, are presented in section V. Finally, section VI presents the main takeaways from this full 5G validation experience, while section VII concludes this article.

II. RELATED WORK

5G will allow new kinds of health care services that are not feasible with the current capabilities of network technologies. In [1], the authors summarized the application of health care enabled by the capabilities of new mobile network technology. They divided them into mainly four categories, namely online consultation, online health monitoring, remote diagnosis, and mobile robot surgery (part of this work falls under the online health monitoring category). One of the challenges identified for this category was the high density of devices required to monitor a large part of the population. 5G is able to cope with the increasing number of chronic patients being monitored, as it introduces higher connection density, higher bandwidth, and lower latency with respect to the previous network generation (i.e., 4G). In [2], the authors demonstrate the need for a 5G network (compared to the 4G network) to guarantee high efficiency and fast responses in a health monitoring scenario.

Different technologies combined with 5G networks aim to improve health services. The works in [3], [4] focus on applying deep learning and artificial intelligence (AI) to enhance the performance in heterogeneous networks, also tackling how to enhance health services in [5]. Other works [6], [7] offer solutions to improve the security in healthcare systems, while some of them focus on multiple heterogeneous networks settings [8].

Edge computing is a key part of the 5G concept. The possibility of placing computational resources closer to the user contributes to providing the low latency required by health care applications while opening the door to new patient-centric applications. Both [9] and [10] make use of the concept of edge to provide patient care. In [9], a remote patient monitoring system makes use of edge resources to reduce the bandwidth needs of the telemetry system used to monitor the patients, using a variety of sensors and cameras. Also, it shows how using the edge ensures the real-time constraints of webRTC. In [10], the authors present a framework to assess voice disorders through deep learning processing at the edge. In our work, we use the edge for two differentiated functions: i) deploying a network service implementing an AR supporting system, and ii) deploying a virtual local breakout point.

Recent researches show that AR has huge potential for applicability in the healthcare system, comprising user-environment interfaces, telemedicine, and education [11]. A key example is the possibility to show relevant patient health records on the head-mounted AR device without losing focus on the patient. In [12], authors developed...
a smart AR application that supports healthcare professionals with procedure documentation and patient information during wound treatments. In addition, they evaluated the interest of their work among healthcare professionals, who showed to prefer AR-based documentation systems with respect to the current documentation procedures (i.e., books, tablets, or smartphones). However, they only considered scenarios in which the AR application runs locally on the AR device.

Reference [13] evaluates the use of a particular AR device to assess its performance in a disaster scenario. Similar to the previous case, the AR application runs locally in the AR device, which additionally degrades the battery lifetime. In the study [14], AR devices are used to triage patients in a disaster event. In the study, the AR device operates in two modes (i) algorithm-assisted and (ii) with telemedical support from a remote professional. The results showed 90% of accurate triage. The study emphasizes the (WiFi) connectivity limitations, especially in the telemedical support case, and the low battery durability of the AR devices.

III. THE SCENARIO: 5G PERSONALIZED HEALTH EMERGENCY SYSTEM

In this section, we identify several areas where emergency services can be significantly improved by the use of new communication technologies enabled by next-generation mobile networks. On top of that, we present an eHealth emergency solution scenario, which we implemented as described in Section IV.

A. eHealth IMPROVEMENTS FOR SAVING LIVES

eHealth is defined as the delivery of health services by means of information and communication technologies (ICT). The goal is to improve the information flow between the actors involved (e.g., patients, paramedics, hospitals, doctors, surgeons), supported by ICT. Mobile health, which is a component of eHealth, is defined as a medical health practice supported by wireless devices, including wearable medical devices, patient monitoring devices, and personal assistants [15]. Adults are becoming more concerned and take measures for continuous health monitoring by investing in mobile health devices [16]. With the clear goal in mind of exploring how ICT can enhance the emergency response services, we have group different improvement opportunities as follows:

1) EMERGENCY RESPONSE TIME AND REAL-TIME DATA

In addition to preventing cardiac arrests through constant monitoring, reducing an emergency team’s response time and being able to reach the exact patient’s location clearly contributes to saving more lives. For example, the reduction of the emergency response time significantly lowers the door-to-balloon time.\(^2\) According to [17], the guidelines suggest a door-to-balloon time of fewer than 90 minutes. The study points out few effective strategies in reducing the door-to-balloon time. Some of them are (i) having a single call to a central operator, and (ii) providing real-time data feedback to emergency and catheterization laboratory prior to arrival. A similar study [18] analogously concludes that the major delays are due to reaching the patient and moving her to the closest hospital.

2) CONNECTIVITY, DURABILITY AND PERFORMANCE

As mentioned, technologies such as AR, have been proven to improve emergency services [14]. However, the main requirements to make AR useful in emergency scenarios are: (i) to have a stable and high-bandwidth wireless connectivity, and (ii) long battery duration. Various works [19], [20] suggest that computational offloading at the Edge can reduce energy consumption by 90%, while improving the overall performance of the devices. On top of that, Ultra-Low Latency Communication (URLLC) slices in 5G networks are envisioned to address the connectivity requirements for AR [21], [22].

B. SCENARIO DESIGN

Taking as a starting point the improvement considerations described before, plus the constraints imposed by the way emergency response teams operate and how cellular networks work, we arrived at the scenario shown in Figure 1. The ultimate goal, identified as critical by the Madrid emergency response team, is to develop a fully automatic and personalized emergency response system.

\(^2\)The time period between the moment a patient with a possible acute heart-attack enters an Emergency Room and he/she undergoes balloon angioplasty surgery.
To reach the goal, we set a simple scenario for which we designed the fully automatized system (explained in detail later). The scenario takes into account a continuously monitored patient for its vital signs (e.g., heart rate). Once the patient heart rate is abnormally low, an alarm is triggered which can be disregarded as a false alarm by the patient. If the patient does not mark the alarm as false within a short pre-configured amount of time, the system automatically dispatches an emergency team to the patient’s location. In order to support the dispatched emergency team, the system deploys an AR system close to the patient’s location.

To provide intensive health monitoring capabilities to an increasing part of the population, we rely on the 5G massive connectivity properties. A smart wearable (e.g., a smartwatch) is used to monitor the health of a person. This device is able to detect potential health issues, such as low blood sugar incidents or, as in our testing case, a heart-attack. Although 5G will support direct communication of these wearable devices to a central cloud through a low power communication, for this early stage of 5G deployment, we can assume the wearable is connected to a mobile phone application which periodically reports the health status and the patient’s location to a central cloud (Central eServer, step 1 in Figure 1). At the functional level, there is not much difference between both solutions as far as the concepts presented in this article are concerned. If the monitored data reveals a potential (predicted) or actual health issue (e.g., heart rate down to zero), the Central eServer issues an alarm to the user mobile smartwatch or mobile phone (to check if it is a false alarm, step 2) while continuing the processing of the emergency event. This involves analyzing the health issue and the medical records of the person, deciding which might be the disease, and selecting the most appropriate team to deploy, considering both the time required to reach the location and skills that best address the emergency (e.g., a quick intervention medical vehicle, a regular ambulance, or the combined deployment of a firefighters team). The Central eServer automatically dispatches the selected emergency team (this can be canceled by the user at any time if the person notifies that it was a false alarm) to the location of the person (step 3). In this specific example, our system is able to deploy an AR service – for use of the emergency team – to improve the quality of care, by displaying geolocation and health information from the patient.

To provide high-performance, stable and durable AR service, the system requests the deployment of an emergency Edge eServer closer to the emergency location (step 4). This Edge eServer hosts the AR service helping the emergency team once deployed at the emergency location and may include patient health data used by the emergency team (step 5). This edge service is automatically deployed in a matter of a few minutes (with current technologies), while the emergency team reaches the indicated location. The deployed edge application establishes a connection to the emergency team and guides towards the location of the user by streaming an AR-marked pathway to the doctor’s AR headset (step 6). The edge application also obtains the user’s health records and live-streams them on the doctor’s AR headset together with real-time sensor data from the user’s wearable. The AR headset is also used to live stream video to a remote medical team that can provide specialized support (if needed). Thanks to this, the paramedics’ team can significantly increase their efficiency (e.g., faster triage and provide real-time feedback to the hospital), thus lowering the door-to-balloon time and increasing the probability of saving people’s lives.

The use of AR technology in emergency scenarios has been already proposed, but it is now thanks to 5G that it becomes feasible to actually consider its wide use by emergency response teams since AR requires very low latency between the AR device and the AR server. As it will be proved later in this article, previous mobile networks (i.e., 4G) do not provide a latency low enough to guarantee good AR experiences. Our 5G-based solution is capable of dynamically instantiating an Edge eServer close to the location of the emergency and adapting the mobile network infrastructure to provide a low latency path to the newly deployed Edge eServer. In order to achieve this, a network service federation from different operators might be needed to satisfy the requirements of the AR service dedicated to the emergency case.

IV. THE SOLUTION: 5G-ENABLED PERSONALIZED HEALTH EMERGENCY SERVICE

This section describes the technical solution enabling the scenario described before. First, we provide an overview of the used 5G vertical service orchestration platform. Then, a detailed description of the developed emergency and AR applications is provided.

A. ORCHESTRATING NETWORK SERVICES IN 5G NETWORKS: 5G-TRANSFORMER

The H2020 5G-TRANSFORMER (5GT) project\(^3\) developed a platform with dynamic and flexible management features to automate the instantiation of multiple and heterogeneous services while satisfying the requirements coming from different vertical industries. These services can be concurrently instantiated over a shared infrastructure that includes multiple heterogeneous types of resources in terms of computing, storage, and networking, even spanning over multiple administrative domains. The 5GT architecture is made of four main building blocks, namely vertical slicer (5GT-VS), service orchestrator (5GT-SO), mobile transport and computing platform (5GT-MTP), and monitoring platform (5GT-MON). This architecture has been taken as a baseline by the H2020 5Growth project\(^4\), which is extending it with additional features and innovations.

The 5GT-VS is the entry point for vertical industries to support the creation and management of network slices. The 5GT-SO oversees the end to end orchestration and the

---

\(^3\)https://www.5g-transformer.eu/
\(^4\)https://www.5growth.eu/
lifecycle management of NFV-network services (NFV-NSs) based on the available resources (compute, storage, and network) advertised by the underlying 5GT-MTP, which is the unified controller of transport stratum for integrated fronthaul and backhaul networks and computing and storage resources residing in multiple NFVI-Point of Presence. The 5GT-MON provides metrics to the 5GT platform so it can react and take decisions to adapt to network conditions and comply with service level agreements embedded in the NFV-NS request. A detailed description of the 5GT architecture can be found in [23].

As mentioned before, the 5GT architecture allows the deployment of network services spanning multiple administrative domains [24], known as network service federation (NSF). This is possible thanks to the capabilities of the 5GT-SO to orchestrate composite NFV-NSs (composed of multiple nested NFV-NSs). The NSF feature is essential for the deployment of the 5G personalized eHealth emergency system when and where needed, as shown in [25]. Let us just consider a simple example: the emergency services of a city municipality have a contract with a 5G operator to provide the patient’s monitoring and edge emergency NFV-NSs and the communication services used by all the emergency teams. This operator deploys with the 5GT platform most of its core network components and the monitoring NFV-NS (Monitoring-NS in Figure 2) in a remote cloud location because of operational reasons, e.g., not demanding latency constraints (AD1 in Figure 2). In case of an emergency, the Central eServer requests to the operator (by means of a query to the 5G-VC) the instantiation of an edge emergency service (Edge-NS in Figure 2) connected to the monitoring NFV-NS close enough to the emergency location. A placement algorithm (in the 5G-SO) [26]–[28] is in charge of deciding the placement of the edge eServer based on (i) location constraints, (ii) information regarding the availability of local computation resources, and (iii) latency constraints of the AR application. The placement algorithm only computes the ideal Edge eServer location over the operator’s local resources. However, there might be situations in which the operator does not have the infrastructure available in the proximity of the emergency location, requiring the use of infrastructure from a different operator offering the edge emergency service (AD2 in Figure 2).

Hence, excluding the NSF feature, an operator to implement our proposed solution would (i) require dedicated infrastructure, (ii) incur additional costs, and (iii) suffer from long implementation times. For example, a non-NSF implementation over the Madrid Municipality [27] (area of \( \sim 8000 \text{ km}^2 \)) would require a dedicated infrastructure to satisfy the stringent AR latency requirements. That implies additional deployment & maintenance costs as well as longer implementation time.

**B. HEALTH MONITORING AND AR APPLICATIONS**

In addition to the network services and their orchestration logic, we developed the three applications needed for the 5G-enabled personalized health emergency service: (i) the monitoring application providing the heart rate measurements and location of users, (ii) the server application processing the monitored information, deciding if an emergency team has to be deployed and selecting the best one considering different information (e.g., time to reach the emergency based on the location of available ambulances), and (iii) the AR service, required to compute and stream the information reproduced on the AR headset (guidance to the physical location of the person, collection and representation of the relevant medical information at each moment, and video streaming to a remote medical team to better excel the patient’s triage).

The monitoring application is based on a smartwatch streaming heart rate data continuously to a 5G smartphone via ANT+ (Bluetooth could also be used). The smartphone is connected through 5G Non-Standalone (NSA) to the 5GT system and continuously sends new data to the Central eServer (see Figure 1).

The Central eServer itself is continuously checking the state of the patient based on the information received, detecting (or even predicting) when an emergency occurs, and contacting the person (to detect potential false alarms). A false alarm occurrence is discussed in Section VI. The steps performed by the Central eServer while attending the emergency are: (i) contacting the closest ambulance using the legacy emergency location system of the Madrid municipality (based on a GPS Fleet Navigation API), and (ii) triggering the instantiation of the edge emergency network service providing networking and computational resources required to support the emergency team upon their arrival to the patient’s location.

The Edge eServer provides remote rendered AR/VR video flow streamed through a 5G smartphone to the AR headset carried by the emergency team (we use Microsoft Hololens v1). The reason for this setup is the current lack in the market of AR headsets with 5G modems. Once the ambulance arrives at the emergency location, the Edge eServer starts streaming guidance information to the Hololens,
indicating directions to reach the patient location. When the team reaches the patient, medical information is displayed on the Hololens. This information is selected based on its temporal relevance and availability (e.g., results from historical blood tests) aimed at facilitating the decision flow of the medical team. This leads to more organized patient transportation along with a feedback video streamed from the Hololens, thus enabling real-time remote support from other remote medical teams or specialists in nearby hospitals.

The monitoring application is implemented using Android studio, using ANT+ API to gather information from the wearable and REST services to request functions from and to push data to the server. The Central eServer runs behind Apache HTTP server and it consists of a set of REST APIs, functions developed in PHP and GPS Navigator (Tomtom) APIs are used to find and contact the closest ambulance to the patient location.

The AR application is developed using Unity 2019 and built as a Universal Windows Platform application, it receives patient and paramedics position using the GPS location of the 5G smartphones. The streaming from the Edge eServer to the Hololens is implemented with the Holographic Remoting API provided by Windows Mixed Reality Toolkit (MRTK) [29]. The Hololens receives the stream using the MRTK native application, Holographic Remoting Player. The AR navigation was implemented using Mapbox [30]. Note that we did not implement any additional algorithms to assist the triage, as mentioned in [14]. The Hololens itself is able to capture uplink real-time video stream, while a hospital team is able to push feedback augmented information in the Hololens, assisting the emergency medic in real-time.

V. VALIDATION RESULTS

This section describes the experiments performed to assess the validity of our design and its usefulness for the emergency system of Madrid. To demonstrate the feasibility of the system, we deployed an end-to-end system as described in Figure 2, including a smartphone (Samsung S10) connected to a cellular 5G NSA network (provided by Ericsson BB630 baseband and Advance Antenna System AIR 6488) shown in Figure 5, the virtualized core network modules (implemented using the OpenEPC framework), a multi-domain 5G orchestration system (using the 5GT stack with one provider domain using Cloudify5 and the other one OpenSource MANO6 as coreMANO platforms) and the different applications required (both at the end-user and server sides). Validation was done by demonstrations/drills involving real emergency response teams with ambulances, medical staff and firefighters.

The location of the emergency is the Institute IMDEA Networks, host of the 5TONIC lab. The network functions of the different involved network services were deployed at 5TONIC and also at CTTC premises in Barcelona, allowing us to resemble a scenario of a mobile operator providing services in Madrid, but having some of their core network entities in Barcelona (with a geographical distance of around 650 Kms). Following Figure 2, the RAN is deployed in 5TONIC, while the core network and eHealth Central eServer are deployed at CTTC. This geographical distance accounts for 10-15ms measured one-way delay in the communications between a UE and the Central eServer, which we will prove to be critical in order to deploy AR services.

The first step in our experimentation was to evaluate the service deployment time upon an emergency occurrence. More specifically the time it takes for the deployment of the Edge eServer at 5TONIC premises using the NSF. The bar chart in Figure 3 sums up the average time of all phases included in the Edge eServer deployment: (i) VNFs deployment, (ii) Connectivity establishment, and (iii) Service integration. The summed average deployment time is 7 minutes for a set of 10 deployments that we performed in 5TONIC.

To further evaluate the feasibility and usefulness of our design, we analyzed the duration of every emergency operation that occurred in the Madrid Municipality from 01/01/2019 to 31/12/2019. The dataset has been exclusively provided by the Emergency Services of the Madrid Municipality, excluding any patients’ private information. The graph in Figure 4 represents the cumulative distribution function (CDF) of the duration of every emergency. The duration time for each emergency is measured from the moment the emergency team/unit accepts the operation until it reaches the emergency location. Given the maximum deployment time of 7.1 minutes, there is a probability over 0.55 that the
AR application is deployed and ready to be used by an emergency team upon arrival at an emergency site.

As mentioned before, the emergency average response time in Madrid is around 12 minutes, including around 4 minutes to issue the alert (receive the alarm and allocate the appropriate medical resources). The remaining portion is the time required to achieve the patient location shown with the CDF in Figure 4. In this context, the automatic detection of the emergency reduces the first 4 minutes almost to zero. Also, by the time the ambulance arrives at the emergency location, the Edge eServer will be up and running. This highly improves the response time which results in increasing the number of lives saved and reducing the number of side effects of a stroke.

The next step in our experiment was to evaluate the delay in the connection between the Hololens device and the server performing the AR computation, considering 4G and 5G technologies and the availability of local computing resources through federation. Note that if STONIC (local) computing resources are available for federation, the AR service can be instantiated in the Edge eServer at the STONIC site. In other cases, the AR service cannot be deployed close to the emergency location, and therefore the AR minimal latency requirements are not met, e.g., if the AR service is deployed in CTTC central location. Table 1 summarizes the average one-way delay (OWD) measurements in the different configurations. From the obtained results, it is clear that in order to achieve an optimal AR service we need a 5G network connectivity with the AR application deployed using federated service close to the emergency location. In the case of 4G with local federated service and 5G without federated local service, the measured latency is too close to the minimal AR requirements.

![Figure 4. CDF of the duration from the moment that an emergency team accepts an emergency to the moment it reaches its location.](image)

![Figure 5. 5G NSA radio in the STONIC lab.](image)

| Technology                      | Latency |
|--------------------------------|---------|
| 4G without federated local service | 30 ms   |
| 4G with federated local service  | 18 ms   |
| 5G without federated local service | 13 ms   |
| 5G with federated local service  | 5 ms    |
| Wi-Fi                          | 2 ms    |

For that reason, the final step in our experimentation has been to quantitatively assess the Quality of Experience (QoE) of the AR user, which is extremely sensitive to delay. To do so, we measured the average Frames Per Second (FPS) achieved at the Hololens on the different streaming settings. For example, \( X \) frames per second are streamed from the AR application to the Hololens, however, due to latency and packet loss, only \( Y \leq X \) can be reproduced into the Hololens goggles. To capture the effects of latency on the FPS, we implemented an application module, using the diagnostic tool of MRTK, providing statistics about the actual frame rate sampled every half second. In this way, it was possible to analyze the average FPS achieved in the different streaming settings. Also, considering the caching, the frame prediction, and optimization of the Hololens, we performed our tests for a short time while moving into the AR world. In this way, it was possible to appreciate the real FPS experienced by the user. Obtained results are shown in Figure 6, where we denote the availability of local infrastructure for federated service with the label 5GT. It can be concluded that 5G is a clear must to have to achieve the best performance (being 60 FPS is the maximum frame-rate achievable by currently available AR devices).

Although the difference between 50 FPS and 60 FPS may seem small for the reader, it is important to highlight that FPSs are critical for AR applications. Any difference in the FPSs makes a huge difference in the experience of the user since head’s movement tracking introduces a latency which is clearly visible for FPSs below 60.

Not only frame rate is affected by latency, but another problem that may occur is also object misplacement. Indeed, more than 10ms of delay leads to object misplacement of at least three degrees [31] in mobile AR. Figure 7 highlights...
the misplacement of 3D objects in the real world experience in the 4G scenario, compared to the correct position of the objects in the 5G one. The arrival point indicator is moved by various degrees from the original position in the test scenario using 4G without local edge (top-left), while in the best scenario, using 5G with a local edge, the indicator is placed correctly in the real world (top-right). Thus, enforcing the need for the proposed solution for mobile AR applications.

VI. LESSON LEARNED
This section lists the lessons learned during the implementation, integration, and deployment of the end-to-end eHealth system and network service development. We divided them by application-related and network-related.

A. APPLICATION-RELATED LESSONS
- **Always synchronize the orientation.** The AR headset used in this work often lost its orientation when operating in dark environments. As consequence objects are misplaced in the real world by various degrees. There is a need for a fast and continuous synchronization mechanism of orientation tracking at the application level.
- **Choose carefully your GPU.** The remote rendering of the AR scene needs a server (Edge eServer) with powerful GPUs to stream the AR experience to the AR headset in real-time. In order to dynamically instantiate the Edge eServer, the GPU must be virtualized, a feature not supported by every GPU (including recent ones).
- **Need for AR feedback on AR stream reception.** We experienced that in some cases, when the latency is too high (over 100ms) and the bandwidth is too low (less than 8Mbps) the device does not get any AR input, without the server getting any notification/error. This needs to be improved to make the system more reliable.
- **False-alarms.** The occurrence of false alarms is a common and well-studied problem. However, there is no clear solution to approach it [32]. According to [33] almost 25% of the health emergency calls are false alarms, which avoiding them can produce immense savings. There are some models that can reduce these unnecessary calls [34], however, the authors warn that focusing on minimizing the false alarms can lead to an increase of more severe outcomes, even deaths. In our view, employing a limited timer to signal a false alarm (so once it expires, the emergency team is dispatched) could be sufficient to lower the number of false alarms without increasing the patients’ risk.

B. NETWORK-RELATED LESSONS
- **Some VNFs require function-specific management and platform adaptations.** To exploit the capabilities of the 5GT platform, network services and VNFs deployed on top of the 5GT infrastructure might need to be adapted. Although this goes a bit against the virtualization principle of services and functions to be platform agnostic, as of today many virtualized functions (such as OpenEPC) have been designed with some platform assumptions in mind. In our tests, we had to deal with some specific VNF configurations in order to be able to instantiate and manage services over the 5GT platform.
- **VNFs are not just virtual machine images.** As an example, the EPC software used imposes a rigid IP and MAC addressing scheme, hindering its deployment in generic scenarios. This may prevent the use of this EPC stack in interoperable scenarios, where VNFs may be provided by different VNF vendors or pose difficulties to interact with physical equipment (PNFs), like the RAN component. Additionally, the design constraints of the associated VNFs required the introduction of ad-hoc operations to effectively enable the connection among the PNFs and VNFs, because some interactions could not be captured in the associated NSDs.
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