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Abstract
A derivation of non-adiabatic coupling vectors for the density functional-based tight-binding method (DFTB) between ground and excited states is presented. The analytical result is valid both for semi-local and long-range corrected DFTB and includes all required Pulay terms. Electron-translation factors lead to a conceptual simplification of the Slater-Koster scheme for precomputed integrals. Compared to scalar couplings obtained from numerical derivatives, the present approach is computationally more efficient and can be applied to systems with hundreds of atoms. The accuracy of DFTB derivative couplings is assessed by comparison to full density functional theory (DFT) calculations using semi-local and hybrid exchange-correlation functionals with promising results. As exemplified by a case study of furan, DFTB provides non-adiabatic coupling vectors that are close to DFT counterparts in size and direction also in the vicinity of conical intersections.
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1 Introduction
The understanding of radiationless transitions between different electronic quantum states is key for the further development of optoelectronic devices, photovoltaics and the optimization of photochemical processes in general. The probability to perform a transition is driven by nuclear motion and related to the (first order) derivative coupling

\[ d^\xi_{IJ} = \left\langle \Psi_I \left| \frac{d}{d\xi} \right| \Psi_J \right\rangle, \] (1)

between the electronic states \( I \) and \( J \) for a nuclear coordinate \( \xi \) [1]. Going beyond the Born-Oppenheimer approximation, several quantum-classical non-adiabatic molecular dynamics (NAMD) methods like the Ehrenfest approach, Tully’s surface hopping (SH) or multiple spawning techniques have provided useful information on relevant photochemical pathways on an atomistic scale (for a recent review see [2]). Since the potential energy surfaces (PES) of technologically relevant materials are too complex for an exhaustive global characterization, on-the-fly NAMD in which the PES, its gradients and the non-adiabatic coupling are evaluated for each time step are getting more and more popular. These electronic structure calculations can be performed at different quantum chemical levels, with time-dependent density functional theory (TD-DFT) [3] providing a good compromise between accuracy and cost. Even though TD-DFT is significantly faster than explicitly correlated methods for the excited state, the quest for realistic and functional models involving hundreds of atoms often forces users to limit their calculations to a handful of trajectories. While these might provide some insights into possible reaction paths, a converged determination of properties like, for example, quantum yields requires a full sampling of phase space. For the SH approach, this is even more pertinent, since multiple trajectories need to be propagated for each initial position and momentum pair of the nuclei [4]. Because of this, more approximate quantum chemical methods, like the density functional-based tight-binding (DFTB) scheme [5–7] and
its time-dependent extension TD-DFTB [8, 9] found their niche in NAMD simulations [10–17]. Though analytical derivative calculations between ground and excited states [18–25] and later also between excited states [26–29] have been published for TD-DFT, no such derivation exists for TD-DFTB. (For attempts to approximate TD-DFTB couplings see [30]). This does not preclude SE simulations, as most implementations require only scalar time-derivative couplings \( \sigma(t) = \langle \Psi_f | \partial / \partial t | \Psi_i \rangle = d_{ij} \cdot \dot{\xi} \), which can be computed by numerical differentiation without explicit recourse to \( d_{ij} \). Such an approach can be quite efficient [31, 32] so that the coupling evaluation is at least for small molecules not the computational bottleneck in a NAMD simulation. Questions remain about the validity of numerical couplings in the context of TD-DFT, since the theory does not provide many-body wave functions and one is forced to apply ad-hoc approximation to this quantity [20, 33]. A further drawback of scalar time-dependent couplings is related to the required velocity rescaling after surface hops to conserve the total energy of ions and electrons [34, 35]. Recent investigations indicate that rescaling along the derivative coupling vector leads to better compliance with detailed balance and is preferable over other rescaling protocols [36, 37].

In this article, TD-DFTB derivative couplings will be derived following the TD-DFT approach of Send and Funke for localized atomic orbital basis sets [25]. Given that general state to state couplings require higher order response theory and warrant special attention with regard to the pole structure of the response [38], the discussion is restricted to the simpler case of ground-to-excited state couplings. Formulas will be given for both the conventional DFTB method that is based on semi-local exchange-correlation functionals in the generalized gradient approximation (GGA), as well as the recent extension for range-separated functionals, named LC-DFTB [39, 40]. Numerical tests on a selection of small organic molecules will be shown in Sect. 3.1, while Sect. 3.2 provides a closer look at the behavior of TD-(LC)-DFTB couplings close to a conical intersection (CI).

2 Theory

DFTB can be derived from a Volterra expansion of the DFT energy functional around a suitable reference density [41]. The most widely applied model (DFTB2, often also referred to as SCC-DFTB) occurs if this expansion is limited to second order. The third-order expansion (DFTB3) improves certain ground state properties [42] and can also be extended to excited states in linear response. It has been shown that results for TD-DFTB2 and TD-DFTB3 differ only slightly [43], and hence, only the former method is described in detail. The mentioned DFTB models are all based on local or semi-local exchange-correlation functionals in the GGA. By contrast, long-range corrected DFTB (LC-DFTB) involves a fraction of non-local Hartree–Fock exchange. In order to fix a unified notation for both, the ground and excited state formulation of DFTB is shortly reviewed.

2.1 Ground state DFTB

Long-range corrected (a.k.a. range separated) DFT methods are characterized by a splitting of the Coulomb potential \( (v_C) \) into short-range (sr) and long-range (lr) contributions. In LC-DFTB, this separation is realized using the Yukawa potential

\[
v_C = v_C^{\text{sr}} + v_C^{\text{lr}} = \frac{\exp(-\omega r_{12})}{r_{12}} + \frac{1 - \exp(-\omega r_{12})}{r_{12}},
\]

where \( r_{12} \) denotes the electron–electron distance and \( \omega \) is the range-separation parameter. As shown in much more detail in [39, 40], the LC-DFTB Hamiltonian takes the following form in the atomic orbital basis \( (\sigma, \sigma') \) are spin indices):

\[
H_{\mu\nu}^{\sigma} = H_{\mu\nu}^{0;w} + \sum_{\sigma'} \sum_{ab} \Delta D_{ab}^{\sigma}(\mu\nu|v_C + f_{\text{sc};w}(a\beta))
- \frac{c_s}{2} \sum_{ab} \Delta D_{ab}^{\sigma}(\mu\alpha|v_C^{\text{lr};w}|\beta\nu),
\]

Here, \( H_{\mu\nu}^{0;w} \) is the LC-DFT Hamiltonian evaluated at a spin-unpolarized reference density, \( f_{\text{sc}}^{\text{w}}(\mathbf{r}, \mathbf{r}') \) denotes the exchange-correlation kernel, and the latter two terms involve two-electron integrals over the total and long-range Coulomb potential, respectively. They are further approximated and simplified in the Mulliken approximation [39, 40]. Equation 3 contains the original DFTB2 scheme as a special case. The prefactor \( c_s \) is used to discriminate between LC-DFTB \( (c_s = 1) \) and semi-local DFTB \( (c_s = 0) \). In the latter case, all quantities in Eq. 3 should be viewed as independent of the range-separation parameter \( \omega \). Solution of the Kohn–Sham equations

\[
\sum_{\nu} H_{\mu\nu}^{\sigma} \epsilon_{\nu}^{\sigma} = \epsilon_{\mu}\sum_{\nu} S_{\mu\nu} \epsilon_{\nu}^{\sigma},
\]

with \( S \) being the overlap matrix, allows one to construct the density matrix \( D_{\mu\nu}^{\sigma} = \sum_{i} n_{i\sigma} c_{\mu\nu}^{\sigma} \epsilon_{vi}^{\sigma} \) and \( AD_{\sigma}^{\sigma} = D_{\sigma}^{\sigma} - D_{0}^{\sigma} \). Here, \( D_{0}^{\sigma} \) refers to the density matrix of the reference density, which is taken as a superposition of neutral, spin-unpolarized and spherical densities for each atom in the molecule [41]. The \( n_{i\sigma} \) are orbital occupations. Further, molecular orbital coefficients for orbital \( i \) are denoted by \( c_{vi}^{\sigma} \) and the corresponding orbital energies by \( \epsilon_{vi}^{\sigma} \).
2.2  Excited state DFTB: TD-(LC)-DFTB

Electronic excited states and response properties are available in TD-DFT and TD-HF through the RPA equations \[3, 44, 45\]:
\[
\begin{pmatrix}
A & B \\
B & A
\end{pmatrix}
\begin{pmatrix}
X \\
Y
\end{pmatrix} = \Omega
\begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}
\begin{pmatrix}
X \\
Y
\end{pmatrix},
\] (5)

where the eigenvectors \(X, Y\) determine the transition density and oscillator strength of a certain excited state, while \(\Omega\) denotes the associated transition energy. In the following, we denote general molecular orbitals (MO) with the indices \(\{p,q,r,\cdots\}\), occupied orbitals with indices \(\{i,j,\cdots\}\), and virtual (unoccupied) orbitals with indices \(\{a,b,\cdots\}\). The matrices \(A\) and \(B\) take the form \[44\]:
\[
A_{ia,jb\sigma'} = \frac{\delta_{ij}\delta_{ab}\delta_{\sigma\sigma'}\omega_{j\sigma'}}{n_{ja'} - n_{ib'}} + K_{ia,jb\sigma'},
\] (6)

\[
B_{ia,jb\sigma'} = K_{ia,jb\sigma'},
\]

where \(\omega_{j\sigma'} = \epsilon_{ja'} - \epsilon_{ja}\) with \(n_{ja} > n_{ja'}\) and \(n_{ja'} > n_{ib'}\).

It is noted in passing that the Tamm–Dancoff approximation, which amounts to neglecting the \(B\) matrix, has been advocated to resolve triplet instability problems \[46–49\], but is not used here. Up to this point, the formula for first principles DFT and DFTB is identical. For TD-(LC)-DFTB, the four-center integrals contained in the coupling matrices \(K\) are approximated as follows:
\[
K_{ia,jb\sigma'} = \sum_{Al} \sum_{Bl} q_{ia}^{\sigma} \Gamma_{Al,Br}^{\sigma} q_{bj\sigma'}^{\sigma'} - c_{\sigma} \delta_{\sigma\sigma'} \Gamma_{Al,BR}^{\perp} q_{bj\sigma'}^{\sigma'}.
\] (7)

The definition of the functions \(\Gamma_{Al,Br}^{\sigma}\) and \(\Gamma_{Al,BR}^{\perp}\), as well as the transition charges \(q_{Al}^{\sigma}\) has been given in \[50\]. The excited state energies and RPA eigenstates are finally obtained by solving Eq. 5. Numerical algorithms for this task have been proposed in \[51\].

2.3  Derivative couplings

As shown by Chernyak and Mukamel \[18\], the first-order derivative couplings between the ground and an excited state \(I\)
\[
d_{ia}^{\varepsilon} = \left\langle \psi_0 \left| \frac{d}{d\varepsilon} |\psi_I\rangle \right. \right\rangle,
\] (8)

can be exactly obtained in TD-DFT through linear response theory, without explicit construction of a many-body wave function. Send and Furche \[25\] derived formulas for the derivative couplings in a finite atom-centered basis set that include Pulay type terms which aid the convergence toward the exact result in the basis set limit. Their main result holds without changes also for TD-(LC)-DFTB and reads
\[
d_{ia}^{\varepsilon} = \sum_{i\sigma a\sigma i\sigma} \left( \frac{1}{\Omega} (X + Y)_{i\sigma a\sigma i\sigma} P_{i\sigma a\sigma i\sigma} - \frac{1}{2} (X - Y)_{i\sigma a\sigma i\sigma} (S_{i\sigma a\sigma i\sigma}^{\varepsilon} + T_{i\sigma a\sigma i\sigma}^{\varepsilon}) \right).
\] (9)

Here \(S_{i\sigma a\sigma i\sigma}^{\varepsilon}\) denotes a matrix element of the overlap matrix in the MO basis and the superscript \(\varepsilon\) indicates a derivative at fixed MO coefficients. Note that the excitation energy \(\Omega\) and the vectors \(X + Y\) and \(X - Y\) depend on the excited state \(I\) in question. To simplify notation, the state index is left out in the following. The term \(R_{ia}\) is the right hand side of the coupled perturbed Kohn–Sham (CPKS) equations (see \[52\] and references therein). In contrast to derivative couplings between excited states or excited state gradients, these have actually never to be solved and the readily available right hand side is sufficient. This results in computational savings with respect to gradient evaluations. In the DFTB context, the term \(T_{ia}\), which is obtained from
\[
T_{ia}^{\varepsilon} = \langle \mu | \nu \rangle - \langle \mu^{\varepsilon} | \nu \rangle,
\] (10)
is potentially more problematic. Most DFTB implementations store interatomic Hamiltonian and overlap matrices for varying distance as precalculated tables. Slater-Koster rules are used to construct the molecular Hamiltonian from a small number of high symmetry integrals and suitable rotations \[53\]. Numerical derivatives of the overlap matrix with respect to position can then be carried out efficiently. The terms in Eq. 10 could be evaluated in a similar fashion, but this would require the implementation of extended Slater-Koster rules. Fortunately, the term involving \(T\) can be discarded on physical grounds, which can be most easily seen in the atomic limit. Here, Eq. 8 predicts a non-vanishing derivative coupling and therefore non-adiabatic transitions for an atom moving at constant velocity. In order to restore translational invariance, so called electron translation factors (ETFs) can be introduced \[54\]. We follow Ref. \[29\] and neglect the contribution due to \(T\), which is responsible for the erroneous atomic limit.

Similar to the derivation in \[25\], Eq. 8 may be rewritten in a form that strongly resembles the formula for TD-(LC)-DFTB excited state gradients \[16, 55, 56\]. To this end we define
\[
\tilde{\bar{\varepsilon}}_{ia} = \frac{1}{\Omega} (X + Y)_{ia},
\] (11)

which replaces the relaxed one-particle excited state density matrix for the gradient evaluation,
\[
\tilde{\bar{W}}_{ia} = \epsilon_{ia} \tilde{\bar{\varepsilon}}_{ia} + \frac{1}{2} (X - Y)_{ia}\]

\[
\tilde{W}_{ij} = \frac{1}{1 + \delta_{ij}} H^{+} [\tilde{\bar{P}}],
\] (12)
which replaces the energy-weighted density matrix, and finally
\[ \tilde{\Gamma}_{\mu \nu \sigma, x, \lambda \sigma} = \tilde{\mu}_{\mu \nu} \Delta D_{x, \lambda \sigma}, \]  
(13)
as well as
\[ \tilde{\Gamma}_{\mu \nu e, x, \lambda \sigma} = -c_x \delta_{\sigma \sigma} \tilde{\mu}_{\mu \lambda} \Delta D_{x, \nu \sigma}, \]  
(14)
which can be seen as replacements for the two-particle excited state density matrix. Apart from the last two equations, these DFTB expressions are identical to their first principles counterparts. The fact that \( \tilde{\Gamma} \) differs from TD-DFT is because the DFTB zero-order Hamiltonian \( H^0 \) already includes the Hartree and exchange-correlation potentials of the reference density. Consistent with the typical TD-(LC)-DFTB two-center Mulliken approximations, one further has

\[ H^0_{\text{psi}}[V] = \sum c_{\sigma}^{\text{A}} \sum c_{\sigma}^{\text{B}} \left( 2 \tilde{\sigma}_{\text{A}}^{\varphi} \tilde{\sigma}_{\text{B}}^{\varphi} - \delta_{\sigma \sigma} \tilde{\sigma}_{\text{A}}^{\varphi} \tilde{\sigma}_{\text{B}}^{\varphi} \right) \right] V_{\text{rho}}, \]  
(15)
for a general vector \( V \). After transformation to the atomic orbital basis, the main result finally reads:

\[ d_{\text{B}}^X = \sum_{\mu \nu \sigma} \left( H_{\mu \nu}^{\text{B}} - S_{\mu \nu}^X \tilde{W}_{\mu \nu} \right) + \sum_{\mu \nu \sigma \lambda \sigma} (\mu \nu) V_{\text{C}} + \sum_{\mu \nu \sigma \lambda \sigma} (\mu \nu) \tilde{\Gamma}_{\mu \nu \sigma, x, \lambda \sigma} \]  
(16)
where the remaining derivatives of the two-electron integrals in the two last lines of Eq. 16 can be simplified as in [55, 56]. The implementation of these equations in the \texttt{df2-tzvp} code [57] is currently limited to singlet excited states. As a useful check, it was verified that the sum of the Cartesian components of the derivative coupling vector over all atoms equals zero [58]. A similar sum rule holds for the excited state forces. From the numerical point of view, the computation of the derivative couplings can be combined with the evaluation of excited state gradients at negligible additional effort.

### 3 Numerical results

#### 3.1 Small molecules at the equilibrium geometry

In order to test the reliability and accuracy of the TD-DFTB derivative couplings, first principles TD-DFT calculations with the TURBOMOLE version 7.4.1 software package were performed. This allows for a meaningful comparison, since ETFs are taken into account in the same way as in DFTB, if the keyword $\texttt{snacme etf}$ is chosen in the TD-DFT excited state calculations. Simulations have been performed with the semi-local PBE functional, which is the one used in the generation of Slater-Koster files for the conventional DFTB method. Specifically, the \texttt{mi-o-0-1} set [6, 59] has been employed in the TD-DFTB calculations. Since range-separated functionals are currently not available in TURBOMOLE, direct comparison to LC-DFTB results was not possible. Computations using the hybrid functional B3LYP have been done instead to estimate the influence of non-local Hartree-Fock exchange in the functional. TD-LC-DFTB calculations were done with a range-separation parameter of \( \omega = 0.3 \alpha_0^{-1} \) and electronic parameters as described in [50]. Though repulsive pair potentials are currently not available for these parameters, these are actually not required to compute derivative couplings and vertical excitation energies.

All first principles calculations are performed using the \texttt{def2-tzvp} basis set. A small number of molecules from the Schreiber test set for electronic excited states has been selected, which had been optimized at the MP2/6-31G* level and are available in the Supplemental Material of this article. Though derivative couplings at the equilibrium position of the ground state are typically not relevant for fast photochemical reactions, they are investigated here to benchmark the absolute value and direction of the TD-(LC)-DFTB couplings. To this end the norm of the derivative coupling \( |d| \) and the angle \( \theta \) with respect to TD-PBE couplings, defined as

\[ \cos \theta = \frac{d^X \cdot d^\text{PBE}}{|d^X| |d^\text{PBE}|} \]  
(17)
for a given method \( X \), are listed in Table 1. The investigated states are typically the lowest excited singlet states (\( S_1 \)), since these are the most relevant ones for radiationless decay to the ground state, though for Uracil also some higher states are included. The energetic ordering is not the same in all methods, such that the comparison is based on the symmetry of the state, as usual.

Comparing first the two first principles TD-DFT methods, one finds that the magnitude of the derivative couplings for both functionals differs by roughly 9 % on average. There is no clear trend as to whether PBE or B3LYP provides larger couplings, although B3LYP delivers on average slightly larger excitation energies (see also [60] for a full benchmark on this topic) which should lead to smaller couplings according to Eq. 11. This illustrates that the precise form of the transition density influences the result to an important degree. The angle between non-adiabatic coupling vectors for both methods is rather small. The B3LYP result for the second \( A^\prime \) state with \( \theta = 35.7^\circ \) is an exception. Here, the application of the measure defined in Eq. 17 leads to...
a perhaps counter-intuitive result. Although the coupling vector on each atom is exactly parallel for B3LYP and PBE (namely perpendicular to the molecular plane) a non-vanishing angle arises. The chosen measure is still relevant, since the non-adiabatic transition probability is given by the scalar product of derivative coupling and the 3N dimensional velocity vector of the ions, N being the number of atoms. Comparing now TD-PBE and TD-DFTB, which utilize the same exchange-correlation functional, there is again no clear trend in the deviations, which are on average 13% for the coupling magnitude, with a maximum deviation of 22% for benzene. Comparing new TD-PBE and TD-DFTB, which utilize the same exchange-correlation functional, there is again no clear trend in the deviations, which are on average 13% for the coupling magnitude, with a maximum deviation of 22% for benzene.

3.2 Behavior close to conical intersections: the case of furan

As a further test of the implementation, it is useful to study the couplings close to a conical intersection where the potential energy surfaces (PES) of ground and excited states become degenerate. At such crossing seams of the PES the coupling will diverge, but even at geometries with a finite, but small gap, the derivative couplings are large such that surface crossings become highly probable. The target in this section is furan, a heterocyclic ring molecule that was recently experimentally studied as a model system in attosecond spectroscopy to unravel the ultrafast motion through a CI [62–64]. In the past, furan has been extensively investigated with a large variety of quantum chemical methods [65–70]. Its two lowest lying singlet excited states are given by a state of Rydberg character (A′, 3s), exp: 5.94 eV, 5.91 eV) and a valence excited state of π → π* type (B2, exp: 6.06 eV, 6.04 eV) [65, 66]. Since DFTB employs a minimal basis, only the valence excited state can be resolved and is found at 6.06 eV (TD-DFTB) and 6.11 eV (TD-LC-DFTB). Using MS-CASPT2 theory, Stenerup and Larsen [70] were able to locate two low energy CI corresponding to a ring opened and ring puckered geometry. The latter is related to the degeneracy of the π → π* state with the ground state and studied in greater detail in this section. In order to explore the PES, the CI optimizer by Bearpark and co-workers was implemented [71]. Their method minimizes the gradient difference vector between two states g together with the projection of the upper state gradient on the intersection plane spanned by g and d. As also mentioned by the authors, this algorithm leads to a quick reduction of the energy gap due to minimization of g, eventually leading to self-consistent field (SCF) convergence problems, while the projection on the intersection plane remains sizable. To avoid such complications, a recent extension of the Bearpark algorithm was also tested [72], which showed no significant improvement for the present method and system. It should be noted that TD-DFT provides a wrong topology of S1/S0 intersections [73] and TD-DFTB as a single reference method shares this shortcoming. This does, however, not preclude the localization of PES intersections.

Starting from the ground state equilibrium geometry of furan, the CI optimizer was used to find the closest S1/
S₀ intersection from the Franck-Condon point for the TD-DFTB method. Figure 1 shows the last geometry along the optimization path, before the self-consistent charge loop in DFTB failed to converge. At this point, the TD-DFTB S₁/S₀ gap is 0.254 eV. This approximate CI geometry exhibits two O-C bonds of similar length, while the ring puckered CI in [70] features a larger difference in bond lengths of 0.3 Å. CI optimization starting from the latter structure resulted again in the structure shown in Fig. 1. The evolution of the ground and excited PES going from the S₀ minimum to the TD-DFTB CI is depicted in Fig. 2 along an approximate reaction pathway. For some geometries close to the CI, TD-PBE and TD-B3LYP could not be converged, which indicates that also for these methods, the TD-DFTB CI presents a structure close to degeneracy. In line with the results of Stenrup and Larsen [70], TD-B3LYP predicts that the ring puckered CI may be reached by a barrier less path from the Franck-Condon (FC) point ($ΔE = E_1(FC) − E_1(CI) = 0.02$ eV). TD-DFTB provides a value of $ΔE = −0.238$ eV, but a generally quite similar PES. It is noted that the MS-CASPT2 results in [70] is $ΔE = 0.98$ eV for the slightly different CI structures mentioned above.

Discussing now the derivative couplings along the reaction path depicted in Fig. 4, one observes a steep increase as one approaches the CI. This increase is related to the decrease in the $S_1/S_0$ gap shown in Fig. 3. TD-DFTB and TD-LC-DFTB systematically overestimate the couplings compared to the corresponding first principles values for TD-PBE and TD-B3LYP, respectively, by around 10–20 %. As can be seen in Fig. 1 not only the norm of $d$ but also its direction is in rather good agreement between DFTB and DFT. While the SCF for PBE does not converge at the TD-DFTB CI geometry, there is no such problem for B3LYP. With respect to DFTB, both B3LYP and LC-DFTB show an inversion of HOMO and LUMO, which explains the reversed TD-LC-DFTB/TD-DFTB ordering of $|d|$ at this point.

Figure 2 to Fig. 4 also includes results for the case where the excited state wave function is represented by a

![Fig. 1](image1.png)

**Fig. 1** a Furan geometry at the approximate $S_1/S_0$ conical intersection for the TD-DFTB method. The dihedral angle of oxygen with the carbon ring is given at the bottom. b TD-DFTB derivative coupling vector $d_{01}$ (blue arrows) at point 17 of the reaction path mentioned in the text. c TD-PBE derivative coupling vector at the same geometry

![Fig. 2](image2.png)

**Fig. 2** Furan $S_0$ and $S_1$ PES at different levels of theory. The reaction path is obtained from a linear interpolation between the DFTB $S_0$ minimum (value 0) and the TD-DFTB approximate CI shown in Fig. 1 (value 19). Lines are guides to the eyes. Missing data points indicate SCF failure. The $S_0$ PES for DFTB is identical to KS-DFTB (see text). Total energies for LC-DFTB are not shown, because the required repulsive potentials were not available.
single Kohn–Sham determinant (KS-DFTB). At the TD-DFT level, this approximation has been frequently used in the past to reduce the numerical effort and simplify calculations [20, 74, 75]. In this case, the excitation energy corresponds to the HOMO-LUMO MO energy gap, and in principle, the RPA equations do not need to be solved. In the present calculations, this limit is technically realized by setting $\gamma^1$ and $\gamma^\alpha$ to zero (c.f. Eq. 7), while keeping the rest of the code unchanged. As Fig. 4 shows, this approach leads to grossly overestimated coupling values close to the CI. In the context of non-adiabatic MD simulations, one should expect strongly overestimated crossing probabilities and underestimated excited state lifetimes as a result.

### 4 Summary

The present article summarized the derivation of ground-to-excited derivative couplings for the DFTB and LC-DFTB methods. Existing implementations for excited state gradients can be easily extended to provide also the couplings at very little additional computational cost. In comparison to numerical derivative couplings, they are significantly faster: At each geometry only one instead of $3N$ TD-DFTB calculations are required. In addition, numerical approaches require the computation of Slater determinant overlaps. The number of these grows strongly...
with the size of the system. So far, the accuracy of DFTB derivative couplings has never been investigated. Section 3.1 indicates a typical deviation of 10%, which is acceptable given the larger number of trajectories that can be treated at this level of theory. In the case study of furan, it was found that the qualitative agreement with first principles DFT also holds close to conical intersection, which is key for a correct determination of photochemical pathways. The implementation of a CI optimizer using the derivative coupling vector as important ingredient should be useful in further characterizations of DFTB potential energy surfaces. As a natural next step, DFTB couplings between arbitrary excited states need to be developed, which would pave the way for large-scale non-adiabatic molecular dynamics simulations. This project is currently underway.
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