Many-body localization and delocalization dynamics in the thermodynamic limit
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Disordered quantum systems undergoing a many-body localization (MBL) transition fail to reach thermal equilibrium under their own dynamics. Distinguishing between asymptotically localized or delocalized dynamics based on numerical results is, however, nontrivial due to finite-size effects. Numerical linked cluster expansions (NLCE) provide a means to tackle quantum systems directly in the thermodynamic limit but are challenging for models without translational invariance. Here we demonstrate that NLCE provides a powerful tool to explore MBL by simulating quench dynamics in disordered spin-1/2 two-leg ladders and Fermi-Hubbard chains. Combining NLCE with an efficient real-time evolution of pure states, we obtain converged results for the decay of the imbalance on long time scales and show that, especially for intermediate disorder below the putative MBL transition, NLCE outperforms direct simulations of finite systems with open or periodic boundaries. Furthermore, while spin is delocalized even in strongly disordered Hubbard chains with frozen charge, we unveil that an additional tilted potential leads to a drastic slowdown of the spin imbalance and nonergodic behavior on accessible times. Our work sheds light on MBL in systems beyond the well-studied disordered Heisenberg chain and emphasizes the usefulness of NLCE for this purpose.
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Introduction.– Many-body localization (MBL) extends Anderson localization to interacting quantum systems [1,2]. Based on seminal early works [3,4] and numerous subsequent studies (see e.g., Refs. [5–11]), it is believed that a disordered one-dimensional (1D) system with local interactions can undergo a transition from a thermal phase to a MBL phase for sufficiently strong disorder. The MBL phase is characterized, e.g., by a breakdown of the eigenstate thermalization hypothesis [12], area-law entangled energy eigenstates [13], and a logarithmic growth of entanglement in time [14,15]. Its properties can be understood in terms of an emergent set of local integrals of motion [16–19], so-called l-bits. Due to a finite overlap with these l-bits, observables fail to thermalize under time evolution, which makes MBL systems candidates for realizing quantum memories. This memory of initial conditions is a key experimental signature of MBL [20–22] but is theoretically investigated as well [23–25].

The emergent l-bit phenomenology of MBL motivated by nearest-neighbor qubit models can become unstable in higher dimensions [21,26–28] in the presence of non-Abelian symmetries [29–32], long-range interactions [33–36], large local Hilbert-space dimensions [37–39], and disorder-free systems [40–49]. Despite these instabilities of the fully MBL systems, they can show anomalously slow dynamics and even nonergodic behavior for certain initial conditions [50], referred to as the MBL regime [51]. For instance, in 2D signatures of the MBL regime exist in experiments and numerics [21,26–28], although in the thermodynamic limit the avalanche picture [52,53] suggests fully chaotic dynamics, albeit at astronomically long time scales. The main complication for numerical studies of MBL is the presence of strong finite-size effects [51,54–59]. In this context, the existence of a genuine MBL phase (even for nearest-neighbor 1D models) has been put into question [60–62]. Providing a definite answer to this issue by means of numerical approaches is challenging. On one hand, full or sparse-matrix diagonalization methods are restricted to intermediate system sizes, potentially leading to inconclusive results. On the other hand, tensor-network techniques can treat large systems, but the times reachable in simulations are limited by the growth of entanglement [63]. Despite notable progress to extend these time scales [53,57] and the development of other sophisticated methods [64–66], studying quantum many-body dynamics, especially beyond 1D, remains difficult [67–69].

In this Letter, we study the nature of the MBL regime in two classes of disordered models (see Fig. 1), (i) spin-1/2 two-leg ladders [53,70–72], a quasi-1D system, which represents an intermediate case between a 1D chain and a 2D lattice, and (ii) Fermi-Hubbard (FH) chains [73–79], where disorder only couples to the charge degrees of freedom. Both can also be viewed as 1D models with local Hilbert-space dimension greater than two. In the FH chain, there is a SU(2) symmetry incompatible with MBL, and we also study the effect of a tilted potential which can induce Stark MBL [44,45,80].

We demonstrate that numerical linked cluster expansions (NLCE) [81] provide a powerful means to study the MBL regime. The crucial advantage of NLCE is that, if converged, they yield results directly in the thermodynamic limit, i.e., there are no finite-size effects. We use NLCE to study the dynamics resulting from out-of-equilibrium initial states and obtain converged results for the imbalance $I(t)$ on long time...
scales, outperforming direct simulations of finite systems with open or periodic boundaries especially for intermediate disorder $W < W_*$, which allows the extraction of more accurate lower bounds for $W_*$. Furthermore, we show that, in contrast to strongly disordered FH chains where spin thermalizes despite charge being localized, an additional tilted potential leads to a strongly disordered FH chains where spin thermalizes despite disorder. We study the nonequilibrium dynamics resulting from quenches with antiferromagnetic initial states of the form [cf. Fig. 1(a)],

$$|\psi(0)\rangle = \begin{bmatrix} \vdots \downarrow & \downarrow & \uparrow & \uparrow & \uparrow & \uparrow & \uparrow & \vdots \end{bmatrix}$$

As a second model, we study disordered FH chains,

$$\mathcal{H}_{FH} = -\sum_{\ell,\sigma} (c_{\ell,\sigma}^{\dagger} c_{\ell+1,\sigma} + H.c.) + \sum_{\ell=1}^{L} (U n_{\ell,\uparrow} n_{\ell,\downarrow} + \mu_{\ell} n_{\ell})$$

where $c_{\ell,\sigma}^{\dagger}$ (or $c_{\ell,\sigma}$) creates (annihilates) a fermion of spin $\sigma$ at site $\ell$, $U$ is the on-site interaction; $n_{\ell,\sigma} = c_{\ell,\sigma}^{\dagger} c_{\ell,\sigma}$, $n_{\ell} = n_{\ell,\uparrow} + n_{\ell,\downarrow}$; and $\mu_{\ell} = \epsilon_{\ell} + V\ell$ with $\epsilon_{\ell} \in [-W, W]$ is the spin-independent disorder with added tilt $V$ [44,45,82–85]. In our implementation, we exploit that $\mathcal{H}_{FH}$ can be mapped to a spin ladder, where the interactions are mediated by the rungs of the ladder [48,86].

We consider two experimentally relevant initial states [82,87], i.e., density waves at half filling [cf. Fig. 1(b)],

$$|\psi_1(0)\rangle = \prod_{\ell} c_{2\ell,\uparrow}^{\dagger} c_{2\ell,\downarrow}^{\dagger} |0\rangle = |\cdots \uparrow \downarrow 0 \uparrow \downarrow 0 \cdots\rangle,$$

or at quarter filling [74], both at zero magnetization,

$$|\psi_2(0)\rangle = \prod_{\ell} c_{4\ell,\uparrow}^{\dagger} c_{4\ell+2,\downarrow}^{\dagger} |0\rangle = |\cdots \uparrow 0 \downarrow 0 \cdots\rangle.$$
\[ \mathcal{P}_c(t) = \sum_{T(c)\in T(c)} [\mathcal{I}_c(t)]_{T(c)} \] (6)

which runs over all translations \( T(c) \) of \( c \) such that \( \rightarrow \) is included in \( T(c) \), and \([\mathcal{I}_c(t)]_{T(c)}\) denotes the local unit-cell imbalance evaluated on \( T(c) \) [106, 107]. The notion of a cluster here refers to a finite part of the full system with OBC. Given the (quasi-)1D geometries of \( \mathcal{H}_{\text{SL}} \) and \( \mathcal{H}_{\text{FH}} \), clusters are just ladders or chains of varying size [94, 99, 108] (cf. gray rectangles in Fig. 1). Due to the presence of disorder, \([\mathcal{I}_c(t)]_{T(c)}\) is nonequivalent for different translations. The weight of \( c \) is then given by an inclusion-exclusion principle [81, 106],

\[ W_c(t) = \mathcal{P}_c(t) - \sum_{T(c')\in T(c)} W_{c'}(t), \] (7)

where the sum runs over all subclusters \( c' \) of \( c \) (and their translations) that include \( \rightarrow \). The unit cell provides the starting point and has no subclusters such that \( \gamma W_c(t) = \mathcal{I}_c(t) \). The dynamics of the imbalance \( \mathcal{I}(t) \) in the thermodynamic limit can then be approximated as

\[ \lim_{L\to\infty} \mathcal{I}(t) \approx \sum_{|c|\leq c_{\text{max}}} W_c(t), \] (8)

including all clusters \( c \) up to a cutoff size \(|c| = c_{\text{max}}\) that can be handled numerically. While NLCE yields results in the thermodynamic limit, i.e., there are no finite-size effects, one instead has to check the convergence of Eq. (8) with respect to the expansion order \( c_{\text{max}} \), which acts as an effective length scale. Typically, a larger \( c_{\text{max}} \) leads to convergence on longer time scales [93, 99] (or down to lower temperatures [81, 109, 110]). Reaching large \( c_{\text{max}} \) is computationally costly for multiple reasons. First, using full exact diagonalization (ED) to evaluate Eqs. (6)–(8) is limited to rather small cluster sizes due to the exponentially growing Hilbert space. Here we employ an efficient sparse-matrix approach based on Chebyshev polynomials [111–113] to evaluate \( e^{-iHt} |\psi\rangle \) beyond the range of ED [93, 94], which yields a high accuracy even at long times [107]. Second, in the pertinent case of disordered systems, all \( |c| \) translations of a given cluster of size \(|c|\) have to be simulated. Due to this computational overhead compared with NLCE in translational-invariant models, we (mostly) consider expansion orders up to \( c_{\text{max}} = 11 \), which means that the largest clusters in our simulations are ladders of length \( L = 11 \) (or FH chains with \( L = 11 \)). While even larger clusters could in principle be simulated using the sparse-matrix approach, we find that this \( c_{\text{max}} \) leads to a reasonable trade-off between the invested computational effort and the time scales on which the NLCE remains converged. In addition to this main bottleneck of NLCE to reach sufficiently large \( c_{\text{max}} \), the costs are further increased by the necessity to perform an average over \( N_t \) independent disorder samples (here \( N_t \approx 10^3 \)).

**MBL in spin ladders.**—We now present our numerical results, starting with \( \mathcal{H}_{\text{SL}} \) and the initial state in Eq. (2). In Figs. 2(a) and 2(b), the imbalance \( \mathcal{I}(t) \) is shown for disorder strengths \( W = 2 \) and \( W = 4 \). Data obtained by NLCE for expansion orders \( c_{\text{max}} = 10, 11 \) (solid curves) are compared with simulations of finite ladders of length \( L = 8, 10 \) with OBC (dotted) or PBC (dashed). While the \( L \to \infty \) dynamics from NLCE remain converged up to the longest time \( t = 200 \) simulated here (see Ref. [107] for additional analysis of convergence), we find that \( \mathcal{I}(t) \) in the case of \( L < \infty \) shows finite-size effects already at early times (particularly for OBC). Especially at \( W = 2 \) [Fig. 2(a)], \( \mathcal{I}(t) \) obtained by NLCE decays to a rather small value, with a slope that indicates that the system will delocalize at long times. In contrast, in the case of finite systems, \( \mathcal{I}(t) \) decays to notably higher values, with the slope of \( \mathcal{I}(t) \) being less pronounced. Compared with the \( L \to \infty \) NLCE results, extrapolating these finite-system data to longer \( t \) and larger \( L \) is thus more intricate and it is less clear whether \( \mathcal{I}(t) \) eventually vanishes. This example demonstrates a main result of this Letter. In particular, employing NLCE to obtain quantum dynamics for \( L \to \infty \) can be a powerful means to decide whether a system is asymptotically localized or delocalized. Let us note that this regime of intermediate disorder is expected to be challenging also for other more sophisticated techniques, such as matrix-product states, since entanglement presumably still grows rather rapidly.

A similar picture also emerges for \( W = 4 \) [Fig. 2(b)]. However, as the dynamics are slower and finite-size effects are smaller (at least on the time scales shown here), the advantage of NLCE compared with direct simulations of finite systems becomes less pronounced. Moreover, as emphasized in the insets of Figs. 2(a) and 2(b), the dynamics of \( \mathcal{I}(t) \) obtained by NLCE are more noisy compared with the data for PBC or OBC. This is caused by the fact that NLCE relies on the local
FIG. 3. Dynamics in \( \mathcal{H}_{\text{FH}} \) with \( U = 4 \) and \( V = 0 \). (a) \( \mathcal{I}_{\text{ch}}(t) \) for \( |\psi_{1}(0)\rangle \) at \( W = 4 \) obtained by NLCE for \( c_{\text{max}} = 11 \) (solid) and for finite systems with OBC (dotted) and PBC (dashed) and \( L = 8, 10, 12 \) (arrow). Inset: Same data but in a double-logarithmic plot. (b) \( \mathcal{I}_{\text{ch}}(t) \) for \( |\psi_{2}(0)\rangle \) for different \( W \). (c) \( \mathcal{I}_{\text{ch}}(t) \) for \( |\psi_{2}(0)\rangle \) at \( W = 8, 12, \ldots, 24 \) (arrow) using NLCE (\( c_{\text{max}} = 11, 12 \); converged) and systems with OBC (\( L = 12 \)). Inset: \( \alpha \) obtained by fitting \( \mathcal{I}_{\text{ch}}(t) \) and \( \mathcal{I}_{\text{s}}(t) \) for \( t \in [150, 250] \).

unit-cell imbalance \( \langle I_{\text{ch}}(t) \rangle_{T \rightarrow c} \) [107], whereas \( \widetilde{I}(t) \) in finite systems is averaged over the full length of the system. While the increased noise in the NLCE data may especially affect the short-time dynamics, we expect it to be less relevant for the qualitative long-time behavior of \( \widetilde{I}(t) \).

To proceed, Fig. 2(c) shows \( \mathcal{I}(t) \) for various disorder strengths up to \( W = 14 \). While the NLCE data for \( c_{\text{max}} = 9, 10 \) remain well converged, we observe that \( \mathcal{I}(t) \) can be described by a power law [56,57],

\[
\mathcal{I}(t) \propto t^{-\alpha},
\]

with \( \alpha \) depending on \( W \). We extract \( \alpha \) for varying time windows and show the corresponding data in Fig. 2(d). Since one expects \( \alpha \rightarrow 0 \) in the localized phase, Fig. 2(d) suggests a critical disorder for \( H_{\text{SL}} \) of \( W_{c} \gtrsim 14 \), which is notably higher than for the disordered Heisenberg chain [10,57,105], consistent with \( H_{\text{SL}} \) being an intermediate case between 1D and 2D [53]. As shown in the inset of Fig. 2(d), extracting \( \alpha \) from the dynamics of finite systems with PBC and \( L = 10 \) leads to systematically lower values of \( \alpha \) (especially for \( W \lesssim 8 \)). Obtaining \( \alpha \) from NLCE simulations for \( L \rightarrow \infty \) thus facilitates an accurate estimation of \( W_{c} \), in line with earlier NLCE studies of eigenstate entanglement entropies [105].

**MBL in FH chains.**– We now turn to the dynamics of \( H_{\text{FH}} \). We fix the interaction to \( U = 4 \) and, for now, focus on the nontilted model, \( V = 0 \). Figure 3(a) shows the charge imbalance \( \mathcal{I}_{\text{ch}}(t) \) for the initial state \( |\psi_{1}(0)\rangle \) (4) at \( W = 4 \), where we again compare the dynamics obtained by NLCE to simulations of finite systems with OBC and PBC. Similar to our previous observations in the context of \( H_{\text{SL}} \), we find that NLCE yields converged dynamics on long time scales with a pronounced decay of \( \mathcal{I}_{\text{ch}}(t) \) consistent with delocalization. In contrast, the relaxation of \( \mathcal{I}_{\text{ch}}(t) \) for \( L < \infty \) is slower and finite-size effects appear at early times [cf. inset in Fig. 3(a)]. We stress that for the highest \( c_{\text{max}} = 11 \) considered here, the largest clusters are chains with OBC and \( L = 11 \) [107]. Nevertheless, Fig. 3(a) unveils that combining the contributions of the clusters according to Eqs. (6)–(8) outperforms direct simulations of systems with OBC and PBC up to \( L = 12 \), even though the length scales are comparable. NLCE thus proves advantageous also in the case of moderately disordered FH chains.

Next, we consider the initial state \( |\psi_{2}(0)\rangle \) in Eq. (5) with \( \mathcal{I}_{\text{ch}}(t) \) shown in Fig. 3(b) for exemplary values of \( W \). While we observe delocalized dynamics for \( W = 3 \), most pronounced in the case of the \( L \rightarrow \infty \) NLCE data, \( \mathcal{I}_{\text{ch}}(t) > 0 \) approaches approximately time-independent plateaus for \( W = 12, 20 \), suggesting charge localization at sufficiently strong disorder, cf. inset in Fig. 3(c). While nonergodic charge dynamics have been observed before [73,74], spin was found to be delocalized and relax subdiffusively instead [75]. Here we explore the fate of spin dynamics for \( L \rightarrow \infty \) at strong disorder. Specifically, the spin imbalance \( \mathcal{I}_{\text{s}}(t) \) is shown in Fig. 3(c) for \( W < 24 \). Using NLCE up to \( c_{\text{max}} = 12 \) [115], we find no signatures of localization and \( \mathcal{I}_{\text{s}}(t) \) decays as \( \propto t^{-\alpha} \), \( \alpha > 0 \) [inset in Fig. 3(c)]. The fact that the \( L \rightarrow \infty \) dynamics obtained by NLCE and for systems with \( L = 12 \) agree very well with each other demonstrates that finite-size effects are negligible. Spin dynamics of \( H_{\text{FH}} \) thus behave delocalized even at extremely large \( W \), where charge is frozen.

**Dynamics in tilted lattice.**– We now consider \( H_{\text{FH}} \) with \( V > 0 \). While such tilts may lead to Stark localization [44,45,80], nonergodic dynamics in strongly tilted lattices has also been attributed to Hilbert-space fragmentation [82,116–118]. Fixing the disorder to \( W = 4 \) (for which \( H_{\text{FH}} \) is delocalized at \( V = 0 \), cf. Fig. 3), Figure 4 shows \( \mathcal{I}_{\text{ch}}(t) \) and \( \mathcal{I}_{\text{s}}(t) \) resulting from quenches with \( |\psi_{2}(0)\rangle \) and different \( V > 0 \) obtained by NLCE for \( L \rightarrow \infty \) and direct simulations of finite chains with OBC. While \( W > 0 \) is convenient to suppress the strong oscillations of \( \mathcal{I}(t) \) [107], the combination of disorder and lattice tilt may reinforce localization [45]. Remarkably, we observe in Fig. 4 that not only \( \mathcal{I}_{\text{ch}}(t) \) ceases to decay with increasing \( V \) but also \( \mathcal{I}_{\text{s}}(t) \) slows down drastically with \( V \).
especially compared with the case of bare disorder and no tilt [cf. Fig. 3(c)]. In particular, for the largest $V = 16$ considered here, $\mathcal{I}_s(t)$ does not substantially decay for $t < 250$, suggesting the possibility to induce nonergodic spin dynamics on experimentally relevant time scales in tilted lattices. This is another key result. We stress that this mechanism of causing slow spin dynamics is distinct from other examples where localization was achieved by lifting the SU(2) symmetry of $\mathcal{H}_{\text{FH}}$ [119]. While $\mathcal{I}_s(t)$ appears to be strongly initial-state dependent (see Ref. [107]), we here leave it to future work to explore the effect of $V > 0$ in more detail.

**Conclusion.**—To summarize, we have employed NLCE to study quantum quenches in disordered spin ladders and FH chains and obtained converged results for the imbalance $\mathcal{I}(t)$ on comparatively long time scales. We have put particular emphasis on intermediate disorder values $W < W_*\ast$, where we demonstrated that NLCE outperforms direct simulations of finite systems with OBC or PBC. Furthermore, in contrast with bare disorder, our analysis predicts that an additional tilted potential leads to a notable slowdown of spin dynamics for certain initial states in FH chains, which should be accessible experimentally [82]. Even though NLCE yields results for $L \to \infty$, allowing better estimates for $W_\ast$, we stress that, similar to other methods, an unambiguous detection of MBL is beyond its capabilities (and was not our goal). Since simulation times are limited, $t < \infty$, extracted values for $W_\ast$ should be understood as lower bounds for the putative MBL transition.

Given the apparent advantage of NLCE at intermediate disorder, a natural direction of research is to explore the emergence of subdiffusion on the ergodic side of the MBL transition [23, 54, 120, 121]. In this context, NLCE have been shown to be a powerful means to study transport properties of 1D systems in the thermodynamic limit [93]. Another interesting avenue is to consider MBL in higher dimensions. While NLCE has proven competitive with other state-of-the-art methods to simulate quantum dynamics in 2D [101], reaching high expansion orders for 2D lattices is computationally demanding such that convergence times are still limited [106].
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