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Abstract Building control systems are prone to fail in complex and dynamic environments. The reinforcement learning (RL) method is becoming more and more attractive in automatic control. The success of the reinforcement learning method in many artificial intelligence applications has resulted in an open question on how to implement the method in building control systems. This paper therefore conducts a comprehensive review of the RL methods applied in control systems for indoor comfort and environment. The empirical applications of RL-based control systems are then presented, depending on optimisation objectives and the measurement of energy use. This paper illustrates the class of algorithms and implementation details regarding how the value functions have been represented and how the policies are improved. This paper is expected to clarify the feasible theory and functions of RL for building control systems, which would promote their wider-spread application and thus contribute to the social economic benefits in the energy and built environments.

1. Introduction
People spend most of their time in buildings [1], and they spend more than 80% of the day indoors. Maintenance of indoor comfort parameters is therefore significant for improving occupants’ feeling of comfort, health, morale, working efficiency as well as productivity [2]. Thermal comfort, visual comfort and indoor air quality (IAQ) seem to be the key parameters that jointly influence indoor comfort [3,4]. Building design and the building management system (BMS) are direct key factors that affect building indoor comfort. The design of buildings relates to occupancy level, ventilation, use of natural resource etc., which remains critical for indoor comfort in future building development [5]. Compared to the design of buildings, BMS considers both the maintenance and the improvement of the indoor comfort level through the diversity of control methods. A BMS generally refers to the integrated monitoring, transmitting and control of the indoor environment based on various protocols and communication interfaces. Such a characteristic enables the BMS to have a wider application in practice. The advanced control methods not only can take advantage of real-time data to produce the desired comfort level, but also can minimize the operational and maintenance cost. As a result, there is a high demand in the development of advanced control methods for future smart and economic-friendly building environments.

In practice, there are mainly real-time control and advanced control strategies. Existing real-time control uses real-time data to control the building systems, where its related impact on indoor environment is often delayed in such a dynamic environment. The existing advanced control strategies can deliver the advanced control signal to avoid the delayed influence on the indoor environment. They work effectively based on the building models, the building system models, weather forecast models, and energy tariff forecast models etc. However, these models are not as accurate in prediction as expected, e.g. [6], thus leading to potential inappropriate control ahead. Therefore, the existing control approaches are facing great challenges in real-time adaption/influence on indoor comfort and may fail to respond/maintain the indoor environment efficiently.
Reinforcement learning (RL), as one of the model-free control techniques, can be an alternative solution to such challenges when it is applied together with advanced control strategies. Model-free control techniques are able to work independently without having a knowledge of specific models, for instance, a recently realised Markov property-based RL method, which can work in both model-based and model-free environments [7]. RL tries to make optimal decisions through sequential actions in a dynamic environment. This approach is the classic model-free learning algorithm, such as Q-learning and $TD(\lambda)$, that makes RL much more attractive and efficient in artificial intelligence applications [8–10]. The efforts made on solving deep RL problems, e.g. [11], open up the possibility of working on continuous large datasets. The distinctive property of RL is that the learner or agent, via a trial-and-error paradigm, can make optimal actions without having a supervisor, which essentially fits the goal of a control problem. Particularly, in building control systems (BCSs) performances of using RL have not been analyzed from the methodological point of view and the future tasks in this field are still rare. Relative review works examining the advanced model-free control method have not drawn too much attention. Unlike energy demand response [12], this paper considers indoor comfort as the principal optimisation target. Therefore, the aim of this paper is to methodologically review the empirical works on how RL methods have been implemented in indoor comfort control among buildings, and provide instructive directions for future research.

2. Review method
In this paper, we make our search of articles in the Web of Science, ScienceDirect and Google Scholar. We do not limit the publication time. Our searching key words are

\[
\text{(building(s)) AND \left(\text{(reinforcement learning)OR (Markov decision processes) OR Q-learning}\right) \text{ AND } \left(\text{comfort OR (thermal comfort)OR (visual comfort)OR (indoor air quality)OR occupant OR (indoor environment)}\right) \text{ OR \left(\text{model free control OR (intelligent control)}\right).}}
\]

We search the words on both sides of the AND operator and only one word or phrase on either side of the OR operator. We also search Markov decision processes (MDPs) and Q-learning to guarantee that the underlying theory of RL and the most popular algorithms are covered. We also include “model free control” and “intelligent control” as alternative keywords because some articles treat RL as a special case of the control methods. We read every search outcome and exclude irrelevant articles without direct optimisation on comfort. Instead, we only include those articles that have clearly optimised comfort. Other joint optimisation objectives may have also been considered but our main interest lies in those articles containing at least one comfort component in the optimisation objectives. Doing so, we have identified 20 most relevant articles.

3. MDPs and Reinforcement learning
3.1. MDPs
In a dynamic sequential decision-making process, the state $S_t \in S$ refers to a specific condition of the environment at discrete time steps $t = 0,1,...$. By realising and responding to the environment, the agent chooses a deterministic or stochastic action $A_t \in A$ that tries to maximise future returns and receives an instant reward $R_{t+1} \in R$ as the agent transfers to the new state $S_{t+1}$. The reward is usually represented by a quantitative measurement. Figure 1 [13] shows how a sequence of state, action and reward is generated to form an MDP.

The Markov property tells us that the future is independent of the past and depends only on the present. In Fig. 1, $S_t$ and $R_t$ are the outcomes after taking an action and are considered as random variables. Thus, the joint probability density function for $S_t$ and $R_t$ is defined by:

\[
p(s', r|s, a) = \mathbb{P}[S_{t} = s', R_{t} = r| S_{t-1} = s, A_{t-1} = a],
\]
where \( s, s' \in S, r \in R \) and \( a \in A \). It can be seen from Eq. (1) that the distribution of state and reward at time \( t \) depends only on the state and action one step before. A Bellman optimality equation is used for optimizing cumulative future reward.

3.2. Reinforcement learning

Value-based algorithms, e.g. the off-policy Q-learning [14], start with a random value function and updates to an improved value function in an iterative process until reaching the optimal value function \( Q(S, A) \). The optimal policy is made by selecting the optimal value function given a certain state. For some value based methods, e.g. the on-policy SARSA and SARSA(\( \lambda \)) [15], they evaluate policies by constructing their value functions and use these value functions to find improved policies.

Policy-based methods use optimisation techniques to directly search for an optimal policy. The policy-based method gives better convergence, especially for the continuous state-action space. In episodic experiments, the average reward for each time step is used as the objective function. The gradient ascent technique iteratively improves the estimation. The action preference is usually assigned to a probability to avoid the deterministic policy.

4. Applications

Table 1 gives a summary of the reviewed literature pertaining to RL methods applied to comfort controls in buildings. We will show specific learning algorithms and the classes they belong to for each publication. We also investigate the representation of value functions to highlight potential optimisation methods. Pre-training refers to whether or not the agents were implemented with pre-trained policies using existing data or simplified models of the physical system. Unless otherwise stated, any reference to RL methods should be assumed to be model-free methods.

| Ref | Optimisation objectives | Class | Algorithms | Pre-training |
|-----|-------------------------|-------|------------|--------------|
| [16] | IAQ | Energy consumption | Value-based | Q-Learning | No |
| [17] | Thermal | Energy consumption | Value-based | Q-Learning | No |
| [18] | Thermal and IAQ | Energy consumption | Value-based | RLS-TD(\( \lambda \)) | No |
| [19] | Thermal and IAQ | Energy consumption | Value-based | RLS-TD(\( \lambda \)) | No |
| [20] | Thermal | Energy consumption | Value-based | Q-Learning | No |
| [21] | Thermal and IAQ | Energy consumption | Value-based | SARSA | No |
| [22] | Thermal and IAQ | N/A | Actor-Critic | TD(lambda) | No |
| [23] | Thermal and IAQ | Energy consumption | Value-based | Fitted Q-Iteration | N/A |
| [24] | Light | Energy consumption | Value-based | Value iteration | N/A |
| [25] | Thermal | Energy consumption | Value-based | Q-Learning | No |
| [26] | Thermal | Energy consumption | Value-based | Fitted Q-Iteration | No |
| [27] | Thermal | Energy consumption | Value-based | Q-Learning | No |
| [28] | Thermal | Energy consumption | Value-based | Fitted Q-Iteration | No |
| [29] | Thermal and IAQ | Energy cost | Value-based | Q-Learning | N/A |
Table 1: Performance Comparison of Different Control Strategies

| Article | Control Strategy | Energy Consumption | Energy Cost | Value-Based Learning | Q-Learning Based | Pre-Training Required |
|---------|------------------|--------------------|-------------|----------------------|-----------------|----------------------|
| [30]    | Thermal          | Value-based        | N/A         | No                   |                 |                      |
| [31]    | Thermal and IAQ  | Value-based        | Q-Learning  | N/A                  |                 |                      |
| [32]    | Thermal          | Value-based        | Variant of DQN, Q-learning | N/A     |                 |                      |
| [33]    | Thermal          | Value-based        | Q-Learning  | No                   |                 |                      |
| [34]    | Thermal          | Value-based        | Q(λ)        | Yes                  |                 |                      |
| [35]    | Thermal          | Value-based        | Actor-Critic | A2C                 |                 |                      |

Energy consumption is mostly controlled with thermal comfort [25,27]. Dalamagkidis and Kolokotsa implemented an RL control for an HVAC system with the goal of maximising both thermal comfort and energy conservation, with a heavier emphasis on thermal comfort [20]. They compared the performance of the RL control to the performance of a fuzzy-PD and a common on/off control over a 5 year simulated time period. They found that after 4 years of simulation the RL control achieved as good as if not better performance than the other two controls. They also suggested pre-training the control before deploying it in a real environment to mitigate suboptimal performance due to policy exploration. For example, pre-training the RL control was able to improve the performance of the low-energy building system in an acceptable period of time by using RL to tune a fuzzy rule-based supervisory control for an HVAC system [34]. Off-policy training for HVAC is also applicable [17]. Through a comparative analysis they found their RL control outperformed, in terms of energy cost, two common strategies for controlling HVAC, namely, the “Always On” and “Programmable Control” methods. Improved thermal comfort was demonstrated.

Baghaee and Ulusoy use RL for operating an HVAC system [16]. The objective of the control was to maintain CO2 concentration at an acceptable range while minimizing energy consumption. In a simulation study they compared their RL control to an On-Off and set point control. Their RL method outperformed the other two controls regarding energy consumption and CO2 concentration. Studies controlling combined factors are rare in the 1990s. For example, Jouffe used RL to tune a ventilation controller for controlled temperature and relative humidity [23]. The policy obtained from the control was exactly to the experts’ specifications. Mozer used RL to control an HVAC and water heating system [36]. The aim of the control framework was to minimise both discomfort (heating and lighting) and energy cost. In Mozer’s work, RL control was found to be more efficient than explicit model-based control of a setpoint generator.

5. Conclusions
Indoor environment affects not only working efficiency and living standards, but also influences the occupants’ health. Apart from building design, efficient control methods on indoor environment guarantees occupants’ satisfaction. This paper briefly examines and analyzes empirical articles regarding the model-free reinforcement learning control method on indoor comfort in buildings. The cutting-edge RL technique has drawn only limited attention regarding the indoor environment oriented smart building controls, even though some studies have empirically tested its feasibility and comparability to other methods. The promising results lead us to a new frontier of building control. We have identified twenty empirical articles in this field, which is much less than the studies in building energy control and needs to be extended. The value-based Q-learning is easy and straightforward to implement and it dominates among learning algorithms. However, the value-based method fails to work when the action space is large or continuous. This leaves a question of how policy-based or Actor-Critic algorithms perform in a practical building environment. The computation platform and the ways of interaction with BMSs are important for conducting real-time control. Especially in the works with physical tests, the working paradigms are still vague. For example, policy-based and Actor-Critic algorithms require more function approximations and thus the power of computing resources should be updated accordingly. We anticipate practical works in standardizing the measurement of indoor comfort and integrating computation platforms and the ways of interaction with BMSs into the smart building systems in future works.
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