SALSA-LITE: A FAST AND EFFECTIVE FEATURE FOR POLYPHONIC SOUND EVENT LOCALIZATION AND DETECTION WITH MICROPHONE ARRAYS

Thi Ngoc Tho Nguyen*, Douglas L. Jones†, Karn N. Watcharasupat*, Huy Phan‡, Woon-Seng Gan*

*School of Electrical and Electronic Engineering, Nanyang Technological University (NTU), Singapore
†Dept. of Electrical and Computer Engineering, University of Illinois at Urbana-Champaign, USA
‡School of Electronic Engineering and Computer Science, Queen Mary University of London, UK

ABSTRACT

Polyphonic sound event localization and detection (SELD) has many practical applications in acoustic sensing and monitoring. However, the development of real-time SELD has been limited by the demanding computational requirement of most recent SELD systems. In this work, we introduce SALSA-Lite, a fast and effective feature for polyphonic SELD using microphone array inputs. SALSA-Lite is a lightweight variation of a previously proposed SALSA feature for polyphonic SELD. SALSA, which stands for Spatial Cue-Augmented Log-Spectrogram, consists of multichannel log-spectrograms stacked channelwise with the normalized principal eigenvectors of the spectrally aligned corresponding spatial covariance matrices. In contrast to SALSA, which uses eigenvector-based spatial features, SALSA-Lite uses normalized inter-channel phase differences as spatial features, allowing a 30-fold speedup compared to the original SALSA feature. Experimental results on the TAU-NIGENS Spatial Sound Events 2021 dataset showed that the SALSA-Lite feature achieved competitive performance compared to the full SALSA feature, and significantly outperformed the traditional feature set of multichannel log-mel spectrograms with generalized cross-correlation spectra. Specifically, using SALSA-Lite features increased localization-dependent F1 score and classification-dependent localization recall by 15% and 5%, respectively, compared to using multichannel log-mel spectrograms with generalized cross-correlation spectra.

Index Terms— Feature extraction, microphone array, sound event localization and detection

1. INTRODUCTION

Sound event localization and detection (SELD) is an emerging research topic that unifies the tasks of sound event detection (SED) and direction-of-arrival estimation (DOAE). SELD as a task involves estimation of the directions of arrival (DOA), the onsets, and the offsets of the detected sound events, while simultaneously classifying their sound classes [1]. Because of the need for source localization, SELD typically requires multichannel audio inputs from a microphone array, whose channel encoding exists in several formats, such as first-order ambisonics (FOA) and generic microphone array (MIC). In this paper, we focus on MIC format, which is the most accessible and commonly-used type of microphone arrays in practice.
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Polyphonic SELD is a relatively new research topic and the majority of recent developments for SELD has been targeted at the model architectures. In 2018, Advanue et al. [1] pioneered a seminal work that used a convolutional recurrent neural network (CRNN), SE LDnet, for polyphonic SELD. Cao et al. [2] proposed a two-stage strategy with separate SED and DOAE models. Nguyen et al. [3] introduced a Sequence Matching Network (SMN) that matched the SED and DOAE output sequences using a bidirectional gated recurrent unit (BiGRU). Cao et al. [5] later proposed a two-branch network, Event Independent Network (EIN), that used soft parameter sharing between the SED and DOAE encoder branches, and used multi-head self-attention (MHSAs) to output track-wise predictions. Shimada et al. [6] proposed a unified output representation called Activity-Coupled Cartesian Direction of Arrival (ACCDOA) to combine SED and DOAE predictions and losses into a single optimization objective, as well as incorporated a new building block, D3Net, into a CRNN for SELD [7].

On the input feature aspect, multichannel magnitude and phase spectrograms were initially used to train SE LDnet for polyphonic SELD [1]. Subsequently, many works [2][3][4][8][10] converged on multichannel log-mel spectrograms with spatial channels – intensity vector (IV) for the FOA format, and generalized cross-correlation with phase transform (GCC-PHAT) for the MIC format – as de facto standard input features for SELD. We refer to these two features as MELSPECIV and MELSPECGCC, respectively. Raw waveform has also been used for SELD [11] but is not as popular as other time-frequency features. Several studies have shown that, using the same network architectures, models trained on the MIC-format MELSPECGCC feature performed worse than those trained on the FOA-format MELSPECIV feature [8][9][12]. When IVs are stacked with spectrograms, the spatial cues in IVs align with the signal energy in the spectrograms along the frequency dimension. This frequency alignment is crucial for networks to resolve multiple overlapping sound events because signals from different sound sources often have their own unique pattern in the frequency axis. On the other hand, the time-lag dimension of the GCC-PHAT features does not have a local one-to-one mapping with the frequency dimension of the spectrograms. As a result, all of the DOA information is aggregated at the frame level, making it difficult to assign correct DOAs to different sound events. In addition, GCC-PHAT features are more computationally expensive to compute than IVs. Since the MIC format is the most commonly used type of microphone array in practice, a better SELD feature for the MIC format is needed.

Spatial Cue-Augmented Log-Spectrogram (SALSA) is a recently proposed feature with exact time-frequency (TF) mappings between the signal power and the source directional cues supporting both the FOA and the MIC formats [12]. However, SALSA
is computationally expensive due to the need to compute the principal eigenvectors. In this paper, we propose a computationally cheaper variant of SALSA for the MIC format called SALSA-Lite. In SALSA, the spatial feature is computed from the principal eigenvector of the spatial covariance matrices (SCMs), while in SALSA-Lite, the spatial feature is the frequency-normalized inter-channel phase differences (IPD), which is computed directly from the multichannel complex spectrograms. As a result, SALSA-Lite is significantly more computationally efficient. IPD features are popular for blind source separation [13][14], multichannel speech enhancement and separation [15], and two-channel DOAE [16][17], which involve implicit or explicit localization using spatial cues. In practice, the spatial cues in IPDs are noisy due to acoustic reverberation, mismatch in the phase responses of the microphones, and the wrap-around effect caused by spatial aliasing [14]. Therefore, IPD features often require additional enhancements using either a mathematical model [14] or a neural model [17]. For applications in source localization, IPD features are more popular for stereo arrays than higher-order arrays, as there exists more effective localization algorithms such as MUSIC [18] and beamforming [19] for the latter. In this study, we show that SALSA-Lite, which is a combination of multichannel linear-frequency log-power spectrograms and a simple normalized version of IPDs, is in fact an effective feature for SELD using microphone array with more than two channels.

Experimental results on the TAU-NIGENS Spatial Sound Events (TNSSE) 2021 dataset [9] showed that SALSA-Lite achieved similar performance as SALSA, while boasting a 30-fold speedup. In addition, SALSA-Lite feature significantly outperformed the MELSPECGCC features, which is the de facto standard feature for SELD with microphone arrays, while being 9 times faster to compute. This demonstrates SALSA-Lite as a promising candidate feature for real-time SELD using microphone array input signals.

2. SELD FEATURES FOR MICROPHONE ARRAY INPUTS

2.1. Log-spectrograms and GCC-PHAT for MIC format

For the MIC format, mel-scale SPECGCC feature, which consists of multichannel log-mel spectrograms and pair-wise GCC-PHAT, is arguably the most popular feature for polyphonic SELD. Given an \(M\)-channel array inputs, the GCC-PHAT feature for \(i\)th source is computed for each of the microphone pairs \((i,j)\) by [2]

\[
\text{GCC-PHAT}_{i,j}(t, \tau) = F_{t,\tau}^{-1} \left[ \frac{X_i(t,f) X_j^*(t,f)}{\|X_i(t,f)\| \|X_j(t,f)\|} \right],
\]

where \(F_{t,\tau}\) is the inverse Fourier transform; \(t\) and \(f\) are the time and frequency indices, respectively; \(|\tau| \leq f_s d_{\text{max}}/c\) is the time lag, where \(f_s\) is the sampling rate, \(c \approx 343 \text{ m/s}\) is the speed of sound, and \(d_{\text{max}}\) is the largest distance between any two microphones; and \(X_i(t,f) \in \mathbb{C}\) is the short- time Fourier transform (STFT) of the \(i\)-th microphone signal. When the GCC-PHAT features are stacked with mel-scale spectrograms, the ranges of \(\tau\) is truncated to \((-K/2, K/2)\), where \(K\) is the number of mel bands, resulting in the MELSPECGCC features in \(\mathbb{R}^{(M^2+M)/2 \times T \times K}\), where \(T\) is the number of time frames.

2.2. SALSA

The \((2M-1)\)-channel SALSA feature for the MIC format is formed by stacking the \(M\)-channel linear-frequency log-power spectrograms with the \((M-1)\)-channel eigenvector-based phase vector (EPV). The EPV channels of the SALSA feature approximates the relative distances of arrival (RDOAs) and are computed using

\[
V(t,f) = -c(2\pi f)^{-1} \arg \left[ U_1^*(t,f) U_{2:M}(t,f) \right] \in \mathbb{R}^{M-1},
\]

where \(U(t,f) \in \mathbb{C}^M\) is the principal eigenvector of the SCM \(R(t,f) = E[X(t,f)X^*(t,f)]\), where \((\cdot)^H\) denotes the Hermitian transpose. To avoid spatial aliasing, elements of \(V\) are zeroed for all TF bins above aliasing frequency. In addition, magnitude and coherence tests are used to select single-source TF bins [12]. The values of \(V\) are set to zeros for non single-source TF bins.

2.3. The proposed feature: SALSA-Lite

For faster computation, SALSA-Lite replaces the EPV of the SALSA feature with a simple frequency-normalized IPD (NIPD) [13], which is somewhat equivalent to IV for the FOA format. The NIPD is computed via

\[
\Lambda(t,f) = -c(2\pi f)^{-1} \arg \left[ X_1^*(t,f) X_{2:M}(t,f) \right] \in \mathbb{R}^{M-1}.
\]

To understand the rationale for SALSA-Lite feature, consider the case of a TF bin dominated by a single sound source \(s(t,f)\),

\[
X(t,f) \approx H(t,f,\phi,\theta) s(t,f) + N(t,f),
\]

where \(H(t,f,\phi,\theta)\) is the theoretical steering vector, \(N(t,f)\) is noise, \(\phi\) and \(\theta\) are the azimuth and elevation angles, respectively. For an \(M\)-channel farfield array of an arbitrary geometry the theoretical array response can be modelled by

\[
H_m(t,f,\phi,\theta) = \exp(-j2\pi f d_{1m}(t)/c),
\]

where \(j\) is the imaginary unit, and \(d_{1m}(t)\) is the RDOA between the \(m\)-th microphone and the reference (\(m = 1\)) microphone at time \(t\).

As a result, neglecting any phase distortion due to noise,

\[
\Lambda(t,f) \approx -c(2\pi f)^{-1} \arg \left[ H_1^*(t,f) H_{2:M}(t,f) \right] \approx [d_{12}(t), \ldots, d_{1M}(t)]^T,
\]

that is, \(\Lambda\) also approximates the RDOAs in a similar manner to \(V\).

In practice, NIPD is, admittedly, considerably noisier than EPV, as the latter benefited from the noise suppressing properties of the eigendecomposition. However, the use of \(X\) for \(\Lambda\) in contrast to \(U\) for \(V\) in the original SALSA significantly reduces the computational time, as the singular value decomposition required to compute \(U\) from \(X\) has a complexity of \(O(M^3 F)\) per time frame [20].

Compared to the MELSPECGCC, SALSA-Lite is also faster to compute. More importantly, SALSA-Lite has the exact TF alignment between the multichannel spectrograms and the NIPD in linear-frequency scale, which is crucial for resolving overlapping sound events. In addition, this TF alignment is arguably more suitable for CNN-based models, of which the kernels learn patterns from small multichannel TF patches of the image-like SELD input features.

As with SALSA, the values of \(\Lambda\) for all TF bins above the aliasing frequency are zeroed. For efficiency, the magnitude and coherence tests are not used for SALSA-Lite.

\(^1\)Magnitude test is more useful when more frequency bands are included in the spatial features, i.e. high cut-off frequency. Coherence test requires heavy computation due to the need of computing eigenvalues [12].
3. EXPERIMENTAL SETTINGS

We compared the performances of SELD models trained on the proposed SALSA-Lite and SALSA-IPD features with those trained on SALSA and MelSpectGCC features. We used the same experimental settings, such as network architecture, data augmentation and hyperparameters, for all features.

3.1. Network architecture for SELD

Fig. 1 shows the SELD network architecture used for all the experiments in this paper. The CRNN network consists of a convolutional backbone that is based on ResNet22 for audio tagging, a two-layer BiGRU, and fully connected (FC) layers. The number of input channels in the first convolutional layer is set to the number of channels of each feature under study. The SED branch is formulated as a multilabel multiclass classification and the DOAE branch as a three-dimensional Cartesian regression. During inference, sound classes whose probabilities are above the SED threshold are considered active classes. The DOAs corresponding to these classes are selected accordingly.

3.2. Data augmentation

To mitigate the problem of small datasets in SELD, we applied three data augmentation techniques to all the features: channel swapping (CS) [10], random cutout (RC) [22, 23], and frequency shifting (FS) [12]. These augmentation techniques can be applied to the data in STFT domain during training. Only CS changes the ground truth, while RC and FS do not alter the target labels. In CS, there are 8 ways to swap channels for the MIC format [10]. The spectrograms, GCC-PHAT, EPV, IPD, NIPD and target labels are altered accordingly when the channels are swapped. In RC, either random cutout [22] or TF masking via SpecAugment [23] was applied on all channels of the input features. Random cutout produces a rectangular mask on the spectrograms while SpecAugment produces a cross-shaped mask. For FS, we randomly shifted all the input features up or down along the frequency dimension by up to 10 bands [12]. For MelSpectGCC features, the GCC-PHAT channels are not shifted.

3.3. Dataset

The development split of the TNSSE 2021 dataset [9] was used for our experiments. The MIC-format dataset consists of 400, 100, and 100 one-minute four-channel audio clips, sampled at 24 kHz, for training, validation, and testing, respectively. There are 12 sound classes. The azimuth and elevation ranges of both datasets are [−180°, 180°) and [−45°, 45°], respectively. The validation set was used for model selection while the test set was used for evaluation. Since the distance between microphones of the provided microphone array corresponds to an aliasing frequency of 2 kHz, we computed the IPD and NIPD between 50 Hz and 2 kHz. For SALSA feature, the EPV was computed between 50 Hz and 4 kHz as per [12]. Even though the array in [9] was mounted on an acoustically-hard spherical baffle, we found that the farfield array model in Section 2.3 is sufficient to extract the spatial cues for the spherical array [12].

3.4. Evaluation metrics

The official 2021 DCASE Challenge metrics [24] were used for evaluation. These SELD evaluation metrics consist of four metrics: location-dependent error rate (ER ≤ 20°) and F1 score (F ≤ 20°) for SED; and class-dependent localization error (LECD), and localization recall (LRCD) for DOAE. We also reported an SELD error which was computed as

\[
\mathcal{E}_{\text{SELD}} = \frac{1}{4} \left( \mathcal{E}_{\text{ER} \leq 20^\circ} + (1 - \mathcal{F}_{\leq 20^\circ}) + \frac{\mathcal{L}_{\text{CD}}}{180^\circ} + (1 - \mathcal{L}_{\text{CD}}) \right),
\]

to aggregate all four metrics. A good SELD system should have low ER, high F1, low DE, high FR, and low \( \mathcal{E}_{\text{SELD}} \).

3.5. Hyperparameters and training procedure

We used an STFT window length of 512 samples, hop length of 300 samples, Hann window, 512 FFT points, and 128 mel bands. A cutoff frequency of 9 kHz was used to compute all the feature. As a result, the frequency dimension has 192 bins for SALSA, SALSA-lite and SALSA-IPD features. 8-second audio chunks were used for training while the full 60-second audio clips were used for inference. The Adam optimizer [25] was used, with the learning rate initially set to \( 3 \times 10^{-4} \) and linearly decreased to \( 10^{-4} \) over last 15 epochs of training.

\[2\]See http://github.com/thomeou/SALSA-Lite for details.

\[3\]We obtained lower SELD performance when IPD and NIPD were computed between 50 Hz and 4 kHz.
SALSA-Lite and SALSA-IPD indicated that CNNs are able to learn useful spatial cues from the frequency-dependent IPD even without normalization.

We report the performance of SALSA-Lite and SALSA-IPD with upper cutoff frequency for NIPD and IPD at 2 kHz and 9 kHz (full-hand) in Table 2 to examine the effect of spatial aliasing on SELD performance. For both features, 2 kHz cutoff performed slightly better than full band. However, similar to SALSA feature [12], SALSA-Lite and SALSA-IPD are only mildly affected by spatial aliasing. These results agree with the finding in [26], where broadband signals were shown to not affected by spatial aliasing unless they contain strong harmonic components.

Table 3 shows the performances on the test split of the TNSSE 2021 dataset of state-of-the-art systems, all of which are ensemble models, and our single-CRNN model trained on SALSA-Lite. Since there is a severe lack of SELD systems developed for MIC format, we also included SELD systems developed for FOA format. The model trained on SALSA-Lite feature significantly outperformed the DCASE baseline for MIC format. Even though our model is only a simple CRNN, it performed better than the highest-ranked ensemble from the 2021 DCASE Challenge [27] in terms of ER≤20° and F≤20°, and only slightly worse in terms of LECD and LRCd. The results show that the proposed SALSA-Lite features for MIC formats are effective for SELD.

### 5. Conclusions

In conclusion, the proposed SALSA-Lite feature addresses the lack of fast and effective feature for SELD using microphone array. SALSA stands for Spatial cue-Augmented Log-SpectrogAm. It is simple to compute, and significantly faster than MELSPECGCC and full SALSA features. It achieves better performance than MELSPECGCC and on-par performance with SALSA. It is less affected by spatial aliasing. Simple CRNN models trained on SALSA-Lite feature achieve comparative performance compared to many state-of-the-art SELD systems. In addition, there are many effective data augmentation techniques that can be applied on SALSA-Lite on the fly during training to further improve model performance.
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