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Abstract
Modern 3D printing technologies and the upcoming mass-customization paradigm call for efficient methods to produce and distribute arbitrarily-shaped 3D objects. This paper introduces an original algorithm to split a 3D model in parts that can be efficiently packed within a box, with the objective of reassembling them after delivery. The first step consists in the creation of a hierarchy of possible parts that can be tightly packed within their minimum bounding boxes. In a second step, the hierarchy is exploited to extract the (single) segmentation whose parts can be most tightly packed. The fact that shape packing is an NP-complete problem justifies the use of heuristics and approximated solutions whose efficacy and efficiency must be assessed. Extensive experimentation demonstrates that our algorithm produces satisfactory results for arbitrarily-shaped objects while being comparable to ad-hoc methods when specific shapes are considered.

1. Introduction
3D fabrication is becoming so important that specific international conferences ([Med13]) and schools [KSWM13] are being organized to discuss this technology and its impact on both academia and industry. The increasing popularity of 3D printers goes exactly in the direction of the mass-customization paradigm envisaged by most modern market trends, and some experts already consider these devices as triggers for the next industrial revolution. Unfortunately, 3D printers represent a relatively new technology, and printing complex and articulated 3D objects [CCA+12] easily requires to face problems such as physical robustness of the printed prototype [SVB+12] and maximum size of a printable object [LBRM12]. Furthermore, delivering a customized printed object (e.g. to a customer) has a cost that grows as the size of the “pack” grows. Thus, it is important to investigate how a 3D model can be split into easily printable parts that can eventually be tightly packed in a box and reassembled at destination.

This paper introduces an original algorithm to perform the aforementioned operation automatically. Specifically, the algorithm splits an input 3D model into a set of simple parts, calculates the size of a box that can contain all the parts and determines an arrangement of the parts in the box. While developing the algorithm, we took into account the following two desireable features:

- the eventual box must be as small as possible (delivering large boxes is expensive);
- the number of parts must not be too large (the object must be reassembled in a reasonable time).

When splitting an object for 3D printing, other desireable conditions exist but are often in conflict with each other [LBRM12] even without considering the packing problem. Thus, while attempting to find a good compromise, herewith we focus on the packing issue for which a solution is necessary, while we point the reader to the aforementioned previous works for applications having different priorities.

1.1. Algorithm overview
Our approach is founded on the integration of two previously-studied problems, namely, shape segmentation and the bin packing problem. Specifically, in a first step we segment the object into parts using a criterion that allows the parts themselves to be tightly packed. Then, in a second step we compute a roto-translation (i.e. a proper rigid transformation) for each of the parts, compute their overall minimum...
bounding box, and measure the packing efficiency as the ratio between the object volume and the box volume. Clearly, the packing efficiency is likely to increase as the number of parts increases but, as we mentioned, the number of parts cannot grow indefinitely. Thus, it is necessary to find a good compromise.

1.2. Summary of contributions

This article brings several contributions to areas such as computer graphics, shape analysis and operational research. Our original contributions can be summarized as follows:

- A novel split-and-pack integrated approach to find a trade-off between the number of parts and the packing efficiency;
- A new segmentation algorithm that produces hierarchies of box-like parts;
- A new packing algorithm to properly place the parts into a box.

When FDM printers are used (see Sec. 6), packing the parts before printing may lead to a saving of both printing time and costs due to a smaller usage of support material. However, we point out that this is not the objective of this paper and, as discussed in Sec. 7, we focus on the minimization of the final box volume.

2. State of the art

Our algorithm attempts to partition the object so that the resulting parts are suitable for packing, and then tries to arrange the parts so that they can be enclosed within a small box. Broadly speaking, algorithms to partition a 3D object can be classified as shape segmentation techniques: within this family, some algorithms compute hierarchical segmentations to recursively subdivide the object into smaller and smaller parts. Hierarchical segmentation is particularly useful for collision detection applications, where the space occupied by the object is typically subdivided using different sorts of bounding containers (e.g. axis-aligned boxes, oriented boxes, convex hulls, minimum-volume boxes, ...). Tight arrangements of sets of geometric objects are mostly studied in operational research, where various formulations of packing and related problems are studied.

Thus, the previous work we build on can be classified into three categories: shape segmentation (Sec. 2.1), bounding boxes (Sec. 2.2), object packing (Sec. 2.3).

2.1. Shape Segmentation

3D object segmentation is fundamental for a number of applications, including shape analysis, modeling and recognition. The choice of a strategy to subdivide an object into useful parts, however, strongly depends on the context where these parts are expected to be used. At the highest level, we differentiate between geometry-based and semantics-based segmentation. From a geometric point of view, parts may be required to have well-defined characteristics with respect to some geometric property such as, for example, size, curvature or distance to a fitting plane. This approach to mesh segmentation is often used for texture mapping [ZMT05], remeshing [SWG03], simplification [CSAD04]. In the context of 3D printing an important geometric requirement of each part is its size, and algorithms exist to partition the object so that each part is small enough to fit in the printing volume [LBRM12]. In a very recent work, Vanek and colleagues tackle the problem of reducing both printing time and support structures by segmenting an object and packing the resulting parts in a smaller volume [VGB14]. Semantics-based segmentation is aimed at identifying parts that correspond to relevant features of the shape [MPS06]. Herewith we look for parts whose shape is likely to facilitate their packing and, to the best of our knowledge, no existing segmentation algorithm was designed with this objective in mind.

From another perspective, we may differentiate between
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single-resolution and hierarchical segmentation. Single-resolution segmentations are appropriate either when segments are identified based on some geometric threshold (e.g. flatness), or when the number of segments is known in advance. Since in our setting we need to switch among different resolutions, we focus on hierarchical segmentation algorithms. The algorithm of [KT03] computes the so-called centrality at each mesh vertex, and uses fuzzy clustering to recursively split the surface into smaller and smaller regions; for natural shapes such as humans and animals, the eventual parts typically correspond to functional areas of the object. Similar results were also obtained in [Reu09] by using Laplace-Beltrami eigenfunctions. When man-made meshes need to be segmented, the bottom-up algorithm of [ASF06] grows clusters starting from the single triangles driven by approximating geometric primitives such as planes, spheres and cylinders. A similar approach is employed in [AMSF08] when the object is represented by a tetrahedral mesh and the clusters are nearly-convex sets of tetrahedra.

For comprehensive overviews of mesh segmentation algorithms we point the reader to [Sha08] and [CGF09].

2.2. Bounding boxes and box trees

The calculation of bounding boxes is a fundamental problem in computer graphics, and can be formulated in several ways according to the bounding tightness required. Axis-aligned bounding boxes (AABBs) can be computed very efficiently but are not sufficiently tight for many applications. Principal component analysis can be used to compute oriented bounding boxes (OBBs) that, though being tighter than AABBs, are still not optimal. Optimality is reached by minimum volume bounding boxes (MBBs) that, unfortunately, are rather difficult to compute. Currently, the best known algorithm is due to O’Rourke [OR85] but its high computational complexity ($O(n^3)$ for $n$ input points) makes it virtually unusable for most practical problems.

Nonetheless, MBBs are so useful that even approximations are acceptable for some applications. In [BCG+96] the shape is converted to a so-called box-tree by recursively splitting it into parts bounded by approximate MBBs for the sake of collision detection. In this algorithm each approximate MBB is basically a refinement of the OBB, but no guarantees are given on the accuracy. An algorithm to compute approximated MBBs with guaranteed accuracy is given in [BH01]. This algorithm requires $O(n \log n + n/\epsilon^2)$ operations with a relative accuracy of $\epsilon$.

2.3. Packing

Our problem is a variation of the bin packing problem [GGU73]; instead of minimizing the number of bins, we wish to minimize the volume of a single bin containing a set of appropriately placed objects. Some authors refer to this specific instance as to the Cutting and Packing problem [CSR10] or the Strip Packing Problem [BHI+13]. Since these problems are known to be NP-complete [Joh74], heuristic algorithms exist to find approximated solutions.

In two dimensions heuristics-based algorithms produce satisfactory results, and the underlying theory is well understood and exploited [BO08]. These studies were strongly motivated by industrial applications, including garment manufacturing and sheet metal cutting where the objective is to minimize the wasted material. In Computer Graphics, 2D packing algorithms are used for applications such as texture atlas generation [LPRM02] and for the construction of multi-chart geometry images [SWG+03]. In these cases both the container and the objects to be packed are raster images and the objective is to draw all of them into a single small image.

In three dimensions, the packing problem arises in several industrial processes and the most noticeable algorithms are dedicated to rather specific cases in a purely practical perspective. In [EGLP10], for example, an algorithm is proposed to select several instances from a set of few furniture objects so that a given container can be filled with maximum efficiency. Though the packing efficiency obtained is very high (91.3%), this approach is not exploitable in our setting because we need all the parts to be included and cannot assume to have several instances of a same part. A more suitable formulation is given in [WLGdS10] and [BHI+13], where all the 3D cartons of a given set are packed into a container of fixed base area and minimum height. Unfortunately these algorithms are based on the assumption that objects being packed are rectangular boxes, which simplifies the problem significantly. As an exception, the 3D packing problem is tackled from a theoretical point of view in [CSR10], where the concept of no-fit polygon is extended to the three dimensional setting. This approach, however, requires the input to be converted to so-called phi-objects; though these objects efficiently represent geometric primitives such as cubes, spheres and cones, the representation of generic nonconvex 3D shapes may easily become so cumbersome to be computationally unmanageable.

3. The split-and-pack approach

Besides the object to disassemble, the input to our process includes a maximum number of parts and a target packing efficiency. Based on these, our algorithm calculates the parts and rotates and translates them so that they fit an axis-aligned box of minimum volume. Notice that, since the object volume is constant, maximizing the packing efficiency is equivalent to minimizing the box volume. Thus, the lower bound for the target packing efficiency can be actually converted to an upper bound for the eventual box volume.

In principle, the calculation of the parts might exploit existing segmentation algorithms (e.g. [LBRM12]), but in most cases a single fixed sementation leads to a sub-optimal packing. We have verified that searching the best segmentation
within an appropriate binary hierarchy provides much tighter packings (see Sec. 7 and Fig. 10). Instead of relying on a hierarchy, an alternative approach is used in [VGB+14] where parts in an over-segmentation are merged in different configurations to find the most effective packing.

Having said that, our strategy to determine the best number of parts is based on the calculation of a hierarchy of parts organized into a binary tree. We start by analyzing the root of the tree (i.e. the whole object): if it can be packed into its minimum volume bounding box with a sufficient efficiency (according to the target), then we have a solution and stop. Otherwise, if the wasted space is too much we replace the root with its two children (i.e. two parts that build the entire object), compute their best packing and the corresponding efficiency. If it is sufficient the process stops, otherwise we go down further in the hierarchy and replace one of the two nodes with its two children, compute the best packing of the three parts and so on (see Fig. 2). The process may stop either when the packing efficiency reaches the predetermined target or when the number of parts exceeds the maximum. In this latter case the user is warned that no solution can be found, and is allowed to increase the maximum number of parts. Note that when the algorithm replaces a node with its two children, the adjacency area of the corresponding two parts is refined to guarantee that parts can be eventually re-assembled without obstructions (see Fig. 8).

One may argue that the number of parts could have been the unique parameter to drive the global minimization of the box volume. In principle, indeed, the packing efficiency should not decrease as the number of parts grows. In practice, however, object packing is an NP-hard problem and our algorithm necessarily relies on heuristics that may easily lead to violations of this rule. Furthermore, if the object shape is already very close to a parallelepiped (according to the target) we prefer not to split it. On the other hand, we could have used the target efficiency as the unique parameter, but such a choice makes the algorithm very unpractical when a large number of parts is necessary to reach the target. Computing the packing as described in Sec. 5, indeed, is a quite expensive operation. Hence, in these cases we prefer to let the user choose whether to increase the number of parts or to be happy with the lower packing efficiency obtained so far.

To summarize, the overall split-and-pack process can be described by algorithm 1.

### Algorithm 1 The overall split-and-pack algorithm

| Require: | A 3D object \( S \), a maximum number of parts \( N_{\text{max}} \), and a target packing efficiency \( E \). |
|----------|----------------------------------------------------------------------------------------------------------------------------------|
| Ensure:  | A set of roto-translated parts \( S_i \) and the corresponding axis-aligned bounding box \( B \). |

1. \( \text{Vol}_{\text{Max}} := \text{Vol}(S)/E \)
2. Create a hierarchical box-based segmentation \( H \) of \( S \) (see Sec. 4)
3. \( N_S := 1 \)
4. \( S_0 := S \)
5. \( B := \text{MBB}(S) \)
6. while \( \text{Vol}(B) > \text{Vol}_{\text{Max}} \) do
7. if \( N_S = N_{\text{Max}} \) then
8. Warn and ask user a new value for \( N_{\text{Max}} \)
9. if no new value provided then
10. terminate
11. end if
12. end if
13. Split one of the \( S_i \) according to \( H \) and increase \( N_S \)
14. Refine the adjacency area (Sec. 6)
15. Compute best packing and corresponding \( B \) (see Sec. 5)
16. end while
17. Perforate thin parts (Sec. 6)

### 4. Box-based hierarchical segmentation

Our approach to generate a hierarchy of box-like parts out of a given object relies on the assumption that the object is actually a solid. This means that surface meshes with holes, self-intersections and other sorts of defects must be processed in advance using appropriate mesh repairing tools [ACK13]. When the input mesh is guaranteed to bound a solid, it is converted to a tetrahedral mesh by constrained Delaunay triangulation [SG05] and its tetrahedra are hierarchically clustered using a bottom-up approach inspired on [AMSF08].

Specifically, let \( M \) be the tetrahedral mesh and let \( T \) be the set of its tetrahedra. The dual graph \( D = (N,A) \) of \( M \) is defined as follows: each node in \( N \) corresponds to a tetrahedron in \( T \), and there is an arc (dual edge) in \( A \) connecting two nodes in \( N \) if the corresponding tetrahedra in \( M \) share a triangular facet. Now, if one considers each node of such
A binary tree of tetrahedra clusters

**Algorithm 2** Hierarchical segmentation based on absolute aboxiness

**Require:** A tetrahedral mesh $T$

**Ensure:** A binary tree of tetrahedra clusters

1. Create a dual vertex and a corresponding singleton cluster for each tetrahedron in $T$
2. Create a dual edge for each pair of tetrahedra sharing a facet
3. Associate a cost to each dual edge (see Sec. 4.1)
4. Create a heap of all the dual edges sorted based on their associated cost
5. **while** heap is not empty **do**
   6. pop the first edge from the heap (let it be $e$)
   7. Contract $e$ to a single dual vertex $v$ and merge the corresponding clusters
   8. Update the cost of all the edges incident to $v$ and update their position in the heap
5. **end while**

a dual graph to represent a cluster of connected tetrahedra (initially made of a single element), merging two tetrahedra into a single representative cluster corresponds to contracting a dual edge into a single node, that is, the two nodes of the arc are identified and the adjacency relations are updated accordingly in the graph data structure.

In our algorithm, a priority queue is created in which all the dual edges are sorted based on the cost of their contraction. At each step, the dual edge with lowest cost is popped from the queue, it is contracted, and all the edges incident to the new representative node are updated, that is, their cost is re-computed and their position in the queue is updated accordingly. The method produces a hierarchy which can be represented by a binary tree of clusters where the root identifies the whole tetrahedronization, and the leaves are the individual tetrahedra.

**4.1. Boxiness**

Clearly, the just-exposed algorithm may create different hierarchies as the cost associated to dual edges changes. We remind that our final objective is to fit the parts into a container while minimizing the wasted space. Since equal rectangular cuboids completely fill the space, they are good candidate shapes to look at. From now on the shorter term boxid is used to refer to a rectangular cuboid, whereas the similarity of an arbitrary polyhedron with a box is called boxiness. A natural way to define the boxiness $B(P)$ of a polyhedron $P$ is as follows:

$$B(P) = \frac{\text{Vol}(P)}{\text{Vol}(MBB(P))}$$

(1)

where $\text{Vol}(.)$ denotes the volume and $MBB(.)$ denotes the minimum volume bounding box [O R85]. According to definition 1 the boxiness is $1$ only if $P$ is an actual box, while it is smaller in all the other cases.

In a first experiment we tried to use the concept of boxiness directly to define the cost to be associated to dual edges in our hierarchical clustering. Specifically, the cost of an edge $e = \{N(C_1), N(C_2)\}$ was defined as $1 - B(C_1 \cup C_2)$, where $N(C_i)$ is the node in $D$ corresponding to cluster $C_i$. Unfortunately this approach easily leads to extremely unbalanced binary trees that, besides making the algorithm exceptionally slow, are not really practical and useful in our setting. So, we have chosen an alternative definition of absolute boxiness $A(P)$ as follows:

$$A(P) = \text{Vol}(MBB(P)) - \text{Vol}(P)$$

(2)

According to this new definition, the absolute boxiness is $0$ only if $P$ is an actual box, while it is larger in all the other cases. In a second experiment we defined the cost of an edge $e = \{N(C_1), N(C_2)\}$ as $A(C_1 \cup C_2)$ with the twofold advantage of producing balanced trees and improving the algorithm performances, therefore this has been our final choice. An example binary tree resulting from this procedure is partially depicted in Fig. 3. Note that if $P$ is a hollow box, then $A(P)$ is greater than zero, and this is desirable because we wish to split such objects to pack them more efficiently.

**5. Shape packing**

When a set of parts is available, our objective is to determine a roto-translation for each part so that their overall minimum-volume bounding box is minimized. Notice that...
such a minimum bounding box can, in its turn, be rotated along with its inner parts to make it axis-aligned. Thus, without loss of generality, our problem is to determine roto-translations of the parts that minimize their overall axis-aligned bounding box.

Our approach to solve this problem starts from an initial axis-aligned box that can contain the entire unpartitioned object. Prior to computing such a box, however, the object is rotated according to its minimum-volume bounding box, so that the initial box is both axis-aligned and of minimum volume. Then, we consider one of the three axes (e.g. the Z, if this is the direction for which the box is mostly extended) to be the vertical direction and define the two box faces which are orthogonal to this direction as the lower and upper bases (e.g. the faces with minimum and maximum Z respectively).

Then, parts are inserted one by one while measuring their total height \( h \), which is the size of their current axis-aligned bounding box along the vertical direction (Fig. 4). When a part is inserted, the objective is to minimize the overall height. Thus, the first part is rotated so that its vertical extension is minimized. After such a rotation, the first part is pushed toward the lower-left corner of the box lower base. Clearly, all the parts must be entirely contained into the box, hence roto-translations that violate this rule are not considered. The placement of each subsequent part is slightly more complex because it must consider the previously occupied space, but the objective of minimizing the overall total height remains the same. We note that in most cases the insertion of a new part does not increase the height at all, thus we must select the most suitable roto-translation based on other criteria. With the objective of minimizing the wasted space, we look for appropriate portions of unoccupied space to host the part. Specifically, if previously placed parts leave free holes among them, we identify the hole that can best contain the next part, meaning that the difference between the hole’s and part’s volumes must be minimized. If no such hole exists (i.e. there are no holes or none of them can host the part), the new part is placed on top of the others. This procedure is described in more depth in Sec. 5.1 and illustrated in Fig. 4.

We observe that part insertion order influences the eventual packing efficiency (Table 1). From a theoretical point of view, indeed, for random insertion orders we can expect a difference with respect to the optimal solution of up to 70% ([GGU73]). Conversely, if parts are inserted from largest to smallest such a difference decreases down to 22% ([Joh74]). Thus, the first step in our packing algorithm is a sorting of the parts based on their maximum extension which, for each part, corresponds to the maximum length of its minimum volume bounding box.

5.1. Placement of a single part

Inserting a part \( P \) into the box amounts at determining a roto-translation of \( P \) which, in our setting, is defined by a quaternion \( Q \) and a vector \( V \) for the rotational and translational parts respectively. Operationally, we first roto-translate \( P \) so that its minimum volume bounding box becomes axis-aligned and centered at the origin. Then, we rotate \( P \) by \( Q \) and translate it by \( V \) in this order.

Determining the optimal \( Q \) and \( V \) is rather complex thus, for the sake of simplicity, we first outline our approach to compute \( V \) for a given fixed value of \( Q \).

Our algorithm proceeds as follows:

- If there are holes that can contain \( P \), we select the one whose volume is closer to \( P \)'s volume (see Sec. 5.1.1) and set \( V \) accordingly.
- If no such hole exists, we set \( V \) so that \( P \)'s underlying free volume is minimized (see Sec. 5.1.2) while not increasing \( h \).
- If all the positions increase \( h \), we set \( V \) so that \( h \) increases as few as possible. When several positions produce the same minimum increase of \( h \), we select the one that minimizes \( P \)'s underlying free volume (see Sec. 5.1.2).

In practice, to compute the second and third points in the afore-mentioned procedure we use a uniform discretization (i.e. a voxelization) of the box. Besides making the problem algorithmically tractable, the involved height and volumes become integer numbers with upper bounds, and this allows us to define a single cost to be minimized as follows:

\[
\text{Cost}(P) = \Delta_h B + U
\]

where \( \Delta_h \) is the increase of \( h \), \( U \) is \( P \)'s underlying free volume, and \( B \) is the total volume of the box.
To include $Q$ in the cost minimization process, we simply add an outer loop where a set of pre-defined rotations is iteratively assigned to $Q$. Pre-defined rotations are computed by uniformly sampling the space of unit quaternions, which is equivalent to uniformly sampling $S^3$. To do this, we employ the following approach by Marsaglia ([Mar72]): select $x_1$ and $y_1$ uniformly in $(-1, 1)$ until $s_1 = x_1^2 + y_1^2 < 1$; similarly, select $x_2$ and $y_2$ uniformly in $(-1, 1)$ until $s_2 = x_2^2 + y_2^2 < 1$; then

$$q = [x_1, y_1, x_2 \sqrt{(1 - s_1)/s_2}, y_2 \sqrt{(1 - s_1)/s_2}] \quad (4)$$

is uniformly distributed on $S^3$. Before applying any rotation each part is made axis-aligned, which means that it is rotated so that its MBB becomes axis-aligned. This is expected to maximize the possibilities of good fits within an axis-aligned container.

### 5.1.1. Placement into holes

At any stage of the algorithm, free voxels of the box can be clustered into regions of two types that we call holes and slots. A free voxel belongs to a hole if there exists at least a non-free voxel over it. Conversely, a free voxel belongs to a slot if all the voxels over it (up to the upper base) are also free. Thus, a hole is a maximal connected set of free voxels having a “ceiling” of non-free voxels.

Let $P$ be the part to be placed, and let $V$ and $Q$ define its current position and orientation. In order to check if $V$ and $Q$ define a valid roto-translation for $P$ we simply check that it does not intersect any previously placed part and completely belongs to the box. To do that, we simulate a rasterization of $P$ into the voxel grid and verify that it involves only free voxels: in this case we say that $P$ is rasterizable. Note that we rasterize the actual shape of the part, and not its bounding box.

When $P$ is given with a fixed orientation, we wish to see which $V$ among all the valid positions fills a hole while minimizing its remaining free volume. A naive approach considers all the voxels belonging to holes as potential valid positions and looks for the best one. Notice that this method is not as bad as it might seem at first sight because the virtual rasterization simply stops at the first occurrence of a non-free voxel. However, we can significantly reduce the search space by skipping voxels which are too close to the border of the hole; specifically, we consider $P$ in its current orientation $Q$ as being centered at the origin, and see which is its farthest point on each of the six cartesian semi-axes. These six distances are then used to actually shrink all the holes (see Fig. 5) so that only a minority of voxels needs to be checked.

### 5.1.2. Placement on top of other parts

When no suitable hole can be found, we look for a valid roto-translation that minimizes the underlying free volume

$$U = \int_{\Gamma} ([P(x)] - [P(x)]) \alpha x \quad (5)$$

where $\Gamma$ is the 2D projection of $P$ onto the box lower base, $[P(x)]$ is the lowest point of intersection of $P$ and the vertical line defined by $x =< x, y >$, $P$ is the union of all the previously placed parts, and $[P(x)]$ is the upper point of intersection of $P$ and the vertical line defined by $x =< x, y >$.

In our discrete setting, the integral in Equation 5 becomes a sum, and $x$ ranges within the discretized version of $\Gamma$. The function $[P(x)]$ is initially zero everywhere and it is updated after the placement of each single part.

To determine the roto-translation that minimizes $U$ we simply iterate among a sampling of the rotations and, in a nested loop, we iterate again among the set of positions that make $P$ tangent with $[P(x)]$.

### 5.2. Overall packing algorithm

To summarize, the initial box $B$ is set so that it can contain the entire unsplit object, whereas its height is minimized through algorithm 3. Additionally, we notice that the inserted parts do not necessarily fill the entire box extension along the $X$ and $Y$ directions; in this case the $X$ and $Y$ box sizes are reduced down to actual tangency and the efficiency is re-computed.

In principle this procedure can be used to perform the packing, but since the lower-base is fixed it may easily lead
to too coarse results. Thus, we add an additional outer loop to this algorithm that iterates over various shapes of the lower base and keep the best result. Specifically, we consider four growing factors of 0% (=no grow), 25%, 50%, -25% (=reduction factor), and apply them to both side $X$ and side $Y$ of the lower base in all the 16 possible combinations; for each of these transformations the box initial height is increased so that its volume remains constant. The number of growing factors can be increased by the user to strive for better efficiency, though in our experience 16 combinations are a good tradeoff between accuracy and computing time. In this phase possible additional constraints regarding the base size can be taken into account (e.g. application-dependent upper bounds for one or both its dimensions).

6. Printing and reassembling the parts

Once the parts and their arrangement are available, the process to generate the physical prototype depends on the approach employed by the printer. For printers that use so-called powder beds (e.g. Z Corporation products) the parts can be printed altogether at once in their packed position, and the box itself can be printed around the parts without the top (Fig. 12). Such a printed box can then be removed from the printing chamber with all its contents, packed, and possibly shipped without the need to remove the unbound powder that serves to keep the parts from moving around during transportation. At destination, the parts can be removed from the box along with the extra powder, while taking particular care if tiny parts are contained. Printers based on a fused-deposition model (e.g. the widely diffused products by MakerBot) need to insert additional material to support parts that otherwise would fall down during printing. These support structures are very thin plastic sheets, and we have verified that in most cases they can be simply torn off with fingers (e.g. Fig. 6). In a few more difficult cases scissors and box cutters were necessary to avoid breaking off with fingers (e.g. Fig. 6). In a few more difficult cases scissors and box cutters were necessary to avoid breaking off with fingers (e.g. Fig. 6). In a few more difficult cases scissors and box cutters were necessary to avoid breaking off with fingers (e.g. Fig. 6). In a few more difficult cases scissors and box cutters were necessary to avoid breaking off with fingers (e.g. Fig. 6). In a few more difficult cases scissors and box cutters were necessary to avoid breaking off with fingers (e.g. Fig. 6).

Useful connector can be constructed. Furthermore, in analogous cases glue does not guarantee sufficient robustness if used alone. Thus, our proposal is to use a combination of glue and iron wire, so that even parts as thin as the iron wire diameter (plus a small tolerance) can be effectively assembled. To do that we need to virtually perforate the parts before printing them, and the parameters to be set are the diameter $d_w$ and length $l_w$ of the iron wire pieces to be used at reassembly time. Note that since iron wire is relatively flexible, the perforations need not to be perfectly straight. To compute each perforation, we consider the two adjacent parts that are to be connected in their original position (Fig. 7 (a)), compute their overall signed distance function $D$ and select a point $P_0$ on their adjacency area for which $D$ is maximum. Starting from $P_0$, we orthogonally leave the adjacency area and track the straightest path that follows the maximum of $D$ (Fig. 7 (b)) up to an arc distance $l_w/2$ in both directions from $P_0$ [CSM07]. If the path passes through a point for which $D$ is smaller than $d_w$, it means that a smaller wire must be used to fit the part thickness. Otherwise the path is accepted and we simply perform a boolean difference [BF09] between the original part and a $(d_w/2)$-offset of the path (Fig. 7 (c)). After such a first modification, we update $D$ (Fig. 7 (d)) and repeat the process on the same adjacency area to create a new perforation. Such an iterative process stops either when the distance between the perforation and the object surface becomes smaller than a given threshold, or when a maximum number of perforations is performed, whichever occurs first (Fig. 7 (e)). A practical example on a 3D object is shown on the right in Fig. 7.

Note that, since the split areas are not necessarily flat, it is worth analyzing them because corresponding part pairs may be eventually unassemblable. It is necessary that each split surface $M_i$ can be represented as a height field, which means
that there exists a direction along which the two parts may be moved without touching each other until they match. To do such a test, we compute a “discrete” Gauss map as a finite set of points on the unit sphere $S^2$ representing the $M_i$’s facet normals. Then, we check whether the convex hull of these points contains the origin: if it does, for each possible direction $d$ at least one of the normals points in the opposite direction (i.e. its dot-product with $d$ is negative), which means that $M_i$ cannot be represented as a height field. Thus, before running the packing algorithm, the segmentation is modified by cutting tetrahedra along $M_i$’s best-fitting plane. Actually such a cut is naturally close to the original $M_i$ due to our aboxiness minimization, therefore we simply perform the cut for all the adjacency surfaces with no need to analyze the Gauss map (see Fig. 8). All the segmentations depicted in this paper are refined as described, with the exception of Fig. 7-right which shows that the perforation algorithm may work even on nonflat areas.

To reassemble the object in the right order, one can simply traverse the binary tree of the parts from bottom to top. Thus, the first two parts to be merged are the last two leaves that, after merge, form an intermediate node of the tree that can then be merged with another node, up to the root of the tree. In this way, the tree can be used to automatically generate assembly instructions.

### 7. Results and discussion

To run our experiments, we have implemented a prototype C++ program where Barequet’s approach [BH01] is employed to compute the minimum volume bounding boxes. Equation 3 required a careful implementation to avoid overflows: when the box is a $256^3$ voxel cube, the cost may grow over $2^{32}$ and a 64-bit integer is required. Experiments were run on a MS Windows 7 OS, 1.87 GHz Intel Core 2 PC with 4 Gb RAM, the rotation space was sampled using 10 uniformly-spaced rotations, and the initial bounding box is discretized using $256^3$ voxels. These parameters provide a good tradeoff between time and efficacy (our slowest test took < 6 minutes, including the 56 seconds used to produce the hierarchy). The largest model in our test set is the mosquito (Fig. 9(b), 216299 tets). The user can increase the default number of rotations and the number of growing factors for the box base to possibly improve the results at the cost of a linearly growing computing time for the packing phase. The iron wire diameter $d_w$ and length $l_w$ were set to 1 mm and 12 mm respectively, and our implementation was set to produce a single perforation on an adjacency area only if the maximum value of the inner distance field $D$ is less than 10 times $d_w$.

To compute the packing in Fig. 9(c) we initially set $N_{max} = 12$ because this corresponds to an intuitive segmentation of the object, while we set $E = 50\%$. Then, we let the algorithm terminate at $N = N_{max}$ with an eventual packing efficiency of $E_{best} = 42\%$ that, for the specific object at hand, we reputed to be satisfactory. For the rifle model (Fig. 9(a)) we set $N_{max} = 20$ and $E = 50\%$. These parameters led to a packing efficiency of 38% and we decided to let the algorithm try up to a new $N_{max} = 30$. This produced a better packing $E_{best} = 48\%$ that we reputed to be satisfactory. For the robot model (Fig. 9(d)) we set $N_{max} = 10$, $E = 50\%$ and we obtained a satisfactory $E_{best} = 40\%$. For the rifle model (Fig. 9(a)) we set $N_{max} = 50$ and $E = 40\%$; with these parameters the algorithm terminated with $N = 20$ parts that could be fit into a box according to the required target efficiency $E_{best} = E = 40\%$.

Detailed results are reported in Table 1. We observe that the computing time is mostly dependent on the eventual number of parts that need to be packed. Also, we note that our size-driven ordering of the parts has a positive impact on the eventual packing efficiency; the only exception to this rule is the Rifle model, for which a random order has given
a slightly better packing. Deactivating the “placement into holes” feature (Sec. 5.1.1) was not advantageous in any of our tests. Using 40 rotations instead of 10, or using 49 base sizes instead of 16, seems to produce a slight increase of the efficiency at the cost of a much longer computation time.

Comparing the whole split-and-pack algorithm to previous work is difficult because we are not aware of any other method that performs this operation (the recent concurrent work by Vanek and colleagues is [VGB14] discussed in the end of this section). Its two fundamental algorithms that perform segmentation and packing, however, are worth a comparative assessment.

Regarding the segmentation part, our conclusion is rather simple: the results of the new hierarchical segmentation based on the absolute aboxiness are very similar to those obtained in [AMSF08]. This fact is not surprising because both the algorithms are driven by a volume difference: the only distinction is the type of container used, which in this work is the part’s minimum bounding box, while in [AMSF08] is the convex hull. This difference, however, is reflected in the semantic quality of the resulting parts, which in our case is slightly worse (e.g. the mosquito’s body is split in a non-intuitive way). Nonetheless, we have repeated all our experiments using the method of [AMSF08] to produce the hierarchies, and we observed that the eventual packing efficiency decreases by an average factor of 19% (i.e. $(E_{boxy} - E_{convex})/E_{boxy} = 0.19$); if 40 rotations are used instead of 10, the efficiency gap becomes 17% on average, which is still a significant difference. Similarly, we have replicated some of the segmentations shown in [LBRM12] and computed a packing of the parts using our algorithm. By setting $N_{max}$ to the same number of parts used in [LBRM12] and $E = 100\%$, we could fairly compare the efficiency of such packings with the one obtained using our original aboxiness-based segmentation, and we observed that the latter exhibits an average increase of nearly 23% (increase calculated as $(E_{ours} - E_{chopper})/E_{ours}$). In particular, we have tested the following models (see Fig. 18 in [LBRM12]):

- **Fertility** - 6 parts, $E_{chopper} = 22\%$, $E_{ours} = 33\%$;
- **Octopus** - 10 parts, $E_{chopper} = 28\%$, $E_{ours} = 33\%$;
- **Hand** - 7 parts, $E_{chopper} = 28\%$, $E_{ours} = 37\%$;
- **Chair** - 7 parts, $E_{chopper} = 30\%$, $E_{ours} = 39\%$.

For the **Chair** model we also allowed the algorithm to perform two additional splits to achieve a significant $E_{ours} = 46\%$ (see Fig. 10).

When compared with [LBRM12] our approach leads to parts which are more aligned with the object features with respect to BSP-driven cuts, and this has a positive impact on the aesthetics. Unfortunately, sometimes this comes at the cost of a less robust structure, but in most cases this is compensated by the use of the iron wire reassembly approach. Also, using [LBRM12] on meshes with long and thin fea-

![Figure 9: Some example models used to test our algorithm. The resulting part packing is shown both in perspective and in orthographic view to better convey the packing efficiency.](image)

![Figure 10: The 12 parts of the chair model subdivided as in [LBRM12] could be packed with an efficiency of 30% (left). By setting $N_{max} = 12$ our algorithm could reach an efficiency of 39%. If left to try up to $N_{max} = 14$, our algorithm could obtain an efficiency of 46%.](image)

![Figure 11: 50 random boxes packed through our approach with an efficiency of 89%.](image)
Table 1: Packing results. $E_{\text{best}}$ reports the efficiency obtained with default parameters (i.e. 10 rotations and 16 base sizes in a $256^3$ voxel grid) while requiring to produce $N_{\text{max}}$ parts without limitations on the target efficiency. $E_{\text{init}}$ is the initial ratio between the object and its bounding box volume. $T$ is the time required by the whole split-and-pack process. All the other $E_x$ represent the efficiency obtained by modifying either one default parameter or a functionality. Thus, $E_{\text{rand}}$ is what we obtain by replacing the size-driven placement order with a random order of the parts. $E_{\text{noholes}}$ = “placement into holes” feature is deactivated. $E_{40}$ = 40 rotations are used instead of 10. $E_{49}$ = 49 base sizes are used instead of 16 (growing factors from +50% to −25% with a step of 12.5%).

| Model      | Fig. | $N_{\text{max}}$ | $E_{\text{best}}$ | $E_{\text{init}}$ | $T$ (s) | $E_{\text{rand}}$ | $E_{\text{noholes}}$ | $E_{40}$ | $I_{40}$ (s) | $E_{49}$ | $I_{49}$ (s) |
|------------|------|-----------------|-----------------|-----------------|--------|-----------------|-----------------|--------|-------------|--------|-------------|
| Naptrune   | 1    | 13              | 41              | 5               | 211    | 37              | 36              | 42     | 638         | 42    | 714         |
| Chair 1    | 2    | 6               | 41              | 9               | 95     | 38              | 37              | 41     | 280         | 41    | 288         |
| Dinosaur   | 6    | 11              | 39              | 6               | 187    | 39              | 38              | 41     | 566         | 41    | 543         |
| Airplane   | 12   | 8               | 38              | 6               | 124    | 34              | 38              | 38     | 368         | 39    | 375         |
| Chair 2    | 10   | 14              | 46              | 4               | 207    | 38              | 44              | 46     | 628         | 46    | 591         |
| Rifle      | 9(a) | 20              | 40              | 12              | 306    | 41              | 37              | 40     | 907         | 42    | 914         |
| Mosquito   | 9(b) | 30              | 48              | 2               | 354    | 42              | 44              | 49     | 1067        | 49    | 1104        |
| Monster    | 9(c) | 12              | 42              | 5               | 191    | 36              | 41              | 43     | 569         | 42    | 583         |
| Robot      | 9(d) | 10              | 40              | 2               | 211    | 39              | 40              | 40     | 633         | 41    | 641         |

Figure 12: A model packed within its box without the top. This configuration is ready to be printed.

...
PuckMerger first turns the input solid to a shell by hollowing its inner parts. This feature has both advantages and drawbacks: the printed object requires less material, the parts are generally thinner and can be packed within smaller volumes. On the other hand, since the gluing areas are narrower, reassembling the object is trickier and the result is structurally weaker. Also, in PuckMerger one of the terms of the cost to be minimized controls the amount of support material. By increasing that term’s weight in the cost equation one can actually reduce the use of support materials, but this comes at the cost of a lower packing efficiency.

In our split-and-pack method, when the efficiency is not sufficient one specific part is split. In PuckMerger an opposite approach is employed, the algorithm starts with an over-segmented object and then tries to merge adjacent parts. The two parts to be merged are not pre-determined and can change while iterating, which leads to a higher flexibility and potentially tighter packings. Even in this case, however, choosing among more possibilities requires the packing algorithm to iterate more times, and this leads to longer computations. Regarding the assemblability of the resulting parts, PuckMerger prevents the creation of too small split areas through a pre-merging process. This is not done in our approach, though the problem is mitigated by the use of iron wires. On the other hand, our method provides a refinement of the split areas and a reassembly order that guarantees a feasible reconstruction.

7.1. Limitations

Besides the obvious limitations that a sub-optimal algorithm necessarily has, our work is still limited in its actual applicability for some 3D printing applications. While printing the box using fused deposition, standard print paths typically produce long plastic filaments that tend to shrink as they cool, and in some cases this effect may lead to print failures. Thus, standard plastic such as ABS may become inappropriate to print our packed shapes, whereas less deformable plastic (e.g. PLA) is necessary to avoid failures. Also, in some cases the split areas separating two parts can be extremely small, and this makes the eventual reassembly a delicate operation even through the iron wire approach. Iron wire makes the reassembly reasonably robust for most applications, but our algorithm may be not appropriate when the resulting objects have strong robustness requirements (e.g. a chair that must sustain a person weight): when such a robustness is an issue, an integration with existing approaches such as [SVB12] becomes necessary. Finally, the use of a greedy approach to segment the object combined with the cost in equation 2 may occasionally lead to unintuitive segmentations (e.g. the fuselage in Fig. 12) that have a negative impact on the aesthetics of the reassembled model.

Finally, since some packing configurations can be mutually interlocking [SFCO12], and since small parts can be placed within larger hollow parts without the possibility to be extracted, it is important to avoid these particular arrangements. In principle, one can simply deactivate the “placement into holes” functionality to guarantee that all the parts can be extracted from the pack, but in general this would have a negative impact on the packing efficiency. In any case, we argue that our packings are hardly interlocking because they do not fill the space tightly enough, but the user should bear in mind this risk when hollow objects are being split and packed.

8. Conclusions and future work

This paper demonstrates that an arbitrary 3D shape can be effectively split and packed based on an algorithmic approach, even if the computation of an optimal solution is NP-complete. Though relevant previous work do not provide satisfactory solutions to this problem, some approaches exist for the treatment of specific shapes such as boxes or synthetic furniture pieces. We concluded that our packing approach produces results which are comparable with these previous methods while being much more general in its applicability.

Being a first attempt to solve a so-generic packing problem, our algorithm is still far from optimality and there is plenty of room for improvements and further research. We have split the problem in two successive phases of hierarchical segmentation and packing, but we argue that better results are possible if these two steps are merged into a more integrated algorithm where the definition of the part shapes, and not just their number, is driven by their actual possibility to be packed, possibly by considering the current configuration of the previously-placed parts. Furthermore, we suspect that further optimizations can be achieved by exploiting rotation-invariant local shape descriptors and geometric complementarity [ADPH11] to identify potentially good rotations without the need to blindly iterate among numerous pre-defined orientations.

Acknowledgements

This work is partly supported by the EU FP7 Project N. ICT-2011-318787 (IQmulus) and by the international joint project on Mesh Repairing for 3D Printing Applications submitted to COMPUTER GRAPHICS Forum (4/2021).
funded by Software Architects Inc (WA, USA). Thanks are due to the SMG members at IMATI for helpful discussions.

References

[ACK13] ATTENE M., CAMPEN M., KOBBELT L.: Polygon mesh repairing: an application perspective. ACM Comp. Surv. 45, 2 (2013), 4

[ADPH11] AXENOPoulos A., DARAS P., PAPADOPOULOS G., HOUSTIS E.: A shape descriptor for fast complementarity matching in molecular docking. IEEE/ACM Trans Comput Biol Bioinform. 8, 6 (2011), 1441–57. 12

[AMSF08] ATTENE M., MORTARA M., SPAGNULO M., FALCIDENO B.: Hierarchical convex approximation of 3d shapes for fast region selection. Computer Graphics Forum 27, 5 (2008), 1323–1333. 3, 4, 10

[ASF06] ATTENE M., SPAGNULO M., FALCIDENO B.: Hierarchical mesh segmentation based on fitting primitives. The Visual Computer 22, 3 (2006), 181–193. 3

[BCG*96] BAREQUET G., CHAZELLE B., GUIBAS L. J., MITCHELL J. S. B., TAL A.: Boxtree: A hierarchical representation for surfaces in 3d. Computer Graphics Forum 15 (1996), 387–396. 3

[BF09] BERNSTEIN G., FUSSELL D.: Fast, exact, linear boolops. Comp. Graph. Forum 28, 5 (2009), 1269–1278. 8

[BH01] BAREQUET G., HAR-Peled S.: Efficiently approximating the minimum-volume bounding box of a point set in three dimensions. Journal of Algorithms 38 (2001), 91–109. 3, 9

[BH13]* BANSAL N., HAN X., IWAMA K., SVIRIDENKO M., ZHANG G.: A harmonic algorithm for the 3d strip packing problem. SIAM Journal on Computing 42, 2 (2013), 579–592. 3

[BO08] BENNET L. A., OLIVEIRA J. F.: The geometry of nesting problems: A tutorial. Europ. Jour. of Operational Research 184 (2008), 397–415. 3

[CCA*12] CALI J., CALIAN D. A., AMATI C., KLEINBERGER R., STEED A., KAUTZ J., WEYRICH T.: 3d-printing of non-assembly, articulated models. ACM T. Graph. 31, 4 (2012). 1

[CFS09] CHEN X., GOLOVINSKIY A., FUNKHOUSER T.: A benchmark for 3d mesh segmentation. ACM Transactions on Graphics (Proc. SIGGRAPH) 28, 3 (Aug. 2009). 3

[CSAD04] COHEN-STINEBERG D., ALLIEZ P., DESBRUN M.: Variational shape approximation. ACM Transactions on Graphics 23, 2 (2004), 905–914. 2

[CSEM07] CORNEA N., SILVER D., MIN P.: Curve-skeleton properties, applications, and algorithms. Visualization and Computer Graphics, IEEE Transactions on 13, 3 (2007), 530–548. 8

[CSR10] CHERNOV N., STOYAN Y., ROMANOVA T.: Mathematical model and efficient algorithms for object packing problem. Comp. Geom.: Theory and Appllic. 43 (2010), 535–553. 3, 11

[EGLP10] EGERBLAD J., GARAVELLI C., LISHI S., PISINGER D.: Heuristics for container loading of furniture. Europ. Jour. of Operational Research 200 (2010), 881–892. 3

[GGL73] GAREY M. R., GRAHAM R. L., ULLMAN J. D.: An analysis of some packing algorithms, 1973. 3, 6

[Joh74] JOHNSON D. S.: Approximation algorithms for combinatorial problems. J. Comp. Syst. Sci. 9 (1974), 256–278. 3, 6

[KSWM13] KAUTZ J., STEED A., WEYRICH T., MITRA N.: Summer school 3d design and fabrication. 10-14 June 2013, University College London, UK (2013). 1

[KT03] KATZ S., TAL A.: Hierarchical mesh decomposition using fuzzy clustering and cuts. ACM Trans. Graph. 22, 3 (2003), 954–961. 3

[LBMR12] LUO L., BARAN I., RUSKINIEWICZ S., MATUSIK W.: Chopper: Partitioning models into 3d-printable parts. ACM Transaction on Graphics 31, 6 (2012). 1, 2, 3, 8, 10

[LRPM02] LEVY B., PETITJEAN S., RAY N., MAILLOT J.: Least squares conformal maps for automatic texture atlas generation. SIGGRAPH 2002 (2002), 362–371. 3

[Mar72]* MARSAGLIA G.: Choosing a point from the surface of a sphere. Ann. Math. Stat. 43 (1972), 645–646. 7

[Med13] MEDIASTUDIO.COM: Inside 3d printing conference and expo. http://www.inside3dprinting.com (2013). 1

[MPS06] MORTARA M., PATANE G., SPAGNULO M.: From geometric to semantic human body models. Computers and Graphics 30, 2 (2006), 185–196. 2

[O R85] O ROURKE J.: Finding minimal enclosing boxes. Int. Jour. of Comp. and Inf. Sciences 14 (1985), 183–199. 3, 5

[Res09] REUTER M.: Hierarchical shape segmentation and registration via topological features of laplace-beltrami eigenfunctions. International Journal of Computer Vision (2009). 3

[SFCO12] SONG P., FU C.-W., COHEN-OLI D.: Recursive interlocking puzzles. ACM Trans. Graph. 31, 4 (2012). 12

[SG05] SI H., GAERTNER K.: Meshing piecewise linear complexes by constrained delaunay tetrahedralizations. In Proc. 14th Intl. Meshing Roundtable (2005), pp. 147–163. 4

[Sha08] SHAMIR A.: A survey on mesh segmentation techniques. Computer Graphics Forum 27 (2008), 1539–1556. 3

[SVB*12] STAVA O., VANEK J., BANES B., CARR N., MECH R.: Stress relief: improving structural strength of 3d printable objects. ACM Transaction on Graphics 31, 4 (2012). 1, 12

[SWG*03] SANDER P. V., WOOD Z. J., GORTLER S. J., SNYDER J., HOPPE H.: Multi-chart geometry images. In Eurographics Symposium on Geometry Processing (2003), Eurographics Association, pp. 146–155. 2, 3, 7

[VGB*14] VANEK J., GALICIA J. A. G., BANES B., MECH R., CARR N., STAVA O., MILLER G. S.: Packmerger: A 3d print volume optimizer. Computer Graphics Forum 33, 6 (2014), 322–332. 2, 4, 10, 11

[WLGDs10] WU Y., LI W., GOH M., DE SOUZA R.: Three-dimensional bin packing problem with variable bin height. Euro. Jour. of Operational Research 202 (2010), 347–355. 3, 11

[ZMT05] ZHANG E., MISCHAIKOW K., TURK G.: Featurebased surface parameterization and texture mapping. ACM Transaction on Graphics 24, 1 (2005), 1–27. 2

submitted to COMPUTER GRAPHICS Forum (4/2021).
Algorithm 3 The height-minimizing algorithm. MBB(.) denotes the minimum volume bounding box, whereas $R$ is a sampling of the rotation space, and $R_q(P)$ is the result of rotation $q$ applied to the axis-aligned version of $P$. $P$ is said to be rasterizeable if its rasterization does not intersect previously-occupied voxels.

Require: A set of $n$ parts $P_i$ constituting an assembly $T$

Ensure: A set of roto-translations $R_i$ to be applied to the $P_i$

1: Compute a minimum axis-aligned container $B$ for the overall $T$
2: Create a raster 3D image $I$ of $B$
3: Create a list $H$ of voxels classified as holes (initially empty)
4: Translate each of the $P_i$s so that the center of its MBB coincides with the origin
5: Create a sorted stack $L$ of all the $P_i$s
6: Initialize the 2D image $\lceil P(x) \rceil$ to zero
7: while $L$ is not empty do
8: pop the first part from $L$ (let it be $P$)
9: for all $q \in R$ do
10: Create a restricted version $H_q$ of $H$ according to $R(P)$
11: for all $v \in H_q$ do
12: if $R(P)$ is rasterizeable in position $v$ then
13: Compute the hole wasted space
14: end if
15: end for
16: end for
17: if One or more holes could be found then
18: Actually roto-translate $P_i$ using the $q$ and $v$ that minimized the wasted space
19: else
20: for all $q \in R$ do
21: for all $v \in \lceil P(x) \rceil$ do
22: $\hat{v} := v + s$, where $s$ is the minimum vertical translation that makes $R(P)$ rasterizeable
23: if a valid $s$ exists then
24: Compute the Cost according to equation 3
25: end if
26: end for
27: end for
28: if One or more positions could be found then
29: Actually roto-translate $P_i$ using the $q$ and $v$ that minimized the Cost
30: else
31: Terminate with failure (no arrangement could be found)
32: end if
33: end if
34: Rasterize $P_i$ in $I$ and update $H$ and $\lceil P(x) \rceil$ accordingly
35: end while