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Abstract: Let $p(\cdot) : \mathbb{R}^n \to (0, \infty]$ be a variable exponent function satisfying the globally log-Hölder continuous and let $\Theta$ be a continuous multi-level ellipsoid cover of $\mathbb{R}^n$ introduced by Dekel et al. [12]. In this article, we introduce highly geometric Hardy spaces $H^{p(\cdot)}(\Theta)$ via the radial grand maximal function and then obtain its atomic decomposition, which generalizes that of Hardy spaces $H^p(\Theta)$ on $\mathbb{R}^n$ with pointwise variable anisotropy of Dekel et al. [16] and variable anisotropic Hardy spaces of Liu et al. [24]. As an application, we establish the boundedness of variable anisotropic singular integral operators from $H^{p(\cdot)}(\Theta)$ to $L^{p(\cdot)}(\mathbb{R}^n)$ in general and from $H^{p(\cdot)}(\Theta)$ to itself under the moment condition, which generalizes the previous work of Bownik et al. [6] on $H^p(\Theta)$.
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1 Introduction

The main purpose of this article is to introduce and to investigate the variable anisotropic Hardy spaces $H^{p(\cdot)}(\Theta)$ with variable exponents. Due to the celebrated work [19] of Fefferman and Stein on classical isotropic Hardy spaces, there has been an increasing interest in extending classical Hardy spaces. In 2002, Bownik [3] investigated a special form of Hardy spaces $H^p(\mathbb{R}^n)$, i.e., anisotropic Hardy spaces $H^p_A(\mathbb{R}^n)$ defined over $\mathbb{R}^n$, where the Euclidian balls are replaced by images of the unit ball by powers of a fixed expansion matrix $A$. In 2011, Dekel et al. [16] introduced a more general Hardy space $H^p(\Theta)$ defined over $\mathbb{R}^n$, where the Euclidian balls are replaced by continuous ellipsoid cover $\Theta$ including the anisotropic Hardy space of Bownik [3]. Different from Bownik’s spaces, the anisotropy in $H^p(\Theta)$ can change rapidly from point to point in $\mathbb{R}^n$ and from level to level in depth.

As we all know, the variable function spaces have found their applications in fluid dynamics [1, 2], image processing [9, 22], partial differential equations, variational calculus [8, 18] and harmonic analysis [10]. In 2012, Nakai and Sawano [27] introduced the variable Hardy space $H^{p(\cdot)}(\mathbb{R}^n)$, via the radial grand maximal function, and then obtained some real-variable characterizations of the space, such as the characterizations in terms of the atomic and the molecular decompositions. Then, in 2018, Liu et al. [24] introduced the variable anisotropic Hardy space $H^{p(\cdot)}_A(\mathbb{R}^n)$ defined over $\mathbb{R}^n$, where $A$ is a general expansive matrix on $\mathbb{R}^n$, it extends the theory of Hardy spaces on $\mathbb{R}^n$ of Bownik [3].
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Inspired by Dekel et al. [16] and Liu et al. [24], the first goal is to further introduce the variable anisotropic Hardy space \( H^{p(\cdot)}(\Theta) \) with variable exponent defined via the radial grand maximal function and then obtain its atomic decomposition.

The theory of singular integral operators plays an important role in harmonic analysis and partial differential equations; see, for example, [20, 21, 26, 30]. In the classical isotropic setting of \( \mathbb{R}^n \) we consider Calderón-Zygmund operators \( T \) with regularity \( s \) of the form

\[
T f(x) = \int_{\mathbb{R}^n} K(x, y) f(y) \, dy, \quad x \notin \text{supp} \, f, \quad f \in C_c^\infty(\mathbb{R}^n),
\]

whose kernel \( K(x, y) \) satisfies the bound

\[
|\partial_x^a K(x, y)| \leq C |x-y|^{-n-|a|} \quad \text{for all } x \neq y \text{ and multi-indices } |a| \leq s. \tag{1.1}
\]

It is well-known that operators \( T \) are bounded on isotropic Hardy spaces \( H^p(\mathbb{R}^n) \) provided that \( s > n(1/p - 1) \) and \( T \) preserves vanishing moments \( T^s(x^s) = 0 \) for \( |a| < s \), see [25, Proposition 7.4.4], [26, Theorem III.4]. Bownik [3] introduced anisotropic Calderón-Zygmund operators associated with expansive dilations and has shown their boundedness on anisotropic Hardy spaces, where the anisotropy is fixed and global on \( \mathbb{R}^n \). An extension of these results to anisotropic Hardy spaces with variable exponents was done in [29].

Recently, Bownik et al. [6] further introduced the following class of singular integral operators adapted to variable anisotropy depending on a point \( x \in \mathbb{R}^n \) and a scale \( t \in \mathbb{R} \). Precisely, suppose that \( \Theta \) is a continuous ellipsoid cover of Dekel et al. [12] consisting of ellipsoids \( \Theta_{s,t} \) with center \( x \in \mathbb{R}^n \) and scale \( t \in \mathbb{R} \) of the form \( \Theta_{s,t} = M_{s,t}(\mathbb{R}^n) + x \), where \( M_{s,t} \) is a nonsingular matrix and \( \mathbb{B}^n \) is the unit ball in \( \mathbb{R}^n \), see Definition 2.1. This ellipsoid cover \( \Theta \) defines a space of homogeneous type [12] with quasi-distance \( \rho_{\Theta} \) defined as infimum of ellipsoid volumes

\[
\rho_{\Theta}(x, y) := \inf_{\Theta \in \Theta} \{ |\Theta| : x, y \in \Theta \}.
\]

An anisotropic analogue of the bound (1.1). It takes the form

\[
|\partial_x^a [K(\cdot, M_y, m)](x, M_y, m)| \leq C/\rho_{\Theta}(x, y) \quad \text{for all } x \neq y \text{ and multi-indices } |a| \leq s, \tag{1.2}
\]

where \( m = - \log_2 \rho_{\Theta}(x, y) \). Then, they obtain the boundedness of the extended variable anisotropic singular integral operator \( T \) from \( H^p(\cdot) \) to \( L^p(\mathbb{R}^n) \) in general and from \( H^p(\cdot) \) to itself under the moment condition.

Inspired by this, and also as an application of the atomic decomposition of \( H^{p(\cdot)}(\Theta) \), the second goal is to extend these boundedness results to the variable exponent setting.

To be precise, this article is organized as follows.

In Section 2, we first recall notation, definitions and properties of continuous ellipsoid cover \( \Theta \), and quasi-distance \( \rho_{\Theta} \) that are used throughout the paper. We also introduce the variable Lebesgue spaces \( L^{p(\cdot)}(\mathbb{R}^n) \) and some related properties. In Section 3, we define the variable Hardy space \( H^{p(\cdot)}(\Theta) \) by means of the radial grand maximal function and show some relate properties.

In Section 4 via borrowing some ideas from those used in the proofs of [16, Theorems 4.4 and 4.19] and [24, Theorem 4.8], we obtain the atomic characterization of \( H^{p(\cdot)}(\Theta) \). For this purpose, we first introduce the variable anisotropic atomic Hardy space \( H^{p(\cdot)}_{q, l}(\Theta) \) (see Definition 4.2 below) and then prove

\[
H^{p(\cdot)}(\Theta) = H^{p(\cdot)}_{q, l}(\Theta)
\]

with equivalent quasi-norms (see Theorem 4.3 below). Indeed, we first present a key lemma (i.e. Lemma 4.4) about pointwise estimation of \( M^p a \) which denotes the radial grand maximal function of \( (p(\cdot), q, l) \)-atom \( a \). It is worth pointing out that the proof of Lemma 4.4 is motivated by the proofs of [16, Theorem 4.3] and [23, pp. 1686-1687], fortunately, the estimate plays an important role to simplify the proof of Theorem 4.3 below. Then, using this key lemma, the anisotropic Fefferman-Stein vector-valued inequality of the Hardy-Littlewood maximal operator \( M_{\Theta} \) on \( L^{p(\cdot)}(\mathbb{R}^n) \) (see Lemma 3.1 below) and Lemma 4.5 below, we prove that \( H^{p(\cdot)}_{q, l}(\Theta) \) is
continuously embedded into $H^{p_i}(\theta)$. Conversely, we first present the density of the subset $H^{p_i}(\theta) \cap L^q(\mathbb{R}^n)$ in $H^{p_i}(\theta)$ for any $q \in (p_+, \infty) \cap [1, \infty)$ (see Proposition 4.7 below). By this density and the Calderón-Zygmund decomposition associated with radial grand maximal functions on anisotropic $\mathbb{R}^n$ from [16, Section 4.2] as well as an argument similar to that used in the proofs of [3, p. 38, Theorem 6.4], [16, Theorem 4.19] and [24, Theorem 4.8], we then prove that $H^{p_i}(\theta)$ is continuously embedded into $H^{p_i}(\theta)$ and hence also into $H^{q_i}(\theta)$ due to the fact that each $(p(\cdot), \infty)$-atom is also a $(p(\cdot), q_i)$-atom for any $q_i \in (1, \infty)$.

Section 5 is devoted to showing the boundedness of variable anisotropic singular integral operators $T$ from $H^{p_i}(\theta)$ to $L^{p_i}(\mathbb{R}^n)$ in general (see Theorem 5.7 below) or from $H^{p_i}(\theta)$ to itself under the moment condition (see Theorem 5.8 below). Worthwhile to point out that the crucial pointwise estimate of $M^{\alpha}T\tilde{a}(x)$ simplifies the corresponding pointwise estimate of $M^{\alpha}T\tilde{a}(x)$ in [6] even when $(p(\cdot), \infty)$-atom $\tilde{a}$ reduced to $(p, \infty)$-atom $\tilde{a}$. Precisely, we draw more on the estimate of $M^{\alpha}a(x)$ in the proof of Lemma 4.4.

Finally, we make some conventions on notation. Let $\mathbb{N} := \{1, 2, \ldots\}$ and $\mathbb{N}_0 := \{0\} \cup \mathbb{N}$. For any $\sigma := (\sigma_1, \ldots, \sigma_n) \in \mathbb{N}_0^n$, $|\sigma| := \sigma_1 + \cdots + \sigma_n$, and $\partial^\sigma := (\partial_{x_1})^{\sigma_1} \cdots (\partial_{x_n})^{\sigma_n}$. Throughout the whole paper, we denote by $C$ a positive constant which is independent of the main parameters, but it may vary from line to line. The symbol $D \lesssim F$ means that $D \leq CF$. If $D \lesssim F$ and $F \lesssim D$, we then write $D \sim F$. For any sets $E \subset \mathbb{R}^n$, we use $E^c$ to denote the set $\mathbb{R}^n \setminus E$. Let $\mathcal{S}(\mathbb{R}^n)$ be the space of Schwartz functions, $\mathcal{S}'(\mathbb{R}^n)$ the space of tempered distributions, and $C^N(\mathbb{R}^n)$ the space of continuously differentiable functions of order $N$.

## 2 Preliminaries

In this section we recall some notion, notations and basic properties on continuous ellipsoid covers (see, for example, [12, 16]) and variable Lebesgue spaces (see, for example, [10, 11]), respectively. An ellipsoid $\theta$ in $\mathbb{R}^n$ is an image of the Euclidean unit ball $\mathbb{B}^n := \{x \in \mathbb{R}^n : |x| < 1\}$ under an affine transform, i.e.,

$$\theta := M_{\theta}(\mathbb{B}^n) + c_{\theta},$$

where $M_{\theta}$ is a nonsingular matrix and $c_{\theta}$ is the center.

Let us begin with the definition of continuous ellipsoid covers, which is from [12, Definition 2.4].

**Definition 2.1.** We say that

$$\Theta := \{\theta_{x,t} : x \in \mathbb{R}^n, t \in \mathbb{R}\}$$

is a continuous ellipsoid cover of $\mathbb{R}^n$, or shortly a cover, if there exist constants $p(\sigma) := (a_1, \ldots, a_6)$ such that:

(i) For every $x \in \mathbb{R}^n$ and $t \in \mathbb{R}$, there exists an ellipsoid $\theta_{x,t} := M_{x,t}(\mathbb{B}^n) + x$, where $M_{x,t}$ is a nonsingular matrix and $x$ is the center, satisfying

$$a_1 2^{-t} \leq |\theta_{x,t}| \leq a_2 2^{-t}. \quad (2.1)$$

(ii) Intersecting ellipsoids from $\Theta$ satisfy a “shape condition”, i.e., for any $x, y \in \mathbb{R}^n$, $t \in \mathbb{R}$ and $s \geq 0$, if $\theta_{x,t} \cap \theta_{y,t+s} \neq \emptyset$, then

$$a_3 2^{-a_6 s} \leq \frac{1}{\|(M_{x,t+s})^{-1}M_{x,t}\|} \leq \|(M_{x,t})^{-1}M_{y,t+s}\| \leq a_5 2^{-a_6 s}. \quad (2.2)$$

Here, $\| \cdot \|$ is the matrix norm of $M$ given by $\|M\| := \max_{|x|=1} |Mx|$.

There are many examples and results for ellipsoid cover in [7, 12–14]. Let us show one example from [12] to explain exactly why we need to range $x$ as well in ellipsoid cover. Via suitable ellipsoid cover needling range $x$, Dahmen, Dekel and Petrushev showed a higher adaptive anisotropic Besov spaces (B-spaces) smoothness than their regular Besov space smoothness. To better illustrate this, in [12, Section 7.1], they showed that, for a suitable ellipsoid cover $\Theta$, the B-space smoothness of the characteristic function of the unit ball $B(0, 1) \subset \mathbb{R}^2$ in $B^q_{11}(\Theta)$ is essentially $4/p$, while in the corresponding (classical isotropic) Besov spaces it is $2/p$. More
strikingly, in the adaptive B-space scales $\dot{B}^s_{rt}(\theta)$, the smoothness of the characteristic function of any square $Q \subset \mathbb{R}^2$ is arbitrarily high, i.e., can be any $\alpha > 0$, while in the corresponding isotropic Besov spaces it is essentially $2/p$ (see [12, Section 7.2]). However, it is important to note that the cover $\Theta$ needed to describe that level of smoothness depends on $\alpha$.

Next we collect results about ellipsoid covers from [12, 16] which will be used through the whole paper.

**Proposition 2.2.** Let $\Theta$ be a continuous ellipsoid cover.

(i) [16, Lemma 2.3] Then there exists $J := J(p(\Theta)) > 1$ such that, for any $x \in \mathbb{R}^n$ and $t \in \mathbb{R}$,

$$\theta_{x,t} \subset \frac{1}{J} \theta_{x,t-J}.$$  

(ii) [12, Lemma 2.8] For any $x, y \in \mathbb{R}^n$ and $s, t \in \mathbb{R}$ with $t \leq s$, if $\theta_{x, t} \cap \theta_{y, s} \neq \emptyset$, there exists a constant $\gamma > 0$ such that

$$\theta_{y, s} \subset \theta_{x, t-\gamma}.$$  

**Definition 2.3.** A quasi-distance on a set $X$ is a mapping $\rho : X \times X \rightarrow [0, \infty)$ that satisfies the following conditions for all $x, y, z \in X$:

(i) $\rho(x, y) = 0 \Leftrightarrow x = y$;

(ii) $\rho(x, y) = \rho(y, x)$;

(iii) For some $\kappa \geq 1$,

$$\rho(x, y) \leq \kappa(\rho(x, z) + \rho(y, z)).$$

Dekel, Han, and Petrushev have shown that an ellipsoid cover $\Theta$ induces a quasi-distance $\rho_\Theta$ on $\mathbb{R}^n$, see [12, Proposition 2.7]. Moreover, $\mathbb{R}^n$ equipped with the quasi-distance $\rho_\Theta$ and the Lebesgue measure is a space of homogeneous type, [12, Proposition 2.10], which implies in the following Proposition 2.4.

**Proposition 2.4.** Let $\Theta$ be a continuous ellipsoid cover.

(i) [12, Proposition 2.7] The function $\rho : \mathbb{R}^n \times \mathbb{R}^n \rightarrow [0, \infty)$ defined by

$$\rho_\Theta(x, y) := \inf_{\theta \in \Theta} \{ |\theta| : x, y \in \theta \}$$

is a quasi-distance on $\mathbb{R}^n$.

(ii) [12, Proposition 2.10] Let

$$B_{\rho_\Theta}(x, r) := \{ y \in \mathbb{R}^n : \rho_\Theta(x, y) < r \}.$$  

(2.3)

Then

$$|B_{\rho_\Theta}(x, r)| \sim r \quad \text{for all } x \in \mathbb{R}^n, r > 0,$$

where the constants of equivalence depend only on $p(\Theta)$.

Proposition 2.4(ii) shows that those balls induced by $\rho_\Theta$ satisfy 1-Ahlfors-regularity.

For any measurable function $p(\cdot) : \mathbb{R}^n \rightarrow (0, \infty)$, let

$$p_- := \text{ess inf}_{x \in \mathbb{R}^n} p(x), \quad p_+ := \text{ess sup}_{x \in \mathbb{R}^n} p(x) \quad \text{and} \quad \underline{p} := \min\{p_-, 1\}. \quad (2.4)$$

Define $\mathcal{P}(\mathbb{R}^n)$ the set of all measurable functions $p(\cdot)$ satisfying $0 < p_- \leq p_+ < \infty$.

For any measurable function $p(\cdot) \in \mathcal{P}(\mathbb{R}^n)$, the *variable Lebesgue space* $L^{p(\cdot)}(\mathbb{R}^n)$ denotes the set of measurable functions $f$ on $\mathbb{R}^n$ such that, for some $\lambda > 0$,

$$Q_{p(\cdot)}(f/\lambda) := \int_{\mathbb{R}^n} \left( \frac{|f(x)|}{\lambda} \right)^{p(x)} \, dx < \infty.$$
This set becomes a Banach function space when equipped with the Luxemburg-Nakano norm

$$\|f\|_{L^p(R^n)} := \inf \left\{ \lambda \in (0, \infty) : \int_{R^n} \left( \frac{|f(x)|}{\lambda} \right)^p \, dx \leq 1 \right\}.$$  

Let $C^{\log}(R^n)$ be the set of all functions $p(\cdot) \in \mathcal{P}(R^n)$ satisfying the globally log-Hölder continuous condition, namely, there exist $C_{\log}(p), C_{\infty} \in (0, \infty)$ and $p_{\infty} \in R$ such that, for any $x, y \in R^n$,

$$|p(x) - p(y)| \leq \frac{C_{\log}(p)}{\log(e + 1/|x-y|)}$$

and

$$|p(x) - p_{\infty}| \leq \frac{C_{\infty}}{\log(e + |x|)}.$$  

Given $p(\cdot) \in \mathcal{P}(R^n)$, define the conjugate exponent $p'(\cdot)$ by the equation

$$\frac{1}{p(\cdot)} + \frac{1}{p'(\cdot)} = 1.$$  

**Lemma 2.5.** [15, Theorem 3.2.7] Given $p(\cdot) \in \mathcal{P}(R^n)$, $L^{p'}(R^n)$ is a Banach space.

The following Lemma 2.6 shows Hölder’s inequality adapted to the variable Lebesgue space $L^{p'}(R^n)$.

**Lemma 2.6.** [10, Theorem 2.26] Let $p(\cdot) \in \mathcal{P}(R^n)$ satisfies $1 \leq p \ldots$. If $f \in L^{p'}(R^n)$ and $g \in L^{p'}(R^n)$, then $fg \in L(\mathbb{R}^n)$ and

$$\int_{\mathbb{R}^n} |f(x)g(x)| \, dx \leq C(p(\cdot)) \|f\|_{L^{p'}(R^n)} \|g\|_{L^{p'}(R^n)}.$$  

**Lemma 2.7.** (i) [11, Lemma 2.3] Let $p(\cdot) \in \mathcal{P}(R^n)$. Then, for any $s \in (0, \infty)$ and $f \in L^{p'}(R^n)$,

$$\|f^s\|_{L^{p'}(R^n)} = \|f\|_{L^{sp'}(R^n)}.$$  

(ii) [11, Lemma 2.7] In addition, for any $\lambda \in \mathbb{C}$ and $f, g \in L^{p'}(R^n)$, it holds true that

$$\|\lambda f\|_{L^{p'}(R^n)} = |\lambda| \|f\|_{L^{p'}(R^n)}$$

and

$$\|f + g\|_{L^{p'}(R^n)}^p \leq \|f\|_{L^{p'}(R^n)}^p + \|g\|_{L^{p'}(R^n)}^p,$$

where $p$ is as in (2.4).

**Proposition 2.8.** Let $p(\cdot) \in \mathcal{P}(R^n)$ and $\{f_j\}_{j \in \mathbb{N}}$ are non-negative $L^{p'}(R^n)$ integrable functions. Then

$$\left\| \sum_{j=1}^{\infty} f_j \right\|_{L^{p'}(R^n)}^p \leq \sum_{j=1}^{\infty} \|f_j\|_{L^{p'}(R^n)}^p,$$

where $p$ is as in (2.4).

**Proof.** For any $f_j \in L^{p'}(R^n)$, by Fatou’s lemma on $L^{p'}(R^n)$ (see [10, Theorem 2.61]) and Lemma 2.7(ii), we have

$$\left\| \sum_{j=1}^{\infty} f_j \right\|_{L^{p'}(R^n)}^p = \lim_{n \to \infty} \left\| \sum_{j=1}^{n} f_j \right\|_{L^{p'}(R^n)}^p \leq \liminf_{n \to \infty} \left\| \sum_{j=1}^{n} f_j \right\|_{L^{p'}(R^n)}^p \leq \lim_{n \to \infty} \sum_{j=1}^{n} \|f_j\|_{L^{p'}(R^n)}^p = \sum_{j=1}^{\infty} \|f_j\|_{L^{p'}(R^n)}^p.$$  

We finish the proof of Proposition 2.8.  

□
3 Variable Anisotropic Hardy Spaces with Variable Exponents

In this section we recall the definitions and properties of Hardy spaces with variable anisotropy which were originally introduced by Dekel, Petrushev and Weissblat [16].

Let $\Theta$ be a continuous ellipsoid cover. For any locally integrable function $f$ on $\mathbb{R}^n$, the Hardy-Littlewood maximal operators $M_{B_{y_0}}$ and $M_\Theta$ are defined, respectively, to be

$$M_{B_{y_0}}f(x) := \sup_{r > 0} \sup_{B_{y_0}(y,r) \ni x} \frac{1}{|B_{y_0}(y,r)|} \int_{B_{y_0}(y,r)} |f(z)| \, dz$$

and

$$M_\Theta f(x) := \sup_{t \in \mathbb{R}} \sup_{\theta_{y,t} \ni x} \frac{1}{|\theta_{y,t}|} \int_{\theta_{y,t}} |f(z)| \, dz,$$

where $B_{y_0}(y,r)$ is as in (2.3). By [16, Lemma 3.2], these two maximal functions are pointwise equivalent

$$M_{B_{y_0}}f(x) \sim M_\Theta f(x) \quad \text{for all } f \in L^p_\text{loc}(\mathbb{R}^n), \, x \in \mathbb{R}^n. \quad (3.3)$$

By Proposition 2.4, we know that $(\mathbb{R}^n, \rho, \, dx)$ is an RD-space. From this, [31, Theorem 2.7] and (3.3), we deduce the following Fefferman-Stein vector-valued inequality of the maximal operator $M_\Theta$ on the variable Lebesgue space $L^{p(\cdot)}(\mathbb{R}^n)$.

**Lemma 3.1.** Let $r \in (1, \infty]$. Assume that $p(\cdot) \in c^{0,1}(\mathbb{R}^n)$ satisfies $1 < p_- \leq p_+ < \infty$. Then there exists a positive constant $C := C(r, n, p(\cdot))$ such that, for any sequence $\{f_k\}_{k \in \mathbb{N}}$ of measurable functions,

$$\left\| \left\{ \sum_{k \in \mathbb{N}} |M_\Theta f_k|^r \right\}^{1/r} \right\|_{L^{p(\cdot)}(\mathbb{R}^n)} \leq C \left\| \left\{ \sum_{k \in \mathbb{N}} |f_k|^r \right\}^{1/r} \right\|_{L^{p(\cdot)}(\mathbb{R}^n)}$$

with the usual modification made when $r = \infty$, where $M_\Theta$ denotes the Hardy-Littlewood maximal operator as in (3.2).

**Definition 3.2.** Let $N, \tilde{N} \in \mathbb{N}_0$ with $N \leq \tilde{N}$ and

$$S_{N, \tilde{N}}(\mathbb{R}^n) := \left\{ \varphi \in S(\mathbb{R}^n) : \|\varphi\|_{N, \tilde{N}} := \max_{|\alpha| \leq N, \, |\beta| \leq \tilde{N}} \sup_{y \in \mathbb{R}^n} (1 + |y|)^N|\partial^\alpha \varphi(y)| \leq 1 \right\}.$$

For each $x \in \mathbb{R}^n$, $t \in \mathbb{R}$ and $\theta_{x,t} = M_{x,t}(\mathbb{R}^n) + x \in \Theta$, denote

$$\varphi_{x,t}(y) := \varphi_{M_{x,t}}(y) := \left| \det(M_{x,t}^{-1}) \right| \varphi(M_{x,t}^{-1}y).$$

**Definition 3.3.** Let $f \in S'(\mathbb{R}^n)$ and $\varphi \in S(\mathbb{R}^n)$. The radial maximal function of $f$ is defined by

$$M^r_{\varphi}f(x) := \sup_{t \in \mathbb{R}} |f * \varphi_{x,t}(x)| \quad \text{for all } x \in \mathbb{R}^n.$$ 

For any $N, \tilde{N} \in \mathbb{N}_0$ with $N \leq \tilde{N}$, the radial grand maximal function of $f$ is defined by

$$M^{\infty}_{N, \tilde{N}}f(x) := \sup_{\varphi \in \tilde{S}_{N, \tilde{N}}(\mathbb{R}^n)} M^r_{\varphi}f(x) \quad \text{for all } x \in \mathbb{R}^n.$$ 

By a proof similar to that of [4, Proposition 2.11(i)], we obtain the following lemma.

**Lemma 3.4.** Let $N, \tilde{N} \in \mathbb{Z}_+$ with $N \leq \tilde{N}$. If $q \in [1, \infty)$ and $f \in L^q(\mathbb{R}^n)$, then,

$$|f(x)| \leq M^{\infty}_{N, \tilde{N}}f(x) \quad \text{for a.e. } x \in \mathbb{R}^n,$$

where $M^{\infty}_{N, \tilde{N}}f(x)$ is as in Definition 3.3.
Lemma 3.5. [16, Theorem 3.8] For any cover \( \Theta \) and \( f \in L^q(\mathbb{R}^n) \) with \( q \in [1, \infty) \), there exist constants \( c_1, c_2 > 0 \) depending on the parameters of the cover such that

\[
M^p f(x) \leq c_1 \sup_{\varphi \in S_{x, \mathbb{R}^n}, \text{supp}(\varphi) \subseteq \mathbb{R}^n} M^p \varphi f(x), \quad x \in \mathbb{R}^n,
\]

\[
M^p f(x) \leq c_2 M_{\varphi} f(x), \quad x \in \mathbb{R}^n.
\]

Let \( \Theta \) be a continuous ellipsoid cover of \( \mathbb{R}^n \) with parameters \( p(\Theta) = \{a_1, \ldots, a_6\} \), \( p(\cdot) \in \mathcal{P}(\mathbb{R}^n) \) and let \( p \) be as in (2.4). We define \( N_{p(\cdot)} := N_{p(\cdot)}(\Theta) \) as the minimal integer satisfying

\[
N_{p(\cdot)}(\Theta) > \frac{\max\{1, a_6\} n + 1}{a_6 p}, \tag{3.5}
\]

and then \( \tilde{N}_{p(\cdot)} := \tilde{N}_{p(\cdot)}(\Theta) \) as the minimal integer satisfying

\[
\tilde{N}_{p(\cdot)}(\Theta) > \frac{a_4 N_{p(\cdot)}(\Theta) + 1}{a_6}.
\]

Definition 3.6. Let \( \Theta \) be a continuous ellipsoid cover, \( p(\cdot) \in C^\log(\mathbb{R}^n) \) and \( M^\circ := M^\circ_{N_{p(\cdot)}, \tilde{N}_{p(\cdot)}} \). The variable anisotropic Hardy space with variable exponent is defined as

\[
H^{p(\cdot)} \Theta := \left\{ f \in S'(\mathbb{R}^n) : M^\circ f \in L^{p(\cdot)}(\mathbb{R}^n) \right\}
\]

with the quasi-norm \( \|f\|_{H^{p(\cdot)} \Theta} := \|M^\circ f\|_{L^{p(\cdot)}(\mathbb{R}^n)} \).

Lemma 3.7. Let \( \Theta \) be a continuous ellipsoid cover and \( p(\cdot) \in C^\log(\mathbb{R}^n) \).

(i) The inclusion \( H^{p(\cdot)} \Theta \hookrightarrow S'(\mathbb{R}^n) \) is continuous;

(ii) \( H^{p(\cdot)} \Theta \) is complete.

Proof. (i) For any \( f \in H^{p(\cdot)} \Theta \) and \( \varphi \in S(\mathbb{R}^n) \), by [17, Formula (5.8)], Lemma 2.6, Definition 3.6 and Lemma 2.7(i), we have

\[
|\langle f, \varphi \rangle| \leq \int \left( M^\circ f(x) \right)^p dx \lesssim \|M^\circ f\|_{L^{p(\cdot)}(\mathbb{R}^n)} \|\varphi\|_{L^{p(\cdot)'(\mathbb{R}^n)}} \lesssim \|f\|_{H^{p(\cdot)} \Theta}^p,
\]

which implies that the inclusion \( H^{p(\cdot)} \Theta \hookrightarrow S'(\mathbb{R}^n) \) is continuous.

(ii) By (i) and repeating the proof of [11, Proposition 4.1], we can obtain Lemma 3.7(ii) holds true. \( \square \)

4 Atomic Characterization of \( H^{p(\cdot)} \Theta \)

In this section, we establish the atomic characterization of variable anisotropic Hardy space \( H^{p(\cdot)} \Theta \) with variable exponent. Motivated by Liu et al. [24, Definition 4.1] and Dekel et al. [16, Definition 4.1], we first introduce the definition of \( (p(\cdot), q, l) \)-atom.

Definition 4.1. For a continuous ellipsoid cover \( \Theta \), we say that \( (p(\cdot), q, l) \) is admissible if \( p(\cdot) \in \mathcal{P}(\mathbb{R}^n) \), \( 1 < q < \infty \) and \( l \in [N_{p(\cdot)}, \infty) \cap \mathbb{N}_0 \). An anisotropic \( (p(\cdot), q, l) \)-atom is a function \( a : \mathbb{R}^n \to \mathbb{R} \) such that

(i) \( \text{supp} \, a \subseteq \Theta_{x, t} \) for some \( \Theta_{x, t} \in \Theta \), where \( x \in \mathbb{R}^n \) and \( t \in \mathbb{R} \);

(ii) \( \|a\|_{L^q(\mathbb{R}^n)} \leq \|a\|_{L^q(\mathbb{R}^n)} \|\Theta_{x, t}\|_{L^p(\mathbb{R}^n)} \); and

(iii) \( \int_{\mathbb{R}^n} a(y)y^n \, dy = 0 \) for all \( \alpha \in \mathbb{N}_0^d \) such that \( |\alpha| \leq l \).
Definition 4.2. Let \( \Theta \) be a continuous ellipsoid cover, \( p(\cdot) \in C^{\log}(\mathbb{R}^n) \) and \((p(\cdot), q, l)\) an admissible triple as in Definition 4.1. The \textit{variable anisotropic atomic Hardy space} \( H^{p(\cdot)}_{q,l}(\Theta) \) associated with \( \Theta \) is defined to be the set of all tempered distributions \( f \in S'(\mathbb{R}^n) \) of the form \( f = \sum_{i=1}^{\infty} \lambda_i a_i \), where the series converges in \( S'(\mathbb{R}^n) \), \( \{A_i\} \subset \mathbb{C} \) and \( \{a_i\} \) are \((p(\cdot), q, l)\)-atomic respectively, supported, on \( \{i, \lambda_i \} \subset \Theta \). Moreover, the quasi-norm of \( f \in H^{p(\cdot)}_{q,l}(\Theta) \) is defined by

\[
\|f\|_{H^{p(\cdot)}_{q,l}(\Theta)} := \inf \left\{ \sum_i \left| \frac{\lambda_i}{\|X^{\theta_{\lambda_i}}\|_{L^q(\mathbb{R}^n)}} \right|^p \right\}^{1/p} \|f\|_{L^p(\mathbb{R}^n)},
\]

where the infimum is taken over all admissible decompositions of \( f \) as above.

Now we state the main result of this section as follows.

Theorem 4.3. Let \( p(\cdot) \in C^{\log}(\mathbb{R}^n) \) and \( q \in (\max\{p_*, 1\}, \infty) \) with \( p_* \) as in (2.4), and let \( \Theta \) be a continuous ellipsoid cover and \((p(\cdot), q, l)\) an admissible triple as in Definition 4.1, then \( H^{p(\cdot)}_{q,l}(\Theta) = H^{p(\cdot)}_{q_1}(\Theta) \) with equivalent quasi-norms.

To establish the atomic characterization of \( H^{p(\cdot)}_{q,l}(\Theta) \), we need several technical lemmas as follows.

Lemma 4.4. Let \( \Theta \) be a continuous ellipsoid cover, \((p(\cdot), q, l)\) an admissible triple as in Definition 4.1, \( p(\cdot) \in C^{\log}(\mathbb{R}^n) \) and \( \beta := \frac{\max\{1, d_1\}}{p} \), where \( p \) is as in (2.4). Then there exists a positive constant \( C \), such that, for any \( x \in (\theta_{z,t})^C \),

\[
M^o a(x) \leq C \left[ M^o \phi(x) \right]^{\beta \|X^{\theta_{z,t}}\|_{L^p(\mathbb{R}^n)}}.
\]

Proof. We show this lemma by borrowing some ideas from the proofs of [16, Theorem 4.3] and [23, pp. 1686-1687]. Let \( \theta_{z,t} \) be the ellipsoid associated with an atom \( a \), where \( z \in \mathbb{R}^n \) and \( t \in \mathbb{R} \). We estimate the integral of the function \( M^o a(x) \) on \( x \in (\theta_{z,t})^C \), where \( f \) is from Proposition 2.2(i). By Definition 3.3 and Lemma 3.5, we estimate \( \int_{\mathbb{R}^n} a(y) \varphi_s(y) \, dy \), where \( \varphi \in \delta_{N_{z,c}, \bar{E}_{k,t}}(\mathbb{R}^n) \) with support in \( \mathbb{R}^n \), \( s \in \mathbb{R} \) and \( x \in \theta_{z,t-k} \setminus \theta_{z,t-k+l} \), \( k \geq 2 \). It is easy to see that if \( \theta_{z,t} \cap \theta_{z,s} = \emptyset \) then \( \int_{\mathbb{R}^n} a(y) \varphi_s(y) \, dy = 0 \). Thus, we may assume

\[
\theta_{z,t} \cap \theta_{z,s} \neq \emptyset. \tag{4.1}
\]

Suppose \( P \) is a polynomial of degree \( N_{p(\cdot)} - 1 \), by repeating the proof of [16, pp. 1077-1079], we obtain

\[
\left| \int_{\mathbb{R}^n} a(y) \varphi_s(y) \, dy \right| \leq \left| \det M_{x,s}^{-1} \right| \left| \int_{\mathbb{R}^n} a(y) \varphi(M_{x,s}^{-1}(x - y)) \, dy \right| \tag{4.2}
\]

\[
\leq 2^q \beta^{p_1} \left( \int_{\theta_{z,t}} \varphi(M_{x,s}^{-1}(x - y)) - P(M_{x,s}^{-1}(x - y)) \, dy \right)^{1/q} \tag{4.3}
\]

\[
\leq 2^{(s-t)/q} \left| X^{\theta_{z,t}} \right|^{1/q} \sup_{y \in F(\theta_{z,t})} \left| \varphi(y) - P(y) \right|, \tag{4.4}
\]

where \( 1/q + 1/q' = 1 \) and

\[
F(\theta_{z,t}) := M_{x,s}^{-1}(x - (M_{z,t}(\mathbb{R}^n) + z)) = M_{x,s}^{-1}(x - z) - M_{x,s}^{-1} M_{z,t}(\mathbb{R}^n).
\]

Moreover, by [16, Formula (4.6)], we also know that

\[
F(\theta_{z,t}) \subset \left( 1/2 M_{x,s} M_{z,t-k+l}(\mathbb{R}^n) \right)^C. \tag{4.3}
\]
Case 1. \( t \leq s \). We choose \( \rho = 0 \) and estimate the term \( |M_{x,s}^{-1} M_{z,t} \mathcal{L}(\mathbb{R}^n)|^{1/q'} \). From (2.2) and (4.1), we deduce that

\[
M_{x,s}^{-1} M_{z,t} \mathcal{L}(\mathbb{R}^n) \subset a_\delta^{-1} 2^{a_\delta(s-t)}(\mathbb{R}^n),
\]

which implies that

\[
|M_{x,s}^{-1} M_{z,t} \mathcal{L}(\mathbb{R}^n)|^{1/q'} \lesssim 2^{a_\delta(s-t)n/q'}.
\] (4.4)

Repeating the estimate of [16, pp. 1078-1079], we conclude that

\[
\sup_{y \in M_{x,s}^{-1} (x, \theta_{x,i})} |\varphi(y) - P(y)| = \sup_{y \in \mathcal{F}(\theta_{x,i})} |\varphi(y)| \leq \sup_{y \in \mathcal{F}(\theta_{x,i})} (1 + |y|)^{-N_{\rho(i)}} \lesssim 2^{-a_\delta N_{\rho(i)}(s-t+kf)}.
\]

From this, (4.2), (3.5) and (4.4), we conclude that

\[
\left| \int_{\mathbb{R}^n} a(y) \varphi \, dy \right| \lesssim \frac{1}{\| \theta_{x,i} \| \mathcal{L}(\mathbb{R}^n)} 2^{(s-t)\frac{n}{q'} - a_\delta \rho \frac{n}{q'} n} 2^{-a_\delta N_{\rho(i)}(s-t+kf)} \left[ \frac{n}{q'} - \max \{1, a_\delta \} n_1 + 1 \right] 2^{-kf \frac{n_1}{\rho(i)}}.
\] (4.5)

Since \( q > 1, q' > 1 \) and \( \mathcal{P} \leq 1 \), we have

\[
\frac{1}{q} + \frac{a_\delta n}{q'} - \max \{1, a_\delta \} n_1 + 1 > 0.
\]

Therefore, the (4.5) over \( s > t \) has the largest value when \( s = t \) and hence

\[
\left| \int_{\mathbb{R}^n} a(y) \varphi \, dy \right| \lesssim \frac{1}{\| \theta_{x,i} \| \mathcal{L}(\mathbb{R}^n)} 2^{-kf \frac{n_1}{\rho(i)}}.
\] (4.6)

Case 2. \( t \leq s \). We estimate the term \( |M_{x,s}^{-1} M_{z,t} \mathcal{L}(\mathbb{R}^n)|^{1/q'} \). By (4.1) and (2.2), we obtain

\[
|M_{x,s}^{-1} M_{z,t} \mathcal{L}(\mathbb{R}^n)|^{1/q'} \lesssim 2^{-a_\delta (t-s)n/q'}.
\] (4.7)

Repeating the estimate of [16, pp. 1079-1080], we conclude that

\[
\sup_{y \in \mathcal{F}(\theta_{x,i})} |\varphi(y) - P(y)| \lesssim 2^{-a_\delta (t-s) N_{\rho(i)}} \sup_{y \in \mathcal{F}(\theta_{x,i})} (1 + |y|)^{-N_{\rho(i)}}.
\] (4.8)

We have two cases: \( t - kf + J \leq s \) and \( t - kf + J \geq s \). We start with the first case. By (2.2), we have

\[
|M_{x,s}^{-1} M_{z,t-kf}\mathcal{L}(\mathbb{R}^n)| \lesssim 2^{-a_\delta (t-kf-s)}.
\]

Combining this and (4.3), it follows that

\[
(1 + |y|)^{-N_{\rho(i)}} \lesssim 2^{a_\delta N_{\rho(i)} (t-kf-s)}.
\]

Therefore, by this and (4.8), we have

\[
\sup_{y \in \mathcal{F}(\theta_{x,i})} |\varphi(y) - P(y)| \lesssim 2^{-a_\delta (t-s) N_{\rho(i)}} 2^{a_\delta N_{\rho(i)} (t-kf-s)}.
\]

Inserting this and (4.7) into (4.2) and using (3.5), we conclude that

\[
\left| \int_{\mathbb{R}^n} a(y) \varphi \, dy \right| \lesssim \frac{1}{\| \theta_{x,i} \| \mathcal{L}(\mathbb{R}^n)} 2^{(s-t)\frac{n}{q'} - a_\delta (t-s)n_1 + 1} 2^{-a_\delta (t-s)N_{\rho(i)}} 2^{a_\delta N_{\rho(i)} (t-kf-s)} \left( 2^{-a_\delta (t-s)N_{\rho(i)}} 2^{a_\delta N_{\rho(i)} (t-kf-s)} \right) \frac{1}{\| \theta_{x,i} \| \mathcal{L}(\mathbb{R}^n)} 2^{(s-t)\frac{n}{q'} - a_\delta (t-s)n_1 + 1} 2^{-a_\delta (t-s)N_{\rho(i)}} 2^{a_\delta N_{\rho(i)} (t-kf-s)}.
\] (4.9)
Since \( t - s \geq 0 \) and \( -\frac{1}{q} - \frac{a_n r}{q} < 0 \). Therefore, the (4.9) over \( s \leq t \) has the largest value when \( s = t \) and hence
\[
\left| \int_{\mathbb{R}^n} a(y) \varphi_{x, s}(y) \, dy \right| \lesssim \frac{1}{\|X_{\theta_{x, t}}\|_{L^p(\mathbb{R}^n)}} 2^{(t-s)(-\frac{1}{q} - \frac{a_n r}{q})} 2^{\max(1, a_n) n + 1} \frac{1}{\epsilon}.
\] (4.10)

For the second case, when \( t - kJ + J \geq s \), inserting (4.7) and (4.8) into (4.2), and using (3.5), we conclude that
\[
\left| \int_{\mathbb{R}^n} a(y) \varphi_{x, s}(y) \, dy \right| \lesssim \frac{1}{\|X_{\theta_{x, t}}\|_{L^p(\mathbb{R}^n)}} 2^{(t-s)(-\frac{1}{q} - \frac{a_n r}{q} - a_n N_{p, t})}
\]
\[
\lesssim \frac{1}{\|X_{\theta_{x, t}}\|_{L^p(\mathbb{R}^n)}} 2^{(kJ-J)(-\frac{1}{q} - \frac{a_n r}{q} - a_n N_{p, t})}
\]
\[
\lesssim \frac{1}{\|X_{\theta_{x, t}}\|_{L^p(\mathbb{R}^n)}} 2^{kJ(-\frac{1}{q} - \frac{a_n r}{q} - \max(1, a_n) n + 1)}
\]

Since
\[2^{kJ(-\frac{1}{q} - \frac{a_n r}{q} - \max(1, a_n) n + 1)} \leq 2^{kJ\max(1, a_n) n + 1},\]
we choose the upper estimate of the first case, i.e., \( t - kJ + J \leq s \).

Let
\[\beta := \frac{\max(1, a_n) n + 1}{p}.
\]
From (4.6), (4.10), (3.2) and \( x \in \theta_{x, t-kJ-\gamma}, \) we deduce that
\[M^\beta a(x) \lesssim \frac{1}{\|X_{\theta_{x, t}}\|_{L^p(\mathbb{R}^n)}} 2^{-kJ\beta} \sim \frac{1}{\|X_{\theta_{x, t}}\|_{L^p(\mathbb{R}^n)}} \int_{\theta_{x, t-kJ-\gamma}} X_{\theta_{x, t}}(y) \, dy \beta
\]
\[\lesssim \frac{1}{\|X_{\theta_{x, t}}\|_{L^p(\mathbb{R}^n)}} [M_\theta(X_{\theta_{x, t}})(x)]^\beta,
\]
where \( p \) is as in (2.4). Therefore, we finish the proof of Lemma 4.4.

The following Lemma 4.5 is essentially from [28, Theorem 1.1], which plays an important role in this section and is also of independent interest. Since its proof remains the same with that of [28, Theorem 1.1], the details being omitted.

**Lemma 4.5.** Let \( r(\cdot) \in C^{\log}(\mathbb{R}^n) \) and \( q \in [1, \infty] \cap (r_+, \infty) \) with \( r_+ \) as in (2.4). Assume that \( \{\lambda_i\}_{i \in \mathbb{N}} \subset \mathbb{C}, \{\theta_{x_i, t_i}\}_{i \in \mathbb{N}} \subset \Theta \) and \( \{a_i\}_{i \in \mathbb{N}} \subset L^q(\mathbb{R}^n) \) satisfy, for any \( i \in \mathbb{N}, \) \( a_i \subset \theta_{x_i, t_i}, \)
\[\|a_i\|_{L^q(\mathbb{R}^n)} \leq \frac{|\theta_{x_i, t_i}|^{1/q}}{\|X_{\theta_{x_i, t_i}}\|_{L^{p}(\mathbb{R}^n)}}
\]
and
\[\left\| \left\{ \sum_{i \in \mathbb{N}} \frac{|\lambda_i|X_{\theta_{x_i, t_i}}}{\|X_{\theta_{x_i, t_i}}\|_{L^{p}(\mathbb{R}^n)}} \right\}^{1/q} \right\|_{L^q(\mathbb{R}^n)} < \infty.
\]
Then
\[\left\| \left\{ \sum_{i \in \mathbb{N}} |\lambda_i a_i|^{\frac{1}{q}} \right\}^{1/q} \right\|_{L^q(\mathbb{R}^n)} \leq C \left\| \left\{ \sum_{i \in \mathbb{N}} \frac{|\lambda_i|X_{\theta_{x_i, t_i}}}{\|X_{\theta_{x_i, t_i}}\|_{L^{p}(\mathbb{R}^n)}} \right\}^{1/q} \right\|_{L^q(\mathbb{R}^n)},
\]
where \( C \) is a positive constant independent of \( \lambda_i, a_i \) and \( \theta_{x_i, t_i}. \)
We say that an ellipsoid cover $\Theta$ is pointwise continuous if for every $t \in \mathbb{R}$, the matrix valued function $x \mapsto M_{x,t}$ is continuous. That is,
\[ \|M_{x',t} - M_{x,t}\| \to 0 \quad \text{as} \quad x' \to x. \] (4.11)

The condition (4.11) is implicitly used in [16] to guarantee that the superlevel set $\Omega$ corresponding to the grand maximal function, which is given by (4.13), is open. In this paper, since it is always possible to construct an equivalent ellipsoid cover
\[ \mathcal{E} := \{ \xi_{x,t} : x \in \mathbb{R}^n, t \in \mathbb{R} \} \]
such that $\mathcal{E}$ is pointwise continuous and $\mathcal{E}$ is equivalent to $\Theta$ (see [6, Theorem 2.2]). We say that two ellipsoid covers $\Theta$ and $\mathcal{E}$ are equivalent if there exists a constant $C > 0$ such that for any $x \in \mathbb{R}^n$ and $t \in \mathbb{R}$, we have
\[ \frac{1}{C} \xi_{x,t} \subset \theta_{x,t} \subset C \xi_{x,t}. \] (4.12)

Therefore, in this paper, we always assume that the ellipsoid cover is pointwise continuous.

Now, let us recall the Calderón-Zygmund decomposition established in [16]. Throughout this section for a given continuous ellipsoid cover $\Theta$, we consider $f \in L^q(\mathbb{R}^n)$, $q \geq 1$, for every $\lambda > 0$, let
\[ \Omega := \{ x : M^\omega f(x) > \lambda \}. \] (4.13)

We shall assume that $\Theta$ is pointwise continuous, that (4.11) holds. By [6, Lemma 3.7], the set $\Omega$ is open. Since $M^\omega$ is bounded from $L^1(\mathbb{R}^n)$ to $L^1(\mathbb{R}^n)$ and bounded on $L^r(\mathbb{R}^n)$, $r > 1$ (see [16, Theorem 3.8]), then, we have
\[ \left| \{ x : M^\omega f(x) > \lambda \} \right| < \infty, \]
where $M^\omega$ is the grand maximal function as in Definition 3.6.

By [16, Section 4.2 (Whitney covering lemma)], there exist sequences $\{x_i\}_{i \in \mathbb{N}} \subset \Omega$ and $\{t_i\}_{i \in \mathbb{N}}$, such that
\[ \Omega = \bigcup_{i \in \mathbb{N}} \theta_{x_i,t_i}, \] (4.14)
\[ \theta_{x_i,t_i+\gamma} \cap \theta_{x_j,t_j+\gamma} = \emptyset \quad \forall i \neq j, \] (4.15)
\[ \theta_{x_i,t_i-J-2\gamma} \cap \Omega^\rho = \emptyset \quad \forall i \in \mathbb{N}, \] (4.16)
\[ \theta_{x_i,t_i-J-2\gamma-1} \cap \Omega^\rho \neq \emptyset \quad \forall i \in \mathbb{N}, \] (4.17)
where $J$ and $\gamma$ are as in Proposition 2.2. Moreover, there exists a constant $L > 0$ such that
\[ \sharp\{ j \in \mathbb{N}_0 : \theta_{x_i,t_i-J-\gamma} \cap \theta_{x_j,t_j-J-\gamma} = \emptyset \} \leq L \quad \forall i \in \mathbb{N}, \] (4.18)
where $\sharp E$ denotes the cardinality of a set $E$.

Fix $\phi \in C^\infty(\mathbb{R}^n)$ such that supp $\phi \subset 2B^n$, $0 \leq \phi \leq 1$ and $\phi \equiv 1$ on $B^n$. For every $i \in \mathbb{N}_0$, define $\phi_i := \phi(M_{x_i,t_i}(x-x_i))$. Obviously, $\phi_i \equiv 1$ on $\theta_{x_i,t_i}$. By Proposition 2.2(i), we have supp $\phi_i \subset x_i + 2M_{x_i,t_i}(B^n) \subset \theta_{x_i,t_i}$. For every $i \in \mathbb{N}_0$, define
\[ \phi_i(x) := \begin{cases} \frac{\phi(x)}{\sum_j \phi_j(x)} & \text{if} \ x \in \Omega, \\ 0 & \text{if} \ x \notin \Omega. \end{cases} \] (4.19)

Observe that $\phi_i$ is well defined since by (4.14) and (4.18), $1 \leq \sum_j \phi_j(x) \leq L$ for every $x \in \Omega$. Also $\phi_i \in C^\infty(\mathbb{R}^n)$ and supp $\phi_i \subset \theta_{x_i,t_i}$. By (4.14) and (4.19), we have $\sum_i \phi_i(x) = \chi_{\Omega}(x)$, which implies that the family $\{\phi_i\}_{i \in \mathbb{N}}$ forms a smooth partition of unitary subordinate to the cover of $\Omega$ by the ellipsoids $\{\theta_{x_i,t_i}\}_{i \in \mathbb{N}}$.

Let $P_l(\mathbb{R}^n)$ denote the space of polynomials of $n$ variables with degree $\leq l$, where $N_p(l) \leq l$, see (3.5). For each $i \in \mathbb{N}_0$ we introduce an Hilbert space structure on the space $P_l(\mathbb{R}^n)$ by setting
\[ \langle P, Q \rangle_l := \frac{1}{\phi_i} \int_{\mathbb{R}^n} P(x)Q(x)\phi_i(x) \, dx \quad \text{for any} \ P, Q \in P_l(\mathbb{R}^n). \] (4.20)
The distribution \( f \in S'(\mathbb{R}^n) \) induces a linear functional on \( \mathbb{P}_f(\mathbb{R}^n) \) given by
\[
\mathbb{P}_f(\mathbb{R}^n) \ni Q \mapsto \langle f, Q \rangle.
\]
By Riesz’s lemma it is represented by a unique polynomial \( P_i \in \mathbb{P}_f(\mathbb{R}^n) \) such that
\[
\langle f, Q \rangle = \langle P_i, Q \rangle \quad \text{for any } Q \in \mathbb{P}_f(\mathbb{R}^n).
\]

**Definition 4.6.** For every \( i \in \mathbb{N}_0 \), define the locally “bad part” \( b_i := (f - P_i)\phi_i \) and the “good part” \( g := f - \sum_i b_i \). The representation \( f = g + \sum_i b_i \), where \( g \) and \( b_i \) are as above, is a Calderón-Zygmund decomposition of degree \( l \) and height \( \lambda \) associated with \( M^g \).

**Proposition 4.7.** Let \( p(\cdot) \in C^{\infty}(\mathbb{R}^n), q \in (p_\ast, \infty) \cap [1, \infty) \) with \( p_\ast \) as in (2.4). Then \( H^{p(\cdot)}(\Theta) \cap L^q(\mathbb{R}^n) \) is dense in \( H^{p(\cdot)}(\Theta) \).

To prove Proposition 4.7, we will use the following three results which are from [16, Lemma 4.13, Lemma 4.9 and Lemma 4.10]. Lemma 4.8 gives control for the good part \( g \). Lemmas 4.9 and 4.10 show the estimates for the bad parts \( b_i \).

**Lemma 4.8.** [16, Lemma 4.13] Suppose \( \sum_i b_i \) converges in \( S'(\mathbb{R}^n) \). Then there exists a positive constant \( C \), independent of \( f \in S'(\mathbb{R}^n) \) and \( \lambda > 0 \), such that
\[
M^g g(x) \leq CM^g f(x) + M^g f(x) \chi_{\Omega^c}(x),
\]
where \( v := 2^{-a_i \lambda N} \) and
\[
k_i(x) := \begin{cases} 
k, x \in \theta_{x_i, t_i - (k+1)}, & \text{for some } k \in \mathbb{N}_0,
0, & \text{if } x \not\in \Omega^c,
\end{cases}
\]

**Lemma 4.9.** [16, Lemma 4.9] There exists a positive constant \( C \) such that
\[
M^g b_i(x) \leq CM^g f(x) \quad \text{for any } x \in \theta_{x_i, t_i - j}.
\]

**Lemma 4.10.** [16, Lemma 4.10] There exists a positive constant \( C \) such that, for all \( i \in \mathbb{N}, k \geq 0 \) and \( x \in \theta_{x_i, t_i - (k+1)} \setminus \theta_{x_i, t_i - (k+2)} \),
\[
M^g b_i(x) \leq CM^{-k},
\]
where \( v := 2^{-a_i \lambda N} \).

**Proof of Proposition 4.7.** From Lemma 4.8, we know that there exists a positive constant \( C \), independent of \( f \in S'(\mathbb{R}^n) \) and \( \lambda > 0 \), such that
\[
M^g g(x) \leq CM^g f(x) + M^g f(x) \chi_{\Omega^c}(x).
\]
For any \( x \in \theta_{x_i, t_i - (k+1)} \setminus \theta_{x_i, t_i - (k-1)} \) with \( k \in \mathbb{N}_0 \), by (3.3), we have
\[
2^{-k} \leq C \frac{1}{|\theta_{x_i, t_i - (k+2)} \setminus \theta_{x_i, t_i - (k-2)}|} \int_{\theta_{x_i, t_i - (k-2)}} \chi_{\theta_{x_i, t_i - (k-2)}}(y) \, dy \leq CM_0(\chi_{\theta_{x_i, t_i}})(x),
\]
where \( M_0 \) is as in (3.2). Then, we have
\[
M^g g(x) \preceq \lambda \sum_i [M_0(\chi_{\theta_{x_i, t_i}})(x)]^{a_i N} + M^g f(x) \chi_{\Omega^c}(x). \tag{4.21}
\]
Then, by a proof similar to that of [31, Lemma 4.8] with [31, Proposition 4.7 and Theorem 2.7] replaced by (4.21), Lemmas 4.9, 4.10 and 3.1, we finish the proof of Proposition 4.7. \( \square \)
Following [16, Section 4.3], for each \( k \in \mathbb{Z} \), we consider the Calderón-Zygmund decomposition of \( f \) of degree \( l \geq N_{\bar{p}(\cdot)} \) at height \( 2^k \) associated with \( M^p \),

\[
    f = g^k + \sum_{i} b_i^k,
\]

where

\[
    \Omega^k := \{x : M^p f > 2^k\}, \quad b_i^k := (f - P_i^k)\phi_i^k \quad \text{and} \quad \theta_i^k := \theta_{x_i, t_i}.
\]

Here, sequences \( \{x_i^k\}_{i \in \mathbb{N}} \subset \Omega^k \) and \( \{t_i^k\}_{i \in \mathbb{N}} \subset \mathbb{R} \) satisfy (4.14)-(4.18) for \( \Omega^k \), functions \( \{\phi_i^k\}_{i \in \mathbb{N}} \) are defined as in (4.19), and polynomials \( \{P_i^k\}_{i \in \mathbb{N}} \) are projections of \( f \) onto \( P_i(\mathbb{R}^n) \) with respect to the inner product given by (4.19).

Let \( l \in \mathbb{N} \) with \( l \geq N_{\bar{p}(\cdot)} \). For each \( i \in \mathbb{N} \) and \( P, \ Q \in P_l(\mathbb{R}^n) \), define

\[
    \langle P, Q \rangle_{l, k} := \frac{1}{\int_{\mathbb{R}^n} \phi_i^k(x) \, dx} \int_{\mathbb{R}^n} P(x)Q(x)\phi_i^k(x) \, dx,
\]

which induces a finite dimensional Hilbert space \( (P_l(\mathbb{R}^n), \langle \cdot, \cdot \rangle_{l, k}) \). The distribution \( f \in S'(\mathbb{R}^n) \) induces a linear functional on \( P_l(\mathbb{R}^n) \) by

\[
    Q \mapsto \langle f, Q \rangle_{l, k} \quad \text{for any} \quad Q \in P_l(\mathbb{R}^n),
\]

which by Riesz’s lemma is represented by a unique polynomial \( P_i^k \in P_l(\mathbb{R}^n) \) such that

\[
    \langle f, Q \rangle_{l, k} = \langle P_i^k, Q \rangle_{l, k} \quad \text{for any} \quad Q \in P_l(\mathbb{R}^n). \tag{4.24}
\]

Obviously \( P_i^k \) is the orthogonal projection of \( f \) onto \( P_l(\mathbb{R}^n) \) with respect to the inner product induced by (4.23). That is, \( P_i^{k+1} \) is the unique polynomial in \( P_l(\mathbb{R}^n) \) such that, for all \( Q \in P_l(\mathbb{R}^n) \),

\[
    \int_{\mathbb{R}^n} (f(y) - P_i^{k+1}(y))\phi_i^k(y)Q(y)\phi_i^{k+1}(y) \, dy = \int_{\mathbb{R}^n} (P_i^{k+1}(y)Q(y)\phi_i^{k+1}(y) \, dy. \tag{4.25}
\]

In particular, if \( \theta_{x_i, t_i} \cap \theta_{x_i+1, t_i+1} \neq \emptyset \), then \( P_i^{k+1} = 0 \).

For each \( k \in \mathbb{Z} \), define the index set

\[
    I_k := \{(i, j) \in \mathbb{N}_0 : \theta_{x_i, t_i} \cap \theta_{x_j+1, t_j+1} \neq \emptyset \}.
\]

The following Lemmas 4.11, 4.13 and 4.14 show some properties of the smooth partition of unity \( \phi_i^k \). Lemma 4.12 gives some results for these ellipsoids from the Whitney covering lemma. These lemmas play an important role in the proof of \( H^{p(\cdot)}(\Theta) \subset H^{p(\cdot)}(\Theta) \).

**Lemma 4.11.** [16, Lemma 4.8] There exists a positive constant \( C \) such that

\[
    \sup_{y \in \mathbb{R}^n} |P_i^k(y)\phi_i^k(y)| \leq C 2^k.
\]

**Lemma 4.12.** [16, Lemma 4.16] The following holds for any \( k \in \mathbb{Z} \).

(i) For any \( (i, j) \in I_k \), we have \( \theta_{x_i+1, t_i+1} \subset \theta_{x_j, t_j} \cap \theta_{x_j+1, t_j+1} \).

(ii) There exists \( L' > 0 \), which does not depend on \( k \), such that

\[
    |\{i \in \mathbb{N}_0 : (i, j) \in I_k \}| \leq L' \quad \text{for any} \quad j \in \mathbb{N}_0.
\]

**Lemma 4.13.** [16, Lemma 4.17] There exists a constant \( C > 0 \), such that for every \( i, j \in \mathbb{N}_0 \) and \( k \in \mathbb{Z} \),

\[
    \sup_{x \in \mathbb{R}^n} |P_i^{k+1}(x)\phi_j^{k+1}(x)| \leq C 2^{k+1}.
\]

Moreover, \( P_i^{k+1} = 0 \) if \( (i, j) \notin I_k \).
Lemma 4.14. [16, Lemma 4.18] Let $k \in \mathbb{Z}$. Then $\sum_{i \in \mathbb{N}} (\sum_{j \in \mathbb{N}} p_{ij}^k \Phi_j^{k+1}) = 0$, where the series converges pointwise and in $\mathcal{S}'(\mathbb{R}^n)$.

Proof of Theorem 4.3. First, we show that

$$H_{q, l}^p(\Theta) \subset H_{q, l}^p(\Theta).$$

(4.26)

Let $f \in H_{q, l}^p(\Theta)$. By Definition 4.2, we know that there exist $\{\lambda_i\}_{i \in \mathbb{N}} \subset \mathbb{C}$ and a sequence of $(p, l, q)$-atoms $\{a_i\}_{i \in \mathbb{N}}$, supported, respectively, on $\{\theta_{k_i, t_i}\}_{i \in \mathbb{N}} \subset \Theta$ such that

$$f = \sum_{i \in \mathbb{N}} \lambda_i a_i \quad \text{in } \mathcal{S}'(\mathbb{R}^n)$$

(4.27)

and

$$\|f\|_{H_{q, l}^p(\Theta)} \sim \left\{ \sum_{i \in \mathbb{N}} \left[ \frac{|\lambda_i|^p}{\|x_{\theta_{k_i, t_i}, l}\|_{L^p(\mathbb{R}^n)}} \right]^{1/p} \right\}^{1/p} L^p(\mathbb{R}^n).$$

(4.28)

Fix an $x \in \mathbb{R}^n$ for the time being. By (4.27) and Lemma 4.4, we have

$$M^o f(x) \leq \sum_{i \in \mathbb{N}} |\lambda_i| M^o(a_i)(x) x_{\theta_{k_i, t_i}, l}(x) + \sum_{i \in \mathbb{N}} |\lambda_i| M^o(a_i)(x) x_{\theta_{k_i, t_i}, l}^q(x)$$

$$\lesssim \left\{ \sum_{i \in \mathbb{N}} \left[ |\lambda_i|M^o(a_i)(x) x_{\theta_{k_i, t_i}, l}(x)\right]^{1/p} \right\}^{1/p} + \sum_{i \in \mathbb{N}} |\lambda_i| \frac{1}{\|x_{\theta_{k_i}, l}\|_{L^p(\mathbb{R}^n)}} [M_\Theta(x_{\theta_{k_i}, l}(x))]^\beta$$

$$=: I_1 + I_2,$$

where

$$\beta = \frac{\max\{1, a_0\} n + 1}{p} + \frac{1}{p}$$

(4.29)

and $M_\Theta$ denotes the Hardy-Littlewood maximal operator as in (3.2).

For the term $I_1$, from the $L^q(\mathbb{R}^n)$ boundedness of $M^o$ (since $M^o f(x) \lesssim M_{\Theta} f(x)$ (see [16, Lemma 3.2 and Theorem 3.8(ii)]) and $M_{\Theta} f(x)$ is bounded on $L^q(\mathbb{R}^n)$ and Definition 4.1(ii)), we conclude that

$$\|M^o(a_i) x_{\theta_{k_i, t_i}, l}\|_{L^q(\mathbb{R}^n)} \lesssim \|a_i\|_{L^q(\mathbb{R}^n)} \lesssim \frac{|\theta_{k_i, t_i}|^{1/q}}{\|x_{\theta_{k_i, l}, l}\|_{L^q(\mathbb{R}^n)}}.$$  

(4.30)

By Lemma 2.7(i), Lemma 3.1 and the fact that, for any $\{\theta_{k_i, t_i}\}_{i \in \mathbb{N}} \subset \Theta$ and $r \in (0, p)$,

$$x_{\theta_{k_i, t_i}, l} \leq \frac{a_2}{a_1} 2^{1/2} [M_{\Theta}(x_{\theta_{k_i, t_i}, l})]^{1/2},$$

(4.31)

we obtain

$$\left\{ \sum_{i \in \mathbb{N}} \left[ \frac{|\lambda_i|^p}{\|x_{\theta_{k_i, t_i}, l}\|_{L^p(\mathbb{R}^n)}} \right]^{1/p} \right\}^{1/p} \lesssim \left\{ \sum_{i \in \mathbb{N}} \left( \frac{a_2}{a_1} 2^{1/2} [M_{\Theta}(x_{\theta_{k_i, t_i}, l})]^{p/2} \right)\right\}^{1/p} \lesssim \left\{ \sum_{i \in \mathbb{N}} \left[ M_{\Theta}(x_{\theta_{k_i, t_i}, l}) \right]^{p/2} \right\}^{1/p} \lesssim \left\{ \sum_{i \in \mathbb{N}} \left[ x_{\theta_{k_i, t_i}, l} \right]^{p/2} \right\}^{1/p} \lesssim \left\{ \sum_{i \in \mathbb{N}} \left[ x_{\theta_{k_i, t_i, l}} \right]^{p/2} \right\}^{1/p}.$$  

(4.32)
Combining this and \( f \in H^p_{q, l}(\Theta) \), we have

\[
\left\Vert \left\{ \sum_{i \in \mathbb{N}} \left[ \frac{|\lambda_i| |X_{\theta_{i, l}}|}{\|X_{\theta_{i, l}}\|_{L_p(\mathbb{R}^n)}} \right]^p \right\}^{1/p} \right\Vert_{L_p(\mathbb{R}^n)} < \infty.
\]  

(4.33)

Thus, by Lemma 4.5 with (4.30) and (4.33), and (4.28), we obtain

\[
\left\Vert I_1 \right\Vert_{P^p(\mathbb{R}^n)} = \left\Vert \left\{ \sum_{i \in \mathbb{N}} \left[ \frac{|\lambda_i| |M^p(a_i X_{\theta_{l, i}})|}{\|X_{\theta_{i, l}}\|_{L_p(\mathbb{R}^n)}} \right]^p \right\}^{1/p} \right\Vert_{L_p(\mathbb{R}^n)}
\]

(4.34)

\[
\left\Vert I_2 \right\Vert_{P^p(\mathbb{R}^n)} \sim \left\{ \sum_{i \in \mathbb{N}} \left[ \frac{1}{\|X_{\theta_{i, l}}\|_{L_p(\mathbb{R}^n)}} [M^p(a_i X_{\theta_{l, i}})]^p \right]^{1/p} \right\} \sim \|f\|_{H^p_{q, l}(\Theta)}.
\]

(4.35)

To deal with \( I_2 \), by Lemma 2.7(i), Lemma 3.1 and (4.29), we have

which together with Definition 3.6 and (4.34) implies that

\[
\|f\|_{H^p_{q, l}(\Theta)} \sim \|M^p f\|_{L_p(\mathbb{R}^n)} \lesssim \|f\|_{H^p_{q, l}(\Theta)}.
\]

Thus, (4.26) holds true.

We now prove that \( H^p(\Theta) \subset H^p_{q, l}(\Theta) \). To this end, it suffices to show that

\[
H^p(\Theta) \subset H^p_{q, l}(\Theta),
\]

(4.36)

due to the fact that each \((p(\cdot), \infty, l)\)-atom is also a \((p(\cdot), q, l)\)-atom and hence

\[
H^p(\Theta) \subset H^p_{q, l}(\Theta).
\]

Next we prove (4.36) by two steps.

**Step 1.** In this step, we show that, for any

\[
f \in H^p(\Theta) \cap L^q(\mathbb{R}^n), q \in \{p, 1\}, \infty,\]

\[
\|f\|_{H^p_{q, l}(\Theta)} \lesssim \|f\|_{H^p(\Theta)}
\]

holds true.
To prove (4.37), we borrow some ideas from those used in the proofs of [24, Theorem 4.8] and [16, Theorem 4.19]. Let \( f \in H^0(\Theta) \cap L^q(\mathbb{R}^n) \). For each \( k \in \mathbb{Z} \), we consider the Calderón-Zygmund decomposition of \( f \) of degree \( l \geq N_{p(\cdot)} \) at height \( 2^k \) associated with \( M^0 \), \( f = g^k + \sum_{i \in \mathbb{N}} b^k_i \). From this, the definition of \( b^k_i \) and \( \sum_{i \in \mathbb{N}} \phi^k_i = \chi_{\Omega_i} \), it follows that

\[
g^k = f - \sum_{i} b^k_i = f - \sum_{i} (f - P^k_i)\phi^k_i = f\chi_{\Omega_i} - \sum_{i} P^k_i\phi^k_i.
\]

By this, (3.4), Lemma 4.11 and (4.18) we have

\[
\|b^k\|_{L^\infty(\mathbb{R}^n)} \lesssim 2^k \quad \text{and} \quad \|g^k\|_{L^\infty(\mathbb{R}^n)} \to 0 \quad \text{as} \quad k \to -\infty. \tag{4.38}
\]

Notice that \( f \in L^q(\mathbb{R}^n) = H^q(\Theta) \) with \( q \in (\max\{p_+ \), \( 1 \), \( \infty \}) \) (see [16, p. 1075]). Then, repeating the proof of [16, Lemma 4.11] with some slight modifications, we find that, for any \( k \in \mathbb{Z} \), \( \{\sum_{i \in \mathbb{N}} b^k_i\} \) converges in \( L^q(\mathbb{R}^n) \) and hence converges in \( S'(\mathbb{R}^n) \). By this, Lemma 4.9, Lemma 4.10, (4.14), (4.16), (4.18) and (3.2), we conclude that, for any \( k \in \mathbb{Z} \), \( x \in \mathbb{R}^n \) and \( r \in (0, p) \) close to \( p \),

\[
M^0 \left( \sum_{i \in \mathbb{N}} b^k_i \right)(x) \leq \sum_{i \in \mathbb{N}} M^0(b^k_i)(x) \chi_{\mathcal{O}^k_i}(x) + \sum_{i \in \mathbb{N}} M^0(b^k_i)(x) \chi_{(\mathcal{O}^k_i)^c}(x) \leq M^0(f)(x) \chi_{\Omega^k_i}(x) + \sum_{i \in \mathbb{N}} 2^{-N_{p(\cdot)}(i)} \left[ \chi_{\mathcal{O}^k_i} \right]^{1/r}.
\]

where the last inequality holds due to \( a_6 N_{p(\cdot)} - 1/r > 0 \). From this, the fact that \( r \in (0, p) \), Lemma 2.7(i), Lemma 3.1, (4.14), (4.18) and the definition of \( \Omega^k_i \), it follows that, for any \( k \in \mathbb{Z} \),

\[
\left\| M^0 \left( \sum_{i \in \mathbb{N}} b^k_i \right) \right\|_{L^p(\mathbb{R}^n)} \lesssim \left\| M^0(f) \chi_{\Omega^k_i} \right\|_{L^p(\mathbb{R}^n)} + \left\| 2^k \left\{ \sum_{i \in \mathbb{N}} M_\Theta \left( \chi_{\mathcal{O}^k_i} \right) \right\}^{1/r} \right\|_{L^p(\mathbb{R}^n)}.
\]

This together with (4.22) and Definition 3.6 further implies that,

\[
\left\| f - g^k \right\|_{H^p(\Theta)} = \left\| \sum_{i \in \mathbb{N}} b^k_i \right\|_{H^p(\Theta)} = \left\| M^0 \left( \sum_{i \in \mathbb{N}} b^k_i \right) \right\|_{L^p(\Theta)} \lesssim \left\| M_\Theta(f) \chi_{\Omega_i} \right\|_{L^p(\mathbb{R}^n)} \to 0 \quad \text{as} \quad k \to +\infty.
\]
From this, the fact that \( \|g^k\|_{L^\infty(\mathbb{R}^n)} \to 0 \) as \( k \to -\infty \) (see (4.38)), and Lemma 3.7, we deduce that

\[
f = \sum_{k \in \mathbb{Z}} (g^{k+1} - g^k) \quad \text{in } S'(\mathbb{R}^n).
\]

On the other hand, by an argument same as that used in [16, Theorem 4.19], we obtain

\[
f = \sum_{k \in \mathbb{Z}} (g^{k+1} - g^k) := \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} h^k_i \quad \text{in } S'(\mathbb{R}^n),
\]

where

\[
h^k_i := (f - p^k) \phi^k_i - \sum_{j \in \mathbb{N}} (f - p^{k+1}_j) \phi^{k+1}_j + \sum_{j \in \mathbb{N}} p^{k+1}_j \phi^j \quad \text{(4.39)}
\]

satisfies

\[
\int_{\mathbb{R}^n} h^k_i(x) Q(x) \, dx = 0 \quad \text{for any } Q \in P_I(\mathbb{R}^n),
\]

and

\[
\supp h^k_i \subset \theta_{x^i, t^i} \cap \mathcal{L}^{-3 \gamma - 1}
\]

where \( C \) is a positive constant independent of \( k \) and \( i \).

Now, for any \( k \in \mathbb{Z} \) and \( i \in \mathbb{N} \), let

\[
\lambda^k_i := C 2^k \left\| \chi_{\theta_{x^i, t^i} \cap \mathcal{L}^{-3 \gamma - 1}} \right\|_{L^p(\mathbb{R}^n)} \quad \text{and} \quad a^k_i := (\lambda^k_i)^{-1} h^k_i,
\]

where \( C \) is as in (4.42). Then, by (4.40), (4.41) and (4.42), we easily know that, for any \( k \in \mathbb{Z} \) and \( i \in \mathbb{N} \), \( a^k_i \) is a \((p(\cdot), \infty, l)\)-atom. Moreover, we have

\[
f = \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \lambda^k_i a^k_i \quad \text{in } S'(\mathbb{R}^n).
\]

In addition, from (4.43), (4.14), (4.18), the definition of \( \Omega_k \) and Definition 3.6, we further deduce that

\[
\left\| \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \left[ \frac{|\lambda^k_i| |\chi_{\theta_{x^i, t^i} \cap \mathcal{L}^{-3 \gamma - 1}}|}{\|\chi_{\theta_{x^i, t^i} \cap \mathcal{L}^{-3 \gamma - 1}}\|_{L^p(\mathbb{R}^n)}} \right]^p \right\|^{1/p}_{L^p(\mathbb{R}^n)}
\]

\[
\approx \left\| \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \left[ 2^k |\chi_{\theta_{x^i, t^i} \cap \mathcal{L}^{-3 \gamma - 1}}| \right]^p \right\|^{1/p}_{L^p(\mathbb{R}^n)} \lesssim \left\| \sum_{k \in \mathbb{Z}} \left( 2^k |\Omega_k| \right)^p \right\|^{1/p}_{L^p(\mathbb{R}^n)}
\]

\[
\lesssim \left\| M^p(f) \right\|_{L^p(\mathbb{R}^n)} \approx \left\| f \right\|_{H^{p(\cdot)}(\Omega)}.
\]

This implies that (4.37) holds true.

**Step 2.** In this step, we prove that (4.37) also holds true for any \( f \in H^{p(\cdot)}(\Theta) \).

To this end, let \( f \in H^{p(\cdot)}(\Theta) \). Then, by Proposition 4.7, we know that there exists a sequence \( \{f_j\}_{j \in \mathbb{N}} \subset H^{p(\cdot)}(\Theta) \cap L^q(\mathbb{R}^n) \) with \( q \in (\max\{p(\cdot), 1\}, \infty) \) such that \( f = \sum_{j \in \mathbb{N}} f_j \) in \( H^{p(\cdot)}(\Theta) \) and for any \( j \in \mathbb{N} \),

\[
\|f_j\|_{H^{p(\cdot)}(\Theta)} \leq 2^{2j-1} \|f\|_{H^{p(\cdot)}(\Theta)}.
\]
Notice that, for any \( j \in \mathbb{N} \), by the conclusion obtained in Step 1, we find that \( f_j \) has an atomic decomposition, namely,
\[
f_j = \sum_{k \in \mathbb{Z}} \sum_{I \in \mathbb{N}} \lambda_j^{k} a_j^{I,k} \quad \text{in } S'(\mathbb{R}^n),
\]
where \( \{ \lambda_j^{k} \}_{k \in \mathbb{N}, I \in \mathbb{Z}} \) and \( \{ a_j^{I,k} \}_{k \in \mathbb{N}, I \in \mathbb{Z}} \) are constructed as in (4.43). Thus, \( \{ a_j^{I,k} \}_{k \in \mathbb{N}, I \in \mathbb{Z}} \) are \((p(\cdot), \infty, l)\)-atoms. By this, (4.44) and Proposition 2.8, we have
\[
f = \sum_{j \in \mathbb{N}} \sum_{k \in \mathbb{Z}} \sum_{I \in \mathbb{N}} \lambda_j^{k} a_j^{I,k} \quad \text{in } S'(\mathbb{R}^n)
\]
and
\[
\| f \|_{H^{p(\cdot)}(\Theta)}^p \sim \left\{ \sum_{j \in \mathbb{N}} \sum_{k \in \mathbb{Z}} \sum_{I \in \mathbb{N}} \left[ \frac{|\lambda_j^{k}| \chi_{|\theta_{\gamma_{j,k}}| L_{\mathbb{R}^n}}}{L_{\mathbb{R}^n}} \right] \right\}^{1/p} \leq \left\| \sum_{j \in \mathbb{N}} \sum_{k \in \mathbb{Z}} \sum_{I \in \mathbb{N}} \left[ \frac{|\lambda_j^{k}| \chi_{|\theta_{\gamma_{j,k}}| L_{\mathbb{R}^n}}}{L_{\mathbb{R}^n}} \right] \right\|_{L^p(\mathbb{R}^n)} \leq \sum_{j \in \mathbb{N}} \| f_j \|_{H^{p(\cdot)}(\Theta)}^p \leq \sum_{j \in \mathbb{N}} \| f_j \|_{H^{p(\cdot)}(\Theta)}^p,
\]
which implies that (4.37) holds true for any \( f \in H^{p(\cdot)}(\Theta) \) and hence completes the proof of Theorem 4.3. \( \Box \)

5 Variable Anisotropic Singular Integral Operators

In this section, we introduce the notion of variable anisotropic singular integral operators associated with a continuous ellipsoid cover \( \Theta \) and show that such operators are bounded from \( H^{p(\cdot)}(\Theta) \) to \( L^{p(\cdot)}(\mathbb{R}^n) \) in general and from \( H^{p(\cdot)}(\Theta) \) to itself under the moment condition.

**Definition 5.1.** [6, Definition 5.1] A locally square integrable function \( K \) on \( \Omega := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n : x \neq y \} \) is called a variable anisotropic singular integral kernel with respect to a continuous ellipsoid cover \( \Theta \) if there exist two positive constants \( c > 1 \) and \( C \) such that
\[
\left| \int_{B_{r \theta}(y, r)} |K(x, y) - K(x, y')| \, dx \right| \leq C \tag{5.1}
\]
and
\[
\left| \int_{B_{r \theta}(y, r)} |K(x, y) - K(x', y)| \, dy \right| \leq C, \tag{5.2}
\]
where \( r > 0, y' \in B_{r \theta}(y, r), y \in \mathbb{R}^n \) and \( B_{r \theta}(y, r) \) is as in (2.3).

We say that \( T \) is a variable anisotropic singular integral operator (VASIO) of order 0 if \( T : L^2(\mathbb{R}^n) \rightarrow L^2(\mathbb{R}^n) \) is a bounded linear operator if there exists a kernel \( K \) satisfying (5.1) and (5.2) such that
\[
Tf(x) = \int_{\mathbb{R}^n} K(x, y)f(y) \, dy \quad \text{for all } f \in C_0^\infty(\mathbb{R}^n), \ x \notin \text{supp}(f).
\]

**Example 5.2.** (i) Let \( K \) be a locally integrable function on
\[
\Omega := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n : x \neq y \}
\]
and there exist positive constants \( \delta \) and \( C \) such that for all \( x \neq y \in \mathbb{R}^n \) we have
\[
|K(x, y)| \leq \frac{C}{\rho_\Theta(x, y)},
\]
\[ |K(x, y) - K(x, y')| \leq C \frac{\rho_\theta(y, y')^\delta}{|\rho_\theta(x, y)|^{1+\delta}} \quad \text{if} \quad \rho_\theta(y, y') \leq \frac{1}{2\kappa} \rho_\theta(x, y), \]
\[ |K(x, y) - K(x', y)| \leq C \frac{\rho_\theta(x, x')^\delta}{|\rho_\theta(x, y)|^{1+\delta}} \quad \text{if} \quad \rho_\theta(x, x') \leq \frac{1}{2\kappa} \rho_\theta(x, y), \]

where \( \kappa \geq 1 \) is the triangle inequality constant of \( \rho_\theta \). This kernel \( K \) satisfies (5.1) and (5.2) by referring to [6, Proposition 5.7]. And hence a bounded linear operator \( T : L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n) \) associated with the above kernel \( K \) is a singular integral operator as in Definition 5.1.

(ii) Dekel, Han and Petrushev [13] introduced a Littlewood-Paley result of operators \( \{D_m\}_{m \in \mathbb{Z}} \) defined via some ellipsoid cover \( \Theta \) satisfying

\[ |D_m(x, y)| \leq c \frac{2^{-m\delta}}{(2^{-m} + \rho_\theta(x, y))^{1+\delta}} \quad \text{for all} \quad x, y \in \mathbb{R}^n \quad \text{(see [13, p. 654])}, \]

where \( c \) and \( \delta \) are positive constants. It is not hard to show that a vector-valued kernel defined via \( \{D_m\}_{m \in \mathbb{Z}} \) satisfies (5.1) and (5.2) under vector-valued variants (see [5, Definition A.1]). Moreover, for any \( f \in L^p(\mathbb{R}^n) \), it holds true that

\[ \|f\|_{L^p(\mathbb{R}^n)} \sim \left( \sum_{m \in \mathbb{Z}} |D_m(f)|^2 \right)^{1/2} \quad \text{on} \mathbb{R}^n \quad \text{(see [13, Proposition 4.1])}. \]

By [6, Theorem 5.2 and Remark 5.3], we have the following theorem.

**Theorem 5.3.** Let \( T \) be a VASIO of order 0 and \( 1 < q < \infty \). Then \( T \) extends to a bounded linear operator \( L^q(\mathbb{R}^n) \to L^q(\mathbb{R}^n) \).

Since we are interested in the boundedness of singular integral operators on the Hardy spaces \( H^{p(\cdot)}(\mathbb{R}^n) \), \( 0 < p(\cdot) \leq 1 \), we need to impose smoothness hypothesis on the kernel \( K \), which is much stricter than that given by Definition 5.1. To this end we shall extend the definition of Calderón-Zygmund operators in anisotropic setting which was given in [6, Definition 5.4].

**Definition 5.4.** Let \( s \in \mathbb{N}_0 \) and let \( T \) be a VASIO as in Definition 5.1 with kernel \( K(x, y) \) in the class \( \mathcal{C}^0(\mathbb{R}^n) \) as a function of \( y \). Then we say that \( T \) is a VASIO of order \( s \) if there exists a constant \( C > 0 \) such that for any \( (x, y) \in \Omega \) and for any multi-index \( |\alpha| \leq s \) we have

\[ \left| \partial_\alpha \tilde{K}(x, y) \right| \leq C 2^{-m_0} \rho_\theta(x, y) \quad \text{where} \quad m_0 := -\log_2 \rho_\theta(x, y). \]

More precisely, the left hand side of (5.3) means \( |\partial_\alpha \tilde{K}(x, y, m_{y_1})| \), where \( \tilde{K}(x, y) := K(x, y) \) and \( m_{y_1} \) the smallest constant \( C \) satisfying (5.3) is called a Calderón-Zygmund norm of \( T \), which is denoted by \( \|T\|_{(a)} \).

Our ultimate goal is to show that anisotropic Calderón-Zygmund operators \( T \) are bounded on \( H^{p(\cdot)}(\mathbb{R}^n) \). Generally, we can not expect this unless we also assume that \( T \) preserves vanishing moments. Hence, we adopt the following definition motivated by [6, Definition 5.9].

**Definition 5.5.** Let \( s \in \mathbb{N} \) and \( 1 < q < \infty \). We say that a VASIO \( T \) of order \( s \) satisfies

\[ T(x^\alpha) = 0 \quad \text{for all} \quad |\alpha| \leq l, \]

where \( l < a_0s/a_4 \), if for any \( f \in L^q(\mathbb{R}^n) \) with compact support with vanishing moments \( \int_{\mathbb{R}^n} f(x)x^\alpha dx = 0 \) for all \( |\alpha| < s \), we have

\[ \int_{\mathbb{R}^n} Tf(x)x^\alpha dx = 0 \quad \text{for all} \quad |\alpha| \leq l. \]

The actual value of \( q \) is not relevant in Definition 5.5 as we merely need that \( T : L^q(\mathbb{R}^n) \to L^q(\mathbb{R}^n) \) is bounded (see [6, Theorem 5.2 and Remark 5.3]). However, the requirement that \( l < a_0s/a_4 \) is essential to
guarantee that the integrals $\int_{\mathbb{R}^n} T f(x) x^a \, dx$ are well defined for all $|a| \leq l$. This is a consequence of the following lemma.

**Lemma 5.6.** [6, Lemma 5.10] Let $l, s \in \mathbb{N}$, $1 < q < \infty$. Let $T$ be a VASIO of order $s$. Suppose that $f \in L^q(\mathbb{R}^n)$ satisfies $\text{supp} f \subseteq \Theta_{z, t}$ for some $z \in \mathbb{R}^n$, $t \in \mathbb{R}$, and $\int_{\mathbb{R}^n} f(x) x^a \, dx = 0$ for all $|a| < s$. Then, for some $C > 0$ depending only on $\|T\|_{(s)}$ and $p(\Theta)$,

$$
\left| T f(x) \right| \leq C \left\| f \right\|_{L^q(\mathbb{R}^n)} \Theta_{z, t}|^{-1/q} 2^{-k-g(1+a_s)} \quad \text{for } x \in \Theta_{z, t-\kappa} \setminus \Theta_{z, t-k}, \ k \in \mathbb{N}.
$$

(5.4)

In particular, if $l < a_s s/a_s$, then

$$
\int_{\mathbb{R}^n} \left| T f(x) \right| (1 + |x|^l) \, dx < \infty.
$$

(5.5)

We are now ready to state the main results of the paper, Theorems 5.7 and 5.8. There are generalizations of [6, Theorems 5.12 and 5.11] from $H^{p(\Theta)}(\mathbb{R}^n)$ to $L^{p(\cdot)}(\mathbb{R}^n)$ and from $H^{p(\cdot)}(\mathbb{R}^n)$ to itself.

**Theorem 5.7.** Let $\Theta$ be a continuous ellipsoid cover with parameters $p(\Theta) = \{a_1, \ldots, a_6\}$ and let $p(\cdot) \in \mathcal{P}(\mathbb{R}^n)$. Suppose $T$ is a VASIO of order $s$ with

$$
s > \frac{1/p - 1}{a_6},
$$

(5.6)

where $p$ is as in (2.4). Then, $T$ extends to a bounded linear operator from $H^{p(\cdot)}(\mathbb{R}^n)$ to $L^{p(\cdot)}(\mathbb{R}^n)$.

**Theorem 5.8.** Let $\Theta$ be a continuous ellipsoid cover with parameters $p(\Theta) = \{a_1, \ldots, a_6\}$ and let $p(\cdot) \in \mathcal{P}(\mathbb{R}^n)$. Suppose that $T$ is a VASIO of order $s$ such that

$$
s > \frac{a_s}{a_6} N_{p(\cdot)}, \quad \text{where } N_{p(\cdot)} = \left\lceil \max(1, a_6) n + 1 \right\rceil, \quad (5.7)
$$

$$
T^*(x^a) = 0 \quad \text{for all } a \in \mathbb{N}^n, |a| \leq N_{p(\cdot)}.
$$

(5.8)

Then, $T$ extends to a bounded linear operator from $H^{p(\cdot)}(\mathbb{R}^n)$ to itself.

To prove Theorems 5.7 and 5.8, we need the following definition and technical lemmas.

**Definition 5.9.** Let $p(\cdot) \in C^\infty(\mathbb{R}^n)$, $1 < q < \infty$, $\epsilon \in (0, \infty)$ and $l \in [N_{p(\cdot)}, \infty) \cap \mathbb{N}_0$. For a continuous ellipsoid cover $\Theta$, we say that a measurable function $m$ is called an **anisotropic $(p(\cdot), q, l, \epsilon)$-molecule** if

(i) $\|m\|_{L^q(\Theta_{z, t})} \leq \frac{\|\Theta_{z, t}\|_{p(\cdot)(\mathbb{R}^n)}}{\|x_{k_{\Theta_{z, t}}} \|_{p(\cdot)(\mathbb{R}^n)}}$ for some $\Theta_{z, t} \in \Theta$ with $z \in \mathbb{R}^n$ and $t \in \mathbb{R}$;

(ii) $|m(x)| \leq \frac{2^{-k\epsilon}}{\|x_{k_{\Theta_{z, t}}} \|_{p(\cdot)(\mathbb{R}^n)}}$ for $x \in \Theta_{z, t-\kappa} \setminus \Theta_{z, t-k}$, with $k \in \mathbb{N}$;

(iii) $\int_{\mathbb{R}^n} m(y)^\epsilon \, dy = 0$ for all $\alpha \in \mathbb{N}_0^n$ such that $|\alpha| \leq l$.

**Lemma 5.10.** Let $p(\cdot) \in C^\infty(\mathbb{R}^n)$, $1 < q < \infty$, and $l \geq N_{p(\cdot)}$. Then, for any $f \in L^q(\mathbb{R}^n) \cap H^{p(\cdot)}(\mathbb{R}^n)$, there exist a sequence of $(p(\cdot), \infty, l)$-atoms $\{a^{k}_{i}\}_{k \in \mathbb{Z}, i \in \mathbb{N}}$, a sequence $\{\lambda^{k}_{i}\}_{k \in \mathbb{Z}, i \in \mathbb{N}} \subseteq \mathbb{C}$, and a positive constant $C$ independent of $f$ such that

$$
\left\| \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \left[ \frac{\lambda^{k}_{i} |x_{k_{\Theta_{z, t}}}|^{1/p}}{\|x_{k_{\Theta_{z, t}}} \|_{p(\cdot)(\mathbb{R}^n)}} \right]^{2} \right\|_{L^{p(\cdot)}(\mathbb{R}^n)} \leq C \|f\|_{H^{p(\cdot)}(\mathbb{R}^n)}
$$

(5.9)

and

$$
f = \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \lambda^{k}_{i} a^{k}_{i} \quad \text{converges in } L^q(\mathbb{R}^n) \text{ and almost everywhere},
$$

(5.10)

where $p$ is as in (2.4).
Proof. By checking the proof of Theorem 4.3, we obtain (5.9) and (5.10) holds almost everywhere. By referring to the proof of [6, Theorem 4.10] with the existing estimates in the proof of Theorem 4.10, we conclude that (5.10) also holds in $L^q(\mathbb{R}^n)$.

\[ \square \]

**Lemma 5.11.** Let $p(\cdot) \in C^\log(\mathbb{R}^n)$, $q \in (1, \infty]$, $l \in \{ N_{p(\cdot)}, \infty \} \cap \mathbb{N}$ and $s \in \mathbb{N}$ such that $s > \frac{a_0}{a_0} l$. Suppose that $T$ is an anisotropic Calderon-Zygmund operator of order $s \in \mathbb{N}$ satisfying

\[ T^*(x^a) = 0 \]

for all $|a| \leq l$. Then, for any $(p(\cdot), q, s - 1)$-atom supported on some $\theta_{z, t}$ with $z \in \mathbb{R}^n$ and $t \in \mathbb{R}$, $T(a)$ is a harmless constant multiple of a $(p(\cdot), q, l, \varepsilon)$-molecule associated with $\theta_{z, t-\gamma}$, where $\varepsilon := a_0 s + 1$.

**Proof.** Without lose of generality, we may assume that $a$ is a $(p(\cdot), q, s - 1)$-atom supported on some $\theta_{z, t}$ and $s > \frac{a_0}{a_0} N_{p(\cdot)}$. Then, for the anisotropic Calderon-Zygmund operator $T$ of order $s$ satisfying $T^*(x^a) = 0$ for all $|a| \leq l$, by the vanishing moments of $a$, we know that $T(a)$ has the vanishing moments up to order $l$. To prove that $T(a)$ is a harmless constant multiple of a $(p(\cdot), q, l, \varepsilon)$-molecule, we still need to show that

\[ \| T(a) \|_{L^p(\theta_{z, t-\gamma})} \lesssim \frac{|\theta_{z, t-\gamma}|^{1/q}}{\| \theta_{z, t-\gamma} \|_{L^p(\mathbb{R}^n)}} \text{ for some } \theta_{z, t-\gamma} \in \Theta \text{ with } z \in \mathbb{R}^n \text{ and } t \in \mathbb{R} \quad (5.11) \]

and

\[ |T(a)(x)| \lesssim 2^{-k\varepsilon} \left\| \frac{x}{\| \theta_{z, t} \|_{L^p(\mathbb{R}^n)}} \right\| \text{ for } x \in \theta_{z, t-(k+1)\gamma} \setminus \theta_{z, t-k\gamma} \text{ with } k \in \mathbb{N}. \quad (5.12) \]

Indeed, on the one hand, for any $x \in \theta_{z, t}$, applying the fact that $T$ is bounded on $L^q(\mathbb{R}^n)$ for all $q \in (1, \infty)$ (see Theorem 5.3), supp $a \subset \theta_{z, t}$ and the size condition of $a$, we obtain that

\[ \| T(a) \|_{L^p(\theta_{z, t})} \lesssim \| a \|_{L^p(\mathbb{R}^n)} \lesssim \frac{|\theta_{z, t}|^{1/q}}{\| \theta_{z, t} \|_{L^p(\mathbb{R}^n)}} \lesssim \frac{|\theta_{z, t-\gamma}|^{1/q}}{\| \theta_{z, t-\gamma} \|_{L^p(\mathbb{R}^n)}}, \]

where the last inequality holds due to (4.32) and hence (5.11) holds true.

On the other hand, for any $x \in \theta_{z, t-(k+1)\gamma} \setminus \theta_{z, t-k\gamma}$ with $k \in \mathbb{N}$, by Lemma 5.6, the size condition of $a$ and (4.32), we obtain

\[ |Ta(x)| \leq C 2^{-k\gamma(a_0 s + 1)} 2^{t/q} \| a \|_{L^p(\mathbb{R}^n)} \lesssim 2^{-k\varepsilon} \left\| \frac{x}{\| \theta_{z, t} \|_{L^p(\mathbb{R}^n)}} \right\|, \]

where $1/q + 1/q' = 1$ and $\varepsilon := a_0 s + 1$. This finishes the proof of Lemma 5.11. \[ \square \]

**Proof of Theorem 5.7.** First, we show that $\| T(f) \|_{L^p(\mathbb{R}^n)} \lesssim \| f \|_{H^{l(\Theta)}}$ holds true for any $f \in H^{l(\Theta)} \cap L^q(\mathbb{R}^n)$ with $q \in (1, \infty) \cap (p_*, \infty)$. For $f \in H^{l(\Theta)} \cap L^q(\mathbb{R}^n)$, by Lemma 5.10, we know that there exist $\{ p^k \}_{k \in \mathbb{Z}, i \in \mathbb{N}} \subset \mathbb{C}$ and a sequence of $(\cdot, \infty, s - 1)$-atoms, $\{ a^k \}_{k \in \mathbb{Z}, i \in \mathbb{N}}$, supported, respectively, on $\{ \theta_{x_i, t_i} \}_{k \in \mathbb{Z}, i \in \mathbb{N}} \subset \Theta$ such that

\[ f = \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} p^k a^k \text{ converges almost everywhere} \]

and

\[ \left\| \left\{ \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \left[ \left| p^k \right| \left| \theta_{x_i, t_i} \right| \frac{1}{\left\| \theta_{x_i, t_i} \|_{L^p(\mathbb{R}^n)} \right\|} \right]^2 \right\}^{1/2} \right\|_{L^p(\mathbb{R}^n)} \lesssim \| f \|_{H^{l(\Theta)}}. \quad (5.13) \]
Then, by Lemma 2.7, we obtain

\[ \|T(f)\|_{L^p(\mathbb{R}^n)}^p = \left\| T \left( \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} a_i^k \right) \right\|_{L^p(\mathbb{R}^n)}^p \]

(5.14)

\[ \lesssim \left\| \left\{ \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} a_i^k \right\} \left( T(a_i^k) x_{\theta_{x_i^k}, t_i^k} \right) \right\|_{L^p(\mathbb{R}^n)}^p \]

+ \left\| \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} a_i^k \right\|_{L^p(\mathbb{R}^n)}^p =: J_1 + J_2.

For the term \( J_1 \), repeating the estimate of \( J_1 \) of the proof of Theorem 4.3 with the boundedness of \( T \) on \( L^q(\mathbb{R}^n) \) with \( q \in (\max\{p_+, 1\}, \infty) \) (see Theorem 5.3) and (5.13), we conclude that

\[ J_1 \lesssim \left\| \left\{ \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \left| a_i^k \right| \left| T(a_i^k) x_{\theta_{x_i^k}, t_i^k} \right| \right\} \right\|_{L^p(\mathbb{R}^n)} \lesssim \|f\|_{H^{m+1}(\Theta)}^p.

To deal with \( J_2 \), \( (p(\cdot), \infty, s - 1) \)-atom \( a_i^k \) is shortly wrote as \( a \) supported on \( \theta_{x_i^k, t_i^k} \). By Lemma 5.6, Definition 4.1 and (4.31), we conclude that, for any \( x \in \mathbb{R}^n \) and \( r \in (0, p) \) close to \( p \),

\[ |Ta(x) x_{\theta_{x_i^k}, t_i^k}(x)| \lesssim \sum_{j=1}^{\infty} |Ta(x) x_{\theta_{x_i^k, t_i^k}, \theta_{x_i^k, t_i^k}}(x)| \]

(5.15)

\[ \lesssim \frac{1}{\|x_{\theta_{x_i^k}, t_i^k}\|_{L^p(\mathbb{R}^n)}} \sum_{j=1}^{\infty} 2^{-j(1 + a_s) s} 2^{r(j - 1)/r} |M_{\theta}(x_{\theta_{x_i^k}, t_i^k})(x)| \]

\[ \lesssim \frac{1}{\|x_{\theta_{x_i^k}, t_i^k}\|_{L^p(\mathbb{R}^n)}} \sum_{j=1}^{\infty} 2^{-j(1 + a_s) s - 1/r} |M_{\theta}(x_{\theta_{x_i^k}, t_i^k})(x)|^{1/r} \]

\[ \lesssim \frac{|M_{\theta}(x_{\theta_{x_i^k}, t_i^k})(x)|^{1/r}}{\|x_{\theta_{x_i^k}, t_i^k}\|_{L^p(\mathbb{R}^n)}}, \]

where the last inequality holds due to \( 1 + a_s s - 1/r > 0 \).

Then inserting (5.15) into \( J_2 \) and repeating the estimate of (4.35), we obtain

\[ J_2 \lesssim \left\| \left\{ \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \left| a_i^k \right| \left| T(a_i^k) x_{\theta_{x_i^k}, t_i^k} \right| \right\} \right\|_{L^p(\mathbb{R}^n)} \lesssim \|f\|_{H^{m+1}(\Theta)}^p,

where the last inequality holds due to (5.13).

Combining (5.14) and the estimates of \( J_1 \) and \( J_2 \), we further conclude that

\[ \|T(f)\|_{L^p(\mathbb{R}^n)} \lesssim \|f\|_{H^{m+1}(\Theta)}.

Next, we prove that \( \|T(f)\|_{L^p(\mathbb{R}^n)} \lesssim \|f\|_{H^{m+1}(\Theta)} \) also holds true for any \( f \in H^{p(\cdot)}(\Theta) \). Let \( f \in H^{p(\cdot)}(\Theta) \). By Proposition 4.7, we know that there exists a sequence \( \{f_j\}_{j \in \mathbb{N}} \subset H^{p(\cdot)}(\Theta) \cap L^q(\mathbb{R}^n) \) with \( q \in (1, \infty) \cap (p_+, \infty) \) such that \( f_j \to f \) in \( H^{p(\cdot)}(\Theta) \) as \( j \to +\infty \). Therefore \( \{f_j\}_{j \in \mathbb{N}} \) is a Cauchy sequence in \( H^{p(\cdot)}(\Theta) \). From this, we see that, for any \( j, k \in \mathbb{N} \),

\[ \|T(f_j) - T(f_k)\|_{L^p(\mathbb{R}^n)} = \|T(f_j - f_k)\|_{L^p(\mathbb{R}^n)} \lesssim \|f_j - f_k\|_{H^{p(\cdot)}(\Theta)}.

Thus \( \{T(f_j)\}_{j \in \mathbb{N}} \) is also a Cauchy sequence in \( L^p(\mathbb{R}^n) \). Applying Lemma 2.5, we conclude that there exists a \( g \in L^p(\mathbb{R}^n) \) such that \( T(f_j) \rightharpoonup g \) in \( L^p(\mathbb{R}^n) \) as \( j \to +\infty \). Let \( T(f) := g \). We claim that \( T(f) \) is well defined.
Indeed, for any other sequence \( \{h_j\}_{j \in \mathbb{N}} \subset H^{p(j)}(\Theta) \cap L^q(\mathbb{R}^n) \) satisfying \( h_j \to f \) in \( H^{p(j)}(\Theta) \) as \( j \to +\infty \), by Lemma 2.7(ii), we have

\[
\| T(h_j) - T(f) \|_{L^p(\mathbb{R}^n)}^p \leq \| T(h_j) - T(f_j) \|_{L^p(\mathbb{R}^n)}^p + \| T(f_j) - T(f) \|_{L^p(\mathbb{R}^n)}^p
\]

\[
\lesssim \|h_j - f_j\|_{H^{p(j)}(\Theta)}^p + \| T(f_j) - g \|_{L^p(\mathbb{R}^n)}^p
\]

\[
\lesssim \|h_j - f\|_{H^{p(j)}(\Theta)}^p + \| f - f_j \|_{H^{p(j)}(\Theta)}^p + \| T(f_j) - g \|_{L^p(\mathbb{R}^n)}^p \to 0
\]

as \( j \to +\infty \), which is wished.

From this, we see that, for any \( f \in H^{p(j)}(\Theta) \),

\[
\| T(f) \|_{L^p(\mathbb{R}^n)} \approx \lim_{j \to +\infty} \| T(f_j) \|_{L^p(\mathbb{R}^n)} \lesssim \lim_{j \to +\infty} \| f_j \|_{H^{p(j)}(\Theta)} \approx \| f \|_{H^{p(j)}(\Theta)}
\]

and hence completes the proof of Theorem 5.7.

**Proof of Theorem 5.8.** First, we show that \( \| T(f) \|_{H^{p(j)}(\Theta)} \lesssim \| f \|_{H^{p(j)}(\Theta)} \) holds true for any \( f \in H^{p(j)}(\Theta) \cap L^q(\mathbb{R}^n) \) with \( q \in (1, \infty) \cap (p_+, \infty) \). For any \( f \in H^{p(j)}(\Theta) \cap L^q(\mathbb{R}^n) \), by Lemma 5.10, we know that there exist \( \{\lambda^k_i\}_{k \in \mathbb{Z}, i \in \mathbb{N}} \subset \mathbb{C} \) and a sequence of \( (p(\cdot), \infty, s - 1) \)-atoms, \( \{a^k_i\}_{k \in \mathbb{Z}, i \in \mathbb{N}} \), supported, respectively, on \( \{\theta^i_{s, t} \}_{k \in \mathbb{Z}, i \in \mathbb{N}} \subset \Theta \) such that

\[
f = \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \lambda^k_i a^k_i \text{ converges in } L^q(\mathbb{R}^n)
\]

and

\[
\left\{ \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \left[ \frac{|\lambda^k_i| |x|_{\theta^i_{s, t}, \eta_i}}{|x|_{\theta^i_{s, t}, \eta_i}} \right]^{1/p} \right\}^{1/p} \lesssim \| f \|_{H^{p(j)}(\Theta)}
\]

(5.16)

Since \( T \) is bounded on \( L^q(\mathbb{R}^n) \) (see Theorem 5.3), it follows that \( Tf = \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \lambda^k_i T_a^k_i \) converges in \( L^q(\mathbb{R}^n) \) and hence

\[
Tf = \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \lambda^k_i T_a^k_i \text{ in } S'(\mathbb{R}^n).
\]

From this, it is easy to see that, for all \( x \in \mathbb{R}^n \),

\[
\| M^c(T(f)) \|_{L_p(\mathbb{R}^n)} \leq \left\{ \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} |\lambda^k_i| |M^c(T(a^k_i))| \right\}^{1/p} \lesssim \| f \|_{H^{p(j)}(\Theta)}
\]

(5.17)

\[
\lesssim \left\{ \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \left[ |\lambda^k_i| |M^c(T(a^k_i))| \right]^{1/p} \right\}^{1/p} \lesssim \| f \|_{H^{p(j)}(\Theta)}
\]

For \( K_1 \), from the \( L^q(\mathbb{R}^n) \) boundedness of \( M^c \) (since \( M^c f(x) \lesssim M_{p(f)}(x) \) (see [16, Lemma 3.2 and Theorem 3.8(ii)]) and the \( L^q(\mathbb{R}^n) \) boundedness of \( T \) (see Theorem 5.3) for all \( q \in (1, \infty) \). Repeating the estimate of \( I_1 \) of the proof of Theorem 4.3, we know that

\[
K_1 \lesssim \left\{ \sum_{k \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \left[ \frac{|\lambda^k_i| |x|_{\theta^i_{s, t}, \eta_i}}{|x|_{\theta^i_{s, t}, \eta_i}} \right]^{1/p} \right\}^{1/p} \lesssim \| f \|_{H^{p(j)}(\Theta)}
\]

where the last inequality holds due to (5.16).

For \( K_2 \), let \( \varphi \in \mathcal{S}_{N_{p(\cdot)}, R_{p(\cdot)}}(\mathbb{R}^n) \) with support in \( B^n \), and \( s \in \mathbb{R} \). Suppose \( P \) is a polynomial of degree \( N_{p(\cdot)} - 1 \). For any \( (p(\cdot), \infty, s - 1) \)-atom \( a^k_i \), shortly wrote as \( a \) supported on some \( \theta_{z, t} := \theta_{s, t} \), by Lemma 5.11, we
see that $T(a)$ is a harmless constant multiple of a $(p(\cdot), q, l, \epsilon)$-molecule associated with $\theta_{x, l-\gamma}$, where $\epsilon := a_6s + 1$. From this, Definition 5.9, Hölder’s inequality and an argument similar to that used in the proof of Lemma 4.4, we know that, for any $x \in (\theta_{z, l-\gamma})^\delta$ and $r \in \mathbb{R}$,

$$\left| \int_{\mathbb{R}^n} T(a)(y) \varphi_{x, r}(y) \, dy \right| \lesssim 2^r \int_{\mathbb{R}^n} \left| T(a)(y) \left[ \varphi(M_{x, r}^{-1}(x - y)) - P(M_{x, r}^{-1}(x - y)) \right] \right| \, dy$$

$$\lesssim 2^r \| T(a) \|_{L^q(\theta_{z, l-\gamma})} \left( \int_{\theta_{z, l-\gamma}} \left| \varphi(M_{x, r}^{-1}(x - y)) - P(M_{x, r}^{-1}(x - y)) \right|^{q'} \, dy \right)^{1/q'}$$

$$+ 2^r \sum_{k \in \mathbb{Z}} \int_{\mathbb{R}^n} \frac{2^{-k\gamma}}{\| X_{\theta_{z, l-\gamma}} \|_{L^p(\mathbb{R}^n)}} \left| \varphi(M_{x, r}^{-1}(x - y)) - P(M_{x, r}^{-1}(x - y)) \right| \, dy$$

$$\lesssim 2^{r(1-\gamma)\epsilon / q} \left| M_{x, r}^{-1}(x - \theta_{z, l-\gamma}) \right|^{1/q'} \sup_{y \in \theta_{z, l-\gamma}} \left| \varphi(y) - P(y) \right|$$

$$+ \sum_{k \in \mathbb{Z}} 2^{-k\gamma} \left| M_{x, r}^{-1}(x - \theta_{z, l-(k+1)\gamma}) \right| \sup_{y \in \theta_{z, l-(k+1)\gamma}} \left| \varphi(y) - P(y) \right|,$$

where $1/q + 1/q' = 1$,

$$F(\theta_{z, l-\gamma}) := M_{x, r}^{-1}(x - (M_{z, l-\gamma}(\mathbb{B}^n) + z)) = M_{x, r}^{-1}(x - z) - M_{x, r}^{-1}M_{z, l-\gamma}(\mathbb{B}^n)$$

and

$$F(\theta_{z, l-(k+1)\gamma}) := M_{x, r}^{-1}(x - (M_{z, l-(k+1)\gamma}(\mathbb{B}^n) + z)) = M_{x, r}^{-1}(x - z) - M_{x, r}^{-1}M_{z, l-(k+1)\gamma}(\mathbb{B}^n).$$

Then, by repeating the proof of Lemma 4.4 with regular modifications, we obtain

$$M^\circ(T(a))(x) \leq C \left[ \left\| M_{\theta, l} X_{\theta_{z, l-\gamma}}(x) \right\|_{L^p(\mathbb{R}^n)} \right]^\beta,$$

(5.18)

where $\beta$ is as in Lemma 4.4. By this and an argument same as that used in the estimate of (4.35), we obtain

$$K_2 \lesssim \left\| \sum_{k \in \mathbb{Z}} \sum_{l \in \mathbb{N}} \left[ \left| X_{\theta_{z, l-\gamma}} \right| \left| X_{\theta_{z, l-\gamma}} \right|_{L^p(\mathbb{R}^n)} \right]^{1/2} \right\| \lesssim \| f \|_{H^{p(\cdot)}(\Theta)},$$

where the last inequality holds due to (5.16).

Combining (5.17) and the estimates of $K_1$ and $K_2$, we further conclude that

$$\| T(f) \|_{H^{p(\cdot)}(\Theta)} \lesssim \| f \|_{H^{p(\cdot)}(\Theta)}.$$

From Lemmas 3.7 and 2.7 and a similar proof of Theorem 5.7, we finally deduce that $\| T(f) \|_{H^{p(\cdot)}(\Theta)} \lesssim \| f \|_{H^{p(\cdot)}(\Theta)}$ also holds true for any $f \in H^{p(\cdot)}(\Theta)$. 

Acknowledgements: The authors would like to thank the referee for her/his carefully reading and useful comments which improve the presentation of this article.

This project is supported by the Natural Science Foundation of Xinjiang Uyghur Autonomous Region (No. 2020D01C048) and the National Natural Science Foundation of China (No. 11861062).

Competing interests: The authors declare that there is no conflict of interests regarding the publication of this paper.
References

[1] E. Acerbi and G. Mingione, *Regularity results for stationary electro-rheological fluids*, Arch. Ration. Mech. Anal. 164 (2002), 213-259.

[2] E. Acerbi and G. Mingione, *Gradient estimates for the p(x)-Laplacean system*, J. Reine Angew. Math. 584 (2005), 117-148.

[3] M. Bownik, *Anisotropic Hardy spaces and wavelets*, Mem. Amer. Math. Soc. 164 (2003), 1-122.

[4] M. Bownik, B. Li, D. Yang and Y. Zhou, *Weighted anisotropic Hardy spaces and their applications in boundedness of sublinear operators*, Indiana Univ. Math. J. 57 (2008), 3065-3100.

[5] M. Bownik, B. Li, D. Yang and Y. Zhou, *Weighted anisotropic product Hardy spaces and boundedness of sublinear operators*, Math. Nachr. 283 (2010), 392-442.

[6] M. Bownik, B. Li and J. Li, *Variable anisotropic singular integral operators*, arXiv: 2004.09707v2.

[7] M. Bownik, B. Li and T. Weissblat, *A characterization of spaces of homogeneous type induced by continuous ellipsoid covers of \( \mathbb{R}^n \)*, J. Math. Anal. Appl. (to appear) or see arXiv: 2102.04602v1.

[8] D. Breit, L. Diening and S. Schwarzacher, *Finite element approximation of the p(\( \cdot \))-Laplacian*, SIAM J. Numer. Anal. 53 (2015), 551-572.

[9] Y. Chen, S. Levine and M. Rao, *Variable exponent, linear growth functionals in image restoration*, SIAM J. Appl. Math. 66 (2006), 1383-1406.

[10] D. V. Cruz-Uribe and A. Fiorenza, *Variable Lebesgue Spaces: Foundations and Harmonic Analysis*, Applied and Numerical Harmonic Analysis, Birkhäuser/Springer, Heidelberg, (2013).

[11] D. Cruz-Uribe and L.-A. D. Wang, *Variable Hardy spaces*, Indiana Univ. Math. J. 63 (2014), 447-493.

[12] W. Dahmen, S. Dekel and P. Petrushev, *Two-level-split decomposition of anisotropic Besov spaces*, Constr. Approx. 31 (2010), 149-194.

[13] S. Dekel, Y. Han and P. Petrushev, *Anisotropic meshless frames on \( \mathbb{R}^n \)*, J. Fourier Anal. Appl. 15 (2009), 634-662.

[14] S. Dekel, P. Petrushev, *Anisotropic function spaces with applications, Multiscale, Nonlinear and Adaptive Approximation*, 137-167, Springer, Berlin (2009).

[15] L. Diening, P. Harjulehto, P. Hästö and M. Růžička, *Lebesgue and Sobolev Spaces with Variable Exponents*, Lecture Notes in Math. 2017, Springer-Verlag, Berlin, (2011).

[16] S. Dekel, P. Petrushev and T. Weissblat, *Hardy spaces on \( \mathbb{R}^n \) with pointwise variable anisotropy*, J. Fourier Anal. Appl. 17 (2011), 1066-1107.

[17] S. Dekel and T. Weissblat, *On dual spaces of anisotropic Hardy spaces*, Math. Nachr. 285 (2012), 2078-2092.

[18] L. Diening and S. Schwarzacher, *Global gradient estimates for the p(\( \cdot \))-Laplacian*, Nonlinear Anal. 106 (2014), 70-85.

[19] C. Fefferman and E. M. Stein, *H^p spaces of several variables*, Acta Math. 129 (1972), 137-193.

[20] L. Grafakos, *Classical Fourier Analysis*, Springer Press, New York (2014).

[21] L. Grafakos, *Modern Fourier Analysis*, Springer Press, New York (2014).

[22] P. Harjulehto, P. Hästö, V. Latvala and O. Toivanen, *Critical variable exponent functionals in image restoration*, Appl. Math. Lett. 26 (2013), 56-60.

[23] J. Liu, D. Yang and W. Yuan, *Anisotropic Hardy-Lorentz spaces and their applications*, Sci. China Math. 59 (2016), 1669-1720.

[24] J. Liu, F. Weisz, D. Yang and W. Yuan, *Variable anisotropic Hardy spaces and their applications*, Taiwanese J. Math. 22 (2018), 1173-1216.

[25] Y. Meyer and R. R. Coifman, *Wavelets: Calderón-Zygmund and Multilinear Operators*, Cambridge University Press, Cambridge (1997).

[26] E. M. Stein, *Harmonic Analysis: Real-Variable Methods, Orthogonality and Oscillatory Integrals*, Princeton University Press, Princeton, NJ (1993).

[27] E. Nakai and Y. Sawano, *Hardy spaces with variable exponents and generalized Campanato spaces*, J. Funct. Anal. 262 (2012), 3665-3748.

[28] Y. Sawano, *Atomic decompositions of Hardy spaces with variable exponents and its application to bounded linear operators*, Integr. Equ. Oper. Theory. 77 (2013), 123-148.

[29] W. Wang, X. Liu, A. Wang and B. Li, *Molecular decomposition of anisotropic Hardy spaces with variable exponents*, Indian J. Pure Mat. 51 (2020), 1471-1495.

[30] X. Zhou, Z. He, and D. Yang, *Real-variable characterizations of Hardy-Lorentz spaces on spaces of homogeneous type with applications to real interpolation and boundedness of Calderón-Zygmund operators*, Anal. Geom. Metr. Spaces, 8 (2020), 182-260.

[31] C. Zhuo, Y. Sawano and D. Yang, *Hardy spaces with variable exponents on RD-spaces and applications*, Dissertationes Math. (Rozprawy Mat.) 520 (2016), 1-74.