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Algorithmic risk assessment tools are now commonplace in public sector domains such as criminal justice and human services. These tools are intended to aid decision makers in systematically using rich and complex data captured in administrative systems. In this study we investigate sources of heterogeneity in the alignment between worker decisions and algorithmic risk scores in the context of a real world child abuse hotline screening use case. Specifically, we focus on heterogeneity related to worker experience. We find that senior workers are far more likely to screen in referrals for investigation, even after we control for the observed algorithmic risk score and other case characteristics. We also observe that the decisions of less-experienced workers are more closely aligned with algorithmic risk scores than those of senior workers who had decision-making experience prior to the tool being introduced. While screening decisions vary across child race, we do not find evidence of racial differences in the relationship between worker experience and screening decisions. Our findings indicate that it is important for agencies and system designers to consider ways of preserving institutional knowledge when introducing algorithms into high employee turnover settings such as child welfare call screening.
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1 INTRODUCTION

Data-driven algorithmic tools are increasingly being adopted in government and industry to aid decision makers in the systematic use of complex data. The introduction of new technology into the workplace can disrupt and profoundly change workplace dynamics by directly influencing workers’ return to expertise [23], incentives to adapt to technology [10], and decision quality [14, 16]. A number of recent studies have assessed the impact of algorithmic tools on decision-making in domains such as health care [19, 37], criminal justice [30, 31], education [28], and human services [32]. We contribute to this emerging literature by investigating sources of heterogeneity in the alignment between worker decisions and algorithmic risk scores in the context of child abuse hotline screening. Specifically, we focus on heterogeneity related to worker experience. Given the widespread racial disparities in the child welfare system, we also investigate whether the association between algorithm-assisted screening decisions and worker experience varies with the race of children involved in the referral.
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In the context of child welfare services, many states have adopted algorithmic decision support tools to improve the quality and consistency of decisions [1, 2]. However, while many studies have rigorously evaluated the theoretical and practical performance of the tools, very few have considered the impact of organizational factors such as workforce characteristics and resource constraints in the decision contexts. According to a comprehensive overview of algorithms used within the U.S. Child Welfare System [44], two factors that are frequently ignored are caseworker characteristics and turnover, which are directly associated with placement instability as characterized by a greater number of placements [11]. Volatility in staffing can lead to a loss of social, financial and knowledge capital, affecting the training, skill, and resources of the current workforce, who are crucial to providing services to the vulnerable child, youth, and families [39, 43].

Our work attempts to fill some of this gap by investigating whether call worker screening decisions in the presence of an algorithmic risk assessment tool vary with worker experience, and whether there is further variation with child race. Specifically, we focus on three main research questions: (i) Are call-worker decisions less aligned with the algorithmic score for more senior workers who worked at the call center before the risk assessment tool was introduced? (ii) Is worker experience associated with differences in the ability to compensate for a technical glitch that resulted in real time scores being calculated incorrectly in certain cases; and (iii) Are there racial differences in the workers’ decisions when presented with referrals with the same predicted risk, and does this vary by worker experience?

Our investigation of question (ii) builds upon a previous study [15] where the authors explored a unique implementation glitch where risk scores shown to the call screeners were miscalculated. Our analysis is based on data collected following the deployment of the Allegheny Family Screening Tool (AFST), which was made available by the Allegheny County Department of Human Services in Allegheny County, Pennsylvania, USA.

We show that senior call screeners persistently screen in referrals at higher rates compared to junior and temp screeners when facing referrals with the same characteristics and shown algorithmic scores. Similar to the findings of De-Arteaga et al. [15], when the shown score is an incorrect estimation of the assessed score by the algorithm, screeners overall are more likely to screen in a referral if the shown score is an underestimation of the assessed score, suggesting they are able to effectively rely on other information and compensate for the miscalculated algorithmic risk score. Perhaps surprisingly, we do not find evidence that the ability to compensate for these errors is associated with worker experience.

Overall, we find that, while there are differences in screen-in rates between referrals on black children and white children at most values of the risk score, those differences are attributable to other explanatory factors. The racial gap is attributable to the association between race, and exposure to the implementation glitch as well as other contextual characteristics. This is a notable finding given significant concerns regarding the over-screening of racial minorities [42].

Our study fills an important gap in the evaluation of algorithmic assessments in child welfare systems by addressing the relationship between decision-makers’ level of experience outside of algorithm-assisted settings and their use of algorithmic predictions. While prior literature evaluates screening decisions at an aggregate level without controlling for potential explanatory variables and inferring different stories, we highlight other mechanisms through which one could observe racial gaps in screening decisions. Given that maintaining a stable workforce has been a major challenge of child welfare agencies, this case study may be helpful to agencies in developing guidelines on training and maintaining institutional knowledge in algorithm-assisted decision-making settings.

Beyond the specific domain of child welfare, our empirical investigation on user heterogeneity contributes to our understanding of reliance on automation, particularly on the role of user characteristics in mediating reliance [21, 33, 50]. Our results regarding race-related differences also
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contribute to the growing literature on decomposing algorithmic bias and disparate interactions with algorithms [24]. Both are important in ensuring effective and fair human-AI collaboration.

2 RELATED WORK

Developing a better understanding of algorithm-assisted decision-making is a core thrust of research on computer-supported collaborative work. A significant body of work has explored factors that influence the degree to which users trust AI-based algorithmic tools across different domains (see e.g., [20] for a recent survey). Other work has examined the role of transparency, explainability, and interpretability [41, 47], as well as stated and apparent accuracy [54] on the uptake of algorithmic predictions and recommendations. The work of Dietvorst et al. [16] documented the phenomenon of algorithm aversion, wherein users were found to be less willing to rely on algorithmic predictions after seeing them err, observing in a later study that reliance improves if humans are able to alter the predictions to even a small degree [17].

Empirically, it has been shown both in lab and real-life settings that people alter their decision-making in the presence of an algorithmic decision support tool, and they can interact with it in a way that produces disparate outcomes. According to a controlled experiment on Amazon’s Mechanical Turk [24] using a pretrial release algorithm, participants presented with a risk assessment made predictions that were less accurate than the risk assessment’s, and could not effectively evaluate the accuracy of their own or the risk assessment’s predictions. Additionally, they exhibited behaviors fraught with disparate interactions by assigning higher risk prediction to black defendants than to white ones. This pattern of disparate interaction is due to participants’ increasing response to risk scores given a particular race, and features that are unevenly distributed across race. Another experiment based on hypothetical online hiring setting similarly showed that fair ranking algorithms can help increase the number of underrepresented candidates selected but only when the minority candidates share similar features as the majority group and are not subject to employers’ persistent gender bias [49]. However, it also found that participants who assumed the roles of employers are cognizant of the unfairness and underrepresentation in the candidate pool and are capable of reinforcing their notion of fairness. Nevertheless, to extrapolate these findings from crowdworker studies to real world settings, one needs to further consider experiment participants’ lack of context and experience compared to actual decision-makers.

In real-world policy settings, there have been many examples in criminal justice [27], education [40], child welfare [35], and medical research [4] suggesting that judgement is closely associated with the characteristics of the decision-makers themselves. Those characteristics can include their own demographics and experiences, as well as more subtle cultural norms and beliefs.

In the area of criminal justice, a study on algorithmic bail recommendation in Kentucky found that racial disparities for low- and moderate-risk defendants increased even though the policy recommended the same treatment for both black and white groups with those risk levels [3]. Judges in whiter counties were more receptive to the algorithm’s default recommendation to release low-risk individuals than judges in blacker counties. Judges more often overrode the recommended default of non-financial bonds for moderate-risk black defendants than similar moderate-risk white defendants. Providing judges with risk assessment about a defendant was also found to increase the severity of their sentences for relatively poor—but not affluent—defendants [48]. Thus, there can be great heterogeneity in the impact of a decision support tool across geographic locations and types of decision-makers even though the same tool is provided. At the same time, objectives, incentives, and interpretations of information could vary widely across domains.

In child welfare systems, stakeholders including families, providers and specialists are commonly concerned with potential bias that is inherent in the data, algorithm, and on the part of caseworkers involvement in the decision processes [6]. Tensions between algorithm and caseworkers could arise
from a lack of alignment of resources and incentive structures as well as from ideological mismatch [45]. Caseworkers can diverge from a decision support tool’s recommendation because they assess the meaning of demographic factors and caregivers’ histories differently [5]. In a comparison between a multidisciplinary team decision-making model and a clinically-based decision support algorithm, the concordance rate of their decisions can vary depending on the restrictiveness of the placement setting and age of children [13]. Similarly, Saxena et al. [46] have found significant discrepancies between the WARM risk assessment scores and family risk indicated in caseworker’s notes. Given the concerns and tensions within the child welfare systems, technical solutions are seen as insufficient for ensuring the system is perceived as fair and just.

In the contexts of the AFST, child maltreatment call screeners’ interactions with the AFST are found to be susceptible to their day-to-day experience with it and organizational incentives. Extensive interviews show that call screeners often have to reconcile AFST risk scores and their own understanding of the risk at hand by relying on their experience [29].

A previous study has shown that child maltreatment call screeners are able to mitigate the effect of erroneous risk assessment scores by adhering less to the algorithm’s risk assessment when the score displayed was an incorrect estimate of risk [15]. Our paper differs from this earlier work in several key ways. First, our questions examine heterogeneity in algorithm-assisted decision-making across screeners’ experience level, which was not considered in the earlier study. Second, our methodological approach is different. Instead of relying primarily on descriptive statistics, we use regression models that account for both correlations in the screeners’ decisions and observed explanatory/confounding factors such as time, supervisor effects and case characteristics. Thus while our study context is similar, our primary questions and methodology are different.

3 BACKGROUND AND CONTEXT

On August 1st 2016, the Allegheny County Health and Human Services Department implemented the Allegheny Family Screening Tool (AFST) as a decision-support tool, with the goal of improving both the accuracy and consistency of decisions made about referrals to the child maltreatment hotline [38]. AFST is a predictive risk model built and trained using data from the county’s integrated data system including demographics, justice system involvement, public welfare histories, and behavioral health histories of child victims, parents, and alleged perpetrators.

3.1 Worker Training

Prior to implementation, staff were introduced to the tool through a three-hour training session provided to all full-time and occasional call screening staff, intake administrators, and key child welfare administrators. The training provided a brief overview of Predictive Risk Modelling and the application of it within Allegheny County to give participants an understanding of what risk modeling is, how the model was built, and the predictive power of the model.

3.2 Call Screener Work Flow

At time of receiving a call, the call screener learns about contextual information from the referral call. They also have access to ClientView, which is a front-end tool that provides screeners access to an integrated data system containing information on all children and adults associated to the referral. After they enter and submit all the information on the current referral, they receive a risk score produced by AFST.

The AFST score is based on the maximum score (either re-referral or out-of-home placement) across all children associated with the referral at the time of the screening call. The score ranges from 1 to 20 (where 20 is the highest risk and 1 is the lowest). During the period spanned by our data, there was a “mandatory” screening protocol in place. Under this protocol, when the highest
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out-of-home placement risk score is 18 or higher, the referral is considered a mandatory screen-in that can only be overridden by a supervisor. After weighing all the information, the call screener subsequently decides to recommend in their report: 1) Screen-out the referral without any further evaluation or assessment, 2) Field screen the referral, to assess whether an investigation is warranted, or 3) Screen-in the referral, which is synonymous with conducting a formal investigation. Answering a call takes between 25 to 35 minutes on average, from collecting all the information on a referral to completing the call report for the supervisor.

3.3 Issues affecting deployment

Since AFST was first introduced, there are two additional changes in the implementation. First, in the initial months of deployment between August and November 2016, the AFST was not able to produce a risk score for a referral if there was no previous information on the children in the database. This issue was resolved on December 1, 2016. We drop data in the initial implementation period in the subsequent analysis.

Secondly, a glitch in the system led to certain model inputs not being calculated correctly in real time until February 2019. The glitch affected a range of features and commonly resulted in non-zero count and indicator features incorrectly taking on the value 0. This in turn produced a discrepancy between the scores shown to the call screeners and the scores that would have been generated correctly. Call screeners were not aware of the issue and only had access to the scores that were shown. They can, however, access the databases where these features are correctly recorded. For analyzing call screeners’ behaviors, we use the shown scores since they were the scores call screeners had access to in real time.

![Fig. 1. Key Implementation Changes](image)

4 DATA AND DESCRIPTIVE ANALYSES

The data used in our study consists of referrals made to the Allegheny County Office of Children, Youth and Families (CYF) between December 1, 2016 and December 31, 2019. In a number of cases, call screeners and supervisors have no discretion in how to respond to the call. For instance, while screeners in Pennsylvania have discretion in General Protective Services referrals, which concern suspected neglect or other conditions short of abuse that the reporter believes warrant intervention, they are required to screen in referrals classified as Child Protective Services (allegations of abuse). Screeners also have no discretion in referrals pertaining to families under active investigation or referrals associated with truancy. Since we are interested in examining worker decision-making,
we exclude from analysis all referrals in which screeners and supervisors had no discretion. We also exclude a very small number of referrals whose outcomes are missing.

Each referral can be associated with multiple children, which raises questions surrounding the unit of analysis. Since decisions are made at the referral level, and screeners see a single score for the referral rather than separate scores for each individual child, we take the referral to be the unit of analysis for the purpose of our study. Note that although certain children in the referral might have low risk scores, call screeners only observe the highest risk score among all children.

For each referral, we observe key information from Allegheny County’s child welfare case management system (KIDS). KIDS is one of the sources of data AFST uses to generate risk scores. It contains demographics such as the age, gender, race, and ethnicity of the victims and perpetrators, counts of allegations, specific types of alleged abuse, and whether the referral was made by a mandatory reporter. It also contains administrative details on the referrals including the timing of the referral, subsequent decisions on screening, field investigation and services provision, as well as the unique identifiers of the screener and supervisor responsible for the decisions. We use a black-prioritized coding for race, which means that if there is at least one black child on the referral, the race of the referral is coded as black.

The terminology and notation we use throughout the paper are detailed in Table 1.

| Term                           | Notation          | Description                                                                 |
|--------------------------------|-------------------|-----------------------------------------------------------------------------|
| **Dependent Variable**         |                   |                                                                             |
| Screened In                    | $Y \in \{0, 1\}$ | 1 if a referral was screened-in, 0 otherwise                                |
| **Controls**                   |                   |                                                                             |
| Assessed Score                 | $S \in \{1, \ldots, 20\}$ | The score assessed by the predictive model using the correct features. Maximum over re-replacement and re-referral risks over all children. |
| Shown Score                    | $\hat{S} \in \{1, \ldots, 20\}$ | The score shown to the call screeners. It should correspond to the assessed score but is subject to a glitch in the system |
| Black                          | black $\in \{0, 1\}$ | 1 if at least one child on the referral was black, 0 otherwise             |
| Screener Type                  | screenerType $\in \{senior, junior, temp\}$ | A categorical variable indicating if a worker is senior (worked both before and after AFST and at least 300 cases), junior (only started working after AFST and worked at least 300 cases), or temp otherwise |
| Glitch Type                    | glitchType $\in \{over, correct, under\}$ | A categorical variable indicating if shown score is an over/correct/under-estimation of the assessed score |
| Case Characteristics           | $X$               | A vector of variables on the characteristics of a referral including count, age, and gender of the victims and perpetrators, total and unique counts of allegations, specific types of alleged abuses (out of the 237 categories), and if the referral was made by mandatory reporters |
| Monthly Fixed Effects          | $t$               | Monthly fixed effects controlling for the seasonal variation (school year and holidays) in screen-in rate |
| Supervisor Fixed Effects       | $j$               | Supervisor fixed effects controlling for the variation in supervisors’ preference in screen-in decisions |
| **Notation for Data Description** |                   |                                                                             |
| Shown Mandatory Screen-in     | $\tilde{M} \in \{1, 0\}$ | 1 if the highest out-of-home placement shown score generated in real time is equal to or greater than 18. Supervisor approval is required for screen out. |
4.1 Shown and Assessed Scores

Our data contains two risk scores for each referral: the shown risk score, and what De-Arteaga et al. [15] termed the assessed risk score. The shown scores refer to scores that call screeners saw in real time. The assessed scores refer to scores that were retrospectively produced using corrected model input features after the glitch was detected and corrected. Due to the glitch, the shown scores in many instances do not coincide with the assessed scores. We observe both shown and assessed scores between December 1st 2016 and July 31st 2018. For analyzing screening and overriding decisions in connection to the feature computation glitch, we use referrals where both scores are available.

Figure 2 shows a plot of shown vs. assessed score. Consistent with the finding in [15], we find that shown scores tend to be an underestimation of the assessed scores, but the two often coincide.

Fig. 2. Shown vs Assessed Scores. The heatmap shows the density of assessed score conditional on shown score. Shown scores largely overlap with assessed scores, but tend to be an underestimate of the assessed score.

4.2 Screener Type

The data enables us to define different categories of workers based on the number of calls they screened before and after the deployment of the AFST. We will use the terms senior, junior, and temp to refer to screeners who worked both pre/post-AFST, only post-AFST, and on temporary basis, respectively. A screener is considered to be senior if they worked consistently over time on at least 300 referrals pre-AFST and 300 referrals post-AFST. A screener is considered to be junior if they worked consistently, their first day of work was after the AFST was deployed, and they worked on at least 300 referrals. All other workers are coded as temp. The temp category reflects the CYF practice of hiring temp workers to help with case loads throughout the year. Using these definition, we obtain the same number of screeners as reported in Allegheny County’s commissioned evaluation study of the AFST implementation [22].

As shown in Table 2, there are in total 76 call screeners, with 11 senior screeners, 16 junior screeners, and 49 temp screeners during our period of analysis. Although there are many more temp screeners, they only cover 25.2% of all referrals. Full-time screeners take on the majority of the workload, with senior screeners processing 40.7% of all referrals and junior screeners processing 34.1%.
Table 2. Summary statistics of the caseload across different screener experience types. The table shows counts and means (M) and standard deviations (SD) for the shown and assessed scores. The means and standard deviations are very similar across screener groups. This indicates that, to the extent that the AFST is an accurate reflection of risk, the different screener types were exposed to similarly risky case mixes.

| Number of Screeners | Number of Cases | Percentage of Cases | Shown Score (12/1/16-12/21/19) | Assessed Score (12/1/16-7/31/18) |
|---------------------|-----------------|---------------------|-------------------------------|----------------------------------|
|                     |                 |                     | M    | SD   | M    | SD   | M    | SD   |
| Senior              | 11              | 11,680              | 40.7 | 13.3 | 4.8  | 13.5 | 4.9  | 14.6 | 4.4  |
| Junior              | 16              | 9,803               | 34.1 | 13.0 | 4.8  | 13.5 | 5.0  | 14.3 | 4.6  |
| Temp                | 49              | 7,253               | 25.2 | 13.0 | 5.0  | 13.1 | 5.0  | 14.2 | 4.7  |

4.2.1 Case mixture across worker types. Table 2 provides summary statistics of the caseload for each screener type. We see that the mean shown scores are 13.5 for senior screeners, 13.5 for junior screeners, and 13.1 for temp screeners. The mean assessed scores are 14.6, 14.3 and 14.2, for these groups, respectively. To the extent that the assessed AFST is an accurate reflection of risk, these results suggest that the different screener groups handled approximately equally risky mixes of cases. We note that in conversations with CYF staff we heard supervisors remark that they do at times assign more complex cases to more experienced screeners. To the extent that this is the case, the notion of complexity used in making those case assignment decisions does not appear to be captured by shown or assessed AFST scores.

For the purpose of our analysis, it suffices to observe that it is not the case that only senior workers can work on high-risk cases. This mitigates the concern that there could be large systematic differences in how calls were processed. The conclusion holds when we look at the subset of referrals between December 1st 2016 and July 31st 2018 when both shown and assessed scores are available, as illustrated in Appendix A.1.

Fig. 3. Display Error Distribution By Screener Type. Screeners were exposed to similar distributions of underestimated (shown < assessed), overestimated (shown > assessed), and correct (shown = assessed) AFST scores. Error bars correspond to 95% confidence intervals.

Figure 3 shows the fraction of cases in which the different screener types saw underestimated (shown < assessed), overestimated (shown > assessed), and correct (shown = assessed) AFST scores.
From this plot we see that screeners were similarly exposed to the glitch in displays of assessed scores. Since the shown score was most often an underestimate of the assessed score, screeners in all groups were most likely to encounter underestimated scores. While there is some variation across screener types on average, many of the confidence intervals are wide and the observed differences are in general not statistically significant.

4.2.2 Screening decisions across AFST scores. Having summarized the case mixture encountered by the different screener types, we now turn to questions concerning how screener decisions varied with the AFST score. Figure 4 shows a plot of screen-in rates for different values of the shown score. Interestingly, although screeners face similar distributions of AFST scores (both shown and assessed), senior screeners screen in at a higher rate than both junior and temp screeners at each value of the shown score. Assuming the predicted risk is a good indication of the real risk of child maltreatment, one should expect similar screen-in rates instead of consistent gaps among screener types. This suggests that screeners may have made different judgement calls on referrals of the same shown scores depending on their experiences.

On the basis of this plot alone, we cannot rule out the possibility that difference in screen-in rate is due to dimensions of case risk or complexity that are not captured by the shown AFST score. In our regression analyses we probe this question in more depth by explicitly controlling for other case characteristics available in the observed data. Our results, which are reported in § 6.1, are consistent with the findings described here.

Figure 5 shows how screen-in rates varied across shown scores depending on whether the score was under-, over-, or correctly estimated. If screeners made their decisions based solely on the shown scores, we would expect the screen-in rates to be similar regardless of types of display error. Instead we see that screen-in rates were significantly higher when the shown score underestimated the assessed score, but were comparable when the shown score was an over-estimate or agreed with the assessed score.

This finding suggests that screeners use available external data sources to make their own assessments, and adjust for any perceived discrepancy in shown scores.

Both observations about screeners raise interesting questions about why they screen in at different rates and how they mitigate the effects of the glitch in real time.
4.3 Race

In this section we describe our findings surrounding how the AFST scores, screening decisions, and exposure to the glitch varied across racial groups. According to 2019 population estimates provided by the US Census Bureau [7], 13.4% of Allegheny County residents are Black or African-American alone, and 2.3% are mixed-race. 79.9% of residents are White alone. It is therefore not surprising that Allegheny County CYF receives more referrals on white children than on any other racial group. However, black children are disproportionately represented among children referred to CYF relative to their presence in the resident population. Using a black-prioritized race coding, we observe that 43.5% of the referrals received post-AFST implementation concern white children, compared to 39.6% concerning black children, 7.9% concerning children of two or more races, 3.5% concerning children of unknown race, and 5.2% with children coming from different racial background (eg. a multi-racial household where one child is identified as a child of two or more race and another child is identified as white). We focus on referrals associated with exclusively white and black children because they represent a majority of the referrals.

Figure 6 shows the average number of referrals received each month for each racial group across the different score levels. We find that there are more low-scoring referrals on white children than black children. There are slightly more referrals on black children than white children for risk scores above 14.

![Fig. 6. Monthly Number of Referrals by Race.](image)

Fig. 6. Monthly Number of Referrals by Race. We see that a majority of the higher risk referrals (score > 14) concern black children. Note that only around 13% of residents in Allegheny County are black. Error bands correspond to 95% pointwise confidence intervals.

Figure 7 shows the screen-in rate across shown AFST score for black and white children. Assuming shown scores are a good reflection of case risk, one would expect the screen-in rate to increase as the risk score increases. Furthermore, if the scores are equally good reflections of case risk across racial groups, one would expect the screen-in rate at each score to be roughly the same across racial groups.

We observe that for both black and white children, their chance of being screened in increases as the risk score increases. However, at almost every risk score, referrals on black children are screened in at a higher rate than referrals on white children. This observation raises potential
concerns about "over screening" of black children, which was raised previously by Rauktis and McCrae [42].

Figure 8 shows a breakdown of the correspondence between the shown score and assessed score for the two racial groups. We observe that, consistent with the general direction of misestimation, both races are on average more likely to have shown scores that are underestimates of the assessed scores. However, referrals on white children are more likely than black children to have overestimated shown scores. Therefore, part of the explanation for why white referrals are screened in at a lower rate than black ones conditioned on the same risk could be that the shown scores for white referrals are in fact more likely to be overestimates of the assessed risk. We address this issue by controlling for types of display errors in RQ3.

4.4 Summary of Descriptive Analyses

These descriptive analyses show that there is clear variation in the association between screening decisions, screener experience, and race. Despite receiving referrals of similar distributions of AFST-assessed (and shown) risk, senior screeners are more likely to screen in referrals at almost any given shown risk than junior and temp screeners. Screeners overall screen in referrals at a much higher rate if the shown scores are underestimations of the assessed risk. Lastly, black referrals are consistently screened in at a higher rate than white referrals with the same shown scores. Race also appears to be related to the exposure to different types of display errors.

5 QUANTITATIVE RESEARCH METHODOLOGY

Together, these initial findings motivate us to investigate how screener experience could affect their use of algorithmic assessment and their ability to mitigate misestimation due to the glitch, and whether there is evidence of racial disparities in screen in rates, potentially driven by these mechanisms. In this section we more formally state our three main research questions and describe the econometric quantitative methods that we use to address them.

5.1 Research Questions

The three main research questions are:

- RQ1 Effect of Work Experience on Algorithm Utilization: How does call screeners’ experience affect their use of shown scores? In particular, are the decisions of senior screeners more or
less aligned than the decisions of junior screeners with the shown scores? Likewise, are the
decisions of full-time screeners more or less aligned than the decisions of part-time screeners
with the shown scores?
• RQ2 Tendency to Override When Shown Scores Differ from Assessed Scores:
  – RQ2.1 ($\hat{M} = 0$, cases require no mandatory screen-in) Does experience influence screeners’
tendency to screen in a referral given incorrect displays of assessed scores?
  – RQ2.2 ($\hat{M} = 1$, cases require mandatory screen-in and supervisor override) When supervi-
sors make decisions to override mandatory screen-ins, do their tendencies to do so vary
with the experience of the screeners who make the screening recommendations?
• RQ3 Racial Disparities in Screening Decisions by Work Experience Given the Same Predicted
Risk: Are there racial disparities in the screener’s decisions when presented with referrals
with the same predicted risk?

Our analysis is aimed at identifying patterns and differences in the association between screening
decisions and scores. Due to the absence of good ground-truth maltreatment-related outcomes, we
are unable to analyse and do not speak to whether observations of greater or lesser alignment with
the AFST score corresponds to better or worse decision-making. Our study examines patterns in
decision-making, not decision quality. Examining decision quality is a very interesting question
but is beyond the scope of the current study, and beyond what our available data enables us to
effectively assess.

5.2 Empirical model
In this section we describe the econometric quantitative methods that underpin our primary analysis
to answer the three research questions. Taking the screening decision as the outcome, we estimate
linear probability models with robust clustered standard errors [9] at the screener level. In our
robust clustered standard errors model, we assume the model errors in different time periods for a
given screener may be correlated (within-screener correlation across decisions), but model errors
for different screeners are assumed to be uncorrelated. The linear models allow us to directly
interpret the coefficients to address the main research questions. The notations are listed in Table 1.

We now provide the model specifications that we use to answer our three main request questions.
To avoid a proliferation of notation, the expressions below are written in short-hand to highlight
the control variables and interaction terms. We clarify this point further below. We use STATA
for conducting the analyses, which automatically drops variables that are perfectly collinear with
others in estimating coefficients. Full equations and explanations are provided in Appendix B.

5.2.1 RQ1 Effect of Work Experience on Algorithm Utilization. Senior and junior workers are full-
time staff who regularly and consistently interact with AFST. Senior staff also have experience in
making screening decisions without the AFST, which trained them to access and interpret data on
the referrals from a variety of data sources in ClientView. Although domain expertise can aid one’s
judgement, it can also be negatively associated with utilization of algorithmic assessment [8, 34].
Thus, we might expect senior screeners to rely less on the AFST assessments than do junior and
temp screeners.

Using data post December 2016, and senior screeners as the reference category, we specify
whether a referral $i$ is screened in under supervisor $j$ at time $t$ as a function of the shown scores,
screener types, and the interaction between shown scores and screener types. Coefficients of
interests are the interaction terms, which show the extent to which screeners use shown scores
as they increase. We additionally control for referral characteristics, month and supervisor fixed
effects:

\[ Y_{i,t,j} = \beta_0 + \beta_1 \tilde{S}_t + \beta_2 \text{screenerType}_{i,t} + \beta_3 \text{screenerType} \ast \tilde{S}_t + \theta_1 X_{i,t} + \gamma_t + \omega_j + \epsilon_{i,t,j} \]  

(1)

Readers are reminded that a full notation table is provided in Table 1. As mentioned earlier, we are taking some notational shortcuts here. For instance, \( \text{screenerType}_{i,t} \) can take on values senior, junior, and temp. So the expression \( \beta_2 \text{screenerType}_{i,t} \) technically treats \( \beta_2 \) as a vector of coefficients, and \( \text{screenerType}_{i,t} \) as a vector of indicator variables for each screener type. Importantly, we remind readers that \( X \) is a vector of variables on the characteristics of a referral including count, age, and gender of the victims and perpetrators, total and unique counts of allegations, specific types of alleged abuses (out of the 237 categories), and whether the referral was made by a mandatory reporter. These are control variables that we understand to be many of the key factors screeners take into account when making screening decisions. We illustrate differences in types of the most common reported alleged abuse and their screen-in rates between black and white referrals in Appendix A.3.

5.2.2 RQ2 Tendency to Override When Shown Scores Differ from Assessed Scores. Previous work [15] has shown that screeners do not follow the shown scores blindly. Instead, they use other sources of information and are more likely to override algorithmic recommendations if the displayed risk is significantly miscalculated.

As a follow up, we are interested in whether screeners’ experience plays a role in their effectiveness in mitigating the display glitch, and if supervisors’ decisions to override mandatory screen-in depend on the experience of the screeners who make the screening recommendation.

For this analysis, we use referrals between December 1st, 2016 and July 31st, 2018 where both shown and assessed scores are available. Figure 6 has suggested that when the shown score is underestimated of the assessed score, the screen-in rate will be higher than when the shown score is correctly displayed or overestimated. Thus we define \( \text{glitchType} \) as a categorical variable denoting if the shown score is an under- or over- or correct estimation of the assessed score.

First, we check if glitch type is associated with screening decisions:

\[ Y_{i,t,j} = \beta_0 + \beta_1 \tilde{S}_t + \beta_2 \text{glitchType}_{i,t} + \theta_1 X_{i,t} + \gamma_t + \omega_j + \epsilon_{i,t,j} \]  

(2)

We then study if screeners respond differently to each type of glitch:

\[ Y_{i,t,j} = \beta_0 + \beta_1 \tilde{S}_t + \beta_2 \text{screenerType}_{i,t} + \beta_3 \text{screenerType} \ast \text{glitchType}_{i,t} + \theta_1 X_{i,t} + \gamma_t + \omega_j + \epsilon_{i,t,j}. \]  

(3)

The interpretation of the model above depends on whether supervisor deliberation is required. We run the same specification for when \( \tilde{M} = 0 \) and when \( \tilde{M} = 1 \) to answer RQ2.1 and RQ2.2 respectively.

5.2.3 RQ3 Response to Race by Work Experience Given the Same Predicted Risk. We focus on black and white referrals, since they constitute the majority of all referrals. Referrals on other racial categories are excluded from the analysis. Our descriptive analysis showed that race seems to be associated with the exposure to the glitch. To study whether there are racial differences in how screeners respond to risk scores during the time period with the glitch, we use the following specification:

\[ Y_{i,t,j} = \beta_0 + \beta_1 \tilde{S}_t + \beta_2 \text{Black}_{i,t} + \beta_3 \text{glitchType}_{i,t} + \theta_1 X_{i,t} + \gamma_t + \omega_j + \epsilon_{i,t,j}. \]  

(4)

We then disaggregate the effect of race by screener types:

\[ Y_{i,t,j} = \beta_0 + \beta_1 \tilde{S}_t + \beta_2 \text{screenerType}_{i,t} + \beta_3 \text{glitchType}_{i,t} + \beta_4 \text{Black} \ast \text{screenerType}_{i,t} + \theta_1 X_{i,t} + \gamma_t + \omega_j + \epsilon_{i,t,j}. \]  

(5)
Lastly after the glitch was fixed, we check if a particular type of screener is more receptive to the influence of race:

\[
Y_{i,t,j} = \beta_0 + \beta_1 \tilde{S}_{i,t} + \beta_2 \text{screenerType}_{i,t} + \beta_3 \text{Black} \times \text{screenerType}_{i,t} + \theta_1 X_{i,t} + \gamma_t + \omega_j + \epsilon_{i,t,j}. \tag{6}
\]

5.2.4 Discussions of the linear probability model. Even though the outcome variable, the screening decision, is binary, our primary analysis is conducted using a Linear Probability Model (LPM) to provide ease of interpretation. There are several concerns that arise when using an LPM to model binary data: (i) the model may be a poor fit when the relationship between continuous inputs and the outcome is clearly sigmoidal and non-linear; (ii) the standard LPM assumes heteroskedastic errors; and (iii) the model may produce probability estimates outside of the unit interval.

Regarding (i) and (iii), we observe in Figures 4, 5, and 7, that screen-in rates appears to increase approximately linearly with the score, and that the rates tend to fall in the 20-80% range. This suggests that the linear form of the LPM is appropriate, and that probability estimates aren’t expected to frequently fall out-of-bounds. We would expect linear models and logistic regressions to fit about equally well in this regime [51]. Thus, we favor linear probability models for its interpretability.

To address (ii), we rely on robust standard errors to ensure that we capture the correct variance structure when calculating p-values.

Finally, as a robustness check, we reproduce the main results using logistic regression in Appendix D. We find that our qualitative results and findings of statistical significance are robust to model specification.

6 RESULTS

In this section we present the results of our quantitative analysis and interpret the findings in the context of our three primary research questions. Our regression results are captured in tables such as Table 3, the format of which may be unfamiliar to readers. These tables present regression coefficients for key variables of interest (defined by the names in the first row of the table) across several model specifications (presented as the columns). So, for instance, column (1) shows coefficient estimates and standard errors (in parentheses) for the shown score \( \tilde{S} \), worker type, and score-by-worker-type interactions in a model specification that does not include Month Fixed Effects (FE), Supervisor FE, or Referral Characteristics (X). Column (3) presents this same information with all fixed effects and referral characteristics, X, also included in the regression.

6.1 RQ1 Effect of Work Experience on Algorithm Utilization

Table 3 shows that after the AFST implementation, shown scores are highly associated with screen-in decisions. In column (3) and (4), where we control for referral characteristics, we observe that a one-point increase in shown score is statistically significantly associated with a 0.8% increase in a referral’s chance of being screened in, all else equal. We note that these results remain statistically significant when the data is analysed using logistic regression, as shown in Appendix D. Given that the score can range from 1 to 20, this means that even when two referrals share the same demographic and allegation characteristics, a referral that is shown to have a score of 20 is 15.2% more likely (in absolute terms) to be screened than a referral with a shown score of 1. In reality, cases that are at opposite ends of the shown score scale are unlikely to share all other modelled characteristics in common. It is more likely that two otherwise similar cases might differ in their shown AFST score by 2-5 points, which would correspond to a 1.6 - 4.0% difference in screen-in rates. Considering that the County receives nearly 15,000 referrals each year, these differences can amount to a large number of affected cases. To put these figures into further perspective, we note that Green and Chen [25] in a laboratory setting observed that use of a criminal risk assessment...
tool reduced the likelihood of pretrial detention by an average of 2.4%. This is comparable, at least in order of magnitude, to the association identified in our analysis.

When we compare specifications (2) and (3), we observe that the effect of shown scores decreases by 0.5% but still remains significant, which reflects the fact that shown scores contain information that overlaps with but is also distinct from the modelled referral characteristics, and screeners’ decisions are significantly aligned with the shown score along dimensions not explained by the modelled referral characteristics alone.

Interestingly, even though junior screeners have considerably lower screen-in rates than senior screeners, we find that their decisions are significantly more strongly associated to the risk scores. Whereas each 1-point difference in risk score, all else equal, corresponds on average to a 0.8% greater likelihood of screen-in by a senior worker, this increases to 0.8 + 0.31 = 1.11% for junior workers.

Although the practical difference appears small, the estimates are stable across all specifications. This is consistent with a hypothesis that junior screeners rely slightly more heavily on AFST when making screening decisions compared to senior screeners, who had experience performing the same decision-making task without AFST.

To compare full-time and part-time staff, we test the equality of coefficients between junior and temp screeners using our preferred specification under column (3). We observe statistically significant difference ($F(1,75) = 6.06, Prob > F = 0.0161$) between them at the 0.05 significance level. However, there is no statistically significant difference between senior and temp screeners.
This observation contradicts our hypothesis that senior and temp screeners’ decisions should be differently aligned with the shown scores due to more frequently interacting with the AFST. At the same time, we may also anticipate a non-linear effect of experience on screening decision if senior screeners increasingly weigh their subjective judgement more than AFST assessments. Thus, the similarity between senior and temp screeners can potentially be explained by a hypothesis that either the heavier weights on subjective judgement or infrequent encounters of AFST in decision-making could reduce usage of algorithmic risk assessment. However, we are unable to test this hypothesis directly in the present study and conclude we do not observe significant difference in usage of AFST between senior and temp screeners.

In summary, although AFST uses some information that is routinely available to and is viewed by call screeners at the time of screening, it also synthesizes from other data sources in a manner that is significantly associated with screener decisions. We find that while senior screeners have higher screen-in rates overall, junior screeners’ decisions are more strongly aligned with the shown AFST score.

6.2 RQ2 Tendency to Override When Shown Scores Differ from Assessed Scores

Since screeners make different screening decisions given the same shown scores based on their experience, the question that then follows is, what happens if the shown scores are inaccurate displays of the assessed scores?

The regression result in Table 4 is consistent with the finding in Figure 5, which shows that when the shown scores are an underestimate of the assessed scores, call screeners are significantly more likely to screen in these referrals than when the scores are correctly displayed. The effect of overestimation appears similar to if not slightly below that of correct estimation. This suggests that screeners may consider perceived discrepancy between self-assessment of referral risk and shown score risk in the screening process.
### Table 5. SCREEN-IN OF NON-MANDATORY REFERRALS BY SCREENER AND DISPLAY DISCREPANCY

|                          | (1)       | (2)       | (3)       | (4)       |
|--------------------------|-----------|-----------|-----------|-----------|
| **Shown Score**          | 0.0230**  | 0.0139**  | 0.0090**  | 0.0091*** |
|                          | (0.0009)  | (0.0007)  | (0.0009)  | (0.0009)  |
| **Junior**               | -0.1567** | -0.0637** | -0.0712***| -0.0716***|
|                          | (0.0215)  | (0.0195)  | (0.0192)  | (0.0198)  |
| **Temp**                 | -0.1219** | -0.0207   | -0.0178   | -0.0181   |
|                          | (0.0261)  | (0.0195)  | (0.0174)  | (0.0177)  |
| **Senior * Overestimation** | -0.0052  | 0.0010    | -0.0198   | -0.0193   |
|                          | (0.0136)  | (0.0137)  | (0.0150)  | (0.0150)  |
| **Junior * Overestimation** | 0.0443   | 0.0353    | 0.0171    | 0.0177    |
|                          | (0.0339)  | (0.0248)  | (0.0216)  | (0.0218)  |
| **Temp * Overestimation** | 0.0142   | 0.0083    | -0.0147   | -0.0144   |
|                          | (0.0139)  | (0.0114)  | (0.0104)  | (0.0103)  |
| **Senior * Underestimation** | 0.2798***| 0.1764*** | 0.1380*** | 0.1383*** |
|                          | (0.0135)  | (0.0157)  | (0.0145)  | (0.0146)  |
| **Junior * Underestimation** | 0.2818***| 0.1855*** | 0.1484*** | 0.1479*** |
|                          | (0.0362)  | (0.0258)  | (0.0197)  | (0.0199)  |
| **Temp * Underestimation** | 0.3117***| 0.1819*** | 0.1402*** | 0.1405*** |
|                          | (0.0205)  | (0.0170)  | (0.0159)  | (0.0159)  |
| **Month FE**             | Y         | Y         | Y         |
| **Supervisor FE**        | Y         | Y         | Y         |
| **Referral Characteristics** | Y       |           |           |
| **Referral Characteristics (No Race)** | Y       |           |           |
| N                        | 12,981    | 12,981    | 12,981    | 12,981    |

Referrals of all races between 12/1/16-31/7/18 where both shown and assessed scores are available and no mandatory screen-in required are included.
The dependent variable is a binary variable, 1 if screened in and 0 otherwise.
The mean of the dependent variable is 0.4064, meaning the average screen in rate is 40.64.
Robust standard errors clustered by screener in parentheses.
* $p < 0.05$, ** $p < 0.01$, *** $p < 0.001$

### 6.2.1 RQ2.1 Non-mandatory Screen-in

Table 5 shows that for referrals that are not mandated to be screened in, screeners’ decisions are not significantly different when shown scores are overestimates compared to when they are correct. However, screen-in rates are higher when shown scores are underestimates of the assessed scores. There is no statistically significant difference in screeners’ tendency to adjust screening decisions ($F(2, 59) = 0.10, Prob > F = 0.9075$) across types of experience when shown scores are underestimates (specification (3)).

### 6.2.2 RQ2.2 Mandatory Screen-in

Interestingly, for the mandatory cases, it appears that as long as a referral passes the mandatory screen-in threshold, the shown scores are no longer significantly associated with screening decisions (considering other referral characteristics and fixed effects).

Similar to the non-mandatory cases, Table 6 (specification (3)) shows that supervisors will be more likely to approve a mandatory screen-in if the shown score is underestimated compared to...
when it is correct regardless of the experience of screeners who work on the referral ($F(2, 52) = 0.46, \text{Prob} > F = 0.6333$). When the shown score is overestimated, however, supervisors seem to approve the referral at a lower rate if the referrals is associated with senior screeners. One possible explanation is that senior screeners may be better at presenting other information to justify not to screen in a referral where the shown score is overestimated. Nevertheless, we find no statistically significant difference ($F(2, 52) = 1.45, \text{Prob} > F = 0.2439$) among screeners under overestimation. Thus, we find no conclusive evidence showing that there is sufficiently significant differences in how screeners experience would be associated with supervisors’ decisions to approve or override mandatory screen-ins.

In summary, we show that for both mandatory and non-mandatory referrals, when the shown score is an underestimation of the assessed score, the screen-in rate tends to be higher than when the shown score is correct. When the shown score is an overestimation of the assessed score, the screen-in rate tend to be similar or slight lower. Although one would reasonably expect more experienced screeners to better calibrate their screen-in decisions when the glitch occurs, overall, we find no conclusive evidence suggesting experience would significantly affect screeners or supervisors when adjusting screening decisions in presence of display errors as illustrated in Figure 9.

### Table 6. SCREEN-IN OF MANDATORY REFERRALS BY SCREENER AND DISPLAY DISCREPANCY

|                          | (1)        | (2)        | (3)        | (4)        |
|--------------------------|------------|------------|------------|------------|
|Shown Score              | 0.1051***  | 0.0303*    | 0.0229     | 0.0229     |
|                          | (0.0192)   | (0.0142)   | (0.0130)   | (0.0133)   |
|Junior                   | -0.1620*   | -0.1092    | -0.1089    | -0.1092    |
|                          | (0.0680)   | (0.0647)   | (0.0550)   | (0.0557)   |
|Temp                     | -0.1035    | -0.0126    | -0.0019    | -0.0035    |
|                          | (0.0602)   | (0.0256)   | (0.0236)   | (0.0239)   |
|Senior * Overestimation   | -0.0805    | -0.0632**  | -0.0523*** | -0.0524**  |
|                          | (0.0485)   | (0.0259)   | (0.0173)   | (0.0162)   |
|Junior * Overestimation   | -0.0268    | 0.0235     | 0.0167     | 0.0135     |
|                          | (0.0843)   | (0.0589)   | (0.0447)   | (0.0453)   |
|Temp * Overestimation     | 0.0966     | 0.0046     | 0.0098     | 0.0082     |
|                          | (0.0636)   | (0.0434)   | (0.0393)   | (0.0391)   |
|Senior * Underestimation  | 0.2524***  | 0.0549*    | 0.0570*    | 0.0577*    |
|                          | (0.0304)   | (0.0238)   | (0.0224)   | (0.0227)   |
|Junior * Underestimation  | 0.1715**   | 0.0223     | 0.0189     | 0.0203     |
|                          | (0.0528)   | (0.0412)   | (0.0381)   | (0.0384)   |
|Temp * Underestimation    | 0.2538***  | 0.0650     | 0.0626     | 0.0621     |
|                          | (0.0691)   | (0.0344)   | (0.0354)   | (0.0355)   |

Month FE Y Y Y

Supervisor FE Y Y Y

Referral Characteristics Y

Referral Characteristics (No Race) Y

| N  | 1,494 | 1,494 | 1,494 | 1,494 |
|----|-------|-------|-------|-------|

Robust standard errors clustered by screener in parentheses.

*p < 0.05, **p < 0.01, ***p < 0.001

Referrals of all races between 12/1/16-31/7/18 where both shown and assessed scores are available and mandatory screen-in required are included.

The dependent variable is a binary variable, 1 if screened in and 0 otherwise.

The mean of the dependent variable is 0.6299, meaning the average screen in rate is 62.99.
In addition to previous finding showing that screeners’ decisions are less well aligned with scores when they are misestimated, we show that effect of the glitch is more nuanced. Notably, the direction of display error is associated with different directions and magnitudes of the effect on screen-in rates. In particular, screener decisions are consistent with what we would expect to see if they are capable of identifying when the shown scores are underestimates of the assessed scores by screening in these referrals at higher rates. This also suggests that staff overall may prefer reducing false negative errors rather than false positive errors by not screening out referrals simply because the displayed risk scores are low. Screeners have expressed in past interviews that they would screen in a referral even if it has a low risk score because of concerning details in the caller’s allegations\cite{12, 29}. On the contrary, it may be more difficult to identify overestimation errors, as the screen-in rates are rather similar between over and correct displays of assessed scores. Additionally, prior crowdworker studies have found that users are more likely to change their prediction in the direction of shown algorithmic recommendations \cite{26}. The difficulty in identifying instances of estimation error and tendency to change prediction in alignment with algorithmic predictions together may contribute to the explanation of why overestimation errors can be "sticky." Understanding how these behaviors ultimately impact child welfare outcomes requires further investigation beyond the scope of the present analysis.

6.3 RQ3 Response to Race by Work Experience Given the Same Predicted Risk

Preliminary analyses in Section 4 show that, conditioned on shown scores, referrals associated with black children are screened in at a higher rate than those associated to white children. The subset of referrals where both shown and assessed scores are available further indicates that black and white children are disproportionately impacted by the display error. Thus, the observed racial disparity in the screen-in rate might be explained by the fact that the glitch had a racially differential impact.

Specifically, Figure 10 shows that referrals on white children tend to show overestimated scores across the spectrum while referrals on black children tend to show underestimated scores.

6.3.1 Prior To Glitch Fix. Distinct from prior literature, which has examined the association between race and algorithm-assisted decision making without controlling for other potential explanatory variables, we show that race is not directly associated with screening decisions. We find that the gap in screen-in rate between black and white children is attributable to the fact that the glitch affects the racial groups differently. Table 7 column (1) and (3) show that during the glitch period, if a referral is associated with black children it is significantly more likely to be screened in conditioned only on shown scores or fixed effects. However, once we control for the effect of the glitch in (2) and (4), race is no longer significantly associated with the likelihood of being screened in.
Fig. 10. Display Error Rate By Race. For a given shown score, the panel shows how likely the score is an over-/under-/correct estimation of the assessed score by race. The shown scores for referrals concerning white children were more likely than those for referrals concerning black children to be overestimates of assessed risk.

Table 7. ESTIMATED EFFECTS OF RACE AND DISPLAY DISCREPANCY ON SCREEN-IN

|                      | (1)  | (2)  | (3)  | (4)  | (5)  | (6)  |
|----------------------|------|------|------|------|------|------|
| Shown Score          | 0.0156*** | 0.0263*** | 0.0099*** | 0.0164*** | 0.0057*** | 0.0122*** |
|                      | (0.0010) | (0.0009) | (0.0009) | (0.0009) | (0.0009) | (0.0011) |
| Black                | 0.0353*** | 0.0021 | 0.0234*** | 0.0040 | 0.0120 | -0.0023 |
|                      | (0.0089) | (0.0082) | (0.0061) | (0.0060) | (0.0066) | (0.0066) |
| Overestimation       | -0.0234*  | -0.0196*  | -0.0371*** |       |       |       |
|                      | (0.0100) | (0.0087) | (0.0083) |       |       |       |
| Underestimation      | 0.2718*** | 0.1567*** | 0.1255*** |       |       |       |
|                      | (0.0118) | (0.0107) | (0.0102) |       |       |       |
| Month FE             | Y    | Y    | Y    | Y    | Y    | Y    |
| Supervisor FE        | Y    | Y    | Y    | Y    | Y    | Y    |
| Referral Characteristics (No Race) | Y | Y | Y | Y | Y | Y |
| N                   | 12,019 | 12,019 | 12,019 | 12,019 | 12,019 | 12,019 |

Referrals on black and white children between 12/1/16-31/7/18 where both shown and assessed scores are available are included. The dependent variable is a binary variable, 1 if screened in and 0 otherwise. The mean of the dependent variable is 0.4350, meaning the average screen in rate is 43.50.

Robust standard errors clustered by screener in parentheses.

Moreover, in column (5) and (6) where we control for the effects of other referral characteristics, race is not associated with screen-in decisions regardless whether the shown score was affected by the glitch.

Because race is associated with being subject to a particular type of glitch as well as having differently distributed referral characteristics, we can explain the non-association between race and screen-in decision through either mechanism.

Disaggregating the result by screener experience, we find that the result is not driven by any particular type of screeners. Race is not associated with screeners’ decisions. There is no statistically significant difference ($F(2, 59) = 1.09, Prob > F = 0.3413$) among screeners either using specification in column (6) as shown in Appendix C Table 9.
Table 8. ESTIMATED EFFECTS OF RACE ON SCREEN-IN POST GLITCH

|                      | (1)       | (2)       | (3)       |
|----------------------|-----------|-----------|-----------|
| Shown Score          | 0.0283*** | 0.0237*** | 0.0189*** |
|                      | (0.0013)  | (0.0011)  | (0.0013)  |
| Black                | 0.0554*** | 0.0409*** | 0.0067    |
|                      | (0.0120)  | (0.0104)  | (0.0090)  |
| Month FE             | Y         | Y         |           |
| Supervisor FE        | Y         | Y         |           |
| Referral Characteristics (No Race) |           |           |           |
| **N**                | 7,351     | 7,351     | 7,351     |

Referrals on black and white children between 2/1/19-12/31/19 are included.
The dependent variable is a binary variable, 1 if screened in and 0 otherwise.
The mean of the dependent variable is 0.4391, meaning the average screen in rate is 43.91.
Robust standard errors clustered by screener in parentheses.

6.3.2 Post-Glitch Fix. As shown in Figure 1, the glitch was resolved on Feb 1st 2019, after which shown scores correctly reflected the assessed scores. Without the complication and using data post-glitch fix that includes referrals on black and white children between Feb 1st and Dec 31st 2019 (see Appendix A.2 for more details), again we find that race does not directly impact screening decisions, but is likely to do so indirectly through association with referral characteristics that are unevenly distributed by race. Table 8 shows that although race first appears to be associated with screening decisions conditioned on shown scores and fixed effects alone, this difference goes away once we control for referral characteristics (specification (3)).

After explicitly controlling for possible explanatory variables, we find no statistically significant association between race and screening decisions. There is no difference \( F(2, 49) = 1.71, \text{Prob} > F = 0.1908 \) among screeners in their consideration of race either, as illustrated in Appendix C Table 10.

7 LIMITATIONS

To estimate the effects of AFST risk scores, we attempt to set up the empirical models as close to the decision contexts as possible. Nevertheless, we cannot fully capture the complexity of screeners’ decision making process and make some broad assumptions in interpreting the results.

Firstly, we assume the set of control variables represent factors workers would reasonably and effectively consider when making decisions in real time. The inclusion of those factors were based on our discussions with the call screeners and supervisors at Allegheny County CYF services. As discussed in §3, AFST synthesizes the county’s integrated database that contains demographics, justice system involvement, public welfare histories, and behavioral health histories of child victims, parents, and alleged perpetrators. This represents a wider set of variables that were in our controls. Indeed, as we observe in §6.1 Table 3, when we control for case characteristics the coefficient on AFST decreases. This is expected as AFST contains information that partly overlaps with but is also unique from the controls. In reality, it is possible that call screeners may go above and beyond to look up other information in county’s integrated database when making particular decisions. Our estimates will be biased to the extent to which this happens.
Secondly, we assume that “unobservables”—factors that are available to the call screeners in real time, but are not available to us—do not affect case assignment to workers. These may include factors such as the tone of the caller, verbal information passed on to workers, any background noises, and so on. We have shown in §4.2.1 and Appendix A.1 and A.2, AFST risk scores do not affect case assignments to workers. However, if the case assignment is driven by the unobservables, we may encounter a situation where senior workers are consistently assigned more risky cases, which provides an alternative explanation to why they screen in at a much higher rate than others.

Lastly, even though we find that race is not directly associated with screen-in decisions after we account for the differential exposure to the glitch and uneven distributions of referral characteristics, we acknowledge the historical impact of race and its effects on decisions through other channels. As a stylized example, if we assume that AFST fully replicates race and if the true risk model is equal to race, then we could get a model where the effect of race is severely underestimated if we estimate risk as a model of AFST and race. However, this would require assuming the true risk is fully represented by race which is unlikely the reality. Nonetheless, we may underestimate the effect of race to the extent that AFST which is based on historical records that can replicate racial bias, and are not claiming race cannot affect decisions in child welfare systems in any other ways.

8 DISCUSSION

Using data on screening decisions following the deployment of the AFST, we investigated whether there is heterogeneity in the alignment between call screener decisions and the shown AFST score, and whether that heterogeneity may be resulting in racial disparities in screening decisions.

We find that senior screeners persistently screen in referrals at higher rates than junior and temp screeners, given referrals with the same shown score and observed characteristics. It is possible that this finding is driven by systematic differences in how supervisors assign cases to screeners. We cannot rule out the possibility that supervisors are relying on information not reflected in our data to identify referrals that are more likely to warrant an investigation and preferentially assign those to more senior workers. While we have controlled for many potential explanatory factors, and find no evidence of differences in AFST risk across the case mixes handled by different worker groups, it is nevertheless possible that factors known to supervisors but unavailable in our data explain the observed results.

When the shown score is an incorrect display of the score that should have been assessed by the algorithm, screeners overall are more likely to screen in a referral if it is an underestimation of the assessed score, suggesting they are using information other than the score to compensate for the discrepancy between the shown scores and their own assessment of risk. However, the extent to which they do so is not associated with experience. For mandatory screen-in cases, supervisors similarly approve referrals with underestimated scores at higher rates regardless of the experience of the screeners who work on the referrals. These observations suggest that staff may be able to detect underestimation errors more easily than overestimation or prefer reducing false negative rather than false positive errors.

We find that race is not significantly associated with screening decisions. The gap in screen-in rates between black and white referrals is attributable to their differential exposure to the glitch and uneven distributions of referral characteristics. Likewise, we also find no racial differences in screen-in rates across worker experience levels once other observed explanatory factors are taken into account. This finding does not indicate that there are no differences in screen-in rates across racial groups. It is clear that, in the aggregate, there are. Rather, those differences are found to be attributable to other referral characteristics.

We observe that the decisions of less experienced workers are more closely aligned with algorithmic risk scores than those of senior workers who had decision-making experience prior to the tool...
being introduced. System designers and agencies considering adopting algorithmic tools should therefore consider approaches to training and professional development that preserve institutional knowledge, particularly in high worker turnover domains such as child welfare call screening.

Policymakers can provide support to workers in understanding the goals, capabilities, and limitations of the risk assessment tool in relations to their own experiences, in order to achieve better reliance on the risk assessment. For example, while the algorithm is developed for assessing the long-term risks of placement and re-referral, workers may focus more on imminent risks posed to children. Experienced workers may also pick up on cues that are not considered by the risk assessment tool, or interpret decision factors differently based on complex and changing social contexts. Such misalignment on goals and interpretation can lead to potential deflated trust and morale [5], and improper reliance on automation [18, 33, 52]. Thus, it is important that policymakers acknowledge both the unique strengths and weaknesses of workers and the risk assessment system, and develop strategies and training procedures that leverage and augment the strengths for better human-AI collaboration [36, 53].

To address the constantly evolving needs and concerns of the child welfare systems, policymakers can foster a culture where workers feel valued and encouraged to provide candid feedback, and facilitate knowledge sharing within the organization to inform future iterations of the risk assessment system.

Future studies can further explore the relationship between screener, referral, and system characteristics to enrich our understanding of the changes in work dynamics in the presence of algorithms. An immediate follow-up would be to refine the notion of worker experience by decomposing experience into number of years of experience with the AFST and without, and then testing the hypothesis in algorithm aversion wherein experience with algorithmic decision aids is positively associated with the utilization of algorithmic judgement, while domain expertise is negatively associated with utilization [8, 34]. Another direction points to promoting better matching between screeners and referrals. Past research on representative bureaucracy in child welfare has shown that when non-Caucasian caseworkers share the same racial/ethnic background as caregivers, caseworkers use more active strategies to connect caregivers to needed housing services [35]. Lastly, one may attempt to explore the implementation glitch as a natural experiment to answer questions about how the algorithm’s development procedures could affect workers’ trust and reliance on the system, though this is a challenging direction due to the non-random nature of the glitch [18, 33, 52]. Grounding these studies in institutional realities can produce useful insights for designing better human-AI collaboration.

9 ACKNOWLEDGMENTS

We thank the staff at the Allegheny Department of Human Services for providing the data used in this study, helping us understand the call screening process, and providing feedback on the work. We are also grateful to the anonymous reviewers who provided feedback and suggestions that were instrumental to improving this work during the submission process. This material is based upon work supported by the National Science Foundation under Grants No. 1939606 and 2040929.

REFERENCES

[1] [n.d.]. Allegheny Family Screening Tool. https://www.alleghenycounty.us/Human-Services/News-Events/Accomplishments/Allegheny-Family-Screening-Tool.aspx
[2] 2020. Eckerd Rapid Safety Feedback® (ERSF). https://eckerd.org/family-children-services/ersf/
[3] Alex Albright. 2019. If you give a judge a risk score: evidence from Kentucky bail decisions. (2019). https://thelitdataset.com/about_files/albright_judge_score.pdf
[4] Birgit Babitsch, Tanja Braun, Theda Borde, and Matthias David. 2008. Doctor’s perception of doctor-patient relationships in emergency departments: What roles do gender and ethnicity play? BMC Health Services Research (2008), 82.
Devansh Saxena and Shion Guha. 2020. Conducting Participatory Design to Improve Algorithms in Public Services: Lessons and Challenges. In Conference Companion Publication of the 2020 on Computer Supported Cooperative Work and Social Computing (Virtual Event, USA) (CSCW ’20 Companion). Association for Computing Machinery, New York, NY, USA, 383–388. https://doi.org/10.1145/3406865.3418331

Devansh Saxena, Charles Repaci, Melanie D Sage, and Shion Guha. 2022. How to Train a (Bad) Algorithmic Caseworker: A Quantitative Deconstruction of Risk Assessments in Child Welfare. In Extended Abstracts of the 2022 CHI Conference on Human Factors in Computing Systems (New Orleans, LA, USA) (CHI EA ’22). Association for Computing Machinery, New York, NY, USA, Article 407, 7 pages. https://doi.org/10.1145/3491101.3519771

Philiipp Schmidt, Felix Biessmann, and Timm Teubner. 2020. Transparency and trust in artificial intelligence systems. Journal of Decision Systems 29, 4 (2020), 260–278.

Jennifer Skeem, Nicholas Scurich, and John Monahan. 2020. Impact of risk assessment on judges’ fairness in sentencing relatively poor defendants. Law and human behavior 44, 1 (2020), 51.

Tom Sühr, Sophie Hilgard, and Himabindu Lakkaraju. 2021. Does Fair Ranking Improve Minority Outcomes? Understanding the Interplay of Human and Algorithmic Biases in Online Hiring. arXiv:2012.00423 [cs.LG]

Michael Veale, Max Van Kleek, and Reuben Binns. 2018. Fairness and Accountability Design Needs for Algorithmic Support in High-Stakes Public Sector Decision-Making. Association for Computing Machinery, New York, NY, USA, 1–14. https://doi.org/10.1145/3173574.3174014

Paul Von Hippel. 2019. Linear vs. logistic probability models: Which is better, and when?: Statistical horizons. https://statisticalhorizons.com/linear-vs-logistic

Ruo tong Wang, F. Maxwell Harper, and Haiyi Zhu. 2020. Factors Influencing Perceived Fairness in Algorithmic Decision-Making: Algorithm Outcomes, Development Procedures, and Individual Differences. In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems (Honolulu, HI, USA) (CHI ’20). Association for Computing Machinery, New York, NY, USA, 1–14. https://doi.org/10.1145/3313831.3376813

H James Wilson and Paul R Daugherty. 2018. Collaborative intelligence: humans and AI are joining forces. Harvard Business Review 96, 4 (2018), 114–123.

Ming Yin, Jennifer Wortman Vaughan, and Hanna Wallach. 2019. Understanding the effect of accuracy on trust in machine learning models. In Proceedings of the 2019 chi conference on human factors in computing systems. 1–12.
A SUMMARY GRAPHS

A.1 Distribution of Risk Scores

The distributions of predicted and shown risks are similar among screeners for the subset where shown and assessed scores are available.

Fig. 11. Area under each screener type is normalized to be 1. Shown and assessed scores are similarly distributed among screener types. Shown and assessed scores distributions have different shapes but the differences are consistent across screener types.

A.2 Post-Glitch Fix Dataset

The post-glitch fix dataset contains referrals on black and white children from Feb 1st to Dec 31st 2019. After the glitch fix, shown score is the same as assessed score. The scores are similarly distributed among screener types.

Fig. 12. Shown Scores Distribution By Screener Type. Area under each screener type is normalized to be 1. Shown scores are similarly distributed among screener types.

A.3 Referral Characteristics

Referrals associated with white and black children differ in many aspects. We present summary statistics on the top 10 reported abuse types and their corresponding screen-in rates by race in Figure 13. Referrals associated with white and black children share common alleged abuse types such as substance abuse by parent/caregiver, conduct that places child at risk, and so on. There is a higher percentage of white children being referred for alleged substance abuse by caregivers.
Fig. 13. Top Ten Allegations by Race. Referrals associated with white and black children share common alleged abuse types. There is a higher percentage of white children being referred for alleged substance abuse by caregivers. However, child intellectual disabilities is a unique category in the top ten most common alleged abuse type for white children, as homelessness is for black children.

However, child intellectual disabilities is a unique category in the top ten most common alleged abuse type for white children, as homelessness is for black children.

Moreover, screen-in rate varies for the same type of allegation between races. As shown in Figure 14, for the most common allegation, substance abuse by parent/caregiver, referrals on black children are about 10% more likely to be screened in than white. Homelessness referrals are also screened in at a high rate of above 60% for black children.

B RESEARCH METHODOLOGY

We use short-hand in the main texts to show the equations in a more intuitive manner. The full equations and explanations are below. \( \beta_1 \) is a vector of estimated coefficients on each referral characteristics which we do not present in the tables:

B.1 RQ1

The following equation corresponds to equation 1:

\[
Y_{i,t,j} = \beta_0 + \beta_1 \tilde{S}_i + \beta_2 \text{senior}_{i,t} + \beta_3 \text{junior}_{i,t} + \beta_4 \text{temp}_{i,t} + \\
\beta_5 \text{senior}_{i,t} \ast \tilde{S}_i + \beta_6 \text{junior}_{i,t} \ast \tilde{S}_i + \beta_7 \text{temp}_{i,t} \ast \tilde{S}_i + \\
\beta_8 X_{i,t} + \gamma_t + \omega_j + \epsilon_{i,t,j}
\]

\( \beta_2 \) and \( \beta_5 \) are subsequently dropped in estimation because senior screeners are used as the reference category.
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Fig. 14. Screen-in Rate for Top Ten Allegations by Race. Screen-in rate varies for the same type of allegation between races. Screen-in rate is 10% higher for black children than white for alleged substance abuse by parent/caregiver. Homelessness referrals are screened in at a high rate of above 60% for black children.

B.2 RQ2

The following equation correspond to equation 2:

\[ Y_{i,t,j} = \beta_0 + \beta_1 \tilde{S}_{i,t} + \beta_2 \text{overestimation}_{i,t} + \beta_3 \text{correct}_{i,t} + \beta_4 \text{underestimation}_{i,t} + \theta_1 X_{i,t} + \gamma_t + \omega_j + \epsilon_{i,t,j} \]

coefficients \( \beta_2 \) is dropped during estimation as the reference category.

The following equation corresponds to equation 3:

\[ Y_{i,t} = \beta_0 + \beta_1 \tilde{S}_{i,t} + \beta_2 \text{senior}_{i,t} + \beta_3 \text{junior}_{i,t} + \beta_4 \text{temp}_{i,t} + \beta_5 \text{senior}_{i,t} \ast \text{overestimation}_{i,t} + \beta_6 \text{senior}_{i,t} \ast \text{correct}_{i,t} + \beta_7 \text{senior}_{i,t} \ast \text{underestimation}_{i,t} + \beta_8 \text{junior}_{i,t} \ast \text{overestimation}_{i,t} + \beta_9 \text{junior}_{i,t} \ast \text{correct}_{i,t} + \beta_{10} \text{junior}_{i,t} \ast \text{underestimation}_{i,t} + \beta_{11} \text{temp}_{i,t} \ast \text{overestimation}_{i,t} + \beta_{12} \text{temp}_{i,t} \ast \text{correct}_{i,t} + \beta_{13} \text{temp}_{i,t} \ast \text{underestimation}_{i,t} + \theta_1 X_{i,t} + \gamma_t + \epsilon_{i,t} \]

coefficients \( \beta_2, \beta_5, \beta_6, \beta_7 \) are dropped during estimation because senior screeners are the reference category.

B.3 RQ3

The following equation corresponds to equation 4:

\[ Y_{i,t,j} = \beta_0 + \beta_1 \tilde{S}_{i,t} + \beta_2 \text{Black}_{i,t} + \beta_3 \text{overestimation}_{i,t} + \beta_4 \text{correct}_{i,t} + \beta_5 \text{underestimation}_{i,t} + \theta_1 X_{i,t} + \gamma_t + \omega_j + \epsilon_{i,t,j} \]
\(\beta_4\) is dropped during estimation because correct estimation is used as the reference category.

The following equation corresponds to equation 5:

\[
Y_{i,t,j} = \beta_0 + \beta_1 \tilde{S}_{i,t} + \beta_2 \text{senior}_{i,t} + \beta_3 \text{junior}_{i,t} + \beta_4 \text{temp}_{i,t} \\
+ \beta_5 \text{overestimation}_{i,t} + \beta_6 \text{correct}_{i,t} + \beta_7 \text{underestimation}_{i,t} \\
+ \beta_8 \text{Black} \ast \text{senior}_{i,t} + \beta_9 \text{Black} \ast \text{junior}_{i,t} + \beta_{10} \text{Black} \ast \text{temp}_{i,t} + \theta_1 X_{i,t} + \gamma_t + \omega_j + \epsilon_{i,t,j}
\]

\(\beta_6\) is dropped during estimation because correct estimation is used as the reference category. Referral associated with white children are used as the reference category for comparison against \(\beta_8, \beta_9, \beta_{10}\).

The following equation corresponds to equation 6:

\[
Y_{i,t,j} = \beta_0 + \beta_1 \tilde{S}_{i,t} + \beta_2 \text{senior}_{i,t} + \beta_3 \text{junior}_{i,t} + \beta_4 \text{temp}_{i,t} \\
+ \beta_5 \text{Black} \ast \text{senior}_{i,t} + \beta_6 \text{Black} \ast \text{junior}_{i,t} + \beta_7 \text{Black} \ast \text{temp}_{i,t} + \theta_1 X_{i,t} + \gamma_t + \omega_j + \epsilon_{i,t,j}
\]

\(\beta_2\) is dropped as the reference category. Referral associated with white children are used as the reference category for comparison against \(\beta_5, \beta_6, \beta_7\).

C TABLES
We present the disaggregated results for RQ3.

| Table 9. ESTIMATED EFFECTS OF RACE AND DISPLAY DISCREPANCY ON SCREEN-IN BY SCREENER EXPERIENCE |
|----------------------------------|--------|--------|--------|--------|--------|--------|
| Shown Score                      | 0.0115** (0.0009) | 0.0260*** (0.0009) | 0.0099*** (0.0008) | 0.0165*** (0.0009) | 0.0058*** (0.0009) | 0.0122*** (0.0010) |
| Junior                           | -0.1617*** (0.0304) | -0.1502*** (0.0287) | -0.0657* (0.0306) | -0.0633* (0.0297) | -0.0773* (0.0291) | -0.0740* (0.0277) |
| Temp                             | -0.1071** (0.0328) | -0.1017** (0.0302) | -0.0087 (0.0187) | -0.0100 (0.0179) | -0.0105 (0.0150) | -0.0146 (0.0146) |
| Black * Senior                   | 0.0297 (0.0150) | -0.0049 (0.0138) | 0.0228* (0.0090) | 0.0021 (0.0089) | 0.0070 (0.0095) | -0.0078 (0.0091) |
| Black * Junior                   | 0.0409** (0.0121) | 0.0098 (0.0126) | 0.0403* (0.0174) | 0.0214 (0.0174) | 0.0352 (0.0193) | 0.0217 (0.0183) |
| Black * Temp                     | 0.0402** (0.0129) | 0.0094 (0.0116) | 0.0163* (0.0076) | -0.0013 (0.0076) | 0.0882 (0.0084) | -0.0053 (0.0085) |
| Month FE                         | Y      | Y      | Y      | Y      | Y      | Y      |
| Supervisor FE                    | Y      | Y      | Y      | Y      | Y      | Y      |
| Referral Characteristics (No Race) | Y      | Y      | Y      | Y      | Y      | Y      |
| Glitch Type                      | Y      | Y      | Y      | Y      | Y      | Y      |

Referrals on black and white children between 12/1/16-31/7/18 where both shown and assessed scores are available are included.

The dependent variable is a binary variable, 1 if screened in and 0 otherwise.

The mean of the dependent variable is 0.4350, meaning the average screen in rate is 43.50.

Robust standard errors clustered by screener in parentheses.

\*\(p < 0.05\), \*\*\(p < 0.01\), \*\*\*\(p < 0.001\)
### Table 10. ESTIMATED EFFECTS OF RACE ON SCREEN-IN POST GLITCH BY SCREENER EXPERIENCE

|                          | (1)             | (2)             | (3)             |
|--------------------------|-----------------|-----------------|-----------------|
| Shown Score              | 0.0282***       | 0.0237***       | 0.0188***       |
|                          | (0.0013)        | (0.0011)        | (0.0013)        |
| Junior                   | -0.0869**       | -0.0327         | -0.0616**       |
|                          | (0.0040)        | (0.0253)        | (0.0212)        |
| Temp                     | -0.1001***      | -0.0427         | -0.0731**       |
|                          | (0.0230)        | (0.0246)        | (0.0245)        |
| Black * Senior           | 0.0330          | 0.0256          | -0.0163         |
|                          | (0.0205)        | (0.0171)        | (0.0162)        |
| Black * Junior           | 0.0660***       | 0.0474***       | 0.0159          |
|                          | (0.0111)        | (0.0118)        | (0.0085)        |
| Black * Temp             | 0.0706          | 0.0538          | 0.0267          |
|                          | (0.0433)        | (0.0366)        | (0.0335)        |
| Month FE                 |                 |                 |                 |
| Supervisor FE            |                 |                 |                 |
| Referral Characteristics |                 |                 |                 |
| (No Race)                |                 |                 |                 |
| N                       | 7,351           | 7,351           | 7,351           |

Referrals on black and white children between 2/1/19-12/31/19 are included.

The dependent variable is a binary variable, 1 if screened in and 0 otherwise.

The mean of the dependent variable is 0.4911, meaning the average screen in rate is 49.11.

Robust standard errors clustered by screener in parentheses.

\* \( p < 0.05 \), \text{*} \( p < 0.01 \), \text{***} \( p < 0.001 \)

### D ALTERNATIVE ANALYSES USING LOGISTIC REGRESSION ON MAIN RESULTS

We present alternative specifications using logistic regression for our main results. Tables 11 12 13 14 correspond to Tables 3 5 7 8 accordingly. When considering fixed effects, logistic regression drops observations where there are insufficient variations by supervisor fixed effects. We observe persistent statistical significance of the results in the alternative model as in the linear models. We bold the coefficients for which we made statements about in the main paper for comparison.

### Table 11. LR: SCREENERS’ UTILIZATION OF RISK SCORES

|                          | (1)             | (2)             | (3)             | (4)             |
|--------------------------|-----------------|-----------------|-----------------|-----------------|
| Shown Score              | 0.0755***       | 0.0762***       | **0.0478***     | 0.0478***       |
|                          | (0.0045)        | (0.0071)        | (0.0058)        | (0.0057)        |
| Junior                   | -0.8401***      | -0.5967***      | -0.8498***      | -0.8421***      |
|                          | (0.1532)        | (0.1756)        | (0.1672)        | (0.1661)        |
| Temp                     | -0.6015***      | -0.3236         | **-0.3615***    | -0.3515*        |
|                          | (0.1768)        | (0.1813)        | (0.1419)        | (0.1411)        |
| Junior * Shown Score     | 0.0246***       | 0.0250***       | **0.0314***     | 0.0310***       |
|                          | (0.0077)        | (0.0095)        | (0.0097)        | (0.0097)        |
| Temp * Shown Score       | 0.0077          | 0.0055          | **0.0052**      | 0.0046          |
|                          | (0.0074)        | (0.0089)        | (0.0082)        | (0.0081)        |
| Month FE                 |                 |                 |                 |                 |
| Supervisor FE            |                 |                 |                 |                 |
| Referral Characteristics |                 |                 |                 |                 |
| (No Race)                |                 |                 |                 |                 |
| N                       | 28,736          | 28,693          | 28,632          | 28,632          |

Referrals of all races are included.

Some observations are dropped due to insufficient variation by supervisor fixed effects.

Robust standard errors clustered by screener in parentheses.

\* \( p < 0.05 \), \text{*} \( p < 0.01 \), \text{***} \( p < 0.001 \)
Table 12. LR: SCREEN-IN OF NON-MANDATORY REFERRALS BY SCREENER AND DISPLAY DISCREPANCY

|                          | (1)          | (2)          | (3)          | (4)          |
|--------------------------|--------------|--------------|--------------|--------------|
| Shown Score              | 0.1084***    | 0.1066***    | 0.0781***    | 0.0795***    |
|                          | (0.0051)     | (0.0070)     | (0.0075)     | (0.0074)     |
| Junior                   | -0.8252***   | -0.5964***   | -0.7801***   | -0.7817***   |
|                          | (0.1306)     | (0.1924)     | (0.2124)     | (0.2188)     |
| Temp                     | -0.6365***   | -0.2246      | -0.3149      | -0.3141      |
|                          | (0.1542)     | (0.1746)     | (0.1729)     | (0.1748)     |
| Senior * Overestimation  | -0.0141      | 0.0218       | -0.2011      | -0.1959      |
|                          | (0.0617)     | (0.1024)     | (0.1410)     | (0.1407)     |
| Junior * Overestimation  | 0.2909       | 0.3488       | 0.2381       | 0.2475       |
|                          | (0.1912)     | (0.2404)     | (0.2306)     | (0.2310)     |
| Temp * Overestimation    | 0.1156       | 0.1333       | 0.0030       | 0.0029       |
|                          | (0.0758)     | (0.0914)     | (0.0993)     | (0.0975)     |
| Senior * Underestimation | 1.2389***    | 1.3126***    | 1.1101***    | 1.1110***    |
|                          | (0.0624)     | (0.1116)     | (0.1260)     | (0.1294)     |
| Junior * Underestimation | 1.4056***    | 1.5492***    | 1.3612***    | 1.3492***    |
|                          | (0.1388)     | (0.2056)     | (0.1674)     | (0.1716)     |
| Temp * Underestimation   | 1.4950***    | 1.4449***    | 1.2846***    | 1.2835***    |
|                          | (0.0792)     | (0.1086)     | (0.1266)     | (0.1291)     |
| Month FE                 | Y            | Y            | Y            |              |
| Supervisor FE            | Y            | Y            | Y            |              |
| Referral Characteristics | Y            | Y            | Y            |              |

Referral Characteristics (No Race) Y

| N                        | 12,981       | 12,936       | 12,874       | 12,874       |

* Referrals of all races between 12/1/16-31/7/18 where both shown and assessed scores are available and no mandatory screen-in required are included.
Some observations are dropped due to insufficient variation by supervisor fixed effects.
Robust standard errors clustered by screener in parentheses.

*p < 0.05, **p < 0.01, ***p < 0.001
Table 13. LR: ESTIMATED EFFECTS OF RACE AND DISPLAY DISCREPANCY ON SCREEN-IN

|                  | (1)   | (2)   | (3)   | (4)   | (5)   | (6)   |
|------------------|-------|-------|-------|-------|-------|-------|
| Shown Score      | 0.0656*** | 0.1192*** | 0.0728*** | 0.1271*** | 0.0458*** | 0.1027*** |
|                  | (0.0046) | (0.0051) | (0.0072) | (0.0081) | (0.00875) | (0.0093) |
| Black            | 0.1473*** | 0.0083 | 0.1765*** | 0.0332 | 0.1004 | -0.0163 |
|                  | (0.0368) | (0.0369) | (0.0441) | (0.0482) | (0.06803) | (0.0611) |
| Overestimation   | -0.1007** | -0.1327 | -0.3130*** |
|                  | (0.0467) | (0.0729) | (0.0834) |
| Underestimation  | 1.2093*** | 1.1995*** | 1.0446*** |
|                  | (0.0551) | (0.0731) | (0.0864) |
| Month FE         | Y      | Y      | Y      | Y      |       |
| Supervisor FE    | Y      | Y      | Y      | Y      |       |
| Referral Characteristics (No Race) | Y | Y | Y | Y |       |

|                  | (7) |
| N                | 12,019 | 12,019 | 11,981 | 11,981 | 11,922 | 11,922 |

Referrals on black and white children between 12/1/16-31/7/18 where both shown and assessed scores are available are included. Some observations are dropped due to insufficient variation by supervisor fixed effects. Robust standard errors clustered by screener in parentheses.

* p < 0.05, ** p < 0.01, *** p < 0.001

Table 14. LR: ESTIMATED EFFECTS OF RACE ON SCREEN-IN POST GLITCH

|                  | (1)   | (2)   | (3)   |
|------------------|-------|-------|-------|
| Shown Score      | 0.1237*** | 0.1262*** | 0.1172*** |
|                  | (0.0063) | (0.0056) | (0.0093) |
| Black            | 0.2416*** | 0.2199*** | 0.0502 |
|                  | (0.0521) | (0.0557) | (0.0648) |
| Month FE         | Y      | Y      |       |
| Supervisor FE    | Y      | Y      |       |
| Referral Characteristics (No Race) | Y |       |       |

|                  | (4) |
| N                | 7,351 | 7,278 | 7,253 |

Referrals on black and white children between 2/1/19-12/31/19 are included. Some observations are dropped due to insufficient variation by supervisor fixed effects. Robust standard errors clustered by screener in parentheses.

* p < 0.05, ** p < 0.01, *** p < 0.001
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