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Abstract—The paper proposes to decode Reed-Muller (RM) codes by projecting onto only a few subspaces such that the number of projections is significantly reduced. It reveals that the probability that error pairs are canceled simultaneously in two different projections is determined by their intersection size. Then, correlation coefficient which indicates the intersection size of two subspaces in a collection is introduced for collecting subspaces. Simulation results show that our proposed approach with a small number of projections onto collected subspaces performs close to the original approach.

I. INTRODUCTION

Reed-Muller (RM) codes which can be designed from the set of all the $m$-variate Boolean polynomials of degree $r$ or less were first discovered by Muller [1] and the first decoder was devised by Reed [2]. RM codes outperform polar codes under maximum a posteriori probability (MAP) decoding for general symmetric channels [3], [4]. However, the MAP decoding is impractical due to its overwhelming complexity as code length increases. Thus, it is an important question to decode RM code with practical complexity.

In 2004, Dumer [5] decomposed a RM($r, m$) code into trivial codes, such as repetition codes and codes with rate 1. The resulted recursive list decoding [5] and [6] performs very well on short RM codes. Recent years, many approaches exploited the large automorphism groups [7] of RM codes [8], [9], [10] and [11]. Among these, recursive projection-aggregation (RPA) decoding [8] achieves excellent performance on low-rate RM codes. RPA projects the received vector onto all the one-dimensional subspaces of the vector space $\mathbb{F}_2^n$ over binary field in a recursive way, and then obtains a large number $2^{m-1}$ of trivial codes. Decode these trivial codes, and then aggregate these estimates to make a decision on the received vector. Unlike the recursive manner of RPA, collapsed projection-aggregation (CPA) decoding directly projects the received vector onto all the $(r - 1)$ dimensional subspaces [9]. After decoding $N_{r,m} = \binom{m}{r-1}_2 = \prod_{i=1}^{r-1} \frac{2^{m-i+1} - 1}{2^{i} - 1}$ different RM($1, m - r + 1$) codes of these subspaces, $N_{r,m}$ estimates are aggregated to make a decision.

In order to reduce the number of projections, this paper proposes to project only a few subspaces from the $N_{r,m}$ subspaces, and come up with a pruned collapsed projection-aggregation (PCPA) algorithm. In this paper, we find that a pair of errors in the received vector will be canceled each other out in the projection of a subspace, if their indices belong to the same coset of the subspace. Then we prove that the probability that error pairs are canceled simultaneously in two different projections, is determined by the intersection size of the two subspaces. Thus, we define correlation coefficient for collecting subspaces, which indicates the intersection size of two subspaces in a collection. Our analysis verifies that for two different subspaces, the larger correlation coefficient is, the more possible their estimates coincide. As a result, we propose to decode RM codes by projecting the collected subspaces with small correlation coefficients. Simulation results show that under the same size, subspace collections with smaller correlation coefficients outperform those with larger correlation coefficients. Moreover, our proposed PCPA with 64 projections performs close to CPA with 2667 projections and RPA with 8001 projections when decoding RM($3, 7$) code. As a result, it provides a good trade-off between performance and complexity.

The rest of this paper is organized as follows. Section II presents the necessary background. Our proposed PCPA decoding as well as the analysis of correlation coefficients is described in Section III. Section IV gives our simulation results and makes a comparison. Section V concludes this paper.

II. PRELIMINARIES

For any integers $r$ and $m$ with $0 \leq r \leq m$, define $E := \mathbb{F}_2^m$. Let $z = (z_1, z_2, ..., z_m)$ denote a vector of $E$ and $f = f(z_1, z_2, ..., z_m)$ denote a $m$-variate polynomial Boolean function of degree at most $r$. The $r$-th order binary Reed-Muller code RM($r, m$) of length $n = 2^m$ is the set of all vectors $v$ which is obtained from $f$ by evaluating $f$ at all elements of $E$. The components of $v = (v_0, v_1, ..., v_{2^m-1})$ are indexed by $z \in E$.

Let $B$ be an $s$-dimensional subspace of $E$, $0 \leq s \leq r$, and the coset of $B$ in the quotient space $E/B$ is denoted by $T$. For a binary vector $v = (v(z), z \in E)$, its projection on the cosets of $B$ is

$$v_B = \text{Proj}(v, B):= (v_B(T), T \in E/B),$$

where

$$v_B(T) := \bigoplus_{z \in T} v(z).$$
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It has been proved that if $v \in \mathbb{R}M(r,m)$, $v/B \in \mathbb{R}M(r-s, m-s)$.

For a binary-input memoryless channel $W : \{0,1\} \rightarrow \mathcal{W}$, the log-likelihood (LLR) ratio of the channel output $y$ is

$$L(y) = \ln \frac{W(y|0)}{W(y|1)}.$$ \hspace{1cm} (3)

The projection of a channel output vector $L(y)$ of length $2^m$, where $L(y_i), i = 0, 1, \ldots, 2^m - 1$, is given by (3), on the cosets of $B$ is defined as

$$L/B := \text{Proj}(L,B) := (L/B(T), T \in \mathbb{E}/B),$$ \hspace{1cm} (4)

where

$$L/B(T) = 2 \tanh^{-1} \left( \prod_{z \in T} \left( \frac{L(z)}{2} \right) \right).$$ \hspace{1cm} (5)

Algorithm 1 CPA and PCPA

Input: The LLR vector $L$; the collection of $(r-1)$-dimensional subspaces; the maximal number of iterations $T_{\text{max}}$; a scaling factor $\omega_{r,m}$ used to optimize the algorithm.

Output: The decoded codeword $\hat{v}$

$$\hat{L}^{(0)} = L$$

for $i = 1, 2, \ldots, T_{\text{max}}$ do

$$L/B_i \leftarrow \text{proj}(L,B_i) \text{ for all } B_i \in S$$

$$v/B_i \leftarrow \text{FHT}(L/B_i) \text{ for all } B_i \in S$$

$$\hat{L} \leftarrow \text{Aggregation}(\hat{L}^{(i-1)}, \hat{v}/B_1, \hat{v}/B_2, \ldots, \hat{v}/B_{|S|}, \omega_{r,m})$$

end for

$$\hat{v}(z) \leftarrow 1[\hat{L}(N_{\text{max}})(z) < 0] \text{ for each } z \in \mathbb{E}$$

Algorithm 2 Aggregation

Input: $L, \hat{v}/B_1, \hat{v}/B_2, \ldots, \hat{v}/B_{|S|}, \omega_{r,m}$

Output: $\hat{L}$

$$\hat{L}(z) \leftarrow \omega_{r,m} \sum_{i=1}^{|S|} (1 - 2\hat{v}/B_i(T)) \text{ LLR vectors} \text{ for all } z \in T$$

for each $z \in \mathbb{E}$ and $T$ is the coset of subspace $B_i$ which contains $z$

$$v/B_1(T_1) := \left[ \bigoplus_{z \in \mathbb{E}/D} v(z) \right] + \left[ \bigoplus_{z \in \mathbb{E}/B_1/D} v(z) \right]$$

$$v/B_2(T_2) := \left[ \bigoplus_{z \in \mathbb{E}/D} v(z) \right] + \left[ \bigoplus_{z \in \mathbb{E}/B_2/D} v(z) \right]$$ \hspace{1cm} (6)

From the above formulas, we can see if paired errors occur at the entries which are indexed by $z$ where $z \in \mathbb{Z} + D$, they cancel each other out when projecting onto $T_1$ and $T_2$. An example is shown in Fig. 1.

Note that if we use all the $(r-1)$-dimensional subspaces in $\mathbb{E}$, PCPA becomes CPA.

B. Collecting Subspaces with Correlation Coefficients

Before giving a collecting guideline, we would like to discuss the correlation between the projections obtained from two different subspaces.

Consider two subspaces $B_1$ and $B_2$, as well as their intersection $D = B_1 \cap B_2$. Every coset $T_1 = \mathbb{Z} + B_1$ of $B_1$, where $\mathbb{Z} \in \mathbb{E}$, can be rewritten as $T_1 = \mathbb{Z} + D \cup (B_1/D)$. So does the coset $T_2$ of $B_2$: $T_2 = \mathbb{Z} + D \cup (B_2/D)$. Taking these into account, the projection $v(T_1)$ and $v(T_2)$ can be written as:

$$\text{Theorem 1:} \text{ Consider an error pattern } e \text{ of length } 2^m, \text{ where errors occur independently with probability } \epsilon. \text{ Project } e \text{ onto } s \text{-dimensional subspaces } B_1 \text{ and } B_2, \text{ and obtain } e/B_1 \text{ and } e/B_2. \text{ For any } z \in \mathbb{E}, \text{ the probability that } e/B_1(z + B_1) = e/B_2(z + B_2) \text{ is}$$

$$P = \frac{1}{2} \left[ 1 + (1 - 2\epsilon)^{2^{m-1} - 2|B_1 \cap B_2|} \right]$$ \hspace{1cm} (7)

Proof 1: The intersection of subspaces $B_1$ and $B_2$ is denoted by $D = B_1 \cap B_2$. Note that every coset $T_1 = \mathbb{Z} + B_1$ of $B_1$
\[ v = [v_0, v_1, v_2, v_3, v_4, v_5, v_6, v_7, v_9, v_{10}, v_{11}, v_{12}, v_{13}, v_{14}, v_{15}] \]

\[ b_1 = (0000, 0010, 0011) \]
\[ b_2 = (0000, 0001, 0100, 0101) \]

\[ v_{/b_1} = \{v_0, v_1, v_2, v_3\} \]
\[ v_{/b_2} = \{v_4, v_5, v_6, v_7\} \]
\[ v_{/b_3} = \{v_8, v_9, v_{10}, v_{11}\} \]
\[ v_{/b_4} = \{v_{12}, v_{13}, v_{14}, v_{15}\} \]

\[ \text{Fig. 1. The projections } v_{/b_i} \text{ and } v_{/b_2} \text{ onto the cosets of } B_1 \text{ and } B_2. \]

The correlations are marked as red and the intersection of subspaces is marked as blue.

\[ v = [v_0, v_1, v_2, v_3, v_4, v_5, v_6, v_7, v_9, v_{10}, v_{11}, v_{12}, v_{13}, v_{14}, v_{15}] \]

\[ b_1 = (0000, 0010, 0011) \]
\[ b_2 = (0000, 0001, 0100, 0101) \]

\[ v_{/b_1} = \{v_0, v_1, v_2, v_3\} \]
\[ v_{/b_2} = \{v_4, v_5, v_6, v_7\} \]
\[ v_{/b_3} = \{v_8, v_9, v_{10}, v_{11}\} \]
\[ v_{/b_4} = \{v_{12}, v_{13}, v_{14}, v_{15}\} \]

\[ \text{Fig. 2. The projections } v_{/b_i} \text{ and } v_{/b_2} \text{ onto the cosets of } B_1 \text{ and } B_3. \]

The correlations are marked as red and the intersection of subspaces is marked as blue.

This completes the proof.

As a result, we define the following correlation coefficients to help us to collect subspaces for projections.

**Definition 1**: Let \( B_i \) and \( B_j \), \( i, j = 1, 2, \ldots, |S| \), be two \( s \)-dimensional subspaces in \( E \). The correlation coefficient between \( B_i \) and \( B_j \) is defined as

\[ r_{ij} := \frac{\dim(B_i \cap B_j)}{|S|} \quad (11) \]

**Definition 2**: Let \( S \) denote a collection of \( s \)-dimensional subspaces in \( E \). \( B_i \) is the \( i \)-th subspace contained in \( S \) for \( i = 1, 2, \ldots, |S| \). The correlation coefficient of \( S \) is defined as

\[ r_S := \sum_{i=1}^{S} \sum_{j=1}^{S} r_{ij} \quad (12) \]

To show the impact of correlation coefficients on projection results, we take the decoding of RM(3, 5) code as an example. There are \( N_{3,5} = 155 \) two-dimensional subspaces for projections at each iteration while CPA decoding. We illustrate the correlation coefficients \( r_{ij} \) in Fig. 3(a). Both the \( x \)-axis and the \( y \)-axis represent the values of the two-dimensional subspaces and the value of grid \( (i,j) \) is \( r_{ij}, \ i, j = 1, 2, \ldots, 155 \). Since there are 155 two-dimensional subspaces for projections, we have 155 estimates at each iteration. We take 10000 Monte Carlo trials at 2.0dB over the binary input additive white Gaussian noise channel (BAWGN) and count the frequency \( p_{ij} \) that the \( i \)-th estimate and the \( j \)-th estimate are correct or false simultaneously at the first iteration for \( i, j = 1, 2, \ldots, 155 \). The frequency matrix \( P = \{p_{ij}\}_{155 \times 155} \) is shown in Fig. 3(b). Both the \( x \)-axis and the \( y \)-axis represent the values of the two-dimensional subspaces and the value of grid \( (i,j) \) is \( p_{ij} \).

**IV. SIMULATION RESULTS**

The PCPA algorithm is tested on RM(3, 5) code and RM(3, 7) code over the additive white Gaussian noise (AWGN) channel, respectively. We set the maximal number of iterations \( T_{max} = 3 \) for RPA, CPA and PCPA. The size of collection which PCPA works with for RM(3, 7) is 64 (denote as PCPA-64) and the size of collection which PCPA works with for RM(3, 5) is 9 (denote as PCPA-9). To illustrate that the performance varies with subspace collections, we choose three different collections in each trial. Lower union bound is used as a benchmark.

The simulation results of RM(3, 5) are shown in Fig. 4. The PCPA-9 decoder with \( |S| = 9 \) significantly outperforms that with \( |S| = 31 \). Moreover, it performs very close to CPA and
the lower union bound. In terms of computational complexity, the PCPA-9 decoder for RM(3, 5) decodes 9 RM(1, 5) codes per iteration, while CPA needs 155 times.

The simulation results of RM(3, 7) are shown in Fig. 5. The PCPA-64 decoder with $r_S = 313$ performs roughly 0.25dB worse than the PCPA-64 with $r_S = 69$ at word error rate (WER) of $10^{-3}$. Besides, the PCPA-64 decoder with $r_S = 69$ performs only 0.1dB away from RPA and CPA at WER of $10^{-3}$. In terms of computational complexity, the PCPA-64 decoder for RM(3, 7) decodes 64 RM(1, 5) codes per iteration, while CPA needs 2667 times and RPA needs 8001 times, respectively.

V. CONCLUSION

The paper proposes to collect a few subspaces for projections in terms of our correlation coefficients. Simulation results show that our proposed PCPA is able to approach the performance of the original CPA with only a small collection of subspaces. In short, our proposed PCPA provides a good trade-off between complexity and performance.
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