A novel combination of theoretical analysis and data-driven method for reconstruction of structural defects
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Abstract: Ultrasonic guided wave technology has played a significant role in the field of non-destructive testing as it employs acoustic waves that have advantages of high propagation efficiency and low energy consumption during the inspect process. However, theoretical solutions to guided wave scattering problems using assumptions such as Born approximation, have led to the poor quality of the reconstructed results. To address this issue, a novel approach to quantitative reconstruction of defects using the integration of data-driven method with the guided wave scattering analysis has been proposed in this paper. Based on the geometrical information of defects and initial results by the theoretical analysis of defect reconstructions, a deep learning neural network model is built to reveal the physical relationship between defects and the received signals. This data-driven model is then applied to quantitatively assess and characterize defect profiles in structures, reduce the inaccuracy of the theoretical modelling and eliminate the impact of noise pollution in the process of inspection. To demonstrate advantages of the developed approach to reconstructions of defects with complex profiles, numerical examples including basic defect profiles and a defect with the noisy fringe have been examined. Results show that this approach has greater accuracy for reconstruction of defects in structures as compared with the analytical method and provides a valuable insight into the development of artificial intelligence-assisted inspection systems with high accuracy and efficiency in the field of non-destructive testing.
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Introduction
In non-destructive testing of elastic waveguide structures such as rods, plates, shells and beams, ultrasonic guided wave detection has the advantages of convenient excitation, long propagation distance, high sensitivity to defects and low energy consumption [1,2]. Especially for non-destructive testing in significant areas such as railway transportation, oil pipelines, aircraft airframe and wings [3], the high efficiency and high precision of ultrasonic guided wave detection are more important. Therefore, using guided
waves for defect detection and reconstruction has been investigated by many researchers. As early as the beginning of this century, Rose [2] clarified that ultrasonic guided waves can be used to detect pores, weak cohesion and delamination, and have considerable reliability. Eremin[4] studied the Lamb wave properties and its changes during cyclic loading of CFRP sandwich panels with aluminium honeycomb core, and based on Lamb wave, the fatigue failure and failure of the two specimens under tensile-compressive loading were identified. Puthillath[5] developed a detection method of ultrasonic guided wave linear scanning, also known as G-scan, which can detect the bonding damage of the patch during the repair of the aircraft shell, such as adhesive and cohesive weaknesses similar to that found in adhesively bonded joints. Wang et al.[6] used the Born approximation to replace the total field near the defect which is regarded as a weak scattering source with the incident field, derived the mathematical relationship between the reflection coefficient located in the far field and the defect shape function into Fourier transform pairs, and reconstructed the thinning defect in the two-dimensional plate. Sikdar[7] used probabilistic damage detection algorithm, combined with ultrasonic guided waves and surface-bonded piezoelectric wafer transducers(PWTs), to identify the location and size of the disbond and high-density core region in a honeycomb composite sandwich structure(HCSS). Da [8] et al. proposed a novel method (QDFT) for the quantitative reconstruction of pipeline defects based on ultrasonic guided SH-waves. This method started from the boundary integral equation and the Fourier transform of wavenumber domain, and derived the defect shape function using the Born approximation. Finally, the unknown defect was reconstructed through the reference model.

In recent years, many scholars have made valuable exploration and research on the application of guided waves in the field of non-destructive testing, and identified their application value. However, due to the coupling of various modes in the guided wave scattering field, it is difficult to realize high accuracy and efficiency defect reconstruction using guided wave scattering theory.[1] In addition, due to the existing defect detection and reconstruction technologies need to cooperate with the signal processing system, the actual measurement is inevitably affected by environmental noise, which will also affect the accuracy of defect reconstruction results. Therefore, considering the application of deep learning algorithms in the field of image reconstruction, an novel quantitative defects reconstruction method using the integration of data-driven method with the guided wave scattering analysis is proposed, attempts to use deep leaning algorithm to reduce the inaccuracy of the theoretical modelling and eliminate the impact of noise pollution in the process of inspection.

Since Hinton [9] made a breakthrough in the field of machine learning in 2012, deep learning has been rapidly developed and widely applied in many fields, and has demonstrated strong capabilities. In the field of image reconstruction, deep learning algorithms have many applications. In order to solve the ill-posed problem in the computational tomography process, Jin et al. [10] combined the deep convolutional neural network with the traditional inverse problem solving method in X-ray tomography, the back projection algorithm (FBP). First use the back projection algorithm to process the
waves

sub-sampled sinogram to obtain a preliminary reconstructed image, and then input the reconstructed image into the convolutional neural network for post-processing, and output a high-quality reconstructed image. In order to solve the problem of multiple scattering in image reconstruction, Yu et al. [11] divided the scattering inversion process into two steps: first, a theoretical model was used to design a back propagation algorithm, and the algorithm was used to transform the data in the measurement domain into the image domain. Then, a deep convolutional neural network with U-net structure is designed as a scattering decoder to complete the reconstruction task of image domain data. The study found that this deep learning-based image reconstruction method has higher computational efficiency and reconstruction quality than other methods when dealing with multiple scattering problems. David et al. [12] studied the combination of FBP algorithm and PWLS iterative algorithm with convolutional neural network to reconstruct images. The study found that the local fusion between this algorithm can improve the balance between resolution and variance in the image reconstruction process, so it can improve the quality of the CT image; at the same time, two different types of image reconstruction methods are used for this study (In the field of image reconstruction, FBP is a typical algorithm for directly negating forward operators, and PWLS is a typical iterative negation algorithm) illustrates the universality of local fusion of these algorithms. If the reconstruction algorithm changes, by modifying the subsequent neural network structure and then retraining, the purpose of improving the quality of the reconstructed image can still be achieved. In the review article of Michael [13], a lot of research work using deep learning algorithms for scattering inversion is listed, and it is explained that in the field of image scattering inversion, due to the lack of sample data, the mainstream method of deep learning algorithm for scattering inversion is to combine the traditional reconstruction algorithm with the deep learning algorithm. First use traditional theoretical methods for pre-reconstruction, and then input the reconstruction results into the trained machine learning model for post-processing, and finally obtain high-quality reconstruction results.

For the ultrasonic guided wave defect reconstruction, which also belongs to the inverse scattering problem, referring to the application of deep learning algorithms, especially the convolutional neural network algorithm in the field of image reconstruction, this paper proposes a defect reconstruction method combining the existing theoretical model of guided wave defect reconstruction with deep learning algorithm. By means of data-driven and theoretical analysis, high accuracy and efficiency quantitative defects reconstruction is realized.

1 Theoretical analysis of defect reconstruction of ultrasonic guided waves
For the reconstruction problem of plate thinning as shown in Fig.1, the ultrasonic guided SH-wave can be excited on the right side of the plate, then the reflection coefficient can be calculated from the reflected wave signal, and then the inverse Fourier transform of the reflection coefficient in the wavenumber domain to the spatial domain can reconstruct the shape of the defect [6]. The main steps can be summarized as follows:

Starting from the wave equation in the plate and the corresponding boundary conditions, the displacement field distribution in the plate is derived. Assuming that the incident guided SH-wave in this problem is a simple mode propagating from right to left, the displacement field of the incident and reflected waves can be expressed as:

$$
\tilde{u}^{\text{inc}} = A_n^{\text{inc}} f_n(\beta_n x_2)e^{+i\xi_1 x_1} \quad \tilde{u}^{\text{ref}} = A_n^{\text{ref}} f_n(\beta_n x_2)e^{-i\xi_1 x_1}
$$

(1)

The reflection coefficient is defined as the ratio of the two coefficients:

$$
C_{\text{ref}} = \frac{A_n^{\text{ref}}}{A_n^{\text{inc}}}
$$

(2)

Then through the reciprocal theorem of dynamics [14], combined with the Green function $\tilde{u}(x,X)$, in the plate, the boundary integral equation can be established:

$$
\tilde{u}^{\text{ sca}}(x) = \int_X \left[ \tilde{u}^{\text{ tot}}(X) \tilde{T}(x,X) - \mu \frac{\partial \tilde{u}^{\text{ inc}}(X)}{\partial n} \tilde{T}(x,X) \right] ds(X)
$$

(3)

According to the defect boundary is a free boundary, $\mu \partial \tilde{u}^{\text{ tot}}/\partial n = 0$. Assuming that the unknown defect is a weak scattering source, the Born assumption is introduced and the total wave field $\tilde{u}^{\text{ tot}}(X)$ in equation (3) is replaced by the incident wave field $\tilde{u}^{\text{ inc}}(X)$, we obtain:

$$
\tilde{u}^{\text{ sca}}(x) \approx \int_X \tilde{u}^{\text{ inc}}(X) \mu \frac{\partial \tilde{u}(X,X)}{\partial n(X)} ds(X)
$$

(4)

Use Gauss theorem to convert the surface integral of the defect into the volume fraction of the void in the defect:

$$
\tilde{u}^{\text{ sca}}(x) \approx \int_V \left[ -k^2 \tilde{u}^{\text{ inc}}(X) \mu \tilde{T}(x,X) + \mu \frac{\partial \tilde{u}(X,X)}{\partial x_i} \frac{\partial \tilde{u}^{\text{ inc}}(X)}{\partial x_i} \right] dV(X)
$$

(5)

Substituting the Green function formula (see reference [6] for the specific derivation process), the reflected wave at the far field can be obtained:

$$
\tilde{u}^{\text{ref}}(x) = \frac{i}{2\mu A_n^{\text{inc}}} \int_V \left\{ \frac{k^2 \cos(2 \beta_n x_2)}{\xi_n} e^{2i \xi_1 x_1} dV(X) \times \cos(\beta_n x_2) e^{-i\xi_1 x_1} \right\}
$$
Comparing equation (1) and equation (6), it can be found that the integral term in equation (6) corresponds to the reflection coefficient, and the volume fraction is expressed as a double integral, then we obtain:

\[
C^{\text{ref}} = \frac{A^{\text{ref}}}{A_{\infty}} = \frac{i \xi_n \kappa^2}{2b} \int_{-\infty}^{+\infty} d(X_1) e^{2i\xi_1 X_1} dX_1
\]

(7)

Where \(C^{\text{ref}}\) is the reflection coefficient and \(d(X_1)\) is the shape function of the defect. From this formula, it can be seen that \(C^{\text{ref}}\) and \(d(X_1)\) form a pair of Fourier transform pairs, and the defect can be reconstructed by inverse Fourier transform of \(C^{\text{ref}}\).

To derive formula (7), some approximate methods are used. For example, it has been mentioned that the thinning defect is assumed to be a weak scattering source \((d \ll b)\), and then Born approximation is introduced to approximate the total field near the defect to the incident field; When calculating the Green function in the bounded plate, the incident term of the Green function at the far field is also approximately 0. These approximation methods can help simplify the theoretical model of defect reconstruction and improve the efficiency of reconstruction, but it is also inevitable to introduce model errors for the results of reconstruction and reduce the accuracy of reconstruction. Therefore, this paper proposes a new method of quantitative reconstruction of guided wave defects that combines the wavenumber spatial domain transform(WNST) and the convolutional neural network in deep learning. The neural network trained with the sample data realizes the quantitative reconstruction of defects, which not only eliminates the effects of model errors and environmental noise, but also improves the accuracy of quantitative reconstruction of defects.

2 Integration of theoretical analysis and data-driven methods

In order to reduce the inaccuracy of the theoretical modelling and eliminate the impact of noise pollution in the process of inspection, we consider introducing data-driven method to improve the accuracy of guided wave defect reconstruction. In this paper, we integrate the wavenumber spatial transformation(WNST) mentioned above with convolutional neural network(CNN) in the manner of local fusion. The neural network trained with the sample data can be applied to quantitatively assess and characterize defect profiles in structures.

2.1 Convolutional neural network

The convolutional neural network in deep learning is a deep feedforward neural network with characteristics such as weight sharing and sparse connectivity [15]. For some problem, convolutional neural networks have their unique advantages compared to traditional fully connected neural networks. For example, when processing high-dimensional data such as image signals, there are fewer training parameters for convolutional neural networks, which can improve training efficiency and make it easier to avoid overfitting [16]. In addition, objects in two-dimensional images or one-dimensional
signals often have the feature of local invariance [17], which appears as scale scaling, translation, rotation and other operations that would not affect the semantic information of the object. In such problems, convolutional neural networks are easier to extract these local invariant features than fully connected feedforward neural networks.

Compared with the Backpropagation neural network, convolutional neural network contains three types of neuron connection layers: convolution layer, pooling layer and fully connected layer [18-20], as shown in Fig. 2. The main function of the convolutional layer is to perform feature extraction, and to extract the underlying features that are invariant in the image or one-dimensional signal by training the convolution kernel. As the object studied in this paper is a one-dimensional defect shape signal, the convolution kernel in the constructed convolutional neural network is also a one-dimensional numerical sequence. The main function of the pooling layer is to realize the dimensionality reduction operation of the signal while retaining the characteristic information in the signal, thereby reducing the complexity of the network and improving the calculation efficiency. The fully connected layers in convolutional neural networks are mainly distributed in the second half of the network and are often used as the output layer of the network. By controlling the structure of the output layer, the functions of the entire neural network can be changed.

![Fig. 2 Typical convolutional neural network structure diagram.](image)

The neural network constructed in this paper sets the output layer to a multi-dimensional neuron structure that can output continuous values, so as to realize the function of outputting one-dimensional defect shape signals. After completing the construction of the above neural network, give an initial value to the weight parameters in the network, and the network can realize the computing function. The training process of the network is to update the weight parameters in the network through iterative operations, so that the network can achieve a certain function. In this paper, the mean square error (MSE) is used as the performance function to evaluate the quality of the reconstruction defects calculated by the neural network. The training process is to obtain the minimum performance function value by adjusting the weight parameter value. The layered structure of the neural network determines that it has the advantage of facilitating adjustment of parameters in the network. The chain rule is used to derive inward layer by layer, and then optimize each parameter [21]. There are also various optimization
algorithms in the network training process, such as stochastic gradient descent, conjugate gradient descent, Newton method, etc. [22]. In this paper, using Tensorflow[23] deep learning framework to develop a suitable neural network architecture for quantitative reconstruction of defects.

In summary, the reasons for choosing the convolutional neural network for this research are as follows: 1. The research object is a plate thinning defect with multiple geometric shapes. Using the convolutional neural network can better extract the invariant features in these geometric shapes; 2. For processing high-dimensional defect signals, the computational efficiency of convolutional neural networks is high; 3. Research on convolutional neural network algorithms is relatively mature, and a variety of network structures, performance functions, and optimization algorithms are available. It is helpful for the research of defect reconstruction methods based on deep learning.

2.2 Data-driven-assisted defect reconstruction method(WNSTConvNet)

The physical process of using ultrasonic to detect defects is: in the process of sound waves propagating along the medium, scattering will occur when encountering defects, resulting in transmission wave field or reflection wave field. By using the defect information contained in the transmitted or reflected waves, defect detection or reconstruction can be achieved. Therefore, guided wave defect reconstruction can be attributed to a scattering problem. For the scattering problem, it can be simply expressed by the following formula:

\[ y = Tx + \xi \]  \hspace{1cm} (8)

Where \( x \) represents the scattering source, in this paper, it represents the thinning defect in the board; \( y \) represents the scattering field signal; \( T \) is an operator, and the properties of the operator \( T \) depend on the specific scattering problem; \( \xi \) is the error. The task of scattering inversion is to calculate \( x \) based on \( y \). The traditional main ways to solve this problem are divided into two types. The first way is to solve directly, that is, to construct the inverse problem model directly. The wavenumber spatial transformation method mentioned above belongs to this way. The expression of such methods is:

\[ x = \hat{T}^{-1}y \]  \hspace{1cm} (9)

Where \( \hat{T}^{-1} \) is the theoretical reconstruction model. The advantage of this method is that for the reconstruction of defects in simple structures, the calculation of the scattering inversion can be completed in a short time; The disadvantage is that because scattering inversion is an ill-posed problem, it is difficult to calculate accurate results. In particular, when the scattering problem becomes complex, it will be extremely difficult to construct the reconstructed model, and the reconstruction accuracy will be further affected.

The second type of traditional method for solving the scattering inversion problem is an iterative-based method, such as the QDFT [9], which is expressed as:
\[ O[y] = \arg \min_x f(T[x], y) \]  \hfill (10)

The function \( f \) in the formula is used to characterize the error between \( T[x] \) and \( y \). The advantage of the iterative-based method is that it can obtain accurate results; the disadvantage is that the iterative process requires a lot of calculations, and the time cost is higher.

The third method to solve the inverse scattering problem is the approach based on machine learning, that is, an inverse problem model is constructed through sample training, which can be expressed as:

\[ L = \arg \min_\theta \sum_{n=1}^{N} f(x_n, L_\theta(y_n)) + g(\theta) \]  \hfill (11)

Where \( x_n \) and \( y_n \) represent a pair of training samples, the combination is expressed as (\( x_n, y_n \)); \( N \) represents a total of \( N \) pairs of training samples; \( L_\theta \) is the neural network built for inversion calculations, \( \theta \) is the parameter in the neural network, and it is the iterative update object during the training process; \( f \) is the error function, used to characterize the difference between samples \( x_n \) and \( L_\theta(y_n) \); \( g \) is a regularization term, which limits the value of parameter \( \theta \) to reduce the complexity of the trained model \( L_\theta \) and prevent over fitting. The advantage of using machine learning to solve the scattering inversion problem is that after training is completed, it can achieve high reconstruction accuracy and very fast calculation speed; The disadvantage is that the sample data used in the training network is difficult to obtain and the training process is also complex.

In this paper, in order to make full use of the existing defect reconstruction theory, the theoretical model (WNST) and the machine learning methods are integrated in the manner of local fusion to solve the ultrasonic guided wave defect reconstruction problem. This novel method is named WNSTConvNet. The new method is expressed as follows:

\[ L = \arg \min_\theta \sum_{n=1}^{N} f(x_n, L_\theta(\hat{T}^{-1}y_n)) + g(\theta) \]  \hfill (12)

It can be seen from eq.(12) that in the new method proposed in this paper, the training sample pair is \( (x_n, \hat{T}^{-1}y_n) \), where \( x_n \) is the exact defect and \( \hat{T}^{-1} \) is the theoretical construction model, \( \hat{T}^{-1}y_n \) represents the pre-reconstruction defect. Therefore, we use the reconstruction result of guided wave scattering theoretical model as the training samples of the machine learning model. In the study, the mean square error (MSE) is selected as the performance function \( f \) in the optimization process. The regularization term \( g(\theta) \) in equation (12) selects the L2 regularization function. The neural network architecture and training process designed in this paper are shown in Fig.3.
It can be seen from Fig.3 that the deep learning neural network processes one-dimensional signals, so a one-dimensional convolutional neural network is constructed. The training process of the neural network is: After the sensor data is processed by the wavenumber spatial domain transformation (WNST), the pre-reconstructed defects $\hat{T}_n^{-1}y_n$ are obtained and used as the input of the neural network. Then calculating the mean square error of the output of network with the exact defects $x_n$ to update the undetermined parameter $\theta$ in the network until the average mean square error value on the entire sample set tends to converge. When the training is completed, put a new defect signal $\hat{T}_n^{-1}y_n$ into the neural network, then we can obtain high-quality reconstructed defect.

In this network, ReLU [24] function is used for each convolutional layer. In order to solve the problem of gradient disappearance encountered during training, batch normalization is performed before the activation[25] to improve training efficiency; In order to solve the problem of overfitting, a Dropout layer is added at the end of the network [26] to discard some training parameters and improve the robustness of the network. At the same time, L2 regularization terms are added to limit the training parameters and improve the generalization performance of the network.

3 Experimental validation

In this paper, two sets of sample data are produced for training neural networks, then the trained neural networks are used for defect reconstruction testing.

3.1 Data preparation

First is a mixed defect datasets, which contains 1200 sets of randomly-sized isosceles triangle defects, rectangular defects, and stepped defects. Each set of sample contains two parts, one is the input sample $\hat{T}_n^{-1}y_n$, and the other is the reference defect $x_n$. Each part is a vector with the dimension of 100×1, and the value in the vector represents the depth of the defect. The input samples of the convolutional neural network are obtained through simulation. First, the reflection coefficient $C_{\text{ref}}$ corresponding to the exact defect is obtained by guided wave scattering theoretical analysis, and then the shape function $d(\hat{x}_1)$ of the defect is calculated through the wavenumber spatial transformation, which is
the required input sample. The reference defect $x_n$ is the actual defect. Among 1200 sets of sample data, 900 sets of samples are used for network training, 210 sets of samples are used for verification during the training process, and 90 sets of samples are used for the test after the training is completed.

Then is the noisy datasets. On the basis of the first training sample set, the signal strength is characterized by calculating the effective power of the input sample, and then according to the effective power, the full-band Gaussian white noise with a signal-to-noise ratio of $15\text{dB}$ is added to simulate the actual detection system affected by environmental noise. There are a total of 400 noisy rectangular defects in this sample set.

### 3.2 Experimental results

After the neural network training is completed, numerical examples including basic defect profiles, the stepped defect, a mixed-type defect pattern and a defect with the noisy fringe have been examined. In order to quantify the difference between the reconstructed defect and the real defect, that is, the quality of the reconstructed defect, the signal-to-noise ratio(SNR) [27] is defined:

$$
SNR(x, \hat{x}) \triangleq \max_{a \in R} \left\{ 10\log_{10}(\frac{|x|^2}{||x-a\hat{x}||^2}) \right\}
$$

(13)

Where $x$ is the real defect, and $\hat{x}$ is the reconstructed defect. A higher SNR value corresponds to a better reconstruction. Note that the vector $x$ or $\hat{x}$ used to characterize the defect shape in this study is actually the spatial distribution of the defect shape in the entire detection range, including the defect area and the defect-free area. The purpose of this design is to not only study the quality of reconstruction defects in the defect area, but also study the noise and error in the non-defect area of the reconstruction result.

### 3.2.1 Mixed defect datasets

Using the convolutional neural network trained with the mixed defect datasets to reconstruct the triangle defects, rectangular defects and stepped defects. The testing results for the above three types of defects are shown in Fig.4, and the SNR values calculated during the testing are shown in Table 1. From the chart we can see that the WNSTConvnet method has great defect reconstruction ability. Especially for rectangular defects and stepped defects, the SNR value reached about $28\text{dB}$. The average SNR value of the reconstruction results of the entire testing datasets is $23.95\text{dB}$, which is nearly $200\%$ higher than the reconstruction accuracy of the WNST method.

![Fig.4](image-url)  
Reconstruct triangle defect (a), rectangular defect (b) and stepped defect (c) using neural networks
Trained on mixed defect datasets.

Table 1 Comparison of SNR (dB) values of reconstruction results of the two methods

| Reconstruction Methods | Triangle defects | Rectangular defects | Step defects | Average accuracy |
|------------------------|------------------|---------------------|--------------|------------------|
| WNST                   | 9.25             | 8.13                | 7.88         | 8.20             |
| WNSTConvNet            | 20.29            | 28.40               | 28.03        | 23.95            |

3.2.2 Noise contained datasets

In order to verify that the convolutional neural network in this study has the function of adaptive noise removal, a rectangular defect sample set containing noise is designed. By adding Gaussian white noise to the pre-reconstruction defect to simulate the random environmental noise in the actual detection process, and then input the noisy pre-reconstruction defect into the constructed convolutional neural network to remove the environmental noise. The neural network's processing results of noisy defect is shown in Fig 5, and the average SNR value on the entire test set is shown in Table 2. According to the chart, it can be seen that the convolutional neural network after training can effectively remove the 15dB noise contained in the pre-reconstruction defect. Comparing the two methods, the accuracy of the WNST is only 6.62dB, indicating that the addition of noise leads to a lower accuracy of defect reconstruction, while the result of the WNSTConvNet defect reconstruction method has an accuracy of 23.56dB, indicating that this neural network has better robustness.

![Fig.5 Reconstruction results of rectangular defects with gaussian white noise.](image)

Table 2 SNR(dB) values of reconstruction results of rectangular defects with gaussian white noise

| Reconstruction Methods | Average accuracy |
|------------------------|------------------|
| WNST                   | 6.62             |
| WNSTConvNet            | 23.56            |
4 Discussion
Experimental results prove the effectiveness and robustness of the WNSTConvNet defect reconstruction method. Compared with the WNST method based on the guided wave scattering theory, WNSTConvNet which integrating data-driven model with the theoretical analysis has greater performance in the detailed processing of defect reconstruction, and the reconstructed result is closer to the real defect shape. This is of great significance to the field of high-precision defect detection in engineering. At the same time, the great robustness of the WNSTConvNet is reflected in the effective removal of samples mixed with noise in the defect reconstruction system. On the one hand, it can further improve the quality of reconstructed defects. On the other hand, removing the noise in the defect-free area is of great significance to accurately locate the defect. When using the WNSTConvNet to reconstruct defects, after the network training is completed, the time to perform a reconstruction operation is less than 1 second, which has a high reconstruction efficiency.

The drawback of the defect reconstruction method based on supervised learning is that the used network architecture can only work on information that is provided in the initial guess and the information that is extracted from the training data. For example, the neural network trained using the triangular datasets has a poor effect when reconstructing rectangular defects. According to the first experimental result, one of the solutions to this problem in practical applications is to train the neural network with datasets of a variety of typical geometrical information. In addition, you can add a classifier before the reconstruction model, and then input different types of pre-reconstruction defects into the corresponding convolutional neural network for computational reconstruction. Another shortcoming of using neural networks to reconstruct defects is the need to prepare a large amount of training data. At present, the amount of relevant training data in engineering is small and the cost of obtaining data through experiments is high. Using computer simulation to obtain data to train a neural network and then use the trained network in practice is a feasible method to solve data problems.

Data-driven-assisted defect reconstruction method proposed in this paper does not specify the type of integrated theoretical model and the machine learning model. Wavenumber spatial transformation(WNST) and convolutional neural network are selected as subjects of study in this paper to prove the effect of this method.

5 Conclusion
This paper proposes a novel data-driven-assisted ultrasonic guided wave defect quantitative reconstruction method (WNSTConvNet), which integrates the wavenumber spatial transformation method(WNST) with a convolutional neural network in a local fusion manner. The neural network architecture is a one-dimensional convolutional neural network. The L2 regularization term and the Dropout layer are added to prevent overfitting during training, and batch normalization is performed in each convolutional layer to prevent the vanishing gradient.

Through experiments, the reconstruction results of WNSTConvNet are compared with those of the wavenumber spatial transformation method, which verifies that the
WNSTConvNet method is effective and has higher reconstruction accuracy and stability. The neural network trained with mixed datasets has a reconstruction accuracy of 20dB for the three types of defects, which shows that the algorithm has good generalization performance. Especially, for the reconstruction of rectangular defects and stepped defects, the results by the proposed method is nearly 200% more accurate than the solution by the WNST method. In addition, considering the combined defect with noisy fringe, WNSTConvNet method can achieve the purpose of removing noise, which shows that this method has good robustness.

This method has a high calculation speed when reconstructing defects. For the SH-waves reconstruction problem of plate thinning defects studied in this paper, the defect reconstruction calculation can be completed within 1 second. So it’s a high-precision and high-efficiency defect quantitative reconstruction method compared with the analytical method and provides a valuable insight into the development of artificial intelligence-assisted inspection systems with high accuracy and efficiency in the field of non-destructive testing.

The drawbacks of this method: The quality of reconstruction results depend on the information from training data and the initial results. If the researched problem exceeds the applicable scope of the trained network, it is necessary to reacquire sample data and train a new network in a targeted manner. In addition, deep learning algorithms have high requirements for the quality and quantity of training data, but in actual engineering applications, it is difficult to obtain a large amount of effective data. In response to these problems, the follow-up work will do further research on improving the universality of the WNSTConvNet method in application and solving data problems.
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