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Figure 1. Applications of the proposed method. Given a single portrait image (a) as input, our method produces a portrait neural radiance field that facilitates photorealistic face editing tasks such as (b) novel view synthesis and (c) field-of-view (FOV) manipulation, where the left and right are rendered with wider and narrower camera FOVs, respectively.

Abstract

We present a method for estimating Neural Radiance Fields (NeRF) from a single headshot portrait. While NeRF has demonstrated high-quality view synthesis, it requires multiple images of static scenes and thus impractical for casual captures and moving subjects. In this work, we propose to pretrain the weights of a multilayer perceptron (MLP), which implicitly models the volumetric density and colors, with a meta-learning framework using a light stage portrait dataset. To improve the generalization to unseen faces, we train the MLP in the canonical coordinate space approximated by 3D face morphable models. We quantitatively evaluate the method using controlled captures and demonstrate the generalization to real portrait images, showing favorable results against state-of-the-arts.

1. Introduction

Portrait view synthesis enables various post-capture edits and computer vision applications, such as pose manipulation [9], selfie perspective distortion (foreshortening) correction [68, 14, 39], improving face recognition accuracy by view normalization [69], and greatly enhancing the 3D viewing experiences. Compared to 3D reconstruction and view synthesis for generic scenes, portrait view synthesis requires a higher quality result to avoid the uncanny valley, as human eyes are more sensitive to artifacts on faces or inaccuracy of facial appearances.

To achieve high-quality view synthesis, the filmmaking production industry densely samples lighting conditions and camera poses synchronously around a subject using a light stage [10]. The process, however, requires an expensive hardware setup and is unsuitable for casual users. Reconstructing the facial geometry from a single capture requires face mesh templates [6] or a 3D morphable model [4, 7, 5, 29]. While the quality of these 3D model-based methods has been improved dramatically via deep networks [16, 62], a common limitation is that the model only covers the center of the face and excludes the upper head, hairs, and torso, due to their high variability. These excluded regions, however, are critical for natural portrait view synthesis.

Recently, neural implicit representations emerge as a promising way to model the appearance and geometry of 3D scenes and objects [50, 38, 32]. For example, Neural Radiance Fields (NeRF) demonstrates high-quality view synthesis by implicitly modeling the volumetric density and color using the weights of a multilayer perceptron (MLP). However, training the MLP requires capturing images of static subjects from multiple viewpoints (in the order of 10-100 images) [38, 35]. It is thus impractical for portrait view synthesis because a slight subject movement or inaccurate camera pose estimation degrades the reconstruction quality.

In this paper, we propose to train an MLP for modeling the radiance field using a single headshot portrait illustrated in Figure 1. Unlike NeRF [38], training the MLP with a sin-
single image from scratch is fundamentally ill-posed, because there are infinite solutions where the renderings match the input image. Our key idea is to pretrain the MLP and fine-tune it using the available input image to adapt the model to an unseen subject’s appearance and shape.

To pretrain the MLP, we use densely sampled portrait images in a light stage capture. However, using a naïve pre-training process that optimizes the reconstruction error between the synthesized views (using the MLP) and the rendering (using the light stage data) over the subjects in the dataset performs poorly for unseen subjects due to the diverse appearance and shape variations among humans. We address the challenges in two novel ways. First, we leverage gradient-based meta-learning techniques [12] to train the MLP in a way so that it can quickly adapt to an unseen subject. Second, we propose to train the MLP in a canonical coordinate by exploiting domain-specific knowledge about the face shape. Our experiments show favorable quantitative results against the state-of-the-art 3D face reconstruction and synthesis algorithms on the dataset of controlled captures. We further show that our method performs well for real input images captured in the wild and demonstrate foreshortening distortion correction as an application.

In this work, we make the following contributions:

• We present a single-image view synthesis algorithm for portrait photos by leveraging meta-learning. Our method produces a full reconstruction, covering not only the facial area but also the upper head, hairs, torso, and accessories such as eyeglasses.

• We propose an algorithm to pretrain NeRF in a canonical face space using a rigid transform from the world coordinate. We show that compensating the shape variations among the training data substantially improves the model generalization to unseen subjects.

• We provide a multi-view portrait dataset consisting of controlled captures in a light stage. Our data provide a way of quantitatively evaluating portrait view synthesis algorithms.

2. Related Work

View synthesis with neural implicit representations. Our method builds on recent work of neural implicit representations [50, 38, 33, 65, 3, 35, 61] for view synthesis. NeRF [38] represents the scene as a mapping $\mathcal{F}$ from the world coordinate and viewing direction to the color and occupancy using a compact MLP. Given a camera pose, one can synthesize the corresponding view by aggregating the radiance over the light ray cast from the camera pose using standard volume rendering. The MLP is trained by minimizing the reconstruction loss between synthesized views and the corresponding ground truth input images. Existing methods require tens to hundreds of photos to train a scene-specific NeRF network. In contrast, our method requires only one single image as input. We finetune the pretrained weights learned from light stage training data [10, 36] for unseen inputs. Compared to the unstructured light field [37, 13, 46, 43], volumetric rendering [34], and image-based rendering [20, 19], our single-image method does not require estimating camera pose [47]. In our experiments, the pose estimation is challenging at the complex structures and view-dependent properties, like hairs and subtle movement of the subjects between captures. Similarly to the neural volume method [34], our method improves the rendering quality by sampling the warped coordinate from the world coordinates.

Existing single-image view synthesis methods model the scene with point cloud [41, 58], multi-plane image [56, 22], or layered depth image [48, 27]. Our method focuses on headshot portraits and uses an implicit function as the neural representation. We demonstrate foreshortening correction as applications [68, 14, 39]. Instead of training the warping effect between a set of pre-defined focal lengths [68, 39], our method achieves the perspective effect at arbitrary camera distances and focal lengths.

Face pose manipulation. Conditioned on the input portrait, generative methods learn a face-specific Generative Adversarial Network (GAN) [18, 24, 25] to synthesize the target face pose driven by exemplar images [60, 44, 42, 54, 26, 64], rig-like control over face attributes via face model [52, 15, 17, 28], or learned latent code [11, 1]. While the outputs are photorealistic, these approaches have common artifacts that the generated images often exhibit inconsistent facial features, identity, hairs, and geometries across the results and the input image. As a strength, we preserve the texture and geometry information of the subject across camera poses by using the 3D neural representation invariant to camera poses [53, 40] and taking advantage of pose-supervised training [63].

3D face modeling. Reconstructing face geometry and texture enables view synthesis using graphics rendering pipelines. Existing single-image methods use the symmetric cues [59], morphable model [4, 7, 5, 29], mesh template deformation [6], and regression with deep networks [23]. However, these model-based methods only reconstruct the regions where the model is defined, and therefore do not handle hairs and torsos, or require a separate explicit hair modeling as post-processing [62, 21, 30]. Our method takes the benefits from both face-specific modeling and view synthesis on generic scenes. To leverage the domain-specific knowledge about faces, we train on a portrait dataset and propose the canonical face coordinates using the 3D face proxy derived by a morphable model. To model the portrait subject, instead of using face meshes consisting only the facial landmarks, we use the finetuned NeRF at the test time to include hairs and torsos.
3. Algorithm

Figure 2 illustrates the overview of our method, which consists of the pretraining and testing stages. In the pretraining stage, we train a coordinate-based MLP (same in NeRF) \( f_\theta \) on diverse subjects captured from the light stage and obtain the pretrained model parameter optimized for generalization, denoted as \( \theta_p^* \) (Section 3.2). The high diversities among the real-world subjects in identities, facial expressions, and face geometries are challenging for training. We address the variation by normalizing the world coordinate to the canonical face coordinate using a rigid transform and train a shape-invariant model representation (Section 3.3). At the test time, we initialize the NeRF with the pretrained model parameter \( \theta_p^* \) and then finetune it on the frontal view for the input subject \( s \). We use the finetuned model parameter (denoted by \( \theta_q^s \)) for view synthesis (Section 3.4).

3.1. Training data

Our training data consists of light stage captures over multiple subjects. Each subject is lit uniformly under controlled lighting conditions. We process the raw data to reconstruct the depth, 3D mesh, UV texture map, photometric normals, UV glossy map, and visibility map for the subject [67, 36]. For each subject, we render a sequence of 5-by-5 training views by uniformly sampling the camera locations over a solid angle centered at the subject’s face at a fixed distance between the camera and subject. We span the solid angle by 25° field-of-view vertically and 15° horizontally. We set the camera viewing directions to look straight to the subject. Figure 3 and supplemental materials show examples of 3-by-3 training views. The center view corresponds to the front view expected at the test time, referred to as the support set \( D_s \), and the remaining views are the target for view synthesis, referred to as the query set \( D_q \). We refer to the process training a NeRF model parameter for subject \( m \) from the support set as a task, denoted by \( T_m \).

3.2. Pretraing NeRF

Our goal is to pretrain a NeRF model parameter \( \theta_p^* \) that can easily adapt to capturing the appearance and geometry of an unseen subject. We loop through \( K \) subjects in the dataset, indexed by \( m = \{0, ..., K - 1\} \), and denote the model parameter pretrained on the subject \( m \) as \( \theta_{p,m} \). We sequentially train on subjects in the dataset and update the pretrained model as \( \{\theta_{p,0}, \theta_{p,1}, ..., \theta_{p,K-1}\} \), where the last parameter is outputted as the final pretrained model, i.e., \( \theta_q^* = \theta_{p,K-1} \). For each task \( T_m \), we train the model on \( D_s \) and \( D_q \) alternatively in an inner loop, as illustrated in Figure 3. Since \( D_q \) is available at the test time, we only need to propagate the gradients learned from \( D_q \) to the pretrained model \( \theta_p^* \), which transfers the common representations un-
seen from the front view $D_s$ alone, such as the priors on head geometry and occlusion.

**Pretraining on $D_s$.** For the subject $m$ in the training data, we initialize the model parameter from the pretrained parameter learned in the previous subject $\theta_{p,m-1}$, and set $\theta_{p,-1}$ to random weights for the first subject in the training loop. We train a model $\theta^*_m$ optimized for the front view of subject $m$ using the $L_2$ loss between the front view predicted by $f_{\theta_m}$ and $D_s$, denoted as $\mathcal{L}_{D_s}(f_{\theta_m})$. The optimization iteratively updates the $\theta^*_m$ for $N_s$ iterations as the following:

$$
\theta^{t+1}_m = \theta^t_m - \alpha \nabla_{\theta} \mathcal{L}_{D_s}(f_{\theta^t_m}),
$$

where $\theta^0_m = \theta_{p,m-1}$, $\theta^*_m = \theta_{N_s}^m$, and $\alpha$ is the learning rate.

**Pretraining on $D_q$.** We proceed the update using the loss between the prediction from the known camera pose and the query dataset $D_q$. Since $D_q$ is unseen during the test time, we feedback the gradients to the pretrained parameter $\theta_{p,m}$ to improve generalization. The update is iterated $N_q$ times as described in the following:

$$
\theta^{t+1}_p = \theta^t_p - \beta \nabla_{\theta} \mathcal{L}_{D_q}(f_{\theta^t_p}),
$$

$$
\theta^{t+1}_{p,m} = \theta^t_{p,m} - \beta \nabla_{\theta} \mathcal{L}_{D_q}(f_{\theta^t_{p,m}}),
$$

where $\theta^0_p = \theta^*_m$ learned from $D_s$ in (1), $\theta^0_{p,m} = \theta_{p,m-1}$ from the pretrained model on the previous subject, and $\beta$ is the learning rate for the pretraining on $D_q$. After $N_q$ iterations, we update the pretrained parameter by the following:

$$
\theta_{p,m} = \theta_{N_q}^{m-1}
$$

Note that (3) does not affect the update of the current subject $m$, i.e., (2), but the gradients are carried over to the subjects in the subsequent iterations through the pretrained model parameter update in (4). The training is terminated after visiting the entire dataset over $K$ subjects. The pseudo code of the algorithm is described in the supplemental material.

**Discussion.** We assume that the order of applying the gradients learned from $D_q$ and $D_s$ are interchangeable, similarly to the first-order approximation in MAML algorithm [12]. We transfer the gradients from $D_q$ independently of $D_s$. For better generalization, the gradients of $D_s$ will be adapted from the input subject at the test time by finetuning, instead of transferred from the training data. In our experiments, applying the meta-learning algorithm designed for image classification [55] performs poorly for view synthesis. This is because each update in view synthesis requires gradients gathered from millions of samples across the scene coordinates and viewing directions, which do not fit into a single batch in modern GPU. Our method takes a lot more steps in a single meta-training task for better convergence.

### 3.3. Canonical face space

To address the face shape variations in the training dataset and real-world inputs, we normalize the world coordinate to the canonical space using a rigid transform and apply $f_\theta$ on the warped coordinate. Specifically, for each subject $m$ in the training data, we compute an approximate facial geometry $F_m$ from the frontal image using a 3D morphable model and image-based landmark fitting [7]. We average all the facial geometries in the dataset to obtain the mean geometry $\overline{F}$. During the training, we use the vertex correspondences between $F_m$ and $\overline{F}$ to optimize a rigid transform by the SVD decomposition (details in the supplemental documents). The transform is used to map a point $x$ in the subject’s world coordinate to $x'$ in the face canonical space: $x' = s_m R_m x + t_m$, where $s_m, R_m$, and $t_m$ are the optimized scale, rotation, and translation.

During the prediction, we first warp the input coordi-
Figure 5. **View synthesis from a single front view.** Our method finetunes the pretrained model on (a), and synthesizes the new views using the controlled camera poses (c-g) relative to (a). The results in (c-g) look realistic and natural. To validate the face geometry learned in the finetuned model, we render the (g) disparity map for the front view (a). The videos are accompanied in the supplementary materials.

Figure 6. **Comparisons to the ground truth.** Our results faithfully preserve the details like skin textures, personal identity, and facial expressions from the input.

3.4. Finetuning and rendering

At the test time, only a single frontal view of the subject $s$ is available. We first compute the rigid transform described in Section 3.3 to map between the world and canonical coordinate. Then, we finetune the pretrained model parameter $\theta^*_p$ by repeating the iteration in (1) for the input subject and outputs the optimized model parameter $\theta^*_p$. To render novel views, we sample the camera ray in the 3D space, warp to the canonical space, and feed to $f_{\theta^*_p}$ to retrieve the radiance and occlusion for volume rendering.

4. Experimental Results

Our dataset consists of 70 different individuals with diverse gender, races, ages, skin colors, hairstyles, accessories, and costumes. For each subject, we capture 2-10 different expressions, poses, and accessories on a light stage under fixed lighting conditions. We include challenging cases where subjects wear glasses, are partially occluded on faces, and show extreme facial expressions and curly

\[
(s_m, R_m, t_m)
\]

We then feed the warped coordinate to the MLP network $f_0$ to retrieve color and occlusion (Figure 4). The warp makes our method robust to the variation in face geometry and pose in the training and testing inputs, as shown in Table 3 and Figure 10. In our method, the 3D model is used to obtain the rigid transform $(s_m, R_m, t_m)$. We do not require the mesh details and priors as in other model-based face view synthesis [62, 7].
Jackson et al. [23] Xu et al. [62] Our method Ground truth Jackson et al. [23] Xu et al. [62] Our method Ground truth

Figure 7. **Comparison to the state-of-the-art portrait view synthesis on the light stage dataset.** In each row, we show the input frontal view and two synthesized views using [23, 62] and our method. The method by Jackson et al. [23] recovers the geometry only in the center of the face. The deep 3D portrait [62] is capable of reconstructing the full head (including hair and ear), but fails to preserve eye gaze, expression, face shape, identity, and hairstyle when comparing to the ground truth. Our method produces photorealistic results closest to the ground truth, as shown in the numerical evaluations in Table 1.

Figure 5 shows our results on the diverse subjects taken in the wild. The subjects cover different genders, skin colors, races, hairstyles, and accessories. We stress-test the challenging cases like the glasses (the top two rows) and curly hairs (the third row). Our results look realistic, preserve the facial expressions, geometry, identity from the input, handle well on the occluded area, and successfully synthesize the clothes and hairs for the subject. Our method generalizes well due to the finetuning and canonical face coordinate, closing the gap between the unseen subjects and the pretrained model weights learned from the light stage dataset. When the face pose in the inputs are slightly rotated away from the frontal view, e.g., the bottom three rows of Figure 5, our method still works well. In the supplemental video, we hover the camera in the spiral path to demonstrate the 3D effect. Our method preserves temporal coherence in challenging areas like hairs and occlusion, such as the nose and ears.

Figure 6 compares our results to the ground truth using the subject in the test hold-out set. Our method precisely controls the camera pose, and faithfully reconstructs the details from the subject, as shown in the insets.

|                  | PSNR ↑ | SSIM ↑ | LPIPS ↓ |
|------------------|--------|--------|---------|
| Jackson et al. [23] | 10.23  | 0.4356 | 0.485   |
| Xu et al. [62]    | 18.91  | 0.5609 | 0.276   |
| Our method        | 23.92  | 0.7688 | 0.161   |

Table 1. **View synthesis metrics.** We report the average PSNR, SSIM and LPIPS metrics against the existing methods over the testing set from our light stage dataset.

Comparisons. Figure 7 compares our method to the state-of-the-art face pose manipulation methods [62, 23] on six testing subjects held out from the training. The subjects cover various ages, gender, races, and skin colors. We obtain the results of Jackson et al. [23] using the official implementation\(^1\). The results from [62] were kindly provided by the authors. The work by Jackson et al. [23] only covers the face area. The learning-based head reconstruction method from Xu et al. [62] generates plausible results but fails to preserve the gaze direction, facial expressions, face shape, and the hairstyles (the bottom row) when comparing to the ground truth. Our method is visually similar to the ground truth, synthesizing the entire subject, including hair and body, and faithfully preserving the texture, lighting, and expressions. We report the quantitative evaluation using PSNR, SSIM, and LPIPS [66] against the ground truth in Table 1.

\(^1\)http://aaronsplace.co.uk/papers/jackson2017recon
Figure 8. **Perspective effect manipulation.** Given an input (a), we virtually move the camera closer (b) and further (c) to the subject, while adjusting the focal length to match the face size. We manipulate the perspective effects such as dolly zoom in the supplementary materials.

### Table 2. Ablation study on initialization methods.

| Initialization    | PSNR ↑ | SSIM ↑ | LPIPS ↓ |
|-------------------|--------|--------|---------|
| Random            | 14.99  | 0.5763 | 0.491   |
| Pretrain by (5)   | 22.87  | 0.7824 | 0.215   |
| Our method        | 23.70  | 0.8051 | 0.178   |

### Table 3. Ablation study on canonical face coordinate.

| Coordinate       | PSNR ↑ | SSIM ↑ | LPIPS ↓ |
|------------------|--------|--------|---------|
| World            | 24.80  | 0.8167 | 0.172   |
| Canonical (our method) | 24.98  | 0.8178 | 0.156   |

**Perspective manipulation.** Portraits taken by wide-angle cameras exhibit undesired foreshortening distortion due to the perspective projection [14, 68]. By virtually moving the camera closer or further from the subject and adjusting the focal length correspondingly to preserve the face area, we demonstrate perspective effect manipulation using portrait NeRF in Figure 8 and the supplemental video. When the camera sets a longer focal length, the nose looks smaller, and the portrait looks more natural. Since our training views are taken from a single camera distance, the vanilla NeRF rendering [38] requires inference on the world coordinates outside the training coordinates and leads to the artifacts when the camera is too far or too close, as shown in the supplemental materials. We address the artifacts by reparameterizing the NeRF coordinates to infer on the training coordinates.

Figure 9. **Ablation study on different weight initialization.** (a) Training the MLP from scratch using random weight initialization fails to converge and leads to poor results. (b) Pretraining using (5) suffers from blurry rendering and artifacts. (c) Our method produces the best quality compared to the ground truth (d).

Figure 10. **Ablation study on face canonical coordinates.** Our method using (c) canonical face coordinate shows better quality than using (b) world coordinate on chin and eyes.

Figure 11. **Ablation study on the number of input views during testing.** Our results improve when more views are available.

### 4.1. Ablation study

**Initialization.** Figure 9 compares the results finetuned from different initialization methods. Without any pretrained prior, the random initialization [38] in Figure 9(a) fails to learn the geometry from a single image and leads to poor view synthesis quality. Next, we pretrain the model parameter by minimizing the $L_2$ loss between the prediction and the training views across all the subjects in the dataset as
Table 5. Ablation study on number of input views.

| Number of input views | Random initialization | Pretrain with (5) | Our method |
|-----------------------|-----------------------|-------------------|------------|
|                       | PSNR ↑ SSIM ↑ LPIPS ↓ | PSNR ↑ SSIM ↑ LPIPS ↓ | PSNR ↑ SSIM ↑ LPIPS ↓ |
| 1                     | 17.34 0.6988 0.347    | 24.47 0.8109 0.175 | 24.98 0.8178 0.156 |
| 2                     | 23.21 0.7936 0.214    | 27.37 0.8445 0.130 | 27.70 0.8647 0.115 |
| 5                     | 31.12 0.8958 0.094    | 31.57 0.8826 0.107 | 32.45 0.9045 0.090 |

the following:

$$\theta^* = \arg\min_{\theta} \sum_m L_{D_s}(f_{\theta}) + L_{D_q}(f_{\theta}),$$

where $m$ indexes the subject in the dataset. Figure 9(b) shows that such a pretraining approach can also learn geometry prior from the dataset but shows artifacts in view synthesis. The synthesized face looks blurry and misses facial details. Our pretraining in Figure 9(c) outputs the best results against the ground truth. The quantitative evaluations are shown in Table 2.

Canonical face coordinate. Figure 10 and Table 3 compare the view synthesis using the face canonical coordinate (Section 3.3) to the world coordinate. Without warping to the canonical face coordinate, the results using the world coordinate in Figure 10(b) show artifacts on the eyes and chins. Our method outputs a more natural look on face in Figure 10(c), and performs better on quality metrics against ground truth across the testing subjects, as shown in Table 3.

Training task size. Our method does not require a large number of training tasks consisting of many subjects. In Table 4, we show that the validation performance saturates after visiting 59 training tasks. To balance the training size and visual quality, we use 27 subjects for the results shown in this paper. Compared to the majority of deep learning face synthesis works, e.g., [62], which require thousands of individuals as the training data, the capability to generalize portrait view synthesis from a smaller subject pool makes our method more practical to comply with the privacy requirement on personally identifiable information.

Input views in test time. Our method can incorporate multi-view inputs associated with known camera poses to improve the view synthesis quality. At the finetuning stage, we compute the reconstruction loss between each input view and the corresponding prediction. We show the evaluations on different number of input views against the ground truth in Figure 11 and comparisons to different initialization in Table 5. Compared to the vanilla NeRF using random initialization [38], our pretraining method is highly beneficial when very few (1 or 2) inputs are available. The margin decreases when the number of input views increases and is less significant when 5+ input views are available.

5. Conclusions

We presented a method for portrait view synthesis using a single headshot photo. Our method builds upon the recent advances of neural implicit representation and addresses the limitation of generalizing to an unseen subject when only one single image is available. Specifically, we leverage gradient-based meta-learning for pretraining a NeRF model so that it can quickly adapt using light stage captures as our meta-training dataset. We also address the shape variations among subjects by learning the NeRF model in canonical face space. We validate the design choices via ablation study and show that our method enables natural portrait view synthesis compared with state of the arts.

Limitations. As illustrated in Figure 12(a), our method cannot handle the subject background, which is diverse and difficult to collect on the light stage. Users can use off-the-shelf subject segmentation [57] to separate the foreground, inpaint the background [31], and composite the synthesized views to address the limitation. Our method requires the input subject to be roughly in frontal view and does not work well with the profile view, as shown in Figure 12(b). Extrapolating the camera pose to the unseen poses from the training data is challenging and leads to artifacts.

Future work. We are interested in generalizing our method to class-specific view synthesis, such as cars or human bodies. Extending NeRF to portrait video inputs and addressing temporal coherence are exciting future directions. Our work is a first step toward the goal that makes NeRF practical with casual captures on hand-held devices. Addressing the finetuning speed and leveraging the stereo cues in dual camera popular on modern phones can be beneficial to this goal.
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