Efficient Calculations of the Mode-Resolved \textit{ab-initio} Thermal Conductivity in Nanostructures
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First-principles calculations of thermal transport in homogeneous materials have reached remarkable predicting power. Modeling deterministically phonon transport in nanostructures, however, poses novel challenges; notably, it entails solving as many algebraic equations as the number of combinations of wave vectors in the discretized Brillouin and polarizations. We show that, within the relaxation time approximation of the Boltzmann transport equation (BTE), this issue is resolved by interpolating the phonon distributions in the vectorial phonon mean free paths (MFP) space. The coupling between structure and mode-resolved heat transport is investigated in terms of angular-resolved bulk thermal conductivity and phonon suppression function, the latter being associated primarily to the material’s geometry. Our method, termed the anisotropic MFP-BTE (aMFP-BTE), allows for fast and accurate thermal conductivity calculations in nanomaterials regardless of the number of phonon branches and wave vectors. Furthermore, it naturally blends with first-principles thermal transport calculations, therefore allowing for multiscale, parameter-free simulations. We apply the aMFP-BTE to compute the mode-resolved effective thermal conductivity of porous Si membranes, achieving up to 50x speed with respect to the case with no interpolation. The proposed approach unlocks the engineering of novel nanostructures, with applications to thermoelectrics and heat management.

\section{I. INTRODUCTION}

Tuning thermal transport via nanostructuring is beneficial to several applications, including thermal energy harvesting [1–3], heat management [4, 5] and routing [6, 7]. The key advantage of nanomaterials is the possibility of exploiting ballistic phonon effects, in contrast to macroscopic systems, where transport is mostly diffusive [8, 9]. Modeling this transport regime, however, is challenging because it entails solving, at the very least, the Boltzmann Transport Equation (BTE), a much more complicated model than the standard Fourier equation [10]. The steady-state, mode-resolved BTE, in fact, requires tracking phonons in both real and momentum space, and, when solved deterministically, amounts to inverting as many matrices as the number of phonon modes in our system [11], which can easily reach hundreds of thousands in realistic materials. To overcome this limitation, several approaches have been proposed; for example in the frequency-dependent BTE (FD-BTE), the BZ is made isotropic from a slice taken along a high-symmetry path, and then sampled in frequency space [12–14]. In a previous work, we develop a formalism, called the MFP-BTE, where the sampling is carried out in the MFP-space [15, 16]. Recently, a deterministic approach based on the self-adjoint version of the BTE has been proposed [17]. While these methods initially considered isotropic dispersions, they can be in principle extended to arbitrary anisotropic dispersions, and unravel the rich physics of the coupling between the crystal structure and nanoscale geometries, as captured by several Monte Carlo simulations [18–21]. Furthermore, these approaches, unlike single-MFP methods, have allowed for incorporating \textit{first-principle} data [22–24]. Building upon the MFP-BTE formalism, we propose a technique to solve efficiently the BTE over the whole BZ, basing on the fact that, in the relaxation-time-approximation (RTA), the nonequilibrium phonon populations are a smooth function of the their vectorial MFPs; we exploit this property by interpolating them onto a regular spherical grid, reducing dramatically computing times while not compromising on the accuracy. Crucially, our method computes heat transport in constant time with respect to the number of phonon branches and wave vectors, opening up the possibility of simulating complex unit-cell materials, such as Bi$_2$Te$_3$ and SnSe-based nanostructures. In deriving our approach, we also introduce the spherical and polar representations of the thermal conductivity and \textit{phonon suppression function}, both pivotal to unraveling the coupling between the geometry and the underlying material. As an example, we first apply our method to Si membrane with infinite thickness, obtaining a speed up of about 50x with respect to the case with no interpolation. A potential speed up of about 3 is found for a three-dimensional membrane, which is bound to increase for more complex materials. The proposed method in practice extends the MFP-BTE to anistropic materials, thus we call it the \textit{anisotropic MFP-BTE}, or aMFP-BTE. Taken together, we expect our approach to significantly expands the engineering space of materials for thermoelectrics and heat management applications, while keeping the computational effort amenable to most laptops.
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II. THE MODE-RESOLVED BOLTZMANN TRANSPORT EQUATION

In absence of perturbation, e.g., an applied temperature gradient, the phonon populations are in equilibrium with temperature $T_0$ and are given by the Bose-Einstein distribution

$$\bar{n}_p(q) = \frac{1}{e^{\frac{\hbar \omega_p q^2}{k_B T_0}} - 1},$$

(1)

where $p$ is the phonon branch and $q$ the wave vector. When a temperature gradient is applied, the phonon distributions depart from the equilibrium ones, $n_p(r, q) = \bar{n}_p(q) + \Delta n_p(r, q)$, and non-zero current develops. At the steady state, the deviational distributions are obtained by the linearized, time-independent BTE [10],

$$- \mathbf{v}_p(q) \cdot \nabla \Delta n_p(r, q) = = \sum_{p'} \int_{BZ} \frac{dq'}{\Omega_{BZ}} A_{pp'}(q, q') \Delta n_{p'}(r, q'),$$

(2)

where $A_{pp'}(q, q')$ is the scattering operator and $\mathbf{v}_p(q)$ is the group velocity. Equation 2 has six unknowns, three for space and three for momentum. The total number of branches is $N_p$. Let us assume that the BZ has been discretized uniformly into $N_s$ control volumes $\Delta q_k$: we can then discretize the momentum space by simply integrating both sides over $\Delta q_k$ and $\Delta q_{k'}$. Assuming that distributions and group velocities are constant within the control volume, Eq. 2 becomes

$$- \mathbf{v}_\mu \cdot \nabla \Delta n_\mu(r) = = \sum_{\mu'} A_{\mu\mu'}(r) \Delta n_{\mu'}(r),$$

(3)

where $\mu$ collectively indicates phonon branches and wave vectors. We conveniently choose to work in the temperature formulation of the BTE [15, 25]

$$- \mathbf{S}_\mu \cdot \nabla \Delta T_\mu = = \sum_{\nu} W_{\mu\nu} \Delta T_\nu,$$

(4)

where $\Delta T_\mu = \Delta n_\mu h \omega_\mu / C_\mu$ are the phonon pseudotemperatures (or simply “temperatures” hereafter), $W_{\mu\nu} = A_{\mu\nu} \omega_\mu C_{\nu} C_{\mu}^{-1} \omega_{\mu'}^{-1}$, and $\mathbf{S} = \mathbf{v}_\mu C_{\mu}$; the term $C_\mu = k_B (\eta \sinh \eta)^{-2}$ is the mode-resolved heat capacity, with $\eta = k_B h \omega_\mu / (2 k_B T_0)$. Within the temperature formulation, the heat flux is $\mathbf{J} = \sum_\mu C_\mu \Delta T_\mu \mathbf{v}_\mu$.

In this work, we employ the relaxation time approximation (RTA), which is accurate for many relevant materials, including silicon [26]. Within RTA, the scattering operator is $W_{\mu\nu} \approx C_{\nu} \tau_\nu^{-1} (\delta_{\mu\nu} \Delta T_\nu - \Delta T_L)$, where $\Delta T_L$ is a local pseudotemperature. This quantity is computed by setting $\nabla \cdot \mathbf{J} = 0$ in Eq. 4, leading to the scattering operator $W_{\mu\nu} = C_{\nu} / \tau_\nu (\delta_{\mu\nu} - a_{\nu})$, where $a_{\nu} = C_{\nu} / \tau_\nu \sum_k C_k / \tau_k^{-1}$. Equation 4 then simplifies to

$$\mathbf{F}_\mu \cdot \nabla \Delta T_\mu^{(n)} + \Delta T_\mu^{(n)} = = \sum_{\nu} a_{\nu} \Delta T_\nu^{(n-1)},$$

(5)

where $\mathbf{F}_\mu = \tau_\mu \mathbf{v}_\mu$ is the vectorial MFP. Equation 5 is solved iteratively, with $\Delta T_\nu^{(0)}$ given by the diffusive equation [15].

We consider periodic materials along both $x$- and $y$-axis, whereas heat flux is enforced by applying difference of temperature $\Delta T_{ext} = \Delta T_{L}^R - \Delta T_{L}^L$ along the $x$-axis. With $L$ being the distance between the right (R) and left (L) contact, the effective thermal conductivity is computed by

$$\kappa_{eff} = - \frac{L}{\Delta T_{ext} A_R} \int J \cdot \mathbf{n} dS,$$

(6)

where $A_R$ is the area of the right contact. Along the wall we apply the total diffuse scattering boundary condition, e.g. phonons outgoing from a pore are fixed to the boundary temperature [21]

$$T_B = \sum_\mu \Delta T_\mu \text{ReLu}(S_\mu \cdot \mathbf{n}) \left[ \sum_\nu \text{ReLu}(S_\nu \cdot \mathbf{n}) \right]^{-1},$$

(7)

where $\text{ReLu}(x)$ is

$$\text{ReLu}(x) = \begin{cases} x, & \text{if } x > 0 \\ 0, & \text{otherwise.} \end{cases}$$

(8)

It’s straightforward to show that Eq. 7 satisfies the condition $\sum_\mu \mathbf{J}_\mu \cdot \mathbf{n} = 0$. Equation 5 along with boundary conditions is the mode-resolved BTE under RTA (MR-BTE), and can be discretized using the finite-volume techniques, with $\tau_\mu$, $C_\mu$ and $\mathbf{v}_\mu$ obtained from first-principles calculations. In practice, however, solving directly Eq. 5 is challenging: It requires solving an algebraic equation as many times as all the combinations of phonon branch and phonon vectors ($N_p N_s$), which can easily lead to prohibitive computational load. To overcome this issue, we present the anisotropic MFP-BTE (aMFP-BTE), described in the next section.

III. THE ANISOTROPIC MFP-BTE

At each iteration, the mode-resolved RTA-BTE, encoded in Eq. 5, can be computed more efficiently if we exploit the fact that the temperatures are a smooth function in the vectorial MFPs, $\mathbf{F}_\mu$; in fact, we have equations of the form $f(\mathbf{F}, \mathbf{r}) = g(\mathbf{r}) - \mathbf{F} \cdot \nabla f(\mathbf{F}, \mathbf{r})$, with $g(\mathbf{r})$ being associated to the local temperature. We can, therefore, solve Eq 5 for vectorial MFPs located on a uniform grid and then retrieve $\Delta T_\mu$ by interpolation. We choose a spherical grid with nodes $\mathbf{F}_{mlk}$, where $m$, $l$ and $k$ label the magnitude ($\Lambda_m$), azimuthal ($\theta_l$) and polar angles ($\phi_k$), respectively. The polar and azimuthal angles span uniformly in linear scale, while the magnitudes spread on log scale.
The generic vectorial MFP is
\[ F_{mkl} = \Lambda_m \left[ \sin \phi_k \sin \theta \hat{x} + \cos \phi_k \sin \theta \hat{y} + \cos \theta \hat{z} \right] = \Lambda_m S_{kl}, \quad (9) \]
where \( m, l \) and \( k \) run up to \( N_A, N_B, \) and \( N_G, \) respectively. The generic mode-resolved phonon temperature is
\[ \Delta T_{m} = \sum_{mkl} \mu_{mlk} \Delta T_{mkl}, \quad (10) \]
where \( \mu_{mlk} \) are linear coefficients such that
\[ F_\mu = \sum_{mlk} \mu_{mlk} F_{mkl}, \quad (11) \]
Within this formalism, the temperature is
\[ \Delta T_L = \sum_{\mu} \alpha_\mu \sum_{mlk} a_{\mu mlk} \Delta T_{mkl}; \quad (12) \]
finally, Eq. 5 becomes
\[ \Lambda_m S_{kl} \cdot \nabla \Delta T_{mkl}^{(n)} + \Delta T_{mkl}^{(n)} = \sum_{m'k'} a_{mlk'} \Delta T_{m'k'}^{(n-1)}, \quad (13) \]
where \( a_{mlk} = \sum_{\mu} \mu_{mlk}. \) Similarly, heat flux is given by \( J = \sum_{mkl} \Delta T_{mkl} G_{mkl}, \) where \( G_{mkl} = \sum_{\mu} \mu_{mlk} C_{\mu} \tau_\mu^{-1} F_{\mu}. \) Upon convergence, the effective thermal conductivity is now provided in terms of \( \Delta T_{mkl}, \) i.e.
\[ \kappa_{\text{eff}} = \sum_{\mu} \frac{C_{\mu}}{\tau_\mu} F_{\mu,x} \langle \Delta T_{\mu} \rangle = \sum_{mkl} G_{mkl,x} \langle \Delta T_{mkl} \rangle, \quad (14) \]
where \( \langle f \rangle = -L \Delta T_{\text{ext}}^{-1} \int_R f \hat{d}S. \) To better understand the effect of the geometry on \( \kappa_{\text{eff}}, \) it is convenient to define a suppression function, which is a measure on how much heat is carried in the nanomaterial compared to that from the bulk. Originally, this tool was conceived as a MFP- or frequency-dependent function [27] and later was generalized to include directionality [16]. Here we define the mode-resolved suppression function as \( S_{\mu} = \langle \Delta T_{\mu} \rangle \langle v_{\mu,x} \Delta T_{\mu} \rangle^{-1}, \) which is calculated with respect to the mode-specific vectorial MFP projected onto the direction of the applied temperature. Using \( S_{\mu}, \) the effective thermal conductivity is \( \kappa_{\text{eff}} = \sum_{\mu} \kappa_{\mu}^2 S_{\mu} = \sum_{mkl} \kappa_{mkl} S_{mkl}, \) where
\[ \kappa_{mkl} = \sum_{\mu} \frac{C_{\mu}}{\tau_\mu} F_{\mu,x} \langle \Delta T_{mkl} \rangle F_{mkl,x} \quad (15) \]
\[ S_{mkl} = \frac{\langle \Delta T_{mkl} \rangle}{F_{mkl,x}}, \quad (16) \]
are defined as the spherical bulk thermal conductivity and spherical suppression function, respectively. Equation 13 along with the definitions 15-16 constitute the aMFP-BTE model. The corresponding workflow is summarized in algorithm 1.

**Algorithm 1 aMFP-BTE.** Note that the \( mlk \) labels have been grouped into \( g. \)

1: Solve \( \Delta T_{g}^{L,(0)} \leftarrow \nabla^2 \Delta T_{g}^{L,(0)} = 0 \)
2: \( n = 1 \)
3: while error > \( 1e^{-3} \) do
4: \( \Delta T_{g}^{L,(n+1)} = 0 \)
5: \( \kappa_{\text{eff},(n+1)} = 0 \)
6: for \( g = 1: N_A N_B N_G \) do
7: \( \Delta T_{g}^{L,(n+1)} \leftarrow F_g \cdot \nabla \Delta T_{g}^{L,(n+1)} + \Delta T_{g}^{L,(n+1)} = \Delta T_{g}^{L,(0)} \)
8: \( \Delta T_{g}^{L,(n+1)} \leftarrow L_{g,(n+1)} + a_g \Delta T_{g}^{L,(n+1)} \)
9: \( S_{g} \leftarrow \langle \Delta T_{g}^{L,(n+1)} \rangle F_{g,x}^{-1} \)
10: \( \kappa_{\text{eff},(n+1)} \leftarrow \kappa_{\text{eff},(n+1)} + \kappa_g S_g \)
11: end for
12: error \( \leftarrow \left| \left( \kappa_{\text{eff},(n+1)} - \kappa_{\text{eff},(n)} \right) / \kappa_{\text{eff},(n+1)} \right| \)
13: \( n \leftarrow n + 1 \)
14: end while

**IV. MEMBRANES WITH INFINITE THICKNESS**

We first apply the aMFP-BTE to porous Si membrane with circular pores and infinite thickness. The simulation domain comprises a square unit cell of size \( L, \) containing one circular pore, to which a difference of temperature \( \Delta T_{\text{ext}} \) is applied. The chosen porosity is 0.2. The scattering times at 300 K, group velocities and phonon frequencies are computed with density functional theory and supercell approach, implemented in AlmaBTE [28], which also provides pre-computed second- and third-order force constants. Convergence was found with a uniform wave vector grid of 32x32x32 points, to which it corresponds a bulk thermal conductivity, \( \kappa_{\text{bulk}}, \) of 160 W m\(^{-1}\)K\(^{-1}\). Naturally occurring isotopic disorder was included in the calculation. At the macroscopic level, reduction in thermal transport is given by Fourier’s law, which, in our case, gives \( \kappa_f = 107.4 \) W m\(^{-1}\)K\(^{-1}\), in line with the prediction from Eucken theory [29], i.e. \( \kappa_f \approx \kappa_{\text{bulk}} \Rightarrow 106.7 \) W m\(^{-1}\)K\(^{-1}\). The value for \( \kappa_f \) does not vary with \( L, \) as long as the porosity is kept constant. On the other side, phonon size effects, computed by the BTE, depend on the size of the unit cell, as shown below. In the case with infinite thickness, the BTE is a two-dimensional system but still with the azimuthal angle explicitly taken into account, i.e.
\[ \Lambda_m \sin(\theta_l) \left[ \sin(\phi_k) \frac{\partial \Delta T_{mkl}}{\partial x} + \cos(\phi_k) \frac{\partial \Delta T_{mkl}}{\partial y} \right] + \Delta T_{mkl} = \Delta T_L. \quad (17) \]
Unlike with the 3D case, the phonon temperatures are a smooth function of \( \Lambda_m \sin(\theta_l) \), which then can be reformulated as an “effective” MFP \( \xi. \) Leveraging this result, the interpolation is performed between the bulk
The influence of the structure on thermal transport is best described by the suppression function, as detailed in the previous section. Its angular average, given by \( S_t = \sum_k S_{tk} \) and illustrated in Fig. 2(b), shows three regimes [27]: (i) the large-MFP regime, namely where transport is mostly ballistic, \( S_t \approx \xi_t^{-1} \); (ii) the intermediate-MFP regime, where both ballistic and diffusive transport are present and (iii) the small-MFP regime, where transport is mainly diffusive. Although all the configurations have the same porosity, their small-MFP limits do not match the prediction from Fourier’s law. In fact, in nongray materials, ballistic phonons may also effect those who travel diffusively via the definition of \( \Delta T^k \) [31]. For structures whose characteristic length is larger than most heat-carrying phonons, however, \( S_0 \approx S_{\text{Fourier}}/S_{\text{bulk}} \). Once \( \Delta T_{tk} \) are computed, it is possible to compute the mode-resolved temperature \( \Delta T_{\mu} = \sum_{tk} c_{\mu tk} \Delta T_{tk} \); from the mode-resolved temperature, we can then obtain \( S_{\mu} \) and thus the mode resolved effective thermal conductivity \( \kappa_{\text{eff}}^\mu = C_\mu \nu_\mu F_{\mu,xx} S_{\mu} \). In Fig. 2(c), we plot \( \kappa_{\text{eff}}^\mu \) versus \( F_{\mu,xx} \) for different \( L \); we note that, as \( L \) becomes smaller, a wider spectrum of the MFP is suppressed.

The aMFP-BTE allows to explore the coupling between the structure and the material at the angular level. In the case with infinite thickness, only polar discretization is needed thus we can plot \( S_{tk} \) as a surface in 3D, as shown in the inset of Fig. 2(b) for the case with \( L = 50 \) nm; we note there are two main lobes, corresponding to the forward and backward direct paths [16]. In Fig. 2(d), we show the top-view of the polar suppression function for all \( L \) as well the polar representation of \( \kappa_{\text{eff}}^\mu \). For \( L = 10 \) nm, \( S_{tk} \) is strongly anisotropic showing four additional lobes. For \( L = 200 \), however, this anisotropy becomes less pronounced, and for \( L = 30 \) \( \mu \)m, \( S_{tk} \) is mostly isotropic. This last case can be regarded as the diffusive limit. Note that for \( F_{tk} \) such that \( |F_{tk} \cdot \hat{y}|/|F_{tk}| \) is small, numerically instabilities regarding the calculation of \( S_{tk} \) occur. To understand this issue, it is convenient to rewrite the temperature as \( \Delta T_{tk} = \Delta T^k - F_{tk} \cdot \nabla T_{tk} \). The suppression function then reads

\[
S_{tk} = -\frac{\partial \langle \Delta T_{tk} \rangle}{\partial x} \approx \frac{1}{\tan \phi_k} \frac{\partial \langle \Delta T_{tk} \rangle}{\partial y};
\]

the second term of Eq. 19, for \( \phi_k \approx 0 \) and \( \phi_k \approx \pi \), becomes numerically challenging. For this reason, in Fig. 2(c), we plot \( S_{tk} \) only for regions far away from those two critical cones. We note that, however, these inaccuracies do not alter \( \kappa_{\text{eff}}^\mu \) since \( \kappa_{\text{bulk}}^\mu \approx 0 \) for \( F_{tk} \) aligned with \( \hat{y} \) and \( -\hat{y} \). Furthermore, \( S_{tk} \) is computed only for analysis purposes, while in the actual calculation for \( \kappa_{\text{eff}}^\mu \) we use Eq. 14, which overcomes these inaccuracies.

Similarly to \( S_{tk} \), we explore the polar representation of the effective thermal conductivity, i.e. \( \kappa_{\text{eff}}^\mu = \kappa_{\text{bulk}}^\mu S_{tk} \), shown in Fig. 2(d). For all \( L \), we note that most heat is carried by phonons along high-symmetry axis, and that the anisotropy of \( \kappa_{\text{eff}}^\mu \) is influenced by \( L \). In fact, for the case with \( L = 200 \) nm, we can also observe a circular band in addition to peaks around high-symmetry axis. Furthermore, we note that the case with \( L = 10 \) nm, the extra lobes in \( S_{tk} \) are aligned with the 100 axis of the crystal, thus capturing heat transport in that region of the polar space. Lastly, for \( L = 30 \) \( \mu \)m, \( \kappa_{\text{eff}}^\mu \approx \kappa_{tk} \); this
FIG. 2. a) The effective thermal conductivity of porous Si with porosity 0.2 and periodicity \( L = 10 \, \text{nm}, 200 \, \text{nm} \) and \( 30 \, \mu\text{m} \). In the inset, a map of the magnitude of thermal flux (normalized to 1) b) The average phonon suppression function for different periodicities. In the inset, a 3D representation of \( S_{\text{tk}} \) for the case with \( L = 10 \, \text{nm} \). c) Mode-resolved \( \kappa_{\text{eff}}^{\mu} \) versus the projected MFP \( F_{\mu} \cdot \hat{x} \) for different periodicities. d) Upper panel: polar phonon suppression function, \( S_{\text{tk}} \). A difference of temperature is imposed along the \( x \)-axis. Bottom panel: polar effective thermal conductivity, \( \kappa_{\text{eff}}^{\mu} \).

filtering effect is made accessible thanks to the aMFP-BTE and can be exploited to enhance thermal transport tunability.

V. MEMBRANES WITH FINITE THICKNESS

For membranes with finite thickness, thermal transport is further reduced due to the top and bottom surfaces scattering phonons. In this case, the characteristic size is determined by both pore-pore distance and thickness. To show this effect, we consider a periodic membrane with circular pores, porosity 0.2, \( L = 50 \, \text{nm} \) and thickness \( t = 10 \, \text{nm} \). Convergence was found with \( N_{\Lambda}=30, N_{\phi} = 48 \) and \( N_{\theta} = 48 \), at which it corresponds \( \kappa_{\text{eff}} \approx 11.3 \, \text{W m}^{-1}\text{K}^{-1} \). The case with infinite thickness (\( t=\infty \)), modeled as described in the previous section, gives \( 23.7 \, \text{W m}^{-1}\text{K}^{-1} \). The mode-resolved \( \kappa_{\text{eff}}^{\mu} \), reported in Fig. 3, reveals that most modes have stronger suppression with respect to the case with \( t=\infty \); these modes are those who scatter with the top and bottom surfaces. On the other side, there still a small fraction of phonons that travel without being strongly influenced by the top and bottom surfaces, i.e. those with vectorial MFPs that are aligned with the \( x \)-axis. In the inset of Fig. 3, we report a 3D map of the magnitude of thermal flux, which, analogously to the case with \( t = \infty \), shows high values in the space between pores.

Lastly, we note that in this case the speed gain with respect to the MR-BTE is around 3, assuming that convergences occur with comparable number of steps. However, with more complex materials, the number of branches as well as the number of wave vectors increases, with little or no increase in the computational demand from aMFP-BTE; therefore, the aMFP-BTE may introduce large speed ups for 3D systems, as well.
FIG. 3. Mode-resolved effective thermal conductivity, $\kappa_{\text{eff}}$, versus the projected MFP $F_{\mu} \cdot \hat{x}$, for bulk and for thicknesses $t = 10 \text{ nm}$ and $\infty$. In the inset, a 3D map of the magnitude of thermal flux, normalized to 1.

VI. CONCLUSION

We introduce the aMFP-BTE, a method that reduces dramatically the computational demand of thermal conductivity calculations in nanostructures, leveraging interpolation of phonon distributions in the vectorial MFP space. The application of the aMFP-BTE to Si porous membranes with infinite thickness reveals a speed-up of about 50x. Taking into account the whole BZ, our method is able to elucidate on the interplay between the anisotropy of the bulk thermal conductivity and the material’s geometry, highlighting novel mechanisms for thermal transport tuning. The aMFP-BTE solves for thermal transport in constant time with respect to the number of phonon branches and wave vectors, opening up the possibility of simulating phonon size effects in promising thermoelectric materials, such as SnSe and Bi$_2$Te$_3$. The code used for this work will be released with the package OpenBTE [32].
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Appendix A: Finite-Volume Formulation of the BTE

We discretize Eqs. 2-13 using the finite-volume techniques. For simplicity, we label the phonon temperatures with $\mu$, but the same procedure holds for both the MR-BTE and the aMFP-BTE. The mesh, generated by GMSH [33], is unstructured, with elements at the border of domain matching their periodic counterparts. The BTE for a generic $F_{\mu}$ reads

$$F_{\mu} \cdot \nabla \Delta T_{\mu}(r) + \Delta T_{\mu}(r) = \Delta T^L(r), \quad (A1)$$

which, after integrating both side over the control volume $V_c$, becomes

$$\frac{1}{V_c} \int_{\partial V_c} \Delta T_{\mu} F \cdot \hat{n} dS + \Delta T_{c\mu} = \Delta T^L_c, \quad (A2)$$

where we uses Gauss’ theorem. The RHS of Eq. A2 is simply given by $\Delta T^L_c = \sum_c q_{\mu} \Delta T_{c\mu}$. The term associated to the surface integral is discretized according to the upwind method [11, 34], yielding

$$\frac{1}{V_c} \int_{\partial V_c} \Delta T F_{\mu} \cdot \hat{n} dS = I_{c\mu}^\text{in} + I_{c\mu}^\text{out} + I_{c\mu}^B + I_{c\mu}^P. \quad (A3)$$

The contribution $I_{c\mu}^\text{in}$ accounts for all the flux incoming to a given element, and is given by

$$I_{c\mu}^\text{in} = - \sum_{c'} \text{ReLu}(- F_{\mu} \cdot R_{c'c}) \Delta T_{c'\mu}, \quad (A4)$$

where

$$R_{c'c} = \begin{cases} \frac{1}{L_{c'c}} A_{c'c} \hat{n}_{c'c}, & \text{if } c \text{ and } c' \text{ are neighbors} \\ 0, & \text{otherwise} \end{cases}, \quad (A5)$$

The terms $\hat{n}_{c'c}$ and $A_{c'c}$ are the normal (pointing toward the volume $c'$) and the area of the side between the volume $c$ and $c'$. The ReLu function filters only the incoming contributions to the element $c$, while $R_{c'c}$ represents the connections between the volumes. The contribution $I_{c\mu}^\text{out}$ is the flux leaving the volume, and reads

$$I_{c\mu}^\text{out} = \sum_{c''} \text{ReLu}(F_{\mu} \cdot R_{c''c}) \Delta T_{c''\mu}. \quad (A6)$$

In the upwind scheme, this term amounts to the diagonal of the stiffness matrix. The third term of Eq. A3 arises from the flux bouncing back from an adiabatic boundary, and is given by

$$I_{c\mu}^B = - \sum_s \text{ReLu}(- F_{\mu} \cdot \hat{n}_s) g_{sc} \Delta T_s. \quad (A7)$$

where $\hat{n}_s$ is the normal of the surface pointing outward with respect to the computational domain, and $T_s$ is the boundary temperature, computed with Eq. 7. The term $g_{sc}$ is

$$g_{sc} = \begin{cases} \frac{1}{L_{sc}} A_s, & \text{if } s \text{ is a side of } c \\ 0, & \text{otherwise} \end{cases}, \quad (A8)$$

where $A_s$ is the area of the side $s$. Using Eq. 7, we can rewrite the boundary contribution as $I_{c\mu}^B = \sum \mu H_{\mu sc} \Delta T_{c\mu}$, where

$$H_{\mu sc} = - \sum_s \text{ReLu}(- F_{\mu} \cdot \hat{n}_s) g_{sc} \frac{\text{ReLu}(S_{\mu} \cdot \hat{n}_s)}{\sum_k \text{ReLu}(S_k \cdot \hat{n}_s)}. \quad (A9)$$
The fourth and last contribution is due to the periodic boundary conditions,

\[ I_{c\nu}^P = -\sum_{c'} \text{ReLU}(-\mathbf{F}_\nu \cdot \mathbf{R}_{c\nu}^P) \Delta T_{\text{ext}} \quad (A10) \]

where

\[ \mathbf{R}_{c\nu}^P = \begin{cases} \frac{1}{P_c} A_{c\nu} \hat{n}_{c\nu'}, & \text{if } c \text{ and } c' \text{ are periodic} \\ 0, & \text{otherwise.} \end{cases} \quad (A11) \]

Putting these contributions together, along with Eq. A1, we obtain the iterative linear system

\[ \sum_{c'} A_{cc'\mu} \Delta T_{c'\mu}^{(n)} = \sum_{\nu} (a_{\nu} + H_{c\mu\nu}) \Delta T_{\nu}^{(n-1)} + I_{c\mu}^P \quad (A12) \]

where

\[ A_{cc'\mu} = \delta_{cc'} + \sum_{c''} \text{ReLU}(\mathbf{F}_\mu \cdot \mathbf{R}_{cc''}) \delta_{cc''} - \text{ReLU}(-\mathbf{F}_\mu \cdot \mathbf{R}_{cc'}) \delta_{c'c'}. \quad (A13) \]

Finally, we can write Eq. A12 in vector notation

\[ \mathbf{A}_\mu \Delta \mathbf{T}_\mu^{(n)} = \sum_{\nu} \mathbf{S}_{\mu\nu} \Delta \mathbf{T}_\nu^{(n-1)} + \mathbf{I}_\mu, \quad (A14) \]

where \( \mathbf{S}_{\mu\nu} = \alpha_{\nu} + H_{c\mu\nu} \).

[1] C. J. Vineis, A. Shakouri, A. Majumdar, and M. G. Kanatzidis, Adv. Mater. 22, 3970 (2010).
[2] B. Lorenzi, R. Dettori, M. T. Dunham, C. Melis, R. Tonini, L. Colombo, A. Sood, K. E. Goodson, and D. Narducci, J. Electron. Mater. 47, 5148 (2018).
[3] H. Lee, D. Vashaee, D. Wang, M. S. Dresselhaus, Z. Ren, and G. Chen, J. Appl. Phys. 107, 094308 (2010).
[4] W. Kim, R. Wang, and A. Majumdar, Nano Today 2, 40 (2007).
[5] A. L. Moore and L. Shi, Mater. Today 17, 163 (2014).
[6] R. Anufriev, A. Ramiere, J. Maire, and M. Nomura, Nat. Commun. 8, 15505 (2017).
[7] K. Zhang, Y. Zhang, and S. Wang, Scientific reports 3, 1 (2013).
[8] G. Chen, Nanoscale energy transport and conversion: a parallel treatment of electrons, molecules, phonons, and photons (Oxford University Press, USA, 2005).
[9] J. Y. Murthy, S. V. J. Narumanchi, P.-G. Jose' A, T. Wang, C. Ni, and S. R. Mathur, Int. J. Multiscale Com. 3, 5 (2005).
[10] J. M. Ziman, Electrons and Phonons (Oxford University Press, 2001).
[11] J. Murthy and S. Mathur, J. Thermophys. Heat Transf. 12, 313 (1998).
[12] A. J. Minnich, G. Chen, S. Mansoor, and B. S. Yilbas, Phys. Rev. B 84, 235207 (2011).
[13] D. Singh, J. Y. Murthy, and T. S. Fisher, J. Heat Transfer 133 (2011).
[14] J. M. Loy, J. Y. Murthy, and D. Singh, J. Heat Transfer 135 (2013), 10.1115/1.4007654.
[15] G. Romano and J. C. Grossman, J. Heat Transf. 137, 71302 (2015).
[16] G. Romano and A. M. Kolpak, Sci. Rep. 7, 44379 (2017).
[17] J. R. Harter, S. A. Hosseini, T. S. Palmer, and P. A. Greaney, Int. J. Heat Mass Transf. 144, 118595 (2019).
[18] B. Vermeersch, J. Carrete, and N. Mingo, Appl. Phys. Lett. 108, 193104 (2016).
[19] R. Wu, R. Hu, and X. Luo, J. Appl. Phys. 119, 145706 (2016).
[20] S. Mei, L. N. Maurer, Z. Aksamija, and I. Knezevic, J. Appl. Phys. 116, 164307 (2014).
[21] C. D. Landon and N. G. Hadjiconstantinou, J. Appl. Phys. 116, 163502 (2014).
[22] G. Romano and J. C. Grossman, Appl. Phys. Lett. 105, 33116 (2014).
[23] Q. Hao, G. Chen, and M.-S. Jeng, J. Appl. Phys. 106, 114321 (2009).
[24] G. Romano, A. Di Carlo, and J. C. Grossman, J. Comput. Electron. 11, 8 (2012).
[25] G. Romano, arXiv preprint arXiv:2002.08940 (2020).
[26] K. Esfarjani, G. Chen, and H. T. Stokes, Phys. Rev. B 84, 085204 (2011).
[27] A. J. Minnich, Phys. Rev. Lett. 109, 205901 (2012).
[28] J. Carrete, B. Vermeersch, A. Katre, A. van Roekeghem, T. Wang, G. K. Madsen, and N. Mingo, Comput. Phys. Commun. 220, 351 (2017).
[29] D. Hasselman and L. F. Johnson, J. Compos. Mater. 21, 508 (1987).
[30] R. Anufriev and M. Nomura, Mater. Today Phys. 15, 100272 (2020).
[31] G. Romano and A. M. Kolpak, J. Heat Transfer 141, 12401 (2019).
[32] G. Romano, in APS March Meeting Abstracts, Vol. 2019 (2019) pp. T70–321.
[33] C. Geuzaine and J.-F. Remacle, Int. J. Numer. Meth. Eng. 79, 1309 (2009).
[34] G. Romano and A. Di Carlo, IEEE Trans. Nanotechnol. 10, 1285 (2011).