Evidence for an altered architecture and a hierarchical modulation of inhibitory control processes in ADHD
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ABSTRACT

Inhibitory control deficits are a hallmark in ADHD. Yet, inhibitory control includes a multitude of entities (e.g. ‘inhibition of interferences’ and ‘action inhibition’). Examining the interplay between these kinds of inhibitory control provides insights into the architecture of inhibitory control in ADHD. Combining a Simon task and a Go/NoGo task, we assessed the interplay of ‘inhibition of interferences’ and ‘action inhibition’. This was combined with EEG recordings, EEG data decomposition and source localization. Simon interference effects in Go trials were larger in ADHD. At the neurophysiological level, this insufficient inhibition of interferences in ADHD related to the superior parietal cortex. Simon interference effects were absent in action inhibition (Nogo) trials in ADHD, compared to controls. This was supported by bayesian statistics. The power of effects was higher than 95%. The differential effects between the groups were associated with modulations of neurophysiological response selection processes in the superior frontal gyrus. ADHD is not only associated with deficits in inhibitory control. Rather, the organization and architecture of the inhibitory control system is different in ADHD. Distinguishable inhibitory control processes operate on a hierarchical ‘first come, first serve’ basis and are not integrated in ADHD. This is a new facet of ADHD.

1. Introduction

Attention Deficit Hyperactivity Disorder (ADHD) is a prevalent childhood onset disorder (Faraone et al., 2015) associated with deficits in cognitive control (Greenhill et al., 2008; Kieling and Rohde, 2012; Thomas et al., 2015). One instance of cognitive control is the ability to inhibit responses (Diamond, 2013). Deficits in ‘inhibitory control’ are frequently reported and of high clinical relevance in ADHD (Bari and Robbins, 2013; Chmielewski et al., 2018a; Fallgatter et al., 2005, 2004; Paul-Jordanov et al., 2010; Pliszka et al., 2007; Seifert et al., 2003). However, ‘inhibitory control’ actually refers to a multitude of aspects, like the ‘inhibition of interferences’ and ‘action inhibition’ (Sebastian et al., 2012): The ‘inhibition of interferences’ can, for example, be examined using Simon tasks where subjects choose between a left- and a right-hand key press according to the identity of a stimulus presented either to the left or right on the screen. Although stimulus position is irrelevant for the task, performance is better when the required response spatially corresponds to the stimulus location (congruent condition) than when it does not correspond (incongruent condition) (Keye et al., 2013; Ridderinkhof, 2002). In incongruent trials, irrelevant information about the stimulus location needs to be inhibited/controlled to allow correct responding (De Jong et al., 1994; Keye et al., 2013; Kornblum et al., 1990; Müsschel et al., 2016). Several studies consistently show deficits in the inhibition of interferences in ADHD; i.e. patients show an increased interference/congruency effect compared to healthy controls (Mullane et al., 2009; Rubia et al., 2011). Processes related to ’action inhibition’ can, for example, be examined using Go/NoGo tasks. There, subjects have to respond as quickly as possible to a Go-stimulus and to withhold a response when a (rare) NoGo stimulus is presented. Here, ADHD patients have also been shown to exhibit deficits inhibiting an incorrect response on NoGo trials (Albrecht et al., 2013; Coghill et al., 2014a,b).

Critically, deficits in the ‘inhibition of interferences’ and ‘action inhibition’ have thus far been considered independently in ADHD research, which may leave the impression of distinct dysfunctional entities of inhibitory control. Yet, ‘inhibition of interferences’ and ‘action inhibition’ are not isolated entities of inhibitory control. Rather, they mutually affect each other (Chmielewski et al., 2018, 2018b).
Chmielewski and Beste, 2017). This interplay of different kinds of inhibitory control is elusive in ADHD, but provides insights into the architecture of inhibitory control that goes beyond a mere assessment of the degree of inhibitory control deficits in ADHD:

Evidence for an interplay of the ‘inhibition of interferences’ and ‘action inhibition’ comes from experiments combining the above-mentioned “Simon Tasks” and “Go/Nogo tasks”. In fact, exerting inhibitory control to resolve interference affects how well actions can be inhibited (Chmielewski et al., 2018; Chmielewski and Beste, 2017). On the one hand, ‘inhibition of interference’ complicates response execution (leading to the Simon effect). On the other hand, it facilitates response inhibition (Chmielewski et al., 2018; Chmielewski and Beste, 2017). The reason is that inhibitory control is exerted to overcome automated responding in incongruent trials. When being integrated with action inhibition processes, this reduces the automaticity of inappropriate response tendencies in Nogo trials and improves action inhibition (Chmielewski et al., 2018; Chmielewski and Beste, 2017). Owing to the ADHD-inherent deficits in the ‘inhibition of interference’ and in ‘action inhibition’, a possible hypothesis is that the effect of congruent and incongruent trials during the inhibition of actions is stronger in ADHD patients than controls. Yet, it needs to be stressed that inhibitory control processes resolving Simon-interference are initiated after processes triggering the incorrect action impulse evoked by the onset of the stimulus (Ridderrinkhof, 2002). The stimulus onset (i.e. the stimulus identity) also triggers action inhibition processes. In case of incongruent Simon-Nogo trials it is possible that a first inhibitory control process is triggered by the Nogo stimulus’ identity and that a second process is then triggered to control the further impact of the irrelevant stimulus location (i.e. Simon interference). Crucially, processes inhibiting the Simon interference are weaker in ADHD (Mullane et al., 2009). Moreover, ADHD patients have problems integrating cognitive operations that are only slightly separated in time (Bluschke et al., 2016b; Marusch and Gilden, 2014). Therefore, it is more reasonable to hypothesize that the congruency effect during the inhibition of actions is weaker in ADHD patients compared to controls; i.e. action inhibition processes cannot be facilitated by processes related to the inhibition of interference. If this is the case, this will suggest that there are not only inhibitory control deficits in ADHD. Rather, this will show that ADHD is also associated with a qualitatively different architecture of inhibitory control: Two entities of inhibitory processes are likely to be abnormally isolated in ADHD, and ADHD patients are not able to integrate different kinds of inhibitory control.

To examine the interplay of different inhibitory control processes, we apply a neurophysiological approach combining EEG recordings with source localization and temporal signal decomposition methods. The latter are used because standard event-related potential (ERP)-components are composed of various amounts of signals from different sources (Huster et al., 2015; Stock et al., 2017). Moreover, ERPs can only yield accurate insights into neurophysiological processes when there is little intra-individual variability (Ouyang et al., 2011a, 2015a). Importantly, intra-individual variability increases with longer RT (Wagenmakers and Brown, 2007), which is especially an issue for incongruent trials. Moreover, in ADHD, intra-individual variability on the neurophysiological level is considerably high (Alba et al., 2016; Bluschke et al., 2018b, 2017; Gonen-Yaacovi et al., 2016). Using residue iteration decomposition (RIDE) it is possible to account for intra-individual variability and to distinguish between different inhibitory control subprocesses that are otherwise intermingled in ERPs (Mückschel et al., 2017a,c; Ouyang et al., 2015a). RIDE decomposes the data in different clusters: the S-cluster indicates early stimulus-related (gating) processes, the R-cluster reflects response-related processes (i.e., motor execution) and the C-cluster reflects intermediate processes between S and R (i.e., response selection) (Mückschel et al., 2017a; Ouyang et al., 2017; Verleger et al., 2017). RIDE cluster are somewhat different to classical ERP-components in that a RIDE cluster usually comprises different ERP-component. For example, the S-cluster the P1 and N1 ERP-components are shown, while the C-cluster contains information that is usually capture by the P3 ERP-component. The N2-ERP component can be seen in all three clusters (Mückschel et al., 2017a, 2017c), because this ERP-component is known to reflect a mixture of stimulus and response-related processes (Folstein et al., 2008). The R-cluster has already been shown to be modulated by interfering information (Mückschel et al., 2017a). Therefore, we hypothesize that congruency effects in Go trials and differences between ADHD patients and controls will be reflected by modulations in the R-cluster. The interplay of the ‘inhibition of interferences’ and ‘action inhibition’ (i.e., NoGo trials) has been shown to modulate response selection processes reflected by the C-cluster in healthy adult participants (Chmielewski et al., 2018; Chmielewski and Beste, 2017). There, the C-cluster amplitude revealed an interaction “Go/Nogo x congruency” in that there was no difference in the C-cluster amplitude on Go trials, while there was a difference on Nogo trials. While such results from healthy adult subjects cannot be directly seen as hint for the processes that are likely to occur in adolescence, they still suggest that response selection processes may be of particular importance. Therefore, we hypothesize that above-mentioned differential effects between congruent and incongruent NoGo trials in the control and the ADHD group are reflected by the C-cluster. Therefore, we hypothesize that there is an interaction “Go/Nogo x congruency x group” that is mainly driven by differential group effects in Nogo trials than Go trials. That is, differences in the congruency effects between ADHD patients and controls are supposed to be evident for Nogo trials, but not for Go trials. On a neurophysiological level, alterations in fronto-parietal processes have been suggested to relate to deficits in inhibition of interference processes in ADHD (Rubia et al., 2011). Moreover, the interplay between ‘action inhibition’ and ‘inhibition of interferences’ modulates activity in fronto-parietal regions (Chmielewski et al., 2018). Therefore, we hypothesize that these regions are associated with modulations in the R-cluster and the C-cluster.

2. Materials and methods

2.1. Participants, sample size estimation and power analysis

Previous data showed that interactive effects in this task had an effect size of $\eta^2_{p} \approx .17$ (Chmielewski et al., 2018; Chmielewski and Beste, 2017). Using this effect size as the basis of an estimate for the current study, the power calculation revealed a total required sample size of $N = 20$ (i.e. 10 ADHD patients and 10 controls) ($\eta^2_{p} = 95\%$). The enrolled sample size was more than twice as large. The obtained effect size of the important interactions ‘congruency x group’ were in the range between $\eta^2_{p} \approx .10$ and $\eta^2_{p} \approx .17$ (see results section for details). Accordingly, the post-hoc power analysis (using the actually sample size and achieved effect sizes) revealed a power above 98%. Therefore, the effects reported are highly reliable.

Only unmedicated patients with confirmed ADHD, diagnosed according to established clinical guidelines (incl. family and school interviews and questionnaires, IQ and attention testing, exclusion of possible somatic differential diagnoses via blood analyses, EEG, audiometry and vision testing) by a team of experienced child and adolescent psychiatrists and psychologists were enrolled in the study. All patients fulfilled criteria for ADHD according to ICD-10 (F90.0, F90.1 or F98.8). Patients with additional severe or acute psychiatric comorbidities (e.g. autism, tics, depressive episode etc.) were excluded. $N = 23$ patients (16 male, 11.9 $\pm$ 0.3 years, median age = 11.6; age range = 10–14.2 years; IQ: 106.8 $\pm$ 13.5) were included in the study. In the ADHD Symptom Checklist (Döpfner et al., 2008) parents rated (0: no problems, 3: severe problems) their children in regards to inattention (1.82 $\pm$ 0.20), hyperactivity (1.64 $\pm$ 0.18) and impulsivity (2.04 $\pm$ 0.16). $N = 27$ children without ADHD were included in the control group (18 male, 14.4 $\pm$ 0.36 years, median age = 14.6; age range = 11.1–15.9 years; IQ: 109 $\pm$ 14.2). None of them were taking
medication and none had a psychiatric diagnosis as confirmed by clinical interview. The factor “age” was used as a covariate in the statistical analyses. All subjects and their parents or legal guardians provided informed written consent and the study was approved by the local ethics committee of the Medical Faculty of the TU Dresden.

2.2. Task

To examine the interplay of the ‘inhibition of interferences’ and ‘action inhibition’ we apply a combined Simon-Go/Nogo task, which is shown in Fig. 1 (Chmielewski et al., 2018).

The experiment consisted of 720 trials [70% Go and 30% Nogo trials] and was divided into six equally-sized blocks with short breaks in between. In each block, the same ratio of Go and Nogo trials was presented. Participants were seated in front of a black screen presenting a fixation cross in the middle and white boxes to the left and right of the fixation cross (distance of 1.1° visual angle). The inter-trial interval (ITI) was jittered between 1100 and 1600 ms. Each trial began with the presentation of a stimulus (for 200 ms) in one of the boxes, which was either in normal font (i.e. ‘A’, ‘B’), or in bold-italics (i.e. ‘A’ or ‘B’). Letters in a normal font represented Go trials, letters in combined bold and italic font represented Nogo trials. Whenever an ‘A’ was displayed, a left-hand response was required on Go trials. Whenever a ‘B’ was displayed a right-hand response was required on Go trials. The responses were carried out using a standard Cherry QWERTZ-keyboard. These responses were required regardless of the spatial position of the stimuli in the left or right box. This creates a Simon-conflict (incongruent Go trials) whenever stimuli were presented on the side opposite of the hand carrying out the response. For Nogo trials, the left side ‘A’s and right side ‘B’s were congruent Nogo trials, whereas left side ‘B’s and right side ‘A’s were incongruent Nogo trials. Fifty percent of Go and Nogo trials were incongruent or congruent. It was ensured that all congruent and incongruent Go/Nogo conditions were equally distributed across the blocks. In Go trials, subjects were asked to respond within 250–1000 ms after stimulus presentation. An incorrect response in that time-window was coded as error and if no response was obtained, trials were coded as misses. For Nogo trials, any response within 250–1000 ms after stimulus presentation represented a false alarm (i.e. a failure to inhibit the response). If no response was given on Go trials in a time window of 500 ms, a speed up sign (‘Schneller!’) was presented above the fixation cross. Each trial ended after 1700 ms.

The behavioral data (RTs, accuracy on Go and Nogo trials) were analyzed separately for Go and Nogo conditions using repeated measures ANOVA including the factor ‘congruency’ (congruent vs. incongruent) as within-subject factor and ‘group’ (ADHD vs. HC) as between-subject factor. Greenhouse-Geisser correction was applied and all post-hoc tests were Bonferroni-corrected.

2.3. EEG recording and analysis

The EEG was recorded with a BrainAmp amplifier (Brain Products, Inc.) with an equidistant electrode setup from 60 Ag/AgCl electrodes with a sampling rate of 500 Hz (reference at Fpz, ground electrode at θ = 58, ϕ = 78, electrode impedances < 5 kΩ). During offline data processing using the Brain Vision Analyzer 2 software package, a bandpass filter was applied (0.5–20 Hz, slope: 48 db/oct) and technical artefacts (“offsets” in the data) were removed during the manual inspection of the raw data. Then, an independent component analysis was used to detect and remove pulse artefacts and horizontal and vertical eye movements. The EEG data were then segmented to the onset of the Go and Nogo stimuli (in a time window of −250 ms to 1000 ms). Only trials with correct responses on Go and trials without responses on Nogo trials were segmented and analyzed further. For the segmented data, an automatic artefact rejection procedure was applied with an amplitude criterion (maximal amplitude: +200μV, minimal amplitude: −200μV) and a maximal value difference of 200μV in a 200 ms interval as well as an activity below 0.5μV in a 100 ms period as rejection criteria. After that, a current source density transformation was performed to allow a reference-free evaluation of the EEG data (Nunez and Pilgreen, 1991). It is important to note that the spatial filter properties of the CSD-transformation (Kayser and Tenke, 2015) do not violate assumptions of RIDE since the decomposition is conducted separately for each single electrode channel (Ouyang et al., 2015b). After CSD transformation, data were baseline corrected to a time interval from −200 ms to 0 ms and segments were averaged for each condition.

2.4. Residue iteration decomposition and data quantification

Full mathematical details of the residue iteration decomposition (RIDE) can be found elsewhere (Ouyang et al., 2011b, 2015c). The RIDE toolbox and manual are available at http://cns.hkbu.edu.hk/ RIDE.htm. Briefly, RIDE decomposes the EEG single-trial data into three clusters. The S-cluster is correlated to the stimulus onset, the R-cluster to the response. The third C-cluster has a variable latency, which is estimated by the algorithm and iteratively improved. Since the R-cluster cannot reliably be estimated in Nogo trials due to a low frequency of responding in these trials (Ouyang et al., 2013), only the S-cluster and the C-cluster were calculated (Chmielewski et al., 2018). To estimate the C-cluster latency, RIDE uses a nested iteration scheme. During this procedure, the initial latency of the C-cluster is estimated using a time window function. Then, the S-cluster is iteratively removed, and the latency of the C-cluster is re-estimated in every iteration step using a template matching approach. The time window is assumed to cover the range within which each component is supposed to occur (Ouyang et al., 2015b). During processing, the initial time window for the estimation of the C-cluster was set to 200–700 ms after stimulus onset. The time window for the S-cluster was set to -200 to 400 ms around stimulus onset. These time windows were also applied in a previous study using the same experimental paradigm (Chmielewski et al., 2018). In a data-driven approach, single-subject RIDE cluster amplitudes were quantified as the mean amplitude in a defined time interval. The choice of electrodes and time windows was validated using a statistical procedure described in Mückschel et al. (2014). This validation procedure revealed the same electrodes and time windows as identified by visual inspection. The electrodes and time windows used for the extraction of mean activity for RIDE-Clusters are shown in the Supplemental table 1. We also analyzed standard ERP components. Details on electrode and time window selection for the ERP analysis can also be found in the Supplemental table 1.
2.5. Source localization

As in previous studies using this experimental paradigm, source localization was carried out applying sLORETA on the RIDE data (Chmielewski et al., 2018). As shown in the results section (see below), especially the C-cluster revealed differential effects between ADHD patients and healthy controls. sLORETA provides a single linear solution to the inverse problem without a localization bias (Marco-Pullarés et al., 2005; Pascual-Marqui, 2002; Sekihara et al., 2005). The reliability of sLORETA sources has been corroborated by EEG/fMRI and EEG/TMS studies (Dippel and Beste, 2015; Sekihara et al., 2005). For sLORETA, the intracerebral volume is partitioned into 6239 voxels at 5 mm spatial resolution. The standardized current density at each voxel is calculated in a realistic head model using the MNI152 template. Comparisons were based on statistical non-parametric mapping (SnPM) using the sLORETA-built-in voxel-wise randomization tests with 2500 permutations (Nichols and Holmes, 2002). Voxels with significant differences (p < .05, corrected for multiple comparisons) between contrasted groups were located in the MNI-brain www.unizh.ch/keyinst/NewLORETA/sLORETA/sLORETA.htm. It has been shown that source localization results based on ERPs and RIDE decomposed data are highly similar (Chmielewski et al., 2018).

2.6. Statistics

The behavioral data were analyzed separately for Go and Nogo conditions using mixed effects ANOVAs. These included the factor ‘congruency’ (congruent vs. incongruent) as within-subject factor and ‘group’ (ADHD vs. HC) as between-subject factor. The neurophysiological data were analyzed using mixed effects ANOVAs including the factor ‘congruency’ (congruent vs. incongruent) as within-subject factors and ‘group’ (ADHD vs. HC) as between-subject factor. For P1, N1, S- and R-cluster activation the additional within-subject factor electrode was included in the mixed effects ANOVAs. Greenhouse-Geisser correction was applied and all post-hoc tests were Bonferroni-corrected. All variables were normal distributed as indicated by Kolmogorov-Smirnov Tests (all z < 0.74; p > .4). The factor age was controlled using this parameter as a covariate in the statistical models.

3. Results

3.1. Behavioral data

Concerning the Go accuracy data (Fig. 2A), the mixed effects ANOVA revealed a main effect of congruency (F(1,48) = 26.96; p < .001; \(\eta_p^2 = .360\)). Hit rates (HR) were higher in the congruent (90.2 ± 1.0%) than the incongruent condition (82.9 ± 1.8%). The main effect of group revealed a lower accuracy in the ADHD (79.5 ± 1.9%) than the control group (93.5 ± 1.8%) (F(1,48) = 28.55; p < .001; \(\eta_p^2 = .373\)). Crucially, an interaction of congruency x group was detected (F(1,48) = 12.32; p < .001; \(\eta_p^2 = .233\)). Most importantly, there was an interaction of congruency x group (F(1,48) = 8.23; p = .006; \(\eta_p^2 = .146\)). Interestingly, in ADHD no significant FA differences between congruent (33.1 ± 4.6%) and incongruent (32.6 ± 4.3%) trials were observed (t(48) = .37; p = .718). Controls, however, revealed higher FAs in congruent (16.9 ± 2.6%) than incongruent (12.1 ± 2.2%) trials (t(48) = 5.87; p < .001), which is in line with previous findings (Chmielewski et al., 2018). Importantly, using “age” as a covariate in the analyses did not change the pattern of results (all F < 0.99; p > .456). The mean response time on erroneous Nogo trials was 256 ms ± 26 and did not differ between groups (t(48) = 0.36; p > .5). This response time is well below the deadline of the speed up sign. Therefore, the lack of the speed up sign cannot serve as an additional Nogo cue. Further analyses showing that “age” did not affect the pattern of behavioral results is shown in the Supplemental material (cf. Supplemental analysis on possible age effects).

3.2. Neurophysiological data

The analysis of the standard ERP data is presented in the Supplemental material. Briefly, the standard ERP-components did not reveal interactive effects (“condition x group”) explaining the behavioral effects. This is in line with the hypotheses. However, the RIDE decomposed data revealed differential effects in the C-cluster and the R-cluster, but not in the S-cluster. Therefore, the S-cluster is also shown in the Supplemental material.

3.3. C-cluster

The C-cluster is shown in Fig. 3. For the C-cluster, the data analysis revealed an interaction “Go/Nogo x congruency x group” (F(1,48) = 4.77; p = .031; \(\eta_p^2 = .101\)). This is important, because the integration between two process is usually defined as an interaction effect between the two corresponding factors. Importantly, for Go trials (Fig. 3A), no main or interaction effects were observed in the negativity in the N2 time window (all F ≤ 1.89; p ≥ .176). However, for Nogo trials (Fig. 3B), an interaction of congruency x group was observed in the negativity amplitude in the N2 time window (F(1,48) = 5.63; p = .022; \(\eta_p^2 = .105\)). Post-hoc paired t-tests revealed that this was due to non-significant amplitude differences between congruent and incongruent Nogo trials in ADHD (congruent: -17.03 ± 3.71 μV/m²; t(26) = -2.89; p = .008) in controls. There were no significant main effects (all F < 1.54; p > .221). This interaction parallels the effects in the FA data. The sLORETA analysis (Fig. 3B) shows that amplitude modulations in the N2 time window depending on group and experimental condition were due to modulations of neural activity in the superior frontal gyrus (BA6). Crucially, also when analyzing the “Go/Nogo x congruency x group” differently, i.e. examining whether there is an interaction “Go/Nogo x congruency” for each group separately, revealed that there was no interaction in the ADHD group (F(1,22) = 0.29; p > .6), but a significant interaction in the control group (F(1,26) = 4.76; p = .038; \(\eta_p^2 = .155\)). As mentioned above, the integration between two processes is usually defined as an interaction effect between the two corresponding factors. The lack of a significant interaction “Go/Nogo x congruency” in ADHD patients, opposed to healthy controls supports that there is not integration between the
inhibition of interferences and action inhibition in ADHD. To substantiate the lack of “Go/Nogo x congruency” in the ADHD group, Bayesian statistics were calculated to evaluate the relative strength of evidence for the null hypothesis (Masson, 2011); the probability of the null hypothesis being true, given the obtained data ($p(H_0|D)$). This can be done using a transformation of the sum-of-squares values generated by the ANOVA (Masson, 2011). This analysis revealed $p(H_0|D) > .80$, which provides positive evidence for the null hypothesis.

For the positive amplitudes in the C-cluster in the P3 time window, no main or interaction effects were evident for Go trials (Fig. 3C) (all $F<2.45$; $p>.124$). For Nogo trials (Fig. 3B), only a main effect of group was observed, showing that amplitudes were smaller in the ADHD (20.44 ± 4.82 μV/m²), than the control group (33.79 ± 4.45 μV/m²) ($F(1,48)=4.14$; $p=.047$; $η^2_p = .079$). All other main or interactions were not significant (all $F<.73$; $p>.399$). Using “age” as a covariate in the analyses did not change the pattern of results (all $F<1.09$; $p>.4$). Further analyses showing that “age” did not affect the pattern of results is shown in the Supplemental material (cf. Supplemental analysis on possible age effects).

### 3.4. R-cluster

The R-cluster is shown in Fig. 4. The R-cluster can only be analyzed in Go trials, since it depends on the frequent execution of responses (Ouyang et al., 2015a). As can be seen in Fig. 4, the R-cluster was maximal at parietal electrode sites. Further details on the selection of electrode sites are provided in the Supplemental material. The mixed effects ANOVA for the parietal positivity (at electrodes P1 and P2) only revealed a significant interaction of congruency x group ($F(1,48) = 9.97$; $p = .003$; $η^2_p = .172$). The sLORETA analysis shows that amplitude modulations depending on group and experimental condition were due modulations of neural activity.
The C-cluster in the N2 and P3 time window and respective topography plots. The C-Cluster is shown over the whole time-range and topographic plots are shown for the N2 and P3 time-windows. (A) Go conditions at electrode Cz in the N2 time window. (B) Nogo conditions at electrode Cz in the N2 and P3 time window. The sLORETA plots show the source of the difference between the congruent and incongruent Nogo condition in the N2 time window. An area in the superior frontal gyrus (BA6) is revealed. The time windows used for data quantification are given in Supplementary Table 1. The different lines show the congruent condition in ADHD (blue), the incongruent condition in ADHD (orange), the congruent condition in controls (green) and the incongruent condition in controls (red). (C) Go conditions at electrode PO1 in the P3 time window. The analyzed time windows were 20 ms around the peak of the C-cluster in the P3 time window in each condition as outlined in Supplementary Table 1.
activity in the superior parietal cortex (BA7). To follow up this interaction, congruent and incongruent trial amplitudes were compared within each group. Post-hoc paired t-test showed that the amplitudes did only differ between congruent and incongruent trials in ADHD (congruent: 11.26 ± 2.12 μV/m²; incongruent: 7.59 ± 1.69 μV/m²; t(22) = 3.11; p = .005), but not in controls (congruent: 9.29 ± 1.57 μV/m²; incongruent: 10.83 ± 1.38 μV/m²; t(26) = -1.34; p = .189). The congruency/interference effect (CE) was stronger in ADHD (3.67 ± 1.18 μV/m²) than controls (-1.55 ± 1.15 μV/m²) (t(48) = 3.16; p = .003). All other main effects and interactions did not reach significance (all F ≤ 1.65; p ≥ .205). Using “age” as a covariate in the analyses did not change the pattern of results (all F < 1.29; p > .389).

4. Discussion

Although inhibitory control deficits are a hallmark in ADHD, the precise interrelation between different entities of inhibitory control has been elusive. Yet, the examination of this interrelationship provides insights into the cognitive organization and architecture of the inhibitory control system beyond the mere degree of inhibitory control deficits in ADHD. Power calculations revealed a high power of the observed effects. Since ADHD patients were unmedicated, this factor cannot have affected the effects. Though the age was different between the ADHD and the control group, which is a limitation of the study, this factor did not affect behavioral and neurophysiological data, when controlling for it in analyses of covariance. This is all the more the case since the data replicates numerous previous findings from the Simon effect. Considering the Simon effect in Go trials, this was larger in ADHD patients than controls (Mullane et al., 2009). On a neurophysiological level, these deficits in ‘inhibition of interference’ were reflected by the R-cluster, which has been suggested to denote processes of response execution and preparation (Ouyang et al., 2011a), and which has previously been shown to be modulated by interfering information/conflict effects (Mückschel et al., 2017a). In the ADHD group, the R-cluster amplitude was smaller in incongruent trials than congruent trials at parietal electrode sites. No such effects were evident in controls showing a smaller Simon effect. Crucially, it is the activation of the incorrect response motor effector by the incongruent information that elicits the Simon effect (Keye et al., 2013). It is therefore possible that the smaller R-cluster in incongruent trials in ADHD indicates an insufficient inhibition of the interfering information. This leads to the enhanced congruency effect in Go trials in the ADHD group. This assumption was supported by the sLORETA analysis showing that these modulations were associated with superior parietal areas (BA7), as dysfunctions of parietal areas are known to contribute to increased Simon effects/deficits in ADHD (Rubia et al., 2011). Moreover, this also matches other data showing that superior parietal, inhibitory mechanisms are involved in the selection of motor effectors (response channel) (Bernier et al., 2012; Cisek and Kalaska, 2002; Jaffard et al., 2008; Sulzizio et al., 2017). It may be argued that the Simon effect is usually reflected by an augmented ERP amplitude in incongruent trials compared to in congruent conditions. The findings that this is not case in the current data may therefore be counterintuitive. However, it needs to be noted classical ERPs intermingle different processing codes and signals from different sources (Huster et al., 2015; Stock et al., 2017) and are moreover affected by intra-individual variability (Ouyang et al., 2011a, 2015a). The latter increases with longer RT (Wagenmakers and Brown, 2007), which is the case for incongruent trials. Importantly, the RIDE data accounted for all of these aspects, which is the reason why the pattern of amplitude effects may diverge from classical ERP findings.

However, most important are the findings in Nogo trials: Generally, ADHD patients committed more false alarms than controls, which fits to the well-known action inhibition deficits in ADHD (Bari and Robbins, 2013; Blusckhe et al., 2016; Chmielewski et al., 2018; Paul-Jordanov et al., 2010; Pliszka et al., 2007; Seifert et al., 2003; Albrecht et al., 2013; Coghill et al., 2014a,b). Crucially, while controls revealed the usual pattern of fewer false alarms in incongruent than congruent Nogo trials (Chmielewski et al., 2018; Chmielewski and Beste, 2017), ADHD patients revealed no differences between congruent and incongruent trials. This lack of modulation is substantiated by the bayesian analysis of the data (refer results section). The lack of modulation suggests that ‘action inhibition’ and the ‘inhibition of interferences’ are unrelated entities within the inhibitory control system in the ADHD group and shows that ADHD is not only associated with deficits in inhibitory control. Rather, the organization and architecture of the inhibitory control system is qualitatively different. The neurophysiological data details what mechanisms are affected by this altered architecture of the inhibitory control system. The lack of modulatory effects in the S-cluster indicates that stimulus-driven perceptual gating and attentional selection processes are not affected by the altered inhibitory control.
system’s architecture in ADHD. Crucially, interactive effects were evident for the C-cluster in the N2 time window. The source localization analysis shows that superior frontal regions (BA6) are associated with these effects. Previous results suggest that the interplay of the ‘inhibition of interferences’ and ‘action inhibition’ is reflected by the C-cluster (Chmielewski et al., 2018). In controls, in the C-cluster, amplitudes in the N2 time window were smaller for incongruent than congruent Nogo trials. Importantly, no modulations between congruent and incongruent trials were evident in the ADHD group. This parallels the behavioral data. Amplitudes in the N2 time window are well-known to be increased when information is ambiguous and inconclusive (Botvinick et al., 2001; Szmalec et al., 2008). The obtained source in the superior frontal gyrus (BA6) is well-known to be involved in processes resolving conflicts and ambiguity (Rushworth et al., 2004). The superior frontal gyrus has been implicated in a cortical network mediating inhibitory control (Bari and Robbins, 2013), but also the right inferior frontal cortex has been shown to play a role (Aron et al., 2003; Aron and Poldrack, 2006). Recent evidence suggest that also modulations of the C-cluster are associated with the right inferior frontal gyrus (Mückschel et al., 2017c). However, these and other studies frequently used a stop-signal paradigm or other paradigms involving a rare presentation of inhibitory trials. Crucially, these paradigms examine action inhibition in isolation, while in the current study action inhibition is further modulated by the inhibition of interference. The observation the BA6 (superior frontal gyrus) is modulated, may be due to that. Intriguing, the Supplementary motor cortex (including BA6) affects not just the commission but also the omission of actions (Nachev et al., 2008, 2005), especially when action contingencies are ambiguously (Nachev et al., 2008). All these is clearly the case in the current experiment because the Nogo stimulus identity (i.e. ‘A’ or ‘B’) triggers ‘action inhibition’ while the spatial location of the stimulus triggers ‘inhibition of interferences’. The generally increased Nogo trial C-cluster amplitudes in the N2 time window in ADHD suggest that this ambiguity cannot be resolved. Especially incongruent Nogo stimuli require ‘action inhibition’ and ‘inhibition of interference’ processes. Importantly, processes related to the ‘inhibition of interference’ only facilitate ‘action inhibition’ processes and reduce the ambiguity whether or not to inhibit a response when these two processes become integrated successfully (Chmielewski et al., 2018; Chmielewski and Belse, 2017). This is the case in healthy controls, showing in the better response inhibition performance and a smaller C-cluster amplitude indicating a smaller ambiguity in incongruent Nogo trials. Since this was not the case in ADHD patients, the C-cluster results show that ADHD patients are not able to integrate the ‘inhibition of interferences’ with ‘action inhibition’ processes at the response selection level. An explanation for this is that ‘inhibition of interference’ processes are known to start slightly later than inhibitory control processes evoked by the Nogo stimulus identity (i.e. bold & italics letter) (Riddervinkhof, 2002) and may therefore not become integrated. Therefore, it seems that inhibitory control processes in ADHD operate on a hierarchical ‘first come, first serve’ basis at the response selection level: Whenever ‘action inhibition’ processes have been triggered, processes related to the ‘inhibition of interferences’ cannot be integrated. This interpretation is supported by the fact that ADHD patients have problems integrating cognitive processes that are only slightly separated in time (Bluschke et al., 2018b; Marusch and Gilden, 2014). Future studies should evaluate whether pharmacological treatments in ADHD are able to change this altered functional architecture in ADHD. It is well-known that inhibitory control processes are modulated by the dopaminergic and the norepinephrine system (Bari and Robbins, 2013). Moreover, optimal DA levels play an important role in the resolution of conflicts (Botvinick, 2007; Colzato et al., 2014) and the same has been suggested for norepinephrine levels (Adelhöfer et al., 2018; Bluschke et al., 2018a; Mückschel et al., 2017b; Warren et al., 2011; Warren and Holroyd, 2012). The current first-line treatment in ADHD uses methylphenidate (MPH), a mixed dopamine/nor-epinephrine receptor blocker (Skirrow et al., 2015; Volkow et al., 1999). It is possible that MPH normalizes the functionally aberrant inhibitory control architecture in ADHD with the consequence the action inhibition processes become integrated with processes related to the inhibition of interferences.

In summary, there are not only inhibitory control deficits in ADHD. Rather, ADHD is associated with a qualitatively different architecture of inhibitory control. Action inhibition processes cannot be facilitated by processes related to the inhibition of interference, as it is the case in healthy controls. In ADHD, two entities of inhibitory control (‘inhibition of interferences’ and ‘action inhibition’) are functionally isolated and operate on a hierarchical ‘first come, first serve’ basis. ADHD patients are not able to integrate different aspects of inhibitory control, likely due to dysfunctions at the response selection level and fronto-parietal cortices. This altered architecture is a new facet of ADHD that needs to be focused in research and clinical practice. From a clinical point of view, these findings may provide neuroscientific support for the need to give separate instructions in small, clearly defined hierarchical steps rather than presenting affected children with detailed and complex situations requiring “if-then” decisions. Behavioural and pharmacological treatments could focus on training of such integrative processes.
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