Riemann surface for TASEP with periodic boundaries
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Abstract
The Bethe ansatz solution of periodic TASEP is formulated in terms of a ramified covering from a Riemann surface to the sphere. The joint probability distribution of height fluctuations at \( n \) distinct times has in particular a relatively simple expression as a function of \( n \) variables on the Riemann surface built from exponentials of Abelian integrals, traced over the ramified covering and integrated on \( n \) nested contours in the complex plane.
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1. Introduction

The totally asymmetric simple exclusion process (TASEP) \([1–4]\) is a Markov process featuring hard-core particles hopping asymmetrically between neighbouring sites of a lattice. In the one-dimensional model with periodic boundary conditions studied in this paper, the particles hop with constant rate 1 from any site \( i \) to the next site \( i + 1 \).

At large scales, TASEP belongs to KPZ universality \([5–11]\). More precisely, calling \( L \) the number of lattice sites and \( N \) the number of particles, the statistics of the height function of TASEP at fixed density \( \rho = N / L \) converges at large \( L \) on the time scale \( t \sim L^{3/2} \) to that of the KPZ fixed point in finite volume, describing how Tracy–Widom distributions and Airy processes characteristic of the process on the infinite line \([12–22]\) relax \([23–26]\) to a Brownian stationary state with non-Gaussian large deviations \([27–31]\). In this paper, we revisit height fluctuations of TASEP with periodic boundaries from the point of view of algebraic geometry.

TASEP is an integrable model, and the eigenfunctions of the time evolution operator are obtained by the Bethe ansatz. The Bethe equations of TASEP have a peculiar mean field structure, which we relate in this paper to the existence of a covering map \( \pi_N \) from a compact Riemann surface \( \mathcal{R}_N \) to the Riemann sphere \( \hat{\mathbb{C}} \), underlying the integrability of the model. The joint probability distribution at \( n \) distinct times of the TASEP height is in particular expressed in \((55)\) as a function of \( n \) variables on \( \mathcal{R}_N \) built from exponentials of Abelian integrals, traced over
\( \pi_N \) and integrated on \( n \) nested contours on \( \mathbb{C} \). This is our main result, valid under the hypothesis that \( L \) and \( N \) are co-prime to avoid technicalities arising when the Riemann surface \( \mathcal{R}_N \) has several connected components, and derived using standard tools from quantum integrability. The large \( L \) asymptotics to the KPZ regime then follows rather easily from \((55)\), as the joint probability of the height at the KPZ fixed point may be expressed in a similar way, with \( \mathcal{R}_N \) converging in some sense to the non-compact Riemann surface \( \mathcal{R}_{KPZ} \) build from half-integer polylogarithms [32].

Equivalent expressions for the joint probability of the height of TASEP and the corresponding large \( L \) limit in the KPZ regime were obtained earlier by Baik and Liu [33, 34] using the more rigorous propagator approach. On the other hand, the expansion over Bethe eigenstates used in this paper allows us to use standard results from quantum integrability to make several parts of the derivation easier. Additionally, our interpretation of the contribution of each eigenstate as an integral over the Riemann surface \( \mathcal{R}_N \) leads to much simpler expressions with clear analytic structure. We expect that our Riemann surface approach will be useful for future extensions, in particular to other kinds of boundary conditions.

The paper is organized as follows. In section 2, we recall Bethe ansatz formulas for the eigenstates of TASEP and their scalar products. In section 3, we introduce the Riemann surface \( \mathcal{R}_N \) and the covering map \( \pi_N \) from \( \mathcal{R}_N \) to the sphere, and study some of their properties. Finally, in section 4, we study height fluctuations for TASEP and state our main result \((55)\). Some technical calculations are gathered in appendix A.

2. Bethe ansatz for TASEP

In this section, we recall known results about the Bethe ansatz integrability of TASEP for a system with \( N \) particles on \( L \) sites and periodic boundary conditions. Configurations \( \mathcal{C} \) of the system can be specified either by the occupation numbers \( n_1, \ldots, n_L \in \{0, 1\} \), with \( n_i = 0 \) (respectively \( n_i = 1 \)) corresponding to an empty site (resp. an occupied site), or by the positions \( x_j \) of the particles on the lattice, \( 1 \leq x_1 < \ldots < x_N \leq L \). The set of all configurations \( \Omega_{L,N} \) has cardinal \( |\Omega_{L,N}| = \binom{L}{N} \). We assume in the following that there is at least a particle and an empty site in the system, so that \( 1 \leq N \leq L - 1 \).

2.1. Bethe equations, eigenvalue and momentum

The dynamics of TASEP can be described in terms of the deformed Markov matrix \( M(\gamma) \) acting on configuration space by \( M(\gamma)\mathcal{C} = \sum_{\mathcal{C}' \neq \mathcal{C}} w_{\mathcal{C}' \rightarrow \mathcal{C}} (e^{i\gamma} |\mathcal{C}'\rangle - |\mathcal{C}\rangle) \), where \( w_{\mathcal{C}' \rightarrow \mathcal{C}} = 1 \) if there exists a site \( i \) such that \( \mathcal{C}' \) may be reached from \( \mathcal{C} \) by moving a particle from site \( i \) to \( i + 1 \), and \( w_{\mathcal{C}' \rightarrow \mathcal{C}} = 0 \) otherwise. When \( \gamma = 0 \), \( M(0) \) reduces to the Markov matrix of TASEP from which probabilities \( P_t(\mathcal{C}) \) that the system is in configuration \( \mathcal{C} \) at time \( t \) evolve. The fugacity \( \gamma \) counts the current of particles across the system, and is necessary for studying the height function associated to TASEP, see section 4.

The matrix \( M(\gamma) \) is related by a similarity transformation to the Hamiltonian of an XXZ spin chain with anisotropy \( \Delta = \infty \) and twisted boundary conditions, and can be diagonalized exactly using Bethe ansatz. Periodicity in space implies that the momenta \( q_j \) of quasi-particles are quantized, and the quantities \( y_j = 1 - e^{i\varphi_j - \gamma} \) must be solution of the Bethe equations

\[
e^{L\gamma} (1 - y_j)^L = (-1)^{N-1} \prod_{k=1}^{N} \frac{y_j}{y_k}.
\]

The Bethe equations of TASEP have a mean field nature, with \( y_j \) being coupled to the other \( y_k \) only through the symmetric function \( \prod_{k=1}^{N} y_k \). This is a consequence of the anisotropy \( \Delta = \infty \)
in the corresponding XXZ spin chain, or equivalently of the mapping to a five vertex model. This observation, which was crucial in many earlier works [27, 35] on the model, is the key point leading to the Riemann surface \( R_N \) in section 3.

According to coordinate Bethe ansatz, eigenvectors of \( M(\gamma) \) are given in terms of the Bethe roots \( y_j \) by [1]

\[
\langle x_1, \ldots, x_N | \psi_\gamma(\gamma) \rangle = \det (y_j^k(1 - y_j)^{1-x_k})_{j,k \in [1,N]} \tag{2}
\]

\[
\langle \psi_\gamma(\gamma) | x_1, \ldots, x_N \rangle = \det (y_j^k(1 - y_j)^{1-x_k})_{j,k \in [1,N]} \tag{3}
\]

Since \( M(\gamma) \) is not a symmetric matrix, the left and right eigenvectors are not transpose of each other. In our notations \( | \psi_\gamma(\gamma) \rangle \) and \( \langle \psi_\gamma(\gamma) | \rangle \) above, the variable \( \gamma \) refers only to the explicit parameter \( \gamma \) in the determinants (2), (3), and not to the fact that \( \vec{y} = (y_1, \ldots, y_N) \) must be solution of the Bethe equation (1) with the same parameter \( \gamma \) in order for the Bethe vectors (2) and (3) to be eigenvectors of \( M(\gamma) \). In section 2.2 below, we also consider Bethe vectors with parameters \( y_j \) not solution of Bethe equations, which are needed in section 4 for height fluctuations.

Given a solution \( \vec{y} \) of the Bethe equation (1), the eigenvalue of \( M(\gamma) \) corresponding to the left and right eigenvectors \( \langle \psi_\gamma(\gamma) | \rangle \) and \( | \psi_\gamma(\gamma) \rangle \) is equal to

\[
E(\gamma) = \sum_{j=1}^N \frac{y_j}{1 - y_j}, \tag{4}
\]

Additionally, the matrix \( M(\gamma) \) commutes with the translation operator \( T \) defined by \( T | x_1, \ldots, x_N \rangle = | x_1 - 1, \ldots, x_N - 1 \rangle \), and the Bethe vectors (2) and (3) are eigenvectors of \( T \) with eigenvalue

\[
e^{\beta P/L} = e^{\gamma N} \prod_{j=1}^N (1 - y_j), \tag{5}
\]

with \( P \in 2\pi \mathbb{Z} \) the momentum of the eigenstate, defined modulo \( 2\pi L \).

### 2.2. Scalar products of Bethe states

The expressions (2) and (3) for the eigenvectors are known as symmetric Grothendieck polynomials in the Bethe roots [36]. The Cauchy identity for the off-shell/off-shell scalar product, between Bethe vectors \( \langle \psi_\omega(\gamma) | \psi_\gamma(\gamma) \rangle \) with arbitrary parameters \( \omega, \gamma \) not necessarily solution of the Bethe equations is [36–38]

\[
\langle \psi_\omega(\gamma) | \psi_\gamma(\gamma) \rangle = \left( \prod_{j=1}^N \frac{(1 - y_j) \omega_j}{y_j (1 - \omega_j)^{L_j}} \right) \det \left( \frac{(1 - y_j)^{L_j}}{y_j - \omega_k} \right)_{j,k \in [1,N]} \tag{6}
\]

Taking the \( y_j \) in (6) as solutions of the Bethe equation (1) with fugacity \( \gamma \) while keeping the \( \omega_k \) generic, the off-shell/on-shell scalar product reduces to the Slavnov determinant [39]

\[
\langle \psi_\omega(\gamma) | \psi_\gamma(\gamma) \rangle = (-1)^N \left( \prod_{j=1}^N \frac{(1 - y_j)^{L_j}}{y_j (1 - \omega_j)^{L_j}} \right) \left( \prod_{j=1}^N \prod_{k=1}^N (y_j - \omega_k) \right) \\
\times \det \left( \partial_{\gamma_k} \left( \prod_{k=1}^N \frac{1}{1 - \omega_k y_j} + e^{\gamma_k (1 - \omega_j)^{L_k} \prod_{k=1}^N \frac{1}{1 - \omega_j y_k}} \right) \right)_{j,k \in [1,N]} \tag{7}
\]
where the derivative in the determinant has to be taken before setting the $y_j$ to a solution of the Bethe equations. Finally, taking the singular limit $w_j \to y_j$ in (7), the on-shell norm of the Bethe vector is given by the Gaudin determinant [37, 40–42]

$$\langle \psi_\gamma(\gamma) | \psi_\gamma(\gamma) \rangle = \frac{L}{N} \left( \sum_{j=1}^{N} \frac{y_j}{N + (L - N)y_j} \right) \left( \prod_{j=1}^{N} \frac{N + (L - N)y_j}{y_j} \right),$$

in terms of which one has the resolution of the identity

$$1 = \sum_{r=1}^{[\Omega_{L,N}]} \frac{|\psi_r(\gamma)\rangle \langle \psi_r(\gamma)|}{\langle \tilde{\psi}_r(\gamma) | \tilde{\psi}_r(\gamma) \rangle},$$

with the basis $\psi_r(\gamma), r = 1, \ldots, [\Omega_{L,N}]$ corresponding to all admissible solutions of the Bethe equations.

Additionally, in order to expand current fluctuations of TASEP over Bethe eigenstates in section 4, one needs to consider modified Bethe vectors

$$\langle x_1, \ldots, x_N | \psi_0^0 \rangle = \det (y_j^{+\gamma}(1 - y_j^{+\gamma}))_{j \in \mathbb{N} \cup 1}$$

$$\langle \psi_0^0 | x_1, \ldots, x_N \rangle = \det (y_j^{-\gamma}(1 - y_j^{-\gamma}))_{j \in \mathbb{N} \cup 1},$$

which are eigenstates of a deformed Markov operator $M_0(L\gamma)$ counting the current of particles between sites $L$ and 1 if the $y_j$ are solution of the Bethe equation (1), see section 4. One has the identity [24, 37]

$$\sum_{C \in \Omega_{L,N}} \langle C | \psi_0^0 \rangle = (1 - e^{-L\gamma}) \left( \prod_{j=1}^{N} \frac{1 - y_j}{y_j + 1} \right) \left( \prod_{j=1}^{N} \prod_{k=j+1}^{N} (y_j - y_k) \right)$$

for Bethe roots $y_j$ solutions of the Bethe equations with fugacity $\gamma$. Furthermore, the on-shell scalar product for two sets of Bethe roots $w_j$ and $y_j$ solution of the Bethe equation with respective fugacity $\gamma_w$ and $\gamma_y$ is equal to

$$\langle \psi_0^0 | \psi_0^0 \rangle = (-1)^{\sum_{j=1}^{N} w_j} \left( \prod_{j=1}^{N} \frac{(1 - y_j)w_j}{y_j} \right) \left( 1 - \frac{e^{L\gamma_y}}{e^{L\gamma_y}} \right) \left( 1 - \frac{e^{L\gamma_y}}{e^{L\gamma_y}} \prod_{j=1}^{N} w_j \right)^{N-1} \times \prod_{j=1}^{N} \prod_{k=j+1}^{N} (y_j - y_k) \prod_{j=1}^{N} \prod_{k=j+1}^{N} (w_j - w_k).$$

A derivation is provided in appendix A, see also [33], proposition 5.2 for an alternative proof which does not use the Slavnov determinant formula.

3. Riemann surfaces

In this section, we introduce meromorphic Bethe root functions $y_j(C), j \in \mathbb{N} \cup 1$, whose domain can be extended by analytic continuation to a Riemann surface $\mathcal{R}_1$ isomorphic to the Riemann sphere $\overline{\mathbb{C}}$. Then, we consider symmetric functions of $N$ Bethe roots, and the corresponding Riemann surface $\mathcal{R}_N$ used for eigenvalues and eigenvectors of TASEP in section 4. We refer to [43, 44] for an introduction to compact Riemann surfaces.
For a given value of $|C| \to \infty$ to the large $P$ equation branch of the multivalued function $y$ solutions diverge as $|C|$ is included in preparation for the large $L$ limit.

3.1. Polynomial equation and generalized Cassini ovals

Let $(y_1, \ldots, y_N)$ be a solution of the Bethe equation (1) with fugacity $\gamma$. Introducing the parameter

$$C = \frac{e^{L\gamma}}{\rho^N(1 - \rho)^{1-N}} \prod_{k=1}^{N} y_k$$

with $\rho = N/L$ the average density of particles, the Bethe equations rewrite as the polynomial equation $P(y, C) = 0$, $j \in \{1, N\}$ with

$$P(y, C) = \rho^N(1 - \rho)^{1-N}C(1 - y)^{L} + (-1)^N y^N.$$  \hspace{1cm} (15)

For a given value of $|C|$, all $L$ solutions $y$ of $P(y, C) = 0$ belong to the generalized Cassini oval [45] $\rho^N(1 - \rho)^{1-N}|C||1 - y|^L = |y|^N$ plotted in figure 1.

When $C \to 0$, $N$ solutions $y_j$ of $P(y, C) = 0$ converge to 0 as $C^{1/N}$, the remaining $L - N$ solutions diverge as $C^{-1/(L-N)}$, and the Cassini oval is composed of two disjoint circles. When $C \to \infty$ on the other hand, all $L$ solutions converge to 1 as $1 - y_j \sim C^{-1/L}$, and the Cassini oval is a single circle around 1. The transition from the small $|C|$ (two disjoint closed curves) to the large $|C|$ (a single closed curve) behaviour necessarily occurs at a value of $|C|$ for which the two disjoint curves intersect. Thus, there must exist $C^*$ such that the equation $P(y, C^*) = 0$ has a double root $y^*$, corresponding to the existence of a branch point at $C = C^*$ for some branch of the multivalued function $y(C)$ solution of $P(y(C), C) = 0$. The pair $(C^*, y^*)$ must then be a solution of the system $P(y^*, C^*) = 0$, $\partial y P(y^*, C^*) = 0$, whose unique solution with $C^* \notin \{0, \infty\}$ is $C^* = -1$, $y^* = -\frac{1}{1-\rho}$. One can conclude that the generalized Cassini oval is made of two connected components when $|C| < 1$, which merge for $|C| = 1$ at $y = -\frac{1}{1-\rho}$, so that the curve has a single connected component when $|C| > 1$, see figure 1.

3.2. Bethe root functions $y_j(C)$ on $\mathbb{D}$

When $C \notin \{0, -1, \infty\}$, the equation $P(y, C) = 0$ has $L$ distinct solutions $y$. We label these solutions as functions $y_j(C)$, $j \in \{1, L\}$ analytic in $\mathbb{D} = \mathbb{C}\backslash\mathbb{R}^-$ as in figure 2:

\footnote{The extra factor $\rho^N(1 - \rho)^{1-N}$ is included in preparation for the large $L$ limit.}
Figure 2. Domains $y_j(D)$ for $L = 12, N = 4$. The domains are delimited by black curves. Intersections of black curves correspond to ramification points of the covering map $\pi_1$. The lighter curves represent the generalized Cassini ovals for $\rho = 1/3$ with $|C| \in \{0.1, 0.5, 1, 2, 100\}$, and the dots are the corresponding solutions of $P(y, C) = 0$ with $C > 0$.

$y_1(C), \ldots, y_N(C)$ are bounded for $C \in D$ and ordered as $-\pi < \arg y_1(C) < \ldots < \arg y_N(C) < \pi$ while $y_{N+1}(C), \ldots, y_L(C)$ are unbounded for $C \in D$ and ordered as $\pi > \arg y_{N+1}(C) > \ldots > \arg y_L(C) > -\pi$. The small and large $C$ behaviours of the $y_j(C)$ are then given by

$$y_j(C) \simeq \begin{cases} 
  e^{\frac{2\pi i}{N} \left(j - \frac{N+1}{2}\right)} \rho \left(1 - \rho\right)^{-1} C^{j/N} & 1 \leq j \leq N \\
  e^{\frac{2\pi i}{N} \left(j - \frac{N+1}{2}\right)} \rho^{-\rho} \left(1 - \rho\right)^{-1} C^{-1/(L-N)} & N + 1 \leq j \leq L 
\end{cases} \quad (16)$$

and

$$1 - y_j(C) \simeq e^{\frac{2\pi i}{N} \left(j - \frac{N+1}{2}\right)} \rho^{-\rho} \left(1 - \rho\right)^{-1} C^{-1/L}, \quad (17)$$
where fractional powers are defined with the branch cut $\mathbb{R}^-$. Increasing $\arg C$ while keeping $|C|$ fixed, the points $y_j(C)$ move on the generalized Cassini ovals in the counter-clockwise direction when $|C| < 1$ and $j \in [1, N]$, and in the clockwise direction when either $|C| > 1$ or $|C| < 1$ and $j \in [N+1, L]$. Starting with a function $y_j$, the analytic continuation across either branch cut $(-\infty, -1)$ or $(-1, 0)$ leads to a function $y_k$ also analytic in $\mathbb{D}$. Depending on which side the branch cut is crossed, four distinct values of $k$ are possible. We write $y_k = A_{\text{in}}y_j$ or $y_k = A_{\text{out}}y_j$ respectively if the branch cut $(-1, 0)$ or $(-\infty, -1)$ is crossed from above, and $y_k = A_{\text{in}}^{-1}y_j$ and $y_k = A_{\text{out}}^{-1}y_j$ if the cuts are crossed from below, see figure 3. This defines bijections $A_{\text{in}}, A_{\text{out}}$ on $[1, L]$ such that $A_{\text{in}}y_j = y_{A_{\text{in}}j}$ and $A_{\text{out}}y_j = y_{A_{\text{out}}j}$. One has

$$\begin{align*}
A_{\text{out}}j &= j + 1 \
A_{\text{out}}L &= 1
\end{align*}$$

and

$$\begin{align*}
A_{\text{in}}j &= j + 1 \
A_{\text{in}}N &= 1 \
A_{\text{in}}j &= j + 1 \
A_{\text{in}}L &= N + 1
\end{align*}$$

The operators $A_{\text{in}}$ and $A_{\text{out}}$ generate a subgroup $G$ of the permutation group of $[1, L]$, with cardinal $|G| = \gcd(L, N)(\frac{L}{\gcd(L, N)})^{\gcd(L, N)}$, and equal to the full symmetric group if and only if $L$ and $N$ are co-prime.

For later reference, we note that the derivative of the function $y_j$ is given by

$$y_j'(C) = \frac{1}{C} \frac{y_j(C)(1 - y_j(C))}{N + (L - N)y_j(C)}.$$  

3.3. Riemann sphere $\mathcal{R}_1 \sim \hat{\mathbb{C}}$

The compact Riemann surface $\mathcal{R}_1$ obtained by gluing together along the cuts $(-\infty, -1)$, $(-1, 0)$ the domains of definition of the functions $y_j$ according to analytic continuations is composed of $L$ sheets. The points of $\mathcal{R}_1$ may be labelled as $[C, j]$, $j \in [1, L]$, $C \in \hat{\mathbb{C}}$, where $\hat{\mathbb{C}} = \mathbb{C} \cup \{\infty\}$ is the Riemann sphere, and the functions $y_j$ may then be extended to a meromorphic function $y: \mathcal{R}_1 \to \hat{\mathbb{C}}$ by

$$y([C, j]) = y_j(C).$$
whose analytic properties are discussed towards the end of this section. In order to discuss some features of the Riemann surface $\mathcal{R}_1$, we define the covering map $\pi_1 : \mathcal{R}_1 \rightarrow \hat{\mathcal{C}}$ by $\pi_1([C, j]) = C$, which has degree $L$ (number of antecedents of a generic point from the target Riemann surface $\hat{\mathcal{C}}$).

We recall that ramification points of a covering map $\pi : \mathcal{M} \rightarrow \mathcal{N}$ between Riemann surfaces $\mathcal{M}$ and $\mathcal{N}$ are the $p \in \mathcal{M}$ such that a small closed circle around $\pi(p) \in \mathcal{N}$ does not pull back under $\pi$ to a closed path around $p$, and the image $\pi(p)$ of a ramification point by the covering map is called a branch point. The ramification index $\epsilon_p \geq 2$ of a ramification point is the smallest positive winding number around $\pi(p)$ of a closed path in a neighbourhood of $\pi(p)$ that pulls back to a closed curve around $p$.

The branch points of $\pi_1$ are all the possible branch points $0, -1, \infty$ of the functions $y_j$ from which $\mathcal{R}_1$ was built. By construction of $\mathcal{R}_1$, small closed paths around $[0, j]$ are generated by repeated action of $A_{\text{in}}$ on $j$, see figure 3, and the two ramification points of $\pi_1$ corresponding to the branch point $0 \in \hat{\mathcal{C}}$ are $[0, 1] = \ldots = [0, N]$ with ramification index $N$ and $[0, N + 1] = \ldots = [0, L]$ with ramification index $L - N$. Similarly, small closed paths around $[\infty, j]$ are generated by repeated action of $A_{\text{out}}$ on $j$, and the branch point $\infty \in \hat{\mathcal{C}}$ corresponds to the single ramification point $[\infty, 1] = \ldots = [\infty, L] \in \mathcal{R}_1$ with ramification index $L$. Finally since $(A_{\text{in}}^{-1}A_{\text{out}})^2$ is the identity permutation, small paths around $-1$ with winding number 2 always lift by $\pi_1^{-1}$ to closed loops on $\mathcal{R}_1$, and the elements of $\pi_1^{-1}(-1)$ are either regular points or ramification points with ramification index 2. Since $A_{\text{in}}^{-1}A_{\text{out}}$ is the transposition between $N$ and $L$ and $A_{\text{out}}A_{\text{in}}$ the transposition between $1$ and $N + 1$, we find that all the antecedents of $-1$ are regular points with respect to $\pi_1$, except for $[-1 - i\epsilon, 1] = [-1 + i\epsilon, N] = [-1 - i\epsilon, N + 1] = [-1 + i\epsilon, L], 0 < \epsilon \rightarrow 0$, which is a ramification point with ramification index 2.

All the points $[C, j], C \in \hat{\mathcal{C}}, j \in [1, L]$ of $\mathcal{R}_1$ are distinct, except for the identifications discussed above at ramification points of $\pi_1$, visible on figure 2 as intersections of black curves, and which are summarized in table 1.

The genus of $\mathcal{R}_1$ is equal to 0, as is easily seen on figure 2 after compactification by adding the point at infinity. This can also be obtained from the Riemann–Hurwitz formula, which reads for a covering map $\pi : \mathcal{M} \rightarrow \mathcal{N}$ of degree $d$ between connected, compact Riemann surfaces $\mathcal{M}$ and $\mathcal{N}$ of respective genus $g_\mathcal{M}$ and $g_\mathcal{N}$ as

\[
g_\mathcal{M} = d(g_\mathcal{N} - 1) + 1 + \frac{1}{2} \sum_{p \in \mathcal{M}} (\epsilon_p - 1). \tag{22}\]

For the covering map $\pi_1$, calling $g_1$ the genus of $\mathcal{R}_1$, one finds indeed $g_1 = -L + 1 + ((N - 1) + (L - N - 1) + (L - 1) + (2 - 1))/2 = 0$, see table 1. Since the Riemann sphere is the only Riemann surface of genus 0 up to isomorphism, one has

\[
\mathcal{R}_1 \sim \hat{\mathcal{C}}. \tag{23}\]
From the small $C$ behaviour of the solutions of $P(y, C) = 0$ discussed in section 3.1, see also figure 2, the function $y: \mathcal{R}_1 \to \hat{\mathcal{C}}$ defined in (21) has the single pole $[0, N + 1] = \ldots = [0, L]$ on $\mathcal{R}_1$, and $y$ is thus bijective since, by a general property of non-constant meromorphic functions on compact Riemann surfaces, the point $\infty \in \hat{\mathcal{C}}$ must have the same number of antecedents as any other point in $\hat{\mathcal{C}}$. The four ramification points of $\pi_{\gamma}$ discussed above can be identified as $y^{-1}(0), y^{-1}(\infty), y^{-1}(1)$ and $y^{-1}(\frac{1}{1-p})$, see table 1. Equivalently, 0 is a branch point of the $y_j$, of order $N$ for $1 \leq j \leq N$ and of order $L - N$ for $N + 1 \leq j \leq L$, $\infty$ is a branch point of order $L$ for all $y_j$, and $-1$ is a branch point of order 2 (square root branch point) for $y_1, y_N, y_{N+1}$ and $y_L$. Since 0 and $\infty$ are extremities of the cut $\mathbb{R}^-$ of $\mathcal{D}$ on which the functions $y_j$ are defined, the branch point is reached by approaching 0 or $\infty$ from any direction. This is not the case for the point $-1$, which can be approached either from above ($C = -1 + i \epsilon$, $0 < \epsilon \to 0$) or from below ($C = -1 - i \epsilon$, $0 < \epsilon \to 0$) the cut. The point $-1$ is a branch point for $y_1$ and $y_{N+1}$ only (respectively for $y_N$ and $y_L$ only) when it is approached from below (resp. from above).

The Riemann surface $\mathcal{R}_1$ can alternatively be constructed directly from the algebraic curve $P(y, C) = 0$ after a desingularization procedure at the conical singularities $C = 0$ and $C = \infty$, where all the sheets are connected in the algebraic curve but not in the Riemann surface.

### 3.4. Symmetric functions of N Bethe roots and Riemann surface $\mathcal{R}_N$

Let us consider an arbitrary symmetric meromorphic function $s$ in $N$ variables, and a subset $J = \{j_1, \ldots, j_N\}$ of $[1, L]$ with $|J| = N$ elements. The function of one variable $s_J: C \to s(y_j, C), \ldots, y_{j_N}(C)$ with $y_j(C)$ defined as in section 3.2 is meromorphic in $\mathcal{D} = \mathbb{C}\setminus \mathbb{R}^-$, and we are interested in the compact Riemann surface $\mathcal{R}_N$ to which $s_J$ can be extended by analytic continuations.

Crossing the cut $(-1, 0)$ (respectively $(-\infty, -1)$) from above, $s_J$ is continued analytically to $s_{\text{in}} (\text{resp.} s_{\text{out}})$, where the operators $A_{\text{in}}, A_{\text{out}}$ are extended to sets of $N$ indices by $A_{\text{in}} \{j_1, \ldots, j_N\} = \{A_{\text{in}}j_1, \ldots, A_{\text{in}}j_N\}$ and $A_{\text{out}} \{j_1, \ldots, j_N\} = \{A_{\text{out}}j_1, \ldots, A_{\text{out}}j_N\}$. The Riemann surface $\mathcal{R}_N$ is constructed by gluing together according to analytic continuations all $(\frac{L}{N})$ sheets on which the functions $s_J$ live. The points of $\mathcal{R}_N$ are written as $[C, J], C \in \hat{\mathcal{C}}$ with $J \subset [1, L], |J| = N$ indexing the sheets$^2$, and the ramified covering $\pi_N: \mathcal{R}_N \to \hat{\mathcal{C}}$ defined by $\pi_N[C, J] = C$ is of degree $(\frac{L}{N})$.

Orbits under the action on subsets of $N$ elements of $[1, L]$ of the group $G$ generated by $A_{\text{in}}, A_{\text{out}}$ correspond to connected components of $\mathcal{R}_N$. Defining $M = \gcd(L, N)$, two sheets $J$ and $K$ belong to the same connected component if and only if there exists $m \in \mathbb{Z}/M\mathbb{Z}$ such that $K = J + m$ modulo $M$. The connected component $\mathcal{R}_N$ of $\mathcal{R}_N$ containing the principal sheet $[1, N]$ is called in the following the principal connected component of $\mathcal{R}_N$. The number of connected components of $\mathcal{R}_N$, given in table 2 for small values of $L, N$, is invariant under $(L, N) \to (L, L - N)$, and is equal to 1 if and only if $L$ and $N$ are co-prime, in which case $\mathcal{R}_N = \mathcal{R}_N$.

Lifting closed curves from $\hat{\mathcal{C}}$ with $\pi_N^{-1}$, we observe that the ramification points of $\pi_N$ are $[\infty, J] = [\infty, A_{\text{out}}J] = \ldots$, whose ramification index is a divisor of $L, [0, J] = [0, A_{\text{in}}J] = \ldots$, whose ramification index is a divisor of the least common multiple of $N$ and $L - N$, and $[1 - i\epsilon, J] = [-1 - i\epsilon, A_{\text{out}}^{-1}J] = [-1 - i\epsilon, A_{\text{in}}^{-1}A_{\text{out}}^{-1}J]$ with $J$ containing either 1 or $N + 1$ but not both (or equivalently $A_{\text{in}}^{-1}J$ containing either $N$ or $L$ but not both), whose ramification index is equal to 2.

$^2$In the following, the sheets of $\mathcal{R}_N$ and the sets $J$ are identified by abuse of language.


Table 2. Number of connected components of the Riemann surface $\mathcal{R}_N$ for small values of $L$ and $N$.

| $N$ | $L$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
|-----|-----|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|
| 2   | 1   | . | . | . | . | . | . | . | . | . | .  | .  | .  | .  | .  | .  |
| 3   | 1   | 1 | . | . | . | . | . | . | . | . | .  | .  | .  | .  | .  | .  |
| 4   | 1   | 2 | 1 | . | . | . | . | . | . | . | .  | .  | .  | .  | .  | .  |
| 5   | 1   | 1 | 1 | 1 | . | . | . | . | . | . | .  | .  | .  | .  | .  | .  |
| 6   | 1   | 2 | 3 | 2 | 1 | . | . | . | . | . | .  | .  | .  | .  | .  | .  |
| 7   | 1   | 1 | 1 | 1 | 1 | 1 | . | . | . | . | .  | .  | .  | .  | .  | .  |
| 8   | 1   | 2 | 1 | 6 | 1 | 2 | 1 | . | . | . | .  | .  | .  | .  | .  | .  |
| 9   | 1   | 1 | 4 | 1 | 1 | 4 | 1 | 1 | . | . | .  | .  | .  | .  | .  | .  |
| 10  | 1   | 2 | 1 | 3 | 11 | 3 | 1 | 2 | 1 | . | .  | .  | .  | .  | .  | .  |
| 11  | 1   | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | . | .  | .  | .  | .  | .  | .  |
| 12  | 1   | 2 | 4 | 9 | 1 | 26 | 1 | 9 | 4 | 2 | 1 | .  | .  | .  | .  | .  |
| 13  | 1   | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | . | .  | .  | .  | .  | .  |
| 14  | 1   | 2 | 1 | 3 | 1 | 4 | 57 | 1 | 3 | 1 | 2 | 1 | .  | .  | .  | .  |
| 15  | 1   | 1 | 4 | 1 | 21 | 9 | 1 | 1 | 9 | 21 | 1 | 4 | 1 | 1 | .  | .  |
| 16  | 1   | 2 | 1 | 10 | 1 | 4 | 1 | 142 | 1 | 4 | 1 | 10 | 1 | 2 | 1 | .  |

Using the Riemann–Hurwitz formula (22), the ramification indices allow to compute the genus of each connected component of $\mathcal{R}_N$. The total genus $g$ of $\mathcal{R}_N$, sum of the genus of every connected component, is given in table 3 for small values of $L$, $N$. Except for the case $N = 3, L = 6$, we observe that $g > 0$ as long as $2 < N < L - 2$.

4. Height fluctuations

In this section, we obtain exact expressions for multiple point height fluctuations of TASEP in terms of meromorphic differentials on the compact Riemann surface $\mathcal{R}_N$. At large $L$, we recover expressions from [32] for the KPZ fixed point with periodic boundaries, involving the non-compact Riemann surface for half-integer polylogarithms $\mathcal{R}_{KPZ}$.

4.1. Height function

The evolution in time of the particles of TASEP may be described by occupation numbers $n_i(t) \in \{0, 1\}, n_1(t) + \cdots + n_L(t) = N$, extended to all $i \in \mathbb{Z}$ by periodicity, $n_i(t) = n_{i+L}(t)$. In order to keep track of the total number of particles that have hopped from a site $i$ to the next site $i + 1$ (modulo $L$) between time 0 and time $t$, it is convenient to consider instead TASEP as describing the dynamics of a growing interface, represented by a height function.

Considering an evolution starting from an initial condition $C_0$, we introduce the initial height $H^{(0)}_i = H_0(C_0)$, with the function $H_0$ defined for an arbitrary configuration $C$ by

$$H_0(C) = \begin{cases} 
- \sum_{k=i}^{-1}(\rho - n_k) & i < 0 \\
0 & i = 0 \\
\sum_{k=i}^{i}(\rho - n_k) & i > 0
\end{cases}, \quad (24)$$
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where \( \rho = N/L \) is the average density of particles in the system and \( n_i \) is the occupation number at site \( i \) for the configuration \( C \). The initial height is thus periodic in \( i \), \( H_i^{(0)} = H_{i+L}^{(0)} \), with local increments \( H_i^{(0)} - H_j^{(0)} \in \{- (1 - \rho), \rho \} \) for all \( i \). The dynamics of the TASEP height function \( H_i(t) \), starting with \( H_i(0) = H_i^{(0)} \), is then defined by increasing \( H_i(t) \) by 1 whenever a particle hops from site \( i \) to \( i + 1 \) modulo \( L \). The evolution preserves periodicity \( H_i(t) = H_{i+L}(t) \) and local increments \( H_{i+1}(t) - H_i(t) \in \{- (1 - \rho), \rho \} \), and one has at all times

\[
H_i(t) = \begin{cases} 
H_0(t) - \sum_{k=i}^{i-1} (\rho - n_k(t)) & i < 0 \\
H_0(t) + \sum_{k=i}^{i+1} (\rho - n_k(t)) & i > 0
\end{cases}
\]

(25)

At a given time \( t \), height differences \( H_i(t) - H_0(t) \) contain the same information as the configuration of particles, while the quantities \( H_i(t) - H_0(t) \) correspond to the total number of particles that have hopped from sites \( i \) to \( i + 1 \) up to time \( t \).

4.2. Deformed Markov operator

The configuration \( C(t) \) of particles in the system at time \( t \) evolves randomly, and the probabilities \( \mathbb{P}(C(t) = C|C(0) = C_0) \) are solution of the master equation. In the vector space of dimension \( |\Omega_{L,N}| = \binom{L + N - 1}{N} \) with basis vectors \( \{|C\} \) corresponding to configurations, the probability vector \( |P_t|c_0 = \sum_{C \in \Omega_{L,N}} \mathbb{P}(C(t) = C|C(0) = C_0) \{|C\} \) is equivalently solution of \( \partial_t |P_t|c_0 = M|P_t|c_0 \) with \( M \) the Markov matrix of TASEP.

A deformation \( M_t(C) \) of \( M \) allows to compute the joint probability the configuration \( C(t) \) and height \( H_i(t) \) at a given site \( i \) [27]: defining

\[
|F_{i,t}|c_0 = \sum_{C \in \Omega_{L,N}} \sum_{U \geq 0} e^{iU} \mathbb{P}(C(t) = C, H_i(t) = H_i(0) + U|C(0) = C_0) \{|C\}.
\]

(26)
one has \( \partial_t |F_{t,i}\rangle|_{t_0} = M(\gamma)|F_{t,i}\rangle|_{t_0} \), where \( \langle C'|M(\gamma)|C \rangle = e^\gamma \) if \( C' \) is obtained from \( C \) by moving one particle from site \( t \) to site \( t + 1 \) and \( \langle C'|M(\gamma)|C \rangle = \langle C'|M|C \rangle \) otherwise. This implies

\[
|F_{t,i}\rangle|_{t_0} = e^{\gamma M(\gamma)}|C_0\rangle.
\]

Summing over final configurations we obtain the generating function at time \( t \) as

\[
\langle e^{(H(t) - H(0))}\rangle|_{t_0} = \sum_{C \in \Omega_{L,N}} \langle C|e^{\gamma M(\gamma)}|C_0\rangle,
\]

where the averaging on the left is over all TASEP evolutions between time 0 and time \( t \) starting from configuration \( C_0 \).

Introducing the operator \( S_t \) defined by

\[
S_t|C\rangle = \left( \frac{1}{L} \sum_{j=1}^{N} [x_j]|j\rangle \right)|C\rangle,
\]

with \( 1 \leq x_1 < \ldots < x_N \leq L \) the positions of the particles in the configuration \( C \) and \([x_j]\) positions counted from \( i \) (i.e. \([i + 1]\) = 1, \([i + 2]\) = 2, \ldots, \([L]\) = \(L - i\), \([1]\) = \(L - i + 1\), \ldots, \([i - 1]\) = \(L - 1\), \([i]\) = \(L\)), one has the identity

\[
M(\gamma/L) = e^{-S_t}M(\gamma/L)e^{S_t},
\]

where \( M(\gamma/L) \), already defined at the beginning of section 2, corresponds to a deformation spread over all sites: \( \langle C'|M(\gamma/L)|C \rangle = e^{\gamma/L}\langle C'|M|C \rangle \) if \( C' \neq C \) and \( \langle C|M(\gamma/L)|C \rangle = \langle C|M|C \rangle \).

### 4.3. Multiple time generating function of the height

Let \( n \) be a positive integer. We fix intermediate times \( 0 = t_0 < t_1 < \ldots < t_n \) and sites \( i_1, \ldots, i_n \in \mathbb{Z} \) defined modulo \( L \), and consider the multiple time generating function \( \langle e^{\sum_{i=1}^{n} \gamma(H_{t_i}(t_i) - H_{t_i}(0))}\rangle|_{t_0} \) for an evolution starting from the configuration \( C_0 \). Writing \( H_{t_i}(t_i) - H_{t_i}(0) = \sum_{m=1}^{i} (H_{t_m}(t_m) - H_{t_m}(t_{m-1})) \) and introducing the heights \( \tilde{H}^{\ell}(t) = (H^{\ell}_{t+n}; \ell \in \mathbb{Z}) \) at intermediate times \( t_i \), such that \( \tilde{H}^{\ell}_{t_{i+1}} - \tilde{H}^{\ell}_{t_i} \in \{-1, \rho\} \), \( \tilde{H}^{\ell}_{t+n} = H^{\ell}_{t+n} \) and \( \tilde{H}^{\ell}_{t+i+1} - \tilde{H}^{\ell}_{t+i} \in \mathbb{N} \), the Markov property implies

\[
\langle e^{\sum_{i=1}^{n} \gamma(H_{t_i}(t_i) - H_{t_i}(0))}\rangle|_{t_0} = \sum_{\tilde{H}^{\ell}_{t+i}=1}^{\infty} \prod_{\ell = 1}^{n} \left( e^{\sum_{m=t_{\ell-1}}^{t_{\ell}} \gamma \tilde{H}^{\ell}_{m}} \right) \times \mathbb{P}(\tilde{H}(t) = \tilde{H}^{\ell})|C_{t_{\ell-1}} = \tilde{H}^{\ell-1})|_i.
\]

From (25), the sum over the intermediate heights \( \tilde{H}^{\ell} \) can be replaced by a sum over intermediate configurations \( C_{t} \in \Omega_{L,N} \) of the particles and height increments \( V_{t} = H_{t}^{\ell} - H_{t-1}^{\ell} \in \mathbb{N} \).

Using invariance by shifts of time and height, we obtain

\[
\langle e^{\sum_{i=1}^{n} \gamma(H_{t_i}(t_i) - H_{t_i}(0))}\rangle|_{t_0} = \sum_{C_{t_{1}} \ldots C_{t_{n}} \in \Omega_{L,N}} \prod_{\ell = 1}^{n} \left( e^{\sum_{V_{t_{\ell-1}}=1}^{\infty} \gamma \tilde{V}_{t_{\ell-1}}} \mathbb{P}(\tilde{C}(t_{i} - t_{i-1}) = C_{t}, H_{0}(t_{i}) = V_{t_{i}}|C_{0} = C_{t_{i-1}}, H_{0}(0) = 0) \right).
\]
with $\mathbf{H}_0(C)$ the initial height corresponding to the configuration $C$ given by (24). Comparing with (26) and using (27), one has

$$\langle \mathbf{e}^{\sum_{t=1}^{n} \gamma(H_{\ell}(t_{\ell})-H_{\gamma}(0))} \rangle_{\mathcal{C}} = \sum_{C \in \Omega_{L,N}} \langle C | \prod_{\ell=1}^{n} \left( \mathbf{e}^{\sum_{m=1}^{\gamma_{m}/L} \gamma_{m}} \right) \times \mathbf{e}^{(t_{\ell}-t_{\ell-1})M_{0}} \times \mathbf{e}^{(n/2)\mathbf{S}_{L}} | \mathcal{C} \rangle | \mathcal{C}_{0} \rangle, \quad (33)$$

with $\mathbf{H}_0$, the operator defined by $\mathbf{H}_0|C\rangle = \mathbf{H}_0(C)|C\rangle$. The operator $\mathbf{H}_0$ is related to $S$, defined in (29) by $\mathbf{H}_0 = S_0 - S_1$. Using (30), we finally obtain after some simplifications

$$\langle \mathbf{e}^{\sum_{t=1}^{n} \gamma(H_{\ell}(t_{\ell})-H_{\gamma}(0))} \rangle_{\mathcal{C}} = \sum_{C \in \Omega_{L,N}} \langle C | \prod_{\ell=1}^{n} \left( \mathbf{e}^{-\gamma_{\ell}S_{\ell}} \mathbf{e}^{(t_{\ell}-t_{\ell-1})M_{0}\mathbf{S}_{L}} \right) \rangle \times \mathbf{e}^{\sum_{t=1}^{n} \gamma S_{\ell}} | \mathcal{C}_{0} \rangle, \quad (34)$$

which reduces for $n = 1$ to the one time generating function (28) using (30).

4.4. Expansion over eigenstates

The expression (34) can be expanded over left and right Bethe eigenstates $\langle \psi_{r}(\gamma) |, | \psi_{l}(\gamma) \rangle$, $r = 1, \ldots, |\Omega_{L,N}|$ of the matrices $M_{(\gamma)}$, defined\(^3\) in terms of Bethe roots in (2) and (3), with a corresponding eigenvalue $E_{r}(\gamma)$ given by (4) for $M_{(\gamma)}$, and an eigenvalue $\mathbf{e}^{P_{r}/E}$ given by (5) for the translation operator $T$. It is also convenient to introduce the left and right eigenstates $\langle \psi_{l}^{0}(\gamma) | = \langle \psi_{l}(\gamma) | \mathbf{e}^{L_{0}}$ and $| \psi_{r}^{0}(\gamma) \rangle = \mathbf{e}^{-L_{0}} | \psi_{r}(\gamma) \rangle$ of $M_{0}(L_{\gamma})$, given by (10) and (11).

Using the resolution of the identity (9), together with the relations $S_1 = S_0 - \mathbf{H}_0$ for the operator $\mathbf{e}^{\sum_{t=1}^{n} \gamma S_{\ell}}$ and $S_1 = T^{-1}S_0 T$ for the operator $\mathbf{e}^{-\gamma S_{\ell}}$, and finally the translation invariance of the vector $\sum_{C \in \Omega_{L,N}} | \mathcal{C} \rangle$, we obtain from (34)

$$\langle \mathbf{e}^{\sum_{t=1}^{n} \gamma H_{\ell}(t_{\ell})} \rangle_{\mathcal{C}} = \sum_{r_{1}, \ldots, r_{n}} \left( \prod_{t=1}^{n} \mathbf{e}^{(t_{\ell}-t_{\ell-1})E_{r_{\ell}} \left( \sum_{m=1}^{\gamma_{m}/L} \right) - \mathbf{e}^{P_{r_{1}/E}} \mathbf{e}^{P_{r_{1}/E}} / L} \right) \times \left( \sum_{C \in \Omega_{L,N}} \langle C | \psi_{r_{1}}^{0} \left( \sum_{m=1}^{\gamma_{1}/L} \psi_{m} \right) | \mathcal{C}_{0} \rangle \right) \times \left( \prod_{t=1}^{n-1} \left( \psi_{r_{t}+1}^{0} \left( \sum_{m=t+1}^{\gamma_{m}/L} \psi_{m} \right) \right) \right) \right), \quad (35)$$

with the convention $t_0 = 0$, $i_0 = 0$.

4.5. Bethe ansatz formula for the generating function

Using the results of section 2 for eigenvalues and eigenvectors in terms of Bethe roots, the expression (35) for the generating function can be rewritten as

\(^3\)For simplicity, we use here notations for the eigenvectors different from the ones in section 2. In particular, the variable $\gamma$ in the notations $\psi_{l}(\gamma)$, $\psi_{r}^{0}(\gamma)$ indicates that the eigenvector is computed with Bethe roots solution of the Bethe equation (1) with fugacity $\gamma$.\n
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\[
\left\langle e^{\sum_{i=1}^{n} \gamma_{l} H_{i}(\ell)} \right\rangle_{C_{0}} = \left( \prod_{i=1}^{n} \sum_{\ell_{i}} \right) \frac{\det \left( (y_{j}^{(i)})^{k-i} \left( 1 - y_{j}^{(i)} \right)^{-k} \right)_{\ell \in [L, N]}}{\prod_{j=1}^{n} \prod_{\ell_{j}=j+1}^{N} (y_{j}^{(i)} - y_{k}^{(i)})} \times \frac{1}{\prod_{j=1}^{N} (y_{j}^{(i)})^{N}} \left( \prod_{\ell_{j}=1}^{N} \left( y_{j}^{(i)} - y_{i}^{(i)} \right)^{2} \right) \times \prod_{\ell_{j}=1}^{n} \left( 1 - e^{-\gamma} \right) \frac{e^{\sum_{j=1}^{N} \gamma_{l_{j}}}}{\prod_{\ell_{j}=1}^{N} y_{j}^{(i)} (1 - y_{j}^{(i)})^{1+i_{l_{j}}-i_{l}} \times e^{\sum_{j=1}^{N} y_{j}^{(i)}}} \times \left( \prod_{\ell_{j}=1}^{N} \frac{y_{j}^{(i)}}{N + (+L-N) y_{j}^{(i)}} \right) \prod_{\ell_{j}=1}^{N} (N + (L-N) y_{j}^{(i)})^{-1} \right)
\]

where the summation is over all \( |\Omega_{L,N}| \) admissible solutions \( \vec{y}^{(i)} = (y_{1}^{(i)}, \ldots, y_{N}^{(i)}) \) of the Bethe equation (1) with fugacity \( \sum_{m=1}^{d} \gamma_{m} / L \).

4.6. Probability of the height

The height difference \( H_{i}(\ell) - H_{i}(0) \) is a non-negative integer, and the joint probability of the height can thus be computed from the generating function above by taking residues, as

\[
P(H_{i}(\ell) = H_{i}(0) + U_{\ell}, \ell = 1, \ldots, n | C_{0}) = \oint \left( \prod_{\ell_{j}=1}^{n} \frac{d g_{\ell}}{g_{\ell}^{1+H_{i}(0)+U_{\ell}}} \right) \left( \prod_{\ell_{j}=1}^{n} H_{i}(\ell) \right) \left( \prod_{\ell_{j}=1}^{n} g_{\ell}^{H_{i}(\ell)} \right)_{C_{0}}.
\]

The contours of integration encircle 0 once in the positive direction. Inserting (36), we obtain an expression for the joint probability in terms of sums over solutions \( y^{(i)}, \ell = 1, \ldots, n \) of the Bethe equations for fugacities \( \sum_{m=1}^{d} \gamma_{m} / L \) with \( g_{m} = e^{\gamma_{m}} \). In order to rewrite the probability directly in terms of differentials on the Riemann surface \( \mathcal{R}_{N} \), it is useful in view of (14) to make the change of variables

\[
g_{\ell} \to c_{\ell} = \left( \frac{\prod_{m=\ell}^{n} g_{m}}{\rho^{N} (1 - \rho)^{L-N}} \right)^{1/y^{(i)}}.
\]

The Jacobian

\[
\det (\partial c_{\ell} / \partial g_{m})_{m=1, \ldots, n} = \rho^{N} (1 - \rho)^{-N} C_{1} \prod_{\ell_{j}=1}^{n} \left( \frac{1}{C_{\ell}} \right) \sum_{j=1}^{N} \frac{y_{j}^{(i)}}{N + (L-N) y_{j}^{(i)}}
\]

(39)

cancels some factors in (36). Introducing the functions \( y_{j}(C), j \in [1, L] \) from section 3, the summation over Bethe roots \( \vec{y}^{(i)} \) can be replaced by a sum over sets \( \{ j_{1}^{(i)}, \ldots, j_{N}^{(i)} \} \subset [1, L] \).
indexing the sheets of $\mathcal{R}_N$ corresponding to the covering map $\pi_N$, and we obtain

$$P(H_i(t)) = H_i^{(0)} + U_i, \ell = 1, \ldots, n|C_0) = \prod_{\ell=1}^{n} \frac{dC_\ell}{2i\pi C_\ell} \left( \prod_{\ell=1}^{n} \sum_{1\leq i_1 < \ldots < i_\ell \leq N} \right) \det \left( (y^{(j)})^{k-i} - (y^{(j)})^{0} \right)_{k,\lambda \in \left[ 1, N \right]} \prod_{\ell=1}^{N} (y^{(j)} - y^{(j)})^{2} \left( \prod_{\ell=1}^{N} (1 - y^{(j)}) \right)$$

$$\times \prod_{\ell=1}^{n} \left( \prod_{\ell=1}^{N} \left( \frac{1}{N} - (L - N)_{\lambda=1}^{} \right) \right) \left( \prod_{\ell=1}^{N} \left( \frac{1}{C_{\ell}} \right) \right) \left( \prod_{\ell=1}^{N} \left( \frac{1}{C_{\ell}} \right) \right)^{-1}$$

$$\times \left( 1 - \frac{C_{\ell+1} \prod_{\ell=1}^{N} \left( \frac{1}{C_{\ell}} \right)}{C_{\ell+1} \prod_{\ell=1}^{N} \left( \frac{1}{C_{\ell}} \right)} \right)^{-1}.$$  (40)

with the notation $y^{(j)} = y^{(j)}(C_\ell)$.

We emphasize that the summand starting at line 2 in (40) is not meromorphic in $C$, since the functions $y^{(j)}$ have branch cuts. For any $\ell = 1, \ldots, n$, we observe however that the summand is a symmetric function of the $y^{(j)}$, $\kappa \in \left[ 1, N \right]$, and can thus be interpreted as the evaluation at the point $[C_\ell, \{ f^{(j)}_1, \ldots, f^{(j)}_n \}]$ of a function meromorphic on $\mathcal{R}_N$ (except for essential singularities at points $[\infty, J]$, see below). The sum over all sets $\{ f^{(j)}_1, \ldots, f^{(j)}_n \} \subset [1, L]$ labelling the sheets of $\mathcal{R}_N$ with respect to the covering map $\pi_N$, called the trace over $\pi_N$ of the function on $\mathcal{R}_N$, see e.g. [46], is then meromorphic in $C$, with an essential singularity at infinity.

We discuss in the rest of this section the pole structure of the summand in (40). From the results of section 3, factors $y^{(j)}(C)$ may only have poles and zeroes at the points $[0, J]$ while factors $1 - y^{(j)}(C)$ may only have poles at the points $[0, J]$ and zeroes at the points $[\infty, J]$. We recall that since the points $[0, J]$ and $[\infty, J]$ are ramification points of $\pi_N$, the small and large $C$ expansions of symmetric functions of $N$ distinct $y^{(j)}(C)$ may contain fractional powers of $C$. Such functions are however perfectly meromorphic on $\mathcal{R}_N$ after an appropriate choice of local parameter around these points.

The ratio det $((y^{(j)})^{k-i} - 1)_{k,\lambda \in \left[ 1, N \right]} \prod_{\ell=1}^{N} \left( \frac{1}{C_{\ell}} \right)$ is a symmetric polynomial in the $(1 - y^{(j)} - 1)$, whose only poles are then of the form $[\infty, J]$. Thus, the second line of (40) may only have poles in the variables $C_\ell$ and $C_{\ell+1}$ at the points $[0, J], [\infty, J]$. Similarly, in the third line of (40), except for the denominator $N + (L - N)y^{(j)}$ discussed separately at the end of this section, all the factors may only have poles in the variables $C_\ell$ at the points $[0, J], [\infty, J]$. The same is true for the fourth line of (40), with the exponential contributing an additional essential singularity, i.e. a pole of infinite order, at the points $[\infty, J]$.

In the last line of (40), in addition to the usual poles in the variables $C_\ell$ at the points $[0, J]$, the denominator vanishes when $C_\ell = C_{\ell+1}$ and $f^{(j)}_\ell = f^{(j+1)}$. If the sets $\{ f^{(j)}_\ell \}$ and $\{ f^{(j+1)}_\ell \}$ are not identical, the apparent pole at $C_\ell = C_{\ell+1}$ coming from the denominator, of order at most $N - 1$, is compensated by the factor $(1 - C_{\ell+1}/C_\ell)^{N-1}$ in the numerator. If $\{ f^{(j)}_\ell \} = \{ f^{(j+1)}_\ell \}$, the apparent pole at $C_\ell = C_{\ell+1}$ from the denominator is of order $N$, and is again fully
compensated by the factors \((1 - C_{t+1}/C_t)^{N-1}\) and \(1 - \frac{C_{t+1}}{C_t} \prod_{i=1}^N y_i^{(t)}(C)\) in the numerator. The last line of (40) has thus only poles at the points \([0, J]\) in the variables \(C_t\), and stays finite at \(C_t = C_{t+1}\).

We consider now poles at \(C_t = -1\), contributed only by the factors in the third line of (40) corresponding to the function \(\Pi\) on \(\mathcal{R}_N\) defined by \(\Pi(\{I, J\}) = \prod_{j \in I}(y_j(C) - y_i(C))^2/\prod_{j \in J}(N + (L - N)y_j(C))\). From the results of section 3, the factor \(N + (L - N)y_j(C)\) vanishes as \(\sqrt{C+1}\) when either \(j \in \{1, N+1\}\) and \(C \to -1\) with \(\text{Im} C < 0\) or \(j \in \{N, L\}\) and \(C \to -1\) with \(\text{Im} C > 0\). There are three cases to consider for the behaviour of the function \(\Pi\) at the point \(p = [-1 - i\epsilon, J]\) (respectively \(p = [-1 + i\epsilon, J]\)), \(0 < \epsilon \to 0\) depending on the set \(I = J \cap \{1, N + 1\}\) (resp. \(I = J \cap \{N, L\}\)). If \(I\) is empty, then \(\Pi\) stays finite at the point \(p\). If \(I\) contains a single element, then \(\Pi(\{I, J\}) \sim (C + 1)^{-1/2}\). Furthermore, the point \(p\) is a ramification point of \(\pi_N\) with ramification index 2 in this case, with local parameter \(\sqrt{C+1}\) around \(p\), and the function \(\Pi\) has thus a simple pole at \(p\). Finally, if \(I\) contains two elements, \(\prod_{j \in I}(N + (L - N)y_j(C)) \sim C + 1\) is compensated by \(\prod_{j \in J}(y_j(C) - y_i(C))^2 \sim C + 1\), and the function \(\Pi\) is again finite at \(p\), which is furthermore not a ramification point of \(\pi_N\) in that case. We conclude that the function \(\Pi\), and thus all the summand between the second and last line of (40), has simple poles at the points \([-1, J] \in \mathcal{R}_N\) only if they are also ramification points of \(\pi_N\).

We consider finally the differential form \(\Omega\), defined away from ramification points of \(\pi_N\) by \(\Omega(\{I, J\}) = \Pi(\{I, J\})dC\). Around a ramification point of \(\pi_N\) of the form \(p = [-1 + i\epsilon, J]\), an appropriate choice of local parameter is \(B = \sqrt{C+1}\), and we observe that the zero of \(dC = 2BdB\) compensates the pole of the function \(\Pi\) at \(p\). The differential form \(\Omega\) is thus analytic at \(p\).

In conclusion, we have shown that the integrand in (40), interpreted for any variable \(C_t\) as a differential living on \(\mathcal{R}_N\), only has poles at the points \([0, J]\) and \([\infty, J]\) and is regular everywhere else. The trace obtained by summing over all sheets indexed by sets \(\{j^{(1)}_1, \ldots, j^{(1)}_N\} \subset \{1, L\}\) is thus holomorphic in \(\mathbb{C}^\ast\), with a multiple pole at \(C_t = 0\) and a pole of infinite order at \(C_t = \infty\). The contours of integration in (40) are thus only required to encircle 0 once in the positive direction, and can be moved freely beyond that.

4.7 Cumulative distribution of the height

The cumulative distribution of the height

\[
\mathbb{P}(H_{\ell}(t) \geq H_{\ell}^{(0)} + U_t, \ell = 1, \ldots, n|C_0) = \left(1 - \sum_{t=1}^\infty \prod_{i=1}^n (1 - V_i = t_i)\right)
\]

\[
\mathbb{P}(H_{\ell}(t) = H_{\ell}^{(0)} + V_t, \ell = 1, \ldots, n|C_0) = \prod_{i=1}^n y_i^{(t)}(C_i)
\]

(41)

follows easily from (40). In order to perform the summation over the \(V_t\) inside of the integrals, the additional constraint

\[
\left|\prod_{i=1}^N y_i^{\ell_1}(C_1)\right| < \cdots < \left|\prod_{i=1}^N y_i^{\ell_{-N}}(C_n)\right| < 1
\]

(42)

is needed for all possible choices of the integers \(j^{(t)}_i\). Since the Bethe root functions \(y_j(C) \to 1\) when \(|C| \to \infty\), the constraint implies the ordering of the paths of integration

\[
|C_n| < \ldots < |C_1|
\]

(43)
in the region where the $|C_i|$ are large. The pole structure discussed at the end of this section shows that the ordering (43) is in fact necessary and sufficient even when the $|C_i|$ are not large. We obtain

$$
\mathbb{P}(H_i(t) \geq H_i^{(0)} + U_i, \ell = 1, \ldots, n|C_0) = \oint_{[C_0]} \left( \prod_{\ell = 1}^{n} \frac{dC_0}{2\pi i C_\ell} \right) \times \left( \prod_{\ell = 1}^{n} \sum_{1 \leq k^{(0)}_\ell < \cdots < n^{(0)}_\ell \leq L} \right) \det \left( (y^{(1)}_\lambda)^{k^{(1)}_\lambda+1} (1 - y^{(1)}_\lambda)^{-y^{(0)}_\lambda} \right)_{\lambda,\nu \in \{1, \ldots, n\}} \frac{1}{\prod_{\lambda=1}^{n} (y^{(0)}_\lambda)^{N}} \times \left( \prod_{\ell=1}^{n} \left( \prod_{\kappa=1}^{N} \left( \frac{y^{(0)}_\kappa (1 - y^{(0)}_\kappa)}{N + (L - N)y^{(0)}_\kappa} \right) \right) \frac{1}{\prod_{\lambda=1}^{n} (y^{(0)}_\lambda)^{N}} \right) \times e^{-(\nu - t_{-1} \sum_{\kappa=1}^{n} \frac{\rho^{(0)}_\kappa}{1 - \rho^{(0)}_\kappa})}
$$

with the same notations $y^{(0)}_\ell = y_{\ell>C_\ell}(C_\ell)$ as before. The identity (44) is equivalent to the expression (3.6) from [33] after some rewriting, with $\zeta_\ell = \rho^{(1)}(1 - \rho)^{L-N}C_\ell$.

As in the previous section, the summand in (44) can be interpreted as a function of the $n$ variables $p_\ell = [C_\ell, \{j^{(0)}_\ell, \ldots, j^{(0)}_\kappa\}] \in \mathcal{R}_N, \ell = 1, \ldots, n$, meromorphic (except for isolated essential singularities) in each variable with poles of finite order at points $[0, J]$ and poles of infinite order at points $[\infty, J]$. Unlike in (40), however, this function has the additional poles $p_{\ell+1}$ coming from the denominator $\prod_{\kappa=1}^{n} \prod_{\lambda=1}^{N} \left( y^{(0)}_\kappa - y^{(0+1)}_\lambda \right)$ with $\{j^{(0)}_\ell, \ldots, j^{(0)}_\kappa\} = \{j^{(0+1)}_\ell, \ldots, j^{(0+1)}_\kappa\}$, which is no longer compensated by a factor $1 - \frac{\zeta_{\ell+1}}{\zeta_\ell} \prod_{\kappa=1}^{n} (y^{(0)}_\kappa / y^{(0+1)}_\kappa)$ in the numerator. This implies that the contours of integration cannot be moved freely, but are constrained by (43) after taking the trace over all sheets.

4.8. Abelian integrals when $L$ and $N$ are co-prime

We introduce meromorphic functions $\mu_1, \mu_2$ and $\eta$ on the Riemann surface $\mathcal{R}_N$ by

$$
\mu_1(J, C) = -1 + \sum_{j \notin J} \frac{1}{N + (L - N)y_j(C)}
$$

$$
\mu_2(J, C) = -\frac{1}{N} + \sum_{j \notin J} \frac{1}{(N + (L - N)y_j(C))^2}
$$

$$
\eta(J, C) = -N + \sum_{j \notin J} \frac{1}{1 - y_j(C)}.
$$

These functions behave as $O(C)$ when $C \to 0$ in the principal sheet $J = [1, N]$. Additionally, for any meromorphic function $f$ on $\mathcal{R}_N$, we use the notation $\omega_f$ for the meromorphic differential defined away from ramification points of $\pi_N$ by $\omega_f(J, C) = f(J, C)dC/C$. 

When $L$ and $N$ are co-prime, the Riemann surface $\mathcal{R}_N$ has a single connected component, and any point $[C, J]$ can be reached from the point

$$O = [0, \|1, N\|] \in \mathcal{R}_N,$$  \hspace{1cm} (48)

which is never a ramification point of $\pi_N$. From the expression (20) of $y(J)$, and the small $C$ behaviour (16) of $y(J)$ to fix the constant of integration, we obtain expressions involving Abelian integrals (i.e. integrals of meromorphic differentials on a Riemann surface) for the sum

$$\sum_{j,C} \frac{y(J)}{1 - y(J)} = \frac{1}{L} \int_{O}^{[C, J]} \omega_\eta - \frac{N}{L} \int_{O}^{[C, J]} \omega_\mu_1,$$ \hspace{1cm} (49)

the products

$$\prod_{j,J} \frac{y(J)}{1 - y(J)} = \frac{(1 - \rho)^{N - L} C}{N + (L - N) y(J)} \exp \left( \frac{NL}{L - N} \int_{O}^{[C, J]} \omega_{\mu_2} \right)$$ \hspace{1cm} (50)

$$\prod_{j,J} (1 - y(J)) = \exp \left( \frac{N}{L - N} \int_{O}^{[C, J]} \omega_{\mu_1} \right)$$ \hspace{1cm} (51)

$$\prod_{j,J} \frac{y(J)}{n! (1 - \rho)^{n - N} C} = \exp \left( \frac{L}{L - N} \int_{O}^{[C, J]} \omega_{\mu_1} \right)$$ \hspace{1cm} (52)

and the double products

$$\prod_{j,k,J \neq J} (y(J) - y(k)) = (1 - \rho)^{N - L} \rho^{N^2 (1 - \rho)^{N - L} (L - N)} C^{N - 1}$$

$$\times \exp \left( \frac{NL}{L - N} \int_{O}^{[C, J]} \omega_{\mu_1^2 + \mu_2} \right)$$ \hspace{1cm} (53)

and

$$\prod_{j_1,J_1 \neq J_2} \prod_{j_2,J_2} (y(J_1) - y(J_2)) = \rho^{N^2 (1 - \rho)^{N - L} (C_1 - C_2)^N}$$

$$\times \exp \left( \frac{NL}{L - N} \left( \int_{\gamma} \frac{dB}{B} A(\mu_1([C_1 B, \cdot])) \mu_1([C_2 B, \cdot]) \right) + \int_{O}^{[C_1, J_1]} \omega_{\mu_1} + \int_{O}^{[C_2, J_2]} \omega_{\mu_1} \right).$$ \hspace{1cm} (54)

The path $\gamma \subset \mathbb{C} \setminus \{0, -1\}$ in (54) is chosen so that $\gamma$ lifts for the couple $([C_1 B, \cdot], [C_2 B, \cdot]) \in \mathcal{R}_N \times \mathcal{R}_N$ to a path $\Gamma$ from $(O, O)$ to $([C_1 J_1], [C_2 J_2])$, and $A(\mu_1([C_1 B, \cdot]) \mu_1([C_2 B, \cdot]))$ is understood as the analytic continuation of $\mu_1([C_1 B, \cdot]) \mu_1([C_2 B, \cdot])$ along $\Gamma$.

Using the integral formulas above, we finally obtain from (44) our main result for the joint statistics of the TASEP height at $n$ distinct times $0 < t_1 < \ldots < t_n$, valid when the system size
For the stationary initial condition, which consists in summing over all possible choices of initial positions with the same weight $1$ as a sum over line ensembles corresponding to interlacing sequences of positions $\Theta$ origin points analogue to each term of the sum is proportional to the exponential of an integral over $L$ and the number of particles $N$ are co-prime$^4$: 

$$\mathbb{P}(H_n(t) \geq H_n(0) + U_\ell, \ell = 1, \ldots, n|\mathcal{O}_0) = \int_{|\mathcal{O}_n|<|\mathcal{O}_1|} \frac{dC_1 \ldots dC_n}{(2i\pi)^N} \left( \prod_{i=1}^n \sum_{|\mathcal{O}_i|=|\mathcal{O}_j|=N} \right) \Theta_{\mathcal{O}_0}(\mathcal{O}_1, J_1) \prod_{\ell=1}^n \frac{e^{\int_0^{\mathcal{O}_\ell} \left( \omega_{\mathcal{O}_\ell}^\gamma + \left( H_n(0)_\gamma + U_\ell(0)_\gamma + U_{\ell-1}(0) \right) \left( \frac{|\mathcal{O}_\ell - \mathcal{O}_{\ell-1}|}{2\pi} \right) \right)}}{\prod_{\ell=1}^n \left( (\mathcal{O}_\ell - \mathcal{O}_{\ell+1}) e^{\int_0^{\mathcal{O}_\ell} \sum_{\mu \in \mathcal{A}(\mathcal{O}_\ell, R_j, \mu(\mathcal{O}_{\ell+1}, R_j))} \right)},$$ (55)  

with initial heights $H_n(0)$ defined in (24), integer height differences $U_\ell$, and the conventions $i_0 = i_0 = U_0 = 0$. As above, the meromorphic differentials are defined by $\omega_j((C, J)) = f((C, J))dC/C$ away from branch points of $\pi_N$, the functions $\mu_1$ and $\eta$ on $\mathcal{R}_N$ are defined by (45) and (47), the point $O = [0, [1, N]]$ belongs to the principal sheet of $\mathcal{R}_N$, the path $\gamma \subset \mathbb{C}\setminus\{0, -1\}$ from 0 to 1 is as in (54), and the symbol $\mathcal{A}$ means analytic continuation on $\mathcal{R}_N \times \mathcal{R}_N$ along $\gamma$. The summation over sheets $J_\ell$ corresponds to tracing over the covering map $\pi_N$ from $\mathcal{R}_N$ to the Riemann sphere $\mathcal{C}$. The initial positions $x_j^{(0)} \in [1, L]$ of the particles enter only through the ratio 

$$\Theta_{x_1^{(0)} \ldots x_N^{(0)}}([C, [j_1, \ldots, j_N]]) = \frac{\det \left( (y_j(C))^k(1 - y_j(C))^{L-k} \right)_{k=1}^{N} \chi \in \{0, 1, \ldots, N\} \prod_{x=1}^N \prod_{\chi=x+1}^{N} (y_j(C) - y_{j_x}(C))}{\prod_{\chi=1}^N \prod_{\chi=x+1}^{N} (y_j(C) - y_{j_x}(C))}.$$ (56)  

For domain wall initial condition $x_j^{(0)} = k + i, 0 \leq i \leq L - N$ one has in particular 

$$\Theta_{x_0^{(0)} \ldots x_N^{(0)}}([C, J]) = \prod_{j=1}^N (1 - y_j(C))^{L-i} \exp \left( \frac{N(L-N-i)}{L-N} \int_{0}^{c(C)} \omega_{\mu_1} \right).$$ (57)  

For the stationary initial condition, which consists in summing over all possible choices of initial positions with the same weight $1/|\Omega_{L,N}|$, the identity $\sum_{1 \leq k_1 < \ldots < k_N \leq L} \Theta_{x_1^{(0)} \ldots x_N^{(0)}}([C, J]) = (1 - \sum_{j \in J}(1 - y_j(C))^N) \prod_{k \in J} y_{k}(C)/\prod_{j \in J} y_{j}(C)$ gives, after using $\bar{P}(y_j(C), C) = 0$ and computing explicitly the sum over $j \in J$, the result 

$$\Theta_{\text{stat}}([C, J]) = \frac{1}{|\Omega_{L,N}|} \left( 1 - \frac{1}{\prod_{j \in J} y_j(C)} \right) = -1 + e^{-\frac{N}{|\Omega_{L,N}|} \omega_{\mu_1}}.$$ (58)  

More generally, the symmetric Grothendieck polynomial $\Theta_{x_1^{(0)} \ldots x_N^{(0)}}([C, J])$ may be written as a sum over line ensembles corresponding to interlacing sequences of positions [38], and each term of the sum is proportional to the exponential of an integral over $\omega_{\mu_1}$, with $\mu_1$ an inhomogeneous version of $\mu_1$ defined on the Riemann surface $\mathcal{R}_N$ on which non-symmetric functions of $N$ Bethe roots live.

4.9. Large $L$ asymptotics in the KPZ regime

The KPZ regime of TASEP, reached in the limit $L, N \to \infty$ with fixed density $\rho = N/L$ [or rather $N/L \to \rho$, with $L$ and $N$ co-prime in order to use the expression (55)] and corresponding

$^4$When $L$ and $N$ are not co-prime, and additional summation over the connected components of $\mathcal{R}_N$ is needed, and origin points analogue to $O$ must be chosen for each connected component. The definitions of the functions $\mu_1$ and $\eta$ must also be altered accordingly in order to make the integrals convergent.
to an infinite genus limit for \( \mathcal{R}_N \), is obtained on the time scale \( t_t \sim L^{3/2} \). More precisely, we consider the scalings

\[
t_t = \frac{\tau^2 L^{3/2}}{\sqrt{\rho(1 - \rho)}} \quad (59)
\]

\[
i_t = (1 - 2\rho)t_t + x_t L \quad (60)
\]

\[
H_t = \rho(1 - \rho)t_t + \mathcal{H}L + \sqrt{\rho(1 - \rho)L}h_t. \quad (61)
\]

The initial condition must be chosen so that the local density of particles approaches a regular enough function \( \rho(x) \). If \( \rho(x) \) is a generic non-constant function, the constant \( \mathcal{H} \) is the contribution of the deterministic Burgers’ equation on the whole hydrodynamic scale \( t \sim L \), in particular \( \mathcal{H} = \max(-\rho(1 - x_0), -(1 - \rho)x_0) \) for domain wall initial condition \( x_k^0 = k + (x_0 - \rho)L \) modulo \( L \) with \( 0 \leq x_0 \leq 1 \), and the statistics of the heights \( h_t \) is expected to be described by the KPZ fixed point with sharp-wedge initial condition and periodic boundaries in that case. If on the other hand \( \rho(x) \approx \rho + \sigma(x)/\sqrt{L} \), which is in particular the case for the stationary initial condition where the height function \( h_0(x) = \int_0^x du \sigma(u) \) is a Brownian bridge, one has \( \mathcal{H} = 0 \) and the statistics of the heights \( h_t \) is expected to be described by the KPZ fixed point with initial condition \( h_0 \) and periodic boundaries.

For any sheet \( J \subset \{1, \ldots, N\} \), the elements of the set \( J \setminus (N + 1) / 2 \) may be interpreted as pseudo-momenta of quasi-particles. The principal sheet \( J = \{1, \ldots, N\} \) corresponds to a filled Fermi sea, with all pseudo-momenta between \( - \frac{N}{2} \) and \( \frac{N}{2} \) occupied. Only sheets \( J \) corresponding to particle-hole excitations close to the edges of the Fermi sea contribute to the KPZ regime of TASEP. Such sheets are parametrized by two finite sets \( P, H \subset \mathbb{Z} + 1 / 2 \) with \( |P| = |H| \), as \( J = J_{P,H} \) with

\[
J_{P,H} = \left( \{1, \ldots, N\} \setminus ((1/2 - H_-) \cup (N + 1/2 - H_+)) \right) \cup \left( (N + 1/2 - P_-) \cup (L + 1/2 - P_+) \right)
\]

(62)

for large enough \( L, N \). The notations \( P_-, H_- \) (respectively \( P_+, H_+ \)) refer to the positive (resp. negative) elements of \( P \) and \( H \). The principal sheet corresponds to both \( P \) and \( H \) equal to the empty set \( \emptyset \).

From (18) and (19), analytic continuations on \( \mathcal{R}_N \) from the sheet \( J_{P,H} \) crossing the cut finitely many times only lead for large enough \( L, N \) to sheets \( J_{P,H} \) with \( P' \odot H' = (P \odot H) - m \) where \( m \in \mathbb{Z} \) and \( \odot \) is the symmetric difference operator \( P \odot H = (P \cup H) \setminus (P \cap H) \). More precisely, describing analytic continuation from \( J_{P,H} \) to \( J_{P',H'} \) by a sequence of operators \( A_{in}, A_{out}, A_{in}^{-1}, A_{out}^{-1} \), the integer \( m \) is equal to the number operators \( A_{in}, A_{out}^{-1} \) in the sequence, corresponding to analytic continuation from above the cut in figure 3, minus the number of operators \( A_{in}^{-1}, A_{out} \) in the sequence, corresponding to analytic continuation from below the cut in figure 3. We conclude that the (non-compact) Riemann surface \( \mathcal{R}_N \) obtained in the KPZ limit must have infinitely many connected components \( \mathcal{R}_N^{KPZ} \), indexed by equivalence classes of sets \( \Delta = P \odot H \) under \( \Delta \equiv \Delta + 1 \).

Since the Riemann surface \( \mathcal{R}_N \) breaks down into connected components \( \mathcal{R}_N^{KPZ} \) in the KPZ regime, the starting point \( O = [0, [1, N]] \) of the integrals in (55) must be changed before taking the large \( L \) limit. For the sheet \( J = J_{P,H} \) with \( \Delta_I = P_I \odot H_I \) and \( Q_I = P_I \cap H_I \), using the results from appendix B and comparing (55) with (44), we choose to replace \( O \) by \( O_{\Delta_I} = [0, J_{\Delta_I \setminus \Delta_I}] \) (i.e. \( O_{\Delta_I} = O_{\Delta_I \setminus \Delta_I} \) in the notations of appendix B), where \( \Delta_I = P_I \setminus Q_I \).
and $\Delta \setminus A_t = H_t \setminus Q_t$, see figure 4, such that $A_t$ and $\Delta \setminus A_t$ have symmetric difference $\Delta_t$ and an empty intersection. The summation over sets $J_t$ in (55) thus reduces in the KPZ regime to sums over finite sets of half-integers $\Delta_t, Q \subset \mathbb{Z}$ with $\Delta_t \cap Q = \emptyset$, and $A_t \subset \Delta_t$ with the constraint $|A_t| = |\Delta_t \setminus A_t|$ equivalent to $|P_t| = |H_t|$.

The Riemann surface $\mathcal{R}_{KPZ}$ was introduced in [32] as the natural domain of the functions $\chi_{P,H}(v)$, defined for $-\pi < \Im v < \pi$ by

$$\chi_{P,H}(v) = -\frac{\mathrm{Li}_2(-e^{\int})}{\sqrt{2\pi}} + \sum_{a \in P} (4i\pi a)^{3/2}(1 - \frac{v}{2i\pi a})^{3/2} + \sum_{a \in H} (4i\pi a)^{3/2}(1 - \frac{v}{2i\pi a})^{3/2},$$

with the usual choice of branch cut $\mathbb{R}^-$ for the logarithm and the power $3/2$, and where the polylogarithm $\mathrm{Li}_i(z)$, analytic for $z \in \mathbb{C} \setminus [1, \infty)$, is equal for $|z| < 1$ to $\mathrm{Li}_i(z) = \sum_{k=1}^{\infty} \frac{z^k}{k^i}$.

Writing $\sum_{a \in P} + \sum_{a \in H} = \sum_{a \in P \setminus H} + \sum_{a \in P \cap H} + 2 \sum_{a \in P \cap H} + 2 \sum_{a \in P \setminus H}$ and defining $\Delta = P \setminus H$, $Q = P \cap H$ and $A = P \setminus H$, we observe from (63) that the sheets of the Riemann surface, which are labelled by the triplet $(A, \Delta, Q)$ in $\mathcal{R}_N$, depend in fact only of the pair $(\Delta, Q)$ in $\mathcal{R}_{KPZ}$. Labelling the points of $\mathcal{R}_{KPZ}$ by $(v, (\Delta, Q))$ with the change of variable $C = e^v$ from the notations for $\mathcal{R}_N$, the points $O_{\Delta}^A$ introduced above as starting points of integrals then reduce to the same point $O_{\Delta} = [\infty, (\Delta, \emptyset)]$ in $\mathcal{R}_{KPZ}$.

A straightforward residue calculation, see appendix C, gives the large $L$ asymptotics with $\rho = N/L$ of the functions $\eta$ and $\mu_1$ appearing in (55). We consider two finite sets of half-integers $P$ and $H$ with $|P| = |H|$ and define $\Delta = P \setminus H$, $Q = P \cap H$, $A = P \setminus H$ as above. On the sheet $J_{P,H}$ of $\mathcal{R}_N$ defined in (62), one has for fixed $C \in \mathbb{C} \setminus \mathbb{R}$

$$\eta(|C, J_{P,H}|) = \sqrt{\frac{1 - \rho}{\rho}} \chi_{P,H}(\log C) + \mathcal{O}(L^{-1})$$

and

$$\mu_1(|C, J_{P,H}|) = -\frac{1 - \rho}{\rho L} \chi_{P,H}''(\log C) + \mathcal{O}(L^{-3/2}).$$

The convergence is however not uniform near $C = 0$ when $(P, H) \neq (\emptyset, \emptyset)$ because fractional powers $C^{1/N}$, $C^{1/(L-N)}$ from (16) do not cancel except in the principal sheet, and integrals from

Figure 4. Graphical representation of the sets of half-integers appearing in (70). The greyed area corresponds to $\Delta_t = P_t \ominus H_t$. 
The expressions from integral, with \( w \) and \( v \) where the differential \( d \)

\[
\int_{O^A_{\Delta}} \omega_{\eta+m} \simeq mL + mL \log(\rho(1-\rho)^{-\rho} + m \log C + 2\pi m w(J_{A,\Delta\setminus\Lambda} \to J_{P,H})
- 2\pi(1-\rho) \sum_{a \in A} - 2\pi \rho \sum_{a \in A} a + \frac{\sqrt{\rho(1-\rho)}}{\sqrt{L}} \chi_{P,H}(\log C)
\]

(66)

with \( w(J_{A,\Delta\setminus\Lambda} \to J_{P,H}) \) the winding number around 0 of the path from \( J_{A,\Delta\setminus\Lambda} \) to \( J_{P,H} \) in the integral,

\[
\int_{O^A_{\Delta}} \omega_{\mu_1+m/N} \simeq mL(\log(\rho(1-\rho)^{-\rho} + \frac{1}{\rho} \chi_{P,H}(\log C) \sqrt{L},
\]

(67)

and

\[
e^{\frac{k}{\rho} \int_{O^A_{\Delta}} \omega_{\mu_1+m/N} \simeq \left( \frac{\rho^{\frac{1}{2\rho}}(1-\rho)^{-\rho}}{16} \right)^{m_1 m_2} e^{\frac{\log C_{(A,Q)}(\log \chi_{C}(v)^2)}{v}},
\]

(68)

where the differential \( d\nu \chi_{C}(v)^2 \) is understood away from branch points as \( d\nu \chi_{C}(v)^2 \) with \( \tilde{P} \), \( \tilde{H} \) corresponding to the sheets encountered on the path from \( O_{\Delta} \) to \( \log C, (\Delta, Q) \) in \( \mathcal{K}_{KPZ} \), and \( \tilde{f} \) denoting a natural regularization of the integral by subtracting the divergent terms at \( v = -\infty \), see [32].

Finally, considering two sheets \( J_{P_i H_i}, J_{P_j H_j} \) of \( \mathcal{R}_N \) with symmetric differences \( \Delta_i = P_i \setminus H_i, i = 1, 2 \), and two initial sheets \( J_{A_i \Delta_i \setminus \Lambda_i}, J_{A_2 \Delta_2 \setminus \Lambda_2} \) with \( m_i = |A_i| = |\Delta_i \setminus \Lambda_i|, i = 1, 2 \), one has

\[
e^{\frac{k}{\rho} \int_{O^A_{\Delta}} \omega_{\mu_1+m/N} \simeq \left( \frac{\rho^{\frac{1}{2\rho}}(1-\rho)^{-\rho}}{16} \right)^{m_1 m_2} e^{\frac{\log C_{(A,Q)}(\log \chi_{C}(v)^2 + \log C_2)}{v}}
\]

(69)

where \( \gamma \subset C \setminus \{0,-1\} \) lifts for the pair \( \{C_1 B, \cdot, [C_2 B, \cdot] \} \in \mathcal{R}_N \times \mathcal{R}_N \) to a path from \( O^A_{\Delta_i} \times O^A_{\Delta_j} \) to \( \{C_1 J_{P_i H_i}, [C_2 J_{P_j H_j}] \} \), and \( \beta \) is the analogue of \( \gamma \) in \( \mathcal{R}_{KPZ}^{\Delta_i} \times \mathcal{R}_{KPZ}^{\Delta_j} \) after the change of variable \( B = e^v \).

Using the identities above, we eventually recover\(^5\) the expressions from [32] after straightforward calculations. One has

\[
\mathbb{P}(h(x, \tau) > u_{\ell}, \ell = 1, \ldots, n|h_0)
\]

\[
= \int_{\{C_n < \ldots < |C_1|\}} \left( \prod_{i=1}^{n} \frac{dC_i}{2\pi} \right) \left( \prod_{i=1}^{n} \sum_{\Delta_i < \Xi + 1/2 \sum_{Q_j \in \Xi + 1/2} \sum_{Q_j \cap \Delta_i = \emptyset}^{Q_j \cap \Delta_i = \emptyset} \right)
\]

\(^5\)The function \( e^{\frac{k}{\rho} \Delta_i \Delta_j} \) from [32], defined there by analytic continuations on \( \mathcal{R}_{KPZ}^{\Delta_i} \times \mathcal{R}_{KPZ}^{\Delta_j} \), is in particular equal to \( e^{\frac{k}{\rho} \Delta_i \Delta_j \log C_{1} \log C_{2}} \) with the path \( \beta \) as in (69).
with the conventions \(\tau_0 = u_0 = 0\). The summations are over finite subsets \(\Delta_f\) of \(\mathbb{Z} + 1/2\) labelling the connected components of \(R_{KPZ}\) and \(Q_f\) labelling the sheets of \(R_{KPZ}^\Delta\). As above, the points of \(R_{KPZ}^\Delta\) are written as \([v,(\Delta_t,\cdot)]\), and \(O_\Delta = [-\infty,(\Delta,\emptyset)]\) belongs to the principal sheet of \(R_{KPZ}^\Delta\). The path \(\beta_{t+1} \in \mathbb{C} | 2 \pi (\mathbb{Z} + 1/2)\) is such that \([(v + \log C_t,(\Delta_t,\cdot))], (v + \log C_{t+1},(\Delta_{t+1},\cdot))]\) lifts to a path on \(R_{KPZ}^\Delta \times R_{KPZ}^\Delta\) from \((O_{\Delta_t}, O_{\Delta_{t+1}})\) to \((\log C_t,(\Delta_t,\cdot)), [\log C_{t+1},(\Delta_{t+1},\cdot)])\). The connected component \((\Delta_1, \ldots, \Delta_n)\) of \(R_{KPZ}^\Delta \times \cdots \times R_{KPZ}^\Delta\) is weighted in (70) by

\[
\prod_{f=1}^{\Delta_f} (\beta_{t+1} -\beta_t) \prod_{f=1}^{\Delta_f} \prod_{\ell=1}^{n_f} \left(1/4\right)^{\Delta_f/2} |\sum_{a \in A_f} a/\Delta_f| e^{-2 i \pi \left(x_f - x_0\right)} \prod_{a \in A_f} \prod_{b \in A_f} e^{-2 i \pi \left(\log C_a - \log C_b\right)},
\]

and which is non-zero only if all \(|\Delta_f|\) are even. Finally, the initial condition, specified by the initial height function \(h_0(v)\), enters through the factor \(\Theta_{0f}([\log C_1,(\Delta_1,\cdot)])\), which depends on the variable \(C_1\) only, as pointed out already in [34]. This factor is equal for domain wall initial condition \(h_0^{(0)} = k + (x_0 - \rho)L\) to \(\Theta_{0f}([\log C_1,(\Delta_1,\cdot)]) = 1\) (with \(x_0\) in (71) equal to the coefficient \(x_0\) defining the shift in \(x_f^{(0)}\), and for stationary initial condition to \(\Theta_{stat}([v,(\Delta,\cdot)]) = \sqrt{2\pi} e^{-v^2/2} \chi_{F,\rho}(v)\) with \(P, H\) such that \(P \circ H = \Delta, P \cap H = Q\), and \(x_0 = 0\) in (71).

5. Conclusion

In this paper, we have studied height fluctuation for TASEP with periodic boundary conditions, with an emphasis on tools from algebraic geometry. Our main result (55) for the joint probability of the height at multiple times, which is equivalent to earlier expressions of Baik and Liu [33], makes the presence of an underlying compact Riemann surface \(R_N\) clear. A relatively straightforward large \(L\) asymptotic analysis to the KPZ regime, corresponding to the infinite genus limit \(R_N \rightarrow R_{KPZ}\), then leads directly to analogous expressions involving the non-compact Riemann surface \(R_{KPZ}\) on which half-integer polylogarithms live, already obtained in [32] in a much less direct way.

A natural extension of the present work would be to consider instead open TASEP connected to two reservoirs of particles, for which new Bethe equations [47] very similar to those of periodic TASEP have been recently discovered by Crampé and Nepomechie, leading to asymptotic expressions [48] for the spectrum in the KPZ regime involving a Riemann surface built from infinite sums of Lambert functions. Corresponding eigenfunctions of open
TASEP are unfortunately currently missing, but methods from algebraic geometry might be helpful.

Appendix A. Proof of the identity (13)

In this appendix, we prove the identity (13). We consider two sets of Bethe roots $y_j$ and $w_j$ solutions of the Bethe equation (1), with respective fugacities $\gamma_1$ and $\gamma_2$ assumed to be distinct. Comparing the definitions (2), (3) and (10), (11), one has for arbitrary $\gamma$

$$\langle \psi^0_w | \psi^0_y \rangle = \langle \psi_\gamma | \psi_\gamma \rangle. \quad (A.1)$$

Setting $\gamma = \gamma_1$, the right side becomes the scalar product between an off-shell Bethe vector $\langle \psi^0_y | \psi_\gamma \rangle$ for which the $w_j$ are not solution of the Bethe equations with fugacity $\gamma_1$, and an on-shell Bethe vector $| \psi_\gamma \rangle$ for which the $y_j$ are solution of the Bethe equations with fugacity $\gamma_2$. The Slavnov determinant (7) then leads to

$$\langle \psi^0_w | \psi^0_y \rangle = (-1)^N \left( \prod_{j=1}^{N} \frac{1 - y_j (1 - w_j)^{L+1}}{1 - y_j} \right) \left( \prod_{j=1}^{N} \prod_{k=1}^{N} (y_j - w_k) \right) \times \det \left( \frac{1}{w_j - y_k} \prod_{k=1}^{N} \frac{u_k}{y_k} - e^{L \gamma_2} \prod_{k=1}^{N} \frac{1}{1 - w_j/y_k} \right), \quad (A.2)$$

Computing explicitly the derivative with respect to $y_j$ and using the fact that the $w_j$ are solution of the Bethe equation (1) with fugacity $\gamma_1$, we obtain after small simplifications

$$\langle \psi^0_w | \psi^0_y \rangle = \left( \prod_{j=1}^{N} \frac{1 - y_j (1 - w_j)^{L+1}}{1 - y_j} \right) \times \det \left( \frac{1}{w_j - y_k} \prod_{k=1}^{N} \frac{u_k}{y_k} - e^{L (\gamma_2 - \gamma_1)} \frac{w_j}{y_j} \right). \quad (A.3)$$

The generalized Cauchy determinant identity

$$\det \left( \frac{A w_j - B y_j}{w_j - y_i} \right)_{i,j \in [1,N]} = (A - B)^{N-1} \left( \frac{A \prod_{j=1}^{N} w_j - B \prod_{j=1}^{N} y_j}{\prod_{j=1}^{N} w_j} \right) \left( -1 \right)^{\frac{N(L+1)}{2}} \times \left( \prod_{j=1}^{N} \prod_{j=1}^{N} (y_j - y_i) \prod_{j=1}^{N} \prod_{j=1}^{N} (w_j - w_i) \right), \quad (A.4)$$

which is proved easily from the usual Cauchy determinant identity

$$\det \left( \frac{1}{w_j - y_i} \right)_{i,j \in [1,N]} = \left( \prod_{j=1}^{N} \prod_{j=1}^{N} (y_j - y_i) \prod_{j=1}^{N} \prod_{j=1}^{N} (w_j - w_i) \right) \left( -1 \right)^{\frac{N(L+1)}{2}} \prod_{j=1}^{N} \prod_{j=1}^{N} (y_j - w_j), \quad (A.5)$$

by writing $\frac{A w_j - B y_j}{w_j - y_i} = A + \frac{A - B}{w_j - y_i}$ and noting that in the expansion of the determinant only the terms with $(A - B)^N$ and $A(A - B)^{N-1}$ contribute, finally leads to (13).

Appendix B. Abelian integrals starting from an arbitrary sheet

In this appendix, we state integral formulas analogue to (49)–(54) but starting from an arbitrary sheet $J_{P,H}$ of the principal connected component $\mathcal{R}_N$ of $\mathcal{R}_N$. The initial sheet
$J_{P,H}$ is parametrized as in (62) in terms of two finite sets $P, H \subset \mathbb{Z} + 1/2$, with cardinal $m = |P| = |H|$. We introduce the point $O_{P,H} = [0, J_{P,H}] \in \mathcal{R}_N$, and the functions $\mu_{\gamma,m}([C,J]) = \mu_1([C,J]) + m/N$ and $\eta_{\gamma}(C,J) = \eta([C,J]) + m$, such that the differentials $\omega_{\gamma,m}$, $\omega_{\mu_{1,m}}$ and $\omega_{\eta_{\gamma,m}}$ are integrable at the point $O_{P,H}$. Let $J$ be a sheet of $\mathcal{R}_N$. From the expression (20) of $y_j(C)$, and the small $C$ behaviour (16) of $y_j(C)$ to fix the constant of integration, one finds after some calculations the identities

$$J \sum_{j \in J} \frac{y_j(C)}{1 - y_j(C)} = -m + \frac{1}{L} \int_{O_{P,H}}^{|C,J|} \omega_{\gamma,m} - \frac{N}{L} \int_{O_{P,H}}^{|C,J|} \omega_{\mu_{1,m}}, \quad (B.1)$$

$$\prod_{j \in J} (1 - y_j(C)) = (\rho^N(1 - \rho)^{L-N}C)^{-\frac{m}{N}} e^{-\frac{2\pi}{L} \sum_{a \in P} \frac{\eta}{a}} \times e^{\frac{2\pi}{L} \text{Res}_{\gamma}(P \rightarrow -J)} \exp \left( \frac{N}{L} \int_{O_{P,H}}^{|C,J|} \omega_{\mu_{1,m}} \right), \quad (B.2)$$

$$\prod_{j \in J} \rho^N(1 - \rho)^{L-N}C = (\rho^N(1 - \rho)^{L-N}C)^{-\frac{m}{N}} e^{-\frac{2\pi}{L} \sum_{a \in P} \frac{\eta}{a}} \times e^{\frac{2\pi}{L} \text{Res}_{\gamma}(P \rightarrow -J)} \exp \left( \frac{L}{L-N} \int_{O_{P,H}}^{|C,J|} \omega_{\mu_{1,m}} \right), \quad (B.3)$$

and

$$\left( \prod_{j \in J} y_j(C)(1 - y_j(C)) \right)^{N/(L-N)} \prod_{j \neq k} (y_j(C) - y_k(C))^2$$

$$= (-1)^{\frac{N(N-1)}{2}} (-1)^m (\rho^N(1 - \rho)^{L-N}C)^{-\frac{m^2}{N}} e^{-\frac{2N}{N-N} L^2 m} \times e^{\frac{2\pi}{L} \text{Res}_{\gamma}(P \rightarrow -J) \left( \frac{\eta}{a} \sum_{a \in P} \frac{\gamma}{2} \right)} \times \left( \prod_{a < b \in J} \left( e^{-\frac{\eta a}{\gamma}} - e^{-\frac{\eta b}{\gamma}} \right) \right)$$

$$\times \left( \prod_{a < b \in J} \left( e^{-\frac{\eta a}{\gamma}} - e^{-\frac{\eta b}{\gamma}} \right)^2 \right) e^{\frac{2\pi}{L} \text{Res}_{\gamma}(P \rightarrow -J) \left( \frac{\eta}{a} \sum_{a \in P} \frac{\gamma}{2} \right)} \times \exp \left( \frac{NL}{L-N} \int_{O_{P,H}}^{|C,J|} \omega_{\mu_{1,m}}^2 + \frac{2(N-m)N}{L-N} \int_{O_{P,H}}^{|C,J|} \omega_{\eta_{\gamma,m}} \right), \quad (B.4)$$

where $\text{Res}_{\gamma}(P \rightarrow -J)$ is the winding number around $0$ of $\gamma = \pi_N(\Gamma) \subset \mathcal{C}$, with $\Gamma \subset \mathcal{R}_N$ the path of integration from $|C, J_{P,H}|$ to $|C, J|$ chosen for the integrals. We emphasize that by definition, all these expressions are independent of the initial sheet $J_{P,H}$, but depend only on the final point $|C, J|$. Similarly, considering two sheets $J_1, J_2$ of $\mathcal{R}_N$ and defining initial sheets $J_{P_1,H_1}, J_{P_2,H_2}$ with $m_1 = |P_1| = |H_1|$, $m_2 = |P_2| = |H_2|$ in $\mathcal{R}_N$, one has
\[
\prod_{j_1 \subset J_1 \subset J_2} \prod_{j_2 \setminus J_2} (y_{j_1}(C_j) - y_{j_2}(C_2)) = (-1)^{m_1 + m_2} (\rho^N(1 - \rho)^{L-N}(C_1 - C_2))^{N-m_1-m_2} \\
\times (\rho^N(1 - \rho)^{L-N})^{m_2} \prod_{j \in P_{j_1} \setminus P_{j_2}} (\rho^N(1 - \rho)^{L-N} C_i)^{m_2} (\rho^N(1 - \rho)^{L-N} C_2)^{m_2} \\
\times \left( \prod_{j \in P_{j_1} \setminus P_{j_2}} \left( e^{2i\gamma \pi \rho} C_i^{1/2} - e^{2i\gamma \pi} C_i^{-1/2} \right) \prod_{j \in P_{j_2} \setminus P_{j_1}} \left( e^{-2i\gamma \pi} C_i^{1/2} - e^{-2i\gamma \pi} C_i^{-1/2} \right) \right) \\
\times e^{\frac{2\pi i(m_2)}{L-N}} \prod_{\ell \in P_{j_1} \setminus P_{j_2}} \sum_{n=0}^{2i\gamma \pi \rho - \frac{m_2}{2}} e^{2i\gamma \pi \rho} \rho_1 C_j^{n+\frac{m_2}{2}} \\
\times \exp \left( \frac{NL}{L-N} \int_{\gamma} \frac{dB}{B} A(\mu_1, \gamma, (C_1, B, -), \mu_1, \gamma, (C_2, B, -)) \right) \\
+ \frac{(N-m_2)L}{L-N} \int_{O_{P_{j_1} \setminus P_{j_2}}} \omega_{\mu_1, m_1} + \frac{(N-m_1)L}{L-N} \int_{O_{P_{j_2} \setminus P_{j_1}}} \omega_{\mu_1, m_2} \right). 
\]

where \( \gamma \) is a path from 0 to 1 in \( \mathbb{C} \), \( w(\gamma) \) its winding number around 0, and \( A(\ldots) \) meaning analytic continuation of the couple \((C_1, B, -), (C_2, B, -)\) on the path \( \Gamma : (O_{P_{j_1} \setminus P_{j_2}}, O_{P_{j_2} \setminus P_{j_1}}) \rightarrow (\{C_1, J_1\}, \{C_2, J_2\}) \) obtained by lifting \( \gamma \) to \( \mathcal{R}_N \times \mathcal{R}_N \).

It is always possible to find such a path \( \Gamma \) in \( \mathcal{R}_N \times \mathcal{R}_N \). Indeed, by definition, one can always find a path from \((O_{P_{j_1} \setminus P_{j_2}}, O_{P_{j_2} \setminus P_{j_1}})\) to \((\{C, [1, N]\}, \{C, K\})\) for some \( K \subset [1, L] \) by crossing the cuts \((0, -1/C_1), (0, -1/C_2), (-1/C_1, \infty), (-1/C_2, \infty)\) for \( B \). Then, in the sheet \([1, N]\) of \( \mathcal{R}_N \times \mathcal{R}_N \) the branch cut \((0, -1/C_1)\) disappears, see figure B.1, and one can then find a path from the sheet \([1, N]\) to the sheet \([1, N]\) by crossing the cuts \((0, -1/C_2)\) and \((1/C_2, \infty)\) for \( B \). In other words, the fibre product \( \mathcal{R}_N \times \mathcal{R}_N \) generated by analytic continuations in \( B \) of couples \([(C_1, J_1), (C_2, J_2)] \in \mathcal{R}_N \times \mathcal{R}_N \) is a connected space.

**Appendix C. Large \( L \) asymptotics**

We consider the meromorphic function \( \mu_1 \) on \( \mathcal{R}_N \) defined in (45). Since \( y_j(C) \rightarrow 0 \) when \( 1 \leq j \leq N \) and \( y_j(C) \rightarrow \infty \) when \( N + 1 \leq j \leq L \), the \( C \rightarrow 0 \) expansion of \( \mu_1([C, J]) \) in the principal sheet \( J = [1, N] \) can be computed by residues as in [27], using

\[
\sum_{j=1}^{N} \frac{1}{N + (L-N)y_j(C)} = \int_{y_0}^{y_0 + \frac{\pi}{2i} \log P(y, C)} dt \quad (C.1)
\]

with \( P \) the polynomial defined in (15) and \( y_0 \) a small contour encircling 0 once in the positive direction. Expanding in powers of \( C \) and computing residues explicitly, one has
\[-1 + \sum_{j=1}^{N} \frac{1}{N + (L-N)y_j(C)} = \sum_{k=1}^{\infty} \frac{(-1)^k \rho^N (1 - \rho^{L-N}) C^k}{kN} \times \sum_{m=0}^{\infty} m \left( \frac{1 - \rho}{\rho} \right)^m \left( \frac{kL}{kN - m} \right). \]

At large \(L\) with fixed \(\rho = N/L\), the sum over \(m\) is dominated by the regime \(m \sim \sqrt{L}\). Writing the asymptotic expansion of the binomial coefficient, the Euler–Maclaurin formula finally gives \((65)\) with \(P = H = \emptyset\).

The contribution of particle-hole excitations for a sheet \(J = J_{P,H}\) defined in \((62)\) can be computed by writing

\[
\sum_{j \in J_{P,H}} \frac{1}{N + (L-N)y_j(C)} = \sum_{j=1}^{N} \frac{1}{N + (L-N)y_j(C)} - \sum_{a \in H} \frac{1}{N + (L-N)y_{N+1/2-a}(C)} \\
- \sum_{a \in H_{+}} \frac{1}{N + (L-N)y_{N+1/2-a}(C)} \\
+ \sum_{a \in P_{-}} \frac{1}{N + (L-N)y_{N+1/2-a}(C)} \\
+ \sum_{a \in P_{+}} \frac{1}{N + (L-N)y_{L+1/2-a}(C)},
\]

and using the asymptotics

\[
y_{N+1/2-a}(C) \simeq -\frac{\rho}{1 - \rho} \left( 1 + \text{sgn} \ a \frac{\sqrt{4i\pi a \sqrt{1 - \log C}}}{\sqrt{\rho(1 - \rho)L}} \right)
\]

\[
y_{1/2-a}(C) \simeq -\frac{\rho}{1 - \rho} \left( 1 - \text{sgn} \ a \frac{\sqrt{4i\pi a \sqrt{1 - \log C}}}{\sqrt{\rho(1 - \rho)L}} \right)
\]

with the convention \(y_j(C) = y_{j+L}(C)\) finally gives \((65)\) for general \(P, H\) with \(|P| = |H|\). The large \(L\) asymptotics \((64)\) of the function \(\eta\) on \(\mathcal{R}_N\) defined in \((47)\) can be obtained in a similar way.
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