Fast and Light-Weight Network for Single Frame Structured Illumination Microscopy Super-Resolution
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Abstract—Structured illumination microscopy (SIM) is an important super-resolution based microscopy technique that breaks the diffraction limit and enhances optical microscopy systems. With the development of biology and medical engineering, there is a high demand for real-time and robust SIM imaging under extreme low light and short exposure environments. Existing SIM techniques typically require multiple structured illumination frames to produce a high-resolution image. In this paper, we propose a single-frame structured illumination microscopy (SF-SIM) based on deep learning. Our SF-SIM only needs one shot of a structured illumination frame and generates similar results compared with the traditional SIM systems that typically require 15 shots. In our SF-SIM, we propose a noise estimator which can effectively suppress the noise in the image and enable our method to work under the low light and short exposure environment, without the need for stacking multiple frames for non-local denoising. We also design a bandpass attention module that makes our deep network more sensitive to the change of frequency and enhances the imaging quality. Our proposed SF-SIM is almost 14 times faster than traditional SIM methods when achieving similar results. Therefore, our method is significantly valuable for the development of microbiology and medicine.

Index Terms—Super Resolution, Image Demoireing, Structured Illumination Microscopy.

I. INTRODUCTION

Structured Illumination Microscopy (SIM) is a popular and powerful super-resolution technique for observing live cells (e.g., intracellular molecular structure, localization and interaction) to explore the internal mechanism of biology [1] and medicine due to breaking the Abbe’s diffraction limitation [2]. SIM often consists of two important steps: collect a series of low-resolution images (9 for 2D-SIM, 15 for 3D-SIM) using nonuniform illuminations under different angles and phases, employ reconstruction algorithms to synthesize high-resolution information from the sequentially collected images. Since it was first proposed by Heintzmannl [3] and Gustafsson [4], there is a strong goal to fast obtain higher-quality SIM observations for the rapid development of various biological and medical processes [5], [6]. However, both many sequential raw images and expensive super-resolution models heavily hinder SIM to achieve the goal. In live-cell super-resolution microscopy applications, SIM usually considers a trade-off of performance, computational cost, and the required number of raw images.

Recently, the development of deep learning brings dividends to various computer vision tasks [7]–[12]. As an low-level computer vision task closely related to biology and optics, super-resolution microscopes also benefit from deep neural networks. A series of deep learning-based methods have also improved super-resolution SIM microscopy solutions to a certain extent [13]–[17], [32]. These methods learn a mapping from a set of low-resolution raw frame to a high-resolution SIM image through deep neural networks. However, these methods have not explored how much the number of frames reconstructed by the SIM can be reduced. They also did not consider whether the SIM image could be reconstructed from a single original frame.

In this research, we demonstrate that using our designed network, any raw SIM frame shot at any angle or phase can be directly transformed to a high resolution result similar to which reconstructed by traditional methods using 15 frames, which significantly reduces the frequency of data acquisition and greatly reduces the synthesis time. To accomplish this task, we developed a Fast and Lightweight SIM super-resolution Network (FLSN), which has uniquely designed with a set of multi-kernel and multi-scale networks to learn images features from different receptive fields. We also designed a special noise estimation sub-network and bandpass attention modules based on Haar wavelet. These elements in our network can solve the noise problem in the original SIM frame and significantly improve the network performance especially for extreme low light and short exposure frames. This allows our deep learning based SIM super resolution method to have a faster imaging speed with lower phototoxicity which is significant to serve for the real application for biology and medical sciences.

II. PROPOSED METHOD

To explore the minimum number of frames for SIM reconstruction, we directly reduce the number of frames needed to one. We name the task single frame structured illumination microscopy super resolution (SF-SIM). We design a fast and light-weight multi-scale network to handle the task and we name our neural network FLSN. The proposed architecture
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of FLSN is shown in Table 1(a). Our network contains three key elements: multi-scale network, noise estimator, and bandpass attention. We used our proposed FLSN to super resolve SIM raw frame and outperform the state of the arts on 4 different datasets with lower computation and network scale. (Table 1(c) (e)). The following subsections will explain the details of these elements.

A. Multi-scale Network

Our proposed network contains multiple branches, which extract the features under multiple receptive fields. In the first branch, the features keep the same scale as the input image. The height and width of the features in the $b^{th}$ branch is $\frac{1}{2^b}$ of the first branch. From a vertical perspective, the multi-scale network encodes from high to low-frequency information and from short to long dependencies in the features. This structure can effectively remove the grating fringes and constrain moiré patterns. From a horizontal perspective, each branch is a super-resolution sub-network that upscales and reshapes the features to the $2 \times$ size of the LR image. The final output HR image is the weighted combination of the 4 branches and the upscaled original frame. This is a weighted global residual learning.
jointly denoising, demoiréing and super resolving the LR frame. The reconstruction process can be calculated as follows:

\[ \mathcal{G}^{HR}_{sim} = \sum_{b=1}^{B} \alpha_b \mathcal{G}_b^{HR} + I^{LR} \uparrow, \]

(1)

where \( \mathcal{G}^{HR}_{sim} \) is the final high-resolution image from the network, \( \alpha_b \) is the learnable scale factor, \( \mathcal{G}_b^{HR} \) is the high-resolution image from the \( b^{th} \) branch, and \( I^{LR} \uparrow \) is the input low resolution (LR) structured illumination frame. \( \uparrow \) indicates the 2× upsampling function.

We design a basic block using kernel selection [18] and channel attention [19] as our basic unit to construct the subnetwork. In each branch of our network, the features are enhanced by passing through a bandpass attention module to learn the importance of each frequency. Then 3 basic blocks are used to further extract the information of the enhanced features. The architecture of our basic block is shown in Fig. 2. Different convolution kernel size can bring different receptive fields. Large receptive field can bring more semantic information while small receptive can bring local texture information [20]. A mixture of different kernels can enable better representation power of deep convolutional neural network. Thus, we use kernel selection [18] to enhance our network backbone. This architecture contains a 3 × 3 kernel and a 5 kernel to capture different field of view. Then the features are added and passed through a channel attention to calculate the importance of different kernels. Once the weight \( w \) features of 3×3 kernel is calculated, the features from 5 kernel is given \((1-w)\) weight. Then the weight is used to refine the features from each branch then add together as an output. When calculating the result \( \text{Feat}_{i+1} \) from the input feature \( \text{Feat}_i \) with \( nc \) channels, we first slice the input feature and pass them into the convolution layers with our defined kernels.

\[ F_i = W^{5 \times 5}(\text{Feat}_i^{[0, \alpha_1]}) + W^{3 \times 3}(\text{Feat}_i^{[\alpha_1, \alpha_2]}) \]

(2)

Then we input \( F_i \) into the channel attention subnetwork. In which, we use a global average pooling with a bottleneck consisting of two 1×1 convolution layers and a ReLU activation layer to learn the importance among the channels in the convolution layers. Then we use the sigmoid function to map the importance value between 0 and 1 to reweight the channels. We finally add the input feature \( F_i \) in Fig. 2 (CA Block) with the reweighted features to construct local residual learning [20, 21]. This is calculated as in the following equation:

\[ w = F_i + F_i^2 \sigma(W_u(A(W_d(Sq(F_i))))) \]

(3)

where \( F_i^{cat} \) is the output feature of this group, \( \sigma \) is the sigmoid function, \( W_u \) and \( W_d \) denote the 1×1 convolution layers. \( A(\cdot) \) means the ReLU activation function and \( Sq(\cdot) \) means the squeeze function using global average pooling. This helps our block learn to enhance the useful channels in the meanwhile suppress the useless channels, leading to a selection for the channels from 3×3 convolution and 5×5 convolution. Finally, the output feature \( \text{Feat}_{i+1} \) from our basic block is calculated as followed:

\[ \text{Feat}_{i+1} = W^{5 \times 5}(\text{Feat}_i^{[0, \alpha_1]}) \ast w + W^{3 \times 3}(\text{Feat}_i^{[\alpha_1, \alpha_2]}) \ast (1-w) \]

(4)

B. Noise Estimator

Noise is an important factor that seriously degrades the SIM imaging quality. Usually, the noise levels in structured illumination images are dynamic according to the exposure time and microscopy illumination intensity. Thus, we propose a noise estimator module in the head of the proposed network for blindly denoising [23, 24] the input features. We follow the idea of DnCNN [23] to build the module. The detailed design of our noise estimator is shown in Fig. 3. This module consists of 2 channel attention residual blocks with instance normalization [25, 26]. Except for the first and last layers, the convolutional layers are followed by a ReLU activation layer. This module helps blindly estimate the noise map for each structured illumination frame and can be calculated as in the following equation:

\[ F_{\text{noise}} = W_8(A_7(W_7(\cdots A_1(W_1(I^{LR}))))), \]

(5)

where \( F_{\text{noise}} \) is the estimated noise map and \( I^{LR} \) is the low resolution structured illumination microscopy frame. \( W_i \) denotes the \( i^{th} \) convolutional layer and \( A_i \) is the \( i^{th} \) ReLU activation layer. The input feature of the multi-scale network is the concatenation of the original frame and the estimated noise map:

\[ F_{\text{cat}} = C(I^{LR}, F_{\text{noise}}), \]

(6)

where \( F_{\text{cat}} \) is the combination of the upsampled LR image and the estimated noise map. \( C(\cdot) \) is the concatenation function that stacks the two features along the channel dimension.

With the help of the proposed noise estimator, the network performance can be significantly improved. The experimental analysis of this module is described in the ablation study section.
C. Bandpass Attention

SIM imaging is based on the moiré phenomenon. Usually there are moiré and grating texture residues on the SIM frames. Moiré patterns are usually a mixture of multiple spatial frequencies \[10, 27\]. Thus separating the information and learning the importance among different frequency bands is important. In our work, we separate and extract the features from different frequency bands. Our method learns a scale factor to reweight the information of the components from different frequency bands. The module enhances the useful frequency components and suppresses the useless frequency features. The features are mixed at the end of the module which enhances the information in the original input.

The structure of bandpass attention is shown in Fig. 4. We use Haar wavelet \[28\] to subtract features from low to high-frequency structure of bandpass attention is shown in Fig. 4. We use Haar wavelet kernels. Finally, we aggregate the features in the sub-branch.

The features first input into four wavelet convolutional layers at the first stage of the module. The input information is downsampled and separated into 4 features from low to high frequencies. In the second stage, each separated output is passed through a channel attention block with residual connections (mentioned in Fig. 2 CA block) to further extract features under each frequency band. In the third stage, we use 4 transposed convolutional layers to upsample the information in each branch. The calculation of each branch in the proposed module is shown as in the following formulas:

\[
F_{LL} = w_1 \ast LL^T(CARB(LL(F_{in}^{b}))),
\]

\[
F_{LH} = w_2 \ast LHT(CARB(LH(F_{in}^{b}))),
\]

\[
F_{HL} = w_3 \ast HLT(CARB(HL(F_{in}^{b}))),
\]

\[
F_{HH} = w_4 \ast HH^T(CARB(HH(F_{in}^{b}))),
\]

where \(F_{in}^{b}\) is the input feature from the current branch. \(w_1\) to \(w_4\) mean the weight of each sub-branch of different frequency features. \(LL\) to \(HH\) indicate the convolutional layers with different frequency Haar wavelet kernels. \(LL\) to \(HH\) represent the transposed convolutional layers with \(LL\) to \(HH\) Haar wavelet kernels. Finally, we aggregate the features in the form of local residual learning as in the following equation.

\[
F_{out} = F_{LL} + F_{LH} + F_{HL} + F_{HH} + F_{in}^{b},
\]

where \(F_{out}\) is the output feature of the mixture of reweighted information of each subbranch. The features of the important frequencies are enhanced and the useless features are suppressed. This forms a bandpass level attention and further enhances the extracted features in the sub-branch. Further experimental analysis on this module is given in ablation study section.

D. Loss Function

In many image restoration tasks, \(L_2\) Loss is proved to usually provide over-smoothed results \[29\]. Thus we train our proposed SF-SIM network by optimizing \(L_1\) Loss. Given a batch of training image set \{\(I_{LR}^i, I_{HR}^i\)\}_{i=1,s=1}^{N,15}, the \(L_1\) loss is calculated as in the following equation:

\[
L(\Theta) = \frac{1}{N} \sum_{i=1}^{N} \|G_{sim}^{HR}(I_{LR}^i) - I_{HR}^i\|_1,
\]

where \(\Theta\) means the learnable parameter of our network. \(i\) denotes the \(i^{th}\) sample in the batch and \(N\) is the total number of images in one training batch. \(G_{sim}^{HR}\) denotes the proposed SF-SIM network that generates high resolution (HR) structured illumination microscopic image. \(I_{LR}^i\) represents a random chosen LR frame among 15 LR structured illumination (SI) frames (i.e. 3 angles and 5 phases). \(I_{HR}^i\) means the traditional SIM reconstructed HR image using 15 frames shot under the regular illumination and exposure time environment.

E. Experiment Setup & Datasets

The detailed experimental setup is shown in Table 1. In terms of hardware, we use a server with an NVIDIA RTX2080Ti GPU to train our SF-SIM network. In terms of software, we used Python 3.8 and PyTorch 1.9 on the server with Ubuntu 16.04 system to construct and train the proposed deep neural network. We also use CUDA11.1 and CuDNN8.0.4 to accelerate the training speed. Besides, we also use the same software and hardware environment to reproduce...
the performance of the related state-of-the-art methods we compare below. All the codes of our method will be open sourced for reproducibility.

| Hardware       | Software               |
|----------------|------------------------|
| CPU: 16 Core   | Ubuntu16.04            |
| RAM: 28GB      | CUDA11.1, CuDNN8.0.4   |
| GPU: RTX2080Ti | Python3.8.3            |
| VRAM: 11GB     | PyTorch1.7             |

**TABLE I**

**EXPERIMENT HARDWARE AND SOFTWARE SETUP.**

| Dataname  | Num Training | Num Testing |
|-----------|--------------|-------------|
| Adhesion  | 669          | 99          |
| F-actin   | 882          | 126         |
| Microtubule| 1007         | 167         |
| Mitochondria| 953         | 135         |

**TABLE II**

**DATA NAME AND TRAINING/TESTING NUMBERS OF SAMPLES OF THE FOUR MICROSCOPIC IMAGES DATASETS.**

We use the SIM dataset from [13] et al. The images in the dataset were taken with Nikon N SIM. Each sample contains two types, the first type is standard illumination, where the exposure time is 200ms per frame and the laser power is 70mw. The samples in this category include 15 low-resolution SI Frames under standard lighting and a 2x high-resolution image synthesized by the conventional SIM algorithm. The second category is very low light conditions. Under this condition, only 1% laser power is used and exposure time is set to ultra-short. Only 20ms is used for shooting Adhesion, F-actin, Mitochondria and Microtubule. Similarly, each sample contains 15 low-resolution images and one 2x high-resolution image synthesized by the conventional SIM algorithm. We name the first type of image High Exposure (HE), and the second type of image named Low Exposure (LE). We also name the high-resolution image HR, and the low-resolution image is named LR. The number of training and testing images is shown in Table II. We also used widefield image of F-actin from the dataset provided by [14] et al. which contains 20160 images for training and 1920 images for testing.

F. Network Training and Hyperparameters

When training the network, we use the Adam [30] optimizer to minimize the $L_1$ loss function. The batch size is set to 10 when training the network. We normalize training and test data by dividing by the maximum value of the data range (i.e. 65535.0). The initial learning rate is set to 0.0001. As the training Epoch increases, we reduce the learning rate by 12 times every 20 Epochs, for a total of 70 Epochs. It takes about 190s for training one epoch with the above-mentioned experimental setup.

**III. RESULT**

A. Fast Single-Frame SIM Reconstruction

We designed a specialized network named Fast and Light-weight SIM Network (FLSN) for direct SIM reconstruction from single low-resolution SIM raw frame. Typically, traditional SIM methods need to take 9 or 15 raw frames and the recent proposed deep learning based methods [13], [14] need at least 3 frames. Our proposed FLSN can reconstruct high fidelity SIM results similar to conventional methods used 15 frames. More raw frames means more time consumed during data collection. Since just need one frame, our FLSN is very fast and light-weight which can inference at millisecond level. The multi-scale architecture and multi kernel selection in FLSN enhanced its capabilities of handling the shadow of structured illumination gratings and learn different views of features under different receptive fields. We conduct a series of experiments which illustrate the strong capability of our FLSN in different classes of cells and environments.

**TABLE III**

**RMSE AND SSIM COMPARISON ON SINGLE FRAME SIM UNDER NORMAL LIGHT AND EXPOSURE ENVIRONMENT.**

Firstly, we study on the reconstruction of single raw SIM frame with normal light and exposure time (200ms). We trained and tested our FLSN using the dataset provided by Jin et al. [13] which contains 4 types of subcellular architectures including adhesion, F-actin, microtubule and mitochondria. Unlike conventional SIM methods using 15 frames (3 angles and 5 phases), FLSN can produce comparable results using only one frame. To show the strength of our proposed FLSN, we next tested and compared with the state of the art deep learning based SIM method under single raw frame settings. We evaluate the results calculating the root mean square error (RMSE) and structural similarity index (SSIM [31]) (Fig. [1][b] and [1][c]) with the SIM results produced with conventional SIM algorithm. Visualization for adhesion, F-actin, mitochondria and microtubule show our FLSN produce significant better SIM results than the related methods and reached comparable resolution to traditional Fourier based SIM reconstruction result(Fig. [1][c]). Deep learning based methods are usually memory and computation consuming. The number of learnable parameters among the kernels in convolutional neural networks and giga floating-point operations per second (GFLOPs) are the two important factors that affect the network efficiency and speed. Thus we next evaluated the network scale and computation of our FLSN and the related methods(Fig. [1][d] and Fig. [1][e]).

B. Fast SIM Reconstruction under Extreme Environment

Our FLSN is fast and light-weight which can produce 1024×1024 high resolution results within 10ms. However the slow acquisition speed for raw images strictly limits the execution time of the whole system. Thus we further train...
and evaluate our FLSN with image obtained under low light level and short exposure time [13] which can be obtained much faster than the normal environment (5-20ms). This type of data is much more challenging for reconstructing a high fidelity SIM result. With the decrease of the intensity of laser, content information in the raw frame become less and short exposure time result in serious noise on the image. When designing the network, we specially construct a noise estimation (NE) module. When input low exposure raw frame, NE first calculate the noise map one the image and a skip connection concatenate the raw image with the noise map. This helps our network perform significantly better under low light and short exposure environment [IV]. We also trained and tested the most related deep learning SIM methods [13], [14] under this condition (Fig. 5 (b) and (c)).

C. Fast Reconstruction for Widefield Images

For widefield microscopic images, our proposed FLSN can still work well. Widefield images are usually more blurry and have no structured illumination pattern compared with raw SIM frames. FLSN and the related methods [13], [14] were trained and tested using the widefield F-actin dataset provide by qiao et al. [14]. Similarly, RMSE (Fig. 6 (b)) and SSIM (Fig. 6 (c) and Table V) were calculated to evaluate the performance of these methods. Next, zoomed in details of the results (Fig. 6 (a)) of these methods were compared, our FLSN still reached a comparable resolution with the conventional SIM results using only one widefield input.

IV. ABLATION STUDY

In order to study the efficiency of our proposed modules, we conduct ablation studies on the noise estimator module sec. IV-A and the bandpass attention module sec. IV-B.
Fig. 6. a: Visual comparison of SF-SIM and the state of the arts under widefield environment. b: Performance comparison on four data sets. c: Model evaluation on performance, number of parameters and computation.

| Method | Widefield F-actin RMSE | Widefield F-actin SSIM |
|--------|------------------------|------------------------|
| DFCAN  | 3139.52                | 0.721                  |
| DL-SIM | 3291.52                | 0.722                  |
| FLSN   | 3008.80                | 0.732                  |

TABLE V
RMSE AND SSIM COMPARISON ON WIDEFIELD IMAGE SUPER RESOLUTION.

A. Noise Estimator

In this section, we study the importance of the noise estimator (NE) module in the head of our network. The noise estimator filter blindly estimates the noise map in the original noisy image and extracts the useful information. In

Table VI experimental results show the network with NE reconstruct high-resolution results with lower RMSE on both HE and LE environments on all of the four datasets. Especially in the LE environment, the extremely low light and shot exposure make the noise intensity significantly stronger than the frame shot under the HE environment. The network with NE module decreases more RMSE in the LE environment than in the HE environment, e.g. RMSE decreases 19.07 under HE environment while decreases 88.16 under LE environment in the Adhesion dataset. Thus experimental results support that NE is very effective and helps the network gain higher fidelity.
### Table VI

| Method            | Adhesion | F-actin | Mitochondria | Microtubule |
|-------------------|----------|---------|--------------|-------------|
| HE Without NE     | 143.23   | 606.23  | 391.72       | 458.68      |
| HE With NE        | 124.16   | 548.23  | 331.91       | 346.96      |
| LE Without NE     | 255.45   | 874.14  | 749.40       | 882.82      |
| LE With NE        | 167.29   | 649.27  | 461.81       | 693.21      |

**Structured illumination microscopic (SIM) image super resolution performance comparison with/without noise estimator module under HE and LE environments.**

### Table VII

| Method            | Adhesion | F-actin | Mitochondria | Microtubule |
|-------------------|----------|---------|--------------|-------------|
| HE Without BA     | 142.00   | 615.59  | 373.02       | 449.57      |
| HE With BA        | 124.16   | 548.23  | 331.91       | 346.96      |
| LE Without BA     | 197.54   | 672.55  | 481.45       | 751.97      |
| LE With BA        | 167.29   | 649.27  | 461.81       | 693.21      |

**Structured illumination microscopic (SIM) image super resolution performance comparison with/without our proposed bandpass attention module under HE and LE environments.**

### Section B. Bandpass Attention

In this section, we conduct experiments to show the effectiveness of the proposed bandpass attention (BA) module. Moiré patterns usually consist of a large variety of frequency bands. Therefore, in theory, BA has a strong target for structured illumination microscopy (SIM) image processing which is based on moiré generation. Table VII show the RMSE score comparison on four evaluation datasets with both HE and LE environments. As shown in the table, among all the four datasets, the network with the BA module performs achieves the lowest RMSE. The RMSE scores decrease 17.84 under HE environment and decrease 30.25 on adhesion under the LE environment. Therefore, experimental results indicate that our proposed BA module is useful for improving the network performance when super resolving SIM images.

### V. Discussion

Usually conventional SIM algorithms use 15 frames (3 angles and 5 phases) for reconstruction. To enhance the speed of SIM imaging, decreasing the number of shots is necessary. There is a trade-off that multiple shot of raw frames will cost a lot of time although more frames will reconstruct better results. With the help of powerful neural networks, using fewer shots of raw frames to produce high quality SIM results become possible [13], [15]. Compared with the most related methods [13], [14], in the normal light and exposure time environment, our proposed FLSN can still use one raw frame to beat those deep learning based methods using 15 frames. Our FLSN will be much stronger and get much better results when using 15 frames [VIII] in the low light and short exposure environments, very little useful information is kept in the frame. In this extreme environment, FLSN with single frame input can still achieve comparable results compared with those methods using 15 frames. Also, when increasing the number of raw frames to 15, FLSN can still achieve the best results [VIII].

### VI. Conclusion

Structured illumination microscopy is an important type of super-resolution microscopy that breaks the diffraction limitation and improved the resolution of the microscopic object under optical microscopy systems. With the development of biology and medical engineering, there is a high demand to improve the SIM imaging speed and performance under extreme low-light and short exposure time conditions. Therefore, we propose a single frame structured illumination microscopy (SF-SIM) method based on deep learning and convolutional neural networks and we name it FLSN. Compared with the existing SR-SIM methods [13]–[15], [17], [32], only one shot of a structured illumination frame is needed to generate similar results as traditional SIM using 15 shots. The proposed noise estimator and bandpass attention further enhance the imaging quality and make the results robust under serious working conditions. The proposed SF-SIM greatly improves the imaging speed and enhances the super-resolution quality which is of great value for the development of microbiology and medicine.
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