Abstract
Automatic keyphrase extraction techniques aim to extract quality keyphrases for higher level summarization of a document. Majority of the existing techniques are mainly domain-specific, which require application domain knowledge and employ higher order statistical methods, and computationally expensive and require large train data, which is rare for many applications. Overcoming these issues, this paper proposes a new unsupervised keyphrase extraction technique. The proposed unsupervised keyphrase extraction technique, named TeKET or Tree-based Keyphrase Extraction Technique, is a domain-independent technique that employs limited statistical knowledge and requires no train data. This technique also introduces a new variant of a binary tree, called KeyPhrase Extraction (KePhEx) tree, to extract final keyphrases from candidate keyphrases. In addition, a measure, called Cohesiveness Index or CI, is derived which denotes a given node’s degree of cohesiveness with respect to the root. The CI is used in flexibly extracting final keyphrases from the KePhEx tree and is co-utilized in the ranking process. The effectiveness of the proposed technique and its domain and language independence are experimentally evaluated using available benchmark corpora, namely SemEval-2010 (a scientific articles dataset), Theses100 (a thesis dataset), and a German Research Article dataset, respectively. The acquired results are compared with other relevant unsupervised techniques belonging to both statistical and graph-based techniques. The obtained results demonstrate the improved performance of the proposed technique over other compared techniques in terms of precision, recall, and F1 scores.
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Introduction
Automatic keyphrase extraction techniques endeavor to extract quality keyphrases automatically from documents.

Generally, these keyphrases provide a high-level summarization of the considered document. Therefore, they are utilized in many digital information processing applications, such as information retrieval [2, 78], digital content management [9, 68], natural language processing [28, 53], contextual advertisement [61, 77], recommender system [49, 54], and so on; which are portrayed in Fig. 1. Herein, the concept of information retrieval has been developed to extract desired information from a large collection of textual data. It has been implemented in many practical applications, such as search engines [66], media search [73], digital libraries [39], geographic information retrieval [24], legal information retrieval [12], and many more. It is inane explaining the necessity of these systems, since what data can we retrieve without these systems!

Again, keyphrases play an important role in content management [57]. They are utilized for document indexing [55] to describe or classify the semantic similarity among various documents (a.k.a., document clustering [59, 76] or document classification [41, 74]), and thereby, can be utilized as recommender systems to improve the browsing experience.
of digital libraries. Furthermore, document classification and similar concepts are widely used in machine learning (ML), data mining, database discovery, and so on. Some notable applications using these techniques are newsgroup filtering, target marketing, document organization, health status tracking, and so on [1, 14, 20, 35, 37, 42]. In addition, for any contextual advertising to display advertisements based on user identity and browsing history, keyphrase extraction is a core technique.

To support these aforementioned applications, several keyphrase extraction techniques have been proposed [15–17, 22, 26, 29, 39, 40, 58, 63, 67, 79]. Among them, domain-specific approaches [21] require knowledge of the application domain, and linguistic approaches [65] require expertise of the language, thus are inapplicable in problems from other domains and/or languages. Among the ML-based techniques [25, 36], supervised ML techniques demand a considerable amount of rare train data to extract quality keyphrases. Again, statistical unsupervised techniques [3, 11, 17] are computationally expensive due to their large amount of complex operations, and graph-based unsupervised techniques [6, 7, 19, 60, 70] perform poorly due to their incapability in identifying cohesiveness among various words that form a keyphrase [25]. In light of the aforementioned discussion, the automatic keyphrase extraction remains an important research area to explore.

Hence, this paper proposes a new automatic keyphrase extraction technique with the following notable contributions:

- A domain- and language-independent unsupervised keyphrase extraction technique, named tree-based keyphrase extraction technique (TeKET) that employs limited statistical knowledge and requires no train data.
- A variant of the binary tree, called Keyphrase Extraction (KePhEx) tree, which extracts final keyphrases from candidate keyphrases.
- A new keyphrase ranking approach employing Cohesiveness Index (CI or $\mu$) value and Term Frequency (TF) as calculating factors.
- Determine effective values for various parameters, which have a direct influence on the performance of the proposed technique in different application domains.

The other sections of this paper are organized as follows. The “Related Works” section lists various prominent keyphrase extraction techniques with their advantages and limitations, and thus, demonstrates the necessity of proposing a new technique. Afterwards, the “Preliminaries” section describes the preliminaries, which includes problem formulation and conceptual framework of the proposed technique. The proposed technique is elaborated in detail in the “Methods” section. The “Experimental Setup” section elaborates on the setup of the experiments, which includes corpus details, evaluation metrics, and implementation details. All the acquired results are plotted and analyzed in the “Results and Discussion” section and are concluded in the “Conclusions” section.

### Related Works

Since our proposed technique is an unsupervised keyphrase extraction technique, therefore, this section only discusses similar approaches. Again, as seen in Fig. 2, most of the unsupervised keyphrase extraction techniques could be broadly classified into two groups, namely graph-based and statistical techniques. Prominent approaches of both these groups are scrutinized below.

### Graph-Based Techniques

Here, the core idea is to build a graph from an input document and to rank its nodes according to their importance [8]. For instance, KeyGraph [45] is a similar technique which is content sensitive and domain-independent and utilizes co-occurrence of various terms for indexing vertices of the graph. However, it fails to detect the relationships among the low-frequency items inside clusters and also ignores direct relationships between the clusters [71]. On the other hand, PageRank [46] is based on the concept of random walks and is related to eigenvector centrality that tends to favor nodes with many important connections regardless of cohesiveness considerations. This technique is well suited for ranking pages on the web and social networks, but not suitable for keyphrase extraction due to lack of consideration of cohesiveness [44, 72].

An extension of PageRank is PositionRank [19], which incorporates all the positions of a word along with its frequency to score the word, and thus, decides the rank.
of that particular word. This way, it outperforms all the techniques that consider only the first position information in the ranking. However, due to ignoring topical coverage and diversity which is not naturally handled by this kind of graphs [25], this technique suffers from considerably limited performance.

TextRank [44] is one of the most well-known graph-based approaches for keyphrase extraction. Here, the scientific documents are modeled as undirected or directed and weighted co-occurrence networks using a co-occurrence window of variable sizes [44]. It experiences several limitations, such as its incapability to capture cohesiveness. Again, retaining only the main core is suboptimal since sometimes it is impractical to discover all the gold standard keyphrases within a unique subgraph, whereas many valuable keyphrases may place in the lower levels of the hierarchy [64]. Moreover, selecting or discarding a large group of words at a time reduces the flexibility of the extraction process and negatively impacts the performance. An extension of TextRank is SingleRank [70], which weights an edge equal to the number of times the two corresponding words co-occur. Unlike its predecessor, it does not extract keyphrases by assembling ranked words, instead, only noun phrases are extracted from a document. However, sometimes it assigns higher scores to long but non-significant keyphrases which entices the ranking procedure.

Another enhancement of TextRank is TopicRank [7]. Here, the vertices of a graph are topics, not words. It extracts the noun phrases that represent the main topics of a document and clustered them into topics. A notable advantage of this technique is that it considers topical coverage and diversity. However, it equally weighs all candidates belonging to a single topic, which is impractical. In addition, it suffers from the error propagation problem which may occur during topics formation. To resolve the error propagation problem of TopicRank, the MultipartiteRank technique [6] utilizes a multipartite graph. Here, a complete directed multipartite graph is built that is connected only if they belong to different topics. Since this technique makes good use of relation reinforcement between topics and candidates, it performs better than other graph-based techniques. However, due to clustering error (where candidate keyphrases could be wrongly assigned to a similar topic), it struggles in selecting the most representative candidates.

### Statistical Techniques

Although graph-based techniques show acceptable performance on many occasions, they are considerably difficult to implement in comparison with statistical unsupervised keyphrase extraction techniques. Three such prominent techniques are scrutinized below. The most prominent and state-of-the-art statistical technique is Term Frequency - Inverse Document Frequency (TF-IDF) [56], which reflects the importance of a keyphrase to a document in a corpus. Among the two terms, $TF$ provides aboutness and $IDF$ provides informativeness. In other words, the $IDF$ discriminates between informative and non-informative keyphrases across the documents, whereas the $TF$ discriminates between popular and non-popular keyphrases in a document. This technique is computationally expensive as
IDF is calculated across different documents [48]. Again, many studies report that this technique is biased towards single terms over compound terms [18].

To resolve the problem of favoring single terms, KP-Miner [18] is proposed. It utilizes some heuristics based on TF and positions to identify potential keyphrases which are weighted with TF-IDF score [30]. Although it outperforms TF-IDF, it experiences several limitations such as a drop in global ranking performance with increasing length or number of documents [43]. In addition, it is computationally expensive due to its dependence on TF-IDF.

Another lightweight technique is YAKE [10], which resolves the IDF problem. It takes five features into consideration, namely casing, word position, word frequency, word relatedness to context, and word in the different sentences to calculate the weight of a keyphrase. Again, due to the same reason, a large number of keyphrases are generated, which entices the ranking procedure.

From the above discussions, it is evident that graph-based techniques and statistical techniques have several adverse characteristics, which restrict them from achieving better performance. To overcome the identified shortcomings, this paper proposes a tree-based technique to extract quality keyphrases from documents.

Preliminaries

This section formulates the problems of keyphrase extractions followed by explaining the conceptual framework that are taken into account while developing the proposed technique.

Problem Formulation

Consider a document, $\delta$, which has been passed to a keyphrase extraction technique to extract the final keyphrases, $\varphi$. For this, at first candidate keyphrases, $\chi$ are extracted from $\delta$, which will be processed later to extract $\varphi$. Any candidate keyphrase $\chi_i$ in $\chi$ (i.e., $\chi_i \in \chi$) is composed of $n$ number of ordered sequence of words, $\{w_1, w_2, \ldots, w_m, \ldots, w_{n-1}, w_n\}$, where $n$ is a positive integer number, i.e., $n \in \mathbb{Z}^+$. Since any keyphrase is a coherently connected sequence of words that appear contiguously, $\chi_i$ could be represented as an ordered set and its segments also could be represented as ordered subsets. Again, when $n = 1$, $\chi_i$ contains only one word, otherwise multiple words. Note that $\chi_i$ cannot be empty, and therefore, $|\chi_i| = n \neq 0$.

For extracting a final keyphrase, $\varphi_j$ (where $\varphi_j \in \varphi$) from a $\chi_i$, the latter is necessary to be processed. For this, the following probable cases need to be considered:

Case 1 : $\chi_i$ is $\varphi_j$, i.e., $\chi_i = \varphi_j$ or $\chi_i \subseteq \varphi_j$ and $\varphi_j \subseteq \chi_i$.
Case 2 : $\varphi_j$ is a part of $\chi_i$, i.e., $\varphi_j \subset \chi_i$.
Case 3 : Again, $\chi_i$ is a part of $\varphi_j$, i.e., $\chi_i \subset \varphi_j$.
Case 4 : $\chi_i$ is not a final keyphrase.

Although four probable cases are identified, it is difficult to determine an exact case for a certain candidate keyphrase. To identify that, in the subsequent section, we discuss some hypotheses and observations.

Conceptual Framework

The concept of extracting final keyphrases from candidate keyphrases relies on the following hypotheses and observations:

Hypothesis 1 : For any $\chi_i$, case 1 and case 4 can be determined by its popularity. In other words, this decision can be taken based on the frequency of $\chi_i$ in a document and applying a binary decision strategy.

Hypothesis 2 : For case 2, since a part of $\chi_i$—denoted as $\chi'_i$—is a final keyphrase (i.e., $\chi'_i = \varphi_j$), the popularity and the cohesiveness of $\chi'_i$ must be higher than that of $\chi_i$. In this case, $\chi_i$ need to be appropriately reduced to $\chi'_i$.

Hypothesis 3 : For case 3, since $\chi_i$ is a part of $\varphi_j$, $\chi_i$ need to be expanded to $\chi'_i$ such that $\chi'_i = \varphi_j$. Again in this case, the popularity and the cohesiveness of $\chi'_i$ must be higher than that of $\chi_i$.

Hypothesis 1 is quite straightforward. A simple binary decision strategy could be applied to determine this. For instance, assuming that the frequency of $\chi_i$ is $\alpha$ in $\delta$. Now, it is compared with $\lambda$, which is a constant value, and also known as least seen allowable frequency (lsaf) factor [17]. It separates non-popular keyphrases from popular keyphrases, which are unlikely to become final keyphrases. For instance, when $\alpha < \lambda$, it is most likely not a final keyphrase; otherwise, it is likely to be a final keyphrase. Note that the value of $\lambda$ varies from one language to another and also is subjected to the length of a document [17]. Hence, an experiment has been conducted to find a suitable lsaf value (see the “Parameter Value Selection” section). Again, for hypothesis 2 and hypothesis 3, the proposed rooted binary tree expands or shrinks based on the candidate keyphrases and keeps track of the
cohesiveness of various words in a keyphrase with respect to the root. In the end, the final keyphrases are extracted from the tree as detailed in the subsequent section.

**Methods**

The entire process of keyphrase extraction using our proposed technique can be parted into three main phases: (i) candidate keyphrase selection or pre-processing, (ii) candidate keyphrase processing or simply processing, and (iii) ranking and selecting final keyphrases or post-processing (see Fig. 3).

**Candidate Keyphrase Selection**

The proposed technique employs the Part-Of-Speech (POS) Tagging (POST) approach to extract candidate keyphrases from $\delta$. Since keyphrases are generally noun phrases [13], the proposed technique limits the extraction to only noun phrases [13]. For this, the following POS pattern is utilized, which has been demonstrated in [52] as one of the most suitable patterns for extracting candidate keyphrases.

$$(< \text{NN}.* > + < \text{JJ}.* >?)(< \text{JJ}.* >? < \text{NN}.* > +)$$

Note that it is a regular expression that is written in a simplified format using NLTK’s RegexpParser, where nouns are tagged with $\text{NN}$ and adjectives are tagged with $\text{JJ}$. More details could be found in [23].

Once the candidate keyphrases are extracted, they are passed through a cleaning process to filter out those keyphrases that are less likely to be final keyphrases. For that, following conditions are applied: (i) any candidate keyphrase that contains non-alphabetic characters, (ii) any candidate keyphrase that contains single alphabetic word(s), and (iii) if the frequency of any candidate keyphrase fails to satisfy $lsaf$ factor (see the “Conceptual Framework” section). The first two conditions filter out candidate keyphrases that make no sense to the human reader in general; and the latter one filters out all non-popular candidate keyphrases from the list.

**Candidate Keyphrase Processing Using KeyPhrase Extraction (KePhEx) Tree**

In conventional unsupervised keyphrase extraction techniques, candidate keyphrases are not processed; instead, they are sent to the ranking phase immediately after the selection. On the contrary, an intermediate phase between candidate keyphrase selection and ranking could release the burden of ranking unnecessary keyphrases, and thus, lead to finding more appropriate keyphrases. The proposed KePhEx tree takes all the formerly mentioned hypotheses (see the “Preliminaries” section) into account for extracting final keyphrases. The KePhEx tree expands (hypothesis 3) or shrinks (hypothesis 2) or remains in the same state (hypothesis 1) based on the candidate keyphrases. The advantages of employing KePhEx tree in keyphrase extraction are threefold: (i) extracts quality keyphrases from candidate keyphrases, (ii) provides flexibility during keyphrase extraction, and (iii) contributes in ranking by providing a value that represents cohesiveness of a word in a keyphrase with respect to a root.

Among different classes of tree data structure, the KePhEx tree falls under a binary tree. Again, although there exist several variants of a binary tree, it is different from others since the position of every node in the tree and its level are fixed. Again, all the predecessors of a node at the upper-levels (including root) are also fixed unlike other variants. It is so because a good keyphrase must be a coherently connected sequence of words that appear continuously in the text. Every node in a KePhEx tree holds a 2-tuple data along with other information, namely a word and its CI or $\mu$ value. The CI provides two advantages: (i) assists in finding the cohesiveness of various words with respect to the root of the tree, which is employed as a factor in ranking keyphrases and (ii) provides flexibility during keyphrase extraction as the value of $\mu$ increases or decreases based on the existence of that word in candidate keyphrases.

**Root Selection**

It is important to select a qualified root since a poorly selected root may lead to a poor keyphrase. In this technique, only nouns are designated as roots, which are selected from the candidate keyphrase list, $\chi$, and are saved...
in another list, \( \eta \). As noun phrases are the most likely candidate for final keyphrases, selecting them (i.e., nouns) as roots increases the chances of extracting quality final keyphrases.

After selecting the roots, the trees are formed taking these roots into consideration. The entire process from tree formation to final keyphrase extraction is segmented into three main steps, namely (i) tree formation, (ii) tree processing, and (iii) keyphrase extraction.

**Tree Formation**

For forming a KePhEx tree, a root, \( \gamma \), is selected from \( \eta \). Afterwards, the proposed system selects candidate keyphrases that contains \( \gamma \). Let us denote them as similar candidate keyphrases, which could be defined as follows:

**Definition 1** Similar candidate keyphrases, \( \sigma \), are those candidate keyphrases that contain \( \gamma \) in them—irrespective of its position, and \( \sigma \subseteq \chi \).

A partial sample of \( \sigma \) for \( \gamma = \text{servic} \) could be: \( \sigma = \{ \text{scalabl grid servic discoveri base, grid servic, servic discoveri mechan, scalabl web servic permiss, distribut grid servic discoveri architectur, servic discoveri architectur, grid discoveri servic, servic discoveri, grid inform servic, servic discoveri grid comput, servic technolog, servic discoveri function, grid servic call registri, web servic version, discoveri servic, servic properti, thi servic, index servic, servic discoveri, web servic commun, ... \} \). Among them, the first encountered similar candidate keyphrase, \( \sigma_1 \) (e.g., \( \text{scalabl grid servic discoveri base} \)), is employed in forming the KePhEx tree and the rest are utilized in processing the tree (see the “Tree Processing” section).

Here, the process of tree formation starts by selecting the position of \( \gamma \) in \( \sigma_1 \), but the tree starts forming once the \( \gamma \) is assigned as the root of the tree and \( \mu \) value is initialized to 1. For any other word (\( w_i \)), its position, \( w_i^p \), is determined at first to decide in which subtree it would be placed. If position of \( \gamma \), \( \gamma^p \), is more than \( w_i^p \) (i.e., \( \gamma^p > w_i^p \)), it would be placed in the left subtree, otherwise (i.e., \( \gamma^p < w_i^p \)), the right subtree. Again, the depth of \( w_i \), \( d_i \), in a phrase with respect to \( \gamma \) is also necessary to calculate for determining the level of the tree where \( w_i \) would be added, which could be defined as follows:

**Definition 2** Depth of \( w_i \), \( d_i \), in a keyphrase is the distance of that word from \( \gamma \) irrespective of its direction, which is calculated as, \( d_i = |\gamma^p - w_i^p| \).

Note that \( d_i \) in a candidate keyphrase of \( w_i \) and the level of \( w_i \) in the KePhEx tree, \( w_i^l \), are identical, and hence, they are used interchangeably in this paper. Once the subtree of \( w_i \) is determined using \( w_i^p \), \( w_i^d \) is calculated. The next condition to be satisfied is that all the predecessors must be in their respective places. This can be tracked by traversing the tree from level 0 to \( l - 1 \) and by comparing the word in each level with that of in \( \sigma_1 \) at that depth. Once these constraints are satisfied, \( w_i \) is qualified for adding in the tree at level \( l \). For that, a node is created by incorporating \( w_i \) in it and initializing \( \mu \) to 1.

Once all the words at the left side of \( \gamma \) are added in the left subtree, then the words at the right side of \( \gamma \) are added in the right subtree following the same procedure. The tree formation ends when all the words of \( \sigma_1 \) are added in the tree. This entire process is illustrated in Algorithm 1.

A sample tree is depicted in Fig. 4, which is formed using \( \sigma_1 = \text{scalabl grid servic discoveri base} \) and \( \gamma = \text{servic} \). The tree formation starts by adding \( \text{servic} \) in the tree as root and initializing \( \mu \) of the node to 1. Afterwards, all the words at the left side (i.e., \( \text{grid} \) and \( \text{scalabl} \) are added in the left subtree in their respective levels, where levels are calculated based on their respective depths in \( \sigma_1 \). For instance, since \( \text{grid}^d = 1, \text{grid} \) is added at level 1 in left subtree, whereas, since \( \text{scalabl}^d = 2, \text{scalabl} \) is added at level 2 in left subtree. Again, when \( \text{grid} \) is added in the tree, it is tracked that its predecessor \( \text{servic} \) is in the tree. Similarly, when \( \text{scalabl} \) is added in the tree, it is tracked that \( \text{grid} \) and \( \text{servic} \) are its predecessors, respectively. Once all the words at the left side of \( \text{servic} \) are added in the tree, the words at the right side (i.e., \( \text{discoveri} \) and \( \text{base} \) are added in the right subtree employing a similar procedure as the left subtree.

**Tree Processing**

After forming the tree employing \( \sigma_1 \), the rest of the similar candidate keyphrases, \( \sigma' \), where \( \sigma' = \{ \sigma_2, \sigma_3, ..., \sigma_n \} \) are utilized to process the tree. For that, the cases that are mentioned in the “Preliminaries” section are taken into account, i.e., no tree processing is needed for case 1; the tree must be trimmed properly to remove unnecessary parts for case 2; and it must be expanded to put on necessary parts from all the similar candidate keyphrases in \( \sigma' \) for case 3. This process is described in Algorithm 1.

![Fig. 4 A newly created tree using the candidate keyphrase, scalabl grid servic discoveri base, where \( \gamma = \text{servic} \)](image-url)
Algorithm 1 AddNode( ): Adding a Node in the KePhEx tree.

Inputs: word \( w_i \), wordIndex \( i_w \), root \( \gamma \), rootIndex \( i_\gamma \), termFreq \( \tau \), phrase \( \chi_j \)

Output: return TRUE if a node is added; else return FALSE

Variables and others: depth \( d \), level \( \ell \), Node \( N \), newNode \( N_n \)

1: if \( w_i = \text{Null} \) then
2: \hspace{1em} return
3: if \( \gamma = \text{Null} \) then
4: \hspace{1em} create \( N \)
5: \hspace{2em} \gamma \leftarrow N
6: \hspace{1em} return TRUE
7: \hspace{1em} \( d \leftarrow |i_w - i_\gamma| \)
8: \hspace{1em} \ell \leftarrow 0
9: \hspace{1em} \( N_n \leftarrow \gamma \)
10: if \( i_w < i_\gamma \) then
11: \hspace{2em} while \( \ell < d - 1 \) || \( N_n = \text{Null} \) do
12: \hspace{3em} if \( N_n.word = w_i \) then
13: \hspace{4em} return TRUE
14: \hspace{3em} else if \( N_n.prev = \text{Null} \&\& N_n.prev.word = \chi_j[i_\gamma + \ell -1] \) then
15: \hspace{4em} \( N_n \leftarrow N_n.prev \)
16: \hspace{4em} \ell++ & continue
17: \hspace{3em} else if \( N_n.next = \text{Null} \&\& N_n = \gamma \&\& N_n.next.word = \chi_j[N_n - \ell -1] \) then
18: \hspace{4em} \( N_n \leftarrow N_n.next \)
19: \hspace{4em} \ell++ & continue
20: \hspace{3em} else
21: \hspace{4em} if \( N_n.prev = \text{Null} \) then
22: \hspace{5em} create \( N \)
23: \hspace{6em} \( N_n.prev \leftarrow N \)
24: \hspace{5em} return TRUE
25: \hspace{4em} else if \( N_n.next = \text{Null} \&\& N_n = \gamma \) then
26: \hspace{5em} create \( N \)
27: \hspace{6em} \( N_n.next \leftarrow N \)
28: \hspace{5em} return TRUE
29: \hspace{4em} else if \( N_n.prev = \text{Null} \&\& N_n.prev.word != \chi_j[i_\gamma + \ell -1] \) then
30: \hspace{5em} if \( N_n.prev.\tau < \tau \) then
31: \hspace{6em} create \( N \)
32: \hspace{7em} \( N_n.prev \leftarrow N \)
33: \hspace{6em} return TRUE
34: \hspace{5em} else
35: \hspace{6em} return FALSE
36: \hspace{5em} else if \( N_n.next = \text{Null} \&\& N_n = \gamma \&\& N_n.next.word = \chi_j[N_n - \ell -1] \) then
37: \hspace{6em} if \( N_n.next.\tau < \tau \) then
38: \hspace{7em} create \( N \)
39: \hspace{8em} \( N_n.prev \leftarrow N \)
40: \hspace{7em} return TRUE
41: \hspace{6em} else
42: \hspace{7em} return FALSE
43: \hspace{5em} else
44: \hspace{6em} return FALSE
45: \hspace{5em} return FALSE
46: \hspace{4em} if \( i_w > i_\gamma \) then
47: \hspace{5em} while \( \ell < d - 1 \) || \( N_n = \text{Null} \) do
48: \hspace{6em} if \( N_n.word = w_i \) then
49: \hspace{7em} return TRUE
50: \hspace{6em} else if \( N_n.next = \text{Null} \&\& N_n.next.word = \chi_j[i_\gamma + \ell +1] \) then
51: \hspace{7em} \( N_n \leftarrow N_n.next \)
52: \hspace{7em} \ell++ & continue
53: \hspace{6em} else if \( N_n.prev = \text{Null} \&\& N_n = \gamma \&\& N_n.prev.word = \chi_j[i_\gamma + \ell +1] \) then
54: \hspace{7em} \( N_n \leftarrow N_n.prev \)
55: \hspace{7em} \ell++ & continue
56: \hspace{6em} else
57: \hspace{7em} if \( N_n.next = \text{Null} \) then
58: \hspace{8em} create \( N \)
59: \hspace{9em} \( N_n.next \leftarrow N \)
60: \hspace{8em} return TRUE
61: \hspace{7em} else if \( N_n.prev = \text{Null} \&\& N_n = \gamma \) then
62: \hspace{8em} create \( N \)
63: \hspace{9em} \( N_n.prev \leftarrow N \)
64: \hspace{8em} return TRUE
65: \hspace{7em} else if \( N_n.next = \text{Null} \&\& N_n.next.w_i = \chi_j[i_\gamma + \ell +1] \) then
66: \hspace{8em} if \( N_n.next.\tau < \tau \) then
67: \hspace{9em} create \( N \)
68: \hspace{10em} \( N_n.next \leftarrow N \)
69: \hspace{9em} return TRUE
70: \hspace{8em} else
71: \hspace{9em} return FALSE
72: \hspace{7em} else if \( N_n.prev = \text{Null} \&\& N_n = \gamma \&\& N_n.prev.w_i = \chi_j[i_\gamma + \ell +1] \) then
73: \hspace{8em} if \( N_n.prev.\tau < \tau \) then
74: \hspace{9em} create \( N \)
75: \hspace{10em} \( N_n.prev \leftarrow N \)
76: \hspace{9em} return TRUE
77: \hspace{8em} else
78: \hspace{9em} return FALSE
79: \hspace{7em} else
80: \hspace{8em} return FALSE
81: return FALSE
Let us fetch a similar candidate keyphrase, $\sigma'_i$, from $\sigma'$, and utilizes it for processing the KePhEx tree. At first, $\gamma^p$ in $\sigma'_i$ need to be determined. Like tree formation, the tree processing also starts from $\gamma$ followed by the words at the left side of $\gamma$ and then, right side. Afterwards, any word ($w_i \in \sigma'_i$) at position $w_i^p$ is qualified to be added to the left subtree if $w_i^p < \gamma^p$; otherwise, when $w_i^p > \gamma^p$, it is qualified to be added to the right subtree. Again, the depth ($w_i^p$) is calculated to determine at which level $w_i$ is qualified to be added in the tree and all the predecessors (from 0 to $l-1$) are checked with the ones in $\sigma'_i$ before their inclusion.

At level $l$, where $w_i$ is qualified for possible inclusion, three events can occur: (i) there is no node, (ii) there is only one node, and (iii) there are two nodes. In the case of the first event, a node is created for $w_i$ by initializing $\mu$ to 1, and then, is added it as a left child for the left subtree or as a right child for the right subtree. For the second event, if the word in the node is the same as $w_i$, then no node is added. Otherwise, a node is created like before and it is added as a new child at the present level in the subtree. Lastly, if both children already exist at that level, the new node with $w_i$ replaces the node whose word has the lowest TF. The reason is that any word with higher TF is highly likely to form a quality final keyphrase. For that, if the lower TF node is a leaf node, the new node will replace it. Otherwise, if it is a root of a subtree, then the subtree is deleted from the tree and the new node is added in that position. This process is deemed complete when all the words of $\sigma'_i$ have been considered.

**Update $\mu$ Values** The process of updating $\mu$ values starts as soon as the nodes of $\sigma'_i$ have been added to the tree as demonstrated in Algorithm 2. It starts by determining $\gamma^p$ in $\sigma'_i$. If $\gamma^p$ is 0, i.e., $\gamma$ is the leftmost word of $\sigma'_i$, $\mu$ values of all the nodes in the left subtree are decreased. Similarly, if $\gamma^p$ is $|\sigma'_i| - 1$, i.e., $\gamma$ is the rightmost word of $\sigma'_i$, $\mu$ values of all the nodes in the right subtree are decreased. Afterwards, the $\mu$ value of the root is increased and the tree is traversed and compared starting from the left subtree followed by the right subtree using iterative procedures.

At a given level $l$ for any $w_i$, three events may occur: (i) $w_i$ is absent in $l$, (ii) $w_i$ is present as a left child, and (iii) $w_i$ is present as a right child. For the first event, $\mu$ values of all the nodes in the left and right subtree are decreased. In the second case, $\mu$ value of the left child is increased, whereas they are decreased for the nodes in the right subtree, and then, move to the next level. In the case of the last event, $\mu$ value of the right child is increased, whereas they are decreased for the nodes in the left subtree, and then, move to the next level. This procedure continues until all the words are taken into account.

An example of tree processing and updating $\mu$ values are demonstrated in Fig. 5, where tree in Fig. 4 is utilized as the initial tree. Again, the tree is formed using $\sigma_1$ in $\sigma$, and the rest (i.e., $\sigma'$) are utilized to process the tree. As in Fig. 5a, since $\sigma'_1$ is grid servic, and both the words already exist in the tree in sequence, the tree remains in the same state as before. However, $\mu$ values of the nodes that contain grid and servic are increased, and all others are decreased. In Fig. 5b, among the three words, only mechan does not exist in the right subtree at level 2; therefore, it is added as the left child. Afterwards, $\mu$ values of the nodes in the left subtree are decreased. Similarly, the tree keeps amending with every encountered $\sigma'_i$ and $\mu$ values are also updated accordingly. This process keeps continuing until all the keyphrases in $\sigma'$ are processed. Although this example demonstrates only expansion or no change of tree state, the shrinkage occurs in the keyphrase extraction phase.

![Fig. 5 Several tree processing steps are shown for various similar candidate keyphrases, where $\gamma = servic$](image-url)
Algorithm 2 Update μ values.

Inputs: root (y), phrase (χ_j), newNode (N)

1: find y^p in χ_j
2: if y^p = -1 then
3: return
4: else if y^p = 0 and y.prev != Null then
5: decrease μ of all Nodes in left subtree by 1
6: else if y^p = len(phrase) - 1 and y.next != Null then
7: decrease μ of all Nodes in right subtree by 1
8: increase μ value of y by 1
9: assign y.prev to N
10: for i from y^p - 1 to 0 do
11: if N = Null then
12: break
13: if N.word = χ_j[i] then
14: increase μ value of N by 1
15: if N.next != Null and i - 1 > -1 and N.prev.word = χ_j[i - 1] then
16: if N.next != Null then
17: decrease μ of all Nodes in right subtree by 1
18: assign N.next to N and continue
19: else if N.next != Null and i - 1 > -1 and N.next.word = χ_j[i - 1] then
20: if N.prev != Null then
21: decrease μ of all Nodes in left subtree by 1
22: assign N.next to N and continue
23: else
24: decrease μ of all Nodes in left subtree by 1
25: decrease μ of all Nodes in right subtree by 1
26: break
27: else
28: decrease μ of all the Nodes in the subtree where N is the root by 1
29: assign χ_j.next to N
30: for i from y^p + 1 to len(phrase) - 1 do
31: if N = Null then
32: break
33: if N.word equals χ_j[i] then
34: increase μ value of N by 1
35: if N.next != Null and i + 1 < len(phrase) and N.next.word = χ_j[i + 1] then
36: if χ_j.prev != Null then
37: decrease μ of all Nodes in left subtree by 1
38: assign N.next to N and continue
39: else if N.prev != Null and i + 1 < len(phrase) and N.prev.word = χ_j[i + 1] then
40: if N.next != Null then
41: decrease μ of all Nodes in right subtree by 1
42: assign N.prev to N and continue
43: else
44: decrease μ of all Nodes in left subtree by 1
45: decrease μ of all Nodes in right subtree by 1
46: break
47: else
48: decrease μ of all the Nodes in the subtree where N is the root by 1

Algorithm 3 Find paths from leaf to root.

Input: root (y), nodeList, node (η)
Output: return leftPaths, rightPaths

Procedure ROOTTOLEAFPATHS(root, nodeList, leftPaths, rightPaths)

1: if y = Null then
2: return
3: append y in nodeList
4: ROOTTOLEAFPATHS(y.prev, nodeList, leftPaths, rightPaths)
5: if η.prev = Null and η.next = Null then
6: create an empty container, x
7: for j from 0 to len(nodeList) - 1 do
8: append nodeList[j] in x
9: if len(nodeList) > 1 then
10: if nodeList[0].prev = nodeList[1] then
11: append x in leftPaths
12: else
13: append x in rightPaths
14: else
15: append x in leftPaths
16: return
17: ROOTTOLEAFPATHS(y.next, nodeList, leftPaths, rightPaths)
18: pop an element from the nodeList
This process is initiated by pruning the weak nodes from the tree. Here, weak nodes are selected based on their cohesiveness with respect to $\gamma$ with an assumption that they may not be the parts of final keyphrases. For that, a constant integer value, named minimum allowable $\mu$ (mamu), is utilized. A node whose $\mu$ value is lower than the mamu is pruned from the tree. For instance, in Fig. 5e, it could be observed that several nodes in the tree contain lower $\mu$ values, i.e., their cohesiveness with respect to $\gamma$ is weak, and hence, most likely, they would not be a part of the final keyphrase. Now, mamu value determined which nodes to keep in the tree and which to prune from the tree. Such a tree is depicted in Fig. 6, where mamu is considered as 2.

Hence, if that node is a root of a subtree than that entire subtree is also erased from the tree with the assumption that a weak root would form a weak subtree. Again, a mamu value must be selected with considerable attention because a smaller mamu value results in many and/or long keyphrases, whereas a large mamu value results in lower and/or abbreviated keyphrases. Therefore, it is essential to find a suitable mamu value for improved performance of the system. Hence, this paper conducts an experiment to find a suitable mamu value (see the “Parameter Value Selection” section). Again, this mamu value also provides flexibility during keyphrase extraction.

Afterwards, all paths from the root to the leaves are extracted to discover final keyphrases. Since this procedure is dissimilar to any conventional tree traversal technique (namely preorder, inorder, and postorder), they are not directly applicable in this case. Hence, inorder tree traversal technique is enhanced to perform the task, which is explained in Algorithm 3. This algorithm extracts all the paths from root to leaf and separates them in left paths (paths from left subtree) and right paths (paths from right subtree), which are later processed to generate final keyphrases individually (one final keyphrase from one path) or collectively (by joining a path from the left
subtree and a path from the right subtree) as demonstrated in Algorithm 4.

Now, in the case of left paths, since they are extracted from root to leaf, they are unlikely to be the final keyphrases as they are aligned in reverse direction, and hence, miss the coherent relationship. Therefore, all left paths are reversed before extracting final keyphrases. Afterwards, all the words are acquired from each path and a keyphrase is formed. Then, its presence (entirely) is checked in χ as a candidate keyphrase or a part of candidate keyphrase. A similar technique is followed to extract keyphrases from right paths with an exception that is the paths are not reversed since they are already satisfying the coherent relationship conditions. After acquiring all the final keyphrases from the left and right paths, they are concatenated to generate more long and meaningful keyphrases. Again, these keyphrases will qualify as final keyphrases if they are entirely found in χ as candidate keyphrases or part of candidate keyphrases.

**Flexibility During Keyphrase Extraction** The proposed technique offers flexibility in keyphrase extraction via employing the $mamu$ values. As an example, Table 1 is generated using the tree in Fig. 6. As expected, for different $mamu$ values, different final keyphrases are generated. These keyphrases also differ in length and quantity. For instance, the longest keyphrase generated by $mamu$ values from 1 to 3 is 4, whereas it is 3 for $mamu$ value 4, 2 for $mamu$ values from 5 to 7 and so on. On the other hand, for $mamu$ values from 1 to 4, 3 final keyphrases are extracted, whereas it is only 1 for $mamu$ values from 5 to 45 and 0 afterwards. From here, we can conclude that a greedy approach may choose a lower $mamu$ value and hence, would get considerably many and/or lengthy keyphrases; but the quality would be a little bit compromised. On the other hand, a conservative approach may choose a large $mamu$ value which will in turn provide considerably lower and/or mostly abbreviated keyphrases. Hence, to receive a desired level of performance, $mamu$ value must be set properly. To realize this, an experimental evaluation is performed in the “Results and Discussion” section and the results are analyzed with detail evidences.

After extracting all the final keyphrases from the tree for a γ, the next γ is chosen from the list η and the same procedure is repeated again. It continues until all the nouns in η are considered as γ. After finish extracting all the final keyphrases, they are passed for ranking and selecting.

**Ranking and Selecting Final Keyphrases**

Generally, automatic keyphrase extraction techniques extract a good number of final keyphrases. However, various applications including recommender system and document indexing techniques utilize only a certain number of top keyphrases. Therefore, an automatic keyphrase extraction technique must offer the most relevant top-$N$ keyphrases to these applications. Hence, keyphrase extraction is also accounted for as a ranking problem.

In the proposed ranking technique, the $μ$ value is employed along with the $TF$ as follows to calculate weight, $ω$ of a keyphrase $p$:

$$ω_p = \sum_{k=1}^{N} tf_k \times \sum_{k=1}^{N} μ_k$$

(1)

Here, $N$ is the number of words in $p$. The first factor in Eq. 1, i.e., $TF$, is utilized to identify the popularity of that particular keyphrase in a document with an assumption that the non-popular keyphrases are unlikely to become a final keyphrase. For that, $TF$ of all the words in $p$ are summed together. It is noteworthy to mention that instead of averaging each factor, summation is performed to eliminate the bias towards the single terms. Again, the second factor is for realizing the cohesiveness of every word in that keyphrase to $γ$, which can be found by summing the $μ$ values of all the words in $p$.

After calculating the $ω$ values for all keyphrases, they are sorted to arrange them in rank. Since the quantity of final keyphrases is limited, any sorting algorithm is suitable. In the proposed system, the *quick sort* [27] algorithm is applied to perform the task rapidly. After ranking, these keyphrases
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are ready to be rendered. Now, when a user or an application seeks for any $N$ keyphrases, the system will provide top-$N$ keyphrases from the rank 1 to $N$, respectively.

**Experimental Setup**

Since the proposed technique is an *unsupervised machine learning based technique*, its performance is compared with other relevant unsupervised techniques. For this, both statistical (*TF-IDF and YAKE*) and graph-based (*singleRank (SR), positionRank (PR), topicRank (TR), and multipartiteRank (MR)) keyphrase extraction techniques are considered. All of these techniques are evaluated under a uniform experimental setup taking multiple available benchmark corpora into consideration, which are elaborated in the subsequent section.

**Corpora Details**

The primary corpus that has been employed for testing the proposed technique along with other similar techniques is the *SemEval-2010* [33]. This dataset is composed of a train and a test dataset along with other datasets that are collected from the *ACM Digital Library*. Since our proposed technique and all the compared techniques are unsupervised techniques, train and test datasets are not utilized as per their literal meaning. Therefore, they are denoted as set 1 and set 2, respectively in this paper, which will also eliminate any further confusions. This corpus has been chosen since it ensures the variability in terms of topics. Here, all the papers are clustered in four groups following four 1998 ACM classifications: C2.4—Distributed Systems, H3.3—Information Search and Retrieval, I2.11—Distributed Artificial Intelligence—Multiagent Systems, and J4—Social and Behavioral Sciences—Economics. The distribution of documents in the corpus is mentioned in Table 2.

All the documents in the corpus are in plain text and the average length of these documents is about 2000 words. Although the *XML* version of this dataset exists, we prefer text dataset since the former one is heavy, verbose, and rare. For comparison, gold standard keyphrases have been employed that come along with the dataset and composed of author-assigned keyphrases and reader-assigned keyphrases. Table 3 exhibits the distribution of author- and reader-assigned keyphrases in the corpus.

Again, for testing the domain independence of the proposed technique, *Theses100* benchmark dataset [69] is employed. This dataset is composed of 100 master and Ph.D. theses from the University of Waikato, New Zealand. All the documents are in plain text, and the average length of these documents is about 7000 words. For comparison, gold standard keyphrases have been taken into account that come along with the dataset.

Furthermore, a *German Research Article* dataset has been created to test the language independence of the proposed technique due to the absence of such benchmark dataset, which is later uploaded in for further reference. All the articles in this dataset are collected from various open score research article database [51]. All the documents in this corpus are in plain text and the average length of these documents is about 2000 words. For comparing the performance of various keyphrase extraction techniques, author-assigned keyphrases are considered as gold standard keyphrases.

**Evaluation Metrics**

Three prominent and relevant metrics, namely, *precision* ($\varrho$), *recall* ($\varsigma$), and *F1-score* ($\phi$) have been used for comparing the proposed technique’s performance with other considered techniques. Here, $\varrho$ is the ratio of correctly predicted positive values with respect to the total predicted values. It can be calculated using the following formula:

$$\varrho = \frac{\kappa_{\text{correct}}}{\kappa_{\text{extract}}}$$

where, $\kappa_{\text{correct}}$ is the number of correctly matched keyphrases with gold standard keyphrases and $\kappa_{\text{extract}}$ is the number of extracted keyphrases from a document, i.e., value of $N$ in case of extracting top-$N$ keyphrases.

On the other hand, $\varsigma$ is the ratio of correctly predicted positive values with respect to the actual positive values and can be calculated as follows:

$$\varsigma = \frac{\kappa_{\text{correct}}}{\kappa_{\text{standard}}}$$

where, $\kappa_{\text{standard}}$ is the number of keyphrases in gold standard keyphrase list for that particular document.

### Table 2: Number of documents per topic in the four ACM document classifications

| Dataset | Total Document topic | C | H | I | J |
|---------|-----------------------|---|---|---|---|
| Set 1   | 144                   | 34| 39| 35| 36|
| Set 2   | 100                   | 25| 25| 25| 25|

### Table 3: Keyphrase distribution of gold standard in different datasets

| Dataset | Author assigned | Reader assigned | Combined |
|---------|----------------|----------------|----------|
| Set 1   | 559            | 1824           | 2223     |
| Set 2   | 387            | 1217           | 1482     |
Again, $\phi$ is the weighted average of $\varphi$ and $\varsigma$, which can be calculated using the following formula:

$$
\phi = \frac{2 \times \varphi \times \varsigma}{\varphi + \varsigma}
$$

(4)

This metric is much more sophisticated than conventional accuracy metric since it takes both false positives and false negatives into consideration.

### Implementation Details

The proposed technique is implemented using Python3 employing several necessary packages, such as PorterStemmer [31, 32, 47], Sent_tokenize, Word_tokenize of Natural Language Tool Kit [4, 62], Regular Expression [13, 38], and so on. Note that all the words are stemmed initially before passing them to the processing phase employing porterStemmer. Again, for gold standard keyphrases, no such processing is required since they are already stemmed.

For other compared techniques, Python Keyphrase Extraction (PKE) toolkit [5]—which is an open-source python-based keyphrase extraction toolkit—is utilized. Here, we would like to mention that for all the experiments, whatsoever, a uniform experimental environment is offered to ensure a level playing ground for all the techniques. For the compared techniques, top-$N$ keyphrases are acquired from the PKE using respective Application Programming Interfaces (APIs). Afterwards, these acquired keyphrases are compared with the gold standard keyphrases, and then, metrics are calculated accordingly. All experimental codes and corpus are currently available in [50] for access upon request.

### Results and Discussion

This section includes the results that are acquired from the experiments along with their detail analyses. It starts with selecting suitable parameter values which have direct influence on the performance of the proposed technique. For other compared techniques, standard parameter values are selected as suggested in [5].

### Parameter Value Selection

Among various parameters of the proposed technique, two parameters have definite impacts on the performance, which are $lsaf$ (discussed in the “Conceptual Framework” section) and $mamu$ (discussed in the “Keyphrase Extraction” section). Here, the former parameter is utilized to filter out all non-popular candidate keyphrases from the list and the latter plays an important role in extracting keyphrases from the resultant tree. As mentioned earlier, a lower $mamu$ value would result in many but low-quality keyphrases, whereas a high $mamu$ value would result in few but abbreviated keyphrases. Therefore, it is necessary to determine, which $mamu$ value would give the superlative performance.

For determining the suitable $lsaf$ value, an experiment has been performed varying it from 0 to 5 for two arbitrarily selected $mamu$ values. The experiments are performed on set 2 dataset to acquire top-$N$ keyphrases, where $N = 5, 10, 15$, which are then utilized to calculate precision, recall, and F1-score. The acquired results are demonstrated in Table 4. The highest performance shown for $F1$ value is 15.6 for top-15 keyphrases by $lsaf$ values 3 and 4, whereas the lowest performance shown is 10.5 for the top-5 keyphrases by $lsaf$ value 1. It is because a lower value of

| $lsaf$ | $\mu$ | Top 5 | P | R | F1  | Top 10 | P | R | F1  | Top 15 | P | R | F1  |
|-------|-------|-------|---|---|-----|-------|---|---|-----|-------|---|---|-----|
| 1     | 0     | 20.3  | 7.1| 10.5|     | 16.2 | 11.5| 13.3|     | 13.5 | 14.1| 13.7|
| 1     | 2     | 20.5  | 7.2| 10.6|     | 16.8 | 11.9| 13.8|     | 14.0 | 14.6| 14.2|
| 2     | 0     | 21.3  | 7.6| 11.2|     | 17.2 | 12.3| 14.2|     | 14.3 | 15.2| 14.6|
| 2     | 2     | 21.9  | 7.8| 11.5|     | 17.0 | 12.1| 14.1|     | 14.4 | 15.3| 14.7|
| 3     | 0     | 21.3  | 7.6| 11.1|     | 17.7 | 12.6| 14.6|     | 14.9 | 15.8| 15.3|
| 3     | 2     | 21.3  | 7.6| 11.1|     | 17.8 | 12.6| 14.6|     | 15.3 | 16.1| 15.6|
| 4     | 0     | 21.6  | 7.7| 11.28|    | 17.9 | 12.71| 14.74|    | 15.2 | 16.1| 15.5|
| 4     | 2     | 21.6  | 7.7| 11.28|    | 17.9 | 12.71| 14.75|    | 15.3 | 16.2| 15.6|
| 5     | 0     | 21.6  | 7.7| 11.28|    | 17.9 | 12.71| 14.74|    | 15.1 | 16 | 15.4|
| 5     | 2     | 21.6  | 7.7| 11.28|    | 17.9 | 12.71| 14.75|    | 15.2 | 16.1| 15.5|
Cogn Comput

lsaf incorporates non-popular keyphrases during ranking, and thus, entice ranking approach. From the results, it is evident that with increasing lsaf value, F1 value increases for any mamu value until lsaf = 3; afterwards, it becomes almost steady. Hence, 3 could be considered as the threshold value of lsaf and is utilized in other experiments.

Again, to select a suitable mamu value, we also conduct another set of experiments varying mamu values from 0 to 5, fixing lsaf to 3, and taking set 1 and set 2 datasets of the corpus into consideration. For both datasets, results are acquired for top-N keyphrases, where N = 5, 10, and 15. All the acquired results are stated in Tables 5 and 6 for set 1 and set 2 datasets, respectively. They are also plotted using contour graphs in Figs. 7 and 8 for more depictions.

As could be observed from the tables as well as from the figures is that performance differences in several mamu values are not as evident as lsaf values since we have already filtered out non-popular keyphrases by selecting lsaf = 3. The highest F1 achieved is 15.6 for set 2 dataset and 13.2 from set 1 dataset, and both cases, it is achieved by mamu = 2. Again, for most of the cases with increasing mamu values, performance increases to a certain point, and afterwards, it decreases. In our case, mamu = 2 is the threshold for both the datasets. The reason is that it maintains the trade-off between the keyphrase length and quantity. On the other hand, smaller mamu values produce considerably many and/or lengthy keyphrases; but the quality is a little bit compromised, whereas higher mamu values attain considerably lower and/or mostly abbreviate keyphrases. In the latter case, since lengthy keyphrases are ignored, the performance is also a little bit compromised. Hence, mamu = 2 is locked for the rest of the experiments.

Results Analyses

Here, we would like to note that the performance of all the technique would have improved if 15% of the reader-assigned keyphrases that are absent would have appeared in the text, and if 19% of the author-assigned keyphrases that are absent would have appeared in the text. Hence, all the results in this paper are based on 85% and 81% for the reader- and author-assigned keyphrases, respectively.

For all the techniques, three experiments are performed for each dataset with a target of extracting top-N keyphrases, where N = 15 is preferred in many literatures [33, 34], and hence, is our choice. Again, once we have top-15 keyphrases, we can derive the top 5 and top-10 keyphrases from there. These experiments are performed for (i) reader-assigned keyphrases, (ii) author-assigned keyphrases, and (iii) combined keyphrases (combines reader- and author-assigned keyphrases). The acquired results for set 2 dataset are shown in Tables 7, 8, and 9 for reader-assigned, author-assigned, and combined keyphrases, respectively.

From the tables, it could be observed that generally, statistical-based techniques performed better than graph-based techniques. It is because graph-based techniques are not good in capturing the cohesiveness of words in a keyphrase, experience clustering errors, suffer from error propagation problem and so on, which are mentioned the “Related Works” section.

![Fig. 7 Performance of the proposed technique for various μ values on set 1 dataset](image-url)

| μ    | Top 5 |       | Top 10 |       | Top 15 |       |
|------|-------|-------|--------|-------|--------|-------|
|      | P     | R     | F1     | P     | R     | F1     |
|------|-------|-------|--------|-------|-------|--------|
| 0    | 17.6  | 6.0   | 8.8    | 14.8  | 9.9   | 11.7   |
| 1    | 17.6  | 6.0   | 8.8    | 14.7  | 9.9   | 11.6   |
| 2    | 17.9  | 6.1   | 9.0    | 14.5  | 9.8   | 11.5   |
| 3    | 17.6  | 5.9   | 8.8    | 14.4  | 9.7   | 11.4   |
| 4    | 17.6  | 5.9   | 8.8    | 14.5  | 9.8   | 11.5   |
| 5    | 17.4  | 5.9   | 8.7    | 14.4  | 9.7   | 11.5   |

Table 5 Performance of proposed technique for various μ values on set 1 dataset
On the other hand, statistical-based techniques are simple to implement and utilize basic features, like term frequency, inverse document frequency, word positions, and word relatedness to a context to extract the most descriptive terms in a document. Despite that, they demonstrate better performance over the graph-based techniques because statistical characteristics of the aforementioned basic features repeat over and over in most of the documents for the top keyphrases.

Again, among all the graph-based techniques, SR performs the worst in terms of all the considered metrics. The highest F1 achieves by this technique is only 1.9 for top-15 in the case of reader-assigned gold standard keyphrases, whereas the lowest is 0.3 for top-5 keyphrases in the case of author-assigned gold standard keyphrases. It is because SR assigns higher scores to long but non-significant keyphrases. In detail, SR assigns the weights of the edges based on the number of co-occurrences. Afterwards, keyphrases are extracted in the form of noun phrases and then ranked based on the sum of the significance of the words they contain. Therefore, non-significant long keyphrases receive higher scores than abbreviated keyphrases.

With respect to SR, PR outperforms the former in terms of all the metrics and for all top-N keyphrases. This happens because it incorporates the position information of a word and its occurrences to score words. It receives an average F1 score of 3.57 for reader-assigned keyphrases, 1.9 for author-assigned keyphrases, and 3.63 for combined keyphrases for all the top-N cases that we considered in this paper. However, it fails to ensure topical coverage and diversity that are not naturally handled by this kind of graphs.

On the other hand, due to taking the topical coverage into account, TR overpowers PR technique for any metric or any parameter, which was absent in the latter technique. Here, topic relations are accounted to find the semantic relatedness between the candidate keyphrases they instantiate. It demonstrates an average performance improvement of 93.55% over PR for reader-assigned keyphrases, 216.82% for author-assigned keyphrases, and 119.24% for combined keyphrases. Again, F1 value of top-5 keyphrases contributes more in these performance differences—around 140% for reader-assigned, 385% for author-assigned, and 200% for combined keyphrases. Although it maximizes the topical coverage, it suffers from several limitations. For instance, all candidates under a single topic are considered equally, and therefore, post-ranking heuristics are necessary to select the most representative keyphrases from each topic. Again, if any error occurs while forming topics, it will propagate throughout the model and thus negatively impacts its performance.

Since MR resolves the issue of error propagation, it performs superiorly over TR, and thus over SR and PR. To resolve this issue, MR utilizes the multipartite graph, hence the name, which connects sets of topic related candidates tightly. The average F1 receives for reader-assigned keyphrases is 8; whereas, it is for author-assigned keyphrases is 5.47, and combined keyphrases is 7.33. However, it struggles with selecting the most representative candidates due to clustering errors, where candidate keyphrases could be wrongly assigned to the same topic.

Among the statistical-based approaches, TF-IDF performs comparably to MR for all the metrics and attributes. For instance, it receives an average F1 of 7 for reader-assigned keyphrases, 6.8 for author-assigned keyphrases, and 8.57 for combined keyphrases. In TF-IDF, IDF provides informativeness and TF provides aboutness. Here, TF discriminates the non-popular keyphrases from the popular keyphrases in a document, whereas IDF discriminates between informative and non-informative keyphrases across the documents. A keyphrase receives high IDF when it is
rare along the collections. However, it favors single terms or bias towards single terms over compound terms, and hence, demonstrates considerably lower performance over YAKE on set 2 dataset.

In the case of YAKE, it takes five features into account, namely casing, word position, word frequency, word relatedness to context, and word in the different sentences, to rank keyphrases. Since many quality keyphrases pursue these statistical features unconsciously, it shows better performance over TF-IDF technique. It receives an average performance enhancement of 47.53% for reader-assigned keyphrases, 38.95% for author-assigned keyphrases, and 34.83% for combined keyphrases. However, since candidate keyphrases are generated using N-grams technique, where N is 1-, 2-, and 3-grams, a considerably large number of keyphrases are generated, which entices ranking procedure.

In terms of any metric and any attribute, TeKET outperforms the other techniques that are considered in this evaluation significantly. For instance, it outperforms YAKE by 21.51% for F1 measure on an average in case of reader-assigned keyphrases, 5.61% in case of author-assigned keyphrases, and 20.49% in case of combined keyphrases. Again, our proposed technique receives the highest F1 value among all the techniques, i.e., 15.6, for top-15 keyphrases in case of combined gold standard keyphrase list. One of the reasons for its excellent performance is that it extracts final keyphrases from candidate keyphrases using the KePhEx tree, and hence, considers most likely keyphrases during ranking. In addition, it utilizes two factors (TF and μ) in ranking, where the preceding factor is utilized to discriminate non-popular keyphrases from popular keyphrases and the latter factor is utilized to find the cohesiveness of various words in a keyphrase with respect to the root. Again, in the calculation, summation is preferred over average to facilitate longer keyphrases.

In Figs. 9, 10, and 11, F1 scores of various techniques for top-5, 10, and 15 keyphrases are shown in the case of reader-assigned, author-assigned, and combined gold standard keyphrases. Like the table, SR demonstrates the substandard performance. Although, PR outperforms SR, but it falls short in front of TR for a considerably larger margin. Again, MR and TF-IDF demonstrate comparable performance in case of all three top-N values. Although, YAKE performs better over other considered keyphrase extraction techniques, but our proposed technique overpowers all

| Table 6 Performance of proposed technique for various μ values on set 2 dataset |
| --- |
| Top 5 | Top 10 | Top 15 |
| μ | P | R | F1 | P | R | F1 | P | R | F1 |
| 0 | 21.3 | 7.6 | 11.1 | 17.7 | 12.6 | 14.6 | 14.9 | 15.8 | 15.3 |
| 1 | 21.3 | 7.6 | 11.1 | 17.8 | 12.6 | 14.6 | 15.3 | 16.2 | 15.6 |
| 2 | 21.3 | 7.6 | 11.1 | 17.8 | 12.6 | 14.6 | 15.3 | 16.1 | 15.6 |
| 3 | 21.5 | 7.7 | 11.2 | 17.7 | 12.5 | 14.5 | 15.1 | 15.9 | 15.4 |
| 4 | 21.7 | 7.8 | 11.4 | 17.9 | 12.7 | 14.7 | 15.0 | 15.9 | 15.3 |
| 5 | 21.3 | 7.6 | 11.2 | 17.8 | 12.6 | 14.6 | 14.7 | 15.6 | 15.0 |
Table 7  Performance of different unsupervised machine learning–based keyphrase extraction techniques for reader-assigned keyphrases on set 2 dataset

| Approach          | Technique    | Top 5 |       |       |       |
|-------------------|--------------|-------|-------|-------|-------|
|                   |              | P     | R     | F1    |       |
|                   |              | 9.4   | 4.0   | 5.5   |       |
|                   |              | 7.8   | 6.6   | 7.1   |       |
|                   |              | 6.6   | 8.4   | 7.3   |       |
| Graph-based       | TopicRank    | 3.8   | 1.6   | 2.3   |       |
|                   | PositionRank | 1.9   | 0.8   | 1.2   |       |
|                   | SingleRank   | 11.3  | 4.8   | 6.7   |       |
| Statistical-based | MultipartiteRank | 11.1 | 4.7   | 6.6   |       |
|                   | TF-IDF       | 12.7  | 5.5   | 7.7   |       |
|                   | YAKE         | 16.5  | 7.2   | 10.0  |       |
| Tree-based (proposed) | TeKET | 6.4   | 8.1   | 6.9   |       |

Table 8  Performance of different unsupervised machine learning–based keyphrase extraction techniques for author-assigned keyphrases on set 2 dataset

| Approach          | Technique    | Top 5 |       |       |       |
|-------------------|--------------|-------|-------|-------|-------|
|                   |              | P     | R     | F1    |       |
|                   |              | 6     | 7.2   | 6.3   |       |
|                   |              | 3.9   | 9.5   | 5.4   |       |
|                   |              | 3.1   | 11.2  | 4.7   |       |
| Graph-based       | TopicRank    | 1.2   | 1.8   | 1.3   |       |
|                   | PositionRank | 0.4   | 0.4   | 0.3   |       |
|                   | SingleRank   | 6.4   | 8.1   | 6.9   |       |
| Statistical-based | TF-IDF       | 6.4   | 7.9   | 6.8   |       |
|                   | YAKE         | 7.8   | 10.3  | 8.6   |       |
| Tree-based (proposed) | TeKET | 8.8   | 11.6  | 9.7   |       |

Table 9  Performance of different unsupervised machine learning–based keyphrase extraction techniques for combined keyphrases on set 2 dataset

| Approach          | Technique    | Top 5 |       |       |       |
|-------------------|--------------|-------|-------|-------|-------|
|                   |              | P     | R     | F1    |       |
|                   |              | 12.3  | 4.2   | 6.3   |       |
|                   |              | 9.4   | 6.5   | 7.6   |       |
|                   |              | 8     | 8.3   | 8.1   |       |
| Graph-based       | TopicRank    | 4.2   | 1.4   | 2.1   |       |
|                   | PositionRank | 2.2   | 0.7   | 1.1   |       |
|                   | SingleRank   | 13.9  | 4.8   | 7.1   |       |
| Statistical-based | TF-IDF       | 14.3  | 5.1   | 7.5   |       |
|                   | YAKE         | 16.9  | 6.0   | 8.83  |       |
| Tree-based (proposed) | TeKET | 21.3  | 7.6   | 11.1  |       |
### Table 10  Performance of different unsupervised machine learning–based keyphrase extraction techniques for reader assigned keyphrases on set 1 dataset

| Approach         | Technique        | Top 5 |   | Top 10 |   | Top 15 |   |
|------------------|------------------|-------|---|--------|---|--------|---|
|                  |                  | P     | R | F1     | P | R     | F1 |
| Graph-based      | TopicRank        | 8.0   | 3.1| 4.5    | 6.3| 5.0   | 5.5 |
|                  | PositionRank     | 3.6   | 1.4| 2.0    | 3.2| 2.6   | 2.9 |
|                  | SingleRank       | 1.5   | 0.58| 0.84  | 0.97| 0.77 | 0.85 |
|                  | MultipartiteRank | 8.8   | 3.5| 5.0    | 7.5| 6.0   | 6.6 |
| Statistical-based| TF-IDF           | 7.5   | 3.1| 4.4    | 5.9| 4.9   | 5.3 |
|                  | YAKE             | 7.4   | 3.0| 4.2    | 7.0| 5.6   | 6.1 |
| Tree-based (proposed) | TeKET    | 14.0  | 5.7| 8.0    | 11.0| 9.0  | 9.8 |

### Table 11  Performance of different unsupervised machine learning–based keyphrase extraction techniques for author assigned keyphrases on set 1 dataset

| Approach         | Technique        | Top 5 |   | Top 10 |   | Top 15 |   |
|------------------|------------------|-------|---|--------|---|--------|---|
|                  |                  | P     | R | F1     | P | R     | F1 |
| Graph-based      | TopicRank        | 3.4   | 4.7| 3.9    | 2.7| 7.6   | 3.8 |
|                  | PositionRank     | 1.8   | 2.4| 2.0    | 1.7| 5.0   | 2.5 |
|                  | SingleRank       | 0.4   | 0.6| 0.4    | 0.6| 1.8   | 0.9 |
|                  | MultipartiteRank | 4.4   | 6.2| 5.0    | 3.4| 9.8   | 5.0 |
| Statistical-based| TF-IDF           | 4.2   | 5.9| 4.6    | 3.1| 8.0   | 4.3 |
|                  | YAKE             | 5.4   | 7.2| 6.0    | 4.8| 12.8  | 6.8 |
| Tree-based (proposed) | TeKET    | 8.4   | 11.3| 9.4   | 6.7| 18.1  | 9.6 |

### Table 12  Performance of different unsupervised machine learning–based keyphrase extraction techniques for combined keyphrases on set 1 dataset

| Approach         | Technique        | Top 5 |   | Top 10 |   | Top 15 |   |
|------------------|------------------|-------|---|--------|---|--------|---|
|                  |                  | P     | R | F1     | P | R     | F1 |
| Graph-based      | TopicRank        | 9.5   | 3.0| 4.5    | 7.5| 4.8   | 5.8 |
|                  | PositionRank     | 4.8   | 1.5| 2.3    | 4.4| 2.9   | 3.4 |
|                  | SingleRank       | 1.6   | 0.5| 0.7    | 1.3| 0.9   | 1.0 |
|                  | MultipartiteRank | 11.2  | 3.6| 5.4    | 9.3| 6.1   | 7.3 |
| Statistical-based| TF-IDF           | 10.1  | 3.4| 5.0    | 8.1| 5.4   | 6.4 |
|                  | YAKE             | 10.8  | 3.5| 5.3    | 10.0| 6.6  | 7.9 |
| Tree-based (proposed) | TeKET    | 17.9  | 6.1| 9.0    | 14.5| 9.8  | 11.5 |
The F1-Scores of various unsupervised keyphrase extraction techniques for top-5 keyphrases employed on set 1 dataset
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The acquired results for set 1 data are plotted in Tables 10, 11, and 12 for reader-assigned, author-assigned, and combined keyphrases respectively. Likewise for set 2, all the results are acquired for three metrics and compared with top-N keyphrases, where \( N = 5, 10, \) and 15. The average \( F1 \) score by the \( SR \) technique for all cases is 1.05, which is the lowest among all. On the other hand, it is 2.7, 4.84, and 6.03 for \( PR, TR, \) and \( MR \), respectively. Due to utilizing multipartite graph, it extracts more gold standard keyphrases than others. Again, the average \( F1 \) scores for \( TF-IDF \) and \( YAKE \) are 5.06 and 6.63, respectively. Unlike set 2 data, \( TF-IDF \) performs worse than \( MR \) for set 1 data; however, the latter almost catches \( YAKE \) in terms of \( F1 \) score. Conversely, our proposed technique overpowers all the considered techniques with an average \( F1 \) score of 10.13 for the reasons that are stated before.

The \( F1 \) scores of various gold standard keyphrase classes (reader, author, and combined) for set 1 data are shown in Figs. 12, 13, and 14 for top-5, 10, and 15 keyphrases, respectively. Like the previous cases, performances of \( SR, PR, \) and \( TR \) remain in the same increasing order. However, \( F1 \) scores of \( MR, TF-IDF, \) and \( YAKE \) are comparable for all top-N keyphrases, unlike test data where \( YAKE \) outperforms the other two. In any case, our proposed technique overpowers the rest of the compared techniques.

**TeKET Is Domain Independent**

To demonstrate the domain independence property of the proposed technique, we have conducted an experiment on the Theses100 dataset (see the “Corpora Details” section for a detailed description) following a similar experimental environment discussed in the “Evaluation Metrics” section. The justification for selecting such a dataset is to highlight that the proposed technique also works satisfactorily with a large amount of words. The average length of the documents in Theses100 dataset is \( \sim 7,000 \) words with respect to \( \sim 2,000 \) words in research articles. The obtained results of the experiments are reported in Table 13.

It can be seen from the obtained results that the performance of almost all the comparable techniques deteriorates in terms of the considered metrics. One of the reasons for this low performance is that, when a document contains many words (as in a thesis), keyphrase extraction technique produces a large number of keyphrases. This, in turn, makes it very challenging to select top-N keyphrases from there for the ranking procedure.

Now, while comparing the performance of TeKET to other relevant techniques considered in this paper, TeKET outperforms the other techniques significantly in any metric and attribute. For example, TeKET outperforms its closest competitor, \( YAKE, \) by 5.2% on \( F1 \) measure for all top-N keyphrases. The reason behind this is that TeKET employs an intermediate phase to extract final keyphrases from the candidate keyphrases through the KePhEx tree,
Table 13 Performance of different unsupervised machine learning–based keyphrase extraction techniques on Thesis100 dataset

| Approach       | Technique              | Top 5       | Top 10      | Top 15      |
|----------------|------------------------|-------------|-------------|-------------|
|                |                        | P  | R  | F1 | P  | R  | F1 | P  | R  | F1 |
| Graph-based    | TopicRank              | 5.8| 4.1| 4.7| 3.9| 5.6| 4.5| 2.8| 6.1| 3.8|
|                | PositionRank           | 0.6| 0.3| 0.4| 0.5| 0.6| 0.5| 0.5| 1.0| 0.7|
|                | SingleRank             | 0.0| 0.0| 0.0| 0.2| 0.2| 0.2| 0.2| 0.3| 0.2|
|                | MultipartiteRank       | 6.2| 4.6| 5.2| 4.2| 6.1| 4.9| 3.0| 6.6| 4.0|
| Statistical-based | TF-IDF                | 1.4| 1.3| 1.2| 0.9| 1.6| 1.1| 0.7| 2.0| 1.0|
|                | YAKE                   | 7.4| 5.2| 6.0| 4.9| 7.3| 5.8| 3.8| 8.2| 5.1|
| Tree-based (proposed) | TeKET                | 9.9| 7.6| 8.3| 7.0| 10.5| 8.1| 5.5| 12.6| 7.3|

and therefore, ranks only most probable keyphrases. On the other hand, in the case of YAKE, several inferior keyphrases exhibit similar statistical behavior like top keyphrases, and therefore, perform poorly. Again, although being a statistical-based approach, TF-IDF fails to exhibit comparative performance to YAKE. It is because the former employs only two factors, namely TF and IDF, whereas, the latter consider multiple relevant features including casing, word position, frequency, and relatedness to context for ranking the keyphrases.

In general, all the graph-based techniques exhibit inferior performance than YAKE and TeKET since they have a number of shortcomings including not being good in capturing the cohesiveness of words, subject to clustering errors, experiences error propagation problem, etc. Among them, MR performs the best in terms of all the considered metrics. The highest F1 achieved by MR is only 5.2 for top-5 keyphrases and the lowest is 4.0 for top-15 keyphrases. It is mainly due to resolving the error propagation problem that exists in TR. Now, TR is the closest competitor to MR with the highest F1 score of 4.7 for top-5 keyphrases. Among the rest, the performance of PR and SR is negligible.

TeKET Is Language Independent

To demonstrate the language independence of the proposed technique, a German Research Article dataset [51] has been employed (see the “Corpora Details” section for details). Necessary adaptations have been made to all relevant techniques including the proposed one to ensure the experiment’s successful run. The obtained results have been reported in Table 14.

We can see in the reported results that the performance of PR, SR, and TF-IDF are negligible (i.e., almost zero). In the case of SR, since it has a tendency of assigning higher scores to long but non-significant keyphrases, it fails to find gold standard keyphrases from the top ranked ones. On the other hand, in the case of PR, due to its inaccurate weight assignments to various keyphrases belonging to a single topic, it also fails to score better. Again, in the case of TF-IDF,
it fails due to receiving higher ranks by the inferior keyphrases. In the case of TR, it exhibits relatively better performance as it takes topical coverage into account. The highest F1 score it receives is 6.4 for top-10 keyphrases, which is higher than that of YAKE. The latter only receives higher F1 score for top-5 keyphrases.

For this corpus, TeKET and MR perform comparably. For instance, although TeKET outperforms MR for top-5 keyphrases, it suffers a defeat for top-15 keyphrases. For top-10 keyphrases, both exhibit identical performance. The reason for MR’s better performance is due to solving the error propagation problem of the TR technique. Based on the aforementioned discussions and the reported results in the table, we can conclude that the proposed technique is also language independent.

Conclusions

In this paper, a new unsupervised automatic keyphrase extraction technique, named Tree-based Keyphrase Extraction Technique (TeKET) is proposed, which is domain and language independent, employs limited statistical knowledge, but no train data are required. It introduces a new variant of binary tree, called KeyPhrase Extraction (KePhEx) tree, for extracting final keyphrases from candidate keyphrases. The proposed tree is formed using a candidate keyphrase and processed with other similar candidate keyphrases of a certain root. In the end, the tree is pruned before extracting final keyphrases employing the manu value, which also provides flexibility during keyphrase extraction process from the tree. Afterwards, all the final keyphrases are extracted from the resultant tree and they are ranked taking TF and μ factors into account, and then, sorted. At last, top-N keyphrases are selected from the sorted list and returned.

Our proposed technique is compared with other prominent unsupervised keyphrase extraction techniques on a uniform experimental setup. The results are acquired for three datasets, namely SemEval-2010, Theses100, and German Research Article to evaluate their performance. According to the acquired results, TeKET outperforms the rest of the compared techniques in terms of F1 scores for all considered parameters. They also establish the claim of domain and language independence of the proposed technique.
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