Random- Forest (RF) and Support Vector Machine (SVM) Implementation for Analysis of Gene Expression Data in Chronic Kidney Disease (CKD)
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Abstract. The application of mathematics in the field of bioinformatics has been widely developed. For example Support Vector Machines (SVM) and Random Forest (RF) are state of the art for classification of cancer in many applications. One of them is Chronic Kidney Disease (CKD). CKD is one of the kidney diseases that sufferers are increasing and have symptoms that are difficult to detect at first. Later, microarrays in gene expression are important tools for this approach. Microarrays gene expression provides an overview of all transcription activities in biological samples. The purpose of this research is a hybrid model combining Random Forest (RF) and Support Vector Machine (SVM) can be used to classify gene expression data. RF can highly accurate, generalize better and are interpretable and SVM (called RF-SVM) to effectively predict gene expression data with very high dimensions. In addition, from the simulation results on data from the Gene Expression Omnibus (GEO) database, it is shown that the proposed RF-SVM is a more accurate algorithm on CKD data than RFE-SVM.
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1. Introduction

Chronic Kidney Disease (CKD) has a variety of phenotypic manifestations including structural (such as fibrosis) and functional changes (such as glomerular filtration rate and albuminuria). Reporting on gene expression has recently gained popularity as an important new tool for precision treatment approaches [1] has led to incremental growth in the public databases such as the ArrayExpress [2] and NCBI Gene Expression Omnibus [3].

Microarrays gene expression provides an overview of all transcription activities in biological samples. Unlike most traditional molecular biology tools, which generally allow the study of single genes or small sets of genes, microarrays facilitate completely new discoveries and unexpected functional roles of genes. This advantage has been applied to various applications, including finding new disease subtypes, developing new diagnostic tools, and identifying mechanisms of disease or underlying drugs [4].

Using computational techniques, especially the deep learning method to facilitate, improve cancer detection, and diagnoses are promising and important fields. At present, gene expression data are already widely used to train deep neural networks that are effective for proper cancer diagnosis [5]. Akash
(2018) share that RF can highly accurate, generalize better and are interpretable. In addition, there is also research by Huynh, Nguyen, and Do (2018) proposing a hybrid model that combines Deep Convolutional Neural Networks (DCNNs) and Support Vector Machine (SVM) called DCNN-SVM to effectively predict highly dimensional gene expression data. DCNN-SVM trains the DCNN model to select automatically the features of the gene expression microarray data and studies the non SVM model to classify gene expression data. Therefore, in this study we will develop a hybrid model that RF and SVM to classify CKD gene expression data.

2. Support Vector Machines using Random Forest Selection Feature

Support Vector Machine (SVMs) proposed by Vapnik[5] and RF which is belongs to embedded methods. RF are implemented by algorithms that have their own built-in feature selection methods. Some of the advantages are highly accurate, generalize better and are interpretable [6].

Besides, SVM can provide good decision surfaces by maximizing margins using soft-margin approaches [7]. The novelty in this research is to use a hybrid model that combines RF and SVM and Chronic Kidney Disease gene expression data to be used, namely CKD, which will be compared with previous studies using RFE-SVM. So, we propose a hybrid model that combines RF and SVM called RF-SVM to effectively predict highly dimensional gene expression data.

RF-SVM trains the RF model to select automatically the features of the gene expression microarray data and studies the non SVM model to classify gene expression data based on [5-10]. The results that we want to achieve of the study indicate that the proposed RF-SVM is more accurate than the RFE-SVM algorithm. The research methodology that will be carried out: 1) Study the literature on CKD disease, gene expression, SVM, RF, and other topics related to research; 2) Collect data from the Gene Expression Omnibus (GEO) database; 3) Application of algorithms from hybrid models that combine RF and SVM; 4) Simulation using Python software; and 5) Based on the results obtained, conclusions and suggestions are taken which aim to provide input on the development of further research.

3. Evaluation

We implement the RFE-SVM and RF-SVM in python using library SVM, LibSVM [11] anda scikit library [12]. All test were run under Windows 8 on and up to Intel Core i3 processor.

3.1. Experiment Setup and Result

Before conducting classification modeling, gene expression data is divided into training and data testing first. Classification modeling is built using training data, and then the former model will be validated using testing data. It is done randomly with a composition of 75% as training data and 25% as testing data. So there are 36 samples in the training and 12 samples on the testing data as can be seen in Table 1.

|          | Training | Testing | Total |
|----------|----------|---------|-------|
| CKD      | 18       | 8       | 26    |
| Non-CKD  | 18       | 4       | 22    |
| Total    | 36       | 12      | 48    |

There are two type of classification method we will to do, they are Support Vector Machine (SVM) with feature selection using Recursive Feature Elimination (RFE) and SVM with feature selection using Feature Importance from Random Forest.
3.1.1. RFE-SVM. SVM has an equation similar to ordinary regression, as follows:
\[ w\mathbf{x} + b = 0 \]
where \( w \) is a vector that is perpendicular to the hyperplane, \( x \) is an input vector and \( b \) is a constant. In equations, \( w \) is commonly referred to chosen as the coefficient of \( x \). The RFE method selects variables based on the highest \( w \) value. The variable is 1% of the total variables, namely 193 variables out of 19312 total variables available. It can be seen on Figure 1 below.

After that, the validation result from RFE – SVM on the testing data provide confusion matrix table (Table 2) as follows,

![Figure 1. Coefficient value of variable from RFE – SVM](image)

**Table 2. Confusion Matrix RFE – SVM**

| Prediction | CKD | Non CKD |
|------------|-----|---------|
| Actual     |     |         |
| CKD        | 6   | 2       |
| Non CKD    | 1   | 3       |

Based on the confusion matrix above, it was found that from 6 out of 8 CKD samples correctly predicted and 3 out of 4 Non CKD samples were also correctly predicted. So that the accuracy obtained is
\[ \frac{6 + 3}{6 + 2 + 1 + 3} = \frac{9}{12} = 0.75 \]
or 75%.

3.1.2. RF-SVM. If RFE-SVM selects a variable based on its coefficient value, then RF-SVM selects variables based on feature importance obtained from Random Forest. Feature importance referred to here is a value that describes how much a variable contributes to reducing the level of impurity of the classification trees formed. The higher of the value is more better. The selected variable is a variable that has a value above the mean value of the overall importance feature. Based on Random Forest, the number of variables that have importance features greater or above the average is 311. It can be seen on Figure 2 below.
After that, the selected variables from the Random Forest are used as input variables or predictors in SVM. The results of the RF-SVM model validation on testing data provide a confusion matrix table (Table 3) as follows,

**Table 3. Confusion Matrix RF – SVM**

| Actual | CKD | Non CKD |
|--------|-----|---------|
| CKD    | 8   | 2       |
| Non CKD| 2   | 2       |

Based on the confusion matrix above, it was found that from all CKD samples correctly predicted and 2 out of 4 Non CKD samples also predicted correctly. So that the accuracy obtained is

\[
\frac{8 + 2}{8 + 0 + 2 + 2} = \frac{10}{12} = 0.834
\]

or 83.4%. If we compare both of approaches, we can see that RF-SVM are more accurate than RFE-SVM.

4. **Conclusion**

We already make a hybrid model combining RF and SVM based on latest research to classify gene expression of CKD. The numerical test results show that choose RF-SVM is more accurate than the RFE-SVM. The accuracy of RF-SVM algorithm is 83.4% than RFE-SVM algorithm is 7%.

In the future, we want to provide more accurate algorithm for classifying gene expression data on large dataset. Beside that, we want to comparisons with other algorithm or maybe make a new hybrid model using deep learning [13] that can study more stable representations for rare cancers, can improve cancer diagnosis performance even if the expression data is inadequate.
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