Highlights

Leveraging spectral analysis to elucidate membrane locking and unlocking in isogeometric finite element formulations of the curved Euler-Bernoulli beam
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- We propose to “measure” locking by comparing eigenvalue and mode error curves on coarse meshes with “asymptotic” error curves on “overkill” meshes.

- We illustrate this concept for a circular ring discretized with isogeometric curved Euler-Bernoulli beam elements.

- We assess the displacement-based formulation with full and reduced integration, and the B-bar, discrete strain gap and Hellinger-Reissner methods.

- Our study shows that spectral analysis can rigorously characterize membrane locking and unlocking for Euler-Bernoulli beam formulations.
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Abstract
In this paper, we take a fresh look at using spectral analysis for assessing locking phenomena in finite element formulations. We propose to “measure” locking by comparing the difference between eigenvalue and mode error curves computed on coarse meshes with “asymptotic” error curves computed on “overkill” meshes, both plotted with respect to the normalized mode number. To demonstrate the intimate relation between membrane locking and spectral accuracy, we focus on the example of a circular ring discretized with isogeometric curved Euler-Bernoulli beam elements. We show that the transverse-displacement-dominating modes are locking-prone, while the circumferential-displacement-dominating modes are naturally locking-free. We use eigenvalue and mode errors to assess five isogeometric finite element formulations in terms of their locking-related efficiency: the displacement-based formulation with full and reduced integration and three locking-free formulations based on the B-bar, discrete strain gap and Hellinger-Reissner methods. Our study shows that spectral analysis uncovers locking-related effects across the spectrum of eigenvalues and eigenmodes, rigorously characterizing membrane locking in the displacement-based formulation and unlocking in the locking-free formulations.
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1. Introduction

In finite element discretizations of curved beam and shell models, membrane locking refers to the phenomenon of artificial bending stiffness due to the coupling of the bending response and membrane response caused by the local curvature [1, 2]. Membrane locking negatively affects accuracy and convergence, illustrated in Fig. 1 for an isogeometric finite element discretization of a curved Euler-Bernoulli cantilever [3]. We observe that for practically relevant coarse meshes, the accuracy of the displacement solution measured via the relative error in the $L^2$ norm does not improve when the mesh is refined. The size of the resulting plateau in the convergence curve indicates the severity of membrane locking. We can also see that locking becomes more severe
with increasing slenderness of the beam, and seems to reduce with increasing polynomial degree of the basis functions. We note that purely displacement-based finite element formulations of the Euler-Bernoulli beam model require basis functions in the Sobolev space $H^3$ to achieve optimal convergence rates $O(p + 1)$ in the $L^2$ norm \cite{4, 5}. In Fig. 1a, we therefore observe convergence order two for quadratic B-splines that are only in $H^2$.

Figure 1: Convergence of the relative $L^2$-norm errors of the displacements field of a curved Euler-Bernoulli beam (quarter circle cantilever, unit shear force at the free end, radius $R$, thickness $t$), discretized with B-splines of degree $p$ and uniform $h$-refinement.

| Approach, concept derivation via principle of virtual work (⋆) or as a mixed method (○) | Application in nodal finite elements | isogeometric analysis |
|-----------------------------------------------|---------------------------------|----------------------|
| Higher-order basis (⋆)                           | 6, 7                           | 8, 9                 |
| Field consistent approach (⋆)                  | 10, 14, 12                    | 13, 14, 15          |
| Reduced integration Selective reduced integration (⋆) | 16, 17, 18, 19, 20           | 8, 14, 21, 22, 23   |
| Hourglass mode control (⋆)                      | 21, 26, 20, 21                | 14, 28              |
| Strain modification B-bar method (⋆)           | 18, 29, 30                    | 8, 14, 31, 32       |
| Assumed natural strain (ANS) (⋆)               | 33, 34, 33                    | 31, 36, 37, 38      |
| Enhanced assumed strain (EAS) (○)             | 39, 40, 41, 42                | 43                  |
| Discrete shear/strain gap (DSG) (⋆)           | 44, 45, 46                    | 44, 47, 48          |
| Variational principles Hu-Washizu (○)         | 47, 49, 50                    | 48, 51              |
| Hellinger-Reissner (○)                         | 50, 52, 53                    | 51, 54              |

Table 1: Overview of locking-preventing finite element technology, developed in the context of standard finite element and isogeometric analysis, and associated literature (without claim to completeness).

Locking-free finite element discretizations do not show any pre-asymptotic plateau, but converge right away with the optimal rate on coarse meshes. For completeness, we note that membrane locking is only one of several sources of locking, the most well-known being transverse shear locking in beam, plate and shell elements \cite{2} and volumetric locking due to incompressibility in solid elements \cite{55}. The development of locking-preventing discretization technology has a history of
more than 40 years, first within classical finite elements and then in isogeometric analysis. Without any claim to completeness, Table 1 summarizes the most important locking-preventing formulations that can be applied against membrane locking, using the standard classifications into higher-order methods, the field-consistent approach, reduced integration, strain modification, and variational principles. For details on the underlying ideas and derivations, we refer the interested reader to the pertinent literature, also given in Table 1 for nodal finite elements and isogeometric analysis.

To illustrate the effect of locking-free formulations, we compare the results obtained with the standard finite element formulation, using full and reduced integration, to the results obtained with three representative variants, namely B-bar strain projection, the discrete strain gap (DSG) method and a Hellinger-Reissner approach. For the curved cantilever problem described above, Figure 2 plots the resulting convergence curves in terms of the $L^2$-norm errors of the displacements for quadratic, cubic, quartic and quintic B-spline basis functions. We observe that all three locking-free formulations mitigate the effect of membrane locking with respect to the standard finite element formulation that is affected significantly by membrane locking. For quadratic basis functions on finer meshes, reduced integration mitigates the effect of membrane locking, but does not have any effect for $p \geq 3$. We also see that the DSG method does not consistently perform well for all polynomial degrees. This example illustrates that convergence studies of simple benchmark problems do not constitute a satisfactory way of assessing discretization methods in terms of their locking-related robustness and accuracy. Given the multitude of formulations addressing membrane locking, the question arises how to best compare and assess their accuracy and effectivity.

The analysis of the discrete spectrum of eigenvalues and eigenmodes constitutes an alternative way of assessing the accuracy of a discretization scheme. Eigenvalues and eigenmodes are computed from a discrete generalized eigenvalue problem that for models in structural mechanics corresponds to the discretized variational formulation of the associated free vibration problem without damping. Spectral accuracy directly relates to the accuracy of a discretized boundary value problem, as the solution of the latter can be represented in terms of eigenvalues and eigenmodes. For instance, spectral analysis has been recently used to explain the superior per-degree-of-freedom accuracy and robustness that is achieved by isogeometric analysis with smooth spline functions [56].

In this paper, we take first steps towards establishing spectral analysis as a tool for identifying locking behavior and assessing the effectiveness of locking-free formulations. Our approach is global, that is, we look at the complete spectrum and modal behavior, and it thus goes far beyond existing work [23, 57]. On the one hand, the solution to the discrete eigenvalue problem depends on the terms that appear in the variational formulation, their evaluation, and the solution space spanned by the basis functions of the finite element discretization. Therefore, all aspects of the various locking-preventing formulations given in Table 1 are reflected in the discrete spectrum. On the other hand, spectral analysis provides access to information that cannot be obtained via standard convergence measures based on error norms. Moreover, we propose a practical way of “measuring” locking (or unlocking) in the spectrum by comparing normalized spectra computed on coarse and “overkill” meshes. We define a method as locking-free if the normalized spectra are converged on coarse meshes, that is, the spectra obtained from coarse and “overkill” meshes do not differ. Accordingly, we define a method as locking if the normalized spectra are not converged on coarse meshes, that is, the spectra obtained from coarse and “overkill” meshes differ significantly. We illustrate the validity and significance of spectral analysis in this context via the example of a circular ring discretized with isogeometric curved Euler-Bernoulli beam elements susceptible to membrane locking. We then compare and assess the effectivity of the three representative locking-
free formulations selected above in terms of their impact on the accuracy of the eigenvalues and eigenmodes.

The structure of the paper is as follows: in Section 2, we briefly review the generalized eigenvalue problem and associated error measures in spectral analysis. In Section 3, we introduce the circular ring problem and its discretization via isogeometric Euler-Bernoulli beam elements. In Section 4, we review the three representative locking-free formulations. In Section 5, we present detailed spectral analysis carried out for isogeometric discretizations of the thin circular ring and various locking and locking-free formulations. In addition, we provide an in-depth discussion of the validity and strengths of spectral analysis to interpret membrane locking in this context. In Section 6, we summarize our results and conclusions.
2. Generalized eigenvalue problem and error measures in spectral analysis

2.1. Generalized eigenvalue problem

We recall the generalized eigenvalue problem that governs free vibrations of an undamped linear structural system in the continuous setting. Each continuous eigenmode \( U_n(x) \), with \( n \in \mathbb{N}^+ \) and defined on a domain \( \Omega \), satisfies the eigenvalue problem: find \((U_n, \lambda_n) \in \mathcal{V} \times \mathbb{R}^+ \) such that

\[
(K - \lambda_n M) U_n(x) = 0, \quad x \in \Omega.
\]

Here, \( \mathcal{M} \) and \( \mathcal{K} \) are the mass and stiffness operators, \( \lambda_n = \omega_n^2 \) is the \( n \)th eigenvalue equal to the square of the \( n \)th eigenfrequency \( \omega_n \), and \( \mathcal{V} \) is the space of functions with sufficient regularity that allows the differential operators in \( \mathcal{M} \) and \( \mathcal{K} \) to be applied.

The strong form of the generalized eigenvalue problem (1) can be transferred into a variational form via the standard Galerkin method and subsequently discretized with \( N \) finite element basis functions \( B_i(x) \). The resulting discrete eigenvalue problem can be expressed via the following matrix equations: find \((U^h_n, \lambda^h_n) \in \mathcal{V}^h \times \mathbb{R}^+ \) such that

\[
(K^h - \lambda^h_n M) U^h_n = 0, \quad n = 1, 2, \ldots, N,
\]

where \( U^h_n \) denotes the vector of unknown coefficients, such that the \( n \)th discrete eigenmode is

\[
U^h_n(x) = \begin{bmatrix} B_1(x) & \cdots & B_N(x) \end{bmatrix} U^h_n, \quad U^h_n(x) \in \mathcal{V}^h \subset \mathcal{V}.
\]

Here, \( K \) and \( M \) denote the stiffness and consistent mass matrix, \( \lambda^h_n = (\omega^h_n)^2 \) is the \( n \)th discrete eigenvalue equal to the square of the \( n \)th discrete eigenfrequency \( \omega^h_n \), and \( \mathcal{V}^h \) is the space of finite element basis functions with sufficient regularity. The discrete eigenmodes \( U^h_n \) are orthogonal in the \( L^2 \) norm and thus form a basis for the solution of any boundary value problem defined with the same model.

We note that in many applications, the use of a lumped mass matrix instead of the consistent mass matrix is common. Lumping schemes, however, often significantly affect the accuracy of the discrete spectrum, see e.g. [58], and are therefore not considered in this study.

2.2. Ordering of eigenvalues, rank sufficiency

We recall the following important properties due to their relevance in the remainder of the paper. The eigenvalues \( \lambda^h_n \) can be sorted in ascending order, where the corresponding eigenmodes can be ordered arbitrarily. Under the condition that (2) is derived from a homogeneous Neumann eigenvalue problem, that is, no Dirichlet boundary conditions are specified, the \( N \times N \) stiffness matrix is symmetric positive semi-definite and the \( N \times N \) consistent mass matrix is symmetric positive definite for linear structural systems. As a consequence, all eigenvalues are nonnegative real numbers ordered as

\[
0 \leq \lambda^h_1 \leq \lambda^h_2 \leq \ldots \leq \lambda^h_n \leq \ldots \leq \lambda^h_N.
\]

A stable finite element scheme satisfies the notion of rank sufficiency based on the following three requirements [55, 59]:

\[
0 \leq \lambda^h_1 \leq \lambda^h_2 \leq \ldots \leq \lambda^h_n \leq \ldots \leq \lambda^h_N.
\]
1. The number of zero eigenvalues corresponds exactly to the number of rigid body modes, given by the specific structural system under consideration. The proper imposition of Dirichlet boundary conditions removes all rigid body modes and corresponding zero eigenvalues.

2. All eigenvalues are real, and the smallest non-zero eigenvalue converges to a finite value larger than zero. This ensures that no further zero eigenvalues occur, since the set of eigenvalues is bounded from below due to (3).

3. The set of eigenvalues is bounded from above, i.e. the largest eigenvalue is finite.

2.3. Error measures in spectral analysis

In this paper, we will investigate the error globally across the complete spectrum of eigenvalues and eigenmodes. To this end, we first define the following two error measures:

\[ \left| \frac{\lambda_h^n - \lambda_n}{\lambda_n} \right|, \quad \text{relative eigenvalue error}, \]

\[ \frac{\|U_h^n - U_n\|}{\|U_n\|}, \quad \text{relative mode error in the } L^2\text{-norm}, \]

which we will use extensively throughout this paper to quantify locking effects. We recall that for every mode \( n \), the relative errors in the corresponding eigenvalue and mode, (4) and (5), sum to the mode error in the energy norm [60, Section 6.3, p. 233]:

\[ \frac{\lambda_h^n - \lambda_n}{\lambda_n} + \frac{\|U_h^n - U_n\|^2}{\|U_n\|^2} = \frac{\|U_h^n - U_n\|^2}{\|U_n\|^2}, \quad \forall n = 1, 2, \ldots, N, \]

provided that \( \|U_h^n\|_{L^2} = \|U_n\|_{L^2} \). This relationship, denoted as the Pythagorean eigenvalue error theorem, is used extensively in [56] to evaluate both standard finite element and isogeometric approximations of eigenvalue, boundary-value, and initial-value problems. We refer to [56] for an in-depth discussion of error measures used in eigenvalue problems.

2.4. The role of the lowest eigenvalues and eigenmodes

It is important to note that for the approximation power of a finite element scheme, the accuracy of the lower part of the discrete spectrum is particularly crucial. To illustrate this key statement, we consider the discrete form \( Kx = f \) that results from a finite element discretization of an elliptic boundary value problem, where \( K \) and \( f \) denote the stiffness matrix and the force vector, and \( x \) is the vector of unknowns. As the discrete eigenmodes \( U_h^n \) form a basis for the solution, we can expand the solution coefficients of the finite element basis in terms of the coefficients of the eigenmodes as

\[ x = \sum_n U_h^n c_n. \]

Using basic algebra and the orthogonality properties of the eigenmodes with respect to the stiffness and mass matrices, one can derive a closed-form expression for each unknown \( c_n \) of the eigenmode expansion (7) that reads

\[ c_n = \frac{1}{\lambda_n^2} \frac{(U_h^n)^T}{(U_n^n)^T} \mathbf{M} U_h^n f. \]
For the intermediate steps of this derivation, we refer to [59, 61]. Each coefficient $c_n$ is inversely proportional to the size of the corresponding eigenvalue $\lambda_n^h$. Due to the ordering (3), the magnitude of the eigenvalues monotonically increases with mode number $n$. Therefore, for discretized elliptic boundary value problems, the contribution of higher eigenmodes with $n \gg 1$ will typically be significantly smaller than the contribution of the lowest eigenmodes $n = 1, 2, 3, 4, \ldots$ For practical meshes with more than a few basis functions, we can even discard the contribution of the high modes completely, as this tendency becomes more pronounced, when the number of degrees of freedom and hence the number of eigenvalues is increased.

3. Free vibration of the Euler-Bernoulli circular ring

To illustrate our idea to apply spectral analysis for assessing locking phenomena, we consider the free vibration response of a thin circular ring that we will model as a curved Euler-Bernoulli beam in two dimensions and numerically solve with different finite element formulations, both locking and locking-free. A basic illustration of the Euler-Bernoulli ring, which we assume to be unconstrained and undamped, is given in Fig. 3. Focusing our attention on a single benchmark entails the following advantages. On the one hand, the resulting discrete model is a representative example for membrane locking, but not susceptible to any other form of locking. Therefore, we can a priori exclude any interaction of different locking phenomena. In addition, the continuous problem still allows for an analytical solution, so that the error measures (4) and (5) can be evaluated. On the other hand, beam formulations can be written up in concise format, including their different locking free variants, which facilitates comparison and avoids deviation from our main focus on the assessment of membrane locking through spectral analysis.

![Figure 3: Closed circular ring modeled as a curved Euler-Bernoulli beam.](image)

3.1. Strong form of the eigenvalue problem in mixed format

We briefly review the derivation of the generalized eigenvalue problem that governs the free vibration response of the unconstrained Euler-Bernoulli ring from the system of equations of motion. For a circular ring, the radius of curvature $R$ is constant and the arc-length coordinate $s = R\theta$ can be expressed in terms of the angle $\theta \in [0, 2\pi]$ [62]. To facilitate the application to some of
the locking-free formulations later on, we state the equations of motion in mixed form, where the
kinematic relations are added as individual constraint equations:

\[
\begin{align*}
\frac{EI}{R^2} \kappa_{\theta} + \frac{EA}{R} \epsilon_{\theta} &= \rho A \ddot{v}, \\
\frac{EI}{R^2} \kappa_{\theta \theta} - \frac{EA}{R} \epsilon &= \rho A \ddot{w}, \\
\epsilon &= \frac{1}{R} v_{\theta} + \frac{1}{R} w, \\
\kappa &= \frac{1}{R^2} v_{\theta \theta} - \frac{1}{R^2} w_{\theta \theta}.
\end{align*}
\] (9a) (9b) (9c) (9d)

The field variables are the circumferential and transverse displacement components \(v\) and \(w\), respectively, the membrane strain \(\epsilon\), and the change of curvature \(\kappa\), which, at fixed radius \(R\), are functions of the angle \(\theta\) and time \(t\). Young’s modulus \(E\), cross-section area \(A\), moment of inertia \(I\), and mass density \(\rho\) are assumed constant. The double dot operator indicates second derivatives with respect to time \(t\), and \((\cdot)_{\theta}\) and \((\cdot)_{\theta \theta}\) indicate first and second derivatives with respect to the angular coordinate \(\theta\).

We now assume that the field solutions of the free vibration problem are composed of a set of spatial solutions that depend on \(\theta\), multiplied by a modulation \(T_n\) that depends on time \(t\):

\[
\begin{align*}
v(\theta, t) &= \sum_n \hat{v}_n(\theta) T_n(t), & w(\theta, t) &= \sum_n \hat{w}_n(\theta) T_n(t), \\
\epsilon(\theta, t) &= \sum_n \hat{\epsilon}_n(\theta) T_n(t), & \kappa(\theta, t) &= \sum_n \hat{\kappa}_n(\theta) T_n(t),
\end{align*}
\] (10)

where \(n = 1, 2, \ldots, \infty\). We note that the time modulation is of the form \(T = \exp(j \omega_n t)\), where \(\omega_n\) is an eigenfrequency of the ring and \(j\) is the imaginary unit. When we insert relations (10) into the equations of motion (9a) and (9b), we find for each component \(n\) of the solution

\[
\begin{align*}
\frac{EI}{R^2} \hat{\kappa}_{n,\theta} + \frac{EA}{R} \hat{\epsilon}_{n,\theta} &= \rho A \hat{v}_n \ddot{T}_n = 0, \\
\frac{EI}{R^2} \hat{\kappa}_{n,\theta \theta} - \frac{EA}{R} \hat{\epsilon}_n &= \rho A \hat{w}_n \ddot{T}_n = 0.
\end{align*}
\] (11) (12)

For each \(n\), we can now separate the field variables that depend on space and time by dividing (11) and (12) by \(T_n (\rho A \hat{v}_n)\) and \(T_n (\rho A \hat{w}_n)\), respectively. After this operation, the first term in (11) and (12) only depends on \(\theta\) and the second term only on \(t\). For the equations of motion (11) and (12), separation of variables thus allows us to write

\[
\begin{align*}
\frac{EI}{R^2} \hat{\kappa}_{n,\theta} + \frac{EA}{R} \hat{\epsilon}_{n,\theta} &= \frac{EI}{R^2} \hat{\kappa}_{n,\theta} - \frac{EA}{R} \hat{\epsilon}_n = \frac{\ddot{T}_n}{T_n} = -\lambda_{in}.
\end{align*}
\] (13)

As the angular coordinate \(\theta\) and the time coordinate \(t\) can be varied independently, all terms in (13) must remain equal to a constant, denoted here as \(-\lambda_{in}\). As a result of the system of two equations of motion, one can show that for each \(n\), two different constants exist \([62]\), which we refer to with the additional index \(i = 1, 2\).

Combining (13) and the kinematic relations (9c) and (9d) that are obviously true for each \(n\) and
arbitrary mode coefficients \( T_n(t) \) results in the generalized eigenvalue problem for the unconstrained circular Euler-Bernoulli ring: find \( \{ \hat{v}_n, \hat{w}_n, \hat{\epsilon}_n, \hat{\kappa}_n \}, \lambda_n \) \( \in \mathcal{V} \times \mathbb{R}^+ \) such that

\[
\frac{EI}{R^2} \hat{\kappa}_{n,\theta} + \frac{EA}{R} \hat{\epsilon}_{n,\theta} + \lambda_n \rho A \hat{v}_n = 0, \quad (14a) \\
\frac{EI}{R^2} \hat{\kappa}_{n,\theta\theta} - \frac{EA}{R} \hat{\epsilon}_n + \lambda_n \rho A \hat{w}_n = 0, \quad (14b) \\
\hat{\epsilon}_n = \frac{1}{R} \hat{v}_{n,\theta} + \frac{1}{R} \hat{w}_n, \quad (14c) \\
\hat{\kappa}_n = \frac{1}{R^2} \hat{v}_{n,\theta} - \frac{1}{R^2} \hat{w}_{n,\theta\theta}. \quad (14d)
\]

where \( n = 1, 2, \ldots, \infty, \ i = 1, 2, \) and \( \mathcal{V} \) is a set of four spaces of continuous functions with sufficient regularity. Equations \((14a)\) and \((14b)\) can be identified as a generalized eigenvalue problem of the form \((1)\), accompanied by two additional kinematic constraints \((14c)\) and \((14d)\). The constants \( \lambda_n \) form the \( n \)th eigenvalue pair, the square of the \( n \)th eigenfrequency pair \( \omega_n \) of the ring.

An analytical solution of the eigenvalue problem of the circular Euler-Bernoulli ring is due to Soedel \[62\], which is summarized in Appendix A for completeness. As a consequence of the eigenvalue pairs, the solution naturally splits into two types of eigenmodes, which can be associated with transverse and circumferential displacement behavior. In this paper, we refer to the transverse and circumferential deflection dominating modes of \[62\] as transverse and circumferential modes. Figures 4 and 5 illustrate the analytical shapes of some of the transverse and circumferential modes, plotted for the geometric and material parameters given in Fig. 3, and a slenderness \( R/t = 1 \cdot 10^3 \), where \( t \) is the thickness of the ring.

Remark 3.1. The first two transverse modes in Figure 4 denote a rigid body rotation \((n = 0)\) and translation in \( x \)-direction \((n = 1)\), respectively. The remaining rigid body translation in \( y \)-direction is part of another solution set, \((A.6) - (A.7)\), with a \( \pi/2 \) phase-shift, see \[62\] and Appendix A. The first circumferential mode in Figure 5 is called “breathing mode” \[62\]. For our numerical studies in Section 5, we exclude the rigid body modes and the corresponding zero eigenvalues in both the numerical and analytical solutions.

Remark 3.2. The “kinks” that appear in the circumferential modes shown in Fig. 5 do not represent singularities, but are an artifact from plotting the modes for a finite displacement increment.

3.2. Variational formulation

For ease of notation, we omit the hat on all displacement and strain field variables that we introduced in \((10)\), with the understanding that from now on all displacement and strain fields will only depend on a spatial variable. We also define the following strain-displacement operators for membrane strain and change of curvature that act on circumferential and transverse displacements \( v \) and \( w \):

\[
L_{\epsilon}(v, w) = \frac{1}{R} v_{,\theta} + \frac{1}{R} w, \quad (15a) \\
L_{\kappa}(v, w) = \frac{1}{R^2} v_{,\theta} - \frac{1}{R^2} w_{,\theta\theta}, \quad (15b)
\]

where we assume sufficient regularity, such that all derivatives with respect to \( \theta \) are well defined.
Figure 4: Analytical transverse eigenmodes (corresponding to $\lambda_{1n}$) of the circular ring with a slenderness ratio of $R/t = 1 \cdot 10^3$, where $R$ is the radius and $t$ the thickness of the ring. The plotted modes represent displacements in Cartesian coordinates, $(U_x, U_y)$, obtained via the transformation $[21]$.

Figure 5: Analytical circumferential eigenmodes (corresponding to $\lambda_{2n}$) of the circular ring with a slenderness ratio of $R/t = 1 \cdot 10^3$, where $R$ is the radius and $t$ the thickness of the ring. The plotted modes represent displacements in Cartesian coordinates, $(U_x, U_y)$, obtained via the transformation $[21]$. 
3.2.1. Curvilinear displacements

To transfer the strong form of the generalized eigenvalue problem \((14a)\) and \((14b)\) with kinematic constraints \((14c)\) and \((14d)\) into a variational format, we can apply the weighted residual method \([55]\). To this end, we bring each equation in residual form, multiply with a suitable test function and integrate over the ring domain:

\[
\int_{0}^{2\pi} \left[ \frac{EI}{R^2} \kappa_{n,\theta} + \frac{EA}{R} \epsilon_{n,\theta} + \lambda_{in} \rho A v_n \right] \delta v \ R \, d\theta = 0 ,
\]

\[(16a)\]

\[
\int_{0}^{2\pi} \left[ \frac{EI}{R^2} \kappa_{n,\theta} - \frac{EA}{R} \epsilon_{n} + \lambda_{in} \rho A w_n \right] \delta w \ R \, d\theta = 0 ,
\]

\[(16b)\]

\[
\int_{0}^{2\pi} \left[ L_{\epsilon}(v_n, w_n) - \epsilon_n \right] \delta N \ R \, d\theta = 0 ,
\]

\[(16c)\]

\[
\int_{0}^{2\pi} \left[ L_{\kappa}(v_n, w_n) - \kappa_n \right] \delta M \ R \, d\theta = 0 .
\]

\[(16d)\]

From an energetic consistency viewpoint, we can identify the test functions as the virtual displacements \(\delta v\) and \(\delta w\) in circumferential and transverse direction, and the virtual membrane force and bending moment \(\delta N\) and \(\delta M\), respectively.

Assuming sufficient regularity, we now integrate \((16a)\) and \((16b)\) by parts to shift all derivatives from the strain field variables to the virtual displacements:

\[
\int_{0}^{2\pi} \left[ - \frac{EI}{R^2} \kappa_{n,\theta} \delta v_{,\theta} - \frac{EA}{R} \epsilon_{n,\theta} \delta v_{,\theta} + \lambda_{in} \rho A v_n \delta v \right] \ R \, d\theta = 0 ,
\]

\[(17)\]

We note that due to the periodic nature of the ring, the integration by parts procedure does not produce any boundary terms.

In \((16c)\) and \((16d)\), we use the constitutive relations for the membrane force and the bending moment, \(\delta N = EA \delta \epsilon\) and \(\delta M = EI \delta \kappa\), to obtain expressions based on corresponding virtual membrane strain and change of curvature functions:

\[
\int_{0}^{2\pi} \left[ EA L_{\epsilon}(v_n, w_n) \delta \epsilon - EA \epsilon_n \delta \epsilon \right] \ R \, d\theta = 0 ,
\]

\[(18)\]

Summing up the two equations in \((17)\) and the two equations in \((18)\), we can write the variational mixed formulation of the circular Euler-Bernoulli ring in curvilinear coordinates in concise format: find \((\{v_n, w_n\}, \{\epsilon_n, \kappa_n\}, \lambda_{in}) \in W \times S \times \mathbb{R}^+\) such that

\[
\int_{0}^{2\pi} \left[ EA \epsilon_n L_{\epsilon}(\delta v, \delta w) + EI \kappa_n L_{\kappa}(\delta u, \delta w) \right] \ R \, d\theta - \lambda_{in} \int_{0}^{2\pi} \rho A [v_n \delta v + w_n \delta w] \ R \, d\theta = 0 \quad \forall \{\delta v, \delta w\} \in W ,
\]

\[(19)\]
where \( W = (H^1 \times H^2) \) and \( S = (L^2 \times L^2) \) are the Sobolev spaces of periodic functions, all defined on the ring domain \([0, 2\pi]\).

### 3.2.2. Cartesian displacements

At each point of the ring parametrized by the angular coordinate \( \theta \), we can express circumferential and transverse displacements \( v \) and \( w \) in terms of Cartesian displacements \( u_x \) and \( u_y \) that refer to a fixed global coordinate system. (see Fig. 3). The corresponding transformation rule is:

\[
\begin{bmatrix}
  w \\
  v \\
\end{bmatrix} =
\begin{bmatrix}
  \cos(\theta) & \sin(\theta) \\
  -\sin(\theta) & \cos(\theta) \\
\end{bmatrix}
\begin{bmatrix}
  u_x \\
  u_y \\
\end{bmatrix}.
\]

Substituting this transformation in (15a) and (15b), we obtain the corresponding strain-displacement operators,

\[
L_\epsilon(u_x, u_y) = \frac{1}{R} (-u_x, \theta \sin(\theta) + u_y, \theta \cos(\theta))
\]

\[
L_\kappa(u_x, u_y) = \frac{1}{R^2} (-u_x, \theta \cos(\theta) + u_x, \theta \sin(\theta) - u_y, \theta \sin(\theta) - u_y, \theta \cos(\theta)).
\]

that act on Cartesian displacements. From (19), we can derive the variational formulation of the generalized eigenvalue problem with respect to Cartesian displacements by replacing all circumferential and transverse displacements via (21), (22a) and (22b).

The result is: find \( (\{u_{x,n}, u_{y,n}\}, \{\epsilon_n, \kappa_n\}, \lambda_{in}) \in U \times S \times \mathbb{R}^+ \) such that

\[
\int_0^{2\pi} [E A \epsilon_n L_\epsilon(u_{x,n}, u_{y,n}) \delta \epsilon + E I \kappa_n L_\kappa(u_{x,n}, u_{y,n}) \delta \kappa] R d\theta = 0 \quad \forall \{\delta \epsilon, \delta \kappa\} \in S,
\]

where \( U = (H^2 \times H^2) \) and \( S = (L^2 \times L^2) \) are the Sobolev spaces of periodic functions, defined on the ring domain \([0, 2\pi]\). In the remainder of this work, we will apply the variational formulation (23) and (24) as well as the strain-displacement relations (22a) and (22b) as the basis for understanding different finite element discretization schemes.

### 3.3. Standard isogeometric finite element discretization

In this paper, we employ splines as basis functions, which are widely used today in the context of isogeometric analysis \([63, 64]\). For further details, we refer to the recent reviews \([65, 66, 67]\) and the references therein.
3.3.1. Uniform periodic B-splines on a circular ring

A spline is a piecewise polynomial, characterized by the polynomial degree $p$ of its segments and the prescribed smoothness at the segment interfaces. In the following, we employ smooth B-splines with maximum continuity $C^{p-1}$ with $p \geq 2$, defined on a uniform partition of the circle. We construct periodic spline discretizations of dimension $\hat{n}_b$ by taking $\hat{n}_b + p$ sequential B-splines and applying suitable end conditions to the last $p$ B-splines. We denote the resulting discrete space spanned by the $\hat{n}_b$ periodic B-spline basis functions of polynomial degree $p$ with continuity $C^{p-1}$ as $V^{p,p-1}_{\hat{n}_b}$. For the circular ring, we apply an exact geometric mapping, $F$, using trigonometric functions:

$$(x,y) = F(\theta) = (R \cos(\theta), R \sin(\theta)) \quad (25)$$

Figure 6 shows a graphical illustration. Construction, differentiation and integration of B-splines can be performed using standard spline formulae, see [68, 69].

Remark 3.3. Spline discretization with repeated knots lead to the appearance of outlier eigenvalues and eigenmodes at the end of the spectrum [58, 70, 71]. The use of uniform periodic B-spline discretizations of the circular ring eliminates this issue entirely, highlighting another advantage of our choice of benchmark problem.

Figure 6: The space $V^{2,1}_{\hat{n}}(0,2\pi)$, consisting of $\hat{n}_b = 8$ quadratic periodic B-splines on the circle.

3.3.2. Displacement-based stiffness and mass matrices

Standard displacement-based finite element methods presume that the strain-displacement relations are exactly satisfied by the finite element approximation. On the one hand, the strain field variables can therefore be eliminated from the variational formulation by replacing them by the displacement-based expressions incorporated in the strain-displacement operators (22a) and (22b). It is thus sufficient to discretize the Cartesian displacements and virtual displacements by a finite sum of $\hat{n}_b$ B-spline basis functions $N_i(\theta)$ multiplied by unknown coefficients:

$$u_x^h(\theta) = \sum_{i=1}^{\hat{n}_b} N_i(\theta) U_x^i,$$

$$u_y^h(\theta) = \sum_{i=1}^{\hat{n}_b} N_i(\theta) U_y^i, \quad (26)$$
\[ \delta u^h_x(\theta) = \sum_{i=1}^{\hat{n}_b} N_i(\theta) \delta U^i_x, \quad \delta u^h_y(\theta) = \sum_{i=1}^{\hat{n}_b} N_i(\theta) \delta U^i_y. \] (27)

On the other hand, the weak form of the kinematic constraints (24) is a priori satisfied strongly, and can thus be removed from the variational formulation.

Inserting (26) and (27) in the remaining weak form (23) yields the standard finite element formulation of the generalized eigenvalue problem: find \( (\{u^h_{x,n}, u^h_{y,n}\}, \lambda^h_{n}) \in \mathcal{V} \times \mathbb{R}^+ \) such that

\[
\int_0^{2\pi} \left[ E A L_c(u^h_{x,n}, u^h_{y,n}) L_c(\delta u^h_x, \delta u^h_y) + EI L_n(u^h_{x,n}, u^h_{y,n}) L_n(\delta u^h_x, \delta u^h_y) \right] R \, d\theta - \\
\hat{\lambda}^h_{n} \int_0^{2\pi} \rho A \left[ u^h_{x,n} \delta u^h_x + u^h_{y,n} \delta u^h_y \right] R \, d\theta = 0 \quad \forall \{\delta v, \delta w\} \in \mathcal{V}_{\hat{n}_b}^{p,p-1},
\]

with \( n = 1, 2, \ldots, \hat{n}_b \) and \( i = 1, 2 \). The space \( \mathcal{V} = (\mathcal{V}_{\hat{n}_b}^{p,p-1} \times \mathcal{V}_{\hat{n}_b}^{p,p-1}) \), where \( p \geq 2 \), consists of \( \hat{n}_b \) periodic \( C^{p-1} \) B-spline functions of at least quadratic polynomial degree defined on the ring domain \([0, 2\pi] \). It entails displacements and virtual displacements in the sense of the Galerkin method.

From (28), it is straightforward to retrieve the standard form of a discrete generalized eigenvalue problem (2). For the circular Euler-Bernoulli ring, the stiffness matrix of the standard displacement-based finite element method is

\[
\mathbf{K} = EA \int_0^{2\pi} \mathbf{B}_m^T \mathbf{B}_m R \, d\theta + EI \int_0^{2\pi} \mathbf{B}_b^T \mathbf{B}_b R \, d\theta,
\]

(29)

that can be divided into a membrane part, \( \mathbf{K}_m \), and a bending part, \( \mathbf{K}_b \). The discrete strain-displacement matrices for the membrane strain and the change of curvature, \( \mathbf{B}_m \) and \( \mathbf{B}_b \), are:

\[
\mathbf{B}_m = \frac{1}{R} \begin{bmatrix} -N_{1,\theta}(\theta) \sin(\theta) & \ldots & -N_{\hat{n}_b,\theta}(\theta) \sin(\theta) & N_{1,\theta}(\theta) \cos(\theta) & \ldots & N_{\hat{n}_b,\theta}(\theta) \cos(\theta) \end{bmatrix},
\]

(30)

\[
\mathbf{B}_b = \frac{1}{R^2} \begin{bmatrix} -N_{1,\theta\theta}(\theta) \cos(\theta) + N_{1,\theta}(\theta) \sin(\theta) & \ldots & -N_{1,\theta\theta}(\theta) \sin(\theta) - N_{1,\theta}(\theta) \cos(\theta) \end{bmatrix}.
\]

(31)

The consistent mass matrix is a 2 \times 2 block diagonal matrix of the following form

\[
\mathbf{M} = \begin{bmatrix} \mathbf{M} & \mathbf{M} \\ \mathbf{M} & \mathbf{M} \end{bmatrix}, \quad \text{with } M_{ij} = \rho A \int_0^{2\pi} N_i(\theta) N_j(\theta) R \, d\theta, \quad \{i, j\} = 1, 2, \ldots, \hat{n}_b.
\]

(32)

### 3.3.3. Full versus reduced integration

The standard finite element formulation (28) of the Euler-Bernoulli circular ring uses Gauss quadrature with \((p + 1)\) quadrature points to numerically integrate the entries of the stiffness and mass matrices (29) and (32), commonly denoted as full integration. It is well-known, however, that the standard formulation with full integration suffers from severe membrane locking.

In the case of the Euler-Bernoulli beam, selective reduced integration performs numerical integration of the membrane part of the stiffness matrix in (29) with a quadrature rule that accurately integrates only a subset of all polynomials within an element. On the one hand, reduced selective integration is simple to implement and operates with the same displacement-based standard
variational formulation (28). On the other hand, reduced integration can imply unstable solution behavior due to the appearance of spurious zero-energy modes [24, 25, 72]. For other reduced quadrature schemes suitable for IGA, we refer the reader to [23, 28, 73] and the references therein. In this study, we will employ a reduced quadrature scheme based on Gaussian quadrature that uses $p$ quadrature points per spline segment for the integration of the membrane stiffness matrix $K_m$ in (29), and $p + 1$ quadrature points for the integration of the bending stiffness and mass matrices $K_b$ in (29) and $M$ in (32). One can show that this choice preserves full accuracy and still avoids spurious modes [59].

4. Three membrane locking-free finite element formulations

In the following, we briefly review and compare the key concepts of three well-established methods that are widely used to mitigate membrane locking. These are B-bar strain projection, the discrete strain gap method, and a mixed formulation based on the Hellinger-Reissner principle. We note that their use is not limited to membrane locking in the Euler-Bernoulli beam formulation, but all three have been successfully employed for mitigating a variety of locking phenomena in different structure and material models. For the sake of conciseness, we state their formulation directly for the Euler-Bernoulli ring and refer to the literature for a more general presentation.

Remark 4.1. The assumed natural strain (ANS) method is equivalent to the B-bar method, since the spaces of assumed strain fields and projection spaces are equivalent to appropriate projection operators [31]. The ANS method can thus be expected to provide similar results to the B-bar method. The enhanced assumed strain (EAS) method is in some sense equivalent to the Hellinger-Reissner formulation [40], and can thus be expected to provide similar results. We therefore do not include the ANS and EAS methods in the following study.

4.1. B-bar strain projection

The B-bar strain projection method was initially developed to treat volumetric locking [18, 29] and then extended to isogeometric analysis and other types of locking such as transverse shear and membrane locking [8, 31, 32]. The basic idea is to project the strain components associated with locking onto a basis of lower dimension so that the locking effect is alleviated. A common choice for the definition of a projector is the minimization of the $L^2$ norm. The B-bar strain projection method can be applied for any type of locking phenomenon and with any polynomial basis of arbitrary degree and spatial dimension. The projected strain fields result in a modified strain tensor and modified strain-displacement matrix, $\mathbf{B}$, hence the name. There are no additional point sets to evaluate and no additional stiffness terms or variables are required.

For our study, we adapt the Timoshenko beam formulation presented in [14] to the Euler-Bernoulli case, resulting in a modification of the membrane stiffness matrix $K_m$ in [29]. We choose a projection using the $L^2$ norm for the membrane strain and a basis of degree $p - 1$ with continuity $C^{p-2}$ and $p$ with continuity $C^{p-1}$, where $p \geq 2$, for the projected membrane strain and the displacement field, respectively. The modified membrane stiffness matrix is then:

$$K_m = EA \mathbf{B}_m^T \mathbf{M}^{-1} \mathbf{B}_m.$$  (33)
For our example of the circular Euler-Bernoulli ring discretized with a periodic B-spline basis, the matrices resulting from the projection procedure are defined as

\[
\bar{B}_m = \begin{bmatrix} \bar{B}_1 & \bar{B}_2 \end{bmatrix}, \quad \text{with} \quad \bar{B}_{1,ij} = \int_0^{2\pi} \sin(\theta) \bar{N}_i \bar{N}_j, \quad \bar{B}_{2,ij} = \int_0^{2\pi} \cos(\theta) \bar{N}_i \bar{N}_j d\theta,
\]

and \( \bar{M}_{ij} = \int_0^{2\pi} \bar{N}_i \bar{N}_j R d\theta \), where \( \{i, j\} = 1, 2, \ldots, \hat{n}_b \), \( (N, \bar{N}) \in V_{\hat{n}_b}^{p-1} \times \bar{V}_{\hat{n}_b}^{p-1,p-2} \).

The entries in \( \bar{B} \) and \( \bar{M} \), corresponding to the projected strain in a basis of degree \( p - 1 \), are evaluated with \( p \) quadrature points in each Bézier element. The bending stiffness matrix, \( K_b \), and the consistent mass matrix, \( M \), remain unaffected by the projection.

4.2. Discrete strain gap method

The discrete strain gap (DSG) method was originally developed to alleviate transverse shear locking in plates and shells \[44, 45\], and then extended to membrane locking \[46\] and isogeometric analysis \[14, 47, 48\]. Its main idea is to enable the strain fields associated with locking to represent zero strains by modifying the interpolation of these strain fields. The DSG method can be classified as a B-bar method since it results in a modified strain-displacement matrix. For details on the procedure to modify the strain interpolation and obtain the modified stiffness matrix, we refer to \[14, 47\]. For our example of the circular Euler-Bernoulli ring, we adapt the procedure described for the Timoshenko curved beam in \[14\] and obtain the modified strain-displacement matrix, \( \bar{B}_m \), in the following form:

\[
\bar{B}_m = \frac{1}{R} \begin{bmatrix} \bar{N}_{1,\theta}(\theta) & \bar{N}_{2,\theta}(\theta) & \cdots & \bar{N}_{N,\theta}(\theta) \end{bmatrix} A^{-1} C D.
\]

(34)

The matrices are defined as

\[
A_{ij} = \bar{N}_{j}(\theta_i), \quad C_{ij} = -\frac{1}{R} \int_0^{\theta_i} \sin(\theta) N_{j,\theta}(\theta) R d\theta, \quad D_{ij} = \frac{1}{R} \int_0^{\theta_i} \cos(\theta) N_{j,\theta}(\theta) R d\theta,
\]

where \( N_i(\theta) \) and \( \bar{N}_i(\theta) \) denote the basis functions interpolating the displacement fields and the modified membrane contribution, respectively, and \( \theta_i \) is the angular coordinate corresponding to the \( i \)-th collocation point. Substituting the modified matrix, \( \bar{B}_m \), in (29) results in the modified membrane stiffness matrix, following the DSG method, which is equivalent to what is described in \[14\] eq. 55]. The evaluation of the matrices, \( A, C, D \), depends only on the set of collocation points and does not require any assembly routine. The basis functions \( \bar{N}_{i,\theta}(\theta) \) in the first term of \( \bar{B}_m \) (the first row vector) are evaluated in an assembly routine at quadrature points in each element.

In \[14, 47\], the authors apply NURBS to describe the geometry and to interpolate all variable fields including the modified strain contribution (i.e. NURBS basis functions as \( \bar{N}_i \)). In our computations in section 5, we choose a space of uniform B-splines that is of the same degree and defined on the same uniform open knot vector as the space of the uniform periodic \( C^{p-1} \)-B-splines, \( V_{\hat{n}_b}^{p-1} \), to interpolate the modified membrane contribution. Thus:

\[
(N, \bar{N}) \in V_{\hat{n}_b}^{p,p-1} \times \bar{V}_{\hat{n}_b}^{p,p-1},
\]

where \( V_{\hat{n}_b}^{p,p-1} \) denotes the space of uniform periodic B-splines of degree \( p \) with continuity \( C^{p-1} \), and
\( S_{n_b}^{p,p-1} \) denotes the space of uniform B-splines of degree \( p \) with continuity \( C^{p-1} \), defined on an open knot vector. Our choice of collocation points is the Greville abscissa corresponding to the uniform B-splines of the modified membrane contribution [13].

4.3. Hellinger-Reissner principle

The third locking-free formulation that we consider is the mixed formulation that follows from the Hellinger-Reissner principle [40, 48, 51, 52]. This is a two-field formulation of displacement and either stress or strain fields. When we choose appropriate approximation spaces for these fields, we can eliminate locking. The Hellinger-Reissner mixed formulation can be derived from the general three-field mixed formulation (Hu-Washizu principle) by satisfying the constitutive relation strongly [40].

The mixed variational formulation based on the Hellinger-Reissner principle of the eigenvalue problem for an Euler-Bernoulli circular ring in Cartesian coordinates was derived in section 3.2.2. Discretizing the independent variable fields, \((u^h, \epsilon^h) = ([u_x, u_y]^T, [\epsilon, \kappa]^T) \in \mathbb{V}_{n_b}^{p,p-1} \times \mathbb{V}_{n_b}^{p-1,p-2} \), and inserting those in the variational formulation, (23) and (24), yields the following matrix equation of the eigenvalue problem based on the Hellinger-Reissner principle for the Euler-Bernoulli circular ring:

\[
\begin{bmatrix}
K_{11} & K_{12} \\
K_{12}^T & 0
\end{bmatrix}
\begin{bmatrix}
\epsilon \\
\lambda M U
\end{bmatrix} =
\begin{bmatrix}
0 & 0 \\
0 & K_{11}
\end{bmatrix},
\]

where the entries of the different blocks of the stiffness matrix are defined as

\[
k_{11,ij} = -EA \int_0^{2\pi} \bar{N}_i \bar{N}_j R \, d\theta, \quad k_{22,ij} = -EI \int_0^{2\pi} \bar{N}_i \bar{N}_j R \, d\theta,
\]

\[
k_{13,ij} = EA \int_0^{2\pi} \bar{N}_i \left(-\frac{1}{R} \sin(\theta) \bar{N}_j,\theta\right) R \, d\theta
\]

\[
k_{14,ij} = EA \int_0^{2\pi} \bar{N}_i \left(\frac{1}{R} \cos(\theta) \bar{N}_j,\theta\right) R \, d\theta
\]

\[
k_{23,ij} = EI \int_0^{2\pi} \bar{N}_i \left(-\frac{1}{R^2} \cos(\theta) \bar{N}_j,\theta + \frac{1}{R^2} \sin(\theta) \bar{N}_j,\theta\right) R \, d\theta
\]

\[
k_{24,ij} = EI \int_0^{2\pi} \bar{N}_i \left(-\frac{1}{R^2} \sin(\theta) \bar{N}_j,\theta - \frac{1}{R^2} \cos(\theta) \bar{N}_j,\theta\right) R \, d\theta
\],

where \( \{i, j\} = 1, 2, \ldots, n_b, (N, \bar{N}) \in \mathbb{V}_{n_b}^{p,p-1} \times \mathbb{V}_{n_b}^{p-1,p-2} \).

To eliminate the secondary field, we can apply static condensation which leads to the final stiffness matrix of the eigenvalue problem based on the Hellinger-Reissner mixed formulation:

\[
K = -K_{12}^T K_{11}^{-1} K_{12}.
\]

We note that the mass matrix \( M \) remains unchanged to what is defined in (32).

5. Assessing membrane locking and unlocking via spectral analysis

In this section, we demonstrate for a slender Euler-Bernoulli circular ring that spectral analysis can be an effective tool to assess locking and unlocking in finite element formulations. To this end,
we compare the errors of the eigenvalues and eigenmodes across the spectrum for the standard finite element formulations with full and reduced integration as well as the three locking-free formulations that we reviewed above. In particular, we use spectral analysis to assess their sensitivity to locking on a coarse mesh, under mesh refinement, and for \( p \)-refinement (i.e. increasing polynomial degree as well as smoothness). We show that the spectral approximation properties of each formulation can be directly related to its locking deficiency or unlocking capability.

5.1. Locking indicator based on spectral analysis

In the following, we measure locking and unlocking from a spectral analysis viewpoint based on the following criterion:

| Locking indicator: A method is locking-free if the normalized spectra obtained on coarse meshes are “close” to asymptotic refinement curves obtained from “overkill” discretizations, that is, the normalized spectra do not significantly change with mesh refinement. Accordingly, a method is locking-prone if its normalized spectra differ significantly from the asymptotic refinement curves obtained from “overkill” discretizations, that is, the normalized spectra significantly change with mesh refinement. |
|---|

The above statement is best described by means of an illustration. Figure 7 depicts the normalized error in the eigenvalues \( \lambda_h \) computed with quadratic B-splines (\( p = 2 \)) on a mesh of 64 elements (\( N = 32 \)), for “large” slenderness ratio \( R/t = 2000/3 \). We observe from the plot that the spectra obtained with full integration and reduced integration differ significantly from the asymptotic refinement curves, and hence the corresponding formulations severely lock over the entire range of the spectrum. In contrast, the discrete spectra of the B-bar, Hellinger-Reissner and DSG methods are close their asymptotic refinement curves, and are thus locking-free.

From a practical standpoint, we can now proceed as follows. For the finite element formulation in question, eigenvalue and mode errors are computed on a coarse discretization and corresponding asymptotic eigenvalue and mode errors are computed with an “overkill” discretization. The eigenvalue and mode errors from the coarse mesh are related to the corresponding asymptotic eigenvalue and mode errors by plotting both sets with respect to the normalized mode number \( n/N \), where \( N \) denotes the total number of modes in each discretization. This relation is based on the notion that - given the underlying solution behavior is sufficiently resolved - all spectral error curves plotted over their normalized mode numbers must be identical, irrespective of the mesh size and the associated number of degrees of freedom. As a consequence, the finite element formulation is locking-free, if the corresponding spectral error curves are matching up irrespective of the mesh size, and the finite element formulation is locking-prone, if the corresponding spectral error curves are different, implying that the spectral error curve changes with mesh refinement.

5.2. In-depth comparison for quadratic splines

In the first step, we study the effect of membrane locking on the spectral approximation properties for “large” ring slenderness \( R/t = 2000/3 \). For this case, we can expect severe membrane locking to occur, as demonstrated in our initial cantilever example in the introduction (see Fig. 1). For each finite element formulation, we compute the discrete eigenvalues and modes using periodic uniform B-splines of polynomial degree two, defined on 64 Bézier elements. Figures 8 and 9 plot...
the relative eigenvalue errors \( \| \Lambda_h \|_1 \) and the relative \( L^2 \)-norm mode errors \( \| U_h \|_2 \) across the normalized spectrum for the transverse eigenmodes \( U_{1h} \) and the associated eigenvalues \( \lambda_{1h} \) and the circumferential eigenmodes \( U_{2h} \) and the associated eigenvalues \( \lambda_{2h} \), respectively. The eigenvalue and mode errors are obtained with respect to the analytical solutions given in Appendix A. Furthermore, we compute asymptotic spectral error curves numerically for each finite element formulation with an “overkill” discretization of 2048 elements.

**Remark 5.1.** *Readers interested in the technical details for identifying transverse and circumferential modes and ordering them correctly to comply with the analytical ordering are referred to Appendix B.*

### 5.2.1. Standard formulation with full and reduced integration

We start by considering the spectral analysis results obtained with the standard formulation with full integration, plotted in Figs. 8 and 9 with blue circles. We would like to identify the impact of membrane locking on the accuracy of the spectrum. Firstly, we focus on the eigenvalue error corresponding to the transverse modes, plotted in Fig. 8a. We observe that the transverse eigenvalues obtained with the standard finite element formulation show significant error levels, with the error curves being far away from the asymptotic reference curve plotted in black. We attribute this increase in error level to the effect of membrane locking, which is further supported by a look at the locking-free formulations that do not show a similar increase, producing transverse eigenvalue errors that match the asymptotic reference curve. As the accuracy of the transverse eigenvalues is heavily affected over the complete spectrum, we conclude that beam computations...
Figure 8: Normalized errors in eigenvalues $\lambda^h$ and transverse mode shapes $U^h$ computed with quadratic B-splines ($p = 2$) on a mesh of 64 elements ($N = 32$), for “large” slenderness ratio $R/t = 2000/3$. 
Figure 9: Normalized errors in eigenvalues $\lambda_2^h$ (associated with circumferential modes $U_2^h$) and $L^2$-norm error in circumferential mode shapes $U_2^h$ computed with quadratic B-splines ($p = 2$) on a mesh of 64 elements ($N = 32$), for “large” slenderness ratio $R/t = 2000/3$. 
with the standard formulation at this mesh size will yield completely inaccurate results. This is confirmed by the convergence plots in Fig. 2a computed for our initial cantilever example, where the standard formulation does not converge for practical mesh sizes.

Secondly, we focus on the remaining spectral error quantities, that is, the mode errors for the transverse and circumferential mode shapes and the eigenvalue error corresponding to the circumferential modes, plotted in Fig. 8b, Fig. 9a, and Fig. 9b. We observe that they show exactly the same error as the locking-free formulations, with the error curves being practically identical to the asymptotic reference curves. We conclude that for the case of the Euler-Bernoulli ring, membrane locking only influences the accuracy of the eigenvalues of the transverse modes, while the transverse mode shapes and both the eigenvalues and mode shapes of the circumferential modes do not lock.

Thirdly, we consider the spectral analysis results obtained with the standard formulation with selective reduced integration, which in Figs. 8 and 9 are plotted with red triangles. On the one hand, we observe in Fig. 8a that compared to full integration, selective reduced integration is able to improve the spectral accuracy of the lowest eigenvalues of the transverse modes. On the other hand, the spectral accuracy degenerates very quickly with increasing mode number. As a consequence, accurate finite element approximations of beam solutions on coarse meshes, where most of the spectrum is required to actively contribute, are not possible. Our conclusion is supported by Fig. 2a for the cantilever example, where convergence at the best possible accuracy level can only be achieved for finer mesh sizes.

5.2.2. B-bar method

We then move forward to the locking-free formulations. We first consider the results obtained with the B-bar formulation, which in Figs. 8 and 9 are plotted with green squares. We observe that the B-bar method eliminates the effect of membrane locking in the entire spectrum of the eigenvalues corresponding to the transverse modes plotted in Fig. 8a. In addition, all error curves, both for the transverse and circumferential mode shapes and associated eigenvalues, correspond well to the asymptotic error curves, irrespective of the mesh size. This indicates that the finite element formulation with the B-bar method already achieves full spectral accuracy on the current coarser mesh. On the one hand, we conclude that the B-bar formulation successfully mitigates membrane locking. On the other hand, we can preclude any negative effect from the B-bar method on the convergence properties of the finite element formulation. Our conclusions therefore confirm that the B-bar method is an effective locking-free finite element formulation for the Euler-Bernoulli beam. They are supported by our initial cantilever example whose convergence results in Fig. 2a show the best possible accuracy on coarse and fine meshes that can be achieved for $p = 2$ in a purely displacement based formulation.

5.2.3. DSG method

We then consider the results obtained with the DSG formulation, which in Figs. 8 and 9 are plotted with yellow triangles. On the one hand, Figure 8a shows that the DSG method completely eliminates the effect of locking on the locking-prone eigenvalues of the transverse modes, with the error curve closely matching the asymptotic error curve. On the other hand, the DSG method exhibits an increased level of error across large parts of the spectrum for the transverse mode shapes, the circumferential mode shapes and the eigenvalue error of the circumferential modes, which can be observed in Fig. 8b, Figs. 9a and 9b. These observations are remarkable as we concluded in the discussion above that these three quantities are not affected by membrane locking.
for the current Euler-Bernoulli ring problem. In particular, we can see in the inset plots that the low modes that are important for the approximation power of the basis (see Section 2.4) are significantly less accurate compared to the other formulations. We therefore conclude that the DSG formulations itself is responsible for the increase in error levels, and thus deteriorates the accuracy of the original standard finite element formulation with respect to part of the spectrum. We note that in Fig. 2h, the DSG method still achieves the best possible accuracy on coarse and fine meshes, as in our cantilever example, the transverse mode behavior dominates the overall accuracy of the analysis.

Remark 5.2. The kink in the circumferential eigenvalue spectrum obtained with the DSG method is due to the fact that the ratio $\lambda_2^h/\lambda_2$ changes from positive to negative at that location.

5.2.4. Hellinger-Reissner formulation

We finally consider the results obtained with the Hellinger-Reissner formulation, which in Figs. 8 and 9 are plotted with purple diamonds. We observe that the effect of membrane locking is eliminated in the entire spectrum of the eigenvalues of the transverse modes. The corresponding error curve closely matches the asymptotic error curve, irrespective of the mesh size. We note that the Hellinger-Reissner formulation has a different asymptotic error curve, which is different from all other formulations considered here. We observe in the inset plot of Fig. 8h that the Hellinger-Reissner formulation achieves the best accuracy of the lowest eigenvalues of the locking-prone transverse modes, which are of particular importance for the approximation power of the basis, see Section 2.4. This accuracy advantage is maintained over 80% of the normalized spectrum.

The Hellinger-Reissner formulation is a mixed method, which requires the discretization of both displacement and strain fields. To render it comparable to the other methods that rely only on displacement variables, the Hellinger-Reissner formulation requires additional computational effort for the static condensation of the strain variables. In addition, for the Euler-Bernoulli beam model, a mixed formulation does not require basis functions that are in the space $H^3$ to achieve optimal rates of convergence [4, 5]. As a consequence, for quadratic basis functions that are only in $H^2$, the displacements converge with $O(3)$ in the $L^2$ norm in the Hellinger-Reissner formulation, while displacement-based formulations achieve only $O(2)$. This advantage of the Hellinger-Reissner formulation, however, is expected to disappear, when we consider basis functions of polynomial degree $p \geq 3$ that are in $H^3$, for which all methods achieve the same optimal rates $O(p + 1)$.

We therefore conclude that in terms of the effective prevention of membrane locking, the Hellinger-Reissner formulation hits a sweet spot for $p = 2$ and therefore seems to be the most effective choice for quadratic spline discretizations. This conclusion is confirmed by our initial cantilever example, where the accuracy gap between the Hellinger-Reissner formulation on the one hand and the B-bar and DSG methods on the other hand is clearly demonstrated by Fig. 2h.

5.3. Sensitivity with respect to mesh refinement

Mesh refinement will eventually remove most locking phenomena. This comes, however, at the price of a significantly increased computational cost that is always uneconomical and often prohibitive with respect to the available computing resources. Therefore, from a practical viewpoint, mesh refinement is not a viable option to mitigate locking. We use spectral analysis to illustrate the lacking efficiency of mesh refinement. To this end, we compute the discrete eigenvalues and modes for each finite element formulation at hand, using quadratic B-splines defined...
Figure 10: Normalized errors in eigenvalues $\lambda_h^1$ (associated with transverse modes $U^1_h$) and transverse mode shapes $U^1_h$ computed with quadratic B-splines ($p = 2$) on a mesh of 256 elements ($N = 128$), for “large” slenderness ratio $R/t = 2000/3$. 
Overlapping

(a) Normalized error in eigenvalues $\lambda^h_2$ (associated with circumferential modes $U^h_2$)

(b) Normalized $L^2$-norm error in circumferential mode shapes $U^h_2$

Figure 11: Normalized errors in eigenvalues $\lambda^h_2$ and circumferential mode shapes $U^h_2$ computed with quadratic B-splines ($p = 2$) on a mesh of 256 elements ($N = 128$), for “large” slenderness ratio $R/t = 2000/3$. 

25
on 256 Bézier elements. Figures 10 and 11 plot the relative eigenvalue errors (4) and the relative $L^2$-norm mode errors (5) across the normalized spectrum for the transverse and circumferential modes, respectively.

5.3.1. Inefficiency of the standard formulation

We first focus on the spectrum of eigenvalues $\lambda^h$ associated with the transverse modes plotted in Fig. 10a, which is the quantity affected by membrane locking. We observe that the results obtained with the standard finite element formulation with full and reduced integration both improve significantly, with their spectral error now being in range of the error of the locking-free asymptotic solution. For selective reduced integration, we achieve the same accuracy in the lowest modes as for the locking-free B-bar and DSG methods. For full integration, however, the error of the lowest modes is still two orders of magnitude larger than the error level of the locking-free formulations, and therefore still prevents a high-fidelity solution despite the prohibitively fine mesh size. The effect on the accuracy in analysis that corresponds to these observations is illustrated in Fig. 2a for our initial cantilever example. While the convergence curve obtained with selective reduced integration catches up with the locking-free solutions for finer mesh sizes, the curve obtained with full integration still lags significantly behind.

5.3.2. DSG method and the circumferential modes

Looking at the complete set of spectral plots, we observe that the issues we detected for the DSG method on a mesh with 64 elements do not vanish under mesh refinement. In Fig. 10b, we can see that the lowest transverse mode shapes are approximated at an accuracy level that is two orders of magnitude below the locking-free standard solution. In addition, several modes in the center of the spectrum seem completely inaccurate. Figures 11a and 11b that illustrate the spectral behavior of the circumferential modes show that the error of the lowest eigenvalues and mode shapes are both four to five orders of magnitude larger than the error of the locking-free solution. These results support our notion that the DSG formulation itself is responsible for the increase in spectral error levels, and thus deteriorates the accuracy of the standard finite element formulation in part of the spectrum. As membrane unlocking is associated primarily with the proper behavior in the transverse eigenvalues, this shortcoming of the DSG method seems not to affect its analysis capabilities in this particular case, as demonstrated for our initial cantilever example in Fig. 2a.

5.4. Sensitivity with respect to $p$-refinement

It has been often maintained that $p$-refinement constitutes an effective way to counteract locking phenomena, for instance in the context of the $p$-version of the finite element method [74, 75, 76]. A presumed key argument in support of $p$-refinement is that it mitigates locking when applied within a standard displacement-based formulation and thus bypasses the derivation and implementation of special locking-free formulations. In the following, we will use spectral analysis to shed light on the efficiency of $p$-refinement with respect to mitigating membrane locking in the Euler-Bernoulli ring example.

5.4.1. Classical $p$-refinement: standard formulation

We first move to cubic B-splines defined on 64 Bézier elements, re-computing the discrete eigenvalues and eigenmodes for each finite element formulation at hand. We note that due to periodicity, the cubic discretization of the circular ring exhibits the same number of spline basis
Figure 12: Normalized errors in eigenvalues $\lambda^h_1$ and transverse mode shapes $U^h_1$ computed with cubic B-splines ($p = 3$) on a mesh of 64 elements ($N = 32$), for “large” slenderness ratio $R/t = 2000/3$. 
Overlapping

(a) Normalized error in eigenvalues $\lambda_h^2$ (associated with circumferential modes $U_h^2$)

(b) Normalized $L^2$-norm error in circumferential mode shapes $U_h^2$

Figure 13: Normalized errors in eigenvalues $\lambda_h^2$ and circumferential mode shapes $U_h^2$ computed with cubic B-splines ($p = 3$) on a mesh of 64 elements ($N = 32$), for “large” slenderness ratio $R/t = 2000/3$. 
functions and hence the same number of degrees of freedom as the quadratic discretization. For polynomial degree $p = 3$, Figures 12 and 13 plot the relative eigenvalue errors (4) and the relative $L^2$-norm mode errors (5) across the normalized spectrum for the transverse and circumferential modes, respectively. They can be directly compared to Figs. 8 and 9 that plot the equivalent results for quadratic B-splines.

We first consider the spectrum of eigenvalues $\lambda^h_1$ associated with the transverse modes, which is the relevant spectral quantity for membrane locking. Focusing on the lowest eigenvalues, we compare the corresponding error levels shown in the inset figures of Fig. 8a for quadratics and Fig. 12a for cubics. We observe that the error level of the standard formulation improves by two orders of magnitude as a result of moving from quadratics to cubics. At the same time, however, we also see that the error levels of all locking-free formulations discretized with the same cubic B-splines improve by three to four orders of magnitude. The standard formulation thus lags far behind its true higher-order approximation power as a result of locking. Therefore, the reduction of locking with $p = 3$ seems to be merely due to the increase of the approximation order, as also exemplified by higher convergence rates, but not to the mitigation of the locking phenomenon itself. We conclude that the standard formulation when discretized with cubic B-splines suffers from the effect of locking to (at least) the same extent as when it is discretized with quadratic B-splines. In addition, we observe that the standard formulation with selective reduced integration that employs $p$ quadrature points per Bézier element produces practically the same locking-prone results as the standard formulation with full integration. This observation indicates that reduced quadrature loses its locking-reducing effect when the polynomial degree is increased.

5.4.2. Increasing $p$ in locking-free formulations

Comparing Fig. 8b and Fig. 12b, we see that for the DSG method, the mode error in the transverse mode shapes significantly improves when we move from $p = 2$ to $p = 3$, and is now in the same range as the mode error of all other formulations. Figures 13a and 13b show, however, that for the eigenvalues and mode shapes of the circumferential modes, the accuracy issues shown by the DSG methods remain and seem not to improve under $p$-refinement.

As discussed above, the accuracy advantage of the Hellinger-Reissner formulation as a mixed method over purely displacement based formulations based on the B-bar and DSG methods reduces. We observe in Fig. 12a that all locking-free formulations achieve very good accuracy, with advantages of the Hellinger-Reissner formulation in the lowest modes and advantages of the B-bar and DSG methods in the high modes. The effect of this observation is illustrated in Figs. 2b and 2c: for our initial cantilever example, where for cubic and quartic spline discretizations, all locking-free methods exhibit optimal convergence rates at practically the same accuracy level on both coarse and fine meshes.

5.4.3. Classical versus locking-free $p$-refinement

To corroborate our observations, we carry out a $p$-refinement study (i.e. increasing polynomial degree and smoothness) that drives the polynomial degree beyond cubics on a fixed mesh of 64 Bézier elements. We compare the spectrum of eigenvalues $\lambda^h_1$ associated with the transverse modes, computed via the standard formulation (“classical” $p$-refinement) and via $a$-priori locking-free $p$-refinement based on the B-bar and the Hellinger-Reissner formulations.

In Figs. 14, 15 and 16, we plot the transverse eigenvalue errors for each formulation at two different scales. We first focus on the overall behavior of the eigenvalue error across the complete
(a) Overall behavior of the transverse eigenvalue error

(b) Behavior of the transverse eigenvalue error in the lower spectrum part

Figure 14: **Standard formulation, $p$-refinement**: normalized errors in the transverse eigenvalues $\lambda_h^1$, computed on a fixed mesh of 64 elements ($N = 32$), for “large” slenderness ratio $R/t = 2000/3$.

We observe in Fig. [14] that the spectral accuracy of the standard formulation significantly improves with $p$-refinement in the lower part of the spectrum. At the same time, however, the high modes seem to diverge with increasing polynomial degree $p$ of the basis functions. Figure [15a] plots the corresponding eigenvalue error obtained with the B-bar formulation. We observe
that the overall error levels are significantly smaller across the complete spectrum, and in particular for the high modes. We conclude that in contrast to the standard formulation, the B-bar method converges with increasing $p$ in the high modes. Figure 15a plots the corresponding eigenvalue error obtained with the Hellinger-Reissner formulation. The overall error levels are significantly smaller.
(a) Overall behavior of the transverse eigenvalue error

(b) Behavior of the transverse eigenvalue error in the lower spectrum part

Figure 16: **Hellinger-Reissner formulation, p-refinement**: normalized errors in the transverse eigenvalues $\lambda_i$, computed on a fixed mesh of 64 elements ($N = 32$), for “large” slenderness ratio $R/t = 2000/3$.

as well. The highest modes, however, seem not to converge, but remain at the same error level.

Due to its importance for the approximation power of the basis (see Section 2.4), we then focus on the accuracy of the lower part of the spectrum. We observe in Fig. 16 that $p$-refinement in the standard formulation continuously improves the accuracy of the lowest modes. A comparison with
the results of the locking-free B-bar and Hellinger-Reissner formulations plotted in Figs. 15b and 16b, however, clearly demonstrates that the negative impact of membrane locking persists with increasing \( p \) in the standard formulation. For instance, for \( p = 3 \), the eigenvalue error level of the lowest modes obtained with the B-bar method is three orders of magnitude smaller, and for the Hellinger-Reissner method even five orders of magnitude smaller, than the one obtained with the standard formulation. We note that for the B-bar and Hellinger-Reissner methods at \( p = 5 \), the eigenvalue solver hits the level of machine accuracy, preventing the further decrease of the eigenvalue error of the lowest mode.

Our observations confirm that \( p \)-refinement in a standard displacement-based finite element formulation reduces the effect of membrane locking with respect to a low-order locking-prone discretization. A comparison with the true approximation power of the higher-order basis obtained in a locking-free formulation, however, clearly shows that membrane locking continues to heavily

Figure 17: Convergence of the relative error in the fifth transverse eigenvalue, obtained with different formulations and quadratic, cubic, quartic and quintic B-spline basis functions, for “large” slenderness ratio \( R/t = 2000/3 \).
affect the accuracy of the standard formulation at high polynomial degrees. Therefore, we conclude that \( p \)-refinement is not an effective way to mitigate the effect of locking, at least not for the curved Euler-Bernoulli beam model. In addition, our results indicate that the divergence of the higher transverse modes with increasing \( p \) is another negative effect of membrane locking that, to our knowledge, has not been reported before. We note that inaccurate and divergent high modes can have significant negative effects in explicit dynamics and nonlinear analysis.

5.5. Convergence of the lowest eigenvalues and mode shapes

As outlined in Section 2.4, the accuracy of the lowest eigenvalues and mode shapes directly relate to the accuracy of the approximation that can be achieved with a specific finite element discretization. It is therefore worthwhile to take a closer look at the accuracy and rate of convergence of the lower eigenvalues and mode shapes that are obtained with the different formulations. Figures 17 and 18 plot the convergence of the relative error of the fifth transverse eigenvalue and
the convergence of the relative $L^2$-norm error of the fifth transverse eigenmode obtained with 32, 64 and 128 Bézier elements and polynomial degrees $p = 2$ through 5.

For the eigenvalue error, an eigenvalue problem with fourth-order differential operators achieves optimal rates of convergence of $O(2(p - 1))$, while an eigenvalue problem with second-order differential operators achieves optimal rates of $O(2p)$ [58, 77]. We observe in Fig. 17 that the standard formulation with full and reduced integration exhibits a significantly increased level of eigenvalue error. In particular, we can see that the error gap to the locking-free B-bar formulation decreases with each mesh refinement step, but does not decrease when the polynomial degree is increased on a fixed mesh. The locking-free B-bar and DSG methods based on a displacement-based formulation achieve optimal rates of convergence for all polynomial degrees. We observe that the eigenvalue error of the DSG method for $p = 4$ and $p = 5$ is slightly larger than the one for the B-bar method. The Hellinger-Reissner formulation also achieves optimal rates, which are consistently higher than the ones for the B-bar and DSG methods due to its mixed-method formulation. This confirms the increased accuracy of the eigenvalues obtained with the Hellinger-Reissner formulation that we observed in many of the inset figures of the previous plots.

For the $L^2$-norm mode error, the optimal convergence is always $O(p + 1)$. We observe in Fig. 18 that all methods with the exception of the DSG method achieves practically the accuracy in the mode shapes, indicated by indistinguishable mode errors that converge optimally. The mode error of the DSG method, however, is significantly larger.

6. Summary and conclusions

In this paper, we have taken first steps towards establishing spectral analysis as a tool for understanding and assessing locking phenomena in finite element formulations and comparing their effectivity with respect to unlocking. We proposed to “measure” locking (or unlocking) from a spectral analysis viewpoint as follows. For the finite element formulation in question, eigenvalue and mode errors are computed on a coarse discretization and corresponding asymptotic eigenvalue and mode errors are computed with an “overkill” discretization. The eigenvalue and mode errors from the coarse mesh are related to the corresponding asymptotic eigenvalue and mode errors by plotting both sets with respect to the normalized mode number $n/N$, where $N$ denotes the total number of modes in each discretization. The finite element formulation is locking-free, if the corresponding spectral error curves are matching up irrespective of the mesh size, and the finite element formulation is locking-prone, if the corresponding spectral error curves are different, implying that the spectral error curve changes with mesh refinement.

To illustrate the validity and significance of spectral analysis in the context of assessing locking, we employed the example of a circular ring discretized with curved Euler-Bernoulli beam elements, which are susceptible to membrane locking. We showed that for the Euler-Bernoulli circular ring, membrane locking heavily affects the accuracy of the eigenvalues of the transverse modes, while the transverse mode shapes and both the eigenvalues and mode shapes of the circumferential modes do not lock. We assessed and compared the effectivity of the standard displacement-based formulation with full and selective reduced integration as well as three representative locking-free formulations (B-bar method, DSG method, Hellinger-Reissner formulation) in terms of their accuracy in the eigenvalues and eigenmodes. Our study showed that spectral analysis can rigorously characterize membrane locking. With respect to mitigating membrane locking in curved Euler-Bernoulli beams, we summarize the essential results of our study in Table 2.
Our spectral analysis results illustrate that the standard formulation with full integration is severely affected by membrane locking and does not enable efficient and accurate finite element solutions, even when the mesh is heavily refined. The standard formulation with selective reduced integration removes membrane locking for finer meshes for quadratic discretizations, but do not remove membrane locking on coarse meshes and for polynomial degrees larger than quadratics.

The B-bar, DSG and Hellinger-Reissner methods all enable effective locking-free finite element formulations for curved Euler-Bernoulli beams, leading to accurate results on coarse meshes. Due to its mixed-method character, the Hellinger-Reissner formulation hits a sweet spot for quadratic basis functions, since it converges with $O(3)$ in the $L^2$ displacement norm unlike the purely displacement-based B-bar and DSG formulations that achieve only $O(2)$ for quadratic basis functions. For polynomial degrees larger than two, all methods achieve the same optimal convergence rates, so that practically, all locking-free formulations achieve the same accuracy.

For the DSG method, we observed an increased level of error across large spectrum parts for the transverse mode shapes, the circumferential mode shapes and the eigenvalue error of the circumferential modes. When we refined the mesh or increased the polynomial degree $p$, this issue only improved for the transverse mode error, but persisted for the circumferential eigenvalue and mode errors. We hypothesize that the DSG formulation itself is responsible for this issue, since the accuracy with respect to the standard formulation decreases in parts of the spectrum. As membrane unlocking is associated primarily with the proper behavior in the eigenvalues of the transverse modes, this issue seems not to affect the unlocking capability of the DSG approach.

Classical $p$-refinement (in our study we use splines of maximum smoothness), where the polynomial degree is driven beyond cubics on a fixed coarse mesh, reduces the effect of membrane locking with respect to a low-order locking-prone discretization. Membrane locking, however, continues to heavily affect the accuracy of the standard formulation with respect to a locking-free formulation at high polynomial degrees. Therefore, $p$-refinement by itself is not an effective way to mitigate the effect of locking. In addition, we observed that the higher transverse modes diverge with increasing $p$ as a result of membrane locking. Divergent high modes deteriorate the conditioning of the system
matrix, and can seriously affect the approximation accuracy and robustness in structural dynamics [55]. In contrast, we showed that locking-free formulations unlock the full potential of higher-order accurate discretizations. We observed that the low modes obtained with the locking-free formulations consistently were several orders of magnitude more accurate than the ones obtained with standard formulations, also at high polynomial degrees beyond cubics, and the high modes converged for the B-bar formulation and did not diverge for the Hellinger-Reissner formulation.

In summary, the results presented in this paper demonstrate the potential of spectral analysis as a tool to help assess locking phenomena in finite element formulations. In the future, we plan to extend the approach and corroborate its potential for finite element formulations of more complex structural models, in particular Kirchhoff-Love and Reissner-Mindlin shells.
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**Appendix A. Analytical solution of the freely vibrating circular ring**

Soedel solved the eigenvalue problem of a circular Euler-Bernoulli ring analytically [62, p.82-85] using the equations of motion in curvilinear coordinates. He assumed the mode shapes of a free floating closed ring, that are

\[
v_n(\theta) = A_{1n} \sin(n\theta), \quad (A.1)\\
w_n(\theta) = A_{2n} \cos(n\theta), \quad (A.2)
\]

where \( n \in \mathbb{N} \) and \( \theta \) are the mode number and the angular coordinate, respectively. The \( n \)th pair of the analytical eigenvalues are then

\[
\lambda_{1n} = \omega_{1n}^2 = \frac{k_{1n}}{\rho A}, \quad \lambda_{2n} = \omega_{2n}^2 = \frac{k_{2n}}{\rho A} \quad (A.3)
\]

where \( \rho \) and \( A \) are the density and the cross section area of the ring, and the parameters \( k_{in} \) are defined as

\[
k_{1n} = \frac{C - B}{2R^4}, \quad k_{2n} = \frac{C + B}{2R^4}, \quad \text{with}
\]

\[
C = (EA R^2 + EI n^2)(n^2 + 1),
\]

\[
B = \sqrt{(EA^2 R^4 + EI^2 n^4)(n^2 + 1)^2 + 2EA R^2 EI n^2(6n^2 - n^4 - 1)}
\]

EA and EI denote the membrane and bending stiffness, and \( R \) the radius of the ring. The two eigenvalues \( \lambda_{1n} \) and \( \lambda_{2n} \) correspond to different values of the relative amplitude between the corresponding circumferential and radial modes

\[
r_{in} = \frac{A_{1n}}{A_{2n}} = \frac{EA}{\rho A} \frac{2n^2 + 1}{n^2 + 1}, \quad i = 1, 2. \quad (A.5)
\]
The analytical eigenvalues and relative amplitudes of the first twenty modes of the Euler-Bernoulli circular ring used in this study are listed in Table A.3. For each mode number \( n \), one eigenvalue corresponds to the transverse-deflection-dominating modes, i.e. \( A_{1n} \leq A_{2n} (|r_{1n}| \leq 1.0) \), and one corresponds to the circumferential-deflection-dominating modes \(|r_{1n}| \geq 1.0\) (see Table A.3 and also [62].

\[
\begin{array}{cccccc}
 n & \lambda_{1n} & \lambda_{2n} & r_{1n} & r_{2n} \\
 0 & 0 & 1.20000000000000 \cdot 10^8 & 0 & 0 \\
 1 & 0 & 2.40000000000000 \cdot 10^8 & -1 & 1 \\
 2 & 1.61999222176224 \cdot 10^0 & 6.0000002880000079 \cdot 10^6 & -5.0000449999865 \cdot 10^{-1} & 1.99998200001673 \cdot 10^0 \\
 3 & 1.29599212658217 \cdot 10^1 & 1.2000007290000787 \cdot 10^7 & -3.33334233340016 \cdot 10^{-1} & 2.999991900015852 \cdot 10^0 \\
 4 & 4.76470271687825 \cdot 10^1 & 2.0400001355297283 \cdot 10^7 & -2.5000132355203060 \cdot 10^{-1} & 3.999978823595535 \cdot 10^0 \\
 5 & 1.24615298204844 \cdot 10^2 & 3.120002163470180 \cdot 10^8 & -2.000017307755196 \cdot 10^{-1} & 4.999956730986444 \cdot 10^0 \\
 6 & 2.681754852697320 \cdot 10^2 & 4.4400003152451474 \cdot 10^9 & -1.666687950571240 \cdot 10^{-1} & 5.999923738921967 \cdot 10^0 \\
 7 & 5.803316340600650 \cdot 10^2 & 6.000004321836594 \cdot 10^9 & -1.428596628775543 \cdot 10^{-1} & 6.99987521178022 \cdot 10^0 \\
 8 & 8.79255145050755 \cdot 10^2 & 7.800005671448547 \cdot 10^9 & -1.250029077201425 \cdot 10^{-1} & 7.999813909991993 \cdot 10^0 \\
 9 & 1.422347983402840 \cdot 10^3 & 9.840000720120165 \cdot 10^9 & -1.1111440384040168 \cdot 10^{-1} & 8.99973296289945 \cdot 10^0 \\
 10 & 2.183389438369321 \cdot 10^3 & 1.212000891051156 \cdot 10^9 & -1.000003678507823 \cdot 10^{-1} & 9.99962343276822 \cdot 10^0 \\
 11 & 3.213440252163096 \cdot 10^3 & 1.4640010080997479 \cdot 10^9 & -9.09131487369126 \cdot 10^{-2} & 1.09995096869648 \cdot 10^0 \\
 12 & 4.569390243114246 \cdot 10^3 & 1.740000287905689 \cdot 10^9 & -8.333377137925940 \cdot 10^{-2} & 1.1999360955418999 \cdot 10^0 \\
 13 & 6.130400026479182 \cdot 10^3 & 2.0400001512099735 \cdot 10^9 & -7.692789471743240 \cdot 10^{-2} & 1.299918584374750 \cdot 10^0 \\
 14 & 8.512189111741010 \cdot 10^3 & 2.3640001755108883 \cdot 10^9 & -7.143376834126732 \cdot 10^{-2} & 1.39989148450718 \cdot 10^0 \\
 15 & 1.123963766205331 \cdot 10^4 & 2.7120002016123379 \cdot 10^9 & -6.667242211689353 \cdot 10^{-2} & 1.499874562860407 \cdot 10^0 \\
 16 & 1.457368565216181 \cdot 10^4 & 3.0840002295143297 \cdot 10^9 & -6.25059358651052 \cdot 10^{-2} & 1.59984762072302 \cdot 10^0 \\
 17 & 1.859803304334188 \cdot 10^4 & 3.4800002592169566 \cdot 10^9 & -5.88298607822464 \cdot 10^{-2} & 1.69981704385363 \cdot 10^0 \\
 18 & 2.340177978620280 \cdot 10^4 & 3.9000002907202137 \cdot 10^9 & -5.55626441741824 \cdot 10^{-2} & 1.799782659130378 \cdot 10^0 \\
 19 & 2.907942582313202 \cdot 10^4 & 4.3440003240241770 \cdot 10^9 & -5.26386650543828 \cdot 10^{-2} & 1.899744225971415 \cdot 10^0 \\
 20 & 3.573087108855835 \cdot 10^4 & 4.8120003501289111 \cdot 10^9 & -5.000746314489048 \cdot 10^{-2} & 1.999701581756431 \cdot 10^1 \\
\end{array}
\]

Table A.3: The first twenty exact eigenvalue pairs of the Euler-Bernoulli circular free floating ring with a slenderness ratio \( R/t = 2000/3 \).

Another set of mode shapes exists,

\[
v_n(\theta) = A_{3n} \cos(n\theta), \quad w_n(\theta) = A_{4n} \sin(n\theta),
\]

which results in exactly the same analytical eigenvalues. This explains repeated eigenvalues in numerical computations. In our study, we only considered the free-floating modes in \( \text{A.1} \), which satisfy

\[
v_n(\theta = 0) = 0, \quad w_n(\theta = 0) = 0.
\]

These constraints are also built into the spline trialspaces in order to remove the arbitrary phase shift in the numerical mode shapes; allowing direct comparisons to be made between the discrete and analytical eigenmodes. Because the trialspaces are defined in the Cartesian frame a rotation is necessary, see \( \text{3.2.2} \). The free-floating modes and their constraints in Cartesian coordinates are

\[
U_x(\theta) = A_{2n} \cos(n\theta) \cos(\theta) - A_{1n} \sin(n\theta) \sin(\theta),
\]

\[
U_y(\theta) = A_{2n} \cos(n\theta) \sin(\theta) + A_{1n} \sin(n\theta) \cos(\theta).
\]
\[ U_{x,\theta}(\theta = 0) = 0, \quad U_y(\theta = 0) = 0. \] (A.11)

\section*{Algorithm 1} Identify mode type corresponding to \( \lambda_1 \) and \( \lambda_2 \)

\begin{algorithm}
\textbf{Input:} \( r_{in} \ (i = 1, 2, n = 1, 2, \ldots, N) \) (see equation (A.5))
\textbf{Output:} transverse mode numbers \( \lambda_1 \), circumferential mode numbers \( \lambda_1 \), transverse mode numbers \( \lambda_2 \), circumferential mode numbers \( \lambda_2 \)

1: transverse mode numbers \( \lambda_1 = \text{findall}(|r_{1n}| \leq 1) \)
2: circumferential mode numbers \( \lambda_1 = \text{findall}(|r_{1n}| > 1) \)
3:
4: transverse mode numbers \( \lambda_2 = \text{findall}(|r_{2n}| < 1) \)
5: circumferential mode numbers \( \lambda_2 = \text{findall}(|r_{2n}| \geq 1) \)
\end{algorithm}

\section*{Algorithm 2} Sort discrete transverse and circumferential modes

\begin{algorithm}
\textbf{Input:} \( \lambda^h, U^h \ (i = 1, 2, \ldots, 2N) \)
\textbf{Output:} transverse mode numbers, circumferential mode numbers

1: for \( i \) in 1 : 2N do
2: \( v^h, w^h = \text{rotate\_axes}(U^h) \)
3: \[ |r^h| = \sqrt{\left( \int_0^{2\pi} (v^h)^2 R d\theta \right) / \left( \int_0^{2\pi} (w^h)^2 R d\theta \right)} \]
4: if \(|r^h| = 1 \& \lambda^h = 0\) then
5: transverse mode numbers[1] = \( i \)
6: else if \(|r^h| = 1 \& \lambda^h \neq 0\) then
7: circumferential mode numbers[1] = \( i \)
8: else if \(|r^h| < 1\) then
9: append(transverse mode numbers, \( i \))
10: else if \(|r^h| > 1\) then
11: append(circumferential mode numbers, \( i \))
12: end if
13: end for
\end{algorithm}

\section*{Appendix B. Postprocessing of numerical eigenvalues and modes}

The numerical eigenvalues and modes obtained from a finite element discretization are not automatically ordered in the same way as the analytical solution. To correctly identify and assign the numerical solutions to the analytical reference, we compute the \( L^2 \)-norm error in the mode shape of each discrete mode with respect to all analytical modes and assign pairs based on the smallest error. We first identify the transverse and circumferential modes, using the criterion of the relative amplitude (p. 82-85, [62]). We describe the identification scheme in Algorithms 1 and 2. Since we only consider free-floating modes in this paper, we verify whether each numerical mode satisfies (A.11), see Algorithm 3. We then assign each numerical transverse and circumferential mode to the correct analytical counterpart, see Algorithm 4. The last step is to arrange the numerical...
Algorithm 3 Verify free-floating constraints

**Input:** $U^h_i$ ($i = 1, 2, \ldots, 2N$), transverse\_mode\_numbers, circumferential\_mode\_numbers

**Output:** transverse\_mode\_numbers, circumferential\_mode\_numbers

1: for $n$ in (transverse\_mode\_numbers, circumferential\_mode\_numbers) do
2:    for $i$ in $n$ do
3:        $v^h_i, 0, w^h_i, 0 = \text{rotate\_axes}(U^h_i(\theta = 0))$
4:        if $v^h_i, 0 \neq 1 || w^h_i, 0 \approx 0$ then
5:            $n \setminus \{i\}$  \Comment{Remove index $i$ from current vector of mode numbers}
6:        end if
7:    end for
8: end for

Algorithm 4 Assign discrete to the correct analytical modes

**Input:** $U^p_i$, $U_i$ ($i = 1, 2, \ldots, 2N$), transverse\_mode\_numbers, circumferential\_mode\_numbers, transverse\_mode\_numbers\_lambda1, circumferential\_mode\_numbers\_lambda1, transverse\_mode\_numbers\_lambda2, circumferential\_mode\_numbers\_lambda2

**Output:** $\lambda_1$\_mode\_numbers, $\lambda_2$\_mode\_numbers

1: for $i$ in transverse\_mode\_numbers do
2:    for $n$ in transverse\_mode\_numbers\_lambda1 do
3:        $e_1[n] = \text{compute\_L2\_error}(U^p_i, U_n)$
4:    end for
5: for $n$ in transverse\_mode\_numbers\_lambda2 do
6:    $e_2[n] = \text{compute\_L2\_error}(U^p_i, U_n)$
7: end for
8: if \text{minimal}(e_1) < \text{minimal}(e_2) then
9:    append($\lambda_1$\_mode\_numbers, $i \Rightarrow \text{argmin}(e_1)$)
10: else
11:    append($\lambda_2$\_mode\_numbers, $i \Rightarrow \text{argmin}(e_2)$)
12: end if
13: end for
14: repeat with circumferential\_mode\_numbers
eigenvalues and modes in ascending order. Except for the mixed formulation, this ordering scheme results in ascending discrete eigenvalues.
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