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ABSTRACT

Data clustering is a data mining technique that discovers hidden patterns by creating groups (clusters) of objects. Each object in every cluster exhibits sufficient similarity to its neighbourhood, whereas objects with insufficient similarity are found in other clusters. Data clustering techniques minimise intra-cluster similarity in each cluster and maximise inter-cluster dissimilarity amongst different clusters. Ant colony optimisation for clustering (ACOC) is a swarm algorithm inspired by the foraging behaviour of ants. This algorithm minimises deterministic imperfections in which clustering is considered an optimisation problem. However, ACOC suffers from high diversification in which the algorithm cannot search for best solutions in the local neighbourhood. To improve the ACOC, this study proposes a modified ACOC, called M-ACOC, which has a modification rate parameter that controls the convergence of the algorithm. Comparison of the performance of several common clustering algorithms using real-world datasets shows that the accuracy results of the proposed algorithm surpasses other algorithms.

1. INTRODUCTION

Clustering applies cluster analysis to organise data as clusters. Similarities are measured on the basis of the extracted features amongst data. This indirect data mining approach performs clustering without using predefined classes (unlabelled data) to determine the relationship amongst data, whereas a direct approach (classification) requires the use of predefined classes (pre-labelled data) [1, 2]. The clustering approach groups data into different clusters that contain similar objects on the basis of an appropriate fitness measure that determines the relationship amongst data [3-5]. The clustering process has four major steps [6, 7]. Firstly, the features of a set of candidates are extracted from the data. Secondly, an appropriate proximity measure is selected on the basis of the data required for clustering [8, 9]. Thirdly, the cluster results are validated on the basis of testing criteria. Lastly, the clustering results are interpreted to verify the reliability of useful information. Data clustering can be classified into deterministic and stochastic approaches. The major drawback of the deterministic approach is the difficulty in determining the optimal number of clusters that are required as a predefined value and getting stuck in local optima [10, 11]. Given the shortcoming of this approach, researchers have focused on using the metaheuristic approach, which is inspired by insects and their natural behaviour. The metaheuristic approach uses a completely different clustering method wherein the clustering problem is formulated as an optimisation problem [12-14]. This approach minimises or maximises an objective function to find the maximum similarity amongst data [15-17]. Although the metaheuristic approach does not guarantee an optimal clustering solution, it can find good solutions within a
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relatively short time in practice. This approach performs clustering on the basis of an individual or a population [18-20].

Ant colony optimisation (ACO) is a metaheuristic algorithm based on the foraging behaviour of ants. It is used in different data mining application domains such as classification and clustering [21, 22]. Kao and Cheng [19] introduced dynamic cluster centres, namely ACOC is based on the assumption that the number of clusters is fixed. The ACOC uses the concept of an ant colony system (ACS) for clustering problems. The major shortcoming of this algorithm is the slow convergence towards the best clustering solution [23-25]. This algorithm exhibits high diversification and, thus, it performs poorly in searching the local neighbourhood for best solutions, where the incapable algorithm moves the search to best region in the search space [26].

The current study proposes a new modification parameter, called the modification rate (MR) and convergence rate (CR), where the MR controls the algorithm convergence based on the value of the CR. The MR is used to force the algorithm to search the local neighbourhood, thereby enabling it to intensify the search for best solutions in the neighbourhood before moving to another location. The MR moves the algorithm search to a new location when the algorithm is stuck in local optima. The MR value, which is statically initialised, is the key to this proposed method. This value determines the CR of the algorithm when the similarity of clustering solutions is high during an algorithm run. Thus, numerous optimal clustering results can be produced.

2. RESEARCH METHOD
The proposed modification is on the intensification process of the ants in an ACS algorithm. To improve the algorithm’s performance, this study increases ant intensification of the clustering solution to find more optimal clustering results in the local neighbourhood of best solutions. The ACOC algorithm exhibits a shortcoming in intensification strategy. The algorithm demonstrates high diversification that causes it to perform poorly in searching the local neighbourhood of best solutions. Thus, the ACOC cannot move the search to the best regions in the search space. This study proposes two modifications to overcome the setback of ACOC. The first proposed modification involves a new parameter, the MR and CR, which controls convergence of the algorithm. The proposed M-ACOC has an new archive (known as P) which stores new populations of solutions, the archive P is used to memorise a certain number of solutions, n, in the history of iterations during an algorithm run. This short-term memory memorises the modern history of the search. Thus, the P archive is updated iteratively with the latest clustering solutions by adopting a first in, first out queue behaviour [27]. The best clustering solution in each iteration, which is called iteration-best solution, enters the P archive. If the archive is full, then the new solution replaces the oldest solution in P. The CR represents the amount of similarity/diversity of the solutions located in the P archive. If standard division of each single solution exceeds the prescribed CR, then the value of MR is updated. The algorithm moves the search into another region when the MR value exceeds the limit. This improves the algorithm’s performance by exploring new solutions. Notably, the CR parameter, the limit of MR and the size of the P archive are initialised off-line, and the algorithm centroids are updated in accordance with the MR parameter, which is based on the convergence condition of the algorithm.

3. THE PROPOSED ALGORITHM
The proposed algorithm has four major components: the P archive, MR, CR and mating process. The algorithm generates a clustering solution at the beginning of the algorithm. The best-iteration-solution enters the P archive during the algorithm run.

The size of the P archive is initialised off-line. This archive affects both the convergence of the algorithm and CR during the algorithm run. When the P archive is full, the algorithm checks the convergence by calculating the similarity/diversity of the solutions located in the archive. If the diversity of solutions are low, the value of standard division of each single solution will be bigger than the CR and vice versa. The MR parameter value is updated based on similarity/diversity of the solutions. If the MR value exceeds the permissible limit, then the mating process will be performed to explore new clustering solutions in the neighbourhood of best solutions. The new clustering solution will be generated randomly and will be mated with the best-so-far solution that has been obtained during the algorithm run. Thus, this will make the algorithm look for a new clustering solution around the best region in the search space. The algorithm centroids are controlled by the MR. Each time the algorithm begins to converge on the same clustering solution, the mating process is performed to change the behaviour of the algorithm from exploitation to exploration. This will enable the converging process of the algorithm to be flexible during the algorithm run.
This is very important at the beginning of the search because it helps the algorithm to search multiple regions before moving to the next region. The process flow of the M-ACOC is illustrated in Figure 1.

The algorithm begins with random centroids $c_{ij}^r$, where each ant $r$ has its own centroid matrix and each attribute $j$ of this ant centroid is unique. Meanwhile, $i$ represents a $k$ cluster. Each ant constructs its solution by assigning each object $o$ to the nearest centroid $c_{ij}^r$. $k$ denotes the number of clusters known and initialised as an off-line parameter by the user. In each step of the assignment, an ant selects one of the $k$ clusters for each object $o$ based on one of two strategies: diversification or intensification. In intensification, an ant greedily selects an appropriate $k$ which is called a pseudo proportional rule [28]. The appropriate $k$ cluster is based on a predefined parameter $q_0$, which identifies the intensification magnitude. The minimum value is 0 while the maximum value is 1; the maximum value indicates that the algorithm fully performs intensification as defined in (1).

$$0 \leq q, q_0 \leq 1$$

The algorithm dynamically generates a random number called $q$ as defined in (1). The intensification strategy is used when $q < q_0$ as shown in (2). The appropriate $k$ is selected based on the amount of pheromone and distance.

$$k = \begin{cases} \arg \max_{c_{ij}} \in N \left\{ \tau(o,c_{ij})^\alpha \eta(o,c_{ij})^\beta \right\} & \text{if } q < q_0, \\ S & \text{otherwise} \end{cases}$$

(2)

where $\tau(o,c_{ij})^\alpha$ is the pheromone level between object $o$ and ant centroid $c_{ij}^r$, $\alpha$ is a weight parameter measure that specifies the relative weight of the pheromone amount, and $\alpha > 0$. $\eta(o,c_{ij})^\beta$ is the heuristic value of object $o$ and the ant centroid of cluster $c_{ij}^r$. It is calculated as $\frac{1.0}{d(o,c_{ij})}$, where $d$ is the distance between object $o$ and ant centroid $c_{ij}^r$. Parameter $\beta$ specifies the relative weight of the heuristic, and $\beta > 0$. The distance measurement used in this study is the Euclidean distance, which can be calculated as shown in (3) [29].

$$d(o,c_{ij}) = \sqrt{(o - c_{ij})^2}$$

(3)

In exploration, $S$ is selected using (4).

$$p(k) = \frac{[\tau(o,c_{ij})^\alpha][\eta(o,c_{ij})^\beta]}{\sum_{k=1}^{K}[\tau(o,c_{ij})^\alpha][\eta(o,c_{ij})^\beta]}$$

(4)
The assignment is processed until the tabu list $tb_r$ of ant $r$ is full. Each ant $r$ constructs its own clustering solution $C_r$, which is a 1D matrix, as shown in Figure 2. The fitness $f_r$ of the clustering can be calculated as the minimum error between each object $o$ and the ant centroid of cluster $c_{ij}^r$. Fitness $f_r$ can be calculated as shown in (6). Then, each ant $r$ updates its weight matrix $w_{ij}^r$ and its centroid $c_{ij}^r$ that will be used in the next iteration. $w_{ij}^r$ and $c_{ij}^r$ can be calculated as shown in (5) and (7), respectively. $w_{ij}^r$ is a 2D matrix, where $0 < i \leq k$ and $j = N$. $N$ is the number of objects $o$ in the dataset.

$$w_{ij}^r = \begin{cases} 1 & \text{if object } j \text{ belong to cluster } i \\ 0 & \text{otherwise} \end{cases}$$  

(5)

For example, if ant $r$ constructs a clustering solution as shown in Figure 2, where each object $o$ of the first row is represented by one corresponding $k$ cluster in the second row, then each object belongs to a unique single cluster. Notably, the first object $o$ of the ant $r$ solution is assigned to cluster number 2, and the second object $o$ is assigned to cluster number 1 and so on. A shown in (5), $w_{ij}^r$ represents each object $o$ as a binary value, either 0 or 1, as shown in Table 1, where $k = 3$.

| Objects | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|---------|---|---|---|---|---|---|---|---|
| Cluster label | 2 | 1 | 3 | 2 | 2 | 3 | 2 | 1 |

Figure 2. Ant clustering solution route

Fitness $f_r$ refers to the minimum error between each object and the $k$ cluster ant centroid $c_{ij}^r$, which can be calculated as shown in (6). Each ant has its own centroid $c_{ij}^r$ at the beginning of the algorithm run.

$$f_r = \Sigma_{i=1}^{K} \Sigma_{j=1}^{N} w_{ij}^r \ast d(c_{ij}^r, \text{object } j)$$  

(6)

The new centroid of each cluster centre is updated for each ant $r$ based on (7).

$$c_{ij}^r = \frac{\Sigma_{j=1}^{N} \text{object } j \ast w_{ij}^r}{\Sigma_{j=1}^{N} w_{ij}^r}$$  

(7)

Where,

$i = 1, \ldots, k$

After ranking each ant $r$ based on its fitness $f_r$, the algorithm performs local search on the best ant at the current iteration, which has the lowest error. Local search is performed using the random selection strategy when the selection of neighbours is based on random values generated for each object of the best-iteration-solution with a predefined local search parameter, called $p_{ls}$, within the range $0 \leq p_{ls} \leq 1$. In this study, $p_{ls}$ is initialised with a value of 0.01. Thus, only the value of a random number that corresponds to the objects less than $p_{ls}$ will be assigned a different cluster number. If the solution is improved, then it will be accepted and the centroids will update for the current ant; otherwise, it will be rejected. The next process is updating the ant trail solution with an amount of pheromone based on the value of fitness $f_r$ and then performing evaporation on all the entries of the pheromone matrix in accordance with (8).

$$\tau_{ij}(t + 1) = (1 - \rho) \tau_{ij}(t) + \left( \frac{1}{f_r} \right)$$  

(8)

where $i = 1, \ldots, k; j = 1, \ldots, N$ and $f_r$ is the current fitness of the best ant $r$ in this iteration. $\rho$ is the evaporation rate, and a high $\rho$ value suggests that the information gathered in the previous iterations is quickly forgotten.

In the M-ACOC algorithm, the control parameter $MR$ is added to produce a new clustering solution $C_r$ for ants during the search process in accordance with (9).

$$c_{ij}^r = \begin{cases} \text{Mating}(c_{ij}^r \text{best-so-far solution}, c_{ij}^r \text{random}) & \text{if } \tau_{ij} > \tau_{ij}(t) \\
\text{otherwise} & \end{cases}$$  

(9)
where $c_{i}^{best-so-far solution}$ is the best-so-far solution centroid obtained by the algorithm during the run, and $c_{i}^{random}$ is a random centroid generated by the algorithm; otherwise, the algorithm will continue with its iteration-best-solution $ibs$. The mating process refers to the average of the randomly generated centroids and best-so-far solution centroid. Thus, the algorithm intensifies the search in the location of the best-so-far solutions. Notably, this process is performed by all the ants when the $P$ archive contains solutions with low diversity. Thus, the next iteration for all the ants begins with a new solution obtained from (9). In the current study, the limit of the $MR$ value is equal to 4. This work calculates the standard deviation ($SD$) of all existing solutions in the $P$ archive to measure their similarity as shown in (10). Each single solution $S_i$ is considered a doubled solution if its $SD$ is less than or equal to the $CR$. The latter is equal to 0.25 in this study and can be calculated in accordance with (11).

\[
SD = Average P(S_i) - S_i, \quad (10)
\]

where $i = 0,1,2, \ldots, P_{size}$.

\[
If (SD \leq CR) \rightarrow MR = +1, \quad (11)
\]

where $SD \geq 0$ and $1 \leq MR \leq P_{size}$.

The $CR$ and $MR$ are the most important parameters for algorithm convergence because the $CR$ identifies the amount of similarity. Thus, if the value of the algorithm is small, then it performs a quick mating process because the $MR$ will be updated immediately. By contrast, when the $CR$ has a large value, the mating process will be slow. Thus, the algorithm converges slowly. The $MR$ works in a similar way to the $CR$ because it identifies the similarity level in the $P$ archive. The M-ACOC algorithm is illustrated as shown in Figure 3.

**Figure 3. Proposed M-ACOC algorithm**

4. RESULTS AND DISCUSSION

The performance of the M-ACOC algorithm to solve data clustering problems has been evaluated based on six different standard datasets that are most commonly used in the clustering evaluation domain. Performance analysis of the proposed M-ACOC was done on six datasets of numerical type. These datasets are iris, glass, liver disease (LD), thyroid, contraceptive method choice (CMC) and wine; they were taken from the University of California (UCI) Irvine Machine Learning Repository [30]. The characteristics of the datasets are provided in Table 2. The datasets include different features of problem space such as sample dimension, feature diversity, size (small, medium, large), clusters layout (dispersion), the range of changes in various dimensions of the dataset and various number of classes.
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Table 2. Characteristics of Datasets

| Dataset | Classes | Features | Total objects | Object in each class |
|---------|---------|----------|---------------|---------------------|
| Iris    | 3       | 4        | 150           | (50, 50, 50)        |
| Glass   | 6       | 9        | 214           | (70, 17, 76, 13, 9, 29) |
| LD      | 2       | 6        | 345           | (145, 200)         |
| Thyroid | 3       | 3        | 215           | (150, 30, 35)      |
| CMC     | 3       | 9        | 1473          | (629, 334, 510)    |
| Wine    | 3       | 13       | 178           | (59, 71, 48)       |

The parameter settings for the M-ACOC algorithm with the other four algorithms are provided in Table 3. It is noted that those parameters are best known for the setting of those algorithms. The population in GA is important where the initialisation of GA individuals affects the algorithm’s performance. Crossover and mutation are related to the diversity of clustering solution and jump of local minima. Swarm size affects the performance of PSO. If the number of particles is too few the algorithm prompts through the local optimal solutions; meanwhile, if the number of particles is too many the algorithm is slowed down. The value of the maximum velocity $v_{\text{max}}$ and $v_{\text{min}}$ affects algorithm performance in terms of exploration and exploitation, if the value is too high, the algorithm produces clustering solutions without enough exploration of search space, whereas if the value of velocity is too small, the algorithm is suffering to converge at the right time. In ant colony optimisation for clustering, the probability threshold is responsible for the diversity of the clustering solution while local search rate is responsible for the number of updated performances on best clustering solution. The evaporation rate of pheromone can be seen as an exploration mechanism that delays faster convergence of all ants towards a suboptimal path. Table 3 provides the parameter setting of each algorithm.

Table 3. Values of the Parameters for Each of the Five Algorithms

| GA      | PSO      | Shelokar-ACO | ACOC/M-ACOC |
|---------|----------|---------------|-------------|
| Parameter | Value | Parameter | Value | Parameter | Value | Parameter | Value |
| Population | 50 | # Swarm | 10 x K x d | # ants | 50 | # ants | 50 |
| Crossover | 0.8 | $c_1 = c_2$ | 2 | Probability threshold | 0.98 | Probability threshold | 0.001 |
| Mutation rate | 0.001 | $\alpha_{\min} = \alpha_{\max}$ | 1 | Local search rate | 0.01 | Local search rate | 0.01 |
| # iterations | 1000 | # iterations | 500 | Evaporation rate | 0.01 | Evaporation rate | 0.01 |
| # iterations | 1000 | # iterations | 1000 |

Two evaluation criteria are used in this study. These criteria include internal criteria which is the sum of intra-cluster distances, i.e., the fitness $f_j$ that has been used earlier in (6); and external criteria which is the F-measure. The sum of the intra-cluster distances measure the summation of error within each cluster. The F-measure is applied to identify the quality of clustering results and the best value if maximised. It requires two additional measure criteria to calculate its results as shown in (12). These measures are called precision and recall, which can be calculated as shown in (13) and (14), respectively [31].

\[
F - \text{measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{12}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{13}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{14}
\]

Where $TP$ is the true positive, $FP$ is the false positive and $FN$ is the false negative.

The sum of intra-cluster distances can be defined as the distances between objects placed in the same cluster that corresponds to the cluster centre $c_j$. The results are measured in terms of the best result (minimum sum of intra-cluster distances) and maximum value of F-measure. Clustering quality is directly related to the minimum sum of distances, whereas clustering accuracy is determined using the F-measure, as shown in Figures 4 and 5, respectively. In both figures, the M-ACOC algorithm is compared with the $k$-means, genetic algorithm (GA), particle swarm optimisation (PSO), Shelokar-ACO and ACOC in terms of the parameters listed in Table 3, where each algorithm is performed 10 times and the maximum number of
iterations is equal to 1000 [32]. These popular swarm algorithms are the most commonly used in the solutions to a specific problem of clustering evaluation.

Figure 4 depicts the results for sum of intra-cluster distances for five swarm clustering algorithms which have been applied on six datasets. Lower intra-cluster distance indicates minimum error between the data within the cluster. The proposed M-ACOC algorithm outperforms the other clustering algorithms on five datasets (about 83%), namely, iris, wine, CMC, thyroid and glass. PSO obtains the best results for the LD dataset. This is because the M-ACOC algorithm is based on the centroid value.

The F-measure metric is used to show the accuracy of the clustering, in which case, the higher the value, the more accurate is the clustering process. In Figure 5, the M-ACOC outperforms other algorithms on three datasets (iris, LD and glass) while the ACOC obtains the highest F-measure on three datasets (wine, CMC and thyroid). The performance of the M-ACOC and ACOC are comparable for the F-measure metric.

![Figure 4. Sum of intra-cluster distances for the six datasets](image)

![Figure 5. F-measure result for the six datasets](image)
Experiments have also been conducted on three datasets (from the UCI machine learning repository) of different sizes ranging from small to large. Each dataset has a different number of clusters which have the same number of objects. This experiment is to show that the M-ACOC is a centroid-based algorithm works well for clustering when all clusters have similar numbers of objects. These numerical datasets are library, segment and vowel. The library dataset contains 360 objects with 15 classes, each class has 24 objects while the segment dataset contains 2310 objects with seven classes and each class has 330 objects. The third dataset is vowel which contains 990 objects with 11 classes and each class has 90 objects. Figure 6 depicts the results for the sum of intra-class distances where performance comparison was performed on the M-ACOC, ACOC and GA. The lowest intra-class distances were obtained by the M-ACOC.

The best performance was also obtained by the M-ACOC for the F-measure metric when the experiment was, again, performed on the three datasets (refer Figure 7). It can be concluded that the algorithm works well for clustering when all clusters have similar numbers of objects.

![Figure 6. Sum of intra-cluster distances for same cluster size](image1)

![Figure 7. F-measure result for same cluster size](image2)
5. CONCLUSION

This study highlights the research on the ACOC algorithm that considers clustering as an approach to solve optimisation problems. It intends to determine the effects of algorithm performance, including slow convergence and the local optimal solution, which are both related to the height exploration process during an algorithm run. This study improves the ACOC algorithm by proposing a new modification rate, MR, which is the core engine of the algorithm, by controlling the algorithm convergence. The proposed algorithm, i.e., the M-ACOC, is compared with classical clustering algorithms. The results show that the M-ACOC outperforms classical clustering algorithms in terms of the minimum intra-distance and F-measure results. As a future work, it will be more effective if the algorithm is applied in different datasets using more evaluation criteria to conduct experiments on the behaviour of the algorithm.
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