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Spectral methods provide an elegant and efficient way of numerically solving differential equations of all kinds. For smooth problems, truncation error for spectral methods vanishes exponentially in the infinity norm and $L_2$-norm. However, for non-smooth problems, convergence is significantly worse—the $L_2$-norm of the error for a discontinuous problem will converge at a sub-linear rate and the infinity norm will not converge at all. We explore and improve upon a post-processing technique—optimally convergent mollifiers—to recover exponential convergence from a poorly-converging spectral reconstruction of non-smooth data. This is an important first step towards using these techniques for simulations of realistic systems.

Spectral methods are a means of approximating arbitrary, integrable functions in the discrete language of a computer. They provide an alternative to the widely applied finite difference and finite volume-type methods.1 Because (for smooth functions and in the appropriate norm) they enjoy exponential convergence onto true solution across the entire domain, they are a powerful tool for solving partial differential equations of all kinds.2 For non-smooth problems, such as the modeling of fluid shocks, spectral methods typically perform poorly. They suffer spurious oscillations near discontinuities and, in the worst case, converge slower than linearly. This is a manifestation of the famous Gibbs phenomenon.

Because of the extreme efficiency of spectral methods (and indeed, their great success in many domains such as relativistic astrophysics—see, e.g., [3, 21, 26]), it is desirable to extend these techniques to non-smooth problems. Many authors over the years have attempted to evade the Gibbs phenomenon in the non-smooth case and recover the exponential convergence that makes spectral methods so powerful. Approaches include (but are not limited to) filtering [33], artificial viscosity [27], reprojection [13, 15], and mollification [14].

Although spectral evasions of the Gibbs phenomenon have been studied extensively for decades, they have barely made it into practical applications. (With a few notable exceptions. See, e.g. [8, 22].) In this work, we explore and improve upon the spectral mollifiers developed by Tadmor and collaborators [14], [29], [30] with the intent of applying these techniques to relativistic astrophysics. In particular, we develop the family of one-sided mollifiers, which incorporate the discontinuous nature of the underlying function. A distinguishing feature of Tadmor’s (and our own) mollifiers is that there is a different mollifying function for every point in the domain. Figure 1 illustrates this fact with a representative set of these functions for a function with discontinuities at $x = -0.6$ and $x = 0.4$.

We combine these mollifiers with the spectral edge detection developed by Gelb and collaborators [4, 7, 9]. We offer practical advice on the subtleties of implementing these tools, discuss their limitations and compare mollification to the Gegenbauer reconstruction. We believe this paper is an important first step towards applying these powerful techniques in realistic, non-smooth situations.

In Section I, we discuss spectral methods and their limitations and introduce spectral edge detection and adaptive mollifiers. In Section II, we specialize our discussion to the Chebyshev basis. In Section III, we discuss edge detection in more detail and present several numerical experiments that show its strengths and weaknesses. In Section IV, we discuss spectral mollification and present several experiments. In Section V we integrate edge detection and mollification to solve the linear advection equation with discontinuous initial data. We compare our results to the Gegenbauer reconstruction and show that mollification performs better. Finally, in Section VI, we offer some concluding thoughts and describe the path forward.

I. SPECTRAL METHODS

A. Pseudospectral projection

The principle idea behind spectral methods (and indeed most numerical methods) is to represent a function...
coefficients are given by

\[ S_n = \sum_{n=0}^{N} \hat{u}_n \phi_n(x) \]  

where \( S_N[u] \) is the partial sum of \( u \), the expansion coefficients are given by

\[ \hat{u}_n = \langle u_n, \phi_n \rangle, \]  

and

\[ (a, b) = \int_{\Omega} a(x)b(x)w(x)dx \]  

is the inner product between \( a \) and \( b \) over some domain \( \Omega \) with weight function \( w(x) \).

For smooth functions, this representation suffers an error whose infinity norm decays faster than any power of \( N \) and which vanishes in the limit of \( N \to \infty \) [12, 16]. Handling nonlinear differential equations in the basis-coefficient (or modal) representation requires regular integration over the whole domain, which is unfavorable. Instead, one can choose a set of collocation points and use the Lagrange polynomials

\[ L_j(x) = \prod_{0<m<k \atop m \neq j} \frac{x - x_m}{x_j - x_m} \]  

as a second set of basis functions. In this case, integration can be approximated via Gauss quadrature:

\[ \int_{\Omega} f(x)w(x)dx \approx \sum_{n=0}^{N} f(x_n)w_n, \]  

where \( x_n \) are chosen collocation points and \( w_n \) are their associated weights. In this approach, \( S_N[u] \) interpolates \( u \) between the collocation points \( x_n \). This family of methods are known as pseudospectral or collocation-spectral methods.

One can easily transform between the collocation representation \( u_j = u(x_j) \) of a function (which is just the Lagrange basis in disguise) and the spectral coefficients \( \hat{u}_i \) of its interpolating partial sum via the matrix operation

\[ \hat{u}_i = \mathcal{V}_{ij}u_j, \quad \mathcal{V}_{ij} = \frac{\phi_i(x_j)w_j}{\langle \phi_i, \phi_j \rangle} \]  

where \( \mathcal{V}_{ij} \) is the inverse of the Vandermonde matrix. Similarly, one can approximately map the partial sum \( S_N[u] \) of \( u \) to the partial sum \( S_N[\partial_x u] \) of its derivative via the modal differentiation matrix

\[ \mathcal{M}_{ij} = \frac{\langle \partial_x \phi_i, \phi_j \rangle}{\langle \phi_i, \phi_j \rangle}. \]  

Moreover, one can approximately map the restrictions \( u_i \) to derivative of \( u \) restricted to \( x_i \) via the nodal differentiation matrix

\[ \hat{N} = \mathcal{V}^{-1}\mathcal{M}\mathcal{V}, \]  

which is nothing more than the modal differentiation matrix appropriately transformed into the collocation representation [12, 16]. This results in the following convenient approximations:

\[ \frac{d}{dx}u(x_j) \approx \hat{N}_{ji}u(x_i), \quad \frac{d}{dx}\hat{u}_i \approx \mathcal{M}_{ij}\hat{u}_j \]  

\[ \text{FIG. 1. Illustration of the shapes of adaptive single-sided mollifiers both near and far from a boundary for piecewise mollification. Figure presents a selected sample of 24 mollifiers constructed for a piecewise flat function on the domain \([-1, 1]\) with discontinuities at \( x = -0.6 \) and \( x = 0.4 \). The mollifier’s support varies in space, becoming most compact close to the function discontinuity. In order to avoid combining information from two regions of smoothness across the discontinuity, the mollifying kernel is non-zero only on one side of the discontinuity.} \]
B. Influence of discontinuities

Unfortunately, the spectral expansion is only so extraordinarily accurate for smooth functions. For Chebyshev polynomials, the $L_2$-norm of the difference between an arbitrary $C^m$ function $u$ and its partial sum $S_N[u]$ is approximately given by

$$|u - S_N[u]|_2 \leq \frac{\alpha}{N^m} \sum_{k=0}^{m} |f(k)|_2$$

(10)

for some positive constant $\alpha$ [12, 16]. And one can draw similar bounds for other sets of orthogonal basis functions. This means that, in presence of discontinuities, convergence onto the function of interest is non-uniform and pointwise slow—the error decays as $O\left(N^{-1}\right)$ away from the discontinuity and the $L_2$ norm exhibits at best $O\left(N^{-\frac{1}{4}}\right)$ convergence [31]. Worse, the infinity norm of the error does not converge at all! It is the local behaviour in the vicinity of the function’s discontinuity which spoils the global approximation within the domain—this is the famous Gibbs phenomenon [1, 11, 23, 34].

Close to the discontinuity, the reconstruction is polluted by high-frequency oscillations of non-decreasing amplitude, irrespective of the $N$ number of modes used, as shown in Figure 2. This behaviour prevents the recovery of true solution, making the method unsuitable for discontinuous problems of interest, such as fluid shocks or stellar surfaces.

C. Recovering the underlying solution free from Gibbs phenomenon

Before we introduce methods designed for eliminating the Gibbs phenomenon, we mention out an important property of the Chebyshev polynomials:

$$T_n(\cos \theta) = \cos(n\theta)$$

(11)

which implies that for any function, $v : [-1, +1] \rightarrow \mathbb{R}$ a change of variables $u(\theta) = v(\cos \theta)$ implies that

$$\int_{-1}^{+1} v(x) T_k(x)(1-x^2)^{-\frac{1}{2}} dx = \frac{2}{\pi} \int_0^{2\pi} u(\theta) \cos(k\theta) d\theta.$$  

(12)

Equations (11) and (12) tell us that Chebyshev expansion is equivalent to a Fourier cosine series with a change of variables. This, in turn, allows us to study Fourier series and apply what we learn to their Chebyshev equivalents. In this subsection we shall refer to the analysis of Fourier expansion, in order to remain consistent with the literature.

1. Filtering

Vandeven [33] suggests that convergence of a Fourier series $S_N f(x)$ of a discontinuous function $f(x)$:

$$S_N f(x) = \sum_{k=-N}^{N} \hat{f}(k)e^{ikx}$$  

(13)

which can be accelerated by introducing spectral filters $\sigma\left(\frac{k}{N}\right)$, which are smooth functions of compact support $[-1, 1]$, characterised by $\sigma(0) = 1$. Upon application of $\sigma\left(\frac{k}{N}\right)$, one arrives at filtered spectral expansion of function $f(x)$, $S_N^F(x)$ defined below:

$$S_N^F(x) = \sum_{k=-N}^{N} \hat{f}(k)\sigma\left(\frac{k}{N}\right)e^{ikx}$$  

(14)

which converges to $f(x)$ faster than the Gibbs-affected $S_N f(x)$. This is achieved by decreasing the importance of higher order terms in the spectral expansion, which smooths out Gibbs oscillations, while preserving the low-frequency bulk approximation to $f(x)$. However, this operation is equivalent to real space convolution with a Fourier transform of the $\sigma\left(\frac{k}{N}\right)$ filter, which acts like a smoothing kernel and results in global smoothing of the function and subsequent smoothing out of the discontinuity.

2. Mollification

In [14], Gottlieb and Tadmor use the idea of spectral filters to introduce mollification, which is a physical space equivalent of filtering carried out in Fourier space:

$$\Phi_{p,\delta} \ast (S_N f)(x) \leftarrow \sum_{|k| \leq N} \varphi_{p,\delta}\left(\frac{k}{N}\right) \hat{f}(k)e^{ikx},$$  

(15)

where $\varphi_{p,\delta}$ is equivalent to the $\sigma$ in equation (14) above. They define mollifiers $\Phi_{p,\delta}$ as unit mass, non-negative kernels of compact support. These are then adapted at every point within the domain, such that the essential support—i.e., the majority of the nonzero portion—of $\Phi_{p,\delta} \ast (S_N f)(x)$ does not cross the discontinuities in $f$. To avoid the discontinuities, the method must identify where they are. Therefore, recovery of the Gibbs-free solution requires two basic steps: edge detection, followed by real-space mollification.

In [28] Tadmor defines mollifiers by starting from a family of filters $\varphi(\xi)$ characterised by optimal exponential decay in both physical and Fourier space:

$$\varphi(\xi) := \exp\left(-\frac{\xi^2}{2}\right) \times \left[\sum_{j=0}^{P} \frac{1}{2^j j!} \xi^{2j}\right].$$  

(16)
FIG. 2. Illustration of spectral reconstruction and the influence of discontinuities: (a) exponentially convergent expansion of a smooth Gaussian. At expansion order $N = 16$ the reconstruction already resembles the true solution. (b) Gibbs phenomenon on a simple example of a Top Hat function. High frequency oscillations near discontinuities do not vanish with increasing number of modes $N$, as they retain constant amplitude and get ‘pushed closer’ towards the discontinuity.

He then takes their inverse Fourier transform

$$\Phi(y) := \int_{\mathbb{R}} \exp\left(2\pi i y \xi\right) \varphi(\xi) d\xi$$  \hspace{1cm} (17)

to define a global mollifier $\Phi_p(y)$:

$$\Phi_p(y) := \exp\left(-\frac{y^2}{2}\right) \times \left[ \sum_{j=0}^{p} \left(\frac{-1}{4^j j!}\right) H_2\left(\frac{y}{\sqrt{2}}\right) \right]$$  \hspace{1cm} (18)

where $H_\alpha$ is the Hermite polynomial of order $\alpha$ and the number $p$ of frequencies used in the inverse Fourier transform is decided by compactness concerns as described below.

Finally, to ensure appropriate essential support, $\Phi(x)$ is dilated as

$$\Phi_d(x, y) := \frac{1}{\delta(x)} \Phi_p\left(\frac{y}{\delta(x)}\right)$$  \hspace{1cm} (19)

where $\delta(x)$ is given by

$$\delta(x) := \sqrt{\theta d(x)N}$$  \hspace{1cm} (20)

for a free parameter $\theta$.

7 In numerical investigation performed in [28], Tadmor uses the value of $\theta \sim 1/4$, which we implement in our tests as well.

8 A larger region of continuity could be constructed which encloses $x$ but is not centered on it. This could, in principle, improve the effectiveness of the mollifier and is worthy of future study.
and the Fourier-space filtering operation (15) becomes the real-space mollification operation given by

\[
\Phi^d_{PN} \ast (S_N[f])(x) = \int \Phi^d_{PN}(x, y) S_N[f](y)dy
\]  

(23)

for all points \( x \) in the domain [28]. The pointwise convergence of spectral reconstruction \( \Phi^d_{PN} \ast (S_N[f])(x) \) is sub-linear near a discontinuity, but improves to exponential convergence far from it, in accordance with Equation (24) below:

\[
|\Phi^d_{PN} \ast (S_N[f])(x) - S_N[f](x)| \lesssim e^{-\eta d N}
\]  

(24)

where the constant \( \eta \) is dictated by the specific piecewise analyticity properties of \( f \). Close to the discontinuity \( d \) is very small and hence the error is large. Far away from the discontinuity, however, \( d \) increases, forcing the error to become small.

Note that there is a different integral and a different mollification operation for each point \( x \). In this way, mollification is analogous to solving an inverse-problem via Green’s functions methods. We can see this by explicitly rewriting equation (23) as

\[
\Phi_{p,\delta} \ast (S_N[f])(x) = \int G(x, y) S_N[f](y)dy
\]  

(25)

where

\[
G(x, y) = \Phi^d_{PN}(x, y).
\]  

(26)

For a full formal derivation, we refer the interested Reader to Ref. [28] and the references therein. For the estimates of convergence of \( \Phi^d_{PN}(x, y) \) see [28] p. 373-374.

3. Preserving discontinuities

In the limit of \( N \rightarrow \infty \) the dilation operation defined in Equation (19) becomes a Dirac delta function. However, for finite \( N \), the mollifier is supported on the whole real line. This means that, even though it becomes narrower near discontinuities, it still admixes information across them, which leads to and overall smoothing of the edge. This is a milder version of the effect discussed in Section 1C1.

We would like our method to preserve the discontinuous character of \( f \), at the same time making use of the excellent smoothing properties of adaptive mollifiers. For this reason we utilize knowledge of jump locations \( \{c_j\} \) and force the mollifier amplitude to vanish outside the region of smoothness so that:

\[
\Phi^d_{PN}(x, y) := \begin{cases} \\
\frac{1}{a(x)} \Phi^d_{PN}(x, y), & \text{if } c_j \leq y \leq c_{j+1} \\
0, & \text{otherwise,}
\end{cases}
\]  

(27)

\footnote{Within an interval \((x - d(x), x + d(x))\), the mollifier (22) is symmetric in \( x \) and \( y \). However, when \( x \) and \( y \) are sufficiently far apart, this symmetry is broken.}

FIG. 3. Illustration of shape evolution of adaptive single-sided mollifiers as they approach a boundary for piecewise mollification. Figure presents 500 mollifiers constructed for a grid of 500 points in the \([-1, 1]\) domain. Each point on the \( x \)-axis represents the central point of a mollifier for a function with discontinuities at \( x = -0.6 \) and \( x = 0.4 \). The \( y \)-axis is a copy of the \( x \)-axis and the color is the amplitude of the mollifier. Thus the extent of the color in the \( y \)-axis is the extent of the mollifier in the physical domain. The mollifier’s support evolves in space, becoming most compact close to the function discontinuity. In order to avoid combining information from two regions of smoothness across the discontinuity, the mollifying kernel is non-zero only on the side of discontinuity of interest.

where

\[
a(x) = \int_{c_j}^{c_{j+1}} \Phi^d_{PN}(x, y)dy,
\]  

(28)

for a mollifier centered at point \( x \) surrounded by edge positions at \( c_j \) and \( c_{j+1} \). The parameter \( a(x) \) ensures the mollifier is appropriately normalized to have unit mass.

This approach is \textit{ad hoc}—we do not have a formal justification for truncating the mollifiers in this way. However, we believe that the results presented below justify our choice. A formal analysis of mollifiers which vanish outside the region of smoothness may reveal a more optimal construction. This is a subject for future study.

This method results in recovery of truly discontinuous functions, cured of spurious oscillations. Illustration of the single-sided mollifiers is presented in Figures 1 and 3, which show how \( \Phi^d_{PN}(x, y) \) are forced to zero immediately beyond the theoretical position of the discontinuity.
II. CHEBYSHEV POLYNOMIALS OF FIRST KIND

In the remainder of this work, we focus on Chebyshev pseudospectral methods. We therefore spend a few moments to describe them.

A. Initial decomposition

Chebyshev polynomials of first kind $T_n(x)$ form an orthogonal set on $[-1,1]$ under the weight $w(x)$ such that:

$$
\int_{-1}^{1} T_n(x)T_m(x)w(x)dx = \frac{\pi}{2}(1+\delta_{nm}),
$$

$$
w(x) = \frac{1}{\sqrt{1-x^2}}.
$$

(29)

Under restriction to the domain $x \in [-1,1]$ and with the application of Equation (29), Chebyshev polynomials can be used to approximately represent systems characterized by non-periodic boundary conditions. (To this purpose the domain must be appropriately shifted and rescaled). As discussed in Section I A, such a representation (for smooth problems) is subject to an error which decays faster than any power of $N$, as illustrated in Figure 4(a). The plot shows the $L_2$ norm of the difference between the spectral reconstruction and true solution as a function of the highest order of expansion $N$ for a Gaussian function $g(x)$ defined below:

$$
g(x) = e^{\frac{-x^2}{2\sigma^2}},
$$

(30)

where $\sigma = \frac{1}{5}$ to ensure that the relevant piece of $g(x)$ lies well within the domain. The $L_2$ norm decreases exponentially with increasing $N$, leveling off at $\sim 10^{-15}$, reaching machine precision. In the case of a discontinuous function, the $L_2$ norm of error behaves differently, decreasing non-uniformly at a rate $O(N^m)$, where $m \approx -0.7$, as shown in Figure 4(b). This trend is consistent with the recognized influence of discontinuities mentioned in Section I B. The Gibbs oscillations present around discontinuities do not decrease in amplitude, as $N$ is increased. They persist for any choice of $N$, conserving their amplitude as they move closer towards the point of jump in the function.

B. Gauss quadrature and projection

The Chebyshev polynomials possess another favorable property, which facilitates their application in pseudospectral methods introduced in I A. The weights and collocation points associated with all types of Chebyshev-Gauss quadratures are completely analytic and can be straightforwardly computed. In this work, we are using the Chebyshev-Gauss-Lobatto quadrature, which includes collocation points at the domain boundaries. Their locations and associated weights are given by:

$$
x_i = \cos \frac{\pi i}{N}, \quad w_0 = w_N = \frac{\pi}{2N}, \quad w_i = \frac{\pi}{N}.
$$

(32)

As described in Section I A, precise calculation of integrals in order to compute the expansion coefficients is computationally expensive. The quadrature solution provides convenient means of handling the operation using Equation (6), at the cost of introducing truncation error in the approximation of the integral. In the case of smooth functions the pseudospectral and spectral reconstructions converge to the true solution at an exponential rate. In other words, they converge to each other, as illustrated in Figure 5.

Figure 5 presents spectral reconstructions of a smooth Gaussian function using two sets of expansion coefficients. The quadrature ones are computed using the RHS of Equation (5), while the projected ones are computed in Mathematica [19] as an inner product between the Gaussian and a given Chebyshev polynomial, using its high accuracy quadrature method. The same procedure is repeated in the case of a discontinuous function in Figure 6. Because of the Gibbs phenomenon, neither the spectral nor the pseudospectral projection converges onto the original function across the entire domain and the projections differ from each other. This effect needs to be recognized as an additional source of error in any method applied to discontinuous functions.

C. Spatial derivatives

Spectral reconstructions of derivatives of smooth functions inherit the supreme error convergence properties, visualized in Figure 7(a). The result computed using Equation (7) completely overlaps with the analytic result, with the $L_2$-norm of the difference of order $O(10^{-5})$, as expected given Figure 4(a).

With discontinuous functions, however, the Gibbs phenomenon influences the derivative across the entire domain, producing spurious oscillations. This effect is presented in Figure 7(b), where the computed spectral reconstruction differs significantly from the analytic solution. It is also important to note that the information about the exact position of the discontinuity is subject to uncertainty due to the significant size of spacing between collocation points. This effect is less pronounced closer to the domain boundaries, where collocation points are more closely spaced.
FIG. 4. $L_2$-norm difference between the spectral reconstruction and true solution as a function of highest order of expansion $N$. The norm has been computed using high precision quadrature integration. (a) shows the smooth function case, where the difference decreases exponentially with increasing $N$, leveling off at machine precision. (b) exhibits slower convergence due to presence of discontinuities, which retain $O(1)$ error at the discontinuity for all $N$ and allow for $O(1/N)$ convergence away from it. The computed slope of linear fit to the plot provides the approximate order of convergence.

III. EDGE DETECTION

As we saw in Section II C, the spectral derivative of a discontinuous function is not well behaved. This is unfortunate, since the (infinitely) large gradient at a discontinuity provides an excellent means of detecting one. Here we describe the technique, first developed by Gelb [6, 7, 10], for regularizing these spectral derivatives and using them as a way to localize discontinuities in spectral data.
FIG. 6. Spectral reconstructions obtained both through projection and using Gaussian quadrature. Projection coefficients were calculated using high accuracy quadrature method in Mathematica [19], by computing the solution to equation (2). In the case of a discontinuous function reconstructions converge onto each other slower than in 5. The high frequency oscillations close to the discontinuity never vanish due to the Gibbs phenomenon.

FIG. 7. Visual comparison between analytic derivative of function defined in Equation (30) and one computed using Equation (7) for a smooth and discontinuous function case. (a) shows perfect overlap between the analytic and computed result for \( N = 32 \) highest order of expansion. (b) illustrates the influence of the Gibbs phenomenon on the derivative of a discontinuous function. Instead of obtaining two delta functions at the locations of the discontinuities, one observes an oscillating pattern with peaks of highest amplitude located close to the discontinuity. Note that the peaks are not located exactly at the discontinuity. There is some “phase error.”

A. Method

We define the jump function \([f](x)\) of a piecewise smooth function \(f(\cdot)\) to be:

\[
[f](x) := f(x^+) - f(x^-). \tag{33}
\]

In [9], Gelb showed that for admissible concentration factors \(\mu(\frac{k}{N})\) and spectral coefficients \(\tilde{\mu}_k\), in the basis of polynomial derivatives \(T_k^\prime(x)\), the expression below converges pointwise to \([f](x)\):

\[
\frac{\pi \sqrt{1 - x^2}}{N} \sum_{k=1}^{N} \mu \left( \frac{k}{N} \right) \hat{f}(k) T_k^\prime(x) \rightarrow [f](x). \tag{34}
\]

The basic idea here is to filter (à la Vandeve [33]) the spectral expansion of the gradient of \(f\) so that the spurious oscillations in the gradient disappear.

As discussed in [4, 7, 9] there exist multiple concentration factors with convergence rate of \(\sim O(\log \frac{N}{x})\), which exhibit different behaviour close to the discontinuity. Each \(\mu(\frac{k}{N})\) produces its own oscillatory pattern near the jump discontinuities, often trading exponential convergence away from the jump for decreased oscillations close to it. In order to exploit both good convergence and no-oscillation features of individual factors, Gelb and collaborators [4] designed a minmod function as
\[
\text{minmod}(f_1, \ldots, f_j)(x) := \begin{cases} 
\min(f_1(x), \ldots, f_j(x)), & \text{if } f_1(x), \ldots, f_j(x) > 0, \\
\max(f_1(x), \ldots, f_j(x)), & \text{if } f_1(x), \ldots, f_j(x) < 0, \\
0, & \text{otherwise},
\end{cases}
\]

(35)

where each \(f_i\) corresponds to the jump function approximation computed through Equation (34) with a different concentration factor \(\mu\). Note that the minmod function is a pointwise object, since the chosen \(f\) can be different at each point \(x\). The estimated convergence rate of \(\text{minmod}(f \ldots)\) given in Equation (35) to \(f(x)\) is given by the lowest formal bound on the individual concentration methods and evaluates to \(\sim O\left(\frac{\log N}{N}\right)\) (for a formal proof, see [4] and references therein).

In our investigation, we follow [4] and make use of Equation (35) by applying concentration factors \(\mu(kN) = \mu(\eta)\) first defined in [7] as

\[
\begin{align*}
\mu_{\text{trig}}(\eta) &= \frac{\pi}{\sin(\beta)} \sin(\beta \eta), \\
\mu_{\text{poly}}(\eta) &= \pi \eta^p,
\end{align*}
\]

(36, 37)

and

\[
\mu_{\text{exp}}(\eta) = \gamma \eta \exp\left(\frac{1}{\alpha \eta^2 - 1}\right),
\]

(38)

where

\[
\gamma = \pi \int_{1-\epsilon}^{1} \exp\left(\frac{1}{\alpha \tau - 1}\right) d\tau.
\]

Certainly other concentration factors are valid and the application of additional factors is worth investigating.

As in [4], we set \(\beta = \pi\), \(p = 1\), \(\alpha = 6\) and \(\epsilon = \frac{1}{N}\) in our tests. Results of our computations are discussed in Section III B below.

### B. Efficacy

The concentration factors given in Equations (36), (37), and (38) produce jump function approximations akin to those presented in Figure 8. The output is then fed into Equation (35), which results in the functions visualised in Figure 9. Location of discontinuities is then found by searching for local extrema in the minmod result.

In simple cases, when the discontinuities are located well within the domain and have comparable magnitudes, the method proves successful, returning discontinuity position with an error of \(\sim O(10^{-2})\) for \(N = 32\) highest order of expansion. To illustrate this claim, we present the error in discontinuity location and its behaviour with increasing \(N\) in Figure 10, where the jumps occur at \(x = -0.25\) and \(x = 0.30\). Oscillations in the error behaviour are due to changing spatial distribution of collocation points with increasing number of modes. The envelope, however, seems to obey the \(\sim O\left(\frac{\log N}{N}\right)\) error convergence predicted by theoretical arguments in [4]. As shown in Figure 9(a), the minmod function cleanly predicts two peaks, identifying the edges without issue.

Discontinuity location accuracy is not only a function of the order of expansion \(N\), but also the spatial position of the jump within the domain. In the center of the domain, where the collocation point density is smallest, the accuracy is naturally lowest. As the discontinuity moves closer to the domain boundary, the magnitude of difference between detected and true jump location decreases.
FIG. 9. Minmod function computed following (35), using concentration factors in (36), (37), (38). (a) presents the case of discontinuities located well within the domain, where identification of \texttt{minmod} function extrema allows for straightforward computation of the discontinuity location. Errors are quantified in Figure 10. (b) illustrates the inability to easily identify the true discontinuity location because of the minmod function being polluted by spurious extrema. Errors associated with this more difficult case are quantified in Figure 11.

due to higher density of collocation points—compare the absolute values of the error in Figure 11 with those in Figure 10. However, multiple peaks begin to appear in the minmod function, due to poor behaviour of jump function approximations close to the domain boundary. These spurious peaks can make edge detection unreliable near domain boundaries. This issue is well illustrated in Figure 9(b), where clear identification of the correct maximum is not possible. Knowledge of spectral expansion coefficients at this point is not enough to identify a single discontinuity in this regime.

In the attempt to mitigate this effect and allow for correct discontinuity location up to the domain boundaries, we solved the problem heuristically. Our approach utilized spectral reconstruction of the derivative of the function of interest, which contains information about the expected sign of the jump. Despite the presence of Gibbs phenomenon, we were able to discard spurious minmod peaks by comparing their sign against neighboring extrema in the derivative. In the case of fluid shocks, one might be able to use shock indicators for further guidance. This approach is not yet robust and requires more experimentation in more realistic settings. Another way to mitigate this difficulty might be via nonlinear enhancement, as described in [9].

These spurious peaks provide further difficulties in the presence of multiple discontinuities of varying magnitudes. It is not always clear how to distinguish a smaller, physical peak in the minmod function from a spurious one. Moreover, a small discontinuity may be washed out entirely if it is accompanied by a larger one.

IV. MOLLIFICATION

Mollification, as discussed in Section 1C 2 is an operation carried out on the spectral reconstruction in real space. In our tests, we approximate continuum mollification by discrete mollification on a very fine, evenly-spaced grid of 500 points ($x$ values) within the domain $[-1, 1]$. For each $x$, we compute an appropriate adaptive mollifier, based on the point position within the domain and the location of the closest detected discontinuity. We
malize the mollifiers. We first extended the information and treating the boundaries as discontinuities to renormalize the mollified reconstruction by the mollifier at all \( x \) and perform discrete integration over the whole domain (e.g., via Chebyshev integration or via a quadrature rule). This means we compute 500 integrals, which is potentially very expensive. For realistic problems, a more efficient integration scheme is probably desirable.

\[ \frac{\text{computed difference}}{\text{Gelb\&Cates 2007 bound}} \]

FIG. 11. Difference between the true discontinuity location and the one computed using edge detection recipe provided by [4] for a discontinuity located close to the domain boundary, as a function of order of expansion \( N \). There were two discontinuities of the same jump magnitude, present at \( x = 0.496 \) and \( x = 0.996 \) on the domain \([-1,1]\). The minmod function was sampled on a real space grid of 500 points. The edge detection algorithm performs well for high enough expansion order \( N \) with the absolute error lower than in the case of discontinuity location well within the domain. However, it finds spurious peaks and fails to find the physical discontinuity for \( N = 16, 20, 32 \).

\[ \frac{\text{Gelb\&Cates 2007 bound}}{\text{computed difference}} \]

then multiply the Gibbs-polluted reconstruction by the mollifier at all \( x \) and perform discrete integration over the whole domain (e.g., via Chebyshev integration or via a quadrature rule). This means we compute 500 integrals, which is potentially very expensive. For realistic problems, a more efficient integration scheme is probably desirable.

**A. The Handling of Boundaries**

Non-periodic boundary conditions require careful handling of domain boundaries. Lack of information outside of the domain influences the integration result, with the effect most pronounced for grid points closest to the edges of the domain at \( x = -1.0 \) and \( x = 1.0 \). Every grid point outside of the domain effectively gives zero contribution to the discrete integral, creating an effect akin to a smoothed discontinuity, discussed in Section I C.1.

In an attempt to improve convergence at the boundaries, we considered different approaches such as the introduction of narrow buffer zones outside of the domain and treating the boundaries as discontinuities to renormalize the mollifiers. We first extended the information beyond domain boundaries by adding a mirror reflection of the values within \( \delta(x) \) from the boundary \(^{10}\) to make sure we cover the width of essential support of the mollifier and minimize the influence of missing values on the discrete integral. We have chosen to mirror the values in order not to introduce bias and only make use of the reconstructed function. This approach yielded promising results, producing errors of order \( O(10^{-3}) \) for \( N = 32 \) (10) highest order in Chebyshev expansion.

We then tried a different approach, using ideas derived from mollifier modification across the discontinuity as described in Section I C.3. We required the mollifiers to reject information beyond the domain by forcing their amplitude to zero across the boundary and renormalizing them to have unit mass. This solution resulted in a better error behavior, with values of order \( O(10^{-5}) \) for \( N = 32 \) highest order in Chebyshev expansion. It also had the advantage of being entirely contained within the domain, therefore we decided to implement it in our method.

\[ \text{Difference between detected and true edge location vs expansion order } N \]

**B. Results and error convergence**

Piecewise mollification with the single-sided mollifiers illustrated in Figures 1 and 3 has proved effective in reducing Gibbs oscillations, while still preserving the discontinuous character of the functions under investigation. Figure 12 shows the mollified result plotted against the unprocessed spectral reconstruction and the original top hat function computed for \( N = 32 \) modes in the Chebyshev polynomial expansion. Figure 12(a) presents the top hat positioned well within the domain, while Figure 12(b) illustrates a possible result of advection of the top hat waveform such that majority of it has already managed to leave the domain. In both cases, the mollified reconstruction removes unwanted oscillations, and retains a (slightly smoothed out) discontinuity.

In order to quantify the method’s performance we compute a pointwise error across the domain by taking the difference between mollified result and analytic function value at our 500 discrete \( x \). We show this error for the single discontinuity case in Figure 13 and the two discontinuity case in Figure 14. The pointwise error depends strongly on the position and number of discontinuities. Nevertheless performance is quite satisfactory in all cases we investigated. In the single discontinuity case, we also compare the pointwise errors to the unmollified case. The improvement via mollification is dramatic.

These relationships are further investigated in Figures 15 and 16, where we plot the pointwise difference between the mollified reconstruction and the analytic function for \( x = 0.002 \) and \( x = -1.00 \) respectively. We find that for a point away from a single discontinuity the rate of error convergence exhibits exponential behaviour, while it

---

\(^{10}\) \( \delta(x) \) is defined by (20) with \( x = -1.0 \) and \( x = 1.0 \) for the respective boundaries.
FIG. 12. Effect of piecewise mollification applied to a top-hat function projected onto a basis of $N = 32$ Chebyshev polynomials. Piecewise mollification (thick solid) smooths out the Gibbs oscillations in the reconstruction (dashed) and preserves the discontinuous properties of the original function (fine solid), irrespective of a shallow slope of the reconstruction. (a) Two discontinuities located well within the domain. (b) A single discontinuity well within the domain.

FIG. 13. Pointwise difference between the analytic and computed result for mollified (left) and unmollified (right) spectral reconstruction sampled on an equally spaced grid of 500 points in the domain $[-1, 1]$. The panels show the case of a single discontinuity within the domain, as presented in Figure 12(b). The error in mollified reconstruction converges exponentially away from the discontinuity, as shown in Figure 15, while the unmollified reconstruction suffers poor convergence. Performance of mollification with $N = 16$ modes involved is comparable to that of the $N = 128$ unmollified spectral reconstruction.

seems to be of order $\sim O(N^{-4})$ between the two discontinuities. At the domain boundaries, regardless of the solution character within it, the error seems to converge at approximately 3rd order.

Our results are in qualitative agreement with [28], where the author demonstrates exponential error convergence away from discontinuities, nearly $O(1)$ error at the discontinuity itself and similar magnitude of error present at the domain boundaries. However, it is important to recognize that our numerical tests used different trial functions, spectral projection and discrete integration methods, which do not allow for a direct comparison between the two results.

C. Stability of the method

In some cases, the edge detection algorithm may fail to detect an edge or locate it with significant error. (See for example Figure 9(b).) In both cases the mollified solution still retained its good behaviour away from the discontinuity, with the increase in error influencing only the
We emphasize that a failure of the mollifier prevents the successful evolution of the system. All mollification is performed in post-processing.

We present snapshots of the mollified solution to Equation (39) in Figure 17. When the discontinuities are far from domain boundaries, the solution behaves as described in Section IV B. There is a slight smearing of the discontinuity (providing $O(1)$ error), but otherwise the mollified solution is extremely good. When a discontinuity is very near domain boundaries, however, this smoothing increases and can spoil the mollified solution near the discontinuity.$^{11}$ Fortunately, this smearing is local, and the global solution is still well-behaved. We believe this robustness of the mollifier is critical for its successful application in the future.

### B. Comparison to Gegenbauer Polynomials

The Gegenbauer reconstruction, first proposed by Gottlieb and Shu [13] has received much attention as a post-processing technique that enables spectral methods to resolve shocks and discontinuities. The Gegenbauer polynomials $C_α^ν(x)$ are those Jacobi polynomials which are orthogonal under the norm

$$\langle \phi, \psi \rangle = \int \phi(x)\psi(x)(1 - x^2)^{α-1/2}dx. \quad (40)$$

In this approach, smooth regions of a discontinuous spectral solution are reprojected onto a finite-sized basis of a subset of the Gegenbauer polynomials with fixed $α$. $α$ is chosen such that the new basis is sufficiently “different” from the original spectral basis. In this way, Gibbs oscillations can be removed up to the discontinuity and a spectrally accurate, discontinuous solution can be constructed. For more details on the Gegenbauer reconstruction, see [15] and references therein. For some examples

$^{11}$ We emphasize that a failure of the mollifier does not prevent the successful evolution of the system. All mollification is performed in post-processing.
FIG. 15. Difference between the analytic function and mollified spectral reconstruction at $x = 0.002$ as a function of expansion order $N$. The point was chosen carefully, to avoid probing the spectral reconstruction at a collocation point. Cases under consideration are the same as in Figures 14 and 13—two discontinuities within the domain (left) and a single discontinuity (right). Piecewise mollification seems to prove its exponential accuracy away from a single discontinuity (right), however suffers worse performance between the two of them (left). The spectral reconstruction behaves poorly in both cases, not exhibiting convergence at all.

FIG. 16. Difference between the analytic function and mollified spectral reconstruction at $x = -1.000$ as a function of expansion order $N$. The case under consideration is the same as in Figure 14—two discontinuities within the domain. Piecewise mollification seems to provide approximately 3rd order convergence at the domain boundary. The spectral reconstruction case is not included, as the domain boundary is one of the collocation points for Chebyshev-Gauss-Lobatto quadrature. By construction, this point is required to agree with the function exactly.

of “realistic” one-dimensional applications of the Gegenbauer approach, see [5, 8, 22].

The Gegenbauer reconstruction thus fills the same role as our discontinuous mollifiers. It is a post-processing technique that removes the Gibbs oscillations from a spectral solution of a PDE system and it requires some method of finding the discontinuities, such as the one described in Section III. It is therefore worth comparing the Gegenbauer reconstruction to our mollifiers.

Figure 18 shows the Gegenbauer reconstruction for the advection equation (39) using the techniques described in Section IA and the method of lines. We use Equation (31) as initial data. Our Gegenbauer code is open source and the interested Reader can find it in [24]. The figure shows that the reconstruction behaves well when the discontinuities are in the center of the domain. However, when the discontinuities are near domain boundaries, the global solution breaks down. In this way, the Gegenbauer reconstruction is not robust. As we discuss in Section V, mollified reconstructions are not vulnerable to this instability.

12 [5] studies a two-dimensional system, but the Gegenbauer reconstruction is only applied to a one-dimensional test case.

13 We note that there are techniques designed to improve the robustness of the Gegenbauer reconstruction, which we did not explore. For example, see [6], [10] and references therein.
In realistic settings, shocks and discontinuities may well be present near domain boundaries. Moreover, in multiple dimensions, it may be much more difficult to localize a discontinuity. We believe the robustness of the mollifiers, compared to the Gegenbauer reconstruction, may prove critical in handling these difficulties.

VI. CONCLUDING THOUGHTS

In the course of this work, we have investigated the efficacy of several techniques that detect discontinuities in spectral data and that help reduce the error introduced by the associated Gibbs phenomenon. We have found that, although these techniques are very promising, they require careful implementation for practical applications. The spectral edge detection developed by Gelb is a good example of this. Theoretical accuracy is attained in ideal situations, such as for a discontinuity in the center of the domain, but spurious oscillations spoil the solution when the discontinuity is near a domain boundary. (See, e.g., figures 10 and 11.)

Moreover, the best technique in theory may be inferior in practice. In ideal cases, the Gegenbauer reconstruction provides uniform root-exponential convergence (in the number of modes of the original system) to a true solution, up to and including discontinuities [13]. However, Boyd demonstrated that as the number of Gegenbauer modes increases, convergence can easily be destroyed [2]. In our experiments, we have found the Gegenbauer reconstruction to perform very poorly when the discontinuity was poorly localized (as is the case with Gelb’s edge detection near domain boundaries), while Tadmor’s mollifiers performed significantly better. (See, e.g., figures 18 and 17.) We believe our experience aligns well with Boyd’s argument.

As a result of our experiments, we have improved upon both the edge detection developed by Gelb and collaborators [4, 7, 9] and the mollifiers developed by Tadmor and collaborators [14, 29, 30]. In particular, we have developed several techniques for handling erroneous behaviour at the boundaries of the domain and, more importantly, we have introduced mollifiers that vanish outside the region of smoothness. These one-sided mollifiers allow for the recovery of truly discontinuous solutions in a way that is more resistant to perturbation than the Gegenbauer reconstruction. We believe our improved versions of these techniques are a promising path towards using high-order spectral methods in production simulations of non-smooth problems. However, there are many obstacles that must be overcome. The study presented here is preliminary—it is only in 1D and covers relatively simple, linear systems.

In higher dimensions, the increased dimensionality of the discontinuity itself poses a problem. In one dimension, a discontinuity is localized to a point. However, in two and three dimensions it is a line and a surface respectively. Worse, the extra dimensionality allows discontinuities to have complex geometric and topological structure. The obvious extension of our one-dimensional results to this setting is via a Cartesian product. However, it is not clear how effective this approach will be.

Nonlinear systems provide another challenge. In the linear case, the error introduced by the Gibbs phenomenon simply advects across the grid. However, in nonlinear systems, aliasing error will translate this error into “physical” source terms and can drive an instability. Tadmor’s spectral viscosity method provides stability and convergence criteria for spectral solutions of these nonlinear systems [27]. However, it is not clear how effective this technique will be when multiple kinds of physics and solution methods, for example gravity and radiation transport, are added to the calculation.

Another issue with nonlinear systems is that they have regimes of validity. For example, the Gibbs phenomenon may drive fluid density or pressure to a non-positive value. One may need to play tricks (such as an artificial atmosphere) to preserve stability. And these tricks may damage global convergence.

On the other hand, nonlinear systems also provide physical measures of success and physical tools which can be used to detect shocks and discontinuities, perhaps augmenting the edge detection discussed here. One could, for example, look at generalized Riemann conditions or entropy production for contact discontinuities and shock discontinuities respectively.

Finally, mollification efficiency is a challenge. Mollifying a spectral reconstruction requires one integral per sample point. If the quadrature points of numerical integration are the sample points, this translates into a computational cost quadratic in the number of sample points. This cost is somewhat mitigated by the fact that mollification is performed as a post-processing step and does not need to be applied at every time step. Nevertheless, an efficient and adaptive integration scheme is required. We do not believe these difficulties are insurmountable. However, they require careful study. Indeed, we believe they are promising avenues of future research. The extreme efficiency of spectral methods mean that, if these difficulties are resolved, calculations that are currently performed on a supercomputer could be performed on a desktop. These potential gains make this extra care worthwhile.

14 And of course, in many dimensions, as in one, there may be multiple disjoint discontinuities.
15 We note that the fact that the mollifier depends on space, and in fact changes dramatically when one moves across a discontinuity, precludes its evaluation in the spectral domain. Therefore, we can not take advantage of more efficient fft methods to improve efficiency.
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FIG. 17. Snapshots of the mollified reconstruction of an advected square wave on a periodic domain. The reconstruction suffers from significant errors when the wave reaches the domain boundary, when edge detection method fails. This, however does not entirely inhibit the recovery of the underlying solution. Read from left to right, top to bottom: (a) the square wave begins well within the domain and the mollified reconstruction provides 4th order convergence presented in Figure 15; (b) as the wave approaches domain boundary the reconstruction is not affected; (c) the mollified reconstruction suffers significant error at the domain boundary, however does not prevent recovery of information between the detected discontinuity and the boundary; (d) the reconstruction remains stable as the wave crossed the periodic boundary; (e) the reconstruction is only affected in the direct vicinity of x=1.0 boundary; (f) the reconstruction behaves just like in (a)
FIG. 18. Relevant snapshots of a Gegenbauer reconstruction of an advected square wave on a periodic domain. The reconstruction fails when the wave reaches the periodic domain boundary. Read from left to right, top to bottom: (a) the square wave begins near the center of the domain and the Gegenbauer reconstruction provides root-exponential convergence up to the point of discontinuity; (b) as the square wave approaches the edge, the reconstruction closest to the edge fails; (c) the Gegenbauer reconstruction fails entirely for the portion of the solution near the domain boundary; (d) the reconstruction stabilizes while the square wave crosses the domain boundary; (e) the reconstruction completely breaks down; (f) the reconstruction recovers and converges exponentially far from the domain boundaries.