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Abstract

Multiple-input multiple-output (MIMO) systems have an advantage of spectral efficiency compared to single-input single-output systems, which means that the MIMO systems have significantly higher data throughput. The V-BLAST (Vertical Bell Laboratories Layered Space Time) scheme is a popular transceiver structure which has relatively good performance. In the V-BLAST scheme, ordered successive interference cancellation (OSIC) technique was proposed as a possible efficient detection method in terms of performance and complexity. However, MIMO systems suffer from high complexity and implementation cost. As a practical solution, a technique called antenna selection has been introduced. Since the existing literature considered only the capacity-based selection, we develop an optimal selection method for V-BLAST scheme using OSIC detection with respect to error rate performance in this article. Its complexity is shown to be proportional to the fourth power of the number of transmit antennas. To reduce the complexity without significant performance degradation compared to the optimal selection method, a near-optimal selection method is also proposed. Simulation results show that the proposed selection method is very close to the performance of optimal selection.

Keywords: MIMO systems, antenna selection, V-BLAST, QR decomposition, OSIC detection, low complexity

Introduction

The spatial multiplexing systems with multiple transmit/receive antennas, referred to as multiple-input multiple-output (MIMO), have been developed to provide high data rate with limited bandwidth, i.e., high spectral efficiency. MIMO techniques can also be used to increase the diversity order for reliable transmission in a fading channel [1], [2]. One of the implementation issues of MIMO systems is the increased hardware complexity and cost. A popular approach being employed to address the issue is the technique called the antenna selection. It has been shown that antenna selection maintains the same diversity order as the full antenna system, which makes antenna selection even more attractive (see [3], [4], and references therein).

In antenna selection, a critical issue is developing the selection method. In [5], those authors proposed selection methods based on minimum error rate for spatial multiplexing systems with linear and maximum likelihood (ML) receivers. Similar results based on the second-order statistic of the channel are also described in [6]. Selection method when using the space-time coding was provided in [7]. In [8], an optimal selection method for maximizing the capacity was proposed, and incremental or decremental selection methods as a greedy search algorithm were suggested to reduce the selection complexity in [9]. For ML detection, the performance analysis of antenna selection was already studied in [10] by giving upper bounds on the pairwise error probability. However, the selection method for a nonlinear receiver such as successive interference cancellation (SIC) has not been investigated thoroughly. Even though antenna selection for V-BLAST (Vertical Bell Laboratories Layered Space Time) scheme was analyzed in [11], this article considered only the capacity as a performance metric as in the existing literature. In terms of error rate performance, few articles have considered antenna selection for the V-BLAST scheme using ordered successive interference cancellation (OSIC) detection since the detection order makes the analysis more complicated.

In this article, we focus on the antenna selection for V-BLAST scheme using OSIC detection with respect to error rate performance. Basically, SIC has two operations:
nulling and cancellation. Common methods for the nulling step are the minimum mean square error (MMSE) and zero-forcing (ZF). In addition, it is well known that the detection order is critical to the overall performance. The optimal detection order is obtained by choosing a stream with the largest signal-to-noise and interference ratio (SINR) at each stage of the detection process as shown in [12].

Considering the optimal detection order, we derive an alternative expression for SINR using QR decomposition of which the derivation is similar to [13]. The optimal antenna selection method will be derived using this expression. However, obtaining the optimal detection order needs so many pseudo-inverse matrix operations as the number of transmit antennas. Therefore, the selection operation itself becomes very complex. In order to reduce the selection complexity, we will propose a new detection order with which we select the antenna subset. This new detection order can be obtained by only one pseudo-inverse matrix operation, and thus it can be very effective in the MIMO systems with a large number of antennas. We will show that the reduction in the selection complexity of the new detection order does not degrade the overall performance significantly by analysis and simulations.

The rest of this article is organized as follows. Section II describes the system and the channel model. In Section III, we review the OSIC detection used in the conventional V-BLAST scheme and derive an alternative expression for SINR. In Section IV, we derive the optimal antenna selection method, and propose new near-optimal selection method. In Section V, we discuss the complexity of both methods. Section VI shows the simulation results. Finally, we provide our conclusion in Section VII.

System and channel model

MIMO wireless systems with \( T \) transmit and \( R \) receiver antennas are considered in this study. The number of available radio frequency chains are \( N \) and \( M \), respectively. According to the selection criterion, \( N \) out of \( T \) and \( M \) out of \( R \) transmit and receive antennas, respectively, are selected. The channel has flat fading which is slowly time varying. We assume that the receiver can track the channel state information (CSI) perfectly, but the transmitter does not know CSI. Therefore, antenna selection should be carried out on the receiver side by using current CSI. The selected antenna indices are then fed back to the transmitter. We also assume that this feedback path has negligible error and delay.

After antenna selection is applied, the discrete time for the MIMO system model can be described as

\[
y = \sqrt{\frac{\text{SNR}}{N}} \mathbf{H} \mathbf{x} + \mathbf{n}
\]

where SNR is the expected signal-to-noise ratio at each receiver antenna, \( y \) represents the \( M \times 1 \) received symbol vector, \( \mathbf{H} \) is the \( M \times N \) selected channel matrix, \( \mathbf{x} \) is the \( N \times 1 \) transmitted symbol vector, and \( \mathbf{n} \) is the complex additive white Gaussian noise with variance \( 1/2 \) per each dimension. Each entry of the \( R \times T \) original channel matrix is an i.i.d. circular symmetric complex Gaussian fading coefficient with zero mean and unit variance. The transmitted symbol is normalized such that \( E[\mathbf{x}\mathbf{x}^H] = \mathbf{I}_N \), where \( \mathbf{I}_N \) is an \( N \times N \) identity matrix. Throughout this article, \( (\cdot)^H \) and \( (\cdot)^\dagger \) denote the complex conjugate transpose and the transpose of a matrix, respectively. A (Moore-Penrose) pseudo-inverse of a matrix is represented by \( (\cdot)^\dagger \), and \( (\cdot)_i \) stands for the \( i \)th column of a matrix.

**OSIC detection algorithm**

**A. ZF-based nulling**

The OSIC with ZF as the nulling step had been described in [12]. In order to derive an alternative expression for SINR at each detection stage, we summarize the overall process of ZF-OSIC detection algorithm as follows:

**initialization:**

\[
i \leftarrow 1
\]

\[
r_1 = y
\]

\[
G_1 = \sqrt{\frac{N}{\text{SNR}}} \mathbf{H}^\dagger
\]

\[
k_1 = \arg \min_j ||(G_1^\dagger)_{ij}||^2
\]

**recursion:**

\[
\mathbf{w}_{k_i} = (G_1^\dagger)_{k_i}
\]

\[
y_{k_i} = \mathbf{w}_{k_i}^H r_i
\]

\[
\hat{x}_{k_i} = \mathbf{Q}(y_{k_i})
\]

\[
r_{i+1} = r_i - \sqrt{\frac{\text{SNR}}{N}} (\mathbf{H})_{k_i} \hat{x}_{k_i}
\]

\[
G_{i+1} = \sqrt{\frac{N}{\text{SNR}}} \mathbf{H}_{k_i}^\dagger
\]

\[
k_{i+1} = \arg \min_j ||(G_{i+1}^\dagger)_{ij}||^2
\]

\[
i \leftarrow i + 1
\]

where \( H_{k_i} \) denotes the matrix obtained by zeroing \( k_i \) to \( k_i \) columns of \( \mathbf{H} \) and \( H_{k_i}^\dagger \) = \( \mathbf{H} \). Assuming the previous detected symbol is correct and using the fact that \( \mathbf{W}_{k_i} \) vector is orthogonal to columns which is not yet detected and canceled, the post-detection SINR for the \( k \)th stream is
\[ \rho_i = \frac{\text{SNR}}{N} \frac{1}{|w_k|^2} \]
\[ \text{SNR} \frac{1}{N} \left( H_{k+1}^H (H_{k+1}^H)^{-1} \right)_{k,k_i} \]
\[ (2) \]

We assume that the detection order is known in advance for the time being. This seems unreasonable at first, but from the procedure in [12], we can see that the detection order depends on only the channel matrix. In other words, the detection order is not affected by cancellation steps of the transmitted symbols. Therefore, if the current channel can be estimated at the receiver via training or pilot signals, then we can obtain the detection order for the antenna selection. Because antenna selection achieves larger gain in a slow-fading channel than in a fast-fading channel, the processing to obtain the detection order does not have to occur frequently. Thus, we can also use the detection order of the training signals.

Let the optimal detection order \( p = [k_1, k_2, ..., k_N] \). Using this order, we can make the permutation matrix \( P \) as follows:
\[ P(k_i, N - i + 1) = 1 \quad \text{for} \quad 0 \leq i \leq N \]
\[ (3) \]
where the size of \( P \) matrix is \( N \times N \), and \( k_i \) is the integer number between 1 and \( N \) which is the \( i \)-th element of the \( p \) vector. To rearrange the columns of the channel according to the detection order, we multiply the channel matrix by the \( P \) matrix. It can easily be checked that this operation rearranges the columns of the channel matrix from the right to the left according to the detection order. The permuted channel matrix can be denoted by a QR decomposition:
\[ HP = QR \]
\[ (4) \]
where \( Q \) is an \( M \times N \) matrix such that \( Q^H Q = I_N \), and \( R \) is an \( N \times N \) upper triangular matrix. Now, using the definition of pseudo-inverse matrix \( H^+ = (H^H H)^{-1} H^H \) and \( P^{-1} = P^H \), we can get \( H^+ = PR^{-1}Q^H \). Therefore, the following relation is obtained:
\[ H^+ (H^+)^H = (H^H H)^{-1} PR^{-1} (H^H)^{-1} P^H \]
\[ (5) \]
Owing to the special structure of the \( P \) matrix, the diagonal element of denominator of (2), i.e., the norm of \( k_i \)-th row can be described as follows:
\[ \left( H_{k_i}^H (H_{k_i}^H)^{-1} \right)_{k_i,k_i} = \left( (H_{k_i}^H)^{-1} \right)_{k_i,k_i} \]
\[ (6) \]
Since \( (R^{-1})_{ij} = 1/R_{ij} \) for an upper triangular matrix for all \( i \), an alternative expression for the post-detection SINR of the \( k_i \)-th stream is
\[ \rho_i = \frac{\text{SNR} |R_{N-i+1,N-i+1}|^2}{N} \]
\[ (7) \]
That is, the SINR of each detection stage is proportional to the squared absolute value of diagonal elements of \( R \) matrix. This result can be explained intuitively as follows. The pure permutation operation of the channel matrix does not affect the system performance. The detection order in \( HP \) is from the rightmost column to the leftmost column. In this case, the nulling vector \( w_k \) is the same as the conjugate of the \((N - i + 1)\)-th column of \( Q \) matrix, i.e., \( w_k = (Q_{N-i+1})^H \). Therefore, the SINR at the first detection stage is proportional to the last diagonal element \( R_{N,N} \) of \( R \), the SINR at the second detection stage to \( R_{N-1,N-1} \), and so forth.

B. MMSE-based nulling
In the case of the MMSE-based nulling, pseudo-inverse matrix operation should be changed as follows:
\[ G_1 = \sqrt{\alpha}(H^H H + \alpha I_N)^{-1} H^H \]
\[ (8) \]
where \( \alpha = \frac{N}{\text{SNR}} \). The ZF nulling completely eliminates the interference among transmitted streams at the expense of noise enhancement. On the other hand, the MMSE-based nulling pursues the balance of noise enhancement and estimation error. Here, we let \( H^H \sqrt{\alpha I_N} = A H \), then
\[ A^* = (A^H A)^{-1} A^H \]
\[ (9) \]
\[ = (H^H H + \alpha I_N)^{-1} [H^H \sqrt{\alpha I_N}] \]

Hence, \( G_1 \) is the same as the first \( M \) columns of \( A^* \).

Now, we can notice that the \( A^* \) has the pseudo-inverse form similar to the ZF equalizer, \( H^* \). From this point of view, we can also express the alternative expression for SINR of MMSE-OSIC. In the same manner, we make the permutation matrix \( P \) under the assumption that we know the optimal detection order in advance. By considering the detection order, we make a modified augmented matrix:
\[ \begin{bmatrix} HP \\ \sqrt{\alpha I_N} \end{bmatrix} = QR = \begin{bmatrix} Q_o \\ Q_i \end{bmatrix} R \]
\[ (10) \]
where \( R \) is the \( N \times N \) upper triangular matrix with real diagonal elements, and it is noted that the \( M \times N \) upper matrix \( Q_o \) may not be a unitary matrix. From the above equation, \( HP = Q_o R \).

The post-detection SINR of MMSE V-BLAST for the \( k_i \)-th stream is
\[ \rho_i = \frac{1}{\alpha \left( (H_{k_{i-1}}^H H_{k_{i-1}} - \alpha I_N)^{-1} \right)_{k_i,k_i}} - 1. \]
\[ (11) \]
Using the definition of pseudo-inverse, the following equality is established for the augmented matrix $A$:

$$A^+(A^A)^H = (H^TH + \alpha I_N)^{-1}. \quad (12)$$

By combining (10), (11), and (12) according to the similar argument of ZF-OSIC, the $k_i$th post-detection SINR is

$$\rho_k = \frac{\|R_{N+i-1,N+i-1}\|^2 - 1}{\frac{\text{SNR}}{N} \|R_{N+i-1,N+i-1}\|^2} - 1. \quad (13)$$

The $k_i$th SINR of MMSE-VBALST has the similar form as (7) except for the QR decomposition applied to the augmented matrix and the bias term of -1.

**Selection criteria**

Let us now develop the antenna selection method using the alternative expression for SINR discussed in the preceding section.

**A. Optimal selection methods**

The error rate performance of a spatial multiplexing MIMO system is mostly affected by the stream with the smallest SINR. Therefore, it is optimal to choose the antenna subset maximizing the minimum value of diagonal elements of the $R$ matrix for OSIC. The optimal selection criterion $\text{SC}_{\text{opt}}$ with respect to symbol error rate is

$$\text{SC}_{\text{opt}} = \max_{s \in S} \min_{i} R_{s,i}(s)$$

(14)

where $S$ is the set of all possible antenna combination, and $s$ is the element set which consists of the selected antennas, $1 \leq i \leq N$.

**B. Proposed selection method**

The optimal method needs to compute a pseudo-inverse matrix operation at each iteration step to determine the detection order ($p$). In general, a pseudo-inverse of a matrix can be computed through singular value decomposition (SVD). As an alternative detection order, we propose to determine the detection order by a single pseudo-inverse as follows:

$$P_{\text{prop}} = [p_1, p_2, \ldots, p_N]$$

s.t. $||\{G_1^T\}_{p_i}|| \leq ||\{G_1^T\}_{p_j}||,$ $\forall i \leq j$. \quad (15)

That is, the detection order is determined by the row norms of $G_1$ in the increasing order. To have some intuition, let us consider the ZF-OSIC algorithm again and assume $||g_1^T|| \leq ||g_2^T|| \leq \cdots \leq ||g_N^T||$, where $g_i$ stands for the $i$th row vector of $G_1$. If the first stream is detected and canceled, then we have

$$\sqrt{\frac{N}{\text{SNR}}} H_1^T H_1 = \begin{bmatrix} 0^T \\ g_1^T + \delta_1^T \\ \vdots \\ g_N^T + \delta_N^T \end{bmatrix} = \begin{bmatrix} 0 & h_2 & \cdots & h_N \end{bmatrix}$$

(16)

where $\delta_i$ represents the variation vector from $G_1$. From this relation and $H^TH = I_N$, we can induce following property for $i = 2, 3, \ldots, N$:

$$\delta_i \perp \{h_2, \ldots, h_N\}$$

(17)

$g_i \in \text{span}\{h_2, \ldots, h_N\}$. That is, $\delta_i$ is orthogonal to $g_i$. Therefore each squared row norm of $\sqrt{\frac{N}{\text{SNR}}} H_1^T$ is

$$||g_i + \delta_i||^2 = ||g_i||^2 + ||\delta_i||^2. \quad (18)$$

However, we do not know the norm of variation vectors in advance. Therefore, it is possible to have $||g_i||^2 + ||\delta_i||^2 < ||g_i||^2 + ||\delta_i||^2$, for some $i > 2$. From this point on, the new detection order begins to deviate from the optimal order. If the variation vector has a small norm, then the new detection order will be nearly the same as the optimal detection order. Thus, we propose to use this new detection order for selecting the antenna subset. The $P$ matrix can be produced through only one pseudo-inverse of the channel matrix $H$.

Since (17) is not satisfied for MMSE-OSIC, additional term begins to affect on the row norm as

$$||g_i + \delta_i||^2 = ||g_i||^2 + ||\delta_i||^2 + 2 \|g_i\| \|\delta_i\|. \quad (19)$$

Therefore, when the selection using new detection order is used for MMSE-OSIC, it is obvious that the performance gap from optimal selection case will be larger than in the ZF-OSIC case, which will be shown in simulation results. Of course, this analysis does not show the effect on the diagonal elements of the $R$ matrix directly. However, we can conjecture that the variation vector has small norm for a random complex matrix. Therefore, the new detection order will be almost the same as the optimal order at least for the first few indices. Here, we notice that the first order is always the same for the optimal and the suboptimal order, but the tractable analysis on the overall effect of the detection order may be difficult as the number of transmit and receiver antenna increases.

**Complexity comparison**

In this section, we evaluate the selection complexity quantitatively. One way to quantify this is with the notion
of a flop which is a floating point operation. The complexity is measured by the number of flops, denoted as \( F \). For an \( M \times N \) matrix \( \mathbf{H} \in \mathbb{C}^{M \times N} \), a Classical Gram-Schmidt (CGS) algorithms for QR decomposition needs \( F_{\text{CGS}} = 8M^2N - 2MN^2 \) flop operations [14]. The flop count for SVD of a real valued \( M \times N \) matrix is given by \( 4M^2N + 8MN^2 + 9N^3 \) in Golub-Reinsch algorithm [15]. The multiplication and the addition between two complex scalar values require six flops and two flops, respectively. Further, most operations in SVD are matrix multiplications, which in turn consist of several vector dot products. Each dot product of two real vectors with length \( N \) has the flop count of \( 2N \), whereas the flop count for two complex vectors is \( 8N \). That is, the SVD complexity of a complex matrix is four times higher than that of a real matrix approximately due to some additional scalar multiplications and additions. This is more accurate than [14] where the flop count of a complex SVD is approximated by six times that of a real SVD by treating every operation as complex multiplication. Thus, the flop count for SVD of a complex valued \( M \times N \) matrix is \( F_{\text{SVD}} \approx 16M^2N + 32MN^2 + 36N^3 \).

To get the optimal detection order, we need \( N \) pseudo-inverse operations for the matrices where the size decreases from \( M \times N \) to \( M \times 1 \). Therefore, the total flop count for optimal order can be calculated by

\[
F_{\text{Opt-Order}} \approx \sum_{k} 16M^2k^3 + 32Mk^2 + 36k^3
\]

\[
= 8M^2N(N + 1) + \frac{16}{3} MN(N + 1)(2N + 1)
\]

\[
+ 9N^2(N + 1)^2. \quad (20)
\]

Therefore, the total flop count of optimal selection is

\[
F_{\text{Tot-Opt}} \approx F_{\text{Opt-Order}} + F_{\text{CGS}}
\]

\[
\approx O((\max[8K^2, (32/3)K]) \cdot N^4) \quad (22)
\]

where we set \( K = M/N \) as the ratio of the number of receiver antenna to that of transmit antenna, which is larger than one for a V-BLAST system. While the new detection order needs only one pseudo-inverse matrix operation, the total flop count of the proposed selection method is

\[
F_{\text{Tot-Sub}} \approx F_{\text{SVD}} + F_{\text{CGS}}
\]

\[
\approx O((\max[24K^2, 32K, 36]) \cdot N^3). \quad (24)
\]

Approximately, the proposed algorithm has \( 1/N \) times the complexity of the optimal selection method in flops for the case of \( K = 1 \). Thus, the larger the number of transmit antenna \( N \), the more the complexity reduction that we get for the proposed selection method.

**Simulation results**

Monte Carlo simulations are performed for a wireless system with multiple antennas to evaluate the performance of the proposed selection criterion. For the sake of simplicity, we consider only transmit antenna selection. However, this simplification does not change the relative performance tendency for each criterion. Performance is measured based on vector symbol error ratio (VSER), which is obtained by averaging over 10,000 randomly generated channels according to i.i.d. distribution. We used QPSK modulation in all the simulations, and one frame consists of 100 vector symbols. In all the figures, two other methods are also compared. One is the well-known maximum capacity-based selection where a general capacity formula \( \log_2 \det(I_N + \frac{\text{SNR}}{N} \mathbf{H}^H \mathbf{H}) \) is used. Implementing an algorithm to compute the determinant has the complexity order of \( O(N^3) \). Compared to (24), the maximum capacity method has the same complexity order assuming that \( K \) is fixed, but the proposed method has better performance than the maximum capacity method in terms of VSER. The other is the non-selection case which means a system with fixed Tx and Rx antennas. For a fair comparison, the channel matrix of the non-selection case the size of which is the same as the selected channel matrix is generated according to i.i.d. circular symmetric complex Gaussian fading with zero mean and unit variance. It is noted that this case has no diversity advantage.

Figures 1 and 2 show the performance comparison of selection methods from a \( 3 \times 4 \) system to a \( 3 \times 3 \) system for ZF-OSIC and MMSE-OSIC where \( M \times N \) denotes the size of channel matrix. It is shown that the optimal and the proposed methods have almost
the same performance. At $10^{-3}$ VSER, the proposed algorithm gains about 1 dB compared to the maximum capacity-based selection method. That is, simple capacity-based selection does not work well in the MIMO system with nonlinear receiver using OSIC detection in terms of error rate performance. The antenna selection scheme using our proposed selection method has also the advantage of increased diversity.

In Figures 3 and 4, the performance of MIMO systems with larger number of antennas are compared. Almost the same relative performance tendency is obtained. The performance of the ZF-OSIC receiver shows still near-optimal performance in the case of the proposed method. On the other hand, the proposed method has small performance loss compared to the optimal case in MMSE-OSIC detection as shown in Figure 4. When the number of antennas increases, it is expected that the performance gap will grow larger, but the complexity reduction will be more significant.

**Conclusion**

In this article, we have presented an alternative expression for SINR at each nulling and cancelation step using QR decomposition of a channel matrix. By means of this expression, we derive the optimal antenna selection method in a spatial multiplexing MIMO system using OSIC detection. To reduce the complexity of the selection process itself, we propose a low complexity selection method using a new detection order. The proposed order can be obtained by a single computation of pseudo-inverse of the channel matrix. Therefore, the selection complexity is reduced by a factor of about $1/N$ compared with the optimal selection complexity. Based on the simulations, we have shown that the proposed method has near-optimal performance for the MIMO systems with a small number of antennas. In the systems with a large number of antennas, we can achieve even higher complexity reduction without significant performance loss. The proposed selection method depends only on the current CSI, and thus, it can be applied to the systems with any quadrature amplitude modulation.
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