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I. INTRODUCTION

The adoption of Internet-of-Things (IoT) has been on the rise over recent years (“Australia’s IoT Opportunity: Driving Future Growth,” 2018). It is perceived that IoT will contribute to an average 2% improvement in productivity each year over a period of 8-18 years as a result. With 75 billion IoT devices expected by 2025 (Ruggeri et al., 2021), it consequently increases the demand for derived knowledge to make smarter and more informed decisions. From small-scale monitoring devices, e.g., smartwatches, to complex industrial IoT, e.g., Integrated System Health Management, derived knowledge can provide valuable insight about entities and the environments with which they interact (ur Rehman et al., 2019). We refer to this knowledge as context information. Big IoT data which is foundational to context, is characterized by volume, velocity, and variety (Perera et al., 2014; ur Rehman et al., 2019). They are still major challenges to efficiently responding to queries for context. Distributed systems play a major role in this aspect according to literature in related areas owing to massive scalability and low cost (Perera et al., 2014).

According to the definition given by Dey, context is “any information that can be used to characterize the situation of an entity. An entity is a person, place, or object that is considered relevant to the interaction between a user and an application, including the user and applications themselves” (Abowd et al., 1999). Context is unique characteristically to traditional data shared on the World Wide Web (WWW). It is a derived piece of information - an output of a reasoning process, which involves incorporating data from many entities that can exceed even the size of data about an entity. For example, the model, colour, and speed of a vehicle could be data. Information on whether the vehicle is driving “hazardously” by reasoning over the speed of the vehicle, speed limits, condition of the roads, and status of the components (e.g., brakes) is context (note that what is context is subjective to the use case or scenario). Applications that use context in business logic are context-aware (Baldauf et al., 2007; Bauer et al., 2002; Perera et al., 2014). Smart health and smart cities are such applications.

Context Management Platforms (CMP) (de Matos et al., 2020; Hassani et al., 2018; Li et al., 2015) deliver context to context-aware applications called Context Consumers (CC) by retrieving and processing data from IoT data providers. It abstracts connections to IoT data providers and the process of inferring context (Figure 1). According to (Li et al., 2015), there are four challenges when responding to a large number of context queries. Firstly, context information is derived from continuous streams of IoT data streams. IoT data are ephemeral in lifetime and context information in extension is transient as well (Weerasinghe et al., 2022b; Zhu et al., 2019), e.g., traffic condition close to a car parking facility is a temporal construct. Authors measure transiency using different metrics such as lifetime (Weerasinghe et al., 2022b), time-to-live (TTL) (Schwefel et al., 2007), and age-of-information (AoI) (Abd-Elmagid et al., 2019). Secondly, context is both time and quality critical. For instance, a driver needs to be notified well before driving “too fast” to avoid being penalized. Thirdly, Big IoT data used to derive context is heterogeneous, e.g., in size and format (a temperature sensor reading versus a traffic video stream). Fourthly, the enormity of data required to infer context information. Consider the challenges of Big IoT data (Perera et al., 2014; ur Rehman et al., 2019) and the many different contextual information that can be requested and derived. They require an enormous amount of processing, memory, and storage. Instead, storing the smaller pieces of contextual information is more efficient than storing large volumes of real time streamed data.

However, it is extremely expensive to optimize for all four challenges in near-real time. Related work (Chabridon et al.,
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Caching is a popular, and time proven strategy to manage scale and costs by reusing and repurposing data. Efficient caching has a significant impact on performance compared to accessing data via an expensive backend (Choi et al., 2020), or Context Providers in our case. Hail et al. (Hail et al., 2015) indicate that caching significantly improves the performance of Information Centric Networks (ICN) for transient IoT data. One of the critical features of a query load including for context is dynamism. The popularity of data objects (Zhou et al., 2015), and request patterns (Y. Wang et al., 2019) varies temporally. Previous work investigate adapting to dynamic queries based on data lifetime (Zhang et al., 2018), properties of network queues (Sun et al., 2016; Xu and Wang, 2019), popularity (Nasehzadeh and Wang, 2020; Sadeghi et al., 2019b; Sheng et al., 2020; Zhu et al., 2019), and cost of caching (Sadeghi et al., 2019b; Somuwiya et al., 2018; Zhu et al., 2019). However, these are data caching solutions and we distinguished data from context information above.

Concepts applied in data caching are not always applicable when caching context (Weerasinghe et al., 2022c). For instance, authors pre-define a file library (Sadeghi et al., 2019b) or a data library, e.g., each sensor produces distinct data items (Nasehzadeh and Wang, 2020), in data caching. A context library cannot be defined similarly owing to the dynamic emergence of novel context. Secondly, the efficiency objectives are achieved as a function of evictions. Consider a limited sized cache using the Least Frequently Used eviction policy. Under eviction-based optimization, an item \( i_t \) that is requested only once could evict an item \( i_0 \) that was cached immediately before due to lack of access frequency at the time \( i_t \) is retrieved. \( i_t \) can still be a frequently accessed item resulting in at least one more eviction. Eviction-based optimization is hence both cost and space inefficient due to redundant operations. Blanco et al. (Blasco and Gunduz, 2014), Sadeghi et al. (Sadeghi et al., 2019b), and Chen et al. (Chen et al., 2020) selectively cache to minimize network calls and maximize the utility of cache occupation. It allows to maintain a consistent Quality of Service (QoS) which is unachievable with frequent evictions. Further, managing context derived from transient Big IoT data in the cache emphasizes the need to measure and address the balance of quality and cost of refreshing context in a timely manner.

There are several further key differences between caching context from data caching (Weerasinghe et al., 2022c). We can discuss three differences relating to the scope of this paper. Firstly, the primary objective of data caching is to minimize data retrieval latency from servers. Data caches are fast, proximally located servers that temporarily store copies of data. But there are several features of the cached context in contrast. Derived context (Medvedev et al., 2018; Perera et al., 2014) inferred by applying (a) aggregation, or (b) inferencing, e.g., based on Context Space Theory (Boytssov and Zaslavsky, 2010), may not be in the same format or representation as the providers’ data (Henricksen et al., 2002). For instance, the situational description of a room derived from a video stream is a JSON object. The cached context is not a fast-access copy of a piece of data generated elsewhere. Context Consumers may be interested in different aspects, and presentations of the same contextual information based on their requirements as well. Secondly, cached context is logically hierarchical as we will indicate in Figure 3 compared to data objects, e.g., a flat file such as a JPEG. IoT data (we refer to as low-level context) are shared among the higher-level cached contexts. They refresh reactively (Medvedev, 2020) to changes in the value of the retrieved IoT data. Thirdly, caching any IoT data from Context Providers may not be useful or would be cost-efficient. For instance, compare caching the geolocation of a moving vehicle (low-level context) versus caching the estimated trajectory (high-level context) to produce proactively derive context such as for altering purposes. Another unique challenge to context caching is the variety of context queries and heterogeneity of IoT data that lack clear patterns (Medvedev et al., 2018). Therefore, adaptive context caching (abbreviated as ACC) is beyond the current state-of-the-art for CMPs based on the limited research being conducted in the area.

The main aim of this paper is to distinguish ACC mechanism from traditional adaptive data caching, as would be carried out within a CMP (our notion of adaptive context caching is broader and can be considered beyond CMPs, but we consider context caching within a CMP in our paper to make the ideas more concrete). The objectives to achieve this aim are twofold: (a) evaluate and compare different approaches to adaptation in related areas to identify research gaps from a CMP perspective, and (b) highlight the significant challenges and future direction for adaptive context caching.

To the best of the authors’ knowledge, this paper presents the first comprehensive survey on adaptive context caching which is different from traditional data caching. We reviewed the literature on adaptive data caching as far as from 1998 to 2022. Our primary aim of this exercise is to conceptualize a solution for adaptive context caching for CMPs. We focused on the literature that views cache adaptation from the system-wide
The rest of the paper is structured as follows. Section II describes a motivating scenario. Then in Section III, we compare context caching against context-aware caching followed by establishing our goals of adaptation for ACC in Section IV which we will use in this survey to focus our critical review. Then in Section V, we provide an overview of adaptive data caching and in Section VI, we discuss approaches to adaptive data caching. Section VII broadly categorizes approaches to cache efficiency followed by a discussion of techniques used in literature to achieve efficiency goals in Section VIII. We evaluate scalable Cloud cache memory as a suitable technology for ACC in Section IX. Next, in Section X, we summarize all the parameters considered for adaptive caching and isolate the set relevant to ACC. Then, in Section XI, we evaluate the current state-of-the-art in context caching comparing our benchmark CMPs. In Section XII, we differentiate ACC from adaptive data caching and propose a formal definition. It is followed by a discussion about the functional requirements of ACC in Section XIII. Finally, Section XIV concludes and highlights the direction for future work in this area.

II. BUSY CITY CIRCLE – A MOTIVATING SCENARIO

Let us consider a real-world scenario surrounding a city circle with multiple intersections as illustrated in Figure 2. Considering context queries to the CMP are either push- or pull-based, TABLE I lists several context queries written in Context Definition and Query Language (CDQL) (Hassani et al., 2019, 2016). A large sample of these context queries can be found in GitHub1. In this scenario, we identify three types of context-aware application users: drivers, riders, and joggers. Context Providers (CP) can also be CCs, e.g., cars, and could be mobile, e.g., bikes, or stationery, e.g., car parks (its sensors providing occupancy data).

Context queries are parsed into multiple sub-queries called context requests (CR) with respect to context entities. The Context Query Coordinator in the Context Query Engine (CQE) (Hassani et al., 2018) coordinates the execution of the CRs to produce the context query response. Figure 4 illustrates the query breakdown for $Q_4$ and $Q_5$ respectively. The blue colour is used to indicate the context query, orange colour for CR, green for entities, and yellow for context attributes. The arrows indicate the logical relationship between these context queries to the CMP are either

There are several challenges and features that could be observed from these queries. They are as follows:

- **C1:** Notice the CR - “goodForJogging”, share the same entities and context attributes as the “goodForWalking” in $Q_4$, e.g., temperature and humidity are attributes of the weather entity. It is prudent to cache such items for reuse to avoid redundant retrievals.

- **C2:** The context attributes of certain entities such as the of the weather entity, could be very slow to vary and might be applicable uniformly across a large area. Consider the response for “goodForWalking”. It is less likely to change in the scenario irrespective of the target location (e.g., a building, or a park in the area) because the weather is, (a) relatively static for a

\[ Q_4 = \text{Search for car parks with available slots given they are good for walking to the target location.} \]

\[ Q_5 = \text{Check whether it is good for jogging at the park.} \]

\[ Q_6 = \text{Search for bike parking spots in the near vicinity of the rider.} \]

\[ Q_7 = \text{Is the rider vulnerable to crashing into an object at the next closest intersection?} \]

1 Available at: https://bit.ly/sample-context-queries
foreseeable period, such as on a sunny summer day, and (b) relevant for the entire region depicted in the scenario. But on the contrary, contextual information such as “distance” and “isAvailable” frequently vary, and they require refreshing in the cache to maintain the stored context consistent with the real world.

prefix mv:http://schema.mobivoc.org, schema:http://schema.org,
pull (targetCarparks.*)
define
entity targetLocation is from schema:place
  where targetLocation.address="221 Burwood Highway Burwood VIC 3125"
entity consumerCar is from schema:car
  where consumerCar.vin="CDC24R5"
entity targetWeather is from schema:weather
  where targetWeather.location=targetLocation
entity targetCarpark is from mv:carpark
  where (  
    (distance(targetCarpark.location, targetLocation, "walking")  
    < {"value":500, "unit":"m"}  
    and  
    goodForWalking(targetWeather)~0.8)  
  or  
  (distance(targetCarpark.location, targetLocation, "walking")  
    < {"value":1, "unit":"km"}  
    and  
    goodForWalking(targetWeather)~0.5))  
  and  
  isAvailable(targetCarpark.availability, {"start_time":now(),  
  "end_time":{"value":"2022-03-07T17:30:00", "unit":"datetime"}))  
)

prefix schema:http://schema.org,
pull goodForJogging(targetWeather)
define
entity targetPark is from schema:place
  where targetPark.address="Bennettswood Reserve"
entity consumerCar is from schema:car
  where consumerCar.vin="CDC24R5"
entity targetWeather is from schema:weather
  where targetWeather.location=targetPark

Fig.3. CDQL query for (a) Q4, and (b) Q5.

- **C3:** The other function of context data caching is repurposing. For instance, assume the car5 executes Q2 which is travelling near car3 that executes Q1. Then, the retrieved data from nearby car parks for Q1 could be repurposed for Q2 using only a filter.

- **C4:** Consider C2, C2, and C3. Each of them focuses on a logical level of context. In C1, the is decision related to the context attributes. In C2, the decision is made relevant to entities and context requests. In C3, the decision relates to the highest level of context – the query response. The effectiveness of caching for reuse and repurposing in each of these logical context levels depends on different factors.

- **C5:** In Figure 5, we indicate the relationships between the entities in the scenario. It illustrates relationships between (a) co-occurring entities, such as those declared in relational functions (Hassani et al., 2019, 2016), e.g., the car is owned by a person, and (b) correlated entities, e.g., condition of an access road (entity) to a car park (entity), when making context caching decisions.

Fig.5. Relationships among entities in the scenario.

- **C6:** Consider the relationship between the Car Park entity with the Road entity in Figure 5. Access to a car park may be hindered via an access road for vehicles approaching from a specific direction. Then the road condition, e.g., traffic level is a vital context
information for responding to the context query. The accumulated size of relevant context to respond to a context query is larger than it is implicit in the query statement.

- **C7:** Further to the above, when executing the \( Q_1 \)-\( Q_4 \), all the relevant car parks (after context service selection) will be retrieved. When the retrieved candidate car parks are large in number, so would be the number of caching decisions for each candidate entity.

- **C8:** The heterogeneity of context query loads depends on time. It is the primary motive in investigating an adaptive solution to make caching context decisions. By observing recurring patterns and features in query loads over a period of time, the application of an optimal caching model could improve the quality of service (QoS). For example, the request rate \( \lambda \) for \( Q_1 \) is \( 2.5 \pm 0.01 \) per second from 7:30-8:30 AM during the weekdays. We refer to such a period as planning periods (or \( \text{PhPrd} \) for short) (Medvedev, 2020).

A fundamental challenge here is what we refer to as the lack of prior knowledge. Consider the sudden occurrence of an accident (context) in the scenario. Assuming this situation was not previously observed, there is no information to base the decisions to cache for related context queries, e.g., no previous experience leading to a cold start. This is also a good example to indicate the practical infaseability to predefine the transitional probabilities of all possible cache state-action pairs. We also attribute the imperfections in context data (Henricksen et al., 2002; Krause and Hochstatter, 2005) to the lack of priors since it induces uncertainty in statistically derived priors.

The interesting problem here is the reliable delivery of context information. Consider a Context Consumer that demands context (e.g., the status of the car park) no older than 30 seconds, with completeness, e.g., provide all car parks that meet the contextual criteria. Then, the decision to cache a car park entity could be based on: (a) the expensiveness of the context retrievals compared to the cost of caching and retrieving from the cache, (b) congestions in the mobile telephone network in the area via which the IoT devices are connected; so that it is difficult to receive data within an acceptable period of time from all the car parks, and/or (c) popularity by preference. There exists no definite set of rules applicable across any scenario to make selective caching decisions. The applicable parameters and weight of them in the decision criteria are subject to the current circumstance (which is also context information).

### III. CONTEXT CACHING AND CONTEXT AWARE CACHING

In this section, we distinguish context caching from context-aware caching due to taxonomical similarity.

#### A. Context Caching

Context caching is the process of temporarily storing context information in a fast access memory, facilitating device and location transparency when retrieving. In other words, context caching (e.g., within a CMP) facilitates accessing context data from a temporary location without having to obtain it each time from the Context Providers, or re-executing the (a) aggregation, and/or (b) inferencing processes.

#### B. Context-aware Caching

Context-awareness (CA) has several definitions, including that by Dey (Abowd et al., 1999). Hueschscher et al. (Hueschscher and McCann, 2004) defined CA as the ability of an application to adapt itself to the context of its user(s). Baldauf et al. (Baldauf et al., 2007) define context-awareness of a system as the ability to adapt operations to the current context without explicit user intervention and aiming at increasing usability and effectiveness by taking environmental context into account.

Accordingly, we define context-aware caching as the process of temporarily caching data based on context (Weerasinghe et al., 2022a). Context could be of the data query load, users, or about the situation/scenario which triggers the data queries. Context-aware caching can be proactive (e.g., prefetch data to cache during network off-peak hours) or reactive (e.g., caching the items that are most popularly accessed). Context-awareness in selective caching is aimed at either maximizing the Quality of Service (QoS) such as by increasing the hit rate, or the Quality of Experience (QoE) such as maintaining a consistent data query response latency.

To the best of the authors’ knowledge, this survey critically reviews existing data caching techniques and their applicability for adaptively caching contextual information. Although adaptive data caching has been widely investigated in the areas of Mobile and Internet Edge Computing (MEC/IMC) (Orsini et al., 2016), Mobile Networks (MN) (Blasco and Gunduz, 2014), Fog Radio Access Networks (FRAN) (R. Wang et al., 2019), IoT Networks (IoTN) (Xu and Wang, 2019), Wireless Sensor Networks (WSN) (Chatterjee and Misra, 2016, 2014; Zhou et al., 2015), Content Delivery Networks (CDN) (Kangasharju et al., 2002; Kiani et al., 2012; Tadrous et al., 2013), and Information Centric Networks (ICN) (Meddeb et al., 2017; Zhang et al., 2018), adaptively caching context information is not yet been studied. Data shared in the areas above are often stationary files hosted centrally, which researchers refer to as content libraries. In such a setup, work into adaptive data caching at network edges (H. Wu et al., 2021) and CDNs have benefited from prior or posteriorly learnt knowledge such as file popularity distributions. So, Bayesian techniques have been implicitly used. On the other hand, continuously streamed IoT data produced by Context Providers (CPs) are characteristically transient (Weerasinghe et al., 2022b; Zhang et al., 2018). Limited-sized caching systems that are used in systems classified under the said areas do not have the luxury of storing large volumes of streamed data. We contend that storing the smaller-sized, interpreted piece of information – called context, is more efficient, such that Adaptive Context Caching is a crucial area to study to enhance the cutting-edge CMP technology.

In the next section, we identify what are the goals and objectives of an adaptive context caching algorithm.
IV. GOAL OF ADAPTIVE CONTEXT CACHING

In this section, we describe several concepts relevant to ACC, identify the relationships to our problem, setting our criteria for reviewing literature in related areas, and identify ACC as a multi-objective optimization problem.

A. Taxonomy in Context Management

Cost of Context (CoC) is a related terminology for ACC which can be defined as the cost of acquisition of context, often relating to the acquisition phase in the context life cycle (Perera et al., 2012). Villalonga et al. (Villalonga et al., 2009) however define CoC as also encompassing non-monetary aspects, e.g., resource consumption. In either case, they ignore caching. We can view CoC as a component of the Cost of Context Caching (CoCa) which involves both monetary, e.g., cost of retrieval for refreshing cached context, and non-monetary costs, e.g., CPU cycles utilized for processing the context caching decisions. Jagarlamudi et al. (Jagarlamudi et al., 2021) define CoC as the perceived value of context query responses. The perceived value is a function of Quality of Context (QoC) - any information that describes the quality of information that is used as context information (Buchholz et al., 2016). In the case of context caches as a source for context acquisition, QoC relies on, (a) context caching resource allocation, e.g., availability of context cache memory by size, and (b) appropriate processes, e.g., efficient context refreshing to maintain a high degree of cached context freshness. Both of these impacts the Quality of Service (QoS) of the CMP.

Quality of Service (QoS) is a metric that indicates a platform's performance in delivering the respective services to the user. Response time (RT), availability, and reliability of the CMP – parameters of QoS define its capability to manage context efficiently. We use Service Level Agreements (SLAs) to define acceptable QoS parameters such as the maximum acceptable RT, non-compliance to which can incur penalties (Weerasinghe et al., 2022b). For example, inadequate cache space (assuming the cache size is scalable) may delay responding to a context query (resulting in a penalty cost) because of accumulated retrieval latencies from CPs (CoC). It then violates the CCs requirements stated in the SLA. But adequately meeting the QoS and QoC are constrained by how much costs the CMP is willing to incur to remain or improve its cost-efficiency. Cost constraints are set by the Service Level Agreements a CMP has with CPs, CCs, and resource providers (e.g., Cloud cache services). We indicate this relationship in Figure 6. For instance, freshness of context (a QoC metric) can be maximized by frequent refreshing, but it is both network and process intensive. QoS can be maximized by using an unlimited amount of processing units or cache memory. These options are infeasible due to cost. Therefore, how well the CMP meets the QoS and QoC depends on its budget. We use the term “cost” to refer to the cost of context caching (CoCa) in this work because of this reason. CoCa is an abstract cost comprising of both monetary, e.g., cost of cache memory, and non-monetary costs, e.g., cache seek time to incorporate all relevant expenses.

B. Perspectives on Efficiency

We can broadly categorize previous literature in adaptive caching for cost-efficiency (Dasgupta et al., 2017; Menache and Singh, 2015; Venkataramani et al., 2002) into two main perspectives as indicated in Figure 7: (a) optimizing for the total cost (minimizing) or returns (maximizing) for all data queries (Dasgupta et al., 2017; Venkataramani et al., 2002; Zhu et al., 2019) – Perspective A, and (b) maximizing the number of context query responses that are beyond an acceptable Quality of Service (QoS) metric that significantly contribute to the cost or return, e.g., hit rate, response latency – Perspective B. A similar notion can be found in (Narasayya et al., 2015) in a related area.

![Figure 6: Challenges and opportunities in Adaptive Context Caching problem.](image)

![Figure 7: Perspectives on efficiency in adaptive caching.](image)

There are several reasons against Perspective B in our scope. First, acceptable parameter values depend on the use cases and certain classes of context queries. We use the SLAs that are attributed to consumers to overcome this issue (Medvedev, 2020; Weerasinghe et al., 2022b). Therefore, it is infeasible to redefine thresholds applicable for all or the majority of the queries similar to optimizing database or search engine transactions. A CMP is a middleware serving a multitude of context queries that need to perform “objectively” – unbiased towards optimizing only a subset of context queries. Secondly, the thresholds are time variant – one of the features of adaptation. Thirdly, we need to consider acceptable costs for each distinct query. Consider Q1 and Q2. Q2 is qualitatively a matter of whether the rider faces significant injury whereas Q1 is about missing a spot for which an alternative can be suggested. The acceptable cost for Q2 cannot be easily defined and is much more critical than Q1. Taking these reasons into account, we resort to Perspective A in formulating a solution for cost-efficient adaptive context caching (ACC) in our work.

C. Objectives of Efficiency

In the previous sub-sections, we described the relationships between CoC, QoC, QoS, and CoCa in achieving cost-
performance-efficiency for a CMP (e.g., cache memory utilization is crucial for maximizing cost efficiency (Dasgupta et al., 2017; Menache and Singh, 2015; Venkataramani et al., 2002; Wu and Kshemkalyani, 2006), and perceived utility). Then we opt for a system-wide optimization goal measured in total costs incurred or earned by the CMP. So, we focus our critical reviewing process on evaluating the cost-efficiency of the solutions against the ability to maximize the QoS of the CMPs. Overall, our adaptive context caching problem is at least a tri-objective optimization problem, i.e., minimizing cost while maximizing QoS (or in other words, the performance of the CMP for simplicity) and QoC.

V. OVERVIEW OF ADAPTIVE DATA CACHING

In this section and several sections to follow, we critically analyse and survey previous work in adaptive data caching. But first, we define adaptive data caching, then discuss the practical implications of IoT data caching using scenarios to guide the discussions in later sections and reflect on the applicability of previous work to adaptive context caching.

A. Adaptiveness and Adaptive Caching

We first discuss the keyword “adaptation”. Gramacy et al. (Gramacy et al., 2002) denoted adaptation as “an online algorithm is called adaptive if it performs well when measured up against off-line comparators”. Kouame et al. (Kouame and McHeick, 2018) define adaptation as a process of four activities: (a) trigger, (b) planification and decision, (c) realization of the adaptation, and (d) reconfiguration. Raibulet et al. (Raibulet and Masciadri, 2009) define three metrics to measure the performance of adaptation: (a) performance latency, (b) quality of response (which we can refer to by QoC in our scope), and (c) performance influence on adaptation, e.g., loss of QoC in the cache by minimizing refresh rate – which aligns with our tri-objective problem defined in Section IV-C. We also identify two types of adaptation.

- **Rule-based adaptation** – adapting based on a predefined set of condition-action pairs, e.g., (Muller et al., 2017).
- **Context-aware adaptation** – adapting to the logically inferred context of an entity, i.e., context of the data such as the cost, e.g., (Dasgupta et al., 2017; Menache and Singh, 2015; Scouarmec et al., 2014; Venkataramani et al., 2002) and Quality of Experience (QoE), e.g., (Chockler et al., 2010; Choi et al., 2020).

Accordingly, adaptive caching is changing the state of the cache memory (i.e., what is cached and not cached) to better suit the features of data, user requests, and sometimes the users. By the classification above, context-aware caching is a form of adaptive caching among others. We discuss related literature in adaptive caching in general in this paper, as a result.

B. Practical implications of adaptive IoT data caching

We mainly focused on the literature involving ICNs, CDNs, IoT Networks (IoTN), and Wireless Sensor Networks (WSN) since information is uniquely recognized as a piece of content, similar to context information. Caching strategies in these areas can be broadly categorized into three kinds as indicated in Figure 8, and we describe below.

Firstly, consider the objectives of minimizing response latency, and distance to data. The authors in (Pahl et al., 2019) use under-utilized memory in networking devices for on-path caching. This could be further broken down into two sub-objectives:

- **Minimizing asynchrony** - IoT devices are connected through a network. There are several challenges observed in the literature to streamlining data ingestion for processing context: (a) difference in clock speeds, (b) unsynchronized network queues (Kaul et al., 2012; Sun et al., 2016), insufficient provider availability (Pahl et al., 2019), and (c) availability in bandwidth (Zhou et al., 2015). These can create network congestion. Cache strategies developed for ICNs aims to reduce stress, and load on back-haul networks, e.g., cooperative caching (Psaras et al., 2012; Y. Wang et al., 2019; Zhang et al., 2018; Zhou et al., 2015), effectively reducing operational costs originating from network delays.

- **Balancing caching with network processing** - Cache memories in networking devices are small, and shared, i.e., only the available memory after data forwarding is used for caching in a router. Cache replacement has been thoroughly investigated in this view to improve efficient occupancy. For instances, Psaras et al. (Psaras et al., 2012) investigate replacing at line speed – the number of data items received per second.

Secondly, consider the other objective of improving device efficiency (Pahl et al., 2019; Xu and Wang, 2019; Zhang et al., 2018). The problem to optimize device efficiency arises from IoT often being small, low powered devices with no or limited computational capacity, e.g., narrowband IoT (nb-IoT). These are predominantly read-only and used to measure natural properties, e.g., temperature. Caching sensor readings has two efficiency objectives: (a) improve battery life (Sheng et al., 2020; Zhang et al., 2018) and (b) overall performance efficiency, e.g., the number of triggered readings (Zhang et al., 2018). Both aspects are central to CMPs and Adaptive Context Caching since the lifetime of a sensor can underpin the QoC of context information. For instance, consider the following extended scenario for Q₁, assuming the hazard is an open door of a parked car in Figure 9. The door sensors on vehicles are CPs, and the CC is a cyclist. The status of the door is sensed by a battery powered retrofitted sensor, and the battery life is inversely proportional (1/α) to the number of requests to execute sensing. Here, vehicle₁ is closer to the rider, but the rider is suggested a hazard further ahead, e.g., the open door of
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vehicle, because of the obliviousness of the context retrieval and refreshing process to power management.

![Diagram](image)

**Fig. 9.** Extended scenario for Q7 – open car doors as a hazard.

A similar case is managing precision measurement sensors that could be defined in an SLA, e.g., the location accuracy of a car to execute Q6 in Figure 3(a) should be less than 5m. As in the scenario, they can be crucial in meeting the QoC requirements of prefetched context into the cache. The criticality is the same when sensors are distributed sparsely (e.g., not having sensors at each intersection to execute Q7) especially when redundancy is not enforced (e.g., the context about the intersection, cannot be applied to intersection2, if the latter is not equipped to produce context information).

An overlooked area of research in this respect is the round-trip latency arising from errors, or unavailability in the network, or CPs. Round trip latency for a CMP refers to the sum of time spent on context service resolution, uplink, and downlink time to retrieve context and processing time. Noise, cross talks, fading links, and impairments in the transmission media could cause errors in the received data (Song et al., 2020), e.g., Baccelli et al. (Baccelli et al., 2014) test the impact of transmission losses on the freshness of data, while intermittent loss or permanent loss (i.e., packet loss as a result of a system failure) of entity of a resolved service could trigger re-attempts culminating in additional latencies. Although this area is widely discussed in signal processing, the issue is of paramount importance to IoT based systems alike. So, there are two risks to (a) QoS – e.g., extra latency to retrieve context during a reactive refreshing (Medvedev, 2020; Weerasinghe et al., 2022b) could violate the SLA for response time, and (b) QoC. We tested the impact of noise on the estimations for proactive context refreshing, and cost in (Weerasinghe et al., 2022b), where it was found that noise reduces the cost-efficiency of ACC. We also found that (a) the reliability of context information (e.g., in (Weerasinghe et al., 2022b), the cached values for available slots were incorrect due to noise), and (b) the completeness of context information, (e.g., context response missed hazard closer in Figure 9) were also affected by noise.

Considering the discussion above, measuring network, and IoT device reliability can improve efficiency in ACC. It allows to select and balance the trade-off between cost and quality as early as at context service selection, e.g., selecting the most reliable (e.g., guaranteed to retrieve the “right” context in a single round trip to cache) yet the cheapest Context Provider meeting the minimum constraints in SLA. These are also examples to illustrate that ACC is a cohesive system of several functions.

VI. APPROACHES TO ADAPTIVE DATA CACHING

In this section, we present, compare, and contrast different methods of data and context cache adaptation in the previous literature. They can be broadly categorized into eight methods: (a) adaptive cache replacement, (b) caching policy shifting, (c) hierarchical caching, (d) proactive caching, (e) elastic caching, (f) adapting cache space allocation, (g) adapting by locality, and (h) adapting for data refreshing, each of which is distinct in terms of the strategy, factors considered for adaptive decision making, and/or the focal resources used to adapt in a distributed system. These are summarized in Figure 10 and discussed below. Approaches coloured in yellow are strictly reactive, whereas those coloured in blue, indicate evidence of being a proactive technique.

![Diagram](image)

**Fig. 10.** Approaches to Adaptive Data Caching.

A. Adaptive Cache Replacement

Cache replacement is a form of adaptation that replace cached items with those which are more relevant in responding to contemporary queries. We refer to this method as “optimizing by eviction” because swapped items are selected based on achieving an objective function, e.g., maximizing hit rate by replacing with items expected to have a higher hit rate (HR) than the items evicted. But the pre-condition is the limited size of the cache memory.

Adaptive cache replacement underlies the infrastructure which dictates the different optimization objectives. For instance, consider the following work:

- The remaining memory of network devices, e.g., routers are used as caching nodes in ICNs. Cache size is extremely small and variable due to this reason. As a result, in (Anandarajah et al., 2006; Pahl et al., 2019; Psaras et al., 2012; Sheikh and Kharbutli, 2010; Vural et al., 2017), authors are concerned with replacing based on, (a) data lifetime and (b) data popularity, to maximize reusability of cached data items.
- In mobile networks, base stations are relatively large cache memories, sometimes of which are dedicated. In (Blasco and Gunduz, 2014; Zhou et al., 2015), the
authors replace based on, (a) popularity, (b) lifetime, and (c) size, for each locality. The objective is to maximize the mobile service experience in each locality by caching items most accessed by the users in the area.

- Edge caches are dedicated large cache memories. They could afford to cache for each application. In (H. Wu et al., 2021), application user behaviours, and access pattern is used to make replacement decisions.

Although a large body of research uses adaptive cache replacement, we focus more on the strategies applicable in a scalable environment given our objective for consistent QoS. Then, only a limited work such as that of Wang et al. (Y. Wang et al., 2019) could be found. It attempts to merge the benefits of collaborative caching (refer to Section VI-G), and Cloud caches to perform cost-effective cache replacement using a cost, and popularity-based model. But the homogeneous cost modelling, e.g., uniform transfer cost between servers, contradicts with price models offered by commercial vendors, e.g., AWS Elastcache price varies by availability zones, and node type (“Amazon ElastiCache - In-memory datastore and cache,” n.d.).

B. Caching Policy Shifting

First-in-first-out (FIFO), last-in-first-out (LIFO), least recently used (LRU), least frequently used (LFU), and random are frequently used cache replacement policies used in computing systems. Each could be identified with advantages and disadvantages, e.g., complexity when implementing LFU and cache pollution of LRU. For instance, LFU is a suitable policy when the popularity distribution of data items follows a power tail distribution (Choi et al., 2020). However, the policy performs poorly under uniform popularity distributions because recently cached items are prone to get evicted due to lack of access during the short cache residence. So, LRU could be more appropriate. Caching policy shifting (PoliShift), therefore, refers to a form of cache adaptation, in which the cache replacement policy is switched among a predefined set of eviction policies (PoliSet $\subseteq$ Eviction Policies) in relation to observed metric, e.g., miss rate in (Choi et al., 2020).

PoliShift is significantly different from other caching mechanisms. But there are two fundamental drawbacks to it. Firstly, the runtime complexity is high, i.e., fetch, evict, re-fetch, and policy changes are handled at the physical level. Secondly, it is non-trivial to design because: (a) it is impossible for a cache designer to design for all possible scenarios of the system beforehand in order to decide on the cache replacement policy set; so, a rigid rule-based adaptation policy is difficult to design, and (b) selective caching decision of data items can differ in relation to the selected policy; therefore, PoliShift requires to track a limited history of cache replacement to trigger to re-fetch data items that may need to be cached under the new policy, e.g., an item evicted under LRU when switching from LFU may need to be cached again if the policy is switched back to LFU.

Finally, consider the work of Gramacy et al. (Gramacy et al., 2002), where re-fetching is defined as the retrieval of a previously evicted object preferred by a previous policy, e.g., item $(i)$ is evicted by the LRU policy, although it was preferred for caching under LFU; then re-cached after shifting again to LFU. PoliShift can be cost-inefficient (e.g., due to re-fetching costs) under volatile query load circumstances, e.g., that of a CMP. As a result, none of the policies would stabilize for an adequate time to converge to sufficient efficiency. Considering that consistency in delivered QoS is one of the primary objectives for ACC (refer to Section IV-C), this feature can be detrimental to the perceived QoS.

C. Hierarchical Caching

This strategy refers to managing cache data between several distinct levels of physical caches, e.g., slow- and fast-cache (Chatterjee and Misra, 2016; Cheng et al., 2015). A logical cache level (i.e., logical context cache levels in (Medvedev, 2020)), may utilize up to all the physical levels which could technologically be different. One of the drawbacks of a unitary cache organization, i.e., single physical cache, is the impact that non-transient data (e.g., Vehicle Identification Number of a car, address of a location) have on transient data such as speed of the car, number of parking slots available, from being cached considering the work in (Chatterjee and Misra, 2016, 2014; Schwefel et al., 2007; Vural et al., 2017; Zhang et al., 2018). Previous work points out polyglot persistency (“FIWARE-Onion,” n.d.; Jayaraman et al., 2016) to allow unique cost and performance benefits for different features of the same application. In data caching, Kabir et al. (Kabir and Chiu, 2012) illustrate a two-level hierarchical cache memory, e.g., memory as a cache in an Elastic Cloud Computing (EC2) instance – the fast, in-memory cache, and a Simple Storage Service (S3) bucket – the slow, persistent cache, which achieves near 100% hit rate (HR). The primary feature here is the balance between seek time, cache size (which are QoS parameters), and cost of cache memory – fast caches are expensive but small, whereas slow caches are cheap but large. It is advantageous to adopt multiple technologies of cache memory that are orderly organized considering all of the costs, seek time, and size.

An alternative hierarchical cache structure can be found in the work of Chatterjee et al. (Chatterjee and Misra, 2016, 2014) which investigates “external” and “internal” caches in a WSN. This is a logical hierarchy compared to the physical hierarchies we discussed so far. We identify this as an alternative structure to the Adaptive Cache Space Allocation strategy in Section VI-F due to the simplicity in objective.

One of the drawbacks of hierarchical caching is the complex data management procedures such as (a) managing data between different cache technologies, e.g., different file systems, and (b) unifying access to cache memories. Cache virtualization in (Chatterjee and Misra, 2016, 2014), and cache broker virtualization in (Kiani et al., 2012) share the advantage of a single interface to the caching module since it abstracts retrieval, processing, and distribution of cached content. In a distributed system, virtualization improves location transparency that is proportional to QoS (e.g., by providing unified access to a large, distributed cache memory space), hiding complexity (e.g., inter-communication between cache memory instances), and load balancing. This points to Cloud-based caching services such as ElastiCache (“Amazon ElastiCache - In-memory datastore and cache,” n.d.) to be useful in ACC due to these reasons.
D. Proactive Caching

Proactive caching (or prefetching) is to retrieve data into the cache memory prior to them being accessed by consumers. Proactive caching anticipates demand for particular data in the foreseeable future using many different techniques. Surveys on performance-efficient web data prefetching can be found in (Ali et al., 2011; Domènech et al., 2007, 2006). Although the strategy is commonly used to reduce response latency at peak-hours by maximizing network utility during off-peak hours (Sadeghi et al., 2018), it is a form of adaptation that change the state of the cache to the anticipated context of queries, entities, and/or data, e.g., a situation (a high-level context) such as a hazard to a rider (entity) in Qₜ. However, proactive caching requires continuous monitoring (Hassani et al., 2018), and prior knowledge of temporal dependencies of the queries, and data. So, it is a continuous learning task that is computationally intensive, and scalability by design is a critical requirement for ACC.

Bogsted et al. (Bøgsted et al., 2010) define models for two main classes of the proactive strategy, which are (a) event-driven, e.g., rider hazard, and (b) periodic, e.g., prefetching car parks for Qₜ₋Qₜ₊₁ before the rush hour. Both these classes apply to ACC. We identify two alternate classes of proactive caching in the literature:

- **Prefetching using a cost-function** - prefetch content into a cache based on an estimated cost calculated using popularity (Sadeghi et al., 2018; Tadrous et al., 2013; Wu et al., 2019; Xin Chen and Xiaodong Zhang, 2003; Zhong et al., 2018), data or process lifetime (Papaefstathiou et al., 2013), or its combination (Sadeghi et al., 2018; Somuyiwa et al., 2018; Zhu et al., 2019). There are three rationales against this approach for a CMP: (a) tracking and estimating cost for each context is expensive, (b) cost-functions are myopic (ignores long-term features, such as re-occurring situations/context and sequentially accessed dependent context information), and (c) considering one, or few parameters to estimate the cost can be inadequate, e.g., cost as a function of remaining life (Somuyiwa et al., 2018) ignoring reliability of the connectivity to the provider can result in costs borne by lack of QoC.

- **Objective-greedy prefetching** (Wu and Kshemkalyani, 2006) – maximizing, e.g., Hit Rate (HR) (Venkataramani et al., 2002), or minimizing, e.g., network utility (Sadeghi et al., 2018), perceived latency and cost (Faticanti et al., 2021), a chosen metric by prefetching into the cache. Previous work employing Machine Learning techniques (Pahl et al., 2019; Scouarnec et al., 2014; H. Wu et al., 2021; Zameel et al., 2019) can be categorized in this class.

There are other forms of functions used for prefetching, related to the former. Venkataramani et al. (Venkataramani et al., 2002) propose a long-term prefetching approach using a calculated parameter called GoodFetch – a method for balancing the bandwidth usage and access frequency of an item. The common drawback of function-based prefetching lies with predefined thresholds. In a dynamic system, no items may get cached or cached context would generate negative returns when the load is fairly distributed among context queries and/or information, e.g., prefetching context of an empty intersection for Qₜ (this is an example of over context caching).

Using context-awareness for proactive caching is proposed in (Zameel et al., 2019). But, measuring the micro-variations in context about the sensed environment is an existing problem, e.g., changes after a roadside accident. These can be identified as residuals to the current context depending on the time scale. Exceptions could be observed for well-established planning periods (PinPrd) (Medvedev, 2020; Weerasinghe et al., 2022b). Trends and seasonalities can be fundamental for prefetching, e.g., perfecting for Qₜ₋Qₜ₊₁ before the rush hour (seasonality) except during the holiday season (seasonality). Further, utilizing slower cache instances when the request rate by trend is estimated below a certain threshold in a year.

There are several distinct ways of implementing proactive caching in the literature, some of which are implicit. The methods provided, so far, explicitly prefetch context into the cache. PRESTO (Ming Li et al., 2009) implements a query-based proactive data retrieval adaptation for WSN. The main aim of PRESTO is to minimize the number of requests to sensors by using a predictive model. The sensors push data to the system only when the measurement is different from the prediction, and the query processor may respond to queries without retrieving from the providers, e.g., sensors. Now consider the notion of caching the estimated path of a “hazardous” (which is context about, e.g., a car, that could be derived based on the Context Space Theory (Boytsov and Zaslavsky, 2011a) using, e.g., ECSTRA (Boytsov and Zaslavsky, 2011b) or Bayesian techniques (Ullah et al., 2022)) vehicle rather than the transient location for Qₜ. This is an form of proactive context caching since caching the model is cost-efficient compared to retrieving location and then compute.

Predictive modelling has been comprehensively investigated in the literature under prefetching. Schwefel et al. (Schwefel et al., 2007) developed models for calculating the (a) mismatch probability, (b) mean access delay, and (c) network overhead. Based on the provided mathematical models, the authors formulated two scenarios for maximizing cache lifetime: (a) minimizing average access latency and network usage, while keeping the probability of mismatch under a certain threshold, and (b) minimizing mismatch probability, while keeping the latency of access and network usage under a defined threshold. Bogsted et al. (Bøgsted et al., 2010) extended the probabilistic models to optimize access to transient data items in both reactive and proactive setups. But, mismatches in (Bøgsted et al., 2010; Olsen et al., 2006; Schwefel et al., 2007) are calculated using absolute measurements which are distant to the practical environment. Aging of transient data items, e.g., temperature reading, should rather be modelled using a decay function (Medvedev, 2020; Weerasinghe et al., 2022b). Therefore, further improvements to the models are necessary prior to be useful for prefetching in ACC.

E. Elastic Caching

The majority of the literature considered in this survey uses a limited sized cache memory considering in-network nodes that share the memory with the cache. But Infrastructure-as-a-Service (IaaS), or Platform-as-a-Service (PaaS) in the Cloud
provides horizontal scalability to cache memories that can virtually scale on-demand allowing to theoretically access an unlimited amount of cache space. However, the pay-as-you-go model (e.g., Cloud SLA) requires applications to incur costs for the resources used. Then it is cost-inefficient to acquire a large number of cache resources that may be underutilized, e.g., caching all context (another example of over context caching), some of which are accessed only once or intermittently. So, Elastic Caching (DyScl) for context caching refers to acquiring and relinquishing caching resources (cache memory, and processing units required to make caching decisions) dynamically in relation to the current context query load.

We identify two forms of elasticity in adaptive caching, primarily distinguished by the size of the cache memory used.

- **Elastic cache allocation** – dynamically allocating a proportion of the limited physical cache memory space based on the criteria, e.g., tenant-based SLA (Chockler et al., 2011), caching policies (Gramacy et al., 2002), features of data (Kiani et al., 2012), etc. Due to the considerable large body of work in this area, we discuss this separately as another method of cache adaptation in the next sub-section, Section VI-F.

- **Caching in dynamically sized cache memory** – caching in a virtualized cache memory that dynamically varies its physical size to, (a) accommodate for large, cached data volume (Bibal Benifa and Dejey, 2019; Cidon et al., 2015), (b) minimize competition among competing context information for cache space (Guo et al., 2013), e.g., queries that are likely to generate similar earnings for the CMP by accessing data from the cache rather than retrieving from the provider, and (c) optimize a performance metric that is a function of cache performance, e.g., QoS measured in HR, average response latency, cost per hour in (Kabir and Chiu, 2012). As we described earlier, our focus is on this form of elastic caching. We further elaborate our rationale and compare ACC using limited and scalable cache memories in Section IX.

Minimizing competition for cache is one of the objectives of eviction policies too in limited cache memory. But consider time-aware eviction policies – TLRU (Bilal and Kang, 2014), TTL, or Volatile TTL (“Redis,” n.d.), as examples. These policies are biased for items with longer lifetimes (e.g., low transient). For instance, consider caching weather entity for Q₁ and Q₂ on a sunny summer day. The cache decisioning is advantageous for the non-critical, but long-lived weather entity when the cache space needs to be shared with short-lived, but more critical contexts, e.g., the location of a hazardous vehicle for Q₃. It is a necessity that all relevant contexts are cached for CoaaS to be time-critical (a QoC parameter), for which DyScl could be viewed as a potential solution.

Implementing DyScl is simple considering the existence of a number of commercial PaaS providers such as AWS as indicated in (Scouamec et al., 2014). But IaaS frameworks provide more flexibility in solution development for elastic computing (Bibal Benifa and Dejey, 2019; Choi et al., 2020).

Resources are allocated at a price per unit, however. Therefore, a novel cost optimization problem could be realized.

**F. Adaptive Cache Space Allocation**

Adaptive Cache Space Allocation or Space optimization (SpcOpt) refers to dynamically partitioning a fixed cache space using a predefined criterion. For example, setting the space in the cache memory that different tenants can access (Chockler et al., 2010). The work in (Kiani et al., 2011) adapts the virtual cache allocation proportional to the ratio of data with long and short lifetimes. Hence, it is strictly optimal-greedy for cache resource utility.

We can identify two classifications for work in this area:

- **By scaling unit of cache** – refers to allocating virtual cache pages, e.g., as in Gramacy et al. (Gramacy et al., 2002), or physical cache instances e.g., as in Hafeez et al. (Hafeez et al., 2018).
- **By the allocatee of the virtual cache space** – refers to the parameter by which the allocations are made to. We identify three types of allocatees:
  - Tenants – allocating cache space guaranteed by SLA to a tenant. The objective of this strategy is to ensure QoE. The guarantees are either a minimum space (Chockler et al., 2010), or (b) minimum performance, e.g., HR in (Chockler et al., 2011).
  - Features of Data or Queries – optimally separating the cache space based on a feature such as (a) size classes of objects (Bruce M Maggs and Sitaraman, 2015), or (b) lifetime of data (Kiani et al., 2011) so that a performance metric is maximized.
  - Caching Policies – optimally separating the cache space among PoliSet to maximize the HR by applying the relevant eviction policy suitable by the nature of the data access, e.g., the work in (Gramacy et al., 2002).

Kiani et al. (Kiani et al., 2011) investigate Bipartite Caching – a two-layer segregated cache design, each accommodating data items exhibiting short, and long lifetimes. The authors identify two areas for adaptation: (a) accommodating emerging scenarios and (b) meeting heterogeneous requirements. Consider a fixed ratio between long-short term spaces, e.g., 2:3, and a total context information size equal to cache size. It creates a competition for cache space, e.g., when 80% of the data are highly transient, and under-utility, e.g., the remaining 20% occupy only half of the allocated space. Accordingly, dynamic partitioning is advantageous. But the results produced by the authors are not significant. We identify the reason being the competition for space between the two types causing evictions from either to adjust space, e.g., “pre-mature eviction” – evicting a large data item by size that is expected to be accessed over a long period, to accommodate scaling needs of the short-term cache. We indicate this graphically in Figure 11. We later discuss in Section IX the usefulness of the notion of “slab classes” in Memcached (“Memcached - a distributed memory object caching system,” n.d.) to overcome this problem for adaptive context caching.
Similarly, the Greedy-Dual-Size (GDS), and GDS with Frequency (GDSF) [83] algorithms assign a value to each object, by computing a function as a function cost of retrieving, size, age, and popularity, for each object. They are examples of function-based policies (which include policies such as LVF (Bruce M Maggs and Sitaraman, 2015) and Need-to-Refresh (Medvedev, 2020) referred to in our previous work as we discuss in Section VIII-A). These overcome a lot of drawbacks of traditional policies, e.g., LRU and LFU. But formulating the “right” function, involving “right” parameters, and weights is a complex task. So, attributing a priority value when adjusting cache space (e.g., as a multi-variate function) is an important challenge to investigate in this area.
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**Fig.11.** Drawback of adaptive bi-partite caching.

Tenant-based adaptive caching (Chockler et al., 2010; Choi et al., 2020) guarantees a minimum cache space for individual applications (i.e., Context Consumers in our scope), and services by the SLA. During our extensive literature search, however, we do not find any of the existing CMPs to provide this guarantee.

Consider a niche set of highly active consumers dominating the context management middleware in terms of query load, e.g., 50% of the context queries in the above scenario are generated by a parking assistant application. It is logical to maximize returns by adapting to these consumers by allocating more resources. On the other hand, this has a negative impact on less dominant consumers for whom, meeting the SLA could be more challenging with the remaining resources. Tenant-based caching, therefore, is a resource optimization problem that addresses (a) how to improve resource utility under a minimum allocation scheme, and (b) how to fairly allocate resources among dominant and non-dominant tenants.

Chockler et al. (Chockler et al., 2011) define the *space utility model* which factorizes HR for a given tenant over a specific period of time as a function of the dedicated cache size to solve the aforementioned problem. Constraints to the objective function in (Choi et al., 2020) are defined using an estimated HR as well. The strategy indicates good adaptiveness but is computationally intensive requiring re-computation of the hit-histogram for each request – a common drawback of function-based policies.

Implementing *SpCoOpt* is straightforward. However, there are two critical aspects not evident in the reviewed literature. Firstly, how physical cache memory (i.e., pages) is handled in dynamic virtual allocation. For instance, consider facilitating uniform access to all levels of a logically related data structure (e.g., accessing all context levels in Figure 4 with the latency). Secondly, how to selectively evict cached items in a receding segment (e.g., long-term cache as in Figure 11) of a virtualized cache memory to minimize post-scaling degradation.

### G. Adapting by Locality

Adapting by locality (AdLoc) refers to a form of adaptation at the infrastructural level in which caching is eventually focused on the features of the query load generated by the locality. The objective is to cache in close proximity to the consumer. One of the key challenges in context-aware systems is to provision contextual information about anything, anytime, and anywhere, according to Weiser (Weiser, 1999). This is achieved using edge caching. Hence, this technique applies only to distributed CMPs with cache-enabled and/or dedicated caching nodes. Adaptiveness in AdLoc is a consequent result of edge nodes adapting to cache content based on a set of metrics, e.g., the popularity of topics in each network cell (Muller et al., 2017; Zhou et al., 2015).

AdLoc can be discussed under two methods: (a) localizing data cache (Guo and Yang, 2019), and (b) localizing context cache processing (Faticanti et al., 2021; Orsini et al., 2016; Sheikh and Kharbutli, 2010), as in Figure 12. In the figure, the centralized node is often a controller hosted in the Cloud, but there can exist edge nodes with adequate processing power that localize ACC decision processes for a set of neighbouring caching nodes (i.e., nearest processing nodes). We refer to such a cluster of nodes that manage context information as a Context Management Cluster in later work. These processing nodes at the edge can also be caching context or dedicated only to executing ACC agents.
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**Fig.12.** Adaptive data caching by locality.

Locality Aware Cost Sensitive (LACA) cache (Sheikh and Kharbutli, 2010) performs equally well against other locality-based policies such as the deadlock predictor that manages complex distributions, and wireless cell selection (Zhou et al., 2015). These fall under the category of Optimization by Cache Organization which we will discuss in Section VII. The major advantage of these techniques is the high HR due to the local relevancy of cached data suggesting that smart placement of data items in close proximity to the consumer is highly efficient. Sheikh et al. (Sheikh and Kharbutli, 2010) refer to an early concept by Sirinivasan et al. (Sirinivasan and Lebeck, 1998), in which critical cache blocks are preserved in a special critical cache, or used to initiate prefetching for the locality. Criticality was estimated by keeping track of a load’s dependency chain – which is also an interesting concept for CoaaS. For instance, the cached context in our motivating scenario is not relevant at a different city circle (different locality). So, ACC could benefit in QoS, QoC, and cost efficiency by adopting a similar
approach by virtue of separating and prioritizing interesting context queries by locality.

Fanelli et al. (Fanelli et al., 2011) merge locality and QoS optimization in a peer-to-peer system that develops quality profiles for neighbouring consumers. This approach has several drawbacks which disqualify it as a strategy for a CMP. Firstly, in order for this approach to be useful and effective, all consumers should essentially be operating in coherence with a shared objective as in the scenario discussed in the paper. For instance, consider Q1–Q7. It is unnecessary to share the same quality profile for two or more adjacent cars, one of which may be searching for parking spaces close by, where the available parking spots are being competed for, in contrast to searching in a suburban area where parking is abundant. Secondly, to minimize cost inefficiencies, the disparity of quality requirements should be minimal among the neighbours. Extending the example discussed before, consider the additional refreshing cost incurred assuming proactive caching at the end of ExpPrd for two pairs of cars where the freshness thresholds are (car_1=0.9, car_2=0.8), and (car_3=0.9, car_4=0.4) respectively. In the latter pair, car_3 could be seen to incur additional costs to the CMP in-fetching compared to car_4 in the former pair because it is now subject to a 0.9 freshness threshold due to its proximity to the neighbour. Thirdly, when the neighbourhood is random and moving, quality profiles would need regular updates. Whilst it is computationally intensive, the definition of boundaries to a neighbourhood is abstract and difficult to define in a practical environment compared to the single hop criteria used by the authors in (Fanelli et al., 2011; Hou et al., 2019; Zhang et al., 2020).

We like to draw attention to cooperative caching (Psaras et al., 2012; Y. Wang et al., 2019; Zhang et al., 2018; Zhou et al., 2015) although it is not the most suitable in a cost-efficient ACC problem. We observe that this strategy results in redundantly caching the same data items across neighbouring nodes in the downlink. This is expensive especially if nodes are leased from a 3rd party IaaS vendor. Further, for the benefit of discussion, we point out that some of the work assumed low transiency for some data types (e.g., temperature) as a counter argument to compromise on quality (as a result of the reduced number of refreshing that is expensive in cooperative caching since multiple caches need to be updated). The assumption facilitates propagation of smaller-sized deltas, i.e., changes in value compared to the last reading, e.g., (Venkataramani et al., 2002), across the network. But the assumption is not generalizable because of three reasons. Firstly, it is applicable only at the context attribute level because, derived context can be complex objects, e.g., JSON-LD. Only a part of the JSON-LD document may not have any meaning. Secondly, certain context information (e.g., the response to Q7) such as those derived from the location are also transient – an update of a context attribute results in a chain reaction that updates high-level context (Medvedev, 2020). Finally, the assumption is invalid because of inconsistencies in propagation delays. For example, different values of the same data in multiple cached nodes when sampling_interval < network_traversal_time. ProbCache (Psaras et al., 2012) probabilistically cache data that is expected to be accessed by (a) minimizing redundant copies to update and (b) leaving cache space for other data flows. The authors, however, do not discuss the costs related to cache misses or invalid responses. Zhang et al. (Zhang et al., 2018) propose and evaluate a cooperative caching scheme that dynamically adapts by auto-configuring according to IoT data lifetime and request rate. This underpins the concept of ExpPrd and freshness is considered when making the caching decision. Fatale et al. (Fatale et al., 2020) indicate an improvement in hit rate when items are non-redundant selectively cached and refreshed using the least useful policy in a cooperative caching setup, but ignoring delays of transmission among caches.

H. Adapting for data refreshing

Assuming a transient data item is already cached, one of the important decisions is – when to acquire a fresh snapshot of the data, to ensure the validity of the cached item. Different metrics to trigger refresh can be found in literature such as (a) need to refresh (NTR) (Medvedev, 2020), (b) age penalty (Sun et al., 2016), (c) cost of update delay (Kosta et al., 2017), to name a few. Adaptive refreshing changes the refresh rate according to the variability of the data item’s lifetime, e.g., the time between the temperature sensor reading 31°C to the time of the previous reading of 30°C (Weerasinghe et al., 2022b). We identify this method to be proactive considering that an optimal refresh rate could fetch an item prior to a fresh copy being requested. Proactive cache strategies (e.g., reuse with and without shift, no reuse) in (Medvedev, 2020), and full-coverage retrieval in (Weerasinghe et al., 2022b) use this rationale.

An imminent advantage is the reduced network utility compared to a simple periodic refresh tested in (Weerasinghe et al., 2022b). The frequency of variation of sensed data (e.g., temperature) is subject to randomness and can be complicated to accurately estimate. It is why quantifying the Value of Information of Update (VoIu) – the importance of refresh data defined by how much it improves the accuracy of the predicted refresh rate (Abd-Elmagid et al., 2019) is a vital definition. Systems using cache refreshing for transient data are most likely to operate sub-optimally, e.g., in either accuracy of data or cost-efficiency in refreshing, unless the intervals between two different measured values can be accurately estimated (e.g., the probability of a parking slot being occupied in the next minute is 95%) or observed to be consistent over a longer period (e.g., temperature changes every 2 hours).

In TABLE II, we summarize the pros and cons of all the adaptive caching strategies discussed in this sub-section. In the next section, we will critically evaluate the literature considering the different approaches used to achieve the optimization goals discussed above.

VII. APPROACHES TO ACHIEVING EFFICIENCY GOALS IN ADAPTIVE DATA CACHING

In the previous section, we broadly discussed multiple methods of adapting. But they too can be categorized into two distinct approaches to cache adaptation: (a) optimization by cache organization (OpByOrg) and (b) adaptation for optimality guarantee (or learning an optimal adaptive caching policy). We indicate this categorization using a Venn diagram in Figure 13.
TABLE II
COMPARISON OF ADAPTIVE CACHING STRATEGIES

| Adaptation scheme                  | Pros                                                                 | Cons                                                                 |
|------------------------------------|----------------------------------------------------------------------|----------------------------------------------------------------------|
| Adaptive cache replacement          | • Extensively researched forms of adaptive caching approach.         | • Needs extensive monitoring on each data item and computation to decide items to replace, e.g., relative popularity (Pahl et al., 2019). |
|                                    | • Most have simple definitions and hence, easy to implement.          |                                                                      |
| Caching policy shifting             | • Context-aware.                                                     | • Probability of frequent policy shifts when no dominant context exists. |
|                                    | • High cache hit rate when cached data access follows a consistent behaviour (Choi et al., 2020). | • Additional cost to re-fetching to replace items evicted by the previous policy. |
| Hierarchical Caching                | • Logically and physically separates types of resource competing items (Chatterjee and Misra, 2016). | • Demands for duplicate or redundant cache memories.                  |
|                                    | • Virtualized. The view of the cache is uniform and unitarily accessed (Kiani et al., 2012). | • Complex processes to manage data among many levels, and technologies of cache. |
|                                    | • Cost optimal to place data/context in differently expensive cache memories when consumers latency requirements varies or changes with time. |                                                                      |
|                                    | • Higher hit rate because of longer, and larger cache data retention (Kabir and Chiu, 2012). |                                                                      |
| Proactive caching                   | • Can utilizes idling resources – cache, network, and processing (Sadeghi et al., 2018). | • Estimating items to proactively cache is non-trivial. Especially for long term cost minimization goals. |
|                                    | • Caches data prior to requests are realized. No or minimal delay to reach optimal minimal response latency (Venkataramani et al., 2002). | • Hit rate depends on prediction accuracy. |
|                                    |                                                                      | • Suffers from cold start problem. Optimal performance is reached after a delay. |
|                                    |                                                                      | • Requires priori knowledge for prediction, which in some scenarios and data could be unavailable. Therefore, should resort to complex filtering algorithms. |
|                                    |                                                                      | • Computationally expensive given the model requires to re-learn iteratively to adapt. |
| Elastic Caching                     | • Accessibility to resources is theoretically unconstrained.         | • Applicable only in a Cloud environment.                             |
|                                    | • Enables optimizing for infrastructural, and resource costs (Bilal Benifa and Dejey, 2019). | • Not economically viable if cache memory or scaling it is costly.     |
|                                    | • Easily implementable using existing cloud-based Infrastructure-as-a-Service (IaaS), e.g., Choi et al., 2020, or with Platform-as-a-Service (PaaS), e.g., Scouarnec et al., 2014. | • The decision to scale need to be proactive to fully yield the cost-efficiency benefit. But it is non-trivial when priori information is unavailable or uncertain. |
|                                    |                                                                      | • Scaling up and down are complex operations at run-time (See above), e.g., due to managing post scaling degradation. |
|                                    |                                                                      | • Research and experimentation on a commercial Cloud can be costly. Using simulators is more viable. |
| Adaptive Cache Space Allocation     | • Maximizes space utility of resources. Marginal utility of cache memory is maintained high. | • Applicable only to limited sized cache systems.                      |
|                                    | • Could reach optimal hit rates when the factor(s) used to decide the space allocation is/are highly skewed in values (Chockler et al., 2011). | • Physical cache page management for dynamic space variation is non-trivial. |
| Adapting by Locality                | • Traffic is confined locally. Therefore, backhaul congestion is limited, consequently resulting fair allocation of backhaul network allocation among localities (Fatcianti et al., 2021). | • Applicable only to when multiple cache memories are independently deployed in the network. |
|                                    | • Shorter latencies serving from local caches (shorter hop distance), e.g., Guo and Yang, 2019. | • More suitable when cached data values are monotonic or static.       |
|                                    | • Round trip to retrieve from cache is shortened when approaches like collaborative caching is utilized (Y. Wang et al., 2019). | • It is essential there exist similarity in requests for data/context among users in the locality to achieve efficiency objectives. |
| Adapting for Data Refreshing        | • Minimizes cost on context/data retrieval (CoC), e.g., Weerasinghe et al., 2022b; Medvedev, 2020. | • Data lifetime of natural data are random. Therefore, non-trivial to accurately learn. |
|                                    | • Reduces load on backhaul networks.                                 | • Invalid data can be served unless the refresh interval is accurate against the actual lifetimes. |
|                                    |                                                                      | • Decision on optimal refresh interval is complex when multiple SLAs and dependencies among data items exists. |
We refer to OpByOrg as the approach that employs infrastructure, cache memory organization, and/or data structures along with relevant algorithms to implicitly induce efficiency in to caching. Consider adapting by locality, e.g., cooperative caching (Y. Wang et al., 2019), or on-path caching (Pahl et al., 2019) which confederate data between different levels of proximally placed distributed caches to minimize the distance between a consumer and data even though the provider may be distant located. The precondition here is the availability of a network of data caching nodes that could be selected at will to execute caching and internetworking that transfer data from any node to another.

Adaptation for optimality guarantee (AdOpGu) refers to methods ensuring the adaptive actions result in higher cost-efficiency, or QoS. In other words, AdOpGu is being objective greedy. Consider, PoliShift as an example. The switches (adaptive action) are aimed at maximizing the HR which are made by a process that observes, learns, and executes accordingly, e.g., using machine learning (ML) (Pahl et al., 2019). Two main features distinguish these approaches: (a) OpByDes is based on the assumption of perpetual connectivity (i.e., which is a feature of ICN networks) whereas AdOpGu is a constraint problem, i.e., managing the limited cache space, (b) OpByDes is coordinated, e.g., collaborative caching, whereas AdOpGu can be executed independently, e.g., selective caching agent in the Cloud (Blasco and Gunduz, 2014; Kirilin et al., 2019; Xu and Wang, 2019), and (c) OpByDes is infrastructure based, i.e., need many connected cache-enabled nodes to implement hierarchical caching (Chatterjee and Misra, 2016, 2014), whereas AdOpGu is software-based, e.g., cache replacement using an ML (Pahl et al., 2019; Xu and Wang, 2019), or reinforcement learning (RL) (Nasrizadeh and Wang, 2020; Sheng et al., 2020) models.

In Figure 13, we did not indicate any adaptive strategy that is purely OpByDes since none of the reviewed literature used the pure form. For instance, a simple rule-based adaptation by locality method could forward and cache a data item in the next node(s) closer to the consumer if its access frequency is more than a set threshold. This rule is unaware of optimal cache placement to maximize HR since the migrated data item could evict the item in the receiving node without guaranteeing an increase in the HR, e.g., replacing using LRU.

We have discussed the literature on different strategies of adaptation, which we also classified into two approaches. In the next section, we survey the different technical solutions that these strategies used to achieve their optimization goals. As per our classification in Figure 13, we refer to them as techniques to guarantee optimality.

VIII. TECHNIQUES TO GUARANTEE EFFICIENCY IN ADAPTIVE DATA CACHING

Cache efficiency is a subjective construct, which depends on the goal of using cache memory. We indicated several such goals, e.g., minimizing the cost of responding to queries (Scouarnec et al., 2014), maximizing HR (Schwefel et al., 2007), etc. Despite the objectives, the strategies for adaptation are limited as we discussed in Section VI. Further, Mehrizi et al. (Mehrizi et al., 2020) state that there exist only two problems that adaptive caching needs to solve (a) data selection problem – identifying “what” data items to cache, and (b) cache placement problem – identifying “where” the data item should be cached. In this section, we survey the different technical solutions used to solve the adaptation problems. They are indicated in Figure 14 and discussed below.

A. Function-based techniques

The first technique involves defining a decision metric as a function of sever parameters (Al-Turjman et al., 2013; Anandarajah et al., 2006; Chatterjee and Misra, 2016, 2014; Schwefel et al., 2007). Decision criteria can be static, e.g., (Anandarajah et al., 2006), adaptive, e.g., (Venkataramani et al., 2002), or threshold(s) based. The decision metric can be any of:

- **Monetary cost** – e.g., in (Scouarnec et al., 2014). We previously discussed of (Sheikh and Kharbutli, 2010; Y. Wang et al., 2019) as cost models under ICN cache policies.
- **Performance metric** – e.g., (Schwefel et al., 2007) adopts mismatch probability rather than the hit probability considering it as a direct indicator for cache eviction and TTL using mathematical proof.
• **Abstract value** – e.g., in the Least Value First (LVF) policy (Al-Turjman et al., 2013), Least Useful policy (Fatale et al., 2020), Need to Refresh (NTR) value in (Medvedev, 2020), and cost of a data item at a router in (Vural et al., 2014).

But there are several drawbacks to this technique. First, functions are attributed to each data item, which requires to iteratively update for each read or write event. Unless a reliable estimation technique that could calculate for all data items using only metrics of a sample of data items, e.g., estimating based on similarity, formula-based approaches are computationally expensive at scale.

Secondly, weights defined for a formula are translatable from SLAs, e.g., in (Menache and Singh, 2015), authors use a weighted caching model in which cache misses are translated to fixed costs defined per user. In a scenario that involves multiple, complex SLAs, it is non-trivial to define formulas.

**B. Linear and Non-Linear Programming**

There exists a significant body of research applying linear and non-linear programming approaches to solve multivariate caching problems. Ruggeri et al. (Ruggeri et al., 2021) investigate the optimal content placement of selected items for caching using Integer Linear Programming. Authors consider the popularity and IoT data lifetime to formulate the decision criteria. The problem however is the NP-hardness of solving the problem since the expected accumulated latency gain is calculated for each data item-cache memory pair in discrete time intervals. Menache et al. (Menache and Singh, 2015), and Dasgupta et al. (Dasgupta et al., 2017) described applying convex optimization to online caching to reduce infrastructure costs in Cloud environments. The linear programming approach is applied to the costs of various types of Cloud compute instances, Cloud storage costs, access latencies to data, and different SLAs. This solves one of the questions we discussed in Section VI - optimizing the number of purchased Cloud cache instances. This approach can also be applied to efficiently allocate tasks, e.g. localizing cache context processing (Sheikh and Kharbutli, 2010) (refer Section VI), and localizing data caching (Malawski et al., 2013; Wyrzykowski et al., 2014) (refer Section VI).

We observe that a significant number of Machine Learning (ML) techniques including Reinforcement Learning (RL) and Multi-Armed Bandit (MAB) involve non-linear optimizers, e.g., policy gradient methods implement a gradient decent – a non-linear programming model (Sutton and Barto, 1998). So, we break our survey into three sub-sections as follows.

**C. Machine Learning**

Machine Learning (ML) techniques are commonly used in prediction tasks. Techniques that involve pattern recognition, anomaly detection, feature learning, regression analysis, etc., are trained using large representative historical data sets. ML is broadly categorized into three paradigms: (a) supervised – features tagged with the class labels, (b) unsupervised – classes inferred during training, and (c) reinforcement learning. Previous work that utilized Reinforcement Learning is discussed in the next sub-section. Shuja et al. (Shuja et al., 2021) have conducted an extensive study on applying ML for adaptive data caching, however, not discuss their application for caching contextual information.

Supervised learning for ACC is infeasible due to two main reasons: (a) volatility of context resulting in lack of knowledge, e.g., new context information, variation of context lifetime (Sheng et al., 2020; Weerasinghe et al., 2022b) and (b) dimensionality problem – the impossibility to define all features and caching actions relevant to the ACC design at a given time. Unsupervised learning techniques such as online clustering are attractive techniques to make selective caching decisions when prior knowledge is not available. Khargaria et al. (Khargaria et al., 2022) implement an ACC mechanism that estimates the popularity of a cluster of context entity types. While this approach is completely oblivious to the QoC and cost efficiency of the CMP, the popularity of a cluster cannot practically be homogenous to all its context entity instances. So, one of the limitations of clustering context information is defining a valid clustering criterion. Secondly, it is difficult to verify or validate clustered context information as it can be highly subjective to the entity or the scenario. For instance, consider a contextual model that represents the stress level of a driver in our scenario. Apart from the context of being stressed being highly subjective to the individual even under the same conditions, the lifetime can similarly vary. Clustering such context information based on representation or definition can be inaccurate. Any estimations made using these context clusters, e.g., estimated popularity, are hence not generalizable, nor accurate. So, there exists no ground truth to clustering context information.

Zameel et al. (Zameel et al., 2019) trains an time-series model using ARIMA. The authors showed an 81.4% increase in HR for a 50% increase in cache size. \(HR \propto CacheSize\) is a feature of LRU. There is no compelling evidence to suggest an additional advantage of applying time-series predictions, which could be reasoned out using the volatility of the context information that does not conform to trends or seasonalities.

Pahl et al. (Pahl et al., 2019) propose a self-organizing machine learning (ML) model to prefetch sensor measurements purely on a theoretical basis. It is however interesting to compare and contrast this model against (H. Wu et al., 2021) and (Scournee et al., 2014) in which ML is utilized the same way but for edge caching. In order to apply ML, the items should be uniquely identifiable which is a challenge with context. As in the case of (Pahl et al., 2019), the authors adopted the Virtual State Layer (VSL) middleware for tagging content using VSL ID. A similar approach to virtualizing Sensor Cloud is found in (Chatterjee and Misra, 2014). In either case, it enforces an abstraction of the sensing devices as a service – which is similar to the notion of context service in Coaas (Hassani et al., 2018).

A key drawback of the works mentioned in this sub-section is the lack of details in the presentation on the processes, e.g., how Extract-Transform-Load (ETL) is performed, and how data is localized in making caching decisions. This is a limitation when critically analysing this work.

A promising work using ML technique for IoT data caching can be found in (Ale et al., 2019). Authors employ a three-block architecture consisting of a 1-D convolutional neural network (1-D CNN) for feature selection, followed by an LSTM network purposed for predicting requests as a time-series and a
fully connected neural network (FCNN) to filter the most likely items to access (for prefetching). The solution attempts to solve the problem of temporal association of queries, which we have discussed in the previous sections. Authors assume there exist similarities among different user requests (as in the case of AdLoc by locality) which is acceptable. The drawbacks however are, (a) the imminent process heaviness incorporating three large neural networks which do not scale well with very large amounts of IoT data; the authors do not indicate any QoS measurements, (b) the accuracy of prediction is only 60%, which indicates that ~40% of the cache occupancy generate a hold-up and additional retrieval costs; it is not cost-efficient, therefore.

D. Reinforcement Learning

There is a significant body of research in adaptive data caching that utilizes Reinforcement Learning (RL). Wang et al. (Wang and Friderikos, 2020) provide a comprehensive survey on different approaches of RL for edge caching. We find the main reason for this popularity is the model-freeness of developing an RL solution. There are four key advantages to ACC using RL: (a) learns a model without prior knowledge, i.e., as we discussed the nature of context and its priors in Section 1, (b) solution design is focused on developing the “right” objective and reward functions, and (c) RL models evolve over time, e.g., decisions adapt with experience (Zhu et al., 2019), and (d) relaxation of dimensionality concerns at design time. We discuss each of these using the related literature below.

In TABLE III, we first summarize all the RL architectures and algorithms used in previous literature and indicate their abbreviations for brevity in our later discussions. Authors in (X. Wu et al., 2021) use a technique called Soft Policy Improvement (SPI) for policy optimization, which is a form of Proximal Policy Optimization (PPO). SPI is hence indicated under PPO. Then in TABLE VI, we indicate the solution design by architecture and optimizer for each relevant work.

Firstly, the ability to learn without prior knowledge, e.g., unknown transition probabilities (Sadeghi et al., 2019b), is a necessity for ACC due to the nature of context as we discussed earlier. Secondly, we agree with Wang et al. (Wang and Friderikos, 2020) that the reward scheme should be appropriately designed to ensure that the RL agent does not converge at short-term rewards (local optima) for a long-running dynamic system. For instance, consider a reward > 0 at each step for correct action (e.g., caching in the short run). The agent, in turn, could improve the accumulated short-term benefits although not yielding long-term rewards, e.g., due to over context caching. So, the definition of an optimal policy (π∗) and reward scheme to reflect long-term orientation is a design question. But there are three major concerns: (a) identifying the constraining parameters, e.g., the budget of the CMP for ACC, and (b) measurement of parameters, e.g., how to measure and represent co-occurring context queries and similar complex dependencies among context information, and (c) storage of measured parameters, e.g., in Context Storage and

| TABLE III | RL ARCHITECTURES AND OPTIMIZERS USED IN LITERATURE |
|-----------|--------------------------------------------------|
| **Abbrev.** | **Description**                                 |
| AC        | Actor-Critic Network (He et al., 2019)          |
| A2C       | Advantage Actor-Critic Network (Sheng et al., 2020) |
| A3C       | Asynchronous Actor Critic (Zhu et al., 2019)    |
| MA-AC     | Multi-Agent Actor Critic Network (X. Wu et al., 2021) |
| MDP       | Markov Decision Process (Somuyiwa et al., 2018) |
| MDP-SI    | Markov Decision Process with Side Information   |
| QN        | Q-Network (He et al., 2019)                     |
| DQN       | Deep Q-Network (Sheng et al., 2020)             |
| EMRQN     | External Memory based Recurrent Q-Network (Wu et al., 2019) |
| FTN       | Fixed Target Network (Zameel et al., 2019)      |
| OGD       | Online Gradient Decent Method (Sheng et al., 2020) |
| IDSG      | Iterative Dual Sub Gradient Method (Sadeghi et al., 2018) |
| FDM       | Finite Difference Method (Somuyiwa et al., 2018) |
| DDPG      | Deep Deterministic Policy Gradient (Zhong et al., 2020) |

| TABLE IV | COMPARISON OF ADAPTIVE DATA CACHING STRATEGIES |
|-----------|-----------------------------------------------|
| Literature | **RL Architecture** | **Optimizer** |
| He et al., 2019 | AC | ✓ |
| Nasehzadah and Wang, 2020 | A2C | ✓ |
| Sadeghi et al., 2019a | A3C | ✓ |
| Sadeghi et al., 2019b | MA-AC | ✓ |
| Sadeghi et al., 2018 | MDP | ✓ |
| Sheng et al., 2020 | MDP-SI | ✓ |
| Somuyiwa et al., 2018 | QN | ✓ |
| Wu et al., 2019 | DQN | ✓ |
| X. Wu et al., 2021 | EMRQN | ✓ |
| Zameel et al., 2019 | FTN | ✓ |
| Zhong et al., 2018 | OGD | ✓ |
| Zhong et al., 2020 | IDSG | ✓ |
| Zhu et al., 2019 | DDPG | ✓ |
Management System (CSMS) (Medvedev, 2020; Medvedev et al., 2017). This is non-trivial for a large near real-time system. Sheng et al. (Sheng et al., 2020) use a rolling window strategy to measure cache performance parameters and execute learning based on them. We find two advantages to this method: (a) prevents the system from compromising to a sub-optimal cache state in attempting to optimize for a very long term, e.g., optimal policy during 8:00-9:00 am is not applicable during 1:00am-4:00 am for Q1-Q4 in Melbourne (Auditor General of Victoria, 2013) and (b) the notion of windows is similar to the notion of PnPrds in which we have already established to prune the parameter space to a manageable set.

There are three categories into which the reward functions can be classified by objective:

- **Maximizing reward for the CMP** – reward function designed using QoS parameters - e.g., Wu et al. (Wu et al., 2019) demonstrate a higher HR compared to the benchmarks under dynamic data and request popularity and in (X. Wu et al., 2021), authors minimize the average age-of-information and cost of cache updating. We focus more on this approach in our discussion since it aligns with *Perspective A* of efficiency.

- **Maximizing rewards for the consumer** – reward function designed using QoE parameters, e.g., He et al. (He et al., 2019).

- **Maximizing reward for the CMP using consumer modelling**, which is a hybrid of the above functions in which the individual user behaviours, e.g., access patterns, are modelled to estimate the QoS of the CMP.

Zhu et al. (Zhu et al., 2019), Sheng et al. (Sheng et al., 2020), and Nasehzadeh et al. (Nasehzadeh and Wang, 2020) pursue the objective of maximizing the overall reward for the system. The goal is to maximize HR (the reward) by estimating the popularity of data items. The authors of (Zhu et al., 2019) estimate the IoT data popularity using a collaborative filtering technique based on user request patterns. The solution has a simple construct compared to the latter two because of two reasons. Firstly, the model adapts episodically and converges to local optima per user. Therefore, there is a mutual exclusion among consumers on sub-optimal adaptive performance during their respective learning periods. Models are therefore subjective and easier to train using user preferences as a *Knapsack problem*. Secondly, user models are less likely to change over shorter periods of time. In contrast, consider models developed for maximizing reward for the CMP, e.g., system-wide cost-efficiency in (Sadeghi et al., 2019b). In the worst-case scenario of complete randomness, it is bound not to converge. Assume a set of dominant context information, e.g., consider Q1-Q4 to be dominant by popularity among other context queries in the area. The problem would rather be to find a caching model most appropriate for the dominant queries. *Greedy policy selection*, e.g., defining clipped functions (Nasehzadeh and Wang, 2020; X. Wu et al., 2021), would be more effective to direct the policy search (which is a matter of QoS, since shorter convergence time results in higher accumulated perceived value to the CMP in the long term) compared to randomly searching for optimal policies among the policy set.

In Section IV, we defined the Cost of Context Caching (CoCa) as an abstract construct. We find several ways this concept is realized in literature. Sadeghi et al. (Sadeghi et al., 2019a) align the reward function to minimize CoCa. But the optimal value function is approximated. It maximizes process efficiency at the expense of long-term cache performance-efficiency. In (Sadeghi et al., 2018) cost is defined as the difference between what is cached now, and what is decided to be cached. The more different they are, higher the cost. This is a de-facto reward function. For a minimizing objective, the model can converge to a state that is least probable to incur the costs in the immediate decision window. So, the reward function encourages short-term optimality by design. Similarly, Wu et al. (Wu et al., 2019) define the reward function by the popularity of current cache items, and the weighted popularity of cache items retained from the previous window. It maximizes the popular data that stays in the cache for a longer period while a negative reward is assigned to cache evictions. We identify that it balances myopic behaviour that the agent may exhibit only if the positive reward was considered.

Thirdly, RL models evolve with experience which we discussed as a need for ACC based on the volatility of context query loads. Adapting either by proactive caching (Sadeghi et al., 2018; Somuyiwa et al., 2018; Wu et al., 2019; Zhong et al., 2018; Zhu et al., 2019), selective caching (Kiri\(\text{\textperiodcentered}\)lin et al., 2019), or cache replacement (Nasehzadeh and Wang, 2020; Sadeghi et al., 2019b; Sheng et al., 2020; H. Wu et al., 2021), the convergence occurs over multiple iterations. This contrasts with the drawbacks discussed for literature using ML in Section VIII-C.

It is important to discuss why a greater number of works in adaptive caching that implements DDPG methods. We make this observation using TABLE IV. The actor-critic architecture shows promise in the applicability for the adaptive context caching problem because the critic network could refine the actor-network by feedback, e.g., against a loss function (Nasehzadeh and Wang, 2020; Zameel et al., 2019). According to (Wang and Friderikos, 2020), RL can be categorized into two types: (a) value function based, e.g., Q-Learning in (Sadeghi et al., 2019a; Wu et al., 2019) and (b) policy search methods, e.g., PG in (Zhu et al., 2019), PPO in (Nasehzadeh and Wang, 2020), FDM in (Somuyiwa et al., 2018), DDPG in (Sheng et al., 2020; Zhong et al., 2018), and IDSG in (Sadeghi et al., 2019a). But we note that there is (a) a lack of prior knowledge - e.g., in (Sadeghi et al., 2019b), the authors’ state file requests have unknown transition probabilities, and unknown time-varying popularity profiles considered in (Liu et al., 2021) and (b) complexity to define all relevant dimensions for input in ACC because of the multitude of parameters that affect various aspects of the adaptive caching decision. It is infeasible to adopt value-functions-based approaches since it is essential to have knowledge of at least the transition probabilities to accurately estimate either value or Q-functions (Wang and Friderikos, 2020). The rationality to adopt a policy search method can be attributed to four reasons:

- **Faster convergence** (Wang and Friderikos, 2020) – which is advantageous to minimize the negative
impact of (a) the cold start problem, (b) temporally varying characteristics of the query load, e.g., the composition of context queries (Medvedev et al., 2018), and (c) emergence of new context and queries, on the objective function.

- Policy search methods handle stochastic processes better than the function approximation techniques, e.g., in (Zhong et al., 2018), request frequency is derived as a statistical process. Note that internally computed metrics to ACC are stochastically derived such as the co-occurrence probability of a pair of context information.

- Parametrizes the policy ($\pi_\theta$) by known parameters ($\theta$), which are metrics measured internally, e.g., HR, CoCa, or externally provisioned, e.g., penalty cost in SLA. Further examples are (Sadeghi et al., 2019a; Zhu et al., 2019) where the policy is parametrized in a multivariate manner by, (a) file popularity, (b) cost of caching, and (c) loss of freshness.

- Tunes the parameters of the policy function in search of an optimal policy using the gradients of the performance metrics, e.g., if the performance metric is Hit Rate (HR), the search follows the policy that maximizes the gradient of the HR variation. Similarly, we can develop to search policy that minimizes the gradient of Cost of Context Caching.

It is evident from the discussion above that, although improving cache decisions by experience is a feature of RL, not all techniques apply to Adaptive Context Caching.

Fourthly, there is work to discuss the advantage of the reduction in dimensionality concerns when developing adaptive caching solutions. There are two aspects to it: (a) identifying feature space and (b) identifying action space. All the literature listed in TABLE IV is defined using multivariate feature vectors, which is different from previous work in the areas that are more focused on a single feature. The curse of dimensionality is handled by tuning weights which are learnt iteratively (Sutton and Barto, 1998; Wang and Friderikos, 2020).

In the literature we have already discussed, the possible caching actions are predefined, e.g., all candidate files to cache (Nasehzadeh and Wang, 2020; R. Wang et al., 2019; Zhang et al., 2020). But we identified defining all actions for context caching as non-trivial. The number of all possible actions is also a concern when considering RL for ACC. Nasehzadeh et al. (Nasehzadeh and Wang, 2020) propose the Wolpertinger architecture (Dulac-Arnold et al., 2015) to heuristically estimate actions which otherwise would result in exponential growth in cost and time-complexity as a result of a large action space. Using PPO for policy optimization, the authors attempt to improve the efficiency and accuracy of caching by using k-Nearest Neighbour (kNN) clustering greedy selection. A DRL agent is used for prefetching and making caching decisions to store the frequently requested contents at local storage as a replay memory. Similar is the work in (X. Wu et al., 2021).

But there are three key issues in applying RL as a technique for ACC are summarized in Figure 15 and discussed below.

Firstly, when using gradient decent methods for cache optimizing (Nasehzadeh and Wang, 2020; Sadeghi et al., 2019a, 2019b; Sheng et al., 2020; Somuyiwa et al., 2018; Zhu et al., 2019), vanishing gradient problem (VanGrdPro) – the problem of the gradients of loss functions getting smaller, eventually leaving weights of some layers in the neural network to unchanged, is a concern. This is induced by an enlarging action space, e.g., in relation to novel context information. The difference between any two caching actions can get indifferent, e.g., caching context of $Q_1$ versus $Q_2$. As a result, the gradient decent may never converge to an optimum. There are two solutions investigated in the literature. Wu et al. (Wu et al., 2019) propose to use Long Short Term Memory (LSTM) to alleviate this problem. They predict the outcome of a state-action pair based on gradients of recent actions. Perseverance of recently learnt information and the ability to use them in the current time slot is a feature of LSTM (Ale et al., 2019). The other solution is to generate differentiable actions accepting the increase in the number of actions. Wu et al. (X. Wu et al., 2021) customize the Gumbler-SoftMax sampler for this purpose. The authors also propose to improve exploration of the action space as a countermeasure to prevent premature convergence. It is however not clear the sustainability of this solution in the long-term because of (a) the infinite number (theoretically) of context caching actions that are hardly differentiable and (b) the effectiveness of exploration when the probability of selecting a context caching action rapidly decrease.

![Fig.15. Pros and Cons of applying RL for ACC.](image_url)

Secondly, experimental setups in related work are small to evaluate their scalability. We summarize several experimental setups in TABLE V. Further investigations are needed (a) when there are multiple caching nodes, and (b) for heterogenous data, types, queries, popularity distributions, and request rates.

**TABLE V**

| Research | Sample Size | Caching Nodes | IS? |
|----------|-------------|---------------|-----|
| He et al., 2019 | 1001 chunks | 1 BS | Yes |
| Kirilin et al., 2019 | 49-436 million requests | 7-56 million unique objects | 1 | No |
| Nasehzadeh and Wang, 2020 | NF | 1 | Yes |
| Sadeghi et al., 2019a | ~ (~ 10,000) files | 1 | Yes |
| Sadeghi et al., 2019b | 1,000 leaf nodes | N | Yes |
Thirdly, the model-free nature of RL imposes a QoS problem of concern to near-real-time systems. Chugh et al. (Chugh and Hybinette, 2004) describes it and is observable in the results of many work (Nasehzadeh and Wang, 2020; Zhu et al., 2019). We referred to it by the cold start problem – sub-optimal cost- and performance efficiency until convergence. This is where prior knowledge is useful, as in (Nasehzadeh and Wang, 2020), in order to pre-train and minimize convergence latency. This notion is clear using sampling techniques such as Thompson sampling (Zhu et al., 2020) where central tendency measures stabilize for a distribution of data items after a number of iterations. Let us assume that an RL model is trained for each PlnPrd and applied accordingly for ACC. Two reasons would not allow ACC to perform efficiently right away in the current PlnPrd: (a) difference in parameters and metrics observed in the previous PlnPrd; so certain metrics need to gather an adequate amount of data in the current PlnPrd, and (b) new context information due to possible lack of pattern in the query load (Medvedev et al., 2018), e.g., context about the car, not previously observed in the scenario in Figure 2.

### E. Multi-Armed Bandit methods

Multi-Armed Bandits (MAB) is a sub-class in Reinforcement Learning where the action space is strictly confined to a predefined set among which a single action is chosen at the decision time. The goal state of MAB is concrete and assumes the convergence is guaranteed over a finite number of iterations. Previous literature often assumes minimum or no state transitions in the interacting environment, e.g., variation in preference for certain car parks, to ensure convergence. MAB is, therefore, suitable for well-defined optimization problems where the observed entity or entities are unlikely to change frequently.

A considerable body of research optimizing for QoE of individual users (Mehrizi et al., 2021; Yu et al., 2020; Zhang et al., 2020), such as training recommendation models to proactively cache for individual users could be found in the literature. For instance, Zhang et al. (Zhang et al., 2020) used non-negative matrix factorization to estimate the probability to decide to cache new data items using the user preference matrix of known items. Mehrizi et al. (Mehrizi et al., 2020) investigate a similar proactive caching strategy using tensor train decomposition, and Kalman filtering, while Yu et al. (Yu et al., 2020) adopt a variational auto-encoder. The focus of these work is to mitigate the lack of prior knowledge, which is a challenge in ACC as well. MAB approaches to proactively caching can be viewed as a collaborative filter in this sense. User-based matrices (e.g., preference matrices (Zhang et al., 2020)) make this approach technically feasible because users are often seen to have limited preferences. So, the number of items to compare a new item against is limited compared to comparing against a theoretically unlimited number of items in a system-wide perspective.

One of the differences between MAB to RL is the optimizers. Blasco et al. (Blasco and Gunduz, 2014) use combinatorial optimizers – searching for an optimal policy by exploring a finite set of feasible solution sets (typically state-action pairs). It is at least NP-hard to solve. NP-hard problems are both computational and resource intensive, both of which contradict the objectives of maximizing QoS and the cost of ACC.

In this section, we discussed the different approaches for optimal guaranteed adaptive data caching in the literature. In the next section, we discuss related work in adaptive caching using scalable Cloud caches.

### IX. SCALABLE CLOUD-BASED CONTEXT CACHING

One of the major challenges to ACC is the large volume of context information about an entity (Perera et al., 2014), which is theoretically larger than the data attributed to that same entity (e.g., the properties). We predominately discussed adaptive caching in limited-sized cache memory in the previous sections, but identified elastic caching, e.g., in the Cloud, as a viable option to overcome several issues (Bao et al., 2020; Choi et al., 2020), e.g., consistency in QoS. In this section, we survey the Cloud caching options, and their feasibility to implement in ACC, also comparing them against limited-sized cache memories.

#### A. Methods to handle the scale of caching

One of the techniques to manage scale efficiently with limited resources is load balancing (Figure 16). Maggs et al. (Bruce M. Maggs and Sitaraman, 2015) group together content provider objects by serial number and then hashed them to the same bucket (e.g., binning). The authors use this hash to redundantly cache a piece of data in multiple distributed cached instances since it is time-inefficient to satisfy all the data requests using a centralized cache memory. Cui et al. (Cui et al., 2020), Liu et al. (Liu and Wang, 2018), and Shuai et al. (Shuai et al., 2017) propose a context-aware load balancing schemes based on cost. In comparison to the literature discussed previously, work in load balancing has focused on content-wise adaptation, e.g., per file. But load balancing (LB) is not excessively scalable, and the cache size is limited which can still cause competition or under utility. Consider an increasing trend in the volume of context queries. Then, the number of cache memory instances is subject to scale, manually or otherwise.

We iterate the fact that context data lack patterns (Medvedev et al., 2017). Query loads can show diurnal variability and unpredictable peaks. Several works (Guo et al., 2013; Kabir and Chiu, 2012) suggest the advantages of using an in-Cloud cache that expands and contracts correspondingly. A similar motive can be found in Dynacache (Cidon et al., 2015).

Another technique is to dynamically re-size the cache memory, which we are interested in this paper. Verma et al. (Verma and Bala, 2021) survey auto-scaling techniques for IoT-
based applications on the client side. Two interesting surveys are (Qureshi et al., 2020; Singh and Chana, 2016) which discuss QoS-aware elasticity for near real-time services. Overall, low cost is the main advantage of Cloud computing (Bao et al., 2020), which is in line with the cost-efficiency objective of ACC. The client-side Cloud caching technique investigated in (Banditwattanawong and Uthayopas, 2013) extends these advantages with, (a) scalability and (b) service responsiveness.

A significant body of research in cost-efficient Cloud caching strategies bound by SLAs can be found in (Didona et al., 2014; Herodotou et al., 2011) because Cloud resources are leased at a price. Hence, context cache memory scaling is a coherent cost-aware selection problem similar to selective context caching.

**Fig.16. Methods to handle scale in Adaptive Context Caching.**

Adaptive scaling has been investigated either: (a) virtually (Shen et al., 2011; Verma and Bala, 2021) or (b) physically (Bibal Benifa and Dejey, 2019; Choi et al., 2020; Guo et al., 2013) scale. PaaS products such as those offered by Amazon Web Services (AWS) (Andrade et al., 2019; Kabir and Chiu, 2012; Scouarnec et al., 2014) are used to implement virtual scaling whereas IaaS technologies such as Apache Ignite (“Distributed Database - Apache Ignite,” n.d.) are used to implement physical scaling.

There are several metrics authors use to make scaling decisions. Choi et al. (Choi et al., 2020) estimate the data access pattern per tenant to predict the hit rate for estimated cache space. Checkler et al. (Checkler et al., 2011) implement a similar estimator constrained by an SLA. Another group estimates the required cache space size as a function of the popularity of data items (Andrade et al., 2019; Guo et al., 2013; Scouarnec et al., 2014). Resource utility (which is related to hold up cost) is a parameter used in RLPAS (Bibal Benifa and Dejey, 2019). Scouarnec et al. (Scouarnec et al., 2014), Kabir et al. (Kabir and Chiu, 2012), and Bao et al. (Bao et al., 2020) use a cost prioritized scaling approach.

**B. Considerations of context caching in the Cloud.**

In this survey, we do not discuss specific caching technologies to implement the cache memory for ACC. But we identify several key features in existing technologies that could be used to evaluate the feasibility.

Firstly, cache memories implemented using IaaS options are more desirable to implement elastic caching based on the work of (Bibal Benifa and Dejey, 2019; Choi et al., 2020; Guo et al., 2013; Kabir and Chiu, 2012). But technologies such as Redis (“Redis,” n.d.), Memcached (“Memcached - a distributed memory object caching system,” n.d.), or EhCache (“Ehcache,” n.d.) are stateful. Horizontally scaling on-demand is non-trivial and expensive because caching nodes (e.g., servers, containers) need to be deployed, relinquished, and re-deployed regularly. On the contrary, Caching-as-a-Service products - MemCachier (“MemCachier,” n.d.), Elasticache (“Amazon ElastiCache - Inmemory datastore and cache,” n.d.), and Azure cache (“Azure Cache for Redis | Microsoft Azure,” n.d.) are virtually scaled, abstracting this complexity from the ACC developers.

Secondly, the technology of cache memory units is an important aspect when elastic caching is implemented using IaaS. Bao et al. (Bao et al., 2020) signify the cost of using Non-Volatile-Memory (NVM) for write-heavy caching, i.e., cached context is write-heavy due to refreshing. It is a question of priority and balancing between the recoverability of context and cost. NVMs are however low in write endurance.

Thirdly, performance cliffs or post-scaling degradation (Hafeez et al., 2018; Verma and Bala, 2021) is a major concern to the profitability of elastic caching. Dynacache (Cidon et al., 2015) attempts to solve this problem using a stack distance based approach per slab class using Memcached (“Memcached - a distributed memory object caching system,” n.d.). There are several drawbacks to it. Firstly, stack distance is a notion related to least-recently-used (LRU) items. Secondly, stack distance suffers in sparsely allocated caches. Hence, could be erroneous in scenarios that trigger scaling-down actions. Thirdly, it uses a convex solver. Multi-attribute optimization like Adaptive Context Caching is not guaranteed convex problems but rather concave, e.g., consider the findings in (Weerasinghe et al., 2022b). Pareto optimal methods are suitable candidate strategies instead (Naz et al., 2016).

Finally, elastic caching takes a long restoration time to reach efficiency. ELMem (Hafeez et al., 2018) propose migrating hot data to scaled-up instances from existing ones and from victim instances (scale down) to remaining instances to balance cache utility. The authors depict a significant reduction of 90% in restoration time. The problem of hot context information migration needs to be resolved in relation to query and context information dependencies, which is not yet investigated in the literature. For instance, goodForWalking depends on the cached context attributes about the weather. Similarly, these attributes can be a dependency on a different context function or a context query such as goodForJogging. Selectively migrating context cache pages based on access frequency and then mandatorily evicting any context information in the victimized instances are not straightforward in ACC. The scale-down, migration, and eviction process could negatively impact the QoS of the CMP due to cache misses when responding to a set of context queries (Hafeez et al., 2018).

Based on the above and our cost-efficiency objective, cache eviction is still a valid problem to maintain a context cache memory at a cost-efficient level of utility, i.e., using the primary caching resources. But, eviction in a scalable environment could create distributed data fragments such as in Redis (“Redis,” n.d.) which is not fragment aware. Previous work in Cloud data eviction (Banditwattanawong and Uthayopas, 2013) does not provide compelling evidence on solutions to questions
such as – (a) how fragmented cached data (sparse cache) are reallocated to maintain affinity and (b) how to selectively migrate cached data of in a victim cache.

C. Adaptive context caching in limited-sized versus scalable cache memory

Based on our discussions in the previous sub-sections, we summarize the pros and cons of using scalable and limited-sized cache memories for ACC in TABLE VI.

In this section, we discussed the usability of Cloud caching techniques for ACC. In the next section, we briefly summarize all the parameters used in our reviewed literature.

X. PARAMETERS USED IN ADAPTING CACHING DECISIONS

Overall, we identify that there are two classes of parameters that need to be defined in adaptive caching – (a) metrics to make the decision and (b) metrics to evaluate the decision. In this paper, we focus more on the former because the latter is specific to individual domains. Cost, and performance metrics, e.g., response latency, are of primary interest to us in this work. The metrics to make the ACC decision are also interesting to discuss because we observed a plethora of different parameters in the literature. Previous work uses only a single or a small sub-set among these parameters which is a significant drawback.

In the surveys on performance-efficient web data prefetching (Ali et al., 2011; Domènech et al., 2007, 2006), authors list six metrics to evaluate the prefetching decisions: (a) precision, (b) byte precision, (c) recall, (d) byte recall, (e) traffic increase, and (f) latency ratio.

We identify five primary parameters as inputs to the adaptive caching decision: (a) popularity (i.e., frequency of access), (b) size of data, (c) lifetime, (d) locality information (e.g., the origin of the context query), and (e) costs, e.g., network, and cache costs. The three main constraints are (a) cache capacity, (b) monetary budget, and (c) QoC, QoS, or QoE requirements (i.e., based on SLAs).

In Figure 17, we summarize all the relevant parameters for making ACC decisions based on our survey. The key parameters are (a) freshness, (b) latency, (c) popularity, (d) reliability, (e) mismatch cost, (f) retrieval cost, (g) publisher load, (h) processing cost, (i) publishing cost, (j) cloud resource cost, (k) criticality of the context query, e.g., compare Q1 against Q2, and (l) push/pull nature of the query. The arrowed branches point to parameters that the parent depends on. For instance, latency depends on network transmission delays, and processing delays. Accordingly, ACC is a complex decision involving a multitude of parameters that is non-trivial to solve.

In the next section, we discuss several existing CMPs and their cache awareness or cache readiness.

XI. STATE OF THE ART OF CONTEXT CACHING

Research and development in CMPs are in their early stages, with investigations being only a few years old. FIWARE Orion context broker (“FIWARE-Orion,” n.d.) and ETSI’s Context Information Management (CIM) platform (Context Information Management (CIM): Application Programming Interface (API), 2020) are critical research work apart from the CoaS platform (Hassani et al., 2018). For instance, the current standardization efforts in CMPs and context query languages are led by the ETSI working group, whereas FIWARE is a commercially available product (“FIWARE-Orion,” n.d.). COSMOS (Chabridon et al., 2013) and CA4IoT (Perera et al., 2012) are earlier works with limited context management capabilities. Interestingly, however, none of these CMPs implement caching at the time of this paper. So, we investigate the reasons that enable these CMPs to operate without caching.

First, let us survey the sparingly implemented ACC algorithms in recent literature. There are several works in transient IoT data caching (Zhu et al., 2019), including theoretical frameworks such as (Schwefel et al., 2007). But ACC is uniquely different and poses several challenges not yet resolved under traditional context-aware caching (Weerasinghe et al., 2022c). Medvedev et al. (Medvedev, 2020) develops a
cost-efficient proactive cached context refreshing strategy for CoaaS. Figure 18 illustrates the logical context cache structure proposed for CoaaS, but proactive context refreshing is limited to L1. The rest of the logical levels are updated reactively.

Fig. 17. Parameters involved in Adaptive Context Caching decisions. 1Branches out similar to “Latency”

Fig. 18. Logical context cache in CoaaS (Medvedev, 2020).

Khargahari et al. (Khargharia et al., 2022) investigated an adaptive context caching algorithm that proactively caches context entities based on the estimated popularity of their type (i.e., cluster). Despite the authors indicating a decrease in response latency by 43.8% compared to no-caching (also referred to as the redirector mode), the approach is oblivious to QoC and cost-efficiency. Several other problems need to be resolved when clustering and generalizing measured parameters over all the context information in a cluster. We discussed them in Section VIII-C. Hence, in (Weerasinghe et al., 2023) it is proved that popularity-based policies (using LVF replacement as a benchmark) are not always cost and/or performance efficient for CMPs to manage the context in cache memories. Our algorithm was up to 49.5% cost-efficient while reducing response latency by 54.6%. We also developed a technique to estimate the lifetime of context information (Weerasinghe et al., 2022b) to alleviate the drawbacks of using a predefined static lifetime in all of the above work. Yet, these recent works are still in their early stages of research and this paper intends to provide further direction in Section XIII.

After careful investigation, we identify five potential reasons for not implementing context caching in the existing state-of-the-art in CMPs. Our focus here is on the Orion (“FIWARE-Orion,” n.d.), and CIM platform (Context Information Management (CIM): Application Programming Interface (API), 2020). They are as follows:

- Context queries are executed as a subscribed service. In CoaaS, we refer to them as push-based queries. IoT data are ingested in streams into local storages prior to being processed, i.e., database mode. Then, transiency is no longer an issue as long as the providers reliably push data either, (a) at the rate of sampling or (b) when a different value to the previous measurement is sensed. But we indicated the problems posed by network delays e.g., the asynchronistic of network queues, which still affects transiency. This argument is backed by the notion of tolerance to delays which we tested in (Weerasinghe et al., 2022b).
- Context are managed by the separation of concerns. For instance, Orion (“FIWARE-Orion,” n.d.) use JSON for context dissemination, and each generic enabler – APIs to access retrieved context, use a different type of context storage, e.g., HDFS, MySQL, MongoDB, etc. Context is accessed via dedicated components optimized for a certain feature, e.g., data type, that is faster than retrieving from the provider.
- In both Orion (“FIWARE-Orion,” n.d.), and CIM (Context Information Management (CIM):

context queries such as Q1–Q3 in our motivating scenario are expressed using multiple context queries each. Several challenges of ACC, e.g., intra-, and inter-context query dependencies are not considered in these CMPs. As a result, there exists no logical structure (such as that depicted in Figure 3 and 18) to context information that can be assumed. So, learning patterns for reuse and/or repurposing is impossible.

- Caching approaches can be classified into three: (a) client caching, (b) proxy caching, and (c) server caching. A CMP operating as a middleware acts both as a proxy and as a server at the same time, e.g., as in CoaaS (Hassani et al., 2018), and Orion (“FIWARE-Orion,” n.d.), since it redirects the contextual data from the provider to the consumer, as well as handles the execution of a query. This process is complex and computationally intensive (Medvedev et al., 2019). So, adaptive caching is an additional technical overhead in relation to features like response latency, which is often viewed as a non-functional requirement.

- The massive dimensionality problem involving ACC decisions is clear using Figure 17. According to (Ali et al., 2011; Domènech et al., 2007, 2006), there are at least six different input parameters involved in adaptive data caching – which is a less complex domain compared to ACC. It is a complicated task to design and develop a near real-time algorithm for ACC that incorporates all the dimensions while monitoring each of them in an operational sense.

In the counter-argument, we experimentally found that database mode, e.g., full-coverage strategy in (Weerasinghe et al., 2022b), is not always cost-efficient. There are also three main reasons to opt for caching in comparison to the database mode. Firstly, the CMP requires considerable processing capacity to derive high-level context for each query, from the low-level context that has been ingested into the persistent storages. Secondly, we find that developing an extensible context caching and storage system is yet to be investigated. Consider generic enablers in Orion (“FIWARE-Orion,” n.d.). The objective of the authors is to develop a dedicated interface, optimal for each identified scenario e.g., Orion is focused on five areas: (a) smart agriculture, (b) smart cities, (c) smart energy, (d) smart industry, and (e) smart water. We already find at least nine database technologies in Orion, and CIM uses graph-based technologies (Li et al., 2018) as well. Thirdly, consider Q7, which is only intermittently executed by the CMP for the Context Consumer when the situation is likely to occur (e.g., using the situation monitoring engine in CoaaS (Hassani et al., 2018)). It is then unnecessary to continuously store context persistently compared to proactively retrieving the context information when it could reliably predict the situation (i.e., the context information) would occur.

Context caching is an area that is still in its infancy. There is minimal work to review. We discussed in this section the potential reasons why caching context is not integrated into our benchmarks - FIWARE Orion (“FIWARE-Orion,” n.d.), and ETSI CIM (Context Information Management (CIM): Application Programming Interface (API), 2020). So, in the next section, we elaborate on the concept of adaptive context caching as the basis for identifying features of ACC, and directions for further work in the area.

### XII. Adaptive Context Caching

In this section, we compare the concept of adaptive context caching against adaptive data caching which we critically analysed by methods, techniques, policies, and strategies. The main objectives are to, (a) identify a unique area of research in ACC that is different from adaptive data caching and (b) formally define ACC for the benefit of future direction in the research area.

| Feature                                      | Traditional Data Caching | Context Caching                                      |
|----------------------------------------------|--------------------------|------------------------------------------------------|
| Similarity of cached data to original        | Same (Copies)            | Different considering either or all of structure, form, format, and type, suitable to represent context. |
| Impact of network features on the cache resident time | Only for transient data e.g., IoT data. | Highly vulnerable, e.g., the situation of a location. |
| Need for refreshing                          | Needed only for transient data. | Necessary. |
| Fault Tolerance (Recoverability)             | Recoverable.             | Not recoverable (need to re-derive). |
| Quality concerns of cached data              | Limited e.g., latency, hit rate. | Multi-variate and complicated. |
| Partially caching                            | Applicable.              | Not applicable. |
| Feasible techniques to implement             | Various in literature.   | Limited. Not all techniques investigated in traditional data caching are applicable. |
| Priors to make caching decisions             | Available.               | Unavailable, or limited. |
| Size of cache action space                   | Pre-definable and limited. | Extensible, and hard to pre-define. |
| Optimizable for transactions                 | Feasible.                | Limited feasibility. |
| Write back to cache (Dirty cache)            | Applications write updates back to the cache. | Not performed. Consumers do not write back to the cache. |
| Write heaviness of caching operations        | Typically, lighter than context caching. | Heavy due to refreshing. |
| Cost of data management as a function of number of cached items | Theoretically inexpensive than adaptive context caching. E.g., flat files do not incur refreshing costs. | Increases exponentially where the magnitude is subject to complexity of context queries. Therefore, cost-efficiency aware selection of context information to cache is significantly important. |
A. Adaptive data caching versus ACC

Differences between traditional data caching and context caching are extensively discussed in our previous work (Weerasinghe et al., 2022c). However, we provide in TABLE VII the summary of those differences for the clarity of the readers.

In the next section, we use this difference to formally define ACC based on the differences and the discussions in this paper.

B. Definition of Adaptive Context Caching

In this sub-section, data, and context caching are compared based on several features found in literature in order to establish the uniqueness of ACC.

In this section, we attempt to establish a working definition for the concept of adaptation in context caching (ACC) in a large-scale CMP. The following are three definitions for adaptation, adaptive caching, and ACC in literature:

- definition by Chatterjee et al. (Chatterjee and Misra, 2014) - “Preserving the accuracy of information and conserving the network resources simultaneously against changes in the physical environment”;
- definition in (Sadeghi et al., 2019b, 2019a) - Adjusting the (caching) policies upon which the actions are taken through interactive learning in a dynamically evolving environment on which the system operates to achieve long-term cumulative cost minimization;
- definition by Medvedev et al. (Medvedev, 2020) – “Decision about what context data to cache and what to retrieve from external Context Providers in an ad-hoc manner”

We cannot fully accept any of the definitions above since each encapsulates an application domain, or a predefined structure of deployment e.g., external and internal cache structure in (Chatterjee and Misra, 2014). Chatterjee et al.’s (Chatterjee and Misra, 2014) focus on maintaining the quality of cached data, compromising performance and cost. The definition in (Sadeghi et al., 2019b, 2019a) is relatively adequate for ACC but we discussed several scenarios in which the mechanism needs to proactively and reactively adjust to short-term variations. The definition in (Medvedev, 2020) does not explicitly state the dependence of caching on related components in the CMP when the objective is cost-effectiveness. For instance, what context is cached affects what SLAs apply during refreshing, and the rate of refreshing (e.g., depending on sampling rate) which is investigated in the same work. These parameters are especially tied to how much network is utilized – components external to the cache memory. Further, in the definition of adaptiveness given by Gramacy et al. (Gramacy et al., 2002), “measuring against a comparator” is a key-phrase. In an environment that is dynamic, volatile, and noisy, besides the lack of prior knowledge, it is non-trivial to effectively evaluate any actions taken in near real-time. None of the definitions above underpin this notion.

Accordingly, we define Adaptive Context Caching (ACC) as:

*The decision about what context to cache in near real-time to achieve cost efficiency goal(s) measured by Quality of Service (QoS) and Quality of Context (QoC) parameters. These decisions should be comparable with a benchmark trained with absolute prior knowledge while using the minimal necessary resources and ensuring minimum loss to quality of cached context (QoCaC).*

The minimum necessary resources underpin all computing, caching, storage, and networking resources needed to execute ACC that fully meets the optimization goal(s). The minimum loss to QoCaC refers to the maximum tolerance on QoC and QoS formally agreed upon in SLAs, e.g., freshness. So, ACC is an umbrella term that we use to encompass:

- adaptive selective context caching: the decision of selectively storing context in the cache memory,
- adaptive context refreshing: the process of maintaining adequate QoCaC in cache memory,
- adaptive cache resource scaling: the process of facilitating size, and QoS necessities by scaling, and
- adaptive context eviction: the process of maximizing effective cache memory utility. Effective cache memory is the minimal cache memory required to achieve the optimization goal(s) (we refer to as the primary cache resources) in Section XIII).

Figure 19 illustrates this definition as a cycle to indicate the cached context lifecycle in ACC.

![Diagram of Adaptive Context Caching Lifecycle](image)

**Fig.19. Cashed Context Lifecycle in ACC.**

In this section, we culminated our critical analysis of related literature by first comparing adaptive data caching against adaptive context caching. Then, we used that and the relevant definitions to provide a comprehensive conceptualization and definition for ACC, also indicating significant gaps in the area requiring further research efforts.

XIII. REQUIREMENTS OF ADAPTIVE CONTEXT CACHING

In the previous sections, we laid the groundwork to identify the nature of a well-designed ACC that achieves cost and performance efficiencies. We identified several features and areas that ACC should address in the definition. In this section, we discuss the functional requirements of ACC. We first identify the five problems that ACC should solve to derive an adaptive context caching plan. Then, they are translated into
technical requirements. Next, the areas of adaptation in ACC are put into the process.

A. Design Considerations of ACC – The 5Ws

Adaptation in context caching can be broken down into solving five questions which we call the 5Ws. We summarize them in Figure 20. In a simple sense, system-wide optimization is a matter of adapting to five core-areas in a distributed CMP. We refer to the collective actions in each of these areas as the Adaptive Context Caching Plan. We describe it further below.

What context to cache?
Who should cache cache?
When to cache context?
Where to cache context?
How to cache context?

Adaptive Context Caching

1) What context information to cache?

This question is related to the temporal decisions of what context information to selectively cache (Guo et al., 2013), refresh, and evict. Consider scalable Cloud-based cache memory. Then, the temporal decision on what resources to scale e.g., whether to scale the in-memory, or the persistent cache instances, either reactively or proactively with respect to the variations in the context query load and context access patterns is also encompassed in this question.

A significant problem when resolving what to cache is the existence of dependencies among context information. To the best of the authors’ knowledge, previous literature has not considered this aspect. We describe several of them below in relation to the logical cache structure illustrated previously in Figure 18. Consider the JSON response from a car park for Q1-Q4 in Figure 21.

- The CMP requires retrieving the entire response rather than a partial, incurring the full cost of retrieval (i.e., the price paid to the Context Provider and total memory utilized by the response payload, for each refreshing operation) if at least one of the context attributes of this car park entity is cached, e.g., availability in the first level.
- Consider that the availability in the second level of the car park is also cached. There could exist a discrepancy between refreshing the two attributes because of, (a) different quality requirements, e.g., freshness, for the attributes since they are accessed by different Context Consumers (e.g., different applicable SLAs), (b) cached at different time instances (assuming refreshed independently), or (c) sensed using different types of sensors, e.g., having different sampling rates. It is required to perform two independent retrievals to refresh each item which is cost inefficient. Figure 22 illustrates this case and how it can lead to cost inefficiencies unless these dependencies are considered. Blue and orange arrows indicate accesses to attributes available slots in the first (a1) and second (a2) levels respectively. The green diagonal line indicates the loss of freshness, and the red dotted line indicates the minimum freshness of context (fhr) accepted by the consumer.

---

Fig.20. Design considerations of ACC – the 5Ws.

Fig.21. JSON response from a car park (a Context Provider).

Fig.22. Cost inefficiencies arising from discrepancies in caching attributes originating from the same context data response.
• Note the indirect relation between $Q_1$ and $Q_2$ based on the shared context in Figure 4. The caching decision should acknowledge the complex coherencies among context information to improve efficiency by reuse.

• We can consider caching only the context attributes related to $goodForWalking$. Here, we can identify two strategies to re-compute the function, (a) reactivity – computing for each context query requesting the item, and (b) proactivity – computing each time at least when one of the underlying attributes are refreshed.

• In Section II, we discussed the similarity between $goodForWalking$ and $goodForJogging$. Based on our arguments on repurposing, caching one of the two could be a viable cache space-efficient strategy, e.g., $goodForJogging$ cached using a pointer to the cache key of $goodForWalking$ assuming the context is the same and the function occupies more cache space compared to the pointer.

2) Where to cache context?

We refer to deciding the (a) logical, and (b) physical placement of context information in cache memory. It can be explained further as follows:

• Physical assignment of an item
  o Address space allocation refers to assigning a piece of context information to the physical level of cache under a multi-level optimization scheme that uses multiple memory and storage classes (Weerasinghe et al., 2022c). For instance, context information used in queries generated by CCs that have a higher tolerance to RT (e.g., when seek time in a slower cache is smaller than the maximum tolerated latency) can be cached in a slower cache, i.e., persistent cache memory.

  o Byte assignment - Partially caching a piece of context information is invalid in CMPs because a part of the context can be irrational, e.g., caching only a part of a situation description, unlike in (Faticanti et al., 2021; Hou et al., 2019; Zhang et al., 2020). We, therefore, identified that context caching demand for large coherent physical space assignment, i.e., as contiguous blocks (also referred to as physical affinity) for related context information such as of a context query, e.g., caching logically related context in affinity to minimize cache access latency. It is a research gap, especially when implementing CMPs as a distributed system because of (a) cluttering e.g., caching the available slots attribute in a different cache memory instance to where location attribute may be cached of the same car park entity and (b) fragmentation across physically separated context cache memory instances after several context eviction cycles. For example, assume the utility of cache memory instances A, B, and C of the same size are 30%, 20%, and 10% respectively (we refer to them being sparsely utilized). They can cause (a) low space utility at a higher resource cost, e.g., consider paying $6 for the above utility versus using a single instance at $2 at 60% utility when the cost of an instance is $2, and (b) higher network cost, e.g., cache seek time across distributed caches. Apart from developing strategies to manage over-scaling due to these issues, maximizing space utility of the primary cache resources (the minimal cache requirement at a given time, e.g., a single instance versus three in the example) with the objectives of (a) minimizing the cost of storing one byte of context information in cache and (b) accommodating for scaling down of unnecessary resources, could be identified as requirements.

  • Assignment to a local caching node refers to the spatial decision of selecting a caching node to store the context information. For instance, context response to $Q_1$ can be useful to cache for a metropolitan area (as in the motivating scenario), compared to when riding on a suburban trail. We referred to this as Locality Optimization in Section VI.

• Logical assignment of cache refers to caching context information with logical affinity. For instance, we illustrated that context information in response to a context query is logically structured. Then, the logical assignment should ensure the related context of different logical levels are placed closely so that, each logical level data can be accessed quickly. Similarly, when tightly dependent context exists, e.g., car parks and data to derive the status of an access road, it is more logical to place them closer so that cache seeks time in processing a context query is unified.

3) When to cache a piece of context information?

The temporal decisions of (a) when to cache, refresh, and evict a piece of context information, in addition to (b) when to scale, are considered under this question. Our previous work (Weerasinghe et al., 2022b) and Medvedev et al. (Medvedev, 2020), specifically investigated this problem for cached context refreshing. However, caching and evicting at the “correct” point of time has a profound impact on achieving the optimization goals such as cost-efficiency. One of the aspects, in this case, is proactive caching (also referred to as prefetching). We have discussed it in Section IV. The other aspect is when to cache reactively. Consider an increase in context query load for $Q_1$-$Q_4$ during the high traffic hours during Monday-Friday indicated in Figure 23 (Auditor General of Victoria, 2013) using green in Melbourne, assuming the size of the query load is proportional to the traffic volume. Firstly, ACC should decide, when to start caching for $Q_1$-$Q_4$, e.g., when 30% of the car park seeking traffic is observed at 6:00 am. Secondly, the increase in traffic plateaus, e.g., 10:00 am-2:00 pm. Therefore, cached items of $Q_1$-$Q_4$ can be incurring hold up costs — accumulated Cloud cache cost proportional to the occupied size and refreshing cost if they are not frequently accessed. Similarly, the traffic drops after 5:30 pm, which is indicative of a traffic outflow and a low requirement for parking spaces. We can assume the popularity of the cached context would then be low and hence, we could selectively evict and scale down the cache.
memory required for responding to these context queries. These decisions are empirical.

Let us now consider caching for Q1-Q4 close to the peak volume to be observed, say from 8:00 am. Considering the change in traffic volume against time. This decision is late because it is intuitive to commence caching for the queries when the volume of queries of this kind starts to burst. Although the definition of burstiness, and whether responding to bursts cost-efficiency is influenced by how the optimization problem is defined, adapting in near real-time, e.g., as quickly when a variation in the observed parameter, such as popularity, can maximize the number of context queries responses that utilize the cache.

Caching or not caching a certain piece of context information “now” has several implications on the efficiency of a CMP (Weerasinghe et al., 2023). Context not cached would incur repeated network costs for each subsequent query, whilst an item cached with no subsequent accesses would incur significant holdup costs.

Consider the work of Wu et al. (Wu et al., 2019) in managing short and long-term optimization goals using LSTM and our example questioning the applicability of the optimal caching policy during 8:00-9:00 am to 1:00-4:00 am for Q1-Q4 in Melbourne (Auditor General of Victoria, 2013). Then, the ACC decision has two parts:

- **Short-term adaptation decision** – e.g., applying the most cost-effective caching policy, (a) during 8:00-9:00 am and 1:00-4:00 am, and (b) handling unforeseen variations such as bursts of queries.
- **Long-term adaptation decision** – e.g., cost-effectively for all context queries in a day such as switching between the best-caching policies.

Using this as the basis, we can derive a principal feature related to the when question of an efficient adaptive context caching mechanism as – “long-term optimal, but short-term aware”.

4) **How to A cache a piece of context?**

This question relates to the structure of the context information for caching and algorithms to access it in the cache. We previously discussed the differences between context and traditional data. Based on that, we can identify three primary requirements for a data structure to cache context information: (a) the ability to represent intra- (e.g., sub-query and entity) and inter- (e.g., co-occurring context) query logical relationships, (b) ability to manage different data formats e.g., the value of a temperature attribute (low-level context) is a real number versus, situational description of a room (high-level context) is JSON, and (c) minimal search complexity (or in other words, time-efficient cache seeking).

It is noteworthy the significance of an efficient data structure and algorithms to perform efficient storage, update, and retrieval of cached context information. Unlike a local limited-sized cache memory, distributed caches pose the unique problem of scanning, and filtering across multiple, often geographically sparse caching nodes that numerically be infinite. The how problem is therefore a primary design problem for ACC.

5) **Who should cache context?**

We refer to the question of who (e.g., which agents running in the distributed nodes) should: (a) process the adaptive context caching decisions, e.g., making the selective caching decisions of the context information processed for the context query received at Node-A (Guo et al., 2013), and (b) executes the decisions e.g., cache placement operation by Node-A, in a distributed system. Consider selective caching as an example and we can identify three different scenarios as follows. We refer to “adequate processing power” to describe nodes in a distributed system that either has dedicated, or remaining resources (e.g., CPU cycles and memory) to run the ACC agents, complying with QoS standards underpinned by an SLA (e.g., remaining size of memory at the caching node should be at least 120% the size of the context information to be cached to accommodate caching space and processing for it).

- Both selective caching decisions are processed and executed centrally, e.g., in the Cloud.
- The selective caching decision is processed centrally and executed at the node, e.g., caching in Node-A.
- The selective caching decision is performed at the nearest node having adequate processing power and executed at the node.
- Both selective caching decision is processed and executed at the nearest node that is cache enabled and contains adequate processing power.
- Both selective caching decision is processed and executed at the receiving node given it is cache-enabled and adequate processing power is available.

A complicated scenario motivated by literature is federation, e.g., different agents executing a portion of the ACC processes in different nodes and federating to produce a single context query result. But we identify it as further development of a distributed CMP, which therefore is out of the scope of this paper. In Figure 24, we illustrate how the 5Ws are related to developing a cohesive adaptation strategy defined as the adaptive context caching plan.

In this sub-section, we identified the five questions that an adaptive context caching mechanism should address. In the next sub-section, we translate these into technical requirements that are necessary to efficiently solve the 5Ws.
B. Nine-fold functional requirements of ACC

The 5Ws identify all the considerations that the Adaptive Context Caching mechanism needs to address for cost and performance efficiency purposes. In this sub-section, we translate them into nine implementable requirements: (a) fast processing, (b) logical coherency, (c) near real-time-ness, (d) cost-awareness, (e) elasticity, (f) resilience, (g) gracefulfulness, (h) reliability, and (i) non-intrusiveness. They are discussed below.

3) Adapts in near real-time
The context load is time-variant. We extensively discussed it in relation to the when question. It is hence necessary that the adaptations occur in near real time with respect to the observed or expected variations in context and context query loads so that the CMP could leverage to maintain or improve the cost-efficiency, QoC, and QoS.

4) Cost-awareness in Adaptation
Commercially viable CMPs need to minimize costs for improved profits. Theoretically, the requirements of fast and near real-time can be best achieved by unconstrained scaling. For instance, context queries could be processed the fastest when the necessary pieces of context information are available in the in-memory caches whilst unlimited computation power is available for processing. However, this approach is expensive. According to (Kabir and Chiu, 2012), it is reasonable in some scenarios to incur a performance penalty to maintain costs at an economically viable level. So, we have indicated throughout our discussions that ACC is at least a tri-objective optimization problem one of which is cost-efficiency. A similar objective can be found in (Kabir and Chiu, 2012).

Accordingly, this requirement constrains the scalability of the resources (e.g., computing, storage, cache) used by the CMP. It, however, clearly aligns with our concerns discussed in solving the where question.

5) Elastic to Context Query Variations
As we identified above, (a) the high volume and velocity of context queries (Perera et al., 2014) pose the challenge of load balancing, and horizontal scaling, while (b) the variety could impact fast query processing unless the system manages to scale vertically. Therefore, in order to achieve massive parallelism in context query processing (in achieving the adapting near real-time requirement), it is essential that a CMP is capable of dynamically scaling in relation to demand parameters, e.g., request rate (Choi et al., 2020; Guo et al., 2013; Kabir and Chiu, 2012). We discussed adaptive caching in the Cloud for this matter and established the advantages. However, the Cloud resource consumption must match or approximates the primary cache resources (refer to Section IX) to achieve cost-efficiency. Cache capacity may be relinquished when they are no longer required, e.g., 2:00-4:00 am according to Figure 23.

6) Resilient to data issues
One of the key features comparing data caching versus context caching is the lack of prior knowledge for making adaptive caching decisions. Making ACC decisions are trivial under several circumstances, e.g., novel context information. Further, machine learning models such as RL suffer from the cold start problem. Minimizing convergence time (which is a feature of fast processing) is an existing research gap identified in (Chugh and Hybinette, 2004; Nasehzadeh and Wang, 2020; Zhu et al., 2019). Initial degradation of performance in dynamic models is inevitable as we observed only on the underlying technology but also on the ingestion pipeline, messaging queue, and other components of the platform which take part in data processing or storage. Hence, the components of ACC must operate coherently.
in the literature. But it is important that ACC is resilient and that it can manage the stated circumstances *gracefully*, such that the period of sub-optimal performance is minimized. For instance, we propose to use similarity to previously observed context information such as *goodForWalking* when attempting to make a selective caching decision for a new piece of context information such as *goodForJogging*.

7) **Gracefulness in Adapting**

Resilience underpins *graceful* management of cost and performance under a lack of data scenarios. But, also consider (a) post-scaling degradation (Hafeez et al., 2018), (b) failures in scaled nodes (Verma and Bala, 2021), and (c) post-eviction miss-rate (MR). Context information cached in Cloud cache instances selected for victimizing must be relocated to an available space in a preserving instance. In a similar sense, minimizing the overhead of cache refreshing, replacement (Choi et al., 2020), and eviction demand graceful cost and QoS management as well. For instance, we propose (a) multi-level cache organization, e.g., fast cache such as in-memory that first evicts an item to a slow cache such as a persistent cache before permanently evicting, and (b) a ghost state of context information prior to being evicted when the freshness demand can no longer be met, to minimize MR. We illustrate the latter in the state transition diagram in Figure 25.

![State transition diagram of a context](image)

**Fig. 25.** State transition diagram of a context.

8) **Ensure context reliability**

QoC is determined by several factors (see Section IV-A). We discussed managing the precision and accuracy of context for *Q*; extending our motivating scenario in Figure 9. The completeness factor can be identified using *Q*_1-Q*_i* where the Context Consumer must receive details about all available parking slots that meet all the contextual criteria. In (Weerasinghe et al., 2022b) we quantified the different impacts of context transiency on ACC, defining notions such as the invalid periods (InvPrd), and invalid rate (IR). It is essential that the adaptive context caching actions, (a) improve the reliability of cached context, e.g., retrieving from a sorted list of most reliable context services, (b) improve the reliability in adhering to the SLAs, and (c) ensure cached low-level contexts are as consistent with the measured values such that the derived context information is based on accurate data, e.g., caching at the highest precision level as demanded by multiple applicable SLAs. Therefore, it further elaborates ACC as a trade-off between the cached lifetime (∝HR) and the number of retrievals, where the former minimizes response time whilst the latter maximizes the reliability of context information (Weerasinghe et al., 2022b).

9) **Non-intrusive (Automatic) Adaptation**

The most significant requirement of ACC is non-intrusiveness. We define self-adaption as automatically adapting context caching based on observations (referred to as reactive context caching) or expectations (referred to as proactive context caching), e.g., bursts in query load, and statistically modelled expectations e.g., expected request rate for *Q*_4 during 8:00-8:30 am.

There are two types of users to a CMP – (a) the end user, e.g., the driver in *Q*_1-*Q*_i, and rider in *Q*_6-*Q*_i, who is a secondary user as they do not interact directly with the CMP, and then (b) the application developer, the primary user who composes context queries. But the developer is still not tightly coupled with the CMP, i.e., our perspective on optimization is system-wide, not specific tenants. Therefore, it is impossible to manually tune for efficiency, unlike in IoT silos, e.g., indexing data. Further, we cannot rely on manually tuning a CMP for a particular use case or a set of use cases. We referred to this feature as the “objectivity” of a CMP in Section IV-B. The variety of queries can be massive, and as these context queries can change over time, manual tuning can be tedious and highly repetitive. ACC should be cost and performance efficient for a wide range of use-cases. So, the NoD-NoR approach requires efficient self-adaptation mechanisms (Medvedev, 2020).

We propose the Monitor-Analyse-Plan-Execute and Knowledge (MAPE-K) model [149] to make near real-time adaptive context caching decisions. As illustrated in Figure 26, it is an iterative model that continuously, (a) monitors QoC, and QoS metrics of the CMP (and adaptive context caching actions), (b) calculate the Cost of Context Caching (and metric analysis, e.g., calculating the reward of an ACC action), (c) develops an adaptive context caching plan to adjust efficiency, and (d) executes ACC actions e.g., selective caching, selective eviction, and scaling cache memory. In this process, we propose a knowledge base developed which includes cache state-action-reward tuples (replay memory), logs, transition probability distributions, etc. It alleviates the lack of prior knowledge problem and increases the efficiency in making caching decisions and the quality of ACC decisions.

![Process diagram](image)

**Fig. 26.** MAPE-K process in Adaptive Context Caching.

Figure 27 indicates the dependencies between the identified requirements of ACC. The directed arrows point to the...
underlying needs a requirement must satisfy in achieving it, e.g., elasticity should meet all (a) cost awareness, (b) gracefulfulness, and (c) fast response, at the same time. For example, post-scaling degradation (Hafeez et al., 2018) is a result of elasticity without “graceful in adapting”.

“Lightweight” can be identified as an additional requirement in a distributed system with heterogeneous resources with limited capacity such as mobile phones. But being lightweight is optional as it depends on the deployed environment.

**Context**

| Requirement                      | What | When | Where | How | Who |
|----------------------------------|------|------|-------|-----|-----|
| Enable fast query processing     | X    | X    | X     | X   | O   |
| Logical coherency                | X    | X    | X     | X   | O   |
| Adapts in real-time              | X    | X    | X     | O   | O   |
| Cost-awareness                   | X    | X    | X     | X   | O   |
| Elasticity                       | X    | X    | O     | X   | -   |
| Resilience                       | X    | O    | O     | O   | O   |
| Gracefulness                     | X    | X    | X     | -   | O   |
| Context reliability              | X    | X    | X     | X   | O   |
| Non-intrusiveness (Automatic)    | X    | X    | X     | X   | O   |

In this section, we discussed the areas of adaptation in ACC using the 5Ws model and further elaborated on nine technical requirements based on our critical analysis. So, we defined the requirements of an efficient ACC mechanism.

**XIV. Conclusion and Further Work**

Context Management Platforms are more relevant than ever in making performance-driven smarter decisions, enabling various advanced Internet of Things applications, services, and systems. However, the time-sensitivity of such applications and the sheer demand for context poses a novel challenge in storing, managing, and disseminating context fast, concurrently, and reliably, at scale. This emphasizes a need to investigate and develop innovative solutions such as adaptive context caching.

A large number of adaptive solutions exist for caching, however, in different related areas and not all applicable to Adaptive Context Caching (ACC). We critically surveyed and analysed a significant body of research and identified different techniques, methods, approaches, and policies. The discussions were made in relation to a real-world scenario with the goal of objectively evaluating the state-of-the-art against the requirements of adaptive context caching. Then, we also established the unique characteristics and challenges of ACC compared to traditional adaptive data caching. Further, the aspects and technical requirements of a well-designed, objective optimal ACC mechanism are proposed. We propose a comprehensive definition of Adaptive Context Caching as a possible reference framework for future research. Finally, the features of an efficient Adaptive Context Caching mechanism are identified and discussed in the form of design considerations — the 5Ws and the nine functional requirements. The authors are working towards developing an ACC mechanism according to the identified functional requirements and incorporating it into a distributed contextual intelligence system in further work.
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