Signatures of topological quantum phase transitions in driven and dissipative qubit-arrays

Y. L. Dong,1 Titus Neupert,2 R. Chitra,3 and Sebastian Schmidt3

1College of Physics, Optoelectronics and Energy, Soochow University, Suzhou, Jiangsu 215006, P. R. China
2Princeton Center for Theoretical Science, Princeton University, Princeton, New Jersey 08544, USA
3Institut für Theoretische Physik, ETH-Zürich, 8093 Zürich, Switzerland

(Dated: April 19, 2016)

We study photonic signatures of symmetry broken and topological phases in a driven, dissipative circuit QED realization of spin-1/2 chains. Specifically, we consider the transverse-field XY model and a dual model with 3-spin interactions. The former has a ferromagnetic and a paramagnetic phase, while the latter features, in addition, a symmetry protected topological phase. Using the method of third quantization, we calculate the non-equilibrium steady-state of the open spin chains for arbitrary system sizes and temperatures. We find that the bi-local correlation function of the spins at both ends of the chain provides a sensitive measure for both symmetry-breaking and topological phase transitions of the systems, but no universal means to distinguish between the two types of transitions. Both models have equivalent representations in terms of free Majorana fermions, which host zero, one and two topological Majorana end modes in the paramagnetic, ferromagnetic, and symmetry protected topological phases, respectively. The correlation function we study retains its bi-local character in the fermionic representation, so that our results are equally applicable to the fermionic models in their own right. We propose a photonic realization of the dissipative transverse-field XY model in a tunable setup, where an array of superconducting transmon qubits is coupled at both ends to a photonic microwave circuit.

I. INTRODUCTION

The study of topological phase transitions and related phenomena has become a major focus of condensed matter research in recent years [1, 2]. In particular, Majorana bound states have attracted great attention due to potential applications in topological quantum computing [3–5]. However, the observation and coherent control of such exotic physics in traditional solid-state systems is difficult, due to material imperfections, decoherence, and disorder [6]. In contrast, quantum engineered artificial systems such as photonic crystals, coupled cavities and waveguides as well as artificial atoms provide a new and versatile platform for controlled quantum simulations of topological phenomena [7]. Well known examples include the realization of unidirectional waveguides [8], the quantum spin Hall effect [9], Floquet topological insulators [10], and photonic quasicrystals [11, 12].

Recently, a proposal to observe Majorana states in one dimensional interacting cavity arrays was discussed in Ref. [13]. Strong effective photonic interactions where shown to lead to a direct simulation of the transverse field Ising model. In contrast to related studies of quantum spin chains [14, 15] and light-matter systems in the ultra-strong coupling regime [16, 17], the cavity array in Ref. [13] is inherently driven and dissipative and thus settles in a non-equilibrium steady state. Dissipation in the cavities permits non-demolition measurements of various observables via the detection of photons emitted by the system. Numerical studies carried out for small system sizes suggest that the presence of Majorana-like modes manifests itself in a peak in the bi-local, second-order cross correlation function of the photons. This interesting result motivates the study of larger system sizes and related models with richer topological features in order to investigate how generic and robust this signature is for the study of topological phenomena, including Majorana bound states, in driven, dissipative systems.

In this paper, we focus on two related one dimensional systems: the transverse-field XY model (TXY) and a model with three spin interactions (3SI) with dissipation. The latter is related to the TXY model by a duality transformation [18]. In the absence of dissipation, the ground state of both models features various quantum phase transitions and topologically non-trivial phases. We study single spin observables as well as cross correlation functions in the nonequilibrium steady state to see if these are capable of tracking all ground state phase transitions, including those between phases with differing nontrivial topology. We propose a tunable implementation of the TXY model based on an array of superconducting transmon qubits (compromising the system), which is coupled to external microwave transmission lines that serve as a dissipative bath. The array is pumped by a time-dependent magnetic flux and two external microwave drives acting on the boundary qubits. In the non-equilibrium steady state of such a driven, dissipative qubit chain, microwave photons are emitted into the transmission lines and can be detected using quantum-limited, parametric amplifiers [19].

We use Lindblad master equations and the method of third quantization [20] to obtain the non-equilibrium steady state (NESS) of the dissipative chains for arbitrary system sizes. We find that observables measured in the NESS for weak dissipation help us to probe the underlying ground state phase diagram of these models. In particular, the photon cross correlation function provides a sensitive measure for the change of ground state topology between different phases with differing topology as well as transitions between ordered magnetic phases with the same topology. However, it does not allow us to distinguish between different phases far away from the ground state phase boundaries. All phase transitions in these
models are signaled by peaks and/or oscillations in the photon cross correlator. The position and amplitude of these features depend sensitively on the size of the array as well as on temperature and the coupling parameters.

Below we give a brief outline of the paper. In Sec. II we discuss the phases and topological properties of the TXY model and the 3SI model. For the latter, we provide a characterization in the language of symmetry protected topological phases. In Sec. III, we propose an in-situ tunable circuit QED implementation. Section IV introduces the method of third quantization for the solution of the Lindblad-type master equation of the system’s density matrix including the effects of drive and dissipation. Section V discusses a spectroscopic method for the detection of local and bi-local photonic correlation functions. In Sec. VI, we present the results of our numerical calculations and conclude our studies in Sec. VII.

II. MODEL

In this paper, we study physical signatures associated with phase transitions in the anisotropic TXY model

\[ H = \sum_i h_i \sigma_i^z + \sum_i J_{xi} \sigma_i^x \sigma_{i+1}^x + \sum_i J_{yi} \sigma_i^y \sigma_{i+1}^y \]  

(2.1)

with \( N \) spins described by the Pauli operators \( \sigma_i^\alpha (\alpha = x, y, z) \) on lattice site \( i = 1, \ldots, N \), exchange coupling constants \( J_{xi}, J_{yi} \) and transverse magnetic field \( h_i \). For the case of translationally invariant coupling constants, i.e., \( J_{xi} = J_x, J_{yi} = J_y \), and \( h_i = h \), the well known phase diagram is shown in Fig. 1 in terms of the anisotropy parameter \( \gamma = (J_x - J_y)/(J_x + J_y) \) and the rescaled transverse field \( h = \bar{h}/(J_x + J_y) \). The phase diagram features two quantum phase transitions, where the spectrum of the infinite chain becomes gapless: (i) the Ising transition at \( \bar{h} = \pm 1 \) between paramagnetic (PM) phase (for \( |\bar{h}| > 1 \)) and the ferromagnetic (FM) phase (for \( |\bar{h}| < 1 \)) and (ii) the anisotropic transition at \( \gamma = 0 \), where the FM order flips between the x-direction and the y-direction. The two transition lines meet at a multi-critical point at \( \gamma = 0 \) and \( \bar{h} = 1 \) [21]. For \( \bar{h} < 1 \) and \( \gamma \neq 0 \), the chain has a two-fold degenerate, gapped ground state in the thermodynamic limit, while for \( \bar{h} > 1 \) the ground state is non-degenerate.

This model is an ideal example to illustrate the difference between Landau order and symmetry protected topological (SPT) phases. Crucial to this distinction is the notion of locality: since the spin operators \( \sigma^z \) and \( \sigma_x \) are local, the ground state degeneracy seen for \( \bar{h} < 1 \) is lifted by generic local perturbations, leading to a FM ground state by the mechanism of spontaneous symmetry breaking. The spin operators serve as a local observable to detect which ground state the system is in.

Using the non-local Jordan-Wigner transformation

\[ \sigma_i^- = c_i e^{i\pi \sum_{j<i} c_j^\dagger c_j} \hspace{1cm} \text{and} \hspace{1cm} \sigma_i^z = 2 c_i^\dagger c_i - 1 \]  

(2.2)

where the operators \( c_i \) obey standard fermionic commutation relations, Hamiltonian (2.1) can be rewritten as a quadratic fermionic Hamiltonian

\[ H = 2 \sum_i h_i c_i^\dagger c_i + \sum_i (J_{xi} + J_{yi})(c_i^\dagger c_{i+1} + \text{h.c.}) + \sum_i (J_{xi} - J_{yi})(c_i^\dagger c_{i+1} + \text{h.c.}) \]  

(2.3)

Though both Hamiltonians (2.1) and (2.3) share the same spectra, the transformation (2.2) links two systems in which either the fermion operators \( c_i \) can be viewed as local and the spin operators \( \sigma^z \) as nonlocal or vice versa. Thus, either Eq. (2.1) or Eq. (2.3) can be a local representation of the Hamiltonian in a given system. In particular, if the \( c_i \) are the true local operators, the degenerate ground states for \( \bar{h} < 1 \) discussed earlier cannot be distinguished by mere local measurements in the thermodynamic limit. In the fermionic representation, the ground state doublet is equivalent to a single fermionic level that can be either filled or empty. The spectral weight of this level is exponentially localized at the two ends of the chain rendering it manifestly nonlocal leading to edge Majorana modes. The two ground states can be distinguished by their fermion parity. To render this notion more explicit, we transform the Hamiltonian (2.3) to the Majorana basis

\[ w_{2i-1} = c_i^\dagger + c_i \hspace{1cm} \text{and} \hspace{1cm} w_{2i} = -i(c_i^\dagger - c_i) \]  

(2.4)

where the Majorana operators satisfy the anti-commutation relations

\[ \{w_j, w_k\} = 2 \delta_{j,k} \hspace{1cm} j, k = 1, 2, \ldots, 2n \]  

(2.5)

which yields for open boundary conditions

\[ H = -i \sum_{i=1}^N h_i w_{2i-1} w_{2i} \]  

(2.6)

\[ -i \sum_{i=1}^{N-1} (J_{xi} w_{2i} w_{2i+1} + J_{yi} w_{2i-1} w_{2i+2}) \]
Solving the eigenvalue equation for the zero energy modes

\[ Hw = 0 \quad \text{with} \quad w^T = (w_1, w_2, \ldots, w_{2N}) \]  

(2.7)
gives a recursion relation for the components \( w_i \), which can be easily solved for the different phases of the Hamiltonian. In the FM phase one obtains two exponentially localized modes at the ends of the chain except for the anisotropy transition line with \( \gamma = 0 \), where no such Majorana mode exists (but the bulk is gapless).

We also study another interesting model, the 3SI model with longer-range three spin interactions [18] described by the Hamiltonian

\[ H_d = J_d \sum_i \left( \sigma_i^x + \lambda_1 \sigma_i^y \sigma_{i+1}^y + \lambda_2 \sigma_{i-1}^x \sigma_i^z \sigma_{i+1}^z \right). \]  

(2.8)

The 3SI model is in fact related to the TXY model via a duality transformation provided the couplings read \( \lambda_1 = h/J_x \) and \( \lambda_2 = -J_y/J_x \).

Despite the three-spin interaction in Eq. (2.8), this model can still be mapped to a quadratic fermionic Hamiltonian via the Jordan-Wigner transformation in Eq. (2.2), yielding a fermionic Hamiltonian with both nearest- and next-nearest neighbor hopping terms. The latter can be diagonalized and the resulting phase diagram is depicted in Fig.1(b). The gap vanishes at the three phase transition lines: \( \lambda_2 = 1 \pm \lambda_1 \) corresponding to the Ising transition at \( h = \pm 1 \) and \( \lambda_2 = -1 \) for \( \lambda_1 < 2 \) which corresponds to the anisotropic transition at \( \gamma = 0 \) and \( \tilde{h} < 1 \). However, the duality transformation does not preserve the topological properties of the phases of the two models with open boundary conditions. In fact, the dual model features richer topological characteristics both in the spin and fermionic representations.

In the fermionic representation, the phase with small \( |\lambda_1| \) and small \( |\lambda_2| \) is topologically trivial with no Majorana end modes. The phase with large \( |\lambda_1| \) is related to the Kitaev chain and hosts a single Majorana state at each end \((n = 0)\). The phase with large \( |\lambda_1| \) is related to the Kitaev chain and hosts a single Majorana state at each end \((n = 1)\). The phase with large \( |\lambda_2| \) can be thought of as two Kitaev chains, that are completely decoupled for \( \lambda_1 = 0 \), and consequently host \( n = 2 \) Majorana states at each end. This is in line with the model belonging to symmetry class BDI in the classification of Refs. [22] and [23], due to an effective time-reversal symmetry. This symmetry class can support any integer number of Majorana modes as topologically stable end states.

In the spin basis, the \( n = 0 \) and \( n = 1 \) phases correspond to PM and FM phases, respectively (note that for \( \lambda_2 = 0 \) the Hamiltonian reduces to that of the transverse-field Ising model (TFIM)). The phase with large \( |\lambda_2| \), in contrast, is in itself a topological phase of the spin model (a so-called symmetry protected topological, SPT, phase). The degeneracy arises from topologically protected end excitations of the spin chain and is not related to spontaneous symmetry breaking. Hamiltonian (2.8) has an effective time-reversal symmetry \( T = \mathcal{K} \prod_{i=1}^{N} \sigma_z \), where \( \mathcal{K} \) denotes complex conjugation. (The operator \( \prod_{i=1}^{N} \sigma_z \) is another independent \( Z_2 \) symmetry of the model, but this symmetry is not important for the topologically nontrivial phase we discuss.) The operator \( T \) represents a \( Z_2 \) symmetry in the classification of bosonic SPT phases of Ref. [24]. In one dimension, this symmetry class has a \( Z_2 \) topological classification, and the phase of Hamiltonian (2.8) with large \( |\lambda_2| \) is a nontrivial example belonging to this class. To prove the existence of topological end excitations more explicitly, consider Hamiltonian (2.8) in the limit \( J_x \to 0, h = 0 \), so that only the term proportional to \( \lambda_2 \) is present. In this limit, the operators \( \Sigma^x = \sigma_i^x \), \( \Sigma^y = \sigma_i^y \sigma_2^y \), and \( \Sigma^z = \sigma_i^z \sigma_2^z \) that are all localized at one end of the chain furnish a Pauli algebra that commutes with \( H \). [25] (A similar set of local operators can be found on the other end of the chain.) At the same time, these operators are odd under \( T \) and therefore not allowed as local perturbations to \( H \) at the end of the chain. Consequently, in order to realize the Pauli algebra, the chain end has to host a two-fold degeneracy (a spin-1/2 end excitation) that is topologically protected. This end excitation carries a projective representation \( T_0 \) of the time-reversal symmetry with \( T_0^2 = -1 \), while \( T^2 = +1 \) in the bulk. Away from the special limit \( J_x \to 0, h = 0 \), the operators \( \Sigma^x, \Sigma^y, \) and \( \Sigma^z \) will be dressed by exponentially decaying tails towards the bulk, but retain the symmetry properties outlined above. Thus, the phase with large \( |\lambda_2| \) has the characteristic properties of a nontrivial SPT phase. In summary, the 3SI model in the spin representation hosts a topological phase, a trivial phase, and a symmetry broken phase.

What kind of observables can one calculate that will be sensitive to symmetry breaking transitions as well as topological transitions? Based on the work of Ref. [13] we study one-end and end-to-end correlation functions of this system in a nonequilibrium steady state when coupled to a bath. We study two observables which correspond to local/bilocal measurements in both spin and fermionic implementations of the model. Concretely, we are interested in the \( z \)-polarization of the end spin(s) which is equivalent to the occupation of a fermionic level at the end of the chain (in the fermionic representation). This polarization can either be measured on one end alone, or as an end-to-end correlation. We will show that the spin polarization at one end is sensitive to most of the phase transitions in our models. It captures the anisotropic phase transition in the TXY model and all phase transitions out of the paramagnetic phase of the 3SI model. It does, however, not allow to distinguish between the SPT and the FM phases of the 3SI model, for example. In contrast, the end-to-end spin correlations are enhanced at all phase transitions in the models we study, no matter whether they are of topological or symmetry-breaking nature. However, they cannot be used to discriminate the nature of the different phases, as they vanish far away from a phase boundary in all cases.

In the next section we will derive a realization of the TXY model (2.1) in a circuit QED setup using superconducting qubits. Since the qubits directly realize spins, the spin operators \( \sigma_i^x \) are local and the Jordan-Wigner fermions are non-local.
III. CIRCUIT QED IMPLEMENTATION

Coupling superconducting qubits to microwave circuitry yields a versatile architecture for universal quantum computation and the simulation of various spin models [26] as well as bosonic and fermionic Hubbard models [27–29]. Below we present an in-situ tunable coupling scheme for the realization of the 1D dissipative TXY model discussed above based on Josephson junction coupled transmon qubits [30] as shown in Fig. 2. In this section, we will derive the model (2.1) following the general procedure of quantizing superconducting circuits [31] and obtain the coupling constants in terms of the capacitances, Josephson energies and the applied magnetic flux depicted in Fig. 2. Dissipation is modelled by two external transmission lines coupled to left and right end of the chain, respectively, allowing us to directly probe the full phase diagram shown in Fig. 1 via the measured statistics of microwave photons emitted into the transmission lines.

The circuit Hamiltonian describing the qubit chain without external transmission lines can be written as $H = \sum_{i} H_{i} + \sum_{i} H_{i, i+1}$, where $H_{i}$ denotes the Hamiltonian of a single transmon associated with node $i$ in Fig. 2, while $H_{i, i+1}$ describes the coupling between two neighbouring nodes (qubits) mediated by a Josephson junction. Here, the Hamiltonian of a single transmon is given by [32]

$$H_{i} = \frac{\hat{Q}_{i}^{2}}{2C_{i}} - E_{J,i} \cos(\hat{\phi}_{i}), \quad (3.1)$$

where $\hat{n}_{i}$ measures the number of Cooper pairs that have tunneled across the Josephson junction of the transmon on site $i$ and $\hat{Q}_{i} = 2e\hat{n}_{i}$ denotes the associated charge. Further, $C_{i}$ is the internal capacitance of the transmon and $E_{J,i}$ its Josephson energy. In Eq. (3.1), $\hat{\phi}_{i}$ denotes the superconducting phase operator, which obeys the commutation relation $[\hat{\phi}_{i}, \hat{n}_{j}] = i$. Therefore, we can represent these variables in terms of bosonic creation and annihilation operators, e.g., $\hat{n}_{i} = i(a_{i}^{\dagger} - a_{i})/(2\alpha_{i})$ and $\hat{\phi}_{i} = \alpha_{i}(a_{i}^{\dagger} + a_{i})$ with $[a_{i}, a_{i}^{\dagger}] = 1$ and a normalization constant $\alpha_{i} = (2E_{C,i}/E_{J,i})^{1/4}$ [with the charging energy $E_{C,i} = e^{2}/(2C_{i})$]. In the so-called transmon regime with large internal capacitance and $E_{J,i} \gg E_{C,i}$ (i.e., $\alpha_{i} \ll 1$) one can expand the cosine potential in Eq. (3.1) for small angles yielding to leading order

$$H_{i} \approx \frac{\sqrt{8E_{J,i}E_{C,i}}}{12}(a_{i}^{\dagger} - a_{i} + (a_{i}^{\dagger})^{4}), \quad (3.2)$$

where we have neglected an overall constant. The last term in (3.2) describes a small nonlinearity which makes the spectrum and eigenfunctions of the transmon weakly anharmonic. In the following, we will neglect higher transmon levels and replace the bosonic creation (annihilation) operators with raising (lowering) operators for a two-level system (TLS), i.e., $a_{i} \rightarrow \sigma_{i}^{+}$ and $a_{i}^{\dagger} \rightarrow \sigma_{i}^{-}$. Strictly speaking, such a (hard-core) approximation would be valid if the nonlinearity is infinite, i.e., $E_{C,i} \rightarrow \infty$, which formally contradicts our assumption $E_{J,i} \gg E_{C,i}$. However, we will excite the qubit array using coherent microwave tones with a well defined frequency and a drive amplitude which is smaller than the anharmonicity of the transmon. Thus, even a weak anharmonicity allows us (by a suitable choice of frequencies) to predominantly occupy only the two lowest levels of the transmon. In this case higher levels are only weakly excited and the two-level approximation gives meaningful results. We thus finally obtain the Hamiltonian of a transmon qubit [32]

$$H_{i} = \frac{\epsilon_{i}}{2} \sigma_{i}^{z} \text{ with } \epsilon_{i} = \sqrt{8E_{J,i}E_{C,i}}. \quad (3.3)$$

The coupling between two transmons is mediated by a Josephson junction and an external flux $\Phi_{i}$ which threads the common loop formed by the two qubits and the junction (see Fig. 2). The coupling Hamiltonian is given by

$$H_{i, i+1} = -E_{J,c} \cos(\hat{\phi}_{i+1} - \hat{\phi}_{i} + \Phi_{i}), \quad (3.4)$$

where $E_{J,c}$ denotes the Josephson energies of the coupler junction and the external flux $\Phi_{i}$ is given in units of $\Phi_{0}/(2\pi) = \hbar/(2e)$, where $\Phi_{0}$ denotes the magnetic flux quantum. By using the trigonometric relation $\cos(\phi_{1} - \phi_{2}) = \cos(\phi_{1}) \cos(\phi_{2}) + \sin(\phi_{1}) \sin(\phi_{2})$ and expanding the cosine/sine functions in small angles we obtain in a two-level approximation

$$\sin(\hat{\phi}_{i}) \approx \alpha_{i} \sigma_{i}^{x}, \quad \cos(\hat{\phi}_{i}) \approx 1 - \alpha_{i}^{2} - (\alpha_{i}^{2}/2) \sigma_{i}^{z}. \quad (3.5)$$

The direct coupling thus yields, to quadratic order in the $\alpha_{i}$, XX type interactions between neighboring qubits. In order to activate couplings that describe the XY model, we will now consider a time-dependent external flux, which is periodically modulated at the frequency difference and frequency sum of the two neighbouring qubits [33], i.e.,

$$\Phi_{i}(t) = \frac{\pi}{2} - f_{\Delta} \cos(\omega_{i}^{1} t) - f_{\Sigma} \cos(\omega_{i}^{2} t) \quad (3.6)$$

with frequencies $\omega_{i}^{\pm} = \epsilon_{i} \pm \epsilon_{i+1}$ and where $\epsilon_{i}$ denotes the eigenfrequency of each transmon defined in Eq. (3.3). We assume a weak drive with $f_{\Delta}, f_{\Sigma} \ll 1$ and expand the cosine of the flux to first order in $f_{\Delta}, f_{\Sigma}$. In the interaction picture with respect to $H_{i}$ the total Hamiltonian has then time-independent as well as time-dependent terms. By neglecting the fast rotating terms it is straightforward to show that the time-averaged...
effective Hamiltonian is given by Eq. (2.1) with the parameters
\[ h_i = \epsilon_i / 2, \quad J_{x(y),i} = E_{J_x} \alpha_i \alpha_{i+1} (J_{\Delta} \pm f_{\Sigma}) / 4, \]
where the couplings \( J_{x(y),i} \) can be tuned in-situ and locally (and we have neglected a small dispersive shift of the on-site frequency due to the interaction term). Also the qubit frequency \( \epsilon_i \) can be tuned independently if the internal Josephson junction of the transmon is replaced by a SQUID loop threaded by an additional magnetic field [32].

The transmission lines in Fig. 2 can be considered as two large reservoirs for microwave photons. At one end they couple to the qubit chain such that microwave photons can be emitted from the outer qubits into the transmission line. At the other end they are connected to the amplification chain, where weak microwave signals are converted into an electronic signal and can thus be detected. The coupling of the transmission lines to the chain of qubits can be described by a Lindblad-type master equation
\[ \frac{d\rho}{dt} = -i[H, \rho] + \sum_{i=1,N} \left[ \Gamma_i^+ D[\sigma_i^-] \rho + \Gamma_i^+ D[\sigma_i^+] \rho \right] \]
with the Lindblad operator
\[ D[\sigma_i^\pm] \rho = 2\sigma_i^\pm \rho \sigma_i^\mp - \sigma_i^\mp \sigma_i^\pm \rho - \rho \sigma_i^\pm \sigma_i^\mp \]
and decay rates \( \Gamma_i^+ = \Gamma_i (n_i + 1) \) and \( \Gamma_i^- = \Gamma_i n_i \), where \( n_i \) denotes the thermal occupation of the bath (transmission line). The decay rates \( \Gamma_i \) can in principle be expressed in terms of the impedance and the coupling capacitances between the boundary qubits and the transmission line. However, in the weak coupling limit they can be measured using straightforward transmission spectroscopy and are thus considered here as an input parameter of the device.

The statistics of the emitted microwave photons can then be measured in the amplification chain with standard circuit QED technology. The results of such a measurement relates to the steady state expectation values of the internal qubit degrees of freedom via standard input/output theory [34]. For example, the intensity of the radiation emitted into the left transmission line in Fig. 2 is directly proportional to the expectation value of the spin projection in \( z \)-direction of the left most qubit with \( i = 1 \). Using interferometric techniques it is also possible to measure non-local correlations, e.g., spin-spin correlation functions (see Sec. VI).

In principle, the spins are also subject to other sources of dissipation, e.g., spontaneous emission and dephasing. However, in transmon qubits the decay rates associated with these processes can be strongly suppressed with respect to the coupling to the external transmission lines [32]. This justifies our assumption that these dissipative channels can be neglected and that the nonequilibrium steady state (NESS) of the system is dominated by our engineered dissipation.

In this section, we have shown how to realize the TXY model using standard circuit QED technology. A similar realization for the 3SI model should be feasible, but requires the implementation of multi-qubit interactions [35] and more complex connectivity between qubits [36]. A precise discussion of the coupling design and estimates of realistic experimental parameters is thus more involved and left for future work.

IV. METHOD OF THIRD QUANTIZATION

The master equation (3.8) for the density matrix of the TXY and 3SI models with dissipation from the boundaries is given by
\[ \frac{d\rho}{dt} = \mathcal{L}\rho := -i[H, \rho] + \sum_{\mu=1,N} \left[ 2L_\mu \rho L_\mu^\dagger - \{ L_\mu^\dagger L_\mu, \rho \} \right]. \]
In the Majorana representation, the Hamiltonians for both models take the simple quadratic form
\[ H = \sum_{j,k=1}^{2N} w_j H_{jk} w_k = w^T \cdot H \cdot w, \]
where the \( 2N \times 2N \) matrix \( H \) is hermitian and purely imaginary, implying \( H \) is antisymmetric \( H^T = -H \). The bath operators \( L_\mu \) for the end spins with \( \mu = 1, N \) are linear in the Majorana operators
\[ L_\mu = \sum_{j=1}^N l_{\mu,j} w_j = w^T \cdot l_\mu \]
with \( l_\mu \) being a complex vector of length \( 2N \). Note that this linear representation for the dissipator only holds for the end spins. For spins in the chain, the dissipator comprises of strings of Majorana operators arising from the non-local nature of the Jordan-Wigner transformation. Neglecting the dissipation from the inner qubits, as discussed in the previous section, has the technical advantage of leading to quadratic forms of the Liouvillian, which allows us to determine the NESS for arbitrary system size as will be explained below [20].

The quadratic Liouvillian problem of Eq. (4.1) can be reformulated in terms the correlation matrix
\[ C_{i,j} = \frac{i}{2} \text{tr} (\{ \omega_i, \omega_j \}, \rho). \]
which is a real anti-symmetric matrix \( C \in \mathbb{R}^{2N \times 2N} \). The matrix \( C \) which determines all observables can be shown to obey the Lyapunov equation [37]
\[ \frac{dC}{dt} = XC + CX^T - Y, \]
where
\[ X = -2(2iH + M + M^T), \]
\[ Y = 4i \left( M - M^T \right), \]
\[ M = \sum_{\mu=1,N} l_{\mu} \otimes l_\mu^\dagger. \]
It is straightforward to show that $X$ and $Y$ are real matrices and $M$ is a complex Hermitian matrix. For the anisotropic XY model with dissipation for the first and last spin, the only nonzero elements for $M$ are

$$M_{1,1} = M_{2,2} = \Gamma_1^+/4, \quad M_{1,2} = M_{2,1} = -i\Gamma_1^-/4,$$  

(4.7)

and

$$M_{2N-1,2N-1} = M_{2N,2N} = \Gamma_N^+/4, \quad M_{2N-1,2N} = M_{2N,2N-1} = -i\Gamma_N^-/4,$$  

(4.8)

where

$$\Gamma_{1(N)}^\pm = \Gamma_{1(N)}^+/\pm + \Gamma_{1(N)}^-/\pm.$$  

(4.10)

The stationary solution $dC/dt = 0$ fully determines the NESS of the system. All observables in the NESS are then expressed in terms of a product of Majorana operators and we can thus express its steady state value as

$$\langle \sigma_z^i \rangle = -i \omega_{2i-1,i} = -C_{2i-1,2i}.$$  

(4.11)

Expectation values of other observables can be obtained by applying Wicks theorem.

V. AUXILIARY QUBIT SPECTROSCOPY

In general, the NESS of a driven, dissipative system corresponds to a mixture of several eigenstates of the Hamiltonian, even at zero bath temperature. However, specific parts of the energy spectrum can be probed via the measurement of photons emitted from the spectral region of interest by using filtering techniques. For example, in Ref. [13], coupling to auxiliary cavities was proposed as a way to filter photons that are predominantly emitted by the spectral region in which the lowest two Majorana states reside.

This filtering scheme can be implemented by engineering the end spins with $i = 1, N$ so that they are subject to nearly zero transverse field and weakly couple to the bulk spins $i = 2, N - 1$ through simple exchange interactions with $J_{x,1}, J_{x,N-1} \ll J_x$ and $J_{y,1}, J_{y,N-1} \ll J_y$, while the bulk spins are described by a homogeneous TXY model with

$$h_i = h, \quad i = 2, \ldots, N - 1, \quad J_{x,i} = J_x, \quad J_{y,i} = J_y, \quad i = 2, \ldots, N - 2.$$  

(5.1)

In this weak coupling scenario, the NESS is a admixture of the two nearly degenerate lowest eigenstates of the bulk, if the bulk is in a gapped FM or SPT phase. The photon emission is dominated by transitions between these two lowest states.

This spectroscopy scheme also works for nonzero transverse fields at the end cavities $h_\mu$, $\mu = 1, N$, provided they are smaller than the finite-size splitting $\epsilon_\kappa$ between the quasi degenerate states in the FM or SPT phase (see Appendix A). However, this condition is hard to achieve by merely tuning charging and Josephson energies in Eq. (3.3). To circumvent this, we apply an additional drive to the auxiliary qubits, leading to the Hamiltonian

$$H_\mu = h_\mu \sigma^x_\mu + f(\sigma^x_\mu e^{i\omega_\mu t} + \text{h.c.}), \quad \mu = 1, N,$$  

where $\omega_\mu$ is the drive frequency and $f$ the drive strength. Using the unitary transformation $U_\mu = \exp\{i\omega_\mu \sigma^x_\mu t\}$, we obtain the auxiliary qubit Hamiltonian in the rotating frame:

$$H_\mu = \Delta_\mu \sigma^z_\mu + f^2 \mu, \quad \text{with the shifted on-site frequency} \quad \Delta_\mu = h_\mu - \omega_\mu.$$

For drive amplitudes that obey $f \ll \Delta_\mu \ll \epsilon_\kappa$, the longitudinal field term can be neglected while simultaneously satisfying the requirement of small transverse fields. We mention that in the experimental setup discussed in Sec. III, for the effective Hamiltonian to remain time-independent in the rotating frame, the frequency components of the time-modulated flux in Eq. (3.6) for the first and last SQUIDs should be replaced by $\omega_1^+ = \Delta_1 = \epsilon_2$ and $\omega_{N-1}^- = \epsilon_{N-1} \pm \Delta_N$.

In the setup with auxiliary qubits/spins, the statistics of the photons emitted from the boundaries of the chain can then be measured. The first order moment of the photon distribution is the intensity of emitted photons, which is proportional to the $z$-component of the auxiliary spins. Using the third quantization formalism, for the left auxiliary qubit Eq. (4.11) yields

$$\langle \sigma_z^i \rangle = -C_{1,2}.$$  

(5.2)

The second order moment is the photon cross correlation function of the auxiliary spins, which involves nonlocal end-to-end spin correlations. Using third quantization and Wicks theorem, we find that the photon cross correlator is given by

$$g^{(2)}_{1N} \equiv 1 \pm \frac{\langle \sigma_z^1 \sigma_z^N \rangle - \langle \sigma_z^1 \rangle \langle \sigma_z^N \rangle}{(1 + \langle \sigma_z^1 \rangle)(1 + \langle \sigma_z^N \rangle)} = 1 - \frac{C_{1,2N-1}C_{2,2N} - C_{1,2N}C_{2,2N-1}}{(1 - C_{1,2})(1 - C_{2,2N-1,2N})}.$$  

(5.3)

In the following sections, we present numerical as well as analytical results for these two quantities for both the TXY and the 3SI models. We will show that these quantities are sensitive to all the phase boundaries including boundaries separating two topologically non-trivial phases.

VI. RESULTS

VI.1. Transverse-field XY model

Our results for the auxiliary qubit occupation and the end-to-end correlation function in the NESS of the TXY model are presented in Fig. 3 and Fig. 4 for the two different system sizes $N = 12$ and $N = 42$, and at a temperature low compared to the drive frequency such that the mean thermal photon number in the transmission lines is smaller than one, i.e., $n_1, n_N < 1$. We first note that both quantities effectively trace the ground state phase diagram of the TXY model without auxiliary qubits shown in Fig. 1. The FM phase with $\tilde{h} < 1$ is associated with an almost saturated auxiliary spin with $\langle \sigma_z^1 \rangle \approx 0$. In the PM phase with $\tilde{h} > 1$, the auxiliary spin resides in its ground-state at low enough temperatures $\langle \sigma_z^1 \rangle \approx -1$. Finite-size effects tend to increase the region
as defined in Eq. (5.3) for \(g\) function of bulk transverse field \(\bar{h}\) and anisotropy parameter \(\gamma = (J_x - J_y)/(J_x + J_y)\) for the NESS of the driven dissipative TXY model with \(N = 12\) (left panel) and \(N = 42\) (right panel) spins, i.e., \(N - 2\) bulk spins and two auxiliary spins. The auxiliary spins are coupled weakly to the ends of the chain with \(J_{\mu, 1} = J_{\mu, N - 1} = 0.02J_x\) (\(\mu = x, y\)) and even weaker to the external transmission lines (see Fig. 2) with dissipation rates \(\Gamma_{1, N} = \Gamma = 0.02 J_x\). The number of thermal photons inside the transmission lines is assumed to be \(\eta_{th} = 0.1\). Here, we have set \(J_y = 1\) such that a horizontal line with \(\gamma = 1\) corresponds to the special case of the transverse field Ising model with \(J_y = 0\).

where \(\langle \sigma_{1, N}^z \rangle \approx -1\), while in the scaling limit \(N \to \infty\) there is a sharp transition between the two phases along the line \(\bar{h} = 1\). We also observe oscillations of both observables near the anisotropic transition line with a period that depends on the size of the chain. The photon cross correlation function does not allow to distinguish between the FM and PM phases away from the phase boundaries. However, it provides a sensitive measure for all phase transitions of the model as it shows a peak near the PM transition line and oscillations near the anisotropic line. Peak height and position, as well as oscillation period thereby sensitively depend on the size of the chain and the temperature of the bath as we shall show below.

The oscillations seen close to the phase transition boundary given by the \(\gamma = 0\) line for \(\bar{h} < 1\) arise from an interplay between incommensuration of the spin ordering and finite size effects. In the absence of dissipation, as the \(\gamma = 0\) line is approached (both from above and below), the gap in the dispersion \(\epsilon_k\) (see Eq. (6) in Ref. [18]) of the infinite chain with periodic boundary conditions closes at \(k_0 a = \arccos(-\bar{h})\) indicating the existence of a soft mode or equivalently, low lying excitations, at \(k_0\). The momentum of the soft mode thus migrates from \(k_0 a = 0\) to \(k_0 a = \pi\) as \(\bar{h}\) takes values from 0 to 1 along the anisotropic phase boundary. This signals that the ground state of such a chain is a spin density wave with ordering wave vector \(k_0\) exhibiting quasi long range order along this line.

For a finite size system and a generic value of \(\bar{h}\), we have a nonzero value of the gap at \(k_0\) due to the discretization of the momenta, as we now explain. The momenta are discrete and take the values \(k_n = \pi n/aN\), where \(N\) is the number of sites, \(a\) is the lattice spacing, and the integer \(n\) obeys \(-N < n \leq N\). Depending on the system size and the value of \(\bar{h}\), \(k_0\) may or may not be included in the set of allowed discrete momenta \(k_n\) and this has direct repercussions for expectation values of observables. It results in an oscillatory behavior of both \(\langle \sigma_{1, N}^z \rangle\) and \(\langle\sigma_{1, N}^i\rangle\) as seen in Figs. 3 and 4. When \(k_0\) equals one of the \(k_n\), the contribution of the soft mode leads to augmented values of both \(\langle \sigma_{1, N}^z \rangle\) and \(\langle\sigma_{1, N}^i\rangle\) due to the existence of low-energy excitations, corresponding to the crests of the oscillations. The troughs correspond to cases where \(k_0\) is most distant from any \(k_n\) and the contribution of the soft mode at \(k_0\) to the observables is lost. This pattern is expected to repeat as \(k_0\) varies with \(\bar{h}\) resulting in the oscillations. This is also illustrated in Fig. 5, where we plot both \(k_0\) and the \(k_n\) for \(N = 12\). For larger system sizes, the probability that \(k_0\) is near a \(k_n\) is higher and the period and amplitude of the oscillations decrease.

To summarize, the oscillations of \(\langle\sigma_{1, N}^i\rangle\) essentially pick up the tendency of the underlying spin system to exhibit quasi long range order at \(k_0\) as the transition boundary is approached both from above and below. In this way the finite size oscillations can be viewed as a direct probe of magnetic ordering in a finite sized system.
VI.2. Three-qubit toy model

Here we derive an approximate analytic solution for the NESS observables discussed in the preceding section for the special case of the Ising model in a transverse field (TFIM) with \( J_{yi} = 0 \) in Eq. (2.1), corresponding to the horizontal line in Fig. 1(a) with \( \gamma = 1 \). We obtain a simple toy model for the finite size system, by projecting out all excited states except for the two lowest ones, which correspond to the finite-size split FM states in the FM phase (see Appendix A). The interaction of the auxiliary qubits with this subspace is governed by the three-qubit Hamiltonian

\[
H_{3\text{-spin}} = \epsilon_n \sigma^+_M \sigma^-_M + J_{x,1} \sigma^+_X \sigma^-_X + J_{x,N-1} \sigma^+_N \sigma^-_N ,
\]

where the \( \sigma_M \)-operators act on the two lowest states of the chain which have an energy splitting \( \epsilon_n \). The coupling coefficients between the auxiliary qubits and this low-energy subspace are renormalized to

\[
J_{x,1} = \phi_n J_{x,1} \quad \text{and} \quad J_{x,N-1} = \psi_n J_{x,N-2} J_{x,N-1} \quad (6.1)
\]

where \( \phi_n \) and \( \psi_n \) correspond to the weights of the eigenstates of a TFIM with length \( N - 2 \), which are given in Appendix A, Eq. (A6).

The non-equilibrium dynamics of the 3-spin model are obtained from the master equation

\[
\frac{d\rho}{dt} = -i [H_{3\text{-spin}}, \rho] + \sum_{\mu=1,N} (\mathbf{D}^{\dagger}[\sigma^\mu_\mu] \rho + \mathbf{D}[\sigma^\mu_\mu] \rho ) .
\]

We again use the third quantization formalism of Sec. IV to solve this toy model. For the 3 spin model, the associated \( X \) and \( Y \) matrices defined in Eq. (4.6) for the correlation matrix are \( 6 \times 6 \) and largely sparse. Solving the Lyapunov equation (4.5) for the case of equal couplings \( J_{x,1} = J_{x,N-1} \), equal dissipation rates \( \Gamma \equiv \Gamma_1 = \Gamma_N \) and \( \Gamma_2 \equiv \Gamma_2 = \Gamma_2^\prime_N \) and thermal photon numbers \( n_{th} \equiv n_1 = n_N \), we obtain

\[
\langle \sigma^z_{1,N} \rangle = \frac{\Gamma - \Gamma_+}{J_2^x + \Gamma_2^z + \epsilon_2^z} ,
\]

and

\[
g_{1N}^{(2)} = 1 + \frac{4\Gamma^2 J_2^x \epsilon_2^z}{(J_2^x + \Gamma_+ + J_2^x + \Gamma_+ (\Gamma_+ + \Gamma_-) \epsilon_2^z)^2} \quad (6.4)
\]

where \( J_2^x = 2J_2^x + \Gamma_2^z \) and \( J_x = J_{x,1} = J_{x,N-1} \).

Deep in the PM phase with \( \bar{h} \rightarrow \infty \), the auxiliary qubits are decoupled from the qubit formed by the two lowest states of the chain, reflected by \( J_x \rightarrow 0 \). They are driven incoherently by the thermal population of the two transmission lines yielding

\[
\langle \sigma^z_{1,N} \rangle \approx -\frac{1}{2n_{th} + 1} \quad \text{for} \quad \bar{h} \rightarrow \infty .
\]

In the high temperature limit, where \( n_{th} \rightarrow \infty \), \( \langle \sigma^z_{1,N} \rangle = 0 \) and \( g_{1N}^{(2)} = 1 \). Low bath temperatures are therefore necessary to distinguish between different phases. In the FM phase with \( \bar{h} \rightarrow 0 \), the auxiliary qubits are coupled to the qubit formed by the two lowest states of the chain with strength \( J_x \approx J_{x,1} \), but the energy splitting of the latter goes to zero, i.e., \( \epsilon_n \rightarrow 0 \), such that

\[
\langle \sigma^z_{1,N} \rangle \approx \frac{\Gamma - \Gamma_+}{2J_2^x + \Gamma_2^z} \quad \text{for} \quad \bar{h} \rightarrow 0 .
\]

Consequently, the auxiliary qubits become fully saturated with \( \langle \sigma^z_{1,N} \rangle \approx 0 \) deep in the FM phase, provided \( J_x \gg \Gamma_+ = \Gamma_2^z (\text{2th} + 1) \) in agreement with Fig. 1(a).

The second-order correlation function in Eq. (6.4) is trivial in both phases since either \( \epsilon_n \rightarrow 0 \) (for \( \bar{h} \rightarrow 0 \)) or \( J_x \rightarrow 0 \) (for \( \bar{h} \rightarrow \infty \)). However, non-trivial correlations arise for finite size systems at the phase boundaries where the product \( J_x \epsilon_n \) is finite. Consequently \( g_{1N}^{(2)} \) features a peak at \( \bar{h} \approx 1 \) in agreement with the full numerical results in Fig. 4. However, peak height and width as well as the center of the peak depend sensitively on the temperature and the size of the chain. In particular, for very low temperatures and dissipation rates, the peak can also be centered in the nominal FM phase depending on the precise choice of parameters. In general, larger temperature tends to broaden the peak and decreases the peak height, while larger system sizes tend to narrow the peak and increase the peak height.

VI.3. 3SI Model

To explore the question of how sensitive the observables are to topological phase transitions, we study the related dual model of the TXY model defined in Eq. (2.8). In the spin representation, this model has a topological (SPT), a non-topological (PM), and a symmetry breaking (FM) phase. In the fermionic representation, as opposed to the TXY model, the dual model has three different phases with \( n = 0, 1, 2 \) Majorana modes at each end of the open chain. The nature of the Majorana modes in different parts of the phase diagram varies.
and has been discussed in [18]. In zones with a single Majorana mode, the mode decays exponentially in the bulk without any oscillatory features. However, in zones with two modes per boundary, one or both of the modes can be oscillatory in space.

Given our results on the TXY model, it is imperative to ask the following two questions about the dual model: i) Can the observables studied in this paper detect all the phase transitions — topological as well as non-topological ones — in the 3SI model? ii) Can these observables distinguish between topological and symmetry broken phases? We find that the answer to question i) is positive, while that to question ii) is negative.

As shown in Fig. 6, we find that the photon cross correlator for small finite size systems is indeed sensitive to transitions between all phases. The oscillatory behavior seen in the results for \( \lambda_2 \sim -1 \) and \( \lambda_1 < 2 \) for the transition between the \( n = 0 \) and \( n = 2 \) sectors stems from the interplay between finite size effects and the closure of a gap at incommensurate values of \( k \neq 0, \pi \) as discussed in Sec. VI.1.

However, the situation is more complex regarding transitions between the \( n = 1 \) and \( n = 2 \) phases. By analyzing the Majorana mode amplitudes, we find that in zones with two modes per boundary, both observables couple to both Majorana end modes. However, one of the oscillatory modes has diminished amplitude at the site of the first spin and hence only couples weakly to the end cavity modes. This coupling gets weaker as the system size increases. Consequently, as one crosses a boundary from a region with \( n = 1 \) to \( n = 2 \), both observables show a weaker signature of this topological transition as compared to a transition from \( n = 0 \) to \( n = 1 \).

VII. CONCLUSION

In this paper, we have explored the possibility of probing ground state topological phenomena, especially Majorana bound states in a non-equilibrium steady state of driven dissipative systems. We studied two one dimensional spin models or equivalently, models of spinless fermions known to exhibit nontrivial topological features, subject to dissipation at the ends of the chain. We find that though dissipation typically destroys topological protection, local as well as bi-local observables studied in this paper are able to detect both symmetry breaking transitions as well as topological transitions between SPT phases exhibited by the non-dissipative model. These observables, however, cannot distinguish between symmetry breaking and purely topological phase transitions. Combined with an a-priori knowledge of the ground states of the system, these observables can be perceived as directly probing changes in topology, i.e., detecting changes in the number of Majorana edge modes in a dissipative system. We reiterate that, in the case of a fermionic chain, the bi-local correlator directly couples to the weights of the Majorana modes at the end of the chain.

We have also discussed a way to quantum engineer these interesting spin models with tunable parameters using superconducting qubits as well as extended the use of the auxiliary qubit spectroscopy discussed in Ref. [13] to measure the observables calculated earlier. The strength of cavity-QED setups lies in the deliberate control that allows to construct specific models, and to directly measure correlation functions. This can be used to simulate Hamiltonians like that of the Kitaev wire or to build models for more general SPT phases, both of which we demonstrated in this work. Especially for the latter, which do not always feature topological end states, measuring observables that reveal the topological character could be very challenging in traditional condensed matter setups.

Our work opens up avenues for further research. It would be interesting to generalize the study here to two dimensional Kitaev models. In particular, it would be interesting to define an observable that is sensitive to the topology of a state and differentiate between phases far away from transition boundaries. A good candidate is heat transport, especially in two dimensional systems, where the Majorana edge modes offer an optimal path for transport, while the gapped bulk inhibits transport. We leave these questions for future work.

Appendix A: Exact solution for the transverse-field Ising model with open boundaries

The TFIM is obtained from Eq. (2.1) with zero coupling in \( y \)-direction \((J_{y,i} = 0)\) and isotropic couplings in \( x \)-direction \((J_{x,i} = J_x)\), i.e.,

\[
H_{\text{TFIM}} = 2\hbar \sum_i c_i^\dagger c_i + J_x \sum_i (c_i^\dagger c_{i+1} + c_i^\dagger c_{i+1}^\dagger + \text{h.c.}) .
\]  

(A1)

By introducing new fermionic operators

\[
\eta_k = \frac{1}{2} \sum_{j=1}^N \left[ (\phi_{k,j} + \psi_{k,j}) c_j + (\phi_{k,j} - \psi_{k,j}) c_j^\dagger \right] \tag{A2}
\]

or equivalently

\[
c_j = \frac{1}{2} \sum_{k \geq 0} \left[ (\phi_{k,j} + \psi_{k,j}) \eta_k + (\phi_{k,j} - \psi_{k,j}) \eta_k^\dagger \right] \tag{A3}
\]

one obtains a diagonalised Hamiltonian

\[
H_{\text{TFIM}} = \sum_k \epsilon_k (\eta_k^\dagger \eta_k - 1/2) \tag{A4}
\]

with energy spectrum

\[
\epsilon_k = 2\sqrt{\hbar^2 + J_x^2 + 2\hbar J_x \cos k} . \tag{A5}
\]

In (A2) the weights are chosen as

\[
\phi_{k,j} = A_k \sin k(N + 1 - j) \tag{A6}
\]

\[
\psi_{k,j} = -\text{sign} \left[ \frac{J_x \sin k}{\sin k(N + 1)} \right] A_k \sin k j \tag{A7}
\]

with

\[
A_k = 2(2N + 1 - \sin[k(2N + 1)]) / \sin k)^{-1/2} . \tag{A8}
\]
Here, $\xi = -\hbar/J_x$ is the reduced transverse field, and the possible values of $k$ are solutions of

$$\sin k N \sin(k(N+1)) = \xi. \quad (A9)$$

For large transverse fields with $|\xi| \geq N/(N+1)$, Eq. (A9) has $N$ real solutions in the interval $[0, \pi]$. However, for small fields, i.e., $|\xi| < N/(N+1)$, there is also one imaginary solution $k' = \pi + i\kappa$ with $\sinh \kappa N / \sinh \kappa(N+1) = |\xi|$. It is well known that the imaginary solution $|1⟩ = \eta_k^0|0⟩$ together with the ground state $|0⟩$ correspond to a Majorana bound state localized at both edges of the chain. The latter forms the basis of the Majorana qubit with Pauli operators

$$\sigma^z_M = |1⟩⟨1| - |0⟩⟨0| \quad \sigma^y_M = |1⟩⟨0| + |0⟩⟨1|. \quad (A10)$$

By projecting the full Hamiltonian on this low energy subspace we obtain the Majorana qubit Hamiltonian of the TFIM

$$H_M = PH_{\text{TFIM}}P = \epsilon_\kappa \sigma^z_M \quad (A11)$$

with $P = |0⟩⟨0| + |1⟩⟨1|$ and vanishing energy splitting $\epsilon_\kappa \to 0$ if $|\xi| \to 0$ or $N \to \infty$.
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