Online asynchronous detection of error-related potentials in participants with a spinal cord injury using a generic classifier
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Abstract

For brain–computer interface (BCI) users, the awareness of an error is associated with a cortical signature known as an error-related potential (ErrP). The incorporation of ErrP detection into BCIs can improve their performance.

Objective. This work has three main aims. First, we investigate whether an ErrP classifier is transferable from able-bodied participants to participants with a spinal cord injury (SCI). Second, we test this generic ErrP classifier with SCI and control participants, in an online experiment without offline calibration. Third, we investigate the morphology of ErrPs in both groups of participants.

Approach. We used previously recorded electroencephalographic data from able-bodied participants to train an ErrP classifier. We tested the classifier asynchronously, in an online experiment with 16 new participants: 8 participants with SCI and 8 able-bodied control participants. The experiment had no offline calibration and participants received feedback regarding the ErrP detections from the start. To increase the fluidity of the experiment, feedback regarding false positive ErrP detections was not presented to the participants, but these detections were taken into account in the evaluation of the classifier. The classifier was not trained with the user’s brain signals. However, its performance was optimized during the online experiment by the use of personalized decision thresholds. The classifier’s performance was evaluated using trial-based metrics, which considered the asynchronous detection of ErrPs during the entire trial’s duration.

Main results. Participants with SCI presented a non-homogenous ErrP morphology, and four of them did not present clear ErrP signals. The generic classifier performed better than chance in participants with clear ErrP signals, independently of the SCI (11 out of 16 participants). Three out of the five participants that obtained chance level results with the generic classifier would not have benefitted from the use of a personalized classifier.

Significance. This work shows the feasibility of transferring an ErrP classifier from able-bodied participants to participants with SCI, for asynchronous detection of ErrPs in an online experiment without offline calibration, which provided immediate feedback to the users.

1. Introduction

Brain–computer interfaces (BCIs) can assist people with severe motor impairments to operate external devices by converting their modulated brain activity into the control of these devices [1–3]. Although a promising technology, most BCIs are still error-prone, and the frequent occurrence of errors can spoil the BCI user’s experience. The user’s awareness of an unintended response from the device that he/she is controlling is associated with a neural signature known as error-related potential (ErrP) [4, 5].

ErrPs are associated with conflict monitoring and error processing [6] and can be measured using non-invasive techniques such as electroencephalography (EEG), that are often used for BCI control. Therefore,
ErrPs can be used to improve BCI performance, either in a corrective manner, by allowing corrective actions, or in an adaptive manner, by reducing the possibility of future errors [7–11]. The real-time detection of ErrPs is pertinent in BCIs used by persons with motor impairments and also in applications targeting healthy users [12–15]. The incorporation of ErrP detection into a BCI promotes a smoother interaction with its user. Nevertheless, this incorporation has not been widely investigated.

The use of ErrPs in discrete BCIs, which are controlled in discrete steps, is well established in healthy participants [4, 10, 16–22] and has also been marginally tested in potential end-users of BCIs [23]. Still, BCIs are developing in the direction of offering users continuous control of an external device; these are known as continuous BCIs [24–28]. The incorporation of ErrPs into such BCIs requires an asynchronous detection of ErrPs, since the user can realise at any moment during the control of the device that an error has occurred. The asynchronous detection of ErrPs has been studied in healthy participants, both in offline scenarios [13, 29–34] and more recently in online scenarios [35].

A possible explanation for the limited use of ErrPs in BCIs can be linked to the reliance of most BCIs on personalised classifiers, which are constructed with the user’s brain signals. Since a considerable amount of data is necessary to reliably train the classifier, personalised classifiers commonly require a long calibration period before the user can receive feedback from their own brain signals. In this manner, combining ErrPs with other controlling signals would imply collecting calibration data for all the different signals, increasing the calibration period further. Alternatively, using an ErrP classifier that does not require calibration with the user, could encourage the integration of ErrPs with other control signals when constructing BCIs. This could be achieved by either transferring an ErrP classifier across different tasks or different participants. Both options have been tested in discrete tasks, in offline conditions [23, 36–43] and online conditions [20]. Recently, the asynchronous detection of ErrPs with a generic classifier has been studied in the context of a continuous task, in offline conditions [44] and pseudo-online conditions [45].

Very few works have addressed the study of ErrPs in potential BCI end-users, and studies to date have mainly been conducted offline. Keyl and colleagues characterized the morphology of the ErrPs of participants with a spinal cord injury (SCI) and compared it with able-bodied control participants [46]. The ErrP morphology was comparable in the two groups, but the ErrPs of the SCI group showed smaller peak amplitudes. Kumar and colleagues studied ErrPs during post-stroke rehabilitation movements [47]. In this work, individual participants did not display very clear ErrP patterns. Spüler and colleagues studied ErrPs in six participants with amyotrophic lateral sclerosis (ALS) in an online experiment and showed that the incorporation of ErrPs improved the BCI performance [23]. This work also included the offline analysis of the transfer of an ErrP classifier across ALS participants.

Our study has three main aims. First, we test the feasibility of transferring an ErrP classifier for asynchronous classification from able-bodied participants to potential end-users of BCIs, in particular, to participants with a high-level SCI. Second, we test the feasibility of asynchronously using a generic ErrP classifier in an online experiment, in which both participants with SCI and control participants took part. Third, we investigate the morphology of ErrPs, both in participants with SCI and in control participants.

In the work presented here, we recorded EEG signals from both participants with SCI and control participants, while asynchronously testing a generic ErrP classifier in a closed-loop online experiment. The generic classifier had been trained with the EEG data of 15 able-bodied participants from a previous study of ours and was not retrained during the experiment [35]. This allowed us to create an online experiment with no offline calibration period, in which participants received immediate feedback for their brain signals from the very beginning of the experiment onwards.

2. Methods

2.1. Participants

Sixteen volunteers participated in the experiment, eight of whom had a spinal cord injury. The mean age of the participants with SCI was 37.5 ± 9.7 years (mean ± std). The remaining participants were able-bodied control participants. Each participant with SCI was matched with a control participant of the same sex and with a maximum age difference of 5 years. The control participants were, on average, 35.9 ± 10.8 years old (mean ± std).

The participants with SCI had an injury between levels C4 and Th2. Table 1 summarizes the demographic and clinical data of the participants with SCI: age, sex, neurological level of injury (NLI) and ASIA impairment score (AIS).

2.1.1. Inclusion and exclusion criteria

All participants had to be aged between 18 and 65 years. Given that the experimental paradigm required a preserved arm function, all participants with SCI had an injury at level C4 or lower. Participants with SCI were excluded if they were artificially ventilated or had major spams, due to possible interference with the EEG measurement. Control participants were required to be able-bodied and with no history of neurological diseases.
2.2. Ethical approval and measurements
This study was approved by the local ethics committee of the Medical University of Graz (ethical approval number 31-501 ex 18/19) and by the Allgemeine Unfallversicherungsanstalt (AUV A) ethical committee. All participants read and signed an informed consent form before the start of the experiment and were paid for their participation. The EEG measurements of the participants with SCI took place at the AUV A Rehabilitation Clinic Tobelbad, and the EEG measurements of the control participants took place at the Graz University of Technology.

2.3. Hardware and electrode layout
We recorded EEG data with a sampling rate of 500 Hz using BrainAmp amplifiers and ActiCap caps (Brain Products, Munich, Germany) with 61 active electrodes positioned in a 10–10 layout, as detailed in figure 1 of the supplementary material (available online at stacks.iop.org/JNE/18/046022/mmedia). The ground electrode was placed on AFz and the reference electrode was placed on the right mastoid. Additionally, we placed three electrodes above the nasion and below the outer canthi of the eyes to record electrooculographic (EOG) activity.

2.4. Experimental setup
Similarly to the experimental setup described in [35], the participants sat in front of a table, on top of which was a wooden 4-sided box, with its open sides facing towards the participant and the tabletop, as depicted in figure 1 (top). On the ceiling of the box was a Leap Motion device (Leap Motion, San Francisco, United States) that tracked each participant’s right or left hand, according to their preferred hand. The position of the Leap Motion on the ceiling of the box was adjusted to the handedness of each participant. Each participant kept their hand inside the wooden box. On the right side of the participants, attached to the table, we placed a robotic arm (Jaco Assistive robotic arm—Kinova Robotics, Bonn, Germany). A screen monitor was placed on the wooden box, centred in relation to the robotic arm. Opposed to the situation described in [35], the monitor lied horizontally on the box, with a slight inclination of 15 degrees, to offer the participants a better view of the screen. This change, relative to [35], was introduced to minimize head and eye movements during the experiment.

2.5. Controlling the robotic arm
During the trials, participants were able to control the robotic arm on a horizontal plane by moving their preferred hand on the tabletop. To reduce the range of the participants’ movements, we implemented the robot’s hand displacement to be three times larger than the participants’ hand displacement. Many participants with SCI had a very closed fist, due to hand spasticity caused by their injury, and this impaired their hand’s recognition by the Leap Motion. When this occurred, we inserted a small object into the participant’s hand to sustain the hand in a more open position and facilitate tracking.

2.6. Experimental overview
Before the experiment, we recorded one block in which the participant performed eye movements [48, 49]. The experiment then consisted of eight blocks of 30 trials each. Thirty percent of the trials of each block were error trials (9 trials). The remaining 70% of the trials were correct trials (21 trials). The sequence of correct and error trials within each block was randomly generated using a uniform distribution. We defined a maximum of two consecutive error trials in each block and repeated the randomization procedure until the sequence of trials satisfied this condition. Similarly, the trials of each block were equally split between the right and the left targets. The sequence of targets within each block was randomly assigned using a uniform distribution. We defined a maximum of three consecutive trials with the same target in each block and repeated the randomization procedure until the targets’ sequence satisfied this requirement.

All the eight blocks were online blocks: we used a generic ErrP classifier in an asynchronous manner to give participants real-time feedback about the ErrP detections during the experiment. To increase the fluidity of the experiment, we decided not to give participants feedback about the false positive ErrP detections, i.e. of the ErrP detections that happened when no error had occurred. This decision ensured that all participants experienced the same number of errors, which aimed to create a comparable expectation regarding the occurrence of errors across participants. False positive ErrP detections can occur in both correct and error trials and were considered when evaluating the classifier. The details regarding the construction of the generic classifier are described in section 2.10.

2.7. Experimental protocol
During the pre-trial period, the monitor displayed two squares on the top part of the screen, both with a side length of 14 cm. As depicted in figure 1, one of the squares was filled in white and the other square had no fill. The filled square represented the target of the forthcoming trial. The centres of the squares were 35 cm apart and their midpoint was located
Figure 1. Top: experimental setup. Participants sat in front of a table that had a robotic arm attached. The participants controlled the robotic arm during the trials using their hand. Bottom: the experimental protocol was displayed on the monitor. During the pre-trial period, the white square represented the target of the forthcoming trial. The small rectangle located centrally, at the bottom of the screen, represented the home position of the participant’s hand. A trial started when the participant moved their hand to its home position. The participants were instructed to move the robot to the target square during the trials. After the trial (post-trial period), the target changed colour, indicating whether it had been reached, and the robot automatically returned to its home position.

Participants could decide when to start a new trial and could rest for as long as they needed in between trials. A trial started when the dot entered the rectangle. This ensured that the participant’s hand was at a similar position at the beginning of each trial. Participants were instructed that when they felt ready to start a new trial, they should position the dot representing their hand below the home position’s rectangle, fixate their gaze on the target and finally enter the rectangle from the bottom. This last step ensured a forward movement of the robot. Participants were also asked to keep their gaze fixed on the target during the entire trial to prevent eye movements.

The aim of each trial was to move the robot’s hand from its home position to the target square. During the trials, only the two squares were displayed on the screen: the white square representing the target and the square with no fill. A trial ended when the robot’s hand was above the target or after 6 s (timeout), in case the target had not been reached. After the end of the trial (post-trial period), the target’s colour changed from white to either green or red, for 1.2 s, indicating whether or not the target was reached, respectively. This feedback was always in line with the robot’s behaviour. Afterwards, the screen then turned black, the robot automatically returned to its home position, and a new pre-trial period started.

2.7.1. Error trials
In each of these trials, an error was triggered during the movement of the robot towards the target. The error consisted in interrupting the participant’s control of the robot and adding a 5 cm upward displacement to the robot’s hand. The participants perceived the error by noticing the robot stopping and raising itself, and by realizing that the control of the robot was lost. The errors occurred randomly, when the robot’s hand was within 6 to 15 cm from its home position, in the forward direction. For every error trial, this distance was drawn from a continuous uniform distribution. In participants with SCI, the error onset occurred, on average, $1.36 \pm 0.14$ s after the start of
the error trial (mean ± std). In control participants, the error onset occurred, on average, 1.30 ± 0.07 s after the start of the error trial (mean ± std).

We used the generic ErrP classifier asynchronously to give participants feedback about the ErrP detections occurring after the error onset. Figure 2 illustrates all the possible interactions between the participants and the robot during error trials, taking into account the generic ErrP classifier feedback. If no ErrP was detected after the error onset, the robot remained still for the rest of the trial. In this situation, the total duration of the trial was 6 s and the target square then turned red. Conversely, if an ErrP was detected by the classifier after the error onset, the robot’s hand was lowered by 5 cm and the participants regained its control. The
downward movement informed the participants of the ErrP detection and their consequent regain of control. Since participants instinctively stopped their hand movement when they noticed the error, they were instructed to reinitiate the movement and move the robot’s hand to the selected target, when regaining control of the robot. To accommodate the extra movement, we added 6 s to the maximal trial duration when the first ErrP detection after the error onset occurred. If the robot reached the target after the error onset, the target square turned green. Participants did not receive feedback about the false positive ErrP detections occurring during the error trials, i.e. of the ErrP detections occurring before the error onset. Before the experiment, participants were informed that errors would occur and were shown the characteristic robot movement associated with error occurrence, i.e. the robot stopping and raising its hand.

2.7.2. Correct trials

In these trials, the paradigm did not trigger any error. Participants did not receive feedback about the false positive ErrP detections occurring during the correct trials. Figure 2 illustrates all the possible interactions between a participant and the robot during the correct trials. The correct trials lasted, on average, 2.11 ± 0.17 s for participants with SCI and 2.05 ± 0.13 s for control participants (mean ± std). All participants reached the target in over 99.4% of the correct trials.

2.8. Data processing

Eye movements and blinks were removed online from the EEG data, using the subspace subtraction algorithm [48, 49] and the eye-movement data recorded right before the start of the experiment. For the online detection of ErrPs with the generic classifier, the EEG data were bandpass filtered between 1 and 10 Hz with a fourth-order causal Butterworth filter. For the offline electrophysiological analysis presented here, the EEG data were bandpass filtered between 1 and 10 Hz with a fourth-order non-causal Butterworth filter.

2.9. Defining events

In the error trials, we defined the error onset as the moment at which the robot started its upward displacement once the participant lost its control. Before the experiment, we calculated the robot’s delay on 100 uncorrected errors, i.e. the time difference between the error marker and the robot’s upward displacement. This resulted in an average delay of 0.225 ± 0.005 s (mean ± std). Since the robot’s delay was rather stable, we added the average delay to each recorded error marker to obtain the error onset.

The correct trials had no clear onset. Therefore, to obtain comparable onsets in the correct and error trials for the electrophysiological analysis, we defined a virtual onset for the correct trials at a time point at which errors could occur in the error trials. For every participant, we defined the virtual onset for his/her correct trials as the average time difference between the error onsets and the start of the corresponding trials. For participants with SCI, the correct onset occurred, on average, 1.36 ± 0.14 s after the start of the correct trials (mean ± std). For the control participants, the correct onset occurred, on average, 1.30 ± 0.07 s after the start of the correct trials (mean ± std).

2.10. Generic ErrP classifier

We built a generic ErrP classifier using the EEG data from 15 able-bodied participants of a previous study of ours [35]. None of these previous participants took part in the experiment described here. The EEG data from those participants were filtered between 1 and 10 Hz using a fourth-order causal Butterworth filter. Eye movements were removed from the data using the subspace subtraction algorithm [48].

For each participant from [35], we used the eight calibration runs of the dataset and extracted an epoch with 450 ms from every trial. In the error trials, the selected epoch started 300 ms after the error onset. In the correct trials, the selected epoch started 300 ms after the virtual onset. Hence, our initial features were the amplitudes of the 61 EEG electrodes at all the time points of the 450 ms of each epoch.

To remove outlier epochs, we first applied principal component analysis (PCA) to the initial features and kept the PCA components that explained 99% of the data variability. We then removed 1% of the correct epochs and 1% of the error epochs as outliers. The rejection criterion was based on a large Mahalanobis distance of the rejected epochs within each class type (error or correct) in the PCA space. After this step, 2475 correct epochs and 1059 error epochs were kept.

Finally, we repeated the PCA step on the initial feature space, after discarding the outlier epochs, and kept the PCA components that preserved 99% of the data variability as features. This step resulted in 412 PCA components. These components were then used as features to train a shrinkage-LDA classifier with two classes: error and correct [50]. The linear scores of the classifier were transformed into probabilities using a softmax function. The PCA components preserved most of the activity of the original space, as depicted in figure 2 of the supplementary material. Figure 3 of the supplementary material depicts the classifier pattern, obtained by applying the discriminant feature analysis (DFA) method to the training matrix with 3534 epochs and 412 features [51]. The generic classifier remained unchanged during the entire experiment. In [45], we showed that the generic ErrP classifier offered a comparable performance to a personalized ErrP classifier for the asynchronous
The metrics TNR and TPR used here address the asynchronous detection of ErrPs. Therefore, we chose not to retrain the classifier with the participants’ own data.

2.11. ErrP detection
Similarly to the classifier developed in [35], the generic classifier developed here was constructed to be used and evaluated asynchronously. In the online experiment, the incoming EEG signals were analysed in real-time by the ErrP classifier, which received an EEG window of 450 ms as input. Consecutive analyzed windows had a leap of 18 ms. The classifier’s evaluation of each window resulted in the probability of the analysed window belonging to either class (correct or error). Hence, the classifier produced a probability output every 18 ms, during the entire duration of each block. We defined an ErrP detection as the occurrence of two consecutive windows with a probability of belonging to the error class above a certain threshold \( \tau \). In [44], we performed an offline evaluation of the asynchronous ErrP detection with the generic classifier and tested the effect of varying the decision threshold. From [44], we concluded that the combination of the generic ErrP classifier with a personalized decision threshold led to the achievement of a better performance. Hence, in this online experiment, we decided to apply this strategy. The procedure for determining the personalized thresholds is described in section 2.14.

2.12. Metrics for evaluating the ErrP classifier
To evaluate the performance of the generic classifier, we considered the trial structure of the experiment and the asynchronous nature of the decoding. The proposed metrics assess a trial as successful or unsuccessful, based on the asynchronous detection of ErrPs over the entire trial’s duration. This strategy has been applied to the study of asynchronous detection of ErrPs and other event-related potentials in several other works [29–35, 44, 45, 52–54]. Figure 2 presents a graphical representation of the metrics proposed here. The correct trials were labelled negative and the error trials were labelled positive.

2.12.1. True negative trials
We defined the true negative trials (TN trials) as the correct trials in which no ErrP detection occurred during the entire trial duration. For the classifier’s evaluation, we considered the true negative rate (TNR): the fraction of correct trials that are TN trials, i.e. that have no ErrP detections.\(^4\)

2.12.2. True positive trials
We defined the true positive trials (TP trials) as the error trials in which no ErrP detection occurred before the error onset and where at least one ErrP detection occurred within 1.5 s after the error onset. For the classifier’s evaluation, we considered the true positive rate (TPR): the fraction of error trials that were TP trials. An additional metric, the ErrP detection rate (EDR), considering only the ErrP detections within 1.5 s after the error onset, is defined in figure 5 of the supplementary material, where its relation with the TPR is detailed.\(^4\)

2.12.3. Chance level
To calculate the chance level for TNR and TPR, we performed several classifications with a classifier in which the training labels were randomly permuted (500 times to evaluate the online detection with the generic classifier and 50 times to evaluate the offline cross-validation with a personalized classifier). Furthermore, we used permutation-based \( p \)-values to present the significance of the classification results obtained with the generic ErrP classifier [55, 56].

2.13. False activation rate
The false activation rate (FAR) is the percentage of 1 s-long intervals that are contaminated with at least one false positive ErrP detection [57]. For this evaluation, we considered the entire duration of the correct trials and the period before the error onset in the error trials. These periods were divided into 1 s-long intervals and these intervals were evaluated for the presence of false positive ErrP detections.

2.14. Tailoring the decision threshold of the generic classifier to each participant
In [44], we evaluated offline the asynchronous detection of ErrPs with a generic classifier similar to the one described here. There, we observed that the decision threshold that maximized the group performance was \( \tau = 0.7 \). Moreover, we also concluded that to optimize individual performance with the generic classifier, participants benefited from the use of a personalized threshold. Therefore, in this experiment, we decided to initiate the generic classifier with \( \tau = 0.7 \) in the first block. This enabled us to skip offline calibration and allowed us to give participants immediate feedback about their ErrP detections. Afterwards, we tailored \( \tau \) to each participant. After each of the first three blocks, we performed an offline asynchronous classification with the generic ErrP classifier on all the available data and tested thresholds between 0 and 1 in steps of 0.025. For each of the 41 thresholds analysed, we calculated the corresponding TPR and TNR. The TNR and TPR curves were further smoothed using a moving average with seven samples. The smoothed curves were called the smooth TPR and the smooth TNR. For every participant, we chose the threshold that maximized the product of the smooth TPR and the smooth TNR. This was considered to be the

\(^4\) The metrics TNR and TPR used here address the asynchronous detection of ErrPs in a trial-based scenario and are not directly comparable with the TPR and TPR definitions commonly used in time-locked classification.
threshold that maximized performance and it was used in the next block. From block four onwards, the generic ErrP classifier was combined with the threshold \( \tau \) obtained after the third block. The generic ErrP classifier was not retrained with the participants’ data and only the decision threshold was updated based on the data.

2.15. Evaluation of the generic ErrP classifier

We stopped tailoring \( \tau \) to each participant after the third block because we wanted to collect a substantial amount of data in unchanged conditions. From blocks four to eight, all participants used the generic classifier with a fixed but personalized threshold. Therefore, we only used the data from blocks four to eight to evaluate the performance of the generic classifier, ensuring comparable conditions across the participants.

2.16. Personalized ErrP classifier

To evaluate offline the performance of a personalized classifier, we performed 10 times a 5-fold cross-validation with the entire dataset of each participant, where a personalized classifier was tested asynchronously in each fold. We also tested all thresholds from 0 to 1 in steps of 0.025. For every participant, we obtained, in each fold, a TPR and a TNR for every threshold tested. For every participant, we averaged the TPR and TNR of the 50 iterations in the cross-validation, obtaining an average TPR and an average TNR per participant. Finally, we selected the threshold that maximized the product of the average TPR and the average TNR, for every participant. The evaluation of the personalized classifier followed the metrics defined in section 2.12.

3. Results

3.1. Neurophysiology

The electrophysiological results presented here comprise the entire recorded dataset. Figure 3 shows the grand average correct and error signals at channel FCz (green and red lines, respectively) for participants with SCI and control participants. The green and red shaded areas depict the 95% confidence interval for the grand average signals. The figure also displays the topographic plots of the grand average correct and error signals at the time points of the peaks in the grand average error signal.

As the morphology of the error signals was not homogeneous across participants, we found it relevant to also present the electrophysiological results of the individual participants. Figure 4 displays the average correct and error signals at channel FCz (green and red lines, respectively) of every participant. The green and red shaded areas depict the 95% confidence interval for the average signals. The grey areas indicate the time points at which the correct and error signals were statistically different (Wilcoxon rank-sum tests,
Figure 4. Average correct and error signals at channel FCz of every participant (green and red lines, respectively). The shaded areas represent the 95% confidence interval of the average signals. The black line at $t = 0$ s represents the error onset of the error trials and the virtual onset of the correct trials. The grey regions indicate the time points at which the correct and error signals were statistically different (Wilcoxon rank-sum tests, Bonferroni corrected, with $\alpha = 0.01$).

3.2. Adaptation of the classifier’s threshold in the first three experimental blocks

This experiment required no offline calibration and the participants received feedback regarding their ErrP detections from the very beginning. This was made possible by combining the generic ErrP classifier with a generic decision threshold ($\tau = 0.7$) for the first experimental block. However, we still used the first three experimental blocks to reach a fixed personalized decision threshold. After each of the first three blocks, we updated the decision threshold $\tau$ to maximize the participant’s performance. Hence, participants used a generic classifier combined with a personalized decision threshold from block two onwards. Figure 5 (top) depicts the initial threshold ($\tau = 0.7$) and the calculated thresholds after each of the first three blocks, for every participant. At the end of block three, the average threshold was $\tau = 0.68$ for participants with SCI and $\tau = 0.59$ for control participants. Figure 5 (bottom) shows the TNR and TPR obtained offline after block three, for all tested thresholds (green and red dashed lines, respectively). It also shows the smooth TNR and smooth TPR obtained with a moving average (green and red solid lines). The black dotted line depicts the product of these smooth curves and the blue vertical line indicates the threshold that maximizes it. This is the decision threshold used for every participant from blocks four to eight.
3.3. Evaluation of the online asynchronous classification using a generic ErrP classifier

To evaluate the asynchronous classification results obtained with the generic ErrP classifier during the experiment, we only considered the data from the last five blocks of the experiment, i.e. from blocks four to eight, since no parameters were changed during these blocks.

Figure 6 (top) depicts the classification results obtained with the generic classifier in terms of the TPR and the TNR. For participants with SCI, we obtained an average TPR of 46.9% and an average TNR of 71.9%. For the control participants, we obtained an average TPR of 56.4% and an average TNR of 77.9%. The circles on the individual bars represent the chance level of the corresponding
Figure 6. Evaluation of the generic ErrP classifier. Top: classification results in terms of the true positive rate (TPR) and the true negative rate (TNR). The circles on the individual bars represent the chance level of the corresponding metrics. Bottom: permutation-based $p$-value for the significance of the results obtained with the classifier.

Figure 7. Online detection of ErrPs with the generic classifier and trials’ offline evaluation for participant C1. Left: error trials, aligned to the error onset (black vertical line). Right: correct trials, aligned to the start of the trial. The dark grey areas represent the trials and the white marks within them represent the ErrP detections. The narrow rectangles colour code the trials’ offline evaluation. In these rectangles, successfully classified trials (true positive trials and true negative trials) are colour coded in white and trials with false positive ErrP detections are colour coded in light grey. Error trials with no ErrP detection are colour coded in black.

metrics. The chance level results for each participant were obtained by averaging the classification results of 500 classifiers in which the training labels were randomly permuted, and by considering the final participant-specific threshold, as depicted in figure 4 of the supplementary material. Figure 6 (bottom) presents the permutation-based $p$-values for the significance of the classification results [55, 56]. Figure 5 of the supplementary material depicts a comparison between the TPR and EDR metrics. Table 1 of the supplementary material presents the FAR in correct and error trials.

Figure 7 illustrates the online asynchronous detection of ErrPs with the generic classifier and the trials’ offline evaluation for participant C1. The dark grey areas represent the trials and the white marks within them represent the ErrP detections. The narrow rectangles colour code the trials’ offline evaluation. In these rectangles, successfully classified trials (true positive trials and true negative trials) are colour coded in white and trials with false positive ErrP detections are colour coded in light grey. Error trials with no ErrP detection are colour coded in black.
3.4. Offline evaluation of the asynchronous ErrP classification with a personalized classifier

To evaluate offline the asynchronous classification results with a personalized classifier, we considered the eight experimental blocks and performed ten times a five-fold cross-validation. As this evaluation was done offline, we tested thresholds from 0 to 1 with a leap of 0.025 and the results obtained are shown as a function of the threshold, $\tau$.

Figure 8 depicts the grand average TNR and TPR (green and red solid lines, respectively) as well as the grand average chance level for TNR and TPR (green and red dashed lines, respectively) as a function of the threshold. The shaded areas represent the 95% confidence intervals of the grand average curves. The chance level curves were obtained by performing 10 times a 5-fold cross-validation with 50 classifiers, in which the labels of the training trials were randomly permuted.

Figure 9 depicts, for every participant, the average TNR and TPR (green and red solid lines, respectively) and the chance levels of the TNR and TPR (green and red dashed lines, respectively). The blue vertical line indicates the threshold that maximizes individual performance with the personalized ErrP classifier.

Figure 10 depicts the average TNR and TPR obtained by cross-validation when using the optimal personalized decision threshold for every participant (green and red bars, respectively). The small circles on the bars indicate the chance level obtained for every participant with the considered threshold. For participants with SCI, the grand average TNR was 77.9% and the grand average TPR was 55.0%. For the control participants, the grand average TNR was 86.1% and the grand average TPR was 71.5%.

4. Discussion

In this work, we investigated the transfer of a generic ErrP classifier from able-bodied participants to participants with SCI. The classifier was developed using data from able-bodied participants from a previous experiment of ours [35] and was tested asynchronously in a closed-loop online experiment in which participants with SCI and able-bodied control participants took part. Using the classifier asynchronously, entire trials were evaluated and not only a time-locked window. The online experiment required no offline calibration period and the participants received feedback about the ErrP detections immediately, from the start of the experiment onwards. Additionally, we also analysed the morphology of ErrPs in participants with SCI and in able-bodied control participants.

The grand average correct signal displayed, as expected, no particular potential, in both participants with SCI and in control participants. The correct epochs correspond to the period in which the participants were continuously controlling the robot and are not associated with any specific event. The grand average error signal was associated with a fronto-central activity, in both participants with SCI and control participants. The peaks of the grand average error signal were less pronounced in participants with SCI than in control participants, as visible in figure 3. This matches the results described in [46]. Nevertheless, the electrophysiological patterns of participants with SCI were rather heterogeneous and half of the participants with SCI did not display the characteristic error-related activity (participants P4, P5, P7 and P8). The remaining participants with SCI revealed
Figure 9. Evaluation of the personalized ErrP classifier. Single-subject average TNR and TPR (green and red solid lines, respectively) and chance levels of the TNR and TPR as a function of the threshold (green and red dashed lines, respectively). The shaded areas indicate the 95% confidence interval for the average curves. The blue vertical line indicates the threshold that maximizes individual performance.

Figure 10. Evaluation of the personalized ErrP classifier. Average TNR and TPR were calculated by the cross-validation procedure, with an optimal personalized threshold, for every participant and their average. The small dots on each bar indicate the chance level for the considered threshold, for every participant.
patterns comparable to those of the control participants. Therefore, we believe that in our study, the decrease in peak amplitudes observed in the grand average error signals of participants with SCI was not directly related to the injury, but was rather a consequence of the heterogeneity of the signals in the population with SCI. Several studies have reported the effects of psychological factors, such as depression and anxiety, on ErrPs [58, 59]. The population with SCI is particularly vulnerable to emotional disorders and higher levels of distress [60–62]. Nevertheless, the individual differences were large [62]. The possibility of a psychiatric evaluation and medication of the participants would have been valuable for the current work and should be considered in future studies involving a population with SCI [63]. Interestingly, the error signals of the control participants were also less homogeneous than in our previous studies with a similar experimental protocol [34, 35]. Several studies showed that ageing affects error processing and consequently ErrPs; hence, we hypothesise that the higher variability observed in the signals of the control participants in this study is related to the wider age range of the participants, in comparison with our previous studies [64–66].

To interpret the classification results, we focus on the TPR. This metric considers an interval after the error onset and the period before the error onset. Hence, it translates not only the classifier’s ability to detect ErrPs after the occurrence of an error but also its ability to avoid detecting ErrPs when no error occurs. The TNR only captures the classifier’s ability to avoid detecting ErrPs when no error occurs. It is still a meaningful metric, but the TNR’s outcome can be artificially increased by the use of a high decision threshold, as depicted in figure 4 of the supplementary material. The classification results for the generic classifier were, on average, lower in participants with SCI than in the control participants. Only half of the participants with SCI obtained a TPR above chance level. These participants were the ones that displayed clear error patterns. In the control participants, seven out of eight participants obtained a TPR above chance level. The remaining participant (participant C5) did not obtain a TPR above chance level and did not display a very clear error signal. To summarise, all participants that displayed clear ErrP patterns in the electrophysiological analysis obtained better than chance results with the generic classifier, independently of the group (SCI or control). It would be rather interesting to further investigate the factors that affect the error patterns, independently of the SCI. These results support the view that using a generic ErrP classifier is a valuable option for giving immediate feedback to participants. Moreover, it indicates that ErrPs are transferable across participants and that the transfer can be applied to distinct populations, such as participants with SCI.

With the generic classifier developed, participants received real-time feedback about the ErrP detections from the beginning of the experiment. However, the first three blocks of the experiment were still used to update the threshold applied to the generic classifier. We made this choice because we had previously shown that some participants strongly benefit from combining the generic ErrP classifier with a personalized decision threshold [44]. For most participants, the threshold was relatively stable after the first block. This supports the use of a personalized threshold with the generic classifier, as suggested in [44]. In a real-world online application, the occurrence of errors can not be easily assessed, since it is determined by the subjective perception of the BCI user. Such a constraint hinders an objective evaluation of any ErrP classifier unless the participants can use a motor-based strategy to report the occurrence of errors. Still, our approach could be applied to a real-world asynchronous situation in which the occurrence of errors is unknown. Nevertheless, to establish a personalized decision threshold, our approach would need a short online application beforehand, in which the occurrence of errors was known. Such an application could be the equivalent of one of our experimental blocks, which contained nine errors and lasted less than 5 min.

In our experiment, we only gave the participants feedback about ErrPs detected after the error onset. This aimed to ensure that participants experienced the same number of errors and had comparable expectations regarding the occurrence of errors. Providing participants with feedback about the false positive ErrP detections would have brought our experiment closer to a real-world application, at the cost of putting participants in dissimilar circumstances, given that false positive ErrP detections could have affected their behaviour and the generation of ErrPs. For instance, participants with many false positive ErrP detections would certainly have been negatively affected by the feedback, either losing engagement or disregarding the feedback. Such participants would no longer have perceived the errors as meaningful and relevant, and this could have altered their ErrPs.

When testing offline the asynchronous classification with a personalized classifier, two participants with SCI (participants P4 and P5) and one control participant (participant C5) obtained chance level TPR results. This indicates that the signals of these participants were not sufficiently different to build a personalized classifier and that these participants obtained chance level results with both generic and personalized classifiers.

The classification results obtained with the personalized classifier are not directly comparable with the results obtained with the generic classifier, because the classifiers were evaluated using different datasets. In a real-world scenario, we could provide...
participants with immediate feedback about their brain signals using a generic classifier, while collecting data to train a personalized classifier. Simultaneously, we could compare the performance of the personalized and generic classifiers at regular intervals, and swap the generic classifier for a personalized classifier, once the latter would offer significantly better performance.

5. Conclusions

Our work shows that a generic ErrP classifier can be used, asynchronously and online, by participants with SCI and able-bodied participants. Moreover, the generic ErrP classifier is transferable from an able-bodied population to a population with SCI. The developed classifier required no previous calibration with the participant and granted immediate feedback about the ErrP detections. Therefore, our findings can help to promote the incorporation of ErrPs in BCIs for different types of users.
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