On Neural Consolidation for Transfer in Reinforcement Learning
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Abstract—Although transfer learning is considered to be a milestone in deep reinforcement learning, the mechanisms behind it are still poorly understood. In particular, predicting if knowledge can be transferred between two given tasks is still an unresolved problem. In this work, we explore the use of network distillation as a feature extraction method to better understand the context in which transfer can occur. Notably, we show that distillation does not prevent knowledge transfer, including when transferring from multiple tasks to a new one, and we compare these results with transfer without prior distillation. We focus our work on the Atari benchmark due to the variability between different games, but also to their similarities in terms of visual features.

I. INTRODUCTION

In spite of the rapid progress made in Deep Reinforcement Learning (RL) [1] in the last decade, and although state-of-the-art algorithms are more and more efficient, many fundamental issues still have not been solved and remain major limitations in current approaches. In particular, existing algorithms train networks from scratch on each new task, which is very computationally costly. This issue motivated the development of transfer learning [2], [3], the study of how to transfer and reuse knowledge from a neural network to another in order to accelerate learning and benefit from previously acquired abilities. Various methods for transfer have been proposed recently, from plain fine-tuning, to a more complex use of distillation in a multi-task setting [4].

Although primarily developed for network compression [5], distillation is a technique that aims at copying the behavior of a teacher neural network into a student one by ensuring the two represent the same function. It has been successfully used to compress multiple teachers in a single student, thus achieving multi-task learning [6]. We investigate how distillation in a multi-task context, which we refer to as network consolidation, is useful for knowledge transfer and can help understand the underlying mechanisms behind transfer. Specifically, we compare different methods to achieve consolidation on multiple visual RL tasks and discuss the importance of key details in the algorithmic design. We also show that transfer can occur even when the consolidation process does not reach convergence. Finally, we argue that consolidation filters out networks that would lead to negative transfer, while preserving the benefits of positive transfer cases.

In order to study these claims, we propose an experimental protocol based on the use of the Actor-Mimic algorithm [7] that alternates between training and consolidation phases. Our approach is motivated by current neurobiological theories modeling knowledge transfer and lifelong learning in the mammalian brain, such as the Complementary Learning Systems (CLS) theory [8]. CLS states that memorization is based on two distinct parts of the brain: the hippocampus, responsible for short-term adaptation and rapid learning, and the neocortex, which assimilates this knowledge slowly and retains it on a long-term basis.

We present an overview of related works in Section II, before describing our experimental protocol in Section III. Section IV discusses the effect of using the Actor-Mimic algorithm for consolidation, on the performance obtained within a given set of tasks. Section V focuses on knowledge transfer and generalization to new tasks. Section VI provides a comparison baseline illustrating that consolidation
mitigates the effects of negative transfer. We con-
clude in Section VII.

II. BACKGROUND AND RELATED WORK

Distillation was originally proposed by [4] and is among the most promising methods to achieve transfer between tasks. [7] and [9] extend the core idea of learning several functions as one, and add an incentive to also copy the features in order to guide the training process. Similarly, [10] builds a central network, encoding common behaviors, to share knowledge between tasks.

One major challenge in RL today is lifelong learning, i.e. how to solve different tasks sequentially while avoiding catastrophic forgetting. Different approaches exist to tackle this problem. We follow the division in three categories proposed in [11]. One possibility is to periodically modify the network architecture when facing new tasks in order to enhance its representative power [12], [13], [14]. Another approach is to use regularization to preserve previously acquired knowledge [15], [16], [17]. Finally, the lifelong learning problem can be reduced to a multi-task learning one by using a rehearsal strategy, memorizing every task encountered [18], [19], [20], [21], [22]. These three main categories are not mutually exclusive, and many of these algorithms make use of different techniques that belong to two categories.

The idea of alternating between an active phase of pattern-separated learning and a passive phase of generalization as inspired by CLS theory has also been explored before. In particular, [23] introduces the PLAIID algorithm that progressively grows a central network using distillation on newly encountered tasks. Similarly, [24] successively compresses different expert networks in a knowledge base that is then reused by new experts via lateral layer-wise connections [13]. [25] introduces a Self-Organising Map to DRL to simulate complementary learning in a neocortical and a hippocampal system, improving learning on grid world control and demonstrating the biological plausibility of artificial CLS.

Instead of learning to solve multiple tasks, another possibility is to learn how to be efficient at learning: this is the meta-learning approach. One intuitive way to achieve this is by using a meta-algorithm to output a set of neural network weights which are then used as initialization for solving new tasks [26]. On the other hand, [27] proposes the use of a second network whose role is to deactivate part of a typical neural network. By analogy with the human brain, this network is called the neuromodulatory network as it is responsible for activating or deactivating part of the main network depending on the current task to solve. Finally, [28] proposes a framework for meta-algorithms which divides them into a “What” part whose objective is to identify the current running task from context data, and a “How” part responsible for producing a set of parameters for a neural network that will be able to solve this task.

III. ACTOR-MIMIC NETWORKS FOR CONSOLIDATION IN LIFELONG LEARNING

In order to study the consolidation process and its interaction with knowledge transfer, we explore the use of the Actor-Mimic (Network) algorithm [7, AMN] that acts as a policy distillation algorithm with an additional incentive to imitate the teacher’s features. In standard policy distillation, as proposed by [4], the distilled network — also called student network — learns to reproduce the output of multiple expert networks (policy regression objective) using supervised learning. In addition, the AMN algorithm adds another feature regression objective that regularizes the features of the student network (defined as the outputs of the second-to-last layer) towards the features of the experts. Intuitively, the policy regression objective teaches the student how it should act while this feature regression objective teaches the result of the expert’s “thinking process” that indicates why it should act that way.

The AMN algorithm makes it possible to consolidate several expert networks at the same time while extracting features containing the same information as the experts. As the input states of target tasks can be quite different in nature (e.g. graphical features, color palette, etc.), it is a desirable property for the extracted features in the consolidated network to represent abstract concepts that facilitate generalization across tasks. To evaluate this property,
we propose a new training protocol composed of two phases that emulate day-night cycles: an active learning phase in which neural networks —coined “expert networks”— are trained individually on a set of visual RL tasks, and a passive imitation phase in which the knowledge acquired by all experts is consolidated into a central AMN that retains knowledge in the long term.

During the active phase, each expert network is trained on its corresponding task using a standard RL algorithm. We use Rainbow [29] in the present study, as implemented in the Dopamine framework [30], with the typical architecture of 3 convolutional layers followed by two dense layers as introduced by [31]. These phases are interrupted early, before performance reaches state-of-the-art levels, as the objective is to extract general features that will encourage the next experts to avoid focusing on task-specific pixel-level characteristics. The passive phase consists in consolidating an AMN from these experts. We use the same hyperparameters as in the original AMN work [7]. We keep one prioritized replay buffer [32] per task during the passive phase, which is filled by interacting with the tasks using the AMN’s actions. To enforce exploration, we use an $\epsilon$-greedy policy both for the experts and the AMNs, with $\epsilon$ starting from 1 and annealing progressively to 0.1. Imitation is less sample-demanding than the RL policy optimization process [4], therefore the AMN only needs a fraction of the number of time steps of the active phase to exhibit the same performance as the experts. The next active phase is then started by initializing new experts with the AMN weights, a process we discuss specifically in Section IV-B.

We evaluate this generic protocol on the Atari benchmark [33], and more precisely on the games Breakout, Carnival, Pong, SpaceInvaders and VideoPinball, selected for their diversity and their balanced difficulty. Although the choice of these specific games may limit our analysis, this benchmark is representative in that some of these games can appear to human players as similar (e.g. hit a ball moving in straight lines with a paddle) but are different from a visual perspective. As recommended by [30] we report the training performance of the experts by averaging the return on every completed episode during iterations of 50000 time steps. For the sake of readability, we only report here the most illustrative results. Our code and complete results are available at https://anonymous.4open.science/r/ConsolidationForTransferInRL.

IV. IMPROVING PERFORMANCE VIA CONSOLIDATION

A. On the passive consolidation phase

The AMN is trained on samples issued by the experts on their respective tasks. The scheduling of these tasks is an important design choice. A straightforward approach consists in minimizing a single composite loss that sums the losses for each expert network. Then, one gradient descent step minimizes all individual losses at the same time, ensuring the simultaneity. However, two tasks could theoretically result in opposite gradient directions that would cancel one another, preventing the consolidated network to improve on any of these tasks. This issue was raised by [34] who shows that this situation can occur frequently. In our study, this issue did not occur enough to degrade performance significantly and the use of a single composite loss gave satisfying results. Fig.1 compares the performance when optimizing a single composite loss and when optimizing the separate losses when switching tasks at the end of each episode.

Instead, one can alternate between tasks during consolidation and optimize the different losses sequentially. This approach also solves the issue of losses of different orders of magnitude when used in conjunction with the Adam optimizer. However, it requires tuning the frequency with which to switch from one task to the next. Fig.2 compares four different values for this frequency: a high frequency switch (every time step), a medium frequency (every 100 time steps), a low frequency (every 5000 steps) and switching after every episode. Switching at every time step prevented any learning, and the obtained weights are not a good initialization point for the next active phase, suggesting that no interesting features were extracted during training. For both medium and low frequency switching, the results were task-dependent. Finally, despite the...
imbalance of number of steps per episode across tasks, it appears that switching only at the end of full episodes results in better performance overall.

B. Transfer from passive to active phase

To study the contribution of the passive phase, we consolidate an AMN on 5 games, then initialize an expert with the AMN weights and let it train on one of these 5 games. For tasks that feature less actions than the number of AMN outputs, we simply copy the fitting subpart of the network.

Fig.3 compares the average returns per episode between the expert network trained on the first active phase (thus initialized randomly) and the one trained on the second active phase (initialized with the AMN weights). This experiment confirms that the transfer has a significant jumpstart effect as the second expert networks all start above the initial value of a random policy. However, the long term effect of this initial performance boost is largely dependent on the task tackled, and sometimes it disappears quickly (Breakout) or keeps a certain advantage during the whole training (VideoPinball).

Not all extracted features are useful for all tasks and zero-weight connections are known to be beneficial to initializing neural networks. Instead of forcing the feature initialization, a more elaborate approach is to use a default initialization for a new expert and make the AMN features accessible via a lateral connection from the AMN feature layer to the expert’s output layer. This flexible approach trades off the initial jumpstart effect to offer more degrees of freedom to the gradient descent process.

Fig.4 shows the evolution of the average return per episode, for such experts, trained during successive active phases. The similarity between training profiles and the comparison with Fig.3 suggests the features built during consolidation are not exploited in the expert’s gradient descent process. To confirm, we plot the histogram of the last layer weights absolute values and separate the weights stemming from the AMN from those initialized randomly. The weights linking to the AMN features have very low magnitude, confirming that the gradient descent does not exploit the AMN features. So plain copy of features is not sufficient for transfer in Deep RL, which seems rather to benefit from good initialization (confirming the analysis of [26]).

V. CONSOLIDATION FOR TRANSFER LEARNING AND DOMAIN GENERALIZATION

In the previous section, we analyzed the effects of consolidation for agents playing the same set of games repeatedly, illustrating the conditions under which we observe jumpstart and asymptotic benefits. In this section, we now train each active phase on a completely new set of tasks to assess whether consolidation permits generalization across tasks.

A. Consolidation towards new unseen tasks

Fig.5 compares the performance of the second active phase on different games when initialized by an AMN consolidated on subsets of 1, 2, 3 or 4 different Atari games. In most games, the expert learns faster at the beginning of phase 2, compared to an agent trained without consolidation, but the
number of games tackled during the first active phase does not seem to have any impact on the performance of the new experts. The only exception is Breakout, where the effect of consolidation scales almost linearly depending on the number of games. This goes to show that the expert can benefit from the learned features and these features are more useful when they are extracted from multiple tasks.

In fact, the transfer effect appears to be more dependent on the games chosen for the consolidation step than on the number of games. In the case of Breakout, only the presence of VideoPinball in the set of basis games has a significant effect on the newly trained experts. Fig.6 (left) compares consolidation on three sets of games containing VideoPinball. In each case the Breakout expert
reaches the same score with very little variation.

In the previous section, the final performance at the end of the passive phase was directly reusable by the new expert. When transferring to new tasks, the policy is unlikely to provide any jumpstart in performance, therefore the passive phase final score is not as important as the features it managed to extract. To measure the importance of the AMN score, we drastically shorten the passive phase to only 5 iterations instead of 15 (Fig. 6, right). In that limited amount of time, the AMN is only able to reach 75% of the VideoPinball expert performance, while it otherwise reaches around 105%. Despite this, the expert in the second active phase still reaches the same performance, confirming the improvement comes from a feature transfer as a good initialisation for optimisation, rather than from a direct policy transfer.

B. Consolidation does not prevent transfer

Complete results show that consolidation does not systematically induce improved learning speed or performance. However, a consistent finding across experiments is that although increasing the number of games used during the passive phase does not necessarily lead to better performance, it also does not degrade it. We conjecture that the consolidation process induces the same average improvement as the game which would have had the strongest impact if transferred alone.

VI. TRANSFER WITHOUT CONSOLIDATION

Since task-to-task transfer appears to have a significant importance, we factor out the distillation process and evaluate direct transfer of network weights between tasks without consolidation. In this setting, an expert network is trained on a source task and then used as initialization for a new expert trained on a different target task. This evaluation should provide a baseline confirming whether consolidation is useful at all when positive transfer is observed. For a finer view on what precisely leads to positive transfer, we compare the
performance obtained when only certain layers are transferred from an expert trained on VideoPinball, towards agents for other games (Fig. 7). Recall that all networks here follow the 5-layered architecture introduced by [31]. As expected, the effect of transfer is very task-dependent: either beneficial in terms of jumpstart, learning slope or asymptotic performance (positive transfer), or detrimental (negative transfer), compared to a baseline agent that is trained from scratch. On Carnival, transferring one, two or three layers is equivalent to not transferring anything, whereas transferring the first four or five layers surprisingly deteriorates the very early training. On the contrary, transferring any number of convolutional layers to Breakout does not have any effect on the performance, while transferring the features (first four layers) or the full policy (all layers) prevents the agent from plateauing and greatly improves the asymptotic performance. Thus, the full transferred network seems to be a good starting point in parameters space to avoid local minima, but the visual features alone are not enough to fine-tune the network. Finally, for SpaceInvaders, only the two first convolutional layers impact positively the agent’s performance while the other layers have negative effects. This leads us to conjecture that only low-level visual features like edge detection are reusable in this case, and knowledge that is too specific only reduces the network plasticity. Overall, these experiments confirm the popular assumption that negative transfer is as likely to occur than positive transfer with plain task-to-task network initialization. This sheds a different light on the conclusion of section V. If a network trained on task A had a beneficial impact when transferred to task X, while a network trained on task B has a detrimental impact for task X, since the consolidation of the experts on A and B seem to retain the benefits inherited from A, consolidation appears as a means to filter out negative transfer while retaining the benefits of positive transfer.

VII. CONCLUSION

In this work, we propose an empirical discussion of the practical aspects of neural consolidation for knowledge transfer in neural networks, which we believe brings a new light on the matter for the community. Investigating the necessary conditions for efficient consolidation in visual RL tasks pinpointed the strong dependence on the environment and hyperparameters. We also highlighted that the appearance of useful features did not require convergence of the imitation process, and explored mechanisms that permit feature reuse after consolidation. Our main finding is that consolidation appears to filter out negative transfers while maintaining positive transfers. This result can be used as is in a setting in which consolidation is already done. In such settings it is good to notice that trying out transfer from all the source tasks to a new one can be done almost for free, in linear time, instead of trying all the transfers one by one. More complex approaches can be imagined to discover transferability properties between sets of tasks (e.g. using a tree and dichotomy); these are left as future work.
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