REPLICATING OF BINARY OPERADS, KOSZUL DUALITY, MANIN PRODUCTS AND AVERAGE OPERATORS
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Abstract. We consider the notions of the replicators, including the duplicator and triplicator, of a binary operad. As in the closely related notions of di-Var-algebra and tri-Var-algebra in [14], they provide a general operadic definition for the recent constructions of replicating the operations of algebraic structures. We show that taking replicators is in Koszul dual to taking successors in [3] for binary quadratic operads and is equivalent to taking the white product with certain operads such as Perm. We also relate the replicators to the actions of average operators.
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1. Introduction

Motivated by the study of the periodicity in algebraic K-theory, J.-L. Loday [24] introduced the concept of a Leibniz algebra twenty years ago as a non-skew-symmetric generalization of the Lie algebra. He then defined the diassociative algebra [25] as the enveloping algebra of the Leibniz algebra in analogue to the associative algebra as the enveloping algebra of the Lie algebra. The dendriform algebra was introduced as the Koszul dual of the diassociative algebra. These structures were studied systematically in the next few years in connection with operads [29], homology [11, 12], Hopf algebras [4, 17, 80, 81], arithmetic [77], combinatorics [14, 31], quantum field theory [10] and Rota-Baxter algebra [1].

The diassociative and dendriform algebras extend the associative algebra in two directions. While the diassociative algebra “doubles” the associative algebra in the sense that it has two
associative operations with certain compatible conditions, the dendriform algebra “splits” the associative algebra in the sense that it has two binary operations with relations between them so that the sum of the two operations is associative.

Into this century, more algebraic structures with multiple binary operations emerged, beginning with the triassociative algebra that “triples” the associative algebra and the tridendriform algebra that gives a three way splitting of the associative algebra \([30]\). Since then, quite a few dendriform related structures, such as the quadri-algebra \([2]\), the ennea-algebra, the NS-algebra, the dendriform-Nijenhuis algebra, the octo-algebra \([21,22]\) and eventually a whole class of algebras \([29,3]\) were introduced. All these dendriform type structures have a common property of “splitting” the associativity into multiple pieces. Furthermore, analogues of the dendriform algebra, quadri-algebra and octo-algebra for the Lie algebra, commutative algebra, Jordan algebra, alternative algebra and Poisson algebra have been obtained \([1,4,15,22,28,33]\), such as the pre-Lie and Zinbiel algebras. More recently, these constructions can be put into the framework of operad products (Manin black square and black dot products) \([1,27,37]\).

In \([3]\), the notions of “successors” were introduced to give the precise meaning of two way and three way splitting of a binary operad and thus put the previous constructions in a uniform framework. This notion is also related to the Manin black products that had only been dealt with in special cases before, as indicated above. It is also shown to be related to the action of the Rota-Baxter operator, completing a long series of studies starting from the beginning of the century \([1]\).

In this paper, we take a similar approach to the other class of structures starting from the diassociative (resp. triassociative) algebra. That is, we seek to understand the phenomena of “replicating” the operations in an operad. After the completion of the paper, we realized that the closely related notions di-Var-algebra and tri-Var-algebra have been introduced in \([14]\) (see also \([18,19]\)) by Kolesnikov and his coauthors. In fact their notions also apply to not necessarily binary operads \([19]\). We thank Kolesnikov for informing us to their studies. In this regards, the current paper provides an alternative and more detailed treatment of these notations for binary operads.

In Section 2 we set up a general framework to make precise the notion of “replicating” any binary algebraic operad. This provides a general framework to study the previously well-known di-type (resp. tri-type) algebras which are analogues of the diassociative (resp. triassociative) algebra associated to the associative algebra, including the Leibniz algebra for the Lie algebra and the permutative algebra for the commutative algebra, as well as the recently defined pre-Lie dialgebra \([9]\). In general, it gives a “rule” to construct new di-type (resp. tri-type) algebraic structures associated to any other binary operads. This notion is simpler in formulation but turns out to be equivalent to the notion of di-Var-algebra in \([14]\) for binary operads with nontrivial relations.

We show in Section 3 that taking the replicator of a binary quadratic operad is Koszul dual with taking the successor of the dual operad. A direct application of this duality (Theorem 3.4 and 3.5) is to explicitly compute the Koszul dual of the operads of existing algebras, for example the Koszul dual of the commutative tridendriform algebra of Loday \([28]\). We also relate replicating to the Manin white product in the case of binary quadratic operads. In fact taking the duplicator (resp. triplicator) of such an operad with nontrivial relations is isomorphic to taking the white product of the operad Perm (resp. ComTriass) with this operad, as in the case of taking di-Var-algebras and tri-Var-algebras \([14]\). Thus showing the notations of duplicator and triplicator are equivalent to those of di-Var-algebras and tri-Var-algebras.
Finally, in Section 4, we relate the replicating process to the action of average operators on binary quadratic operads. Aguiar [1] showed that the action of the two-sided average operator on a commutative associative algebra (resp. associative algebra) gives a perm algebra (resp. associative dialgebra). In [36], Uchino extended the classical derived bracket construction to any algebra over a binary quadratic operad, showing that the derived bracket construction can be given by the Manin white product with the operad $\text{Perm}$. Thus there are relationship among the three operations applied to a binary operad $\mathcal{P}$: taking its duplicator (resp. triplicator), taking its Manin white product with $\text{Perm}$ (resp. $\text{ComTriass}$), when the operad is quadratic, and apply a di-average operator (resp. tri-average operator) to it, as summarized in the following diagram.

\[
\begin{array}{ccc}
\text{Duplicator} & \text{Triplicator} \\
\text{Manin white product with} & \text{Perm} & \text{ComTriass} \\
\end{array}
\]

Combining the replicators with the successors introduced in [3] allows us to put the splitting and replicating processes together, as exemplified in the following commutative diagram of operads. The arrows should be reversed on the level of categories.

Here the vertical arrows in the upper half of the diagram are addition of the two operations given in [3] Proposition 2.31.(a) while those in the lower half of the diagram are given in Proposition 2.23(a). The horizontal arrows in the left half of the diagram are anti-symmetrization of the binary operations while those in the right half of the diagram are induced by the identity maps on the binary operations. In the diagram, the Koszul dual of an operad is the reflection across the center. A similar commutative diagram holds for the trisuccessors and triplicators.

2. The replicators of a binary operad

In this section, we first introduce the concepts of the replicators, namely the duplicator and triplicator, of a labeled planar binary tree, following the framework in [3] and in close resemblance with the concepts of the di-Var-algebra tri-Var-algebra in [14]. These concepts are then applied to define similar concepts for a nonsymmetric operad and a (symmetric) operad. A list of examples is provided, followed by a study of the relationship among an operad, its duplicator and its triplicator.

2.1. The replicators of a planar binary tree. We first recall notions on operads represented by trees. For more details see [3, 52].
2.1.1. **Labeled trees.**

**Definition 2.1.**  
(a) Let $T$ denote the set of planar binary reduced rooted trees together with the trivial tree $\epsilon$. If $t \in T$ has $n$ leaves, we call $t$ an $n$-tree. The trivial tree $\epsilon$ has one leaf.

(b) Let $\Omega$ be a set. By a **decorated tree** we mean a tree $t$ of $T$ together with a decoration on the vertices of $t$ by elements of $\Omega$ and a decoration on the leaves of $t$ by distinct positive integers. Let $t(\Omega)$ denote the set of decorated trees for $t$ and denote

$$
\mathcal{T}(\Omega) := \bigsqcup_{t \in T} t(\Omega).
$$

If $\tau \in t(\Omega)$ for an $n$-tree $t$, we call $\tau$ a **labeled $n$-tree**.

(c) For $\tau \in \mathcal{T}(\Omega)$, we let $V_{in}(\tau)$ (resp. $Lin(\tau)$) denote the set (resp. ordered set) of labels of the vertices (resp. leaves) of $\tau$.

(d) Let $\tau \in \mathcal{T}(\Omega)$ with $|V_{in}(\tau)| > 1$ be a labeled tree from $t \in T$. Then $t$ can be written uniquely as the grafting $t_{\ell} \vee t_{r}$ of $t_{\ell}$ and $t_{r}$. Correspondingly, let $\tau = \tau_{\ell} \vee \omega \tau_{r}$ denote the unique decomposition of $\tau$ as a grafting of $\tau_{\ell}$ and $\tau_{r}$ in $\mathcal{T}(\Omega)$ along $\omega \in \Omega$.

Let $V$ be a vector space, regarded as an arity graded vector space concentrated in arity $2$: $V = V_{2}$. Recall [82, Section 5.8.5] that the free nonsymmetric operad $\mathcal{T}_{ns}(V)$ on $V$ is given by the vector space

$$
\mathcal{T}_{ns}(V) := \bigoplus_{t \in T} t[V],
$$

where $t[V]$ is the treewise tensor module associated to $t$, explicitly given by

$$
t[V] := \bigotimes_{v \in V_{in}(t)} V_{|V_{in}(v)|}.
$$

Here $|V_{in}(v)|$ denotes the number of incoming edges of $v$. A basis $\mathcal{V}$ of $V$ induces a basis $t(\mathcal{V})$ of $t[V]$ and a basis $\mathcal{T}(\mathcal{V})$ of $\mathcal{T}_{ns}(V)$. Consequently any element of $t[V]$ can be represented as a linear combination of elements in $t(\mathcal{V})$.

2.1.2. **Duplicators.**

**Definition 2.2.** Let $V$ be a vector space with a basis $\mathcal{V}$.

(a) Define a vector space

$$
Du(V) = V \otimes (k \rightarrow \bigoplus k \downarrow),
$$

where we denote $\omega \otimes \downarrow$ (resp. $\omega \otimes \rightarrow$) by $\omega_\downarrow$ (resp. $\omega_\rightarrow$) for $\omega \in \mathcal{V}$. Then $\bigcup_{\omega \in \mathcal{V}} \left\{ \omega_\downarrow, \omega_\rightarrow \right\}$ is a basis of $Du(V)$.

(b) For a labeled $n$-tree $\tau$ in $\mathcal{T}(\mathcal{V})$, define a subset $Du(\tau)$ of $\mathcal{T}_{ns}(Du(V))$ by

- $Du(\epsilon) = \{ | \}$,

- when $n \geq 2$, $Du(\tau)$ is obtained by replacing each decoration $\omega \in V_{in}(\tau)$ by

$$
\omega_\uparrow := \left\{ \omega_\downarrow, \omega_\rightarrow \right\}.
$$

Thus $Du(\tau)$ is a set of labeled trees.
Definition 2.3. Let \( V \) be a vector space with a basis \( \mathcal{V} \). Let \( \tau \) be a labeled \( n \)-tree in \( \mathcal{T}(\mathcal{V}) \). The **duplicator** \( Du_\lambda(\tau) \) of \( \tau \) with respect to a leaf \( x \in \text{Lin}(\tau) \) is the subset of \( T_{ns}(Du(V)) \) defined by induction on \( |\text{Lin}(\tau)| \) as follows:

- \( Du_\lambda(\{1\}) = \{1\} \);
- assume that \( Du_\lambda(\tau) \) have been defined for \( \tau \) with \( |\text{Lin}(\tau)| \leq k \) for a \( k \geq 1 \). Then, for a labeled \( (k+1) \)-tree \( \tau \in \mathcal{T}(\mathcal{V}) \) with decomposition \( \tau = \tau_\ell \cup \omega \tau_r \), we define

\[
Du_\lambda(\tau) = Du_\lambda(\tau_\ell \cup \omega \tau_r) = \begin{cases}
Du_\lambda(\tau_\ell) \cup (\omega) Du_\lambda(\tau_r), & x \in \text{Lin}(\tau_\ell), \\
Du(\tau_\ell) \cup (\omega) Du_\lambda(\tau_r), & x \in \text{Lin}(\tau_r).
\end{cases}
\]

For labeled \( n \)-trees \( \tau_i, 1 \leq i \leq r \), with the same set of leaf decorations and \( c_i \in k, 1 \leq i \leq r \), define

\[
Du_\lambda\left( \sum_{i=1}^{r} c_i \tau_i \right) := \sum_{i=1}^{r} c_i Du_\lambda(\tau_i).
\]

Here and in the rest of the paper we use the notation

\[
\sum_{i=1}^{r} c_i W_i := \left\{ \sum_{i=1}^{r} c_i w_i \mid w_i \in W_i, 1 \leq i \leq r \right\},
\]

for nonempty subsets \( W_i, 1 \leq i \leq r \), of a \( k \)-module.

The next explicit description of the duplicator follows from an induction on \( |\text{Lin}(\tau)| \).

**Proposition 2.4.** Let \( V \) be a vector space with a basis \( \mathcal{V} \), \( \tau \) be in \( \mathcal{T}(\mathcal{V}) \) and \( x \) be in \( \text{Lin}(\tau) \). The duplicator \( Du_\lambda(\tau) \) is obtained by relabeling a vertex \( \omega \) of \( \mathcal{V}(\tau) \) by

\[
\begin{cases}
(\omega), & \text{the path from the root of } \tau \text{ to } x \text{ turns left at } \omega; \\
(\omega \downarrow), & \text{the path from the root of } \tau \text{ to } x \text{ turns right at } \omega; \\
(\omega \uparrow) := \left\{ (\omega \downarrow), (\omega \uparrow) \right\}, & \text{the path from the root of } \tau \text{ to } x \text{ does not pass } \omega.
\end{cases}
\]

**Example 2.5.**

\[
Du_{x_2}\left( x_1 \omega_1 x_2 \omega_2 x_3 \omega_3 x_4 \right) = \left\{ x_1 \omega_1 x_2 \omega_2 x_3 \omega_3 x_4, x_1 \omega_1 x_2 \omega_2 x_3 \omega_3 x_4 \right\}
\]

2.1.3. **Triplicators.**

**Definition 2.6.** Let \( V \) be a vector space with a basis \( \mathcal{V} \).
(a) Define a vector space

\[ \text{Tri}(V) = V \otimes (k \odot k \oplus k \perp), \]

where we denote \((\omega \otimes \cdot)\) (resp. \((\omega \odot \cdot)\), resp. \((\omega \otimes \perp)\)) by \((\omega)\) (resp. \((\omega)\), resp. \((\omega)\)) for \(\omega \in V\). Then \(\bigcup_{\omega \in V} \{(\omega), (\omega), (\omega)\}\) is a basis of \(\text{Tri}(V)\).

(b) Let \(\tau\) be a labeled \(n\)-tree in \(T(V)\) and let \(J\) be a subset of \(\text{Lin}(\tau)\). The tripli\ctor \(\text{Tri}_J(\tau)\) of \(\tau\) with respect to \(J\) is a subset of \(T_n(\text{Tri}(V))\) defined by induction on \(|\text{Lin}(\tau)\)| as follows:

- \(\text{Tri}_J(\top) = \{\top\}\);
- assume that \(\text{Tri}_J(\tau)\) have been defined for \(\tau\) with \(|\text{Lin}(\tau)| \leq k\) for a \(k \geq 1\). Then, for a labeled \((k + 1)\)-tree \(\tau \in T(V)\) with decomposition \(\tau = \tau_L \vee _{\omega} \tau_R\), we define

\[ \text{Tri}_J(\tau) = \text{Tri}_J(\tau_L \vee _{\omega} \tau_R) = \text{Tri}_{J \cap \text{Lin}(\tau_L)} \vee _{\omega} \text{Tri}_{J \cap \text{Lin}(\tau_R)}. \]

Equivalently,

\[ \text{Tri}_J(\tau) = \begin{cases} \text{Tri}_J(\tau_L) \vee _{\omega} \text{Tri}_J(\tau_R), & \text{if } J \subseteq \text{Lin}(\tau_L), \\ \text{Tri}_J(\tau_L) \vee _{\omega} \text{Tri}_J(\tau_R), & \text{if } J \subseteq \text{Lin}(\tau_R), \\ \text{Tri}_J(\tau_L) \vee _{\omega} \text{Tri}_J(\tau_R), & \text{if } J = \emptyset, \\ \text{Tri}_{J \cap \text{Lin}(\tau_L)}(\tau_L) \vee _{\omega} \text{Tri}_{J \cap \text{Lin}(\tau_R)}(\tau_R), & \text{otherwise}. \end{cases} \]

We have the following explicit description of the tripli\ctor that follows from an induction on \(|\text{Lin}(\tau)|\).

**Proposition 2.7.** Let \(V\) be a vector space with a basis \(V\), let \(\tau\) be in \(T(V)\) and let \(J\) be a nonempty subset of \(\text{Lin}(\tau)\). The tripli\ctor \(\text{Tri}_J(\tau)\) is obtained by relabeling each vertex \(\omega\) of \(\text{Vin}(\tau)\) by the following rules:

(a) Suppose \(\omega\) is on the paths from the root of \(\tau\) to some (possibly multiple) \(x\) in \(J\). Then

(i) replace \(\omega\) by \((\omega)\) if all of such paths turn left at \(\omega\); 
(ii) replace \(\omega\) by \((\omega)\) if all of such paths turn right at \(\omega\);
(iii) replace \(\omega\) by \((\omega)\) if some of such paths turn left at \(\omega\) and some of such paths turn right at \(\omega\).

(b) Suppose \(\omega\) is not on the path from the root of \(\tau\) to any \(x \in J\). Then replace \(\omega\) by \((\omega)\) := \((\omega), (\omega), (\omega)\) ;
Example 2.8. Tri_{1,2}

\[
\begin{pmatrix}
1 & 2 & 3 & 4 \\
\omega_1 & \omega_2 & \omega_3 & \omega_4
\end{pmatrix} =
\begin{pmatrix}
1 & 2 & 3 & 4 \\
\omega_1 & \omega_2 & \omega_3 & \omega_4
\end{pmatrix}
\]

2.2. The replicators of a binary nonsymmetric operad.

Definition 2.9. Let \( V \) be a vector space with a basis \( \mathcal{V} \).

(a) An element

\[
r := \sum_{i=1}^{r} c_i \tau_i, \quad c_i \in \mathbb{k}, \; \tau_i \in \mathcal{T}(\mathcal{V}),
\]

in \( \mathcal{T}_{ns}(V) \) is called homogeneous if \( \text{Lin}(\tau_i) \) are the same for \( 1 \leq i \leq r \). Then denote \( \text{Lin}(r) = \text{Lin}(\tau_i) \) for any \( 1 \leq i \leq r \).

(b) A collection of elements

\[
r_s := \sum_{i=1}^{r} c_{s,i} \tau_{s,i}, \quad c_{s,i} \in \mathbb{k}, \; \tau_{s,i} \in \mathcal{T}(\mathcal{V}), 1 \leq s \leq k, k \geq 1,
\]

in \( \mathcal{T}_{ns}(V) \) is called locally homogeneous if each element \( r_s, 1 \leq s \leq k \), is homogeneous.

Definition 2.10. Let \( \mathcal{P} = \mathcal{T}_{ns}(V)/(R) \) be a binary nonsymmetric operad where \( V \) is a vector space with a basis \( \mathcal{V} \) regarded as an arity graded vector space concentrated in arity two: \( V = V_2 \) and \( R \) is a set consisting of locally homogeneous elements:

\[
r_s = \sum_{i=1}^{r} c_{s,i} \tau_{s,i} \in \mathcal{T}_{ns}(V), \quad c_{s,i} \in \mathbb{k}, \; \tau_{s,i} \in \mathcal{T}(\mathcal{V}), 1 \leq s \leq k.
\]

(a) The duplicator of \( \mathcal{P} \) is defined to be the binary nonsymmetric operad

\[
\text{Du}(\mathcal{P}) := \mathcal{T}_{ns}(\text{Du}(V))/(\text{Du}(R)).
\]

Here \( \text{Du}(V) = V \otimes (\mathbb{k} \oplus \mathbb{k}+) \) is regarded as an arity graded vector space concentrated in arity two and

\[
\text{Du}(R) := \bigcup_{s=1}^{k} \left( \bigcup_{\tau \in \text{Lin}(\tau)} \text{Du}(r_s) \right), \quad \text{where } \text{Du}_s(r_s) := \sum_{i} c_{s,i} \text{Du}_s(\tau_{s,i}),
\]

with the notation in Eq. (3).

(b) The triplicator of \( \mathcal{P} \) is defined to be the binary nonsymmetric operad

\[
\text{Tri}(\mathcal{P}) := \mathcal{T}_{ns}(\text{Tri}(V))/(\text{Tri}(R)).
\]
Here $\text{Tri}(V) = V \otimes (k \oplus k \oplus k \perp)$ is regarded as an arity graded vector space concentrated in arity two and

$$\text{Tri}(R) := \bigcup_{s=1}^{k} \left( \bigcup_{\emptyset \neq J \subseteq \text{Lin}(r_s)} \text{Tri}_J(r_s) \right),$$

where $\text{Tri}_J(r_s) := \sum_i c_{s,i} \text{Tri}_J(\tau_{s,i})$.

**Proposition 2.11.** The duplicator (resp. triplicator) of a binary nonsymmetric operad $\mathcal{P} = \mathcal{T}_n(V)/(R)$ does not depend on the choice of a basis $\mathcal{V}$ of $V$.

**Proof.** It is straightforward to check from the linearity of the duplicator (resp. triplicator) and from the treewise tensor module structure on $\mathcal{T}_n(V)$. \qed

We give some examples of duplicators and triplicators of nonsymmetric operads.

**Example 2.12.** Let $\text{Ass}$ be the nonsymmetric operad of the associative algebra with product $\cdot$. Using the abbreviations $\cdot := \left(\begin{smallmatrix} 1 \\ 1 \end{smallmatrix}\right)$ and $\vdash := \left(\begin{smallmatrix} 2 \\ 1 \end{smallmatrix}\right)$, we have

$$\text{Du}_s((x \cdot y) \cdot z - x \cdot (y \cdot z)) = \{(x \cdot y) \cdot z - x \cdot (y \cdot z)\},$$

$$\text{Du}_s((x \cdot y) \cdot z - x \cdot (y \cdot z)) = \{(x \cdot y) \cdot z - x \cdot (y \cdot z)\},$$

$$\text{Du}_s((x \cdot y) \cdot z - x \cdot (y \cdot z)) = \{(x \cdot y) \cdot z - x \cdot (y \cdot z)\},$$

giving the five relations of the **diassociative algebra** of Loday [25]. Therefore the duplicator of $\text{Ass}$ is $\text{Diass}$.

**Example 2.13.** A similar computation shows that the triplicator of $\text{Ass}$ is the operad $\text{Trias}$ of the **triassociative algebra** of Loday and Ronco [31]. For example,

$$\text{Tri}_{(x,y,z)}((xy)z - x(yz)) = \{(x \cdot y) \cdot z - x \cdot (y \cdot z)\},$$

$$\text{Tri}_{(x,y,z)}((xy)z - x(yz)) = \{(x \cdot y) \cdot z - x \cdot (y \cdot z)\},$$

2.3. **The replicators of a binary operad.** When $V = V(2)$ is an $\mathbb{S}$-module concentrated in arity two with a linear basis $\mathcal{V}$. For any finite set $\mathcal{X}$ of cardinal $n$, define the coinvariant space

$$V(\mathcal{X}) := \bigoplus_{f: \mathcal{X} \to n} V(n),$$

where the sum is over all the bijections from $n := \{1, \ldots, n\}$ to $\mathcal{X}$ and where the symmetric group acts diagonally.

Let $\mathcal{T}$ denote the set of isomorphism classes of reduced binary trees [32, Appendix C]. For $t \in \mathcal{T}$, define the treewise tensor $\mathbb{S}$-module associated to $t$, explicitly given by

$$t[V] := \bigotimes_{v \in \text{In}(t)} V(\text{In}(v)),$$

see [32, Section 5.5.1]. Then the free operad $\mathcal{T}(V)$ on an $\mathbb{S}$-module $V = V(2)$ is given by the $\mathbb{S}$-module

$$\mathcal{T}(V) := \bigoplus_{t \in \mathcal{T}} t[V].$$
Each tree $t$ in $T$ can be represented by a planar tree $\tau$ in $\mathcal{T}$ by choosing a total order on the set of inputs of each vertex of $t$. Further, $t[V] \cong \mathcal{T}(V)$ [1]. Section 2.8]. Fixing such a choice $t$ for each $t \in T$ gives a subset $\mathcal{R} \subseteq \mathcal{T}$ with a bijection $\mathcal{T} \cong \mathcal{R}$. Then we have
\[ \mathcal{T}(V) \cong \bigoplus_{t \in \mathcal{R}} t[V], \]
allowing us to use the notations in Section 2.2.

**Definition 2.14.** Let $\mathcal{P} = \mathcal{T}(V)/(R)$ be a binary operad where the $\mathbb{S}$-module $V$ is concentrated in arity 2: $V = V(2)$ with an $\mathbb{S}_2$-basis $\mathcal{V}$ and the space of relations is generated, as an $\mathbb{S}$-module, by a set $R$ of locally homogeneous elements
\[ r_s := \sum_{i} c_{s,i} \tau_{s,i}, \quad c_{s,i} \in k, \quad \tau_{s,i} \in \bigcup_{t \in R} t(V), \quad 1 \leq s \leq k. \]

(a) The **duplicator** of $\mathcal{P}$ is defined to be the binary operad
\[
\text{Du}(\mathcal{P}) = \mathcal{T}((\text{Du}(V))/((\text{Du}(R)))
\]
where the $\mathbb{S}_2$-action on $\text{Du}(V) = V \otimes (k \oplus k \perp)$ is given by
\[
\left(\omega \right)_{\perp}^{(12)} := \left(\omega \right)_{\perp}^{(12)}, \quad \left(\omega \right)_{\perp}^{(12)} := \left(\omega \right)_{\perp}^{(12)}, \quad \omega \in V,
\]
and the space of relations is generated, as an $\mathbb{S}$-module, by
\[ \text{Du}(R) := \bigcup_{x=1}^{k} \bigcup_{s \in \text{Lin}(r_x)} \text{Du}_x(r_x) \] with $\text{Du}_x(r_x) := \sum_{i} c_{s,i} \text{Du}_x(\tau_{s,i})$.

(b) The **triplicator** of $\mathcal{P}$ is defined to be the binary operad
\[
\text{Tri}(\mathcal{P}) = \mathcal{T}((\text{Tri}(V))/((\text{Tri}(R)))
\]
where the $\mathbb{S}_2$-action on $\text{Tri}(V) = V \otimes (k \oplus k \perp \oplus k \perp \perp)$ is given by
\[
\left(\omega \right)_{\perp}^{(12)} := \left(\omega \right)_{\perp}^{(12)}, \quad \left(\omega \right)_{\perp}^{(12)} := \left(\omega \right)_{\perp}^{(12)}, \quad \omega \in V,
\]
and the space of relations is generated, as an $\mathbb{S}$-module, by
\[ \text{Tri}(R) := \bigcup_{x=1}^{k} \bigcup_{s \neq j \subseteq \text{Lin}(r_x)} \text{Tri}_j(r_x) \] with $\text{Tri}_j(r_x) := \sum_{i} c_{s,i} \text{Tri}_j(\tau_{s,i})$.

See[14] for the closely related notions of the di-Var-algebra and tri-Var-algebra, and [19] for these notions for not necessarily binary operads. For later reference, we also recall the definitions of bisuccessors [3].

**Definition 2.15.** The **bisuccessor** [3] of a binary operad $\mathcal{P} = \mathcal{T}(V)/(R)$ is defined to be the binary operad $\text{Su}(\mathcal{P}) = \mathcal{T}((\text{Su}(V))/((\text{Su}(R)))$ where the $\mathbb{S}_2$-action on $\text{Su}(V)$ is given by
\[
\left(\omega \right)_{\perp}^{(12)} := \left(\omega \right)_{\perp}^{(12)}, \quad \left(\omega \right)_{\perp}^{(12)} := \left(\omega \right)_{\perp}^{(12)}, \quad \omega \in V,
\]
and the space of relations is generated, as an $\mathbb{S}$-module, by
\[ \text{Su}(R) := \left\{ \text{Su}_x(r_x) := \sum_{i} c_{s,i} \text{Su}_x(\tau_{s,i}) \mid x \in \text{Lin}(r_x), \quad 1 \leq s \leq k \right\}. \]
Here for \( \tau \in \mathcal{T}(V) \) and a leaf \( x \in \text{Lin}(\tau) \), \( \text{Su}_x(\tau) \) is defined by relabeling a vertex \( \omega \) of \( \text{Vin}(\tau) \) by
\[
\begin{cases}
\omega, & \text{the path from the root of } \tau \text{ to } x \text{ turns left at } \omega; \\
\omega, & \text{the path from the root of } \tau \text{ to } x \text{ turns right at } \omega; \\
\omega, & \omega \text{ is not on the path from the root of } \tau \text{ to } x,
\end{cases}
\]
where \( \omega := \left\{ \left( \omega \right) + \left( \omega \right) \right\} \).

There is a similar notion of a trisuccessor splitting an operation into three pieces \([3]\).

With an argument similar to the proof of Proposition 2.20 in \([3]\), we see that the duplicator and triplicator of a binary algebraic operad \( \mathcal{P} = \mathcal{T}(V)/\langle R \rangle \) depends neither on the linear basis \( V \) of \( V \) nor on the set \( \mathcal{R} \).

2.4. Examples of duplicators and triplicators. We give some examples of duplicators and triplicators of binary operads.

Let \( V \) be an \( S \)-module concentrated in arity two. Then we have
\[
\mathcal{T}(V)(3) = (V \otimes_{\mathbb{S}_2} (V \otimes k \otimes k \otimes V)) \otimes_{\mathbb{S}_2} k[S_3],
\]
which can be identify with 3 copies of \( V \otimes V \), denoted by \( V \circ_1 V, V \circ_2 V \) and \( V \circ_3 V \), following the convention in \([37]\). Then, as an abelian group, \( \mathcal{T}(V)(3) \) is generated by elements of the form
\[
(8) \quad \omega \circ_1 \nu (\leftrightarrow (x \nu y) \omega z), \omega \circ_2 \nu (\leftrightarrow (y \nu z) \omega x), \omega \circ_3 \nu (\leftrightarrow (z \nu x) \omega y), \forall \omega, \nu \in V.
\]

For an operad where the space of generators \( V \) is equal to \( k[S_2] = \mu.k \oplus \mu'.k \) with \( \mu.(12) = \mu' \), we will adopt the convention in \([37]\) p. 129 and denote the 12 elements of \( \mathcal{T}(V)(3) \) by \( v_i, 1 \leq i \leq 12 \), in the following table.

| \( v_1 \) | \( \mu \circ_1 \mu \leftrightarrow (xy)z \) | \( v_5 \) | \( \mu \circ_1 \mu \leftrightarrow (zy)x \) | \( v_9 \) | \( \mu \circ_1 \mu \leftrightarrow (yz)x \) |
| \( v_2 \) | \( \mu' \circ_2 \mu \leftrightarrow x(yz) \) | \( v_6 \) | \( \mu' \circ_2 \mu \leftrightarrow z(xy) \) | \( v_{10} \) | \( \mu' \circ_2 \mu \leftrightarrow y(zx) \) |
| \( v_3 \) | \( \mu' \circ_1 \mu' \leftrightarrow x(xy) \) | \( v_7 \) | \( \mu' \circ_1 \mu' \leftrightarrow z(yx) \) | \( v_{11} \) | \( \mu' \circ_1 \mu' \leftrightarrow y(xz) \) |
| \( v_4 \) | \( \mu \circ_3 \mu \leftrightarrow (xz)y \) | \( v_8 \) | \( \mu \circ_3 \mu \leftrightarrow (zy)x \) | \( v_{12} \) | \( \mu \circ_3 \mu \leftrightarrow (yx)z \) |

2.4.1. Examples of duplicators. Recall that a (left) Leibniz algebra \([25]\) is defined by a bilinear operation \( \{, \} \) and a relation
\[
\{x, \{y, z\}\} = \{\{x, y\}, z\} + \{y, \{x, z\}\}.
\]

**Proposition 2.16.** The operad \( \text{Leib} \) of the Leibniz algebra is the duplicator of \( \text{Lie} \), the operad of the Lie algebra.

**Proof.** Let \( \mu \) denote the operation of the operad \( \text{Lie} \). The space of relations of \( \text{Lie} \) is generated as an \( S_3 \)-module by
\[
(9) \quad v_1 + v_5 + v_9 = \mu \circ_1 \mu + \mu \circ_2 \mu + \mu \circ_3 \mu = (x\mu y)\mu z + (z\mu x)\mu y + (y\mu z)\mu x.
\]

Use the abbreviations \( + := \left[ \right] \) and \( \tau := \left[ \right] \). Then from \( \{\mu \}^{(12)} = \{\mu^{(12)} \} = -\{\tau \} \), we have \( +^{(12)} = -\tau \).

Then we have
\[
\text{Du}_x(v_1 + v_5 + v_9) = \{x + y \} + z + (y + z) + x + (z + x); x + (x + y) + z + (y + z) + x + (z + x) + y
\]
\[
= \{x + y \} + z + x + (y + z) + y + (x + z) + y + (x + z) - (y + x) + z - x + (y + z),
\]
with similar computations for \( \text{Du}_x \) and \( \text{Du}_y \). Replacing the operation \( \tau \) by \( \{, \} \), we see that the underlined relation is precisely the relation of the Leibniz algebra while the other relations are obtained from this relation by a permutation of the variables. Therefore \( \text{Du}(\text{Lie}) = \text{Leib} \). \( \square \)
Also recall that a **(left) permutative algebra** \([\text{Perm}]\) (also called commutative diassociative algebra) is defined by one bilinear operation \(\circ\) and the relations
\[
x \cdot (y \cdot z) = (x \cdot y) \cdot z = (y \cdot x) \cdot z.
\]

**Proposition 2.17.** The operad \(\text{Perm}\) of the permutative algebra is the duplicator of \(\text{Comm}\), the operad of the commutative associative algebra.

**Proof.** Let \(\omega\) denote the operation of the operad \(\text{Comm}\). Setting \(\vdash := (\omega)\) and \(\vdash := (\omega)\), then from \((\omega)_1^{(12)} = (\omega)_{12} = (\omega)_{1}\) we have \(\vdash^{(12)} = \vdash\). The space of relations of \(\text{Comm}\) is generated as an \(S_3\)-module by
\[
v_1 - v_9 = \omega \circ_1 \omega - \omega \circ_2 \omega = (x \omega y) \omega z - (y \omega z) \omega x.
\]
Then we have
\[
\text{Du}(v_1 - v_9) = \{(x + y) \vdash z - (y + z) \vdash x, (x + y) \vdash z - (y + z) \vdash x\}
\]
with similar computations for \(\text{Du}_x\) and \(\text{Du}_y\). Replacing the operation \(\vdash\) by \(\cdot\) and following the same proof as in Proposition 2.16, we get \(\text{Du}(\text{Comm}) = \text{Perm}\). \(\square\)

A **(left) Poisson algebra** is defined to be a \(k\)-vectors space with two bilinear operations \(\{,\}\) and \(\circ\) such that \(\{,\}\) is the Lie bracket and \(\circ\) is the product of commutative associative algebra, and they are compatible in the sense that
\[
\{x, y \circ z\} = \{x, y\} \circ z + y \circ \{x, z\}.
\]

A **dual (left) pre-Poisson algebra** \([\text{PrePois}]\) is defined to be a \(k\)-vector space with two bilinear operations \(\{,\}\) and \(\circ\) such that \(\{,\}\) is a Leibniz bracket and \(\circ\) is a product of permutative algebra, and they are compatible in the sense that
\[
\{x, y \circ z\} = \{x, y\} \circ z + y \circ \{x, z\}, \quad \{x \circ y, z\} = x \circ \{y, z\} + y \circ \{x, z\}, \quad \{x, y\} \circ z = -\{y, x\} \circ z.
\]

By a similar argument as in Proposition 2.16, we obtain

**Proposition 2.18.** The duplicator of \(\text{Pois}\), the operad of the Poisson algebra, is \(\text{DualPrePois}\), the operad of the dual pre-Poisson algebra.

We next consider the duplicator of the the operad \(\text{preLie}\) of **(left) pre-Lie** algebra (also called left-symmetric algebra). A pre-Lie algebra is defined by a bilinear operation \(\{,\}\) that satisfies
\[
R_{\text{preLie}} := \{\{x, y, z\} - \{x, \{y, z\}\} - \{\{x, y\}, z\} + \{y, \{x, z\}\}\} = 0.
\]

By Definition 2.14 and the abbreviations \(\vdash := (\omega), \vdash := (\omega)\), we have
\[
\text{Du}(R_{\text{preLie}}) = \frac{x + (y + z) - x + (y + z), y + (x + z) - y + (x + z),}{(x + y) \vdash z - (x + y) \vdash z, (y + x) \vdash z - (y + x) \vdash z,}
\]
\[
\frac{x + (y + z) - (x + y) \vdash z - y \vdash (x + z) + (y + x) \vdash z,}{x \vdash (y + z) - (x + y) \vdash z - y \vdash (x + z) + (y + x) \vdash z,}
\]
\[
\frac{x \vdash (y + z) - (x + y) \vdash z - y \vdash (x + z) + (y + x) \vdash z,}{x \vdash (y + z) - (x + y) \vdash z - y \vdash (x + z) + (y + x) \vdash z,}
\]
These underline relations coincide with the axioms of preLie dialgebra (left-symmetric dialgebra) defined in \([\text{PreL}]\), and the other relations are obtained from this relation by a permutation of the variables. Then we have
Proposition 2.19. The duplicator of preLie, the operad of the pre-Lie algebra, is DipreLie, the operad of the pre-Lie dialgebra.

2.4.2. Examples of triplicators. We similarly have the following examples of triplicators of operads.

A commutative trialgebra is a vector space $A$ equipped with a product $\star$ and a commutative product $\bullet$ satisfying the following equations:

$$(x \star y) \star z = x \star (y \star z), x \star (y \bullet z), x \bullet (y \star z) = (x \bullet y) \star z, (x \bullet y) \bullet z = x \bullet (y \bullet z).$$

Proposition 2.20. The operad ComTrias of the commutative trialgebra is the triplicator of Comm.

Proof. Let $\omega$ be the operation of the operad Comm. Set $\omega \star := (\omega \downarrow)$ and $\omega \bullet := (\omega \uparrow)$. Since $(\omega \star)^{(12)} = (\omega \downarrow)^{(12)} = (\omega \star)^{(12)} = (\omega \downarrow)^{(12)}$, we have $\downarrow^{(12)} = \omega \star$ and $\uparrow^{(12)} = \omega \bullet$. The space of relations of Comm is generated as an $\mathbb{S}_3$-module by

$$v_1 - v_0 = \omega \circ_1 \omega - \omega \circ_1 \omega = (x \omega y) \omega z - (y \omega z) \omega x.$$ 

Then we have, for example,

$$\text{Tri}_x(v_1 - v_0) = \{(x \star y) \star z - (y \star z) \star x, (x \star y) \star z - (y \bullet z) \star x, (x \bullet y) \star z - (y \star z) \star x\};$$

$$\text{Tri}_{(x, y)}(v_1 - v_0) = \{(x \star y) \star z - (y \star z) \star x\};$$

$$\text{Tri}_{(x, y, z)}(v_1 - v_0) = \{(x \star y) \star z - (y \star z) \star x\} = \{(x \star y) \star z - (y \star z) \star x\}.$$

Replacing the operation $\star$ by $\star$ and $\downarrow$ by $\bullet$, we see that the underlined relations are equivalent to the relations of the commutative trialgebra. The other relations can be obtained from these relations by a permutation of the variables and the commutativity of $\downarrow$. Thus we get $\text{Tri}(\text{Comm}) = \text{ComTrias}$. 

We next consider the triplicator of Lie. Let $\mu$ be the operation of the operad Lie. Set $\mu \star := (\mu \downarrow)$ and $\mu \bullet := (\mu \uparrow)$. Since $(\mu \star)^{(12)} = (\mu \downarrow)^{(12)} = - (\mu \star)^{(12)} = - (\mu \downarrow)^{(12)}$, we have $\downarrow^{(12)} = - \mu$ and $\uparrow^{(12)} = - \downarrow$. The space of relations of Lie is generated as an $\mathbb{S}_3$-module by

$$v_1 + v_5 + v_0 = \mu \circ_1 \mu + \mu \circ_1 \mu + \mu \circ_1 \mu = (x \mu y) \mu z + (z \mu x) \mu y + (y \mu z) \mu x.$$ 

Then we compute

$$\text{Tri}_{(x)}(v_1 + v_5 + v_0) = \{(x \star y) \star z + (z \star x) \star y + (y \star z) \star x, (x \star y) \star z + (z \star x) \star y + (y \star z) \star x\};$$

$$\text{Tri}_{(x, y)}(v_1 + v_5 + v_0) = \{(x \star y) \star z - (y \star z) \star x\};$$

$$\text{Tri}_{(x, y, z)}(v_1 + v_5 + v_0) = \{(x \star y) \star z - (y \star z) \star x\},$$

and other computations yield the same relations up to permutations.
Replacing the operation $+$ by $\circ$ and $\perp$ by $[,]$, then $[,]$ is skew-symmetric and the underlined relations are

$$
[x,[y,z]]+[y,[z,x]]+[z,[x,y]]=0,
$$

$$
x\circ[y,z]=x\circ(y\circ z),
$$

(10)

$$
[x,y]\circ z=[x\circ z,y]+[x,y\circ z],
$$

$$(x\circ y)\circ z=x\circ(y\circ z)+(x\circ z)\circ y.$$

Then in particular $(A,\circ)$ is a right Leibniz algebra. Since the duplicator of Lie is Leib, the operad of the Leibniz algebra, we tentatively call the new algebra **triLeibniz algebra**. In summary, we obtain

**Proposition 2.21.** The triplicator of Lie is TriLeib, the operad of the triLeibniz algebra.

As we will see in Section 3.1, TriLeib is precisely the Koszul dual of the operad $CTD = ComTriDend$ of the commutative tridendriform algebra, namely the **Dual CTD algebra** in [38].

We next show that TriLeib plays the same role for the triassociative algebra as the role of the Leibniz algebra for the diassociative algebra [32, 30].

**Proposition 2.22.** Let $(A,+,\cdot,\perp)$ be an associative trialgebra. Define new binary operations by

$$
x\circ y:=x\perp y-y\perp x, \quad [x,y]:=x\perp y-y\perp x.
$$

Then $(A,\circ,[,])$ becomes a Leibniz trialgebra.

**Proof.** By definition, for any $x,y,z\in A$, we have

$$
[x,y]z=[x,y]+z\cdot[y,x]=(x\perp y-y\perp x)+z\cdot(y\perp y-y\perp x)
$$

and

$$
[x\circ z,y]+[x,y\circ z]
=\ [x\perp z+y\perp x]+[x,y\perp z+y]\n=\ (x\perp z+y\perp x)\perp y-(y\perp z+y\perp x)\perp x.
$$

Since

$$
(x\perp y)\perp z=x\perp(y\perp z),\quad (y\perp z)\perp z=y\perp (x\perp z),\quad z\perp (x\perp y)=(z\perp x)\perp y,
$$

in a triassociative algebra, we have $[x,y]\circ z=[x\circ z,y]+[x,y\circ z]$. The other defining equations of the triLeibniz algebra can be proved in the same way.

Moreover, we have the following commuting diagram.

$$
\begin{array}{ccc}
\text{Leib} & \xrightarrow{(\cdot,0)} & \text{Diass} \\
\downarrow{(\circ,0)} & & \downarrow{(\cdot,0)} \\
\text{TriLeib} & \xrightarrow{(\cdot,-)} & \text{Triass}
\end{array}
$$

It would be interesting to consider the left adjoint of the functor defined in the bottom line of the above diagram, which could be called the **universal envelope algebra of a triLeibniz algebra** just as in [23].
2.5. Operads, their duplicators and triplicators. In this section, we study the relationship among a binary operad, its duplicator and its triplicator.

2.5.1. Operads and their duplicators and triplicators. For a given $\mathcal{S}$-module $V$ concentrated in arity $2$: $V = V(2)$. Let $i_V : V \to \mathcal{T}(V)$ denote the natural embedding to the free operad $\mathcal{T}(V)$. Let $\mathcal{P} := \mathcal{T}(V)/(R)$ be a binary operad and let $j_V : V \to \mathcal{P}$ be $p_V \circ i_V$, where $p_V : \mathcal{T}(V) \to \mathcal{P}$ is the operad projection. Similarly define the maps $i_{Du(V)} : Du(V) \to \mathcal{T}(Du(V))$ and operad morphism $p_{Du(V)} : \mathcal{T}(Du(V)) \to Du(\mathcal{P})$ and $j_{Du(V)} := p_{Du(V)} \circ i_{Du(V)}$, as well as the corresponding map and operad morphisms for $\text{Tri}(V)$.

Proposition 2.23. Let $\mathcal{P} = \mathcal{T}(V)/(R)$ be a binary operad.

(a) The linear map

\[
\eta : Du(V) \to V, \quad \left(\begin{array}{c}
\omega \\
u
\end{array}\right) \mapsto \omega \text{ for all } \left(\begin{array}{c}
\omega \\
u
\end{array}\right) \in Du(V), u \in \{+, \top\}
\]

induces a unique operad morphism

\[
\tilde{\eta} : Du(\mathcal{P}) \to \mathcal{P}
\]

such that $\tilde{\eta} \circ j_{Du(V)} = j_V \circ \eta$.

(b) The linear map

\[
\xi : \text{Tri}(V) \to V, \quad \left(\begin{array}{c}
\omega \\
u
\end{array}\right) \mapsto \omega \text{ for all } \left(\begin{array}{c}
\omega \\
u
\end{array}\right) \in \text{Tri}(V), u \in \{+, \top, \bot\}
\]

induces a unique operad morphism

\[
\tilde{\xi} : \text{Tri}(\mathcal{P}) \to \mathcal{P}
\]

such that $\tilde{\xi} \circ j_{\text{Tri}(V)} = j_V \circ \xi$.

(c) There is a morphism $\rho : \text{Tri}(\mathcal{P}) \to \mathcal{P}$ of operads that extends the linear map from $\text{Tri}(V)$ to $V$ defined by

\[
\left(\begin{array}{c}
\omega \\
u
\end{array}\right) \mapsto \omega, \quad \left(\begin{array}{c}
\omega \\
u
\end{array}\right) \mapsto 0, \quad \text{where } u \in \{+, \top\}.
\]

Proof. Let $R$ be the set of locally homogeneous elements

\[
r_s := \sum_i c_{s,i} \tau_{s,i}, \quad c_{s,i} \in k, \quad \tau_{s,i} \in \bigcup_{t \in \mathbb{R}} t(V), \quad 1 \leq s \leq k,
\]

as given in Eq. (5).

By the universal property of the free operad $\mathcal{T}(Du(V))$ on the $\mathcal{S}$-module $Du(V)$, the $\mathcal{S}$-module morphism $i_V \circ \eta : Du(V) \to \mathcal{T}(V)$ induces a unique operad morphism $\tilde{\eta} : \mathcal{T}(Du(V)) \to \mathcal{T}(V)$ such that $i_{Du(V)} \circ \tilde{\eta} = i_V \circ \eta$.

For any $x \in \text{Lin}(r_s)$ and $1 \leq s \leq k$, by the description of $Du_s(\tau_{s,i})$ in Proposition 2.4 and the definition of $\eta$ in Eq. (11), the element $\eta(\tau_{s,i})$ is obtained by replacing each decoration $\omega_u$ of the vertices of $Du(\tau_{s,i})$ by $\omega$, where $\omega \in V$ and $u \in \{+, \top\}$. Thus $\tilde{\eta}(\tau_{s,i}) = \tau_{s,i}$. Then we have

\[
\tilde{f}\left(\sum_i c_{s,i} Du_s(\tau_{s,i})\right) = \sum_i c_{s,i} \tau_{s,i} \equiv 0 \mod (R).
\]
By Eq. (3), we see that \((Du(R)) \subseteq \ker(\eta)\). Thus there is a unique operad morphism \(\tilde{\eta} : Du(P) := T(Du(V))/(Du(R)) \to P := T(V)/(R)\) such that \(\tilde{\eta} \circ p_{Du(V)} = p_{V} \circ \eta\). We then have \(\tilde{\eta} \circ j_{Du(V)} = j_{V} \circ \eta\).

In summary, we have the following diagram in which each square commutes.

\[
\begin{array}{ccc}
Du(V) & \xrightarrow{i_{Du(V)}} & T(Du(V)) \xrightarrow{p_{Du(V)}} Du(P) \\
\downarrow{\eta} & & \downarrow{\tilde{\eta}} \\
V & \xrightarrow{i_{V}} & T(V) \xrightarrow{p_{V}} P
\end{array}
\]

Suppose \(\tilde{\eta}' : Du(P) \to P\) be another operad morphism such that \(\tilde{\eta}' \circ j_{Du(V)} = j_{V} \circ \eta\). Then we have \(\tilde{\eta}' \circ j_{Du(V)} = \tilde{\eta}' \circ p_{Du(V)} \circ i_{Du(V)}\) and \(j_{V} \circ \eta = p_{V} \circ j_{V} \circ \eta = p_{V} \circ \tilde{\eta} \circ i_{Du(V)}\). By the universal property of the free operad \(T(Du(V))\), we obtain \(\tilde{\eta}' \circ p_{Du(V)} = p_{V} \circ \tilde{\eta} = \tilde{\eta} \circ p_{Du(V)}\). Since \(p_{Du(V)}\) is surjective, we obtain \(\tilde{\eta}' = \tilde{\eta}\). This proves the uniqueness of \(\tilde{\eta}\).

(3) The proof is similar to the proof of Item (3).

(3) By the description of \(\text{Tri}_{\{x\}}(\tau_{s,i})\) in Proposition 2.7, \(\rho(\text{Tri}_{\{x\}}(\tau_{s,i}))\) is obtained by replacing \(\left(\frac{\omega}{\omega} \right)_{s,1}\) by \(\rho\left(\frac{\omega}{\omega} \right)_{s,1}\). Since \(\rho\left(\frac{\omega}{\omega} \right)_{s,1} = 0, \rho\left(\frac{\omega}{\omega} \right)_{s,1} = 0\) and \(\rho\left(\frac{\omega}{\omega} \right)_{s,1} = \omega\), it is easy to see that if \(J \neq \text{Lin}(\tau)\), then \(\rho(\sum c_{s,1} \text{Tri}_{j}(\tau_{s,i})) = \sum c_{s,1} \tau_{s,i} = 0\), and, if \(J = \text{Lin}(\tau)\), then \(\rho(\sum c_{s,1} \text{Tri}_{\text{Lin}}(\tau_{s,i})) = \sum c_{s,1} \tau_{s,i} \equiv 0 \mod (R)\). Thus \(\rho(\text{Tri}(R)) \subseteq R\) and \(\rho\) induces the desired operad morphism. \(\square\)

2.5.2. Relationship between duplicators and triplicators of a binary operad. The following result relates the duplicator and the triplicator of a binary algebraic operad.

**Proposition 2.24.** Let \(P = T(V)/(R)\) be a binary algebraic operad. There is a morphism of operads from \(\text{Tri}(P)\) to \(Du(P)\) that extends the linear map defined by

\[
\begin{align*}
\left(\frac{\omega}{\omega} \right)_{s,1} & \to \left(\frac{\omega}{\omega} \right)_{s,1} \\
\left(\frac{\omega}{\omega} \right)_{s,2} & \to \left(\frac{\omega}{\omega} \right)_{s,2} \\
\left(\frac{\omega}{\omega} \right)_{s,1} & \to 0, \quad \omega \in V.
\end{align*}
\]

**Proof.** The linear map \(\phi : \text{Tri}(V) \to Du(V)\) defined by Eq. (14) is \(S_{2}\)-equivariant. Hence it induces a morphism of the free operads \(\phi : T(\text{Tri}(V)) \to T(Du(V))\) which, by composing with the quotient map, induces the morphism of operads

\[
\phi : T(\text{Tri}(V)) \to Du(P) = T(Du(V))/(Du(R)).
\]

Let \(\text{Tri}_{j}(r) \in \text{Tri}(R)\) be one of the generators of \(\text{Tri}(R)\) with \(r = \sum c_{s,1} \tau_{s,i} \in R\) in Eq. (3) and \(\emptyset \neq J \subseteq \text{Lin}(r)\). If \(J\) is the singleton \(\{x\}\) for some \(x \in \text{Lin}(r)\), then by the description of \(\text{Tri}_{\{x\}}(\tau_{s,i})\) in Proposition 2.7, \(\phi(\text{Tri}_{\{x\}}(\tau_{s,i}))\) is obtained by keeping all the \(\left(\frac{\omega}{\omega} \right)_{s,1}\) and \(\left(\frac{\omega}{\omega} \right)_{s,1}\), and by replacing all \(\left(\frac{\omega}{\omega} \right)_{s,1}\), \(\omega \in V\) by zero. Thus in Case (b) of Proposition 2.7 we have \(\phi(\text{Tri}_{\{x\}}(\tau_{s,i})) = Du_{1}(\tau_{s,i})\). Also Case (a)(iii) cannot occur for the singleton \(\{x\}\). Thus in Case (a) of Proposition 2.7, we also have \(\phi(\text{Tri}_{\{x\}}(\tau_{s,i})) = Du_{1}(\tau_{s,i})\). Thus \(\phi(\text{Tri}_{\{x\}}(r)) = Du_{1}(r)\) and hence is in \(Du(R)\).

If \(J\) contains more than one element, then at least one of the vertices of \(\text{Tri}_{j}(\tau_{s,i})\) is \(\left(\frac{\omega}{\omega} \right)_{s,1}\) and hence the corresponding vertex of \(\phi(\text{Tri}_{j}(\tau_{s,i}))\) is zero. Thus we have \(\phi(\text{Tri}_{j}(\tau_{s,i})) = 0, \phi(\text{Tri}_{j}(r)) = 0\) and hence \(\phi(\text{Tri}(J)) = 0\). Thus, for any \(J \neq \emptyset\) and \(r \in R\), we have \(\phi(\text{Tri}(J)) \subseteq Du(R)\) and hence \(\phi(\text{Tri}(R))\) is a subset of \(Du(R)\).

In summary, we have \(\phi(\text{Tri}(R)) \subseteq Du(R)\). Thus the morphism \(\phi : T(\text{Tri}(V)) \to Du(P)\) induces a morphism \(\phi : \text{Tri}(P) \to Du(P)\).

If we take \(P\) to be the operad of the associative algebra, then we obtain the following result of Loday and Ronco [5]:

\[
\square
\]
Corollary 2.25. Let \((A, -, +)\) be an associative dialgebra. Then \((A, -, +, 0)\) is an associative trialgebra, where 0 denotes the trivial product.

3. Duality of replicators with successors and Manin products

The similarity between the definitions of the replicators and successors [3] suggests that there is a close relationship between the two constructions. We show that this is indeed the case. More precisely, taking the replicator of a binary quadratic operad is in Koszul dual with taking the successor of the dual operad. This in particular allows us to identify the duplicator (resp. triplicator) of a binary quadratic operad \(\mathcal{P}\) with the Manin white product of \(\text{Perm}\) (resp. \(\text{ComTrias}\)) with \(\mathcal{P}\), providing an easy way to compute these white products. Since it is shown in [14] that taking di-Var and tri-Var are also isomorphic to taking these Manin products, taking duplicator (resp. triplicator) is isomorphic to taking di-Var (resp. tri-Var) other than the case of free operads.

3.1. The duality of replicators with successors. Let \(\mathcal{P} = \mathcal{T}(V)/(R)\) be a binary quadratic operad. Then with the notations in Section 2.4, we have \(\mathcal{T}(V)(3) = 3V \otimes V = \bigoplus_{w \in \{I, II, III\}} V \circ_w V\).

Proposition 3.1. Let \(k\) be an infinite field. Let \(W\) be a nonzero \(S\)-submodule of \(3V \otimes V\). Then there is a basis \(\{e_1, \ldots, e_n\}\) of \(V\) such that the restriction to \(W\) of the coordinate projections

\[
p_{i,j,u} : 3V \otimes V = \bigoplus_{1 \leq k, \ell, s \in \{I, II, III\}} k e_k \circ_v e_\ell \rightarrow k e_i \circ_u e_j,
\]

are nonzero and hence surjective for all \(1 \leq i, j \leq n\) and \(u \in \{I, II, III\}\).

Proof. Fix a \(0 \neq w \in W\) and write \(w = w_1 + w_II + w_{III}\) with \(w_k \in V \circ_u V, u \in \{I, II, III\}\). Then at least one of the three terms is nonzero. Since \(W\) is an \(S\)-module and \((w_0)^{(123)} = w_{u+I}\) (where \(III + I\) is taken to be \(I\)), we might assume that \(w \in W\) is chosen so that \(w_I \neq 0\). Fix a basis \(\{v_1, \ldots, v_n\}\) of \(V\). Then there are \(c_{ij} \in k, 1 \leq i, j \leq n\), that are not all zero such that \(w_I = \sum_{1 \leq i, j \leq n} c_{ij} u_i \circ_I u_j\).

Consider the set of polynomials

\[
f_{k\ell}(x_{rs}) := f_{k\ell}(\{x_{rs}\}) := \sum_{1 \leq i, j \leq n} c_{ij} x_{ik} x_{j\ell} \in k[x_{rs} | 1 \leq r, s \leq n], \quad 1 \leq k, \ell \leq n.
\]

Then the polynomial \(\prod_{1 \leq k, \ell, s \leq n} f_{k\ell}(x_{rs})\) is nonzero since at least one of \(c_{ij}\) is nonzero, giving a monomial \(\prod_{1 \leq r, s \leq n} c_{ij} x_{ir} x_{js}\) in the product with nonzero coefficient. Hence the product

\[
f(x_{rs}) := \det(x_{rs}) \prod_{1 \leq k, \ell \leq n} f_{k\ell}(x_{rs})
\]

is nonzero since \(\det(x_{rs}) := \prod_{s \in S} x_{1s^{(1)}} \cdots x_{ns^{(n)}}\) is also a nonzero polynomial. Thus, by our assumption that \(k\) is an infinite field, there are \(d_{rs} \in k, 1 \leq r, s \leq n\), such that \(f(d_{rs}) \neq 0\). Thus \(D := (d_{rs}) \in M_{n \times n}(k)\) is invertible and \(f_{k\ell}(d_{rs}) \neq 0, 1 \leq k, \ell \leq n\).

Fix such a matrix \(D = (d_{rs})\) and define

\[
(e_1, \ldots, e_n)^T := D^{-1}(v_1, \ldots, v_n)^T.
\]

Then \(\{e_1, \ldots, e_n\}\) is a basis of \(V\) and \(v_i = \sum_{k=1}^n d_{ik} e_k\). Further

\[
w_I = \sum_{1 \leq i, j \leq n} c_{ij} v_i \circ_I v_j = \sum_{1 \leq i, j \leq n} c_{ij} \left( \sum_{1 \leq k, \ell \leq n} d_{ik} d_{j\ell} e_k \circ_I e_\ell \right) = \sum_{1 \leq k, \ell \leq n} \left( \sum_{1 \leq i, j \leq n} c_{ij} d_{ik} d_{j\ell} \right) e_k \circ_I e_\ell.
\]

The coefficients are \(f_{k\ell}(d_{rs})\) and are nonzero by the choice of \(D\). Thus \(p_{i,j,u}(w) = p_{i,j,u}(w_I)\) is nonzero and hence \(p_{i,j,u}(W)\) is onto for all \(1 \leq i, j \leq n\).
Since $W$ is an $\mathbb{S}$-module, we have $w^{(123)} \in W$ and $w^{(123)} \subseteq (w^{123})_{\Pi} = (w^{123})_{\Pi}$. Thus $p_{i,j}(w^{(123)}) = p_{i,j}(w^{(123)})$ is nonzero and hence $p_{i,j}(W)$ is onto for all $1 \leq i, j \leq n$. By the same argument, $p_{i,j}(W)$ is onto for all $1 \leq i, j \leq n$, completing the proof.

**Lemma 3.2.** Let $W$ be a nonzero $\mathbb{S}$-submodule of $3V \otimes V$ and let $\{e_1, \cdots, e_n\}$ be a basis as chosen in Proposition 3.7. Let $\{r_1, \cdots, r_m\}$ be a basis of $U$ and write

$$r_k = \sum_{1 \leq i, j \leq n} \alpha_{i,j} e_i \circ_u e_j, \quad \beta_{i,j} e_i \in \mathbb{k}, \quad 1 \leq i, j \leq n, u \in \{I, II, III\}, 1 \leq k \leq m.$$ 

Then for each $1 \leq i, j \leq n$ and $u \in \{I, II, III\}$, there is $1 \leq k \leq m$, such that $c_{ij}^k$ is not zero.

**Proof.** Suppose there is $1 \leq i, j \leq n$ and $u \in \{I, II, III\}$ such that $c_{ij}^k = 0$ for all $1 \leq k \leq m$. Then $p_{ij}(r_k) = 0$ and hence $p_{ij}(W) = 0$. This contradicts Proposition 3.1.

Let $P = \mathcal{T}(V)/(R)$ be a binary quadratic operad. Fix a $\mathbb{k}$-basis $\{e_1, e_2, \cdots, e_n\}$ for $(R)$. The space $\mathcal{T}(V)(3)$ is spanned by the basis $\{e_i \circ_u e_j \mid 1 \leq i, j \leq n, u \in \{I, II, III\}\}$. Thus if $f \in \mathcal{T}(V)(3)$, we have

$$f = \sum_{i,j} a_{i,j} e_i \circ_1 e_j + \sum_{i,j} b_{i,j} e_i \circ_\Pi e_j + \sum_{i,j} c_{i,j} e_i \circ_\Pi e_j.$$ 

Then we can take the relation space $(R) \subset \mathcal{T}(V)(3)$ to be generated by $m$ linearly independent relations

$$R = \left\{ f_k = \sum_{i,j} a_{i,j} e_i \circ_1 e_j + \sum_{i,j} b_{i,j} e_i \circ_\Pi e_j + \sum_{i,j} c_{i,j} e_i \circ_\Pi e_j \mid 1 \leq k \leq m \right\}.$$ 

We state the following easy fact for later applications.

**Lemma 3.3.** Let $f_i, 1 \leq i \leq m$, be a basis of $(R)$. Then $\{BSu(f_i) \mid x \in \text{Lin}(f_i), 1 \leq i \leq m\}$ is a linear spanning set of $(BSu(R))$ and $\{Du(f_i) \mid x \in \text{Lin}(f_i), 1 \leq i \leq m\}$ is a linear spanning set of $(Du(R))$.

**Proof.** Let $L$ be the linear span of $\{BSu(f_i) \mid x \in \text{Lin}(f_i), 1 \leq i \leq m\}$. Then from BSu$(f_i) \in$ BSu$(R)$ we obtain $L \subseteq$ BSu$(R)$. On the other hand, by [3, Lemma 2.6], $L$ is already an $\mathbb{S}$-submodule. Thus from BSu$(R) \subseteq L$ we obtain BSu$(R) \subseteq L$. The proof for (Du$(R)$) is the same.

For the finite dimensional $\mathbb{S}_3$-module $V$, we define its Czech dual $V^\vee = V^* \otimes \text{sgn}_2$. There is a natural pairing with respect to this duality given by:

$$\langle , \rangle : \mathcal{T}(V^\vee)(3) \otimes \mathcal{T}(V)(3) \longrightarrow \mathbb{k},$$

$$\langle e_i^\vee \circ_u e_j^\vee, e_k^\vee \circ_v e_t^\vee \rangle = \delta_{(i,k)} \delta_{(j,l)} \delta_{(u,v)} \in \mathbb{k}.$$ 

We denote by $R^\perp$ the annihilator of $R$ with respect to this pairing. Given relations as in Eq. (15), we can express a basis of $(R^\perp)$ as

$$R^\perp = \left\{ g_\ell = \sum_{i,j} \alpha_{i,j} e_i^\vee \circ_1 e_j^\vee + \sum_{i,j} \beta_{i,j} e_i^\vee \circ_\Pi e_j^\vee + \sum_{i,j} \gamma_{i,j} e_i^\vee \circ_\Pi e_j^\vee \mid 1 \leq \ell \leq 3n^2 - m \right\},$$

where, for all $k$ and $\ell$, we have

$$\sum_{i,j} \alpha_{i,j} \gamma_{i,j} = \sum_{i,j} \beta_{i,j} \gamma_{i,j} = \sum_{i,j} c_{i,j} \gamma_{i,j} = 0.$$
Further for any \((x_{i,j}, y_{i,j}, z_{i,j}) \in k^3, 1 \leq i, j \leq n\), if
\[
\sum_{i,j} a^k_{i,j} x_{i,j} + \sum_{i,j} b^k_{i,j} y_{i,j} + \sum_{i,j} c^k_{i,j} z_{i,j} = 0 \quad \text{for all } 1 \leq k \leq m,
\]
then \(\sum_{i,j} x_{i,j} e^\gamma_i \circ_1 e^\gamma_j + \sum_{i,j} y_{i,j} e^\gamma_i \circ_II e^\gamma_j + \sum_{i,j} z_{i,j} e^\gamma_i \circ_III e^\gamma_j\) is in \(R^I\) and hence is of the form \(\sum_{\ell=1}^{3n^2-m} d_\ell g_\ell\) for some \(d_\ell \in k\). Thus
\[
(x_{i,j}, y_{i,j}, z_{i,j}) = \sum_{\ell=1}^{3n^2-m} d_\ell \left( \alpha^\ell_{i,j}, \beta^\ell_{i,j}, \gamma^\ell_{i,j} \right).
\]

By Proposition 2.4, we have
\[
\begin{align*}
\text{Du}_x(e_i \circ_1 e_j) &= \left\{ \left( \frac{e_i}{x} \right) \circ_1 \left( \frac{e_j}{x} \right) \right\}, \quad \text{Du}_x(e_i \circ_II e_j) = \left\{ \left( \frac{e_i}{x} \right) \circ_II \left( \frac{e_j}{x} \right) \right\}, \quad \text{Du}_x(e_i \circ_III e_j) = \left\{ \left( \frac{e_i}{x} \right) \circ_III \left( \frac{e_j}{x} \right) \right\}, \\
\text{Du}_y(e_i \circ_1 e_j) &= \left\{ \left( \frac{e_i}{y} \right) \circ_1 \left( \frac{e_j}{y} \right) \right\}, \quad \text{Du}_y(e_i \circ_II e_j) = \left\{ \left( \frac{e_i}{y} \right) \circ_II \left( \frac{e_j}{y} \right) \right\}, \quad \text{Du}_y(e_i \circ_III e_j) = \left\{ \left( \frac{e_i}{y} \right) \circ_III \left( \frac{e_j}{y} \right) \right\}, \\
\text{Du}_z(e_i \circ_1 e_j) &= \left\{ \left( \frac{e_i}{z} \right) \circ_1 \left( \frac{e_j}{z} \right) \right\}, \quad \text{Du}_z(e_i \circ_II e_j) = \left\{ \left( \frac{e_i}{z} \right) \circ_II \left( \frac{e_j}{z} \right) \right\}, \quad \text{Du}_z(e_i \circ_III e_j) = \left\{ \left( \frac{e_i}{z} \right) \circ_III \left( \frac{e_j}{z} \right) \right\},
\end{align*}
\]
where \(\left( \frac{e_i}{u} \right) \circ_1 \left( \frac{e_j}{u} \right) := \left( \frac{e_i}{u} \right) \circ_1 \left( \frac{e_j}{u} \right) \cdot \left( \frac{e_j}{u} \right) \circ_1 \left( \frac{e_i}{u} \right) \), \(u \in \{I, II, III\}\).

Let \(\text{BSu}(P^I)\) be the bisuccessor of the dual operad \(P^I\) recalled in Definition 2.15. Then we also have
\[
\begin{align*}
\text{BSu}_x(e^\gamma_i \circ_1 e^\gamma_j) &= \left\{ \left( \frac{e^\gamma_i}{x} \right) \circ_1 \left( \frac{e^\gamma_j}{x} \right) \right\}, \quad \text{BSu}_x(e^\gamma_i \circ_II e^\gamma_j) = \left\{ \left( \frac{e^\gamma_i}{x} \right) \circ_II \left( \frac{e^\gamma_j}{x} \right) \right\}, \quad \text{BSu}_x(e^\gamma_i \circ_III e^\gamma_j) = \left\{ \left( \frac{e^\gamma_i}{x} \right) \circ_III \left( \frac{e^\gamma_j}{x} \right) \right\}, \\
\text{BSu}_y(e^\gamma_i \circ_1 e^\gamma_j) &= \left\{ \left( \frac{e^\gamma_i}{y} \right) \circ_1 \left( \frac{e^\gamma_j}{y} \right) \right\}, \quad \text{BSu}_y(e^\gamma_i \circ_II e^\gamma_j) = \left\{ \left( \frac{e^\gamma_i}{y} \right) \circ_II \left( \frac{e^\gamma_j}{y} \right) \right\}, \quad \text{BSu}_y(e^\gamma_i \circ_III e^\gamma_j) = \left\{ \left( \frac{e^\gamma_i}{y} \right) \circ_III \left( \frac{e^\gamma_j}{y} \right) \right\}, \\
\text{BSu}_z(e^\gamma_i \circ_1 e^\gamma_j) &= \left\{ \left( \frac{e^\gamma_i}{z} \right) \circ_1 \left( \frac{e^\gamma_j}{z} \right) \right\}, \quad \text{BSu}_z(e^\gamma_i \circ_II e^\gamma_j) = \left\{ \left( \frac{e^\gamma_i}{z} \right) \circ_II \left( \frac{e^\gamma_j}{z} \right) \right\}, \quad \text{BSu}_z(e^\gamma_i \circ_III e^\gamma_j) = \left\{ \left( \frac{e^\gamma_i}{z} \right) \circ_III \left( \frac{e^\gamma_j}{z} \right) \right\},
\end{align*}
\]
where \(\star = < + >\).

**Theorem 3.4.** Let \(k\) be an infinite field. Let \(P = T(V)/(R)\) be a binary quadratic operad. Then
\[
\text{Du}(P)^I = \text{BSu}(P^I)
\]
if and only if \(R \neq 0\).

**Proof.** For the if part, let \(P = T(V)/(R)\) be a binary quadratic operad with \(R \neq 0\). Take \(W = (R)\) in Proposition 3.7 and fix a \(k\)-basis \(\{e_1, e_2, \cdots, e_n\}\) of \(V\) as in the proposition. Let \(f_k, 1 \leq k \leq m\), be the basis of \((R)\) as defined in Eq. (13).

By Eq. (15), we have
\[
\begin{align*}
\text{Du}_x(f_k) &= \left\{ \sum_{i,j} a^k_{i,j} \left( \frac{e_i}{x} \right) \circ_1 \left( \frac{e_j}{x} \right) + \sum_{i,j} b^k_{i,j} \left( \frac{e_i}{x} \right) \circ_II \left( \frac{e_j}{x} \right) + \sum_{i,j} c^k_{i,j} \left( \frac{e_i}{x} \right) \circ_III \left( \frac{e_j}{x} \right) \right\}, \\
\text{Du}_y(f_k) &= \left\{ \sum_{i,j} a^k_{i,j} \left( \frac{e_i}{y} \right) \circ_1 \left( \frac{e_j}{y} \right) + \sum_{i,j} b^k_{i,j} \left( \frac{e_i}{y} \right) \circ_II \left( \frac{e_j}{y} \right) + \sum_{i,j} c^k_{i,j} \left( \frac{e_i}{y} \right) \circ_III \left( \frac{e_j}{y} \right) \right\}, \\
\text{Du}_z(f_k) &= \left\{ \sum_{i,j} a^k_{i,j} \left( \frac{e_i}{z} \right) \circ_1 \left( \frac{e_j}{z} \right) + \sum_{i,j} b^k_{i,j} \left( \frac{e_i}{z} \right) \circ_II \left( \frac{e_j}{z} \right) + \sum_{i,j} c^k_{i,j} \left( \frac{e_i}{z} \right) \circ_III \left( \frac{e_j}{z} \right) \right\}.
\end{align*}
\]
From Eq. \((20)\), we similarly obtain

\[
BSu_\ell(g_\ell) = \left\{ \sum_{i,j} \alpha^\ell_{i,j}(\varepsilon^\ell_{i,j}) \circ_1(\varepsilon^\ell_{i,j}) + \sum_{i,j} \beta^\ell_{i,j}(\varepsilon^\ell_{i,j}) \circ_2(\varepsilon^\ell_{i,j}) + \sum_{i,j} \gamma^\ell_{i,j}(\varepsilon^\ell_{i,j}) \circ_3(\varepsilon^\ell_{i,j}) \right\},
\]

\[
BSu_\nu(g_\ell) = \left\{ \sum_{i,j} \alpha^\ell_{i,j}(\varepsilon^\ell_{i,j}) \circ_1(\varepsilon^\ell_{i,j}) + \sum_{i,j} \beta^\ell_{i,j}(\varepsilon^\ell_{i,j}) \circ_2(\varepsilon^\ell_{i,j}) + \sum_{i,j} \gamma^\ell_{i,j}(\varepsilon^\ell_{i,j}) \circ_3(\varepsilon^\ell_{i,j}) \right\},
\]

\[
BSu_\zeta(g_\ell) = \left\{ \sum_{i,j} \alpha^\ell_{i,j}(\varepsilon^\ell_{i,j}) \circ_1(\varepsilon^\ell_{i,j}) + \sum_{i,j} \beta^\ell_{i,j}(\varepsilon^\ell_{i,j}) \circ_2(\varepsilon^\ell_{i,j}) + \sum_{i,j} \gamma^\ell_{i,j}(\varepsilon^\ell_{i,j}) \circ_3(\varepsilon^\ell_{i,j}) \right\}.
\]

By Lemma \([3.3]\), we have

\[
(Du(R)) = \sum_{k=1}^{m} kDu(f_k) = \sum_{k} \left( kDu_\ell(f_k) + kDu_\nu(f_k) + kDu_\zeta(f_k) \right),
\]

\[
BSu(R^\perp) = \sum_{k=1}^{3n^2-m} kBSu_\ell(g_\ell) = \sum_{k} \left( kBSu_\ell(g_\ell) + kBSu_\nu(g_\ell) + kBSu_\zeta(g_\ell) \right).
\]

To reach our conclusion, it suffices to show the equality \((Du(R)^+) = (BSu(R^\perp))\) of \(S\)-modules under the condition \(R \neq 0\). For all \(1 \leq k \leq m\) and \(1 \leq \ell \leq 3n^2 - m\), by Eq. \((17)\), we have

\[
\langle BSu_\rho(g_\ell), Du_q(f_k) \rangle = 0, \text{ where } p, q \in \{x, y, z\}.
\]

Thus \(\langle BSu(g_\ell), Du(f_k) \rangle = 0\) and hence \(BSu(R^\perp) \subset Du(R)^+\), implying that \((BSu(R^\perp)) \subseteq (Du(R)^+)\).

On the other hand, if

\[
h = \sum_{i,j,u,v} x_{i,j,u,v}(\varepsilon^\ell_{i,j}) \circ_1(\varepsilon^\ell_{i,j}) + \sum_{i,j,u,v} y_{i,j,u,v}(\varepsilon^\ell_{i,j}) \circ_2(\varepsilon^\ell_{i,j}) + \sum_{i,j,u,v} z_{i,j,u,v}(\varepsilon^\ell_{i,j}) \circ_3(\varepsilon^\ell_{i,j})
\]

is in \(Du(R)^+\), where \(u, v \in \{<, >\}\). Then for all \(1 \leq k \leq m\), we have

\[
\langle h, Du_\ell(f_k) \rangle = 0, \langle h, Du_\nu(f_k) \rangle = 0, \langle h, Du_\zeta(f_k) \rangle = 0.
\]

Since \(R \neq 0\), by Proposition \([3.3]\), for any fixed \(i_0, j_0 \in \{1, 2, \ldots, n\}\), there exists \(1 \leq k_0 \leq m\), such that \(b^k_{i_0,j_0} \neq 0\). Then, for any \(k\), by the definition of \(Du_x\) we see that the relations

\[
F_1 := \sum_{i,j} a^x_{i,j}(\varepsilon^x_{i,j}) \circ_1(\varepsilon^x_{i,j}) + b^x_{i,j}(\varepsilon^x_{i,j}) \circ_2(\varepsilon^x_{i,j}) + \sum_{i \neq i_0, j \neq j_0} b^{k_0}_{i,j}(\varepsilon^{k_0}_{i,j}) \circ_2(\varepsilon^{k_0}_{i,j}) + \sum_{i \neq i_0, j \neq j_0} c^{k_0}_{i,j}(\varepsilon^{k_0}_{i,j}) \circ_3(\varepsilon^{k_0}_{i,j}),
\]

\[
F_2 := \sum_{i,j} a^x_{i,j}(\varepsilon^x_{i,j}) \circ_1(\varepsilon^x_{i,j}) + b^x_{i,j}(\varepsilon^x_{i,j}) \circ_2(\varepsilon^x_{i,j}) + \sum_{i \neq i_0, j \neq j_0} b^{k_0}_{i,j}(\varepsilon^{k_0}_{i,j}) \circ_2(\varepsilon^{k_0}_{i,j}) + \sum_{i \neq i_0, j \neq j_0} c^{k_0}_{i,j}(\varepsilon^{k_0}_{i,j}) \circ_3(\varepsilon^{k_0}_{i,j}),
\]

are in \(Du_\ell(f_k)\). Thus, for \(1 \leq k \leq m\), we obtain

\[
\sum_{i,j} a^k_{i,j}x_{i,j,<, <} + b^k_{i,j}y_{i,j,>, <} + \sum_{i \neq i_0, j \neq j_0} b^{k_0}_{i,j}z_{i,j,<, <} = \langle h, F_1 \rangle = 0,
\]

\[
\sum_{i,j} a^k_{i,j}x_{i,j,<, <} + b^k_{i,j}y_{i,j,>, <} + \sum_{i \neq i_0, j \neq j_0} b^{k_0}_{i,j}z_{i,j,<, <} = \langle h, F_2 \rangle = 0.
\]
Comparing the two equations and applying $b_{i_0,j_0}^{k_0} \neq 0$, we obtain $y_{i_0,j_0,>} = y_{i_0,j_0,>}$ for all $1 \leq i_0, j_0 \leq n$. From the second equation and Eq. (I8), we also have

$$(x_{i,j,\ll,<,y_{i,j,\ll,<,z_{i,j,\ll,<}}}) = \sum_{\ell=1}^{3n^2-m} d_\ell (\alpha_{i,j}^\ell, \beta_{i,j}^\ell, \gamma_{i,j}^\ell),$$

for some $d_\ell \in k$. Thus we obtain

$$h_\ell := \sum_{i,j} x_{i,j,\ll,<}(e_{i,j}) \circ_1 (e_{i,j}) + \sum_{i,j} y_{i,j,\ll,<}(e_{i,j}) \circ_2 (e_{i,j}) + \sum_{i,j} z_{i,j,\ll,<}(e_{i,j}) \circ_3 (e_{i,j})$$

$$= \sum_{i,j} x_{i,j,\ll,<}(e_{i,j}) \circ_1 (e_{i,j}) + \sum_{i,j} y_{i,j,\ll,<}(e_{i,j}) \circ_2 (e_{i,j}) + \sum_{i,j} z_{i,j,\ll,<}(e_{i,j}) \circ_3 (e_{i,j})$$

$$= \sum_{\ell=1}^{3n^2-m} d_\ell \left( \sum_{i,j} \alpha_{i,j}^\ell (e_{i,j}) \circ_1 (e_{i,j}) + \sum_{i,j} \beta_{i,j}^\ell (e_{i,j}) \circ_2 (e_{i,j}) + \sum_{i,j} \gamma_{i,j}^\ell (e_{i,j}) \circ_3 (e_{i,j}) \right).$$

This is in $\sum_{\ell=1}^{3n^2-m} kBSu_\ell(g_\ell)$. By the same argument, we find that

$$h_y := \sum_{i,j} x_{i,j,\ll,<}(e_{i,j}) \circ_1 (e_{i,j}) + \sum_{i,j} y_{i,j,\ll,<}(e_{i,j}) \circ_2 (e_{i,j}) + \sum_{i,j} z_{i,j,\ll,<}(e_{i,j}) \circ_3 (e_{i,j})$$

is in $\sum_{\ell=1}^{3n^2-m} kBSu_\ell(g_\ell)$ and

$$h_z := \sum_{i,j} x_{i,j,\ll,<}(e_{i,j}) \circ_1 (e_{i,j}) + \sum_{i,j} y_{i,j,\ll,<}(e_{i,j}) \circ_2 (e_{i,j}) + \sum_{i,j} z_{i,j,\ll,<}(e_{i,j}) \circ_3 (e_{i,j})$$

is in $\sum_{\ell=1}^{3n^2-m} kBSu_\ell(g_\ell)$. Note that $h = h_\ell + h_y + h_z$. Thus in summary, we find that $h$ is in

$$\sum_{\ell} kBSu_\ell(g_\ell) + \sum_{\ell} kBSu_\ell(g_\ell) + \sum_{\ell} kBSu_\ell(g_\ell)$$

and hence is in the $S$-module generated by $BSu(R^\perp)$. Thus we have the equality $(Du(R^\perp)) = (BSu(R^\perp))$ of $S$-modules. Therefore

$$Du(P)^1 = BSu(P^1)$$

and $Du(P) = BSu(P^1)$. To prove the “only if” part, suppose $R = 0$. Then we have $Du(R) = 0 \subseteq T(Du(V))$ and hence $Du(R^\perp) = T(BSu(V^\perp))(3)$. On the other hand, $R^\perp = T(V^\perp)(3)$ which has a basis $e_{i,j}^u \circ u e_{i,j}^v, 1 \leq i, j \leq n, u \in \{I, II, III\}$. Then a linear spanning set of $BSu(T(V^\perp))(3)$ is given by $BSu(e_{i,j}^u \circ u e_{i,j}^v), 1 \leq i, j \leq n, v \in \{x, y, z\}, u \in \{I, II, III\}$ in Eq. (11). Thus the dimension of $BSu(T(V^\perp))(3)$ is at most $9n^2$, while the dimension of $T(BSu(V^\perp))(3)$ is

$$3 \dim(BSu(V^\perp)^{\otimes 2}) = 3(2n)^2 = 12n^2.$$ 

Hence $BSu(T(V^\perp))(3)$ is a proper subspace of $T(BSu(V^\perp))(3)$ and thus $Du(P)^1 \neq BSu(P^1)$. 

**Theorem 3.5.** Let $k$ be an infinite field. Let $P = T(V)/(R)$ be a binary quadratic operad. Then

$$\Tri(P)^1 = T\Su(P^1)$$

if and only if $R \neq 0$.\qed
Proof. The proof is similar to Theorem 3.4.

Taking $\mathcal{P}$ to be the operad of associative algebra in Theorem 3.3, we get the result of Loday and Ronco [8] theorem 3.1] that the triassociative algebra and the tridendriform algebra are in Koszul dual to each other.

More generally, Theorem 3.4 and Theorem 3.5 make it straightforward to compute the generating and relation spaces of the Koszul duals of the operads of some existing algebras. We give the following examples as illustrations.

(a) The operad $DualCTD$ [8] is defined to be the Koszul dual of the operad $CTD$ of the commutative tridendriform algebra. Since the latter operad is $TSu(Comm)$ [3], we have
dual_{CTD} = TSu(Comm)^! = Tri(Comm^!) = Tri(Lie),

which is precise is $TriLeib$, the operad of the triLeibniz algebra in Proposition 2.21. Thus we easily obtain the relations of $DualCTD$. See Eq. (10).

(b) The operad of the commutative quadri-algebra is the Koszul dual of $BSu(Zinb)$ and hence is $Du(Leib)$. Thus its relations can be easily computed.

(c) The Koszul dual of $BSu(PreLie)$, the operad of the L-dendriform algebra, is $Du(Perm)$ and hence can be easily computed.

(d) The operad $L\cdot quad$ [3] of the L-quadri-algebra is shown to be $BSu(L\cdot dend) = BSu(BSu(Lie))$ in [3]. Thus the dual of $L\cdot quad$ is $Du(Du(Perm))$ and can be easily computed.

3.2. Replicators and Manin white products. As a preparation for later discussions, we recall concepts and notations on Manin white product, most following [57].

Ginzburg and Kapranov defined in [13] a morphism of operads $\Phi : \mathcal{T}(V \otimes W) \mapsto \mathcal{T}(V) \otimes \mathcal{T}(W)$. Let $\mathcal{P} = \mathcal{T}(V)/(R)$ and $\mathcal{Q} = \mathcal{T}(W)/(S)$ be two binary quadratic operads with finite-dimensional generating spaces. Consider the composition of morphisms of operads

$\mathcal{T}(V \otimes W) \xrightarrow{\Phi} \mathcal{T}(V) \otimes \mathcal{T}(W) \xrightarrow{\pi_P \otimes \pi_Q} \mathcal{P} \otimes \mathcal{Q},$

where $\pi_P : \mathcal{T}(V) \to \mathcal{P}$ and $\pi_Q : \mathcal{T}(W) \to \mathcal{Q}$ are the natural projections. Its kernel is $(\Phi^{-1}(R \otimes \mathcal{T}(W) + \mathcal{T}(V) \otimes S))$, the ideal generated by $\Phi^{-1}(R \otimes \mathcal{T}(W) + \mathcal{T}(V) \otimes S)$.

**Definition 3.6.** ([13, 57]) Let $\mathcal{P} = \mathcal{T}(V)/(R)$ and $\mathcal{Q} = \mathcal{T}(W)/(S)$ be two binary quadratic operads with finite-dimensional generating spaces. The **Manin white product** of $\mathcal{P}$ and $\mathcal{Q}$ is defined by

$\mathcal{P} \circ \mathcal{Q} := \mathcal{T}(V \otimes W)/(\Phi^{-1}(R \otimes \mathcal{T}(W) + \mathcal{T}(V) \otimes S)).$

In general, the white Manin product difficult to compute when the operads are given in terms of generators and relations. Theorem 3.7 provides a convenient way to compute the white Manin product of a binary quadratic operad with the operad $Perm$ or $ComTrias$ by relating them to the duplicator and triplicator.

**Theorem 3.7.** Let $\mathcal{P} = \mathcal{T}(V)/(R)$ be a binary quadratic operad with $R \neq 0$. We have the isomorphism of operads

$Du(\mathcal{P}) \cong Perm \circ \mathcal{P}, \quad Tri(\mathcal{P}) \cong ComTrias \circ \mathcal{P}.$

**Proof.** By [3], we have the isomorphisms of operads

$BSu(\mathcal{P}^!^i) \cong PreLie \bullet \mathcal{P}^i, \quad TSu(\mathcal{P}^!^i) \cong PostLie \bullet \mathcal{P}^i.$
Since $\text{PreLie}' \cong \text{Perm}$, $\text{PostLie}' = \text{ComTrias}$ and $(P \bullet Q)' \cong P' \circ Q'$, we obtain

$$\text{Du}(P) \cong (\text{BSu}(P'))' \cong (\text{PreLie} \bullet P')' \cong \text{Perm} \circ P.$$

Similarly $\text{Tri}(P) \cong \text{ComTrias} \circ P$.

By taking replicators of suitable operads $P$, we immediately get

**Corollary 3.8.**
- (a) \((\text{[37]}\)) $\text{Perm} \circ \text{Lie} = \text{Leib}$ and $\text{Perm} \circ \text{Ass} = \text{Diass}$.
- (b) \((\text{[36]}\)) $\text{Perm} \circ \text{Pois} = \text{DualPrePois}$.
- (c) $\text{ComTriass} \circ \text{Ass} = \text{Triass}$.

By a similar argument as for Theorem 3.7 we obtain

**Proposition 3.9.** Let $P = T_{ns}(V)/(R)$ be a binary quadratic nonsymmetric operad with $R \neq 0$. There is an isomorphism of nonsymmetric operads

$$\text{Du}(P) \cong \text{Dias} \triangleleft P, \quad \text{Tri}(P) \cong \text{Trias} \triangleleft P,$$

where $\triangleleft$ denotes the white square product \([37]\) while Dias and Trias denote the nonsymmetric operads for the diassociative and triassociative algebras.

### 4. Replicators and Average operators on operads

In this section we establish the relationship between the duplicator and triplicator of an operad on one hand and the actions of the di-average and tri-average operators on the operad on the other hand. We will work with symmetric operads, but all the results also hold for nonsymmetric operads.

#### 4.1. Duplicators and di-average operators

Averaging operators have been studied for associative algebras since 1960 by Rota and for other algebraic structures more recently \([1, 5, 35, 36]\).

**Definition 4.1.** Let $(A, \cdot)$ be a $k$-module $A$ with a binary operation $\cdot$.

(a) A **di-average operator** on $A$ is a $k$-linear map $P : A \longrightarrow A$ such that

$$P(x \cdot P(y)) = P(x) \cdot P(y) = P(P(x) \cdot y), \quad \text{for all } x, y \in A. \tag{21}$$

(b) Let $\lambda \in k$. A tri-average operator of weight $\lambda$ on $A$ is a $k$-linear map $P : A \longrightarrow A$ such that Eq. (21) holds and

$$P(x) \cdot P(y) = \lambda P(xy), \quad \text{for all } x, y \in A. \tag{22}$$

We note that a tri-average operator of weight zero is not a di-average operator. So we cannot give a uniform definition of the average operators as in the case of Rota-Baxter algebras of weight $\lambda$.

We next consider the operation of average operators on the level of operads.

**Definition 4.2.** Let $V = V(2)$ be an $S$-module concentrated in arity 2.

(a) Let $V_P$ denote the $S$-module concentrated in arity 1 and arity 2 with $V_P(2) = V$ and $V_P(1) = kP$, where $P$ is a symbol. Let $T(V_P)$ be the free operad generated by binary operations $V$ and an unary operation $P \neq \text{id}$. 
(b) Define $Du(V) = V \otimes (k \oplus k \rhd)$ as in Eq. [1], regarded as an $\mathbb{S}$-module concentrated in arity 2. Define a linear map of graded vector spaces from $Du(V)$ to $V_P$ by the following correspondence:

$$\xi : \left( \frac{\omega}{\varepsilon} \right) \mapsto \omega \circ (\text{id} \otimes P), \quad \left( \frac{\omega}{\varepsilon} \right) \mapsto \omega \circ (P \otimes \text{id}), \text{ for all } \omega \in V,$$

where $\circ$ is the operadic composition. By the universality of the free operad, $\xi$ induces a homomorphism of operads that we still denote by $\xi$:

$$\xi : \mathcal{T}(\text{Su}(V)) \to \mathcal{T}(V_P).$$

(c) Let $\mathcal{P} = \mathcal{T}(V)/(R_\mathcal{P})$ be a binary operad defined by generating operations $V$ and relations $R_\mathcal{P}$. Let

$$DA_\mathcal{P} := \{ \omega \circ (P \otimes P) - P \circ \omega \circ (P \otimes \text{id}), \omega \circ (P \otimes P) - P \circ \omega \circ (\text{id} \otimes P) \mid \omega \in V \}.$$

Define the operad of di-average $\mathcal{P}$-algebras by

$$DA(\mathcal{P}) := \mathcal{T}(V_P)/(R_\mathcal{P}, DA_\mathcal{P}).$$

Let $p_1 : \mathcal{T}(V_P) \to DA(\mathcal{P})$ denote the operadic projection.

**Theorem 4.3.**  
(a) Let $\mathcal{P}$ be a binary operad. There is a morphism of operads

$$Du(\mathcal{P}) \longrightarrow DA(\mathcal{P}),$$

which extends the map $\xi$ given in Definition [32].

(b) Let $A$ be a $\mathcal{P}$-algebra. Let $P : A \to A$ be a di-average operator. Then the following operations make $A$ into a $Du(\mathcal{P})$-algebra:

$$x \circ_j y := x \circ_j P(y), \quad x \circ_j y := P(x) \circ_j y, \quad \forall \circ_j \in \mathcal{P}(2), \text{ for all } x, y \in A.$$

The proof is parallel to the case of triplicators in Theorem [48] for which we will prove in full detail.

When we take $\mathcal{P}$ be the operad of the associative algebra, Lie algebra or Poisson algebra, we obtain the following results of Aguiar [1].

**Corollary 4.4.**  
(a) Let $(A, \cdot)$ be an associative algebra and $P : A \to A$ be a di-averaging operator. Define two new operations on $A$ by $x \circ y = P(x) \cdot y$ and $x + y = x \cdot P(y)$. Then $(A, \circ, \cdot)$ is an associative dialgebra.

(b) Let $(A, [,])$ be a Lie algebra and $P : A \to A$ be a di-averaging operator. Define a new operation on $A$ by $[x, y] = [P(x), y]$. Then $(A, [,])$ is a left Leibniz algebra.

(c) Let $(A, [,], [\cdot])$ be a Poisson algebra and let $P : A \to A$ be a di-averaging operator. Define two new products on $A$ by $x \circ y := P(x) \cdot y$, and $[x, y] := [P(x), y]$. Then $(A, \circ, [,])$ is a dual left prePoisson algebra.

Combining Theorem [13] with Theorem [37], we obtain the following relation between the Manin white product and the action of the di-average operator. It can be regarded as the interpretation of [30, Theorem 3.2] at the level of operads.

**Proposition 4.5.** For any binary quadratic operad $\mathcal{P} = \mathcal{T}(V)/(R)$, there is a morphism of operads

$$\text{Perm} \circ \mathcal{P} \longrightarrow DA(\mathcal{P}),$$
4.2. Triplicators and tri-average operators. In this section, we establish the relationship between the triplicator of an operad and the action of the tri-average operator with a nonzero weight on the operad. For simplicity, we assume that the weight of the tri-average operator is one.

Definition 4.6. Let \( V = V(2) \), \( V_p \) and \( \mathcal{T}(V_p) \) as defined in Definition 4.2.

(a) Let \( \text{Tri}(V) = V \otimes (k \cdot \otimes k \cdot \otimes k \cdot \perp) \) in Eq. (4), seen as an \( S \)-module concentrated in arity 2. Define a linear map of graded vector spaces from \( \text{Tri}(V) \) to \( V_p \) by the correspondence

\[
\eta : \begin{pmatrix} \omega \\ \tau \end{pmatrix} \mapsto \omega \circ (\text{id} \otimes P), \quad \begin{pmatrix} \omega \\ \tau \end{pmatrix} \mapsto \omega \circ (P \otimes \text{id}), \quad \begin{pmatrix} \omega \\ \tau \end{pmatrix} \mapsto \omega,
\]

where \( \circ \) is the operadic composition. By the universality of the free operad, \( \eta \) induces a homomorphism of operads:

\[
\eta : \mathcal{T}(\text{Tri}(V)) \rightarrow \mathcal{T}(V_p).
\]

(b) Let \( \mathcal{P} = \mathcal{T}(V)/(R_\mathcal{P}) \) be a binary operad defined by generating operations \( V \) and relations \( R_\mathcal{P} \). Let

\[
\text{TA}_\mathcal{P} := \{ \omega \circ (P \otimes P) - P \circ \omega \circ (P \otimes \text{id}), \omega \circ (P \otimes P) - P \circ \omega \circ (\text{id} \otimes P), \omega \circ (P \otimes P) - P \circ \omega \mid \omega \in V \}.
\]

Define the operad of tri-average \( \mathcal{P} \)-algebras of weight one by

\[
\text{TA}(\mathcal{P}) := \mathcal{T}(V_p)/(R_\mathcal{P}, \text{TA}_\mathcal{P}).
\]

Let \( p_1 : \mathcal{T}(V_p) \rightarrow \text{TA}(\mathcal{P}) \) denote the operadic projection.

We first prove a lemma relating triplicators and tri-average operators.

Lemma 4.7. Let \( \mathcal{P} = \mathcal{T}(V)/(R_\mathcal{P}) \) be a binary operad and let \( \tau \in \mathcal{T}(V) \) with \( \text{Lin}(\tau) \).

(a) For each \( \bar{\tau} \in \text{Tri}(\tau) \), we have

\[
P \circ \eta(\bar{\tau}) \equiv \tau \circ P^{\otimes n} \mod (R_\mathcal{P}, \text{TA}_\mathcal{P}).
\]

(b) For \( \otimes \neq J \subseteq \text{Lin}(\tau) \), let \( P^{\otimes n,J} \) denote the \( n \)-th tensor power of \( P \) but with the component from \( J \) replaced by the identity map. So, for example, for the two inputs \( x_1 \) and \( x_2 \) of \( P^{\otimes 2} \), we have \( P^{\otimes 2,[x_1]} = P \otimes \text{id} \) and \( P^{\otimes 2,[x_1,x_2]} = \text{id} \otimes \text{id} \). Then for each \( \bar{\tau}_J \in \text{Tri}_J(\tau) \), we have

\[
\eta(\bar{\tau}_J) \equiv \tau \circ (P^{\otimes n,J}) \mod (R_\mathcal{P}, \text{TA}_\mathcal{P}).
\]

Proof. (a). We prove by induction on \(|\text{Lin}(\tau)| \geq 1\). When \(|\text{Lin}(\tau)| = 1\), \( \tau \) is the tree with one leaf standing for the identity map. Then we have \( \eta(\text{Tri}(\tau)) = \tau = P \circ \eta(\text{Tri}(\tau)) \). Assume the claim has been proved for \( \tau \) with \(|\text{Lin}(\tau)| = k \) and consider a \( \tau \) with \(|\text{Lin}(\tau)| = k + 1 \). Then
from the decomposition $\tau = \tau_\ell \lor \omega \tau_r$, we have $\Tri(\tau) = \Tri(\tau_\ell) \lor (\omega \Tri(\tau_r))$. Recall that $\Tri(\tau)$ is a set of labeled trees. For each $\bar{\tau} \in \Tri(\tau)$, there exist $\bar{\tau}_\ell \in \Tri(\tau_\ell)$ and $\bar{\tau}_r \in \Tri(\tau_r)$ such that

$$\bar{\tau} \in \left\{ \bar{\tau}_\ell \lor (\omega \bar{\tau}_r), \bar{\tau}_r \lor (\omega \bar{\tau}_\ell) \right\}.$$ 

If $\bar{\tau} = \bar{\tau}_\ell \lor (\omega \bar{\tau}_r)$, then we have

$$P \circ \eta(\bar{\tau}) = P \circ \eta(\bar{\tau}_\ell) \lor (\omega \eta(\bar{\tau}_r)) = P \circ \eta\left((P \circ \eta(\bar{\tau}_\ell)) \otimes (\omega \eta(\bar{\tau}_r))\right) \equiv \omega \circ \left((P \circ \eta(\bar{\tau}_\ell)) \otimes (\omega \eta(\bar{\tau}_r))\right) \mod (R_P, TA_P)$$

$$= \omega \circ \left((\bar{\tau}_\ell \circ P^{\otimes(\Lin(\tau))]}) \otimes (\bar{\tau}_r \circ P^{\otimes(\Lin(\tau)]})\right) \quad \text{(by induction hypothesis)}$$

$$= \bar{\tau}_\ell \otimes P^{\otimes(k+1)} \circ \bar{\tau}_r \otimes P^{\otimes(k+1)}$$

$$= \bar{\tau} \circ P^{\otimes(k+1)}.$$ 

Similarly, we have

$$P \circ \eta(\bar{\tau}_r \lor (\omega \bar{\tau}_\ell)) \equiv \bar{\tau} \circ P^{\otimes(k+1)} \mod (R_P, TA_P),$$

$$P \circ \eta(\bar{\tau}_\ell \lor (\omega \bar{\tau}_r)) \equiv \bar{\tau} \circ P^{\otimes(k+1)} \mod (R_P, TA_P).$$

[Item 3] We again prove by induction on $|\Lin(\tau)|$. When $|\Lin(\tau)| = 1$, then $x$ is the only leaf label of $\tau$ and $|\Tri_x(\tau)| = 1$. Thus we have

$$\eta(\bar{x}) = \eta(x) = x = \tau \circ (P^{\otimes(1,1)}).$$

Assume that the claim has been proved for all $\tau$ with $|\Lin(\tau)| = k$ and consider $\tau$ with $|\Lin(\tau)| = k+1$. Write $\tau = \tau_\ell \lor \omega \tau_r$. Let $J$ be a nonempty subset of $\Lin(\tau)$. If $J \subseteq \Lin(\tau_\ell)$, then by the definition of $\Tri_J(\tau)$, for each $\bar{\tau}_J \in \Tri_J(\tau)$, there exist $\bar{\tau}_{J,\ell} \in \Tri_J(\tau_\ell)$ and $\bar{\tau}_{J,r} \in \Tri_J(\tau_r)$ such that $\bar{\tau}_J = \bar{\tau}_{J,\ell} \lor (\omega \bar{\tau}_{J,r})$. Then we have

$$\eta(\bar{\tau}_J) = \eta(\bar{\tau}_{J,\ell} \lor (\omega \bar{\tau}_{J,r}))$$

$$= \omega \circ \left((\bar{\tau}_{J,\ell} \circ P^{\otimes(\Lin(\tau)])} \otimes (\bar{\tau}_{J,r} \circ P^{\otimes(\Lin(\tau)])}\right) \mod (R_P, TA_P)$$

(by induction hypothesis and Item 3)

$$= \tau \circ P^{\otimes(k+1), J}.$$ 

When $J \not\subseteq \Lin(\tau_r)$, the proof is the same. When $J \not\subseteq \Lin(\tau_\ell)$ and $J \not\subseteq \Lin(\tau_r)$, for each $\bar{\tau}_J \in \Tri(\tau)$, there exist $\bar{\tau}_{J,\ell} \in \Tri_{J \cap \Lin(\tau_\ell)}(\tau_\ell)$ and $\bar{\tau}_{J,r} \in \Tri_{J \cap \Lin(\tau_r)}(\tau_r)$ such that $\bar{\tau}_J = \bar{\tau}_{J,\ell} \lor (\omega \bar{\tau}_{J,r})$. Then by the same argument we have

$$\eta(\bar{\tau}_J) \equiv \omega \circ \left((\bar{\tau}_J \circ P^{\otimes(\Lin(\tau)])} \otimes (\bar{\tau}_{J,\ell} \circ P^{\otimes(\Lin(\tau)])} \otimes (\bar{\tau}_{J,r} \circ P^{\otimes(\Lin(\tau)])}\right) \mod (R_P, TA_P)$$
This completes the induction.

Theorem 4.8. Let $\mathcal{P}$ be a binary operad.

(a) There is a morphism of operads

$$\text{Tri}(\mathcal{P}) \longrightarrow \text{TA}(\mathcal{P}),$$

which extends the map $\eta$ given in Definition 4.6.

(b) Let $A$ be a $\mathcal{P}$-algebra. Let $P : A \longrightarrow A$ be a tri-average operator of weight one. Then the following operations make $A$ into a $\text{Tri}(\mathcal{P})$-algebra:

$$x \leftrightarrow_{j} y = x \circ_{j} P(y), \quad x \leftrightarrow_{j} y = P(x) \circ_{j} y, \quad x \cdot_{j} y = x \circ_{j} y,$$

for all $\circ_{j} \in \mathcal{P}(2)$.

Proof. The second statement is just the interpretation of the first statement on the level of algebras. So we just need to prove the first statement. Let $R_{\text{Tri}(\mathcal{P})}$ be the relation space of $\text{Tri}(\mathcal{P})$. By definition, the relations of $\text{Tri}(\mathcal{P})$ are generated by $\text{Tri}_{J}(r)$ for locally homogeneous $r = \sum_{i} c_{i}\tau_{i} \in R_{\mathcal{P}}$, where $\emptyset \neq J \subseteq \text{Lin}(\tau_{i})$. By Eqs. (23) and (24), we have

$$\eta\left(\sum_{i} c_{i}(\tilde{\tau}_{i})_{J}\right) = \sum_{i} c_{i}\eta((\tilde{\tau}_{i})_{J}) \equiv \sum_{i} c_{i}\tau_{i} \circ P^{\otimes n,J} \equiv \left(\sum_{i} c_{i}\tau_{i}\right) \circ P^{\otimes n,J} \mod (R_{\mathcal{P}}, \text{TA}_{\mathcal{P}}).$$

Hence $\eta(R_{\text{Tri}(\mathcal{P})}) \subseteq (R_{\mathcal{P}}, \text{TA}_{\mathcal{P}})$ and $\eta$ induces a morphism of operads

$$\tilde{\eta} : \text{Tri}(\mathcal{P}) \longrightarrow \text{TA}(\mathcal{P}).$$

This proves the first statement.

Corollary 4.9. (a) Let $A$ be an associative algebra and let $P : A \longrightarrow A$ be a tri-average operator on $A$. Then the new operations defined in Theorem 4.8 make it into an associative trialgebra.

(b) Let $L$ be a Lie algebra and let $P : L \longrightarrow L$ be a tri-average operator on $L$. Then the operations defined in Theorem 4.8 make it into a tri-Leibniz algebra.
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