Abstract—Internet of Underwater Things (IoUT) have gained rapid momentum over the past decade with applications spanning from environmental monitoring and exploration, defence applications, etc. The traditional IoUT systems use machine learning (ML) approaches which cater the needs of reliability, efficiency and timeliness. However, an extensive review of the various studies conducted highlight the significance of data privacy and security in IoUT frameworks as a predominant factor in achieving desired outcomes in mission critical applications. Federated learning (FL) is a secured, decentralized framework which is a recent development in machine learning, that will help in fulfilling the challenges faced by conventional ML approaches in IoUT. This paper presents an overview of the various applications of FL in IoUT, its challenges, open issues and indicates direction of future research prospects.
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I. INTRODUCTION

Internet of Underwater Things (IoUT) is a network of smart, interconnected underwater devices that help in monitoring the underwater environment and thereby using the data for various underwater applications such as environmental monitoring, disaster prediction and prevention, underwater exploration and so on. IoUT has gained great momentum with the advances in underwater sensor-based and underwater wireless communication-based technologies. The underwater devices are embedded with sensors and extremely sophisticated tracking technologies, which enable capturing of data from the underwater environment and then reacts accordingly. The terrestrial objects like smart phones or similar devices get connected with underwater objects, which are further connected with virtual objects storing information pertaining to the features, origin and sensory aspect of the underwater objects. This information is extremely important for further analysis, tracking, monitoring and prediction, and thus is accessed by users with the help of Human-to-Thing and Thing-to-Thing form of communication. As an example, the underwater autonomous vehicles collect data, sense information, communicate with each other and then transmits information to control centers located on land for performing various types of predictive analytics. The information collected with the help of IoUT act as a source of conducting tasks relevant to crash surveying, searching of ship wrecks, prediction of tsunami, marine life health monitoring, aquatic data collection and various forms of archaeological expeditions. Fig. 1 depicts the network architecture of IoUT.

Fig. 1: Network architecture of IoUT.

In the recent past, significant efforts have been dedicated in the development of practical IoUT applications catering to the need of fishing resource detection, environmental monitoring, defense and various others which all intend to add convenience and economic advantage to life on earth. The scope of marine exploration is ever evolving, which triggers the need of advanced mission critical IoUT systems. These systems help to fulfill non-functional requirements like latency, reliability, security, and timeliness. The inability to meet these requirements lead to inaccurate decision making that may cause disasters. Although IoUT based mission critical systems seem to have promising prospects, they have associated challenges as well. Firstly, information sensing often acts as a challenge in case of IoUT due to the vast span and complexity of underwater environment which damage or interfere with the data collection devices. This leads to inaccuracy and insufficiency in data collection affecting subsequent data analysis and the generated results. Secondly, transmission of information becomes extremely difficult due
to variability in underwater temperature, hydrological characteristics, underwater pressure, varying water currents and topography interfering with the traditional communication models. Thirdly, the data collected from the underwater devices are often erroneous which includes large amount of irrelevant information creating delay in data transmission and generation of colossal waste of communication systems [1]. The traditional network and sensor based technologies employ deterministic methods which often fail to serve the purpose of IoUT based systems. Traditional network and sensor based technologies are classified into communication technology, transmission technology and energy harvesting technology. The communication technologies include IoUT based acoustic links. Transmission technologies include various RFID tags such as acoustic, radio and passive integrated transponder tags (PIT), and energy harvesting technologies such as microbial fuel cell (MFC), that play an important role in IoUT devices. The use of machine learning (ML) in IoUT based systems have revolutionized the traditional network methodologies fulfilling all the requirements of efficiency, fault tolerance, reliability, low-latency, information processing and information sensing.

**Role of Federated Learning in IoUT Systems:**

The cloud computing based frameworks are immensely predominant in IoUT based applications. The data collected from the various devices are aggregated and sent to the cloud server. The required valuable information is retrieved from the large scale data set in the cloud server by applying ML algorithms. But they may fail to generate accurate results in case of mission critical IoUT systems due to high transmission latency. The reason behind high latency is due to the longer distance between the cloud server and the IoUT devices, compelling it to be forwarded by multiple intermediate nodes. Also, the collected data include lot of irrelevant information increasing wastage in resource consumption and enhanced latency. There is huge possibility of data getting compromised as well in this process impacting the security of the IoUT frameworks. Edge computing could be implemented in this regard. The autonomous underwater vehicles and similar floating devices which are in close proximity to the data sources could be considered as the edge nodes which would perform data processing at network edge eliminating useless data, reduce transmission data size and optimize utilization of resources. In addition to maximizing resource utilization and adding value to the data, the need of security is non-compromising. Federated Learning (FL) is a secured decentralized collaborative ML framework which has immense potential in developing efficient yet secured IoUT framework. As part of the FL based approach, each node in the network trains its subsequent sub-model independently. Each of these nodes interact only with the encrypted sub-model parameters in association with the fusion node to achieve an integrated global ML model [2]. The FL based IoUT framework reduces communication overhead, and effectively mines from the large scale data set ensuring optimal security.

Even though there are several surveys on FL and IoUT separately, there is no survey on FL for IoUT to the best of our knowledge, which is a motivating factor for this survey. Some of the recent surveys on IoUT and FL are highlighted below and also summarized in Table I.

In [3], the authors have presented a comprehensive survey on the fusion of IoUT and big marine data analytics. In another interesting study, the authors in [4] surveyed the various networking techniques and communication technologies for IoUT.

The authors in [5] have reviewed the applications of FL for industrial internet of things. In another interesting study, the authors in [6] presented a survey of the applications of FL for aerial communications.

The rest of the paper is organized as follows. Section II gives an overview of IoUT and FL techniques. Section III discusses about the various applications of FL in IoUT and section IV explains about the various challenges, open issues and possible future directions for integration of FL with IoUT. Section V concludes the paper.

**II. Background**

In this section, a brief introduction about IoUT, FL and the motivation behind integration of FL with IoUT is discussed.

**A. Internet of Underwater Things**

IoUT enable several autonomous vehicles in underwater to collaborate and communicate with each other. The sensors used in these vehicles can collect the data from the underwater environment that will further be transmitted to the storage such as cloud through the Internet. The information collected from the IoUT can be used for several purposes such as effective management of resources in the ocean, surveying shipwrecks and crashes, early detection of tsunamis/cyclones, monitoring the health of living species in the oceans, surveillance of marine environment, defense, and so on. The IoUT can influence several applications from small scientific observatory, to a medium sized harbor to covering the ocean trade at global scale. Even though IoUT has many similarities with IoT with respect to the functioning and the structure, due to several factors like communication environment, computation/energy constrained resources, there are several differences between traditional IoT and IoUT [3].

ML/deep learning techniques can be used to uncover the hidden patterns from the large volumes of data acquired from IoUT to realize several aforementioned applications. Some of the AI/ML based approaches in IoUT and their associated challenges are discussed below:

**AI in Information Sensing:** IoUT are usually deployed in harsh underwater environments wherein interruption and inaccurate information sensing is a prevalent issue. Also considering the energy consumption of these devices, it becomes extremely difficult to charge or replace the depleted battery, leading to inability of the systems to function properly. There are additional issues such as erroneous antenna signals, signal interferences, malicious attacks, and obstacles causing system failures and malfunction. The need for fault tolerant, reliable and effective information sensing in IoUT systems is thus a dire necessity. ML and AI approaches help to establish relationship between the factors that contribute to device failures, which is difficult to be computed using a
deterministic mathematical model. Deep learning techniques help in this regard by analysing large amount of historical data thereby generating interesting inferences and predictions. It also establishes non-linear and dynamic relationship between probability of system failures and relevant underlying reasons in the complex underwater environment. Multi resource data fusioning is a technique wherein diverse sensor data are integrated which eliminates lack of accuracy and robustness of collected data from single IoUT devices. The traditional data fusion strategies fail to provide the desired results due to its high-dimensional and non-linear nature. AI and machine learning approaches provide enhanced multi-sourced data fusion especially in mission critical IoUT systems.

Challenges: The application of ML approaches in IoUT is dependent on data which often get compromised due to security concerns. The limited energy of the underwater sensor networks (USWN) make the frameworks susceptible to malicious attacks reducing their lifespan. The nodes can be hacked by malicious attackers and the data collected by the nodes get read or manipulated resulting in generation of inaccurate decisions when AI algorithms are applied.

AI in Data Transmission: In IoUT, there exist various challenges such as narrow availability of bandwidth, doppler effect, multi-path inferences in underwater wireless communication hindering efficient data transmission services. There are primarily four underwater wireless communication methods namely - Under water Acoustic Communication (UAC), radio communication, wireless optical communication and magnetic - inductive communication. Instead of implementing these methods solely, the recent trend involves using multi-modal integrative communication methods which enables highly reliable transmission. The opto-acoustic communication method is one such approach which includes optical and acoustic communication to ensure higher rate and long distant data communication. The use of reinforcement learning play a significant role in this regard providing dynamic adaptive learning capability ensuring multi-dimensional complex channel perception and intelligent decision making.

Challenges: Although the AI based multi-modal integrative communication methods have promising prospects, their high bit error rates, low bandwidth and propagation delays in the acoustic channel often invite malicious attacks. There are possibilities of routing attacks which prevent or divert the delivery of data packets in the network. Denial of service attacks are also possible which stop the legitimate nodes from performing their activities.

To summarize, conventional ML algorithms face several challenges in IoUT. Some of them are listed below:

- **Privacy Preservation**: The data collected from several autonomous vehicles such as submarines is very sensitive and should not be leaked into the wrong hands. In traditional ML approach, the collected data has to be transferred to the central cloud for further processing. This may result in exposing sensitive information and the malicious users may take advantage and get hold of this information while transmission or during storage.
- **Increased Latency**: In conventional machine learning algorithms, data from all the devices/sensors has to be aggregated in the central cloud for training the machine learning algorithms. This incurs substantial communication cost.
- **Handling Big Data**: In IoUT, huge volumes of data will be generated from the devices/sensors at a rapid pace. Labeling of these data at real time and handling the volume and velocity of the data generated is a huge challenge.
- **Quality of the Data**: Several data may be lost during the data transmission due to network issues. Also, external noise may be added to the data which poses a significant challenge regarding the quality of the data that has to be trained by the ML algorithms.

### B. Federated Learning

FL is a recent development of ML, where the global ML model is distributed across the individual devices. In FL, the data need not be transferred from individual devices to the central cloud storage. Instead, the ML algorithm itself will be executed in the local devices, and only the model updates will be transferred across the central storage for global ML training. As the raw data is not sent across the central server, the privacy of the data at local devices will not be exposed to the potential malicious users/devices.

### C. Motivation for Integration of Federated Learning for Internet of Underwater Things

The underlying principle of FL, where the computation is offloaded to the local devices, has a great potential in solving several aforementioned challenges posed by training the data from IoUT through conventional ML approach.

The motivation behind the integration of FL with IoUT are summarized as follows:

---

**TABLE I: Summary of state-of-the-art implementation in IoUT.**

| Ref.No. | Contributions | Limitations |
|---------|---------------|-------------|
| 3       | A review of IoUT network architecture, IoUT communication protocols, IoUT network topologies were presented. | This work focused mainly on IoUT but not FL and applications. |
| 4       | Applications of IoT and ML for incentive designs in IoUT are studied. | This work did not focus on the potential of FL for IoUT and the use of IoT, AI techniques for IoUT. |
| 5       | This work highlighted machine learning, deep learning and blockchain techniques for FL in secure IoT. | This review paper was only limited to the IIoT with FL for achieving privacy and on device learning capability, applications of IIoT with FL in healthcare and automobile industry, while FL for IoUT were not studied. |
| 6       | Applications of FL for aerial communications is presented. | This work focused mainly on FL for aerial communications but not IoUT and applications. |
• Preserving privacy of sensitive data generated from IoUT devices.
• Reduced latency and communication costs while transmitting the data.
• FL can handle the noisy data better when compared to traditional ML algorithms.
• Reduce the possibility of data quality issues during transmission of big data generated from the IoUT devices/sensors to the cloud.

The advantages of FL for IoUT are depicted in Fig. 2.

---

III. APPLICATIONS

In this section several applications of FL in different IoUT verticals are discussed.

A. Environmental Monitoring

The water quality is monitored using a variety of parameters, including pH values, oxygen levels, temperature, and dissolved metals. A variety of drones and underwater robots are deployed to collect data and transmit it to the FL server. FL server provides timely and appropriate solutions, assisting engineers in making faster decisions and keeping polluted water away from the public. Several underwater sensors are deployed to monitor and detect oil spills at pipelines. The sensors installed outside and inside the pipelines measure various parameters of the oil, such as pressure, speed, and vibrations, and send the data to the sink node. The data from all sink nodes will be aggregated and sent to the base station (monitoring center). Based on the data gathered at the base station, a decision must be made as soon as possible to avoid disaster. Data transmission via an underwater physical transmission medium has a high propagation delay and error rate. To address these issues, the authors in [7] formed clusters from monitoring stations. Each cluster acquires local model training, and the central server consolidates all of the local model weight sets to create a global weight set with common features. The local cluster downloads the final global model for a new round of training resulting in faster decisions with higher accuracy. FL allows the devices to store and build the model in a decentralised fashion which is not possible in ML algorithms. The experimentation was carried out on i7-5930 processor with 12 cores at 3.50 GHz and 64 Gb of memory. In the proposed model, more number of blocks could be transferred per second. Also, the encoding has been decreased by 9% for 20 MB of files.

B. Underwater Exploration

Underwater exploration aids in investigating the biological, chemical and physical conditions of the underwater environment so as to utilize it for scientific and commercial purposes. Technologies such as gears, satellites, underwater vehicles and buoys are generally used for exploring the underwater environment. Underwater exploration helps in discovering lost treasures and other natural resources, tracking underwater objects and also the fish density. Preserving data privacy, location privacy and device privacy is essential in such scenarios. FL approaches can significantly help in preserving the privacy of data collected by locally training the data, instead of sharing the data to a centralized server. This is a very unique feature for which FL is preferred over ML.

A "federated meta learning enhanced acoustic radio cooperative framework", also known as ARC/FML was proposed by H. Zhao et. al. [8] to wisely use the data collected from distributed sources such as buoy nodes. This technique helps in sharing data across air and water. The ARC/FML technique can greatly help in sharing underwater exploration related sensitive data. The experiment was conducted using DeepSink and RF channel dataset. The proposed model achieves 97% of accuracy. Similarly, an edge computing framework is proposed using blockchain and FL mechanisms by Z. Qin et. al. [9]. This system can efficiently deal with the security issues in the marine IoT systems. The implementation suggests how malicious worker in FL can be simulated. During this process, initially the experimentation was carried with attack intensity of 20% and achieved the loss function of FL to 0.092. Later the intensity rate was increased to 80% and achieved loss function to 0.0195. As exploring underwater environment and gathering data regarding the same will be beneficial for the economy of the society, huge research prospects are awaiting in this field.

C. Disaster Prevention and Mitigation

The underwater environment is always prone to disasters, both man-made and natural. Man-made disasters usually comprise of oil spills, poisonous gas and substance leakage and illegal dumping. One of the major man-made disasters happened in 2010, the Deepwater Horizon incident [10] on the "Oil Drilling Rig Deepwater Horizon". Concrete core was used to seal the well and nitrogen gas was used for curing. However, a gush of natural gas leaked through the core and it couldn’t withstand the pressure, resulting in the gas to rise to the platform and catch fire. The explosion killed 11 workers.

---

Fig. 2: Federated Learning for IoUT.
and 94 members in the crew were cleared from the site. The rig was sunk and resulted in a catastrophic oil leakage from the well, and has has affected nearly 70000 square miles of ocean in the Gulf of Mexico. Natural disasters in ocean often fall into the categories such as tsunamis, hurricanes, and tropical storms. The Indian ocean earthquake and tsunami happened in 2004 is considered as one of the deadliest natural disasters [11].

FL enabled IoUT solutions significantly help in disaster prevention by monitoring the underwater environment in real-time. Data from the underwater environment can be collected using devices such as sensors, cameras, and underwater vehicles. These devices can be deployed at various locations, thus enabling continuous data collection in the underwater environment. Various sensors such as seismic pressure sensors can be used for disaster prevention. FL allows devices to learn shared prediction model rather storing it on the central server. Barrier systems are one of the effective ways in mitigating the effect of disasters. FL approaches are beneficial in disaster prevention not just because of preserving the data privacy, but also due to the improved model performance and scalability it offers.

D. Defence/ Military

The naval activities in defence include submarine detection, mine warfare, recovery operations, and surveillance. In the conventional model, these activities are carried out by humans in under water vessels. With advancement in technology, underwater wireless sensors (UWSN), a branch of wireless sensor networks, have proven to be a leading –edge communication infrastructure that enables under water activities without human intervention. UWSN serves to detect and classify subjects of interest in the underwater environment.

The US navy emphasize their ships, submarines, drones and on-shore intelligence analysts to be able to share data in real time [12]. Lack of strong data leveraging tools is a key challenge in the deployment of this Multi Domain Operations (MDO). AI and ML based approaches can address the overwhelming amount of data, improve data analytics for better decision making, increase the speed of action, reduced manpower and accommodate uncertainties also. Federated machine learning is a collaborative training approach where training data is not exchanged to the edge device so as to overcome constraints on training data sharing (policy, security, and coalition constraints) and insufficient network capacity. To address the aforementioned issues, G. Cirincione and D. Verma [13] proposed a federated machine learning approach for deployment of MDO.

E. Navigation and Localization

Exploration of underwater environment requires modern assisted navigation and localization technologies. Some of the underwater sensors are anchored at the ocean bottom and some are floated at different positions or freely floated in the oceans current. The data collected from the various sensors are potentially useful only if the sensors’ location is identified exactly. Also the underwater sensors location act as reference points for other smart objects, swimmers, divers and explorers. Location identification is the key point for source detection and tracking applications. Due to the characteristics of underwater channel, localization protocols cannot work in underwater application. Poor underwater positioning and navigation are the two predominant issues of IoUT. Sybil, black hole, and worm hole are significant attacks that utilizes or modifies the localization information generated by UWSNs. Improvements in the treatment of databases and model building could be adapted so as to improve the privacy in localization and navigation. Federated machine learning learn collaboratively to improve performance and overcome coalition sharing restrictions /network constraints that restrict sharing of training data. Thus, a continuous FL process could be adapted for localization and navigation, as the input is streaming data and the decision cycles are in seconds and milliseconds. This is another predominant reason why FL is preferred over ML in IoUT environments.

The applications of FL in IoUT are depicted in Fig. 3.

IV. CHALLENGES, OPEN ISSUES AND FUTURE DIRECTIONS

Integrating FL techniques in an IoUT environment proves to be advantageous due to the various reasons discussed in the previous sections. However, various challenges are also identified in such a setting. This section deals with the various challenges in integrating FL with IoUT, open issues for the research community and possible solutions that can be adapted.

Device/ Network Configuration: Deploying FL over the network edge requires the configuration of devices or the network itself. Network configuration issues prominently occur in underwater networks due to the fact that the nodes are mostly mobile, thus resulting in disturbing the connectivity between nodes. This occurs due to various factors such as path loss, noise, multi-path effect and doppler shift. Edge devices suffer from issues such as limited battery power, storage capacity, and computational capacity. In order to enable FL on IoUT, lightweight models with self/auto configuration methods need
to be devised. Also, a hardware and algorithm co-design can significantly help.

**Data Transmission:** Data transmission in underwater environment is different when compared with the terrestrial environment. One of the major issues is with respect to the low frequency range with which the signals need to be transmitted, so as to avoid the same being hindered by water. Due to the long transmission range, there is a high chance for interference and collision. When considering the deployment of FL in IoUT, this proves to be a significant challenge, as synchronous update is done at the server side, and this requires the data to be sent to the server even from the slowest client, in order to enable aggregation. However, due to the prevailing underwater environmental characteristics and the connectivity, availability and transmission issues, efficient solutions are required for enabling FL in IoUT. One of the promising research directions would be to use an asynchronous update at the server side [14].

**Unreliable Channel Condition:** Unreliable channel conditions can occur in underwater environment due to various factors such as limited bandwidth, channel noise, node mobility and transmission delays. Communication bottleneck is one of the significant challenges in deploying FL in an IoUT environment, that makes it difficult for the clients to share the local updates to a centralized server. Another bottleneck is in dealing with the dynamic changes that occur in IoUT networks since the topology itself can change over time due to the presence of mobile nodes. Optimization techniques can be devised for deploying FL in an IoUT environment. Also, gradient compression schemes and aggregation frameworks that focus on computation, communication and resource efficiency can be used for dealing with bandwidth related issues.

**System Heterogeneity:** The underlying hardware and software systems in an IoUT environment differ in various aspects when compared to the terrestrial IoT environment. This result in system design issues due to asynchronous communication, diverse data formats and dimensions. Enabling FL approaches in IoUT requires the handling of heterogenous devices and its capabilities, with the help of which load can be distributed among devices based on the availability. Frameworks that support system heterogeneity can be employed here, that will further enable in having a global reference model.

**Privacy:** The sensor nodes in an IoUT environment are sparsely deployed, by making it quite difficult to manage. Hence, this is regarded as a complex and sensitive environment. Privacy, here deals with data, device and location privacy. Robust solutions are essential for preserving the privacy in IoUT networks. FL techniques help in dealing with these trust-related issues. However, FL also has privacy limitations that include reconstruction of user data by using the gradient information [15]. The images collected from the IoUT setting also can be reconstructed using attacks such as model inversion. This is indeed an open challenge to researchers to deal with the privacy related issues in a privacy-enabled setting. One possible solution could be the implementation of secure, light-weight protocols.

**Real-time generation of labels:** Generation of class labels is essential for applying supervised learning mechanisms in a dataset. However, in IoUT, generating labels in real-time is a time-consuming and tedious task. In order to address this issue, it is suggested to apply unsupervised learning mechanisms, where generation of class labels is not required. Another method would be to use automated tools for generating labels in real-time.

Table II summarizes the challenges and the possible solutions for deploying FL in an IoUT environment.

**V. Conclusion**

This paper presents a review of the IoT systems, its applications, challenges and scope of future direction of research. At the outset, a brief overview of IoT and the underlying technologies have been discussed. The applications of AI/ML in information sensing and data transmission is presented. However the review of the various studies highlight the need of FL in achieving desired characteristics in an IoUT environment. The various application areas namely environment monitoring, defence, underwater exploration and disaster prevention is explored emphasizing on the integration of FL with IoUT. This reveals the potential underlying challenges of deploying FL in underwater environment and also highlights the possible solutions, effective methods indicating scope of future research.

**REFERENCES**

[1] X. Hou, J. Wang, Z. Fang, X. Zhang, S. Song, X. Zhang, and Y. Ren, “Machine-learning-aided mission-critical internet of underwater things,” *IEEE Network*, vol. 35, no. 4, pp. 160–166, 2021.

[2] M. Alazab, S. P. RM, M. Parimala, P. K. R. Maddikunta, T. R. Gadekallu, and Q.-V. Pham, “Federated learning for cybersecurity: Concepts, challenges, and future directions,” *IEEE Transactions on Industrial Informatics*, vol. 18, no. 5, pp. 3501–3509, 2021.

[3] M. Jahanbakhht, W. Xiang, L. Hanzo, and M. R. Azghadi, “Internet of underwater things and big marine data analytics—a comprehensive survey,” *IEEE Communications Surveys & Tutorials*, vol. 25, no. 2, pp. 904–956, 2021.

[4] M. Jouhari, K. Ibrahimhi, H. Termine, and J. Ben-Othman, “Underwater wireless sensor networks: A survey on enabling technologies, localization protocols, and internet of underwater things,” *IEEE Access*, vol. 7, pp. 96 879–96 899, 2019.

[5] P. Boopalan, S. P. Ramu, Q.-V. Pham, K. Dev, P. K. R. Maddikunta, T. R. Gadekallu, T. Huynh-Thé et al., “Fusion of federated learning and industrial internet of things: A survey,” *Computer Networks*, p. 109048, 2022.

[6] Q. Pham, M. Zeng, Z. Han, W. Hwang et al., “Aerial access networks for federated learning: Applications and challenges,” *IEEE Netw.*, 2022.

[7] Y. Gao, L. Liu, B. Hu, T. Lei, and H. Ma, “Federated region-learning for environment sensing in edge computing system,” *IEEE Transactions on Network Science and Engineering*, vol. 7, no. 4, pp. 2192–2204, 2020.

[8] H. Zhao, F. Ji, Q. Guan, Q. Li, S. Wang, H. Dong, and M. Wen, “Federated meta learning enhanced acoustic radio cooperative framework for ocean of things underwater acoustic communications,” *arXiv preprint arXiv:2105.13296*, 2021.

[9] Z. Qin, J. Ye, J. Meng, B. Lu, and L. Wang, “Privacy-preserving blockchain-based federated learning for marine internet of things,” *IEEE Transactions on Computational Social Systems*, 2021.

[10] C. L. Hagerty, *Deepwater Horizon oil spill: Selected issues for Congress*. Diane Publishing, 2010.

[11] J. Telford and J. Cosgrave, “The international humanitarian system and the 2004 Indian Ocean earthquake and tsunami,” *Disasters*, vol. 31, no. 1, pp. 1–28, 2007.

[12] M. Karagöz, “Maritime security operations and the combined joint operations from the sea center of excellence,” in *Maritime Security and Defence Against Terrorism*. IOS Press, 2012, pp. 87–91.

[13] G. Cirincione and D. Verma, “Federated machine learning for multi-domain operations at the tactical edge,” in *Artificial Intelligence and Machine Learning for Multi-Domain Operations Applications*, vol. 11006. International Society for Optics and Photonics, 2019, p. 1100606.
| Challenge Type                  | Challenge Description                                                                                                                                                                                                 | Possible Solutions and Effective Methods                                                                                           |
|--------------------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------|
| Device and Network Configuration | Configuring the devices and the network itself is challenging in an Ulot environment due to the factors such as limited on-device resources, storage capacity and battery power | Light weight models, auto or self reconfiguration methods, hardware-algorithm co-design                                            |
| Data Transmission              | Transmitting data in Ulot suffers from significant issues such as network connectivity, data availability, propagation speed, transmission range and rate, due to which data aggregation is impeded at the server end | Asynchronous update for FL                                                                                                       |
| Unreliable Channel Condition    | Limited network bandwidth, transmission delays, and noise are some of the factors that result in an unreliable channel condition, that will result in significant communication delays with respect to local updates | Optimization techniques, computation, communication and resource efficient aggregation frameworks                                  |
| System Heterogeneity           | The different types of devices, data formats and software systems in an Ulot environment makes it difficult for the FL technique to be integrated, since it can lead to discrepancy in the local data structure in the clients’ side | Frameworks that support heterogeneity, global inference models                                                                    |
| Privacy                        | Data, device and location privacy need to be guaranteed to the clients in a FL-enabled Ulot environment. Model inversion attacks result in the input data being accessed by the attackers, thus questioning the client’s privacy | Secure, light-weight protocols                                                                                                   |
| Real-time generation of labels  | For generating decisions in real-time, learning mechanisms need to applied, where real-time generation of labels is required, which is quite tedious in an underwater setting | Unsupervised learning mechanisms, Automated label generation                                                                     |

[14] M. R. Sprague, A. Jalalirad, M. Scavuzzo, C. Capota, M. Neun, L. Do, and M. Kopp, “Asynchronous federated learning for geospatial applications,” in Joint European Conference on Machine Learning and Knowledge Discovery in Databases. Springer, 2018, pp. 21–28.

[15] J. Geiping, H. Bauermeister, H. Dröge, and M. Moeller, “Inverting gradients-how easy is it to break privacy in federated learning?” Advances in Neural Information Processing Systems, vol. 33, pp. 16937–16947, 2020.