Modeling signal transduction in classical conditioning with network motifs
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Biological networks are constructed of repeated simplified patterns, or modules, called network motifs. Network motifs can be found in a variety of organisms including bacteria, plants, and animals, as well as intracellular transcription networks for gene expression and signal transduction processes in neuronal circuits. Standard models of signal transduction events for synaptic plasticity and learning often fail to capture the complexity and cooperativity of the molecular interactions underlying these processes. Here, we apply network motifs to a model for signal transduction during an in vitro form of eyeblink classical conditioning that reveals an underlying organization of these molecular pathways. Experimental evidence suggests there are two stages of synaptic AMPA receptor (AMPAR) trafficking during conditioning. Synaptic incorporation of GluR1-containing AMPARs occurs early to activate silent synapses conveying the auditory conditioned stimulus and this initial step is followed by delivery of GluR4 subunits that supports acquisition of learned conditioned responses (CRs). Overall, the network design of the two stages of synaptic AMPAR delivery during conditioning describes a coherent feed-forward loop (C1-FFL) with AND logic. The combined inputs of GluR1 synaptic delivery AND the sustained activation of 3-phosphoinositide-dependent protein-kinase-1 (PDK-1) results in synaptic incorporation of GluR4-containing AMPARs and the gradual acquisition of CRs. The network architecture described here for conditioning is postulated to act generally as a sign-sensitive delay element that is consistent with the non-linearity of the conditioning process. Interestingly, this FFL structure also performs coincidence detection. A motif-based approach to modeling signal transduction can be used as a new tool for understanding molecular mechanisms underlying synaptic plasticity and learning and for comparing findings across forms of learning and model systems.
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INTRODUCTION

Motor learning is fundamental to neural circuits controlling voluntary movements in order to appropriately plan and adapt them to environmental situations. In recent years a great deal of effort has gone into elucidating the cellular and molecular mechanisms that underlie learning processes in the brain. To understand the signal transduction events involved in these processes a relatively simple form of associative learning called classical conditioning has been extensively studied. In this form of learning, a predictive relationship is acquired between a neutral stimulus that ordinarily produces no behavior, like the ringing of a bell, and a noxious stimulus such as an airpuff to the eye that produces a defensive motor behavior, in this case an eyeblink. After only a few pairings of the bell and airpuff animals and humans learn to blink in response to the bell alone. The generation of motor responses to novel stimuli is necessary for survival and therefore this form of learning is rapid and robust. Voluntary movements are controlled by motor signals generated by widespread brain regions acting in parallel, including the motor cortex, basal ganglia, and cerebellum, and the recognition of such large-scale network activity in brain function has lead to the development of the distributed processing module (DPM) model of behavior and cognition (Houk, 2005). How the DPM model applies to classical conditioning through the activity of distributed brain networks that coordinate training input signals with adaptive motor output is outlined by Houk (2010). Using this as a foundation, we are constructing a multilevel model of classical conditioning starting here with the molecular events that underlie an in vitro form of eyeblink classical conditioning initially described several years ago (Keifer et al., 1995) and recently reviewed in Keifer and Zheng (2010).

Biological networks are constructed of repeated simplified patterns called network motifs (Alon, 2007). These building block networks have their own limited information processing capacity and combine to build larger more complex systems. Network motifs can be found in a variety of organisms including bacteria, yeast, plants, and animals, as well as intracellular transcription networks for gene expression and signal transduction processes in neuronal circuits of interest here. That biological systems
follow general rules is not new. However, as applied to studies of learning, models for signal transduction processes are typically designed as sequential and parallel pathways that can be daunting in their complexity. The application of network motifs to such models reveals simplifying recurring patterns, or modules, in the design structure of these signal transduction pathways. Using these simplified principals, the structure of potential unknown signaling pathways may also be predicted. As a first step, in this report we apply common biological network motifs mainly using feedforward loops (FFLs) to model signal transduction during in vitro eyeblink classical conditioning.

**SIGNAL TRANSDUCTION EVENTS IN IN VITRO CLASSICAL CONDITIONING**

A neural analog of eyeblink classical conditioning can be studied using an isolated brainstem preparation from turtles (Keifer and Zheng, 2010). This preparation, illustrated in Figure 1A, is unique because turtle brain tissue is highly resistant to hypoxia such that the entire brain and brainstem can be maintained for hours or days in a dish allowing for in vitro studies of learning processes. Considerable experimental advantage is achieved since neuronal circuits under study are accessible to recording electrodes and application of pharmacological compounds or small interfering RNAs (siRNAs) using incubation procedures. Instead of using a tone or airpuff as in behaving animals, paired stimulation of the auditory nerve (the “tone” conditioned stimulus, CS) with the trigeminal nerve (the “airpuff” unconditioned stimulus, US) generates neural discharge in the abducens nerve, which controls blinking in this species, that is characteristic of conditioned eyeblink responses (Figure 1B, arrow). Once CS–US pairing is initiated, conditioned responses (CRs) are acquired rapidly in about 1 h, or during the second pairing session, compared to controls receiving unpaired stimuli that show no CRs (Figure 1C). Each pairing session during the training consists of 50 paired CS–US stimuli (lasting 25 min in duration) followed by a 30-min rest period in which there is no stimulation. Our studies indicate that trafficking of AMPA type glutamate receptors (AMPARs) containing GluR1 and GluR4 subunits support conditioning in this preparation. Based on data describing the action of multiple signal transduction elements, a two-stage model of synaptic AMPAR delivery in the abducens motor neurons during acquisition of eyeblink conditioning was developed and is illustrated in Figure 1D (Zheng and Keifer, 2009; Keifer and Zheng, 2010). First, GluR1-containing AMPAR synaptic incorporation occurs early in conditioning to activate silent synapses containing only NMDA receptors (NMDARs) that convey the auditory CS (Figure 1D, Early). This step is initiated within 15 min of training with the phosphorylation of protein kinase A (PKA) and the calcium/calmodulin-dependent protein kinases (CaMK) II and IV (Zheng and Keifer, 2009). This leads to activation of the transcription factor cAMP response by the US. The CS–US paired stimuli are indicated. (C) Typical CR acquisition curves generated from paired (conditioned) or unpaired stimuli. CRs are usually recorded in the second pairing session or after about an hour; unpaired stimuli produce no CRs. (D) Summary of the signal transduction pathways for two stages of AMPAR trafficking during in vitro conditioning. Synaptic delivery of GluR1-containing AMPARs occurs shortly after CS–US pairing (Early) followed by delivery of GluR4-containing AMPARs (Late) that results in the acquisition of CRs. Details are provided in the text.
element-binding (CREB) protein which ultimately results in production of brain-derived neurotrophic factor (BDNF) that is required for AMPAR delivery and CR acquisition (Li and Keifer, 2008, 2009). BDNF is hypothesized to activate extracellular signal-regulated kinase (ERK) by signaling through the BDNF receptor tropomyosin-related kinase B (TrkB) that induces synaptic delivery of GluR1-containing AMPARs by translocation of existing receptors into the synapse. The incorporation of GluR1 into auditory nerve synapses early in conditioning is an essential step that serves to activate NMDARs, thereby allowing post-synaptic intracellular calcium (Ca^{2+}) entry that triggers the second stage of AMPAR trafficking for conditioning involving GluR4 subunits (Mokin et al., 2007). Therefore, the first stage of AMPAR delivery is NMDAR-independent while the second stage requires NMDAR activation. In the second step of AMPAR trafficking, the delivery of GluR1 is followed by replacement of those subunits with synaptic incorporation of newly synthesized GluR4-containing AMPARs that underlies the acquisition of CRs (Figure 1D; Late; Mokin et al., 2007; Zheng and Keifer, 2009; Keifer and Zheng, 2010). Pharmacological data indicate that this step requires the coordinated actions of Ca^{2+}-dependent and independent isoforms of PKC, as well as CaMKII and ERK (Zheng and Keifer, 2008, 2009).

The multistage physiologically based model shown in Figure 1D necessarily illustrates signal transduction events during conditioning as a series of sequential steps. However, it fails to convey the multiple interactions among the elements of these molecular pathways and the cooperativity in their actions. Here, as a way of improving our understanding of these events, we present a new motif-based model that is founded on generalized design principles derived from a broad selection of biological systems (Alon, 2007). Our initial goals are: (1) to construct a biologically realistic model of signal transduction for classical conditioning based on network motifs, and (2) to predict the potential structure of unknown signaling pathways to guide hypothesis construction for experimental examination. The motif-based model describes the two stages of synaptic AMPAR trafficking during conditioning in Parts A and B below. Potential interactions of these networks form a more generalized network motif pattern that is presented in Part C. The model helps to clarify potential interactions between signal transduction elements during acquisition of conditioning, timing of these synaptic processes, and guides hypotheses for as yet undiscovered signaling events that may occur during coincidence detection of the CS and US. The application of network motif design principals to signal transduction mechanisms shown here should have broad applications to studies of learning.

ANALYSIS

Repeated simplified patterns, or network motifs, form the building blocks of information processing systems. Some common ones are shown in Figure 2 and are discussed extensively by Alon (2007). The FFL is a network pattern having three nodes, X, Y, and Z, in which X has a direct path to Z and an indirect path to Z through Y (Figure 2). Coherent FFLs are those in which the direct path has the same overall sign as the indirect path, while the indirect path in the incoherent FFL has the opposite sign as the direct one. The complexity of the FFL in particular can be enhanced by duplication of one of its nodes as illustrated in Figure 3. The basic FFL is shown in Figure 3 (left) as is the network structure resulting from a single duplication of X which forms a multi-input FFL (right), in this case a two-input FFL. Therefore, complexity of the information processing capacity of the network can be increased by simple replication. The FFL is a prominent network motif in transcriptional (Shen-Orr et al., 2002) and neuronal networks (White, 1985; Milo et al., 2002). It’s structure and function are reviewed by Mangan and Alon (2003). FFLs have also been proposed to support the function of large neuronal arrays in the DPM model of brain function (Houk et al., 1993; Houk, 2005, 2010), for example, as anticipatory commands for sensorimotor control.

PART A. MULTI-INPUT FFL WITH DIAMOND MOTIF FOR GLUR1 DELIVERY

The FFL network is prominent in signal transduction cascades engaged by classical conditioning. Figure 4 illustrates the network motif design for the early signaling events leading to synaptic GluR1 AMPAR incorporation during in vitro classical conditioning. In the initial stages of conditioning, PKA and CaMKs II and IV are phosphorylated within 15 min of CS–US pairing (Zheng and Keifer, 2009). The phosphorylation of PKA and CaMKII are not sensitive to application of the NMDAR antagonist AP-5 and therefore these early events in conditioning are NMDAR-independent. PKA and CaMKIV activate CREB at Ser133 and there is feed-forward phosphorylation of GluR1 at Ser845, the PKA site, and Ser831, the CaMKII/PKC site, which are required...
for synaptic delivery of AMPARs (Derkach et al., 2007; Zheng and Keifer, 2009) as illustrated in Figure 4. Activation of CREB results in transcription of proBDNF (the precursor of BDNF) and possibly the recently characterized secreted form of the tur- tel tolloid-like metalloprotease gene family, tTLLs (dashed line indicates hypothetical pathway in Figure 4). The reptilian ortholog of the tolloid metalloprotease gene BMP-1 in its domain architecture is similar to the one described during long-term potentiation (LTP) in mammals in which the conversion of proBDNF occurs in vitro (Pang et al., 2004; Sabirzhanov et al., 2007). During classical conditioning, through extracellular proteolytic cleavage by tTLLs whose transcription is induced early in conditioning (see also Figure 3, right), two inputs from PKA and the CaMKs (X) directly, and indirectly through a CREB–BDNF–ERK pathway (Y), regulate GluR1 trafficking (Z). Embedded in the Y pathway is a diamond network motif for CREB–BDNF regulation. The multi-input FFL and diamond are strong network motifs found in neuronal networks and signal transduction processes of relatively simple systems (Alon, 2007). The diamond motif is interesting because it can be combined to form multiple layers such as occurs in signaling cascades for protein phosphorylation. However, the diamond is not thought to be highly represented in transcription networks as we propose here (Milo et al., 2002; Alon, 2007). The bifan is more common (Figure 2). Our future studies may reveal that a bifan motif is instead embedded in this pathway or that this is a new motif for transcription networks found in brain. What is captured easily by this model as opposed to the one in Figure 1D is the coincident transcription of proBDNF and tTLLs leading to conversion of BDNF, and the cooperativity required among PKA, CaMKII, and ERK in the phosphorylation of GluR1 subunits for synaptic delivery. The multi-input FFL in particular has direct applications for classical conditioning because it is able to perform coincidence detection and is discussed below. The signal transduction process shown in Figure 4 begins with activation of PKA and the CaMKs. However, as indicated by the arrows at the beginning of the diagram, these are not the first events leading to in vitro classical conditioning. There is an initial signaling process for coincidence detection within minutes of the occurrence of the CS and US that precedes Part A and has yet to be described in detail experimentally. Data suggest this initial process involves phosphoinositide 3 (PI3)-kinase mediated activation of 3-phosphoinositide-dependent protein-kinase-1 (PDK-1) and is described further in Part B below.

PART B. MULTI-INPUT FFL FOR GLUR4 DELIVERY

The motif-based model for the known signal transduction events leading to synaptic delivery of GluR4-containing AMPARs in the second stage of conditioning is illustrated in Figure 5. Delivery of GluR4 AMPAR subunits is an NMDAR-dependent step. Synaptic incorporation of GluR1 AMPAR subunits into NMDAR-containing silent auditory nerve synapses in Part A (GluR1/NMDAR in Figure 5) unsilences those synapses allowing for post-synaptic Ca2+ entry into abducens motor neurons to activate Ca2+-sensitive conventional PKC (PKCc, namely α and β). Activation of PKC is required for GluR4-containing AMPAR trafficking and acquisition of CRs but pharmacological inhibition of PKC does not affect synaptic GluR1 delivery (Zheng and Keifer, 2009).
In the second stage of conditioning, the model illustrates why PKCζ for GluR4 trafficking during conditioning as depicted in the cooperative action of both conventional and atypical classes if the cooperative action of PKCc is also required. These ideas can be appreciated in the model is that the PKA/CaMKII phosphorylation site of GluR4 (Ser842) might cooperatively interact with the PKCc site (Thr830) that, together with ERK, induces GluR4 synaptic delivery. The cooperative action of multiple AMPAR subunit phosphorylation sites suggested here for regulation of both GluR1- and GluR4-containing AMPAR trafficking during conditioning is similar to mechanisms proposed for synaptic GluR1 delivery during LTP (Derkach et al., 2007). Specifically, GluR1 subunits are thought to be mobilized by PKA-mediated phosphorylation at Ser845 followed by NMDAR/Ca2+–mediated phosphorylations involving Ser818/Ser831/Ser845 to induce GluR1 trafficking and potentiation of synaptic function. Complex molecular interactions such as these are difficult to capture using conventional physiological models such as the one in Figure 1 but are readily conveyed by motif-based architectures. Finally, in addition to these feed-forward actions of Part A on Part B, evidence suggests that PKD-1 is activated in the very earliest stages of conditioning (Keifer, unpublished) and it therefore is placed at the beginning of the signal transduction pathway shown in Figure 6. PDK-1 regulates signaling of the ABC kinases (Newton, 2003) and is required to prime not only PKA early in conditioning but also the PKCs in the later stages of conditioning. Therefore, there is an additional feed-forward pathway in which PKD-1 phosphorylation is initiated early and maintained during conditioning allowing it to play a role in regulating both steps of GluR1 and GluR4 trafficking (Figure 6: green arrows).

The overall structure of the signal transduction pathways for conditioning shown in Figure 6 describes a coherent type-1 FFL (C1–FFL) with an AND gate as discussed by Alon (2007) and is depicted schematically in Figure 7A (see also, Figure 2). Importantly, the production of Z requires the activation of both X and Y. Imagine the initial conditioning-induced signal transduction step involving PKD-1 (yet to be described experimentally in detail) as “X,” the GluR1 synaptic delivery step shown in Part A as “Y,” and the GluR4 delivery step in Part B as “Z” (Figure 7B). PKD-1 and associated signal transduction elements activate Part A (GluR1 synaptic delivery) and both PKD-1 and Part A jointly activate Part B (GluR4 delivery; Figure 7B). In molecular terms, the signal transduction pathways involving PKD-1 result in activation of PKA to initiate the pathway shown in Part A resulting in insertion of GluR1-containing AMPARs into auditory nerve synapses conveying the CS. Activation of these silent synapses allows for NMDAR-dependent Ca2+ entry to induce activation of AMPARs containing GluR1 subunits into NMDAR-containing silent auditory nerve synapses activates them and results in postsynaptic intracellular Ca2+ entry required to initiate Part B (Figure 6; blue arrow in the middle). Second, PKA and CaMKII activated in Part A are likely to regulate GluR4 trafficking perhaps by direct phosphorylation of that subunit (Figure 6; outer two blue arrows). While this has not yet been directly demonstrated experimentally, this assertion is supported by the observation that once activated after onset of the conditioning stimuli both PKA and CaMKII are maintained in a phosphorylated state for hours allowing them to affect later AMPAR trafficking events (Zheng and Keifer, 2009). Moreover, blockade of PKA and CaMKII suppresses synaptic delivery of GluR4 and inhibits in vitro classical conditioning (Zheng and Keifer, 2009). An interesting possibility that can be appreciated in the model is that the PKA/CaMKII phosphorylation site of GluR4 (Ser842) might cooperatively interact with the PKCc site (Thr830) that, together with ERK, induces GluR4 synaptic delivery. The cooperative action of multiple AMPAR subunit phosphorylation sites suggested here for regulation of both GluR1- and GluR4-containing AMPAR trafficking during conditioning is similar to mechanisms proposed for synaptic GluR1 delivery during LTP (Derkach et al., 2007). Specifically, GluR1 subunits are thought to be mobilized by PKA-mediated phosphorylation at Ser845 followed by NMDAR/Ca2+-mediated phosphorylations involving Ser818/Ser831/Ser845 to induce GluR1 trafficking and potentiation of synaptic function. Complex molecular interactions such as these are difficult to capture using conventional physiological models such as the one in Figure 1 but are readily conveyed by motif-based architectures. Finally, in addition to these feed-forward actions of Part A on Part B, evidence suggests that PKD-1 is activated in the very earliest stages of conditioning (Keifer, unpublished) and it therefore is placed at the beginning of the signal transduction pathway shown in Figure 6. PDK-1 regulates signaling of the ABC kinases (Newton, 2003) and is required to prime not only PKA early in conditioning but also the PKCs in the later stages of conditioning. Therefore, there is an additional feed-forward pathway in which PKD-1 phosphorylation is initiated early and maintained during conditioning allowing it to play a role in regulating both steps of GluR1 and GluR4 trafficking (Figure 6: green arrows).
of PKC required for synaptic GluR4 delivery in Part B. At about the same time, PDK-1 also participates in the downstream priming of PKC resulting in synaptic insertion of GluR4 subunits and CR acquisition. Initiation of the signal transduction cascade in Part B could not occur without the combined inputs of GluR1-mediated NMDAR activation and the priming of PKC by PDK-1. Therefore, together they serve an AND function for synaptic incorporation of GluR4 during conditioning.

**GENERAL DISCUSSION AND HYPOTHESES**

**THE C1-FFL MOTIF IN CLASSICAL CONDITIONING**

Feed-forward loops have been applied to many biological systems to simplify and explain their function. The most common FFL in biological networks has been proposed to be the C1-FFL (Alon, 2007). This structure broadly fits our classical conditioning signal transduction data and, interestingly, a simple duplication of this pattern forms a two-input FFL motif (Figure 3) that can perform coincidence detection (discussed below). Alternative models are not as attractive, at least for signal transduction events in classical conditioning. For example, the incoherent FFL (II-FFL; Figure 2), in which the indirect path is antagonistic to the direct one, acts like a pulse generator that speeds up response time of the system (a sign-sensitive accelerator; Alon, 2007). This motif is apparently represented in transcription networks but does not have clear applications to data from classical conditioning (except perhaps to short latency CRs that are generated after cerebellar lesions). As discussed by Alon (2007), the C1-FFL with AND logic (Figure 7) acts generally as a sign-sensitive delay element in response to ON or OFF inputs. After ON activation by a signal from X, for example, Y needs time to accumulate to a threshold level and this results in a delay in the production of Z. If the input pulse is too short to result in a threshold accumulation of Y then there is no expression of Z. In this way, the network filters out ON inputs that are too brief. Therefore, the C1-FFL with AND logic is a persistence detector that is sensitive to the duration of input pulses and responds with a delay (Alon, 2007). Our model predicts that there are threshold effects in signal transduction that may explain the non-linearity of the conditioning process. That is, inputs from X AND Y are required for production of Z (for example, GluR4 delivery for CR acquisition) but Y takes time to reach threshold and the generation of CRs will be delayed. How are delayed responses produced at the molecular level? For classical conditioning, PDK-1 is activated early and is additionally required for the later step of GluR4 synaptic delivery. For PDK-1 to function later on it must “wait” for the accumulation of Y (GluR1 delivery) because production of Z (GluR4) is controlled by the combined actions of GluR1 synaptic insertion and sustained activity of PDK-1. The “waiting” period for PDK-1 during GluR1 accumulation could be achieved by its known autophosphorylation activity that sustains its function (Casamayor et al., 1999). Such a mechanism has been invoked for prolonged activation of synaptic CaMKII that also has a delayed function in learning processes (Mullasseril et al., 2007). The resultant delay in expression of Z (GluR4 synaptic delivery) is observed as gradual acquisition of CRs during training that is characteristic of classical conditioning.

Experimental evidence for the function of network motifs in biological systems is derived mainly from organisms such as bacteria. Mangan et al. (2003) presented evidence for the presence of a C1-FFL with AND logic in the arabinose system of *E. coli* by showing that transcription events to ON steps behaved like a sign-sensitive delay element. Such an FFL structure can be detected by measuring responses to ON and OFF inputs that are asymmetric in time. In that study, the onset of transcription of the *araBAD* promoter was delayed by about 20 min in response to a 10-mM cAMP ON step compared to the linear activation of *lacZYA* which does not have FFL connectivity. Neither promoter showed delayed kinetics to a CAMP OFF step. The FFL motif has also been found in the neuronal network of the nematode worm *C. elegans* whose synaptic connections have been mapped in detail (White, 1985; Milo et al., 2002). How would one look for evidence of the network motif structure proposed here for signal...
transduction pathways controlling learning? For in vitro classical conditioning, responsiveness of this system to ON and OFF inputs could be assessed by examination of the synaptic incorporation of GluR4-containing AMPARs or the phosphorylation levels of specific signal transduction elements that lead to GluR4 trafficking which might have greater sensitivity for measurement. For example, two candidates might be PKCζ and its downstream target ERK. Both of these signaling elements show delayed activation of at least 40 min after conditioning onset (Zheng and Keifer, 2008). One would need to work out the appropriate ON input and OFF input to this system to test experimentally for asymmetry in its responsiveness (that is, delayed responses to ON but not to OFF inputs) as evidence for a C1–FFL network motif. One possibility is that application of the PKA activator Sp-cAMPS to the in vitro preparation might be an effective ON input while its analog Rp-cAMPS, a competitive inhibitor of PKA, could serve as an OFF input. Responses of PKCζ and ERK protein phosphorylation would then be measured at selected time points using Western blot. Such physiological experiments could be used to test the model proposed here.

COINCIDENCE DETECTION

The two-input FFL motif embedded in the initial stages of conditioning shown in Figure 4 and discussed in Part A is particularly relevant to models of classical conditioning because it can perform coincidence detection. Two different inputs may have a cooperative effect if they occur close enough together in time. The dynamics of this integrative effect depend on the strength of the two inputs, the threshold of the output to be achieved (activation threshold), and the rate function of activation or decay. In classical conditioning, molecular events leading to coincidence detection are usually applied to the initial association of a CS with a coincident or briefly delayed US. In order to form a learned association of the two stimuli they must occur close enough together in time to have a cooperative effect. Many ideas for coincidence detection have been founded on Donald Hebb’s original hypothesis that synaptic modifications underlying learning occur in response to simultaneous pre- and post-synaptic activity (Hebb, 1949). Today, theories of coincidence detection are based heavily on the function of the NMDAR (Tsien, 2000). The NMDAR uniquely fulfills Hebb’s postulate because it requires both presynaptic release of the neurotransmitter glutamate and post-synaptic depolarization in order to function by allowing intracellular Ca^{2+} entry and therefore is widely considered to be a molecular coincidence detector. However, data from in vitro eyeblink classical conditioning (Zheng and Keifer, 2009), operant conditioning in Aplysia (Lorenzetti et al., 2008), and learning in Drosophila (Gervasi et al., 2010) indicate that coincidence detection occurs well before or without any NMDAR-mediated steps in signal transduction. These mechanisms, instead, appear to use adenylyl cyclase and PKA. For reinforcement learning in Aplysia, the Baxter/Byrne group (Lorenzetti et al., 2008) proposed that the adenylyl cyclase complex is a point of molecular convergence that raises CAMP/PKA levels past a certain threshold to produce behavioral responses (in the form of firing of cell B51) underlying operant conditioning of feeding. This model involves convergence of behaviorally relevant increases in Ca^{2+}-dependent PKC and dopamine reward signals. Interestingly, a similar situation appears to be present in the mushroom body of Drosophila which is required for olfactory learning. Acetylcholine application, which increases intracellular Ca^{2+}, paired with dopamine results in greatly enhanced increases in PKA compared to application of either stimulus alone (Gervasi et al., 2010). Although the initial coincidence detection event for the occurrence of the CS and US has yet to be described in molecular detail for in vitro classical conditioning, it is hypothesized to have a two-input C1–FFL network motif structure, like that in Figure 3 (right), and immediately precedes Part A described here. The two inputs represent the CS (X_{1}) and US (X_{2}) and utilize activation of IP3/PDK-1 and (non-NMDAR-mediated) intracellular Ca^{2+} influx/adenylate cyclase. We further postulate a convergent node Y that generally represents signal transduction events controlling the spatial proximity of molecular interactions initiated by the CS and US. Spatially localized kinase signaling is regulated by scaffolding proteins involved in subcellular compartmentalization such as A-kinase anchoring protein (AKAPs; Dessauer, 2009). Together, these inputs activate PKA and CaMKII (Z) leading to the molecular cascade detailed in Part A for GluR1 trafficking. Therefore, the CS and US must occur together both temporally and spatially to activate PKA/CaMKII. Further physiological and molecular studies will reveal the details of the initial coincidence detection events that lead to classical conditioning and whether they can be described adequately by a network motif architecture.

MOTIF-BASED MODELS AS A NEW TOOL FOR UNDERSTANDING SIGNAL TRANSDUCTION DURING SYNAPTIC PLASTICITY AND LEARNING

Current efforts in depicting the complex signaling events that underlie different forms of synaptic plasticity and learning are undoubtedly helpful in conveying the basic physiological events underlying these processes (e.g., Derkach et al., 2007; Lorenzetti et al., 2008; Keifer and Zheng, 2010; and Figure 1D). However, such models can be unsatisfying when trying to capture a more complete picture of the mechanisms involved. If it is accepted that biological processes follow some basic design principles, then the application of the network motif approach can be beneficial to such studies as we have tried to illustrate here for in vitro classical conditioning. First, motif-based models provide some underlying structure where there is otherwise none. Certain motifs appear to be more common than others in transcription, signal transduction, and neuronal networks, and this information can guide modeling at least as an initial starting point. Second, the network motif approach easily captures complex molecular interactions. For example, the multiple phosphorylation events that AMPAR subunits undergo during synapse modification can be clarified which may prove instructive for understanding a broad range of experimental results. Third, motif-based architectures applied to signal transduction can aid in predicting molecular pathways of as yet undiscovered processes, such as coincidence detection during conditioning, and contribute to the design of such experiments. The application of network motif design principals to models of signal transduction during learning should contribute to the elucidation of these mechanisms and provide a general framework to compare signal transduction across different forms of learning and model systems.
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