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Abstract
A variational formulation of accelerated optimization on normed spaces was recently introduced by considering a specific family of time-dependent Bregman Lagrangian and Hamiltonian systems whose corresponding trajectories converge to the minimizer of the given convex function at an arbitrary accelerated rate of $O(1/t^p)$. This framework has been exploited using time-adaptive geometric integrators to design efficient explicit algorithms for symplectic accelerated optimization. It was observed that geometric discretizations were substantially less prone to stability issues, and were therefore more robust, reliable, and computationally efficient. More recently, this variational framework has been extended to the Riemannian manifold setting by considering a more general family of time-dependent Bregman Lagrangian and Hamiltonian systems on Riemannian manifolds. It is thus natural to develop time-adaptive Hamiltonian variational integrators for accelerated optimization on Riemannian manifolds. In the past, Hamiltonian variational integrators have been constructed with holonomic constraints, but the resulting algorithms were implicit in nature, which significantly increased their cost per iteration. In this paper, we will test the performance of explicit methods based on Hamiltonian variational integrators combined with projections that constrain the numerical solution to remain on the constraint manifold.

1 Introduction
Many data analysis and machine learning algorithms are designed around the minimization of a loss function or the maximization of a likelihood function. Due to the ever-growing size of data sets, there has been a lot of focus on first-order optimization algorithms because of their low cost per iteration. Nesterov’s accelerated gradient method [Nesterov, 1983] was shown to converge in $O(1/k^2)$ to the minimum of the convex objective function $f$ at hand, improving on the $O(1/k)$ convergence rate exhibited by standard gradient descent methods. This phenomenon in which an algorithm displays this improved rate of convergence is referred to as acceleration. Nesterov’s algorithm was shown in [Su et al., 2016] to limit to a second-order ODE as the time-step goes to 0, and $f(x(t))$ converges to its optimal value at a rate of $O(1/t^2)$ along the trajectories of this ODE. It was later shown that in continuous time, an arbitrary convergence rate $O(1/t^p)$ can be achieved in normed spaces [Wibisono et al., 2016] and on Riemannian manifolds [Durisseaux and Leok, 2021b], by considering flow maps generated by a family of time-dependent Bregman Lagrangian and Hamiltonian systems which is closed under time-rescaling. This variational framework and the time-rescaling property of this family was then exploited in [Durisseaux et al., 2021] using time-adaptive geometric integrators to design efficient explicit algorithms for accelerated optimization on normed vector spaces. It was observed that a careful use of adaptivity and symplecticity could result in a significant gain in computational efficiency. More generally, when applied to Hamiltonian systems, symplectic integrators yield discrete approximations of the flow that preserve the symplectic two-form [Hairer et al., 2006], and results in the preservation of many qualitative aspects of the underlying dynamical system and, in particular, exhibit excellent long-time near-energy preservation [Reich, 1999; Benettin and Giorgilli, 1994]. Variational integrators provide a systematic method for constructing symplectic integrators of arbitrarily high-order based on the discretization of Hamilton’s principle [Marsden and West, 2001].

Recently, there has been some effort to derive accelerated optimization algorithms in the Riemannian manifold setting [Durisseaux and Leok, 2021a; Durisseaux and Leok, 2021b; Alimisis et al., 2020; Zhang and Sra, 2016; Zhang and Sra, 2018; Ahn and Sra, 2020; Liu et al., 2017]. The Whitney Embedding Theorems [Whitney, 1944a; Whitney, 1944b] state that any smooth manifold of dimension $n \geq 2$ can be embedded in $\mathbb{R}^{2n}$ and immersed in $\mathbb{R}^{2n-1}$, and is thus diffeomorphic to a submanifold of $\mathbb{R}^{2n}$. Furthermore, the Nash Embedding Theorem [Nash, 1956] states that any Riemannian manifold can be globally isometrically embedded into some Euclidean space. As a consequence, the study of Riemannian manifolds can in principle be reduced to the study of submanifolds of Euclidean spaces. Altogether, this motivates the introduction of time-adaptive variational integrators on Riemannian manifolds that exploit the structure of the embedding Euclidean space. The time-adaptive approach relying on a Poincaré transformation from [Durisseaux et al., 2021]
was extended to the Riemannian manifold setting in [Duruisseau and Leok, 2021b], and [Duruisseau and Leok, 2021a] studied how holonomic constraints can be incorporated into variational integrators to constrain the numerical solution to the Riemannian manifold. Although these integrators were carefully justified geometrically as coming from discrete action principles, they were implicit in nature, which significantly increases their cost per iteration as the dimension of the problem becomes large.

In this paper, we present new algorithms based on explicit variational integrators in the embedding space where the manifold constraints are enforced via projections. The resulting explicit algorithms are then used to numerically solve the manifold constraints are enforced via projections. The resulting explicit algorithms are then used to numerically solve generalized eigenvalue and Procrustes problems on the unit sphere and Stiefel manifold. We believe that these algorithms are the most efficient methods to date which exploit the variational framework from [Duruisseaux and Leok, 2021b].

2 Preliminaries

2.1 Variational Integration

Variational integrators are derived by discretizing Hamilton’s principle, instead of discretizing Hamilton’s equations. As a result, variational integrators are symplectic, preserve many invariants and momentum maps, and have excellent long-time near-energy preservation [Marsden and West, 2001]. Traditionally, variational integrators have been designed based on the Type I generating function known as the discrete Lagrangian, but more recently, variational integrators have been extended to the framework of Type II/III generating functions, commonly referred to as discrete Hamiltonians [Lall and West, 2006; Leok and Zhang, 2011; Schmitt and Leok, 2017].

The boundary-value formulation of the exact Type II generating function of the time-$h$ flow of Hamilton’s equations is given by the exact discrete right Hamiltonian,

$$H^+_d(q_0, p_h) = p_h \dot{q}_h - \int_0^h [p(t) \dot{q}(t) - H(q(t), p(t))] \, dt,$$

where $(q, p)$ satisfies Hamilton’s equations with boundary conditions $q(0) = q_0$ and $p(h) = p_h$. A Type II Hamiltonian variational integrator is constructed by using an approximate discrete Hamiltonian $H^+_d$, and applying the discrete right Hamilton’s equations,

$$p_0 = D_1 H^+_d(q_0, p_1), \quad q_1 = D_2 H^+_d(q_0, p_1), \quad (1)$$

which implicitly defines the discrete right Hamiltonian map $\tilde{F}_{H_d^+} : (q_0, p_0) \mapsto (q_1, p_1)$. Theorem 2.2 from [Schmitt and Leok, 2017] states that if a discrete right Hamiltonian $H^+_d$ approximates the exact discrete right Hamiltonian Hamiltonian $H^+_d$ to order $r$, then the discrete right Hamiltonian map $\tilde{F}_{H_d^+}$ viewed as a 1-step method, is order $r$ accurate.

2.2 Riemannian Geometry

We first introduce a few main notions from Riemannian geometry. See [Absil et al., 2008; Boumal, 2020; Duruisseaux and Leok, 2021b; Lee, 2018] for more details on Riemannian manifolds and optimization on manifolds.

Definition 1. Let $\mathcal{Q}$ be a Riemannian manifold with Riemannian metric $g(\cdot, \cdot) = \langle \cdot, \cdot \rangle$. We define the musical isomorphism $q^\#: T\mathcal{Q} \to T^*\mathcal{Q}$ via $q^\#(u) \langle v \rangle = g_q(u, v)$ for all $q \in \mathcal{Q}$ and $u, v \in T_q\mathcal{Q}$, and its inverse musical isomorphism $q^! : T^*\mathcal{Q} \to T\mathcal{Q}$. The Riemannian metric $g(\cdot, \cdot) = \langle \cdot, \cdot \rangle$ induces a fiber metric $g^!(\cdot, \cdot) = \langle \cdot, \cdot \rangle$ on $T^*\mathcal{Q}$ via

$$\langle u, v \rangle = \langle g^!(u), g^!(v) \rangle \quad \forall u, v \in T^*\mathcal{Q}.$$
3 Variational Accelerated Optimization

3.1 Riemannian Bregman Hamiltonian Approach

[Duruisseaux and Leok, 2021b] formulated a variational framework for the minimization of any $\lambda$-weakly-quasi-convex function $f : \Omega \to \mathbb{R}$, via a $p$-Bregman Lagrangian $\mathcal{L}_p : T\Omega \times \mathbb{R} \to \mathbb{R}$ and a corresponding $p$-Bregman Hamiltonian $\mathcal{H}_p : T^*\Omega \times \mathbb{R} \to \mathbb{R}$ for $p > 0$ of the form

$$\mathcal{L}_p(X, V, t) = \frac{t^{p+1}}{2p} \langle V, V \rangle - C_p t^{(\frac{2}{p})+1} f(X),$$

(3)

$$\mathcal{H}_p(X, R, t) = \frac{p}{2t} R^{p+1} \zeta R \rho f(X),$$

(4)

where $\zeta$ is given by equation (2). [Duruisseaux and Leok, 2021b] showed that solutions to the $p$-Bregman Euler-Lagrange equations converge to a minimizer of $f$ at a convergence rate of $O(1/p^2)$, under suitable assumptions.

Furthermore, [Duruisseaux and Leok, 2021b] proved that time-rescaling the $p$-Bregman dynamics via $\tau(t) = t^{1/p}$ yields the $p$-Bregman dynamics. Thus, the entire subfamily of Bregman trajectories indexed by the parameter $p$ can be obtained by speeding up or slowing down along the Bregman curve corresponding to any value of $p$. Inspired by the computational efficiency of the approach introduced in [Duruisseaux et al., 2021] on vector spaces, we can exploit the time-rescaling property of the Bregman dynamics together with a carefully chosen Poincaré transformation to transform the $p$-Bregman Hamiltonian into an autonomous version of the $\dot{p}$-Bregman Hamiltonian in extended phase-space, where $\dot{p} < p$.

This allows one to integrate the higher-order $p$-Bregman dynamics while benefiting from the computational efficiency of integrating the lower-order $\dot{p}$-Bregman dynamics. Explicitly, it was shown in [Duruisseaux and Leok, 2021b] that the use of the time rescaling $\tau(t) = t^{1/p}$ within the Poincaré transformation framework yields the Direct approach Riemannian $p$-Bregman Hamiltonian $\mathcal{H}_p(\bar{Q}, \bar{R})$ and the Adaptive Riemannian $p \to \dot{p}$ Bregman Hamiltonian $\mathcal{H}_{p \to \dot{p}}(\bar{Q}, \bar{R})$.

3.2 Riemannian Optimization Problems

Rayleigh Quotient Minimization on the Unit Sphere

Eigenvectors corresponding to the largest eigenvalue of a symmetric $n \times n$ matrix $A$ maximize the Rayleigh quotient $\frac{v^T A v}{v^T v}$ over $\mathbb{R}^n$. Thus, a unit eigenvector corresponding to the largest eigenvalue of the matrix $A$ is a minimizer of the function $f(v) = -v^T A v$, over the unit sphere $\mathbb{S}^n$, which can be thought of as a Riemannian submanifold with constant positive curvature $K = 1$ of $\mathbb{R}^n$ endowed with the Riemannian metric inherited from the Euclidean inner product $g_v(u, w) = u^T w$. A choice of projection from $\mathbb{R}^n$ to $\mathbb{S}^{n-1}$ is the rescaling $v \mapsto \frac{v}{\sqrt{v^T v}}$. Solving the Rayleigh quotient optimization problem efficiently is challenging when the given symmetric matrix $A$ is ill-conditioned and high-dimensional. Note that an efficient algorithm that solves the above minimization problem can also be used to find eigenvectors corresponding to the smallest eigenvalue of $A$, since the eigenvalues of $A$ are the negative of the eigenvalues of $-A$.

Eigenvalue and Procrustes Problems on $\text{St}(m, n)$

When endowed with the Riemannian metric $g_X(A, B) = \text{Trace}(A^T B)$, the Stiefel manifold

$$\text{St}(m, n) = \{ X \in \mathbb{R}^{n \times m} | X^T X = I_m \},$$

(5)

is a Riemannian submanifold of $\mathbb{R}^{n \times m}$. The tangent space at any $X \in \text{St}(m, n)$ is given by

$$T_X \text{St}(m, n) = \{ Z \in \mathbb{R}^{n \times m} | X^T Z + Z^T X = 0 \},$$

(6)
and the orthogonal projection $P_X$ onto $T_X \mathbb{S}(m, n)$ is given by $P_X Z = Z - \frac{1}{2} X (X^T Z + Z^T X)$. We can define a projection of any matrix $X \in \mathbb{R}^{n \times m}$ onto $T(m, n)$ as the solution of the argmin $\|X - \tilde{X}\|_F$.

From [Hairer et al., 2006], the solution of this problem is given by $X = UV^T$ where $X = U \Sigma V^T$ is the Singular Value Decomposition of $X$ where $\Sigma$ is a diagonal matrix of $m \times m$ matrix. The solution $X$ of this problem can also be thought of as the first component of the polar decomposition $X = XS^1/2$ where $X \in \mathbb{S}(m, n)$ and $S$ is a $m \times m$ symmetric positive-definite matrix. This solution can be written in closed form as $X = \tilde{X} (\tilde{X}^T \tilde{X})^{-1/2}$ (and $S = \tilde{X}^T \tilde{X}$). Thus, a first projection of any given matrix $X \in \mathbb{R}^{n \times m}$ with Singular Value Decomposition $Q = U \Sigma V^T$ is given by $Q \rightarrow Q(Q^T Q)^{-1/2}$ or equivalently $Q \rightarrow UV^T$.

Another method to project a matrix $Y \in \mathbb{R}^{n \times m}$ onto $\mathbb{S}(m, n)$ can be used to construct retractions on $\mathbb{S}(m, n)$. If we define $f : \mathbb{R}^{n \times m} \rightarrow \mathbb{R}$ via $X \rightarrow f(X) = \text{Trace}(X^T AX N)$, then $f = f_{\mathbb{S}(m, n)}$ so

$$
\text{grad } f(X) = P_X \text{grad } f(X) = P_X (2AX N).
$$

The unbalanced orthogonal Procrustes problem consists of minimizing the function $f : \mathbb{S}(m, n) \rightarrow \mathbb{R}$, $f(X) = \|AX - B\|_F^2$, on $\mathbb{S}(m, n)$, for given matrices $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{m \times n}$ with $l \geq n$ and $l > m$, where $\| \cdot \|_F$ is the Frobenius norm $\|X\|_F^2 = \text{Trace}(X^T X) = \sum_{i,j} X_{ij}^2$. If we define $f : \mathbb{R}^{n \times m} \rightarrow \mathbb{R}$ via $X \rightarrow f(X) = \|AX - B\|_F^2$, then $f = f_{\mathbb{S}(m, n)}$ so

$$
\text{grad } f(X) = P_X \text{grad } f(X) = P_X (2A^T(AX - B)).
$$

The special case where $n = m$ is the balanced orthogonal Procrustes problem. In this case, $\text{St}(m, n) = \mathbb{O}(n)$ so $\|AX\|_F^2 = \|A\|_F^2$ and thus the minimization problem becomes the problem of maximizing $\text{Trace}(X^T A^T B)$ over $X \in \mathbb{O}(n)$. In this special case, a solution is given by $X^* = UV^T$ where $B^T A = U \Sigma V^T$ where $U$ and $V$ are orthogonal square matrices is the Singular Value Decomposition of $B^T A$, and the solution is unique provided that the matrix $B^T A$ is nonsingular [Eldén and Park, 1999; Golub and Van Loan, 2013].

### 3.3 Numerical Methods

#### Euler–Lagrange Simple Discretization

In [Duruisseaux and Leok, 2021b], the $p$-Bregman Euler–Lagrange equations were rewritten as a first order system of differential equations, for which a Riemannian version of a semi-implicit Euler scheme was applied to obtain the iterates presented in Algorithm 1, when given a $\lambda$-weakly-quasiconvex function $f : \mathbb{O} \rightarrow \mathbb{R}$, a retraction $R \in T\mathbb{O}$ to $\mathbb{O}$, constants $C, h, p > 0$, and $X_0 \in \mathbb{O}$, $V_0 \in T_{X_0} \mathbb{O}$.

#### Algorithm 1 Euler–Lagrange Discretization

$\bar{b}_k \leftarrow 1 - \frac{\eta_k}{k\kappa}$, $c_k \leftarrow C p^2 (kh)^{p-2}$

**Version I:** $a_k \leftarrow b_k V_k - h_{ck} \text{grad } f(X_k)$

**Version II:** $a_k \leftarrow b_k V_k - h_{ck} \text{grad } f(R_{X_k} (hb_p V_k))$

$X_{k+1} \leftarrow R_{X_k} (hak)$ and $V_{k+1} \leftarrow \Gamma_{X_k}^{-1} a_k$

#### Hamiltonian Taylor Variational Integrators

Hamiltonian Taylor variational integrators (HTVIs) form a class of variational integrators described in [Schmitt et al., 2018]. A discrete approximate Hamiltonian is constructed by approximating the flow map and the trajectory associated with the boundary values using a Taylor method, and approximating the integral by a quadrature rule. The variational integrator is then generated by the discrete Hamilton’s equations. We will use projected versions of the HTVIs constructed in [Duruisseaux et al., 2021]. Given a function $f : \mathbb{O} \rightarrow \mathbb{R}$, a projection $\mathbb{P}_{\mathbb{O}}$ onto $\mathbb{O}$, $(q_0, r_0) \in T_{q_0} \mathbb{O}$, and constants $C, h, p, \hat{p}, q_0 > 0$, the Direct and Adaptive HTVIs are obtained by iterating the updates given in Algorithm 2.

#### Algorithm 2 Direct and Adaptive HTVIs

**Adaptive HTVI**

$$
r_{k+1} = r_k - \frac{p^2}{\hat{p}} h C a_k 2^{p-\hat{p}/p} \text{grad } f(q_k),
$$

$$
q_{k+1} = \mathbb{P}_{\mathbb{O}} \left(q_k + \frac{p^2}{\hat{p}} h a_k 2^{p-\hat{p}/p} r_{k+1}\right),
$$

$$
q_{k+1} = q_k + \frac{p}{\hat{p}} h 2^{1-\hat{p}/p}.
$$

**Direct HTVI** is the special case where $\hat{p} = p$.

#### Riemannian Gradient Descent

Riemannian Gradient Descent is a generalization of Gradient Descent to Riemannian manifolds which involves the Riemannian gradient and a retraction. Given a function $f : \mathbb{O} \rightarrow \mathbb{R}$ with a retraction $R$ from $T\mathbb{O}$ to $\mathbb{O}$, $h > 0$, and $X_0 \in \mathbb{O}$, the Riemannian Gradient Descent iterations are given by

$$
X_{k+1} \leftarrow R_{X_k} (-h \text{grad } f(X_k)).
$$
3.4 Numerical Results

Comparison of the Adaptive and Direct approaches

Numerical experiments were conducted for the Rayleigh quotient minimization problem on $\mathbb{S}^{n-1}$ with the projection based method. As was observed in [Duruisseaux et al., 2021] on vector spaces, Figure 1 shows that the Adaptive approach can be significantly more efficient than the Direct approach, and that both methods enjoy faster convergence as $p$ increases.

**Rayleigh minimization problem on the unit sphere $\mathbb{S}^{n-1}$**

It was noted in [Duruisseaux and Leok, 2021b] that although higher values of $p$ in Algorithm 1 result in provably faster rates of convergence, they also appear to be more prone to stability issues under numerical discretization, which can cause the numerical optimization algorithm to diverge. Numerical experiments in [Duruisseaux et al., 2021] showed that on normed vector spaces, geometric discretizations which respect the time-rescaling invariance and symplecticity of the Bregman Hamiltonian flows were substantially less prone to these stability issues, and were therefore more robust, reliable, and computationally efficient. This was one of the motivations to develop time-adaptive variational integrators for the Bregman Hamiltonians. Numerical experiments were conducted for the Rayleigh quotient minimization problem on $\mathbb{S}^{n-1}$, and the results are presented in Figure 2.

The Adaptive HTVI clearly outperforms the other algorithms for this problem. Note that the Euler–Lagrange discretizations suffer from stability issues leading to a loss of convergence (after $10^4$ iterations), due to the polynomially growing unbounded term $C_{\mu} p^2 (kh)^{1/2}$ paired with the gradient term to 0 which can only achieve a finite order of accuracy due to numerical roundoff error. This issue can be fixed by adding a suitable upper bound to the coefficient $C_{\mu} p^2 (kh)^{1/2}$ in the updates, or by stopping the iterating process once a desired convergence criterion is achieved.

**Optimization Problems on the Stiefel manifold $\text{St}(m,n)$**

Numerical experiments were conducted for the generalized eigenvalue and Procrustes problems on $\text{St}(m,n)$ to observe how the projection based HTVIs compare to the Euler–Lagrange discretizations from [Duruisseaux and Leok, 2021b] and the standard Riemannian gradient descent. The results are presented in Figure 3. Note that for certain instances of the Procrustes problem with certain initial values $X_0 \in \text{St}(m,n)$, all the algorithms converged to a local minimizer which was not a global minimizer.

The projection based Adaptive HTVIs clearly outperform their Direct approach counterparts, Riemannian gradient descent and both versions of the Euler–Lagrange discretization in terms of number of iterations required, when all the algorithms are implemented with the same time step (see the two bottom plots in Figure 3). As can be seen from the top two plots in Figure 3, the Adaptive HTVIs are still the best performing algorithms, even when larger time steps are taken for the other algorithms and in particular even when the Riemannian gradient descent algorithm has been tuned optimally. Note that both the Euler–Lagrange discretizations and Hamiltonian variational integrators suffered from the numerical roundoff issue described in the previous subsection, but this issue was resolved by adding a suitable upper bound to the ever-growing problematic coefficient in the updates.

**QR algorithm requires approximately 2n^2(n^2/3) floating point operations**

Our numerical experiments do not suggest that there is a clear benefit in using the polar decomposition based projection over the matrix orthogonalization, or vice versa. Both projection strategies led to very efficient algorithms for Riemannian accelerated optimization with seemingly similar performance and stability properties. Computing the QR decomposition of a $n \times m$ matrix via the standard Householder QR algorithm requires approximately $2n^2(n^2/3)$ floating point operations, while computing the Singular Value Decomposition of a $n \times m$ is more expensive and often relies on intermediate QR decompositions [Trefethen and Bau, 1997]. Thus, these operations can become very costly as the dimension of the problem becomes large, in which case it might be beneficial to use approximate QR decompositions and Singular Value Decompositions. For instance, the projection based on the polar decomposition $Q \mapsto Q(Q^TQ)^{-1/2}$ can be rewritten as $Q \mapsto (I_m + (Q^TQ - I_n))^{-1/2}$, and provided the distance away from the Stiefel manifold is sufficiently small, the norm of $E = (Q^TQ - I_n)$ is small and we can approximate the projection by truncating its series expansion

$$Q(I_m + D)^{-1/2} = Q \left( I_m - \frac{1}{2} D + \frac{3}{8} D^2 - \frac{5}{16} D^3 + \ldots \right).$$
We also tested the projection algorithm against the implicit algorithm from [Duruisseaux and Leok, 2021a] on the same optimization problems on $\mathbb{S}^{n-1}$ and $\text{St}(m, n)$. Although both algorithms produced very similar graphs for the error as a function of the iteration number, the explicit nature of our projection algorithm made every iteration significantly faster and overall the running time was reduced by several orders of magnitude. As a consequence, if projections onto the constraint manifold can be computed efficiently, these projection based variational integrators form a class of efficient explicit algorithms for Riemannian accelerated optimization, and we believe that these algorithms are the most efficient methods to date which exploit the variational framework from [Duruisseaux and Leok, 2021b].

Although the Whitney and Nash Embedding Theorems imply that there is no loss of generality when studying Riemannian manifolds only as submanifolds of Euclidean spaces, designing intrinsic methods that would exploit and preserve the symmetries and geometric properties of the Riemannian manifold and of the problem at hand could have advantages both in terms of computation and in terms of improving our understanding of the acceleration phenomenon on Riemannian manifolds. Developing an intrinsic extension of Hamiltonian variational integrators to manifolds would require some additional work, since the current approach involves Type II/III generating functions $H^p_k(q_k, p_{k+1}), H^p_k(p_k, q_{k+1})$, which depend on the position at one boundary point, and the momentum at the other boundary point. This does not make intrinsic sense on a manifold, since one needs the base point in order to specify the corresponding cotangent space, and instead one should ideally consider a construction based on the more general discrete Dirac mechanics [Leok and Ohsawa, 2011].

It would be desirable to have some convergence guarantees, but proving that the discrete time algorithms perform analogously to the continuous dynamics is far from direct, as the $O(1/t^p)$ convergence rate for the continuous-time dynamics conflicts with the $O(1/k^2)$ Nesterov barrier theorem for discrete-time algorithms. Some shadowing results can be obtained for certain Riemannian optimization algorithms when the associated dynamical system is uniformly contracting. However, momentum methods such as the ones presented here, are notoriously non-descending and heavily oscillatory, and lack contraction as a result. Even on vector spaces, obtaining theoretical guarantees was a challenging task, achieved in [Zhang et al., 2018] under additional assumptions. Generalizing these results to Riemannian manifolds would be much more challenging than a trivial generalization of these results since vector space operations and objects have to be replaced by their Riemannian generalizations which involve geodesics, parallel transport, covariant derivatives, Riemannian exponentials and logarithms.

4 Conclusion

Motivated by the observation made in the normed space setting in [Duruisseaux et al., 2021] that a careful use of adaptivity and symplecticity within the variational formulation of accelerated optimization could result in a significant gain in computational efficiency, discrete variational integrators incorporating holonomic constraints were constructed in [Duruisseaux and Leok, 2021a] within the variational framework for Riemannian accelerated optimization of [Duruisseaux and Leok, 2021b]. The resulting algorithms performed well in terms of number of iterations required to achieve convergence but were implicit which can lead to high computational costs. In this paper, we saw that the gain in computational efficiency is preserved when the constraints are enforced via projections instead of being incorporated directly into the variational principles, and that the explicit nature of the resulting algorithms makes every iteration significantly faster and easier to tune than for the implicit algorithms from [Duruisseaux and Leok, 2021a]. As a consequence, if projections onto the constraint manifold can be computed efficiently, these projection based variational integrators form a class of efficient explicit algorithms for Riemannian accelerated optimization, and we believe that these algorithms are the most efficient methods to date which exploit the variational framework from [Duruisseaux and Leok, 2021b].

![Figure 3: Comparison of the Direct and Adaptive (AD) Type II HTVIs with the Riemannian Gradient Descent (RGD) method and the Euler–Lagrange discretizations (EL V1 and EL V2) with $p = 5$ with different time steps (top two plots) and with the same time-step $h = 0.001$ (bottom two plots), for the generalized eigenvalue and Procrustes problems on St($m, n$).]
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