On Quasi-Stationary Mean Field Games of Controls

Fabio Camilli¹ · Claudio Marchi²,3

Accepted: 23 December 2022 / Published online: 13 March 2023
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2023

Abstract
In Mean Field Games of Controls, the dynamics of the single agent is influenced not only by the distribution of the agents, as in the classical theory, but also by the distribution of their optimal strategies. In this paper, we study quasi-stationary Mean Field Games of Controls, in which the strategy-choice mechanism of the agent is different from the classical case: the generic agent cannot predict the evolution of the population, but chooses its strategy only on the basis of the information available at the given instant of time, without anticipating. We prove existence and uniqueness for the solution of the corresponding quasi-stationary Mean Field Games system under different sets of hypotheses and we provide some examples of models which fall within these hypotheses.

Keywords Mean field games · Quasi-stationary models · Nonlinear coupled PDE systems · Nash equilibria

Mathematics Subject Classification 35Q91 · 49N70 · 35B40 · 35Q89

1 Introduction

The Mean Field Games (MFG in short) theory concerns differential games for a large population where the strategies of the agents are affected by the state distribution of the other players through a mean field effect. The corresponding MFG system, composed...
of a Hamilton–Jacobi–Bellman (HJB in short) equation and a Fokker–Planck (FP in short) equation, characterizes the Nash equilibrium for the population, i.e. the best strategy for the agents if all the others keep their choice. In this theory, the individual is assumed to be able to forecast the behaviour of the population at any later time, a somewhat restrictive assumption for some models such as pedestrian motion. In [17], it is assumed to be able to forecast the behaviour of the population at any later time, a strategy for the agents if all the others keep their choice. In this theory, the individual short) equation, characterizes the Nash equilibrium for the population, i.e. the best of a Hamilton–Jacobi–Bellman (HJB in short) equation and a Fokker–Planck (FP in short) equation.

Recently, in [5, 6, 10, 12–14], it has been introduced a significant generalization of the MFG model, called MFG of Controls, where the strategies of the agents depend not only on the position of other players but also on their strategy. The corresponding MFG system, with respect to the classical one, involves an additional fixed-point equation for the joint distribution of states and controls. Aim of this paper it to extend the model developed in [17] to Mean Field Games of Controls. Hence, we deal with the following system

\[
\begin{cases}
-\Delta u + H(x, Du; \mu(t)) + \rho u = 0 & \text{in } \mathbb{T}^d, \forall t \in [0, T] \\
\partial_t m - \Delta m - \text{div}(m H_p(x, Du; \mu)) = 0 & \text{in } Q \\
\mu(t) = (Id, \alpha^*(\cdot, Du(t); \mu(t))) \sharp m(t) & \text{in } [0, T] \\
m(0) = m_0 & \text{in } \mathbb{T}^d, \\
\end{cases}
\] (1.1)

and the corresponding ergodic version

\[
\begin{cases}
-\Delta u + H(x, Du; \mu(t)) + \lambda = 0 & \text{in } \mathbb{T}^d, \forall t \in [0, T] \\
\partial_t m - \Delta m - \text{div}(m H_p(x, Du; \mu)) = 0 & \text{in } Q \\
\mu(t) = (Id, \alpha^*(\cdot, Du(t); \mu(t))) \sharp m(t) & \text{in } [0, T] \\
u(0, t) = 0 & \text{in } [0, T] \\
m(0) = m_0 & \text{in } \mathbb{T}^d. \\
\end{cases}
\] (1.2)

Here \(\mathbb{T}^d\) denotes the unit torus in \(\mathbb{R}^d\), \(Q = \mathbb{T}^d \times (0, T), \rho > 0\) and \(f \# m\) stands for the push-forward of the measure \(m\) by the function \(f\); \(Du\) and \(\Delta u\) denote the gradient and respectively the Laplacian of the function \(u\) w.r.t. the variable \(x\) while \(H_p\) is the gradient of \(H = H(x, p; \mu)\) w.r.t. \(p\) (and we refer below for the precise definition of \(\alpha^*\)). Moreover the function \(m_0\), with \(m_0 \geq 0, \int_{\mathbb{T}^d} m_0(x)dx = 1\), represents the initial distribution of players, \(u\) is the value function of the single agent, \(\lambda \in \mathbb{R}\) the ergodic cost and it can be interpreted as a long run average cost (see, for instance, [1]), \(\mu\) the distribution of the pair state-control and \(m\) its first marginal (and amounts to the distribution of players). Denoted with \(A\) the space of controls and with \(\mathcal{P}(\mathbb{T}^d \times A)\) the space of probability measures on \(\mathbb{T}^d \times A\), we consider the Hamiltonian \(H : \mathbb{T}^d \times \mathbb{R}^d \times \mathcal{P}(\mathbb{T}^d \times A) \rightarrow \mathbb{R}\) defined by

\[
H(x, p; \mu) = \sup_{a \in A} \{-p \cdot b(x, a; \mu) - \ell(x, a; \mu)\}. 
\] (1.3)
Let us briefly recall how this operator arises in optimal control theory. For $\mu(t)$ fixed, any single agent has a dynamic obeying to
\[
dx_s = b(x_s, a_s; \mu(t))ds + \sqrt{2}dW_s \quad \text{in } (0, \infty), \quad x_0 = x
\]
and aims to choose an admissible control $a_s$ so to minimize the cost
\[
\mathbb{E} \int_0^\infty e^{-\rho s} \ell(x_s, a_s; \mu(t)) \, ds
\]
(here, $W$ is a $d$-dimensional Brownian motion and $\mathbb{E}$ denotes the expectation). It is well known (see [1] and references therein) that the value function associated to this optimal control problem solves the HJB equation in (1.1). In particular, the HJB equation in (1.1) is affected only by the value of $\mu$ at time $t$; in other words, the single agent chooses its strategy “freezing” $\mu$ at the present time $t$ without forecasting the future evolution of $\mu$.

In fact, the first equations in the systems (1.1) and (1.2) represent two families of stationary partial differential equations parametrized in the time variable, where the dependence on $t$ is only through the measure $\mu$. In particular, these systems loss the standard forward-backward structure of MFG systems.

Let $\alpha^* = \alpha^*(x, p; \mu)$ be a map (defined in assumption $(H2)$ below) which associates to $(x, p)$ and $\mu$ the corresponding optimal control, i.e.
\[
b(x, \alpha^*; \mu) = -H_p(x, p; \mu).
\]

In the equilibrium condition, at each instant $t$, $m(t)$ is a measure on $\mathbb{T}^d$ and $\mu(t)$ is the image of $m(t)$ by the map $x \mapsto (x, \alpha^*(x, Du(x, t); \mu(t)))$; this feature is expressed by the fixed-point relation given by the third equation in the previous systems.

To show existence of a solution to (1.1), it is crucial to have some regularity in time for the value function $u$. Actually, in the classical setting of MFG theory, this regularity follows by the parabolicity of the HJB equation (for instance, see [4]). In the quasi-stationary setting of [17], it is obtained in two steps: first, the author obtains, via a continuous dependence estimate, a bound on the $C^2(\mathbb{T}^d)$-norm of $u(t) - u(s)$ by means of the Wasserstein distance $d_1(m(t), m(s))$ (recall that in [17] the Hamiltonian depends on $m$ and not on $\mu$). Afterwards, using the FP equation, the latter quantity is bounded by $|t - s|^{\frac{1}{2}}$ and the regularity in time of $u$ follows. In the setting of the present paper, namely for quasi-stationary MFG of Controls, a similar argument fails. Indeed, also in this case, we can apply some continuous dependence estimates and bound the $C^2(\mathbb{T}^d)$-norm of $u(t) - u(s)$ by means of the Wasserstein distance $d_1(\mu(t), \mu(s))$. The aforementioned procedure fails when one tries to evaluate the latter quantity exploiting the equation for $\mu$ because it obtains an estimate which depends on the $L^\infty$-norm of $Du(t) - Du(s)$, i.e. exactly the quantity we want to estimate.

To bypass the previous difficulty and recover some regularity property in time for the solution of the HJB equation, we introduce two different settings:

1. In the first case, we use a continuous dependence estimate for the HJB equation and we assume that the constants that intervene in the regularity of the Hamiltonian with
respect to the joint distribution are small. Similar assumptions of smallness also appear in other papers on MFG of Controls (see [2, 11]). Note that this smallness assumption does not concern the length of the time interval.

(2) Otherwise, we assume a stability property of the Hamiltonian with respect to the joint distribution. This assumption allows us to obtain continuity in time of the gradient of the value function, uniformly with respect to $\mu$. A similar idea was exploited in [5].

From a modeling point of view, the former setting corresponds to require that the mean field, given by the joint distribution, has a moderate influence on the behaviour of the single agent. In the latter case, we show that the assumption is satisfied if the agent, although it decides the strategy moment by moment, has also some knowledge of the past evolution of the joint measure (memory effect). However, when the Hamiltonian has a separated dependence on the joint distribution, taking advantage of some specific properties of the HJB equation, we can drop both these assumptions.

In both settings, we first prove existence of a solution for system (1.1) and find several estimates; afterwards, exploiting such estimates, we obtain a solution to system (1.2) letting $\rho \to 0^+$. All our existence results for (1.1) (in Theorems 3.3, 4.3, and Proposition 5.2 below) rely on Schauder fixed point theorem. Intuitively, one expects to look for a fixed point of a map which solves the three equations in (1.1) separately. This procedure needs the well posedness of the third equation alone which in turns is obtained solving another fixed point problem. Theorem 3.3 follows this strategy which is similar to the ones in [5, 12]. On the other hand, in Theorem 4.3 and in Proposition 5.2 we adopt a different approach looking for a fixed point of a unique map and without solving separately the third equation in (1.1).

We also establish uniqueness of the solutions under the assumption of smallness of constants. The proof relies on continuous dependence estimates of $\mu$ w.r.t. the data of the third equation. Unfortunately, in the second setting, we do not have such a regularity so this uniqueness result cannot be extended.

This paper is organized as follows: Sect. 2 contains notations, assumptions and several useful results on the first two equations in systems (1.1) and (1.2). In Sect. 3 we obtain existence and uniqueness of the solutions to (1.1) and to (1.2) under an assumption on the smallness of the constants. Section 4 is devoted to obtain existence of solutions to our problems under a stability property of the Hamiltonian $H$ w.r.t. $\mu$. Section 5 provides some examples where our assumptions are satisfied; it also contains the particular case where $H$ depends separately on $\mu$. Finally, Appendix A contains the proofs of several technical results.

2 Assumptions and Preliminary Results

In this section we will introduce the assumptions and we will discuss some preliminary results we need for the study of systems (1.1) and (1.2).

We denote with $\mathcal{P}(X)$ the set of probability measures on the compact separable metric space $X$ and we recall that $\mathcal{P}(X)$ is a compact topological space when endowed
with the weak*-convergence. Moreover the topology on $\mathcal{P}(X)$ is metrizable by the Kantorovich–Rubinstein distance, defined by

$$d_1(\mu, \mu') = \sup \left\{ \int_X f(x)d(\mu - \mu') : f : X \to \mathbb{R} \text{ is 1 – Lipschitz continuous} \right\}.$$  

We denote with $L^p(\mathbb{T}^d), 1 \leq p \leq \infty$, the set of $p$-summable periodic functions and with $W^{k,p}(\mathbb{T}^d), k \in \mathbb{N}$ and $1 \leq p \leq \infty$, the Sobolev space of periodic functions having $p$-summable weak derivatives up to order $k$ and we set $H^k(\mathbb{T}^d) = W^{k,2}(\mathbb{T}^d)$. All these spaces are endowed with the corresponding standard norms. For $\theta \in (0, 1]$ we use the $\theta$-Hölder seminorm

$$[f]_{\theta,A} := \sup \left\{ \frac{|f(x) - f(y)|}{|x - y|^\theta} ; x, y \in A, x \neq y \right\}.$$  

We denote with $C^1(\mathbb{T}^d)$ (respectively, $C^{1,\theta}(\mathbb{T}^d)$ with $\theta \in (0, 1)$) the space of functions $f$, defined on $\mathbb{T}^d$ with continuous first order derivatives, such that the norm

$$\|f\|_{C^1(\mathbb{T}^d)} := \|f\|_{L^\infty(\mathbb{T}^d)} + \|Df\|_{L^\infty(\mathbb{T}^d)}$$

(respectively, $\|f\|_{C^{1,\theta}(\mathbb{T}^d)} := \|f\|_{C^1(\mathbb{T}^d)} + |Df|_{\theta,\mathbb{T}^d}$ is finite. In a similar way, we denote the spaces $C^2(\mathbb{T}^d)$ and $C^{2,\theta}(\mathbb{T}^d)$. For any $\delta \in (0, 1]$, we denote with $C^{\delta,\delta/2}(Q)$ the space of functions $m$ on $Q$ such that

$$\sup_{(x, t), (x', t') \in Q, (x, t) \neq (x', t')} \frac{|m(x, t) - m(x', t')|}{|x - x'|^\delta + |t - t'|^{\delta/2}} < \infty.$$  

Defined $W_{s}^{1,0}(Q)$ as the space of functions on $Q$ such that the norm

$$\|u\|_{W_{s}^{1,0}(Q)} := \|u\|_{L^1(Q)} + \|Du\|_{L^1(Q)}$$

is finite, we denote with $\mathcal{H}_{s}^{1}(Q)$ the space of functions $u \in W_{s}^{1,0}(Q)$ with $\partial_t u \in (W_{s}^{1,0}(Q))^\prime$, equipped with the natural norm

$$\|u\|_{\mathcal{H}_{s}^{1}(Q)} := \|u\|_{W_{s}^{1,0}(Q)} + \|\partial_t u\|_{(W_{s}^{1,0}(Q))^\prime}.$$  

Let us now recall some useful properties of the spaces $\mathcal{H}_{s}^{1}(Q)$; for the proof we refer to [8, Theorem XVIII.2.1] and [7, Prop.2.12] (see also [16, Appendix A]).

**Lemma 2.1** The space $\mathcal{H}_{s}^{1}(Q)$ is continuously embedded in $C([0, T]; L^2(\mathbb{T}^d))$: there exists a constant $c_H$ such that, for every $m \in \mathcal{H}_{s}^{1}(Q)$, there holds

$$\|m(t)\|_{L^2(\mathbb{T}^d)} \leq c_H\|m\|_{\mathcal{H}_{s}^{1}(Q)} \quad \forall t \in [0, T].$$
Moreover, for $s > d + 2$, $\mathcal{H}_s^1(Q)$ is continuously embedded onto $C^{\delta, \delta/2}(Q)$ for some $\delta \in (0, 1)$.

We consider a Hamiltonian $H$ given as in (1.3) and the following assumptions:

(H1) The functions $b : \mathbb{T}^d \times A \times \mathcal{P}(\mathbb{T}^d \times A) \to \mathbb{R}^d$ and $\ell : \mathbb{T}^d \times A \times \mathcal{P}(\mathbb{T}^d \times A) \to \mathbb{R}$ are continuous and the control set $A$ is a compact, separable metric space (for simplicity we assume that $A$ is a subset of some Euclidean space). Moreover, there exist two constants $K$ and $L$ such that

$$
|b(x, a; v)| \leq K, \quad |b(x_1, a; v) - b(x_2, a; v)| \leq L|x_1 - x_2| \\
|\ell(x, a; v)| \leq K, \quad |\ell(x_1, a; v) - \ell(x_2, a; v)| \leq L|x_1 - x_2| 
$$

(2.1)

for all $x, x_1, x_2 \in \mathbb{T}^d$, $a \in A$, $v \in \mathcal{P}(\mathbb{T}^d \times A)$. We assume that $D_{x,p}H$ exists and is locally $\theta$-Hölder continuous for some $\theta \in (0, 1]$.

(H2) For any $(x, p, v) \in \mathbb{T}^d \times \mathbb{R}^d \times \mathcal{P}(\mathbb{T}^d \times A)$, there exists a unique $\alpha^* = \alpha^*(x, p; v) \in A$ such that

$$
H(x, p; v) = -p \cdot b(x, \alpha^*; v) - \ell(x, \alpha^*; v).
$$

Moreover the map $\alpha^*$ is continuous with respect to its arguments.

(H3) For each positive constant $R$, there exists a constant $L_{\mu, R}$ such that

$$
\max_{x,a} |(b(x, a; v_1) - b(x, a; v_2))p| + \max_{x,a} |\ell(x, a; v_1) - \ell(x, a; v_2)| \\
\leq L_{\mu, R} d_1(v_1, v_2)
$$

and

$$
[H(\cdot, \cdot, v_1) - H(\cdot, \cdot, v_2)]_{1, \mathbb{T}^d \times B(0,R)} \leq L_{\mu, R} d_1(v_1, v_2)
$$

for any $p \in B(0, R)$, $v_1, v_2 \in \mathcal{P}(\mathbb{T}^d \times A)$.

We shall denote $L_\mu$ the constant $L_{\mu, \bar{K}}$ where $\bar{K}$ is the constant introduced in Lemma 2.4 below.

**Remark 2.2** Note that $\mathbb{T}^d \times A$ is compact and, consequently, by Prokhorov’s theorem, also $\mathcal{P}(\mathbb{T}^d \times A)$ is compact; hence, $b$ and $\ell$ are both uniformly continuous.

**Remark 2.3** Assumptions (H1) and (H3) entail

$$
|H(x, p_1; v_1) - H(x, p_2; v_2)| \leq K|p_1 - p_2| + L_\mu d_1(v_1, v_2)
$$

for any $x \in \mathbb{T}^d$, $p_1, p_2 \in B(0, \bar{K})$ with $\bar{K}$ as in (2.4), $v_1, v_2 \in \mathcal{P}(\mathbb{T}^d \times A)$.

The following lemma is a classical result concerning existence, uniqueness and regularity of classical solutions to the HJB equations in systems (1.1) and (1.2) (see for example [1, Thm. 4.1], [9, Thm. 5] and [15, Prop. 2.1]).
Lemma 2.4 For a fixed measure \( \nu \in \mathcal{P}(\mathbb{T}^d \times A) \), there exists a unique classical bounded solution \( u^\rho \) to the equation

\[
- \Delta u + H(x, Du; \nu) + \rho u = 0 \quad \text{in } \mathbb{T}^d.
\]

Moreover,

(i) there exist a positive constant \( C_1 \) and \( \theta \in (0, 1) \), both independent of \( \rho \) and \( \nu \), such that

\[
\| \rho u^\rho \|_{L^\infty} \leq K,
\]

\[
\| u^\rho - u^\rho(0) \|_{C^{2,\theta}(\mathbb{T}^d)} \leq C_1(1 + K + L) =: \tilde{K},
\]

where \( K, L \) as in (2.1) (recall that \( K, L \) are independent of \( \nu \));

(ii) for \( \rho \to 0^+ \), \( \rho u^\rho \to \lambda, u^\rho - u^\rho(0) \to u \) and the couple \( (u, \lambda) \) is the unique solution to

\[
- \Delta u + H(x, Du; \nu) + \lambda = 0 \quad \text{in } \mathbb{T}^d, \quad u(0) = 0.
\]

Moreover

\[
\| u \|_{C^{2,\theta}(\mathbb{T}^d)} \leq \tilde{K}.
\]

We now give a continuous dependence estimate for the solution of (2.2) and (2.5) with respect to the data of the problem.

Lemma 2.5 Given \( \nu_1, \nu_2 \in \mathcal{P}(\mathbb{T}^d \times A) \), denote with \( u_1^\rho, u_2^\rho \) the solutions of (2.2) with \( \nu \) replaced respectively with \( \nu_1 \) and \( \nu_2 \) and set \( w^\rho := u_1^\rho - u_2^\rho(0) \). Then, there exists a positive constant \( C_0 \), independent of \( \rho, \nu_1, \nu_2 \), such that

\[
\| w^\rho \|_{C^{2,\theta}(\mathbb{T}^d)} \leq C_0 \left( \max_{x,a} |b(x, a; \nu_1) - b(x, a; \nu_2)| \right)
\]

\[
\quad + \max_{x,a} |\ell(x, a; \nu_1) - \ell(x, a; \nu_2)|
\]

\[
\quad + [H(\cdot, \cdot, \nu_1) - H(\cdot, \cdot, \nu_2)]_{1, \mathbb{T}^d \times B(0, \tilde{K})}.
\]

Estimate (2.7) also holds for \( u_1, u_2 \) solutions to (2.5) corresponding to \( \nu_1 \) and respectively \( \nu_2 \).

The proof is postponed to the Appendix. We now study the Fokker–Planck equation.

Lemma 2.6 Given a bounded vector field \( g : Q \to \mathbb{R}^d \) and \( m_0 \in L^2(\mathbb{T}^d), m_0 \geq 0 \), then the problem

\[
\begin{cases}
\partial_t m - \Delta m - \text{div}(g(x, t)m) = 0 & \text{in } Q, \\
m(x, 0) = m_0(x) & \text{in } \mathbb{T}^d,
\end{cases}
\]
has a unique non negative solution \( m \in \mathcal{H}^1_2(Q) \). Furthermore, we have

\[
d_1(m(t), m(s)) \leq c_0|t - s|^{\frac{1}{2}}, \quad t, s \in [0, T],
\]

with \( c_0 = c_0(\|g\|_{L^\infty(Q; \mathbb{R}^d)}, m_0) \). Moreover, if \( m_0 \in W^{1,s}(\mathbb{T}^d), s \in (1, \infty), \) we also have

\[
\|m\|_{\mathcal{H}^1_2(Q)} \leq c_1
\]

for some constant \( c_1 = c_1(\|g\|_{L^\infty(Q; \mathbb{R}^d)}, \|m_0\|_{W^{1,s}(\mathbb{T}^d)}) \).

For the proof of (2.9) we refer for example to [3, Lemma 2.1], while for the proof of (2.8) it is enough to apply the results in [4, Lemma 3.4 and 3.5] to Lipschitz regularizations \( g_n \) of \( g \) and to pass to the limit (indeed, in these lemmas, the constants only depend on \( \|g_n\|_{L^\infty} \)).

**Remark 2.7** The compactness of \( \mathbb{T}^d \) entails

\[
\int_{\mathbb{T}^d} |x|^2 dm(t) \leq 1 \quad \forall t \in [0, T].
\]

### 3 Well-Posedness via Continuous Dependence Estimates

In this section, we prove the well-posedness of systems (1.1) and (1.2) making, besides \((H1), (H2) \) and \((H3) \) the following additional assumption

\((H4)\) There exist \( \lambda_0 \in (0, 1) \) and \( \lambda_1 \in (0, \infty) \) such that

\[
|\alpha^*(x_1, p_1; \nu_1) - \alpha^*(x_2, p_2; \nu_2)| \leq \lambda_0 d_1(\nu_1, \nu_2) + \lambda_1(|x_1 - x_2| + |p_1 - p_2|)
\]

for all \( x_1, x_2 \in \mathbb{T}^d, p_1, p_2 \in \mathbb{R}^d, \nu_1, \nu_2 \in \mathcal{P}(\mathbb{T}^d \times A) \).

The assumption \((H4)\) is reminiscent of a similar assumption in the paper [12] which copes evolutive systems of MFG of controls. We first prove the well-posedness and some properties of the fixed point equation in (1.1) (for the proof, see the Appendix).

**Lemma 3.1** Assume \((H2)\) and \((H4)\). Given \( m \in \mathcal{P}(\mathbb{T}^d) \) and a measurable function \( p : \mathbb{T}^d \rightarrow \mathbb{R}^d \), there exists a unique solution \( \mu \in \mathcal{P}(\mathbb{T}^d \times A) \) of the fixed point equation

\[
\mu = \left( I d, \alpha^*(\cdot, p(\cdot); \mu) \right) \sharp m.
\]

Moreover the following properties hold:

(i) Given \( m \in L^2(\mathbb{T}^d), p_n, p \in L^2(\mathbb{T}^d; \mathbb{R}^d) \), let \( \mu_n, \mu \in \mathcal{P}(\mathbb{T}^d \times A) \) be the corresponding solutions to (3.2). Then, the following estimate holds

\[
d_1(\mu_n, \mu) \leq \frac{\lambda_1}{1 - \lambda_0} \|p_n - p\|_{L^2} \|m\|_{L^2}.
\]
(ii) Given \( m_n, m \in \mathcal{P}(\mathbb{T}^d) \) and \( p \in W^{1,\infty}(\mathbb{T}^d, \mathbb{R}^d) \) with Lipschitz constant \( L_p \), let \( \mu_n, \mu \in \mathcal{P}(\mathbb{T}^d \times A) \) be the corresponding solutions to (3.2). Then, the following estimate holds

\[
d_1(\mu_n, \mu) \leq \frac{1 + \lambda_1(1 + L_p)}{1 - \lambda_0} d_1(m_n, m).
\]

**Remark 3.2** Since \( A \) is bounded, there exists a constant \( c_2 \) such that

\[
\int_{\mathbb{T}^d \times A} (|x|^2 + |a|^2)d\mu(x, a) \leq c_2 \quad \forall \mu \in \mathcal{P}(\mathbb{T}^d \times A).
\]

In the following theorem, we prove existence of a solution to (1.1) under a smallness assumption on the constants that intervene in the regularity of \( H \) w.r.t. \( \mu \).

**Theorem 3.3** Assume (H1), (H2), (H3), (H4), \( m_0 \in H^1(\mathbb{T}^d) \) and

\[
\frac{\lambda_1 c_1 c_H(C_0 + 1)}{1 - \lambda_0} L_\mu < 1
\]

where \( C_0 \) as in (2.7), \( \lambda_0, \lambda_1 \) as in (3.1), \( c_1 \) as in (2.9), \( c_H \) as in Lemma 2.1 and \( L_\mu \) as in (H3). Then, problem (1.1) admits a solution \((u, m, \mu)\), where \( u \in C([0, T], C^2(\mathbb{T}^d)) \) is a classical solution of the HJB equation for any \( t \in [0, T] \), \( m \in \mathcal{H}^1_2(Q) \) is a weak solution of the Fokker-Planck equation and \( \mu \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A)) \) satisfies the fixed-point equation for any \( t \in [0, T] \). Moreover, there exists a positive constant \( L \), independent of \( \rho \), such that: for any \( t, s \in [0, T] \) there hold:

(i) \( d_1(m(t), m(s)) \leq L|t - s|^{1/2}, \quad \|m\|_{\mathcal{H}^1_2} \leq L \),

(ii) \( d_1(\mu(t), \mu(s)) \leq L|t - s|^{1/2}, \quad \|\mu\|_{\mathcal{H}^1_2} \leq L \),

(iii) \( \|u(\cdot, t) - u(0, t)\|_{C^2(\mathbb{T}^d)} \leq L|t - s|^{1/2} \),

(iv) \( \|\rho u\|_{L^\infty} \leq L, \quad \|u(\cdot, t) - u(0, t)\|_{C^2(\mathbb{T}^d)} \leq L \),

(v) \( \text{if moreover } m_0 \in W^{1,s}(\mathbb{T}^d) \text{ with } s > 2, \text{ then } \|m\|_{\mathcal{H}^1_2} \leq L \).

**Proof** For \((\tilde{u}, \tilde{m}) \in C([0, T], C^{1,\theta}(\mathbb{T}^d)) \times C([0, T], \mathcal{P}(\mathbb{T}^d))\), with \( \tilde{m} \in \mathcal{H}^1_2(Q) \) and \( \|D\tilde{u}(t, \cdot)\|_{C^{1,\theta}} \leq \bar{K} \) for any \( t \in [0, T] \), where \( \bar{K} \) and \( \theta \) are given in Lemma 2.4, consider the map \((u, m) = \Gamma(\tilde{u}, \tilde{m})\) defined as follows:

(i) To each \((\tilde{u}, \tilde{m})\), we associate the unique \( \mu : [0, T] \to \mathcal{P}(\mathbb{T}^d \times A) \) solution to relation

\[
\mu(t) = (Id, a^*(\cdot, D\tilde{u}(t); \mu(t))) \# \tilde{m}(t), \quad t \in [0, T];
\]

this definition is well posed by Lemma 3.1 and because \( \tilde{m}(t) \in L^2(\mathbb{T}^d) \) by Lemma 2.1. Moreover, we observe that Lemma 3.1 (i) and (ii) ensure

\[
d_1(\mu(t), \mu(s)) \leq \frac{\lambda_1}{1 - \lambda_0} \|D\tilde{u}(t) - D\tilde{u}(s)\|_{L^\infty} \|\tilde{m}\|_{\mathcal{H}^1_2} \\
+ \frac{1 + \lambda_1(1 + \bar{K})}{1 - \lambda_0} d_1(\tilde{m}(t), \tilde{m}(s)).
\]
Hence, by Lemma 2.1, \( \mu \) belongs to \( C([0, T], \mathcal{P}(\mathbb{T}^d \times A)) \).

(ii) To \( \mu \) in the previous step, we associate the unique solution \( u : [0, T] \to C^{2,\theta}(\mathbb{T}^d) \) to the equation

\[
\rho u(t) - \Delta u(t) + H(x, Du(t); \mu(t)) = 0, \quad x \in \mathbb{T}^d.
\]

We claim: \( Du \in C([0, T], C^1(\mathbb{T}^d)) \). Actually, applying Lemma 2.5 with \( v_1 = \mu(t) \) and \( v_2 = \mu(s) \), by (H3) and (3.5), we get

\[
\| Du(t) - Du(s) \|_{C^1} \leq (C_0 + 1) L_\mu d_1(\mu(t), \mu(s))
\]

\[
\leq (C_0 + 1) L_\mu \left[ \frac{\lambda_1}{1 - \lambda_0} \| D\tilde{u}(t) - D\tilde{u}(s) \|_{L^\infty} C_H \| \tilde{m} \|_{H^1_2}^2
\]

\[
+ \frac{1 + \lambda_1 (1 + \tilde{K})}{1 - \lambda_0} d_1(\tilde{m}(t), \tilde{m}(s)) \right]
\]

\[
\to 0 \quad \text{as} \ s \to t.
\]

(iii) Finally, given \( u \) and \( \mu \) as in the previous steps, let \( m \in C([0, T], \mathcal{P}(\mathbb{T}^d)) \) be the unique solution to the FP equation

\[
\partial_t m - \Delta m - \text{div}(m H_p(x, Du; \mu(t))) = 0 \quad \text{in} \ Q, \quad m(0) = m_0 \quad \text{on} \ \mathbb{T}^d
\]

obtained in Lemma 2.6 with

\[
g(x, t) = H_p(x, Du(x, t); \mu(t)) = -b(x, \alpha^*(x, Du(x, t); \mu(t)), \mu(t))
\]

(and taking into account relation (1.4)).

We shall obtain the existence of a solution to (1.1) proving, by Schauder fixed point theorem, that the map \( \Gamma \) has a fixed point in the set \( \mathcal{K} \) defined by

\[
\mathcal{K} = \begin{cases}
(\tilde{u}, \tilde{m}) \in C([0, T], C^{1,\theta}(\mathbb{T}^d)) \times C([0, T], \mathcal{P}(\mathbb{T}^d)) \text{ s.t.} \\
(\mathcal{K}1) \rho \| \tilde{u}(t) \|_{L^\infty} \leq K, \| D\tilde{u}(t) \|_{C^{1,\theta}(\mathbb{T}^d)} \leq \tilde{K} \\
(\mathcal{K}2) d_1(\tilde{m}(t), \tilde{m}(s)) \leq c_0 |t - s|^\frac{1}{2}, \| \tilde{m} \|_{H^1_2(Q)} \leq c_1 \\
(\mathcal{K}3) \| D\tilde{u}(t) - D\tilde{u}(s) \|_{L^\infty} \leq C^* |t - s|^\frac{1}{2} \\
(\mathcal{K}4) \rho \| \tilde{u}(t) - \tilde{u}(s) \|_{L^\infty} \leq C^*_1 |t - s|^\frac{1}{2}
\end{cases}
\]

endowed with the \( C([0, T], C^{1,\theta}(\mathbb{T}^d)) \times C([0, T], \mathcal{P}(\mathbb{T}^d)) \) topology, where \( K \) as in (2.3), \( \theta \) and \( \tilde{K} \) as in (2.4), \( c_0, c_1 \) as in (2.8), (2.9), and \( C^* \) and \( C^*_1 \) are two constants that will be suitably chosen later on in (3.6) and respectively in (3.8) (and they will be independent of \( \rho \)).

We claim that \( \mathcal{K} \) is a nonempty, convex and compact set. We prove only compactness, since the other two properties are obvious. Consider a sequence \( \{ (\tilde{u}_n, \tilde{m}_n) \} \) of elements in \( \mathcal{K} \); we want to prove that, possibly passing to a subsequence, it converges to some \( (\tilde{u}, \tilde{m}) \in \mathcal{K} \). By properties \( \mathcal{K}2 \) and Lemma 2.1, Ascoli–Arzela theorem ensures that \( \{ m_n \} \) converges to some element \( m \in C([0, T], \mathcal{P}(\mathbb{T}^d)) \) verifying the
first estimate of \((K2)\). Moreover, still by \((K2)\), \(\{m_n\}\) also converges in the weak topology of \(H^1_2(Q)\) to some \(m'\) which must coincide with \(m\); hence \(m\) fulfills \((K2)\).

On the other hand, we first note that the set \(\{u \in C^{1,\theta}(\T^d) : u \text{ fulfills } (K1)\}\) is compact in the \(C^{1,\theta}\) topology. Moreover, by \((K1)\), the \(\bar{u}_n\)'s are bounded in \(C([0, T]; C^{1,\theta}(\T^d))\) uniformly in \(n\). By \((K3)-(K4)\) and Ascoli–Arzela theorem, \(\{\bar{u}_n\}\) converges to some \(u\) in the \(C([0, T], C^{1,\theta}(\T^d))\)-topology and \(u\) fulfills \((K3)\) and \((K4)\). In particular, for each \(t\), \(\{\bar{u}_n(t)\}\) converges to \(u(t)\) in the \(C^{1,\theta}\)-topology. Again by Ascoli–Arzela theorem, we infer that \(u(t)\) fulfills \((K1)\).

We show that \(\Gamma\) maps \(K\) into itself. For \((u, m) = \Gamma(\bar{u}, \bar{m})\), \((K1)\) and \((K2)\) follow from Lemma 2.4 and, respectively, from Lemma 2.6. We show that also \((K3)\) holds. For any \(s, t \in [0, T]\), by Lemma 2.5 and \((H3)\), we have

\[
\|Du(s) - Du(t)\|_{C^1(\T^d)} \leq (C_0 + 1)L_\mu d_1(\mu(s), \mu(t)).
\]

Estimate (3.5), Lemma 2.1 and \((K2)\) yield

\[
\|Du(s) - Du(t)\|_{C^1} \leq (C_0 + 1)L_\mu \left[ \frac{\lambda_1 c_1 c_H}{1 - \lambda_0} \|D\bar{u}(t) - D\bar{u}(s)\|_{L^\infty} + \frac{1 + \lambda_1 (1 + \bar{K})}{1 - \lambda_0} \right] \|t - s\|^{\frac{1}{2}}
\]

where the last inequality is due to \((K3)\). By \((3.3)\), for \(C^*\) so large to fulfill

\[
C^* \geq \left[ 1 - \frac{\lambda_1 c_1 c_H (C_0 + 1)}{1 - \lambda_0} L_\mu \right]^{-1} \frac{1 + \lambda_1 (1 + \bar{K})}{1 - \lambda_0}, \tag{3.6}
\]

there holds

\[
\|Du(s) - Du(t)\|_{C^1} \leq C^* |t - s|^{\frac{1}{2}},
\]

namely \(u\) fulfills \((K3)\).

Let us now prove that \((K4)\) holds. Actually, the comparison principle and Remark 2.3 ensure

\[
\rho \|u(t) - u(s)\|_{L^\infty} \leq \max_{x \in \T^d} |H(x, Du(t); \mu(t)) - H(x, Du(s); \mu(s))| \leq K \|Du(t) - Du(s)\|_{L^\infty} + L_\mu d_1(\mu(t), \mu(s)). \tag{3.7}
\]

By (3.5), Lemma 2.1 and \((K2)-(K3)\), we infer

\[
\rho \|u(t) - u(s)\|_{L^\infty} \leq \left[ KC^* + \frac{L_\mu \lambda_1 c_1 c_H C^*}{1 - \lambda_0} \frac{1 + \lambda_1 (1 + \bar{K})}{1 - \lambda_0} c_0 L_\mu \right] |t - s|^{\frac{1}{2}};
\]

\(\square\) Springer
choosing
\[ C_1^* \geq K C_* + \frac{L_\mu \lambda_1 c_1 c_H C_*}{1 - \lambda_0} + \frac{1 + \lambda_1 (1 + \tilde{K})}{1 - \lambda_0} c_0 L_\mu, \tag{3.8} \]
we obtain that \((KC4)\) holds. We conclude that \(\Gamma\) maps \(K\) into itself.

It remains to prove that \(\Gamma\) is a continuous map in the \(C([0, T], C^{1,\theta} (\mathbb{T}^d)) \times C([0, T], \mathcal{P}(\mathbb{T}^d))\) topology. Consider a sequence \(\{\tilde{u}_n, \tilde{m}_n\}\) in \(K\) converging to \((\tilde{u}, \tilde{m})\) in \(K\). Set \((u_n, m_n) = \Gamma(\tilde{u}_n, \tilde{m}_n)\), \((u, m) = \Gamma(\tilde{u}, \tilde{m})\) and let \(\mu_n, \mu\) be the solution of

\[
\mu_n = (Id, \alpha_* (\cdot, D\tilde{u}_n(t); \mu_n(t))) \not\subset \tilde{m}_n(t)
\]
and, respectively, of the corresponding equation with \((\tilde{u}, \tilde{m})\) in place of \((\tilde{u}_n, \tilde{m}_n)\).

Denote with \(\tilde{\mu}_n\) the solution of

\[
\tilde{\mu}_n = (Id, \alpha_* (\cdot, D\tilde{u}(t); \tilde{\mu}_n(t))) \not\subset \tilde{m}_n(t).
\]

By Lemma 3.1(i) and (ii), Lemma 2.1 and (KC2), we have

\[
\mathbf{d}_1(\mu_n(t), \mu(t)) \leq \mathbf{d}_1(\mu_n(t), \tilde{\mu}_n(t)) + \mathbf{d}_1(\tilde{\mu}_n(t), \mu(t)) \leq \frac{\lambda_1 c_1 c_H}{1 - \lambda_0} \|D\tilde{u}_n(t) - D\tilde{u}(t)\|_{L^\infty} + \frac{1 + \lambda_1 (1 + \tilde{K})}{1 - \lambda_0} \mathbf{d}_1(\tilde{m}_n(t), \tilde{m}(t))
\]
and therefore

\[
\mathbf{d}_1(\mu_n(t), \mu(t)) \to 0 \quad \text{for } n \to \infty, \text{ uniformly in } t \in [0, T]. \tag{3.9}
\]

By Lemma 2.5 and \((H3)\), we deduce

\[
\|[u_n(\cdot, t) - u_n(0, t)] - [u(\cdot, t) - u(0, t)]\|_{C^2(\mathbb{T}^d)} = o_n(1)
\]
where, since now on, \(o_n(1)\) denotes a function which may change from line to line and such that \(\lim_n o_n(1) = 0\), uniformly in \(t\); hence we have

\[
\|Du_n(\cdot, t) - Du(\cdot, t)\|_{C^1} = o_n(1). \tag{3.10}
\]

Let us now prove that \(u_n \to u\) in the topology of \(C([0, T], C^{1,\theta} (\mathbb{T}^d))\). To this end, by (3.10), it suffices to establish

\[
\|u_n(\cdot, t) - u(\cdot, t)\|_{L^\infty} = o_n(1).
\]

Arguing as in (3.7), the comparison principle and \((H3)\) entail

\[
\rho \|u_n(t) - u(t)\|_{L^\infty} \leq \max_{x \in \mathbb{T}^d} |H(x, Du_n(t); \mu_n(t)) - H(x, Du(t); \mu(t))| \leq K \|Du_n(t) - Du(t)\|_{L^\infty} + L_\mu \mathbf{d}_1(\mu_n(t), \mu(t)).
\]
By (3.9) and (3.10), we get
\[
\rho \| u_n(t) - u(t) \|_{L^\infty} = o_n(1)
\]
which is equivalent to our claim. Therefore, \( u_n \to u \) in the desired topology.
Let us now cope the convergence of the \( m_n \)'s. By (1.4), we get
\[
\| H_p(\cdot, Du_n(\cdot, t); \mu_n(t)) - H_p(\cdot, Du(\cdot, t); \mu(t)) \|_{L^\infty} \\
\leq \omega (\| \alpha^*(\cdot, Du_n(\cdot, t); \mu_n(t)) - \alpha^*(\cdot, Du(\cdot, t); \mu(t)) \|_{L^\infty} + d_1(\mu_n(t), \mu(t)))
\]
where \( \omega \) is a modulus of continuity of \( b \). By (H4), we infer
\[
\| H_p(\cdot, Du_n(\cdot, t); \mu_n(t)) - H_p(\cdot, Du(\cdot, t); \mu(t)) \|_{L^\infty} \\
\leq \omega (\| \lambda_{10} + 1 \| d_1(\mu_n(t), \mu(t)) + \lambda_1 \| Du_n(\cdot, t) - Du(\cdot, t) \|_{L^\infty})
\]
\[\leq \omega(o_n(1) + o_n(1)) = o_n(1) \tag{3.11}\]
where the last inequality is due to (3.9) and to (3.10).

By (K2) and Ascoli–Arzela theorem, there exists a subsequence \( \{m_{nk}\} \) converging to some function \( \tilde{m} \in C([0, T], \mathcal{P}(\mathbb{T}^d)) \). Let us prove that \( \tilde{m} = m \). Indeed, \( m_{nk} \) solves
\[
\int_{\mathbb{T}^d \times [0, T]} (-\partial_t \psi - \Delta \psi + H_p(x, Du_{nk}; \mu_{nk}) \cdot D\psi) m_{nk} \, dx \, dt + \int_{\mathbb{T}^d} \psi m_0 \, dx = 0
\]
for any \( \psi \in C_0^\infty(\mathbb{T}^d \times [0, T]) \). By (3.11) and the Dominated Convergence theorem, we get
\[
\int_{\mathbb{T}^d \times [0, T]} (-\partial_t \psi - \Delta \psi + H_p(x, Du; \mu) \cdot D\psi) \tilde{m} \, dx \, dt + \int_{\mathbb{T}^d} \psi m_0 \, dx = 0.
\]
By the uniqueness of the solution to the FP equation, it follows that \( \tilde{m} = m \) and that all the sequence \( \{m_n\} \) converges to \( m \) and we conclude the continuity of the map \( \Gamma \).
In conclusion, by Schauder fixed point theorem, we get that there exists a fixed point of the map \( \Gamma \).

It remains to prove that such a fixed point fulfills the regularity in (3.4) and that \( u \) belongs to \( C([0, T], C^2(\mathbb{T}^d)) \). The bounds in (3.4)-(i) are immediate consequences of (K2). We observe that (3.5) and (K2) entail
\[
d_1(\mu(t), \mu(s)) \leq \frac{\lambda_1 c_1 c_H}{1 - \lambda_0} \| D\tilde{u}(t) - D\tilde{u}(s) \|_{L^\infty} + c_0 \frac{1 + \lambda_1 (1 + \tilde{K})}{1 - \lambda_0} |t - s|^\frac{1}{2};
\]
using (K3), we obtain the bound in (3.4)-(ii). Furthermore, Lemma 2.5 and (3.4)-(ii) entail the estimate in (3.4)-(iii). Finally, the estimates in (3.4)-(iv) are due to (2.3) and (2.4) while estimate (v) is a straightforward consequence of (2.9). Finally, Lemma 2.5, (H3) and (3.4)-(ii) easily entail that \( u \) belongs to \( C([0, T], C^2(\mathbb{T}^d)) \). \(\square\)
Theorem 3.4  Under the same hypotheses of Theorem 3.3, assume also that there exists a constant $\Lambda_0 > 0$ such that

$$|b(x, a_1; v) - b(x, a_2; v)| \leq \Lambda_0|a_1 - a_2|$$  \hfill (3.12)

for all $a_1, a_2 \in A$, $x \in \mathbb{T}^d$ and $v \in \mathcal{P}(\mathbb{T}^d \times A)$. Then, the system (1.1) admits at most one solution $(u, m, \mu)$ in $C([0, T], C^1(\mathbb{T}^d)) \times \mathcal{H}_c^1(Q) \times C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$ with $u(t) \in C^2(\mathbb{T}^d)$ for every $t \in [0, T]$.

Proof  Let $(u_1, m_1, \mu_1)$, $(u_2, m_2, \mu_2)$ be two solutions of system (1.1) in $C([0, T], C^1(\mathbb{T}^d)) \times \mathcal{H}_c^1(Q) \times C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$ with $u_i(t) \in C^2(\mathbb{T}^d)$ for every $t \in [0, T]$ and $i \in \{1, 2\}$; the function $M := m_1 - m_2$ is a solution of

$$\begin{aligned}
\partial_t M - \Delta M - \text{div}(MH_p(x, Du_1; \mu_1(t))) &= \\
\text{div}(m_2(H_p(x, Du_1; \mu_1(t)) - H_p(x, Du_2; \mu_2(t)))) &\quad \text{in } Q \\
M(0) &= 0.
\end{aligned}$$

In this proof, the letter $C$ will denote a constant that may change from line to line but it is always independent of $(u_1, m_1, \mu_1)$ and $(u_2, m_2, \mu_2)$.

Multiplying the previous equation by $M$ and integrating in $\mathbb{T}^d$, we get

$$\frac{1}{2} \frac{d}{dt} \|M\|_{L^2(\mathbb{T}^d)}^2 + \int_{\mathbb{T}^d} |DM(t)|^2 dx = -\int_{\mathbb{T}^d} [M(t)DM(t) \cdot H_p(x, Du_1; \mu_1)$$

$$- m_2(t)DM(t) \cdot (H_p(x, Du_1; \mu_1) - H_p(x, Du_2; \mu_2))] dx. \hfill (3.13)$$

Estimating via Cauchy–Schwarz’s inequality the two terms on the left side of the previous equality, we have

$$\begin{aligned}
-\int_{\mathbb{T}^d} M(t)DM(t) \cdot H_p(x, Du_1; \mu_1) dx &\leq \frac{1}{2} \int_{\mathbb{T}^d} |M(t)H_p(x, Du_1; \mu_1)|^2 dx + \frac{1}{2} \int_{\mathbb{T}^d} |DM(t)|^2 dx
\end{aligned}$$

and

$$\begin{aligned}
-\int_{\mathbb{T}^d} m_2DM(t) \cdot \left(H_p(x, Du_1; \mu_1) - H_p(x, Du_2; \mu_2)\right) dx &\leq \frac{1}{2} \int_{\mathbb{T}^d} |m_2(t)(H_p(x, Du_1; \mu_1) - H_p(x, Du_2; \mu_2))|^2 dx
+ \frac{1}{2} \int_{\mathbb{T}^d} |DM(t)|^2 dx.
\end{aligned}$$
By Lemma 2.1, replacing the previous two inequalities in (3.13), we get
\[
\frac{1}{2} \frac{d}{dt} \| M(t) \|_{L^2(\mathbb{T}^d)}^2 \leq C \| M(t) \|_{L^2(\mathbb{T}^d)}^2 \\
+ C \| m_2 \|_{H^1_2(\mathbb{T}^d)}^2 \left\| H_p(x, Du_1(t); \mu_1) - H_p(x, Du_2(t); \mu_2) \right\|_L^2.
\] (3.14)

Recalling (1.4), assumptions (H4) and (H3), and exploiting (3.12), we have
\[
|H_p(x, Du_1(x, t); \mu_1) - H_p(x, Du_2(x, t); \mu_2)| \\
= |b(x, \mu_1^*(x, Du_1(x, t); \mu_1) - b(x, \mu_1^*(x, Du_2(x, t); \mu_2))| \\
\leq A_0(|\alpha^*(x, Du_1(x, t); \mu_1) - \alpha^*(x, Du_2(x, t); \mu_2)| + \lambda \mu d_1(\mu_1(t), \mu_2(t))) \\
\leq C(|Du_1(x, t) - Du_2(x, t)| + d_1(\mu_1(t), \mu_2(t)))
\]
and therefore
\[
\| H_p(x, Du_1(t); \mu_1) - H_p(x, Du_2(t); \mu_2) \|_L^\infty \\
\leq C(\| Du_1(t) - Du_2(t) \|_L^\infty + d_1(\mu_1(t), \mu_2(t))).
\] (3.15)

We now estimate the two terms on the right side of (3.15). By Lemma 3.1.(i), (ii) and using (2.6), (2.9) and Lemma 2.1, we have
\[
d_1(\mu_1(t), \mu_2(t)) \leq \frac{c_1c_H\lambda_1}{1 - \lambda_0} \| Du_1(t) - Du_2(t) \|_L^\infty \\
+ \frac{1 + \lambda_1(1 + \bar{K})}{1 - \lambda_0} d_1(m_1(t), m_2(t)).
\] (3.16)

Furthermore, Lemma 2.5 and (H3) entail
\[
\| Du_1(t) - Du_2(t) \|_L^\infty \leq (C_0 + 1) \lambda \mu \ d_1(\mu_1(t), \mu_2(t)) \\
\leq (C_0 + 1) \lambda \mu \left[ \frac{c_1c_H\lambda_1}{1 - \lambda_0} \| Du_1(t) - Du_2(t) \|_L^\infty + \frac{1 + \lambda_1(1 + \bar{K})}{1 - \lambda_0} d_1(m_1(t), m_2(t)) \right]
\] (3.17)

where last inequality is due to (3.16). By hypothesis (3.3), arguing as in (3.6), we get
\[
\| Du_1(t) - Du_2(t) \|_L^\infty \leq C d_1(m_1(t), m_2(t)) \quad \forall t \in [0, T];
\]
again by estimate (3.16), we conclude that
\[
\| Du_1(t) - Du_2(t) \|_L^\infty + d_1(\mu_1(t), \mu_2(t)) \leq C d_1(m_1(t), m_2(t)) \quad \forall t \in [0, T].
\] (3.18)

Replacing (3.15) and (3.16) in (3.14), by (3.18), we finally get
\[
\frac{d}{dt} \| M(t) \|_{L^2(\mathbb{T}^d)}^2 \leq C \| M(t) \|_{L^2(\mathbb{T}^d)}^2.
\]
Since \( M(0) = 0 \), the previous inequality implies that \( M(t) = 0 \) for all \( t \in [0, T] \) and therefore \( m_1 = m_2 \). Inequality (3.18) implies that \( \mu_1 = \mu_2 \) and, by Lemma 2.4, we also get \( u_1 = u_2 \).

We now consider the well-posedness of the ergodic quasi stationary MFG system (1.2).

**Theorem 3.5** Under the same assumptions of Theorem 3.3, problem (1.2) admits a solution \((u, \lambda, m, \mu)\), where \((u, \lambda) \in C([0, T], C^2(\mathbb{T}^d)) \times C([0, T])\) is a classical solution of the HJB equation for any \( t \in [0, T] \), \( m \in \mathcal{H}_2^1(Q) \) is a weak solution of the FP equation and \( \mu \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A)) \) satisfies the fixed-point equation for any \( t \in [0, T] \). Moreover, there exists a constant \( L \) such that

(i) \[ d_1(m(t), m(s)) \leq L|t - s|^\frac{1}{2}, \quad \|m\|_{\mathcal{H}_2^1} \leq L, \]

(ii) \[ d_1(\mu(t), \mu(s)) \leq L|t - s|^\frac{1}{2}, \]

(iii) \[ |\lambda(t) - \lambda(s)| + \|u(\cdot, t) - u(\cdot, s)\|_{C^2(\mathbb{T}^d)} \leq L|t - s|^\frac{1}{2}, \]

(iv) if moreover \( m_0 \in W^{1,s}(\mathbb{T}^d) \) with \( s > 2 \), then \( \|m\|_{\mathcal{H}_2^1} \leq L. \)

**Proof** Let \((u^\rho, m^\rho, \mu^\rho)\) be the solution of (1.1) corresponding to \( \rho \in (0, 1) \) found in Theorem 3.3 and set \( w^\rho = u^\rho - u^\rho(0) \). Then \((w^\rho, \rho u^\rho(0), m^\rho, \mu^\rho)\) satisfies the system

\[
\begin{align*}
-\Delta w^\rho + H(x, Dw^\rho; \mu^\rho(t)) + \rho w^\rho + \rho u^\rho(0) &= 0 & \text{in } \mathbb{T}^d, \quad \forall t \in [0, T] \\
\partial_t m^\rho - \Delta m^\rho - \text{div}(m^\rho H_p(x, Dw^\rho; \mu^\rho(t))) &= 0 & \text{in } Q \\
\mu^\rho(t) &= (Id, \alpha^\rho(\cdot, Dw^\rho(t); \mu^\rho(t))) \# m^\rho(t) & \forall t \in [0, T] \\
m^\rho(0) &= m_0 & \text{in } \mathbb{T}^d.
\end{align*}
\]

We note that an easy application of the comparison principle (see relation (A.1) below for a similar argument) entails

\[
\rho\|u^\rho(\cdot, t) - u^\rho(\cdot, s)\|_{L^\infty} \leq \tilde{K} \max_{x,a} |b(x, a; \mu(t)) - b(x, a; \mu(s))| + \max_{x,a} |\ell(x, a; \mu(t)) - \ell(x, a; \mu(s))|,
\]

with \( \tilde{K} \) as in (2.4). By our assumptions on \( b \) and \( \ell \) and by estimate (3.4)-(ii) we infer

\[
\rho\|u^\rho(\cdot, t) - u^\rho(\cdot, s)\|_{L^\infty} \leq C'|t - s|^{1/2}
\]

for some constant \( C' \) independent of \( \rho \). Letting \( \rho \to 0^+ \), we obtain that \( \rho u^\rho(0, t) \to \lambda(t) \) with \( \|\lambda\|_{L^\infty} \leq L \) and \( |\lambda(t) - \lambda(s)| \leq C'|t - s|^{1/2} \).

Applying Ascoli–Arzela theorem for the convergence of \( m^\rho \) and \( \mu^\rho \) (eventually passing to a subsequence that we still denote \((\rho u^\rho(0), w^\rho, m^\rho, \mu^\rho)\) ), we obtain that as \( \rho \to 0^+ \), there hold

- \( \rho u^\rho(0, t) \to \lambda(t) \) in the \( C([0, T]) \)-topology,

\( \square \) Springer
• $w^\rho$ converges to some $u$ in the $C([0, T], C^2(\mathbb{T}^d))$-topology and

$$
\|u(\cdot, t) - u(\cdot, s)\|_{C^2(\mathbb{T}^d)} \leq C|t - s|^{1/2},
$$

• $m^\rho$ converge to some $m$ in the $C([0, T], \mathcal{P}(\mathbb{T}^d))$-topology and

$$
d_1(m(t), m(s)) \leq L|t - s|^{1/2},
$$

• $\mu^\rho$ converge to some $\mu$ in the $C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$-topology and

$$
d_1(\mu(t), \mu(s)) \leq L|t - s|^{1/2}.
$$

We claim that $(u, \lambda, m, \mu)$ is a solution to problem (1.2). Indeed, since the coefficients of $H$ are continuous w.r.t. $\mu$, as $\rho \to 0^+$ (with $t$ fixed), standard stability of solutions ensures that $u$ is a solution to the HJB equation in (1.2).

On the other hand $m^\rho$ is a weak solution to the FP equation in (1.1) with drift $g^\rho(x, t) = b(x, \alpha^*(x, Du^\rho(x, t), \mu^\rho(t)); \mu^\rho(t))$. Our assumptions on $b$, (H2), (3.4)-(ii) and (iii) give that $g^\rho$ are equibounded and equicontinuous. We can assume (possibly passing to a subsequence) that $g^\rho$ uniformly converge to $g(x, t) = b(x, \alpha^*(x, Du(x, t), \mu(t)); \mu(t))$. Hence, using the Dominated Convergence theorem in the weak formulation of the solution to the FP equation of (1.1) we obtain that $m$ is a weak solution to the FP equation of (1.2). Finally, it remains to prove that $\mu$ solves the fixed point equation in (1.2). Indeed, for any $t \in [0, T]$, for any $\phi \in C(\mathbb{T}^d \times A)$, we have

$$
\int_{\mathbb{T}^d \times A} \phi d\mu^\rho(t) = \int_{\mathbb{T}^d} \phi^\rho(x)m^\rho(x, t) \, dx. \tag{3.19}
$$

where $\phi^\rho(x) := \phi(x, \alpha^*(x, Du^\rho(x, t); \mu^\rho(t)))$ is a family of bounded, uniformly continuous function which, as $\rho \to 0^+$, converges uniformly to the function $\phi(x, \alpha^*(x, Du(x, t); \mu(t)))$. Therefore, passing to the limit in (3.19), we conclude

$$
\int_{\mathbb{T}^d \times A} \phi d\mu(t) = \int_{\mathbb{T}^d} \phi(x, \alpha^*(x, Du(x, t); \mu(t)))m(x, t) \, dx
$$

which, by the arbitrariness of $\phi$, is equivalent to the fixed point in (1.2).

\textbf{Theorem 3.6} Under the same assumptions of Theorem 3.4, the ergodic system (1.2) admits at most one solution $(u, \lambda, m, \mu)$ in $C([0, T], C^2(\mathbb{T}^d)) \times C([0, T]) \times \mathcal{H}_s^1(Q) \times C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$.

\textbf{Proof} The proof goes along the same lines of the one of Theorem 3.4; here we just use the second part of the statement of Lemma 2.5 instead of the first part for obtaining (3.17). \qed
4 Well-Posedness via a Regular Dependence on the the Joint Distribution of the Hamiltonian

The aim of this section is to obtain existence of a solution to problems (1.1) and (1.2) without requiring a smallness condition for the data as in (3.3) and in (H4) (namely, that $\lambda_0 \in [0, 1]$). We assume instead that the Hamiltonian $H$ satisfies a stability property with respect to the time evolution of the joint distribution $\{\mu(t)\}_{t \in [0, T]}$ (see assumption (H5) below). To this end, we require that $H$ depends in a nonlocal manner in time on $\{\mu(t)\}_{t \in [0, T]}$. In the next section, we will provide an example where $H$ satisfies such a stability property, depending only on the past evolution of the joint distribution. This property entails that the behaviour of the agents is not affected by the future evolution of the joint distribution; such a feature seems more realistic for the MFG theory.

We assume that the coefficients of the Hamiltonian $H$ satisfy

(H1’)$b$ and $\ell$ are continuous functions on $\mathbb{R}^d \times A \times [0, T] \times C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$ with value in $\mathbb{R}^d$ and respectively in $\mathbb{R}$. The control set $A$ is a compact, separable metric space (for simplicity we assume that $A$ is a subset of some Euclidean space). Moreover, there exist two constants $K$ and $L$ such that

\[
|b(x, a; t, v)| \leq K, \quad |b(x_1, a; t, v) - b(x_2, a; t, v)| \leq L|x_1 - x_2|
\]

\[
|\ell(x, a; t, v)| \leq K, \quad |\ell(x_1, a; t, v) - \ell(x_2, a; t, v)| \leq L|x_1 - x_2|
\]

(4.1)

for all $x, x_1, x_2 \in \mathbb{T}^d, a \in A, v \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$.

Now, the Hamiltonian $H$ in (1.3) is a function on $\mathbb{T}^d \times \mathbb{R}^d \times [0, T] \times C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$ with value in $\mathbb{R}$ defined as

\[
H(x, p; t, v) := \sup_{a \in A} \{-p \cdot b(x, a; t, v) - \ell(x, a; t, v)\}.
\]

(4.2)

(H2’)$\mathrm{For \ any \ } (x, p, t, v) \in \mathbb{T}^d \times \mathbb{R}^d \times [0, T] \times C([0, T], \mathcal{P}(\mathbb{T}^d \times A)), \text{ there exists a unique } \alpha^* = \alpha^*(x, p; t, v) \in A \text{ such that } H(x, p; t, v) = -p \cdot b(x, \alpha^*; t, v) - \ell(x, \alpha^*; t, v).$

Moreover the map $\alpha^*$ is continuous with respect to its arguments.

(H3’)$\mathrm{For \ each \ positive \ constant } R, \text{ there exists a constant } L_{\mu, R} \text{ such that }$

\[
\max_{x, a} |(b(x, a; t, v) - b(x, a; t', v'))p| + \max_{x, a} |\ell(x, a; t, v) - \ell(x, a; t', v')| \\
\leq L_{\mu, R}|t - t'| + L_{\mu, R} \sup_{r \in [0, t]} d_1(v(r), v'(r))
\]

for any $p \in B(0, R), t, t' \in [0, T]$ and $v, v' \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$. As in (H3), we denote $L_{\mu}$ the constant $L_{\mu, \tilde{K}}$ where $\tilde{K}$ is the constant introduced in Lemma 2.4.
(H4') There exist $\lambda_0, \lambda_1 \in [0, \infty)$ such that
\[
|\alpha^*(x, p; t, v) - \alpha^*(x', p'; t', v')| \leq \lambda_0 \sup_{r \in [0, t]} d_1(v(r), v'(r)) + \lambda_1(|x - x'| + |p - p'| + |t - t'|)
\]
for all $x, x' \in \mathbb{T}^d, p, p' \in \mathbb{R}^d, t, t' \in [0, T], v, v' \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$. 

Remark 4.1 Note that (H4') does not require $\lambda_0 \in [0, 1)$ as in (H4).

We introduce the following assumption which concerns the stability of $H$ w.r.t. the joint distribution $\mu$.

(H5) For any $R > 0$ and for every sequence $\mu_n \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$, the family of functions $(x, p, t) \mapsto H(x, p; t, \mu_n)$ is sequentially compact in the topology of the uniform convergence on $\mathbb{T}^d \times \overline{B(0, R)} \times [0, T]$.

In Example 2 of Sect. 5, we provide an Hamiltonian which satisfies the previous assumptions and only depends on the past evolution of the joint distribution state-control (memory effect).

We establish a time-regularity result (independent of the measure $\mu$) for the solution $u$ of the HJB equation in (1.1). Recall that this equation is stationary and depends on the time only through the measure $\mu$. For the proof of the next result, see the Appendix.

Lemma 4.2 Assume (H1'), (H2') and (H5). For $\mu \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$ and $\rho \in (0, 1)$, let $u$ be the solution to
\[
-\Delta u + H(x, Du; t, \mu) + \rho u = 0 \quad \text{in } \mathbb{T}^d, \forall t \in [0, T]. \tag{4.3}
\]

Then, there exists a modulus of continuity $\omega$, independent of $\rho \in (0, 1)$, such that for any $\mu \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$, there holds
\[
\|Du(t) - Du(s)\|_{L^\infty} \leq \omega(|t - s|) \quad \forall t, s \in [0, T]. \tag{4.4}
\]

The results of Lemmas 2.4 and 2.5 still hold with the constants uniform in $t \in [0, T]$ and $v \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$ (exploiting assumption (H5)).

In Theorem 3.3, to prove existence of a solution, we used two fixed point maps, one for the equation (3.2) and one to get the existence of a solution to the MFG system. Here we shall complete a completely different approach, which relies on a unique fixed point argument.

Theorem 4.3 Assume (H1'), (H2'), (H3'), (H4'), (H5) and $m_0 \in H^1(\mathbb{T}^d)$. Then, problem (1.1) admits a solution $(u, m, \mu)$ where $u \in C([0, T], C^2(\mathbb{T}^d))$ is a classical solution of the HJB equation for any $t \in [0, T], m \in \mathcal{H}_2^1(Q)$ is a weak solution of the FP equation and $\mu \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$ satisfies the fixed point equation for any $t \in [0, T]$. 
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Moreover, there exist a positive constant $L$ and a modulus of continuity $\omega$ (both independent of $\rho$) such that, for any $t, s \in [0, T]$, there hold:

(i) $d_1(m(t), m(s)) \leq L|t - s|^{\frac{1}{2}}, \|m\|_{H_2^1} \leq L$,

(ii) $d_1(\mu(t), \mu(s)) \leq \omega(|t - s|),

(iii) $\|u(\cdot, t) - u(0, t)\|_{C^2(T^d)} \leq \omega(|t - s|),

(iv) $\|\rho u\|_{L^\infty} \leq L, \|u(\cdot, t) - u(0, t)\|_{C^2(T^d)} \leq L,

(v) if moreover $m_0 \in W^{1,s}(\mathbb{T}^d)$ with $s > 2$, then $\|m\|_{H_2^1} \leq L$.

**Proof** We consider the map $\Psi$ that, to each $\mu \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$, associates

$$\Psi(\mu)(t) := (Id, \alpha^*(\cdot, Du(t); t, \mu)) \ast m(t), \quad t \in [0, T],$$

where the functions $u$ and $m$ are the solutions of HJB equation and of the FP equation in (1.1) corresponding to $\mu$. We introduce the set

$$\mathcal{K} = \left\{ \mu \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A)) : \text{for any } s, t \in [0, T],
\begin{align*}
(K1) & \int_{T^d \times A} |x|^2 + |a|^2 d\mu(t)(x, a) < c_2 \\
(K2) & d_1(\mu(t), \mu(s)) \leq \omega_K(|t - s|)
\end{align*}
\right\}$$

endowed with the topology of $C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$, where $c_2$ is a constant and $\omega_K$ a modulus of continuity, both independent of $\rho \in (0, 1]$, that will be suitably chosen later on.

By Ascoli–Arzela theorem, the set $\mathcal{K}$ is compact. Moreover, it is convex and not empty. Let us assume for the moment that

(a) $\Psi$ maps $\mathcal{K}$ into itself;

(b) $\Psi$ is a continuous map from $C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$ into itself.

Invoking Schauder fixed point theorem for the map $\Psi$ on the set $\mathcal{K}$, we obtain a solution to problem (1.1) with $\mu \in \mathcal{K}$.

Let us now establish the bounds in (4.5). Point (i) is due to Lemma 2.6. Point (ii) is equivalent to (K2). Point (iii) is an easy consequence of point (ii), assumption ($H3'$) and Lemma 2.5. Point (iv) is due to Lemma 2.4. Point (v) follows from (2.9).

It remains to prove properties (a) and (b).

(a). Let us first prove that

$$\Psi(\mu) \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A)).$$

Indeed, in order to prove this property, it is enough to prove $\Psi(\mu)(s) \to \Psi(\mu)(t)$ in the weak*-topology as $s \to t$, namely

$$\lim_{s \to t} \int_{T^d \times A} \phi(x, \alpha)\Psi(\mu)(s)(dx, d\alpha) = \int_{T^d \times A} \phi(x, \alpha)\Psi(\mu)(t)(dx, d\alpha)$$

\[4.7\]
for any bounded and continuous function \( \phi = \phi(x, \alpha) \). Actually, we have

\[
\int_{T^d \times A} \phi(x, \alpha) \Psi(\mu)(s)(dx, d\alpha) = \int_{T^d} \phi(x, \alpha^*(x, Du(x, s); s, \mu)) m(s) dx
\]

and similarly for the right hand side of (4.7). We observe that Lemma 2.5 and \((H3')\) ensure

\[
\lim_{s \to t} \|Du(s) - Du(t)\|_{L^\infty} = 0.
\]

Taking into account \((H4')\), we have

\[
\lim_{s \to t} \alpha^*(x, Du(x, s); s, \mu) = \alpha^*(x, Du(x, t); t, \mu) \quad \text{uniformly in } x.
\]

By (2.8), we also have \(d_1(m(s), m(t)) \to 0\) and we deduce relation (4.7); hence, property (4.6) is completely proved.

Since \(T^d \times A\) is compact, for \(c_2\) sufficiently large (and independent of \(\rho\)), it is obvious that \(\Psi(\mu)\) fulfills \((K1)\). In order to prove \((K2)\), we first claim

\[
d_1(\Psi(\mu)(s), \Psi(\mu)(t)) \leq c_0(1 + \lambda_1 + \bar{K}\lambda_1)|t - s|^{1/2}
\]

\[
+ \lambda_1 (\omega(|t - s|) + |t - s|),
\]

(4.8)

where \(\omega\) is the modulus of continuity found in Lemma 4.2. Indeed, by definition of \(d_1\) and of \(\Psi(\mu)\), (recall that, by Lemma 2.6, for every \(t \in [0, T]\), the measure \(m(t)\) has a density), we have

\[
d_1(\Psi(\mu)(s), \Psi(\mu)(t))
\]

\[
= \sup \int_{T^d} [\phi(x, \alpha^*(x, Du(x, s); s, \mu))m(s) - \phi(x, \alpha^*(x, Du(x, t); t, \mu))m(t)] dx
\]

\[
\leq \sup \int_{T^d} \phi(x, \alpha^*(x, Du(x, s); s, \mu))(m(s) - m(t)) dx
\]

\[
+ \sup \int_{T^d} \left[ \phi(x, \alpha^*(x, Du(x, s); s, \mu)) - \phi(x, \alpha^*(x, Du(x, t); t, \mu)) \right] m(t) dx
\]

\[
=: A_1 + B_1
\]

(4.9)

where the suprema are performed over all 1-Lipschitz function \(\phi\). We observe that, by assumption \((H4')\) and (2.4), the map

\[
x \mapsto \check{\phi}(x) := \phi(x, \alpha^*(x, Du(x, s); s, \mu))
\]

is \((1 + \lambda_1 + \bar{K}\lambda_1)\)-Lipschitz continuous; in particular, by (2.8), we infer

\[
\sup A_1 \leq (1 + \lambda_1 + \bar{K}\lambda_1) d_1(m(s), m(t))
\]

\[
\leq c_0(1 + \lambda_1 + \bar{K}\lambda_1)|t - s|^{1/2}.
\]

(4.10)
On the other hand, we have

\[
\begin{align*}
\sup B_1 & \leq \|\phi(\cdot, \alpha^*(\cdot, Du(s); s, \mu)) - \phi(\cdot, \alpha^*(\cdot, Du(t); t, \mu))\|_{L^\infty} \\
& \leq \sup_{x \in \mathbb{T}^d} |\alpha^*(x, Du(x, s); s, \mu) - \alpha^*(x, Du(x, t); t, \mu)| \\
& \leq \lambda_1 \|Du(s) - Du(t)\|_{L^\infty} + \lambda_1 |t - s| \\
& \leq \lambda_1 (\omega(|t - s|) + |t - s|)
\end{align*}
\]

(4.11)

where the last two inequalities are due to assumption \((H4')\) and respectively Lemma 4.2. Replacing inequalities (4.10) and (4.11) in (4.9), we accomplish the proof of estimate (4.8).

If we choose \(\omega_K\) in (K2) as

\[
\omega_K(r) = c_0(1 + \lambda_1 + \bar{K}\lambda_1)|r|^{1/2} + \lambda_1(\omega(|r|) + |r|),
\]

then, by (4.8), we get that \(\Psi(\mu)\) satisfies also (K2).

(b). For \(\mu \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A))\), let \(u\) and \(m\) be the corresponding solutions of the HJB equation and respectively of the FP equation in (1.1). Consider a sequence \(\mu_n \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A))\) such that, as \(n \to +\infty\), \(\mu_n \to \mu\) in the \(C([0, T], \mathcal{P}(\mathbb{T}^d \times A))\) topology. We want to prove that \(\Psi(\mu_n) \to \Psi(\mu)\) in the same topology. We denote \(u_n\) and \(m_n\) respectively the solutions to the first two equations in (1.1) with \(\mu\) replaced by \(\mu_n\); since now on, \(o_n(1)\) stands for a function on \([0, T]\) (which may change from line to line) such that \(\lim_{n \to +\infty} o_n(1) = 0\) uniformly in \([0, T]\).

We have \(\sup_{[0, T]} d_1(\mu_n(t), \mu(t)) = o_n(1)\); hence, by Lemma 2.5 and \((H3')\), we deduce

\[
\|Du_n(t) - Du(t)\|_{L^\infty} = o_n(1).
\]

Moreover, by (1.4), \((H1')\), \((H4')\) and boundedness of \(Du_n\) in (2.4), we get

\[
\|H_p(\cdot, Du_n(t); t, \mu_n) - H_p(\cdot, Du(t); t, \mu)\|_{L^\infty} = o_n(1).
\]

By estimates (2.8) and (2.10), (possibly passing to a subsequence) as \(n \to \infty\) the sequence \(\{m_n\}\) converges to some function \(\tilde{m}\) in the \(C([0, T], \mathcal{P}(\mathbb{T}^d \times A))\)-topology. By stability, the function \(\tilde{m}\) solves the Fokker-Planck equation in (1.1) which admits a unique solution; therefore, \(\tilde{m}\) coincides with \(m\) and, as \(n \to +\infty\), the whole sequence \(\{m_n\}\) converges to \(m\) in the \(C([0, T], \mathcal{P}(\mathbb{T}^d \times A))\)-topology. Moreover, there holds

\[
\begin{align*}
d_1(\Psi(\mu_n)(t), \Psi(\mu)(t)) &= \sup \int_{\mathbb{T}^d \times A} \phi(x, \alpha)[\Psi(\mu_n)(t) - \Psi(\mu)(t)](dx, d\alpha) \\
&= \sup \int_{\mathbb{T}^d} \left[\phi(x, \alpha^*(x, Du_n(x, t); t, \mu_n))m_n(t, x) \\
&\quad - \phi(x, \alpha^*(x, Du(x, t); t, \mu))m(t, x)\right] dx \\
&\leq \sup \int_{\mathbb{T}^d} \left[\phi(x, \alpha^*(x, Du_n(x, t); t, \mu_n)) - \phi(x, \alpha^*(x, Du(x, t); t, \mu_n))\right]m_n(t, x) - m(t, x) dx \\
&\quad + \sup \int_{\mathbb{T}^d} \left[\phi(x, \alpha^*(x, Du_n(x, t); t, \mu_n)) - \phi(x, \alpha^*(x, Du(x, t); t, \mu))\right]m(t, x) dx =: A_2 + B_2.
\end{align*}
\]

(4.12)
where the suprema are performed over all 1-Lipschitz function $\phi$. We observe that, by assumption (H4') and (2.4), the map

$$x \mapsto \phi_n(x) := \phi(x, \alpha^*(x, Du_n(x, t); t, \mu_n))$$

is $(1 + \lambda_1 + \lambda_1 \tilde{K})$-Lipschitz continuous; in particular, we infer

$$\sup A_2 \leq (1 + \lambda_1 + \lambda_1 \tilde{K}) d_1(m_n(t), m(t)) = o_n(1).$$

On the other hand, by assumption (H4'), we have

$$\sup B_2 \leq \|\phi(\cdot, \alpha^*(\cdot, Du_n(t); t, \mu_n)) - \phi(\cdot, \alpha^*(\cdot, Du(t); t, \mu))\|_{L^\infty}$$
\begin{align*}
&\leq \|\alpha^*(\cdot, Du_n(t); t, \mu_n) - \alpha^*(\cdot, Du(t); t, \mu)\|_{L^\infty} \\
&\leq \lambda_1 \|Du_n(t) - Du(t)\|_{L^\infty} + \lambda_0 \sup_{[0, t]} d_1(\mu_n(r), \mu(r)) = o_n(1).
\end{align*}

Replacing the last two inequalities in (4.12), we get $d_1(\Psi(\mu_n)(t), \Psi(\mu)(t)) = o_n(1)$ namely, $\Psi(\mu_n) \to \Psi(\mu)$ in the $C([0, T], \mathcal{P}(\mathbb{R}^d \times A))$ topology. The proof of point (b) is achieved. \hfill $\square$

\begin{remark} \textbf{Remark 4.4} \ An uniqueness result similar to that of Theorem 3.4 under the hypotheses of this section, in particular (H5), seems more difficult to be obtained. Indeed, in Sect. 3, assumption (2.4) is achieved.

\text{\flushleft{Remark 4.4}} An uniqueness result similar to that of Theorem 3.4 under the hypotheses of this section, in particular (H5), seems more difficult to be obtained. Indeed, in Sect. 3, assumption (2.4) is achieved.

Moreover, we study the particular case where the Hamiltonian depends separately on the joint distribution.

\end{remark}

\begin{theorem} \textbf{Theorem 4.5} \ Under the same assumptions of Theorem 4.3, problem (1.2) admits a solution $(u, \lambda, m, \mu)$ in $C([0, T], C^2(\mathbb{R}^d)) \times C([0, T]) \times \mathcal{H}_2^1(Q) \times C([0, T], \mathcal{P}(\mathbb{R}^d \times A))$. Moreover, there exists a constant $L$ such that

\begin{enumerate}
  \item $d_1(m(t), m(s)) \leq L|t-s|^\frac{1}{2}$, \quad $\|m\|_{\mathcal{H}_2^1} \leq L$,
  \item $d_1(\mu(t), \mu(s)) \leq \omega(t-s)$,
  \item $|\lambda(t) - \lambda(s)| + \|u(\cdot, t) - u(\cdot, s)\|_{C^2(\mathbb{R}^d)} \leq \omega(t-s)$,
  \item if moreover $m_0 \in W^{1,s}(\mathbb{R}^d)$ with $s > 2$, then $\|m\|_{\mathcal{H}_2^1} \leq L$.
\end{enumerate}
\end{theorem}

\section{5 Examples}

This section contains some examples where the assumptions of previous sections are satisfied. Moreover, we study the particular case where the Hamiltonian depends separately on the joint distribution.
Example 1 We describe an example of Hamiltonian satisfying \((H4)\). For \(A = \{a \in \mathbb{R}^d : |a| \leq R\}\), let

\[
\begin{align*}
 b(x, a; v) &= b_0(x, v) - a \\
 \ell(x, a; v) &= \frac{|a|^2}{2\ell_0(x; v)}.
\end{align*}
\]

We have

\[
\alpha^*(x, p; v) = \begin{cases} 
\ell_0(x; v) p & \text{for } |p| \leq \frac{R}{\ell_0(x; v)} \\
R\frac{p}{|p|} & \text{for } |p| > \frac{R}{\ell_0(x; v)},
\end{cases}
\]

and

\[
H(x, p; v) = \begin{cases} 
\ell_0(x; v) \frac{|p|^2}{2} - b_0(x; v) p & \text{for } |p| \leq \frac{R}{\ell_0(x; v)} \\
R|p| - \frac{R^2}{2\ell_0(x; v)} - b_0(x; v) p & \text{for } |p| > \frac{R}{\ell_0(x; v)}.
\end{cases}
\]

Assume that \(\ell_0, b_0\) are Lipschitz continuous, bounded and \(\ell_0(x; v) \geq \delta > 0\). For \(|p| \leq \frac{R}{\ell_0(x; v)}\), we have

\[
|\alpha^*(x, p; v_1) - \alpha^*(x, p; v_2)| \leq \frac{R}{\delta} |\ell(x_0; v_1) - \ell(x_0; v_2)| \leq \frac{RL_0}{\delta} d_1(v_1, v_2)
\]

where \(L_0\) is the Lipschitz constant of \(\ell_0\) with respect to \(v\). Hence, the condition \((3.1)\) is satisfied for \(\lambda_0 := RL_0/\delta < 1\).

Example 2 We now provide an example of Hamiltonian as in \((4.2)\) which fulfills assumptions \((H3')\) and \((H5)\) and whose coefficients only depend on the past evolution of the joint distribution. Here, \(\mathcal{M}(\mathbb{T}^d \times A)\) stands for the set of non negative Borel measures on \(\mathbb{T}^d \times A\) endowed with the distance

\[
d_{\mathcal{M}}(\mu, v) = \sup_{\phi} \int_{\mathbb{T}^d \times A} (\phi(x, \alpha) - \phi(0, 0)) (\mu - v) (dx, d\alpha)
\]

where the supremum is performed on the set of 1-Lipschitz continuous functions. Note that, for \(\mu, v \in \mathcal{P}(\mathbb{T}^d \times A)\), \(d_{\mathcal{M}}(\mu, v)\) coincides with \(d_1(\mu, v)\). Fix a \(\mathbb{R}\)-valued non negative function \(K \in C([0, T])\). For \(v \in C([0, T]; \mathcal{P}(\mathbb{T}^d \times A))\), we set

\[
[v](s) = \int_0^s K(\tau)v(\tau) d\tau \quad \forall s \in [0, T];
\]

in other words: \([v](s) \in \mathcal{M}(\mathbb{T}^d \times A)\) with \([v](s)(Y) = \int_0^s K(\tau)v(\tau)(Y) d\tau\) for any Borel set \(Y \subset \mathbb{T}^d \times A\).
Let \( \tilde{b} \) and \( \tilde{\ell} \) be two functions defined on \( \mathbb{T}^d \times A \times \mathcal{M}(\mathbb{T}^d \times A) \) with values in \( \mathbb{R}^d \) and respectively in \( \mathbb{R} \), which satisfy (H1) with \( v \in \mathcal{M}(\mathbb{T}^d \times A) \) and

\[
|\tilde{b}(x, a; \mu) - \tilde{b}(x, a; v)| + |\tilde{\ell}(x, a; \mu) - \tilde{\ell}(x, a; v)| \leq L \mathbf{d}_\mathcal{M}(\mu, v)
\]

for any \( x \in \mathbb{T}^d, a \in A, \mu, v \in \mathcal{M}(\mathbb{T}^d \times A) \); we introduce

\[
b(x, a; t, v) := \tilde{b}(x, a; [v](t)), \quad \ell(x, a; t, v) := \tilde{\ell}(x, a; [v](t)).
\]

Let us show that assumption (H5) is fulfilled. To this end, consider a sequence \( \{\mu_n\}_n \), with \( \mu_n \in C([0, T]; \mathcal{P}(\mathbb{T}^d \times A)) \); we want to prove that the sequence \( \{H_n\}_n \), with \( H_n(x, p, t) := H(x, p, t; \mu_n) \), is sequentially compact on \( \mathbb{T}^d \times \overline{B(0, R)} \times [0, T] \). To this end we observe that, by (H1), the \( H_n \)'s are uniformly bounded on \( \mathbb{T}^d \times \overline{B(0, R)} \times [0, T] \). On the other hand, again by (H1), we have

\[
|H_n(x_1, p_1, t) - H_n(x_2, p_2, t)| \leq K |p_1 - p_2| + L(R + 1)|x_1 - x_2|
\]

for every \((x_1, p_1, t), (x_2, p_2, t) \in \mathbb{T}^d \times \overline{B(0, R)} \times [0, T] \) and \( n \in \mathbb{N} \). Moreover, we have

\[
|H_n(x, p, t_1) - H_n(x, p, t_2)| \leq C \mathbf{d}_\mathcal{M}([\mu_n](t_1), [\mu_n](t_2))
\]

where \( C \) is a suitable constant. We observe

\[
\mathbf{d}_\mathcal{M}([\mu_n](t_1), [\mu_n](t_2))
\]

\[
= \sup_{\phi} \int_{t_2}^{t_1} K(\tau) \left\{ \int_{\mathbb{T}^d \times A} (\phi(x, \alpha) - \phi(0, 0)) \mu_n(\tau)(dx, d\alpha) \right\} d\tau
\]

\[
\leq \|K\|_{\infty}\|\phi(\cdot, \cdot) - \phi(0, 0)\|_{L^\infty}|t_2 - t_1| \leq C'|t_2 - t_1|
\]

for a constant \( C' \) depending only on \( K, d \) and the diameter of \( A \).

By the last three inequalities, the functions \( H_n \) are also uniformly continuous on \( \mathbb{T}^d \times \overline{B(0, R)} \times [0, T] \). By Ascoli–Arzela theorem we conclude that the sequence \( \{H_n\} \) is sequentially compact; hence, assumption (H5) is fulfilled.

Assumption (H3') is also verified; the proof is similar to the above arguments so we shall omit it.

**Separated Dependence on the Joint Distribution** We assume (H1), (H2), (H3) and

\[
b = b(x, a) \quad \text{and} \quad \ell(x, a; \mu) = \ell_0(x, a) - \ell_1(\mu).
\]

Now the Hamiltonian reads

\[
H(x, p; \mu) = \sup_{a \in A} \{-p \cdot b(x, a) - \ell_0(x, a)\} + \ell_1(\mu) =: H_0(x, p) + \ell_1(\mu).
\]

In this setting, systems (1.1) and (1.2) almost decouple; indeed, the HJB equation is independent of the other two equations (more precisely, \( Du(t) \) is independent of \( \mu(t) \))
and one has only to solve the systems of the last two equations. This property permits to establish the existence of a solution of the two systems (1.1) and (1.2) without requiring neither smallness of the constants (as in Sect. 3) nor the stability property \((H5)\) (as in Sect. 4). To this end, we start with a simple, but useful, observation on the HJB equation.

**Remark 5.1** For \(\nu_1, \nu_2 \in \mathcal{P}(\mathbb{T}^d \times A)\), let \(u_1^\rho\) solve problem (2.2) with \(\nu\) replaced by \(\nu_i\), for \(i = 1, 2\). Then,

\[
    u_1^\rho(x) = u_2^\rho(x) + (\ell_1(\nu_1) - \ell_1(\nu_2))/\rho \quad \forall x \in \mathbb{T}^d.
\]

Moreover, let \(u_i\) solve (2.5) with \(\nu\) replaced by \(\nu_i\), for \(i = 1, 2\). Then, \(u_1 = u_2\).

**Proposition 5.2** The results of Theorem 4.3 and of Theorem 4.5 hold true.

**Proof** By Remark 5.1, the results in Lemma 4.2 are verified; more precisely, the estimate (4.4) is fulfilled with \(\omega = 0\). The rest of the proof follows, with some easy adaptations, the ones of Theorem 4.3 and of Theorem 4.5.  \(\Box\)
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**A Appendix: Proofs of Some Results**

**A.1 Proof of Lemma 2.5**

**Proof** Set \(b^i(x, a) = b(x, a; \nu_i)\) and \(\ell^i(x, a) = \ell(x, a; \nu_i)\), \(i = 1, 2\). We first claim that

\[
    \rho \|u_1^\rho - u_2^\rho\|_{L^\infty} \leq C \max_{x, a} |b^1(x, a) - b^2(x, a)| + \max_{x, a} |\ell^1(x, a) - \ell^2(x, a)|, \quad (A.1)
\]

where \(C = C_1(1 + K + L)\) as in (2.4). Indeed, to prove the claim, it is sufficient to observe that

\[
    v_\pm^\rho(x) = u_2^\rho(x) \pm \rho^{-1} \left( C \max_{x, a} |b^1(x, a) - b^2(x, a)| + \max_{x, a} |\ell^1(x, a) - \ell^2(x, a)| \right)
\]

are a subsolution and a supersolution of the equation satisfied by \(u_1^\rho\). Then estimate (A.1) follows by the comparison principle. The rest of the proof follows the corresponding argument in [15, Thm. 2.2].  \(\Box\)
A.2 Proof of Lemma 3.1

Proof Given $m$ and $p$ as in the statement, let $\Psi : \mathcal{P}(\mathbb{T}^d \times A) \to \mathcal{P}(\mathbb{T}^d \times A)$ be the map defined by $\Psi(\mu) = (Id, \alpha^*(\cdot, p(\cdot); \mu)) \sharp m$. Given $\mu_1, \mu_2 \in \mathcal{P}(\mathbb{T}^d \times A)$, by (3.1), we have

$$d_1(\Psi(\mu_1), \Psi(\mu_2))$$

$$= \sup_{\phi} \left\{ \int_{\mathbb{T}^d \times A} \phi(x, a) d(\Psi(\mu_1) - \Psi(\mu_2)) \right\}$$

$$= \sup_{\phi} \left\{ \int_{\mathbb{T}^d} \left( \phi(x, \alpha^*(x, p(x); \mu_1)) - \phi(x, \alpha^*(x, p(x); \mu_2)) \right) m(x) dx \right\}$$

$$\leq \|\alpha^*(\cdot, p(\cdot); \mu_1) - \alpha^*(\cdot, p(\cdot); \mu_2)\|_{L^\infty} \leq \lambda_0 d_1(\mu_1, \mu_2),$$

where the sup here and in the following formulas are taken with respect to 1-Lipschitz functions on $\mathbb{T}^d \times A$. Hence, by (H4), $\Psi$ is a contraction and therefore there exists a unique fixed point to (3.2).

(i). By (3.1), we have

$$d_1(\mu_n, \mu) = \sup_{\phi} \left\{ \int_{\mathbb{T}^d} \left[ \phi(x, \alpha^*(x, p_n(x); \mu_n)) - \phi(x, \alpha^*(x, p(x); \mu)) \right] m(x) dx \right\}$$

$$\leq \int_{\mathbb{T}^d} \lambda_1 |p_n(x) - p(x)| m(x) dx + \lambda_0 d_1(\mu_n, \mu).$$

We deduce

$$d_1(\mu_n, \mu) \leq (1 - \lambda_0)^{-1} \lambda_1 \int_{\mathbb{T}^d} |p_n(x) - p(x)| m(x) dx$$

(A.2)

and the statement is an easy consequence of the Cauchy-Schwarz inequality applied to (A.2).

(ii). Consider $m_n$ and $m$, $\mu_n$ and $\mu$ as in the statement. We have

$$d_1(\mu_n, \mu)$$

$$= \sup_{\phi} \left\{ \int_{\mathbb{T}^d \times A} \phi(x, a) d(\mu_n - \mu) \right\}$$

$$= \sup_{\phi} \left\{ \int_{\mathbb{T}^d} \left[ \phi(x, \alpha^*(x, p(x); \mu_n)) m_n(x) - \phi(x, \alpha^*(x, p(x); \mu)) m(x) \right] dx \right\}$$

$$\leq \sup_{\phi} \left\{ \int_{\mathbb{T}^d} \left[ \phi(x, \alpha^*(x, p(x); \mu_n)) - \phi(x, \alpha^*(x, p(x); \mu)) \right] m_n(x) dx \right\}$$

$$+ \sup_{\phi} \left\{ \int_{\mathbb{T}^d} \phi(x, \alpha^*(x, p(x); \mu))(m_n(x) - m(x)) dx \right\}.$$
We denote by $I_1$ and $I_2$ the two terms in the last side. Assumption (3.1) ensures

$$I_1 \leq \lambda_0 d_1(\mu_n, \mu).$$

On the other hand, by (3.1), the function $\alpha^*(\cdot, p(\cdot); \mu)$ is Lipschitz continuous with Lipschitz constant $1 + \lambda_1(1 + L_p)$. We deduce

$$I_2 = (1 + \lambda_1 + \lambda_1 L_p) \sup_{\phi} \left\{ \int_{\mathbb{T}^d} \frac{\phi(x, \alpha^*(x, p(x); \mu))}{1 + (\lambda_1 + \lambda_1 L_p)} (m_n(x) - m(x)) dx \right\}$$

$$\leq [1 + \lambda_1(1 + L_p)] d_1(m_n, m),$$

where the last relation is due to the fact that the integrand is a 1-Lipschitz continuous function in $x$. Replacing the last two relations in the previous one we obtain the statement. \( \square \)

**A.3 Proof of Lemma 4.2**

**Proof** We shall borrow some arguments of [5, Lemma 5.4]; we proceed by contradiction assuming that there exists $\epsilon > 0$ such that for every $n \in \mathbb{N} \setminus \{0\}$ there exist $\mu_n \in C([0, T], \mathcal{P}(\mathbb{T}^d \times A))$, $\rho_n \in (0, 1)$ and $t_n \in [0, T - h_n]$, with $h_n \in (0, 1/n)$ and

$$\| Dv_n - Dw_n \|_{L^\infty} \geq \epsilon$$

(A.3)

where $v_n$ and $w_n$ are the solutions to (4.3) with $\rho$ replaced by $\rho_n$ and with $(t, \mu)$ replaced by $(t_n, \mu_n)$ and respectively by $(t_n + h_n, \mu_n)$. Possibly passing to a subsequence, we may assume that the sequence $\{\rho_n\}$ converges to some value $\rho \in [0, 1]$. We split the rest of the proof according to the fact that $\rho = 0$ or $\rho \neq 0$.

Case $\rho \neq 0$. Estimates (2.3) and (2.4) and $\rho > 0$ ensure:

$$\| v_n \|_{C^{2,\theta}(\mathbb{T}^d)}, \| w_n \|_{C^{2,\theta}(\mathbb{T}^d)} \leq \bar{K}. \quad (A.4)$$

Hence, possibly passing to subsequences (that we still denote $v_n$ and $w_n$), we may assume that $v_n$ and $w_n$ converge to some function $\varphi_v$ and respectively $\varphi_w$ in the topology of $C^1(\mathbb{T}^d)$.

Since $h_n \to 0$ as $n \to \infty$, possibly passing to a subsequence and without any loss of generality, we assume that both $\{t_n\}_n$ and $\{t_n + h_n\}_n$ converge to a common value $\bar{t}$. By hypothesis (H5), there exists $\bar{H}(x, \rho, t)$ such that, as $n \to \infty$, $H(\cdot, \cdot, \cdot, \mu_n)$ uniformly converges to $\bar{H}$ in $\mathbb{T}^d \times B(0, \bar{K}) \times [0, T]$. In particular, by Ascoli–Arzelà theorem, we deduce that $\bar{H}$ is continuous on $\mathbb{T}^d \times B(0, \bar{K}) \times [0, T]$ and, exploiting (H1'), also that it satisfies

$$|\bar{H}(x_1, p_1, t) - \bar{H}(x_2, p_2, t)| \leq L\bar{K}|x_1 - x_2| + K|p_1 - p_2|$$

for any $x_1, x_2 \in \mathbb{T}^d$, $p_1, p_2 \in B_{\bar{K}}$ and $t \in [0, T]$. We denote by $\bar{u}$ the unique bounded solution to

$$- \Delta \bar{u} + \bar{H}(x, D\bar{u}, \bar{t}) + \rho \bar{u} = 0 \quad \text{in} \ \mathbb{T}^d. \quad (A.5)$$
By \((H5)\) and the continuity of \(\tilde{H}\), for some sequence \(o_n(1)\) with \(\lim_n o_n(1) = 0\), there holds
\[
\begin{align*}
|H(x, p; t_n, \mu_n) - \tilde{H}(x, p; t_n)| & \leq |H(x, p; t_n, \mu_n) - \tilde{H}(x, p, t_n)| \\
+|\tilde{H}(x, p, t_n) - \tilde{H}(x, p, \bar{t})| & \leq o_n(1)
\end{align*}
\] (A.6)
for every \((x, p) \in \mathbb{T}^d \times B_{\bar{K}}\). By the Comparison Principle (using the positivity of \(\rho\), the bound (A.4), and the last inequality), we deduce that \(v_n \pm o_n(1)\) are super- and subsolution to (A.5). Letting \(n \to \infty\), by uniqueness of the solution to (A.5), we obtain \(\varphi_v = \bar{u}\). Repeating the same arguments for \(w_n\), we obtain \(\varphi_w = \bar{u} = \varphi_v\). In conclusion, as \(n \to \infty\), we have
\[
\|Dv_n(\cdot) - Dw_n(\cdot)\|_{L^\infty} \leq \|Dv_n(\cdot) - \bar{D}u(\cdot)\|_{L^\infty} + \|Dw_n(\cdot) - \bar{D}u(\cdot)\|_{L^\infty} \to 0
\]
which contradicts our claim (A.3).

Case \(\rho = 0\). We introduce the functions
\[
v^*_n(\cdot) := v_n(\cdot) - v_n(0) \quad \text{and} \quad w^*_n(\cdot) := w_n(\cdot) - w_n(0).
\]
Again by estimates (2.3) and (2.4), we infer
\[
\|v^*_n\|_{C^2(\mathbb{T}^d)} , \|w^*_n\|_{C^2(\mathbb{T}^d)} \leq \bar{K} \quad \text{and} \quad |\rho_n v_n(0)| , |\rho_n w_n(0)| \leq K.
\]
By Ascoli–Arzela theorem, possibly passing to a subsequence, there exist a function \(V \in C^2(\mathbb{T}^d)\) and a constant \(\lambda_v\) such that
\[
\lim_{n \to \infty} \|v^*_n - V\|_{C^2(\mathbb{T}^d)} = 0 \quad \text{and} \quad \lim_{n \to \infty} \rho_n v_n(0) = \lambda_v.
\]
By the same arguments as before, relation (A.6) still holds true. Hence, by stability result, we deduce that the function \(V\) solves
\[
\lambda_v - \Delta V + \tilde{H}(x, DV, \bar{t}) = 0, \quad V(0) = 0.
\] (A.7)
By similar arguments, there exist a function \(W \in C^2(\mathbb{T}^d)\) and a constant \(\lambda_w\) such that
\[
\lim_{n \to \infty} \|w^*_n - W\|_{C^2(\mathbb{T}^d)} = 0 \quad \text{and} \quad \lim_{n \to \infty} \rho_n w_n(0) = \lambda_w
\]
and consequently
\[
\lambda_w - \Delta W + \tilde{H}(x, DW, \bar{t}) = 0, \quad W(0) = 0.
\] (A.8)
By (A.7) and (A.8), the couples \((\lambda_v, V)\) and \((\lambda_w, W)\) are both solutions to the ergodic problem
\[
\lambda - \Delta u + \tilde{H}(x, Du, \bar{t}) = 0, \quad u(0) = 0.
\]
By the same arguments as those used in the proof of [1, Thm. 4.1], this ergodic problem admits exactly one solution \((\lambda, u) \in \mathbb{R} \times C(\mathbb{T}^d)\); hence, we have

\[ \lambda_v = \lambda_w \quad \text{and} \quad V = W. \]

Finally, as \(n \to \infty\), we conclude

\[ \| Dv_n - Dw_n \|_{L^\infty} = \| Dv_n^* - Dw_n^* \|_{L^\infty} \leq \| Dv_n^* - DV \|_{L^\infty} + \| Dw_n^* - DV \|_{L^\infty} \to 0 \]

which contradicts our claim (A.3). \(\square\)
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