**Abstract.** Fix a Calabi-Yau 3-fold $X$ satisfying the Bogomolov-Gieseker conjecture of Bayer-Macrì-Toda, such as the quintic 3-fold. We express Joyce’s generalised DT invariants counting Gieseker semistable sheaves of any rank $r \geq 1$ on $X$ in terms of those counting sheaves of rank 0 and pure dimension 2.

The basic technique is to reduce the ranks of sheaves by replacing them by the cokernels of their Mochizuki/Joyce-Song pairs and then use wall crossing to handle their stability.

Let $X$ be a Calabi-Yau 3-fold satisfying the Bogomolov-Gieseker conjecture of [BMT].\(^1\) Let $J(v) \in \mathbb{Q}$ be Joyce-Song’s generalised DT invariant [JS] counting Gieseker semistable sheaves of numerical K-theory class $v$ on $X$.

We show these DT invariants are determined entirely by rank zero invariants counting Gieseker semistable sheaves of pure dimension 2. These latter invariants are predicted by physicists’ S-duality conjectures to be governed by vector valued mock modular forms. See [FT2, Section 5] for a discussion, and a possible route to an explanation by expressing these rank 0 dimension 2 invariants in terms of

- intersection numbers with Noether-Lefschetz loci and
- the Dedekind $\eta$-function governing Hilbert schemes of points on surfaces.

**Theorem 1.** Let $(X, \mathcal{O}_X(1))$ be a Calabi-Yau 3-fold satisfying the weak form $(wBG)$ of the Bogomolov-Gieseker inequality of [BMT]. Then for fixed $v$ of rank $\geq 1$,

\[
J(v) = F(J(\alpha_1), J(\alpha_2), \ldots)
\]

is a universal polynomial in invariants $J(\alpha_i)$, with all $\alpha_i$ of rank 0 and dimension 2.

The coefficients of $F$ depend only on $H^*(X, \mathbb{Q})$ as a graded ring with pairing, $\text{ch}(v)$, the Chern classes of $X$, and the class $H := c_1(\mathcal{O}_X(1))$ used to define Gieseker stability. There are countably many terms in the formula (1) but only finitely many are nonzero.

In a sequel [FT3] we take the technique described below one step further to express all rank DT invariants in terms of invariants counting rank $-1$ complexes. Dualising and shifting by $[1]$, these become rank 1 stable pairs. Combined with the DT/PT wall crossing formula this finally leads to a variant of Theorem 1 expressing all DT invariants in terms of rank 1 invariants — a 6 dimensional analogue of the conjectured equivalence between Donaldson theory in any rank and Seiberg-Witten theory in rank 1.

**Joyce-Song pairs.** Our route to Theorem 1 goes via Joyce-Song stable pairs $(F, s)$ on a fixed smooth complex projective threefold $(X, \mathcal{O}_X(1))$. These consist of a fixed $n \gg 0$,

- a rank $r \geq 1$ semistable sheaf $F$ of fixed class $v$, and
- $s \in H^0(F(n))$ which factors through no (semi-)destabilising subsheaf of $F$.

\(^1\)In fact the significant weakening of the conjecture described in Section 3.1 is sufficient for our purposes.
For us “semistable” will refer to a specific weak stability condition of \([BMT, BMS]\) (in contrast to Joyce-Song, who use Gieseker stability). This is enough to ensure that \(s\) is an injective map of sheaves, so it makes sense to consider its cokernel \(E\),

\[
0 \longrightarrow \mathcal{O}(-n) \xrightarrow{s} F \longrightarrow E \longrightarrow 0,
\]

of class \(v_n := v - [\mathcal{O}(-n)]\). Crucially this has smaller rank \(r - 1\). We show \(E\) is stable just above what we call the Joyce-Song wall \(\ell_{JS}(19)\) in the space of weak stability conditions. This is the wall along which the slopes of \(\mathcal{O}(-n)[1]\), \(F\) and \(E\) coincide, so the exact triangle \(F \rightarrow E \rightarrow \mathcal{O}(-n)[1]\) induced by (2) destabilises \(E\) on and below \(\ell_{JS}\). The same argument applies to \(E \otimes T\) for \(T\) any line bundle with torsion first Chern class, i.e. for \(T\) in

\[
\text{Pic}_0(X) := \{ T \in \text{Pic}(X) : c_1(T) = 0 \in H^2(X, \mathbb{Q}) \}.
\]

Moreover this describes all sheaves in an open and closed subset of the moduli space of semistable sheaves. (When \(r \leq 2\) it is the whole moduli space.) Thus the moduli space of rank \(r\) Joyce-Song pairs is actually a moduli space of (semi)stable sheaves of rank \(r - 1\).

**Wall crossing.** When \(X\) is Calabi-Yau this allows us to employ the Joyce-Song wall crossing formula to relate invariants counting the rank \(r\) sheaves \(F\) to those counting the rank \(r - 1\) sheaves \(E\). This gives a universal formula like (1), but for invariants defined by a weak stability condition.

Next we move through the space of weak stability conditions to the large volume limit. The sheaves \(F\) in class \(v\) remain semistable but the sheaves \(E\) of class \(v_n\) undergo wall crossing. We prove this only ever involves \(E\) being destabilised by other sheaves — rather than complexes of sheaves — which therefore also have rank \(\leq r - 1\). We can also control their Chern characters and thus set up an induction on rank. The base case \(r = 1\) was proved in \([FT2]\), so eventually we get a formula (1) for invariants counting tilt semistable objects. A final wall crossing to Gieseker stability then proves Theorem 1.

Our main technique for finding walls of instability is the Bogomolov-Gieseker conjecture of \([BMT, BMS]\). In fact we only need the much weaker condition \((wBG)\) of Section 3.1. This has now been proved for some Calabi-Yau 3-folds \([BMS, Ko, Li, Liu, MP]\).
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Plan. We work on a smooth complex projective threefold \( X \). In Section 1 we review the weak stability conditions and Bogomolov-Gieseker inequality of \([BMT, BMS]\). Section 2 proves that for such stability conditions, semistable objects \( E \in D(X) \) of class \( v_n \) are always sheaves. Moreover in Section 3 we show that their destabilising objects are also sheaves, with one exception — on the Joyce-Song wall, \( E \) can be destabilised by an exact triangle \( F \to E \to T(-n)[1] \) expressing it in terms of a Joyce-Song pair (2) up to tensoring by some \( T \in \text{Pic}_0(X) \).

From Section 4 we assume \( X \) is Calabi-Yau. We review the invariants counting its (weak) semistable sheaves and their wall crossing formulae in Section 4. Section 5 gives the proof of Theorem 1. It hides the role of Joyce-Song stable pairs so we explain their relevance in Appendix A, and stronger results in rank 2 in Appendix B. Neither is necessary for the rest of the paper. Appendix C uses work of Piyaratne-Toda to check that moduli stacks of weak semistable objects are algebraic of finite type.

Outlook. Up until Section 4 all of our results apply to any 3-fold satisfying the Bogomolov-Gieseker inequality. From Section 4 we restrict attention to Calabi-Yau 3-folds only so that we are able to apply the wall crossing formula of [JS]. Using Joyce’s new wall crossing formula for Fano 3-folds [Jo4, Theorem 7.69] instead we would expect our results to prove a version of Theorem 1 with insertions for Fano 3-folds.

On Calabi-Yau 3-folds with \( h^1(\mathcal{O}_X) > 0 \) the locally free action of \( \text{Jac}(X) \) on moduli spaces of rank \( r > 0 \) sheaves forces \( J(v) = 0 \). So from Section 4 we assume \( h^1(\mathcal{O}_X) = 0 \) without loss of generality. But it would be interesting to extend our results to counts of sheaves of fixed determinant when \( h^1(\mathcal{O}_X) > 0 \); this should not be too hard because in this case the wall crossing formula simplifies — see [TT2, Proposition 4.4] or [OPT, Theorem 4.9] for instance.

Kontsevich-Soibelman’s refinements of \( J(v) \) [KS1, KS2] are probably rigorously defined now that their integrality conjecture has been proved [DM] and orientation data has been shown to exist on Calabi-Yau 3-folds [JU]. Replacing the wall crossing formula of [JS] with that of [KS1] should prove an analogue of Theorem 1 for these invariants too. As Jan Manschot pointed out, the refined invariants should determine the fixed determinant invariants when \( h^1(\mathcal{O}_X) > 0 \).

Finally we note that while the universal formulae of Theorem 1 are not explicit, the wall crossing formulae in this paper give explicit formulae when restricted to specific classes and specific Calabi-Yau threefolds; see [Fe2] for examples.
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1. **Weak stability conditions**

Let \((X, \mathcal{O}(1))\) be a smooth polarised complex projective threefold with bounded derived category of coherent sheaves \(\mathcal{D}(X)\) and Grothendieck group \(K(\text{Coh}(X))\). Dividing by the kernel of the Mukai pairing gives the numerical Grothendieck group

\[
K(X) := \frac{K(\text{Coh}(X))}{\ker \chi},
\]

Notice \(K(X)\) is torsion-free and isomorphic to its image in \(H^*(X, \mathbb{Q})\) under the Chern character. We will mainly work with \(K(X)\) and its quotient

\[
K_H(X) := \frac{K(X)}{\ker \text{ch}_H} = \text{im}(\text{ch}_H) \subseteq \mathbb{Q}^3,
\]

where \(H := c_1(\mathcal{O}(1))\) and \(\text{ch}_H : K(X) \to \mathbb{Q}^3\) is the map

\[
\text{ch}_H(E) = (\text{ch}_0(E)H^3, \text{ch}_1(E).H^2, \text{ch}_2(E).H).
\]

Thus \(K_H(X)\) sees \(\text{ch}_i\) only through its \(H\)-degree \(\text{ch}_i.H^3-i\) for \(i \leq 2\), and is blind to \(\text{ch}_3\).

Gieseker and slope (semi)stability of sheaves will always be defined by \(H\). Scaling the usual definition by \(H^3\), we define the \(\mu_H\)-slope of a coherent sheaf \(E\) to be

\[
\mu_H(E) := \begin{cases} 
\frac{\text{ch}_1(E).H^2}{\text{ch}_0(E)H^3} & \text{if } \text{ch}_0(E) \neq 0, \\
+\infty & \text{if } \text{ch}_0(E) = 0.
\end{cases}
\]

Associated to this slope every sheaf \(E\) has a Harder-Narasimhan filtration. Its graded pieces have slopes whose maximum we denote by \(\mu_H^+(E)\) and minimum by \(\mu_H^-(E)\).

For any \(b \in \mathbb{R}\), let \(A_b \subset \mathcal{D}(X)\) denote the abelian category of complexes

\[
A_b = \{ E^{-1} \xrightarrow{d} E^0 : \mu_H^+(\ker d) \leq b, \mu_H^-(\coker d) > b \}.
\]

In particular each \(E \in A_b\) satisfies

\[
\text{ch}_1^{bH}(E).H^2 = \text{ch}_1(E).H^2 - bH^3\text{ch}_0(E) \geq 0,
\]

where \(\text{ch}^{bH}(E) := \text{ch}(E)e^{-bH}\). By [Br2, Lemma 6.1] \(A_b\) is the heart of a t-structure on \(\mathcal{D}(X)\). For any \(w > \frac{1}{2}b^2\), we have on \(A_b\) the slope function

\[
\nu_{b,w}(E) = \begin{cases} 
\frac{\text{ch}_2(E).H^3 - w\text{ch}_0(E)H^3}{\text{ch}_1^{bH}(E).H^2} & \text{if } \text{ch}_1^{bH}(E).H^2 \neq 0, \\
+\infty & \text{if } \text{ch}_1^{bH}(E).H^2 = 0.
\end{cases}
\]

Note that if \(\text{ch}_H(E) = 0\) the slope \(\nu_{b,w}(E)\) is defined by (8) to be \(+\infty\). By [BMT]'s slope function, there exists a Harder-Narasimhan filtration on \(A_b\) for \(\nu_{b,w}\), thus defining a **weak stability condition** on \(\mathcal{D}(X)\).

---

\(^2\)We use notation from [FT2]; in particular the rescaling [FT2, Equation 6] of [BMT]'s slope function.
**Definition 1.1.** Fix \( w > \frac{1}{2}b^2 \). Given an injection \( 0 \neq F \hookrightarrow E \) in \( \mathcal{A}_b \), we call \( F \) a *destabilising subobject* of \( E \) if and only if
\[
(9) \quad \nu_{b,w}(F) \geq \nu_{b,w}(E/F),
\]
and *strictly destabilising* if \( > \) holds. We say \( E \in \mathcal{D}(X) \) is \( \nu_{b,w} \)-(semi)stable if and only if
- \( E[k] \in \mathcal{A}_b \) for some \( k \in \mathbb{Z} \), and
- \( E[k] \) contains no (strictly) destabilising subobjects.

It is important to note we cannot replace (9) by \( \nu_{b,w}(F) \geq \nu_{b,w}(E) \); this is implied by (9) but does not imply it. So for instance the sequence \( I_p \hookrightarrow \mathcal{O}_X \to \mathcal{O}_p \), for \( p \) a point of \( X \), does not destabilise \( \mathcal{O}_X \) even though \( \nu_{b,w}(I_p) = \nu_{b,w}(\mathcal{O}_X) \).

**Remark 1.2.** Given \( (b, w) \in \mathbb{R}^2 \) with \( w > \frac{1}{2}b^2 \), the argument in [Br1, Proposition 5.3] describes \( \mathcal{A}_b \). It is generated by the \( \nu_{b,w} \)-stable two-term complexes \( E = \{ E^{-1} \to E^0 \} \) in \( \mathcal{D}(X) \) satisfying the following conditions on the denominator and numerator of \( \nu_{b,w} \) (8):

(a) \( \text{ch}_1^b(E).H^2 \geq 0 \), and
(b) \( \text{ch}_2(E).H - w \text{ch}_0(E)H^3 \geq 0 \) if \( \text{ch}_1^b(E).H^2 = 0 \).

That is, \( \mathcal{A}_b \) is the extension-closure of the set of these complexes.

![Figure 1. (b, w)-plane and the projection \( \Pi(E) \) when \( \text{ch}_0(E) > 0 \)](image)

By [BMS, Theorem 3.5] any \( \nu_{b,w} \)-semistable object \( E \in \mathcal{D}(X) \) satisfies
\[
(10) \quad \Delta_H(E) := (\text{ch}_1(E).H^2)^2 - 2(\text{ch}_2(E).H)\text{ch}_0(E)H^3 \geq 0.
\]

Therefore, if we plot the \( (b, w) \)-plane simultaneously with the image of the projection map \( \Pi: K(X) \setminus \{ E: \text{ch}_0(E) = 0 \} \to \mathbb{R}^2 \),
\[
E \mapsto \left( \frac{\text{ch}_1(E).H^2}{\text{ch}_0(E)H^3}, \frac{\text{ch}_2(E).H}{\text{ch}_0(E)H^3} \right),
\]
as in Figure 1, then \( \nu_{b,w} \)-semistable objects \( E \) lie outside the open set

\[
U := \left\{ (b, w) \in \mathbb{R}^2 : w > \frac{1}{2} b^2 \right\}
\]

while \((b, w)\) lies inside \(U\). By (7) they lie to the right of (or on) the vertical line through \((b, w)\) if \(\text{ch}_0(E) > 0\), to the left if \(\text{ch}_0(E) < 0\), and at infinity if \(\text{ch}_0(E) = 0\). The slope \(\nu_{b,w}(E)\) of \(E\) is the gradient of the line connecting \((b, w)\) to \(\Pi(E)\).

Objects \(E \in \mathcal{D}(X)\) gives the space of weak stability conditions a wall and chamber structure by [BMS, Proposition 12.5], as rephrased in [FT1, Proposition 4.1] for instance.

**Proposition 1.3 (Wall and chamber structure).** Fix \(v \in K(X)\) such that \(\text{ch}_1(v) \neq 0\) and \(\Delta_H(v) \geq 0\). There exists a set of lines \(\{\ell_i\}_{i \in I}\) in \(\mathbb{R}^2\) such that the segments \(\ell_i \cap U\) (called “walls”) are locally finite and satisfy

\begin{enumerate}[(a)]
  
  \item If \(\text{ch}_0(v) \neq 0\) then all lines \(\ell_i\) pass through \(\Pi(v)\).
  
  \item If \(\text{ch}_0(v) = 0\) then all lines \(\ell_i\) are parallel of slope \(\frac{\text{ch}_2(v).H}{\text{ch}_1(v).H}\).
  
  \item The \(\nu_{b,w}\)-(semi)stability of any \(E \in \mathcal{D}(X)\) of class \(v\) is unchanged as \((b, w)\) varies within any connected component (called a “chamber”) of \(U \setminus \bigcup_{i \in I} \ell_i\).
  
  \item For any wall \(\ell_i \cap U\) there is a map \(f : F \to E\) in \(\mathcal{D}(X)\) such that
    
    \(f\) is an injection \(F \to E\) in \(\mathcal{A}_b\) which strictly destabilises \(E\) for \((b, w)\) in one of the two chambers adjacent to \(\ell_i\).
\end{enumerate}

In this paper, we always assume \(X\) satisfies the conjectural Bogomolov-Gieseker inequality of Bayer-Macr`ı-Toda [BMT]. In the form of [BMS, Conjecture 4.1], rephrased in terms of the rescaling [FT2, Equation 6], it is the following.

**Conjecture 1.4.** For any \((b, w) \in U\) and \(\nu_{b,w}\)-semistable \(E \in \mathcal{D}(X)\), we have the inequality

\[
B_{b,w}(E) := (2w - b^2)\Delta_H(E) + 4\left( \text{ch}_2^H(E).H \right)^2 - 6\left( \text{ch}_1^H(E).H^2 \right)\text{ch}_3^H(E) \geq 0.
\]

**Remark 1.5.** Multiplying out and cancelling we find that \(B_{b,w}\) is actually linear in \((b, w)\):

\[
\frac{1}{2}B_{b,w}(E) = \left( C_1^2 - 2C_0C_2 \right)w + \left( 3C_0C_3 - C_1C_2 \right)b + \left( 2C_2^2 - 3C_1C_3 \right),
\]

where \(C_i := \text{ch}_i(E).H^{3-i}\). Thus the Bogomolov-Gieseker inequality (12) says that \(E\) can be \(\nu_{b,w}\)-semistable only on one side of the line \(\ell_f(E)\) defined by the equation \(B_{b,w}(E) = 0\).

When \(\text{ch}_0(E) \neq 0 \neq \text{ch}_1(E).H^2\) we can rearrange to see \(\ell_f(E)\) is the line through the points \(\Pi(E)\) and

\[
\Pi'(E) := \left( \frac{2\text{ch}_2(E).H}{\text{ch}_1(E).H^2}, \frac{3\text{ch}_3(E)}{\text{ch}_1(E).H^2} \right).
\]
2. Semistable objects are sheaves

Fix a rank $r \geq 1$, arbitrary $p_1, p_2, q \in \mathbb{N}$, and a class $v \in K(X)$ whose Chern character satisfies the bounds
\begin{equation}
\text{ch}(v) = (r, D, -\beta, -m) \in H^{2\ast}(X, \mathbb{Q})
\end{equation}

satisfies the bounds\(^3\)
\begin{equation}
D.H^2 = 0, \quad -p_1 \leq \beta.H \leq p_2 \quad \text{and} \quad m \leq q.
\end{equation}

Then we pick $n \gg 0$, a function of $r, p_1, p_2, q$, as follows. There are finitely many explicit inequalities of the form $O(n^i) < O(n^{i+1})$ in this Section 2 and Section 3, starting at (21) and ending with (55). We fix
\begin{equation}
n = n(r, p_1, p_2, q) \gg 0
\end{equation}
sufficiently large that all of these inequalities hold for
- all rank $r$ classes $v$ satisfying the bounds (16), and
- all rank $1 \leq r' \leq r$ classes $v' = (r', D', \beta', m')$ satisfying the bounds (16) with $(r, D, \beta, m)$ and $p_1, p_2, q$ replaced by $(r', D', \beta', m')$ and $p_1', p_2', q'$. Here $p_1', p_2', q'$ are the (maximum of the) functions of $r, p_1, p_2, q$ that arise in (45) and Theorem 3.4.

Set $v_n := v - [\mathcal{O}_X(-n)]$ with
\begin{equation}
\text{ch}(v_n) = \left( r - 1, \; nH + D, \; -\beta - \frac{1}{2}n^2H^2, \; -m + \frac{1}{6}n^3H^3 \right) \in H^{2\ast}(X, \mathbb{Q}).
\end{equation}

Throughout the paper we study $\nu_{b, w}$-semistable objects $E$ of class $v_n$ for stability conditions $\nu_{b, w}$ with $b$ strictly to the left of $\Pi(E)$. That is, we take $b < \mu_{H}(E) = \frac{n}{r-1}$ so that the denominator of $\nu_{b, w}(E)$ is strictly positive. A special role will be played by stability conditions on what we call the Joyce-Song wall $\ell_{JS} \subset \mathbb{R}^2$ — the line joining
\begin{equation}
\Pi(v_n) \quad \text{and} \quad \Pi(\mathcal{O}(-n)[1]) \quad \text{(and therefore also $\Pi(v)$)}.
\end{equation}

The goal of this section is to prove that semistable objects $E$ of class $v_n$ are sheaves, with one exception: for $(b, w) \in \ell_{JS}$ objects of the form
\begin{equation}
F \oplus T(-n)[1], \quad F \text{ a sheaf of class } v, \; T \in \text{Pic}_0(X),
\end{equation}
are $\nu_{b, w}$-semistable if $F$ is. (We will see later in Lemma 2.5 that such $F$ are semistable in the large volume chamber $w \gg 0$ and so are torsion-free sheaves.) These objects (20) are unstable on both sides of $\ell_{JS}$ so will not participate in the wall crossing formula.

**Theorem 2.1.** Given $(b, w) \in U$ with $b < \frac{n}{r-1}$, any $\nu_{b, w}$-semistable $E \in A_b$ of class $v_n$ (18) is either a sheaf or of the form (20).

We start by noting the equation of the line $\ell_f := \ell_f(E)$ passing through the points $\Pi(v_n)$ and $\Pi'(v_n)$ (14),
\begin{equation}
\ell_f = \left( \frac{\frac{1}{2}n(r - 2)\beta.H + 3(r - 1)m}{n^2rH^3 + 2(r - 1)\beta.H} \right) b - \frac{3nm + 2n^2\beta.H + 2(\beta.H)^2/H^3}{n^2rH^3 + 2r\beta.H}.
\end{equation}

\(^3\)In Section 5 we will show how to remove the $D.H^2 = 0$ condition, to work with arbitrary $D$. 

The Bogomolov-Gieseker Conjecture 1.4 then gives the following.

**Lemma 2.2.** There are no $\nu_{b,w}$-semistable objects of class $v_n$ (18) if $(b,w) \in U$ lies below the line $\ell_f \cap U$.

Note $\ell_f \cap U$ is nonempty for $n \gg 0$. Indeed let $a_f < b_f$ be the values of $b$ at the two intersection points $\ell_f \cap \partial U$ as in Figure 2. As $n \to \infty$ the coefficient of $b$ in (21) has leading term $-\frac{n}{2}$, while the constant term of (21) tends to $-\frac{23}{r^2}H$. Thus we can make $a_f, b_f$ as close as we like to $-n$ and 0 when $n \gg 0$. In fact for any fixed $\epsilon > 0$ we may take $n$ sufficiently large that the points

$\left( -n + \epsilon, \frac{1}{2}(-n + \epsilon)^2 \right)$ and $\left( -\epsilon, \frac{1}{2}\epsilon^2 \right)$

of $\partial U$ lie below $\ell_f$, so

(22) \hspace{1cm} a_f < -n + \epsilon \quad \text{and} \quad -\epsilon < b_f.

We fix $\epsilon = 1/4r^2H^3$ and choose $n \gg 0$ accordingly.

We will use (22) repeatedly in the following argument from [FT1, FT2]. Consider an object $F \in A_b$ which is $\nu_{b,w}$-semistable for $(b,w)$ on a wall $\ell \cap U$ passing through $\Pi(F)$. If $\ell \cap U$ is very long — for instance if it is close to $\ell_f \cap U$ — then the fact that $F \in A_b$ along the whole length of the wall constrains it (and its destabilising objects), in particular forcing its $H^{-1}$ to have low rank.

So suppose $\ell$ lies above or on another line $\tilde{\ell}$ through $\Pi(F)$ which intersects the boundary $\partial U$ at two points with $b$-values $\tilde{a} < \tilde{b}$. This means that as we move $b \uparrow \tilde{b}$ or $b \downarrow \tilde{a}$ along $\ell$,
Setting \( r' := \text{rank}(\mathcal{H}^{-1}(F)) \), so that \( \text{rank}(\mathcal{H}^{0}(F)) = \text{rank}(F) + r' \), yields

\[
\text{ch}_1(\mathcal{H}^{-1}(F)).H^2 \leq r'H^3\bar{a} \quad \text{and} \quad \text{ch}_1(\mathcal{H}^{0}(F)).H^2 \geq (\text{rank}(F) + r')H^3\bar{b}.
\]

Subtracting gives the key inequality

\[
\text{ch}_1(F).H^2 \geq r'\bar{b} - \bar{a})H^3 + \text{rank}(F)H^3\bar{b}.
\]

In applications this will bound \( r' \). When \( \ell = \ell_f \) then in combination with (22) for small \( \epsilon = 1/4r^2H^3 \) it will give \( \text{ch}_1(F).H^2 \geq r'nH^3 \). Note that when \( \ell \) lies strictly above \( \tilde{\ell} \) then \( \mu_H(\mathcal{H}^{-1}(F)) < \bar{a} \), so (24) becomes a strict inequality.

The rest of this section is devoted to the proof of Theorem 2.1. We fix a \( \nu_{b,w} \)-semistable \( E \in A_b \) of class \( v_n \), not of the form (20). Assume for a contradiction that it is also not a sheaf. Then by the definition (6) of \( A_b \) we know \( \mathcal{H}^{-1}(E) \) is a nonzero torsion-free sheaf so \( r' := \text{rank}(\mathcal{H}^{-1}(E)) \geq 1 \).

**Lemma 2.3.** \( \mathcal{H}^{-1}(E) \) is a rank one torsion-free sheaf with \( \text{ch}_1(\mathcal{H}^{-1}(E)).H^2 = -nH^3 \).

**Proof.** By Proposition 1.3 \( E \) is semistable along the intersection of \( U \) with the line \( \ell \) passing through \( \Pi(E) \) and \( (b,w) \). By Lemma 2.2 it lies above (or on) the line \( \ell_f \). So by our argument (24) applied to \( E, \ell_f, a_f, b_f \) in place of \( F, \tilde{\ell}, \bar{a}, \bar{b} \) we deduce

\[
nH^3 \geq r'(b_f - a_f)H^3 + (r - 1)H^3b_f \geq r'nH^3 - 2r'\epsilon H^3 - (r - 1)\epsilon H^3,
\]

where the second inequality comes from (22). Therefore \( r' = 1 \) and the inequality (25) is tight for \( \epsilon = (4rH^3)^{-1} \); if we added a positive integer to the right hand side it would fail. It follows that the inequalities (23) used to derive (25) are also tight, giving

\[
\text{ch}_1(\mathcal{H}^{-1}(E)).H^2 = -nH^3 \quad \text{and} \quad \text{ch}_1(\mathcal{H}^{0}(E)).H^2 = 0. \quad \square
\]

Now move down \( U \), shrinking \( w \) while keeping \( b < \frac{n}{r-1} \) to the left of \( \Pi(E) \). By Lemma 2.2 and Proposition 1.3 we find a wall of instability \( \ell_E \) for \( E \) above or on \( \ell_f \), below which \( E \) is strictly unstable. So we may choose a sequence \( E_1 \hookrightarrow E \rightarrow E_2 \) in \( A_b \) which strictly destabilises below \( \ell_E \). That is, \( \nu_{b,w}(E_1) = \nu_{b,w}(E) \) for \( (b,w) \in \ell_E \cap U \) and

\[
\nu_{b,w}(E_1) > \nu_{b,w}(E_2) \quad \text{for} \ w' < w.
\]

We next constrain these destabilising objects \( E_1, E_2 \). We will find the class of \( E_1 \) is similar to \( v \) (15) but with smaller rank, and the class of \( E_2 \) is therefore like \( v_n \) (18) with smaller rank. This will later allow us to prove Theorem 2.1 by an induction on rank.

**Proposition 2.4.** In the above situation, \( E_1 \) is a \( \nu_{b,w} \)-semistable sheaf with

\[
\text{ch}_0(E_1) \in [0, r - 1],
\]

\[
\text{ch}_1(E_1).H^2 = 0,
\]

\[
\text{ch}_2(E_1).H \in \left[-\frac{2\epsilon H^3}{r} \text{ch}_0(E_1), 0 \right],
\]

\[
\text{ch}_3(E_1) \leq \frac{2}{3} \text{ch}_2(E_1).H \left( \text{ch}_0(E_1)^2 \text{ch}_2(E_1).H - \frac{1}{2H^3 \text{ch}_0(E_1)^2} \right).
\]
Proof. The long exact sequence of sheaf cohomology groups of $E_1 \hookrightarrow E \twoheadrightarrow E_2$ is
\begin{equation}
0 \to \mathcal{H}^{-1}(E_1) \to \mathcal{H}^{-1}(E) \to \mathcal{H}^{-1}(E_2) \to \mathcal{H}^0(E_1) \xrightarrow{\alpha} \mathcal{H}^0(E) \to \mathcal{H}^0(E_2) \to 0.
\end{equation}
By Lemma 2.3, $\mathcal{H}^{-1}(E)$ is a rank one torsion-free sheaf. Let $r' := \text{rank}(\mathcal{H}^{-1}(E_2))$. Since $\ell_E$ lies above the line $\ell_f$ we find, by taking $\varepsilon = (4rH^3)^{-1}$ in (22) and $a_f, b_f$ in place of $\tilde{a}, \tilde{b}$ in (23),
\begin{equation}
\text{ch}_1(\mathcal{H}^{-1}(E_2)).H \leq nr'H^3 + \frac{r'}{2r} \quad \text{and} \quad \text{ch}_1(\mathcal{H}^0(E_1)).H^2 > -\frac{r' + r}{2r}
\end{equation}
because $\text{rank}(\mathcal{H}^0(E_1)) \leq \text{rank}(\mathcal{H}^{-1}(E_2)) + \text{rank}(\mathcal{H}^0(E)) = r' + r$ by (30). Similarly
\begin{equation}
\text{ch}_1(\mathcal{H}^0(E)).H^2 > -rH^3\varepsilon > -\frac{1}{2} \quad \text{so} \quad \text{ch}_1(\mathcal{H}^0(E_2)).H^2 \geq 0
\end{equation}
since $\text{rank}(\mathcal{H}^0(E_2)) \leq \text{ch}_0(\mathcal{H}^0(E)) = r$. By Lemma 2.3,
\begin{equation}
\text{ch}_1(\mathcal{H}^0(E)).H^2 = \text{ch}_1(E).H^2 + \text{ch}_1(\mathcal{H}^{-1}(E)).H^2 = 0,
\end{equation}
so (32) and (30) give
\begin{equation}
\text{ch}_1(\text{im } \alpha).H^2 \leq 0.
\end{equation}

We now consider two different cases.

Case 1. Suppose $\mathcal{H}^{-1}(E_1) \neq 0$. Since $\mathcal{H}^{-1}(E)$ is a rank one torsion-free sheaf, by Lemma 2.3, and $\mathcal{H}^{-1}(E_2)$ is a torsion-free sheaf (because $E_2 \in \mathcal{A}_b$) we see from (30) that $\mathcal{H}^{-1}(E_1) \cong \mathcal{H}^{-1}(E)$ and (34) becomes
\begin{equation}
\text{ch}_1(\mathcal{H}^0(E_1)/\mathcal{H}^{-1}(E_2)).H^2 \leq 0.
\end{equation}

Combined with (31) this gives
\begin{equation}
-\frac{r' + r}{2r} + nr'H^3 - \frac{r'}{2r} < \text{ch}_1(\mathcal{H}^0(E_1)).H^2 - \text{ch}_1(\mathcal{H}^{-1}(E_2)).H^2 \leq 0.
\end{equation}
This forces $r' = 0$, so in fact $\mathcal{H}^{-1}(E_2) = 0$ and $E_2$ is a sheaf. Then (35) gives
\begin{equation}
\text{ch}_1(\mathcal{H}^0(E_1)).H^2 = 0 \quad \text{and so, by (33),} \quad \text{ch}_1(\mathcal{H}^0(E_2)).H^2 = 0.
\end{equation}

Thus $\text{ch}_1(E_2).H^2 = 0$. Combined with the fact that $E_2$ has finite slope $\nu_{b,w}(E)$ on $\ell_E$ we deduce it is a sheaf of strictly positive rank. So $\Pi(E_2)$ lies on the $w$-axis with our stability condition $(b, w)$ to the left (i.e. $b < 0$) and $\Pi(E)$ to the right. Then on moving $(b, w)$ below $\ell_E$, the line joining it to $\Pi(E_2)$ has greater slope than the line joining it to $\Pi(E)$. This contradicts the fact that $\nu_{b,w}(E_2) < \nu_{b,w}(E)$ below the wall.

Case 2. Thus $E_1$ is a sheaf and (31) and (33) imply
\begin{equation}
\text{ch}_1(\mathcal{H}^0(E_1) - \mathcal{H}^{-1}(E_2) + \mathcal{H}^{-1}(E)).H^2 > -\frac{r' + r}{2r} + nr'H^3 - \frac{r'}{2r} - nH^3.
\end{equation}
The left hand side is $\text{ch}_1(\text{im } \alpha).H^2 \leq 0$ (34). Since the right hand side is $(r' - 1)H^3n + O(1)$ for $n \gg 0$ this gives $r' = 1$. Therefore $\mathcal{H}^{-1}(E_2)/\mathcal{H}^{-1}(E)$ is a sheaf of rank zero, so has
\[\text{ch}_1. H^2 \geq 0, \text{ giving} \]
\[-nH^3 \leq -nH^3 + \text{ch}_1 \left( \frac{\mathcal{H}^{-1}(E)}{\mathcal{H}^{-1}(E)} \right).H^2 = \text{ch}_1(\mathcal{H}^{-1}(E)).H^2 \leq -nH^3 + \frac{1}{2r}.\]

(The equality is Lemma 2.3; the last inequality comes from (31).) Thus \(\text{ch}_1(\mathcal{H}^{-1}(E)).H^2 = -nH^3 \) and \(\mathcal{H}^{-1}(E) = \mathcal{H}^{-1}(E) \) has support \(Z \subset X\) of dimension at most 1. Thus (30) gives the exactness of
\[
0 \to E_1 \to \mathcal{H}^0(E) \to \mathcal{H}^0(E_2) \to 0 \quad \text{on } X \setminus Z.
\]
But \(\text{ch}_1(\mathcal{H}^0(E_i)).H^2 \geq 0\) by (31) (with \(r' = 1\)) and (32). Since \(\text{ch}_1(\mathcal{H}^0(E)).H^2 = 0\) by (33) we deduce
\[
\text{ch}_1(E_1).H^2 = 0 = \text{ch}_1(\mathcal{H}^0(E_2)).H^2
\]
on \(X \setminus Z\) and so also on \(X\) because \(\dim Z \leq 1\). This gives (27). Since \(\nu_{b,w}(E_1) = \nu_{b,w}(E) < +\infty\) we see \(\text{rank}(E_1) > 0\), while (36) gives \(\text{rank}(E_1) \leq r\).

Now \(\Pi(E_1) = (0, \text{ch}_2(E_1).H/\text{ch}_0(E_1)H^3)\) lies on \(\ell_E\) and so above or on \(\ell_f\). But by (21) at \(b = 0\) we have \(w \sim -2\beta.H/rH^3\) to leading order in \(n \gg 0\). Therefore
\[
\frac{-2\beta.H + 1}{rH^3} \leq \frac{\text{ch}_2(E_1).H}{\text{ch}_0(E_1)H^3}
\]
for \(n \gg 0\). Then (10) gives \(\text{ch}_2(E_1).H \leq 0\), so this proves (28).

Next \(\text{ch}_0(E_1) \in [1, r]\) gives \(- (\text{ch}_0(E_1)^2 H^3)^{-1} \leq - (r^2 H^3)^{-1} < b_f\) (22). So since \(\ell_E\) is above or on \(\ell_f\) there is \(w > 0\) such that \(\left( \frac{-1}{\text{ch}_0(E_1)^2 H^3}, w \right) \in \ell_E \cap U\), where \(E_1\) is semistable. Therefore Lemma 2.5 below applies to \(E_1\) to give the bound (29) for \(\text{ch}_3(E_1)\).

We are just left with ruling out \(\text{rank}(E_1) = r\). Supposing otherwise we write \(\text{ch}(E_1) = (r, \text{ch}_1, \text{ch}_2, \text{ch}_3)\), so
\[
\text{ch}(E_2) = \left( -1, \ nH + D - \text{ch}_1, -\beta - \text{ch}_2 - \frac{r}{6} n^2 H^2, -m - \text{ch}_3 + \frac{1}{6} n^3 H^3 \right).
\]
Now \((D - \text{ch}_1).H^2 = 0\) and \(E_2\) is semistable on \(\ell_E \cap U\), which is above \(\ell_f \cap U\) and so intersects \(b = -n + 1/H^3\) by (22). Therefore Lemma 2.6 below applies to \(E_2\), giving
\[
0 \leq \frac{2}{3} (\beta.H + \text{ch}_2.H) \left( \beta.H + \text{ch}_2.H - \frac{1}{2H^3} \right) + m + \text{ch}_3 + nH(\beta + \text{ch}_2).
\]
Each term can be bounded above by (28), (29) and (16). Thus the coefficient \((\beta + \text{ch}_2).H\) of \(n\) must be \(\geq 0\).

If \(-\beta.H < \text{ch}_2.H\), then \(\Pi(E_1)\) lies above \(\left( 0, -\frac{\beta.H}{m} \right) = \Pi(v)\). Therefore \(\ell_E\) lies above the Joyce-Song wall \(\ell_{JS}\) (19) passing through \(\Pi(v)\) and \(\Pi(\mathcal{O}_X(-n)) = (-n, \frac{1}{2} n^2) \in \partial U\). Thus the leftmost intersection point of \(\ell_E\) with \(\partial U\) has \(b = b' < -n\). Since \(E\) lies in \(A_6\) along \(\ell_E \cap U\) this gives the contradiction
\[
\mu_H(\mathcal{H}^{-1}(E)) = -n \leq b'.
\]
Thus \( \text{ch}_2.H = -\beta.H \), so Lemma 2.6 gives \( E_2 \cong T(-n)[1] \) for some \( T \in \text{Pic}_0(X) \). Hence \( E \) lies in the triangle
\[
E_1 \rightarrow E \rightarrow T(-n)[1].
\]
Now \( E_1 \) is torsion-free by Lemma 2.5. Thus the map \( s: T(-n) \rightarrow E_1 \) induced by (38) is either zero or an injection. In the first case \( E \) takes of the form (20), in the second it is a sheaf. Both contradict our assumptions. \( \square \)

The next two Lemmas give vertical lines through \( U \) on which we can rule out walls of instability for objects of certain classes.

Lemma 2.5. Fix \( F \in \mathcal{D}(X) \) with \( \text{ch}_0(F) \geq 1 \) and \( \text{ch}_1(F).H^2 = 0 \). Set \( b_0 := -1/\text{ch}_0(F)^2H^3 \). If \( F \in \mathcal{A}_{b_0} \) and is \( \nu_{b_0,w} \)-semistable for some \( w > \frac{1}{2} b_0^2 \) then \( F \) is a torsion-free sheaf, \( \nu_{b_0,w} \)-semistable for all \( w > \frac{1}{2} b_0^2 \), with
\[
\text{ch}_3(F) \leq \frac{2}{3} \text{ch}_2(F).H \left( \text{ch}_0(F) \text{ch}_2(F).H - \frac{1}{2H^3 \text{ch}_0(F)^2} \right).
\]

Proof. The first claim follows from [FT1, Lemma 8.1] if \( \text{ch}_0(F) = 1 \) and [Fe1, Theorem 3.1] if \( \text{ch}_0(F) > 1 \). (Both results are stated for sheaves but their proofs are valid for any object in \( \mathcal{A}_{b_0} \) of positive rank.) Thus \( F \) is \( \nu_{b_0,w} \)-semistable for all \( w > \frac{1}{2} b_0^2 \), so the Bogomolov-Gieseker inequality (12) implies that
\[
0 \leq \lim_{w \to \frac{1}{2} b_0^2} \frac{1}{2} B_{b_0,w}(F) = 2(\text{ch}_2^{b_0 H}(F).H)^2 - 3(\text{ch}_1^{b_0 H}(F).H^2) \text{ch}_3^{b_0 H}(F),
\]
which implies the upper bound (39). Finally [BMS, Lemma 2.7(c)(i)] gives that \( F \) is a torsion-free sheaf. \( \square \)

Lemma 2.6. Let \( b' := -n + \frac{1}{m} \) and consider a \( \nu_{b',w} \)-semistable object \( F \in \mathcal{A}_{b'} \) with
\[
\text{ch}(F) = (-1, nH + D', -\beta' - \frac{1}{2} n^2 H^2, -m' + \frac{1}{6} n^3 H^3),
\]
where \( D'.H^2 = 0 \). Then \( F \) is \( \nu_{b',w} \)-stable for every \( w > \frac{b'^2}{2} \), and
\[
-n \beta'.H - \frac{2}{3} \beta'.H \left( \beta'.H - \frac{1}{2H^3} \right) \leq m'.
\]
Moreover, if \( \beta'.H = 0 \), then \( F \cong T(-n)[1] \) for some \( T \in \text{Pic}_0(X) \).

Proof. Similar arguments appear in [FT2, FT1]; we give the details for completeness. The choice of \( b' \) ensures the denominator \( \text{ch}_1^{b'H}.H^2 \) of \( \nu_{b',w} \) is additive, integral, nonnegative (7) on \( \mathcal{A}_{b'} \) and takes the minimum possible value of 1 on \( F \), so \( F \) can only be destabilised on the vertical line \( b = b' \) by objects with \( \text{ch}_1^{b'H}.H^2 = 0 \). These have constant \( \nu_{b',w} = +\infty \), so (i) \( F \) has no walls of instability crossing this line and (ii) semistability implies stability, proving the first claim.
Thus $F(n) \in \mathcal{A}_{\nu+n} = \mathcal{A}_b$ is $\nu_{b,w}$-semistable for $w \gg 0$ and $h := 1/H^3$. Therefore, by [BMT, Lemma 5.1.3(b)] the shifted derived dual $F(n)^{\vee}[1]$ lies in an exact triangle

$$F' \hookrightarrow F(n)^{\vee}[1] \twoheadrightarrow Q[-1],$$

with $Q$ a zero-dimensional sheaf and $F'$ a $\nu_{-h,w}$-semistable object of $\mathcal{A}_b$ for $w \gg 0$. Since rank $F' = 1$ it is a torsion-free sheaf by [BMS, Lemma 2.7]. We also have $\ch_1(F').H^2 = \ch_1(F(n)).H^2 = 0$. Hence Lemma 2.5 gives

$$\ch_3(F') \leq \frac{2}{3} \ch_2(F').H \left( \ch_2(F').H - \frac{1}{2H^2} \right).$$

Since $\ch_2(F').H = \beta'.H$ and $-m' - n\beta'.H = \ch_3(F') - \ch_3(Q) \leq \ch_3(F')$ the claimed inequality (40) follows.

Now assume $\beta'.H = 0$. By [BMS, Lemma 2.7], $\mathcal{H}^{-1}(F)$ is a torsion-free sheaf of rank 1 and $\mathcal{H}^0(F)$ is supported in dim $\leq 1$. Therefore $\mathcal{H}^{-1}(F)$ is $\mu_{-H}$-semistable and satisfies the classical Bogomolov inequality,

$$(41) \quad \ch_1(\mathcal{H}^{-1}(F))^2.H \geq 2 \ch_2(\mathcal{H}^{-1}(F)).H = n^2H^3 + 2 \ch_2(\mathcal{H}^0(F)).H.$$

By the Hodge index theorem,

$$n^2H^3 = \frac{(\ch_1(\mathcal{H}^{-1}(F)).H^2)^2}{H^3} \geq \ch_1(\mathcal{H}^{-1}(F))^2.H,$$

with equality if and only if $\ch_1(\mathcal{H}^{-1}(F))$ is a multiple of $H$ in $H^2(X, \mathbb{Q})$. Combining (41) and (42) gives

$$(43) \quad \ch_2(\mathcal{H}^0(F)).H \leq 0.$$

But dim $\text{supp} \mathcal{H}^0(F) \leq 1$, so this shows dim $\text{supp} \mathcal{H}^0(F) = 0$ and (43, 41, 42) are equalities. Thus $\ch_1(\mathcal{H}^{-1}(F))$ is a multiple of $H$ in $H^2(X, \mathbb{Q})$ and $D' = 0$. Hence there is a zero-dimensional subscheme $Z \subset X$ such that

$$(44) \quad \mathcal{H}^{-1}(F) \cong T(-n) \otimes I_Z$$

for some $T \in \text{Pic}_0(X)$. If $Z$ were nonempty then $\nu_{\psi,w}(\mathcal{O}_Z) = +\infty$, so combining the $\mathcal{A}_b$-short exact sequences

$$\mathcal{O}_Z \hookrightarrow \mathcal{H}^{-1}(F)[1] \twoheadrightarrow T(-n)[1] \quad \text{and} \quad \mathcal{H}^{-1}(F)[1] \hookrightarrow F \twoheadrightarrow \mathcal{H}^0(F)$$

gives the destabilising subobject $\mathcal{O}_Z \rightarrow F$, contradicting the $\nu_{\psi,w}$-semistability of $F$.

Therefore $Z = \emptyset$ and $\mathcal{H}^{-1}(F) \cong T(-n)$. Since $\mathcal{H}^0(F)$ is supported in dimension zero, $\Ext^2(\mathcal{H}^0(F), T(-n)) = 0$, so $F$ splits as $T(-n)[1] \oplus \mathcal{H}^0(F)$. If $\mathcal{H}^0(F) \neq 0$ it has $\nu_{\psi,w} = +\infty$, destabilising $F$. Thus in fact $F = T(-n)[1]$. $\square$

**Proof of Theorem 2.1.** Assume for a contradiction the existence of a $\nu_{b,w}$-semistable $E \in \mathcal{A}_b$ of class $v_n$ which is neither a sheaf nor of the form (20). Moving down from the point $(b, w)$ we hit a wall $\ell_E$ for $E$ by Lemma 2.2, with destabilising sequence $E_1 \hookrightarrow E \twoheadrightarrow E_2$ in $\mathcal{A}_b$ described by Proposition 2.4. In particular $\ch_0(E_1) \in [1, r-1]$ (26) already gives a
contradiction if \( r = 1 \). Thus we can use this as the base case of an induction on rank and assume the Theorem has been proved for \( \text{rank}(E) \leq r - 2 \).

Set \( \text{ch}(E_1) = (\text{ch}_0, \text{ch}_1, \text{ch}_2, \text{ch}_3) \) so \( E_2 \) is a \( \nu_{b,w} \)-semistable object of Chern character

\[
v_n - \text{ch}(E_1) = \left( r - 1 - \text{ch}_0, \ nH + D - \text{ch}_1, \ -\beta - \text{ch}_2 - \frac{1}{2}n^2H^2, \ -m - \text{ch}_3 + \frac{1}{6}n^3H^3 \right).
\]

We have \( r - 1 - \text{ch}_0 \in [0, r - 2] \) by (26) and \( (D - \text{ch}_1).H^2 = 0 \) by (27). Moreover, by (28), \((\beta + \text{ch}_2).H\) has upper and lower bounds \(-p'_1, p'_2\) depending on \( p_1 \) and \( p_2 \), and by (29) \( \text{ch}_3 + m \) has an upper bound \( q' \) depending on \( r, p_1, p_2 \) and \( q \):

\[
(45) \quad -p'_1 \leq (\beta + \text{ch}_2).H \leq p'_2 \quad \text{and} \quad m + \text{ch}_3 \leq q'.
\]

Therefore we may apply the Theorem to \( E_2 \) of rank \( \leq r - 2 \). But it cannot be a sheaf since then \( E \) would be an extension of two sheaves \( E_1 \) and \( E_2 \) and hence a sheaf itself.

So \( E_2 = F_2 \oplus T(-n)[1] \), giving us a surjection \( E \to T(-n)[1] \) in \( A_b \) for \( (b, w) \in \ell_E \cap U \).

Its kernel in \( A_b \) is a \( \nu_{b,w} \)-semistable object \( F \) of class \( v \), which by Lemma 2.5 is a torsion-free sheaf. So the induced map of sheaves \( T(-n) \to F \) is either an injection or zero, giving the contradiction that \( E \) is either a sheaf or of the form (20). \qed

3. Destabilising objects are sheaves

In this section we will analyse walls for sheaves of class \( v_n \) and show the destabilising objects are sheaves, except on one wall where we get Joyce-Song pairs.

**Definition 3.1.** We say a class \( v \in K(X) \) with \( \text{ch}(v) = (\text{ch}_0, \text{ch}_1, \text{ch}_2, \text{ch}_3) \in H^{2*}(X, \mathbb{Q}) \) is positive, written \( v > 0 \), if and only if

- \( \text{ch}_0 > 0 \), or
- \( \text{ch}_0 = 0 \) and \( \text{ch}_1.H^2 > 0 \).

We will define a “safe area” \( U_v \subset U \) for a positive class \( v \) such that whenever \( (b, w) \in U_v \), all \( \nu_{b,w} \)-semistable objects of class \( v \) are sheaves, and any semi-destabilising objects are also sheaves.

If \( \Delta_H(v) < 0 \) there are no semistable objects by [BMS, Theorem 3.5], so we set \( U_v = U \).

If \( \Delta_H(v) = 0 \) set \( U_v = \{(b, w) \in U : b < \mu_H(v)\} \) to be the points of \( U \) to the left of \( \Pi(v) \).

If \( \Delta_H(v) > 0 \) there are two cases. Either \( \text{ch}_0 > 0 \), so \( \Pi(v) \) lies outside \( \overline{U} = U \cup \partial U \), then draw any line through \( \Pi(v) \) that misses \( U \). Or \( \text{ch}_0 = 0 \), then draw any line of slope \( \text{ch}_2.H/\text{ch}_1.H^2 \) that misses \( U \). Now rotate the line clockwise about \( \Pi(v) \) in the first case, or fix its slope \( \text{ch}_2.H/\text{ch}_1.H^2 \) and move it upwards in the second. In both cases it will eventually pass through \( U \) (to the left of \( \Pi(v) \) in the first case), intersecting \( \partial U \) in two points which move further apart until we find a unique \( \ell_v \) for which the \( b \) values \( a_v < b_v \) of the two points of \( \ell_v \cap \partial U \) satisfy

\[
(46) \quad H^3(b_v - a_v) = \text{ch}_1.H^2 - b_v\text{ch}_0.H^3 > 0.
\]

Notice the right hand inequality is immediate from \( v > 0 \) when \( \text{ch}_0 = 0 \); when \( \text{ch}_0 > 0 \) it is the statement that both intersection points are to the left of \( \Pi(v) \).
We define the safe area \( U_v \subset U \) of \( v \) to be the set of \( (b, w) \in U \) strictly above \( \ell_v \) and to the left of \( \Pi(v) \) as in Figure 3. Explicitly, when \( \Delta_H(v) \geq 0 \),

\[
U_v := \{(b, w) \in U : b < \mu_H(v), \ 2w > (a_v + b_v)b - a_v b_v\},
\]

where

\[
a_v = \frac{-\sqrt{1 + c_0} \sqrt{\Delta_H}}{1 + c_0 + \sqrt{1 + c_0}} \frac{\Delta_H}{H^3} + \beta, \quad b_v = \frac{1}{1 + c_0 + \sqrt{1 + c_0}} \frac{\Delta_H}{H^3} + \frac{\Delta_H}{H^3}
\]

and \( \beta \) is defined as in [BMS, Equation (16)],

\[
\beta := \begin{cases} \frac{ch_1 H^2}{ch_0 H^3} & \text{if } c_0 = 0, \\ \frac{ch_2 H}{ch_1 H^2 - \sqrt{\Delta_H}} & \text{if } c_0 > 0. \end{cases}
\]

The equality (46) will ensure that walls \( \ell \cap U \) in the safe area are sufficiently long that we can apply our standard argument (24) to show that semistable objects \( E \) of class \( v \) (and their destabilising quotients) must be sheaves.

**Proposition 3.2.** If \( E \in A_b \) is \( \nu_{b,w} \)-semistable object of class \( v > 0 \) and \( (b, w) \in U_v \) then

- \( E \) is a sheaf, and
- if \( E_1 \rightarrow E \rightarrow E_2 \) is a short exact sequence in \( A_b \) with \( \nu_{b,w}(E_i) = \nu_{b,w}(E) \) then the \( E_i \) are sheaves and \( (b, w) \in U_{\nu_{b,w}(E_i)} \) for \( i = 1, 2 \).

**Proof.** Consider the line \( \ell \) which passes through \( (b, w) \) and \( \Pi(v) \) if \( c_0 > 0 \), or passes through \( (b, w) \) and has slope \( \frac{ch_2 H}{ch_1 H^2} \) if \( c_0 = 0 \). Since \( \ell \) lies strictly above \( \ell_v \), we can run our standard argument (24) with \( E, \ell, a_v, b_v \) in place of \( F, \tilde{\ell}, \tilde{a}, \tilde{b} \). If \( r' := c_0(H^{-1}(E)) \geq 1 \) it
gives
\[ \text{ch}_1.H^2 > \text{ch}_0 b_v H^3 + r'(b_v - a_v)H^3 \geq \text{ch}_0 b_v H^3 + (b_v - a_v)H^3, \]
contradicting (46). Since \( \mathcal{H}^{-1}(E) \) is torsion-free for \( E \in \mathcal{A}_b \) (6) we conclude \( \mathcal{H}^{-1}(E) = 0 \) and \( E \) is a sheaf.

Therefore the long exact sequence of cohomology sheaves of \( E_1 \hookrightarrow E \to E_2 \) is
\[ 0 \to \mathcal{H}^{-1}(E_2) \to E_1 \to E \to \mathcal{H}^0(E_2) \to 0. \]
If \( r'' := \text{rank}(\mathcal{H}^{-1}(E_2)) \geq 1 \) then (24) applied to \( E_2, \ell_v, a_v, b_v \) in place of \( F, \tilde{\ell}, \tilde{a}, \tilde{b} \) gives
\[
\text{ch}_1(E_2).H^2 > r''(b_v - a_v)H^3 + (\text{ch}_0 - \text{ch}_0(E_1)) b_v H^3 \\
\geq (b_v - a_v)H^3 + \text{ch}_0 b_v H^3 - \text{ch}_0(E_1) b_v H^3.
\]
But \( E_1 \in \mathcal{A}_b \) so \( \text{ch}_1(E_1).H^2 \geq \text{ch}_0(E_1) b_v H^3 \), giving
\[
\text{ch}_1.H^2 = \text{ch}_1(E_1).H^2 + \text{ch}_1(E_2).H^2 \geq \text{ch}_0(E_1) b_v H^3 + \text{ch}_1(E_2).H^2 \\
> (b_v - a_v)H^3 + \text{ch}_0 b_v H^3.
\]
This contradicts (46), so \( r'' = 0 \). Since \( \mathcal{H}^{-1}(E_2) \) is torsion-free it is zero and \( E_2 \) is a sheaf. Thus both \( E_i \) are \( \nu_{b,v} \)-semistable sheaves with \( \nu_{b,v}(E_i) = \nu_{b,v}(E) < +\infty \) so have positive classes \( [E_i] > 0 \) in the sense of Definition 3.1.

Finally set \( v_i := \text{ch}(E_i) \). Since \( E_i \) is a sheaf in \( \mathcal{A}_b \) it has \( \text{ch}_0(E_i) \geq 0 \) and \( \text{ch}_1(E_i).H^2 - b \text{ch}_0 H^3 \geq 0 \) by (7). Thus \( (b, w) \) is to the left of \( \Pi(E_i) \), and to prove \( (b, w) \in U_{v_i} \) it remains to show the line \( \ell \) joining \( (b, w) \), \( \Pi(E) \) and \( \Pi(E_1) \) is above \( \ell_{v_i} \).

Suppose not, so \( \ell_{v_i} \) is strictly above \( \ell_v \). Thus
\[
(47) \quad b_{v_i} > b_v \quad \text{and} \quad b_{v_i} - a_{v_i} > b_v - a_v.
\]
Since \( \text{ch}_0(E_i) \geq 0 \), this gives
\[
(48) \quad H^3(b_{v_i} - a_{v_i}) = \text{ch}_1(E_i).H^2 - b_{v_i} \text{ch}_0(E_i)H^3 \leq \text{ch}_1(E_i).H^2 - b_v \text{ch}_0(E_i)H^3
\]
But since \( \ell \) lies above \( \ell_v \), we see \( E_j \in \mathcal{A}_{b_v} \), where \( \{i, j\} = \{1, 2\} \). Thus \( \text{ch}_1 b_v H(E_j).H^2 \geq 0 \), and is actually \( > 0 \) since \( \nu_{b,v}(E_j) = \nu_{b,v}(E) < +\infty \). That is,
\[
\text{ch}_1(E_i).H^2 - b_v H^3 \text{ch}_0(E_i) < \text{ch}_1(E).H^2 - b_v H^3 \text{ch}_0(E).
\]
Combined with (48) we get
\[
H^3(b_{v_i} - a_{v_i}) < \text{ch}_1(E).H^2 - b_v \text{ch}_0(E)H^3 = H^3(b_v - a_v),
\]
contradicting (47). \( \square \)

For the next Lemma recall the map \( \text{ch}_H = (\text{ch}_0 H^3, \text{ch}_1 H^2, \text{ch}_2 H) : K(X) \to \mathbb{Q}^3 \) of (5).

**Lemma 3.3.** [BMS, Corollary 3.10] Fix \((b, w) \in U \). If \( E_1 \hookrightarrow E \to E_2 \) is an \( \mathcal{A}_b \)-exact sequence of \( \nu_{b,w} \)-semistable objects, all of the same slope \( \nu_{b,w} < +\infty \), then either
\begin{enumerate}
  
  \item [(i)] \( 0 \leq \Delta_H(E_i) < \Delta_H(E) \) for \( i = 1, 2 \), or
  
  \item [(ii)] \( \Delta_H(E_1) = 0 = \Delta_H(E) \) and the \( \text{ch}_i(H(E_i)) \) are proportional to \( \text{ch}_i(H(E)) \) for \( i = 1, 2 \).
\end{enumerate}
Proof. Since $\Delta_H$ and $\nu_{b,w}$ factor through $\text{ch}_H$ we consider them as functions on $\mathbb{Q}^3$. Thus $\Delta_H$ defines a quadratic form of signature $(2,1)$ on $\mathbb{R}^3$.

Consider the 2-dimensional subspace $V \subset \mathbb{R}^3$ on which either $\nu_{b,w}$ equals $\nu_{b,w}(E)$ or both its numerator and denominator vanish. The vector $v := (1, b, w) \in V$ satisfies
\begin{itemize}
  \item $\Delta_H(v) < 0$, so $\Delta_H$ has signature $(1,1)$ on $V$, and
  \item the function $\text{ch}_1.H^2 - b\text{ch}_0 H^3$ (the denominator of $\nu_{b,w}$) vanishes on $v$.
\end{itemize}
Thus the line $\mathbb{R}v$ splits $V$ — and the positive cone $\{\Delta_H|_V \geq 0\}$ — into two components on which $\text{ch}_1.H^2 - b\text{ch}_0 H^3$ takes different signs. Let $C^+$ denote the component of the cone $\{\Delta_H|_V \geq 0\}$ on which $\text{ch}_1.H^2 - b\text{ch}_0 H^3 \geq 0$.

By [BMS, Theorem 3.5] both $\text{ch}_H(E_i) \in C^+$. Thus the Lemma follows from an elementary geometric fact about the bilinear form $\langle \cdot, \cdot \rangle$ associated to $\Delta_H|_V$: if $v_1, v_2 \in C^+ - \{0\}$ then $\langle v_1, v_2 \rangle \geq 0$, with equality if and only if $v_1$ and $v_2$ are proportional and $\Delta_H(v_i) = 0$. \hfill $\square$

We now describe all walls and semistable factors for $\nu_{b,w}$-semistable objects of class $v_n$.

If the object is not a sheaf then by Theorem 2.1 it takes the form (20); it is therefore semistable on $\ell_{JS} \cap U$ and unstable on $U \setminus \ell_{JS}$.

So now consider a $\nu_{b,w}$-semistable sheaf $E$ of class $v_n$ and let $\ell_E$ be a wall of instability for $E$. We will find three cases. In the first case, $(b, w)$ will be on the Joyce-Song wall $\ell_{JS} \subset \mathbb{R}^2$ (19). Here we will find $E$ is destabilised by a unique sequence $F \to E \to T(-n)[1]$ coming from a Joyce-Song pair (2), up to tensoring by some $T \in \text{Pic}_0(X)$.

In the other two cases the destabilising objects are sheaves. In case 2(a) below their safe areas contain $(b, w)$, which will allow us to continue crossing walls. In case 2(b) one of the sheaves has no further walls and the other is of type $v_n$ for a strictly lower rank $r \leq r - 2$, which will allow us to do an induction.

So fix a $\nu_{b,w}$-semistable sheaf $E$ of class $v_n$ and $(b, w) \in \ell_E \cap U$ to the left of $\Pi(E)$, i.e. $b < \frac{n}{r-1}$. Suppose $E_1 \leftrightarrow E \to E_2$ is a destabilising short exact sequence in $\mathcal{A}_b$ and assume that $E_2$ is semistable next to the wall.\footnote{4}  

Theorem 3.4. Under the above conditions, one of the following holds.
\begin{enumerate}
  \item $E_1$ is a sheaf in class $\nu$, $E_2 \cong T(-n)[1]$ for some $T \in \text{Pic}_0(X)$ and $(b, w) \in \ell_{JS}$. On or above $\ell_{JS}$ there are no walls for sheaves of class $\alpha|_{E_i} \in K_H(X)$ for $\alpha \in \left[\frac{b}{b+1}, 1\right]$.\footnote{4}
  \item Both $E_i$ are sheaves with positive classes $[E_i] > 0$ and either
  \begin{enumerate}
  \item $(b, w)$ lies in the safe areas $U_{[E_i]}$ for $i = 1, 2$, or
  \item one of the $E_i$ has $\text{ch}_1(E_i).H^2 = 0$ and sheaves of class $\alpha|_{E_i} \in K_H(X)$ have no walls on or above $\ell_E$ for $\alpha \in (0, 1]$. The other sheaf $E_j$ has class of type $v_n$ for rank $r - 2$ — that is, $\text{ch}(E_j) + \text{ch}(\mathcal{O}_X(-n))$ satisfies bounds (16).\footnote{5}
  \end{enumerate}
\end{enumerate}

Proof. Note $E_1$ is a sheaf because $E$ is, but $E_2$ need not be.
**Case (1).** Suppose first that $E_2$ is not a sheaf. Then $E_2 \in A_b$ implies $\mathcal{H}^{-1}(E_2)$ is torsion-free, so it has rank $r' > 0$. We have the exact sequence of cohomology sheaves

$$0 \to \mathcal{H}^{-1}(E_2) \to E_1 \to E \to \mathcal{H}^0(E_2) \to 0.$$  

Since $E_2$ lies on $\ell_E \cap U$ above or on $\ell_f$, our usual argument (22, 23) with $\epsilon = (4rH^3)^{-1}$ gives

$$\text{ch}_1(\mathcal{H}^{-1}(E_2)).H^2 \leq -nr'H^3 + \frac{r'}{4r} \quad \text{and} \quad \text{ch}_1(\mathcal{H}^0(E_2)).H^2 \geq -\frac{\text{rank}(\mathcal{H}^0(E_2))}{4r}.$$  

But $\text{rank}(\mathcal{H}^0(E_2)) \leq r$ so $\text{ch}_1(\mathcal{H}^0(E_2)).H^2 \geq 0$. Similarly $E_1 \in A_b$ as $b \uparrow b_f$ gives

$$\text{ch}_1(E_1).H^2 \geq -\frac{\text{ch}_0(E_1)}{4r} \geq -\frac{r' + r}{4r}.$$  

**Figure 4.** Walls for objects of class $v_n$
Combining these inequalities,

\[ nH^3 = ch_1(E).H^2 = ch_1(E_1).H^2 + ch_1(H^0(E_2)).H^2 - ch_1(H^{-1}(E_2)).H^2 \]

\[ \geq m'rH^3 - \frac{2r' + r}{4r}. \]

Since \( n \gg 0 \) this shows \( r' = 1 \). Therefore the last term \( \frac{2r' + r}{4r} \in (0, \frac{3}{4}] \) and all the above inequalities between integers must be sharp, yielding

\[ (50) \quad ch_1(H^{-1}(E_2)).H^2 = -nH^3 \quad \text{and} \quad ch_1(H^0(E_2)).H^2 = ch_1(E_1).H^2 = 0. \]

Thus \( 1 \leq ch_0(E_1) \leq r \) by (49). Now Lemma 2.2 implies \( \Pi(E_1) \in \ell_E \) lies above or on \( \ell_f \); substituting this into (21) gives

\[ -\frac{3nm + 2n^2\beta.H + 2(\beta.H)^2/H^3}{n^2rH^3 + 2(r - 1)\beta.H} \leq \frac{\Pi(H_1).H}{ch_0(E_1)H^3} \leq 0. \]

Since \( n \gg 0 \) this gives the bounds

\[ (51) \quad -\frac{1}{2} ch_0(E_1)(2\beta.H + 1) < ch_2(E_1).H \leq 0. \]

For \( \alpha \in \left[ \frac{1}{r}, 1 \right] \) we have \( -\frac{1}{\alpha^{2}ch_0(E_1)^2H^2} \in (a_f, b_f) \) (22), so \( b \) takes this value along \( \ell_f \cap U \) and therefore along \( \ell_E \cap U \) too. Hence Lemma 2.5 shows that for any sheaf of class \( \alpha[v] \in K_H(X) \) (4) there is no wall above, on or just below \( \ell_{JS} \) and that

\[ (52) \quad ch_3(E_1) \leq \frac{2}{3} ch_2(E_1).H \left( ch_0(E_1)^2 ch_2(E_1).H - \frac{1}{2H^3 ch_0(E_1)^2} \right). \]

Therefore the class \( ch(E_2) \),

\[ \left( r - 1 - ch_0(E_1), nH + D - ch_1(E_1), -\beta - ch_2(E_1) - \frac{1}{2} n^2 H^2, -m - ch_3(E_1) + \frac{1}{3} n^3 H^3 \right), \]

satisfies the bounds (16). If it had rank \( \geq 0 \) then by Theorem 2.1

\[ (53) \quad E_2 \cong F \oplus T(-n)[1], \]

since it is not a sheaf. But (53) contradicts the semistability of \( E_2 \) next to the wall. So \( ch_0(E_2) = 1 \) and \( ch_0(E_1) = r \).

By (22) we see \( b' = -n + 1/H^3 \) lies on \( \ell_E \), so Lemma 2.6 now applies to \( E_2 \), giving

\[ -nH(\beta + ch_2(E_1)) \leq \frac{2}{3} (\beta.H + ch_2(E_1)).H \left( \beta.H + ch_2(E_1).H - \frac{1}{2H^3} \right) + m + ch_3(E_1). \]

Since \( n \gg 0 \) and \( ch_3(E_1) \) is bounded above by (52) this means \( \beta.H + ch_2(E_1).H \geq 0 \). From

\[ \Pi(\nu_n) = \frac{1}{r-1} \left( n, -\frac{\beta.H}{H^3} - \frac{n^2}{2} \right), \quad \Pi(E_1) = \left( 0, \frac{ch_2(E_1).H}{rH^3} \right), \quad \Pi(O_X(-n)) = \left( -n, \frac{n^2}{2} \right) \]

we see this is the condition that \( \Pi(E_1) \) lies on or above the Joyce-Song wall \( \ell_{JS} \) joining \( \Pi(O_X(-n)) \) and \( \Pi(\nu_n) \). If it is strictly above, i.e. \( \beta.H + ch_2(E_1).H > 0 \), then \( E_2 \in A_{-n} \) since \( \ell_{JS} \) intersects \( \partial U \) when \( b = -n \). Thus \( \mu_H(H^{-1}(E_2)) < -n \), contradicting (50). So in fact \( \beta.H + ch_2(E_1).H = 0 \) and by Lemma 2.6 again \( E_2 \cong T(-n)[1] \) for some \( T \in \text{Pic}_0(X) \).
Case (2). Now assume that $E_2$ is sheaf, as are $E$ and $E_1$. Since $E$ is $\nu_{b,w}$-semistable, $\ell_E$ lies above or on $\ell_f$. Hence by (22) we know the vertical line $b = b_0 := \frac{i}{rH^2} < b_f$ intersects $\ell_E$ at a point $(b_0, w_0) \in U$. Therefore $E_1, E_2$ lie in $\mathcal{A}_{b_0}$ so $\text{ch}_1^{nH}.H^2 \geq 0$. Moreover their $\nu_{b_0,w_0}$-slopes equal $\nu_{b_0,w_0}(E) < +\infty$ since $b_0$ is to the left of $\Pi(E)$. Thus $\text{ch}_1^{b_0H}(E_i).H^2 > 0$, giving

$$0 < \text{ch}_1(E_i).H^2 + \frac{1}{r} \text{ch}_0(E_i) < nH^3 + \frac{r - 1}{r}.$$ 

Since $0 \leq \text{ch}_0(E_i) \leq r - 1$ this shows $0 \leq \text{ch}_1(E_i).H^2 \leq nH^3$. By Lemma 3.3 and the Bogomolov-Gieseker inequality (12) we have $0 \leq \Delta_H(E_i) < \Delta_H(E)$ and $B_{b_0,w_0}(E_i) \geq 0$. Since $\text{ch}_1^{b_0H}(E_i).H^2 > 0$ this gives upper bounds on the $\text{ch}_3(E_i)$, then $\text{ch}_3(E_1) + \text{ch}_3(E_2) = \text{ch}_3(E)$ turns these into lower bounds as well. Now consider the stated cases (a), (b).

(a) If $\text{ch}_1(E_i).H^2 > 0$ for $i = 1, 2$ then $\text{ch}_1(E_i).H^2 = (\text{ch}(E) - \text{ch}(E_j)).H^2 < nH^3$. We show $(b, w) \in U_{[F]}$ in this case by proving the following general result.

Suppose that $F \in \mathcal{A}_b$ has the same $\nu_{b,w}$-slope as the $\nu_{b,w}$-semistable sheaf $E$, where $(b, w)$ is strictly to the left of $\Pi(E), \Pi(F)$. Then

$$\text{ch}_1(F).H^2 < nH^3 \quad \text{and} \quad 0 \leq \text{ch}_0(F) \leq r.$$ 

Indeed, suppose for a contradiction that the line $\ell$ passing through $\Pi(E), \Pi(F)$ and $(b, w)$ lies below or on the line $\ell_{[F]}$ defined by (46). Then $\ell_{[F]}$ must lie above $\ell_f$ (21), so by (22),

$$a_{[F]} < -n + \frac{1}{4rH^3} \quad \text{and} \quad -\frac{1}{4rH^3} < b_{[F]}.$$ 

This implies

$$nH^3 - \frac{1}{2r} < H^3(b_{[F]} - a_{[F]}) = \text{ch}_1(F).H^2 - b_{[F]} \text{ch}_0(F)H^3 \leq \text{ch}_1(F).H^2 + \frac{1}{4},$$

giving the contradiction $\text{ch}_1(F).H^2 > nH^3 - 1$.

(b) Suppose $\text{ch}_1(E_i).H^2 = 0$ so $\text{ch}_1(E_j).H^2 = nH^3$. Since $\nu_{b,w}(E_i) = \nu_{b,w}(E) < +\infty$ we see $\text{ch}_0(E_i) > 0$. Since $E_j$ is also a sheaf, $\text{ch}_0(E_i) \leq r - 1$; in particular $r > 1$ when there are type 2(b) walls. Thus $-\frac{1}{\alpha \text{ch}_0(E_i)H^2} < b_f$ (22) for $\alpha \in [\frac{1}{r-1}, 1]$ and $b$ takes this value along $\ell_E \cap U$. Hence Lemma 2.5 applies to $E_i$ and any semistable sheaf in class $\alpha[E_i]$ to show it has no walls above or on $\ell_E$. In particular $E_i$ is $\nu_{b,w}$-semistable for all $w \geq w$. Moreover, just as in (51), $\Pi(E_i) \in \ell_f$ lying above or on $\ell_f$ implies, for $n > 0$,

$$-\frac{2\beta.H + 1}{rH^3} < \frac{\text{ch}_2(E_i).H}{\text{ch}_0(E_i)H^2} \leq 0. \tag{10}$$

This bounds $\text{ch}_2(E_j).H$. Combined with the bound on $\text{ch}_3(E_j)$ derived above, this gives the bounds (16) with $p_1, p_2, q$ replaced by appropriate functions $p_1', p_2', q'$ of the constants $p_1, p_2, q$ we used in rank $r$. 

\[\square\]
Remark 3.5. In case 1 we say the wall is of type 1, and similarly for 2(a) and 2(b). Note that a wall can be of more than one type simultaneously; in fact even a single $E$ may sit in exact sequences of different types at the same time.

Definition 3.6. Fix a $\nu_{b,w}$-semistable object $E$ and a filtration $0 \subseteq E_0 \subsetneq E_1 \subseteq E$ in $A_b$, all of whose graded pieces are $\nu_{b,w}$-semistable of the same slope $\nu_{b,w}(E) < +\infty$. If $0 \subseteq E_0$ and $E_1 \subseteq E$ are not both equalities then we call $E_1/E_0$ a semistable factor of $E$.

If furthermore $E_1/E_0$ is semistable next to the wall joining $(b, w)$ and $\Pi(E)$ (in the sense of Footnote 4) we call it a nondegenerate semistable factor of $E$.

In particular objects like (20) could never be nondegenerate semistable factors of some $E$, but the summands of (20) could be.

Corollary 3.7. Given a $\nu_{b,w}$-semistable sheaf $E$ of class $v_n$, each of its nondegenerate semistable factors is one of the following. The last two occur only on $l_{JS}$.

- A sheaf of rank $\leq r - 1$ with $(b, w)$ in its safe area.
- A sheaf of type $v_n$ for some rank $\leq r - 2$.
- A sheaf of class $\nu$ which is $\nu_{b,w}$-semistable for all $w' \geq w$, with $(b, w) \in U_\nu$.
- $T(-n)[1]$ for some $T \in \text{Pic}_0(X)$.

Proof. Given a filtration $0 \subseteq E_0 \subsetneq E_1 \subseteq E$ as in Definition 3.6, we claim that (i) $E_1 = E$, or (ii) $E_1$ is a sheaf of type $v_n$ for some rank $< r - 1$, or (iii) $[E_1] = \nu \in K(X)$ or (iv) $E_1$ is a sheaf of rank $\leq r - 1$ and $(b, w) \in U_{[E_1]}$.

If $E_1 \hookrightarrow E \rightarrow E/E_1$ does not create a wall for $E$ then $[E_1], [E/E_1], [E] \in K_H(X)$ must be proportional: $[E_1] = \alpha[E]$. By $\nu_{b,w}$-semistability all have $\text{ch}_1^{bH}.H^2 \geq 0$; therefore $\text{ch}_1^{bH}.H^2(E_1) > 0$ since this is true of $E$. Thus $\alpha \in (0, 1]$. If $\alpha = 1$ then $E_1 = E$. Otherwise $\alpha \in \left[\frac{1}{r-1}, \frac{r}{r-2}\right]$ so $\text{rank}(E_1) \in [1, r - 2]$, $\text{ch}_1.H^2 < nH^3$ and $(b, w) \in U_{[E_1]}$ by (54).

So we suppose now that $E_1 \hookrightarrow E \rightarrow E/E_1$ does create a wall for $E$. If $E/E_1$ is not a sheaf then it is either

- $T(-n)[1]$ for some $T \in \text{Pic}_0(X)$ by Theorem 3.4(1), or
- an object of the form (20) of type $v_n$ with rank less than $r - 1$, by (53) in the proof of Theorem 3.4(1).

In both cases we are on $l_{JS}$ and $\text{ch}_1(E_1).H^2 = 0$. Therefore $E_1$ is $\nu_{b,w}$-semistable for all $w' \geq w$ by Lemma 2.5 and $(b, w) \in U_{[E_1]}$ by (54).

Otherwise $E_1$ and $E/E_1$ are sheaves of rank $\leq r - 1$ by Theorem 3.4(2). In case 2(a) we know $(b, w) \in U_{[E_1]}$. In case 2(b) there are two possibilities for $E_1$ and $E/E_1$. One is that $E_1$ has $\text{ch}_1.H^2 = 0$, $\text{ch}_0 > 0$, but then $(b, w) \in U_{[E_1]}$ by (54). The other is that $E_1$ is of type $v_n$ for a lower rank $< r - 1$. This proves our claim.

If $E_0 = 0$ then one of (ii), (iii), (iv) holds, proving the Corollary. Now assume $E_0 \neq 0$. In cases (iii), (iv) Proposition 3.2 shows $E_1/E_0$ is a sheaf with $(b, w) \in U_{[E_1/E_0]}$. To check it has rank $\leq r - 1$ we note $E_0 \neq 0$ cannot be of rank zero in case (iii) because $E_1$ is torsion-free by [BMS, Lemma 2.7(c)(i)].
In cases (i), (ii) the class of $E_1$ in $K(X)$ is of type $v_n$ so we can run the first half of
the proof again for the destabilising quotient $E_1/E_0$ of $E_1$ in place of the destabilising
subobject $E_1$ of $E$.

We conclude that (i) $E_1/E_0$ is 0, or (ii) $E_1/E_0$ is a sheaf of type $v_n$ for some rank $< r-1,$
or (ii') an object of type $v_n$ of the form (20), or (iii) $E_1/E_0 \cong T(-n)[1]$ or (iv) $E_1/E_0$ is
a sheaf of rank $\leq r-1$ and $(b,w) \in U_{[E_1/E_0]}$. And by the definition of nondegenerate
semistable factor we can rule out case (i) and (ii').

So we have particularly good control on the type 2 walls of Theorem 3.4. The type 1
wall crossing can be shown to describe a component of the moduli space of $\nu_{b,w}$-semistable
objects of class $v_n$. It parameterises strictly $\nu_{b,w}$-stable sheaves which are all cokernels of
Joyce-Song stable pairs up to tensoring by some $T \in \text{Pic}_0(X)$. Since we will not strictly
need the full details of this result for our wall crossing, we relegate it to Theorem A.2 in
Appendix A.

3.1. Bogomolov-Gieseker conjecture. In this section we note that in place of the full
Bogomolov-Gieseker conjecture we can make do with the much weaker (wBG) below, at
least when $X$ is Calabi-Yau. As before, fix a class $v \in K(X)$ of rank $r > 0$ and set
$v_n = v - [O_X(-n)]$ for any $n \gg 0$. In this paper we have applied Conjecture 1.4 only
(a) to objects $E$ of type $v_n$ to find $\ell_f$ in Lemma 2.2,
(b) to the rank $r \geq 1$ tilt semistable sheaves $F$ of Lemma 2.5, at $b_0 = \mu_H(E) - \frac{1}{rH^2}$
and $w \downarrow \frac{1}{2}b_0^2$, and
(c) to the destabilising objects $E_i$ of Theorem 3.4, at points $(b,w) \in U_{[E_i]}$ of the safe
area of $E_i$ on the wall $\ell \cap U$ along which $E_i$ and $v_n$ have the same slope.

Referring to Figure 5 we define $\ell_{v,n}$ to be the lowest possible line — that is, the line
of the maximal possible (negative) gradient — through $\Pi(v_n)$ which intersects $\partial U$ at two
points with $b$-values $b_1 < b_2 < \mu_H(v)$ satisfying

$$b_1 \leq -n + \frac{1}{4H^2} \quad \text{and} \quad b_2 \geq \mu_H(v) - \frac{1}{4H^2}.$$  

To handle part (a) above we only need the following weakening of Conjecture 1.4.

(wBG) There is no $\nu_{b,w}$-semistable object of class $v_n$ for $(b,w) \in \ell_{v,n} \cap U$.

For part (b) we need any upper bound for $\text{ch}_3(F)$, rather than the explicit upper bound
of Lemma 2.5. The following result — proved at the end of this section — provides this.

**Theorem 3.8.** Suppose $c_1(X) = 0$. Fix $(r,c,s) \in \mathbb{N} \oplus \mathbb{Z} \oplus \mathbb{Q}$ with $c > 0$ if $r = 0$. There
exists $m \in \mathbb{Z}$ depending on $(r,c,s)$ such that $\text{ch}_3(F) \leq m$ for all $\mu_H$-semistable sheaves $F
with \text{ch}_H(F) = (r,c,s)$.

To handle part (c) we extend Theorem 3.8 from $\mu_H$-semistable sheaves to $\nu_{b,w}$-semistable
objects. We again take $c_1(X) = 0$ and fix $(r,c,s) \in \mathbb{N} \oplus \mathbb{Z} \oplus \mathbb{Q}$ with $c > 0$ if $r = 0$.

**Corollary 3.9.** There exists $\tilde{m} \in \mathbb{Z}$ depending on $(r,c,s)$ such that $\text{ch}_3(F) \leq \tilde{m}$ for all $\nu_{b,w}$-semistable $F \in \mathcal{A}_b$ with $\text{ch}_H(F) = (r,c,s)$ and $(b,w) \in U_{[F]}$. 

Proof. We prove the claim by induction on \( \Delta = c^2 - 2rs \). If \( \Delta = 0 \) then by Lemma 3.3 there are no walls for objects \( F \) of class \( \text{ch}_H(F) = (r, c, s) \). Thus we are already in the large volume chamber and \( F \) is a tilt semistable sheaf. Consider its Harder-Narasimhan filtration with respect to Gieseker stability. Each Gieseker semistable factor has \( \text{ch}_H \) proportional to \( (r, c, s) \) so can take only finitely many possible values. Applying Theorem 3.8 to each and summing over all possible filtrations provides an upper bound for \( \text{ch}_3 \).

If \( \Delta > 0 \), then we know there are finitely many walls in the safe area \( U[F] \) for classes \( F \) of fixed \( \text{ch}_H(F) \). This determines finitely many possible destabilising classes \( \text{ch}_H(F_i) \) along the walls, each with strictly smaller discriminant \( \Delta(F_i) < \Delta(F) \). By induction on \( \Delta \) we can assume the \( \text{ch}_3(F_i) \) are already bounded; summing gives the bound for \( \text{ch}_3(F) \). \( \square \)

Therefore the results of Sections 2 and 3 (and the proof of Theorem 1 in the next section) all hold for smooth projective Calabi-Yau threefolds satisfying \((wBG)\).

We note that this applies to any smooth quintic 3-fold, and to \((2,4)\) complete intersections in \(\mathbb{P}^5\). In these cases Conjecture 1.4 has been proved for a restricted subset of weak stability conditions: those \((b, w)\) satisfying

\[
 w > \frac{1}{2}b^2 + \frac{1}{2}(b-[b])([b]+1-b).
\]

See [Li, Theorem 2.8] and [Liu, Theorem 2.8] respectively. In particular if \( b \in \mathbb{Z} \) then Conjecture 1.4 holds for any \( w > \frac{1}{2}b^2 \). But the bounds (22) show that \( b \) takes an integer value \( b_0 \) along \( \ell_f \cap U \) (21), so Conjecture 1.4 holds at \((b_0, w)\) for the class \( v_n \). Thus there is no \( \nu_{b_0,w} \)-semistable object of class \( v_n \) when \((b_0, w)\) lies below \( \ell_f \). Since \( \ell_{v,n} \) lies below \( \ell_f \), this proves \((wBG)\).

A weaker form of Conjecture 1.4 is also proved in [Ko, Theorem 1.2] for certain Calabi-Yau threefold double and triple covers of \(\mathbb{P}^3\). This similarly suffices to prove \((wBG)\) — and thus Theorem 1 — for these manifolds. (While Koseki’s version of the Bogomolov-Gieseker
inequality includes additional terms, the line $\ell_f(E)$ of (21) — where the inequality becomes an equality for objects $E$ of class $v_n$ — still has equation $w = xb + y$ with coefficients $x \sim -\frac{n}{2}$, $y \sim$ constant as $n \to \infty$. Thus the argument (22) is unaffected.)

Proof of Theorem 3.8 for $r > 0$. The reflexive hull $F^{**}$ of $F$ sits in the exact sequence

$$\begin{align*}
0 &\to F \to F^{**} \to Q \to 0
\end{align*}$$

with $\dim Q \leq 1$. Thus $\chi_2(Q).H \geq 0$ and $\chi_1(F^{**}) = \chi_1(F)$, so by the $\mu_H$-semistability of $F^{**}$ the classical Bogomolov inequality gives

$$\begin{align*}
3 &\leq \chi_2(F).H + \chi_2(Q).H = \chi_2(F^{**}).H
\end{align*}$$

Thus $\chi_3(F^{**})$ lies in a finite set depending only on $\chi_3(F)$. Since $\text{Td}_1(X) = 0$ we now have uniform bounds — depending only on $\chi_3(F)$ — on the leading 3 coefficients of the Hilbert polynomial of $F^{**}$. But by [La, Theorem 4.4], $\mu_H$-semistable reflexive sheaves with such bounds form a bounded family. Thus we deduce a uniform bound for $\chi_3(F^{**})$.

By (58) the leading coefficient $\chi_2(Q).H$ of the Hilbert polynomial of $Q$ lies in the interval $[0, \frac{c^2}{2r}]$. But $Q$ is a quotient of the fixed sheaf $\mathcal{O}_X(-N)^\oplus M$, so a result of Grothendieck [Gr, Lemma 2.6] gives a lower bound on the subleading term of its Hilbert polynomial. Since $\text{Td}_1(X) = 0$ this is

$$\chi_3(Q) \geq C.$$ 

By our uniform bound on $\chi_3(F^{**})$ this gives the required upper bound on $\chi_3(F) = \chi_3(F^{**}) - \chi_3(Q)$.

Proof of Theorem 3.8 for $r = 0$. Take a $\mu_H$-semistable pure sheaf $F$ of dimension 2 with $\chi_3(F) = (0,c,s)$ and $c > 0$. To prove an upper bound on $\chi_3(F)$ we may as well assume that $\chi_3(F) \geq 0$. Since $\text{Td}_1(X) = 0$ the Hilbert polynomial of $F$ is

$$\chi(F(t)) = \frac{1}{2}ct^2 + st + [\chi_1(F).\text{Td}_2(X) + \chi_3(F)].$$

Its leading and subleading coefficients are fixed by $\chi_3(F)$. If we can bound $\chi_1(F).\text{Td}_2(X)$ then combined with $\chi_3(F) \geq 0$ this bounds below the constant term in square brackets. Thus by [La, Theorem 4.4] $F$ lies in a bounded family, giving an upper bound for $\chi_3(F)$ depending only on $\chi_3(F)$, as required.

The key point is that $\chi_1(F) = D$ is an effective divisor, so its degree is comparable to its size measured in any norm $| \cdot |$ on $H^2(X,\mathbb{R})$: there are constants $c_i > 0$ such that

$$c_1|D| \leq D.H^2 \leq c_2|D|.$$ 

(See the proof of [BMT, Corollary 7.3.3], for instance.) Thus $|D| \leq c/c_1$ and $D$ lies in a finite subset of $H^2(X,\mathbb{Z})$, implying the claimed uniform bound on $D.\text{Td}_2(X)$.

4. Enumerative invariants and wall crossing formulae

We have now proved the technical results we need to prove Theorem 1 by wall crossing. Next we review Joyce theory: the enumerative invariants we will use, and the wall crossing formula relating them as we change stability condition.
From now on we assume \((X, \mathcal{O}_X(1))\) is a smooth complex projective Calabi-Yau 3-fold: \(K_X \cong \mathcal{O}_X\). Without loss of generality we assume also that \(H^1(\mathcal{O}_X) = 0\); when this does not hold the locally free action of \(\text{Jac}(X)\) on moduli spaces of sheaves of rank \(\geq 1\) forces all invariants to vanish. In particular then \(\text{Pic}_0(X) = H^2(X, \mathbb{Z})_{\text{tors}}\).

**Abelian categories.** Let \(\mathcal{A}\) denote one of the abelian categories \(\text{Coh}(X)\) or \(\mathcal{A}_b\) \((6)\). Both have the same Grothendieck group \(K(\text{Coh}(X))\), numerical Grothendieck group \(K(X)\) \((3)\), and quotient \(K_H(X)\) \((4)\). In contrast the positive cone \(C(\mathcal{A}) \subset K(X)\) defined by

\[
C(\mathcal{A}) := \{[F] \in K(X): F \in \mathcal{A}\}
\]

depends on \(\mathcal{A}\). To deal with strictly semistable objects in \(\mathcal{A}\) we would like to apply Joyce’s Ringel-Hall algebra technology \([\text{Jo}2, \text{Jo}3, \text{Br}3, \text{BR}]\). To do this we must verify that \(\mathcal{A}\) satisfies a number of conditions.

Firstly, \([a] = 0 \in C(\mathcal{A})\) implies \(a = 0 \in \mathcal{A}\). For \(\mathcal{A} = \text{Coh}(X)\) this is implied by the injectivity of the Chern character on numerical K-theory, and for \(\mathcal{A} = \mathcal{A}_b\) it is \([\text{BMT}, \text{Lemma 3.2.1}]\). Secondly \(\text{Coh}(X)\) is Noetherian because \(X\) is, while \(\mathcal{A}_b\) is Noetherian by \([\text{BMT, Proposition 5.22}]\). Both have finite dimensional Hom.

In \([\text{Jo}1, \text{Section 9}]\) Joyce shows that \(\text{Coh}(X)\) satisfies \([\text{Jo}1, \text{Assumption 7.1}]\). For \(\mathcal{A}_b\) it follows from \([\text{BCR, Proposition B.4}]\) if \([\text{BCR, Assumption B.1}]\) holds: namely that the stack of objects of \(\mathcal{A}_b\) is open in the stack of objects \(E \in \mathcal{D}(X)\) with \(\text{Ext}^{-0}(E, E) = 0\). But this is proved in \([\text{To}1]\); see Proposition \(\text{C.4}\) for more details. Finally \([\text{Jo}1, \text{Assumption 8.1}]\) has two parts; the first is used to handle weak stability conditions like purity whose moduli stacks are not of finite type, so we do not need it — the permissibility of \((63)\) below and its weakening Proposition \(4.1\) will be sufficient for our purposes. The second is that \(\pi_1 \times \pi_2\) in \((62)\) below has finite type. This is proved for \(\mathcal{A}_b\) or \(\text{Coh}(X)\) by using a flattening stratification over which \(\pi_1 \times \pi_2\) has a locally constant fibre of the form \(\text{Ext}^1(E_2, E_1)/\text{Hom}(E_2, E_1)\) as in \([\text{Br}3, \text{Proposition 6.2}]\) for instance.

**Hall algebra.** We denote Joyce’s Hall algebra \(\text{SF}_{al}(\mathcal{A})\) by \(H(\mathcal{A})\). It is constructed in \([\text{Jo}2]\) starting with the \(\mathbb{Q}\)-vector space on the following generators: isomorphism classes of representable morphisms from (algebraic stacks of finite type over \(\mathbb{C}\) with affine stabilisers) to (the stack of objects of \(\mathcal{A}\)). Joyce then quotients by the scissor relations for closed substacks, and makes the result into a ring with his Hall algebra product \(\ast\) on stack functions.

At the level of individual objects, the product \(1_E * 1_F\) of (the indicator functions of) \(E\) and \(F\) is the stack of all extensions between them,

\[
(60) \quad \text{Ext}^1(F, E) / \text{Aut}(E) \times \text{Aut}(F) \times \text{Hom}(F, E).
\]

Here \(e \in \text{Ext}^1(F, E)\) maps to the corresponding extension in \(\mathcal{A}\) of \(F\) by \(E\), and elements of \(\text{Hom}(F, E)\) act as automorphisms of this extension in the obvious way.\(^6\) More generally

\[\footnotesize{\text{Write the extension as } 0 \to E \overset{1}{\to} G \overset{\pi}{\to} F \to 0. \text{ Then the action of any } \phi \in \text{Hom}(F, E) \text{ on } G \text{ via } \text{id}_G + 1 \circ \phi \circ \pi \text{ preserves both } E \hookrightarrow G \text{ and } G \twoheadrightarrow F.}\]
is defined via the stack \(\mathcal{E}_{\text{rt}}\) of all short exact sequences

\[
0 \to E_1 \to E \to E_2 \to 0
\]

in \(\mathcal{A}\), with its morphisms \(\pi_1, \pi, \pi_2: \mathcal{E}_{\text{rt}} \to \mathcal{A}\) taking the extension to \(E_1, E, E_2\) respectively. This defines the universal case, which is the Hall algebra product of \(\mathcal{A}\) with itself:

\[
1_{\mathcal{A}} * 1_{\mathcal{A}} = \left( \mathcal{E}_{\text{rt}} \xrightarrow{\pi} \mathcal{A} \right).
\]

Other products are defined by fibre product with the universal case: given two stack functions \(U, V \to \mathcal{A}\) we define \(U * V \to \mathcal{A}\) by the Cartesian square

\[
\begin{array}{ccc}
U * V & \xrightarrow{\pi} & \mathcal{E}_{\text{rt}} & \xrightarrow{\pi} & \mathcal{A} \\
\downarrow & & \downarrow \pi_1 \times \pi_2 & & \downarrow \\
U \times V & \to & \mathcal{A} \times \mathcal{A}.
\end{array}
\]

Joyce uses weak stability conditions \(\tau\) on \(\mathcal{A}\) that are permissible in the sense of [Jo3, Definition 4.7]. That is

1. The stacks \(\mathcal{M}_{\tau}(\alpha)\) of \(\tau\)-semistable objects of fixed class \(\alpha \in K(X)\) are algebraic of finite type, and
2. \(\mathcal{A}\) is \(\tau\)-Artinian: any filtration

\[
\ldots \subseteq E_2 \subseteq E_1 \subseteq E_0 := E \in \mathcal{A}, \text{ with } \tau(E_{n+1}) \geq \tau(E_n/E_{n+1}) \text{ for all } n,
\]

is automatically finite.

Both conditions fail\(^7\) for the weak stability conditions \(\nu_{b,w}\) on \(\mathcal{A}_b\), but in mild ways that we can manage. Firstly, \(\mathcal{A}_b\) admits finite \(\nu_{b,w}\)-Harder-Narasimhan filtrations by [BMT, Lemma 3.2.4], so we do not need to use (ii) to produce them (as Joyce does). For his other applications of permissibility the following will be sufficient. Recall the notion of semistable factors from Definition 3.6.

**Proposition 4.1.** The following weakening of permissibility holds for \((\mathcal{A}_b, \nu_{b,w})\).

1. The stacks \(\mathcal{M}_{\tau}(\alpha)\) of \(\nu_{b,w}\)-semistable objects of fixed class \(\alpha \in K(X)\) are algebraic of finite type when \(\nu_{b,w}(\alpha) < +\infty\), and
2. If \(b \in \mathbb{Q}\) and \(\nu_{b,w}(E_n) < +\infty\) for all \(n\) in (63) then the filtration is finite.

Moreover, for any \((b, w) \in U\) and \(\alpha \in K(X)\) with \(\nu_{b,w}(\alpha) < +\infty\), there are only finitely many \(K(X)\) classes of semistable factors of \(\nu_{b,w}\)-semistable objects in class \(\alpha\).

**Proof.** We relegate the proof of (i) to Theorem C.5 in Appendix C. For (ii), the \(\nu_{b,w} < +\infty\) condition implies \(\text{ch}_1^{bH} > 0\) for \(E\) and all \(E_n, E_n/E_{n+1} \in \mathcal{A}_b\). Since \(b \in \mathbb{Q}\) there is an \(\epsilon > 0\) such that \(\text{ch}_1^{bH}(F) > \epsilon\) for any \(F \in \mathcal{A}_b\) with \(\text{ch}_1^{bH} > 0\). Therefore if \(E_n \neq 0\),

\[
\text{ch}_1^{bH}(E) = \text{ch}_1^{bH}(E_n) + \text{ch}_1^{bH}(E_{n-1}/E_n) + \cdots + \text{ch}_1^{bH}(E_0/E_1) > (n + 1)\epsilon
\]

bounds \(n\), as required.

---

\(^7\)For instance, all sheaves supported in dimension \(\leq 1\) are in \(\mathcal{A}_b\) and are \(\nu_{b,w}\)-semistable of slope \(+\infty\).
For the final claim, assume for a contradiction there are infinitely many ways to write $\alpha \in K(X)$ as a sum of classes $\alpha_1, \ldots, \alpha_n \in K(X)$ with $\nu_{b,w}(\alpha_i) = \nu_{b,w}(\alpha) < +\infty$ and $M_{b,w}^{ss}(\alpha_i) \neq \emptyset$. Then we can generate an unbounded family of $\nu_{b,w}$-semistable objects of class $\alpha$ by taking direct sums of objects in $M_{b,w}^{ss}(\alpha_i)$, contradicting (i).

By (i) the inclusion
\begin{equation}
1_{M_{\tau}^{ss}(\alpha)} : M_{\tau}^{ss}(\alpha) \hookrightarrow \mathcal{A}
\end{equation}
defines an element of $H(\mathcal{A})$. In the case of $(\mathcal{A}_b, \nu_{b,w})$ we assume $\nu_{b,w}(\alpha) < +\infty$ to get the same result. To ameliorate the stabilisers of strictly semistable objects, Joyce replaces this indicator stack function by the logarithm of the indicator function of the stack of all semistable sheaves of the same slope,
\begin{equation}
\epsilon_{\tau}(\alpha) := \sum_{m \geq 1, \alpha_1, \ldots, \alpha_m \in C(\mathcal{A}) : \sum_{i=1}^m \alpha_i = \alpha, \tau(\alpha_i) = \tau(\alpha) \forall i} (-1)^m \frac{1}{m} 1_{M_{\tau}^{ss}(\alpha_1)} \ast \cdots \ast 1_{M_{\tau}^{ss}(\alpha_m)}.
\end{equation}
For permissible weak stability conditions $\tau$ Joyce shows this is a finite sum using [Jo3, Proposition 4.9]. The last statement of Proposition 4.1 gives the same finiteness for $(\mathcal{A}_b, \nu_{b,w})$ when we assume $\nu_{b,w}(\alpha) < +\infty$.

Invariants. Joyce defines a set of virtually indecomposable stack functions with algebra stabilisers $SF_{al}^{ind}(\mathcal{A}) \subset SF_{al}(\mathcal{A})$, which we denote $H_{ind}(\mathcal{A}) \subset H(\mathcal{A})$, and prove it is a sub Lie algebra under the Hall algebra commutator. He then proves the really deep result [Jo3, Theorem 8.7] that $\epsilon_{\tau}(\alpha)$ (65) lies in it,
\begin{equation}
\epsilon_{\tau}(\alpha) \in H_{ind}(\mathcal{A}) \subset H(\mathcal{A}).
\end{equation}
Morally this means it has only $\mathbb{C}^*$ stabilisers. Precisely, by [JS, Proposition 3.4], (65) is equal in the Hall algebra to a $\mathbb{Q}$-linear combination
\begin{equation}
\sum_{i} \alpha_i(Z_i/\mathbb{C}^*, \rho_i), \quad \alpha_i \in \mathbb{Q},
\end{equation}
where $Z_i$ is a quasi-projective variety with trivial $\mathbb{C}^*$-action and $\rho_i$ is a representable morphism $Z_i/\mathbb{C}^* \rightarrow \mathcal{A}$. Thus we can define the generalised DT invariant
\begin{equation}
J_{\tau}^{\text{ind}}(\alpha) := -\sum_{i} \alpha_i e(Z_i, \rho_i^* \chi^B) = -\sum_{i,n} \alpha_i n e((\rho_i^* \chi^B)^{-1}\{n\}) \in \mathbb{Q}
\end{equation}
counting $\tau$-semistable objects of class $\alpha$ independently of choices as in [JS, Equation 5.5]. Here $\chi^B : \mathcal{A} \rightarrow \mathbb{Z}$ is the Kai Behrend function [Be] on the stack of objects of $\mathcal{A}$ and $e$ denotes topological Euler characteristic weighted by the constructible function $\rho_i^* \chi^B$. (The extra sign in (67) is to cancel the Behrend function $-1$ of $\mathbb{C}^*$.) If there are no strictly semistable objects of class $\alpha$ and the coarse moduli space $M_{\tau}^{ss}(\alpha)$ can be proved to be projective then it carries a symmetric obstruction theory whose dimension 0 virtual cycle has length $J_{\tau}(\alpha) \in \mathbb{Z}$. 
In the case of \((A_b, \nu_{b,w})\) this recipe defines \(J_{b,w}(\alpha)\) when \(\nu_{b,w}(\alpha) < +\infty\). We can also consider stability conditions on \(A = \text{Coh}(X)\). Given a sheaf of class \(\alpha \in K(X)\) write its Hilbert polynomial as

\[ P_\alpha(t) := \chi(\alpha(t)) = a_dt^d + a_{d-1}t^{d-1} + \cdots + a_0, \]

where \(d \leq 3\) and \(a_d \neq 0\). Its reduced Hilbert polynomial is

\[ p_\alpha(t) := \frac{P_\alpha(t)}{a_d}. \]

Following Joyce [Jo3, Section 4.4] we introduce a total order \(\prec\) on monic polynomials like \(p_\alpha(t)\) by saying \(p \prec q\) if and only if

(i) \(\deg p > \deg q\), or
(ii) \(\deg p = \deg q\) and \(p(t) < q(t)\) for \(t \gg 0\).

(Notice the strange direction of the inequality in (i), ensuring that sheaves of lower dimension have greater slope.) Then \(E \in \text{Coh}(X)\) is called Gieseker (semi)stable if for all non-trivial exact sequences \(0 \to A \to E \to B \to 0\) in \(\text{Coh}(X)\) we have

\[ p[A] \prec p[B]. \]

Here \((\preceq)\) means \(\prec\) for stability and \(\preceq\) (which is \(\prec\) or \(=\)) for semistability. In particular (i) ensures that Gieseker semistable sheaves are pure.

Discarding the constant term of the Hilbert polynomial before dividing by its top coefficient as before gives

\[ \tilde{p}_\alpha(t) := p_\alpha(t) - \frac{a_0}{a_d} = t^d + \cdots + \frac{a_1}{a_d}t. \]

It depends only on the class of \(\alpha\) in the group \(K_H(X)\) of \((4)\). Then tilt (semi)stability on \(\text{Coh}(X)\) is defined by the inequalities

\[ \tilde{p}[A] \preceq \tilde{p}[B] \]

for all non-trivial exact sequences of sheaves \(0 \to A \to E \to B \to 0\). By an argument from [Br2, Proposition 14.2] it turns out there is a large volume chamber \(w \gg 0\) for \(\alpha\) in which \(\nu_{b,w}^-\) (semi)stability is the same as tilt (semi)stability for \(\text{rank}(\alpha) \geq 1\) or \(\text{rank}(\alpha) = 0\) and \(\text{ch}_1(\alpha).H^2 > 0\).

By [Jo3, Theorem 4.20] tilt and Gieseker stability are permissible weak stability conditions on \(A = \text{Coh}(X)\) in the sense of [Jo3, Definition 4.7]. (For Gieseker stability we can drop the adjective weak.) Therefore (64) and (65), applied to tilt and Gieseker stability respectively, define elements

\[ 1_{\mathcal{M}^{\text{tilt}}_\alpha}, 1_{\mathcal{M}^{\text{ss}}_\alpha} \in H(\text{Coh}(X)) \quad \text{and} \quad \epsilon_{\text{tilt}}(\alpha), \epsilon(\alpha) \in H^{\text{ind}}(\text{Coh}(X)) \]

and the corresponding invariants

\[ J_{\text{tilt}}(\alpha) \in \mathbb{Q} \quad \text{and} \quad J(\alpha) \in \mathbb{Q} \]

as in (67). If all Gieseker semistable sheaves of class \(\alpha \in K^0(X)\) are Gieseker stable then \(J(\alpha) \in \mathbb{Z}\) is the original DT invariant defined in [Th].
Wall crossing formulae. Joyce shows how the invariants \( J_+(\alpha) \) defined above vary as we change the stability condition \( \tau \). So fix \( \mathcal{A} \) and three stability conditions \( \tau_+, \tau_0, \tau_- \) thereon. We may think of these as lying above, on and below a wall respectively, but it is important to note that we can swap \( \tau_\pm \) or take either to equal \( \tau_0 \)—the wall crossing formula will still apply.

Under the conditions described in Section 4.1 below, the wall crossing formula relates the invariants \( J_\pm \) counting \( \tau_\pm \)-semistable objects. It takes the general form

\[
J_+(\alpha) = J_-(\alpha) + \sum_{m \geq 2, \alpha_1,\ldots,\alpha_m \in C(\mathcal{A}), \sum_{i=1}^m \alpha_i = \alpha, \tau_0(\alpha_i) = \tau_0(\alpha) \forall i} C_{+,-}(\alpha_1,\ldots,\alpha_m) \prod_{i=1}^m J_-(\alpha_i).
\]

(70)

Here the \( C_{+,-}(\alpha_1,\ldots,\alpha_n) \in \mathbb{Q} \) are universal coefficients depending only on the Mukai pairings \( \chi(\alpha_i,\alpha_j) \) and the relative sizes of the set of slopes \( \{\tau_\pm(\alpha_i)\} \). The term

\[
C_{+,-}(\alpha_1,\ldots,\alpha_m) \prod_{i=1}^m J_-(\alpha_i)
\]

is zero unless there is a \( \tau_0 \)-semistable object \( E \) of class \( \alpha \) with \( m \) \( \tau_0 \)-semistable factors of classes \( \alpha_1,\ldots,\alpha_m \). The formula reflects the different Harder-Narasimhan filtrations of \( E \) on the two sides of the wall (and then further filtrations of the semistable Harder-Narasimhan factors by semi-destabilising subobjects).

The formula comes from the identity [JS, Theorem 3.14], expressing \( \epsilon_{\tau_+}(\alpha) - \epsilon_{\tau_-}(\alpha) \) as a weighted sum of iterated commutators of terms \( \epsilon_{\tau_-}(\alpha_i) \in H(\mathcal{A}) \), where \( \alpha_i \) are the classes of \( \tau_0 \)-semistable factors of \( \alpha \). We then take \( \chi^B \)-weighted Euler characteristics of both sides as in (67). Denote this integration map \( \Psi: H^{\text{ind}}(\mathcal{A}) \to \mathbb{Q} \), so that \( \Psi(\epsilon_\tau(\beta)) = -J_\tau(\beta) \). Then by [JS, Theorem 5.14] it satisfies\(^8\)

\[
(71) \quad \Psi[\epsilon(\alpha),\epsilon(\beta)] = (-1)^{\chi(\alpha,\beta)} \chi(\alpha,\beta) \Psi(\epsilon(\alpha)) \Psi(\epsilon(\beta))
\]

whenever \( \epsilon(\alpha), \epsilon(\beta) \in H^{\text{ind}}(\mathcal{A}) \) are virtual indecomposable stack functions supported on the stack of objects of classes \( \alpha, \beta \in \mathcal{K}(X) \) respectively. Thus \( \Psi \) turns the iterated commutators into products of invariants \( J_-(\alpha_i) \), hence giving the formula (70).

The coefficients \( C_{+,-} \) are given by complicated formulae. We will only need to know that when \( m = 2, \tau_0(\alpha_1) = \tau_0(\alpha_2), \tau_-(\alpha_1) > \tau_-(\alpha_2) \) and \( \tau_+(\alpha_1) < \tau_+(\alpha_2) \) then

\[
(72) \quad C_{+,-}(\alpha_1,\alpha_2) + C_{+,-}(\alpha_2,\alpha_1) = (-1)^{\chi(\alpha_1,\alpha_2)-1} \chi(\alpha_1,\alpha_2).
\]

In fact, in the notation of [JS, Equation 3.8], \(-U(\alpha_1,\alpha_2;\tau_+;\tau_-) = 1 = U(\alpha_2,\alpha_1;\tau_+;\tau_-)\). Therefore, applying the integration map \( \Psi \) to [JS, Equation 3.10] and using (71) gives (72).

\(^8\)[JS, Theorem 5.14] proves (71) for \( \mathcal{A} = \text{Coh}(X) \), but it also holds for \( \mathcal{A} = \mathcal{A}_k \) since Toda [Tôô, Theorem 1.1] showed that [JS, Theorem 5.11] is valid for the moduli stack of objects \( E \in \mathcal{D}(X) \) with \( \text{Ext}^{\geq 0}(E,E) = 0 \).
4.1. Conditions. To prove (70) — and in particular to show it contains only finitely many nonzero terms — Joyce [Jo3] assumes that (a) $\tau_+^-, \tau_0$ are permissible and (b) $\tau_0$ dominates $\tau_\pm$ in the sense of [Jo3, Definition 4.10]. That is, $\tau_+, \tau_0$ should satisfy

$$\tau_+(\beta) \leq \tau_+(\gamma) \implies \tau_0(\beta) \leq \tau_0(\gamma)$$

for all $\beta, \gamma \in C(\mathcal{A})$, and similarly for $\tau_-$. When $\tau_+ = \tau_0$ is tilt stability and $\tau_-$ is Gieseker stability on $\mathcal{A} = \text{Coh}(X)$, both conditions hold; (a) by [Jo3, Theorem 4.20] and (b) is immediate from the definitions.

Now take $\mathcal{A} = \mathcal{A}_b$ and $\tau_0 = \nu_{b,w_0}$ on a wall of instability $\ell \cap U$ for $\alpha \in K(X)$, with $\tau_\pm = \nu_{b,w_{\pm}}$ either side of $\ell$. Then although (a) fails in general, we can replace it by Proposition 4.1 when $\nu_{b,w_0}(\alpha) < +\infty$ and $b$ is rational. This will be sufficient for our purposes.

Similarly (b) fails because there is a dense set of walls between any two distinct weak stability conditions $\nu_{b,w_\pm}$ when we allow the classes $\beta, \gamma$ in (73) to vary, but the following weakening holds. Suppose $\nu_{b,w_0}(\alpha) < +\infty$. By Proposition 4.1 it has finitely many classes of $\nu_{b,w_0}$-semistable factors; denote them $\alpha_1, \ldots, \alpha_k$.

**Proposition 4.2.** We may choose $(b, w_{\pm})$ sufficiently close to $(b, w_0)$ that the only wall for $\alpha$ or $\alpha_i$ between (or containing) $(b, w_{\pm})$ is $\ell \cap U$. In particular, (73) holds for $\beta, \gamma \in \{\alpha, \alpha_i\}$.

**Proof.** Since there are only finitely many classes $\alpha_1, \ldots, \alpha_k$ of $\nu_{b,w_0}$-semistable factors this follows immediately from the fact that the walls of instability for any fixed class are locally finite; see Proposition 1.3. \hfill $\Box$

Let $A := \{\alpha_1, \ldots, \alpha_k\} \subset C(\mathcal{A}_b)$. Taking $\nu_{b,w_{\pm}}$-Harder-Narasimhan filtrations of $\nu_{b,w_0}$-semistable objects, Proposition 4.2 gives the following two identities,

$$1_{M_{b,w_0}^{ss}}(\alpha) = \sum_{m \geq 1, \ a_1, \ldots, a_m \in A, \ \sum_{i=1}^m a_i = \alpha, \ \nu_{b,w_{\pm}}(a_1) > \cdots > \nu_{b,w_{\pm}}(a_m)} 1_{M_{b,w_{\pm}}^{ss}}(a_1) \ast \cdots \ast 1_{M_{b,w_{\pm}}^{ss}}(a_m).$$

Thus, when $\nu_{b,w_0}(\alpha) < +\infty$, we have the formula [JS, Equation 3.11] with only finitely many terms. From this the wall crossing formula follows. That is, (74) can be inverted as in [JS, Equation 3.12] and then expressed in terms of $e_{b,w_{\pm}}(\alpha)$ and $e_{b,w_{\pm}}(a_i)$ to give [JS, Equation 3.10]. This can then be rewritten in terms of a finite number of iterated commutators as in [JS, Theorem 3.14]. Applying the integration map $\Psi$ then gives the wall crossing formula (70) just as before.

In particular, so long as we keep $b$ rational and to the left of $\frac{n}{r_1}$ at all times to ensure $\nu_{b,w} < +\infty$ in class $v_n$ (and therefore in the classes of all its semistable factors on any wall) the wall crossing formula (70) holds in the four different settings we will apply it to in the next section:

1. crossing the Joyce-Song wall $\ell_{JS}$,
2. crossing other type 2 walls in $U$,
3. passing from the large volume chamber $w \gg 0$ to tilt stability,
4. passing from tilt stability to Gieseker stability.
Only (1) involves non-trivial complexes of sheaves; (2,3,4) use sheaves alone. In (1,2) we work with $(A_b, \nu_{b,w})$, then (3) takes us into $\text{Coh}(X)$ where (4) takes place.

5. CROSSING THE WALLS

In this section we will use wall crossing formulae to prove Theorem 1 for a fixed class $v \in K(X)$ with

$$\text{ch}(v) = (r, D, -\beta, -m)$$

such that $r > 0$ and $D.H^2 = 0$. (In (87, 88) at the end of this section we explain how to generalise to arbitrary $D.H^2$.)

By [Br1, Proposition 5.3] each class $\alpha \in K(X)$ which is positive in the sense of Definition 3.1 has a large volume chamber $w \gg 0$ in which $\alpha$ has no walls. For $(b, w)$ in this chamber the invariants $J_{b,w}(\alpha)$ are independent of $(b, w)$; we denote them by $J_{b,\infty}(\alpha)$.

**Safe wall crossing to large volume.** Our first wall crossing formula takes place in the abelian category $A = A_b$. Fix a positive $\alpha \in C(A) \subset K(X)$ in the sense of Definition 3.1. We show that when $(b, w)$ lies in its safe area $U_\alpha$ the invariant $J_{b,w}(\alpha)$ counting $\nu_{b,w}$-semistable sheaves of class $\alpha$ can be expressed in terms of invariants $J_{b,\infty}$ counting sheaves of rank $\leq \text{rank}(\alpha)$ in their large volume chambers.

**Proposition 5.1.** For $(b, w) \in U_\alpha$ there exists a universal formula

$$J_{b,w}(\alpha) = J_{b,\infty}(\alpha) + F_{b,w}(J_{b,\infty}(\beta_i))$$

with $\beta_i$ a positive class of rank $\leq \text{rank}(\alpha)$ for all $i$.

Here and throughout we stick to the following conventions.

- The universal formulae need not be invertible in any sense; for instance the function $F_{b,w} \equiv 0$ is a perfectly good universal formula.
- The functions $F_{b,w}$ can change from line to line, as can the classes $\beta_i > 0$; we only care that each such function is given by a polynomial with finitely many nonzero terms and coefficients depending only on $b$, $w$ and topological invariants of $X$.

**Proof of Proposition 5.1.** In the large volume chamber $w \gg 0$ for $\alpha$ we have the required universal formula by setting $F \equiv 0$.

If $\Delta_H(\alpha) < 0$ there is nothing to prove because $J_{b,w}(\alpha) = 0$ by (10).

If $\Delta_H(\alpha) = 0$ there are no walls of instability for $\alpha$ by Lemma 3.3 and the Bogomolov inequality (10), so its large volume chamber is all of $U$ and the result follows.

So we may assume $\Delta_H(\alpha) > 0$ and induct on it by assuming we have proved the Proposition for all classes with $\Delta_H < \Delta_H(\alpha)$.

Now we move our stability condition downwards through $U$ from the large volume chamber to the point $(b, w)$ of the Proposition. By the local finiteness of walls for $\alpha$ of Proposition 1.3, we cross only finitely many walls $\ell_i$. Fixing one and choosing $(b, w_0)$ on it, by Proposition 4.2 we may pick $(b, w_\pm) \in U_\alpha$ just above and below it so that there are no further walls for $\alpha$ and its $\nu_{b,w_0}$-semistable factors $\alpha_i$ between (or containing) $(b, w_\pm)$. By a further induction on the $\ell_i$ above $(b, w_\pm)$ we may assume we have a universal formula...
Setting \( \tau_{\pm} := \nu_{b,w_{\mp}} \) and \( \tau_{0} := \nu_{b,w_{0}} \) in (70) gives a formula

\[
J_{b,w_{\pm}}(\alpha) = J_{b,w_{+}}(\alpha) + F(J_{b,w_{+}}(\alpha_{i})),
\]

with \( F \) a universal function in classes \( \alpha_{i} \) of \( \tau_{0} \)-semistable factors of \( \alpha \). By Proposition 3.2 and Lemma 3.3 these are classes of sheaves of rank \( \leq \text{rank}(\alpha) \) with \( \Delta_{H}(\alpha_{i}) < \Delta_{H}(\alpha) \) and \( (b,w_{+}) \in U_{\alpha_{i}} \). By our first induction assumption this means Proposition 5.1 applies to the \( \alpha_{i} \) so the \( J_{b,w_{+}}(\alpha_{i}) \) can all be written as functions of a finite number of terms \( J_{b,\infty}(\beta_{j}) \) in positive classes \( \beta_{j} \) of rank \( \leq \text{rank}(\alpha) \). And by our second induction assumption, so can \( J_{b,w_{+}}(\alpha) \). Thus (76) is the required universal formula for \( J_{b,w_{-}}(\alpha) \).

**Induction on rank.** We work with the class \( v_{n} := v - |O(-n)| \). Before dealing with its type 1 wall crossing over \( \ell_{JS} \) we first set up another induction — this time on \( r = \text{rank}(v) \) — to deal with the type 2 wall crossings of Theorem 3.4.\(^9\) We will prove we have a universal formula

\[
J_{b,w}(v_{n}) = F_{b,w}(J_{b,\infty}(\alpha_{i})) \quad \text{in positive classes } \alpha_{i} \text{ of rank } \leq \text{rank}(v_{n})
\]

for each \( (b,w) \in U \) with \( b < \frac{n}{r-1} \) outside of a finite number of straight lines in \( U \). (These will be the finitely many walls for \( v_{n} \) and its semistable factors. There is also a (different) universal formula on these walls, but we do not need it.)

First recall from (22) that there are points of \( U \) below \( \ell_{f} \) (21), so by Lemma 2.2 we get the universal formula \( J_{b,w}(v_{n}) = 0 \) below the lowest wall for \( v_{n} \). Similarly in the large volume chamber \( w \gg 0 \) for \( v_{n} \) we have the universal formula \( J_{b,w}(v_{n}) = J_{b,\infty}(v_{n}) \).

When \( \text{rank}(v) = 1 \), so \( \text{rank}(v_{n}) = 0 \), this gives the universal formulae (77) in all of \( U \setminus \ell_{JS} \) by the results of [FT2]. There we showed objects of class \( v_{n} \) have only one wall; they are all strictly unstable below \( \ell_{JS} \) and are both tilt and Gieseker stable rank 0 pure dimension two sheaves above it. This proves the base case of our induction.

So now we assume (77) holds for \( \text{rank}(v) \leq r - 1 \) and prove it when \( \text{rank}(v) = r \). We have already seen it is true in the large volume chamber, and below \( \ell_{f} \). From either of these chambers we move through \( U \) towards \( \ell_{JS} \), never crossing it and always keeping \( b < \frac{n}{r-1} \). By the local finiteness of walls for \( v_{n} \) (Proposition 1.3), we cross only a finite number of walls of types 2(a) and 2(b) in Theorem 3.4. So we need only show that crossing a single wall of type 2(a) or 2(b) preserves the existence of a universal formula (77).

**Type 2 walls.** Suppose \( (b,w_{1}) \) and \( (b,w_{2}) \) are either side of a wall for \( v_{n} \) other than \( \ell_{JS} \). By Theorem 3.4 it has type 2. The wall crossing formula (70) takes the form

\[
J_{b,w_{2}}(v_{n}) = J_{b,w_{1}}(v_{n}) + F(J_{b,w_{1}}(\alpha_{i})),
\]

where the \( \alpha_{i} \) are all possible semistable factors of semistable sheaves of class \( v_{n} \) on the wall. By Corollary 3.7 these takes two forms.

\(^9\)By Appendix B we could simplify things in rank \( r = 2 \) since the type 2 walls for \( v_{n} \) all lie strictly above \( \ell_{JS} \).
The first is classes of type \( v_n \) for a smaller rank \( \leq r - 2 \). By our induction assumption we have the formula (77) for their invariants \( J_{b,w_1} \), expressing them in terms of invariants \( J_{b,\infty}(\beta_j) \) of positive classes of rank \( \leq r - 2 \).

Secondly we get positive classes \( \alpha_i \) of rank \( \leq r - 1 \) with \((b,w) \in U_{\alpha_i}\). Proposition 5.1 expresses them in terms of more invariants \( J_{b,\infty}(\beta_j) \) of positive classes of rank \( \leq r - 1 \).

Substituting these into (78) gives the wall crossing formula

\[
J_{b,w_2}(v_n) = J_{b,w_1}(v_n) + F(J_{b,\infty}(\beta_j)) \quad \text{where } \beta_j > 0 \text{ has rank } \leq r - 1 \ \forall j.
\]

This completes our induction and proves (77) for rank \((v_n) = r - 1 \).

Joyce-Song wall. We can now cross the Joyce-Song wall. Let \((b, w_\pm)\) be points just above and below \((b, w_0) \in \ell_{JS}\). We write the wall crossing formula (70) as

\[
(80) \quad J_{b,w_+}(v_n) = J_{b,w_-}(v_n) + (-1)^{\chi(n) - 1} \chi(n) \cdot \# H^2(X, \mathbb{Z})_{\text{tors}} \cdot J_{b,\infty}(v) + \ldots.
\]

Here we have included one of the \( m = 2 \) terms of (70) with \( \alpha_1, \alpha_2 \) equal to \([\mathcal{O}(-n)[1]], v\). These are the classes of the semistable factors \( T(-n)[1] \) and a \( v_{b,w_-}\)-semistable sheaf \( F \) that appear on a type 1 wall in Theorem 3.4. Since \( F \) has no walls either on or above \( \ell_{JS} \) we have \( J_{b,w_-}(v) = J_{b,\infty}(v) \); since \( T(-n)[1] \) is rigid the counting invariant of its class \([\mathcal{O}(-n)[1]]\) is

\[
(81) \quad J_{b,\infty}(\mathcal{O}(-n)[1]) = \# \text{Pic}_0(X) = \# H^2(X, \mathbb{Z})_{\text{tors}}.
\]

Finally the coefficient \((-1)^{\chi(n) - 1} \chi(n)\) is (72).

Corollary 3.7 gives a list of \( K(X) \) classes \( \alpha_i \) of possible nondegenerate semistable factors on \( \ell_{JS} \). Since the classes of arbitrary semistable factors are sums of those of nondegenerate semistable factors, the list shows that a decomposition \( \sum_{i=1}^{m} \alpha_i = v_n \) of \( v_n \) is either \( v + \mathcal{O}(-n)[1] \) or \textit{it does not involve} \( v \). Thus the extra term we included in (80) is the only term in the wall crossing formula (70) for \( v_n \) involving \( v \). All other terms involve only (81) and terms \( J_{b,w_-}(\alpha_i) \) where \( \alpha_i \) is either (i) a sheaf of rank \( \leq r - 1 \) with \((b, w_-) \in U_{\alpha_i}\), or (ii) a sheaf of type \( v_{b,w_0} \) for some rank \( \leq r - 2 \).

Using Proposition 5.1 in case (i) and (77) in case (ii) shows the remaining terms . . . in (80) can be written as a universal function in invariants \( J_{b,\infty}(\beta_i) \) of positive classes \( \beta_i \geq 0 \) of rank \( \leq r - 1 \).

Therefore rearranging (80) and replacing \( J_{b,w_+}(v_n) \) by their expressions (77) yields a universal formula expressing \( J_{b,\infty}(v) \) in terms of counting invariants of rank \( < r \),

\[
(82) \quad J_{b,\infty}(v) = F(J_{b,\infty}(\beta_j)) \quad \text{with } \beta_j > 0 \text{ of rank } \leq r - 1 \ \forall j.
\]

Large volume to tilt. Here there is no actual wall crossing: for a fixed positive class \( \alpha \in K(X) \), tilt stability of sheaves in class \( \alpha > 0 \) is equivalent to \( \nu_{b,w}\)-stability for \( w \) in its large volume chamber by [Br2, Proposition 14.2]. That is for \( w \gg 0 \) (and \( b < \mu_H(\alpha) \) if \( \text{rank}(\alpha) > 0 \) we find \( J_{b,\infty}(\alpha) = J_{\text{ti}}(\alpha) \). Since (82) involves only finitely many classes we can take \( w \gg 0 \) uniformly large for each of them, whereupon it becomes

\[
(83) \quad J_{\text{ti}}(v) = F(J_{\text{ti}}(\beta_j)) \quad \text{with } \beta_j > 0 \text{ of rank } \leq r - 1 \ \forall j.
\]
Tilt to Gieseker. Since the invariants in (83) count only sheaves, we can now work in $\mathcal{A} = \text{Coh}(X)$ for our final wall crossing from tilt stability to Gieseker stability. Here tilt stability dominates Gieseker stability in the sense of [Jo3, Definition 4.10]:

$$p_\alpha(t) \preceq p_\beta(t) \implies \tilde{p}_\alpha(t) \preceq \tilde{p}_\beta(t) \quad \forall \alpha, \beta \in K(X).$$

They are both permissible (weak) stability conditions, so letting $\tau_+ = \tau_0$ be the former and $\tau_-$ the latter, (70) gives a wall crossing formula

$$J_{\tilde{t}_i}(\alpha) = J(\alpha) + \sum_{m \geq 2, \alpha_1, \ldots, \alpha_m \in \text{C}(A), \sum_{i=1}^m \alpha_i = \alpha} C(\alpha_1, \ldots, \alpha_m) \prod_{i=1}^m J(\alpha_i).$$

The definition (68) of $\tilde{p}(t)$ ensures that if $\text{rank}(\alpha) > 0$ then $\text{rank}(\alpha_i) > 0$ in the above formula, so in fact $\text{rank}(\alpha_i) \in [1, \text{rank}(\alpha) - 1]$. In particular, applying (85) to $\alpha = v$ gives

$$J_{\tilde{t}_i}(v) = J(v) + F(J(\alpha_i)) \text{ with } 1 \leq \text{rank}(\alpha_i) \leq r - 1 \forall j.$$}

Applying it to the classes $\beta_j$ in (83) gives a similar formula but with $\alpha_i$ positive of rank $\leq r - 1$ in that case. Substituting both into (83) gives a new polynomial expression

$$J(v) = F(J(\alpha_i)) \text{ with } \alpha_i > 0 \text{ of rank } \leq r - 1 \forall i.$$

We have finally expressed the rank $r$ invariant $J(v)$ in terms of invariants counting Gieseker semistable sheaves of rank $\text{rank}(\alpha_i) \leq r - 1$. To finish up, we would like to prove the same for classes $v$ with arbitrary $\text{ch}_1(v).H^2$.

Normalisation. So far we have worked with classes $v$ with $\text{ch}_1(v).H^2 = 0$. For an arbitrary $v \in K(X)$ we reduce to this case by replacing any class $\text{ch} \in H^{2*}(X, \mathbb{Q})$ by $\text{ch}^{tH} := e^{-tH} \cdot \text{ch}$. We calculate

$$\nu_{b,w}(\text{ch}) = \nu_{b',w'}(\text{ch}^{tH}) + t,$$

where $b' := b - t$ and $w' := w - bt + \frac{1}{2}t^2$. Then fixing $t := \text{ch}_1(v).H^2/rH^3$ gives

$$\text{ch}_1^{tH}(v).H^2 = 0.$$

So replacing $\text{ch}$ by $\text{ch}^{tH}$ and $(b, w)$ by $(b', w')$ throughout the paper, (87, 88) ensure we get all the same results for $v$.

In particular we get a formula (86) for arbitrary classes $v$ of rank $r$. By induction on rank we may assume each $J(\alpha_i)$ on the right hand side has been written as a function of rank 0 dimension 2 classes, thus doing the same for the left hand side $J(v)$. This proves Theorem 1.
APPENDIX A. JOYCE-SONG PAIRS

Mochizuki [Mo, Chapter 3] and Joyce-Song [JS, Section 5.4] introduced certain stable pairs. Here we modify Joyce-Song’s definition, replacing their Gieseker (semi)stability by \( \nu_{b,w} \)-stability. We could also use tilt (semi)stability — for \((b, w)\) just above \(\ell_{JS}\) the two definitions give the same stable pairs by Theorem 3.4(1).

**Definition A.1.** A \( \nu_{b,w} \)-Joyce-Song stable pair \((F, s)\) of class \((\nu, n \gg 0)\) consists of a coherent sheaf \(F\) of class \(\nu \in K(X)\) and a section \(s \in H^0(F(n))\) such that

- \(F\) is \(\nu_{b,w}\)-semistable and
- \(s: \mathcal{O}(-n) \to F\) does not factor through any \(\nu_{b,w}\)-destabilising subobject of \(F\).

In fact any \(\nu_{b,w}\)-destabilising subobject \(F_1 \hookrightarrow F\) in \(\mathcal{A}_b\) is actually a subsheaf of \(F\) when \((b, w)\) is above \(\ell_f \) (21) — in particular for \((b, w)\) on or above \(\ell_{JS}\). Let \(F_2 := F/F_1 \in \mathcal{A}_b\) and set \(r' := \text{rank}(\mathcal{H}^{-1}(F_2))\), \(r_i := \text{rank}(F_i)\). By (24) applied to \(F_2\) and (23) for \(F_1\) we get

\[
0 = ch_1(F).H^2 = ch_1(F_2).H^2 + ch_1(F_1).H^2 \\
\geq r'(n - 2\epsilon)H^3 - r_2\epsilon H^3 - r_1\epsilon H^3 = r'(n - 2\epsilon)H^3 - \epsilon H^3,
\]

with \(\epsilon = 1/4r'^2H^3\). Thus \(r' = 0\), but \(\mathcal{H}^{-1}(F_2)\) is torsion-free by the definition of \(\mathcal{A}_b\). So \(F_2\) is a subsheaf and by (30) this shows \(F_1\) is a subsheaf of \(F\).

Morphisms of pairs \((F_i, s_i)\) are given by maps \(F_1 \to F_2\) intertwining the \(s_i\). The stability condition ensures that the only automorphism of a stable Joyce-Song pair is the identity.

Thus the stack \(JS_{b,w}(\nu)\) of Joyce-Song stable pairs (representing the functor mapping base schemes \(B\) to families of stable Joyce-Song pairs flat over \(B\)) is an algebraic space.

Let \(\mathcal{M}_{b,w}^{ss}(\nu_n)\) denote the moduli stack of \(\nu_{b,w}\)-semistable objects in class \(\nu_n\). Since \(\nu_{b,w}(\nu_n) < +\infty\) it is an algebraic stack of finite type by Theorem C.5.

Fix \((b, w_0)\) on \(\ell_{JS} \) (19) and \((b, w)\) just above \(\ell_{JS}\) such that none of the finite set of walls for \(\nu_n\) or \(\nu\) passes between them.

**Theorem A.2.** Let \(\mathbb{C}^* \curvearrowright JS_{b,w}(\nu)\) be the trivial action. There is a morphism

\[
(89) \quad JS_{b,w}(\nu)/\mathbb{C}^* \times \text{Pic}_0(X) \rightarrow \mathcal{M}_{b,w}^{ss}(\nu_n),
\]

\((F, s), T) \mapsto E := \text{coker}(s) \otimes T,

which is an isomorphism onto an open and closed substack of \(\mathcal{M}_{b,w}^{ss}(\nu_n)\).

The image is those \(E \in \mathcal{M}_{b,w}^{ss}(\nu_n)\) which admit a nonzero map to \(T(-n)[1]\) for some \(T \in \text{Pic}_0(X)\); we then recover \((F \otimes T, s)\) from its cone. Any such \(E\) is strictly \(\nu_{b,w}\)-stable.

**Proof.** Fix a Joyce-Song stable pair \((F, s)\). By case (1) of Theorem 3.4, \(F\) remains \(\nu_{b,w}\)-semistable if we send \(w \to +\infty\). Since its slope \(\to -\infty\) while that of any rank 0 subsheaf remains constant, we see that \(F\) must be torsion-free. In particular, \(s\) is injective and \(E := \text{coker}(s)\) is a sheaf.

Suppose \(E_1 \hookrightarrow E\) is a \(\nu_{b,w}\)-stable subobject in \(\mathcal{A}_b\) with \(\nu_{b,w}(E_1) \geq \nu_{b,w}(E)\). Composing with \(E \to \mathcal{O}(-n)[1]\) gives \(E_1 \to \mathcal{O}(-n)[1]\) with \(\nu_{b,w_0}(E_1) \geq \nu_{b,w_0}(\mathcal{O}(n)[1])\). Suppose first
this map is nonzero. By the stability of $E_1$ it is therefore injective in $\mathcal{A}_b$; denote its $\mathcal{A}_b$-cokernel by $Q$. Then by the strict $\nu_{b,w_0}$-stability of $\mathcal{O}(-n)[1]$ [BMS, Corollary 3.11(a)] and the see-saw inequality, we find that both the denominator $\text{ch}_1^H H^2$ and numerator $\text{ch}_2 H - w \text{ch}_0 \nu_{b,w}(Q)$ must vanish for $(b,w)$ along the wall. It follows that $\text{ch}_H(Q)$ (5) is zero, so $Q$ is a sheaf supported in dimension 0 [BMT, proof of Lemma 3.2.1]. This is impossible because any $\mathcal{A}_b$-quotient of $\mathcal{O}_X(-n)[1]$ has $\mathcal{H}^{-1}(Q) \neq 0$.

Thus $E_1 \rightarrow \mathcal{O}(-n)[1]$ is zero and $E_1 \hookrightarrow E$ lifts to $E_1 \hookrightarrow F$. But as $(b,w)$ is above $\ell_{JS}$,

$$\nu_{b,w}(v) < \nu_{b,w}(v_n) < \nu_{b,w}(\mathcal{O}(-n)[1]) \implies \nu_{b,w}(F) < \nu_{b,w}(E) \leq \nu_{b,w}(E_1).$$

This means $E_1$ strictly destabilises $F$, which is a contradiction. Therefore $E$ is strictly $\nu_{b,w}$-stable; in particular $\text{Aut}(E) = \mathbb{C}^*$. The same argument applies to $E \otimes T$ for $T \in \text{Pic}_0(X)$.

Conversely, start with a $\nu_{b,w}$-semistable object $E$ admitting a nonzero map to $T(-n)[1]$. By the $\nu_{b,w}$-stability of $T(-n)[1]$ and the same argument as above it is a surjection in $\mathcal{A}_b$. This gives a sequence $F \rightarrow E \rightarrow T(-n)[1]$ in $\mathcal{A}_b$ which $\nu_{b,w_0}$-destabilises $E$, so by case (1) of Theorem 3.4 $F$ is a $\nu_{b,w}$-semistable sheaf. The same is therefore true of $F \otimes T^{-1}$.

Suppose the induced $s: T(-n) \rightarrow F$ factors through a subsheaf $F_1 \hookrightarrow F \rightarrow F_2$ with $\nu_{b,w}(F_1) = \nu_{b,w}(F) = \nu_{b,w}(F_2)$. Then $F \rightarrow F_2$ factors through a map $E \rightarrow F_2$. But this contradicts $\nu_{b,w}(E) > \nu_{b,w}(F) = \nu_{b,w}(F_2)$. Thus $(F \otimes T^{-1}, s)$ is a Joyce-Song stable pair whose cokernel, tensored with $T$, is $E$.

Finally, given $T' \in \text{Pic}_0(X)$, apply $\text{Hom}(\cdot, T'(-n))$ to the sequence $T(-n) \rightarrow F \rightarrow E$. We find that $\text{Hom}(E, T'(-n)[1]) = H^0(T^* \otimes T')$ is $\mathbb{C}$ if $T' = T$ and zero otherwise. Thus $s$ and $T$ are uniquely determined by $E$, and (89) is a bijection to its image

$$\{ E : \text{Hom}(E, T(-n)[1]) \neq 0 \text{ for some } T \in \text{Pic}_0(X) \}.$$

This is clearly closed. Working with the universal Joyce-Song pair and taking its cokernel upgrades the arrow (89) to a morphism of stacks. It remains to show it is a local isomorphism when we compose with the projection to the coarse moduli space $M_{b,w}(v_n)$. When $r > 1$ this follows from the observation that the deformation-obstruction theory of $\text{JS}_{b,w}(v)$ in [JS, Proposition 12.14] is the same as the deformation-obstruction theory of $M_{b,w}(v_n)$ in [HT, Theorem 4.1] because the complex $\mathcal{I} = \{ \mathcal{O}(-n) \rightarrow F \}$ used in the former is quasi-isomorphic to $E$ used in the latter. When $r = 1$ so rank($v_n$) = 0 the truncations of [JS, Theorem 12.20] and [HT, Equation 4.10] are also isomorphic. \qed

**Appendix B. Rank 2 simplifications**

In this section we consider the special case $r = 2$, where we can strengthen Theorem 3.4 by showing there are no walls below $\ell_{JS}$ and that $\ell_{JS}$ is not a type 2 wall. First we recall the result in the $r = 1$ case, which was proved in [FT2] when the term $D$ in (18) is zero.

**Theorem B.1.** When $r = 1$ the only wall for the class $v_n$ is $\ell_{JS}$. If $F$ is $\nu_{b,w}$-semistable above $\ell_{JS}$ then there exists a unique $T \in \text{Pic}_0(X)$ and a unique nonzero map $F \rightarrow T(-n)[1]$ which $\nu_{b,w}$-destabilises $F$ below $\ell_{JS}$.
Proof. Theorem 3.4 describes the walls of instability for $v_n$. We claim there are no walls of type 2. On such a wall the semistable factors would have rank 0 since rank($v_n$) = $r - 1 = 0$. Thus their $\nu_{b,w}$-slopes and that of $v_n$ are all constant in $(b, w)$, so there is no such wall.

We conclude that $\ell_{JS}$ is the only wall. By Lemma 2.2 there are no $\nu_{b,w}$-semistable objects of type $v_n$ in the nonempty region of $U$ below $\ell_f$. Moving $(b, w)$ upwards, the absence of walls means there are none below $\ell_{JS}$. On $\ell_{JS}$ Theorem 3.4(1) shows any semistable objects $E$ admits a nonzero map to $T(-n)[1]$ for some $T \in \text{Pic}_0(X)$. Therefore the isomorphism of Theorem A.2 to a connected component of moduli space is in fact an isomorphism to the whole moduli space: all semistable objects $E$ are cokernels of Joyce-Song pairs $(F, s)$ twisted by some $T \in \text{Pic}_0(X)$, with $F, s, T$ uniquely determined by $E$. □

The main result of this section is an analogous result when $r = 2$.

**Theorem B.2.** Fix $r = 2$ and work in class $v_n$.

- For $(b, w)$ below $\ell_{JS}$ there are no semistable objects: $\mathcal{M}_{b,w}^{ss}(v_n) = \emptyset$.
- For $(b, w)$ just above $\ell_{JS}$ the semistable objects are Joyce-Song pairs tensored with elements of $\text{Pic}_0(X)$. Thus they are all $\nu_{b,w}$-stable and (89) is an isomorphism, $\mathcal{M}_{b,w}^{ss}(v_n) \cong J_{b,w}(v)/\mathbb{C}^* \times \text{Pic}_0(X)$.

Proof. Take a point $(b, w) \in U$ just above $\ell_{JS}$ and $E \in \mathcal{M}_{b,w}^{ss}(v_n)$. By Lemma 2.2 we can decrease $w$ until $(b, w)$ lies on a wall $\ell \cap U$ below which $E$ is strictly destabilised. Thus either $\ell = \ell_{JS}$ or $\ell$ is below $\ell_{JS}$; our first aim is to show the former.

We apply Theorem 3.4 to $(b, w) \in \ell \cap U$ and $E$. If we are in case (1) then by Theorem A.2 we are done. So we suppose we are in case (2).

Since $r = 2$, the rank of $E$ is 1 and the destabilising sheaves $E_1, E_2$ have ranks zero and one; we relabel and order them $E_0, E_1$ so that rank$(E_i) = i$. We write

$$(\text{ch}_0(E_1), \text{ch}_1(E_1), H^2, \text{ch}_2(E_1)H, \text{ch}_3(E_1)) = (1, cH^3, sH^3, dH^3)$$

for $c \in \frac{1}{H^2}\mathbb{Z}$ and $s, d \in \mathbb{Q}$. By Theorem 3.4, $c \in [0, n]$. By 2(b) of the same Theorem, $\text{ch}_1(E_0), H^2 > 0$, so $c < n$. Moreover if $c = 0$ then $E_1$ is tilt semistable and the class of the $\nu_{b,w}$-semistable sheaf $E_0$ has the form of $v_n$ for rank 1 less.

Therefore we may apply Theorem B.1 to $E_0$ to conclude $(b, w)$ is above or on $E_0$’s Joyce-Song wall. Thus $\ell$ passes through or above $\Pi(\mathcal{O}(-n)[1])$, as well as through $\Pi(E)$. Since by construction it cannot be above $\ell_{JS}$, we conclude that $\ell = \ell_{JS}$. Hence it passes through $\Pi(\mathcal{O}(-n)[1])$ so it is also $E_0$’s Joyce-Song wall.

The destabilising sequence is either $E_0 \hookrightarrow E \twoheadrightarrow E_1$ or $E_1 \hookrightarrow E \twoheadrightarrow E_0$. Since $\nu_{b,w}(E_0)$ is constant in $w$ while $\nu_{b,w}(E)$ increases as $w$ decreases, the first sequence does not destabilise $E$ below the wall, so the destabilising sequence is $E_1 \hookrightarrow E \twoheadrightarrow E_0$. By Theorem B.1 there is a nonzero map $E_0 \rightarrow T(-n)[1]$ for some $T \in \text{Pic}_0(X)$. Composing with $E \rightarrow E_0$ gives a nonzero map $E \rightarrow T(-n)[1]$. Again by Theorem A.2 we are now done.

So finally we assume $c \in (0, n)$. The line $\ell$ passing through

$$\Pi(v_n) = \left(n, \frac{\beta H^3}{H^2} - \frac{n^2}{2}\right)$$

and

$$\Pi(\text{ch}(E_1)) = (c, s)$$
We will show that 

\[
\frac{b}{n-c} \geq 0
\]

giving an upper bound for \(d\),

\[
d \leq \frac{sc}{3} + \frac{c^2 - 2s}{n - c} \left( \frac{\beta H}{H^3} + \frac{n^2}{2} + s \right).
\]

Since the destabilising sheaf \(E_0\) is of rank zero, Lemma B.3 below gives

\[
\frac{\text{ch}_3(E_0)}{H^3} \leq \frac{(\text{ch}_2(E_0),H)^2}{2H^3 \text{ch}_1(E_0),H^2} + \frac{1}{24} \left( \frac{\text{ch}_1(E_0),H^2}{H^3} \right)^3.
\]

Substituting \(\text{ch}(E_0) = \text{ch}(E) - \text{ch}(E_1)\) gives a lower bound for \(d\),

\[
-m \frac{H^3}{6} + \frac{n^3}{6} - d \leq \frac{1}{2(n-c)} \left( \frac{n^2}{2} + s + \frac{\beta H}{H^3} \right) + \frac{(n-c)^3}{24}.
\]

Combining (91) and (92) gives the inequality \(s^2 - \alpha_1 s - \alpha_2 \leq 0\), where

\[
\alpha_1 := 2cn + n^2 + 2\frac{\beta H}{H^3},
\]

\[
\alpha_2 := \frac{1}{4}c^4 - c^3 n + c^2 \left( 5n^2 + 2\frac{\beta H}{H^3} \right) - c^6 + 3n^2 \frac{\beta H}{H^3} + n^6 + 3 \left( \frac{\beta H}{H^3} \right)^2.
\]

Thus \(s\) lies between the roots of \(s^2 - \alpha_1 s - \alpha_2 = 0\). The larger root is \(\frac{\alpha_1}{2}\) which is \(> 0\) since \(n \gg 0\). Since \(c > 0\), we see that for \(n \gg 0\),

\[
s_0 := -\left( \frac{n}{2} + \frac{\beta H}{2nH^3} \right) c - \frac{\beta H}{2nH^3} < 0.
\]

We will show that \(s_0^2 - \alpha_1 s_0 - \alpha_2 > 0\), so \(s_0\) is smaller than the smaller root. Thus \(s > s_0\), or equivalently

\[
-\frac{1}{n-c} \left( \frac{\beta H}{H^3} + \frac{n^2}{2} + s \right) < -\left( \frac{n}{2} + \frac{\beta H}{2nH^3} \right).
\]

The left hand side is the gradient of \(\ell_0\); the right hand side is the gradient of \(\ell_{JS}\). Thus, to the left of their common point \(\Pi(v_n)\), \(\ell\) lies strictly above \(\ell_{JS}\), a contradiction.

So what remains is to compute \(s_0^2 - \alpha_1 s_0 - \alpha_2\). We get a quartic polynomial \(f(c)\) in \(c\),

\[
-\frac{1}{4}c^4 + nc^3 + \left[ \frac{5}{4}n^2 - \frac{\beta H}{2H^3} + \frac{(\beta H)^2}{16n(H^3)^2} \right] c^2 + \left[ \frac{n^3}{2} + 3n^2 \frac{\beta H}{H^3} + \frac{3(\beta H)^2}{24n(H^3)^2} + \frac{6m}{H^3} \right] c
\]

\[
- \left[ \frac{5\beta H}{2H^3} n^2 + \frac{6m}{H^3} n + \frac{7(\beta H)^2}{3(H^3)^2} \right],
\]
and we must show \( f(c) > 0 \) for \( c \in \left[ \frac{1}{H^2}, n - \frac{1}{H^2} \right] \) when \( n \gg 0 \). To leading order in \( n \) we can read off from the above formula,

(i) \( f \left( \frac{1}{H^2} \right) \sim \frac{n^3}{2H^4} > 0 \) and \( f' \left( \frac{1}{H^2} \right) \sim \frac{n^2}{2H^4} > 0 \),

(ii) \( f(n - \frac{1}{H^2}) \sim \frac{n^2}{4H^2} > 0 \) and \( f'(n - \frac{1}{H^2}) \sim -\frac{n^2}{2H^4} < 0 \).

Moreover as \( n \to \infty \) the coefficients of the powers of \( c \) in \( f'(c) \) tend to

\[
f'(c) \sim -c^3 + 3nc^2 - \frac{3}{2}n^2c + \frac{1}{2}n^3 = (n - c)\left(\frac{1}{2}n^2 - 2nc + c^2\right)
\]

with roots at \( n \) and \( n(1 \pm \sqrt{\frac{3}{2}}) \). Since the coefficients are symmetric polynomials in the roots this shows the roots of \( f' \) tend to \( n \) and \( n(1 \pm \sqrt{\frac{1}{2}}) \). In particular, for \( n \gg 0 \), this and (i), (ii) show that precisely one of the roots of \( f' \) is in \( \left[ \frac{1}{H^2}, n - \frac{1}{H^2} \right] \) and \( f(c) > 0 \) for any \( c \in \left[ \frac{1}{H^2}, n - \frac{1}{H^2} \right] \), as required.

**Lemma B.3.** If \( F \) is a \( \nu_{b,w} \)-semistable rank zero sheaf for some \( (b, w) \in U \) then

\[
\text{ch}_3(F) \leq \frac{(\text{ch}_2(F).H)^2}{2 \text{ch}_1(F).H^2} + \frac{H^3}{24} \left( \frac{\text{ch}_1(F).H^2}{H^3} \right)^3.
\]

**Proof.** For objects of rank 0 the slope \( \nu_{b,w} \) reduces to the ordinary 2-dimensional slope \( \nu_H \),

\[
\nu_H(F) := \begin{cases} 
\frac{\text{ch}_2(F).H}{\text{ch}_1(F).H^2} & \text{if } \text{ch}_1(F).H^2 \neq 0, \\
+\infty & \text{if } \text{ch}_1(F).H^2 = 0.
\end{cases}
\]

It follows that a \( \nu_{b,w} \)-semistable rank 0 sheaf is automatically \( \nu_H \)-semistable. Conversely, by Proposition 3.2, a rank 0 sheaf \( F \) can only be \( \nu_{b,w} \)-destabilised by other rank 0 sheaves so long as we take \( (b, w) \) inside its safe area \( U_v \), where \( v = \text{ch}(F) \). It follows that \( F \) is \( \nu_{b,w} \)-semistable for \( (b, w) \) above the line \( \ell_v \) (46), which we claim has equation

\[
w = \frac{\text{ch}_2(F).H}{\text{ch}_1(F).H^2} b + \frac{1}{8} \left( \frac{\text{ch}_1(F).H^2}{H^3} \right)^2 - \frac{1}{2} \left( \frac{\text{ch}_2(F).H}{\text{ch}_1(F).H^2} \right)^2.
\]

Both lines have slope \( \frac{\text{ch}_2(F).H}{\text{ch}_1(F).H^2} \). Substituting \( w = \frac{1}{2}b^2 \) into the left hand side of (93) gives a quadratic equation \( b^2 + \alpha_1b + \alpha_2 = 0 \) whose roots \( a_v < b_v \) satisfy

\[
(b_v - a_v)^2 = (a_v + b_v)^2 - 4a_v b_v = \alpha_1^2 - 4\alpha_2.
\]

Thus we can calculate \( b_v - a_v = \text{ch}_1(F).H^2/H^3 \), which by (46) means (93) is indeed \( \ell_v \).

Therefore \( F \) is \( \nu_{b,w} \)-semistable on \( \ell_v \cap U \), and in particular at the point

\[
b = \nu_H(F), \quad w = \frac{1}{2} \nu_H(F)^2 + \frac{(\text{ch}_1(F).H^2)^2}{8(H^3)^2}.
\]

Applying the Bogomolov-Gieseker inequality (12) at this point gives

\[
\text{ch}_3(F) \leq \frac{(\text{ch}_2(F).H)^2}{2 \text{ch}_1(F).H^2} + \frac{H^3}{24} \left( \frac{\text{ch}_1(F)}{H^3} \right)^3.
\]
Appendix C. Moduli stacks

Piyaratne and Toda proved that Bridgeland semistable objects of a fixed class \( v \in K_H(X) \) and fixed \( \text{ch}_3 \) form an algebraic stack of finite type [PiTo, Theorem 4.2].\(^{10}\) Here we use their result to deduce the same for stacks of \( \nu_{b,w} \)-semistable objects of slope \( \nu_{b,w} < +\infty \) by finding a Bridgeland stability condition which is equivalent to \( \nu_{b,w} \)-stability on objects of class \( v \in K_H(X) \). We thank Yukinobu Toda for his help with this section.

**Proposition C.1.** Fix \( (b, w) \in U \) and \( v \in K_H(X) \) with \( \Pi(v) \not\subset U \) and \( \text{ch}^b_H(v).H^2 > 0 \). Then without affecting the (semi)stability of objects of class \( v \) we may assume \( (b, w) \) satisfies

\[
(94) \quad w \text{ch}_0 H^3 = b^2 \text{ch}_0 H^3 - b \text{ch}_1.H^2 + ch_2.H, \quad \text{where } ch_i := ch_i(v).
\]

*Proof.* If \( \text{ch}_0 = 0 \) we are required to show we may take \( b \) to equal \( m := \frac{\text{ch}_0.H}{\text{ch}_1.H} \). Let \( \ell \) be the line of slope \( m \) through \((b, w)\). By Proposition 1.3 the (semi)stability of objects \( E \) of class \( v \) is unchanged if we move \((b, w)\) along \( \ell \cap U \). So we move it to the intersection of \( \ell \) with the vertical line \( b = m \), which lies inside \( U \): both \( \partial U \) and \( \ell \) have equal gradients \( m \) at \( b = m \), so \( \ell \) still lies above \( \partial U \) at this point.

Suppose now that \( \text{ch}_0 \neq 0 \). Recall the \( H \)-discriminant \( \Delta_H = (\text{ch}_1.H^2)^2 - 2(\text{ch}_2.H) \text{ch}_0 H^3 \) of (10) and consider the points

\[
p_{\pm} := \left( \frac{\text{ch}_1.H^2}{\text{ch}_0 H^3} \pm \frac{\sqrt{\Delta_H}}{\text{ch}_0 H^3}, \frac{1}{2} \left( \frac{\text{ch}_1.H^2}{\text{ch}_0 H^3} \pm \frac{\sqrt{\Delta_H}}{\text{ch}_0 H^3} \right)^2 \right)
\]

whose lines \( \ell_{\pm} \) through \( \Pi(v) \) are tangent to \( \partial U \) as in Figure 6.

The parabola through \( \Pi(v) \) and \( p_{\pm} \) is precisely (94),

\[
w = b^2 - b \frac{\text{ch}_1.H^2}{\text{ch}_0 H^3} + \frac{\text{ch}_2.H}{\text{ch}_0 H^3}.
\]

The line \( \ell \) passing through \( \Pi(v) \) and \((b, w) \in U \) lies between \( \ell_{\pm} \). It therefore intersects the parabola (94) at a point which is

- northwest of \( p_- \) if \( \text{ch}_0 > 0 \) so that \( E \in \mathcal{A}_b \) implies \((b, w) \) is to the left of \( \Pi(v) \), or
- northeast of \( p_+ \) if \( \text{ch}_0 < 0 \) so \((b, w) \) is to the right of \( \Pi(v) \).

(Here \( E \) is an object of class \( v \).) Thus this point is inside \( U \), and we may move \((b, w) \) to it without affecting the (semi)stability of \( E \) by Proposition 1.3. \( \square \)

Given \((b, \alpha) \in \mathbb{R} \times \mathbb{R}^> \), let \( Z_{b,\alpha} : K(X) \to \mathbb{C} \) be the group homomorphism

\[
Z_{b,\alpha}(E) := \left( -\text{ch}_3^{bH}(E) + \frac{3}{10} \alpha^2 \text{ch}_1^{bH}(E).H^2 \right) + i \left( \text{ch}_2^{bH}(E).H - \frac{1}{2} \alpha^2 \text{ch}_0(E)H^3 \right).
\]

Although \( Z_{b,\alpha} \) does not factor through \( K_H(X) \), the following slope function \( \overline{\nu}_{b,\alpha} \) on objects \( E \) of \( \mathcal{A}_b \) does,

\[
\overline{\nu}_{b,\alpha}(E) = \begin{cases} 
\frac{\text{Im}(Z_{b,\alpha}(E))}{\text{ch}_1^{bH}(E).H^2} & \text{if } \text{ch}_1^{bH}(E).H^2 \neq 0, \\
+\infty & \text{if } \text{ch}_1^{bH}(E).H^2 = 0.
\end{cases}
\]

\(^{10}\)They also prove the stack is *quasi-proper*: it satisfies the valuative criterion for properness without the separatedness condition.
Define the heart $A_{b,\alpha} := \langle F_{b,\alpha}[1], T_{b,\alpha} \rangle \subset \mathcal{D}(X)$, where

$$T_{b,\alpha} := \{ E \in A_b : \tilde{\nu}_{b,\alpha}^- > 0 \}, \quad F_{b,\alpha} := \{ E \in A_b : \tilde{\nu}_{b,\alpha}^+ \leq 0 \}.$$ 

**Theorem C.2.** [BMS, Theorem 8.6 and Proposition 8.10] For any $(b, \alpha) \in \mathbb{R} \times \mathbb{R}_{>0}$, the pair $\sigma_{b,\alpha} := (A_{b,\alpha}, Z_{b,\alpha})$ defines a Bridgeland stability condition on $\mathcal{D}(X)$.

Taking $(b, w)$ given to us by Proposition C.1 and setting $\alpha^2 = 2(w - \frac{1}{2} b^2) > 0$ we note

- $\tilde{\nu}_{b,\alpha} = \nu_{b,w} + b$, so $\tilde{\nu}_{b,\alpha}$-(semi)stability is the same as $\nu_{b,w}$-(semi)stability, and
- $\text{Im} Z_{b,\alpha}(E) = 0 = \tilde{\nu}_{b,\alpha}(E)$ for $E$ of class $v \in K_H(X)$.

**Lemma C.3.** Fix a class $v \in K_H(X)$ with $\text{ch}^H_1(v).H^2 > 0$ and $\text{Im} Z_{b,\alpha}(v) = 0$. An object $E \in A_b$ of class $v$ is $\tilde{\nu}_{b,\alpha}$-semistable if and only if it is $\sigma_{b,\alpha}$-semistable.

**Proof.** First assume $E \in A_b$ is $\tilde{\nu}_{b,\alpha}$-semistable. Then $\tilde{\nu}_{b,w}(E) = 0$ implies $E[1] \in F_{b,\alpha}[1] \subset A_{b,\alpha}$ with central charge $Z_{b,\alpha} \in (-\infty, 0)$ on the boundary of the closure of the upper half plane $\mathbb{H} \supset Z_{b,\alpha}(A_{b,\alpha})$. Thus all sub- and quotient objects of $E$ in $A_{b,\alpha}$ must also have $Z_{b,\alpha} \in (-\infty, 0) \subset \mathbb{H}$, so $E$ is $\sigma_{b,\alpha}$-semistable.

Conversely, if $E$ is $\sigma_{b,\alpha}$-semistable then $E \in \mathcal{A}(b) \cap A_{b,\alpha}[k]$ for some $k \in \mathbb{Z}$. This intersection is $T_{b,\alpha}$ when $k = 0$ and $F_{b,\alpha}$ when $k = -1$; otherwise it is empty. But $\text{Im} Z_{b,\alpha}(v) = 0$ and $\text{ch}^H_1(v).H^2 > 0$, so we deduce $E \in F_{b,\alpha}$. By the definition of $F_{b,\alpha}$,

$$\tilde{\nu}_{b,\alpha}^+(E) \leq 0 = \tilde{\nu}_{b,\alpha}(E),$$

so $E$ is $\tilde{\nu}_{b,\alpha}$-semistable.

\[\Box\]
Proposition C.4. [To1] Given a scheme $S$ of finite type and $\mathcal{E} \in \mathcal{D}(X \times S)$, the subset of points $s \in S$ for which $\mathcal{E}_s \in \mathcal{A}_b$ is open.

Proof. By an argument similar to [To1, Lemma 3.6] we may assume $S$ is a smooth quasi-projective variety. Suppose there is a point $s \in S$ such that $\mathcal{E}_s \in \mathcal{A}_b$. By [AP, Theorem 3.3.2] there is an open neighbourhood $s \in U \subset S$ such that $\mathcal{E}|_U$ lies in $\mathcal{A}_U := \{ F \in \mathcal{D}(X \times U) : Rp_* (F \otimes L^k) \in \mathcal{A}_b \text{ for all } k \gg 0 \}$.

Here $L$ is the pull back of an ample line bundle from $U$ and $p$ is the projection $X \times U \to X$. Then [To1, Lemma 4.7 and Remark 3.11] implies that the set of points $s' \in U$ for which $\mathcal{E}_{s'} \in \mathcal{A}_b$ is indeed open in $S$. □

Theorem C.5. Fix $v \in K_H(X)$, $m \in \mathbb{Z}$ and $(b, w) \in U$ such that $\text{ch}_1^{bH}(v).H^2 > 0$. Then the union over all $\alpha \in K(X)$ with $[\alpha] = v \in K_H(X)$ and $\text{ch}_3(\alpha) = m$

\begin{equation}
\bigcup_{\alpha} \mathcal{M}_{b,w}^{ss}(\alpha)
\end{equation}

is an algebraic stack of finite type.

Proof. By [PiTo, Theorem 4.2] the $\sigma_{b,\alpha}$-semistable objects $E \in \mathcal{A}_{b,\alpha}$ with fixed

$$(\text{ch}_0(E), \text{ch}_1(E).H^2, \text{ch}_2(E).H, \text{ch}_3(E)) = (\text{ch}_H(E), \text{ch}_3(E)) \in \mathbb{Q}^4$$

form an algebraic stack of finite type. Intersecting with the objects in $\mathcal{A}_b$ gives the union (95) by Lemma C.3. By Proposition C.4 this is an open substack. □
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