A random matrix model for random approximate $t$-designs

Piotr Dulian$^1$ and Adam Sawicki $^1$

$^1$ Center for Theoretical Physics, Polish Academy of Sciences, Al. Lotników 32/46, 02-668 Warszawa, Poland,

Abstract

For a Haar random set $S \subset U(d)$ of quantum gates we consider the uniform measure $\nu_S$ whose support is given by $S$. The measure $\nu_S$ can be regarded as a $\delta(\nu_S, t)$-approximate $t$-design, $t \in \mathbb{Z}_+$. We propose a random matrix model that aims to describe the probability distribution of $\delta(\nu_S, t)$ for any $t$. Our model is given by a block diagonal matrix whose blocks are independent, given by Gaussian or Ginibre ensembles, and their number, size and type is determined by $t$. We prove that, the operator norm of this matrix, $\delta(t)$, is the random variable to which $\sqrt{\mathbb{E}}(\delta(\nu_S, t))$ converges in distribution when the number of elements in $S$ grows to infinity. Moreover, we characterize our model giving explicit bounds on the tail probabilities $\mathbb{P}(\delta(t) > 2 + \epsilon)$, for any $\epsilon > 0$. We also show that our model satisfies the so-called spectral gap conjecture, i.e. we prove that with the probability 1 there is $t \in \mathbb{Z}_+$ such that $\sup_{k \in \mathbb{Z}_+} \delta(k) = \delta(t)$. Numerical simulations give convincing evidence that the proposed model is actually almost exact for any cardinality of $S$. The heuristic explanation of this phenomenon, that we provide, leads us to conjecture that the tail probabilities $\mathbb{P}(\sqrt{\mathbb{E}}(\delta(\nu_S, t)) > 2 + \epsilon)$ are bounded from above by the tail probabilities $\mathbb{P}(\delta(t) > 2 + \epsilon)$ of our random matrix model. In particular our conjecture implies that a Haar random set $S \subset U(d)$ satisfies the spectral gap conjecture with the probability 1.

1 Introduction and Main Results

Approximate $t$-designs are ensembles of unitaries that (approximately) recover Haar averages of polynomials in entries of unitaries up to the order $t$. Their relation to the notion of epsilon nets was recently given in [1]. Although there are methods of constructing exact $t$-designs [2], their implementation on near term quantum devices is fraught with inevitable noise and errors that effectively change them into approximate $t$-designs. Approximate $t$-designs find numerous applications throughout quantum information, including randomized benchmarking [3], efficient estimation of properties of quantum states [4], decoupling [5], information transmission [6], quantum state discrimination [7], criteria for universality of quantum gates [8] and complexity growth [9, 10, 11, 12]. Recently, there was a lot of interest in efficient implementations of pseudo-random unitaries. First, it was shown in [13, 14] that Haar random sets of gates from $U(d)$ form rather good $t$-designs for $t = O(d^{1/6}/\log(d))$. Moreover, in [15] it was shown that random circuits built form Haar-random 2-qubit gates acting (according to the specified layout)
on $N$-qubit systems of the depth polynomial in $N$ form approximate $t$-designs. These results were later improved in [16] and [17, 18, 19], where even faster convergence in $n$ was proved. Moreover, the authors of [20] showed that random circuits constructed from Clifford gates and a small number of non-Clifford gates can be used to efficiently generate approximate $t$-designs (see also [21, 22] where the authors show that in practice one needs an extensive number of non-Clifford resources to reproduce features of $t$-designs).

In this paper we propose a random matrix model that describes approximate $t$-designs constructed from Haar random sets of gates. In order to explain our main results we need to first introduce the main object of the paper. Let $\{S, \nu_S\}$ be an ensemble of quantum gates, where $S$ is a finite subset of $U(d)$ and $\nu_S$ is the uniform measure with the support given by $S$. In order to simplify notation we will denote the cardinality of the set $S$ by $|S|$ or just by $S$. We define the moment operator associated with any measure $\nu$ on $U(d)$ by:

$$T_{\nu,t} := \int_{U(d)} d\nu(U)U^{t,t}, \text{ where } U^{t,t} = U^{\otimes t} \otimes \bar{U}^{\otimes t}. \quad (1)$$

An ensemble for which

$$\delta(\nu_S, t) := \|T_{\nu_S,t} - T_{\mu,t}\| = \delta < 1, \quad (2)$$

is called $\delta$-approximate $t$-design, where $\| \cdot \|$ is the operator norm and $\mu$ is the Haar measure on $U(d)$ with normalization $\mu(U(d)) = 1$. One can also consider

$$\delta(\nu_S) := \sup_t \delta(\nu_S, t) \in [0, 1], \quad (3)$$

which, by the Peter-Weyl theorem, is equal to the operator norm of the moment operator

$$(T_{\nu_S} f)(U) = \int d\nu_S(V)f(V^{-1}U), \quad (4)$$

acting on functions $f \in L^2(U(d))$ that have vanishing mean value, $\int_{U(d)} d\mu(U)f(U) = 0$. A long standing conjecture, known as the spectral gap conjecture, states that for any $S$ that is universal $1$ is not an accumulation point of the spectrum of $T_{\nu_S}$. In other words one has $1 - \delta(\nu_S) > 0$. So far this was proven rigorously when the matrices from $S$ have algebraic entries [23, 24].

In this paper we address an important question of how good $t$-designs are random sets of gates. In particular we consider two natural gate-sets $S$:

- $S = \{U_1, \ldots, U_n\}$, where $U_k$’s are independent and Haar random unitaries from $U(d)$. Such $S$ will be called Haar random gate-set

- $S = \{U_1, \ldots, U_n\} \cup \{U_1^{-1}, \ldots, U_n^{-1}\}$, where $U_k$’s are independent and Haar random unitaries from $U(d)$. Such $S$ will be called symmetric Haar random gate-set.

Clearly, when $S$ is a (symmetric) Haar random gate-set $\delta(\nu_S, t)$ is a random variable. Our goal is to describe probability distribution of this random variable and in particular to find concrete explicit bounds on the tail probability $P(\delta(\nu_S, t) > \alpha)$, for $\alpha > 0$. Some residual results of this sort can be found in [13]. The bounds obtained there, however, depend on undetermined and potentially large constants and what is more important they can be applied only when
$t = O(d^{1/2}/\log(d))$. Moreover, bounds on the tail probability $P(\delta(\nu_S, t) > \alpha)$, for $\alpha > 0$ have been recently rigorously derived in [25] using matrix concentrations inequalities [26]. In this paper we present a new approach to the problem which identifies moment operators as elements of a well known Random Matrix Ensembles. Our results show much faster decay of the tail probabilities of $\delta(\nu_S, t)$ than any previous results.

First, in Section 2 using representation theory of the unitary group we provide more useful, for our purposes, formula for $\delta(\nu_S, t)$. This relies on the fact that $T_{\nu_S, t}$ can be brought to a block diagonal form, where blocks are labeled by sequences of $d$ non-increasing integers $\lambda \in \Lambda_t$ that correspond to irreducible representations $\pi_\lambda : U(d) \to GL(d_\lambda)$ appearing in the decomposition $U_{d, t} \simeq 1^{\oplus m_0} \oplus \bigoplus_{\lambda \in \Lambda_t} (\pi_\lambda)^{\oplus m_\lambda}$. More precisely in order to determine $\delta(\nu_S, t)$ we consider a block diagonal operator

$$
\sum_{U \in S} \nu_S(U) \begin{bmatrix}
\pi_{\lambda_1}(U) & 0 & \cdots & 0 \\
0 & \pi_{\lambda_2}(U) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \pi_{\lambda_k}(U)
\end{bmatrix} = \begin{bmatrix}
T_{\nu_S, \lambda_1} & 0 & \cdots & 0 \\
0 & T_{\nu_S, \lambda_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & T_{\nu_S, \lambda_k}
\end{bmatrix},
$$

where $\lambda \in \Lambda^{\text{ass}}_t$ and $\Lambda_t$, $\Lambda^{\text{ass}}_t$, are defined in Section 2. Denoting $\delta(\nu_S, \lambda) := ||T_{\nu_S, \lambda}||$ we can write

$$
\delta(\nu_S, t) = \sup_{\lambda \in \Lambda^{\text{ass}}_t} \delta(\nu_S, \lambda), \quad \delta(\nu_S) := \sup_{\lambda} \delta(\nu_S, t).
$$

We note that $T_{\nu_S, \lambda}$ is either (1) a real (symmetric) random matrix, when $\pi_\lambda$ is a real representation and $S$ is a (symmetric) Haar random gate-set, or (2) A complex (hermitian) random matrix, when $\pi_\lambda$ is a complex representation and $S$ is a (symmetric) Haar random gate-set.

Using multidimensional Central Limit Theorem and the orthogonality relations for irreducible representations of the unitary group that we describe in Section 4.1 we show in Sections 4.2 and 4.3 our first main result:

**Theorem 1.** When $|S| \to \infty$:

1. $\sqrt{|S|}T_{\nu_S, \lambda}$ converges in distribution to a random matrix $T_\lambda$ from: (1) the standard Real (Complex) Ginibre Ensemble when $S$ is Haar random gate-set and $\pi_\lambda$ is a real (complex) representation, (2) the standard Gaussian Orthogonal (Unitary) Ensemble when $S$ is symmetric Haar random gate-set and $\pi_\lambda$ is a real (complex) representation.

2. Operator $\sqrt{|S|} \bigoplus_{\lambda \in \Lambda^{\text{ass}}_t} T_{\nu_S, \lambda}$ converges in distribution to a block diagonal matrix

$$
T_t = \bigoplus_{\lambda \in \Lambda^{\text{ass}}_t} T_\lambda.
$$

with blocks $T_\lambda$ belonging to the ensembles listed above. Moreover $T_\lambda$’s with distinct $\lambda$’s are independent.

Theorem 1 gives a nice Random Matrix model which describes properties of approximate $t$-designs in the regime of large $S$. Moreover, we can characterize rigorously many important properties of this model. In particular we focus on random variables:

$$
\delta(\lambda) := ||T_\lambda|| = \lim_{|S| \to \infty} \sqrt{|S|} \delta(\nu_S, \lambda), \quad \delta(t) := ||T_t|| = \lim_{|S| \to \infty} \sqrt{|S|} \delta(\nu_S, t),
$$

3
\[ \delta := \lim_{t \to \infty} \| T_t \| = \lim_{|S| \to \infty} \sqrt{|S|} \delta(\nu_S). \]  

(8)

Making use of concentration inequalities for Gaussian random variables and following the reasoning which allows to bound the norm of matrices from Ginibre and Gaussian ensembles given in \[27, 28\] and described in Section 4.1 we derive the following tail bounds that constitute our next main result

**Theorem 2.** In the (symmetric) Haar random setting we have the following tail bounds for \( \delta(t) \):

\[ \mathbb{P}(\delta(t) > 2 + \epsilon) \leq \sum_{\lambda \in \Lambda_{\text{sym}}} F_*(d_{\lambda}, \epsilon) \]

(9)

where \( \epsilon > 0 \) and functions \( F_* \) are defined by: \( F_O(d_{\lambda}, \epsilon) = \frac{1}{2} e^{-\frac{d_{\lambda} \epsilon^2}{4}} \), \( F_U(d_{\lambda}, \epsilon) = F_R(d_{\lambda}, \epsilon) := \frac{1}{2} e^{-\frac{d_{\lambda} \epsilon^2}{4}} \), \( F_C(d_{\lambda}, \epsilon) := \frac{1}{2} e^{-d_{\lambda} \epsilon^2} \). Moreover, \( * = R \) \(( = O)\) when \( \lambda \) corresponds to a real representation and \( S \) is (symmetric) Haar random gate-set and \( * = C \) \(( = U)\) when \( \lambda \) corresponds to a complex representation and \( S \) is (symmetric) Haar random gate-set.

Moreover, using Theorem [2] and the Borel-Cantelli Lemmas that we review in Section 4.1 we prove in Section 5 that for our Random Matrix model the spectral gap conjecture is fulfilled with the probability 1.

**Theorem 3.** In both Haar random and symmetric Haar random settings with the probability 1 there exists finite \( t \in \mathbb{Z}_+ \) such that \( \delta = \delta(t) \).

In the same Section we also prove concrete bounds for the tail probability \( \mathbb{P}(\delta > 2 + \epsilon) \).

**Theorem 4.** The tail probability of \( \delta \) is bounded by:

\[ \mathbb{P}(\delta > 2 + \epsilon) \leq \frac{e^{-\epsilon^2/(2\epsilon^2)}}{2(e^{\epsilon^2/c^2} - 1)}, \text{ if } d = 2 \text{ and } \epsilon > 0, \]

\[ \mathbb{P}(\delta > 2 + \epsilon) \leq e^{-\frac{d(d+1)}{4\epsilon^2} \epsilon^2} \left( e^{2\pi \sqrt{\frac{d}{2d+2}}} \left( \frac{60 + 100\pi \sqrt{3d+6}}{d+2} - b \right) + \frac{60}{d^2} \left( 2 + \frac{\sqrt{2\pi c}}{\epsilon} \right) e^{-\frac{3}{\epsilon^2} (d-1) \epsilon^2 + 2\pi \sqrt{\frac{d}{3}}} \right), \text{ if } d \geq 2 \text{ and } \epsilon > c \left( \frac{4\pi^2}{3d(d-1)^2} \right)^{1/4}, \]

where

\[ b = 10 \left[ 8\pi^2 \text{Ei} \left( 2 \sqrt{\frac{2}{3} \pi} \right) - e^{2\pi \sqrt{\frac{\pi}{3}}} (3 + 2 \sqrt{6\pi}) \right] \approx 3855.93, \]

and \( c = 1 \) in the Haar random setting and \( c = \sqrt{2} \) in the symmetric Haar random setting.

As a direct consequence of Theorem [1] for any \( t \in \mathbb{Z}_+ \) and given precision \( \eta > 0 \) there is \( N_0 = N(d, \eta, t) \) such that for a (symmetric) Haar random gate-set \( S \) with \( |S| > N_0 \) we have

\[ \mathbb{P}(\sqrt{|S|} \delta(\nu_S, t) > 2 + \epsilon) \leq \eta + \mathbb{P}(\delta(t) > 2 + \epsilon). \]

(10)

In order to understand better how the convergence depends on \( |S| \) and \( d_{\lambda} \) in Section 6 we compare \( \delta(\lambda) \) and \( \delta(t) \) with the numerical simulations of \( \sqrt{|S|} \delta(\nu_S, \lambda) \) and \( \sqrt{|S|} \delta(\nu_S, t) \) for
1. one qubit $d = 2$: $1 \leq t \leq 500$ which means irreducible representations of $U(2)$ with the dimension $3 \leq d_\lambda \leq 1001$.

2. two qubits $d = 4$: $1 \leq t \leq 6$ which means irreducible representations of $U(4)$ with the dimension $15 \leq d_\lambda \leq 5200$.

Our numerical simulations show that

$$\mathbb{P}\left(\sqrt{|S|}\delta(\nu_S, \lambda) > 2 + \epsilon\right) \leq \mathbb{P}(\delta(\lambda) > 2 + \epsilon),$$

(11)

for $3 \leq |S| \leq 26$ (see Figures 1, 2 and 3). A careful analysis of Figures 1, 2 and 3 reveals that $\hat{11}$ becomes much sharper for smaller number of generators (for any $d_\lambda$). This suggests that there is another mechanism, not related to central limit theorem, that plays a significant role in $\hat{11}$. Moreover our calculations shows that in the regime of large block dimensions, that is $d_\lambda \to \infty$, random variables $\sqrt{|S|}\delta(\nu_S, \lambda)$ and $\delta(\lambda)$ concentrate around $2\sqrt{\frac{|S|-1}{|S|}}$ and 2 respectively (see Figures 4, 6 and 7). Since the former is always smaller than the latter this behaviour implies that for dimensions $d_\lambda$ bigger than those we could check numerically the inequality (11) is even sharper. In Section 6 we provide extended heuristic explanation of this phenomena that uses spectral properties of $T_{\nu_S,t}$ and $T_{\nu_S,\lambda}$ described in Section 3. This heuristic arguments and numerical results lead to the following conjecture:

**Conjecture 1.** Let $\epsilon > 0$. For any (symmetric) Haar random $S \subset U(d)$ with at least 3 elements (2 elements and their inverses) we have:

$$\mathbb{P}\left(\delta(\nu_S, \lambda) > \frac{2 + \epsilon}{\sqrt{|S|}}\right) \leq F_\ast(d_\lambda, \epsilon),$$

(12)

where $\ast \in \{O, U, R, C\}$ and the correspondence between $\ast$, $\lambda$ and the type of a gate-set is as in Theorem 2. Moreover, for any fixed cardinality of $S$ there is $\lambda_0$ such that for any $\lambda$ with $d_\lambda > d_\lambda_0$ we have

$$\mathbb{P}\left(\delta(\nu_S, \lambda) > \frac{2 + \epsilon}{\sqrt{|S|}}\right) \leq \mathbb{P}(\delta(\lambda) > 2 + \epsilon).$$

(13)

As a direct consequence of this conjecture we can rewrite Theorem 2 and Theorem 4 replacing $\delta(t)$ by $\sqrt{|S|}\delta(\nu_S, t)$. Moreover, assuming Conjecture 1 holds we prove in Section 5 that for a (symmetric) Haar random gate-set $S$ with the probability 1 there exists finite $t \in \mathbb{Z}_+$ such that $\delta(\nu_S) = \delta(\nu_S, t)$.

Throughout the paper we denote our results by Theorems and Lemmas, and by Facts we denote results taken from the literature.

## 2 Moment operators

Let $\{S, \nu_S\}$ be an ensemble of quantum gates, where $S$ is a finite subset of $U(d)$ and $\nu_S$ is any measure on $S$. We define the moment operator associated with a measure $\nu$ by:

$$T_{\nu,t} := \int_{G_d} d\nu(U)U^{t,t}, \text{ where } U^{t,t} = U^{\otimes t} \otimes \bar{U}^{\otimes t}.$$
In the following we will be interested in

\[ \delta(\nu_S, t) := \| T_{\nu_S, t} - T_{\mu, t} \|, \]  

where \( \| \cdot \| \) is the operator norm and \( \mu \) is the Haar measure on \( U(d) \) with the normalization \( \mu(U(d)) = 1 \). In the remaining part of the paper we will often use the following notation

\[ \mathbb{E}_{U \sim \nu} f(U) := \int_{U(d)} d\nu(U) f(U). \]  

Let us first note that the map \( U \mapsto U^t \) is a representation of the unitary group \( U(d) \). This representation is reducible and decomposes into irreducible representations of \( U(d) \). Those are usually labeled by sequences of \( d \) non-increasing integers called highest weights. To simplify our description we introduce the following notation. For \( \lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{Z}^d \), that satisfies \( \lambda_k \geq \lambda_{k+1} \) for any \( k \in \{1, \ldots, d - 1\} \), we denote

- by \( \pi_\lambda \) the corresponding irreducible representation and by \( d_\lambda := \dim \pi_\lambda \) its dimension given by:

\[ d_\lambda = \prod_{1 \leq i < j \leq d} \frac{\lambda_i - \lambda_j + j - i}{j - i}, \]  

- by \( l(\lambda) := d \) the length of \( \lambda \),

- by \( \Sigma(\lambda) := \sum_{i=1}^{d} \lambda_i \) the sum of the entries of \( \lambda \),

- by \( \| \lambda \|_1 := \sum_{k=1}^{d} |\lambda_k| \) the sum of the absolute values of the entries of \( \lambda \),

- by \( \lambda_+ \) the subsequence of positive integers in \( \lambda \).

It is worth mentioning here that the irreducible representation \( \pi_\lambda \) of the unitary group \( U(d) \) gives rise to an irreducible representation of the special unitary group \( SU(d) \) by the restriction \( \pi_\lambda|_{SU(d)} \). In the literature irreducible representations of \( SU(d) \) are typically labeled by sequences of integers called highest weights and denoted by \( \lambda^s \) or by Young diagrams denoted by \( \lambda^Y \). The relations between the highest weight \( \lambda \) of \( \pi_\lambda \) and the highest weight \( \lambda^s \) and the Young diagram \( \lambda^Y \) of \( \pi_\lambda|_{SU(d)} \) are given by:

\[ \lambda^Y = (\lambda_1 - \lambda_d, \lambda_2 - \lambda_d, \ldots, \lambda_{d-1} - \lambda_d, 0), \]  

\[ \lambda^s = (\lambda_1 - \lambda_2, \lambda_2 - \lambda_3, \ldots, \lambda_{d-1} - \lambda_d, 0). \]  

As the last integer in the above formulas is always zero typically it is omitted. For the further discussion and details see Lemma 5 in our recent work [25].

**Fact 1.** ([29]) Irreducible representations that appear in the decomposition of \( U \mapsto U^\otimes t \otimes \bar{U}^\otimes t \) are \( \pi_\lambda \) with \( l(\lambda) = d, \Sigma(\lambda) = 0 \) and \( \Sigma(\lambda_+) \leq t \). That is we have

\[ U^\otimes t \otimes \bar{U}^\otimes t \simeq \mathbbm{1}^{\otimes m_0} \bigoplus_{\lambda \in \Lambda_t} \pi_\lambda(U)^{\otimes m_\lambda} \simeq (U \otimes \bar{U})^\otimes t, \]  

where

\[ \Lambda_t = \{ \lambda = (\lambda_1, \ldots, \lambda_d) | \lambda \in \mathbb{Z}^d, \lambda \neq 0, \forall_k \lambda_k \geq \lambda_{k+1}, \Sigma(\lambda) = 0, \Sigma(\lambda_+) \leq t \}. \]  

and \( \mathbbm{1} \) stands for the trivial representation and \( m_0 \) is its multiplicity and \( m_\lambda \) is the multiplicity of \( \pi_\lambda \).
The representations occurring in decomposition (20) are in fact irreducible representation of the projective unitary group, \(PU(d) = U(d)/\sim\), where \(U \sim V\) iff \(U = e^{i\theta}V\). One can show that every irreducible representation of \(PU(d)\) arises this way for some, possibly large, \(t\) \([30]\). For \(t = 1\) decomposition (20) is particularly simple and reads \(U \otimes U \simeq Ad_U \oplus 1\), where \(Ad_U\) is the adjoint representation of \(U(d)\) and \(PU(d) \simeq Ad_U(d)\) \([31]\).

We further note that \(U \mapsto U^{\otimes t} \otimes U^{\otimes t}\) is a real representation and as such can be decomposed into the direct sum of real irreducible representations. When acting on a complex vector space, an irreducible real representation \(\pi(U)\) can be either

1. irreducible on both complex and real vector spaces
2. irreducible when acting on a real vector space but when acting on a complex vector space a direct sum \(\pi(U) = \pi_\lambda(U) \oplus \overline{\pi_\lambda(U)}\), where \(\pi_\lambda\) is a complex irreducible representation of \(U(d)\) and \(\overline{\pi_\lambda}\) is the conjugate representation of \(\pi_\lambda\).

It is also known that \(\overline{\pi_\lambda(U)} = \pi_{\lambda^*}(U)\), where \(\lambda^* = -(\lambda_d, \lambda_{d-1}, \ldots, \lambda_2, \lambda_1)\). Summing up irreducible representations showing up in the decomposition (20) are either real or complex representations (there are no quaternion representations). Furthermore for \(\lambda \in \Lambda_t\), the representation \(\pi_\lambda\) is real iff \(\lambda_i = -\lambda_{d-i+1}\), for any \(i \in \{1, 2, \ldots, d\}\) and is complex otherwise (see also Proposition 26.24 \([31]\) for analogous conditions when \(\lambda\) is arbitrary). In the following we will denote by \(\Lambda^*_t\) a subset of \(\lambda\)’s in \(\Lambda_t\) that correspond to real representations and by \(\Lambda^c_t\) a subset of \(\lambda\)’s in \(\Lambda_t\) that correspond to complex representations.

For any irreducible representation \(\pi_\lambda\), \(\lambda \in \Lambda_t\) we define

\[
T_{\nu,\lambda} := \mathbb{E}_{U \sim \nu} \pi_\lambda(U), \quad \delta(\nu_\lambda, \lambda) := \|T_{\nu,\lambda}\|.
\]

One easily see that

\[
\delta(\nu_\lambda, \lambda) = \left\| \mathbb{E}_{U \sim \nu} \pi_\lambda(U) \right\| \leq \mathbb{E}_{U \sim \nu} \|\pi_\lambda(U)\| = 1
\]

Thus \(\delta(\nu_\lambda, \lambda) \in [0, 1]\). It follows directly from Fact \([1]\) that

\[
T_{\nu,\lambda} \simeq 1^{\oplus m_0} \oplus \bigoplus_{\lambda \in \Lambda_t} (T_{\nu,\lambda})^{\oplus m_\lambda}.
\]

Using the fact that \(\mathbb{E}_{U \sim \mu} \pi_\lambda(U) = 0\) for any nontrivial irreducible representation \(\pi_\lambda\) we see that \(T_{\mu,\lambda} = 1^{\oplus m_0}\). Thus we have:

\[
\delta(\nu_\lambda, t) = \|T_{\nu,\lambda} - T_{\mu,\lambda}\| = \left\| \bigoplus_{\lambda \in \Lambda_t} (T_{\nu,\lambda})^{\oplus m_\lambda} \right\| = \sup_{\lambda \in \Lambda_t} \|T_{\nu,\lambda}\| = \sup_{\lambda \in \Lambda_t} \delta(\nu_\lambda, \lambda).
\]

Thus \(\delta(\nu_\lambda, t) \in [0, 1]\). An ensemble for which \(\delta(\nu_\lambda, t) = \delta < 1\) is called \(\delta\)-approximate \(t\)-design. One can also define

\[
\delta(\nu_\lambda) := \sup_t \delta(\nu_\lambda, t) \in [0, 1],
\]

\footnote{By \(Ad_U\) we mean the matrix \(Ad_U : su(d) \to su(d), Ad_U(X) = UXU^{-1}\).}
which, by the Peter-Weyl theorem, is equal to the operator norm of the moment operator $T_{\nu_S}$ acting on functions $f \in L^2(\mathbb{R}U(d))$ that have vanishing mean value, $\int d\mu(U)f(U) = 0$ (see [32] for detailed derivation):

$$(T_{\nu_S}f)(U) = \int d\nu_S(V)f(V^{-1}U). \quad (27)$$

Finally we note that since $T_{\nu_S,\lambda^*} = T_{\nu_S,\lambda}$ we have $\|T_{\nu_S,\lambda}\| = \|T_{\nu_S,\lambda^*}\|$. In order to remove this redundancy we define $\tilde{\Lambda}_t$ to be a subset of $\Lambda_t$ that for any pair $\lambda, \lambda^* \in \Lambda_t$ contains either $\lambda$ or $\lambda^*$, but not both. Then

$$\Lambda_t^{\text{ess}} := \Lambda_t^r \cup \tilde{\Lambda}_t^c,$$

$$\Lambda^{\text{ess}} := \bigcup_t \Lambda_t^{\text{ess}}. \quad (29)$$

In particular

$$\delta(\nu_S, t) = \sup_{\lambda \in \tilde{\Lambda}_t} \delta(\nu_S, \lambda), \quad (30)$$

$$\delta(\nu_S) = \sup_t \delta(\nu_S, t). \quad (31)$$

We will also need some properties of partitions. Recall that a partition of a positive integer $k$ is a way of writing $k$ as a sum of positive integers. We will denote by $p_n(k)$ the number of partitions of $k$ with exactly $n$ nonzero integers and by $\tilde{p}_n(k)$ the number of partitions of $k$ with at most $n$ nonzero integers. Finally by $p(k)$ we will denote the number of all partitions of the integer $k$. We have the following two Facts:

**Fact 2.** ([25]) Assume $\lambda \in \tilde{\Lambda}_t$. Then $\|\lambda\|_1 = 2k$, where the integer $k$ satisfies $1 \leq k \leq t$. Moreover, the number of distinct irreducible representations $\pi_\lambda$ with $\|\lambda\|_1 = 2k$ is given by

$$\alpha_{2k} = \begin{cases} p(k)^2 & d \geq 2k, \\ \sum_{n=1}^{d} p_n(k)\tilde{p}_{d-n}(k) & k+1 \leq d < 2k, \\ \sum_{n=1}^{d-1} p_n(k)\tilde{p}_{d-n}(k) & 2 \leq d \leq k. \end{cases} \quad (32)$$

Moreover, for any $d$ we have $\alpha_{2k} \leq p(k)^2$.

**Fact 3.** ([33]) Let $k$ and $n$ be positive integers. Then

$$\frac{0.0036}{k} e^{\pi \sqrt{\frac{2}{k}}} \leq p(k) \leq \frac{5.44}{k} e^{\pi \sqrt{\frac{2}{k}}},$$

$$p_n(k) \leq \frac{1}{n!(n-1)!} \left( k + \frac{n(n-3)}{4} \right)^{n-1}, 4 \leq n \leq k. \quad (33)$$

**Lemma 5.** Let $\lambda \in \Lambda_t$ be such that $\|\lambda\|_1 = 2k$ and $l(\lambda) = d \geq 2$. Then $d_\lambda \geq 2k$. Moreover,

$$d_\lambda \geq \begin{cases} \binom{d+1}{2} & 2k \leq d, \\ \binom{d}{2} + (d-1)2k & 2k \geq d. \end{cases}$$
Proof. Let 
\[ \eta(n) := (1, \ldots, 1, 0, \ldots, 0) \quad \text{for} \quad n = 1, \ldots, d - 1, \]
be the so-called fundamental weights of \( SL(d, \mathbb{C}) \) [31]. For any \( \lambda = (\lambda_1, \ldots, \lambda_d) \) that belongs to \( \Lambda_t \) we define \( \lambda^Y := (\lambda_1 - \lambda_d, \ldots, \lambda_{d-1} - \lambda_d, 0) \). We note that \( \lambda^Y \) can be viewed as the Young diagram corresponding to the irreducible representation of \( SU(d) \), and hence \( SL(d, \mathbb{C}) \), that arises as the restriction \( \pi_\lambda|_{SU(d)} \). One can easily see that \( \lambda^Y \) can be written as
\[ \lambda^Y = \sum_{n=1}^{d-1} \lambda_n^s \eta(n), \quad \lambda_n^s := \lambda_n - \lambda_{n+1}. \quad (34) \]
Let us also define
\[ h(\lambda) := \sum_{n=1}^{d-1} \lambda_n^s = \lambda_1 - \lambda_d. \quad (35) \]

Lemmas 2.1 and 2.2 from [34] combined with the fact that
\[ d_\lambda = d_{\lambda^Y} \]
ensure that
\[ d_\lambda \geq \min_{1 \leq n \leq d-1} d_{h(\lambda) \cdot \eta(n)} = d_{h(\lambda) \cdot \eta(m)}, \quad (36) \]
where \( 1 \leq m \leq d - 1 \) is such that:
\[ \min_{1 \leq n \leq d-1} d_{\eta(n)} = d_{\eta(m)}. \quad (37) \]

Therefore in order to use (36) we need to find out which \( d_{\eta(n)} \) is the smallest one. For this purpose we use the dimension formula (17) and get
\[ d_{\eta(n)} = \prod_{1 \leq i < j \leq d} \frac{j - i + \eta(n)_i - \eta(n)_j}{j - i} = \prod_{1 \leq i \leq n, j \leq d} \frac{j - i + 1}{j - i} = \prod_{1 \leq i \leq n} \frac{(d + 1 - i)!}{(n + 1 - i)!} \frac{(n - i)!}{(d - i)!} = \prod_{1 \leq i \leq n} \frac{d + 1 - i}{n + 1 - i} = \frac{d!}{(d - n)!n!} = \binom{d}{n}, \]
which is more or equal to \( d \) for \( 1 \leq n \leq d - 1 \). Therefore:
\[ \min_{1 \leq n \leq d-1} d_{\eta(n)} \geq d = d_{\eta(1)} = d_{\eta(d-1)}, \]
and \( m \) from (36) and (37) is equal to 1 (or \( d - 1 \)). If \( \|\lambda\|_1 = 2k \leq d \) then clearly:
\[ h(\lambda) = \lambda_1 - \lambda_d \geq 1 - (-1) = 2 \geq \frac{4k}{d}, \quad (38) \]
and if \( 2k > d \) then:
\[ \zeta(n) = \left( \frac{k}{n}, \ldots, \frac{k}{d-n}, \ldots, \frac{k}{d-n} \right) \quad \text{for} \quad n = 1, \ldots, d - 1, \]
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is an element of $\mathbb{R}^d$ with the smallest possible $h(\zeta(n))$ that satisfies $l(\zeta(n)_+)=n$, $\zeta(n)_i \geq \zeta(n)_{i+1}$, $\Sigma(\zeta(n))=0$ and $\|\zeta(n)\|_1=2k$. Thus

$$h(\lambda) \geq \min_{1 \leq n \leq d-1} h(\zeta(n)) = \min_{1 \leq n \leq d-1} \frac{kd}{n(d-n)} = \frac{kd}{\lfloor \frac{d}{2} \rfloor \lceil \frac{d}{2} \rceil} \geq \frac{4k}{d}. \tag{39}$$

Now we can prove our thesis for $2k \leq d$. Using (36) and (38) we get that:

$$d_\lambda \geq d_{h(\lambda) \cdot \eta(1)} \geq d_{2 \cdot \eta(1)} = \prod_{1 \leq i < j \leq d} \frac{j - i + 2(\eta(n)_i - \eta(n)_j)}{j - i} = \prod_{1 < j \leq d} \frac{j - 1 + 2}{j - 1} = \frac{(d + 1)!}{2!(d - 2)!} = \binom{d + 1}{2},$$

which is bigger than $d$ when $d \geq 2$. Hence:

$$d_\lambda \geq d \geq 2k.$$ 

In case $2k > d$ we use (39) to obtain:

$$d_{h(\lambda) \cdot \eta(1)} = \prod_{1 < j \leq d} \frac{j - 1 + h(\lambda)}{j - 1} \geq \prod_{1 < j \leq d} \frac{j - 1 + \frac{4k}{d}}{j - 1} = \prod_{1 < j \leq d} \frac{d(j - 1) + 4k}{(d - 1)!d^{d-1}} =: f(k). \tag{40}$$

Function $f$ defined in (40) can be naturally extended to $\mathbb{R}$. Under this extension $f$ is a polynomial of rank $d - 1$ with positive coefficients. From (36) we have $d_\lambda \geq f(k)$ so we want to prove that $f(k) \geq 2k$ for any $k \geq \frac{d}{2}$. We first note that at $k = \frac{d}{2}$ this inequality is satisfied:

$$f\left(\frac{d}{2}\right) = \binom{d}{2} \geq d.$$ 

Next we compute the derivative of $f$:

$$f'(k) = 4 \sum_{i=2}^{d} \frac{\prod_{1 < j \leq d \atop j \neq i} [d(j - 1) + 4k]}{(d - 1)!d^{d-1}} = 4f(k) \sum_{i=2}^{d} \frac{1}{d(i - 1) + 4k} \geq 4f(k) \frac{d - 1}{d(d - 1) + 4k}.$$ 

Using (40) we get:

$$f'(k) \geq 4 \prod_{1 < j \leq d-1} \frac{[d(j - 1) + 4k]}{(d - 2)!d^{d-1}} \geq 4 \prod_{1 < j \leq d-1} \frac{[d(j - 1) + 2d]}{(d - 2)!d^{d-1}} = 4 \binom{d}{2} = 2(d - 1) > 1,$$

where in the second inequality we used our assumption that $2k > d$. In summary, we have that $f\left(\frac{d}{2}\right) > d$ and that for any $k > \frac{d}{2}$ it holds $f'(k) > 1$. It follows that for $k \geq \frac{d}{2}$:

$$f(k) \geq f\left(\frac{d}{2}\right) + f'\left(\frac{d}{2}\right) k \geq \binom{d}{2} + (d - 1)2k > 2k.$$ 

□
3 Spectral measures and moment operators

We say that the measure $\nu \in S$ is symmetric, if for every $U$ in $S$ the inverse $U^{-1}$ is also in $S$. 

For symmetric measures moment operators $T_{\nu_S}$, $T_{\nu_{S,t}}$ and $T_{\nu_{S,\lambda}}$ defined by (27), (14) and (22) are bounded self-adjoint operators and therefore their spectra are well defined. In this section we are interested in asymptotic properties of these spectra when the size of moment operators grows to infinity.

Recall that for a self-adjoint $n \times n$ matrix $H_n$ the spectral measure of any interval $[a, b] \subset \mathbb{R}$ is defined by:

$$
\sigma_{H_n}([a, b]) := \frac{1}{n} \left( \# \text{ of } H_n \text{ eigenvalues in } [a, b] \right),
$$

For $\lambda_1(H_n) \leq \ldots \leq \lambda_n(H_n)$ eigenvalues of $H_n$ the $m$-th moment of $\sigma_{H_n}$ is:

$$
\sigma_{H_n}^{(m)} = \int x^m d\sigma_{H_n}(x) = \frac{1}{n} \sum_{i=1}^{n} \lambda_i(H_n)^m = \frac{1}{n} \text{tr}(H_n^m) = \text{tr}(H_n^m).
$$

Recall that a compactly supported measure is determined by its moments. Thus if for a sequence $\{H_n\}_{n=1}^{\infty}$ of commonly bounded self-adjoint matrices there is measure $\sigma_H$ for which

$$
\sigma_{H_n}^{(m)} = \lim_{n \to \infty} \sigma_{H_n}^{(m)},
$$

then this measure is unique and

$$
\int f(x) d\sigma_{H_n}(x) \xrightarrow{n \to \infty} \int f(x) d\sigma_H(x),
$$

where $f$ is any continuous function, that is $\sigma_{H_n}$ converges weakly to $\sigma_H$. In case when $H_n$ is a random matrix we define the averaged spectral measure:

$$
\overline{\sigma}_{H_n}([a, b]) := \mathbb{E}[\sigma_{H_n}([a, b])]
$$

One easily checks that $m$-th moment of $\overline{\sigma}_{H_n}$ is given by

$$
\overline{\sigma}_{H_n}^{(m)} = \int x^m d\sigma_{H_n}(x) = \mathbb{E}\text{tr}(H_n^m) = \mathbb{E}\sigma_{H_n}^{(m)}. \tag{42}
$$

Thus if for a sequence $\{H_n\}_{n=1}^{\infty}$ of commonly bounded random selfadjoint matrices there is measure $\overline{\sigma}_H$ for which

$$
\overline{\sigma}_{H_n}^{(m)} = \lim_{n \to \infty} \overline{\sigma}_{H_n}^{(m)}, \tag{43}
$$

then this measure is unique and

$$
\int f(x) d\overline{\sigma}_{H_n}(x) \xrightarrow{n \to \infty} \int f(x) d\overline{\sigma}_H(x),
$$

where $f$ is any continuous function, that is $\overline{\sigma}_{H_n}$ converges weakly to $\overline{\sigma}_H$.

Let us consider sequence $\{T_{\nu_{S,t}}\}_{t=1}^{\infty}$, where $S \subset U(d)$ is a finite symmetric set. In order to simplify notation let us denote by $\sigma_{S,t}$ the spectral measure of $T_{\nu_{S,t}}$. Let $S_k = \{U_1 U_2 \ldots U_k | U_i \in S\}$
\( \nu^S \) and \( \nu^S_k \) be the \( k \)-fold convolution of \( \nu_S \). Of course the support of \( \nu^S_k \) is given by \( S_k \). We have

\[
\sigma_{S,t}^{(m)} = \frac{\text{Tr} \left( T^m_S \right)}{d^2t} = \frac{1}{d^2t} \text{Tr} \left( \int_{U(d)} d\nu^m_S(U) U^{t,t} \right) = \sum_{U_1, \ldots, U_m \in S} \nu^m_S(U_1 \ldots U_m) \text{tr} ((U_1 \ldots U_m)^{t,t}). \tag{44}
\]

Note next that for any \( U \in U(d) \) that has eigenvalues \( \lambda_j(U) = e^{i \phi_j} \) we have

\[
\text{tr} U^{t,t} = |\text{tr}(U)|^{2t} = \left| \frac{e^{\phi_1} + \ldots + e^{i \phi_d}}{d} \right|^{2t} \xrightarrow{t \to \infty} \begin{cases} 1 & \text{if } U \propto I, \\ 0 & \text{otherwise}. \end{cases} \tag{45}
\]

Assuming the group generated by \( S \) is free we get

\[
\text{tr}(U_1 \ldots U_m)^{t,t} \xrightarrow{t \to \infty} \begin{cases} 1 & \text{if } U_1 \ldots U_m = I, \\ 0 & \text{otherwise.} \end{cases} \tag{46}
\]

Thus in case when \( \nu_S \) is the uniform measure on \( S \) we have

\[
\lim_{t \to \infty} \sigma_{S,t}^{(m)} = \frac{1}{|S|^m} \sum_{U_1, \ldots, U_m \in S} 1. \tag{47}
\]

The above summation can be interpreted as the number of walks of length \( m \) that begin and end in some vertex \( v \) on \(|S|\)-regular tree. This problem was solved in \cite{35} and

\[
\lim_{t \to \infty} \sigma_{S,t}^{(m)} = \begin{cases} \frac{1}{|S|^m} \sum_{j=1}^{m/2} \binom{m-j}{m/2} |S|^j |S-| \right)^{m/2-j} & \text{if } m \text{-even,} \\ 0 & \text{otherwise.} \end{cases} \tag{48}
\]

The author of \cite{35} also showed that there is a measure \( \sigma_S \) such that \( \sigma_S^{(m)} = \lim_{t \to \infty} \sigma_{S,t}^{(m)} \). This measure is know as the Kesten-McKay measure \cite{36, 37} and is given by:

\[
d\sigma_S(x) = \frac{|S| \sqrt{\delta^2_{\text{opt}}(S) - x^2}}{2\pi(1-x^2)} 1_{[-\delta_{\text{opt}}(S), \delta_{\text{opt}}(S)]} dx, \tag{49}
\]

where \( \delta_{\text{opt}}(S) := \frac{2\sqrt{|S|-1}}{|S|} \). We also note that the \( m \)-th moment of the spectral measure of \( T^2_{\nu_S} \), i.e. \( \lim_{t \to \infty} \frac{\text{Tr} \left( T^2_{\nu_S} \right)}{d^2t} \) is given by

\[
\frac{1}{|S|^{2m}} \sum_{j=1}^{m} \binom{2m-j}{m} j \frac{j}{2m-j} |S|^j |S-| \right)^{m-j}. \tag{50}
\]

Using the symmetry of measure \(49\) making the change of variables \( y = x^2 \) in \(49\) one can easily see that when \( t \to \infty \) the spectral measure of \( T^2_{\nu_S} \) is given by

\[
\frac{|S| \sqrt{\delta^2_{\text{opt}}(S) y - y^2}}{2\pi(1-y)} 1_{[0, \delta^2_{\text{opt}}(S)]} dy. \tag{51}
\]
One can verify that the $m$-th moment of (51), i.e.

$$
\int_0^{\delta_{opt}(S)} y^{m-1} \frac{|S| \sqrt{\delta_{opt}(S)} y - y^2}{2\pi(1 - y)} dy,
$$

(52)
is indeed given by (50) for every $m \in \mathbb{Z}_+$. We are now ready to treat the case when $S$ is not symmetric. To this end assume $S = \{U_1, \ldots, U_n\}$ is such that $S \cup S^{-1}$ generates a free group. Repeating similar arguments as for $T_{\nu_S} t$, one sees that the $m$-th moment of the spectral measure of $T_{\nu_S} T_S^\ast$ can be calculated as the number of closed paths of the length $2m$, starting and ending at the same vertex of the infinite $|S|$-regular tree. Thus it is given by the formula (50), where $|S| = n$. Therefore the spectral measure of $T_{\nu_S} T_S^\ast$, or in other words the spectral measure of $(T_{\nu_S} T_S^\ast)^{\frac{1}{2}}$ is given by:

$$
\frac{|S| \sqrt{\delta_{opt}(S)} - x^2}{\pi(1 - x^2)} 1_{[0, \delta_{opt}(S)]} dx.
$$

(53)

Obviously formula (53) gives also the distribution of the singular values of $T_{\nu_S}$ when $S$ is symmetric. As a conclusion we get

**Fact 4.** Let $S \subset U(d)$ be a finite set and assume that the group generated by $S \cup S^{-1}$ is free. Then $\delta(\nu_S) \in [\delta_{opt}(S), 1]$.

Finally we note that similar reasoning can be *mutatis mutandis* repeated for $T_{\nu_S, \lambda}$. Let us denote by $\sigma_{S, \lambda}$ the spectral measure of $T_{\nu_S, \lambda}$. For example when $d = 2$ we have

$$
\sigma_{S, \lambda}^{(m)} = \frac{1}{d\lambda} \text{Tr} \left( \int_{U(d)} d\nu_S^m(U) \pi\lambda(U) \right) = \frac{1}{d\lambda} \sum_{U_1, \ldots, U_m \in S} \nu_S^m(U_1 \ldots U_m) \chi_\lambda(U_1 \ldots U_m),
$$

(54)

where $\chi_\lambda(U) = \text{Tr}(\pi(\lambda)(U))$ is the character of the representation $\pi_\lambda$. In case of $d = 2$ we have $\lambda = (k, -k)$, $d\lambda = 2k + 1$ and

$$
\chi_\lambda(U) = \frac{\sin(2k + 1)\theta}{\sin \theta},
$$

(55)

where $\theta$ is such that the spectrum of $U$ is $\{e^{i\theta}, e^{-i\theta}\}$. It is clear that when $k \to \infty$

$$
\lim_{k \to \infty} \frac{1}{2k + 1} \chi_\lambda(U) \to \begin{cases} 1 & \text{if } U \propto I, \\ 0 & \text{otherwise}. \end{cases}
$$

(56)

Therefore, continuing like for $\sigma_{S, t}$, we obtain that in the limit $k \to \infty$ the distribution of the singular values of $T_{\nu_S, \lambda}$ converges weakly to the measure given by (53). Similar, although much more technical reasoning can be also repeated when $d > 2$.

## 4 Asymptotic behaviour of $\delta(\nu_S, t)$ for large $S$

In Section 3 we showed that for a universal (symmetric) set $S$ such that $(S) S \cup S^{-1}$ generates a free group, when $t \to \infty$ the singular values of $T_{\nu_S, t}$ are distributed in the interval $[0, \delta_{opt}(S)]$.
with the density given by (53). We first note that when $|S| \to \infty$ then $\delta_{\text{opt}}(S) \to 0$. Thus in order to capture asymptotic properties of $\delta(\nu_S, t)$ we normalize it by the factor $\sqrt{S}$, that is in the following we will consider operator $\sqrt{S}T_{\nu_S,t}$. The distribution of singular values of this normalized operator can be easily obtained from (53) by the change of variables $y = \sqrt{S}x$ and is given by the density:

$$
\frac{1}{\pi(1 - \frac{y^2}{S})} \sqrt{\frac{4(S - 1)}{S} - y^2} \mathbb{1}_{[0,2\sqrt{S-1}]}.
$$

(57)

When $S \to \infty$ one easily shows that (57) converges to the quarter-circle distribution with the density function

$$
\sigma_{\text{QC}}(y) = \frac{1}{\pi} \sqrt{4 - y^2} \mathbb{1}_{[0,2]}.
$$

(58)

Unfortunately, this limiting behaviour of the spectrum of $T_{\nu_S,t}$ (or $T_{\nu_S,\lambda}$) does not fully determine distribution of the norm. For example, it is known that for all properly normalized random matrix $\beta$-ensembles the limiting spectral measure is given by (58) but the distributions of the largest/smallest eigenvalues or of the norm depend on $\beta$. In the next sections we determine ensembles that correspond to the distribution of the norm of $\sqrt{S}T_{\nu_S,\lambda}$ for (symmetric) Haar random gate-sets. In particular we show that they depend on the type of representation $\lambda$ and on the symmetry of $S$.

4.1 Tools

In this section we explain tools that will be used in the subsequent sections to study the distribution of $\sqrt{S}T_{\nu_S,\lambda}$ when $S \to \infty$.

**Orthogonality relations** Let $\pi_\lambda$ and $\pi_\eta$ be two irreducible representation of $U(d)$. It is easy to check that for any linear map $\Psi : V_\lambda \to V_\eta$ the map

$$
\Psi_0 = \mathbb{E}_{U \sim \mu} \left( \pi_\eta(U^{-1})\Psi \pi_\lambda(U) \right),
$$

(59)

satisfies $\pi_\eta(V^{-1})\Psi_0\pi_\lambda(V) = \Psi_0$, for any $V \in U(d)$. Thus by Schur’s lemma $\Psi_0 = 0$ if $\eta \neq \lambda$ and $\Psi_0 = \frac{\partial \Psi}{\partial \lambda} \mathbb{1}_{d_\lambda} = \text{tr} \Psi \mathbb{1}_{d_\lambda}$ if $\lambda = \eta$. Choosing $[\Psi]_{j'k'} = \delta_{j,j'}\delta_{k,k'}$ for some fixed $j$ and $k$ we get:

$$
\mathbb{E}_{U \sim \mu} \left( [\pi_\eta(U^{-1})]_{ij} [\pi_\lambda(U)]_{kl} \right) = \frac{\delta_{\eta,\lambda}\delta_{il}\delta_{jk}}{d_\lambda}.
$$

(60)

We also know that there is a basis in $V_\lambda$ such that:

1. $\pi_\lambda(U^{-1}) = \pi_\lambda(U)^T$, when $\lambda \in \Lambda_r^r$,

2. $\pi_\lambda(U^{-1}) = \pi_\lambda(U)^\dagger$, when $\lambda \in \Lambda_r^\dagger$.

\footnote{For a matrix $A$ we denote by $[A]_{ij}$ its entry $(i,j)$.}
Therefore
\[
\mathbb{E}_{U \sim \mu} \left( [\pi\lambda(U)]_{ji} [\pi\lambda(U)]_{kl} \right) = \frac{\delta_{jk}\delta_{il}}{d_\lambda} \quad \text{if } \lambda \in \Lambda^r_i, \tag{61}
\]
and
\[
\mathbb{E}_{U \sim \mu} \left( [\pi\lambda(U)]_{ji} [\pi\lambda(U)]_{kl} \right) = \frac{\delta_{jk}\delta_{il}}{d_\lambda} \quad \text{if } \lambda \in \Lambda^r_c. \tag{62}
\]
In addition to (62) we have one more relation for complex representations. If \( \lambda \in \Lambda^c_r \) then \( \pi\lambda^* \) is not equivalent to \( \pi\lambda \). On the other hand, in a basis in which \( \pi\lambda(U) \) is unitary we have \( \pi\lambda^*(U) = \pi\lambda(U) \). Thus
\[
0 = \mathbb{E}_{U \sim \mu} \left( [\pi\lambda^*(U^{-1})]_{ij} [\pi\lambda(U)]_{kl} \right) = \mathbb{E}_{U \sim \mu} \left( \left[ \pi\lambda(U^{-1}) \right]_{ij} [\pi\lambda(U)]_{kl} \right) = \mathbb{E}_{U \sim \mu} \left( [\pi\lambda(U)]_{ji} [\pi\lambda(U)]_{kl} \right), \quad \text{for all } i, j, k, l, \text{ if } \lambda \in \Lambda^r_c. \tag{63}
\]
Relations (61), (62) and (63) will play a central role in the next sections.

**Central Limit Theorem** Let us next note that for a (symmetric) Haar random gate-set \( S \) the entries of \( T_{\nu,\lambda} \) are given by sums of \( n \) independent random variables. Therefore we recall the following variant of the Central Limit Theorem \([38]\):

**Fact 5.** Let \( \vec{X} = (X_1, X_2, \ldots, X_d) \) be a random vector in \( \mathbb{R}^d \) with finite second moments and \( \mathbb{E}(X_i) = 0 \), for every \( i \). Let \( \text{Cov}(\vec{X}) \) be the covariance matrix of \( \vec{X} \), i.e. a matrix whose \( ij \)th entry is
\[
\Sigma_{ij} := [\text{Cov}(\vec{X})]_{ij} = \mathbb{E}(X_iX_j). \tag{64}
\]
Let
\[
\overline{M}_n = \frac{X_1 + X_2 + \ldots + X_n}{\sqrt{n}}, \tag{65}
\]
be the sum of \( n \) IID (Independent Identically Distributed) copies of \( \vec{X} \). Then \( \overline{M}_n \) converges in distribution to the random vector \( \overline{M} \) which is distributed according to the multivariate normal distribution \( N(0, \Sigma) \) with the density
\[
f(\overline{M}) = \frac{1}{((2\pi)^d \det \Sigma)^{1/2}} e^{-\frac{1}{2} \overline{M}^T \Sigma^{-1} \overline{M}}. \tag{66}
\]

**Vectorization** In order to change matrices into real vectors we will use the so-called vectorization technique.

- For any real symmetric \( n \times n \) matrix \( A \)
  \[
  \text{vec}_O(A) = (A_{11}, \ldots, A_{1n}, A_{22}, \ldots, A_{2n}, \ldots, A_{nn})^T \tag{67}
  \]
• For any complex hermitian $n \times n$ matrix $A$
  \[ \text{vec}_U(A) = (\text{Re}A_{11}, \text{Im}A_{11}, \ldots, \text{Re}A_{1n}, \text{Im}A_{1n}, \ldots, \text{Re}A_{nn}, \text{Im}A_{nn})^T \]  \hfill (68)

• For any real $n \times n$ matrix $A$
  \[ \text{vec}_R(A) = (A_{11}, \ldots, A_{1n}, A_{21}, \ldots, A_{2n}, \ldots, A_{n1}, \ldots, A_{nn})^T \]  \hfill (69)

• For any complex $n \times n$ matrix $A$
  \[ \text{vec}_C(A) = (\text{Re}A_{11}, \text{Im}A_{11}, \ldots, \text{Re}A_{1n}, \text{Im}A_{1n}, \ldots, \text{Re}A_{nn}, \text{Im}A_{nn})^T \]  \hfill (70)

**Gaussian and Ginibre ensembles**  Next we recall some basic definitions of random matrix ensembles. Let $H_N = (H_{i,j})_{i,j=1}^N$ be $N \times N$ matrix. We distinguish four ensembles:

• Gaussian Orthogonal Ensemble (GOE$_N$) real symmetric matrices:
  - $H_{k,l} = \frac{1}{\sqrt{N}} N(0, (1 + \delta_{k,l}))$ for $k \leq l$,
  - entries $H_{k,l}$ are independent for $k \leq l$,
  - probability measure: $dP(H_N) \sim \exp \left( -\frac{N}{4} \text{Tr}(H_N^2) \right) \prod_{i \leq j} dH_{i,j}$,

• Gaussian Unitary Ensemble (GUE$_N$) hermitian matrices:
  - $H_{k,l} = \frac{1}{\sqrt{N}} (X_{k,l} + iY_{k,l})$ for $k \neq l$, where $X_{k,l}$ and $Y_{kl}$ are independent $N(0, \frac{1}{2})$ and $H_{k,k}$ is $N(0, 1)$,
  - entries $H_{k,l}$ are independent for $k \leq l$,
  - probability measure: $dP(H_N) \sim \exp \left( -\frac{N}{2} \text{Tr}(H_N^2) \right) \prod_{i \leq j} dX_{i,j} dY_{i,j}$,

• Real Ginibre ensemble RG$_N$:
  - $H_{k,l} = \frac{1}{\sqrt{N}} N(0, 1)$
  - entries $H_{k,l}$ are independent
  - probability measure: $dP(H_N) \sim \exp \left( -\frac{N}{2} \text{Tr}(H_N^t H_N) \right) \prod_{1 \leq i,j \leq d} dH_{i,j}$,

• Complex Ginibre ensemble (CG$_N$)
  - entries: $H_{k,l} = \frac{1}{\sqrt{N}} (X_{k,l} + iY_{k,l})$, where $X_{k,l}$ and $Y_{kl}$ are independent $N(0, \frac{1}{2})$
  - entries $H_{k,l}$ are independent
  - probability measure: $dP(H_N) \sim \exp \left( -N \text{Tr}(H_N^t H_N) \right) \prod_{1 \leq i,j \leq d} dX_{i,j} dY_{i,j}$,
Bounds on the norm. Using vectorization one has the following correspondence:

- $H_N$ form $\text{GOE}_N - \text{vec}_O(H_N)$ is a real Gaussian vector in $\mathbb{R}^{N_O}$, where $N_O = N(N+1)/2$, distributed according to $N(0, \Sigma_O)$, where $\Sigma_O$ is diagonal $N_O \times N_O$ matrix whose diagonal elements are either $\frac{1}{N}$ or $\frac{2}{N}$.

- $H_N$ form $\text{GUE}_N - \text{vec}_U(H_N)$ is a real Real Gaussian vector in $\mathbb{R}^{N_U}$, where $N_U = N^2$, distributed according to $N(0, \Sigma_U)$, where $\Sigma_U$ is diagonal $N_U \times N_U$ matrix whose diagonal elements are either $\frac{1}{2N}$ or $\frac{1}{N}$.

- $H_N$ form $\text{RG}_N - \text{vec}_R(H_N)$ is a real Gaussian vector in $\mathbb{R}^{N_R}$, where $N_R = N^2$, distributed according to $N(0, \Sigma_R)$, where $\Sigma_R$ is $N_R \times N_R$ matrix given by $\Sigma_R = \frac{1}{N} \mathbb{1}_{N_R}$.

- $H_N$ form $\text{CG}_N - \text{vec}_G(H_N)$ is a Real Gaussian vector in $\mathbb{R}^{N_C}$, where $N_C = 2N^2$, distributed according to $N(0, \Sigma_C)$, where $\Sigma_C$ is $N_C \times N_C$ matrix given by $\Sigma_C = \frac{1}{2N} \mathbb{1}_{N_C}$.

In this paragraph we present short derivation of the bounds on the probability $\mathbb{P}(\|H_N\| > 2 + \epsilon)$ originally presented in [27,28]. Recall that the standard real Gaussian vector $X_N$ in $\mathbb{R}^N$ is distributed according to $N(0, \mathbb{1}_N)$. Let $\mathbb{P}_N$ be the probability measure of $N(0, \mathbb{1}_N)$. We say that $f : \mathbb{R}^N \to \mathbb{R}$ is $L$-Lipschitz iff:

$$|f(X) - f(Y)| \leq L\|X - Y\|_2 \text{ for all } X, Y \in \mathbb{R}^N,$$

where $\|X\|^2 = \sum_{i=1}^{N} X_i^2$. We have the following two useful facts [27,28]:

**Fact 6.** Let $f : \mathbb{R}^N \to \mathbb{R}$ be $L$-Lipschitz and $X$ be the standard real Gaussian vector in $\mathbb{R}^N$, i.e. $X \sim N(0, \mathbb{1}_N)$. Then for $\epsilon > 0$

$$\mathbb{P}_N \left( f(X_N) > M_{f(X_N)} + \epsilon \right) \leq \frac{1}{2} \left( 1 - \text{erf} \left( \frac{\epsilon}{\sqrt{2} L} \right) \right) \leq \frac{1}{2} e^{-\frac{\epsilon^2}{2L^2}},$$

where $M_{f(X_N)}$ is the median of the random variable $f(X_N)$ and erf is the error function:

$$\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt.$$

**Fact 7.** Let $f : \mathbb{R}^N \to \mathbb{R}$ be a convex function and $X_N$ be the standard real Gaussian vector in $\mathbb{R}^N$. Then $M_{f(X_N)} \leq \mathbb{E}(f(X_N))$

Combining the above two Facts we get

**Corollary 6.** Let $f : \mathbb{R}^N \to \mathbb{R}$ be convex and $L$-Lipschitz and $X_N$ be the standard real Gaussian vector in $\mathbb{R}^N$. Then

$$\mathbb{P}_N \left( f(X_N) > \mathbb{E}(f(X_N)) + \epsilon \right) \leq \frac{1}{2} e^{-\frac{\epsilon^2}{2L^2}}$$


Our goal is to bound $\mathbb{P}(\|H_N\| > \mathbb{E}(\|H_N\|) + \epsilon)$, where $H_N$ is from one of the ensembles listed in the previous paragraph. For this propose we consider the function $f_\star : \mathbb{R}^N \to \text{Mat}_N$ given by

$$f_\star(X_{N,\cdot}) := \|\text{vec}_\star^{-1}(\Sigma_N^\frac{1}{2} X_{N,\cdot})\|,$$

where $\star \in \{O, U, R, C\}$. It is easy to see that (75) is equal to $\|H_N\|$, where $H_N$ form GOE$_N$, GUE$_N$, RG$_N$ or CG$_N$. Moreover we easily see that

$$\left\|\text{vec}_\star^{-1}(\Sigma_N^\frac{1}{2} X_{N,\cdot})\right\| - \left\|\text{vec}_\star^{-1}(\Sigma_N^\frac{1}{2} Y_{N,\cdot})\right\| \leq \left\|\text{vec}_\star^{-1}(\Sigma_N^\frac{1}{2} (X_{N,\cdot} - Y_{N,\cdot}))\right\| \leq \left\|\text{vec}_\star^{-1}(\Sigma_N^\frac{1}{2} (X_{N,\cdot} - Y_{N,\cdot}))\right\|_{HS} \leq L_\star \|X_{N,\cdot} - Y_{N,\cdot}\|_2,$$

where $L_O = \sqrt{\frac{2}{N}}$, $L_U = L_R = \frac{1}{\sqrt{N}}$, $L_C = \frac{1}{\sqrt{2N}}$ and $\|X\|_{HS}^2 = \sum_{i,j=1}^N |X_{ij}|^2$. One can also easily verify that $f_\star$ is a convex function. Thus making use of Corollary [6] we get

$$\mathbb{P}(\|H_N\| > \mathbb{E}(\|H_N\|) + \epsilon) = \mathbb{P}_N(f_\star(X_{N,\cdot}) > \mathbb{E}(f_\star(X_{N,\cdot})) + \epsilon) \leq \frac{1}{2} e^{\frac{-\epsilon^2}{2}}$$

For $H_N$ in GOE$_N$, GUE$_N$, RG$_N$ or CG$_N$ we know that $\mathbb{E}(\|H_N\|) \leq 2$ for every $N \geq 2$, hence:

**Fact 8.** (27, 28) We have the following tail bounds:

- $\mathbb{P}(\|H_N\| > 2 + \epsilon) \leq \frac{1}{2} e^{-\frac{\epsilon^2}{4}} =: F_O(N, \epsilon)$, when $H_N$ in GOE$_N$,
- $\mathbb{P}(\|H_N\| > 2 + \epsilon) \leq \frac{1}{2} e^{-\frac{\epsilon^2}{8}} =: F_U(N, \epsilon)$, when $H_N$ in GUE$_N$,
- $\mathbb{P}(\|H_N\| > 2 + \epsilon) \leq \frac{1}{2} e^{-\frac{\epsilon^2}{16}} =: F_R(N, \epsilon)$, when $H_N$ in RG$_N$,
- $\mathbb{P}(\|H_N\| > 2 + \epsilon) \leq \frac{1}{2} e^{-\frac{\epsilon^2}{16}} =: F_C(N, \epsilon)$, when $H_N$ in CG$_N$.

**Finitely and infinitely often** We will also need the notion of events that occur infinitely and finitely often. Let $(\Omega, F, \mathbb{P})$ be the probability space, i.e. $\Omega$ is a space of elementary events aka a sample space, $F$ is the sigma algebra of events and $\mathbb{P} : F \to [0, 1]$ is a probability measure. Let $\{A_n\}_{n=1}^\infty$ be a sequence of events. We say that

- Events in the sequence $\{A_n\}_{n=1}^\infty$ occur infinitely often iff $A_n$ occurs for infinite number of indices $n \in \mathbb{Z}_+$. We denote this by $\{A_n \text{ i.o.}\}$. More precisely

$$\{A_n \text{ i.o.}\} := \{\omega \in \Omega : \omega \in A_n \text{ for infinite number of indices } n\}.$$

- Events in the sequence $\{A_n\}_{n=1}^\infty$ occur finitely often iff $A_n$ occurs for at most finite number of indices $n \in \mathbb{Z}_+$. We denote this by $\{A_n \text{ f.o.}\}$. More precisely

$$\{A_n \text{ f.o.}\} := \{\omega \in \Omega : \omega \in A_n \text{ for at most finite number of indices } n\}.$$
Moreover, using formulas from \([38]\)

\[
\{A_n \text{ i.o.}\} = \bigcap_{m=1}^{\infty} \bigcup_{n \geq m} A_n, \quad \{A_n \text{ f.o.}\} = \bigcup_{m=1}^{\infty} \bigcap_{n \geq m} A_n^c, \tag{79}
\]

it can be verified that both \(\{A_n \text{ i.o.}\}\) and \(\{A_n \text{ f.o.}\}\) are elements of \(\mathcal{F}\) and \(\{A_n \text{ i.o.}\}^c = \{A_n \text{ f.o.}\}\). We also have:

**Fact 9.** (Borel-Cantelli lemmas) Let \(\{A_n\}_{n=1}^{\infty}\) be a sequence of events. Then:

1. If \(\sum_{n=1}^{\infty} \mathbb{P}(A_n) < \infty\) then \(\mathbb{P}(\{A_n \text{ f.o.}\}) = 1\).
2. If \(\sum_{n=1}^{\infty} \mathbb{P}(A_n) = \infty\) and events \(\{A_n\}_{n=1}^{\infty}\) are independent then \(\mathbb{P}(\{A_n \text{ f.o.}\}) = 0\).

### 4.2 Haar random gate-sets

In this section we consider a Haar random gate-set \(S = \{U_1, \ldots, U_n\}\), where \(U_k\)'s are independent and Haar random unitaries from \(U(d)\). Using tools from Section 4.1 we look for the limiting properties of \(\sqrt{S}T_{\nu,\lambda}\) when \(S \to \infty\). In particular we show that \(\sqrt{S}T_{\nu,\lambda}\) converges in distribution to a random matrix from either the real Ginibre ensemble if \(\lambda \in \Lambda^r\) or to a random matrix from the complex Ginibre ensemble if \(\lambda \in \Lambda^c\).

#### 4.2.1 Real representations

For a Haar random \(U\) and \(\lambda \in \Lambda^r\) the vectorization \(\text{vec}_R(\pi_\lambda(U))\) is a random vector in \(\mathbb{R}^{d^2_\lambda}\) with \(\mathbb{E}_{U \sim \mu}(\pi_\lambda(U)_{ij}) = 0\). Using (61) we can calculate the covariance matrix of \(\text{vec}_R(\pi_\lambda(U))\):

\[
\Sigma_{(ij),(kl)} = \text{Cov}(\text{vec}_R(\pi_\lambda(U)))_{(ij),(kl)} = \mathbb{E}_{U \sim \mu}(\pi_\lambda(U)_{ij}\pi_\lambda(U)_{kl}) = \frac{\delta_{ik}\delta_{jl}}{d_\lambda}. \tag{80}
\]

Hence the covariance matrix is \(d^2_\lambda \times d^2_\lambda\) matrix given by \(\Sigma = \frac{1}{d_\lambda} \mathbb{1}_{d_\lambda^2}\). For a Haar random gate-set \(S\), using the Central Limit Theorem (see Fact 5) the random operator

\[
\sqrt{S}T_{\nu,\lambda} = \frac{1}{\sqrt{S}} \sum_{U \in S} \pi_\lambda(U), \tag{81}
\]

when \(S \to \infty\), converges in distribution to a random operator \(T_\lambda\) whose entries are distributed according to \(N(0, \frac{1}{d_\lambda} \mathbb{1}_{d_\lambda^2})\). Thus using (66) the limiting density is given by the density of the real Ginibre ensemble \(\text{RG}_{d_\lambda}\), i.e. is proportional to

\[
e^{-\frac{d_\lambda}{2} \text{Tr}(T_\lambda^TT_\lambda)} \prod_{1 \leq i,j \leq d_\lambda} d[T_\lambda]_{ij}. \tag{82}
\]

#### 4.2.2 Complex representations

For a Haar random \(U\) and \(\lambda \in \Lambda^c\) we first decompose \(\pi_\lambda(U)\) into a sum of two matrices \(x(U)\) and \(y(U)\) corresponding to the real and imaginary parts, i.e. \(\pi_\lambda(U) = x(U) + iy(U)\). Obviously,
Using the above four relations we can calculate the following expectations:

\[ E_{U \sim \mu} ([x(U)]_{ij}) = 0 = E_{U \sim \mu} ([y(U)]_{ij}). \]

One easily sees that \( \text{vec}_C (\pi_\lambda(U)) \) is a random vector in \( \mathbb{R}^{2d^2} \). From (62) and (63) we have:

\[
\begin{align*}
E_{U \sim \mu} \left( [x(U)]_{ji} [x(U)]_{kl} + [y(U)]_{ji} [y(U)]_{kl} \right) &= \frac{\delta_{jk} \delta_{il}}{d_\lambda}, \\
E_{U \sim \mu} \left( [x(U)]_{ji} [y(U)]_{kl} - [y(U)]_{ji} [x(U)]_{kl} \right) &= 0, \\
E_{U \sim \mu} \left( [x(U)]_{ji} [x(U)]_{kl} - [y(U)]_{ji} [y(U)]_{kl} \right) &= 0, \\
E_{U \sim \mu} \left( [x(U)]_{ji} [y(U)]_{kl} + [y(U)]_{ji} [x(U)]_{kl} \right) &= 0.
\end{align*}
\]  

Using the above four relations we can calculate the following expectations:

\[
\begin{align*}
E_{U \sim \mu} \left( [x(U)]_{ji} [x(U)]_{kl} \right) &= \frac{\delta_{jk} \delta_{il}}{2d_\lambda}, \\
E_{U \sim \mu} \left( [y(U)]_{ji} [x(U)]_{kl} \right) &= \frac{\delta_{jk} \delta_{il}}{2d_\lambda}, \\
E_{U \sim \mu} \left( [x(U)]_{ji} [y(U)]_{kl} \right) &= 0.
\end{align*}
\]

The covariance matrix of \( \text{vec}_C (\pi_\lambda(U)) \) is determined by the above expected values and is \( 2d_\lambda^2 \times 2d_\lambda^2 \) matrix given by \( \Sigma = \frac{1}{2d_\lambda} \mathbb{1}_{2d^2} \). Using the Central Limit Theorem (see Fact 5) the vectorization \( \text{vec}_C \) converges in distribution to a random operator \( \sqrt{S} \mathcal{T}_{\nu_\lambda} = \mathcal{X}_\lambda + i \mathcal{Y}_\lambda \) whose real and imaginary parts of entries are distributed according to \( \mathcal{N}(0, \frac{1}{2d_\lambda} \mathbb{1}_{2d^2}) \). Thus using (66) the limiting density is given by the density of the complex Ginibre ensemble \( \text{CG}_{d_\lambda} \), i.e. is proportional to

\[
e^{-d_\lambda \mathcal{T}^\dagger \mathcal{T}} \prod_{1 \leq i,j \leq d_\lambda} d[\mathcal{X}_\lambda]_{ij} \prod_{1 \leq i,j \leq d_\lambda} d[\mathcal{Y}_\lambda]_{i,j}.
\]

### 4.3 Symmetric Haar random gate-sets

In this section we consider a symmetric Haar random gate-set \( \mathcal{S} = \{ U_1, \ldots, U_n \} \cup \{ U_1^{-1}, \ldots, U_n^{-1} \} \), where \( U_k \)'s are independent and Haar random unitaries from \( U(d) \). Using tools from Section 4.1 we look for the limiting distribution of \( \sqrt{S} \mathcal{T}_{\nu_\lambda} \) when \( S \to \infty \). In particular we show that \( \sqrt{S} \mathcal{T}_{\nu_\lambda} \) converges in distribution to a random matrix from the Gaussian orthogonal ensemble if \( \lambda \in \Lambda_r^+ \) or to a random matrix from the Gaussian unitary ensemble if \( \lambda \in \Lambda_r^+ \).

#### 4.3.1 Real representations

For a Haar random \( U \) and \( \lambda \in \Lambda_r^+ \) the matrix \( \pi_\lambda(U) + \pi_\lambda(U^{-1}) \) is a symmetric matrix. Therefore, using (67) the vectorization \( \text{vec}_O (\pi_\lambda(U) + \pi_\lambda(U^{-1})) \) is a random vector in \( \mathbb{R}^{d_\lambda(d_\lambda+1)/2} \)
with \( \mathbb{E}_{U \sim \mu} ([\pi_\lambda(U) + \pi_\lambda(U^{-1})]_{ij}) = 0 \). Using (61) we can calculate the covariance matrix of 
\[
\frac{1}{\sqrt{2}} \text{vec}_U (\pi_\lambda(U) + \pi_\lambda(U^{-1}));
\]
\[
\Sigma_{(ij),(kl)} = \frac{1}{2} \mathbb{E} \left( \text{vec}_U (\pi_\lambda(U) + \pi_\lambda(U^{-1})) \right)_{(ij),(kl)} = \frac{1}{2 \sqrt{S}} \sum_{i=1}^{n} \left( (\pi_\lambda(U_i) + \pi_\lambda(U_i^{-1})) / \sqrt{2} \right),
\]
\[
\text{Taking into account that } i \leq j \text{ and } k \leq l \text{ we see that the covariance matrix is a diagonal matrix.}
\]

For a Haar random symmetric gate-set \( S = \{U_1, \ldots, U_n\} \cup \{U_1^{-1}, \ldots, U_n^{-1}\} \), using the Central Limit Theorem (see fact 5) the random operator
\[
\sqrt{S} T_{\nu_{\pi_\lambda}} = \frac{\sqrt{2}}{\sqrt{S}} \sum_{i=1}^{n} \left( \pi_\lambda(U_i) + \pi_\lambda(U_i^{-1}) \right) / \sqrt{2},
\]
when \( S \to \infty \), converges in distribution to a random operator \( T_\lambda \) whose entries are distributed according to \( N(0, \Sigma) \). Thus using (66) the limiting density is given by the density of the Gaussian orthogonal ensemble GOE_{d_\lambda}, i.e. is proportional to
\[
e^{-\frac{d_\lambda}{4} \text{Tr}(T_\lambda^2)} \prod_{1 \leq i \leq j \leq d_\lambda} \text{d}[T_\lambda]_{ij}.
\]

4.3.2 Complex representations

For a Haar random \( U \) and \( \lambda \in \Lambda_c^f \) let us first decompose \( \pi_\lambda(U) (\pi_\lambda(U^{-1})) \) into a sum of two matrices \( x(U) (x(U^{-1})) \) and \( y(U) (y(U^{-1})) \) corresponding to the real and imaginary parts, i.e. \( \pi_\lambda(U) = x(U) + iy(U), \pi_\lambda(U^{-1}) = x(U^{-1}) + iy(U^{-1}). \) The expected values of \( x(U), x(U^{-1}), y(U), y(U^{-1}) \) are all zeros. We also have
\[
[x(U^{-1})]_{ij} = [x(U)]_{ji},
\]
\[
[y(U^{-1})]_{ij} = -[y(U)]_{ji}.
\]

The covariance matrix of
\[
\text{vec}_U \left( \frac{\pi_\lambda(U) + \pi_\lambda(U^{-1})}{\sqrt{2}} \right),
\]
is determined by
\[
\frac{1}{2 \mathbb{E}_{U \sim \mu}} \left( ([x(U)]_{ij} + [x(U)]_{ji}) ([x(U)]_{kl} + [x(U)]_{lk}) \right) = \frac{\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}}{2d_\lambda},
\]
\[
\frac{1}{2 \mathbb{E}_{U \sim \mu}} \left( ([y(U)]_{ij} - [y(U)]_{ji}) ([y(U)]_{kl} - [y(U)]_{lk}) \right) = \frac{\delta_{ik}\delta_{jl} - \delta_{il}\delta_{jk}}{2d_\lambda},
\]
\[
\frac{1}{2 \mathbb{E}_{U \sim \mu}} \left( ([x(U)]_{ij} + [x(U)]_{ji}) ([y(U)]_{kl} - [y(U)]_{lk}) \right) = 0,
\]
\[
\frac{1}{2 \mathbb{E}_{U \sim \mu}} \left( ([y(U)]_{ij} - [y(U)]_{ji}) ([x(U)]_{kl} + [x(U)]_{lk}) \right) = 0.
\]
where we used relations (87). Taking into account that \( i \leq j \) and \( k \leq l \) we see that the covariance matrix is a diagonal matrix. For a Haar random symmetric gate-set \( \mathcal{S} = \{ U_1, \ldots, U_n \} \cup \{ U_1^{-1}, \ldots, U_n^{-1} \} \), using the Central Limit Theorem (see Fact 5) the random operator

\[
\sqrt{S} T_{\nu_S, \lambda} = \frac{\sqrt{2}}{\sqrt{S}} \sum_{i=1}^{n} \left( \pi_\lambda(U_i) + \pi_\lambda(U_i^{-1}) \right)
\]

when \( S \to \infty \), converges in distribution to a random operator \( T_\lambda = X_\lambda + iY_\lambda \) whose real and imaginary parts of entries are distributed according to \( N(0, \Sigma) \). Thus using (66) the limiting density is given by the density of the Gaussian unitary ensemble GUE, i.e. is proportional to

\[
e^{-\frac{1}{2} \text{Tr}(T_\lambda^2)} \prod_{1 \leq i \leq j \leq d} d[X_\lambda]_{ij} \prod_{1 \leq i \leq j \leq d} d[Y_\lambda]_{ij}.
\]

5 The random matrix model and its properties

As we have seen in the previous sections a matrix \( \sqrt{S} T_{\nu_S, \lambda} \) converges, when \( S \to \infty \), in distribution to a random matrix \( T_\lambda \) from: (1) real Ginibre ensemble when \( S \) is Haar random and \( \pi_\lambda \) is a real representation, (2) Gaussian orthogonal ensemble when \( S \) is symmetric Haar random and \( \pi_\lambda \) is a real representation. Therefore when \( S \to \infty \) the matrix \( T_{\nu_S, \lambda} \) given by (24) converges in distribution to a block diagonal matrix \( T_t = \bigoplus_{\lambda \in \Lambda_{\text{ess}}} T_\lambda \), with blocks \( T_\lambda \) belonging to the ensembles listed above. Moreover \( T_\lambda \)'s with distinct \( \lambda \)'s are independent.

We next introduce

\[
\delta(\lambda) := \|T_\lambda\|, \quad \delta(t) = \sup_{\lambda \in \Lambda_{\text{ess}}} \delta(\lambda), \quad \delta = \sup_t \delta(t).
\]

Summing up we proved that:

**Theorem 7.** When \( |S| \to \infty \):

1. \( \sqrt{|S|} T_{\nu_S, \lambda} \) converges in distribution to a random matrix \( T_\lambda \) from: (1) the real (complex) Ginibre ensemble \( \text{RG}_{d_\lambda} \) (\( \text{CG}_{d_\lambda} \)) when \( S \) is Haar random gate-set and \( \pi_\lambda \) is a real (complex) representation, (2) the Gaussian orthogonal (unitary) ensemble \( \text{GOE}_{d_\lambda} \) (\( \text{GUE}_{d_\lambda} \)), when \( S \) is symmetric Haar random gate-set and \( \pi_\lambda \) is a real (complex) representation.

2. Operator \( \sqrt{S} \bigoplus_{\lambda \in \Lambda_{\text{ess}}} T_{\nu_S, \lambda} \) converges in distribution to a block diagonal matrix

\[
T_t = \bigoplus_{\lambda \in \Lambda_{\text{ess}}} T_\lambda,
\]

with blocks \( T_\lambda \) belonging to the ensembles listed above. Moreover \( T_\lambda \)'s with distinct \( \lambda \)'s are independent.
Next we characterize properties of our random matrix model, i.e. the probability distributions of $\delta(\lambda)$, $\delta(t)$ and $\delta$. The tail bounds for the norm of any block $T_{\lambda}$ are given in Fact 8 where $N$ should be replaced by $d_{\lambda}$. Moreover, since blocks are independent we can formulate the following theorem.

**Theorem 8.** In the symmetric Haar random setting we have the following tail bounds for $\delta(t)$:

\[
P(\delta(t) > 2 + \epsilon) \leq \sum_{\lambda \in \Lambda_t} F_{O}(d_{\lambda}, \epsilon) + \frac{1}{2} \sum_{\lambda \in \Lambda_t} F_{U}(d_{\lambda}, \epsilon)
\]

(102)

\[
P(\delta(t) > 2 + \epsilon) \leq 1 - \exp \left( - \sum_{\lambda \in \Lambda_t} F_{O}(d_{\lambda}, \epsilon) - \frac{1}{2} \sum_{\lambda \in \Lambda_t} F_{U}(d_{\lambda}, \epsilon) \right),
\]

(103)

where functions $F_*$ are defined in Fact 8. The bounds for Haar random setting are the same albeit we have to exchange $O \leftrightarrow R$ and $U \leftrightarrow C$.

**Proof.** The first bound is the union bound, i.e using (101) we have

\[
P(\|T_t\| > 2 + \epsilon) = \mathbb{P}\left( \bigcup_{\lambda \in \Lambda_t^{\text{ess}}} (\|T_{\lambda}\| > 2 + \epsilon) \right) = \sum_{\lambda \in \Lambda_t^{\text{ess}}} \mathbb{P}(\|T_{\lambda}\| > 2 + \epsilon),
\]

(104)

which combined with Fact 8 gives (102). For the second bound let $p_{\lambda} = \mathbb{P}(\|T_{\lambda}\| > 2 + \epsilon)$. Then

\[
P(\|T_t\| > 2 + \epsilon) = \mathbb{P}\left( \bigcup_{\lambda \in \Lambda_t^{\text{ess}}} (\|T_{\lambda}\| > 2 + \epsilon) \right) = 1 - \mathbb{P}\left( \bigcap_{\lambda \in \Lambda_t^{\text{ess}}} (\|T_{\lambda}\| \leq 2 + \epsilon) \right) =
\]

\[
= 1 - \prod_{\lambda \in \Lambda_t^{\text{ess}}} \mathbb{P}(\|T_{\lambda}\| \leq 2 + \epsilon) = 1 - \prod_{\lambda \in \Lambda_t^{\text{ess}}} (1 - p_{\lambda}) \leq 1 - \exp \left( - \sum_{\lambda \in \Lambda_t^{\text{ess}}} p_{\lambda} \right) \leq
\]

\[
\leq 1 - \exp \left( - \sum_{\lambda \in \Lambda_t} F_{O}(d_{\lambda}, \epsilon) - \frac{1}{2} \sum_{\lambda \in \Lambda_t} F_{U}(d_{\lambda}, \epsilon) \right),
\]

(105)

where in the third equality we used the independence of $T_{\lambda}$’s. We also note that both bounds coincide when the RHS of (102) is close to zero. \hfill \Box

**Example 1.** Before we proceed further we consider an example of a qubit approximate $t$-design in the symmetric Haar random setting, i.e. when $d = 2$. In this case $\Lambda_t = \Lambda_t^{\text{ess}} = \{(k, -k) : k \in \{1, \ldots, t\}\}$ and the dimension $d_{\lambda} = d_{(k,-k)} = 2k + 1$. Thus

\[
P(\|T_t\| > 2 + \epsilon) \leq \sum_{\lambda \in \Lambda_t} F_{O}(d_{\lambda}, \epsilon) = \frac{1}{2} \sum_{k=1}^{t} e^{-\frac{4(2k+1)^2\epsilon^2}{2(2(e^{\epsilon^2/2} - 1)}}.
\]

(106)

Thus by Theorem 8 we get the following bounds:

\[
P(\delta(t) > 2 + \epsilon) \leq \frac{e^{-\epsilon^2/4} (1 - e^{-\epsilon^2/2})}{2(e^{\epsilon^2/2} - 1)},
\]

(107)
\[ \mathbb{P}(\delta > 2 + \epsilon) \leq \frac{e^{-\epsilon^2/4}}{2(e^{\epsilon^2/2} - 1)}. \]  

(108)

For a fixed \( \epsilon > 0 \) let us consider a series of events:

\[ A_k = \{ \delta((k, -k)) > 2 + \epsilon \}. \]  

(109)

We note that the sum

\[ \sum_{k=1}^{\infty} \mathbb{P}(A_k) < \frac{e^{-\epsilon^2/4}}{2(e^{\epsilon^2/2} - 1)} < \infty. \]  

(110)

Therefore using the Borel-Cantelli lemmas (see Fact 9) we can deduce that for any given \( \epsilon > 0 \) we have

\[ \mathbb{P}(\{A_k \ f.o.\}) = 1. \]  

(111)

In other words, for any \( \epsilon > 0 \) with the probability 1 there is \( \lambda \in \Lambda_t \) such that for all \( \lambda' \in \Lambda_{t'} \) where \( t' > t \) we have \( \delta(\lambda') \leq 2 + \epsilon \). Thus in order to determine the value of \( \delta \) it is enough to determine \( \delta(\nu_{\delta}, t) \) for some finite \( t \). Next, we prove similar result for any \( d \geq 2 \).

**Theorem 9.** For both Haar random and symmetric Haar random settings in any dimension \( d \geq 2 \) with the probability 1 there exists finite \( t \in \mathbb{Z}_+ \) such that \( \delta = \delta(t) \).

**Proof.** Let \( \Lambda^\text{ess} := \bigcup \Lambda_t^\text{ess} \). We equip \( \Lambda^\text{ess} \) with the order \( \prec \) such that form any \( \lambda \in \Lambda_t^\text{ess} \) and \( \lambda' \in \Lambda_{t'}^\text{ess} \) we have \( \lambda \prec \lambda' \) when \( t < t' \) and when \( t = t' \) the order is the lexicographic order. For a fixed \( \epsilon > 0 \) let us consider a sequence of events \( \{A_\lambda\}_{\lambda \in \Lambda^\text{ess}} \), where

\[ A_\lambda = \{ \delta(\lambda) > 2 + \epsilon \}. \]  

(112)

Following the discussion presented for \( d = 2 \) we need to show that

\[ \mathbb{P}(\{A_\lambda \ f.o.\}) = 1. \]  

(113)

Using the Borel-Cantelli lemmas (see Fact 9) and Theorem 8 in the symmetric Haar random setting, it is enough to show that

\[ \sum_{\lambda \in \Lambda^\text{ess}} \mathbb{P}(A_\lambda) \leq \lim_{t \to \infty} \left( \sum_{\lambda \in \Lambda_t} F_O(d_\lambda, \epsilon) + \frac{1}{2} \sum_{\lambda \in \Lambda_t} F_U(d_\lambda, \epsilon) \right) < \infty. \]  

(114)

For the Haar random setting we have to exchange \( O \leftrightarrow R \) and \( U \leftrightarrow C \). First we note that the number of distinct irreducible representations \( \pi_\lambda \) with \( \|\lambda\|_1 = 2k \) is given by the \( \alpha_{2k} \) from Fact 2. By Fact 8 for a fixed \( n \) the function \( p_n(k) \) grows like \( O(k^{n-1}) \). Therefore \( \alpha_{2k} \) is bounded by \( c_d k^{d-2} \), where \( c_d \) is a positive constant that can depend on \( d \). Next, using Fact 5 we can bound \( d_\lambda \geq 2k \). Thus (114) is bounded from above by

\[ \sum_{\lambda \in \Lambda^\text{ess}} \mathbb{P}(A_\lambda) \leq \sum_{k=1}^{\infty} c_d k^{d-2} e^{-\frac{1}{2}dk^2}, \]  

(115)

We note that for \( d > 2 \)

\[ \int_0^\infty dk \left( c_d k^{d-2} e^{-\frac{1}{2}k^2} \right) = \frac{2^{d-1} c_d (d - 2)!}{e^{2(d-1)}}. \]  

(116)

Hence (115) is is evidently finite for any \( d \). \( \square \)
Theorem 10. In the (symmetric) Haar random setting in any dimension \( d > 2 \) and for any \( \epsilon > c \left(\frac{4\pi^2}{3d(d-1)^2}\right)^{1/4} \) we have

\[
P(\delta > 2 + \epsilon) \leq e^{-\frac{d(d+1)}{4}\epsilon^2} \left( e^{2\pi \sqrt{\frac{2\pi}{d}}} \frac{60 + 100\pi \sqrt{3d + 6}}{d + 2} - b \right) +
\]

\[
+ 60 \epsilon^2 \left( 2 + \frac{\sqrt{2\pi}c}{\epsilon} \right) e^{-\frac{3d(d+1)}{4\epsilon^2} \epsilon^2 + 2\pi \sqrt{\frac{2\pi}{d}}},
\]

where

\[
b = 10 \left[ 8\pi^2 \text{Ei} \left( 2\sqrt{\frac{2}{3}\pi} \right) - e^{2\sqrt{\frac{2\pi}{3}}} (3 + 2\sqrt{6\pi}) \right] \approx 3855.93,
\]

and \( c = 1 \) in the Haar random setting and \( c = \sqrt{2} \) in the symmetric Haar random setting.

Proof. We will prove our thesis for the Haar random setting. The proof for the symmetric Haar random case is analogous. Recall that

\[
P(\delta > 2 + \epsilon) \leq \sum_{\lambda \in \Lambda_{\text{ess}}} P(\delta(\lambda) > 2 + \epsilon). \tag{117}
\]

Let \( \alpha_{2k} \) be as in the Fact[2]. Using Fact[3] we can write

\[
\alpha_{2k} \leq 30 e^{2\pi \sqrt{\frac{2\pi}{3}}}. \tag{118}
\]

Using the bound given in Lemma[5] we can bound (117) from above by

\[
30 \left[ \sum_{k=1}^{[d/2]} e^{-\frac{d(d+1)}{4}\epsilon^2 + a\sqrt{k}} + \sum_{k=[d/2]}^{\infty} \exp \left( -(d-1) \left( k + \frac{d}{2} \right) \epsilon^2 + a\sqrt{k} \right) \right], \tag{119}
\]

where \( a = 2\pi \sqrt{\frac{2}{3}} \). First, let us consider the first summation. We note that the function \( f(x) = \exp(a\sqrt{x})/x^2 \) is growing for all \( x \) greater than \( \frac{16}{a^2} < 1 \). Thus:

\[
30 e^{-\frac{d(d+1)}{4}\epsilon^2} \sum_{k=1}^{[d/2]} e^{a\sqrt{k}} \frac{1}{k^2} \leq 30 e^{-\frac{d(d+1)}{4}\epsilon^2} \int_1^{(d+2)/2} \frac{e^{a\sqrt{x}}}{x^2} dx. \tag{120}
\]

The integral above is equal to

\[
\frac{1}{3} \left[ e^a (3 + 2\sqrt{6\pi}) - e^{2\sqrt{\frac{2\pi}{3}}} \frac{6 + 4\sqrt{3d + 6\pi}}{d + 2} - 8\pi^2 \text{Ei} (a) + 8\pi^2 \text{Ei} \left( 2\sqrt{\frac{d + 2}{3\pi}} \right) \right],
\]

where

\[
\text{Ei} (x) = \int_{-\infty}^{\infty} e^t \frac{e^t}{t} dt,
\]

is the exponential integral function. We observe that for \( g(x) = p \exp(x) - \text{Ei} (x) \) and some \( p > 1 \) we have that:

\[
g'(x) = [(p - 1)x - p] \frac{e^x}{x^2}
\]

25
is 0 at \( x = x_p = \frac{p}{p-1} \) and positive for \( x \geq x_p \). Moreover for \( p = \frac{3}{2} \) we have that \( g(x_p) > 0 \) and \( x_p = 3 \leq 2\sqrt{\frac{d+2}{3\pi}} \) thus for \( x > 3 \) it holds \( \frac{3\exp(x)}{2x} > \text{Ei} (x) \) and (120) is bounded by:

\[
e^{-\frac{d(d+1)}{4}x^2} \left[ e^{2\sqrt{\frac{2\pi^2}{d+2}}} \frac{60 + 100\pi\sqrt{3d+6}}{d+2} - b \right],
\]

\[
b = 10 \left[ 8\pi^2 \text{Ei} \left( 2\sqrt{\frac{2}{3}\pi} \right) - e^{2\sqrt{\frac{2}{3}\pi}} (3 + 2\sqrt{6\pi}) \right] \approx 3855.93.
\]

Next, we will deal with the second summation in (119). In order to change summation to integration we first note that the function \( h(x) = \exp \left( -(d-1) \left( x + \frac{a}{d} \right)^2 + a\sqrt{x} \right) \) attains maximum at \( x = \frac{2\pi^2}{3(d-1)^2} \). Thus if we assume \( \epsilon > \epsilon_d := \left( \frac{4\pi^2}{3(d-1)^2} \right)^{1/4} \) then the function \( h \) is decreasing for \( x \geq \frac{d}{2} \). Therefore when \( \epsilon > \epsilon_d \) the function \( h(x)/x^2 \) is also decreasing for \( x > \frac{d}{2} \). Assume that \( \epsilon > \epsilon_d \). Then the second sum in (119) is bounded by

\[
\frac{120}{d^2} \int \frac{h(\frac{d}{2})}{d^2} + 60e^{-\frac{d(d+1)}{4}x^2} \frac{e^{-\frac{(d-1)\epsilon^2}{4}x^2 + ax}}{dx} \leq \frac{120}{d^2} \int \frac{h(\frac{d}{2})}{d^2} + 60 \left( \frac{2}{d} \right)^\frac{3}{4} e^{-\frac{d(d-1)}{4}x^2} \frac{e^{-\frac{(d-1)\epsilon^2}{4}x^2 + ax}}{dx} = \frac{120}{d^2} \int \frac{h(\frac{d}{2})}{d^2} + 60 \left( \frac{2}{d} \right)^\frac{3}{4} e^{-\frac{d(d-1)}{4}x^2} \frac{e^{-\frac{(d-1)\epsilon^2}{4}x^2 + ax}}{dx}.
\]

where \( \mu = \frac{a}{2(d-1)^2} \) and \( \sigma^2 = \frac{1}{2(d-1)^2} \). Next, for a Gaussian random variable \( X \sim N(\mu, \sigma^2) \) we use Fact 16 and obtain

\[
\text{P}(X \geq \mu + \beta) \leq \frac{1}{2} e^{-\frac{\beta^2}{2\sigma^2}}.
\]

Thus using (122) we get

\[
\int \frac{\sqrt{\frac{\pi}{d-1}}}{\epsilon} \exp \left( -\frac{(x - \mu)^2}{2\sigma^2} \right) dx = \sqrt{\frac{\pi}{d-1}} \exp \left( -\frac{(x - \mu)^2}{2\sigma^2} \right) \leq \frac{\sqrt{\frac{\pi}{d-1}}}{\epsilon} \exp \left( -\frac{(x - \mu)^2}{2\sigma^2} \right) \leq \frac{\sqrt{\frac{\pi}{d-1}}}{\epsilon} \exp \left( -\frac{(x - \mu)^2}{2\sigma^2} \right)
\]

and (121) is bounded by

\[
\frac{120}{d^2} e^{-\frac{3}{4}d(d-1)e^2 + a\sqrt{x}} + \frac{30\sqrt{\pi}}{\sqrt{d-1}e} \left( \frac{2}{d} \right)^\frac{3}{4} e^{-\frac{3}{4}d(d-1)e^2 + a\sqrt{x}} \leq \frac{60}{d^2} \left( 2 + \frac{\sqrt{2\pi}}{\epsilon} \right) e^{-\frac{3}{4}d(d-1)e^2 + a\sqrt{x}}
\]

finally, we have:

\[
\text{P}(\delta > 2 + \epsilon) \leq e^{-\frac{d(d+1)}{4}x^2} \left( e^{2\pi\sqrt{\frac{2\pi^2}{d+2}}} + 100\pi\sqrt{3d+6} \left( d+2 \right) - b \right) + \text{P}(\delta > 2 + \epsilon).
\]
\[ + \frac{60}{d^2} \left( 2 + \frac{\sqrt{2\pi}}{e} \right) e^{-\frac{1}{4}d(d-1)e^2 + \frac{2\pi}{4}}. \]

\[ \square \]

Combining Theorem 9 with the Conjecture 1 we can say that for any \( \epsilon > 0 \) and any (symmetric) Haar random \( S \) there exists, with the probability \( 1 \) a weight \( \lambda \in \Lambda_t \) such that for all \( X' \in \Lambda_{t'} \), where \( t' > t \) we have \( \delta(\nu_S, X') \leq \frac{2\pi}{\sqrt{S}} \). Thus in order to determine the value of \( \delta(\nu_S, t) \) it is enough to determine \( \delta(\nu_S, t) \) for some finite \( t \). We note, however, that the required value \( t \) can depend on \( S \) and using our methods we cannot decide if \( \sup_S t(S) \) is finite.

**Corollary 11.** Assume Conjecture 1 holds. Let \( S \) be a (symmetric) Haar random gate-set. Then with the probability \( 1 \) there exists finite \( t \in \mathbb{Z}_+ \) such that \( \delta(\nu_S) = \delta(\nu_S, t) \). Moreover, for any \( d \geq 2 \) we have

\[
\mathbb{P}\left( \delta(\nu_S) > \frac{2 + \epsilon}{\sqrt{S}} \right) \leq \frac{e^{-\epsilon^2/(2\epsilon^2)}}{2(e^{\epsilon^2/\epsilon^2} - 1)}, \text{ if } d = 2 \text{ and } \epsilon > 0,
\]

\[
\mathbb{P}\left( \delta(\nu_S) > \frac{2 + \epsilon}{\sqrt{S}} \right) \leq e^{-\frac{d(d+1)}{4\epsilon^2} \epsilon^2} \left( 2\epsilon \sqrt{\frac{2\pi}{3}} \frac{60 + 100\pi \sqrt{3d + 6}}{d + 2} - b \right) + \frac{60}{d^2} \left( 2 + \frac{\sqrt{2\pi} \epsilon}{e} \right) e^{-\frac{3d(d-1)}{4\epsilon^2} \epsilon^2 + \frac{2\pi}{4}}, \text{ if } d \geq 2 \text{ and } \epsilon > c \left( \frac{4\pi^2}{3d(d-1)^2} \right)^{1/4},
\]

where

\[
b = 10 \left[ 8\pi^2 \text{Ei} \left( 2\sqrt{\frac{2}{3\pi}} \right) - e^{2\sqrt{\frac{2\pi}{3}}(3 + 2\sqrt{6\pi})} \right] \approx 3855.93,
\]

and \( c = 1 \) in the Haar random setting and \( c = \sqrt{2} \) in the symmetric Haar random setting.

Using above inequalities we can make some conclusions about the benefits of adding inverses to our sets of gates. The inequalities are of the form:

\[
\mathbb{P}\left( \delta(\nu_S) > \frac{2 + \epsilon}{\sqrt{S}} \right) \leq F \left( \frac{\epsilon}{c} \right),
\]

where \( F \) is an appropriate function. We can make the dependence on \( S \) more explicit by a substitution \( \epsilon \mapsto \frac{\epsilon}{\sqrt{S}} \):

\[
\mathbb{P}\left( \delta(\nu_S) > \frac{2}{\sqrt{S}} + \epsilon \right) \leq F \left( \frac{\sqrt{S}}{c} \epsilon \right).
\]

Note that the constant \( c \) is such that, in both settings i.e. for a Haar random set \( S = n \) and for a symmetric Haar random set \( S = 2 \times n \), we get the same result:

\[
\mathbb{P}\left( \delta(\nu_S) > \frac{2}{\sqrt{n}} + \epsilon \right) \leq F \left( \sqrt{n} \epsilon \right).
\]

Thus we can conclude that the concentration around \( \frac{2}{\sqrt{S}} \) is the same in both scenarios. The advantage of the symmetric set lays in the fact that this concentration is around the value that is \( \sqrt{2} \) times smaller than in the Haar random setting.
6 Numerical computations

In order to justify Conjecture 1 we numerically sampled \( \|T_{\nu,\lambda}\| \) and \( \|T_{\nu,t}\| \) in the following scenarios:

- \( d = 2 \), all \( \lambda \) from \( \Lambda_{500}^{\text{ess}} \), \( t = 500 \) which means irreducible representations of \( U(2) \) with the dimension \( 3 \leq d_\lambda \leq 1001 \):
  1. Haar random sets with sizes from 3 to 13,
  2. symmetric Haar random sets with sizes from \( 2 \times 2 \) to \( 2 \times 13 \),

- \( d = 4 \), all \( \lambda \) from \( \Lambda_6^{\text{ess}} \), \( t = 6 \) which means irreducible representations of \( U(4) \) with the dimension \( 15 \leq d_\lambda \leq 5200 \):
  1. Haar random sets with sizes from 3 to 10,
  2. symmetric Haar random sets with sizes from \( 2 \times 2 \) to \( 2 \times 10 \),

with sample sizes \( 2500 - 5000 \). In the subsequent section we explain how we performed those computations and present their results.

6.1 Algorithm

A sketch of the algorithm we used to perform our computations is shown in Listing 1 in a form of a Python code.

```python
1 def t_design_norms(d, t, sample_size, set_size, is_symmetric):
2     weights = t_design_weights(d, t)
3     reps = [URepresentation(w) for w in weights]
4     all_norms = []
5     
6     for i in range(sample_size):
7         norms = []
8         gates = [get_random_U(d) for j in range(set_size)]
9         
10         for pi in reps:
11             T = sum(pi(U) for U in gates) / set_size
12             if is_symmetric:
13                 T = (T + T.transpose().conjugate()) / 2
14             norms.append(norm(T))
15             
16     all_norms.append(norms)
17     
18     return weights, all_norms
```

Listing 1: Caption

The main function `t_design_norms` computes `sample_size` many times norms of \( T_{\nu,\lambda} \) for a random \( S \) and for all \( \lambda \in \Lambda_{t}^{\text{ess}} \). Then it returns two lists. One is a list of weights - `weights` used in a computation and the other is a two-dimensional list of norms with `sample_size` many rows and \( |\Lambda_{t}| \) many columns - `all_norms`. Each row in `all_norms` represents a different \( S \) and
contains norms $\delta(\nu_S, \lambda^1)$, $\delta(\nu_S, \lambda^2)$, $\delta(\nu_S, \lambda^3)$, ... where the order of $\lambda^i$ is the same as in the list weights.

More precisely, $\textbf{t\_design\_norms}$ function takes arguments:

- **d** - group dimension, an integer bigger than 1,
- **t** - scale of a $t$-design that defines set of weights $\tilde{\Lambda}_t$, an integer bigger than 0,
- **sample\_size** - the number of different random $S$ for which the computation is performed, an integer bigger than 0,
- **set\_size** - the size of $S$ if $\textbf{is\_symmetric}$ is False and a half of the size of $S$ otherwise, an integer bigger than 0,
- **is\_symmetric** - an answer to a question: Is the set $S$ symmetric?, a boolean,

and returns:

```plaintext
weights = [ $\lambda^1$, $\lambda^2$, $\lambda^3$, ... ]
all_norms = [
  [ $\delta(\nu_{S1}, \lambda^1)$, $\delta(\nu_{S1}, \lambda^2)$, $\delta(\nu_{S1}, \lambda^3)$, ... ],
  [ $\delta(\nu_{S2}, \lambda^1)$, $\delta(\nu_{S2}, \lambda^2)$, $\delta(\nu_{S2}, \lambda^3)$, ... ],
  ...
  [ $\delta(\nu_{SN}, \lambda^1)$, $\delta(\nu_{SN}, \lambda^2)$, $\delta(\nu_{SN}, \lambda^3)$, ... ]
]
```

where $N = \textbf{sample\_size}$. Then when we wanted to compute $\delta(\nu_S, t)$ we used formula 25.

To use the code from Listing 1 one needs to implement also:

- **$\textbf{t\_design\_weights}$** - a function that for a given $d$ and $t$ returns a list of weights from $\Lambda^{ess}_t$.
  Its implementation can be easily derived from the definition of $\Lambda_t$ (21) and $\Lambda^{ess}_t$ (28).

- **$\textbf{U\_Representation}$** - a class (or a function) that takes as argument a weight $\lambda$ and computes
  $\pi_\lambda$. It was implemented using the fact that $\pi_\lambda = \exp \circ \rho_\lambda \circ \log$ where $\rho_\lambda$ is a $u(d)$ algebra representation with the highest weight $\lambda$. The representation $\rho_\lambda$ was implemented using the Gelfand-Tsetlin construction from [39].

- **$\textbf{get\_random\_U}$** - a function that for a given $d$ computes a Haar-random matrix from $U(d)$. The implementation of such a function was described in [40].

- **$\textbf{norm}$** - a function that computes an operator norm. We used the $\textbf{linalg\_norm}$ from the scipy package.

### 6.2 Results

In Figure 1 one can see the relations between probabilities from Conjecture 1:

- **A** $P\left(\delta(\nu_S, \lambda) > \frac{2\mu_S}{\sqrt{S}}\right)$,
- **B** $P(\delta(\lambda) > 2 + \epsilon)$,
C tail bounds \( F_*(d_\lambda, \epsilon) \) from Fact 8.

Our data clearly indicates that the inequalities from our conjecture \( A \leq B \leq C \) hold. Moreover, the data from Figures 4 and 7 shows that for \( d_\lambda \to \infty \) we have

\[
\mathbb{E} \left( \sqrt{S} \delta (\nu_S, \lambda) \right) \to 2 \sqrt{\frac{S - 1}{S}}, \\
\mathbb{E} (\delta (\lambda)) \to 2.
\]

Although both limits are the same when \( S \to \infty \) the first one is always strictly smaller than the second one for any finite \( S \). On the other hand, standard deviations - "widths" - of those distributions in the same limit go to 0. Combining those two facts we get that with growing \( d_\lambda \) distributions of \( \sqrt{S} \delta (\nu_S, \lambda) \) and \( \delta (\lambda) \) concentrate around \( 2 \sqrt{\frac{S - 1}{S}} \) and 2 respectively. This leads us to the conclusion that our conjecture is true even for representations with much higher dimensions than those we considered. Note that the argument here is not concentrated solely on the fact that \( \sqrt{S} \delta (\nu_S, \lambda) \to \delta (\lambda) \) but rather on the observation that this limit is approached from below. Thus the slower rate of convergence for large \( d_\lambda \) actually works in favor of our conjecture because it sharpens the inequality \( A \leq B \).

While the above reasoning gives arguments for our conjecture for \( \epsilon \approx 0 \) it is not clear that those inequalities still hold if \( \epsilon \) is large. First, we observe that the median (see Figure 6):

\[
M_{\sqrt{S} \delta (\nu_S, \lambda)} \leq 2,
\]

similarly to the random matrix ensembles (Fact 7). In Figure 1 we can see that value of \( A \) is not only smaller but also that it converges to 0 with growing \( \epsilon \) faster than \( B \) and \( C \). To put a number on this observation we fitted function of the form:

\[
G_L(\epsilon) = \frac{1}{2} \left( 1 - \text{erf} \left( \frac{\epsilon}{\sqrt{2L}} \right) \right),
\]

(123)

to \( A \) and \( B \) shifted such that they represent concentration around the median instead of 2:

\[
A' \mathbb{P} \left( \sqrt{S} \delta (\nu_S, \lambda) > M_{\sqrt{S} \delta (\nu_S, \lambda)} + \epsilon \right), \\
B' \mathbb{P} \left( \delta (\lambda) > M_{\delta (\lambda)} + \epsilon \right),
\]

where \( L \) was treated as a fitting parameter. From Facts 6 and 8 we know that for an appropriate value of \( L \) denoted - \( L_* \) - there holds:

\[
B' \leq G_{L_*}(\epsilon) \leq C.
\]

(124)

Moreover, we found out that this function can be very well fitted to our numerical data. The results of this computation (see Figure 5) show that indeed \( A \) converges to 0 faster than \( C \) and that this difference grows with \( d_\lambda \).

In Figures 2 and 3 we show similar data as in 1 but this time for various \( t \). In those Figures we compare:

\[
A \mathbb{P} \left( \delta (\nu_S, t) > \frac{2 + \epsilon}{\sqrt{S}} \right),
\]
for various values of $t$ and $S$ and again we observe that $A \leq B \leq C$. We also note that the bound \[103\] is much better for small $\epsilon$ than the bound \[102\].

### 6.3 Rescaling

In Section 3 we showed that when $t \to \infty$ the distribution of singular values of $T_{\nu_S,t}$ converges to (53):

$$|S| \delta^2_{\text{opt}}(S) - x^2 \over \pi(1 - x^2), \quad x \in [0, \delta_{\text{opt}}(S)].$$

where $\delta_{\text{opt}}(S) = 2\sqrt{S-1}$. We note that, by standard dimensionality arguments, for (symmetric) Haar random gate-set $S$ the group generated by $S \cup S^{-1}$ is free with the probability 1. Then in Section 4 we obtained that in the same limit the distribution of singular values of $\sqrt{S}T_{\nu_S,t}$ converges to:

$$\frac{1}{\pi(1 - y^2)} \sqrt{4(S - 1) - y^2}, \quad y \in \left[0, 2\sqrt{S - 1} \over S\right],$$

which in a limit $S \to \infty$ converges to the quarter-circle distribution:

$$\sigma_{QC}(y) = \frac{1}{\pi} \sqrt{4 - y^2}, \quad y \in [0, 2].$$

From Figure 4 we know that for $d_\lambda \to \infty$ expected values $E\left(\sqrt{S}\|T_{\nu_S,\lambda}\|\right)$ and $E\left(\|T_{\lambda}\|\right)$ concentrate around the right endpoints of supports of (125) and $\sigma_{QC}$ respectively. The fact that those endpoints are different for (125) and $\sigma_{QC}$ is causing the divergence of the distributions $\sqrt{S}\delta(\nu_S, \lambda)$ and $\delta(\lambda)$ for large $d_\lambda$ what we observed in Figures 4 and 7 and discussed in previous subsection.

If we want our random matrix model to match $T_{\nu_S,\lambda}$ also in a regime of big $d_\lambda$ we have to multiply our operator by $2\delta_{\text{opt}}(S)$ instead of $\sqrt{S}$. We can easily compute that the distribution of singular values of $2\delta_{\text{opt}}(S)T_{\nu_S,t}$ is:

$$\frac{S - 1}{S(1 - y^2)^2} \frac{1}{\pi} \sqrt{4 - y^2}, \quad y \in [0, 2],$$

so we kept the asymptotic behaviour for $S \to \infty$ and the endpoints are now the same. In order to show that $2\delta_{\text{opt}}(S)T_{\nu_S,t}$ converges to the same random matrix ensemble model as $\sqrt{S}T_{\nu_S,t}$ we can either repeat the steps from Section 4 or note that $2\delta_{\text{opt}}(S) = \sqrt{S} - 1 = \Theta(\sqrt{S})$ so asymptotically those two operators are the same.

Figure 7 shows how $\sqrt{S}$ and $2\delta_{\text{opt}}(S)$ scalings change with $d_\lambda$. Clearly, the second one is much more similar to the random matrix ensemble model. On the other hand we can also see that the distribution of $2\delta_{\text{opt}}(S)\delta(\nu_S, \lambda)$ is shifted relative to the distribution of $\delta(\lambda)$ towards bigger values. In other words, our data indicates that:

$$\mathbb{P}\left(\sqrt{S}\delta(\nu_S, \lambda) > 2 + \epsilon\right) \leq \mathbb{P}(\delta(\lambda) > 2 + \epsilon) \leq \mathbb{P}\left(2\delta_{\text{opt}}(S)\delta(\nu_S, \lambda) > 2 + \epsilon\right).$$
In summary, the $\frac{2}{\delta_{\text{opt}}(S)}$ scaling has better asymptotic behaviour for $d_\lambda \to \infty$ but it is less useful for theoretical purposes where we need an upper bound on a tail probability.

Figure 1: Comparison of $\mathbb{P}(\sqrt{S} \delta(\nu_S, \lambda) > 2 + \epsilon)$ - blue, $\mathbb{P}(\delta(\lambda) > 2 + \epsilon)$ - yellow and tail bounds $F_\epsilon(d_\lambda, \epsilon)$ from Fact 8 - orange for Haar random gate-sets of dimension $d = 4$, sizes: $S = 2 \times 2$ - left, $S = 2 \times 4$ - middle, $S = 2 \times 6$ - right and for weights: $\lambda = (1, 0, 0, -1)$ of dimension $d_\lambda = 15$ - top, $\lambda = (2, 0, -1, -1)$ of dimension $d_\lambda = 45$ - middle, $\lambda = (3, 1, -1, -3)$ of dimension $d_\lambda = 729$ - bottom.
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Figure 2: Comparison of $\mathbb{P}\left(\sqrt{S} \delta(v_S, t) > 2 + \epsilon\right) - \text{blue}$, $\mathbb{P}(\delta(t) > 2 + \epsilon)$ - yellow, bound (102) - solid orange and bound (103) - dashed orange for symmetric Haar random gate-sets of dimension $d = 4$, sizes: $S = 3$ - left, $S = 6$ - middle, $S = 10$ - right and for values of $t$: $t = 2$ - top, $t = 4$ - middle, $t = 6$ - bottom.
Figure 3: Comparison of $\mathbb{P}\left(\sqrt{S} \delta(\nu_S, t) > 2 + \epsilon\right)$ - blue, $\mathbb{P}(\delta(t) > 2 + \epsilon)$ - yellow, bound (102) - solid orange and bound (103) - dashed orange for symmetric Haar random gate-sets of dimension $d = 2$, sizes: $S = 2 \times 2$ - left, $S = 2 \times 7$ - middle, $S = 2 \times 13$ - right and for values of $t$: $t = 5$ - top, $t = 50$ - middle, $t = 500$ - bottom.
Figure 4: Averages and standard deviations of the distributions of $\sqrt{s} \delta (\nu_S, \lambda)$ - blue and $\delta (\lambda)$ - orange for $\lambda \in \Lambda^N$, $d = 4$, Haar random sets with $S = 9$ - top and symmetric Haar random sets with $S = 2 \times 9$ - bottom.
Figure 5: The speed of convergence to 0 (defined in Section 6.2) of tail distributions of \( \sqrt{S} \delta(\nu_S, \lambda) \) - **blue crosses**, \( \delta(\lambda) \) - **yellow dots** and tail bounds from Fact 8 - **orange triangles** for \( \lambda \in \Lambda_6^{\text{ess}}, d = 4 \) and symmetric Haar random sets with \( S = 2 \times 7 \).
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