New word analogy corpus for exploring embeddings of Czech words
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Abstract. The word embedding methods have been proven to be very useful in many tasks of NLP (Natural Language Processing). Much has been investigated about word embeddings of English words and phrases, but only little attention has been dedicated to other languages.

Our goal in this paper is to explore the behavior of state-of-the-art word embedding methods on Czech, the language that is characterized by very rich morphology. We introduce new corpus for word analogy task that inspects syntactic, morphosyntactic and semantic properties of Czech words and phrases. We experiment with Word2Vec and GloVe algorithms and discuss the results on this corpus. The corpus is available for the research community.

1 Introduction

Word embedding is the name for techniques in NLP (Natural Language Processing) where meaning of words or phrases is represented by vectors of real numbers.

It was shown that the word vectors can be used for significant improving and simplifying of many NLP applications \cite{1,2}. There are also NLP applications, where word embeddings does not help much \cite{3}.

There has been introduced several methods based on the feed-forward NNLP (Neural Network Language Model) in recent studies. One of the Neural Network based models for word vector representation which outperforms previous methods on word similarity tasks was introduced in \cite{4}. The word representations computed using NNLP are interesting, because trained vectors encode many linguistic properties and those properties can be expressed as linear combinations of such vectors.

Nowadays, word embedding methods Word2Vec \cite{5} and GloVe \cite{6} significantly outperform other methods for word embeddings. Word representations made by these methods have been successfully adapted on variety of core NLP task such as Named Entity Recognition \cite{7,8}, Part-of-speech Tagging \cite{9}, Sentiment Analysis \cite{10}, and others.

There are also neural translation-based models for word embeddings \cite{11,12} that generates an appropriate sentence in target language given sentence in source language.
while they learn distinct sets of embeddings for the vocabularies in both languages. Comparison between monolingual and translation-based models can be found in [13].

Many researches have investigated the behavior of these methods on English, but only little attention has been dedicated to other languages. In this work we focus on Czech that is a representative of Slavic languages. These languages are highly inflected and have a relatively free word order. Czech has seven cases and three genders. The word order is very variable from the syntactic point of view: words in a sentence can usually be ordered in several ways, each carrying a slightly different meaning. All these properties complicate the learning of word embeddings.

In this article we are exploring whether are word embedding methods as good on highly inflected languages like Czech as they are on English. It has been shown that such word embedding models improve Named Entity Recognition on Czech [8], but we would like to investigate if they capture the semantic and syntactic relationships independently from specific task.

There is a variety of datasets for measuring semantic relatedness between English words, such as WordSimilarity-353 [14], Rubenstein and Goodenough (RG) [15], Rarewords [16], Word pair similarity in context [17], and many others. To the best of our knowledge, there is only one such corpus for Czech [18], which is essentially only translation of RG corpus into Czech.

Except the similarity between words, we would like to explore other semantic and syntactic properties hidden in word embeddings. A new evaluation scheme based on word analogies were presented in [5]. By examining various dimensions of differences we can achieve interesting results, for example: vector("king") − vector("man") is close to vector("queen") − vector("woman"). Based on this approach and our need to further use and investigate the word embedding methods on Czech, we have decided to build semantic-syntactic word analogy dataset. Especially, we focus on exploring how state-of-the-art word embedding methods carry semantics and syntax of words.

2 Word embeddings methods

The backbone principle of word embedding methods is the formulation of Distributional Hypothesis in [19] that says “a word is characterized by the company it keeps”. The direct implication of this hypothesis is that the word meaning is related to the context where it usually occurs and thus it is possible to compare the meanings of two words by statistical comparisons of their contexts. This implication was confirmed by empirical tests carried out on human groups in [15,20].

The distributional semantics models typically represent the word meaning as a vector, where the vector reflects the contextual information of a word across the training corpus. Each word \( w \in W \) (where \( W \) denotes the word vocabulary) is associated with a vector of real numbers \( w \in \mathbb{R}^k \). Represented geometrically, the word meaning is a point in a high-dimensional space. The words that are closely related in meaning tend to be closer in the space.

In this work we will focus on three monolingual models that produce high quality word embeddings. In general, given a single word in the corpus, these models predict which other words should serve as a substitution for this word.
2.1 CBOW

CBOW (Continuous Bag-of-Words) [5] tries to predict the current word according to the small context window around the word. The architecture is similar to the feed-forward NNLP (Neural Network Language Model) which has been proposed in [21]. The NNLM is computationally expensive between the projection and the hidden layer. Thus, CBOW proposed architecture, where the (non-linear) hidden layer is removed and projection layer is shared between all words. The word order in the context does not influence the projection (see Figure 1a). This architecture also proved low computational complexity.

![Fig. 1: Neural network models architectures.](image)

2.2 Skip-gram

Skip-gram architecture is similar to CBOW. Although instead of predicting the current word based on the context, it tries to predict a words context based on the word itself [22]. Thus, intention of the Skip-gram model is to find word patterns that are useful for predicting the surrounding words within a certain range in a sentence (see Figure 1b). Skip-gram model estimates the syntactic properties of words slightly worse than the CBOW model, but it is much better for modeling the word semantics on English test set [5] [22]. Training of the Skipgram model does not involve dense matrix multiplications [1b] and that makes training also extremely efficient [22].

2.3 GloVe

GloVe (Global Vectors) [6] model focuses more on the global statistics of the trained data. This approach analyses log-bilinear regression models that effectively capture global statistics and also captures word analogies. Authors propose a weighted least squares regression model that trains on global word-word co-occurrence counts. The main concept of this model is the observation that ratios of word-word co-occurrence probabilities have the potential for encoding meaning of words.
3 Word analogy corpus

In this section we present a new word analogy Czech corpus for testing word embeddings. Inspiration was taken from English corpus revealed in [5]. We follow observation that the state-of-the-art models for word embeddings can capture different types of similarities between words. Given two pairs of words with the same relationship as a question: Which word is related to *export* in the same sense as *minimum* is related to *maximum*? Correct answer should be *import*.

Such a question can be answered with a simple algebraic operation with the vector representation of words:

\[ x = \text{vector}("maximum") - \text{vector}("minimum") + \text{vector}("export") \]  

(1)

Difference between vector("maximum") and vector("minimum") should be similar to difference between vector("export") and vector("import"). For resulting vector \( x \) we search in the vector space for the most similar word. When the model works well and is properly trained, we will find that the closest vector representing correct answer for our question is the vector for the word *import*.

If the model has sufficient data, it is able to learn also more complicated semantic relationships between words, such as the main city *Prague* to the state *Czech Republic* is with the similar relation as *Paris* is to *France*, or capturing the presidents of individual states, already mentioned antonyms, plural versus singular words, gradation of adjectives, and other words relationships.

To measure quality of word vectors, we have designed test set containing 8,705 semantic questions and 13,552 syntactic questions. Together, we have 22,257 combinations of questions. Dataset contains only enough frequent words on Czech Wikipedia. We split the dataset into several categories. Each category usually contains about 35–40 pairs of words with same relationship. Question has been built by all combination of word pairs in the same category.

There is a majority of word-to-word relationships, but *Presidents and states* category contains also bigram-to-word (word-to-bigram) relationships such as *Prague* vs. *Czech Republic*.

Semantic questions are represented in categories:

- **Presidents-states-cities**: Consists of 34 pairs of states in Europe and their main cities combining 1,122 questions. There is also 1,122 questions for state with corresponding current president.
- **Antonyms**: This category compounds of three subcategories. In first subcategory we have 38 noun antonym pairs that is resulting in 1,406 questions combined. Example of such question is: *anode, cathode* versus *export, import*. Similarly we have 42 adjectives pairs (such as *big, small*) and 34 verb pairs - *buy, sell* versus *give, take*.
- **Family-relations (man-woman)**: In this category we have 19 pairs of family representatives with man-woman relation as *brother, sister* versus *husband, wife*.

Syntactic questions are represented in categories:
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- **Adjectives-gradation:** In this category we have two antonym pairs with three degrees of adjectives in positive, comparative, and superlative form: *big, bigger vs small, smaller*.

- **Nationalities (woman/man):** This category is specific for Czech language, which distinguish between masculine and feminine word relations. Every nationality has its corresponding masculine and feminine word form. For example, English word *Japan* has in Czech masculine form *Japonec* and feminine form *Japonka*. We have 35 such pairs.

- **Nouns-plural:** We find here 37 pairs of nouns and their plural forms.

- **Jobs:** Category with 35 pairs of professions with masculine-feminine word relations.

- **Verb-past:** This category consists of verbs in present form versus verbs in past tense form, such as *play, played versus see, saw*.

- **Pronouns:** Last category consists of pairs of pronouns in singular versus plural form.

4 Experiments

In our experiments, we used unsupervised learning of word-level embeddings using Word2Vec [5] and GloVe tool [6]. We used the January 2015 snapshot of the Czech Wikipedia as a source of unlabeled data. The Wikipedia corpus has been preprocessed with the following steps:

1. Removed special characters such as #\$\&\%, HTML tags and others.
2. Filtering XML dumps, removed tables, links converted to normal text. We lowercase all words. We have also removed sentences with less than 5 tokens.

The resulting training corpus contains about 2.6 billion words. For our purpose, it is useful to have vector representation of word phrases, i.e. for bigram representing state *Czech Republic*, it is desirable to have one vector representing those two words. This was achieved by preprocessing the training data set to form the phrases using the Word2Phrase tool [22].

We evaluate the word embedding models on our corpus by accuracy that is defined as

\[ \text{Acc}\% = \frac{\text{NC}}{\text{NT}}, \]

where NC is the number of correctly answered questions for a category and NT is total number of questions in category.

In our experiments, we use *cosine similarity* as a measure of similarity between two word vectors. Cosine similarity is probably the most used similarity metric for words embedding methods. It characterizes the similarity between two vectors as the cosine of the angle between them

\[ S_{\cos}(\mathbf{a}, \mathbf{b}) = \frac{\mathbf{a} \cdot \mathbf{b}}{\|\mathbf{a}\| \cdot \|\mathbf{b}\|} = \frac{\sum a_i b_i}{\sqrt{\sum a_i^2 \sum b_i^2}}, \]
where \( a \) and \( b \) are two vectors we try to compare. The cosine similarity is used in all cases where we want to find the most similar word (or top \( n \) most similar words) for a given type of analogy.

### 4.1 Models settings

During the training of Word2Vec (resp. GloVe) models, we limited the size of the vocabulary to 400,000 most frequent single token words and about 800,000 most frequent bigrams. OOV (Out-of-vocabulary) word rate was 6%. It means that out of 22,257 questions was about 1,300 questions not seen in vocabulary.

To train word embedding methods we use context window of size 10. We also explore results with different vector dimension (set to 100, 300, and 500). We choose to compare three training epochs as in [5] for similarly sized training corpus versus ten training epochs for Word2Vec tool. For GloVe tool we choose 10 and 25 iterations, because algorithms cannot be simply compared with the same settings [6]. Other Word2Vec and GloVe settings were on its default values.

### 4.2 Results on Czech word analogy corpus

In this section we present the accuracies for all tested models (CBOW, Skip-gram, and GloVe) on our word analogy corpus. In all tables below we present results for different vector dimension ranging between 50 and 500, except for Skip-gram model with dimension 500 and 10 training epochs, where the time of computation was much higher than with other methods. Model did not finish after 4 days of training and results of 500 dimension vector does not substantiate such long training time. We use notation \( n_D \) in the tables, \( n \) means that the correct word must be between \( n \) most similar words for a given analogy. \( D \) denote the dimension of vectors. Accuracies are expressed in percents.

In Table[1] we present the results for CBOW model. There is a significant improvement between 3 and 10 training epochs. Interesting is also fact that 300-dimensional vectors perform better than 500-dimensional vectors on most categories. Similarly, the results for Skip-gram model are in Table[2] This model performs significantly worse on most categories in comparison with CBOW model. There is also significant overall improvement between 50-dimensional and 100-dimensional vector, but less significant between 100 and 300. Table[3] shows result for GloVe model. This model gives on Czech the worst results compared to both Word2Vec models.

Categories, where the models gives best results are Verb-past, Noun-plural, and State-city. In general, all models gives better results on tasks exploring syntactic information. Poor accuracy was in categories State-presidents and category Nationality.

How to achieve better accuracy? It was shown in [22] that sub-sampling of the frequent words and choosing larger Negative Sampling window helps to improve performance. Also, adding much more text with information related to particular categories would help (see [8]), especially for class State-presidents.

In this paper we had focused more on how number of training epochs influence overall performance in respect to the reasonable time of training and how vector embeddings holds semantics and syntactic information of individual Czech words. We
have relatively large corpus for training so we choose 10 iterations (respectively 25 for GloVe) as maximum to compare. To train such models can take more than 3 days with Core i7-3960X, especially for Skip-gram model and vector dimension set to 500. We also do not expect much improvement with more iterations on our corpus, however, we recommend to do more training epochs than it is set by default.

Our goal was not to achieve maximal overall score, but rather to analyze the behavior of word embedding models on Czech language. In following text, we discuss how well these models hold semantic and syntactic information. From results on semantic versus syntactic accuracy (see Table 4) we can say that for Czech is CBOW approach, which predicts the current word according to the context window better, than predicting a word’s context based on the word itself as in Skip-gram approach.

Accuracy on category State-president is very low with all models. We would assume to achieve similar results as with category State-city. However, such low score was caused by few simple facts. Firstly, we are missing a data, this is supported by argument that this category has 27% OOV of questions, than the probability that resulting word will also be missing in vocabulary is going to be high. Second thing is that even if the correct word for a question is not missing in vocabulary, we have more often different

Table 1: Results for CBOW.

| Type              | 1,50 | 1,100 | 1,300 | 1,500 | 5,50 | 5,20 | 5,30 | 5,50 | 5,30 | 5,50 | 5,30 | 5,50 |
|-------------------|------|-------|-------|-------|------|------|------|------|------|------|------|------|
| Anton. (nouns)    | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Anton. (adj.)     | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Anton. (verbs)    | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| State-president   | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| State-city        | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Family            | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Noun-plural       | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Jobs              | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Verb-past         | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Pronouns          | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Adj.-gradation     | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Nationality       | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |

10 training epochs

| Type              | 1,50 | 1,100 | 1,300 | 1,500 | 5,50 | 5,20 | 5,30 | 5,50 | 5,30 | 5,50 | 5,30 | 5,50 |
|-------------------|------|-------|-------|-------|------|------|------|------|------|------|------|------|
| Anton. (nouns)    | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Anton. (adj.)     | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Anton. (verbs)    | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| State-president   | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| State-city        | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Family            | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Noun-plural       | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Jobs              | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Verb-past         | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Pronouns          | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Adj.-gradation     | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| Nationality       | 0.80 | 0.82  | 0.83  | 0.84  | 0.83 | 0.83 | 0.84 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
Table 2: Results for Skip-gram.

| Type                  | 1(training epochs) | 3(training epochs) |
|-----------------------|--------------------|--------------------|
|                       | 1.50               | 1.00               |
| Anton. (nouns)        | 0.85               | 2.20               |
| Anton. (adj.)         | 2.26               | 4.59               |
| Anton. (verbs)        | 0.18               | 0.98               |
| State-president       | 0.18               | 0.71               |
| State-city            | 6.60               | 27.27              |
| Family                | 1.98               | 6.30               |
| Noun-plural           | 8.11               | 24.62              |
| Jobs                  | 1.77               | 1.00               |
| Verb-past             | 1.72               | 2.28               |
| Pronouns              | 0.79               | 2.25               |
| Adj.-gradation         | 2.50               | 12.75              |
| Nationality           | 0.17               | 0.36               |
|                       | 2.63               | 5.83               |
|                       | 4.53               | 9.12               |
|                       | 1.96               | 0.36               |
|                       | 1.50               | 5.83               |
|                       | 1.07               | 0.36               |
|                       | 14.26              | 31.73              |
|                       | 3.09               | 6.30               |
|                       | 31.91              | 43.92              |
|                       | 3.09               | 9.14               |
|                       | 2.53               | 6.99               |
|                       | 2.93               | 7.41               |
|                       | 0.66               | 2.65               |
|                       | 2.50               | 10.00              |
|                       | 0.17               | 0.50               |

corresponding candidates mentioned as presidents of Czech Republic in training data. For example for a question: "What is a similar word to Czech as is Belarus Alexandr Lukasenko" we are expecting word Milos Zeman, who is our current president. However the models tells us that the most similar word is a word president, which is good answer, but we would rather like to see actual name. When we explore other most similar word, we will find Vaclav Klaus, who was our former president, fourth similar word was the word Vaclav Havel, our first and famous president of Czech Republic after 1992. Based on those statements we can say that we had lack of data corresponding to current presidents in our training corpus.

Czech language has a lot of synonyms for every word that is also why there is overall much better improvement in containing more similar words - TOP 10, rather than just comparing again one word with the highest similarity TOP 1. Therefore there is a bigger improvement in TOP 1 versus TOP 10 similar words on semantics over it is on syntactic tasks.

The most interesting results are however for a category Nationality, where we compare nationalities in masculine and feminine form. Complete category is covered in vocabulary. However answers for questions are completely out of topic.
### Table 3: Results for GloVe.

| Type                  | 3 training epochs | 25 training epochs |
|-----------------------|-------------------|--------------------|
|                       | 1,500 | 1,100 | 1,300 | 1,500 | 5,500 | 5,100 | 5,300 | 5,500 | 10,500 | 10,100 | 10,300 | 10,500 |
| Anton. (nouns)        | 0.36  | 0.28  | 0.81  | 1.00  | 2.92  | 1.99  | 1.72  | 1.49  | 1.49    | 2.65   | 2.42   |        |
| Anton. (adj.)         | 0.87  | 0.81  | 1.34  | 1.34  | 2.44  | 4.01  | 6.10  | 5.81  | 3.60    | 5.40   | 8.89   | 7.62   |
| Anton. (verbs)        | 0.00  | 0.00  | 0.00  | 0.36  | 0.00  | 0.00  | 0.00  | 0.36  | 0.00    | 0.18   | 0.00   | 0.00   |
| State-president       | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00    | 0.00   | 0.00   | 0.00   |
| State-city            | 1.52  | 0.98  | 1.16  | 0.98  | 3.83  | 3.21  | 4.01  | 2.85  | 5.17    | 4.90   | 6.68   | 5.81   |
| Family                | 3.33  | 4.20  | 1.42  | 6.67  | 6.42  | 4.81  | 3.85  | 5.82  | 8.64    | 7.41   | 4.35   |        |
| Noun-plural           | 14.79 | 15.32 | 12.69 | 5.54  | 24.47 | 26.35 | 25.83 | 14.30 | 28.53   | 31.46  | 33.03  | 18.70  |
| Jobs                  | 0.67  | 0.25  | 0.00  | 0.00  | 1.43  | 0.76  | 0.08  | 0.00  | 1.68    | 1.09   | 0.17   | 0.00   |
| Verb-past             | 5.39  | 6.96  | 3.15  | 0.82  | 11.59 | 13.71 | 7.72  | 2.78  | 15.11   | 17.70  | 10.80  | 4.71   |
| Pronouns              | 0.79  | 0.66  | 0.00  | 0.00  | 1.59  | 1.32  | 1.46  | 0.00  | 2.12    | 1.72   | 2.38   | 0.00   |
| Adj.-gradation         | 7.50  | 7.50  | 5.00  | 10.00 | 12.50 | 7.50  | 7.50  | 10.00 | 12.50   | 10.00  | 7.50   |        |
| Nationality           | 0.00  | 0.00  | 0.00  | 0.08  | 0.00  | 0.00  | 0.00  | 0.08  | 0.17    | 0.00   | 0.00   | 0.00   |
|                       | 0.50  | 0.85  | 1.14  | 1.42  | 1.28  | 2.70  | 4.69  | 4.05  | 1.71    | 4.34   | 6.35   | 5.62   |
| Anton. (adj.)         | 1.68  | 2.67  | 1.34  | 3.83  | 6.68  | 6.56  | 6.21  | 5.28  | 7.96    | 9.87   | 8.65   |        |
| Anton. (verbs)        | 0.18  | 0.00  | 0.00  | 0.36  | 0.18  | 0.09  | 0.18  | 0.89  | 0.18    | 0.45   | 0.36   |        |
| State-president       | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00    | 0.00   | 0.00   | 0.00   |
| State-city            | 0.98  | 1.07  | 0.98  | 0.45  | 3.39  | 4.19  | 4.01  | 2.85  | 4.99    | 5.97   | 7.66   | 6.51   |
| Family                | 2.35  | 3.70  | 2.10  | 2.22  | 5.43  | 5.80  | 6.05  | 4.20  | 7.04    | 7.65   | 8.52   | 5.56   |
| Noun-plural           | 28.00 | 30.56 | 15.32 | 6.98  | 39.79 | 43.84 | 39.20 | 18.02 | 43.47   | 48.35  | 38.44  | 28.23  |
| Jobs                  | 0.17  | 0.00  | 0.00  | 0.00  | 0.59  | 0.42  | 0.00  | 0.00  | 0.76    | 0.76   | 1.18   | 0.51   |
| Verb-past             | 7.86  | 10.78 | 3.98  | 1.13  | 16.53 | 19.25 | 10.07 | 4.19  | 20.82   | 23.64  | 14.12  | 6.81   |
| Pronouns              | 1.32  | 1.32  | 0.26  | 0.00  | 3.44  | 2.25  | 1.06  | 0.00  | 4.76    | 3.57   | 1.72   | 0.00   |
| Adj.-gradation         | 5.00  | 5.00  | 5.00  | 7.50  | 10.00 | 12.50 | 7.50  | 7.50  | 15.00   | 12.50  | 12.50  | 7.50   |
| Nationality           | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00    | 0.00   | 0.00   | 0.00   |

In this paper we introduced new dataset for measuring syntactic and semantic properties of Czech words. We experimented with three state-of-the-art methods of word embeddings, namely, CBOW, Skip-gram, and GloVe. We achieved almost 27% accuracy on semantic tasks and 38% on syntactic tasks with our best CBOW model with dimension 300 and exploring top 10 most similar words.

5 Conclusion and future work

In this paper we introduced new dataset for measuring syntactic and semantic properties of Czech words. We experimented with three state-of-the-art methods of word embeddings, namely, CBOW, Skip-gram, and GloVe. We achieved almost 27% accuracy on semantic tasks and 38% on syntactic tasks with our best CBOW model with dimension 300 and exploring top 10 most similar words.
Table 4: Accuracy on semantic and syntactic part of corpus.

| Type                  | 3 training epochs for CBOW and Skip-gram, 10 training epochs for GloVe. |
|-----------------------|------------------------------------------------------------------------|
|                       | 1 | 50 | 1 | 100 | 1 | 300 | 1 | 500 | 5 | 50 | 5 | 500 | 5 | 500 | 10 | 50 | 10 | 100 | 10 | 300 | 10 | 500 |
| CBOW – semantics      | 4.77 | 6.57 | 8.00 | 6.33 | 9.90 | 12.75 | 15.64 | 12.63 | 12.11 | 15.92 | 19.6 | 16.15 |
| Skip-gram – semantics | 2.00 | 4.75 | 6.66 | x    | 3.71 | 7.57 | 9.62 | x    | 3.30 | 7.62 | 10.21 | x    |
| GloVe – semantics     | 1.01 | 1.21 | 0.69 | 0.78 | 2.38 | 2.76 | 2.82 | 2.56 | 3.19 | 3.87 | 4.30 | 3.63 |
| CBOW – syntactics     | 11.06 | 15.81 | 19.40 | 16.84 | 17.85 | 22.76 | 26.84 | 25.65 | 20.48 | 26.37 | 30.00 | 28.60 |
| Skip-gram – syntactics| 2.51 | 5.51 | 6.81 | x    | 4.30 | 7.88 | 10.54 | x    | 5.02 | 8.79 | 10.24 | x    |
| GloVe – syntactics    | 4.86 | 5.11 | 3.50 | 0.98 | 8.20 | 9.31 | 7.10 | 3.72 | 2.95 | 10.77 | 9.40 | 5.26 |

10 training epochs for CBOW and Skip-gram, 25 training epochs for GloVe.

Interesting finding is that on Czech, CBOW model performs much better on word semantics rather than Skip-gram, which performs significantly better on English [22].

We made corpus with evaluator script and best trained models publicly available for research purposes at [https://github.com/Svobikl/cz_corpus](https://github.com/Svobikl/cz_corpus).

For a future work we would like to further investigate properties of other models for word embeddings and try to use external sources of information (such as part-of-speech tags) during training process.

Acknowledgements

This work was supported by the project LO1506 of the Czech Ministry of Education, Youth and Sports and by Grant No. SGS-2016-018 Data and Software Engineering for Advanced Applications. Computational resources were provided by the CESNET LM2015042 and the CERIT Scientific Cloud LM2015085, provided under the programme "Projects of Large Research, Development, and Innovations Infrastructures.

References

1. Collobert, R., Weston, J.: A unified architecture for natural language processing: Deep neural networks with multitask learning (2008)
2. Collobert, R., Weston, J., Bottou, L., Karlen, M., Kavukcuoglu, K., Kuksa, P.P.: Natural language processing (almost) from scratch. CoRR abs/1103.0398 (2011)
3. Andreas, J., Klein, D.: How much do word embeddings encode about syntax? In: Proceedings of the 52nd Annual Meeting of the Association for Computational Linguistics (Volume 2: Short Papers), Baltimore, Maryland, Association for Computational Linguistics (June 2014) 822–827
4. Huang, E.H., Socher, R., Manning, C.D., Ng, A.Y.: Improving word representations via global context and multiple word prototypes. In: Proceedings of the 50th Annual Meeting of
the Association for Computational Linguistics: Long Papers - Volume 1. ACL ’12, Stroudsburg, PA, USA. Association for Computational Linguistics (2012) 873–882

5. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word representations in vector space. (2013)

6. Pennington, J., Socher, R., Manning, C.D.: Glove: Global vectors for word representation. In: Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing (EMNLP). (2014) 1532–1543

7. Siencnik, S.K.: Adapting word2vec to named entity recognition. In: Proceedings of the 20th Nordic Conference of Computational Linguistics (NODALIDA 2015). (2015) 239–243

8. Demir, H., Ozgur, A.: Improving named entity recognition for morphologically rich languages using word embeddings. In: Machine Learning and Applications (ICMLA), 2014 13th International Conference on, IEEE (2014) 117–122

9. Al-Rfou, R., Perozzi, B., Skiena, S.: Polyglot: Distributed word representations for multilingual nlp. (2013)

10. Pontiki, M., Galanis, D., Papageorgiou, H., Manandhar, S., Androustopoulos, I.: Semeval-2015 task 12: Aspect based sentiment analysis. In: Proceedings of the 9th International Workshop on Semantic Evaluation (SemEval 2015), Association for Computational Linguistics, Denver, Colorado. (2015) 486–495

11. Cho, K., Van Merriënboer, B., Gulcehre, C., Bahdanau, D., Bougares, F., Schwenk, H., Bengio, Y.: Learning phrase representations using rnn encoder-decoder for statistical machine translation. arXiv preprint arXiv:1406.1078 (2014)

12. Bahdanau, D., Cho, K., Bengio, Y.: Neural machine translation by jointly learning to align and translate. arXiv preprint arXiv:1409.0473 (2014)

13. Hill, F., Cho, K., Jean, S., Devin, C., Bengio, Y.: Not all neural embeddings are born equal. CoRR abs/1410.0718 (2014)

14. Finkelstein, L., Gabriovich, E., Matias, Y., Rivlin, E., Solan, Z., Wolfman, G., Ruppin, E.: Placing search in context: The concept revisited. ACM Transactions on Information Systems 20(1) (2002) 116–131

15. Rubenstein, H., Goodenough, J.B.: Contextual correlates of synonymy. Communications of the ACM 8(10) (October 1965) 627–633

16. Luong, M.T., Socher, R., Manning, C.D.: Better word representations with recursive neural networks for morphology. In: CoNLL, Sofia, Bulgaria (2013)

17. Huang, E.H., Socher, R., Manning, C.D., Ng, A.Y.: Improving word representations via global context and multiple word prototypes. In: Proceedings of the 50th Annual Meeting of the Association for Computational Linguistics: Long Papers - Volume 1. ACL ’12, Stroudsburg, PA, USA. Association for Computational Linguistics (2012) 873–882

18. Krčmář, L., Konopík, M., Ježek, K.: Exploration of semantic spaces obtained from czech corpora. In: Proceedings of the DATESO 2011: Annual International Workshop on DAtabases, TExts, Specifications and Objects, Písek, Czech Republic, April 20, 2011. (2011) 97–107

19. Firth, J.R.: A Synopsis of Linguistic Theory, 1930-1955. Studies in Linguistic Analysis (1957) 1–32

20. Charles, W.G.: Contextual correlates of meaning. Applied Psycholinguistics 21(04) (2000) 505–524

21. Bengio, Y., Schwenk, H., Senécal, J.S., Morin, F., Gauvain, J.L.: Neural probabilistic language models. In: Innovations in Machine Learning. Springer (2006) 137–186

22. Mikolov, T., Sutskever, I., Chen, K., Corrado, G.S., Dean, J.: Distributed representations of words and phrases and their compositionality. In: Advances in Neural Information Processing Systems. (2013) 3111–3119