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Abstract

Increasing technological sophistication and widespread use of smartphones and wearable devices provide opportunities for innovative and highly personalized health interventions. A Just-In-Time Adaptive Intervention (JITAI) uses real-time data collection and communication capabilities of modern mobile devices to deliver interventions in real-time that are adapted to the in-the-moment needs of the user. The lack of methodological guidance in constructing data-based JITAIs remains a hurdle in advancing JITAI research despite the increasing popularity of JITAIs among clinical scientists. In this article, we attempt to bridge this methodological gap by formulating the task of tailoring interventions in real-time as a contextual bandit problem. Interpretability requirements in the domain of mobile health lead us to formulate the problem differently from existing formulations intended for web applications such as ad or news article placement. Under the assumption of linear reward function, we choose the reward function (the “critic”) parameterization separately from a lower dimensional parameterization of stochastic policies (the “actor”). We provide an online actor-critic algorithm that guides the construction and refinement of a JITAI. Asymptotic properties of the actor-critic algorithm are developed and backed up by numerical experiments. Additional numerical experiments are conducted to test the robustness of the algorithm when idealized assumptions used in the analysis of contextual bandit algorithm are breached.
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1 Introduction

Equipped with sophisticated sensing, communication and computation capabilities, smartphones and mobile devices are being increasingly used to deliver Just-In-Time Adaptive Interventions (JITAIs). JITAIs are mobile health interventions where treatment is delivered in real time to individuals as they go about their daily lives. A key ingredient of a JITAI is a policy, that is, a decision rule that inputs sensor and self-report information at any given decision point and outputs a decision. The decision can be whether or not to provide treatment or the type of treatment to be provided. The use of decision rules to adapt the type and timing of treatment delivery to the individual makes JITAIs particularly promising in facilitating long-term health behavior change, a pressing but notoriously hard problem (Nahum-Shani et al. [2018]). Indeed JITAIs have received increasing popularity and have been used to support health behavior change in a variety of domains including physical activity (Consolvo et al. [2008], King et al. [2013], Müller et al. [2017]), eating disorders (Bauer et al. [2010]), drug abuse (Scott and Dennis [2009], Carpenter et al. [2020]), alcohol use (Gustafson et al. [2011], Suffoletto et al. [2012], Witkiewitz et al. [2014]), smoking cessation (Riley et al. [2011]), obesity and weight management (Patrick et al. [2009], Thomas and Bond [2015]), and other chronic disorders (Richardson et al. [2020]).

Despite the growing popularity of JITAIs, there is a lack of guidance concerning how to best learn a high-quality evidence-based JITAIs in an “online” setting. That is, learning occurs in a sequential manner as a given user experiences the treatments and sensor/self-report data, including health outcomes of interest, are collected. Ideally, the policy we learn for a given user should take into account the specific way he or she responds to the delivered treatments and is thus personalized to the user. However, most of the JITAIs used in existing clinical trials are specified a priori and are based primarily on domain expertise. The main contribution of this article is to take a step towards bridging the gap between the enthusiasm for JITAIs in the mobile health field and the current lack of statistical methodology to guide the online construction of a personalized policy for a user. We model the learning of a user-specific optimal policy as a contextual bandit problem (Woodroofe [1979], Langford and Zhang [2008], Li et al. [2010], Tewari and Murphy [2017]). A contextual bandit problem,
also called a bandit problem with side-information, is a sequential decision making problem where a learning algorithm, (i) chooses an action (e.g., treatment) at each time point based on the context or side information, and (ii) receives a reward that reflects the quality of the action under the current context. In mobile health settings, the context can include summaries of the sensor and self-report data available at each time point. The goal of the algorithm is to learn the optimal policy, that is, the policy that maximizes a regularized average reward for a user. We propose an online “actor-critic” algorithm for learning the optimal policy. Compared to offline learning, in online learning the contexts and rewards arrive in a sequential fashion and the estimate of the optimal policy is updated as data accumulates. The updated policy is used to choose the treatment action at the subsequent time point. In our actor-critic algorithm, the critic estimates parameters in a model for the conditional mean of the reward given context and action. The actor then updates the estimated optimal policy based on the estimated reward model. Under idealized assumptions, we derive consistency and asymptotic normality of the estimates produced by our algorithm.

Our work is motivated by our collaboration on HeartSteps (Klasnja et al. [2015], Dempsey et al. [2015]). In the HeartSteps project, the second and third of three studies will involve the use of an online learning algorithm for constructing personalized policies; the algorithm presented here represents our first step in developing the learning algorithm. The goal of the HeartSteps project is to reduce sedentary behavior and increase physical activity in individuals who have experienced a cardiac event and been in cardiac rehab. The current version of HeartSteps involves data collection both via a smartphone as well as wristband sensor. A variety of sensor and self-report data is available at each time point, including step count, GPS location, weather, time of the day, day of the week and user calendar busyness. The current version of HeartSteps can deliver a treatment (an activity suggestion) at any of 5 time points per day via an audible ping and a notification on the smartphone lock screen.

This article is organized as follows. In Section 2 we formulate online learning of a policy for a given user as a contextual bandit problem and define what we mean by an optimal policy. Due to the concern that deterministic policies may habituate users to treatments, thereby causing them to ignore treatment, our definition of optimality is different from the
ones found in most existing contextual bandit papers. In Section 3, we present an actor-critic contextual bandit algorithm for learning the optimal policy. In Section 4, we derive consistency and asymptotic normality of the estimates produced by our algorithm. We also use these results to derive regret bounds for our algorithm. In Section 5, we present a comprehensive simulation study to investigate the performance of the actor-critic algorithm under various simulation settings including settings which violate the usual assumptions underpinning contextual bandit algorithms.

2 Learning JITAI as a Contextual Bandit Problem

We formulate the online learning of optimal policy for a given user as a stochastic contextual bandit problem. A contextual bandit problem is specified by a quadruple $(S, d, A, r)$, where $S$ is the context space, $d$ is a probability distribution on the context space, $A$ is the action space and $r$ is the reward space. At a decision point $t$, the online learning algorithm collects the context $S_t \in S$, takes an action $A_t \in A$ after which a reward $R_t \in r$ is revealed before the next decision point. The algorithm only gets to observe the reward corresponding to the action taken; it does not have access to the rewards that would have been generated given all other actions. The sequence of tuples $\{(S_{\tau}, A_{\tau}, R_{\tau})\}_{\tau=1}^{t}$ summarizes all information available to the algorithm prior to decision point $t + 1$.

For most JITAI applications, interventions are expected to have an impact on the reward but little or no impact on the context distribution at the next decision point. In our HeartSteps example, an encouraging message shown on an user’s lock screen will likely increase his/her steps in the following hours. We do not expect, however, the message to drastically change the context, such as weather and time of the day, at the next time an intervention is generated. In fact, interventions in a JITAI are sometimes referred to as “Ecological Momentary Interventions” (EMIs) or “micro-interventions”. The naming emphasizes that the effects of many interventions in this domain are short-lived in nature. Based on the momentary nature of JITAI intervention effects, we make the following assumption.

Assumption 1 (i.i.d. contexts). Action $A_t$ has a in-the-moment effect on the reward $R_t$
with expected reward function:

$$E(R_t | S_t = s, A_t = a) = r(s, a).$$

However $A_t$ does not affect the distribution of $S_\tau$ for $\tau \geq t + 1$. We further assume that contexts $S_t$ are i.i.d. with probability density function $d(s)$.

A (stochastic) policy is a mapping from the context space to (a probability distribution over) the action space. Policies in JITAI are used to specify (the probability of) an action given a context. In this article, we focus on a binary action space $A = \{0, 1\}$ and a class of parametrized stochastic policies for which the probability of taking action 1 given context $S = s$ is parameterized as $\pi_\theta(A = 1 | S = s) = \frac{e^{g(s)^T \theta}}{1 + e^{g(s)^T \theta}}$. Here $g(s)$ is a $p$-dimensional policy feature vector that contains candidate variables (and their transformations) useful for decision making. A big advantage of using a class of parametrized policies is the transparency on how each variable in $g(s)$ influences the choice of action: the influences are reflected by the sign and magnitude of the corresponding components in $\theta$. Confidence intervals for and hypothesis testing on the optimal $\theta$ help answer scientific questions on the usefulness of a particular contextual variable for decision making. For example, suppose the scientist includes a GPS location based variable as a candidate variable in the policy, yet the confidence interval for the $\theta$ coefficient of this variable turns out to contain 0. Then we might omit the sensing of this variable in future because continuously sensing GPS location on smartphones drains the battery. Similarly, self-reported measures on user’s emotional states induce user burden. Therefore, if the confidence interval for the $\theta$ coefficients of these variables contains 0 we may reduce user burden by omitting their collection.

2.1 The Regularized Average Reward

It is well-known that exploration (see, e.g., Audibert et al. [2009]) is essential to learning optimal treatment policy: by assigning non-zero probability to each action in action space, exploration prevents the algorithm from being trapped to a suboptimal policy. However it turns out that standard definitions of optimality often lead to deterministic policies. For example, a natural and intuitive definition of an optimal policy is a policy that maximizes
the average reward:

$$V^*(\theta) = \int_{s \in S} d(s) \sum_{a \in A} r(s,a) \pi_\theta(s,a) ds,$$

where \(d(s)\) is the probability density function of context. The following lemma shows that, in a simple setting where the context space is one-dimensional and finite, there always exists a deterministic optimal policy. The proof of this lemma is provided in the supplementary material section A.

**Lemma 1.** Suppose that the context space is discrete and finite, \(S = \{s_1, s_2, ..., s_K\}\). Among the policies parameterized as \(\pi_\theta(s,1) = \frac{e^{\theta_0 + \theta_1 s}}{1 + e^{\theta_0 + \theta_1 s}}\), there exists a policy that maximizes \(V^*(\theta)\) for which \(P(\pi_\theta(S,1) = 0 \text{ or } 1) = 1\).

One way to ensure treatment variety is to introduce a chance constraint (also called a “probabilistic constraint”; see, e.g., Prékopa [1995]) that ensures, with high probability over the context distribution, that the probability of taking each treatment action under any policy we consider is bounded sufficiently away from 0. For binary actions the constraint has the form:

$$P(p_0 \leq \pi_\theta(S,1) \leq 1 - p_0) \geq 1 - \alpha$$

where \(0 < p_0 < 0.5\), \(0 < \alpha < 1\) are constants controlling the amount of stochasticity. The stochasticity constraint requires that, for at least \((1 - \alpha)\)100% of the contexts, there is at least \(p_0\) probability to take either of the two available actions.

Maximizing the average reward \(V^*(\theta)\) subject to the stochasticity constraint \(\sq{1}\) is a chance constrained optimization problem, an active research area in recent years (Nemirovski and Shapiro [2006], Campi and Garatti [2011]). Solving this chance constraint problem, however, involves a major difficulty: constraint \(\sq{1}\) is, in general, a non-convex constraint on \(\theta\). Moreover, the left hand side of the chance constraint is an expectation of a non-smooth indicator function. Both the non-convexity and the non-smoothness make the optimization problem computationally intractable. We circumvent this difficulty by relaxing constraint \(\sq{1}\) to a convex alternative:

$$\theta^T \mathbb{E}[g(S)g(S)^T] \theta = \theta^T \left[\int_{s \in S} g(s)g(s)^T d(s) ds\right] \theta \leq \left(\log\left(\frac{p_0}{1 - p_0}\right)\right)^2 \alpha,$$

\(\sq{2}\)
which is obtained by bounding the probability in (1) using Markov’s inequality and some algebra. Since the quadratic constraint is derived using an upper bound on the original probability, it is more stringent than the chance constraint and always guarantees at least the desired amount of treatment variety.

Instead of solving the quadratic optimization problem that maximizes the average reward $V^*(\theta)$ subject to the quadratic constraint (2), we choose to maximize the corresponding Lagrangian function. Incorporating inequality constraints by using Lagrangian multipliers has been widely used in reinforcement learning literature to solve constrained Markov decision problem (Borkar [2005], Bhatnagar and Lakshmanan [2012]). Given a Lagrangian multiplier $\lambda$, the following Lagrangian function:

$$J^*_\lambda (\theta) = \int_{s \in S} d(s) \sum_{a \in A} r(s, a) \pi_\theta(s, a) ds - \lambda \theta^T \mathbb{E}[g(S)g(S)^T] \theta$$

is referred to as the regularized average reward in this article. For a fixed value of $\lambda$, we define the optimal policy to be the policy that maximizes the regularized average reward, namely $\theta^*_\lambda = \arg\max J^*_\lambda (\theta)$. Under mild regularity conditions, we show that there is a one-to-one correspondence between quadratic constrained optimization of the average reward (using the constraint (2)) and the unconstrained optimization of the regularized average reward (3). Details can be found in the supplementary material section 13. There are two computational advantages of maximizing the regularized average reward as opposed to solving a constrained optimization. First, optimizing the regularized average reward function results in a unique solution even when there is no treatment effect. When the expected reward does not depend on the treatment action, i.e., $\mathbb{E}(R|S = s, A = a) = \mathbb{E}(R|S = s)$, all policies in the feasible set given by the constraint have the same average reward. The regularized average reward function, in contrast, has a unique maximizer at $\theta = 0_{p \times 1}$, a purely random policy that assigns 50% probability to both actions. Therefore, maximizing the regularized average reward gives rise to a 0 estimand when there is no treatment effect. Second, even when the uniqueness of optimal policy is not an issue, maximization of $J^*_\lambda (\theta)$ has computational advantages over maximization of $V^*(\theta)$ under the constraint (2) because the subtraction of the quadratic term $\lambda \theta^T \mathbb{E}[g(S)g(S)^T] \theta$ introduces a degree of concavity to the surface of $J^*_\lambda (\theta)$, thus stabilizing the optimization.
3 Learning the Optimal Policy: the Online Actor-Critic Algorithm

In this section, we propose an online actor-critic algorithm for learning the optimal policy parameter $\theta^*_\lambda$. The main algorithm presented in this section uses a fixed penalty coefficient $\lambda$. For notational simplicity we will drop the dependency of optimal policy parameter on $\lambda$ and simply replace $\theta^*_\lambda$ with $\theta^*$. A more general algorithm that simultaneously learns the penalty coefficient and the optimal policy parameter will be presented in the numerical experiment section. The following table summarizes the notations that will be used in section 3 and section 4.
### Table 1: Notations

| Notation | Description |
|----------|-------------|
| $S_t$    | context at time $t$ |
| $A_t$    | action at time $t$ |
| $R_t$    | momentary reward given $(S_t, A_t)$ |
| $d(s)$   | probability density function for the contexts |
| $f(s, a)$ | a k-dimensional reward feature |
| $\mu^*$ | true reward parameter |
| $r(s, a)$ | expected reward, i.e. $r(s, a) = f(s, a)^T \mu^*$ |
| $\sigma^2$ | SubGaussian parameter for the error term in the linear reward model |
| $\hat{\mu}_t$ | estimated reward parameter at time $t$ |
| $g(s)$   | a p-dimensional policy feature |
| $\theta^*$ | optimal policy parameter |
| $\hat{\theta}_t$ | estimated optimal policy parameter at time $t$ |
| $\zeta$  | $\mathcal{L}_2$ penalty coefficient in estimating $\hat{\mu}_t$ |
| $r_i$, $i = 0, 1$ | rank of matrix $\mathbb{E} [f(S, a_i)f(S, a_i)^T]$ |
| $\lambda_{r_i}$, $i = 0, 1$ | smallest positive eigenvalue of $\mathbb{E} [f(S, a_i)f(S, a_i)^T]$ |
| $\lambda_p$ | smallest eigenvalue of $\mathbb{E} [g(S)g(S)^T]$ |
| $\lambda_{1,a_i}$, $i = 0, 1$ | largest eigenvalue of $\mathbb{E} [f(S, a_i)f(S, a_i)^T]$ |
| $J(\theta, \mu)$ | $\int_{s \in S} d(s) \sum_{a \in A} f(s, a) \mu \pi_\theta(s, a) ds - \lambda \theta^T \mathbb{E} [g(S)g(S)^T] \theta$ |
| $\tilde{J}_t(\theta, \mu)$ | $\frac{1}{t} \sum_{\tau=1}^t \sum_{a \in A} f(S_\tau, a) \mu \pi_\theta(S_\tau, a) - \lambda \theta^T \left( \frac{1}{t} \sum_{\tau=1}^t g(S_\tau)g(S_\tau)^T \right) \theta$ |
| $\hat{J}_t(\theta, \mu)$ | $\frac{1}{t} \sum_{\tau=1}^t \sum_{a \in A} r_\mu(S_\tau, a) \pi_\theta(S_\tau, a) - \lambda \theta^T \left( \frac{1}{t} \sum_{\tau=1}^t g(S_\tau)g(S_\tau)^T \right) \theta$ |
| $\theta^*$ | $\text{argmax}_\theta J(\theta, \mu^*)$ |
| $\hat{\theta}_t$ | $\text{argmax}_\theta \tilde{J}_t(\theta, \hat{\mu}_t)$ |
| $\hat{\theta}_t$ | $\text{argmax}_\theta \hat{J}_t(\theta, \hat{\mu}_t)$ |

Actor critic algorithms [Konda and Tsitsiklis, 1999, Bhatnagar et al., 2009, Vamvoudakis and Lewis, 2010] have received a lot of attention in the reinforcement learning literature as an online approximation to policy iteration. These algorithms keep two separate parametrize-
tion: one for the expected reward function given a state-action pair (known as the Q-function in the reinforcement learning literature) and the other for the policy. Since the gradient of policy parameter depends on reward function, actor critic algorithms regularize the reward estimation and therefore reduce the variance of the policy gradient estimate. In our problem setting, we model the reward function $r(s,a)$ as a linear function (the critic step). To estimate the best policy, we maximize the estimated regularized average reward by plugging in the reward function estimate from the critic step. Note that in our simpler contextual bandit setting, we can perform a full maximization over policy parameters instead of just taking a step along the gradient.

**Assumption 2** (Linear expected reward assumption). Given state-action pair $(s,a)$, the expected reward is a linear function $r(s,a) = f(s,a)^T \mu^*$. Here $f(s,a)$ is a $k$-dimensional feature vector and $\mu^*$ is an unknown reward parameter. The actual reward is generated by adding an error term on top of expected reward: $R_t = r(s,a) + \epsilon_t$. The error terms $\epsilon_t$ are i.i.d. with mean 0 and finite variance $\sigma^2$.

**The critic**: the algorithm observes a stream of triples $\{(S_\tau, A_\tau, R_\tau)\}_{\tau=1}^t$ after decision point $t$. We use penalized least squares to learn the reward parameter:

$$\hat{\mu}_t = \left( \zeta I + \sum_{\tau=1}^t f(S_\tau, A_\tau)f(S_\tau, A_\tau)^T \right)^{-1} \sum_{\tau=1}^t f(S_\tau, A_\tau)R_\tau$$

(4)

where the $\zeta$ is the importance of the $L_2$ penalty. This penalty ensures that the matrix inverse in the above formula is well defined since $\sum_{\tau=1}^t f(S_\tau, A_\tau)f(S_\tau, A_\tau)^T$ does not have full rank when $t$ is small.

**The actor**: the algorithm optimizes a plug-in estimation of objection function, where the state space probability density function $d(s)$ is estimated by the empirical distribution of $\{(S_\tau)_{\tau=1}^t$ and expected reward given state-action pair is estimated by

$$r_{\hat{\mu}_t}(s,a) = \begin{cases} -2 & \text{if } f(s,a)^T \hat{\mu}_t < -2 \\ f(s,a)^T \hat{\mu}_t & \text{if } |f(s,a)^T \hat{\mu}_t| \leq 2 \\ 2 & \text{if } f(s,a)^T \hat{\mu}_t > 2. \end{cases}$$

(5)
Note that the clipping of the reward estimates to make them stay in the interval $[-2, 2]$ is needed in our theoretical arguments and is entirely compatible with our theoretical assumptions made below. However, as we note in our numerical experiments, it does not seem to be required. The algorithm empirically appears to work fine even without the clipping.

An estimate to the aforementioned regularized average reward at time point $t$ is

$$
\hat{J}_t(\theta, \hat{\mu}_t) = \frac{1}{t} \sum_{\tau=1}^{t} \sum_a r_{\hat{\mu}_t}(s,a)\pi_{\theta}(S_{\tau}, a) - \lambda \theta^T \left( \frac{1}{t} \sum_{\tau=1}^{t} g(S_{\tau})g(S_{\tau})^T \right) \theta. \quad (6)
$$

The actor critic algorithm, which alternates between a critic step and an actor step is depicted in Algorithm 1. At each time point, an action is drawn using the estimated optimal policy at the previous time point. Upon receiving the reward, the critic iteratively updates matrices $A(t)$ and $B(t)$ to produce an updated estimate for the reward parameter $\mu^*$. The actor then updates the estimated regularized reward, based on which an update for the estimated
optimal policy parameter is produced.

**Algorithm 1:** An online actor-critic algorithm with linear expected reward and stochastic policies

**Inputs:** $T$, the total number of decision points; a $k$ dimensional reward feature $f(s,a)$; a $p$ dimensional policy feature $g(s)$.

**Critic initialization:** $B(0) = \zeta I_{k \times k}$; $A(0) = 0_{k \times 1}$.

**Actor initialization:** $\theta_0$ is initial policy parameter based on domain theory or historical data.

Start from $t = 0$.

**while** $t \leq T$ **do**

  At decision point $t$, observe context $S_t$.
  
  Draw an action $A_t$ according to probability distribution $\pi_{\hat{\theta}_{t-1}}(S_t, A)$.
  
  Observe an immediate reward $R_t$.

  **Critic update:**
  
  $B(t) = B(t-1) + f(S_t, A_t)f(S_t, A_t)^T$, $A(t) = A(t-1) + f(S_t, A_t)R_t$,
  
  $\hat{\mu}_t = B(t)^{-1}A(t)$. The estimated reward function is $\hat{r}_{\hat{\mu}_t}(s, a)$ from (5).

  **Actor update:**
  
  $\hat{\theta}_t = \arg\max_{\theta} \frac{1}{t} \sum_{\tau=1}^{t} \sum_{a} r_{\hat{\mu}_t}(S_{\tau}, a) \pi_{\theta}(S_{\tau}, a) - \lambda \theta^T \left( \frac{1}{t} \sum_{\tau=1}^{t} g(S_{\tau})g(S_{\tau})^T \right) \theta$.

  Go to decision point $t + 1$.

**end**

4 Convergence and Regret Analysis for the Actor-Critic Algorithm

In this section, we present consistency and the asymptotic normality results for the proposed actor-critic algorithm. Proofs are provided in the supplementary material. We begin by making some mild assumptions on parameters and features and show that convergence in the regularized average reward can be achieved even when the optimal policy is not uniquely identifiable. However, under an additional uniqueness assumption, we are able to prove
convergence in the parameter space and asymptotic normality of our parameter estimates.

4.1 Convergence in Regularized Average Reward

Assumption 3 is a standard boundedness assumption that can be found in many contextual bandit literature (e.g. Agrawal and Goyal [2012]). We also make mild requirement for the policy features and reward features in Assumption 4 and Assumption 5.

**Assumption 3** (Bounded rewards and features). The reward feature, reward coefficient and policy feature have bounded norm 1, i.e. \( ||f(S,A)||_2, ||\mu^*||_2 \leq 1, ||g(S)||_2 \leq 1 \).

**Assumption 4** (Positive definiteness of policy features). The \( p \times p \) matrix \( \mathbb{E}[g(S)g(S)^T] \) is positive definite, whose smallest eigenvalue is lower bounded by \( \lambda_p \).

**Assumption 5** (Eigenvalues for reward features). The ranks of \( k \times k \) matrices:

\[
\mathbb{E} \left[ f(S,a_0)f(S,a_0)^T \right] \quad \text{and} \quad \mathbb{E} \left[ f(S,a_1)f(S,a_1)^T \right]
\]

are both greater than zero, denoted by \( r_0 \) and \( r_1 \), the corresponding smallest positive eigenvalues are \( \lambda_{r_0} \) and \( \lambda_{r_1} \), largest eigenvalues are \( \lambda_{1,a_0} \) and \( \lambda_{1,a_1} \).

Theorem 1 below shows that, under Assumption 1-5, the regularized average reward using the policy in Algorithm 1 converges to that using the optimal policy.

**Theorem 1** (Convergence of \( J(\hat{\theta}_t, \mu^*) \) to \( J(\theta^*, \mu^*) \)). Under Assumptions 1-5 for sufficiently small \( \epsilon \), if

\[
t = \tilde{O} \left( \max \left\{ \frac{p}{\epsilon^2 \lambda_p^2}, \frac{\sigma^2}{\epsilon^2 \bar{p}_0^2 \gamma^2}, \frac{1}{\gamma^2 \bar{p}_0^2}, \frac{\zeta}{\epsilon \bar{p}_0 \gamma} \right\} \log^2 \left( \frac{1}{\delta} \right) \right),
\]

where \( \gamma^2 := \min\{\lambda_{r_0}^2, \lambda_{r_1}^2\} \), \( \bar{p}_0 = \frac{1}{1+\exp\left(\sqrt{\frac{2}{\pi} p} \right)} \) and \( \delta > 0 \), then with probability \( 1 - \delta \) we have,

\[
P \left( \left| J(\theta^*, \mu^*) - J(\hat{\theta}_t, \mu^*) \right| \leq 5\epsilon \right) \geq 1 - \delta.
\]

In this theorem, \( \tilde{O}(\cdot) \) ignores poly-log terms non-regarding to \( \delta \).
However, using this convergence result in Theorem 1, we prove that the regularized cumulative regret of the actor-critic algorithm is $\tilde{O}(T^{2/3})$ in Corollary 1. The regularized cumulative regret $\text{Reg}_J$ up to time $T$ is the difference between the regularized cumulative reward under the optimal policy $\theta^*$ and that under the algorithm.

$$\text{Reg}_J(T) := TJ(\theta^*, \mu^*) - \sum_{t=1}^{T} J(\hat{\theta}_t, \mu^*).$$

**Corollary 1.** Under Assumption 7 for $\delta > 0$, the regularized cumulative regret can be bounded by: $\text{Reg}_J(T) = \tilde{O}(T^{2/3})$ with probability at least $1 - \delta$.

As we will show in the next section, usual parametric rate of convergence $\tilde{O}(\sqrt{T})$ can be achieved with stronger assumptions.

### 4.2 Asymptotic Convergence for Parameters in Actor Critic

In addition to the aforementioned assumptions, we make the following assumption that ensures the identifiability of each component of the policy parameter. We will show the consistency of both the reward parameter and policy parameter, as well as their asymptotic normality. As a byproduct, the asymptotic properties of the policy parameter guarantees that the cumulative regret of Algorithm 1 up to time $T$ is $\tilde{O}(\sqrt{T})$.

**Assumption 6.** (Uniqueness of global maximum and invertibility) The regularized average reward function $J(\theta, \mu^*)$, as a function of $\theta$, achieves the unique global maximum at $\theta = \theta^*$. In addition, for sufficiently small $\delta > 0$, there exists $\epsilon > 0$ and neighborhood of $\theta^*$, denoted by $B(\theta^*, \delta)$, such that

$$J(\theta^*, \mu^*) - \max_{\theta \in B(\theta^*, \delta)} J(\theta, \mu^*) \geq \epsilon \quad (7)$$

We also assume that there exists a neighborhood of $\theta^*$ where $J(\theta, \mu^*)$ is invertible.

**Assumption 7.** (Positive definiteness of reward feature) The matrix

$$\mathbb{E}_{\theta^*}(f(S, A)f(S, A)^T) = \int_s d(s) \sum_a f(s, a)f(s, a)^T \pi_{\theta^*}(s, a) ds,$$

which is the expected value of $f(S, A)f(S, A)^T$ under the optimal policy parameter $\theta^*$, is positive definite.
Assumption 6 is a standard assumption in proving consistency and asymptotic normality of M-estimators (Van der Vaart [2000]). Under Assumption 1-7, the following theorems establish the consistency and asymptotic normality of the critic and the actor.

**Theorem 2** (Asymptotic properties of the critic). *Under Assumption 1-7, the k-dimensional estimated reward parameter \( \hat{\mu}_t \) converges to the true reward parameter \( \mu^* \) in probability. In addition, \( \sqrt{t}(\hat{\mu}_t - \mu^*) \) converges in distribution to a multivariate normal with mean \( 0_{k \times 1} \) and covariance matrix \( [\mathbb{E}_{\theta^*}((f(S,A)f(S,A)^T)]^{-1}\sigma^2 \) and \( \sigma \) is the standard deviation of the error term in Assumption 3. The plug-in estimator of the asymptotic covariance is consistent.

**Theorem 3** (Asymptotic properties of the actor). *Under Assumption 1-7, the p-dimensional estimated optimal policy parameter \( \hat{\theta}_t \) converges to \( \theta^* \) in probability. In addition, \( \sqrt{t}(\hat{\theta}_t - \theta^*) \) converges in distribution to multivariate normal with mean \( 0_{p \times 1} \) and covariance matrix \( [J_{\theta\theta}(\mu^*,\theta^*)]^{-1}V^*[J_{\theta\theta}(\mu^*,\theta^*)]^{-1}, \) where

\[
V^* = \sigma^2 J_{\theta\mu}(\mu^*,\theta^*)\mathbb{E}_{\theta^*}[(f(S,A)f(S,A)^T]J_{\theta\theta}(\mu^*,\theta^*) + \mathbb{E}[j_{\theta}(\mu^*,\theta^*,S)j_{\theta}(\mu^*,\theta^*,S)^T].
\]

In the expression of asymptotic covariance matrix,

\[
j_{\theta}(\mu,\theta,S) = \frac{\partial}{\partial \theta} \left( \sum_a f(S,a)^T \mu \pi_\theta(S,a) - \lambda \theta^T g(S)g(S)^T \theta \right),
\]

and both \( J_{\theta\theta} \) and \( J_{\theta\mu} \) are the second order partial derivatives with respect to \( \theta \) twice and with respect \( \theta \) and \( \mu \), respectively of \( J \):

\[
J(\mu,\theta) = \int_{s \in S} d(s) \sum_{a \in A} f(s,a)^T \mu \pi_\theta(s,a) ds - \lambda \theta^T \mathbb{E}[g(S)g(S)^T] \theta.
\]

Positive definiteness of \( J_{\theta\theta}(\mu^*,\theta^*) \) is guaranteed by Assumption 6.

A bound on the cumulative regret can be derived as a by-product of the square-root convergence rate of \( \hat{\theta}_t \), presented in below corollary. The cumulative regret \( \text{Reg}_V \) up to time \( T \) is the difference between the cumulative reward under the optimal policy \( \theta^* \) and that under the algorithm.

\[
\text{Reg}_V(T) = TV(\theta^*) - \sum_{t=1}^T V(\hat{\theta}_t).
\]
Corollary 2. Under Assumption \( \mathcal{A} \) for \( \delta > 0 \), the cumulative regret \( \text{Reg}_V(T) \) of Algorithm 1 can be bounded by: \( \text{Reg}_V(T) = \tilde{O}(\sqrt{T}) \) with probability at least \( 1 - \delta \).

Readers familiar with contextual bandit literature may wish to compare the above regret bound with the regret bounds for LinUCB (Chu et al. 2011) and for Thompson sampling (Agrawal and Goyal 2013). There are at least three differences between our framework and those considered in LinUCB and Thompson sampling papers. First, we parameterize explicitly both the policy class as well as the expected reward. These two papers parameterize the expected reward which then implicitly implies a parameterized deterministic policy class. As a result, our optimal policy is the policy that maximizes the regularized average reward over our explicitly defined policy class; however their optimal policy is the policy that maximizes the unregularized average reward. Second, we restrict our policy class to be stochastic whereas their implicitly defined policy class is composed of deterministic policies. Lastly, the setting considered here is more restrictive in that we assume contexts are i.i.d. whereas these papers allows for arbitrary contexts as long as the conditional mean of the reward in any context is linear in the context features.

5 Numerical Experiments

To assess the performance of the proposed actor-critic algorithm we conducted extensive simulations across a variety of realistic scenarios. Firstly, we conduct simulations to evaluate the relevance of our asymptotic theory in finite \( T \) settings in which the contexts are indeed i.i.d. As will be seen, the bias and mean squared error (MSE) in estimating optimal policy decreases to 0 as sample size increases, and the bootstrap confidence interval for the optimal policy parameter achieves nominal confidence level. Secondly, we note that the i.i.d. assumption on the contexts is likely violated in real world applications in at least two ways: the current context may be influenced by the context at previous decision points and the current context may be influenced by past actions. Simulations in which the contexts follow an auto-regressive process show that the actor-critic algorithm is quite robust to auto-correlation among contexts. We also create simulation settings where context is
influenced by previous actions through a burden effect of the treatments on the users. We observe reasonable robustness of the bandit actor-critic algorithm when the burden effects are small or moderate. Last but not least, we investigate how performance of the algorithm may deteriorate when part of Assumption [1] is violated, that is, the conditional mean of the reward is non-linear.

Throughout we base the simulations on a generative model that is motivated by the Heartsteps application for improving daily physical activity ([Klasnja et al. 2015], [Dempsey et al. 2015]). A simplified description of HeartSteps follows. HeartSteps is a mobile health smartphone application seeking to reduce users’ sedentary behavior and increase physical activity such as walking. A commercial wristband sensor is used to collect minute level steps counts. Each evening self-report on the usefulness of the application as well as problems in daily life are collected. At each of 3 decision points per day, sensor data is collected including the user’s current location (home/work/other) and weather. At each decision point, the algorithm on the smartphone application must decide whether to “push” a tailored physical activity suggestion, i.e., \( A_t = 1 \), or remain silent, i.e., \( A_t = 0 \). Our generative model uses a three dimensional context at decision point \( t \): \( S_t = [S_{t,1}, S_{t,2}, S_{t,3}] \). \( S_{t,1} \) represents weather, with \( S_{t,1} = -\infty \) being extremely severe and unfriendly weather for any outdoor activities and \( S_{t,1} = \infty \) being the opposite. \( S_{t,2} \) reflects the user’s recent habits in engaging in physical activity. \( S_{t,2} = \infty \) represents that the user has been maintaining positive daily physical habits while \( S_{t,2} = -\infty \) represents the opposite. \( S_{t,3} \) is a composite measure of disengagement with HeartSteps. \( S_{t,3} = -\infty \) reflects an extreme state that the user is fully engaged, is adherent and is reporting that the application is useful. On the other hand, \( S_{t,3} = \infty \) denotes the opposite state of disengagement. Note that although we assumed bounded features in proving theoretical properties of the algorithm, these feature vectors have unbounded range. Results shown in later sections demonstrate robustness to the boundness assumption.

The goal of HeartSteps is to reduce users’ sedentary behavior. Here we reverse code the reward and define the cost to be the sedentary time per hour between two decision points. So the goal of the actor-critic algorithm is to minimize an average penalized cost as opposed to maximizing an average penalized reward. The generative model for the cost is a linear
model: \( C_t = 10 - 0.4S_{t,1} - 0.4S_{t,2} - A_t \times (0.2 + 0.2S_{t,1} + 0.2S_{t,2}) + 0.4S_{t,3} + \xi_{t,0} \), where \( \xi_{t,0} \) are i.i.d. \( \text{N}(0,1) \) errors. In this linear model, higher values of \( S_1 \) and \( S_2 \), good weather and positive physical activity habits, are associated with less sedentary time while a higher value of \( S_3 \), disengagement, leads to increased sedentary time. The negative main effect of \( A_t \) indicates that physical activity suggestion \( (A_t = 1) \) reduces sedentary behavior compared to no suggestion \( A_t = 0 \). The negative interaction between \( A_t \) and \( S_{t,1} \) and between \( A_t \) and \( S_{t,2} \) reflects that physical activity suggestions are more effective when the weather condition is activity friendly or when the user has acquired good physical activity habits.

The class of parametrized policies is \( \pi_\theta(S,1) = e^{\theta_0 + \sum_{i=1}^3 \theta_i S_i} \). The average cost under policy \( \pi_\theta \) is:

\[
C(\theta) = \int_{s \in S} d_\theta(s) \sum_a \mathbb{E}(C|S = a, A = a) \pi_\theta(s, a) ds
\]

where \( d_\theta(s) \) is the stationary distribution of context under policy \( \pi_\theta \). When actions have no impact on context distributions, the stationary distribution \( d(s) \) does not depend on the policy parameter \( \theta \). In this case, the average cost reduces to:

\[
C(\theta) = \int_{s \in S} d(s) \sum_a \mathbb{E}(C|S = a, A = a) \pi_\theta(s, a) ds.
\]

This is true for the generative models we investigate in Section 5.1 and Section 5.2. The generative model we investigate in Section 5.3 allows actions to impact the context distribution at future decision points. In such a case, the stationary distribution of context depends on the policy parameter \( \theta \). A quadratic constraint is enforced so that the optimal policy is stochastic. In the quadratic inequality \( (2) \), we use \( \alpha = 0.1 \) and \( p_0 = 0.1 \) throughout the numerical experiment unless otherwise specified. We then minimize the corresponding Lagrangian function.

The optimal policy \( \theta^* \) and the oracle \( \lambda^* \). According to results in Section 2.1 we have that for every pair of \((p_0, \alpha)\) there exists a Lagrangian multiplier \( \lambda^* \) such that the optimal solution to the regularized average cost function:

\[
\theta^* = \arg\min_{\theta} C(\theta) + \lambda \theta^T \sum_s d_\theta([1, s_1, s_2, s_3][1, s_1, s_2, s_3]^T) \theta
\]

satisfies the quadratic constraint with equality. Furthermore, as \( \lambda \) increases the stringency of the quadratic constraint increases: an increased value of \( \lambda \) penalizes the quadratic term.
For a fixed pair of $(p_0, \alpha)$, we perform a line search to find the smallest $\lambda$, denoted as $\lambda^*$, such that the minimizer to the regularized average cost, denoted as $\theta^*$ satisfies the quadratic constraint. We recognize the difficulty in solving the optimization problem due to the non-convexity of the regularized average cost function. In our search for a global minimizer, we therefore use grid search, for a given $\lambda$, to find a crude solution to the optimization problem. We then improve the accuracy of the optimal solution using a more refined grid search provided by the pattern search function in Matlab. The regularized average cost function is approximated by Monte Carlo samples. We used 5000 Monte Carlo samples to approximate the regularized average cost for simulation in Section 5.1 and Section 5.2 where the stationary distribution of contexts does not depend on the policy. For the simulations in Section 5.3 where context distribution does depend on the policy, we generate a trajectory of 100000 Monte Carlo samples and ignore the first 10% of the samples to approximate the stationary distribution.

**Estimating $\lambda$ online.** In practice, the decision maker has no access to the oracle Lagrangian multiplier $\lambda^*$. A natural remedy is to integrate the estimation of $\lambda^*$ with the online actor-critic algorithm that estimates the policy parameters. An actor-critic algorithm with a fixed Lagrangian multiplier solves the “primal” problem while the “dual” problem is solved by searching for $\lambda^*$. Our integrated algorithm performs a line search to find the smallest $\lambda$ such that the estimated optimal policy satisfies the quadratic constraint. The stationary distribution of the contexts is approximated by the empirical distribution. Estimating $\lambda$ can be very time consuming, therefore in our simulations, the algorithm performs the line search over $\lambda$ only every 10 decision points. Similar ideas with gradient based updates on $\lambda$ have appeared in reinforcement literature to find the optimal policies in constrained MDP problems, see Borkar [2005], Bhatnagar and Lakshmanan [2012] for examples.

**Bootstrap confidence intervals.** In a number of trial simulations, we found that the plug-in variance estimator derived from Theorem 3 tends to underestimate in small to moderate sample size, a direct consequence of which is the anti-conservatism of the Wald confidence interval. Details of the anti-conservatism are discussed in the supplementary material section 11. Our solution to the anti-conservative Wald confidence interval is
percentile-t bootstrap confidence interval. Algorithm 2 shows how to generate a bootstrap sample. Algorithm 2 is repeated for a total of \( B \) times to obtain a bootstrap sample of the estimated optimal policy parameters, \( \{\hat{\theta}_b^T\}_{b=1}^B \) and plug-in variance estimates, \( \{\hat{V}_b^T\}_{b=1}^B \). We create bootstrap percentile-t confidence intervals for \( \hat{\theta}^*_i \), the i-th component of the optimal policy parameter. For each \( \hat{\theta}^*_i \), we use the empirical percentile of \( \left\{ \sqrt{n}(\hat{\theta}^T_{b,i}-\hat{\theta}^T_{T,i})/\sqrt{\hat{V}^T_b} \right\}_{b=1}^B \), denoted by \( p_{\alpha} \) to replace the normal distribution percentile in Wald confidence intervals. A \((1-2\alpha)\)% confidence interval is

\[
\left[ \hat{\theta}^T_{T,i} - p_{\alpha} \frac{V_i}{\sqrt{T}}, \hat{\theta}^T_{T,i} + p_{\alpha} \frac{V_i}{\sqrt{T}} \right]
\]  

(10)

where \( \hat{\theta}^T_{T,i} \) is the i-th component of \( \hat{\theta}^T \) and \( \hat{V}_i \) is the plug-in variance estimate based on the original sample.

**Simulation details.** The simulation results presented in the following sections are based on 1000 independent simulated users. For each simulated user, we allow a burn-in period of 20 decision points. During the burn-in period, actions are chosen by fair coin flips. After the burn-in period, the online actor-critic algorithm is implemented to learn the optimal policy and obtain an end-of-study estimated optimal policy at the last decision point. In these simulations we did not force \( r_t(s,a) \) to be in the interval \([-2,2]\) as in Algorithm 1 or Algorithm 2. We do not encounter any issues in convergence of the algorithm.

Both bias and MSE shown in all of the following tables are averaged over 1000 end-of-study estimated optimal policies. For each simulated user the 95% bootstrapped confidence intervals for \( \theta^* \) is based on 500 bootstrapped samples generated by Algorithm 2. With 95% confidence, we expect that the empirical coverage rate of a confidence interval should be within 0.936 and 0.964, if the true confidence level is 0.95.

### 5.1 I.I.D. Contexts

In this generative model, we choose the simplest setting where contexts at different decision points are i.i.d. We generate contexts \( \{[S_{t,1},S_{t,2},S_{t,3}]\}_{t=1}^T \) from a multivariate normal distribution with mean 0 and identity covariance matrix. The population optimal policy is \( \theta^* = [0.417778, 0.394811, 0.389474, 0.001068] \) at \( \lambda^* = 0.046875 \). Table 2 lists the bias
Algorithm 2: Generating a bootstrap sample estimate $\hat{\theta}_T^b, \hat{V}_T^b$

Inputs: The observed context history $\{S_t\}_{t=1}^T$. A bootstrap sample of residuals $\{\epsilon_t^b\}_{t=1}^T$. The estimated reward parameter $\hat{\mu}_T$

Critic initialization: $B(0) = \zeta I_{k \times k}$, a $k \times k$ identity matrix. $A(0) = 0_k$ is a $k \times 1$ column vector.

Actor initialization: $\hat{\theta}_0^b = \hat{\theta}_0$ is the best treatment policy based on domain theory or historical data.

\begin{algorithm}
\begin{algorithmic}
    \While {t < T}
    \State Context is $S_t$ ;
    \State Draw an action $A_t^b$ according to policy $\pi_{\hat{\theta}_{t-1}^b}$ ;
    \State Generate a bootstrap reward $R_t^b = f(S_t, A_t^b)^T \hat{\mu}_T + \epsilon_t^b$ ;
    \State Critic update:
    \State $B(t) = B(t - 1) + f(S_t, A_t)f(S_t, A_t)^T$, $A(t) = A(t - 1) + f(S_t, A_t)R_t^b$ ;
    \State $\hat{\mu}_t^b = A(t)^{-1}B(t)$. The bounded estimate to reward function is $\hat{r}_t^b(s, a)$ ;
    \State Actor update:
    \State $\hat{\theta}_t^b = \arg\max_{\theta} \frac{1}{t} \sum_{\tau=1}^{t} \sum_a \hat{r}_t^b(S_\tau, a)\pi_\theta(a | S_t) - \lambda \theta^T \left[ \frac{1}{t} \sum_{\tau=1}^{t} g(S_\tau, 1)^T g(S_\tau, 1) \right] \theta$
    \State Go to decision point $t + 1$ ;
\EndWhile
\end{algorithmic}
\end{algorithm}

\begin{algorithm}
\State Plugin $\hat{\mu}_T^b$ and $\hat{\theta}_T^b$ to the asymptotic variance formula to get a bootstrapped variance estimate $\hat{V}_T^b$.
\end{algorithm}
and mean squared error (MSE) of the estimated optimal policy parameters. Both measures shrink towards 0 as \( T \), sample size per simulated user, increases from 200 to 500, which is consistent with the convergence in estimated optimal policy parameter as established in Theorem 3. Table 3 shows the empirical coverage rates of percentile-t bootstrap confidence interval at sample sizes 200 and 500. At sample size 200, the empirical coverage rates are between 0.936 and 0.964 for all \( \theta_i \)'s. At sample size 500, however, the bootstrap confidence interval for \( \theta_2 \) is a little conservative with an empirical coverage rate of 0.968.

### 5.2 AR(1) Context

In this section, we study the performance of the actor-critic algorithm when the dynamics of the context is an auto-regressive stochastic process. We envision that in many health applications, contexts at adjacent decision points are likely to be correlated. Using HeartSteps as an example, weather \((S_1)\) at two adjacent decisions points are likely to be similar. So are users' learning ability \((S_2)\) and disengagement level \(S_3\). One way to incorporate the

| \( T \) (sample size) | \( \theta_0 \) | \( \theta_1 \) | \( \theta_2 \) | \( \theta_3 \) |
|-----------------------|----------------|----------------|----------------|----------------|
| 200                   | -0.081         | -0.090         | -0.089         | 0.010          |
|                       | 0.054          | 0.052          | 0.052          | 0.055          |
| 500                   | -0.053         | -0.037         | -0.034         | -0.002         |
|                       | 0.027          | 0.024          | 0.021          | 0.029          |

Table 2: I.I.D. contexts: bias and MSE in estimating the optimal policy parameter. Bias=\( \mathbb{E}(\hat{\theta}_T) - \theta^* \).
Table 4: AR(1) contexts: bias and MSE in estimating the optimal policy parameter. Bias=$\mathbb{E}(\hat{\theta}_T) - \theta^*$.  

The correlation among contexts at near-by decision points is through a first order auto-regression process. We simulate the context according to

$$
S_{t,1} = 0.4S_{t-1,1} + \xi_{t,1},
$$

$$
S_{t,2} = 0.4S_{t-1,2} + \xi_{t,2},
$$

$$
S_{t,3} = \xi_{t,3}
$$

Here we choose $\xi_{t,1} \sim N(0, 1 - 0.4^2)$, $\xi_{t,2} \sim N(0, 1 - 0.4^2)$ and $\xi_{t,3} \sim N(0, 1)$ so that the stationary distribution of $S_t$ is multivariate normal with zero mean and identity covariance matrix, same as the distribution of $S_t$ in the previous section. The initial distribution of $S_t, t=1$ is a multivariate standard normal.

The oracle Lagrangian multiplier is $\lambda^* = 0.05$ and the population optimal policy is $\theta^* = [0.417, 0.395, 0.394, 0]$, same as in the i.i.d. simulation. Bias and MSE of the estimated policy parameters are shown in Table 4. Empirical coverage rate of the percentile t bootstrap confidence interval is reported in Table 5. Both the bias and MSE diminish towards 0 as the sample size increases from 200 to 500, a clear indication that convergence of the algorithm is not affected by the auto-correlation in context. The bootstrap confidence interval for $\theta_3$ is anti-conservative at sample size 200, but recovers decent coverage at sample size 500.

### 5.3 Actions Cause Increased Burden

In this section, we study behavior of the actor-critic algorithm in the presence of an intervention burden effect. Our generative model with a burden effect represents a scenario where
users disengage with the Heartsteps application, and hence the recommended intervention, if the application provides physical activity suggestions at too high a frequency. When users experience intervention burden effects, they become frustrated and have a tendency of falling back to their sedentary behavior. In our burden effect generative model, $S_{t,3}$ represents the disengagement level whose value increases if there is a physical activity suggestion at the previous decision point $A_{t-1} = 1$. The positive main effect of $S_{t,3}$ in the cost model (11) below reflects that higher disengagement level is associated with higher cost (higher sedentary time). The initial distribution of $S_t$ is the standard multivariate normal distribution. After the first decision point, contexts are generated according to the following stochastic process:

$$
egin{align*}
    S_{t,1} &= 0.4S_{t-1,1} + \xi_{t,1}, \\
    S_{t,2} &= 0.4S_{t-1,2} + \xi_{t,2}, \\
    S_{t,3} &= 0.4S_{t-1,3} + 0.2S_{t-1,3}A_{t-1} + 0.4A_{t-1} + \xi_{t,3}
\end{align*}
$$

We simulate the cost, sedentary time per hour between two decision points, according to the following linear model:

$$
C_t = 10 - 0.4S_{t,1} - 0.4S_{t,2} - A_t \times (0.2 + 0.2S_{t,1} + 0.2S_{t,2}) + \tau S_{t,3} + \xi_{t,0}. \tag{11}
$$

where parameter $\tau$ controls the “size” of the burden effect: the larger $\tau$ is, the more severe the burden effect is. We study the performance of our algorithm in five different cases corresponding to $\tau = 0, 0.2, 0.4, 0.6, 0.8$. Different values of $\tau$ represent users who experience different levels of burden effect. $\tau = 0$ represents the type of users who experience no burden effect while $\tau = 0.8$ represents the type of users who experience a large burden effect.

| T(sample size) | $\theta_0$ | $\theta_1$ | $\theta_2$ | $\theta_3$ |
|---------------|------------|------------|------------|------------|
| 200           | 0.963      | 0.952      | 0.957      | 0.927*     |
| 500           | 0.969      | 0.962      | 0.96       | 0.949      |

Table 5: AR(1) contexts: coverage rates of percentile-t bootstrap confidence intervals. Coverage rates significantly lower than 0.95 are marked with asterisks (*).
Table 16 in the supplementary material section lists the oracle $\lambda^*$ and the corresponding optimal policy $\theta^*$ at different levels of burden effect. Higher level of burden effects calls for increased value of oracle $\lambda^*$ to keep the desired intervention variety. The negative sign of $\theta^*_3$ at $\tau \geq 0.2$ indicates that the application should lower the probability of pushing an activity suggestion when the disengagement level is high. The magnitude of $\theta^*_3$ rises with the size of the burden effect, implying that as burden effect increases the application should further lower the probability of pushing activity suggestions at high disengagement level. $\theta^*_0$ decreases to be negative when $\tau$ increases, which indicates that as the size of burden effect grows, the application should lower the frequency of activity suggestions in general.

Table 6 and 7 list the bias, MSE and the empirical coverage rate of the percentile-t bootstrap confidence interval at sample size 200. Table 8 and 9 list these three measures at sample size 500. When there is no burden effect ($\tau = 0$), $S_{t,3}$ has no influence on the cost and is therefore considered as a “noise” variable. The optimal policy parameters are estimated with low bias and MSE under the generative model with $\tau = 0$ and the bootstrap confidence intervals have decent coverage, both of which are clear indications that the algorithm is robust to presence of noise variables that are affected by previous actions. As burden effects levels go up, we observe an increased bias and MSE in the estimated optimal policy parameters, $\theta_0$ and $\theta_3$ in particular. The empirical coverage rates of bootstrap confidence intervals for $\theta_0$ and $\theta_3$ are below the nominal 95% level. There are two reasons to explain the increased bias and MSE. The most important one is the near-sightedness of bandit actor-critic algorithm. The bandit algorithm chooses the policy that maximizes the (immediate) average cost while ignoring the negative consequence of a physical activity suggestion $A_t = 1$ on the disengagement level at the next decision point. The bandit algorithm therefore tends to “over-treat” in general and in particular at high disengagement level, which is reflected in an over-estimated $\theta_0$ and $\theta_3$. The second reason comes from the bias in estimating $\lambda$, the Lagrangian multiplier. The oracle Lagrangian multiplier $\lambda^*$ is chosen so that the optimal policy parameter satisfies the quadratic constraint while the online bandit actor-critic algorithm estimates the Lagrangian multiplier so that the bandit-estimated optimal policy satisfies the quadratic constraint. To separate the consequence of underestimated $\lambda$ from the
consequence of the myopia of the bandit algorithm, we implement the bandit algorithm with oracle $\lambda^*$. Results of these experiments are shown in the supplementary material section \[1\]. We observe that, even with the use of oracle $\lambda^*$, the overestimation of $\theta_0$ and $\theta_3$ as well as the anti-conservatism of the confidence intervals are still present.

Overall, the estimation of $\theta_1$ and $\theta_2$ shows robustness to the presence of burden effects. $\theta_1$ and $\theta_2$ are estimated with low bias and MSE under the presence of small to moderate burden effects ($\tau = 0.2, 0.4$). While we observe biases in estimating $\theta_1$ and $\theta_2$ under moderate to large burden effects ($\tau = 0.6, 0.8$), the magnitude of such bias increases slowly with the size of the burden effect. Empirical coverage rates of the bootstrap confidence intervals for $\theta_1$ and $\theta_2$ are decent for $\tau = 0.2, 0.4$ and only degrade slowly under 95\% when $\tau = 0.6, 0.8$.

| $\tau$ | $\theta_0$  | $\theta_1$  | $\theta_2$  | $\theta_3$  | $\theta_0$  | $\theta_1$  | $\theta_2$  | $\theta_3$  |
|-------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 0     | $-0.027$    | $-0.036$    | $-0.030$    | $0.003$      | $0.058$     | $0.037$     | $0.036$     | $0.036$     |
| 0.2   | $0.229$     | $-0.093$    | $-0.104$    | $0.164$      | $0.110$     | $0.044$     | $0.046$     | $0.063$     |
| 0.4   | $0.506$     | $-0.063$    | $-0.035$    | $0.235$      | $0.313$     | $0.040$     | $0.037$     | $0.091$     |
| 0.6   | $0.645$     | $0.043$     | $0.073$     | $0.272$      | $0.473$     | $0.038$     | $0.041$     | $0.110$     |
| 0.8   | $0.702$     | $0.084$     | $0.096$     | $0.272$      | $0.550$     | $0.043$     | $0.045$     | $0.110$     |

Table 6: Burden effect: bias and MSE in estimating the optimal policy parameter at sample size 200. Bias=$\mathbb{E}(\hat{\theta}_T) - \theta^*$. 
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Table 7: Burden effect: coverage rates of percentile-t bootstrap confidence intervals for the optimal policy parameter at sample size 200. \( \lambda \) is estimated online. Coverage rates significantly lower than 0.95 are marked with asterisks (*).

| \( \tau \) | \( \theta_0 \) | \( \theta_1 \) | \( \theta_2 \) | \( \theta_3 \) |
|---|---|---|---|---|
| 0 | 0.963 | 0.963 | 0.955 | 0.942 |
| 0.2 | 0.853* | 0.946 | 0.937 | 0.862* |
| 0.4 | 0.565* | 0.96 | 0.954 | 0.776* |
| 0.6 | 0.39* | 0.937 | 0.916* | 0.739* |
| 0.8 | 0.329* | 0.908* | 0.899* | 0.739* |

Table 8: Burden effect: bias and MSE in estimating the optimal policy parameter at sample size 500. Bias = \( E(\hat{\theta}_t) - \theta^* \).

| \( \tau \) | Bias | MSE |
|---|---|---|
| | \( \theta_0 \) | \( \theta_1 \) | \( \theta_2 \) | \( \theta_3 \) | \( \theta_0 \) | \( \theta_1 \) | \( \theta_2 \) | \( \theta_3 \) |
| 0 | 0.006 | 0.010 | 0.017 | -0.008 | 0.027 | 0.018 | 0.016 | 0.019 |
| 0.2 | 0.263 | -0.048 | -0.057 | 0.153 | 0.096 | 0.020 | 0.019 | 0.042 |
| 0.4 | 0.539 | -0.018 | 0.012 | 0.224 | 0.318 | 0.018 | 0.016 | 0.069 |
| 0.6 | 0.678 | 0.088 | 0.120 | 0.261 | 0.487 | 0.026 | 0.030 | 0.087 |
| 0.8 | 0.735 | 0.129 | 0.143 | 0.261 | 0.568 | 0.035 | 0.037 | 0.087 |
Table 9: Burden effect: coverage rates of percentile-t bootstrap confidence intervals for the optimal policy parameter at sample size 200. λ is estimated online. Coverage rates significantly lower than 0.95 are marked with asterisks (*).

| τ   | θ_0     | θ_1     | θ_2     | θ_3     |
|-----|---------|---------|---------|---------|
| 0   | 0.973   | 0.949   | 0.955   | 0.942   |
| 0.2 | 0.714*  | 0.95    | 0.962   | 0.788*  |
| 0.4 | 0.217*  | 0.951   | 0.961   | 0.635*  |
| 0.6 | 0.101*  | 0.886*  | 0.835*  | 0.545*  |
| 0.8 | 0.07*   | 0.806*  | 0.788*  | 0.546*  |

Figure 1 and 2 assess the quality of the estimated optimal policies by comparing the regularized average cost with the optimal regularized average cost. Figure 1 does the comparison at five levels of burden effect: τ = 0, 0.2, 0.4, 0.6, 0.8, at sample size 200. As the burden effects level up, the overall long-run average cost goes up, which is simply an artifact of the increasing main effect size of the disengagement level. Having a higher long-term average cost, the estimated optimal policy by the contextual bandit algorithm is always inferior than the optimal policy. The inferiority gap, as measure by the difference between the median long-run average cost and the long-run average cost of the optimal policy increases as τ increases. When sample size increases from 200 to 500, we observe less variation in the long-run average cost of the estimated optimal policies. Nevertheless, the gap remains stable. We also observe that the variance in the regularized average cost increases as the burden effect level goes up.
Because our theoretical results assume i.i.d. contexts, we have no proof that the optimal policy estimated by the bandit actor-critic algorithm will converge to the optimal policy. Nevertheless, we observe convergence in the estimated policy as sample size $T$ grows. We conjecture that, when actions affect contexts distributions, the bandit algorithm converges to the policy $\pi^{**}$ that satisfies the following equilibrium equation:

$$\theta^{**} = \arg\min_{\theta} \sum_{s} d_{\theta^{**}}(s) \sum_{a} \pi_{\theta}(a|s) \mathbb{E}(C|A = a, S = s) - \lambda^{**} \theta^{T} \mathbb{E}_{\theta^{**}}[g(S)g(S)^{T}] \theta$$

(12)

where $\lambda^{**}$ is the smallest $\lambda$ such that $\theta^{**} \sum_{s} d_{\theta^{**}}(s)g(s)^{T}g(s)\theta^{**} \leq (\log(\frac{p_0}{1 - p_0})))^2 \alpha$

(13)

When actions do not influence contexts distributions, the equilibrium equation is the same system of equations satisfied by the optimal policy. When previous actions have an impact on context distribution at later decision points, the stationary distribution of context is a function of policy. We call solution to equation (13) the \textit{myopic equilibrium policy}. The myopic equilibrium policy minimizes the regularized average cost under the stationary distribution generated by itself. Such policy achieves an “equilibrium state” and there is no reason for the actor-critic to change the current policy if a myopic equilibrium has been reached.
The conjecture is supported by our numerical results. Since myopic equilibrium policy only depends on the context dynamics and the treatment effect $\mathbb{E}(C|A = 1, S = s) - \mathbb{E}(C|A = 0, S = s)$, it remains the same at different levels of the burden effect. The myopic equilibrium policy is $\theta^{**} = [0.392, 0.372, 0.371, 0]$. The bias and MSE in estimating the myopic equilibrium policy for $\tau = 0.4$ is shown in table 10. The bias and MSE at other levels of the burden effect are the same. These results support with our conjecture that the estimated optimal policy by the bandit algorithm converges to the myopic equilibrium policy.

| Sample size (T) | Bias     | MSE     |
|----------------|----------|---------|
|                | $\theta_0$ | $\theta_1$ | $\theta_2$ | $\theta_3$ | $\theta_0$ | $\theta_1$ | $\theta_2$ | $\theta_3$ |
| 200            | -0.078   | -0.081  | -0.075    | 0.004       | 0.063       | 0.042       | 0.041       | 0.036       |
| 500            | -0.045   | -0.035  | -0.028    | -0.007      | 0.029       | 0.019       | 0.017       | 0.019       |

Table 10: Burden effect: bias and MSE in estimating the myopic equilibrium policy for $\tau = 0.4$. Bias=$\mathbb{E}(\hat{\theta}_t) - \theta^{**}$.

5.4 **Expected Cost is a Nonlinear function of the Cost Feature**

In this section, we investigate the performance of the online actor critic algorithm when the expected cost is a nonlinear function of the cost feature used in the critic step. In such scenarios, the linear actor critic algorithm finds the “best” policy in two steps: first it projects the true cost function into the linear space spanned by the cost feature, then it finds the policy that minimizes the regularized cost function under the projection. In contrast, the true optimal policy is the policy that minimizes the regularized cost function without the projection. In this simulation, we are interested to see how the extra step of projection affects the estimation and inference of the optimal policy parameter.

Recall that the cost feature is $f(S_t, A_t) = [1, S_t, S_t, A_t, A_t S_t, A_t S_t, A_t S_t]$. In particular consider the case where the interaction term between $A_t$ and $S_t$ is a linear
A combination of a linear cost function and a nonlinear one:

\[ C_t = (1 - \alpha)[10 - 0.4S_{t,1} - 0.4S_{t,2} - A_t \times (0.2 + 0.2S_{t,1} + 0.2S_{t,2}) + 0.4S_{t,3} + \xi_{t,0}] 
+ \alpha[10 - 0.4S_{t,1}^2 - 0.4S_{t,2} - A_t \times (0.2 + 0.2S_{t,1}^2 + 0.2S_{t,2}) + 0.4S_{t,3} + \xi_{t,0}] 
= 10 - 0.4[(1 - \alpha)S_{t,1} + \alpha S_{t,1}] - 0.4S_{t,2} - A_t \times (0.2 + 0.2[1 - \alpha)S_{t,1} + 0.2S_{t,2}) + 0.4S_{t,3} + \xi_{t,0}] 
+ 0.4S_{t,3} + \xi_{t,0} \]

The tuning parameter \( \alpha \in [0, 1] \) controls the amount of nonlinearity: when \( \alpha = 0 \), the expected cost is the linear cost function used in the previous sections. Nonlinearity increasingly dominates the interaction between \( S_{t,1} \) and \( A_t \) as \( \alpha \) increases. The online actor critic algorithm, unaware of the possible nonlinearity in the cost function, uses the same cost feature and the same policy feature as in the previous sections. Recall the policy is parameterized as \( \pi(\theta, S, 1) = \frac{\theta_0 + \sum_{i=1}^{3} \theta_i S_i}{1 + e^{\theta_0 + \sum_{i=1}^{3} \theta_i S_i}} \). Table 24 in the supplementary material section J provides the optimal \( \theta \) values. Table 11 and Table 12 show the bias and MSE of the linear actor critic algorithm at different levels of nonlinearity at sample size 200 and 500. The bias for estimating \( \theta_i^* \), \( i = 1, 2, 3 \) remains stable whereas the MSE inflates as the \( \alpha \) increases. Both the bias and MSE for estimating \( \theta_i^* \) increase as the cost function moves away from a linear structure. Table 13 and Table 14 show the coverage rates of the confidence interval for \( \theta^* \). The confidence interval coverages for \( \theta_i^*, i = 0, 1, 2 \) deteriorate as the level of nonlinearity increases. However, the confidence level for \( \theta_3^* = 0 \), the coefficient for \( S_{t,3} \) which is not a useful tailoring variable, remains decent as the level of nonlinearity increases.

| \( \alpha \) | \( \theta_0 \) | \( \theta_1 \) | \( \theta_2 \) | \( \theta_3 \) | \( \theta_0 \) | \( \theta_1 \) | \( \theta_2 \) | \( \theta_3 \) |
|---|---|---|---|---|---|---|---|---|
| 0 | -0.100 | -0.074 | -0.103 | -0.007 | 0.063 | 0.052 | 0.051 | 0.057 |
| 0.2 | -0.137 | -0.012 | -0.109 | -0.013 | 0.064 | 0.065 | 0.050 | 0.053 |
| 0.4 | -0.179 | 0.012 | -0.109 | -0.014 | 0.076 | 0.099 | 0.048 | 0.048 |
| 0.6 | -0.211 | 0.020 | -0.099 | -0.017 | 0.083 | 0.142 | 0.043 | 0.042 |

Table 11: Nonlinear Cost: bias and MSE in estimating the optimal policy parameter at sample size 200. Bias=\( \mathbb{E}(\hat{\theta}_T) - \theta^* \).
| \( \alpha \) | \( \theta_0 \) | \( \theta_1 \) | \( \theta_2 \) | \( \theta_3 \) | \( \theta_0 \) | \( \theta_1 \) | \( \theta_2 \) | \( \theta_3 \) |
|---|---|---|---|---|---|---|---|---|
| 0 | -0.038 | -0.036 | -0.045 | -0.002 | 0.025 | 0.022 | 0.022 | 0.027 |
| 0.2 | -0.080 | 0.030 | -0.067 | -0.008 | 0.026 | 0.032 | 0.023 | 0.023 |
| 0.4 | -0.109 | 0.065 | -0.069 | -0.010 | 0.031 | 0.064 | 0.023 | 0.020 |
| 0.6 | -0.136 | 0.058 | -0.068 | -0.009 | 0.038 | 0.112 | 0.021 | 0.018 |

Table 12: Nonlinear Cost: bias and MSE in estimating the optimal policy parameter at sample size 500. Bias = \( \mathbb{E}(\hat{\theta}_T) - \theta^* \).

| \( \alpha \) | \( \theta_0 \) | \( \theta_1 \) | \( \theta_2 \) | \( \theta_3 \) |
|---|---|---|---|---|
| 0 | 0.944 | 0.947 | 0.954 | 0.939 |
| 0.2 | 0.926* | 0.879* | 0.942 | 0.935* |
| 0.4 | 0.892* | 0.738* | 0.922* | 0.942 |
| 0.6 | 0.835* | 0.588* | 0.914* | 0.942 |

Table 13: Nonlinear Cost: coverage rates of percentile-t bootstrap confidence intervals for the optimal policy parameter at sample size 200. \( \lambda \) is estimated online. Coverage rates significantly lower than 0.95 are marked with asterisks (*)

| \( \alpha \) | \( \theta_0 \) | \( \theta_1 \) | \( \theta_2 \) | \( \theta_3 \) |
|---|---|---|---|---|
| 0 | 0.971 | 0.961 | 0.966 | 0.958 |
| 0.2 | 0.931* | 0.875* | 0.936 | 0.956 |
| 0.4 | 0.885* | 0.655* | 0.924* | 0.958 |
| 0.6 | 0.837* | 0.471* | 0.915* | 0.961 |

Table 14: Nonlinear Cost: coverage rates of percentile-t bootstrap confidence intervals for the optimal policy parameter at sample size 500. \( \lambda \) is estimated online. Coverage rates significantly lower than 0.95 are marked with asterisks (*)
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6 Conclusion

In this article, we present a general framework to define optimal policies for use in JITAIs that encourages intervention variety. We also gave an online actor-critic algorithm to learn the optimal policy. Although the theoretical properties of the algorithm assume i.i.d. contexts, the numerical experiments show robustness of the algorithm to violations of this assumption. In particular, experiments show that performance of the algorithm, in term of bias, MSE and confidence interval coverage, is not affected by auto-correlation among contexts. Experiments also demonstrate some robustness of the algorithm when distribution of the context depends on previous actions. Furthermore, we conjecture that, when actions influence the distribution of context at later decision points, the contextual bandit algorithm converges to the myopic equilibrium policy. Our numerical experiments back up this conjecture. Theoretical proof of the conjecture, however, is an open question and requires future work.

There are a few areas for which the actor-critic algorithm could be improved and extended. First, the linear expected reward assumption might be a bit strong in some scenarios, especially when a low dimension reward feature is used. When the assumption is deemed untenable, more sophisticated components should be added to the reward (cost) feature. To this end, both the actor-critic algorithm and the asymptotic theory should be extended to encompass the scenario where the dimension of the reward (cost) feature grows with the sample size. If one intends to use linear reward (cost) model with a fixed dimension of reward feature, we highly recommend frequent validation of the linear model using model diagnostic tools. Linear regression diagnostic tools can be used as the first line of defense. However, more sophisticated model checking methods for online learning need to be developed to make sure the reward (cost) model is adequate. Second, there is room for improvement in optimization in the actor step. Optimizing the estimated regularized average reward function is in general a non-convex optimization problem and could be time-consuming. In the proposed algorithm, optimization at decision point $t + 1$ does not use the estimated policy parameters at previous decision points. In other words, the optimization is not incremental and may waste computing resources when the sample size gets large. Careful design of online optimization methods that leverages previous estimates will likely significantly improve the
computational efficiency of the actor-critic algorithm and help in its practical adoption in mobile health applications. Third, the algorithm presented in this article learns a user’s the optimal policy based solely on his/her history. However, in order to speed up the learning it is attractive idea, especially in the beginning of the learning period, to pool data across multiple users. Methods and theories for learning based on multiple users need to be developed (e.g., see the work of Tomkins et al. [2021]).
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Supplementary Material

A Proof of Lemma 1

Proof. Without the loss of generality, we assume that $0 < s_1 < s_2 < \ldots < s_K$. Otherwise, if some $s_i$’s are negative, we can transform all the contexts to be positive by adding to $s_i$’s a constant greater than $\min_{1 \leq i \leq K} s_i$. Denote this constant by $M$ and the corresponding policy parameter by $\tilde{\theta}$. There is a one-to-one correspondence between the two policy classes:

\[
\tilde{\theta}_0 = \theta_0 - M\theta_1 \\
\tilde{\theta}_1 = \theta_1
\]

Therefore if the lemma holds when all contexts are positive the same conclusion hold in the general setting. We use $p(\theta)$ to denote the probability the probability of choosing action $A = 1$ for policy $\pi_{\theta}$ at the $K$ different values of context:

\[
\left( \frac{e^{\theta_0 + \theta_1 s_1}}{1 + e^{\theta_0 + \theta_1 s_1}}, \frac{e^{\theta_0 + \theta_1 s_2}}{1 + e^{\theta_0 + \theta_1 s_2}}, \ldots, \frac{e^{\theta_0 + \theta_1 s_K}}{1 + e^{\theta_0 + \theta_1 s_K}} \right)
\]

Notice that each entry in $p(\theta)$ is number between 0 and 1 with equality if the policy is deterministic at certain context. A key step towards proving deterministic optimal policy is to show the following closed convex hull equivalency:

\[
\text{conv}\{p(\theta) : \theta \in \mathbb{R}^2\} = \text{conv}\{(\nu_1, \ldots, \nu_K), \nu_i \in \{0, 1\}, \nu_1 \leq \ldots \leq \nu_K \text{ or } \nu_1 \geq \ldots \geq \nu_K\}
\]

We examine the limiting points of $p(\theta)$ when $\theta_0$ and $\theta_1$ tends to infinity. We consider the case where $\theta_0 \neq 0$ and let $\theta_1 = p\theta_0$ where $p$ is a fixed value. It holds that

\[
\frac{e^{\theta_0 + \theta_1 s}}{1 + e^{\theta_0 + \theta_1 s}} = \frac{e^{\theta_0 (1 + ps)}}{1 + e^{\theta_0 (1 + ps)}} \rightarrow \begin{cases} 
0 : \text{if } \theta_0 \to -\infty, p > -1/s \\
0 : \text{if } \theta_0 \to \infty, p < -1/s \\
1 : \text{if } \theta_0 \to -\infty, p < -1/s \\
1 : \text{if } \theta_0 \to \infty, p > -1/s
\end{cases}
\]

It follows that when $\theta_0 \to -\infty$ and $p$ scans through the $K + 1$ intervals on $\mathbb{R}$: $(-\infty, -1/s_1], (-1/s_1, -1/s_2], \ldots, (-1/s_K, \infty)$, $p(\theta)$ approaches the following $K + 1$ limiting points:

A1
when \( \theta_0 \to \infty \) and \( p \) scans through the \( K + 1 \) intervals, \( p(\theta) \) approaches the following \( K + 1 \) limiting points

\[
\begin{align*}
(1, 1, ..., 1) \\
(0, 1, ..., 1) \\
... \\
(0, 0, ..., 1) \\
(0, 0, ..., 0) 
\end{align*}
\]

There are in total \( 2^K \) limiting points: \( \{(\nu_1, ..., \nu_K), \nu_i \in \{0, 1\}, \nu_1 \leq ... \leq \nu_K \text{ or } \nu_1 \geq ... \geq \nu_K\} \). Each limiting point is a \( K \) dimensional vector with 0-1 entries in an either increasing or decreasing order. Now we show that any \( p(\theta), \theta \in \mathbb{R}^2 \) is a convex combination of the limiting points. Let \( p(\theta) = [p_1(\theta), p_2(\theta), ..., p_K(\theta)] \). In fact,

- If \( \theta_1 = 0 \), \( p(\theta) = (1 - p_1(\theta))(0, 0, ..., 0) + p_1(\theta)(1, 1, ..., 1) \)

- If \( \theta_1 > 0 \), we have \( 0 < p_1(\theta) < p_2(\theta) < ... < p_K(\theta) < 1 \) and

\[
\begin{align*}
p(\theta) &= p_1(\theta)(1, 1, ..., 1) + (p_2(\theta) - p_1(\theta))(0, 1, ..., 1) + ... \\
&+ (p_K(\theta) - p_{K-1}(\theta))(0, 0, ..., 1) + (1 - p_K(\theta)) * (0, 0, ..., 0)
\end{align*}
\]

- If \( \theta_1 < 0 \), we have \( 1 > p_1(\theta) > p_2(\theta) > ... > p_K(\theta) > 0 \) and

\[
\begin{align*}
p(\theta) &= (1 - p_1(\theta)) * (0, 0, ..., 0) + (p_1(\theta) - p_2(\theta))(1, 0, ..., 0) + ... \\
&+ (p_K(\theta) - p_{K-1}(\theta))(1, 1, ..., 0) + p_K(\theta)(1, 1, ..., 1)
\end{align*}
\]

A2
Returning to optimizing the average reward, we denote \( \alpha_i = P(S = s_i) \left( \mathbb{E}(R|S = s_i, A = 1) - \mathbb{E}(R|S = s_i, A = 0) \right) \).

\[
\max_{\theta} V^*(\theta) = \max_{\theta} \sum_{i=1}^{K} \alpha_i p_i(\theta) \tag{14}
\]

\[
= \max_{(p_1, \ldots, p_K) \in \{\rho(\theta), \theta \in \mathbb{R}^2 \}} \sum_{i=1}^{K} \alpha_i p_i \tag{15}
\]

\[
= \max_{(p_1, \ldots, p_K) \in \text{conv}\{p(\theta), \theta \in \mathbb{R}^2\}} \sum_{i=1}^{K} \alpha_i p_i \tag{16}
\]

\[
= \max_{(p_1, \ldots, p_K) \in \text{conv}\{\nu_1, \ldots, \nu_K\}} \nu_1 \leq \ldots \leq \nu_K \text{ or } \nu_1 \geq \ldots \geq \nu_K \] \sum_{i=1}^{K} \alpha_i p_i \tag{17}
\]

Equation from (15) to (16) is followed by the fact that the objective function is linear (and thus convex) in \( p_i \)'s. Equivalency from (16) to (17) is a direct product of the closed convex hull equivalency. Theories in linear programming theory suggests that one of the maximal points is attained at the vertices of the convex hull of the feasible set. Therefore we have proved that one of the policy that maximizes \( V^*(\theta) \) is deterministic. \( \square \)

\section*{B One-to-one Correspondence between Constrained and Unconstrained Optimization}

The constrained optimization finds the policy that maximizes the average reward subject to the quadratic constraint, i.e.,

\[
\max_{\theta} V^*(\theta), \ s. \ t. \ \theta^T \mathbb{E}[g(S)^T g(S)] \theta \leq (\log(\frac{p_0}{1-p_0}))^2 \alpha \tag{18}
\]

The unconstrained optimization finds the policy that maximizes the regularized average reward:

\[
\theta^* = \arg\max_{\theta} J^*_\lambda(\theta) \tag{19}
\]

A natural question to ask, when transforming the constrained optimization problem (18) to an unconstrained one (19), does a Lagrangian multiplier exist for each level of stringency of
the quadratic constraint? While the correspondence between the constrained optimization and the unconstrained one may not seem so obvious due to the lack of convexity in $V^*(\theta)$, we established the following Lemma 2 given Assumption 8 and Assumption 4. Assumption 8 assumes the uniqueness of the global maximum for all positive $\lambda$.

**Assumption 8.** For every $0 < \lambda < \infty$, the global maximum of the regularized average reward is a singleton.

$$J^*_\lambda(\theta) = \sum_{s \in S} d(s) \sum_{a \in A} E(R|S = s, A = a) \pi_\theta(s, a) - \lambda \theta^T \mathbb{E}[g(S)g(S)^T] \theta.$$  

**Lemma 2.** If the maximizer of the average reward function $V^*(\theta)$ is deterministic, i.e. $P(\pi_\theta(A = 1|S) = 1) > 0$ or $P(\pi_\theta(A = 0|S) = 1) > 0$, under Assumption 4 and 8, for every $K = (\log(p_0/p_0^1))^2 \alpha > 0$ there exist a $\lambda > 0$ such that the solution of the constrained optimization problem 18 is the solution of the unconstrained optimization problem 19.

**Proof.** Let $\theta^*_\lambda$ be one of the global maxima of the Lagrangian function: $\theta^*_\lambda = \arg\max_\theta J^*_\lambda(\theta)$. Let $\beta_\lambda = \theta^*_\lambda^T \mathbb{E}[g(S)^T g(S)] \theta^*_\lambda$. By Proposition 3.3.4 in Bertsekas [1999], $\theta^*_\lambda$ is a global maximum of constrained problem:

$$\max_{\theta} V^*(\theta)$$

s.t. $\theta^T \mathbb{E}[g(S)^T g(S)] \theta \leq \beta_\lambda$

In addition, the stringency of the quadratic constraint increases monotonically with the value of the Lagrangian coefficient $\lambda$. Let $0 < \lambda_1 < \lambda_2$ and with some abuse of notation, let $\theta_1$ and $\theta_2$ be (one of) the global maximals of Lagrangian function $J^*_\lambda_1(\theta)$ and $J^*_\lambda_2(\theta)$. It follows that

$$-V^*(\theta_2) + \lambda_2 \theta_2^T \mathbb{E}[g(S)^T g(S)] \theta_2$$

$$\leq -V^*(\theta_1) + \lambda_2 \theta_1^T \mathbb{E}[g(S)^T g(S)] \theta_1$$

$$= -V^*(\theta_1) + \lambda_1 \theta_1^T \mathbb{E}[g(S)^T g(S)] \theta_1 + (\lambda_2 - \lambda_1) \theta_1^T \mathbb{E}[g(S)^T g(S)] \theta_1$$

$$\leq -V^*(\theta_2) + \lambda_1 \theta_2^T \mathbb{E}[g(S)^T g(S)] \theta_2 + (\lambda_2 - \lambda_1) \theta_1^T \mathbb{E}[g(S)^T g(S)] \theta_1$$

A4
It follows that

\[ \theta_1^T \mathbb{E}[g(S)^T g(S)] \theta_1 \geq \theta_2^T \mathbb{E}[g(S)^T g(S)] \theta_2. \]

As \( \lambda \) approaches 0, the maximal of the regularized average reward approaches the maximal of the average reward function, for which \( \mathbb{E}(\theta^T g(S))^2 \to \infty \). As \( \lambda \) increases towards \( \infty \), maximal of the regularized average reward approaches the random policy with \( \theta = 0 \). It’s only left to show that \( \theta_1^T \mathbb{E}[g(S)^T g(S)] \theta_1^* \) is a continuous function of \( \lambda \). Under Assumption 8, we can verify that conditions in Theorem 2.2 in Fiacco and Ishizuka [1990] holds. This theorem implies that the solution set of the unconstrained optimization 19 is continuous in \( \lambda \), sufficient to conclude the continuity of \( \theta_1^T \mathbb{E}[g(S)^T g(S)] \theta_1^* \).

\( \square \)

## C Proof of Theorem 1

**Lemma 3** (Boundedness of \( \theta^* \) and \( \hat{\theta}_t \) for large \( t \)). For fixed regularization parameter \( \lambda \), \( \|\theta^*\|_2^2 \leq \frac{1}{\lambda \lambda_p} \), \( \|\hat{\theta}_t\|_2^2 \leq \frac{4}{\lambda \lambda_p} \) with prob at least \( 1 - p(2e)^{-\frac{\lambda \lambda_p}{2}} \).

**Proof.** By definition, \( J(\theta^*, \mu^*) \geq J(0, \mu^*) \), we have

\[ 0 \leq \lambda \theta^T \mathbb{E}[g(S)^T g(S)] \theta^* \leq \int_{s \in S} d(s) \sum_{a \in A} f(s, a)^T \mu^* (\pi_{\theta^*} (s, a) - 1/2) ds \leq 1 \]

\[ \Rightarrow \lambda \|\theta^*\|_2^2 \lambda_p \leq \lambda \theta^T \mathbb{E}[g(S)^T g(S)] \theta^* \leq 1 \]

\[ \Rightarrow \|\theta^*\|_2^2 \leq \frac{1}{\lambda \lambda_p}. \]

For the boundedness of \( \|\hat{\theta}_t\|_2^2 \), we use the matrix Chernoff inequality. For \( \forall 0 < \delta < 1 \), we have

\[ P \left( \lambda_{\min} \left( \frac{1}{t} \sum_{\tau=1}^{t} g(S_{\tau}) g(S_{\tau})^T \right) \geq (1 - \delta) \lambda_p \right) \geq 1 - p \left( \frac{e^{-\delta}}{(1 - \delta)^{1-\delta}} \right)^{\lambda \lambda_p}. \]

Take \( \delta = \frac{1}{2} \), it becomes

\[ P \left( \lambda_{\min} \left( \frac{1}{t} \sum_{\tau=1}^{t} g(S_{\tau}) g(S_{\tau})^T \right) \geq \frac{1}{2} \lambda_p \right) \geq 1 - p \left( 2e \right)^{-\frac{\lambda \lambda_p}{2}}. \]
By definition, \( \hat{J}_t(\hat{\theta}_t, \hat{\mu}_t) \geq \hat{J}_t(0, \hat{\mu}_t) \), so
\[
0 \leq \lambda \hat{\theta}_t^T \left( \frac{1}{t} \sum_{\tau=1}^{t} g(S_{\tau}) g(S_{\tau})^T \right) \hat{\theta}_t \leq \frac{1}{t} \sum_{\tau=1}^{t} \sum_{a \in A} r_{\mu_t}(S_{\tau}, a) \left( \pi_{\theta}(S_{\tau}, a) - \frac{1}{2} \right) \leq 2
\]
Thus,
\[
P \left( \left\| \hat{\theta}_t \right\|_2^2 \leq \frac{4}{\lambda \lambda_p} \right) \geq 1 - p \left( 2e \right)^{-\frac{t \lambda_p}{2}}
\]

Proof of Theorem 7

\[
0 \leq J(\theta^*, \mu^*) - J(\hat{\theta}_t, \mu^*) \leq \left| J(\theta^*, \mu^*) - \hat{J}_t(\theta^*, \mu^*) \right| \quad (20)
+ \left| \hat{J}_t(\theta^*, \mu^*) - \hat{J}_t(\theta^*, \hat{\mu}_t) \right| \quad (21)
+ \left| \hat{J}_t(\theta^*, \hat{\mu}_t) - \hat{J}_t(\hat{\theta}_t, \hat{\mu}_t) \right| \quad (22)
+ \left| \hat{J}_t(\hat{\theta}_t, \hat{\mu}_t) - \hat{J}_t(\hat{\theta}_t, \mu^*) \right| \quad (23)
+ \left| \hat{J}_t(\hat{\theta}_t, \mu^*) - \hat{J}_t(\hat{\theta}_t, \mu^*) \right| \quad (24)
+ \left| \hat{J}_t(\hat{\theta}_t, \mu^*) - J(\hat{\theta}_t, \mu^*) \right| \quad (25)
+ \left| \hat{J}_t(\hat{\theta}_t, \mu^*) - J(\hat{\theta}_t, \mu^*) \right| \quad (26)
\]

Next, we show each part of above decomposition converges to zero with high probability.

Equation 20: By Lemma 3 we have
\[
|X_t| \triangleq \left| \sum_{a \in A} f(S_{\tau}, a)^T \mu^* \pi_{\theta^*}(S_{\tau}, a) - \lambda \theta^* T g(S_{\tau}) g(S_{\tau})^T \theta^* \right| \leq 2 + \lambda \left\| \theta^* \right\|_2^2 \leq 2 + \frac{1}{\lambda_p}.
\]
Then by Hoeffding’s inequality, using \(-2 - \frac{1}{\lambda_p} \leq X_t \leq 2 + \frac{1}{\lambda_p}\), we have
\[
P \left( \left| J(\theta^*, \mu^*) - \hat{J}_t(\theta^*, \mu^*) \right| > \epsilon \right) \leq 2 \exp \left\{ - \frac{t \epsilon^2}{2 \left( 2 + \frac{1}{\lambda_p} \right)^2} \right\}.
\]
By definition of functions $\hat{J}_t$ and $\tilde{J}_t$, we have

$$
\left| \tilde{J}_t(\theta^*, \mu^*) - \hat{J}_t(\theta^*, \mu^*) \right| = 0
$$

$$
\left| \hat{J}_t(\hat{\theta}_t, \mu^*) - \tilde{J}_t(\hat{\theta}_t, \mu^*) \right| = 0.
$$

Because $|f(S, a)^T \mu^*| \leq 2$ always holds for any $(S, a)$.

By $\hat{\theta}_t \triangleq \arg\max_{\theta} \hat{J}_t(\theta, \hat{\mu}_t)$, we have

$$
\hat{J}_t(\theta^*, \hat{\mu}_t) - \hat{J}_t(\hat{\theta}_t, \hat{\mu}_t) \leq 0.
$$

Define set $S_\lambda = \{ \theta : ||\theta||_2 \leq \sqrt{\frac{4}{M\lambda}} := M_\lambda \}$. Then there exists an $\epsilon_0$-net $N_\lambda$ of $S_\lambda$. It is well known that the covering number can be bounded by $|N_\lambda| \leq (\frac{3M_\lambda}{\epsilon_0} + 1)^p$. Thus, by union bound we have,

$$
P \left( \sup_{\theta \in N_\lambda} \left| \tilde{J}_t(\theta, \mu^*) - J(\theta, \mu^*) \right| > \epsilon \right) \leq 2 \left( \frac{3M_\lambda}{\epsilon_0} \right)^p \exp \left\{ -\frac{t\epsilon^2}{2 (2 + \frac{1}{\lambda})^2} \right\}
$$

Consider $\forall \theta \in S_\lambda$, one can show $J(\theta, \mu)$ and $\tilde{J}_t(\theta, \mu)$ are $(2 + 2\lambda M_\lambda^2)$-Lipschitz functions in $\theta$, thus we have below decompositions:

$$
\left| \tilde{J}_t(\theta, \mu^*) - J(\theta, \mu^*) \right| \leq \left| \tilde{J}_t(\theta, \mu^*) - \tilde{J}_t(\hat{\theta}, \mu^*) \right| + \left| \tilde{J}_t(\hat{\theta}, \mu^*) - J(\hat{\theta}, \mu^*) \right| + \left| J(\hat{\theta}, \mu^*) - J(\theta, \mu^*) \right|
$$

$$
\leq (4 + 4\lambda M_\lambda^2) \epsilon_0 + \sup_{\theta \in N_\lambda} \left| \tilde{J}_t(\theta, \mu^*) - J(\theta, \mu^*) \right|.
$$

where $\hat{\theta}$ is the closest point to $\theta$ in the $\epsilon_0$-net $N_\lambda$. Set $\epsilon_0 = \frac{\epsilon}{(8 + 8\lambda M_\lambda^2)}$, we can bound equation 26.
By
\[
P \left( \left| \tilde{J}_t(\hat{\theta}_t, \mu^*) - J(\hat{\theta}_t, \mu^*) \right| \geq \epsilon \right)
\leq P \left( \left\{ \left| \tilde{J}_t(\hat{\theta}_t, \mu^*) - J(\hat{\theta}_t, \mu^*) \right| \geq \epsilon \right\} \cap \left\{ \hat{\theta}_t \in S_\lambda \right\} \right) + P \left( \hat{\theta}_t \notin S_\lambda \right)
\leq P \left( \sup_{\theta \in S_\lambda} \left| \tilde{J}_t(\theta, \mu^*) - J(\theta, \mu^*) \right| \geq \epsilon \right) + p(2e)^{-\frac{\epsilon^2}{2}}
\leq P \left( \left( 4 + 4\lambda M_\lambda^2 \right) e_0 + \sup_{\theta \in \Lambda_\lambda} \left| \tilde{J}_t(\theta, \mu^*) - J(\theta, \mu^*) \right| > \epsilon \right) + p(2e)^{-\frac{\epsilon^2}{2}}
\leq P \left( \sup_{\theta \in \Lambda_\lambda} \left| \tilde{J}_t(\theta, \mu^*) - J(\theta, \mu^*) \right| > \epsilon/2 \right) + p(2e)^{-\frac{\epsilon^2}{2}}
\leq 2 \left( \frac{24 + 24\lambda M_\lambda^2}{\epsilon} M_\lambda \right)^p \exp \left\{ -\frac{te^2}{8 \left( 2 + \frac{1}{\lambda p} \right)^2} \right\} + p(2e)^{-\frac{\epsilon^2}{2}}.
\]

**Equation [22]** By eigenvalue decomposition, we have \( \mathbb{E} \left[ f(S, a_i) f(S, a_i)^T \right] = U_i \Sigma_i U_i^T \), where the dimensions are \( U_i \): \( k \) by \( r_i \), \( \Sigma_i : r_i \) by \( r_i \) and \( \text{rank}(\Sigma_i) = r_i \). Thus \( P \left( f(S_r, a_i) \in \text{col}(U_i) \right) = 1 \). By this property, we thus have

\[
P \left( U_i U_i^T f(S_r, a_i) = f(S_r, a_i) \right) = 1 \quad (i = 0, 1).
\]

(27)

By Lemma [3], we show
\[
P \left( \tilde{p}_0 \leq \pi_{\hat{\theta}_t}(S, a_1) = \frac{\exp \left( g(S)^T \hat{\theta}_t \right)}{1 + \exp \left( g(S)^T \hat{\theta}_t \right)} \leq 1 - \tilde{p}_0 \right) \geq 1 - p(2e)^{-\frac{\epsilon^2}{2}}.
\]

where \( \tilde{p}_0 := \frac{1}{1 + \exp \left( \sqrt{\frac{1}{\lambda p}} \right)} \).

Equation [22] can be written as:
\[
\left| \tilde{J}_t(\theta^*, \mu^*) - \tilde{J}_t(\theta^*, \mu_t) \right| = \frac{1}{t} \sum_{\tau=1}^{t} \sum_{a \in A} \left| r_{\mu^*}(S_r, a) - r_{\mu_t}(S_r, a) \right| \pi_{\theta}(S_r, a)
\]
\[
= \frac{1}{t} \sum_{\tau=1}^{t} \sum_{a \in A} \left| f(S_r, a)^T \mu^* - f(S_r, a)^T \mu_t \right| \pi_{\theta}(S_r, a).
\]

Since inequality \( \left| r_{\hat{\mu}_t}(S_r, a_0) - f(S_r, a)^T \mu^* \right| \leq \left| f(S_r, a)^T \hat{\mu}_t - f(S_r, a)^T \mu^* \right| \) always holds, we only need to bound the larger term \( \left| f(S_r, a)^T \hat{\mu}_t - f(S_r, a)^T \mu \right| \).
\[ P \left( |f(S_\tau, a_0)^T(\mu^* - \hat{\mu}_t)| > \epsilon \right) \]
\[ = P \left( |f(S_\tau, a_0)^T U_0 U_0^T (\mu^* - \hat{\mu}_t)| > \epsilon \right) \]
\[ \leq P \left( \|U_0 U_0^T (\mu^* - \hat{\mu}_t)\|_2 > \epsilon \right) \]
\[ = P \left( \left\| U_0 U_0^T \left( \frac{1}{t} \zeta I_k + \frac{1}{t} \sum_{i=1}^{t} f(S_i, A_i) f(S_i, A_i)^T \right)^{-1} \left( \frac{1}{t} \sum_{i=1}^{t} f(S_i, A_i) \epsilon_i - \frac{\zeta}{t} \mu^* \right) \right\| > \epsilon \right) \]
\[ \leq P \left( \lambda_{\max} \left( U_0 U_0^T \left( \frac{1}{t} \zeta I_k + \frac{1}{t} \sum_{i=1}^{t} f(S_i, A_i) f(S_i, A_i)^T \right)^{-1} \left\| \frac{1}{t} \sum_{i=1}^{t} f(S_i, A_i) \epsilon_i - \frac{\zeta}{t} \mu^* \right\| > \epsilon \right) \right) \]
\[ \leq P(\lambda_{\max} \left( U_0 U_0^T \left( \frac{1}{t} \zeta I_k + \frac{1}{t} \sum_{i=1}^{t} f(S_i, A_i) f(S_i, A_i)^T \mathbb{1}_{\{A_i=a_0\}} \right)^{-1} \right) \]
\[ \times \left\| \frac{1}{t} \sum_{i=1}^{t} f(S_i, A_i) \epsilon_i - \frac{\zeta}{t} \mu^* \right\| > \epsilon) \]

By eigenvalue decomposition, we write \( \frac{1}{t} \sum_{i=1}^{t} f(S_i, A_i) f(S_i, A_i)^T \mathbb{1}_{\{A_i=a_0\}} := U_0 \Sigma_{\{0, t\}, t} U_0^T \), let \( V_0 \) denote the orthonormal matrix where its column vectors span the complementary subspace of \( U_0 \)'s column space. Thus we have \( U_0^TV_0 = 0 \) and \( U_0 U_0^T + V_0 V_0^T = I_k \). So above term can be written as
\[
P(\lambda_{\text{max}} \left( U_0U_0^T \left( \frac{1}{\ell} \zeta \left( U_0U_0^T + V_0V_0^T \right) + U_0 \Sigma(t)U_0^T \right) \right)^{-1} \left\| \frac{1}{\ell} \sum_{i=1}^{t} f(S_i, A_i) \epsilon_i - \frac{\zeta}{\ell} \mu^* \right\| > \epsilon) \\
= P(\lambda_{\text{max}} \left( U_0U_0^T \left( \frac{1}{\ell} \zeta V_0V_0^T + U_0 \left( \Sigma(t) + \frac{1}{\ell} \zeta I \right) U_0^T \right) \right)^{-1} \left\| \frac{1}{\ell} \sum_{i=1}^{t} f(S_i, A_i) \epsilon_i - \frac{\zeta}{\ell} \mu^* \right\| > \epsilon) \\
= P(\lambda_{\text{max}} \left( U_0U_0^T \left( \frac{1}{\ell} \zeta I V_0V_0^T + U_0 \left( \Sigma(t) + \frac{1}{\ell} \zeta I \right)^{-1} U_0^T \right) \right)^{-1} \left\| \frac{1}{\ell} \sum_{i=1}^{t} f(S_i, A_i) \epsilon_i - \frac{\zeta}{\ell} \mu^* \right\| > \epsilon) \\
= P(\lambda_{\text{max}} \left( U_0 \left( \Sigma(t) + \frac{1}{\ell} \zeta I \right) U_0^T \right) \left\| \frac{1}{\ell} \sum_{i=1}^{t} f(S_i, A_i) \epsilon_i - \frac{\zeta}{\ell} \mu^* \right\| > \epsilon) \\
\leq P(\lambda_{\text{min}}^{-1}(\Sigma(t)) \left\| \frac{1}{\ell} \sum_{i=1}^{t} f(S_i, A_i) \epsilon_i - \frac{\zeta}{\ell} \mu^* \right\| > \epsilon) \\
= P(\lambda_{\text{min}}^{-1}(\Sigma(t)) \left\| \frac{1}{\ell} \sum_{i=1}^{t} f(S_i, A_i) \epsilon_i - \frac{\zeta}{\ell} \mu^* \right\| > \epsilon \cap \text{rank}(\Sigma(t)) = r_0) \\
+ P(\lambda_{\text{min}}^{-1}(\Sigma(t)) \left\| \frac{1}{\ell} \sum_{i=1}^{t} f(S_i, A_i) \epsilon_i - \frac{\zeta}{\ell} \mu^* \right\| > \epsilon \cap \text{rank}(\Sigma(t)) \neq r_0) \\
\leq P(\lambda_{(r_0)}^{-1}(\Sigma(t)) \left\| \frac{1}{\ell} \sum_{i=1}^{t} f(S_i, A_i) \epsilon_i - \frac{\zeta}{\ell} \mu^* \right\| > \epsilon) + P(\text{rank}(\Sigma(t)) \neq r_0)
\]

In order to upper bound \( P \left( \left| f(S_\tau, a_0)^T (\mu^* - \hat{\mu}_i) \right| > \epsilon \right) \), we only need to upper bound the two probabilities in above term.

**Part 1: lower bound**  \( \lambda_{(r_0)} \left( \frac{1}{\ell} \sum_{i=1}^{t} f(S_i, A_i) f(S_i, A_i)^T \mathbb{1}_{\{A_i = a_0\}} \right) \)
\[
\lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=1}^{t} f(S_i, A_i) f(S_i, A_i)^T \mathbb{1}_{\{A_i = a_0\}} \right) \\
\lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=1}^{t} f(S_i, a_0) f(S_i, a_0)^T \mathbb{1}_{\{A_i = a_0\}} \right) \\
\geq \lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \mathbb{1}_{\{A_i = a_0\}} \right) \quad \text{(By Weyl’s inequality)} \\
\geq \lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \pi_{\tilde{\theta}_{i-1}} (S_i, a_0) \right) - \lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \tilde{p}_0 \right) \\
+ \lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \tilde{p}_0 \right) - \left\| \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \left( \mathbb{1}_{\{A_i = a_0\}} - \pi_{\tilde{\theta}_{i-1}} (S_i, a_0) \right) \right\|_{op} \\
\]

Thus we have

\[
P \left( \lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=1}^{t} f(S_i, A_i) f(S_i, A_i)^T \mathbb{1}_{\{A_i = a_0\}} \right) \geq \frac{\lambda_{(r_0)} \tilde{p}_0}{8} \right) \\
\geq 1 - P \left( \lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \pi_{\tilde{\theta}_{i-1}} (S_i, a_0) \right) - \lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \tilde{p}_0 \right) < 0 \right) \\
- P \left( \lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \tilde{p}_0 \right) \frac{\lambda_{(r_0)} \tilde{p}_0}{4} \right) \\
- P \left( \left\| \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \left( \mathbb{1}_{\{A_i = a_0\}} - \pi_{\tilde{\theta}_{i-1}} (S_i, a_0) \right) \right\|_{op} > \frac{\lambda_{(r_0)} \tilde{p}_0}{8} \right) \\
\]

In the last inequality above, we have

\[
P \left( \lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \pi_{\tilde{\theta}_{i-1}} (S_i, a_0) \right) - \lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \tilde{p}_0 \right) \geq 0 \right) \\
\geq P \left( \pi_{\tilde{\theta}_{i-1}} (S_i, a_0) \geq \tilde{p}_0, \forall i = t/2, \ldots, t \right) \geq 1 - \frac{t \rho}{2} (2e)^{-\frac{t \rho}{4}}.
\]
By Chernoff’s inequality, we have

\[
P \left( \lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \tilde{p}_0 \right) \geq \frac{\lambda_{r_0} \tilde{p}_0}{4} \right)
\]

\[
= P \left( \lambda_{(r_0)} \left( \frac{2}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \right) \geq \frac{\lambda_{r_0}}{2} \right) \geq 1 - k(2e)^{-\frac{\lambda_{r_0}}{4}}.
\]

By matrix Azuma inequality on martingale we have,

\[
P \left( \left\| \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, a_0) f(S_i, a_0)^T \left( \mathbb{1}_{\{A_i=a_0\}} - \pi_{\tilde{\theta}_{i-1}} (S_i, a_0) \right) \right\|_{op} \geq \epsilon \right) \leq k \exp \left( -\frac{t \epsilon^2}{8} \right)
\]

Combine everything together, we finish part 1 of the proof for equation \[22\] by

\[
P \left( \lambda_{(r_0)} \left( \frac{1}{t} \sum_{i=t/2}^{t} f(S_i, A_i) f(S_i, A_i)^T \mathbb{1}_{\{A_i=a_0\}} \right) \geq \frac{\lambda_{r_0} \tilde{p}_0}{8} \right)
\]

\[
\geq 1 - \frac{tp}{2} (2e)^{-\frac{\lambda_{r_0}}{4}} - k(2e)^{-\frac{\lambda_{r_0}}{4}} - k \exp \left( -\frac{t \lambda_{r_0} \tilde{p}_0^2}{512} \right)
\]

**Part 2:** upper bound \( P(\text{rank}(\Sigma(t)) \neq r_0) \):

First we consider \( \sum_{i=t/2}^{t} \mathbb{1}_{\{A_i=a_0\}} \):

\[
P \left( \sum_{i=t/2}^{t} \mathbb{1}_{\{A_i=a_0\}} > \frac{tp_0}{4} \right)
\]

\[
= P \left( \sum_{i=t/2}^{t} \mathbb{1}_{\{A_i=a_0\}} - \pi_{\tilde{\theta}_{i-1}} (S_i, a_0) \right) \geq \frac{t \tilde{p}_0}{2} \geq \frac{tp_0}{4}
\]

\[
\geq 1 - P \left( \sum_{i=t/2}^{t} \left( \mathbb{1}_{\{A_i=a_0\}} - \pi_{\tilde{\theta}_{i-1}} (S_i, a_0) \right) \leq -\frac{tp_0}{4} \right) - P \left( \sum_{i=t/2}^{t} \left( \pi_{\tilde{\theta}_{i-1}} (S_i, a_0) - \tilde{p}_0 \right) < 0 \right)
\]

\[
\geq 1 - \exp \left( -\frac{tp_0^2}{16} \right) - \frac{t}{4} p(2e)^{-\frac{\lambda_{r_0}}{4}}
\]
The last inequality follows from the Azuma’s inequality and Lemma 3. Thus we have

\[
P(\text{rank}(\Sigma(t)) = r_0) = P(\text{rank}(\Sigma(t)) \geq r_0) = P(\lambda_{(r_0)}(\Sigma(t)) > 0)
\]

\[
\geq P\left(\left\|\frac{1}{\sum_{i=1}^{t} \mathbb{1}_{\{A_i = a_0\}} i; A_i = a_0} f(S_i, a_0) f(S_i, a_0)^T - \mathbb{E}[f(S, a_0)f(S, a_0)^T]\right\|_{op} \leq \frac{\lambda_{(r_0)}}{2}\right)
\]

\[
\geq P\left(\text{event in previous line } \left|\sum_{i=t/2}^{t} \mathbb{1}_{\{A_i = a_0\}} > t\tilde{p}_0/4\right) \right) P\left(\sum_{i=t/2}^{t} \mathbb{1}_{\{A_i = a_0\}} > t\tilde{p}_0/4\right)
\]

\[
\geq 1 - k \exp\left(-\frac{t\tilde{p}_0\lambda_{r_0}^2}{256}\right) - \exp\left(-\frac{t\tilde{p}_0^2}{16}\right) - \frac{t}{2} p(2e)^{-\frac{\mu^*}{2}}.
\]

Thus, combining part 1 and part 2, we have

\[
P\left(\|U_0 U_0^T (\mu^* - \tilde{\mu}_t)\| > \epsilon\right)
\]

\[
\leq P\left(\lambda_{(r_0)}^{-1}\left(\frac{1}{t} \sum_{i=1}^{t} f(S_i, A_i) f(S_i, A_i)^T \mathbb{1}_{\{A_i = a_0\}}\right) > \frac{8}{\tilde{p}_0 \lambda_{r_0}}\right)
\]

\[
+ P\left(\left\|\frac{1}{t} \sum_{i=1}^{t} f(S_i, A_i) \epsilon_i - \frac{\zeta}{t} \mu^*\right\| > \frac{e\tilde{p}_0 \lambda_{r_0}}{8}\right) + P\left(\text{rank}(\Sigma(t)) \neq r_0\right)
\]

\[
= P\left(\lambda_{(r_0)}\left(\frac{1}{t} \sum_{i=1}^{t} f(S_i, A_i) f(S_i, A_i)^T \mathbb{1}_{\{A_i = a_0\}}\right) \leq \frac{\tilde{p}_0 \lambda_{r_0}}{8}\right)
\]

\[
+ P\left(\left\|\frac{1}{t} \sum_{i=1}^{t} f(S_i, A_i) \epsilon_i\right\| > \frac{e\tilde{p}_0 \lambda_{r_0}}{8} - \left\|\frac{\zeta}{t} \mu^*\right\|\right) + P\left(\text{rank}(\Sigma(t)) \neq r_0\right)
\]

\[
\leq \frac{tp}{2} (2e)^{-\frac{\mu^*}{4}} + k(2e)^{-\frac{\lambda_{r_0}}{4}} + k \exp\left(-\frac{t\lambda_{r_0}^2 \tilde{p}_0^2}{512}\right) + \left(2 + \frac{C_1 \sigma^2}{t e^2 \tilde{p}_0^2 \lambda_{r_0}^2}\right) \exp\left(-\frac{\sqrt{t} \epsilon \tilde{p}_0 \lambda_{r_0}}{C_2 \sigma}\right)
\]

\[
+k \exp\left(-\frac{t\tilde{p}_0 \lambda_{r_0}^2}{256}\right) + \exp\left(-\frac{t\tilde{p}_0^2}{16}\right) + \frac{t}{2} p(2e)^{-\frac{\mu^*}{4}} + k \exp\left(-\frac{t\tilde{p}_0^2}{16}\right) + \frac{t}{2} p(2e)^{-\frac{\mu^*}{4}}.
\]

while \(t \geq \frac{16}{\epsilon \tilde{p}_0 \lambda_{r_0}}\). The last inequality is obtained from previous results and martingale valued inequality applied on \(\{f(S_i, A_i)\epsilon_i\}_{i=1}^{t}\) and \(C_1, C_2\) are constants.
Similarly, by eigenvalue decomposition, we have $E[f(S, a_1)f(S, a_1)^T] = U_1 \Sigma_1 U_1^T$, $rank(\Sigma_1) = r_1$ and $\lambda_{r_1} := \lambda_{(r_1)}(\Sigma_1)$, we have

$$P \left( \|U_1 U_1^T (\mu^* - \hat{\mu}_t)\| > \epsilon \right) \leq tp \left( 2e \right)^{-\frac{r_1p}{4}} + k(2e)^{-\frac{r_1p}{4}} + k \exp \left( -\frac{t \lambda_{r_1}^2 \tilde{p}_0^2}{512} \right) + \left( 2 + \frac{C_1 \sigma^2}{te^2 \tilde{p}_0^2 \lambda_{r_1}^2} \right) \exp \left( -\frac{\sqrt{t} \tilde{p}_0 \lambda_{r_1}}{C_2 \sigma} \right)$$

Thus, for Equation 22 can be bounded by

$$P \left( \left| \hat{J}_t(\theta^*, \mu^*) - \hat{J}_t(\theta^*, \hat{\mu}_t) \right| > \epsilon \right) \leq P \left( \sum_{a \in A} \frac{1}{t} \sum_{\tau=1}^t |f(S_\tau, a)^T (\mu^* - \hat{\mu}_t)| > \epsilon \right)$$

$$\leq P \left( \|U_0 U_0^T (\mu^* - \hat{\mu}_t)\|_2 > \epsilon / 2 \right) + P \left( \|U_1 U_1^T (\mu^* - \hat{\mu}_t)\|_2 > \epsilon / 2 \right)$$

$$\leq tp \left( 2e \right)^{-\frac{r_1p}{4}} + 2k \left( 2e \right)^{-\frac{\min\{\lambda_{r_0}, \lambda_{r_1}\}}{4}} + 2k \exp \left( -\frac{t \min\{\lambda_{r_0}^2, \lambda_{r_1}^2\} \tilde{p}_0^2}{512} \right)$$

$$+ 2 \left( 2 + \frac{C_1 \sigma^2}{te^2 \tilde{p}_0^2 \min\{\lambda_{r_0}^2, \lambda_{r_1}^2\}} \right) \exp \left( -\frac{\sqrt{t} \tilde{p}_0 \min\{\lambda_{r_0}, \lambda_{r_1}\}}{C_2 \sigma} \right)$$

$$+ 2k \exp \left( -\frac{t \tilde{p}_0 \min\{\lambda_{r_0}^2, \lambda_{r_1}^2\}}{256} \right) + 2 \exp \left( -\frac{t \tilde{p}_0^2}{16} \right) + tp(2e)^{-\frac{r_1p}{4}},$$

while $t \geq \frac{16 \epsilon}{e \tilde{p}_0 \min\{\lambda_{r_0}, \lambda_{r_1}\}}$.

**Equation 24**: This term can be bounded same as Equation 22.

**Combine Equations 20, 21, 22, 23, 24, 25, 26.**
\[ P \left( J(\theta^*, \mu^*) - J(\hat{\theta}_t, \mu^*) > 5\epsilon \right) \]
\[ \leq P \left( |J(\theta^*, \mu^*) - J(\hat{\theta}_t, \mu^*)| > \epsilon \right) + P \left( |\hat{J}_t(\theta^*, \mu^*)| > \epsilon \right) + P \left( |\hat{J}_t(\theta^*, \mu_t)| - |\hat{J}(\hat{\theta}_t, \mu^*)| > 2\epsilon \right) \]
\[ + P \left( |\hat{J}_t(\theta^*, \hat{\mu}_t) - |\hat{J}(\hat{\theta}_t, \mu^*)| > \epsilon \right) \]
\[ + P \left( |\hat{J}_t(\hat{\theta}_t, \mu^*) - J(\hat{\theta}_t, \mu^*)| > \epsilon \right) \]
\[ \leq 2 \exp \left\{ -\frac{t\epsilon^2}{2 \left( 2 + \frac{1}{\lambda_p} \right)^2} \right\} + 4k (2e)^{-t \min(\frac{\lambda_{p0}, \lambda_{r1}}{2})} + 4k \exp \left( -\frac{t\epsilon\tilde{p}_0 \min \{\lambda_{r0}, \lambda_{r1} \}}{C_2 \sigma} \right) \]
\[ + 4 \exp \left( -\frac{t\tilde{p}_0 \min \{\lambda_{r0}, \lambda_{r1} \}}{256} \right) + 4 \exp \left( -\frac{t\tilde{p}_0^2}{16} \right) + 2tp(2e)^{-\frac{\epsilon t\lambda_p}{4}} \]
\[ + 2 \left( \frac{24 + \frac{96}{\lambda_p}}{\epsilon} \right)^\theta \exp \left\{ -\frac{t\epsilon^2}{8 \left( 2 + \frac{1}{\lambda_p} \right)^2} \right\} + p(2e)^{-\frac{\epsilon t\lambda_p}{4}} \]

**Finishing the proof:** Plug in \( \delta \) to the right side in above and one can directly obtain:

\[
\begin{aligned}
t = O(\max \left\{ \frac{p^2 \sigma^2}{\epsilon^2 \lambda_p^2 \gamma^2 \tilde{p}_0^2}, \frac{1}{\epsilon^2 \lambda_p^2 \gamma^2 \tilde{p}_0^2}, \frac{\zeta}{\epsilon \tilde{p}_0} \right\}) \\
& \times \left( \log \left( \frac{\max \{p, k\}}{\delta} \right) + \log^2 \left( \frac{\sigma^2}{\epsilon \delta^2 \tilde{p}_0^2 \gamma^2} \right) + \log \left( \frac{1}{\epsilon \delta \sqrt{\lambda \lambda_p \lambda_p}} \right) \right)
\end{aligned}
\]

\[ \Box \]

## D Proof of Corollary

**Proof.** For high probability parameter \( \delta/2 > 0 \), we define \( T_1 = CT_1^{2/3} \) and \( \epsilon = C' T_1^{-1/3} \), for some \( C > 0 \) and \( C' > 0 \) such that the condition in Theorem 1 holds. That is being said, \( P \left( |J(\theta^*, \mu^*) - J(\hat{\theta}_t, \mu^*)| \leq 5\epsilon \right) \geq 1 - \delta/2 \) holds for \( t \geq T_1 \). Define the good event \( E \) as:

\[ E \triangleq \left\{ |J(\theta^*, \mu^*) - J(\hat{\theta}_t, \mu^*)| \leq 5\epsilon \text{ and } \|\hat{\theta}_t\|_2^2 \leq \frac{4}{\lambda \lambda_p}, \forall T_1 \leq t \leq T \right\} \]

A15
By Lemma 3, we know that under above parameters setting, $\|\hat{\theta}_t\|^2 \leq \frac{4}{\lambda_p}$ also holds for $t \geq T_1$ for large enough $T$. Then $P(E^c) \leq 2P\left(\left| J(\theta^*, \mu^*) - J(\hat{\theta}_t, \mu^*) \right| > 5\epsilon \right) = \delta$ and thus $P(E) \geq 1 - \delta$. Under event $E$ we have,

$$\text{Reg}_J(T) = \sum_{t=1}^{T_1} \left( J(\theta^*, \mu^*) - J(\hat{\theta}_t, \mu^*) \right) + \sum_{t=T_1+1}^{T} \left( J(\theta^*, \mu^*) - J(\hat{\theta}_t, \mu^*) \right) \leq \left( T_1 + \frac{1}{\lambda_p} T_1 \right) + \left( T_1 + \frac{4}{\lambda_p} T_1 \right) + (T - T_1) \times 5\epsilon = \tilde{O}(T^{2/3}).$$

\[ \square \]

### E Proof of Theorem 2

#### E.1 Proof of the consistency of the critic

**Proof.** The $L_2$ distance between $\hat{\mu}_t$ and $\mu^*$ can be written as

$$|\hat{\mu}_t - \mu^*|^2 = \frac{C(t)}{t} \left( \frac{B(t)}{t} \right)^{-1} \left( \frac{B(t)}{t} \right)^{-1} \frac{C(t)}{t} + o_p(1)$$

where

$$C(t) = \sum_{\tau=1}^{t} f(S_{\tau}, A_{\tau}) \epsilon_{\tau}$$

$$B(t) = \zeta I_{k \times k} + \sum_{\tau=1}^{t} f(S_{\tau}, A_{\tau}) f(S_{\tau}, A_{\tau})^T$$

The two steps in proving $|\hat{\mu}_t - \mu^*|^2 \to 0$ in probability are

1. We show that the matrix $\frac{B(t)}{t}$ has minimal eigenvalue bounded away from 0 with probability going to 1, and

2. We also show that $\frac{C(t)}{t}$ converges to a zero vector in probability.

To prove the first step, we construct a matrix-valued martingale difference sequence $\{X_i\}_{i=1}^{\infty}$:

$$X_i = f(S_i, A_i) f(S_i, A_i)^T - \mathbb{E}(f(S_i, A_i) f(S_i, A_i)^T | F_i)$$

$$= f(S_i, A_i) f(S_i, A_i)^T - \int_s d(s) \sum_a f(s, a) f(s, a)^T \pi_{\hat{\theta}_{i-1}}(s, a) ds$$

$$= f(S_i, A_i) f(S_i, A_i)^T - K(\hat{\theta}_{i-1})$$
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where $K(\theta) = \mathbb{E}_\theta[f(S, A)f(S, A)^T] = \sum_s d(s) \sum_a f(s, a) f(s, a)^T \pi_\theta(A = a | S = s)$. In our matrix-valued martingale definition, the filtration $\mathcal{F}_i = \sigma\{\hat{\theta}_j, j \leq i - 1\}$ is the sigma algebra expand by the estimated optimal policy before decision point $i$. By Assumption 3, the sequence of random matrices $\{X_i\}$ are uniformly bounded. Applying the matrix Azuma inequality in [Tropp 2012], it follows that

$$
\lambda_{\max}\left(\frac{B(t)}{t} - \frac{\sum_{i=1}^t K(\hat{\theta}_{i-1})}{t}\right) = \lambda_{\max}\left(\frac{1}{t} \sum_{i=1}^t X_i + \frac{\zeta I_{k \times k}}{t}\right)
\leq \lambda_{\max}\left(\frac{1}{t} \sum_{i=1}^t X_i\right) + \lambda_{\max}\left(\frac{\zeta I_{k \times k}}{t}\right)
\rightarrow 0 \text{ in probability}
$$

We use operators $\lambda_{\min}$ and $\lambda_{\max}$ to denote the smallest and the largest eigenvalue of a matrix. Using a similar argument, $\lambda_{\min}\left(\frac{B(t)}{t} - \frac{\sum_{i=1}^t K(\hat{\theta}_{i-1})}{t}\right) \rightarrow 0$ in probability. Now we can show that the minimal eigenvalue of $\frac{B(t)}{t}$ is bounded away from 0 with probability going to 1:

$$
\lambda_{\min}\left(\frac{B(t)}{t}\right) = \lambda_{\min}\left(\frac{B(t)}{t} - \frac{\sum_{i=1}^t K(\hat{\theta}_{i-1})}{t} + \frac{\sum_{i=1}^t K(\hat{\theta}_{i-1})}{t}\right)
\geq \lambda_{\min}\left(\frac{B(t)}{t} - \frac{\sum_{i=1}^t K(\hat{\theta}_{i-1})}{t}\right) + \lambda_{\min}\left(\frac{\sum_{i=1}^t K(\hat{\theta}_{i-1})}{t}\right)
$$

We’ve showed that the first term converges to 0 in probability. By the consistency of $\hat{\theta}_t$, $K(\hat{\theta}_t)$ converges to $K(\theta^*)$ in probability element-wise. Since eigenvalues are continuous functions of its element values (to see this, notice that eigenvalues of a matrix are roots of its characteristic polynomial [Zedek 1965]), we have $\lambda_{\min}(\sum_{i=1}^t K(\hat{\theta}_{i-1})) \rightarrow \lambda_{\min}(K(\theta^*))$ in probability. Hence we have shown that the minimal eigenvalue of $\frac{B(t)}{t}$ is bounded with probability going to 1.

To prove that $\frac{C(t)}{t}$ converges to $0_k$ vector in probability, we construct vector-valued martingale difference sequence $Y_i = f(S_i, A_i)\epsilon_i$ using the same filtration $\mathcal{F}_i = \sigma\{\hat{\theta}_j, j \leq i - 1\}$. This sequence has bounded variance under Assumption 3. Applying the vector-valued Azuma inequality,

$$
\frac{C(t)}{t} = \frac{1}{t} \sum_{\tau=1}^t Y_\tau \rightarrow 0_k
$$
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E.2 Proof of the asymptotic normality of the critic

Proof. Based on the formula of \(\hat{\mu}_t\),

\[
\hat{\mu}_t - \mu^* = (\zeta I_d + \sum_{i=1}^t f(S_i, A_i) f(S_i, A_i)^T)^{-1} \sum_{i=1}^t f(S_i, A_i) \epsilon_i - \mu^* \\
= (\zeta I_d + \frac{1}{t} \sum_{i=1}^t f(S_i, A_i) f(S_i, A_i)^T)^{-1} \frac{1}{t} \sum_{i=1}^t f(S_i, A_i) \epsilon_i - \mu^* + o_p(1)
\]

Based on the consistency of \(\theta_t\), we have that \(\zeta I_d + \sum_{i=1}^t f(S_i, A_i) f(S_i, A_i)^T\) converges in probability to \(E_{\theta^*}(f(S, A) f(S, A)^T)\). Now it is the key to analyze the asymptotic distribution of the martingale difference sequence \(\{f(S_i, A_i) \epsilon_i\}_{i=1}^t\). With respect to filtration \(F_{t,j} = \sigma(\{S_k, A_k, \epsilon_k\}_{i=1}^j)\). Define \(M^* = [E_{\theta^*}(f(S, A) f(S, A)^T)]^{-1/2}\) and a martingale difference sequence \(\{\xi_{t,i} = \frac{M^* f(S_i, A_i) \epsilon_i}{\sqrt{t}}\}_{i=1}^t\) which is adapted to the filtration \(F_{t,i}\) and satisfies \(E(\xi_{t,i} | F_{t,i-1}) = 0\). To apply vector Lindberg-Levy central limit theorem for martingale difference sequences [Billingsley 1961], we check the two conditions in this theorem:

1. The conditional variance assumption.

\[
V_t = \sum_{i=1}^t E(\xi_{t,i}^2 | F_{t,i-1}) \\
= \frac{1}{t} \sum_{i=1}^t M^* E_{\theta_{i-1}}(f(s, a) f(s, a)^T) M^*
\]

converges in probability to \(I_d \sigma^2\) by consistency of \(\theta_t\).

2. The Lindeberg condition. For any given \(\delta > 0\),

\[
\sum_{i=1}^t E(\xi_{t,i}^2 \mathbb{1}(\|\xi_{t,i}\|_2 > \delta) | F_{t,i-1}) \\
= \frac{1}{t} \sum_{i=1}^t E(M^* f(S_i, A_i) f(S_i, A_i)^T \epsilon_i^2 M^* \mathbb{1}(\|M^* f(S_i, A_i) \epsilon_i\|_1 > \sqrt{t} \delta) | F_{t,i-1}) \\
\leq \frac{1}{t} \sum_{i=1}^t E(M^* f(S_i, A_i) f(S_i, A_i)^T \epsilon_i^2 M^* \mathbb{1}(\|M^* f(S_i, A_i)\|_2 \epsilon_i^2 > \sqrt{t} \delta) | F_{t,i-1})
\]
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By Assumption 3, \( f(S, A) \) are bounded almost surely, therefore the above expression goes to 0 as \( t \to 0 \).

The Lindberg-Levy martingale central limit theorem concludes that
\[
\sum_{i=1}^{t} \xi_{t,i} \to N(0_d, I_d \sigma^2) \text{ in distribution}
\]

Therefore
\[
\sqrt{t}(\hat{\mu}_t - \mu^*) \to N(0_d, [\mathbb{E}_{\theta^*}(f(S, A)f(S, A)^T)]^{-1}\sigma^2) \tag{28}
\]

\[
\blacksquare
\]

## F Proof of Theorem 3

### F.1 Proof of the consistency of the actor

Based on Theorem 1 and Assumption 6, for sufficiently small \( \delta > 0 \), there exist \( \epsilon > 0 \) such that
\[
\{ \theta : |J(\theta, \mu^*) - J(\theta^*, \mu^*)| \leq \epsilon \} \cap \{ \theta : |\theta - \theta^*| > \delta \} = \emptyset
\]

Therefore
\[
P(|J(\hat{\theta}_t, \mu^*) - J(\theta^*, \mu^*)| \leq \epsilon) = P(\{ |J(\hat{\theta}_t, \mu^*) - J(\theta^*, \mu^*)| \leq \epsilon \} \cap \{ |\hat{\theta}_t - \theta^*| > \delta \}) + P(\{ |J(\hat{\theta}_t, \mu^*) - J(\theta^*, \mu^*)| \leq \epsilon \} \cap \{ |\hat{\theta}_t - \theta^*| \leq \delta \}) = P(\{ |J(\hat{\theta}_t, \mu^*) - J(\theta^*, \mu^*)| \leq \epsilon \} \cap \{ |\hat{\theta}_t - \theta^*| \leq \delta \}) \leq P(|\hat{\theta}_t - \theta^*| \leq \delta) \leq 1
\]

Since \( P(|J(\hat{\theta}_t, \mu^*) - J(\theta^*, \mu^*)| \leq \epsilon) \to 1 \) in as \( t \to \infty \), \( P(|\hat{\theta}_t - \theta^*| \leq \delta) \to 1 \). In other words, \( P(|\hat{\theta}_t - \theta^*| > \delta) \to 0 \), convergence in probability follows.
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F.2 Proof of the asymptotic normality of the actor

Again, our strategy is to derive the asymptotic normality of \( \tilde{\theta}_t \) and then use the fact that \( \hat{\theta}_t \) must have the same asymptotic distribution.

**Proof.** We first prove that

\[
G_t j_\theta(\hat{\mu}_t, \tilde{\theta}_t, S) - G_t j_\theta(\mu^*, \theta^*, S) = o_p(1) \tag{29}
\]

, where \( G_t = \sqrt{t}(\mathbb{P}_t - \mathbb{P}) \), the empirical process induced by the “marginal” stochastic process \( \{S_i\}_{i=1}^t \) formed by the history of contexts. The “full” stochastic process involves the sequence of triples \( \{S_i, A_i, \epsilon_i\}_{i=1}^t \), the complete history of contexts, actions and reward errors. We consider the class of functions \( F = \{ j_\theta(\mu, \theta, s) : \|\theta - \theta^*\|_2 \leq \delta, \|\mu - \mu^*\|_2 \leq \delta \} \), where \( j_\theta(\mu, \theta, s) \) is the partial derivative with respect to \( \theta \) of function:

\[
j(\mu, \theta, s) = \sum_a f(s,a)^T \mu \pi_\theta(s,a) - \lambda \theta^T g(s)g(s)^T \theta
\]

The boundedness assumption on reward feature, policy feature and reward ensures that the parametrized class of functions \( j_\theta(\mu, \theta, s) \) is P-Donsker in a neighborhood of \( (\mu^*, \theta^*) \). In other words \( F \) is P-Donsker, where P is the distribution of the marginal stochastic process formed by contexts. We complete the first part of the proof by modifying Lemma 19.24 in Van der Vaart [2000]. It may seem that the dependence of \( \hat{\mu}_t \) and \( \tilde{\theta}_t \) on the full stochastic process could introduce complexity but a closer inspection shows that the proof goes through. The random function \( j_\theta(\hat{\mu}_t, \tilde{\theta}_t, S) \) belongs to the P-Donsker class defined above and satisfies that

\[
\sum_s d(s)(j_\theta(\hat{\mu}_t, \tilde{\theta}_t, s) - j_\theta(\mu^*, \theta^*, s))^2 \to 0
\]

in probability. This is a result of the consistency of both \( \hat{\mu}_t \) and \( \tilde{\theta}_t \), as well as applying the continuous mapping theorem. By Theorem 18.10(v) in Van der Vaart [2000],

\[
(G_t, j_\theta(\hat{\mu}_t, \tilde{\theta}_t, s)) \to (G_p, j_\theta(\mu^*, \theta^*, s)) \text{ in distribution, where } G_p \text{ is the P-Brownian bridge.}
\]

The key here is that Theorem 18.10 only relies on the convergence of two stochastic processes, regardlessly of whether the stochastic processes consist of i.i.d. observations and
whether or not the two processes are dependent. By Lemma 18.15 in Van der Vaart [2000], almost all sample paths of \( G_p \) are continuous on \( F \). Define a mapping \( h : \mathbb{R}^\infty \times F \to \mathbb{R} \) by 
\[
h(z,f) = z(f) - z(j_\theta(\mu^*, \theta^*, s)),\]
which is continuous at almost every point of \((G_p, j_\theta(\mu^*, \theta^*, s))\). By the continuous mapping theorem, we have

\[
G_t(j_\theta(\hat{\mu}_t, \hat{\theta}_t, s) - j_\theta(\mu^*, \theta^*, s)) = h(G_t, j_\theta(\hat{\mu}_t, \hat{\theta}_t, s)) \to h(G_p, j_\theta(\mu^*, \theta^*, s)) = 0
\]
in distribution and thus in probability, therefore (29) holds. The second part of the proof begins by noticing that \( \tilde{\theta}_t \) satisfies the estimating equation \( \mathbb{P}_t j_\theta(\hat{\mu}_t, \tilde{\theta}_t, s) = 0 \), so we have

\[
G_t j_\theta(\hat{\mu}_t, \tilde{\theta}_t, s) = \sqrt{t} (P j_\theta(\mu^*, \theta^*, s) - P j_\theta(\hat{\mu}_t, \tilde{\theta}_t, s))
\]

\[
= \sqrt{t} (J_\theta(\mu^*, \theta^*) - J_\theta(\hat{\mu}_t, \tilde{\theta}_t))
\]

\[
= \sqrt{t} J_\theta^* (\theta^* - \tilde{\theta}_t) + \sqrt{t} J_\theta^* (\mu^* - \hat{\mu}_t) + \sqrt{t} o_p(\|\tilde{\theta}_t - \theta^*\|) + o_p(1)
\]

Together with (29) the above implies

\[
\sqrt{t} (\theta^* - \tilde{\theta}_t) = (J_\theta^*)^{-1} J_\theta^* \sqrt{t} (\mu^* - \mu^*) + \sqrt{t} o_p(\|\tilde{\theta}_t - \theta^*\|) + (J_\theta^*)^{-1} G_t j_\theta(\mu^*, \theta^*, s) + o_p(1)
\]

\[
= O_p(1) + \sqrt{t} o_p(\|\tilde{\theta}_t - \theta^*\|)
\]

where \( J_\theta^* \) and \( J_\theta^* \) are \( J_\theta^* \) and \( J_\theta^* \) evaluated at \((\theta^*, \mu^*)\). The \( \sqrt{t} \) consistency of \( \tilde{\theta}_t \) follows through. Now (30) has become

\[
\sqrt{t} (\theta^* - \tilde{\theta}_t) = (J_\theta^*)^{-1} J_\theta^* \sqrt{t} (\mu^* - \mu^*) + (J_\theta^*)^{-1} G_t j_\theta(\mu^*, \theta^*, S) + o_p(1) \tag{30}
\]

Since both the two non-vanishing terms on the righthand side are asymptotically normal with zero mean, \( \sqrt{t} (\theta^* - \tilde{\theta}_t) \) is asymptotically normal. The only task left is to derive the asymptotic variance. Plugging in the formula for \( \hat{\mu}_t \), we have

\[
\sqrt{t} (\theta^* - \tilde{\theta}_t) = (J_\theta^*)^{-1} \sum_{i=1}^{t} J_{\theta\mu} B^* f(S_i, A_i) \epsilon_i + j_\theta(\mu^*, \theta^*, S_i) + o_p(1)
\]

\[
= (J_\theta^*)^{-1} \sum_{i=1}^{t} \zeta_{t,i} + o_p(1)
\]
where \( B^* = (M^*)^2 = [\mathbb{E}_\theta f(S, A) f(S, A)^T]^{-1} \). \( \{\xi_i = \frac{J^*_{\theta \mu} B^* f(S_i, A_i) \epsilon_i + j_\theta (\mu^*, \theta^*, S_i)}{t} \}_{i=1}^t \) is a martingale difference sequence with asymptotic variance

\[
\sum_{i=1}^t \mathbb{E}(\xi_i^2 | \mathcal{F}_{t,i}) = \frac{1}{t} \sum_{i=1}^t \mathbb{E}(\epsilon_i^2 g_{\theta \mu}^* B^* f(S_i, A_i) f(S_i, A_i)^T B^* \mu_\theta)
\]

\[
\quad + j_\theta (\mu^*, \theta^*, S_i) j_\theta (\mu^*, \theta^*, S_i)^T - 2 j_\theta B^* f(S_i, A_i) j_\theta (\mu^*, \theta^*, S_i)^T \epsilon_i | \mathcal{F}_{t,i})
\]

\[
= \frac{1}{t} \sum_{i=1}^t \sigma^2 J^*_{\theta \mu} B^* \mathbb{E}_{\theta_{t-1}}(f(S, A) f(S, A)^T) B^* \mu_\theta + \sum_s d(s) j_\theta (\mu^*, \theta^*, s) j_\theta (\mu^*, \theta^*, s)^T
\]

which converges in probability to \( V^* = \sigma^2 J^*_{\theta \mu} B^* \mu_\theta + \sum_s d(s) j_\theta (\mu^*, \theta^*, s) j_\theta (\mu^*, \theta^*, s)^T \). Therefore the asymptotic variance of \( \sqrt{t}(\theta^* - \hat{\theta}_t) \) is \((J^*_{\theta \theta})^{-1}V^*(J^*_{\theta \theta})^{-1}\).

\[\square\]

### G Proof of Corollary 2

#### Proof.

\[
\text{Reg}_{\mathcal{V}}(T) = 2T + \sum_{t=\tilde{T}+1}^T \int_{s \in \mathcal{S}} d(s) \sum_a r(s, a) \left[ \pi_{\theta^*}(s, a) - \pi_{\hat{\theta}_{t-1}}(s, a) \right] ds
\]

\[
= 2T + \sum_{t=\tilde{T}+1}^T \int_{s \in \mathcal{S}} d(s) \sum_a r(s, a) \nabla \pi_{\hat{\theta}_{t-1}}(s, a)^T (\theta^* - \hat{\theta}_{t-1}) ds
\]

\[
\leq 2T + 2 \sum_{t=\tilde{T}+1}^T \int_{s \in \mathcal{S}} \frac{d(s)}{\sqrt{t}} \left\| \sqrt{t}(\theta^* - \hat{\theta}_{t-1}) \right\|_2 ds
\]

\[
= 2T + 2 \sum_{t=\tilde{T}+1}^T \frac{1}{\sqrt{t}} \left\| \sqrt{t}(\theta^* - \hat{\theta}_{t-1}) \right\|_2.
\]

where \( \hat{\theta}_{t,s,a} \) is a random variable that lies on the line segment joining \( \theta^* \) and \( \hat{\theta}_{t-1} \).

Let \( \sigma^2_{\text{max}} \) be the largest diagonal element of the asymptotic covariance matrix defined in Theorem 3. For a random variable \( X \) following the multivariate Gaussian distribution in Theorem 3, with high probability, we have \( \|X\|_2 \leq C(p\sigma_{\text{max}} + \log T) \) for large \( T \) and
some constant $C$, where $p$ is the dimension of $\theta^*$. Therefore we have $\| \sqrt{t}(\theta^* - \hat{\theta}_{t-1}) \|_2 \to \| X \|_2 \leq C(p\sigma_{\text{max}} + \log T)$. We can find a $\tilde{T}$ such that when $t > \tilde{T}$, $\| \sqrt{t}(\theta^* - \hat{\theta}_{t-1}) \|_2 \leq 2C(p\sigma_{\text{max}} + \log T)$ and as a result $\max_{t > \tilde{T}} \| \sqrt{t}(\theta^* - \hat{\theta}_{t-1}) \|_2$ is bounded by $C'(p\sigma_{\text{max}} + \log T)$ for some constant $C'$. Plugging this bound into the bound for $\text{Reg}_V(T)$, we arrive at the result in the corollary for $T \gg \tilde{T}$.

\[ \square \]

**H  Small Sample Variance estimation and Bootstrap Confidence intervals**

In this section, we discuss issues, challenges and solutions in creating confidence intervals for the optimal policy parameter $\theta^*$ when the sample size, the total number of decision points, is small. We use a simple example to illustrate that the traditional plug-in variance estimator is plagued with underestimation issue, the direct consequence of which is the deflated confidence levels of the Wald-type confidence intervals for $\theta^*$. We propose to use bootstrap confidence intervals when the sample size is finite. We use simulation to evaluate the bootstrap confidence intervals.

**H.1 Plug-in Variance Estimation and Wald Confidence intervals**

One of the most straightforward ways to estimate the asymptotic variance of $\theta_i$ is through the plug-in variance estimation, the formula of which is provided in Theorem 3. Once an estimated variance $\hat{V}_i$ is obtained for $\sqrt{t}(\hat{\theta}_i - \theta^*_i)$, a $(1 - 2\alpha)\%$ Wald type confidence interval for $\theta^*_i$ has the form: $[\hat{\theta}_i - z_{\alpha} \frac{\hat{V}_i}{\sqrt{t}}, \hat{\theta}_i + z_{\alpha} \frac{\hat{V}_i}{\sqrt{t}}]$. Here $\theta_i$ is the i-th component in $\theta$ and $z_{\alpha}$ is the upper 100$\alpha$ percentile of a standard normal distribution. The plug-in variance estimator and the associated Wald confidence intervals work well in many statistics problems. We shall see that, however, the plug-in variance estimator of the estimated optimal policy parameters suffers from underestimation issue in small to moderate sample sizes. In particular this estimator is very sensitive to the plugged-in value of the estimated reward parameter and
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policy parameter: a small deviation from the true parameters can result in an inflated or deflated variance estimation. Deflated variance estimation produces anti-conservative confidence intervals, a grossly undesirable property for confidence intervals. The following simple example illustrates the problem.

Example 1. The context is binary with probability distribution $P(S = 1) = P(S = -1) = 0.5$. The reward is generated according to the following linear model: given context $S \in \{-1, 1\}$ and action $A \in \{0, 1\}$,

$$R = \mu_0^* + \mu_1^* S + \mu_2^* A + \mu_3^* S A + \epsilon$$

where $\epsilon$ follows a normal distribution with mean zero and standard deviation 9. The true reward parameter is $\mu^* = [1, 1, 1, 1]$. Both $\mu^*$ and the standard deviation of $\epsilon$ are chosen to approximate the realistic signal noise ratio in mobile health applications. We consider the policy class $\pi_0(A = 1|S = s) = e^{\theta_0} + \theta_1 s + e^{\theta_0} + \theta_1 s$.

The differences between the plug-in estimated variance and its population counterpart are that (1) the former uses the empirical distribution of context to replace the unknown population distribution and (2) the unknown reward parameter and optimal policy parameter are replaced by their estimates. We emphasize that it is the second difference that leads to the underestimated variance in small sample size. To see this, we ignore the difference between the empirical distribution and the population distribution of contexts, which is very small for sample size $T \geq 50$ under a Bernoulli context distribution with equal probability. Now the plug-in variance estimator is a function of the estimated reward parameter $\hat{\mu}_t$ and the estimated policy parameter $\hat{\theta}_t$. Notice that $\hat{\theta}_t = [\hat{\theta}_{t,0}, \hat{\theta}_{t,1}]$ is a function of $\hat{\mu}_t = [\hat{\mu}_{t,0}, \hat{\mu}_{t,1}, \hat{\mu}_{t,2}, \hat{\mu}_{t,3}]$ and the empirical distribution of context. If we replace the empirical distribution in calculating $\hat{\theta}_t$ by its population counterpart, $\hat{\theta}_t$ is simply a function of $\hat{\mu}_t$. In the rest part of the example, we drop the subscript $t$ in the estimated reward parameter and denote the estimate of $\mu_2$ and $\mu_3$ by $\hat{\mu}_2$ and $\hat{\mu}_3$, respectively. Likewise, $\hat{\theta}_{t,i}$ is replaced by $\hat{\theta}_i$ for $i = 0, 1$.

Figure 3 is the surface plot showing how the plug-in variance estimation changes as function of the estimated reward parameter. The surface plot of the plug-in variance estimation has a mountain-like pattern with two ridges along the two diagonals $\hat{\mu}_2 + \hat{\mu}_3 = 0$ and
\[ \hat{\mu}_2 - \hat{\mu}_3 = 0. \] The height of the ridge increases as both \( \hat{\mu}_2 \) and \( \hat{\mu}_3 \) approaches the origin. The peak of mountain is at the origin where \( \hat{\mu}_2 = \hat{\mu}_3 = 0 \). The true reward parameter \((\mu_2^*, \mu_3^*) = (1, 1)\) is close to the origin and lies right on the one of the ridges. There are four “valleys” where the combinations of \( \hat{\mu}_2 \) and \( \hat{\mu}_3 \) gives a small plug-in variance.

![Figure 3: Plug in variance estimation as a function of \( \hat{\mu}_2 \) and \( \hat{\mu}_3 \), x axis represents \( \hat{\mu}_{t,2} \), y axis represents \( \hat{\mu}_{t,3} \) and z axis represents the plug-in asymptotic variance of \( \hat{\theta}_0 \) with \( \lambda = 0.1 \)](image)

Due to large areas of valley the plug-in variance estimation is biased down, a direct consequence of which is the anti-conservatism of the Wald confidence intervals. We perform a simulation study using the toy generative model described above. The simulation consists of 1000 repetitions of running the online actor critic algorithm and recording the end-of-study statistics, including the plugin variance estimate, the Wald confidence intervals and the theoretical Wald confidence intervals based on the true asymptotic variance. The first two columns in table 15 show the bias of plug-in variance at different sample sizes. At all three different sample sizes, the plug-in variance estimator underestimates the true asymptotic variance, which is 293.03 for both policy parameters. Column 3 and column 4 show the coverage rate of the Wald-type confidence interval (CI) using the plug-in estimated variance. It is not surprising that the confidence intervals suffer from severe anti-conservatism, a
consequence of the heavily biased variance estimation. Column 5 and 6 show the coverage rate of the Wald-type confidence interval based on the true asymptotic variance. Comparing the coverage rates, it is clear that the anti-conservatism is due to the underestimated variance.
Table 15: Underestimation of the plug-in variance estimator and the Wald confidence intervals. Theoretical Wald CI is created based on the true asymptotic variance.
To detail how the confidence interval coverage is connected with the estimated reward parameter \((\hat{\mu}_2, \hat{\mu}_3)\), figure 4 and figure 5 present two scatter plots of \(\hat{\mu}_2, \hat{\mu}_3\) for the 1000 simulated datasets at sample size 100 and 500. Different colors are used to mark the datasets where the confidence intervals of both \(\theta_0\) and \(\theta_1\) cover the true parameter (blue), only one of them cover the truth (green), neither of them covers the truth (fading yellow). The true parameter are marked with a red asterisk. Indeed the yellow points and green points are in the “valleys”. Some of the blue points are away from truth, but nevertheless they remain on the ridge, which produces a high variance estimate. Comparing the two scatter plots, as the sample size increases, the estimated reward parameter is less spread out. Nevertheless there are still significantly many pair of \(\hat{\mu}_2, \hat{\mu}_3\) that fall in the “valleys”, leading to a underestimated variance and anti-conservative confidence intervals.
Figure 4: Wald confidence interval coverage for 1000 simulated datasets as a function of \( \hat{\mu}_3 \) and \( \hat{\mu}_2 \) at sample size 100.

Figure 5: Wald confidence interval coverage in 1000 simulated datasets as a function of \( \hat{\mu}_3 \) and \( \hat{\mu}_2 \) at sample size 500.
Figure 6 shows the histogram for the normalized distance $\frac{\sqrt{T}(\theta_i - \theta_i^*)}{V_i}$ for $i = 0, 1$ where $T = 100$. This is the distance between the estimated and the true optimal policy parameter normalized by the estimated asymptotic variance. For the Wald confidence intervals to have descent coverage, histogram of the normalized distances need to approximate a standard normal distribution. However, as figure 6 suggests, the histograms have heavier tails compared to a standard normal due to the underestimated variance. The figure also suggests that the percentile-t bootstrap confidence intervals can be a good remedy.

Figure 6: Histograms of the normalized distance $\frac{\sqrt{T}(\theta_i - \theta_i^*)}{V_i}$ for $i = 0, 1$ at sample size 100
I Burden Effect: Actor Critic Algorithm Uses $\lambda^*$

| $\nu$ | $\lambda^*$ | $\theta_0^*$ | $\theta_1^*$ | $\theta_2^*$ | $\theta_3^*$ |
|-------|-------------|---------------|---------------|---------------|---------------|
| 0.0   | 0.06        | 0.3410        | 0.3269        | 0.3264        | 0             |
| 0.2   | 0.05        | 0.0844        | 0.3844        | 0.4           | -0.1609       |
| 0.4   | 0.06        | -0.1922       | 0.3547        | 0.3312        | -0.2313       |
| 0.6   | 0.08        | -0.3312       | 0.2488        | 0.2234        | -0.2687       |
| 0.8   | 0.1         | -0.3883       | 0.2078        | 0.2           | -0.2687       |

Table 16: Burden effect: the optimal policy and the oracle lambda.

| $\tau$ | $\theta_0^*$ | $\theta_1^*$ | $\theta_2^*$ | $\theta_3^*$ |
|--------|---------------|---------------|---------------|---------------|
| 0      | -0.027352     | -0.03565      | -0.030344     | 0.003449      |
| 0.2    | 0.22947       | -0.092877     | -0.10406      | 0.16421       |
| 0.4    | 0.50586       | -0.063199     | -0.035223     | 0.23473       |
| 0.6    | 0.64507       | 0.042695      | 0.072542      | 0.27198       |
| 0.8    | 0.70229       | 0.083867      | 0.09608       | 0.2718        |

Table 17: Burden effect: bias in estimating the optimal policy parameter at sample size 200.

The algorithm uses $\lambda^*$ instead of learning $\lambda$ online. Bias=$\mathbb{E}(\hat{\theta}_t) - \theta^*$. 
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| $\tau$ | $\theta_0^*$ | $\theta_1^*$ | $\theta_2^*$ | $\theta_3^*$ |
|-------|--------------|--------------|--------------|--------------|
| 0     | 0.057 811    | 0.037 16     | 0.036 343    | 0.035 898    |
| 0.2   | 0.109 61     | 0.044 463    | 0.046 192    | 0.062 836    |
| 0.4   | 0.312 95     | 0.039 819    | 0.036 65     | 0.090 984    |
| 0.6   | 0.473 09     | 0.037 714    | 0.040 625    | 0.109 84     |
| 0.8   | 0.550 24     | 0.042 799    | 0.044 54     | 0.1097       |

Table 18: Burden effect: MSE in estimating the optimal policy parameter at sample size 200. The algorithm uses $\lambda^*$ instead of learning $\lambda$ online.

| $\nu$  | $\theta_0$ | $\theta_1$ | $\theta_2$ | $\theta_3$ |
|--------|------------|------------|------------|------------|
| 0      | 0.963      | 0.963      | 0.955      | 0.942      |
| 0.2    | 0.853*     | 0.946      | 0.937      | 0.862*     |
| 0.4    | 0.565*     | 0.96       | 0.954      | 0.776*     |
| 0.6    | 0.39*      | 0.937      | 0.916*     | 0.739*     |
| 0.8    | 0.329*     | 0.908*     | 0.899*     | 0.739*     |

Table 19: Burden effect: coverage rates of percentile-t bootstrap confidence intervals for the optimal policy parameter at sample size 200. The algorithm uses $\lambda^*$ instead of learning $\lambda$ online. Coverage rates significantly lower than 0.95 are marked with asterisks (*).
### Table 20: Burden effect: bias in estimating the optimal policy parameter at sample size 500.

The algorithm uses $\lambda^*$ instead of learning $\lambda$ online. Bias=$E(\hat{\theta}_t) - \theta^*$.

| $\tau$ | $\theta_0^*$ | $\theta_1^*$ | $\theta_2^*$ | $\theta_3^*$ |
|------|--------------|--------------|--------------|--------------|
| 0.0  | -0.017692    | -0.013808    | -0.006068    | -0.008696    |
| 0.2  | 0.28829      | -0.03135     | -0.039795    | 0.14892      |
| 0.4  | 0.51553      | -0.041593    | -0.010872    | 0.22259      |
| 0.6  | 0.59124      | 0.005305     | 0.037288     | 0.26154      |
| 0.8  | 0.60607      | 0.006205     | 0.020356     | 0.26263      |

### Table 21: Burden effect: MSE in estimating the optimal policy parameter at sample size 500. The algorithm uses $\lambda^*$ instead of learning $\lambda$ online.

| $\tau$ | $\theta_0^*$ | $\theta_1^*$ | $\theta_2^*$ | $\theta_3^*$ |
|------|--------------|--------------|--------------|--------------|
| 0.0  | 0.029022     | 0.016576     | 0.015445     | 0.016196     |
| 0.2  | 0.12073      | 0.022334     | 0.021348     | 0.042485     |
| 0.4  | 0.29446      | 0.018117     | 0.015525     | 0.065667     |
| 0.6  | 0.36697      | 0.011343     | 0.011526     | 0.078681     |
| 0.8  | 0.37872      | 0.008136     | 0.007766     | 0.076209     |
Table 22: Burden effect: coverage rates of percentile-t bootstrap confidence intervals for the optimal policy parameter at sample size 500. The algorithm uses $\lambda^*$ instead of learning $\lambda$ online. Coverage rates significantly lower than 0.95 are marked with asterisks (*).

| $\tau$ | $\theta_0$ | $\theta_1$ | $\theta_2$ | $\theta_3$ |
|--------|------------|------------|------------|------------|
| 0.0    | 0.944      | 0.950      | 0.952      | 0.933*     |
| 0.2    | 0.689*     | 0.943      | 0.959      | 0.815*     |
| 0.4    | 0.159*     | 0.944      | 0.954      | 0.6*       |
| 0.6    | 0.006*     | 0.941      | 0.928*     | 0.295*     |
| 0.8    | 0*         | 0.94       | 0.944      | 0.144*     |

Table 23: Burden effect: the myopic equilibrium policy.

| $\tau$ | $\theta_0^*$ | $\theta_1^*$ | $\theta_2^*$ | $\theta_3^*$ |
|--------|--------------|--------------|--------------|--------------|
| 0      | 0.392        | 0.3723       | 0.3713       | $-0.0006$    |
| 0.2    | 0.3921       | 0.3722       | 0.3713       | $-0.0006$    |
| 0.4    | 0.392        | 0.3723       | 0.3713       | $-0.0006$    |
| 0.6    | 0.392        | 0.3723       | 0.3713       | $-0.0006$    |
| 0.8    | 0.392        | 0.3723       | 0.3713       | $-0.0006$    |

Table 24: Nonlinear reward: the optimal policy.

J Nonlinear Reward: The Optimal Policy

| $\alpha$ | $\theta_0^*$ | $\theta_1^*$ | $\theta_2^*$ | $\theta_3^*$ |
|----------|--------------|--------------|--------------|--------------|
| 0        | 0.418035     | 0.395067     | 0.397071     | $-0.001615$  |
| 0.2      | 0.496240     | 0.296973     | 0.385421     | 0.000480     |
| 0.4      | 0.564503     | 0.202857     | 0.365239     | 0.001684     |
| 0.6      | 0.811000     | 0.542000     | 0.888000     | 0.925000     |

Table 24: Nonlinear reward: the optimal policy.