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Abstract. In this work we characterize the local asymptotic self-similarity of harmonizable fractional Lévy motions in the heavy tailed case. The corresponding tangent process is shown to be the harmonizable fractional stable motion. In addition, we provide sufficient conditions for existence of harmonizable fractional Lévy motions.
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1. Introduction

The class of self-similar stochastic processes plays a key role in probability theory as they appear in some of the most fundamental limit theorems, see [9], and in modeling they are used in geophysics, hydrology, turbulence and economics, see [19] for numerous references. A self-similar process is by definition invariant in distribution under suitable time and space scaling, that is, a stochastic process \((X_t)_{t \in \mathbb{R}}\) is called self-similar with index \(H \in \mathbb{R}\) if for all \(c > 0\) the two processes \((X_{ct})_{t \in \mathbb{R}}\) and \((c^H X_t)_{t \in \mathbb{R}}\) are equal in finite dimensional distributions.

The only self-similar centered Gaussian process with stationary increments is the fractional Brownian motion (up to scaling), which is a centered Gaussian process \((X_t)_{t \in \mathbb{R}}\) with \(X_0 = 0\) a.s. and covariance function

\[
\text{Cov}(X_t, X_s) = \frac{1}{2}(|t|^{2H} + |s|^{2H} - |s - t|^{2H}) \quad \text{for all } s, t \in \mathbb{R},
\]

where \(H \in (0, 1)\). Only a very specific class of processes are exact self-similar, but a much larger class of processes behaves locally as a self-similar process – this is already seen within the class of Lévy processes.

A stochastic process \((X_t)_{t \in \mathbb{R}}\) is said to be \textit{locally asymptotically self-similar} if there exists a number \(H \in \mathbb{R}\) and a non-degenerate process \((T_t)_{t \in \mathbb{R}}\) such that

\[
\left( \frac{X_{\varepsilon t}}{\varepsilon^H} \right)_{t \in \mathbb{R}} \xrightarrow{\varepsilon \to 0^+} (T_t)_{t \in \mathbb{R}},
\]

where \(\varepsilon > 0\).
where $\xrightarrow{d}$ denotes convergence in finite dimensional distributions. The process $T = (T_t)_{t \in \mathbb{R}}$ is called the tangent process of $X$, and by (1.1), $T$ is necessarily self-similar. Local self-similarity means that at small time-scales the stochastic process $(X_t)_{t \in \mathbb{R}}$ is approximately self-similar and may be approximated by its tangent process. This property was introduced to provide a more flexible modeling framework compared to global self-similarity, cf. [5, 11]. For applications, it has been used to study Internet traffic data, see [17], and for showing high frequency asymptotic results, see [1] or [2].

**Moving average fractional Lévy motions:** Starting from the moving average representation of the fractional Brownian motion, [10] has, among many others, studied fractional Lévy processes defined as

$$X_t = \int_{-\infty}^{t} \left((t-s)^{\beta}_+ - (-s)^{\beta}_+\right) dL_s, \quad t \in \mathbb{R},$$

(1.2)

where $\beta \in (0, 1/2)$ and $(L_t)_{t \in \mathbb{R}}$ is a centered Lévy process with finite second moment. Throughout this paper $x_+ := \max\{x, 0\}$ and $x_- := -\min\{x, 0\}$ denote the positive and negative parts of any number $x \in \mathbb{R}$.

In the following, we will call such processes for moving average fractional Lévy motions to distinguish them from their harmonizable counterpart. Under a regular variation assumption on the Lévy measure of $L$ near zero, Theorems 4.4 and 4.5 of [10] show that a moving average fractional Lévy motion is never self-similar, but it is locally asymptotically self-similar with tangent process the linear fractional stable motion, which is a process of the form (1.2) with $L$ being an $\alpha$-stable Lévy process. Slightly prior to [10], Proposition 4.1 of [4] proved a similar asymptotic result for a class of well-balanced moving averages.

**Harmonizable fractional Lévy motions:** Next we define the class of harmonizable fractional Lévy motions which includes the harmonizable fractional stable motion introduced in [6].

**Definition 1.1.** A stochastic process $(X_t)_{t \in \mathbb{R}}$ is called a harmonizable fractional Lévy motion with parameters $(\alpha, H) \in \mathbb{R}^2$ if

$$X_t = \int_{\mathbb{R}} e^{i ts} - \frac{1}{i s} \left(a(s_+)^{-H-1/\alpha+1} + b(s_-)^{-H-1/\alpha+1}\right) dL_s, \quad t \in \mathbb{R}$$

(1.3)

where $a, b \in \mathbb{R}$ and $L$ is an isotropic complex-valued Lévy process.

Throughout the paper we define $0^x := 0$ for any $x \in \mathbb{R}$. The processes defined in Definition 1.1 are not always well-defined, but we will provide sufficient conditions for their existence. We refer to Section 3 for preliminaries on complex-valued processes and integrals. The (over) parametrization is chosen due to our forthcoming Assumption (A). In fact, under Assumption (A) below, the $H$ parameter in Definition 1.1 turns out to be exactly the number $H$ in the definition of local asymptotic self-similarity. From Theorem 4.1, below, it follows that harmonizable fractional Lévy motions have stationary increments and isotropic distributions. Furthermore, we give concrete conditions for existence of the harmonizable fractional Lévy motion on $(\alpha, H)$ and the Lévy measure of $L$.

In Proposition 3.1 of [3], local asymptotic self-similarity is studied for a slightly different class of harmonizable fractional motions under the assumption of finite second moment, that is, the Lévy measure $\nu$ of the Lévy process $L$ satisfies

$$\int_{|x|>1} |x|^2 \nu(dx) < \infty.$$  

(1.4)

Their result is the following:

**Theorem 1.2** (Benassi, Cohen and Istas). Let $(X_t)_{t \in \mathbb{R}}$ denote a real harmonizable fractional Lévy motion as in Definition 2.3 of [3] satisfying the moment condition (1.4). Then the process $X$ is locally asymptotically
self-similar with index $H$ and tangent process the fractional Brownian motion, that is,

$$\left( \frac{X_{\varepsilon t}}{\varepsilon^H} \right)_{t \in \mathbb{R}} \overset{d}{\underset{\varepsilon \to 0^+}{\longrightarrow}} (B^H_t)_{t \in \mathbb{R}},$$

where $(B^H_t)_{t \in \mathbb{R}}$ is a fractional Brownian motion with Hurst index $H$.

We note that Proposition 3.1 of [3] is stated under a stronger moment condition, however, for the statement in Theorem 1.2 above, only the second moment condition is used. The main aim of this work is to characterize the local asymptotic self-similarity of the harmonizable fractional Lévy motion when $L$ has heavy tails, violating the second moment condition (1.4). More precisely, we consider the case where the Lévy measure $\nu$ is regular varying in the following sense:

**Assumption (A):** Suppose that $L$ is an isotropic complex-valued Lévy process without Gaussian component and let $\nu$ denote its Lévy measure. We assume that $\nu$ is absolutely continuous with respect to the two dimensional Lebesgue measure with a density $h : \mathbb{R}^2 \to \mathbb{R}_+$ satisfying

$$h(x) \sim c_0|x|^{-2-\alpha} \quad \text{as } |x| \to \infty \quad \text{and} \quad (1.5)$$

$$h(x) \leq C|x|^{-2-\alpha} \quad \text{for all } x \in \mathbb{R}^2, \quad (1.6)$$

where $c_0, C > 0$.

The notation $\sim$ used in (1.5) means that the quotient between the left- and right-hand side of $\sim$ converges to 1. When $a = b$, $\mathfrak{R}(X_t)$ is the real harmonizable fractional Lévy motion defined in Definition 2.3 of [3], and hence Theorem 1.2 applies when Assumption (A) holds with $\alpha > 2$. The following theorem, which is the main result of this paper, characterizes the local asymptotic self-similarity of harmonizable fractional Lévy motions in the heavy-tailed case $\alpha < 2$, and provides an additional existence result for them.

**Theorem 1.3.** Let $(\alpha, H) \in (0, 2) \times (0, 1)$ and suppose that Assumption (A) is satisfied. Then the harmonizable fractional Lévy motion $X = (X_t)_{t \in \mathbb{R}}$, defined in (1.3), is well-defined, has stationary increments and isotropic distribution. Moreover, $X$ is locally asymptotically self-similar with index $H$ and tangent process the harmonizable fractional stable motion, i.e.

$$\left( \frac{X_{\varepsilon t}}{\varepsilon^H} \right)_{t \in \mathbb{R}} \overset{d}{\underset{\varepsilon \to 0^+}{\longrightarrow}} (C_t)_{t \in \mathbb{R}},$$

where the convergence is in finite dimensional distributions and $(C_t)_{t \in \mathbb{R}}$ is an isotropic harmonizable fractional stable motion with parameters $(\alpha, H)$, defined in equation (4.1) of [6].

We note that the tangent process in Theorem 1.3 differs from the tangent processes appearing in Theorem 1.2 and Theorem 4.5 of [10]. In Assumption (A) we assume that $h$ is regular varying at $\pm \infty$, whereas in the moving average case ([10], Thm. 4.50), $h$ is assumed to be regular varying at 0. In particularly we observe that the small-scale behavior of $X$, is determined by the behavior of the Lévy measure of $L$ near zero in the moving average setting, whereas it is determined by Lévy measure near $\pm \infty$ in the harmonizable setting. The structure of the paper is as follows: Section 2 explains the role played by harmonizable processes within the class of stationary processes. Section 3 introduces complex random measures and their integration, whereas Section 4 concludes the paper with an existence criterion for harmonizable processes together with the proof of Theorem 1.3.

### 2. Background on Harmonizable Processes

Stationary processes form one of the main classes of stochastic processes. For stationary, centered Gaussian processes, it is well-known that every $L^2$-continuous process $(X_t)_{t \in \mathbb{R}}$ has a harmonizable representation of the
form

\[ X_t = \int_\mathbb{R} e^{its} M(ds), \quad t \in \mathbb{R}, \tag{2.1} \]

for some complex-valued Gaussian random measure \( M \) defined on \( \mathbb{R} \). Furthermore, a rather large class of these processes has, in addition, a moving average representation, that is, a representation of the form

\[ X_t = \int_\mathbb{R} g(t-s) dB_s, \quad t \in \mathbb{R}, \tag{2.2} \]

where \( g \) is a deterministic function and \((B_t)_{t \in \mathbb{R}}\) is a two-sided real-valued Brownian motion. (Note that, the Brownian motion may be viewed as a shift-invariant Gaussian random measure.) Indeed, the class of Gaussian processes having a moving average representation corresponds exactly to those processes with absolute continuous spectral measure \( \mu \). Recall that the spectral measure \( \mu \) is given by \( \mu(A) = \mathbb{E}[|M(A)|^2] \) for \( A \in B(\mathbb{R}) \), where \( M \) is given in (2.1). These classical results can be found in e.g. [7] or [20].

The only centered Gaussian self-similar process with stationary increments is the fractional Brownian motion \((B_t^H)_{t \in \mathbb{R}}\) with Hurst index \( H \in (0, 1) \), this process has the following two representations

\[
B_t^H = \int_{\mathbb{R}} \left( (t-s)^{H-1/2} - (-s)^{H-1/2} \right) dB_s, \quad \text{("moving average representation")}
\]

\[
B_t^H = \int_{\mathbb{R}} \frac{e^{its} - 1}{is} |s|^{-H-1/2+1} M(ds), \quad \text{("harmonizable representation"),}
\]

see Chapter 7.2 of [15] for further details. Hence, the fractional Gaussian noise \((B_n^H - B_{n-1}^H)_{n \in \mathbb{Z}}\) has both a harmonizable, (2.1), and a moving average, (2.2), representation. For comparison we will discuss the structure of stationary \( \alpha \)-stable processes with \( \alpha \in (0, 2) \) in the following.

In sharp contrast to the Gaussian situation the class of \( \alpha \)-stable stationary increments self-similar processes, \( \alpha \in (0, 2) \), is huge, and is far from being understood by now. However, two natural generalizations of the fractional Brownian motion to the \( \alpha \)-stable setting are proposed in [6] generalizing the fractional Brownian motion to \( \alpha \)-stable processes by replacing the driving Gaussian random measure with an \( \alpha \)-stable random measure in its moving average and harmonizable representations. This leads to the harmonizable fractional stable motion \((X_t)_{t \in \mathbb{R}}\), which is defined as

\[
X_t = \int_{\mathbb{R}} \frac{e^{its} - 1}{is} \left( a(s_+)^{-H-1/\alpha+1} + b(s_-)^{-H-1/\alpha+1} \right) dL_s, \quad t \in \mathbb{R},
\]

where \((L_t)_{t \in \mathbb{R}}\) is a two-sided, complex-valued, \( \alpha \)-stable, isotropic Lévy process, and to the linear fractional stable motion \((X_t)_{t \in \mathbb{R}}\), which is defined as

\[
X_t = \int_{\mathbb{R}} \left( a((t-s)^{H-1/\alpha} - (-s)^{H-1/\alpha}) + b((t-s)^{-H-1/\alpha} - (-s)^{-H-1/\alpha}) \right) dL_s,
\]

where \((L_t)_{t \in \mathbb{R}}\) is a two-sided, real-valued, \( \alpha \)-stable, symmetric Lévy process. Notice that corresponding noise processes \((X_n - X_{n-1})_{n \in \mathbb{Z}}\) for the linear and harmonizable fractional stable motions are moving average and harmonizable processes, respectively.

Indeed, the Gaussian assumption is crucial for the above equality between the harmonizable and moving average representations to hold, as it turns out that harmonizable fractional stable motion and linear fractional stable motion are quite different processes, cf. [6] and [15]. The seminal paper [13] shows that every stationary \( \alpha \)-stable process has a unique decomposition into a (mixed) moving average component, a harmonizable component.
and a process of the “third kind”, which does not admit moving average or harmonizable components. The class of mixed moving averages may be viewed as the class of processes having the least memory, whereas the class of harmonizable processes is the class having the largest degree of memory, and the processes of the third kind are in between. These facts come from ergodic consideration, see the introduction of [14] for more details, and are also illustrated by the fact that moving averages are always mixing and harmonizable processes are never ergodic nor mixing. Hence by studying moving averages and harmonizable processes, we are examining the two extremes of stationary α-stable processes.

Thus, the comparison of results on local asymptotical self-similarity in the introduction between linear fractional stable motions and harmonizable fractional stable motions are, in fact, a comparison between α-stable self-similar stationary increments processes with the least memory and with the most memory. This encircles extremes of stationary ergodic nor mixing. Hence by studying moving averages and harmonizable processes, we are examining the two are also illustrated by the fact that moving averages are always mixing and harmonizable processes are never ergodic nor mixing. Hence by studying moving averages and harmonizable processes, we are examining the two extremes of stationary α-stable processes.

3. Preliminaries

For \( z \in \mathbb{C} \) we denote by \( \Re(z) \) (resp. \( \Im(z) \)) the real (resp. complex) part of \( z \), and \( \bar{z} = (\Re(z), \Im(z)) \) is the corresponding vector in \( \mathbb{R}^2 \). In some cases we will identify \( x = (x_1, x_2) \in \mathbb{R}^2 \) with the complex number \( x_1 + ix_2 \), e.g., if \( z \in \mathbb{C} \) then \( zx \) should be understood as a product of two complex numbers. By \( \langle \cdot, \cdot \rangle \) we denote the usual inner product in \( \mathbb{R}^2 \) and \( A^T \) denotes the transposed of a matrix \( A \). All random variables and processes will be defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), and if \( Z \) is a complex-valued random variable, then its characteristic function \( \varphi_Z : \mathbb{R}^2 \to \mathbb{C} \) is given by

\[
\varphi_Z(\theta) = \mathbb{E}[e^{i\langle \theta, Z \rangle}], \quad \theta \in \mathbb{R}^2.
\]

A complex-valued random variable \( Z \) is said to have an isotropic distribution if for any orthogonal \( 2 \times 2 \) matrix \( A \), \( AZ \) has the same distribution as \( Z \). Similar, a stochastic process \((X_t)_{t \in \mathbb{R}}\) is said to have an isotropic distribution if for all \( n \in \mathbb{N} \), \( t_1, \ldots, t_n \in \mathbb{R} \) and \( a_1, \ldots, a_n \in \mathbb{C} \), \( \sum_{j=1}^{n} a_j X_{t_j} \) has an isotropic distribution. A process \((X_t)_{t \in \mathbb{R}}\) is said to have stationary increments if for all \( h > 0 \), \((X_{t+h} - X_h)_{t \in \mathbb{R}}\) has the same finite dimensional distributions as \((X_{t} - X_{0})_{t \in \mathbb{R}}\). Similarly, \( L = (L_t)_{t \in \mathbb{R}} \) is a complex-valued Lévy process, if \( L_0 = 0 \) a.s., \( L \) has càdlàg sample paths and stationary, independent increments, that is, \( L_{t_1} - L_{t_0}, \ldots, L_{t_n} - L_{t_{n-1}} \) are independent for all \( t_0 < \cdots < t_n \) and \( n \in \mathbb{N} \), and \( L_{t+h} - L_{s+h} = L_{t} - L_{s} \) in distribution for all \( h > 0 \) and \( s < t \). We may identify \( L \) with the two-dimensional Lévy process \((L_t)_{t \in \mathbb{R}}\), and hence there exists a characteristic triplet \((\gamma, \Sigma, \nu)\) where \( \gamma \in \mathbb{R}^2 \), \( \Sigma \) is a symmetric non-negative definite \( 2 \times 2 \) matrix, and \( \nu \) is a Lévy measure on \( \mathbb{R}^2 \), that is, \( \nu(\{0\}) = 0 \) and \( \int_{\mathbb{R}^2} \min\{1, |x|^2\} \nu(dx) < \infty \) such that

\[
\varphi_{L_t}(\theta) = \exp \left( i \langle \theta, \gamma \rangle - \frac{1}{2} \langle \theta, \Sigma \theta \rangle + \int_{\mathbb{R}^2} \left\{ e^{i \langle x, \theta \rangle} - 1 - i \langle x, \theta \rangle 1_{\{|x| \leq 1\}} \right\} \nu(dx) \right)
\]

for all \( \theta \in \mathbb{R}^2 \), cf. Chapter 2 of [16]. In the case \( \Sigma = 0 \) we will say that \( L \) has no Gaussian component. Process \( L \) is said to be symmetric if \(-L_t = L_t \) in distribution, and in this case, we have \( \gamma = 0 \) and \( \nu \) is a symmetric measure. Any complex-valued Lévy process \( L \) induces an independently scattered infinitely divisible random measure \( M \) on \( \mathbb{R} \) by setting \( M((a,b]) = L_b - L_a \) for all \(-\infty < a < b < \infty \). The integral of a deterministic measurable function \( f : \mathbb{R} \to \mathbb{C} \) with respect \( L \) is defined through approximation of \( f \) with simple functions, whenever the integral \( \int f \ dL \) exists as a complex-valued random variable. The paper [18] provides necessary and sufficient conditions for the existence of the stochastic integral, however, the conditions from [8] (a multivariate extension of [12]) seem easier to verify in our setting:

**Theorem 3.1** (Prop. 5.10 and Cor. 5.11 of [8]). Let \((L_t)_{t \in \mathbb{R}}\) denote a symmetric complex-valued Lévy process with Lévy measure \( \nu \) and no Gaussian component. Moreover, let \( f : \mathbb{R} \to \mathbb{C} \) be a measurable function of the
form \( f = f_1 + if_2 \). Then \( f \) is \( L \)-integrable if and only if the following condition hold true

\[
\int_{\mathbb{R}} \int_{\mathbb{R}^2} \min \left( 1, |f(s)x|^2 \right) \nu(dx) \, ds < \infty.
\]

In the affirmative case, the characteristic function of \( \int f \, dL \) is given by

\[
\varphi_{\int f \, dL}(\theta) = \exp \left( \int_{\mathbb{R}} K \left( \theta_1 f_1(s) + \theta_2 f_2(s), \theta_2 f_1(s) - \theta_1 f_2(s) \right) \, ds \right)
\]

for all \( \theta = (\theta_1, \theta_2) \in \mathbb{R}^2 \), where

\[
K(y) = \int_{\mathbb{R}^2} \left( \cos(\langle y, x \rangle) - 1 \right) \nu(dx), \quad y \in \mathbb{R}^2.
\]

**Remark 3.2.** Let \( L \) be a Lévy process as in Theorem 3.1 and assume, in addition, that \( L \) is isotropic. Then \( K \) from (3.2) is of the form \( K(y) = \Psi(|y|) \) for some function \( \Psi : \mathbb{R} \to \mathbb{R} \), and for all \( L \)-integrable functions \( f : \mathbb{R} \to \mathbb{C} \) and all \( \theta \in \mathbb{R}^2 \) we have

\[
\log \varphi_{\int f \, dL}(\theta) = \int_{\mathbb{R}} \Psi(|\theta||f(s)|) \, ds.
\]

Indeed, the representation of \( K \) follows from the isotropic assumption on \( L \). Moreover, (3.3) follows by (3.1) and

\[
|\left( \theta_1 f_1(s) + \theta_2 f_2(s), \theta_2 f_1(s) - \theta_1 f_2(s) \right)| = |f(s)||\theta|.
\]

### 4. Existence and properties of harmonizable fractional Lévy motions

Since the class of harmonizable fractional Lévy motions is an important and flexible class of infinitely divisible processes, we give a general existence criterion for them in the following (going beyond Assumption (A)).

**Theorem 4.1.** Let \( L = (L_t)_{t \in \mathbb{R}} \) be a complex-valued isotropic Lévy process with Lévy measure \( \nu \) and no Gaussian component. The harmonizable fractional Lévy motion \( X = (X_t)_{t \in \mathbb{R}} \), defined in Definition 1.1, with parameters \((\alpha, H) \in (0, 2) \times (0, 1)\) exists if the following (a)–(c) are satisfied:

(a) \( \int_{|x|>1} |x|^{\frac{\alpha}{H+1/\alpha}} \nu(dx) < \infty \),

(b) \( \int_{|x| \leq 1} |x|^{\frac{\alpha}{H+1/\alpha}-2} \nu(dx) < \infty \) when \( H + 1/\alpha > 3/2 \),

(c) \( \int_{|x| \leq 1} |x|^2 \log(|x|^{-1}) \nu(dx) < \infty \) when \( H + 1/\alpha = 3/2 \).

Furthermore, if \( X \) exists, then it has stationary increments, isotropic distribution and

\[
\log \varphi_{X_t}(\theta) = \int_{\mathbb{R}} K \left( 2 \sin(ts/2) \left( (s_+)^{-H-1/\alpha} + b(s_-)^{-H-1/\alpha} \right) \theta \right) \, ds
\]

for all \( t \in \mathbb{R} \) and \( \theta \in \mathbb{R}^2 \), where \( K \) is given by (3.2).

For two functions \( g_1 \) and \( g_2 \), the notation \( g_1(s) = O(g_2(s)) \) as \( s \to 0 \) means that \( \limsup_{s \to 0} |g_1(s)/g_2(s)| < \infty \), and a similar notation is used when \( |s| \to \infty \). To prove Theorem 4.1 we will first show the following lemma.
Lemma 4.2. Let \( \nu \) be a Lévy measure on \( \mathbb{R} \) and let \( f : \mathbb{R} \to \mathbb{R}_+ \) be a measurable function, bounded on \([-1,1]^c\), and satisfying

\[
f(s) = O(|s|^{\beta}) \quad \text{as} \quad s \to 0, \quad \text{and} \quad f(s) = O(|s|^{-\gamma}) \quad \text{as} \quad |s| \to \infty,
\]

for some \( \beta \in \mathbb{R} \) and \( \gamma > 0 \). Then

\[
\int_{\mathbb{R}} \int_{\mathbb{R}} \min(1, |xf(s)|^2) \, \nu(dx) \, ds < \infty
\]

if the conditions (a)–(c) hold:

(a) \( \gamma > 1/2 \) and

\[
\int_{|x|>1} |x|^{\frac{1}{2} \gamma} \, \nu(dx) < \infty.
\]

(b) If \( \beta < -1/2 \) then

\[
\int_{|x|\leq1} |x|^{-\frac{1}{2} \gamma} \, \nu(dx) < \infty.
\]

(c) If \( \beta = -1/2 \) then

\[
\int_{|x|\leq1} x^2 \log(|x|^{-1}) \, \nu(dx) < \infty.
\]

Proof of Lemma 4.2. Assume that conditions (a)–(c) hold. By observing that the integral (4.3) is increasing in \( f \), it suffices to study the integral (4.3) for a function \( g : \mathbb{R} \to \mathbb{R} \) of the form \( g(s) = \mathbbm{1}_{[-1,1]}(s)|s|^{\beta} + \mathbbm{1}_{[-1,1]^c}(s)|s|^{-\gamma} \), that is, to show

\[
\int_{\mathbb{R}} \int_{\mathbb{R}} \min(1, |xg(s)|^2) \, \nu(dx) \, ds < \infty.
\]

We divide the integration region \( \mathbb{R} \times \mathbb{R} \) into the following four areas:

\[
A_{11} = \{(s, x) \in \mathbb{R} \times \mathbb{R} : |s| \leq 1, \ |x| \leq 1\},
\]

\[
A_{12} = \{(s, x) \in \mathbb{R} \times \mathbb{R} : |s| \leq 1, \ |x| > 1\},
\]

\[
A_{21} = \{(s, x) \in \mathbb{R} \times \mathbb{R} : |s| > 1, \ |x| \leq 1\},
\]

\[
A_{22} = \{(s, x) \in \mathbb{R} \times \mathbb{R} : |s| > 1, \ |x| > 1\}.
\]

We first consider \( A_{22} \) and let \( x \in [-1,1]^c \) be given. We write the inner integral in (4.5) as

\[
\int_{\{|s|>1\} \cap \{|s|>|x|^{1/\gamma}\}} |x|^2 |s|^{-2\gamma} \, ds + \int_{\{|s|>1\} \cap \{|s|\leq|x|^{1/\gamma}\}} 1 \, ds = \frac{4\gamma}{2\gamma - 1} |x|^{1/\gamma} - 2,
\]

where we have used that \( \gamma > 1/2 \) (cf. (a)). Inserting (4.6) we obtain

\[
\int_{A_{22}} \min(1, |xg(s)|^2) \, \nu(dx) \, ds = \int_{|x|>1} \left[ \frac{4\gamma}{2\gamma - 1} |x|^{1/\gamma} - 2 \right] \, \nu(dx).
\]
Since $\nu(x \in \mathbb{R} : |x| > 1) < \infty$, the last integral in (4.7) is finite if and only if
\[
\int_{|x|>1} |x|^{1/\gamma} \nu(dx) < \infty,
\]
which we have assumed in (4.4). For $A_{11}$, let $x \in [-1,1] \setminus \{0\}$ be given. For $\beta \leq -1/2$ the inner integral in (4.5) can be written as
\[
\int_{\{|s|\leq 1\} \cap \{|s|^\beta \leq |x|^{-1/\beta}\}} |xg(s)|^2 \nu(dx) ds = \begin{cases} x^2 \left( \frac{2x^2}{2\beta + 1} \right) \left( 1 - |x|^{-\frac{2\beta+1}{\beta}} \right) + 2|x|^{-1/\beta} & \text{if } \beta < -1/2 \\ 4x^2 \log(|x|^{-1}) + 2x^2 & \text{if } \beta = -1/2. \end{cases}
\] (4.8)

Inserting (4.8) for $\beta < -1/2$ we obtain
\[
\int_{A_{11}} \min(1, |xg(s)|^2) \nu(dx) ds = \begin{cases} \int_{|x|\leq 1} \left( \frac{2x^2}{2\beta + 1} \right) \left( 1 - |x|^{-\frac{2\beta+1}{\beta}} \right) + 2|x|^{-1/\beta} \nu(dx) < \infty & \text{if } \beta < -1/2 \end{cases}
\]
where the inequality follows by an application of (b). A similar application of (4.8) shows that (4.9) is finite for $\beta = -1/2$ using (c). For $\beta > -1/2$ we have
\[
\int_{A_{11}} \min(1, |xg(s)|^2) \nu(dx) ds \leq \left( \int_{|x|\leq 1} x^2 \nu(dx) \right) \left( \int_{|x|\leq 1} |s|^{2\beta} ds \right) < \infty.
\]

Since $A_{12} = \{(s, x) \in \mathbb{R} \times \mathbb{R} : |s| \leq 1, |x| > 1\}$ we have
\[
\int_{A_{12}} \min(1, |xg(s)|^2) ds \nu(dx) \leq \int_{\{|x|>1\}} \int_{\{|s|\leq 1\}} 1 ds \nu(dx) \leq 2\nu(x \in \mathbb{R} : |x| > 1) < \infty,
\]
since $\nu$ is a Lévy measure. For the last area, $A_{21}$, we have
\[
\int_{A_{21}} \min(1, |xg(s)|^2) ds \nu(dx) = 2 \left( \int_{|x|\leq 1} x^2 \nu(dx) \right) \left( \int_{1}^{\infty} s^{-2\gamma} ds \right) < \infty
\]
since $\nu$ is a Lévy measure and $\gamma > 1/2$ (cf. (a)). Hence, the integral (4.5) is finite and the proof is complete.

**Proof of Theorem 4.1.** For all $s \in \mathbb{R} \setminus \{0\}$ let
\[
g(s) = \left( a(s_+)^{-H-1/\alpha} + b(s_-)^{-H-1/\alpha} \right) \text{sign}(s) \tag{4.10}
\]
where $\text{sign}(s) := 1_{(0,\infty)}(s) - 1_{(-\infty,0)}(s)$ denotes the sign function, and $g(0) = 0$. For a fixed $t \in \mathbb{R}$ let $f : \mathbb{R} \to \mathbb{C}$ denote the integrand of the harmonizable fractional Lévy motion, that is,

$$f(s) = i(1 - e^{its})g(s), \quad s \in \mathbb{R}.$$  

We want to apply Lemma 4.2 on $|f| : \mathbb{R} \to \mathbb{R}_+$ and the Lévy measure $\nu \circ (x \mapsto |x|)^{-1}$ on $\mathbb{R}$. Observe that $|f|$ is bounded on $[-1,1]^c$, and

$$|f(s)| = O(|s|^{1-H-1/\alpha}) \text{ as } s \to 0, \text{ and } |f(s)| = O(|s|^{-H-1/\alpha}) \text{ as } |s| \to \infty.$$  

Hence, with $\beta := 1 - H - 1/\alpha \in \mathbb{R}$ and $\gamma = H + 1/\alpha \in (0,\infty)$, $|f|$ satisfies condition (4.2). Condition (a) of Lemma 4.2 reads $H + 1/\alpha > 1/2$ (which follows since $\alpha < 2$ and $H > 0$) and

$$\int_{|x| > 1} |x|^{\frac{1}{\alpha+1}} \nu(dx) < \infty,$$

which follows by assumption (a) of Theorem 4.1. Note that $\beta < -1/2$ if and only if $H + 1/\alpha > 3/2$, and therefore condition (b) of Lemma 4.2 reads

$$\int_{|x| \leq 1} |x|^{\frac{1}{\alpha+1}} \nu(dx) < \infty \quad \text{whenever } H + 1/\alpha > 3/2,$$

which follows by assumption (b) of Theorem 4.1. Since $\beta = -1/2$ corresponds to $H + 1/\alpha = 3/2$, condition (c) of Lemma 4.2 follows by condition (c) of Theorem 4.1. According to Lemma 4.2,

$$\int_{\mathbb{R}} \int_{\mathbb{R}^2} \min(1, |xf(s)|^2) \nu(dx) ds < \infty,$$

which shows that the stochastic integral $\int f \, dL$ exists, cf. Theorem 3.1, and hence $X_t$ is well-defined for all $t \in \mathbb{R}$.

The stationary increments of $X$ follows from an application of (3.3). To show that $X$ is isotropic it is enough to show that $Z = \int \psi \, dL$ is isotropic for all $L$-integrable functions $\psi : \mathbb{R} \to \mathbb{C}$. For any $2 \times 2$ matrix $A$, $\varphi_{A\hat{\gamma}}(\theta) = \varphi_{\hat{\gamma}}(A^T \theta)$, which in conjunction with (3.3) implies that $Z$ is isotropic. Since $f$ satisfies $|f(s)| = 2|\sin(ts/2)g(s)|$, (4.1) follows also from (3.3). 

We are now ready to complete the proof of Theorem 1.3.

**Proof of Theorem 1.3.** Throughout the proof $c$ will denote a finite constant which may change from line to line. We will start by showing that process $X$ is well-defined. For any function $\psi : \mathbb{R}_+ \to \mathbb{R}_+$ we have by Assumption (A) that

$$\int_{\mathbb{R}^2} \psi(|x|) \nu(dx) = \int_{\mathbb{R}^2} \psi(|x|)h(x)dx 
\leq C \int_{\mathbb{R}^2} \psi(|x|)|x|^{-2-\alpha} \, dx = 2\pi C \int_0^\infty \psi(u)u^{-1-\alpha} \, du \quad (4.11)$$

where the last equality follows from the change to polar coordinates. In particular,

$$\int_{|x| > 1} |x|^{\frac{1}{\alpha+1}} \nu(dx) \leq c \int_1^\infty v^{\frac{1}{\alpha+1}} v^{-\alpha-1} \, dv < \infty \quad (4.12)$$
where the last inequality follows since $H > 0$. By (4.12), condition (a) of Theorem 4.1 is satisfied. To show (b) of Theorem 4.1 we assume that $H + 1/\alpha > 3/2$. By (4.11) we have that
\[
\int_{|x| \leq 1} |x|^{\frac{H+1}{\alpha}-1} \nu(dx) \leq c \int_{0}^{1} v^{\frac{1}{\alpha}-1} v^{-\alpha-1} dv < \infty
\]
where the last inequality follows since $H < 1$ and $H + 1/\alpha - 1 > 0$ (which is implied by $H + 1/\alpha > 3/2$). This shows that condition (b) of Theorem 4.1 holds. Furthermore,
\[
\int_{|x| \leq 1} |x|^{2} \log(|x|^{-1}) \nu(dx) \leq c \int_{0}^{1} v^{2} \log(v^{-1}) v^{-1-\alpha} dv < \infty
\]
since $\alpha < 2$, which shows that condition (c) of Theorem 4.1 holds. Thus, process $X$ exists, has stationary increments and an isotropic distribution, cf. Theorem 4.1.

In the following we will study the characteristic function of the finite dimensional distributions for the left-hand side of (1.7) and show convergence towards the characteristic function of harmonizable fractional stable motion. For $n \in \mathbb{N}, t_1, \ldots, t_n \in \mathbb{R}, a_1, \ldots, a_n \in \mathbb{C}$ and $\epsilon > 0$ set
\[
Z_{\epsilon} = \epsilon^{-H} \sum_{j=1}^{n} a_j X_{\epsilon t_j} \quad \text{and} \quad f_{\epsilon}(s) = \epsilon^{-H} \sum_{j=1}^{n} a_j (1 - e^{it_j \epsilon s}) ig(s)
\]
for all $s \in \mathbb{R}$, where $g$ is given by (4.10). By (3.3) we have that
\[
\log \varphi_{Z_{\epsilon}}(\theta) = \int_{\mathbb{R}} K(|f_{\epsilon}(s)|^{\theta}) ds,
\]
and since
\[
f_{\epsilon}(\epsilon^{-1} s) = f_{1}(s) \epsilon^{1/\alpha} \quad \text{for all } \epsilon > 0, s \in \mathbb{R},
\]
the substitution $u = \epsilon s$ yields
\[
\log \varphi_{Z_{\epsilon}}(\theta) = \epsilon^{-1} \int_{\mathbb{R}} K(|f_{1}(u)|^{\theta}) du. \tag{4.13}
\]
For $u \in \mathbb{R}^2$, the substitution $v = \epsilon^{1/\alpha} x$ shows that
\[
K(\epsilon^{1/\alpha} u) = \int_{\mathbb{R}^2} (\cos(\langle \epsilon^{1/\alpha} u, x \rangle) - 1) h(x) dx
\]
\[
= \epsilon^{-2/\alpha} \int_{\mathbb{R}^2} (\cos(\langle u, v \rangle) - 1) h(\epsilon^{-1/\alpha} v) dv. \tag{4.14}
\]
By assumption (1.5),
\[
\frac{h(\epsilon^{-1/\alpha} v)}{\epsilon^{1+2/\alpha}} \to c_0 |v|^{-2-\alpha} \quad \text{as } \epsilon \to 0_+
\]
\[
\tag{4.15}
\]
for all \( v \in \mathbb{R}^2 \setminus \{0\} \). Due to assumption (1.6) we have
\[
\left| h\left( \frac{\epsilon^{-1/\alpha}v}{\epsilon^{1+2/\alpha}} \right) \right| \leq C|v|^{-2-\alpha}, \quad \text{for all } v \in \mathbb{R}^2 \setminus \{0\}, \epsilon > 0.
\]
For all \( y \in \mathbb{R}^2 \),
\[
\int_{\mathbb{R}^2} \frac{1 - \cos(\langle y, v \rangle)}{|v|^{2+\alpha}} \, dv = c_1 |y|^\alpha < \infty,
\]
where the constant \( c_1 \) is explicitly given in Exercise 18.9 of [16]. Moreover, \( f_1 \in L^\alpha(\mathbb{R}) \) due the existence of the harmonizable fractional stable motion. Hence, by Lebesgue’s dominated convergence theorem and (4.13), (4.14) and (4.15) we deduce that
\[
\log \varphi_{Z_\epsilon}(\theta) \to -c_0 c_1 \int_{\mathbb{R}} |f_1(u)\theta|^\alpha \, du \quad \text{as } \epsilon \to 0_+.
\]
(4.16)
By the continuity theorem for characteristic functions, the convergence in distribution (1.7) follows by (4.16), and the proof is complete.
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