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Abstract. In this paper, we establish some existence and uniqueness results for periodic solutions for a class of fractional differential equations with the Caputo fractional derivative. The arguments are based upon the Banach contraction principle, and Schaefer’s fixed point theorem.

1. Introduction

Recently, fractional differential equations [11, 15, 16, 17, 19] have been studied intensively [1, 2, 3, 4, 5, 9, 21]. The mathematical modeling of many real world phenomena based on fractional order operators is regarded as better and improved than the one depending on integer-order operators. In particular, fractional calculus has played a significant role in the recent development of special functions and integral transforms, signal processing, control theory, bioengineering and biomedical, viscoelasticity, finance, stochastic processes, wave and diffusion phenomena, plasma physics, social sciences, etc. The motivation for this work arises from both the development of the theory of fractional calculus itself and its wide application to various fields of science, such as physics, chemistry, biological, electromagnetic of complex media, robotics, economics, etc. Much attention has been paid to the existence and uniqueness of the solutions of fractional dynamic systems [6, 7, 8, 10, 14] on account of the fact that existence is the fundamental problem and a necessary condition for considering some other properties for fractional dynamic systems, such as controllability, stability, etc. In [18] the authors provide some existence results for the dynamical system

\[ cD_0^\alpha x(t) - A cD_0^\beta x(t) = f(t, x(t)); \quad t \in J := [0, T], \]

\[ x(0) = x_0, \quad x'(0) = x'_0. \]  

Motivated by the previous work [18], the purpose of this paper is to establish some existence and uniqueness results for the following functional fractional differential equation

\[ cD_0^\alpha x(t) - A cD_0^\beta x(t) = f\left(t, x(t), cD_0^\beta x(t), cD_0^\alpha x(t)\right); \quad t \in J := [0, T], \]
with the periodic conditions
\[ x(0) = x(T), \quad x'(0) = x'(T), \quad (1.4) \]
where \( T > 0 \), \( \mathcal{C}D_0^\alpha \) is the Caputo fractional derivative of order \( \alpha \), \( 0 < \beta < 1 < \alpha < 2 \), \( 1 + \beta < \alpha \), \( f : J \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a given continuous function, and \( A \) is an \( \mathbb{R}^{n \times n} \) invertible matrix.

The present paper is organized as follows: In Section 2, some notations are introduced and we recall some concepts of preliminaries about fractional calculus and auxiliary results. The main results are presented in Section 3; by applying the Banach fixed point theorem and Schaefer’s fixed point theorem. In the last Section, we give an illustrative example.

2. Preliminaries

In this section, we introduce notations, definitions, and preliminary facts which are used throughout this paper. By \( C(J, \mathbb{R}^n) \) we denote the Banach space of continuous functions from \( J \) into \( \mathbb{R}^n \) with the norm
\[ \|x\|_\infty = \sup\{\|x(t)\| : t \in J\}, \]
where \( \|\cdot\| \) denotes a suitable complete norm on \( \mathbb{R}^n \).

Denote \( L^1(J, \mathbb{R}^n) \) the Banach space of measurable functions \( u : J \rightarrow \mathbb{R}^n \) that are Lebesgue integrable with norm
\[ \|x\|_{L^1} = \int_0^T \|x(t)\|dt. \]

Let \( AC(J, \mathbb{R}^n) \) be the space of absolutely continuous valued functions on \( J \), and set
\[ AC^n(J) = \{x : J \rightarrow \mathbb{R}^n : x, x', x'', \ldots, x^{(n-1)} \in C(J, \mathbb{R}^n) \text{ and } x^{(n-1)} \in AC(J, \mathbb{R}^n)\}. \]

By \( C^1(J, \mathbb{R}^n) = \{x : J \rightarrow \mathbb{R}^n \text{ where } x' \in C(J, \mathbb{R}^n)\} \), we denote the Banach space with the norm
\[ \|x\|_1 = \max\{\|x\|_\infty, \|x'\|_\infty\}. \]

Definition 1. ([15]) The Riemann-Liouville fractional integral of order \( \alpha > 0 \) of a function \( h \in L^1((a, b], \mathbb{R}^n) \) is given by
\[ I^\alpha_{a+} h(t) = \frac{1}{\Gamma(\alpha)} \int_a^t (t-s)^{\alpha-1} h(s)ds, \quad t \in (a, b], \]
where \( \Gamma \) is the Euler gamma function defined by
\[ \Gamma(\xi) = \int_0^{+\infty} t^{\xi-1} e^{-t}dt; \quad \xi > 0. \]
DEFINITION 2. ([15]) The Riemann-Liouville fractional derivative of order $\alpha > 0$ of a function $h \in L^1((a,b],\mathbb{R}^n)$ is given by

$$D_a^\alpha h(t) = \frac{1}{\Gamma(n - \alpha)} \left( \frac{d}{dt} \right)^n \left[ \int_a^t \frac{h(s)}{(t-s)^{\alpha-n+1}} ds \right]; \ t \in (a,b],$$

provided the right hand side is well defined for almost every $t \in (a,b)$, where $n = [\alpha] + 1$, $[\alpha]$ denotes the integer part of the real number $\alpha$.

DEFINITION 3. ([15]) The Caputo fractional of order $\alpha > 0$ of a function $h \in AC^n((a,b],\mathbb{R}^n)$ is defined via the above Riemann-Liouville derivatives by

$${}^cD_a^\alpha h(t) = \left( D_a^\alpha \left[ h(t) - \sum_{k=0}^{n-1} \frac{h^{(k)}(a)}{k!} (t-a)^k \right] \right) \left( t \right); \ t \in (a,b].$$

DEFINITION 4. ([15]) For a function $h \in AC^n(J)$, the Caputo fractional-order derivative of order $\alpha$ of $h$ is defined by

$$({}^cD_0^\alpha h)(t) = \frac{1}{\Gamma(n - \alpha)} \int_0^t \frac{h^{(n)}(s)}{(t-s)^{\alpha-n+1}} ds,$$

LEMMA 1. ([15]) From the definition of fractional integrals and Caputo derivatives, we have

$$I_0^{\alpha+}({}^cD_0^\alpha h(t)) = h(t) - \sum_{k=0}^{n-1} \frac{h^{(k)}(0)}{k!} t^k; \ t > 0, \ n - 1 < \alpha < n.$$

Especially, when $1 < \alpha < 2$, then we have

$$I_0^{\alpha+}({}^cD_0^\alpha h(t)) = h(t) - h(0) - th'(0).$$

LEMMA 2. ([15]) Let $\alpha > 0$ and $h \in C(J,\mathbb{R}^n)$. Then

$${}^cD_0^\alpha I_0^{\alpha+} h(t) = h(t),$$

holds on $J$.

LEMMA 3. ([12]) Let $0 < \beta < 1 < \alpha < 2$, and $x \in C^1(J,\mathbb{R}^n)$. Then we have

$$I_0^\alpha \left( {}^cD_0^\beta x(t) \right) = I_0^{\alpha-\beta} x(t) - \frac{x(0) t^{\alpha-\beta}}{\Gamma(\alpha-\beta+1)}.$$ 

We state the following generalization of Gronwall’s lemma for singular kernels.

LEMMA 4. ([20]) Let $\nu : [0,T] \rightarrow [0,\infty)$ be a real function and $\omega(\cdot)$ is a nonnegative, locally integrable function on $[0,T]$. Assume that there are constants $a > 0$ and $0 < \alpha \leq 1$ such that

$$\nu(t) \leq \omega(t) + a \int_0^t (t-s)^{-\alpha} \nu(s) ds.$$

Then, there exists a constant $K = K(\alpha)$ such that

$$\nu(t) \leq \omega(t) + Ka \int_0^t (t-s)^{-\alpha} \omega(s) ds, \text{ for every } t \in [0,T].$$
THEOREM 1. ([13]) (Banach’s fixed point theorem) Let $C$ be a non-empty closed subset of a Banach space $X$, then any contraction mapping $T$ of $C$ into itself has a unique fixed point.

THEOREM 2. [13] (Schaefer’s fixed point theorem) Let $X$ be a Banach space, and $N: X \rightarrow X$ completely continuous operator. If the set $S = \{ y \in X : y = \lambda Ny, \text{ for some } \lambda \in (0,1) \}$ is bounded, then $N$ has fixed points.

3. Existence of solutions

LEMMA 5. For any $x \in C^1(J, \mathbb{R}^n)$ and $0 < \beta \leq 1$, we have

$$\| cD_0^\beta x \|_\infty \leq \frac{T^{1-\beta}}{\Gamma(2-\beta)} \| x' \|_\infty, \text{ and so } \| cD_0^\beta x \|_\infty \leq \frac{T^{1-\beta}}{\Gamma(2-\beta)} \| x \|_1.$$ 

Proof. Obviously, when $\beta = 1$, the conclusions are true. So, we only consider the case $0 < \beta < 1$. In fact, by Definition 4, for any $x \in C^1(J, \mathbb{R}^n)$ and $t \in J$, we have

$$\| cD_0^\beta x(t) \| = \frac{1}{\Gamma(1-\beta)} \left| \int_0^t (t-s)^{-\beta} x'(s) ds \right| \leq \| x' \|_\infty \frac{1}{\Gamma(1-\beta)} \int_0^t (t-s)^{-\beta} ds \leq \frac{T^{1-\beta}}{\Gamma(2-\beta)} \| x' \|_\infty \leq \frac{T^{1-\beta}}{\Gamma(2-\beta)} \| x \|_1. \quad \Box$$

LEMMA 6. Let $h \in C(J, \mathbb{R}^n)$. The function $x \in C^1(J, \mathbb{R}^n)$ is a periodic solution of the fractional differential problem

$$cD_0^\alpha x(t) - \Lambda cD_0^\beta x(t) = h(t), \quad t \in J, \quad (3.1)$$

$$x(0) = x(T), \quad x'(0) = x'(T), \quad (3.2)$$

if and only if, $x$ is a solution of the fractional integral equation

$$x(t) = \left( 1 - \frac{A t^{\alpha-\beta}}{\Gamma(\alpha-\beta+1)} \right) x(0) + t x'(0) + \frac{A}{\Gamma(\alpha-\beta)} \int_0^t (t-s)^{\alpha-\beta-1} x(s) ds$$

$$+ \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} h(s) ds, \quad (3.3)$$
with
\[
x(0) = T^{1+\beta-\alpha}(\alpha - \beta - 1) \int_0^T (T - s)^{\alpha-\beta-2} x(s) ds \\
+ \frac{T^{1+\beta-\alpha} \Gamma(\alpha - \beta) A^{-1}}{\Gamma(\alpha - 1)} \int_0^T (T - s)^{\alpha-2} h(s) ds,
\]
and
\[
x'(0) = \frac{\alpha}{(\alpha - \beta) \Gamma(\alpha - \beta - 1)} \int_0^T (T - s)^{\alpha-\beta-2} x(s) ds \\
+ \frac{1}{(\alpha - \beta) \Gamma(\alpha - 1)} \int_0^T (T - s)^{\alpha-2} h(s) ds \\
- \frac{A}{T \Gamma(\alpha - \beta)} \int_0^T (T - s)^{\alpha-\beta-1} x(s) ds \\
- \frac{1}{T \Gamma(\alpha)} \int_0^T (T - s)^{\alpha-1} h(s) ds.
\]

**Proof.** Let \( x \in C^1(J, \mathbb{R}^n) \) be a solution of (3.1)–(3.2). Then, we have
\[
I_0^\alpha ((c D_0^\alpha + \lambda(x)) - A^c D_0^\beta(x(t))) = (I_0^\alpha h)(t)
\]
From Lemma 1, we get
\[
x(t) = x(0) + t x'(0) - \frac{A t^{\alpha-\beta}}{\Gamma(\alpha - \beta + 1)} x(0) + \frac{A}{\Gamma(\alpha - \beta)} \int_0^t (t - s)^{\alpha-\beta-1} x(s) ds \\
+ \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} h(s) ds.
\]
Applying conditions (3.2), we obtain (3.4) and (3.5). Thus, \( x \) is solution of the integral equation (3.3).

Conversely, assume that \( x \) satisfies the fractional integral equation (3.3), and using the fact that \( c D_0^\alpha \) is the left inverse of \( I_0^\alpha \), and the fact that \( c D_0^\alpha C = 0 \), where \( C \) is a constant, we get
\[
c D_0^\alpha x(t) - A c D_0^\beta x(t) = h(t), \quad \text{for each } t \in J.
\]
Also, we can easily show that
\[
x(0) = x(T) \text{ and } x'(0) = x'(T).
\]

We are now in a position to state and prove our existence result for the problem (1.3)–(1.4) based on Banach’s fixed point, we need to give the following hypothesis:

**H** There exist constants \( L_1, L_2 > 0 \) and \( 0 < L_3 < 1 \) such that
\[
\| f(t, u, v, w) - f(t, \bar{u}, \bar{v}, \bar{w}) \| \leq L_1 \| u - \bar{u} \| + L_2 \| v - \bar{v} \| + L_3 \| w - \bar{w} \|
\]
for any \( u, v, w, \bar{u}, \bar{v}, \bar{w} \in \mathbb{R}^n \) and \( t \in J \).
Set

$$R_1 = \left( \frac{||A||T^{\alpha-\beta}}{\Gamma(\alpha-\beta+1)} + 1 \right) M_1 + \frac{||A||T^{\alpha-\beta}}{\Gamma(\alpha-\beta+1)} + \frac{T^{\alpha}L_1 \Gamma(2-\beta) + T^{1-\beta+\alpha}(L_3 ||A|| + L_2)}{\Gamma(\alpha+1)\Gamma(2-\beta)(1-L_3)} + TM_2,$$

$$R_2 = M_2 + \frac{(\alpha-\beta)||A||T^{\alpha-\beta-1}}{\Gamma(\alpha-\beta+1)} M_1 + \frac{||A||T^{\alpha-\beta-1}}{\Gamma(\alpha-\beta)} + \frac{T^{\alpha-1}L_1 \Gamma(2-\beta) + T^{\alpha-\beta}(L_3 ||A|| + L_2)}{\Gamma(\alpha)\Gamma(2-\beta)(1-L_3)},$$

where

$$M_1 = 1 + \frac{T^{\beta} \Gamma(\alpha-\beta)||A||^{-1} [L_1 \Gamma(2-\beta) + T^{1-\beta}(L_3 ||A|| + L_2)]}{\Gamma(\alpha)\Gamma(2-\beta)(1-L_3)}$$

and

$$M_2 = \frac{T^{\alpha-1}(2\alpha-\beta)[L_1 \Gamma(2-\beta) + T^{1-\beta}(L_3 ||A|| + L_2)]}{(\alpha-\beta)\Gamma(\alpha+1)\Gamma(2-\beta)(1-L_3)} + \frac{2T^{\alpha-\beta-1}||A||}{\Gamma(\alpha-\beta+1)}.$$  \hspace{1cm} \Box

**Theorem 3.** Assume that (H) holds. If

$$\max \{R_1, R_2\} < 1,$$

then the problem (1.3)–(1.4) has a unique solution on J.

**Proof.** Transform the problem (1.3)–(1.4) into a fixed point problem. Consider the operator \(N : C^1(J, \mathbb{R}^n) \rightarrow C^1(J, \mathbb{R}^n)\) defined by

$$(Nx)(t) = \left( 1 - \frac{A\Gamma(\alpha-\beta)}{\Gamma(\alpha-\beta+1)} \right) B_1 + tB_2 + \frac{A}{\Gamma(\alpha-\beta)} \int_0^t (t-s)^{\alpha-\beta-1} x(s) ds$$

$$+ \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} g(s) ds,$$  \hspace{1cm} (3.7)

with

$$B_1 = T^{1+\beta-\alpha}(\alpha-\beta-1) \int_0^T (T-s)^{\alpha-\beta-2} x(s) ds$$

$$+ \frac{T^{1+\beta-\alpha}\Gamma(\alpha-\beta)A^{-1}}{\Gamma(\alpha-1)} \int_0^T (T-s)^{\alpha-2} g(s) ds,$$

and

$$B_2 = \frac{A}{(\alpha-\beta)\Gamma(\alpha-\beta-1)} \int_0^T (T-s)^{\alpha-\beta-2} x(s) ds$$

$$+ \frac{1}{(\alpha-\beta)\Gamma(\alpha-1)} \int_0^T (T-s)^{\alpha-2} g(s) ds - \frac{A}{T\Gamma(\alpha-\beta)} \int_0^T (T-s)^{\alpha-\beta-1} x(s) ds.$$
It is clear that with
\[ h \| g \| \leq \frac{1}{T \Gamma(\alpha)} \int_0^T (T-s)^{\alpha-1} g(s) ds, \]
where \( g \in C(J, \mathbb{R}^n) \) be such that
\[ g(t) = f \left( t, x(t), c D^\beta_{0+} x(t), g(t) + A^c D^\beta_{0+} x(t) \right). \]

For every \( x \in C^1(J, \mathbb{R}^n) \) and each \( t \in J \), we have
\[
(Nx)'(t) = B_2 - \frac{(\alpha - \beta) A t^{\alpha-1}}{\Gamma(\alpha - \beta + 1)} B_1 + \frac{A}{\Gamma(\alpha - \beta - 1)} \int_0^t (t-s)^{\alpha-2} x(s) ds + \frac{1}{\Gamma(\alpha - 1)} \int_0^t (t-s)^{\alpha-2} g(s) ds. \tag{3.8}
\]

It is clear that \((Nx)' \in C(J, \mathbb{R}^n)\), consequently, \( N \) is well defined.
Clearly, the fixed points of operator \( N \) are solutions of problem \((1.3)-(1.4)\).

Let \( x, y \in C^1(J, \mathbb{R}^n) \). Then for \( t \in J \), we have
\[
\| (Nx)(t) - (Ny)(t) \| \leq \left( 1 + \frac{\| A \| T^{\alpha-\beta}}{\Gamma(\alpha - \beta + 1)} \right) \| B_1 - \tilde{B}_1 \| + T \| B_2 - \tilde{B}_2 \|
+ \frac{\| A \|}{\Gamma(\alpha - \beta)} \int_0^T (T-s)^{\alpha-\beta-1} \| x(s) - y(s) \| ds
+ \frac{1}{\Gamma(\alpha)} \int_0^T (T-s)^{\alpha-1} \| g(s) - h(s) \| ds,
\]
with
\[
\tilde{B}_1 = T^{1+\beta-\alpha} (\alpha - \beta - 1) \int_0^T (T-s)^{\alpha-\beta-2} y(s) ds
+ \frac{T^{1+\beta-\alpha} \Gamma(\alpha - \beta)}{\Gamma(\alpha - 1)} \int_0^T (T-s)^{\alpha-2} h(s) ds,
\]

and
\[
\tilde{B}_2 = \frac{A}{(\alpha - \beta) \Gamma(\alpha - \beta - 1)} \int_0^T (T-s)^{\alpha-\beta-2} y(s) ds
+ \frac{1}{(\alpha - \beta) \Gamma(\alpha - 1)} \int_0^T (T-s)^{\alpha-2} h(s) ds - \frac{A}{T \Gamma(\alpha - \beta)} \int_0^T (T-s)^{\alpha-\beta-1} y(s) ds
- \frac{1}{T \Gamma(\alpha)} \int_0^T (T-s)^{\alpha-1} h(s) ds,
\]
where \( h \in C(J, \mathbb{R}^n) \) be such that
\[ h(t) = f \left( t, y(t), c D^\beta_{0+} y(t), h(t) + A^c D^\beta_{0+} y(t) \right). \]

From \( H \), for each \( t \in J \) we have
\[
\| g(t) - h(t) \| \leq L_1 \| x(t) - y(t) \| + L_2 \| c D^\beta_{0+} x(t) - c D^\beta_{0+} y(t) \|
\]
\[ \]
\begin{align*}
+L_3\|g(t) + A^cD_0^\beta x(t) - h(t) - A^cD_0^\beta y(t)\| \\
\leq L_1\|x(t) - y(t)\| + L_2\|cD_0^\beta x(t) - cD_0^\beta y(t)\| \\
+L_3\|g(t) - h(t)\| + L_3\|A\|\|cD_0^\beta x(t) - cD_0^\beta y(t)\| \\
\leq L_1\|x(t) - y(t)\| + L_3\|g(t) - h(t)\| + (L_3\|A\| + L_2)\|cD_0^\beta (x(t) - y(t))\|.
\end{align*}

Thus
\begin{align*}
\|g(t) - h(t)\| &\leq \frac{L_1}{1 - L_3}\|x(t) - y(t)\| + \frac{L_3\|A\| + L_2}{1 - L_3}\|cD_0^\beta (x(t) - y(t))\| \\
&\leq \frac{L_1}{1 - L_3}\|x - y\|_{\infty} + \frac{L_3\|A\| + L_2}{1 - L_3}\|cD_0^\beta (x - y)\|_{\infty}.
\end{align*}

Then, by using Lemma 5, we get
\begin{equation}
\|g(t) - h(t)\| \leq \frac{L_1}{1 - L_3}\|x - y\|_1 + \frac{T^{1 - \beta}(L_3\|A\| + L_2)}{\Gamma(2 - \beta)(1 - L_3)}\|x - y\|_1
\end{equation}

Using (3.9) we obtain
\begin{align*}
\|B_1 - \bar{B}_1\| &\leq \left[\frac{T^{\alpha - 1}(2\alpha - \beta)[L_1\Gamma(2 - \beta) + T^{1 - \beta}(L_3\|A\| + L_2)]}{(\alpha - \beta)\Gamma(\alpha + 1)\Gamma(2 - \beta)(1 - L_3)} + 1\right]\|x - y\|_1 \\
&= M_1\|x - y\|_1,
\end{align*}

and
\begin{align*}
\|B_2 - \bar{B}_2\| &\leq \left[\frac{T^{\alpha - 1}(2\alpha - \beta)[L_1\Gamma(2 - \beta) + T^{1 - \beta}(L_3\|A\| + L_2)]}{(\alpha - \beta)\Gamma(\alpha + 1)\Gamma(2 - \beta)(1 - L_3)}
\right. \\
&\quad \left.+ \frac{2T^{\alpha - 1 - 1}\|A\|}{\Gamma(\alpha + 1)}\right]\|x - y\|_1 \\
&= M_2\|x - y\|_1.
\end{align*}

Therefore, for each \(t \in J\) we have
\begin{align*}
\|(Nx)(t) - (Ny)(t)\| &\leq \left[\left(\frac{\|A\|T^{\alpha - \beta}}{\Gamma(\alpha - \beta + 1)} + 1\right)M_1 + TM_2 + \frac{\|A\|T^{\alpha - \beta}}{\Gamma(\alpha - \beta + 1)}
\right. \\
&\quad \left.+ \frac{T^\alpha L_1\Gamma(2 - \beta) + T^{1 - \beta + \alpha}(L_3\|A\| + L_2)}{\Gamma(\alpha + 1)\Gamma(2 - \beta)(1 - L_3)}\right]\|x - y\|_1 \\
&= R_1\|x - y\|_1.
\end{align*}

On the other hand, for each \(t \in J\) we have
\begin{align*}
\|(Nx)'(t) - (Ny)'(t)\| &\leq \|B_2 - \bar{B}_2\| + \frac{(\alpha - \beta)\|A\|T^{\alpha - 1 - \beta}}{\Gamma(\alpha - \beta + 1)}\|B_1 - \bar{B}_1\|.
\end{align*}
\[
\frac{\|A\|}{\Gamma(\alpha - \beta - 1)} \int_0^T (T - s)^{\alpha - \beta - 2} \|x(s) - y(s)\| ds \\
+ \frac{1}{\Gamma(\alpha - 1)} \int_0^T (T - s)^{\alpha - 2} \|g(s) - h(s)\| ds.
\]

Using (3.9) we get
\[
\|(Nx)'(t) - (Ny)'(t)\| \leq \left[ M_2 + \frac{(\alpha - \beta)\|A\| T^{\alpha - \beta - 1}}{\Gamma(\alpha - \beta + 1)} M_1 + \frac{\|A\| T^{\alpha - \beta - 1}}{\Gamma(\alpha - \beta)} \\
+ \frac{T^{\alpha - 1} L_1 \Gamma(2 - \beta) + T^{\alpha - \beta} (L_3 \|A\| + L_2)}{\Gamma(\alpha) \Gamma(2 - \beta) (1 - L_2)} \right] \|x - y\|_1 \\
= R_2 \|x - y\|_1.
\]

Thus
\[
\|N(x) - N(y)\|_1 \leq \max\{R_1, R_2\} \|x - y\|_1.
\]

By (3.6), the operator \( N \) is a contraction. Hence, by the Banach contraction principle, the operator \( N \) has a unique fixed point which is the unique solution of (1.3)–(1.4).

Our second result is based on Schaefer’s fixed point theorem. Set
\[
R = 1 + 2 \frac{\|A\| T^{\alpha - \beta - 1}}{\Gamma(\alpha - \beta)} + \frac{2 \|A\| (2 T^{\alpha - \beta} + T^{\alpha - \beta - 1})}{\Gamma(\alpha - \beta + 1)} \\
+ D \left( \frac{(2\alpha - \beta)(T^{\alpha} + T^{\alpha - 1})}{(\alpha - \beta) \Gamma(\alpha + 1)} + \frac{T^{\beta} \Gamma(\alpha - \beta) \|A^{-1}\| + 2 T^{\alpha - 1}}{\Gamma(\alpha)} + \frac{T^{\alpha} (2\alpha - \beta)}{(\alpha - \beta) \Gamma(\alpha + 1)} \right),
\]
where
\[
D = \frac{L_1}{1 - L_3} + \frac{(L_3 \|A\| + L_2) T^{1 - \beta}}{(1 - L_3) \Gamma(2 - \beta)}. \quad \square
\]

**Theorem 4.** Assume that (H) holds. If \( R < 1 \), then the problem (1.3)–(1.4) has at least one solution on \( J \).

**Proof.** Let \( N \) be the operator defined in (3.7). The proof will be given in several steps.

**Step 1:** \( N \) is continuous.
Let \( \{x_n\} \) be a sequence such that \( x_n \to x \) in \( C^1(J, \mathbb{R}^n) \). Then for each \( t \in J \),
\[
\|(Nx)(t) - (Nx_n)(t)\| \leq \left( \frac{\|A\| T^{\alpha - \beta}}{\Gamma(\alpha - \beta + 1)} + 1 \right) \|B_1 - B_{n_1}\| + T \|B_2 - B_{n_2}\| \\
+ \frac{\|A\|}{\Gamma(\alpha - \beta)} \int_0^T (T - s)^{\alpha - \beta - 1} \|x(s) - x_n(s)\| ds \\
+ \frac{1}{\Gamma(\alpha)} \int_0^T (T - s)^{\alpha - 1} \|g(s) - g_n(s)\| ds,
\]
where \(B_{n1}, B_{n2} \in \mathbb{R}^n\), with

\[
B_{n1} = T^{1+\beta-\alpha}(\alpha - \beta - 1) \int_0^T (T-s)^{\alpha-\beta-2}x_n(s)ds + T^{1+\beta-\alpha}(\alpha - \beta - 1) \int_0^T (T-s)^{\alpha-\beta}g_n(s)ds,
\]

\[
B_{n2} = \frac{A}{(\alpha - \beta)\Gamma(\alpha - \beta - 1)} \int_0^T (T-s)^{\alpha-\beta-2}x_n(s)ds + \frac{1}{(\alpha - \beta)\Gamma(\alpha - 1)} \int_0^T (T-s)^{\alpha-2}g_n(s)ds - \frac{A}{T\Gamma(\alpha - \beta)} \int_0^T (T-s)^{\alpha-\beta-1}x_n(s)ds - \frac{1}{T\Gamma(\alpha)} \int_0^T (T-s)^{\alpha-1}g_n(s)ds,
\]

and \(g_n \in C(J, \mathbb{R}^n)\) such that

\[
g_n(t) = f \left( t, x_n(t), cD_{0^+}^{\beta}x_n(t), g_n(t) + \alpha cD_{0^+}^{\beta}x_n(t) \right).
\]

From (H) for each \(t \in J\) we have

\[
\|g(t) - g_n(t)\| \leq L_1\|x(t) - x_n(t)\| + L_2\left(\|g(t) + A cD_{0^+}^{\beta}x(t) - g_n(t) - \alpha cD_{0^+}^{\beta}x_n(t)\| + L_3\left| cD_{0^+}^{\beta}x(t) - cD_{0^+}^{\beta}x_n(t) \right| \right)
\]

\[
\leq L_1\|x(t) - x_n(t)\| + L_2\|g(t) - g_n(t)\| + L_2\|A\|\left| cD_{0^+}^{\beta}x(t) - cD_{0^+}^{\beta}x_n(t) \right| + L_3\left| cD_{0^+}^{\beta}x(t) - cD_{0^+}^{\beta}x_n(t) \right| + (L_2\|A\| + L_3)\left| cD_{0^+}^{\beta} (x(t) - x_n(t)) \right|.
\]

Thus

\[
\|g(t) - g_n(t)\| \leq \frac{L_1}{1 - L_3}\|x(t) - x_n(t)\| + \frac{L_3\|A\| + L_2}{1 - L_3}\left| cD_{0^+}^{\beta} (x(t) - x_n(t)) \right| \leq \frac{L_1}{1 - L_3}\|x - x_n\|_\infty + \frac{L_3\|A\| + L_2}{1 - L_3}\left| cD_{0^+}^{\beta} (x - x_n) \right|_\infty.
\]
Therefore, by using Lemma 5, we obtain

\[
\|g(t) - g_n(t)\| \leq \frac{L_1}{1 - L_3} \|x - x_n\|_1 + \frac{T^{1 - \beta} (L_3 \|A\| + L_2)}{L_1 \Gamma(2 - \beta) + T^{1 - \beta} (L_3 \|A\| + L_2)} \|x - x_n\|_1
\]

(3.10)

Hence,

\[
\|B_1 - \tilde{B}_n\| \leq \left[ 1 + \frac{T^\beta \Gamma(\alpha - \beta) \|A\|^{-1} \left[ L_1 \Gamma(2 - \beta) + T^{1 - \beta} (L_3 \|A\| + L_2) \right]}{\Gamma(\alpha) \Gamma(2 - \beta)(1 - L_3)} \right] \|x - x_n\|_1 \\
= M_1 \|x - x_n\|_1,
\]

and

\[
\|B_2 - \tilde{B}_n\| \leq \left[ \frac{T^{\alpha - 1} (2\alpha - \beta) \left[ L_1 \Gamma(2 - \beta) + T^{1 - \beta} (L_3 \|A\| + L_2) \right]}{(\alpha - \beta) \Gamma(\alpha + 1) \Gamma(2 - \beta)(1 - L_3)} + \frac{2T^{\alpha - \beta - 1} \|A\|}{\Gamma(\alpha - \beta + 1)} \right] \|x - x_n\|_1 \\
= M_2 \|x - x_n\|_1.
\]

Therefore, for each \( t \in J \) we get

\[
\|(N\lambda)(t) - (N\lambda_n)(t)\| \leq \left[ \left( \frac{\|A\| T^{\alpha - \beta}}{\Gamma(\alpha - \beta + 1)} + 1 \right) M_1 + TM_2 + \frac{\|A\| T^{\alpha - \beta}}{\Gamma(\alpha - \beta + 1)} \right] \|x - x_n\|_1 \\
+ \frac{T^\alpha L_1 \Gamma(2 - \beta) + T^{1 - \beta + \alpha} (L_3 \|A\| + L_2)}{\Gamma(\alpha + 1) \Gamma(2 - \beta)(1 - L_3)} \|x - x_n\|_1 \\
= R_1 \|x - x_n\|_1.
\]

On the other hand, for each \( t \in J \) we have

\[
\|(\lambda N)'(t) - (\lambda N_n)'(t)\| \leq \|B_2 - \tilde{B}_n\| + \frac{(\alpha - \beta) \|A\| T^{\alpha - \beta - 1}}{\Gamma(\alpha - \beta + 1)} \|B_1 - \tilde{B}_n\| \\
+ \frac{\|A\|}{\Gamma(\alpha - \beta - 1)} \int_0^T (T - s)^{\alpha - \beta - 2} \|x(s) - x_n(s)\| ds \\
+ \frac{1}{\Gamma(\alpha - 1)} \int_0^T (T - s)^{\alpha - 2} \|g(s) - g_n(s)\| ds.
\]
Using (3.10) we get

\[
\|(Nx)'(t) - (Nx_n)'(t)\| \leq \left[ M_2 + \frac{(\alpha - \beta)\|A\|T^{\alpha-\beta-1}}{\Gamma(\alpha - \beta + 1)} M_1 + \frac{\|A\|T^{\alpha-\beta-1}}{\Gamma(\alpha - \beta)} \right] \|x - x_n\|_1
\]

\[ + \frac{T^{\alpha-1}L_1\Gamma(2 - \beta) + T^{\alpha-\beta}(L_3\|A\| + L_2)}{\Gamma(\alpha)\Gamma(2 - \beta)(1 - L_3)} \|x - x_n\|_1
\]

\[ = R_2\|x - x_n\|_1.
\]

Thus, \(\|Nx - Nx_n\|_1 \to 0\) as \(n \to \infty\), which implies that the operator \(N\) is continuous.

**Step 2:** \(N\) maps bounded sets into bounded sets in \(C^1(J, \mathbb{R}^n)\).

Indeed, it is enough to show that for any \(\eta^* > 0\), there exists a positive constant \(\ell\) such that for each \(x \in B_{\eta^*} = \{x \in C^1(J, \mathbb{R}^n) : \|x\|_1 \leq \eta^*\}\), we have \(\|N(x)\|_1 \leq \ell\). We have for each \(t \in J\),

\[
\|g(t)\| = \left\|f(t,x(t),g(t) + A^cD_0^\beta,x(t),cD_0^\beta x(t)) - f(t,0,0) - f(t,0,0,0)\right\|
\]

\[ \leq L_1\|x(t)\| + L_3\|g(t) + A^cD_0^\beta x(t)|| + L_2\|cD_0^\beta x(t)|| + \|f(t,0,0,0)||
\]

\[ \leq L_1\|x\|_\infty + L_3\|g(t)|| + (L_3\|A\| + L_2)\|D_0^\beta x|| + f^*,
\]

where

\[
f^* = \sup_{t \in J} \|f(t,0,0,0)||.
\]

Thus

\[
\|g(t)\| \leq \frac{L_1}{1 - L_3}\|x\|_\infty + \frac{L_3\|A\| + L_2}{1 - L_3}\|D_0^\beta x|| + \frac{f^*}{1 - L_3}.
\]

Then, by using Lemma 5, we have

\[
\|g(t)\| \leq \frac{L_1}{1 - L_3}\|x\|_\infty + \frac{(L_3\|A\| + L_2)T^{1-\beta}}{(1 - L_3)\Gamma(2 - \beta)}\|x'||_\infty + \frac{f^*}{1 - L_3}
\]

\[ \leq \frac{L_1}{1 - L_3}\|x\|_1 + \frac{(L_3\|A\| + L_2)T^{1-\beta}}{(1 - L_3)\Gamma(2 - \beta)}\|x||_1 + \frac{f^*}{1 - L_3}
\]

\[ \leq \frac{L_1}{1 - L_3}\eta^* + \frac{(L_3\|A\| + L_2)T^{1-\beta}}{(1 - L_3)\Gamma(2 - \beta)}\eta^* + \frac{f^*}{1 - L_3} := M_1,
\]

which implies that

\[
\|B_1\| \leq T^{1+\beta-\alpha}(\alpha - \beta - 1) \int_0^T (T - s)^{\alpha-\beta-2}\|x(s)||ds
\]

\[ + \frac{T^{1+\beta-\alpha}\Gamma(\alpha - \beta)}{\Gamma(\alpha - 1)} \int_0^T (T - s)^{\alpha-2}\|g(s)||ds
\]

\[ \leq \eta^* + \frac{T^\beta\Gamma(\alpha - \beta)\|A^{-1}\|}{\Gamma(\alpha)}M_1 := M_2,
\]
and
\[ \|B_2\| \leq \frac{\|A\|}{(\alpha - \beta)\Gamma(\alpha - \beta - 1)} \int_0^T (T - s)^{\alpha - \beta - 2}\|x(s)\|\,ds \]
\[ + \frac{1}{(\alpha - \beta)\Gamma(\alpha - 1)} \int_0^T (T - s)^{\alpha - 2}\|g(s)\|\,ds \]
\[ + \frac{\|A\|}{T\Gamma(\alpha - \beta)} \int_0^T (T - s)^{\alpha - \beta - 1}\|x(s)\|\,ds \]
\[ + \frac{1}{T\Gamma(\alpha)} \int_0^T (T - s)^{\alpha - 1}\|g(s)\|\,ds \]
\leq 2\|A\|T^{\alpha - 1}\frac{\Gamma(\alpha - \beta + 1)}{\Gamma(\alpha - 1)}\eta^* + \frac{(2\alpha - \beta)T^{\alpha - 1}}{\Gamma(\alpha - \beta)} M_1 := M_3. \]

Thus (3.7) implies
\[ \|(N\xi)(t)\| \leq M_2 + TM_3 + \frac{\|A\|T^{\alpha - \beta}}{\Gamma(\alpha - \beta + 1)} M_2 + \frac{\|A\|T^{\alpha - \beta}}{\Gamma(\alpha - \beta)} \eta^* + \frac{T^\alpha}{\Gamma(\alpha + 1)} M_1 := \ell_1. \]

On the other hand we have, for each \( t \in J \)
\[ \|(N\xi)(t)\| \leq M_3 + \frac{(\alpha - \beta)}{\Gamma(\alpha - \beta + 1)} M_2 + \frac{\|A\|T^{\alpha - \beta}}{\Gamma(\alpha - \beta)} \eta^* + \frac{T^{\alpha - 1}}{\Gamma(\alpha)} M_1 := \ell_2. \]

Thus, \( \|N\xi\|_1 \leq \max\{\ell_1, \ell_2\} := \ell. \)

Step 3: \( N \) maps bounded sets into equicontinuous sets of \( C^1(J, \mathbb{R}^n) \).

Let \( t_1, t_2 \in J, t_1 < t_2, B_{\eta^*} \) be a bounded set of \( C^1(J, \mathbb{R}^n) \) as in Step 2, and let \( x \in B_{\eta^*} \). Then
\[ \|(N\xi)(t_2) - (N\xi)(t_1)\| \]
\[ \leq M_3(t_2 - t_1) + \frac{\|A\|M_2}{\Gamma(\alpha - \beta + 1)} (t_2^{\alpha - \beta} - t_1^{\alpha - \beta}) \]
\[ + \frac{\|A\|\eta^*}{\Gamma(\alpha - \beta)} \int_{t_1}^{t_2} (t_2 - s)^{\alpha - \beta - 1}\,ds \]
\[ + \frac{\|A\|\eta^*}{\Gamma(\alpha - \beta)} \int_0^{t_1} [(t_2 - s)^{\alpha - \beta - 1} - (t_1 - s)^{\alpha - \beta - 1}]\,ds \]
\[ + \frac{M_1}{\Gamma(\alpha)} \left[ \int_{t_1}^{t_2} (t_2 - s)^{\alpha - 1}\,ds + \int_0^{t_1} [(t_2 - s)^{\alpha - 1} - (t_1 - s)^{\alpha - 1}]\,ds \right] \]
\[ \leq M_3(t_2 - t_1) + \frac{\|A\|M_2}{\Gamma(\alpha - \beta + 1)} (t_2^{\alpha - \beta} - t_1^{\alpha - \beta}) \]
\[ + \frac{\|A\|\eta^*}{\Gamma(\alpha - \beta + 1)} (t_2^{\alpha - \beta} - t_1^{\alpha - \beta}) + \frac{M_1}{\Gamma(\alpha + 1)} (t_2^{\alpha} - t_1^{\alpha}). \]

As \( t_1 \to t_2 \), the right-hand side of the above inequality tends to zero. Now from (3.8), we have
\[
\| (N'x)(t_2) - (N'x)(t_1) \| \\
\leq \frac{(\alpha - \beta)\|A\| M_2}{\Gamma(\alpha - \beta + 1)} (t_2^{\alpha - \beta - 1} - t_1^{\alpha - \beta - 1}) \\
+ \frac{\|A\| \eta^*}{\Gamma(\alpha - \beta - 1)} \int_{t_1}^{t_2} (t_2 - s)^{\alpha - \beta - 2} ds \\
+ \frac{\|A\| \eta^*}{\Gamma(\alpha - \beta - 1)} \int_{t_1}^{t_2} [(t_2 - s)^{\alpha - \beta - 2} - (t_1 - s)^{\alpha - \beta - 2}] ds \\
+ \frac{M_1}{\Gamma(\alpha - 1)} \left[ \int_{t_1}^{t_2} (t_2 - s)^{\alpha - 2} ds + \int_{t_1}^{t_2} [(t_2 - s)^{\alpha - 2} - (t_1 - s)^{\alpha - 2}] ds \right] \\
\leq \frac{(\alpha - \beta)\|A\| M_2}{\Gamma(\alpha - \beta + 1)} (t_2^{\alpha - \beta - 1} - t_1^{\alpha - \beta - 1}) \\
+ \frac{\|A\| \eta^*}{\Gamma(\alpha - \beta)} (t_2^{\alpha - \beta - 1} - t_1^{\alpha - \beta - 1}) + \frac{M_1}{\Gamma(\alpha)} (t_2^{\alpha - 1} - t_1^{\alpha - 1}).
\]

As \( t_1 \to t_2 \), the right-hand side of the above inequality tends to zero. As a consequence of Steps 1 to 3 together with the Ascoli-Arzela theorem, we can conclude that \( N : C^1(J, \mathbb{R}^n) \to C^1(J, \mathbb{R}^n) \) is completely continuous.

**Step 4: A priori bounds.**

Now it remains to show that the set

\[
E = \{ x \in C^1(J, \mathbb{R}^n) : x = \lambda N(x) \text{ for some } 0 < \lambda < 1 \}
\]

is bounded. Let \( x \in E \), then \( x = \lambda N(x) \) for some \( 0 < \lambda < 1 \). Thus, for each \( t \in J \) we have

\[
x(t) = \lambda B_1 + \lambda t B_2 - \frac{\lambda A t^{\alpha - \beta}}{\Gamma(\alpha - \beta + 1)} B_1 + \frac{\lambda A}{\Gamma(\alpha - \beta)} \int_0^t (t - s)^{\alpha - \beta - 1} x(s) ds \\
+ \frac{\lambda}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1} g(s) ds.
\]

From (H), for each \( t \in J \) we have

\[
\| g(t) \| = \left\| f \left( t, x(t), c D_0^\beta x(t), g(t) + A c D_0^\beta x(t) \right) - f(t, 0, 0, 0) + f(t, 0, 0, 0) \right\| \\
\leq L_1 \| x(t) \| + L_3 \| g(t) + A c D_0^\beta x(t) \| + L_2 \| c D_0^\beta x(t) \| + \| f(t, 0, 0, 0) \| \\
\leq L_1 \| x \| + L_3 \| g(t) \| + (L_3 \| A \| + L_2) \| D_0^{\beta} x \| \| + f^*.
\]

Thus

\[
\| g(t) \| \leq \frac{L_1}{1 - L_3} \| x \| + \frac{L_3 \| A \| + L_2}{1 - L_3} \| D_0^{\beta} x \| \| + \frac{f^*}{1 - L_3}.
\]

Then, by using Lemma 5, we have

\[
\| g(t) \| \leq \frac{L_1}{1 - L_3} \| x \| + \frac{(L_3 \| A \| + L_2) T^{1 - \beta}}{(1 - L_3) \Gamma(2 - \beta)} \| x' \| + \frac{f^*}{1 - L_3}
\]
Thus, for each \( t \in J \), we have

\[
\|x(t)\| \leq \|B_1\| + T \|B_2\| + \frac{\|A\|}{\Gamma(\alpha - \beta + 1)} \|B_1\| + \frac{\|A\|T^{\alpha - \beta}}{\Gamma(\alpha - \beta + 1)} \|x\|_1
\]

\[
+ \frac{T^\alpha}{\Gamma(\alpha + 1)} \left[ \frac{L_1}{1 - L_3} + \frac{L_3\|A\| + L_2 T^{1 - \beta}}{(1 - L_3)\Gamma(2 - \beta)} \right] \|x\|_1 + \frac{f^* T^{\alpha}}{1 - L_3} \|x\|_1
\]

which implies that

\[
\|B_1\| \leq T^{1 + \beta - \alpha} (\alpha - \beta - 1) \int_0^T (T - s)^{\alpha - \beta - 2} \|x(s)\| ds
\]

\[
+ \frac{T^{1 + \beta - \alpha} \Gamma(\alpha - \beta)}{\Gamma(\alpha - 1)} \int_0^T (T - s)^{\alpha - 2} \|g(s)\| ds
\]

\[
\leq \left[ 1 + \left( \frac{T^\beta \Gamma(\alpha - \beta)\|A\|^{-1}}{\Gamma(\alpha)} \right) \left( \frac{L_1}{1 - L_3} + \frac{L_3\|A\| + L_2 T^{1 - \beta}}{(1 - L_3)\Gamma(2 - \beta)} \right) \right] \|x\|_1
\]

\[
+ \frac{f^* T^\beta \Gamma(\alpha - \beta)\|A\|^{-1}}{(1 - L_3)\Gamma(\alpha)}
\]

and

\[
\|B_2\| \leq \frac{\|A\|}{(\alpha - \beta)\Gamma(\alpha - \beta - 1)} \int_0^T (T - s)^{\alpha - \beta - 2} \|x(s)\| ds
\]

\[
+ \frac{1}{(\alpha - \beta)\Gamma(\alpha - 1)} \int_0^T (T - s)^{\alpha - 2} \|g(s)\| ds
\]

\[
+ \frac{\|A\|}{\Gamma(\alpha - \beta)\Gamma(\alpha - 1)} \int_0^T (T - s)^{\alpha - \beta - 1} \|x(s)\| ds + \frac{1}{\Gamma(\alpha)} \int_0^T (T - s)^{\alpha - 1} \|g(s)\| ds
\]

\[
\leq \left[ \frac{2\|A\| T^{\alpha - \beta - 1}}{\Gamma(\alpha - \beta + 1)} + \frac{(2\alpha - \beta)T^{\alpha - 1} \Gamma(\alpha - 1)}{\Gamma(\alpha - \beta)\Gamma(\alpha + 1)} \left( \frac{L_1}{1 - L_3} + \frac{L_3\|A\| + L_2 T^{1 - \beta}}{(1 - L_3)\Gamma(2 - \beta)} \right) \right] \|x\|_1
\]

\[
+ \left[ \frac{(2\alpha - \beta)T^{\alpha - 1} f^*}{(1 - L_3)(\alpha - \beta)\Gamma(\alpha + 1)} \right]
\]

\[
\leq \left[ \frac{2\|A\| T^{\alpha - \beta - 1}}{\Gamma(\alpha - \beta + 1)} + \frac{(2\alpha - \beta)T^{\alpha - 1}}{(\alpha - \beta)\Gamma(\alpha + 1)} \frac{D}{D} \right] \|x\|_1 + \left[ \frac{(2\alpha - \beta)T^{\alpha - 1} f^*}{(1 - L_3)(\alpha - \beta)\Gamma(\alpha + 1)} \right] .
\]
\[
+x(314 \text{ S. ALBAS, M. BENCHEJRA, S. BOURIAH AND J. J. NIETO}) \\
\begin{align*}
&\leq R\|x\|_1 + \frac{(2\alpha - \beta)f^*(T^{\alpha-1} + 2T^\alpha)}{(1 - L_3)(\alpha - \beta)\Gamma(\alpha + 1)} + \frac{2T^{\alpha-1}f^* + T^\beta\Gamma(\alpha - \beta)\|A^{-1}\|f^*}{(1 - L_3)\Gamma(\alpha)}.
&\leq R\|x\|_1 + \frac{(2\alpha - \beta)f^*(T^{\alpha-1} + 2T^\alpha)}{(1 - L_3)(\alpha - \beta)\Gamma(\alpha + 1)} + \frac{2T^{\alpha-1}f^* + T^\beta\Gamma(\alpha - \beta)\|A^{-1}\|f^*}{(1 - L_3)\Gamma(\alpha)}.
\end{align*}
\]

On the other hand, for each \(t \in J\) we have
\[
\|x'(t)\| \leq |B_2| + \frac{\|A\| T^{\alpha-1}}{\Gamma(\alpha - \beta + 1)}|B_1| + \frac{\|A\| T^{\alpha-1}}{\Gamma(\alpha - \beta)}\|x\|_1 \\
+ \frac{\alpha - \beta}{\Gamma(\alpha - \beta)} \left[ \frac{L_1}{1 - L_3} + \frac{(L_3\|A\| + L_2)T^{\alpha-1}}{(1 - L_3)\Gamma(2 - \beta)} \right]\|x\|_1 + \frac{f^*T^{\alpha-1}}{(1 - L_3)\Gamma(\alpha)} \\
\leq \left[ \frac{(2\alpha - \beta)T^{\alpha-1}}{(\alpha - \beta)\Gamma(\alpha + 1)} + \frac{2T^{\alpha-1}}{\Gamma(\alpha)} \right]D + \frac{\|A\| T^{\alpha-1}(1 + \alpha - \beta)}{\Gamma(\alpha - \beta + 1)} \\
+ \frac{(2\alpha - \beta)T^{\alpha-1}f^*}{(1 - L_3)(\alpha - \beta)\Gamma(\alpha + 1)} + \frac{2T^{\alpha-1}f^*}{(1 - L_3)\Gamma(\alpha)}.
\]

Hence
\[
\|x'(t)\| \leq R\|x\|_1 + \frac{(2\alpha - \beta)f^*(T^{\alpha-1} + 2T^\alpha)}{(1 - L_3)(\alpha - \beta)\Gamma(\alpha + 1)} + \frac{2T^{\alpha-1}f^* + T^\beta\Gamma(\alpha - \beta)\|A^{-1}\|f^*}{(1 - L_3)\Gamma(\alpha)}.
\]

From (3.12) and (3.13), we get
\[
\|x\|_1 \leq R\|x\|_1 + \frac{(2\alpha - \beta)f^*(T^{\alpha-1} + 2T^\alpha)}{(1 - L_3)(\alpha - \beta)\Gamma(\alpha + 1)} + \frac{2T^{\alpha-1}f^* + T^\beta\Gamma(\alpha - \beta)\|A^{-1}\|f^*}{(1 - L_3)\Gamma(\alpha)}.
\]

Since \(R < 1\), then
\[
\|x\|_1 \leq \frac{(2\alpha - \beta)f^*(T^{\alpha-1} + 2T^\alpha)}{(1 - R)(1 - L_3)(\alpha - \beta)\Gamma(\alpha + 1)} + \frac{2T^{\alpha-1}f^* + T^\beta\Gamma(\alpha - \beta)\|A^{-1}\|f^*}{(1 - R)(1 - L_3)\Gamma(\alpha)} = \psi.
\]

This shows that the set \(E\) is bounded. As a consequence of Schaefer’s fixed point theorem, we deduce that \(N\) has a fixed point which is a solution of problem (1.3)–(1.4).
4. An example

Consider the following fractional differential equation

\[ c^\alpha D_0^x(t) - A c^\beta D_0^x(t) = f(t, x(t), c^\alpha D_0^x(t), c^\beta D_0^x(t)); \quad t \in [0, 1], \]

with the periodic conditions

\[ x(0) = x(1), \quad x'(0) = x'(1), \]

where \( f : [0, 1] \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) such that, \( f = (f_1, f_2) \) with

\[ f_i(t, x, y, z) = \frac{c_i t^2}{1 + \|x\| + \|y\| + \|z\|}; \quad i = 1, 2, \]

\( c_i > 0, \ x, y, z \in \mathbb{R}^2, \ A = \begin{pmatrix} 2 & 1 \\ 0 & 2 \end{pmatrix}, \ \beta = \frac{1}{4} \) and \( \alpha = \frac{3}{2} \). It is clear that the hypothesis \((H)\) is satisfied. A simple computations show that all conditions of Theorem 4 are satisfied for an appropriate choice of the constants \( c_i \). It follows that the problem \((4.1)-(4.2)\) has at least one solution defined on \([0, 1]\).
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