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Abstract—Despite numerous efforts for optimizing the performance of Sparse Matrix and Vector Multiplication (SpMV) on modern hardware architectures, few works are done to its sparse counterpart, Sparse Matrix and Sparse Vector Multiplication (SpMSpV), not to mention dealing with input vectors of varied sparsity. The key challenge is that depending on the sparsity levels, distribution of data, and compute platform, the optimal solution can vary, and a static solution does not suffice. In this paper, we propose an adaptive SpMV/SpMSpV framework, which can automatically select the appropriate SpMV/SpMSpV kernel on GPUs for any sparse matrix and vector at the runtime. Based on systematic analysis on key factors such as computing pattern, workload distribution and write-back strategy, eight candidate SpMV/SpMSpV kernels are encapsulated into the framework to achieve high performance in a seamless manner. A comprehensive study on machine learning based kernel selector is performed to choose the kernel and adapt with the varieties of both the input and hardware from both accuracy and overhead perspectives. Experiments demonstrate that the adaptive framework can substantially outperform the previous state-of-the-art in real-world applications on NVIDIA Tesla K40m, P100 and V100 GPUs.
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1 INTRODUCTION

The Sparse Matrix and Vector Multiplication (SpMV) is an essential building block in a large variety of applications. For example, in scientific computing, SpMV is a key primitive in solving large-scale sparse linear systems that often arise from the discretizations of partial differential equations [1]. In graph analytics, SpMV is frequently employed in many popular algorithms such as breadth first search (BFS) [2], page rank [3], triangles counting [4], and short-path finding [5]. In machine learning, due in large part to the sparsity of the data samples and feature spaces, SpMV is gaining increasingly more attention in the applications of, e.g., support-vector machine (SVM) and logistics regression. Therefore, it is of crucial importance to study how to achieve high performance for SpMV computations on modern hardware platforms.

Over the past few decades, extensive researches have been done to study the performance optimization of SpMV on both CPUs [5–10] and GPUs [11–21]. With the advent of the big data era, the application scenarios are rapidly changing. In traditional SpMV, the input vector is only assumed to be dense. However, it has become increasingly common, especially in graph analytics and machine learning, that the input vector is sparse and the sparsity may even vary during the program execution. For instance, in the implementation of SVM [22], the input vector is in fact generated from a piece of data sample, i.e., a row of a sparse matrix, of which the number of nonzeros may change because of the variation of matrix rows. In BFS computing, the input vector often represents the current active vertices, which is also sparse with varied sparsity from iteration to iteration. It is a clear trend that the performance optimization of the sparse counterpart of SpMV, the Sparse Matrix and Sparse Vector Multiplication (SpMSpV) is getting popularity soon. So far, only very few efforts are seen for optimizing SpMSpV on CPUs [4, 23–25] and GPUs [26].

In addition to the continuing efforts made to improve the performance of SpMV and SpMSpV on GPUs, there are two major challenges arisen from the application and hardware development. On the one hand, the rapid change of GPU hardwares [27, 28] makes it very hard, if possible at all, for a stand-alone SpMV/SpMSpV kernel to be flexibly deployed on various GPUs. On the other hand, the sparsity of the input vector can vary greatly in many applications, and it is therefore very difficult to devise a single SpMV/SpMSpV kernel that works well with all possible input situations. In this case, the adaptivity between different sparse kernels is of great research and practical values.

However, it is not an easy task to design such an adaptive framework. A major difficulty is how to identify suitable candidate kernels for the framework. Although a few early studies [29, 30] have brought up the idea of adaptivity by considering the switch between a traditional SpMV kernel and a high-performance SpMSpV kernel as the candidates, deeper analysis is urgently required to answer the question: are two kernels really enough? Another important issue to be addressed is how to select an effective kernel according to the characteristics of the input data. The kernel selector should neither be too simple to lose accuracy and flexibility, nor should it be too sophisticated.
In order to tackle these challenges, we propose a new adaptive framework that can automatically select the appropriate SpMV/SpMSpV kernel on GPUs for any sparse matrix and vector at the runtime. To build the kernel list, we carry out a series of analysis on key factors such as the computing pattern, workload distribution method and write-back strategy and identify eight candidate kernels. Three machine learning models, instead of only one, are utilized to compose an accurate and lightweight kernel selector that can deal with the complicated feature space arising from various application scenarios and hardware architectures. The models are trained with a large number of sparse matrices and a wide variety of input vectors and then used to predict the most appropriate kernel on-the-fly. Experiments show that the proposed adaptive SpMV/SpMSpV framework can work well on three typical GPU platforms and substantially outperform the previous state-of-the-art in both BFS and PageRank applications.

To the best of our knowledge, this is the first work to systematically study the SpMV/SpMSpV kernel variants from both computing patterns and low-level optimization technique perspectives and develop an adaptive framework for them on GPUs.

The remainder of the paper is organized as follows. In Section 2, we discuss the background and motivation of this work. Then an overview of the proposed adaptive SpMV/SpMSpV framework is presented in Section 3. Following that, details of the framework regarding to the candidate list, kernel selector and runtime procedure are respectively provided in Section 4, 5, and 6. Experiment results are presented and analyzed in Section 7. We briefly mention some related works in Section 8. And the paper is concluded in Section 9.

2 BACKGROUND AND MOTIVATION

Both SpMV and SpMSpV compute the multiplication between a sparse matrix $A$ and a vector $x$, where the matrix $A$ is of size $m \times n$ with $nnz$ nonzeros and the vector $x$ is of length $n$. The difference is that the former treats the vector $x$ as a dense input while the latter deals with a sparse input vector $x$ with $nnz_x$ nonzeros. Considering the computing pattern, the existing SpMV/SpMSpV algorithms can be classified into two categories: vector-driven and matrix-driven [28]. For vector-driven algorithms, the computation orders are decided by the values in the input vector. On the other hand, the nonzeros of the sparse matrix determines the computation order for matrix-driven algorithms. We would like to point out that there is another way to classify existing SpMV/SpMSpV algorithms by considering how the matrix is accessed, i.e., whether the nonzeros are accessed along the row or column. Correspondingly, we call the SpMV/SpMSpV algorithms row-major and column-major algorithms.

The access direction to the matrix entries may serve as a decisive factor on how to select the storage format of the sparse matrix. For the row-major approach, the matrix format should support random access to any row of the matrix in $O(1)$ time, which can be naturally done by using the broadly applied Compressed Sparse Row (CSR) format. While for the column-major one, it is desirable to achieve fast random access to any column, thus the Compressed Sparse Column (CSC) format is a suitable choice. We remark that other sparse matrix storage formats could also be feasible in practice and can be analogously incorporated into the proposed adaptive framework as needed. The storage formats for the vector are straightforward: one can store all elements of the dense vector in a single array for SpMV or store only the indices and values of the nonzeros of the sparse vector in two arrays for SpMSpV. For sparse vectors, only a subset of nonzero entries of the sparse matrix can make a contribution to the final results. One can choose to either access only the effective nonzeros of the matrix to reduce the memory footprint, or access all of them to avoid potential overhead due to value validation.

For SpMV/SpMSpV, it is very common that the sparsity of the input vectors varies during the execution of a real-world application. In this case, a single SpMV or SpMSpV kernel does not suffice. To show this, we provide an example with the inputs vectors generated by the BFS and the incremental PageRank applications on the wikipedia-2007 data set. The SpMV from [17] and the SpMSpV from [26] are used as the target kernels. The test results are shown in Figure 1. We can see from the figure that neither kernel is superior to the other at all cases. If no adaptivity is introduced, there would be 1.3x-3.6x performance loss. In addition to that, with the development of GPU architectures, advanced hardware features are continuously introduced or enhanced, such as hardware supported atomic instructions for floating-point numbers [27], and independent thread scheduling [28]. These rapid changes of the hardware features make it hard for a high-performance kernel to be flexibly deployed on different GPUs. There is an urgent need for an adaptive SpMV/SpMSpV framework that can encapsulate many existing SpMV/SpMSpV kernels and can efficiently adapt with both application and hardware varieties.

3 THE ADAPTIVE FRAMEWORK

In this paper, we present an adaptive framework for SpMV/SpMSpV computations on GPUs. The framework is illustrated in Figure 2, which involves three major components: candidate list, kernel selector, and runtime procedure.
The candidate list is established and maintained as a list of candidate SpMV/SpMSpV kernels that will be used by the adaptive framework. These candidate kernels are chosen based on analysis of the computing pattern and the implementation factors, and can be flexibly extended as needed. In this work, from the computation perspective, we search the solution space by considering factors including loop order, access direction, and value validation, leading to three potential SpMV/SpMSpV solutions. Based on it, we further explore from the implementation aspect and analyze how workload-distribution and write-back strategies would influence the performance. As a result, a total of eight candidate kernels are chosen and put into the candidate list. All of these candidate kernels can play a role under certain conditions, and will serve as a basis of the adaptive framework.

The kernel selector is responsible for selecting the proper kernel from the candidate list. There are several ways to design the kernel selector, such as using a heuristic model, a performance model, or a machine learning model. To be more automated, easily maintained in the long run, and flexibly extended to other hardware platforms, we choose to use machine learning models in the current study. To deal with various application scenarios and hardware architectures, we employ three machine learning models to select the computing pattern, the workload distribution method and the write-back strategy, respectively, and devise feature spaces that contain necessary characteristics of the input data. A large number of sparse matrices and a wide variety of input vectors are utilized to help constitute the training and testing data sets, with data labeled with the most suitable kernels. By feeding the training data into the machine learning models, the rule-based models are generated and then integrated into the adaptive framework as a key component.

The runtime procedure of the adaptive framework executes as follows. At the beginning, the sparse matrix and the initial input vector are supplied to the framework. As the application proceeds, the features of the input vectors are extracted on-the-fly, and the pre-trained machine learning models are employed to predict the most appropriate kernel. If the newly predicted kernel is different from the previously selected kernel, the adaptive framework will switch to the new one. In this case data format conversion is triggered only when necessary. The whole procedure repeats until finishing processing all input vectors.

In the following, we will present the technical details of the three main components of the proposed adaptive SpMV/SpMSpV framework.

4 CANDIDATE LIST

To establish the kernel candidate list, we consider key factors related to both computation and implementation. The detailed analysis is presented as follows.

4.1 Computation Analysis

The computation processes of SpMV and SpMSpV involve many choices, such as the loop order, i.e., matrix-driven or vector driven, and the matrix access direction, i.e., row-major or column-major. In addition, there are also two choices to decide whether it is necessary or not to validate if an entry of the matrix makes a contribution to the final results. By combining the three aspects, there are in total eight possible solutions for SpMV and SpMSpV, as depicted in Figure 3. In the figure, we tag different connections among the available options with different numbers so that a possible solution can be represented by a pair of numbers. For instance, (1, 5) denotes the solution that uses the vector-driven method, accesses the matrix values in a row-major manner, and validates the effectiveness of the accessed matrix values.

We make further analysis on the above possible solutions and consider how to reduce the solution space. When using a vector-driven approach, if the matrix values are accessed in the row-major order, there are a large number of validations required to check whether the computation needs the values. On the other hand, if we access the matrix...
values in the column-major order, the effective matrix entries can be extracted directly by the vector values without any validations. Therefore, by contrast, solution (2, 8) is more efficient than solutions (1, 5), (1, 6) and (2, 7) for the vector-driven approach. When it comes to a matrix-driven method, value validations are still needed if matrix values are accessed in the column-major order. This kind of computation is analogous to (2, 8), except for some extra value validation operations. Therefore, matrix-driven column-major methods such as (4, 7) and (4, 8) are also ruled out. When we access matrix values in the row-major order, we can decide whether value validation is needed or not. The two resultant solutions, i.e., (3, 5), and (3, 6), are both feasible choices. In particular, it is worth noting that the matrix-driven column-major approach may serve as a competitive method for multi-node environments of CPUs [4], but is usually not suitable for GPUs due to the overhead introduced by extra value validations. To sum up, we have three candidate solutions (2, 8), (3, 5), and (3, 6), that show potential to achieve high performance. For the convenience of expression, (2, 8) and (3, 5) are referred to as column-major SpMSpV and row-major SpMsSpV, respectively. And (3, 6) is in fact the traditional SpMV.

4.2 Implementation Analysis

The implementation of the candidate SpMV/SpMSpV solutions mainly involves two aspects. One is how to distribute the workload to the different threads. The other is how to write back the result to the output vector. Different workload distribution and write-back strategies may have a strong influence on the performance. We will take these two factors into consideration so that the kernel selection space can be further expanded.

4.2.1 Workload distribution

In the implementation of SpMV and SpMSpVs kernels, the major workload is to access the nonzeros of the matrix. There are two types of workload distribution methods. The first, straightforward as it is, distributes a column or a row of the matrix to each thread. The other method relies on some preprocessing strategy [15] [17] to help partition the total workload, i.e., nonzero entries, evenly to each thread. The two work-distribution methods for both column and row-major SpMSpV are illustrated in Figure 5, where the workload for different threads are shown by different colored numbers, and the matrix access directions are indicated by arrows.

To examine the performance of the two work distribution strategies, we conduct an experiment on the three candidate SpMV/SpMSpV solutions, with the number of nonzeros of the inputs vectors varying from 1 to n with an uniform interval. The data sets we use are hugetrace-00020, which has a relatively uniform distribution of nonzeros, and wikipedia-2007, which has a strong variation in the nonzero distribution. From the test results shown in Figure 6, we can observe that the performance of the two work distribution methods are very different for the two data sets. When the nonzero entries of the matrix is uniformly spread, the direct method is more efficient, while when the nonzero distribution is non-uniform, the load-balanced is more promising.

4.2.2 Write-back

In addition to workload distribution, the write-back strategy is also important for SpMSpV computations. With the required data accessed and loaded from the matrix, each thread needs to multiply them with the vector values and write the partial sum back to the corresponding location in the output vector. For row-major SpMSpV, the matrix is accessed along the row, which is consistent with the write-back order, thus incurring little write conflict. If a column-major solution is applied, the matrix is accessed along the
column, which no longer matches with the write-back order. In this case, race conditions would occur when different threads try to write to the same memory location. It is therefore necessary to consider different write-back strategies for the column-major SpMSpV and further expand the kernel space.

In this paper, two types of write-back strategies are taken into considerations. One utilizes atomic operations to write back directly, which is achieved by either hardware support or software simulation. For this method, the (row, ds
value) pairs for effective nonzeros of the matrix do not need to write back to the global memory and only one kernel function is spawn to finish all the works. The other approach is based on sort and requires to spawn three kernel functions. It first writes the (row, ds
value) pairs for effective nonzeros of the matrix to the global memory, then spawns a kernel to sort the (row, ds
value) pairs, and finally the reduce-by-key primitive is used to write back results without conflict. This sort-based method can effectively get rid of the write conflict, but it also brings redundant global memory accesses. Without an adaptive framework, it is hard to tell which method is superior.

Fig. 6. The performance of the two workload distribution methods for the candidate solutions: (a) hugetrace-00020, (b) wikipedia-2007.

Fig. 7. The performance of the two write-back strategies on the road_usa data sets for both (a) direct column-major SpMSpV and (b) load-balanced column-major SpMSpV.

We carry out an experiment on the column-major SpMSpV to examine the performance of the two write-back strategies. The road_usa data set is taken as an example and both the direct and load-balanced versions of the column-major SpMSpV are tested. The test results are drawn in Figure 7. From the figure, it can be seen that the sort-based method can play a role when the vector is relatively sparse but starts to lose the advantage as the vector becomes denser.

5 Kernel Selector

In the previous section, we devise eight candidate kernels with considerations made on key factors including the computing pattern, workload distribution and write-back strategies. It is then of interest to find a way to select the most suitable kernel that can sustain the best performance to adapt with the varieties of both input data and hardware architectures. This is done by transforming the kernel selection process into a series of classification problems, which are solved by using machine learning models in this work. In particular, to select the appropriate SpMV/SpMSpV kernel, several classification problems are solved, for which three machine learning models are trained and utilized to make predictions based on the computing pattern, workload distribution and write-back strategies, respectively. Once the models are trained, one can use them to make the prediction on-the-fly as many times as necessary.

The whole kernel selection process is comprised of two major steps: feature extraction and model generation, which will be detailed as follows.

| Table 1 | Extracted features for the three machine learning models. |
|---------|----------------------------------------------------------|
| Features | Meaning | Model |
| m        | number of rows | 1,2,3 |
| n        | number of columns | 1,2,3 |
| nnz      | number of nonzeros | 1,2,3 |
| max_row  | maximum numbers of nonzeros per row | 1,2 |
| min_row  | minimum numbers of nonzeros per row | 1,2 |
| avg_row  | average numbers of nonzeros per row | 1,2 |
| relative_range | (max_row - min_row)/n | 1,2 |
| var_nnz | standard variation of nonzeros per row | 1,2 |
| Gc       | Gini coefficient [31] | 1,2 |
| nnz_x    | number of nonzeros of the vector | 1,3 |
| x_sparsity | ratio of nonzeros of the vector | 1,3 |
| nnz_s    | number of effective nonzeros of the matrix | 1,3 |
| m_sparsity | ratio of effective nonzeros of the matrix | 1,3 |

5.1 Feature Extraction

For the machine learning models, the feature space is designed based on the collection of a variety of features listed in Table 1 in which we also show the correspondence between the selected features and the three models. For the convenience of expression, the models for computing pattern, workload distribution, and write-back are denoted with 1, 2 and 3 in the table, respectively. Among these features, parameters related to the dimension of the input matrix, i.e., the numbers of rows, columns, and nonzeros are extracted to represent the basic information of the matrix to be used by all three models. A number of specific features are chosen to describe different behaviors of the selection alternatives. In terms of workload distribution, the sustained performance could be greatly influenced by the distribution...
of the nonzeros of the input matrix. Therefore, parameters that can measure the distribution of nonzeros are extracted, such as the maximum, minimum and average numbers of nonzeros per row, the standard variation of nonzeros per row, the maximum and minimum ratios of nonzeros per row, and the Gini coefficient. As for the selection of write-back strategies, the performance could have a strong correlation with atomic operations and redundant memory accesses. Therefore, to measure them we extract features such as the number and ratio of nonzeros of the input vector, as well as the number and ratio of the effective nonzeros of the input matrix. With respect to different computing patterns, all the aforementioned features are potential factors and are included in the corresponding machine learning model.

The above features are selected based on a statistical analysis. Figure 8 plots the distribution of samples under the influence of the most prominent features of the three models, where y-axis shows the percentage of samples falling into each parameter value interval. For convenience of expression, NVIDIA Tesla K40 and V100 GPUs are used as representatives to present the results. As seen from Figure 8(a), the statistical information shows some difference in terms of computing pattern. On K40, the column-major SpM\text{SpV} works well when the ratios of nonzeros in the vector are relatively small, and with the increase of the ratios, SpMV begins to be dominant. Compared with results on K40, the row-major SpM\text{SpV} can play a more important role on V100 for some ratio intervals, due in large part to the enhanced architecture features such as the branch prediction ability on the newer architecture. For workload distribution, as shown in Figure 8(b), the load-balanced method tends to be effective when $G_c$ is large, corresponding to the case that the inputs are relative irregular. And for write-back methods, it is indicated in Figure 8(c) that sort-based method is preferred when the ratio of effective nonzeros of the matrix is small.

5.2 Model Generation

To construct the data set for training the machine learning models, more than 2,000 sparse matrices are taken from the extensively utilized UF matrix collection, which covers a large variety of application fields and can serve as the representative of different matrix distributions. For each sparse matrix, we test many groups of SpMV/SpM\text{SpV} computations by gradually increasing the nonzeros of input vector from 1 to $n$ with randomly generated entries. The performance of all the candidate kernels are collected and data samples containing the aforementioned features and a unique label are generated. The label is determined by comparing the performance of the corresponding selection alternatives. The data samples are then divided into two data sets with a split ratio of 7:3, among which the former is used for training and the latter for testing. The machine learning models are trained with the training data and integrated into the adaptive framework. Once the machine learning models are generated, they can be used to make the prediction on-the-fly as many times as necessary.

To setup the machine learning models, we explore a number of different choices, including decision tree, SVM, random forest and gradient tree boosting (GBDT). All of the models are implemented based on the scikit-learn package. To tune the hyper-parameters in each model, the grid search technique with cross-validation is utilized to perform an exhaustive search over a range of parameters and find the best parameter set. For decision tree, we explore the parameters such as the maximum depth of the tree, i.e., max\_depth, which is set in the range of [1, 10], and the class weights, which belong to \{'balanced', 'uniform'\}. For SVM, the RBF kernel is utilized, with the regularization parameter in the range of [1, 1000] and the kernel coefficient belonging to \{'auto', 'scale'\}. For random forest, we set the number of trees to be used in the forest to be among \{50, 100, 200, 500\} and the maximum depth of the tree max\_depth to be in the range of [1, 10]. As for GBDT, apart from the same setup for max\_depth, the learning rate is set within \{0.1, 0.01\} and the number of boosting stages are set to be among \{50, 100, 200, 500\}.

### Table 2

| Methods          | Model     | Accuracy | Overhead |
|------------------|-----------|----------|----------|
|                  | K40       | P100     | V100     | K40       | P100     | V100     |
| Computing pattern| Decision tree | 93.9%     | 89.9%    | 90.3%     | 1.0x      | 1.0x     | 1.0x     |
|                  | SVM       | 0.03%    | -2.3%    | -5.4%     | 14.3x     | 21.7x    | 22.8x    |
|                  | Random forest | +2.6%    | +1.4%    | +2.5%     | 7.1x      | 83.1x    | 83.0x    |
|                  | GBDT      | +2.6%    | +2.4%    | +2.9%     | 7.1x      | 30.1x    | 31.4x    |
| Workload distribution | Decision tree | 95.3%     | 97.9%    | 98.7%     | 1.0x      | 1.0x     | 1.0x     |
|                  | SVM       | +3.3%    | +1.1%    | +0.3%     | 21.5x     | 35.8x    | 39.2x    |
|                  | Random forest | +3.3%    | +0.8%    | +0.0%     | 42.2x     | 44.1x    | 43.3x    |
|                  | GBDT      | +3.6%    | +1.1%    | +0.3%     | 8.3x      | 7.9x     | 8.0x     |
| Write-back       | Decision tree | 92.7%     | 96.8%    | 97.2%     | 1.0x      | 1.0x     | 1.0x     |
|                  | SVM       | +0.5%    | -8.7%    | +11.8%    | 21.0x     | 4.2x     | 3.3x     |
|                  | Random forest | +4.5%    | +1.7%    | +2.5%     | 81.9x     | 6.0x     | 6.3x     |
|                  | GBDT      | +4.7%    | +0.2%    | +2.6%     | 8.8x      | 4.7x     | 4.2x     |
To find out the most appropriate machine learning model for the kernel selector, we compare the performance of the aforementioned models by experiments. Results with the test data in terms of both accuracy and overhead are summarized in Table [2] in which the accuracy is shown as the relative difference with the decision tree model and the overhead is calculated as the normalized factor with respect to the decision tree model. It can be seen from the table, all tested machine learning models can achieve relatively high accuracy, ranging from 84.9% to 99.0%. This further validates the effectiveness of the extracted features. In addition, when compared with decision tree, other machine learning models may have better accuracy, though the improvement is relatively small. However, the prediction overhead for these more accurate models are substantially larger than that of the decision tree model. For example, the GBDT model is around 0% to 4.7% more accurate than decision tree, but its overhead is 4.2x to 31.4x higher, which could make the adaptive framework lose its performance superiority. Based on the test results, users can select the appropriate models according to the specific requirement of accuracy and prediction overhead. In this paper, the decision tree models are incorporated as a demonstration to present performance of the proposed adaptive framework.

6 Runtime Procedure

To select the proper candidate from the eight SpMV/SpMSpV kernels by using the decision tree models, some further details are also of importance to the performance of the adaptive framework. These include the implementation of the candidate kernels, the execution procedure of the models, and the optimization of models for prediction.

6.1 Kernel Implementation

Integrated into the adaptive SpMV/SpMSpV framework are overall eight candidate kernels, including two SpMV kernels, two row-major SpMSpV kernels and four column-major SpMSpV kernels. Each of the eight candidates is implemented as a standalone GPU kernel. The implementation of the two SpMV kernels is based on the work of [16] and the latest Hola-SpMV library [17], corresponding to the direct and load-balanced versions, respectively. Since the computation skeleton of row-major SpMSpV is very close to SpMV except the value validation part, one can make use of the existing SpMV implementations by adding value validation into the code instead of implementing the whole kernel from scratch. The bitvector technique presented in [8] is used to accelerate the value validation process. As for column-major SpMSpV, we have four versions considering different workload distribution and write-back strategies. The load-balanced and the sort-based implementations can be extracted from [26]. The direct implementation can be easily acquired by modifying the direct implementation in SpMV [16]. And the atomic version can be directly implemented by using atomic instructions. We remark that users are free to replace any of the eight kernels with other high performance implementations into the framework for their own needs.

To encapsulate the aforementioned SpMV/SpMSpV kernels into the adaptive framework, seamless transitions among different data formats of the input matrix and vector are needed during the program execution. Although the sparse matrix keeps unchanged, the overhead of the format transformation can still be high. In order to reduce the cost, we store both the CSR and CSC formats for the sparse matrix at the beginning. The input vector, which is provided by the application every iteration, is converted to the selected vector format on-the-fly as needed. And the cost of this online vector transformation, as will be shown later by experiment results, is relatively small.

6.2 Model Execution

After training, the three decision tree models are utilized for inference at the runtime. Figure [9] shows the execution process of the three models, during which the rules for different models are checked one by one in a cascaded fashion. The model for computing pattern selection is first executed and one of the candidate solutions, i.e., column-major SpMSpV, row-major SpMSpV, and SpMV, are selected. Based on this, the workload-distribution model is utilized to predict which method, direct or load-balanced, is more suitable. If the column-major SpMSpV is selected in the first step, the model for write-back strategy is further employed to chose whether atomic-based or sorted-based strategy is used to write back the result. It is worth noting that the order of execution of the workload-distribution and write-back models is commutable for column-major SpMSpV, which does not affect the final results.

6.3 Runtime Optimization

In the runtime prediction process, the major cost includes the computation of features, the evaluation of the decision tree rules, and if necessary, the conversion of the vector format. Among them, the matrix related features are computed only once at the beginning of the framework, and can be reused across different iterations. The vector related features and the decision tree rules, however, are required to be computed at every iteration. When and only when the predicted solution in current iteration is not the same as the previous one, the vector format conversion is triggered.

In order to reduce the overhead of the runtime prediction, we utilize several optimization techniques. First, the
processes of both the feature extraction and vector format conversion are parallelized on the GPU by utilizing well-tuned parallel primitives, such as reduction, prefix sum and stream compaction. Second, the decision tree models are further optimized to accelerate the kernel selection process. Particularly, those rules with lower feature computation overhead will be given higher priority to perform. In addition, instead of computing all the features ahead of time, the evaluation of each feature is lazily done only when the feature is used, which is potentially helpful for reducing the execution overhead. Our experiments show that these optimizations can improve the performance of the runtime execution by around 2x - 17x.

7 Experiment Results

In order to examine the performance of the proposed adaptive SpMV/SpMSpV framework, we carry out a series of experiments on three typical NVIDIA GPUs with different micro-architectures, including Tesla K40m, P100 and V100. The Compute Unified Device Architecture (CUDA) v10.1 is employed to implement the SpMV/SpMSpV kernels and the proposed adaptive framework. And GCC v4.8.5 and NVCC v10.1 with –O3 flag are utilized to compile the code. We use eighteen representative graph data sets for test, as listed in Table 3, all of which have been widely utilized in many previous works [4, 23, 24]. Among them, the first nine can be used to represent high-diameter graphs, while the last nine for low-diameter ones. All these data sets are available from [33] except soc-orkut, which is from the Network Repository [35]. We use the single-precision data type in all tests and measure the performance by averaging the results of ten repeated runs.

7.1 Overall Performance

In many real-world applications, the sparsity of input vector may dynamically change during the program execution. To investigate the flexibility and efficiency of the proposed adaptive framework in this case, experiments are carried out by applying it to two real-world applications: BFS and incremental PageRank [3]. Instead of implementing a complex graph library from scratch, we simulate the test by directly using the sparse vectors generated from the existing graph library [4]. Data sets of both high and low-diameter graphs in Table 1 are tested. In the BFS tests, the first vertex is taken as the source, and the total number of iteration is in the range of 514 to 2,803 for high-diameter graphs and 11 to 17 for low-diameter ones. In the incremental PageRank tests, the total number of iteration is in the range of 27 to 288.

For comparison purpose, we also test the SpMV/SpMSpV implementations from several previous state-of-the-art contributions [30, 26, 46, 15, 17]. Among them, the push-pull library [30] uses an adaptive approach to switch between a SpMV kernel and an SpMSpV kernel. And reference [26] relies on a single SpMSpV of the column-major type. The other three works are all based on SpMV, taken from the cuSPARSE library [36], the merge-based implementation [15], and the Hola SpMV [17], respectively. To make fair comparison, the runtime overhead of the kernel selection process is also included in the test results. The test results are summarize in Figure 10.

From the figure, we can see that the proposed adaptive framework can outperform all reference works across all three GPU platforms, in both BFS and PageRank applications. As compared with the fixed SpMV kernels of cuSPARSE, merge-based SpMV, and Hola SpMV, the average performance improvement is around 3.0x to 7.5x for BFS and around 1.6x to 2.9x for PageRank, respectively. With respect to the column-major SpMV, the sustained speedup of the adaptive framework is around 1.4x to 2.6x for both applications. We remark here that for the BFS tests with high-diameter graphs, the input vectors are usually very sparse and the optimal kernels are usually column-major SpMV. Our adaptive framework can still achieve a relatively large speedup in this case, thanks to performance improvement brought by the adaptive selection of different workload distribution and write-back strategies. As compared to the adaptive SpMV/SpMSpV from the push-pull library, the proposed adaptive framework performs very stable on all three GPU platforms in both applications. The averaged performance gain is around 1.2x to 1.3x, which clearly demonstrates the advantage of the adaptive framework.

7.2 Prediction Accuracy

To examine the prediction accuracy of the decision tree models in the BFS and incremental PageRank applications, we further compare the performance of adaptive framework and the performance of the fastest kernels selected

| Data sets       | Spyplot | n     | m nz  | Abbr.  |
|-----------------|---------|-------|-------|--------|
| belgium_osm     | ■       | 1,441,295 | 3,099,940 | belgium |
| G3_circuit      | ×       | 1,585,478 | 4,623,152 | G3     |
| roadNet-CA      | ■       | 1,971,281 | 5,533,214 | road   |
| hugetrace-00020 | ■       | 16,002,413 | 47,997,626 | hugetrace |
| hugetric-00020  | ■       | 7,122,792 | 21,361,554 | hugetric |
| delaunay_n24    | ■       | 16,777,216 | 100,663,202 | del24  |
| dielFilterV3real| ■       | 1,102,824 | 45,204,422 | diel   |
| rgg_n_2_24_s0   | ■       | 16,777,216 | 132,557,200 | rgg24  |
| road_usa        | ■       | 23,947,347 | 57,708,624 | road_usa |
| soc-LiveJournal1| ■       | 4,847,571 | 68,993,773 | soc    |
| ljournai-2008   | ■       | 5,363,260 | 79,023,142 | journal |
| kron_g500-logn21| ■       | 122,601,892 | 280,187,972 | kron21 |
| wikipedia-20070206| ■ | 3,566,907 | 45,030,389 | wikipedia |
| hollywood-2009  | ■       | 1,139,905 | 113,891,327 | hollywood |
| flickr           | ■       | 820,878 | 9,837,214 | flickr |
| soc-orkut       | ■       | 2,997,166 | 212,698,418 | soc-orkut |
| indochina-2004  | ■       | 7,414,866 | 194,109,311 | indochina |
| wb-edu          | ■       | 9,845,725 | 57,156,537 | wb-edu |

TABLE 3
Overview of the data sets for experiments.
Average speedup: 7.5x, 5.5x, 6.3x, 2.6x, 1.2x
Average speedup: 2.6x, 1.8x, 2.1x, 2.3x, 1.3x
Average speedup: 6.7x, 4.6x, 4.2x, 1.6x, 1.3x
Average speedup: 7.5x, 5.5x, 6.3x, 2.6x, 1.2x
Average speedup: 2.6x, 1.8x, 2.1x, 2.3x, 1.3x
Average speedup: 2.1x, 1.3x, 1.6x, 2.5x, 1.2x

Fig. 10. Speedups of the adaptive framework over the reference SpMV/SpMSpV implementations in BFS and PageRank applications.

Average speedup: 6.7x, 4.6x, 4.2x, 1.6x, 1.3x
Average speedup: 2.9x, 2.2x, 2.1x, 1.4x, 1.2x
Average speedup: 4.6x, 3.0x, 3.5x, 2.6x, 1.2x

Fig. 11. The prediction accuracy and the performance loss due to misprediction of the three decision tree models on the three GPU platforms with the input vectors generated in BFS and PageRank.

models make incorrect predictions. The main reason is that the performance gap of different kernels is minor around the decision boundary, and the wrong predictions for these cases still can lead to competitive performance. The test results have suggested that the proposed adaptive framework can sustain satisfactory performance on all the tested GPU platforms for various inputs and application scenarios.

7.3 Prediction Overhead

In addition to the prediction accuracy, the overhead to make the prediction is also of practical importance. We again use the BFS and incremental PageRank applications to do the analysis. Since the results on different GPUs are similar, we take the results on V100 for demonstration purpose. As discussed earlier, the overhead of the runtime prediction comes from the computation of features, the conversion of vector format and the evaluation of the decision tree rules. A breakdown of the measured runtime overhead of each part is presented in Figure 12.

For BFS, the overall overhead is less than 12% and is averagely 7.2% for all the data sets. And the costs for feature computation, vector format conversion, and model evaluation account for averagely 1.7%, 1.1% and 4.4% of the overall runtime, respectively. As for the incremental PageRank application, the overall overhead is less than 14% and is averagely 5.2% for all the data sets. And the

It is also of interest to note that in many cases the proposed adaptive framework can achieve better performance than the reference implementations even when the

through exhaustive search. The test results are shown in Figure 11 from which we can observe that the prediction accuracy of the adaptive framework can be maintained to a relatively high level of around 89.7%, 90.7% and 85.1% for the three decision tree models, respectively. As a result, the performance loss due to misprediction is kept to a low level of around 8.8%, 1.3% and 7.1% for the three decision tree models, respectively.

It is also of interest to note that in many cases the proposed adaptive framework can achieve better performance than the reference implementations even when the
overheads of three parts are on average 1.2%, 0.7% and 3.3%, respectively. The results also show that there do exist some cases with relative high overhead, such as belgium, G3 and flickr. These situations usually occur due to the relatively small size of the matrix and the fast execution of the selected kernel. Despite these overheads, the proposed adaptive framework can still bring substantial performance improvements, as shown in the previous test results.

8 RELATED WORK

There are a large variety of studies on enhancing the performance of traditional SpMV. We can categorize them into three classes: (1) improving the performance of the classic CSR-based SpMV [11, 13, 15–17, 36], (2) designing new sparse matrix formats for more efficient SpMV computations [10, 14, 18, 19, 37, 38], and (3) selecting the optimal matrix format according to the characteristic of the sparse matrices [20, 21, 39–42]. The adaptive framework proposed in this paper takes full advantages of the CSR-based SpMV on GPUs. Early works includes CSR-scalar [11], CSR-adaptive [12], and CSR-bin [13]. Recently, merge-based SpMV [15] and Hola-SpMV [17] were proposed to further deal with issues such as irregular memory access and load imbalanced work distribution. In this paper, both the direct and the load-balanced work-distribution SpMV kernels are explored and incorporated in the proposed framework, which can work well for matrices with both uniform and non-uniform nonzero distributions.

Early driven forces on the performance optimization of SpMSpV were mainly from graph analytics. For example, CombBLAS [23] is a graph computation library that provides a number of graph algorithms. Many of these algorithms rely on a vector-driven column-major SpMSpV kernel and can work well on both serial and parallel CPU platforms. The multi-threaded SpMSpV in CombBLAS was later enhanced with a novel bucket algorithm to provide more efficient writeback of partial sums [25]. GraphMat [4] is another graph computation library built with a matrix-driven column-major SpMSpV algorithm for single-CPU environments. It is worth noting that the matrix-driven approach is usually more suitable for row-major SpMSpV on GPUs, instead of the column-major one in GraphMat, as was analysed in our paper. GraphPad [24] is an extension of GraphMat to support multi-node CPU computing. On GPUs, a vector-driven column-major SpMSpV algorithm was proposed in reference [26], which utilized a merge-based method to keep the workload balanced distributed and a sort-based writing-back method to reduce the writing conflicts. In this paper, both matrix-driven row-major SpMSpV and vector-driven column-major SpMSpV are explored as the candidate solutions of the SpMSpV computation on GPUs. Besides, we also expand the candidate kernels from the workload distribution and writing-back perspectives. In total, six SpMSpV kernels are explored and integrated in the proposed adaptive framework to help adapt to inputs with different characteristics.

Adaptive kernel selection has been a promising direction to be explored over the years. A large variety of studies have been done for adaptive SpMV [20, 21, 39–42] and adaptive spGEMM [47, 48]. All of these works focus on the adaptive selection of sparse matrix formats. In this paper, we mainly focus on the adaptive selection of SpMV/SpMSpV kernels for input vectors with both fixed and dynamically varied sparsity. To illustrate the idea, only a single sparse matrix format can be utilized as a demonstration. Our work is in fact orthogonal to the adaptive selection of different matrix storage formats. A most similar work to ours is the adaptive framework from the push-pull library [30], which can automatically select the vector-driven column-major SpMSpV and the load-balanced SpMV kernel by using a simple heuristic method. In the heuristic method, the kernel switch point is set to a fixed value of the vector sparsity by user, which is indeed not an accurate prediction and is not flexible with the change of hardware. Compared with [30], the proposed adaptive framework can explore a larger SpMV/SpMSpV kernel space consisting of eight kernels by considering several performance related factors. With the help of machine learning models, it can automatically select the optimal SpMV/SpMSpV kernels with low overhead and high accuracy, and can easily generalize to other hardware platforms.

9 CONCLUSION AND FUTURE WORK

In this paper, an adaptive SpMV/SpMSpV framework was proposed to automatically select the appropriate kernel based on a low-overhead machine learning model for the input vector with different sparsity. Based on systematic analysis on key factors such as the computing pattern, workload distribution method and write-back strategy, eight candidate SpMV/SpMSpV kernels were encapsulated into the framework to achieve high performance in a seamless manner. A decision tree based kernel selector was designed to choose the kernel and adapt with the varieties of both the input and hardware. Experiments show that the proposed adaptive SpMV/SpMSpV framework can work well on three typical GPU platforms and substantially outperform the previous state-of-the-art in real applications. As an attempt to enable adaptive high-performance SpMV/SpMSpV on modern GPU platform, this work shows promising results and great potentials. In the future, we plan to further explore and include more feasible computation patterns and implementation schemes into the framework.
and make it more portable on a broader range of hardware platforms.
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