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\section*{Abstract}
Artificial intelligence and neuroscience are deeply interactive. Artificial neural networks (ANNs) have been a versatile tool to study the neural representation in the ventral visual stream, and the knowledge in neuroscience in return inspires ANN models to improve performance in the task. However, how to merge these two directions into a unified model has less studied. Here, we propose a hybrid model, called deep auto-encoder with the neural response (DAE-NR), which incorporates the information from the visual cortex into ANNs to achieve better image reconstruction and higher neural representation similarity between biological and artificial neurons. Specifically, the same visual stimuli (i.e., natural images) are input to both the mice brain and DAE-NR. The DAE-NR jointly learns to map a specific layer of the encoder network to the biological neural responses in the ventral visual stream by a mapping function and to reconstruct the visual input by the decoder. Our experiments demonstrate that if and only if with the joint learning, DAE-NRs can (i) improve the performance of image reconstruction and (ii) increase the representational similarity between biological neurons and artificial neurons. The DAE-NR offers a new perspective on the integration of computer vision and visual neuroscience.

\section{1 Introduction}
Computer visions are interested in how to add information from biological neurons into artificial neural networks (ANN). Such biology-inspired AE models may help improve performance in image reconstruction tasks, as well as bring biological interpretability [8, 31, 30]. The question is how to integrate such information into AEs.

On the other hand, computational neuroscience is interested in building models that map stimuli to neural responses. However, it is difficult for traditional models to express the nonlinear characteristics between stimulus and neural response. As a powerful tool, deep learning can be used to build computational neuroscience models and uncover the relationship between stimuli and neural spikes [18]. Although biological and artificial neural networks may have fundamentally differences in computing and learning [22], both are realized by interconnected neurons: the former by biological neurons; the latter by artificial neurons. Some previous work focused on exploring the similarities between the information representation of biological neurons and artificial neurons using end-to-end ANNs, suggesting that artificial neurons in different layers of ANNs share similar representations with biological neurons in the corresponding brain regions along the ventral visual pathway [6, 41, 36, 2]. The question is how to build ANNs with the highest resemblance to biological neural representation.

In this paper, we aim to tackle these two questions at one piece. Specifically, we propose a simple biologically interpretable deep autoencoder model, which jointly learns to map a specific layer of the encoder network to the biological neural responses by a mapping function and to reconstruct the visual input by the decoder. As a result, the representations in its encoder have a higher similarity with the real neural responses, and the decoder can achieve better reconstruction performance. Our contributions can be summarized as:

- We propose a novel model called Deep Autoencoder with Neural Response (DAE-NR). The model can simultaneously learn to predict neural responses and to reconstruct the visual stimuli. (Sec.3).
- DAE-NR can improve the image reconstruction quality with the help of a Poisson loss on the predicted neural activity, compared to the traditional DAE models (Sec.4.2).
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Figure 1: The illustration of the model of (a) the standard deep auto-encoder (DAE) for images reconstruction; (b) the convolutional neural network with factorized readout (CNN-FR) for prediction of neuron responses; (c) the DAE with the neuron response (DAE-NR) for images reconstruction and predictions of neuron responses. $s$ is the biological neural response, the prediction of biological neural response is represented as $\hat{s}$, and $h_i (i \in \{1, 2, 3, 4\})$ is the feature of the $i$th convolutional layer.

- DAE-NR provides the higher resemblance between artificial neurons and biological neurons, compared to the end-to-end computational neuroscience model without the image reconstruction task (Sec.4.3).

2 Related work

Image reconstruction via autoencoders: A big breakthrough of image reconstruction was introduced in [13] which equips an autoencoder with a stack of restricted Boltzmann machines such that the AE can go deeper and go beyond the limited layers. The denoising autoencoder [33] further improves the robustness of the autoencoder by adding noise into the raw inputs and reconstructing the raw inputs. Convolutional autoencoders [23] ensemble the convolutional neural network (CNN) to model the encoder and decoder [21, 11], adopting the merits of convolutional layers in image feature extraction. More variants of autoencoders for image reconstruction can be found in a recent survey paper [11]. However, the variants of autoencoder for image reconstruction all suffer the same problem: that is, the parameters have high learning degree of freedom. In other words, the parameters learn only under the guidance of gradient by error backpropagation. Thus, some meaningful constraints on parameter space would favor the learning.

Neural similarity in computational neuroscience: There are many models in computational neuroscience have been proposed to study the relationship between stimuli and the corresponding neural spike responses, which is called neural spike encoding. The goal of these models is to increase the similarity between predicted and true neural responses. Historically, many efforts have been made to find the tuning curve of the specific feature of visual stimuli, such as the orientation of bar, which could predict the neural responses [14, 15, 4, 7, 26]. This is feasible for some neurons in the primary visual cortex, but not for all neurons. Nonlinear methods provide a more general way to predict neural responses, for instance, energy models [14], the linear-nonlinear model (LN) and its extended version LNLN [25]. Traditional machine learning methods, such as generalized linear models (GLMs) [40], the multi-layer percep-
Figure 2: The reconstructed images with neurons in Region 3. From top to bottom, each row displays the original images (a), the images reconstructed by DAE (b), DAE-NR$_1$ (c), DAE-NR$_2$ (d), DAE-NR$_3$ (e), DAE-NR$_4$ (f), respectively.

Figure 3: The number of significant neurons and insignificant neurons of region 3 in the image reconstruction experiments. The threshold for significance is $p \leq 0.05$.

3 Method

In this section, we introduce the notations of variables and spaces used in the model. The visual stimulus (i.e., natural images) and the corresponding neural responses (i.e., neural spikes in V1 region) are denoted as $x \in \mathbb{R}^{N \times P \times P \times C}$ and $s \in \mathbb{R}^{N \times M}$, respectively. The features of stimuli in the $i$th convolutional layer are denoted as $h_i \in \mathbb{R}^{N \times K \times K \times F}$, where $N$, $P$, $C$, $K$, $F$ and $M$ indicate the sample size ($N$), the image resolution ($P$), the image channel ($C$), the kernel size of feature of stimuli ($K$), the number of kernels ($F$), and the number of V1 neuron ($M$), respectively. The space of visual stimuli, the neural response, and the feature of stimuli in the $i$th convolutional layer are denoted by $\mathcal{X}$, $\mathcal{S}$, and $\mathcal{H}_i$.

We then introduce the background of deep auto-encoders (DAE) in Sec. 3.1, convolutional neural networks with a factorized readout layer (CNN-FR) in sec. 3.2, and our proposed method (i.e., DAE-NR) in Sec. 3.3.

3.1 DAE

The standard DAE consists of an encoder, the latent space, and a decoder, which has been demonstrated as a considerable model for image reconstruction. In our work, rather than embedding to the latent space, we shift the encoder and decoder to $i$th layer of DAE. In this way, the architecture of our...
Table 1: The quantitative results of image reconstruction with all neurons in the region 1, 2, and 3, respectively.

| Region 1 | Region 2 | Region 3 |
|----------|----------|----------|
| Model    | MSE↓     | PSNR↑   | SSIM↑   | MSE↓     | PSNR↑   | SSIM↑   | MSE↓     | PSNR↑   | SSIM↑   |
| DAE      | 0.022  | 23.709 | 0.771   | 0.024  | 23.338 | 0.754   | 0.081  | 17.039 | 0.561   |
| DAE-NR₁  | 0.021  | 23.829 | 0.776   | 0.023  | 23.932 | 0.753   | 0.044  | 19.751 | 0.763   |
| DAE-NR₂  | 0.021  | 23.779 | 0.775   | 0.023  | 23.440 | 0.759   | 0.043  | 19.819 | 0.764   |
| DAE-NR₃  | 0.021  | 23.778 | 0.775   | 0.024  | 23.330 | 0.755   | 0.043  | 19.789 | 0.761   |
| DAE-NR₄  | 0.022  | 23.721 | 0.773   | 0.023  | 23.491 | 0.760   | 0.059  | 18.462 | 0.668   |

Figure 4: The number of significant neurons (orange color) and insignificant neurons (green color) in region 3 in the image reconstruction experiments. The threshold for significance is \( p \leq 0.05 \). The first row are the baseline models (CNN-FRs) and the second row are our models (DAE-NRs).

DAE turns to be: (i) an encoder \( f₁ : \mathcal{X} \rightarrow \mathcal{H}_i \), to embed the input to neural representation in \( i \)th layer; (ii) a decoder \( f₂ : \mathcal{H}_i \rightarrow \hat{\mathcal{X}} \), to reconstruct the input based on neural representations in \( i \)th layer. We formally describe them as follows:

The encoder:
\[
\mathbf{h}_i = f₁(\phi_1, \mathbf{x}),
\]

The decoder:
\[
\hat{\mathbf{x}} = f₂(\phi_2, \mathbf{h}_i),
\]

where the \( \hat{\mathbf{x}} \) is reconstructed from the original image \( \mathbf{x} \). Both the encoder and the decoder are realized by convolutional neural networks with parameters \( \phi_1 \) and \( \phi_2 \), respectively. The goal of DAE is to reconstruct the image. Thus the the loss function of DAE is formulated as a \( L² \) norm:

\[
\mathcal{L}(\phi_1, \phi_2) = \|\mathbf{x} - \hat{\mathbf{x}}\|²/₂.
\]

3.2 CNN-FR

The CNN-FR consists of two parts, the convolutional layers as the encoder and the factorized readout layer [18, 2, 3, 45]. The convolutional layers convolve the image with a number of kernels followed by batch normalization, resulting in multiple feature maps. The readout layer pools the output of the convolutional layer (i.e., \( \mathbf{h}_i \)) by applying a sparse mask on each neuron. Let us denote that \( \mathbf{h}_i \) lies in the feature space \( \mathcal{H}_i \) and the neural responses in the space \( \mathcal{S} \). The mapping function \( f₃ : \mathcal{H}_i \rightarrow \hat{\mathcal{S}} \) is

\[
\hat{\mathbf{s}} = f₃(\mathbf{h}_i, \theta_s, \theta_d) = \left[ \sum (\theta_s \cdot \mathbf{h}_i) \right] \ast \theta_d + b,
\]

where \( \theta_s \) is the spatial mask, \( \theta_d \) is the weights sum of all features \( \mathbf{h}_i \), and \( b \) is the bias.

We use the Poisson loss to optimize the representation similarity between artificial neurons (i.e., \( \hat{\mathbf{s}} \)) and biological neurons neurons (i.e., \( \mathbf{s} \)) in the mapping function as Eq.(4),

\[
\mathcal{L}(\theta_s, \theta_d) = \sum (f₃(\mathbf{h}_i, \theta_s, \theta_d) - s \log f₃(\mathbf{h}_i, \theta_s, \theta_d)) = \sum (f₃(\mathbf{h}_i, \theta_s, \theta_d) - s \log f₃(\mathbf{h}_i, \theta_s, \theta_d)) \cdot \left( f₃(\mathbf{h}_i, \theta_s, \theta_d) \right).
\]

Previous studies have shown that the activity of V1 neurons are sparse in response to natural stimuli, and the activity of neural population with higher sparseness exhibits greater discriminability between natural stimuli [34, 39, 9, 42]. Likewise, [44] have reported that the resemblance between the representation of biological neurons and artificial neurons in higher convolutional layers exist only under the sparsity constraint on the CNN, regardless of any other factors (e.g., model structure, training algorithm, receptive field size, and property of training stimuli). In our study, the neural similarity of V1 neurons is brought to a specific layer of the encoder.
of DAEs ($f_i$, $i \in \{1, 4\}$) with the sparsity constraints on artificial neurons of that layer.

### 3.3 DAE-NR

The DAE-NR combines the function of DAE and CNN-FR. It consists of three parts, including an encoder $f_1: \mathcal{X} \to \mathcal{H}_1$, a decoder $f_2: \mathcal{H}_4 \to \mathcal{X}$, and a mapping function $f_3: \mathcal{H}_2 \to \mathcal{S}$. The loss function of DAE-NR explicitly considers both the image reconstruction task and the neural representation similarity task, as defined in Eq. (5).

$$L(\phi_1, \phi_2, \theta_s, \theta_d) = \alpha * L(\phi_1, \phi_2) + \beta * L(\theta_s, \theta_d),$$

where $\alpha$ and $\beta$ are the hyperparameters to trade-off the image reconstruction task and the neural representation similarity task. Intuitively, the larger $\alpha$ favors the reconstruction task, while the larger $\beta$ biases toward the neural representation similarity task.

## 4 Experiments and Results

### 4.1 Experimental settings

**Dataset:** We conduct experiments on a publicly available dataset with the gray-color images as visual stimuli and the corresponding neural responses. The dataset of neural data from [1]. The neural responses in the dataset are recorded in three regions in primary visual cortex (V1) of sedated mice visually stimulated with the natural images (See Appendix Fig. 5). The number of neurons over the three brain regions are shown in Appendix Table 4.

**Network architectures:** The size of the DAE part in DAE-NR is 48C23-48C13-48C23-48C13-48DC23-48DC13-1DC23 (kCnm and kDCnm indicates $k$ filters in the convolutional and deconvolutional layer, $n$ stride and $m$ filters,), and the latent variable size is 100. Each convolutional layer is followed by a batch normalization with an ELU activation function, while the activation function in the final layer for image reconstruction is tanh. The CNN-FR part in DAE-NR shares the four different convolutional layers ($h_1$, $h_2$, $h_3$, and $h_4$) of the encoder of DAE with the convolutional layer parts, and keeps the factorized readout layer part. So we have the baseline DAE model for image reconstruction and CNN-FR with $h_i$, ($CNN-FR_i, i \in \{1, 2, 3, 4\}$) for neural representations similarity. The CNN-FR part in DAE-NR can be readout from four different convolutional layers (i.e., $h_i$ of the encoder of DAE), so there are four variants of DAE-NR, i.e., DAE-NR$_i$, $i \in \{1, 2, 3, 4\}$ representing the CNN-FR extracted from the different convolutional layers $h_i$.

**Training procedures:** We preprocess the images (e.g., reshape the size of natural image to 32 $\times$ 32 $\times$ 1 and normalize the intensity of image to [-1,1]), and then input them to the model. The model is trained with an initial learning rate of 0.001 and the early stopping strategy is applied based on a separated validation set. If the error in validation set does not improve by 1000 steps, we return the best parameter set, reduce the learning rate by two, and train the second time. We stop the training procedure if the error does not improve in the second time.

**Tasks:** There are two tasks in the experiment: 1) the image reconstruction (IR) task, and 2) the neural representation similarity (NRS) task. The settings for hyperparameters are as listed in Appendix Table 5&6 for two tasks, respectively. In the IR task, we use the mean squared error (MSE$\downarrow$), structural similarity (SSIM$\uparrow$) [38], and peak signal-to-noise ratio (PSNR$\uparrow$) [38] as metrics to quantify the image reconstruction performance$^1$. We compare the DAE-NR$_1$, DAE-NR$_2$, DAE-NR$_3$ and DAE-NR$_4$ with the baseline model (i.e., the standard DAE). In the NRS task, we use Pearson correlation (CC$\uparrow$) as a metric to quantitatively evaluate models. We implement the traditional end-to-end computational neuroscience model using CNN-FR$_i$ ($i \in \{1, 2, 3, 4\}$) as baseline models.

### 4.2 Effects of neural responses in DAE-NR on image reconstruction

Ten examples of reconstructed images by DAE-NR with neural responses in brain region 3 are presented in Fig. 2. It is obvious that DAE-NR models, no matter which layer the neural response are mapped to, can better reconstruct the original images, compared with the standard DAE. The results of the brain region 1 and 2 are illustrated in Appendix Fig. 6

$^1$The up arrow $\uparrow$ indicates that the higher the value, the better, and the down arrow $\downarrow$ indicates that the lower the better.
and Fig. 7. The quantitative comparisons of image reconstruction performance are listed in the Table 1. It shows that DAE-NR1, DAE-NR2, and DAE-NR3 achieve the best performance when the network gets information from the neurons in the region 1, 2, and 3, respectively.

Fig. 2 and Table 1 together suggest that the information from biological neurons could help DAE-NR for image reconstruction. Further questions are under what circumstances and to what extent DAE-NR is beneficial from the neural response. Our hypothesis is that only the biological neurons with the high representation similarity to the artificial neurons are informative and helpful for DAE-NR.

To test our hypothesis, we identify the biological neurons that significantly correlate with the artificial neurons in DAE-NR model, as well as the insignificant neurons in each brain region. Fig. 3 shows the number of significant neurons and insignificant neurons in region 3 in the IR task. The number for region 1&2 is in Appendix Fig. 8. Then, we train the DAE-NRs with the information from these two groups of neurons in the regions 3 for IR task, separately. The quantitative results of three metrics are shown in Table 2, confirming that the significant neurons largely improve the IR performance, while the insignificant neurons jeopardize DAE-NR, resulting even worse IR results than the standard DAE (see results of Regions 3 in Table 1). These experiments verify our hypothesis, suggesting that the information from significant neurons is capable of guiding the DAE-NR to better reconstruct images.

4.3 Effects of image reconstruction in DAE-NR on neural representation similarity

Here we test the effects of image reconstruction in DAE-NR on neural representation similarity. Pearson correlation (CC↑) between the neural representation of artificial neurons and biological neurons in region 1, region 2 and region 3 are shown in the Table 3. Our models (i.e., DAE-NR), obtain larger CC↑ in all three regions, compared to the baseline models without the image reconstruction loss (i.e., CNN-FR). The results imply that the image reconstruction in our model is beneficial to the neural representation similarity. This phenomenon seems counter-intuitive as there is a tradeoff between the IR loss and the NSR loss (Eq. (5)). We hypothesize that the reason is rooted on the feature learning for image reconstruction in DAE. With the image reconstruction loss, more biological neurons would share similarity with artificial neurons. Indeed, our experimental results confirm the hypothesis (Fig. 4), suggesting that the image reconstruction loss can help DAE-NR to improve neural representation similarity between artificial and biological neurons.

5 Discussion and Conclusion

In this study, we proposed the DAE-NRs, a hybrid model that integrates the neural response into deep autoencoder models. Inspired by the CNN with a factorized readout layer in computational neuroscience [18, 2], we used a Possion loss (i.e., θs, θt) to bring neural information to a specific layer of DAE, resulting better image reconstruction performance (Fig. 2 & Table 1). In return, the IR task contributes to the feature learning in DAE and leads to a higher neural representation similarity between biological neurons and artificial neurons (Table 3 & Fig. 4). Our work provides a bridge between the DAEs for the image reconstruction and the computational neuroscience models for neural representation similarity.

Besides the IR task and NRS task in this work, DAE-NR enables many other potential applications in future. For instance, DAE-NR provides a more natural way to synthesize images that maximize neural activity or control neural population, compared with the method proposed by [2]. DAE-NR can serve as a data engine for biological experiments and synthesizes neural responses under visual stimuli. Moreover, it is important to investigate the generalizability of DAE-NR on variants of autoencoder [17, 32], on other stimuli (e.g., sound, face), as well as on computational neuroscience models [24, 16] in additional tasks, e.g., classification, generation and detection [27]. Although we only tested DAE-NR with mice neural data, the pipeline of DAE-NR can be easily extended to the neurons of primates (e.g. monkey [43] or human).

Beyond DAE-NRs, there are many future directions that combine artificial intelligence and brain intelligence that are worthy of investigation.
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A Experimental settings

In this section, we introduce the details of the settings in our experiments. Firstly, the Table 4 is the number of neural datasets from three brain regions and the Fig. 5 illustrates the training image of the neural stimuli. Secondly, the Table 5 and Table 6 are the settings of the hyperparameters for image reconstruction and neural similarity experiments, respectively.

B Additional experiments

In this section, we provide results from additional experiments. The Fig. 6 and Fig. 7 display the results of image reconstruction using the neural responses on the region 1 and 2. The Fig. 8 shows the number of significant neurons and insignificant neurons of region 1 and 2 in the image reconstruction experiments, respectively.
Table 4: The neural dataset containing neural responses in three brain regions under visual stimulation [1]. The number in bracket is the repeated times.

| Region  | Number of train images | Number of test images | Number of neurons |
|---------|------------------------|-----------------------|-------------------|
| Region 1 | 1800 (1)               | 50 (10)               | 103               |
| Region 2 | 1260 (1)               | 50 (8)                | 55                |
| Region 3 | 1800 (1)               | 50 (12)               | 102               |

Figure 5: The examples of training stimuli in each brain region.

Table 5: The settings of the hyperparameters for image reconstruction experiments.

| Models  | Region 1  | Region 2  | Region 3  |
|---------|-----------|-----------|-----------|
| α : β   | α : β     | α : β     | α : β     |
| DAE-NR1 | 1e-0:1e-5 | 1e-0:1e-3 | 1e-0:1e-4 |
| DAE-NR2 | 1e-0:1e-5 | 1e-0:1e-4 | 1e-0:1e-5 |
| DAE-NR3 | 1e-0:1e-4 | 1e-0:1e-3 | 1e-0:1e-5 |
| DAE-NR4 | 1e-0:1e-5 | 1e-0:1e-4 | 1e-0:1e-4 |

Table 6: The settings the hyperparameters for neural similarity experiments.

| Models  | Region 1  | Region 2  | Region 3  |
|---------|-----------|-----------|-----------|
| α : β   | α : β     | α : β     | α : β     |
| DAE-NR1 | 1e-0:9e-1 | 7e-1:1e-0 | 8e-1:1e-0 |
| DAE-NR2 | 7e-1:1e-0 | 1e-0:1e-2 | 4e-1:1e-0 |
| DAE-NR3 | 1e-0:6e-1 | 1e-4:1e-0 | 1e-0:4e-1 |
| DAE-NR4 | 1e-0:9e-1 | 1e-0:1e-2 | 1e-0:9e-1 |
Figure 6: The reconstructed images with neurons in Region 1. From top to bottom, each row displays the original images (a), the images reconstructed by DAE (b), DAE-NR$_1$ (c), DAE-NR$_2$ (d), DAE-NR$_3$ (e), DAE-NR$_4$ (f), respectively.

Figure 7: The reconstructed images with neurons in Region 2. From top to bottom, each row displays the original images (a), the images reconstructed by DAE (b), DAE-NR$_1$ (c), DAE-NR$_2$ (d), DAE-NR$_3$ (e), DAE-NR$_4$ (f), respectively.
Figure 8: The number of significant neurons and insignificant neurons in region 1 and 2 in the image reconstruction experiments. The threshold for significance is $p \leq 0.05$. 