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Abstract: The present study investigated the influence of the use of textisms, a form of written language used in phone-mediated conversations, on the cognitive cost of French participants in an online conversation. Basing our thinking on the relevance theory of Sperber and Wilson, we tried to assess whether knowing the context and topic of a conversation can produce a significant decrease in the cognitive cost required to read messages written in textism by giving additional clues to help infer the meaning of these messages. In order to do so, participants played the judges in a Turing test between a normal conversation (written with the traditional writing style) and a conversation in which the experimenter was conversing with textisms, in a random order. The results indicated that participants answered messages written in textism faster when they were in the second conversation. We concluded that prior knowledge about the conversation can help interpret the messages written in textisms by decreasing the cognitive cost required to infer their meaning.
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1. Introduction

We could argue that words have specific meanings set in stone, or rather written in dictionaries. Much evidence seems to indicate that this view is far too simplistic and ignores the important influence of the context in which these words are used. Not only can the same word have a different meaning depending on the context, but its meaning can also slowly change with time [1–3]. Contextual information can also help us learn new words, including in different languages, or new forms of languages [4,5].

With the development of mobile phones a couple of decades ago followed by the rise of instant text conversations came alternative forms of written language meant to optimize the content that could be inserted into messages with a limited number of characters. Shortened words such as “Kdo” for “cadeau” (French for “gift”) started being used by young people to the dismay of older people for whom deciphering messages sent by their own children became a task of its own. Thus started the spread of an alternative form of written language referred to as “textism” [6]. Even though this specific form of writing gradually decreased with the ability to write longer messages and automatic spell-checkers (in particular, the contractive forms of textisms, while messages that include more emotional content like smileys or additional punctuation marks: “Oh yeah!!!! :)” have instead been spreading [7,8]), it is an interesting example of an alternative form of written language worth investigating for two main reasons. The first one is that textism takes its roots in a language already well known by people, but changes how it is written. This makes it difficult to decipher when one is not used to this form of writing if additional clues indicating the meaning of the message are not present. Thus, it is a valuable tool to study.
the progressive acquisition of meaning and the establishing of links between the form of a word and its underlying concept. The second reason is that although intensive use of textism (messages written solely in textisms) has decreased, many symbols and practices that have been developed in it are still widely used to this day (e.g., the very common “lo!” or “mdr” in French, and many others, but also content that creates a bridge with the oral form of communication by writing down emotional clues that would have been present in the intonation of facial expressions, such as smileys) [7,8].

In this paper, we explored whether accessing the semantic content of messages written in textism requires a higher cognitive cost for people who are not particularly versed in using it and, more importantly, if context can offer pragmatic clues helping with retrieving the meaning of messages.

2. The Importance of Context in Conversations

A whole field of study in psychology and linguistics is specialized in the investigation of the importance of context in our use of language: the pragmatics of language. Today, one of its findings, that the context greatly influences the way we interpret utterances, is well established not only in conversations [9,10], but also in problem-solving tasks [11–14]. While the importance of context when inferring meaning has been generally ignored in the design of digital agents made to converse with humans, it is now starting to be applied to allow artificial agents to more efficiently understand the meaning of sentences in a conversation by using contextual information and user expectations [15,16].

Why is this? The reason is that what we say is not directly what we mean. This aspect of language was described first by Grice [17] who tried to formalize the rules of discourse. The main aspect of Grice’s findings is that participants in a conversation follow a principle of cooperation, essentially meaning that they are trying to make what they mean as clear as possible so that it is correctly understood by the other. In other words, people in a conversation say what they believe needs to be said to convey what they mean to the other. A simple example of this would be saying “It’s cold in here” to mean “Can you close the window because I feel cold here and I do not like to feel cold”, or “Can you pass the salt?” to mean “Give me the salt because you are closer and I cannot reach it myself”.

This framework was then expanded by relevance theory [18], which generalized Grice’s conversational maxims to be more cognitively anchored with what was understood of the brain thanks to advances in the field of neuroscience. This theory suggests that the relevance of an utterance depends on two main attributes: contextual effects (i.e., what effects does the utterance have on the mental representations of the listener; does it change them at all?) and the cognitive cost required to interpret them (i.e., how many resources do I need to allocate to the processing of the sentence to make it understandable?).

Not only are the sentences in the examples above simpler, but they are also perceived as being more polite through the use of indirect speech. Being direct could indeed be perceived as being commanding and would be detrimental to the relationship [19].

Neither of these examples directly tells the person what to do, and yet, they will be broadly understood as “They want me to do something about it, and not just tell me about their physical condition (window example) or asking about my ability to do something (salt example)”.

Therefore, what we say is not directly what we mean, and this difference is expected by our interlocutors and understood as such: words are used as clues to gain access to the meaning, and what they represent can be narrower or broader than their usual definition in a dictionary, depending on the context in which they are being used [20–23]. Thus, the form of production should not impede gaining access to the meaning as long as enough clues are given.

3. Textisms as a Phonological Approach to Spelling

One way to change the form of linguistic production without changing its meaning is to use alternative forms of writing. Textism is a form of writing used in text messages in
phone-mediated conversations. As initially text messages were limited in the number of characters that could be sent without additional costs and by the time required to write a single letter on a phone with nine buttons, young adults around the world developed various forms of writing used to make the most out of a limited number of characters while still being able to communicate efficiently.

For French variations, Panckhurst [24] described and classified the many liberties taken in SMS messages compared to traditional spelling for various words and expressions. Fairon et al. [25] also reported similar observations while pointing out some areas of resistance, such as the use of the digrams “ph”, “rh”, or “th”, which are counterintuitively kept in French textisms, even though the traditional spelling of some other languages abandoned them (like Italian). Most of the changes drastically simplify the spelling of particular sounds, such as “o”, which replaces “eau” (water) and can also be found in other words like “Kdo” for “cadeau” (gift), “bato” for “bateau” (boat), and many others. Some of these changes include removing silent letters: “vou” for “vous” (you), “douch” for “douche” (shower), and of course, truncations “ordi” for “ordinateur” (computer) and acronyms such as “lol” for “laughing out loud”.

For people not used to this way of spelling, this can make understanding messages quite complex and become a form of exclusion. It often contributes towards making inter-generational conversations difficult especially since this form of writing tends to be used mostly by young adults who generally use texting more often than other age groups [26].

Thus, it is likely that the use of textisms requires a higher cognitive cost in order to understand the meaning of a message for people who are not used to it, but this higher cognitive cost might be decreased by giving contextual clues of the meaning of the words. For example, the meaning of the word gift (“cadeau” or “Kdo” in textism) is easier to infer in the sentence “tu ve 1 Kdo pr ton anniv ?” (Do you want a gift for your birthday?) than in the sentence “jéT ds la voiture ac un Kdo” (I was in the car with a gift). Indeed, in the first sentence, the setting of the birthday is quickly related to the concept of gift, and that will very likely decrease the amount of effort (cognitive cost) required to reach the conclusion that “Kdo” means gift, as this interpretation gives the most contextual effect. In the other sentence, the words car and gift are not related, and understanding one does not give any clue to help infer the meaning of the other.

Studies exploring cognitive cost in the use of textisms are few, but they seem to indicate that the use of textisms is correlated with an increase in reading time and also has an effect on some measures linked to cognitive effort: studies using eye-trackers indicate that more fixations are made on sentences that contain textisms and that fixations last significantly longer than with sentences containing standard English [27,28]. Similar results were observed between Chinese Net-Speak and standard Chinese, with Net-Speak increasing the response time during a task of text recognition [29].

4. Response Times to Estimate the Cognitive Cost

The cognitive cost (the amount of mental resources required to process information) is not directly accessible for observation and yet is an important element of many theories in psychology, in particular for relevance theory [18]. Depending on the experiments, indirect measures can be made to estimate the cognitive cost required to process stimuli and to respond to them. Some of these indirect measures include recording pupil dilation (which requires specific instruments and heavy control to mitigate the influence of other factors) [30], the success rate in primary or secondary tasks [31], and latencies such as response times used in the present research (or reaction times for fast processes) [32,33].

Response times have the benefit of being non-invasive for participants who are not distracted in their task by the measure. They also have the benefit of being quite easy to implement in online experiments and do not require any specific equipment. Still, they are only a potential indicator of the cognitive cost and not a direct measure. Any interpretation should take this fact into account. Response times are easy to record in online conversations, and different studies have shown that they are compatible with how the
cognitive cost should vary when studying violations of conversational expectations [32,33]. Jacquet et al. [32,33] indeed showed that during a Turing test (i.e., a test evaluating how human a conversational agent feels by comparing two conversations, one with the tested agent and the other with a human reference [34,35]), the participants’ response times were significantly higher when the experimenter violated Grice’s maxim of relation and Grice’s maxim of quantity (giving too much information) in a conversation, compared to a conversation in which the Gricean maxims were respected.

In the present experiment, we used a similar experimental protocol, adapted to investigate the influence of the use of textisms by the experimenter on participants’ response times. Would the use of textisms significantly increase the response times of participants in a conversation compared to the use of a more traditional writing style? Would this increase be mitigated if the conversation written in textisms followed another on the same topic, but without the use of textisms, thus indicating that the context can help decipher this form of writing? These two questions were the object of this study.

5. Materials and Methods

The experiment was adapted from Jacquet et al. [32,33]. The main differences were that in these experiments, the authors investigated the influence of violations of the Gricean conversational maxims on the response times of participants in a Turing test [34], with the experimenter violating the maxims in one conversation and respecting them in the other. In this experiment, we instead made use of textisms in one of the two conversations as a replacement of the violations of the maxims.

The experimental protocol used in this study was evaluated by the Ethics Committee of the P-A-R-I-S association (Document is available at https://osf.io/eua6w/).

5.1. Participants

All participants were young adults, native French speakers, and used their phones to send text messages on a regular basis (their use of texting being evaluated at the beginning of the experiment). All participants agreed to participate in this experiment and were informed that they could cancel their participation at any point. The mean age was 23 (SD = 3.7). There were 23 males and 11 females, and four chose not to answer this question. We initially included two more participants who were later removed from the study as they showed an expertise in using textism in conversations (they communicated with textisms themselves) and thus were not homogeneous with the other participants and could not be included in the analyses. Other participants did not attempt to write in textisms back to the experimenter, and some even asked them to “speak normally” instead (despite the age of the participants, this was not unexpected for multiple reasons: (1) because of the decrease of the contractive forms of textisms and (2) because textisms are mostly used in informal conversations with people one already knows, which was not the case here as they knew neither the experimenter nor the fictive character).

5.2. Materials

The experiment was implemented via an online chat designed specifically for this study. Participants first answered a set of socio-demographic questions, as well as how frequently they used text messages. All participants were asked to use a phone to participate in the experiment. After agreeing to a virtual informed consent form and confirming that they were native French speakers, they were sent to a different page with an interactive conversation with the experimenter. The experimenter took two roles during the conversations: the role of moderator and the role of “Elsa”, who was introduced to the participant as being a fictive character that would be played by two different “actors”, one being a chatbot and one being human, even though they were both played by the same experimenter. In order to standardize conversations as much as possible despite the potentially chaotic nature of conversations, “Elsa” had a pre-defined character sheet with all their personal information. If the experimenter received an unexpected question, he/she wrote down the answer to
ensure he/she would use a similar answer with all participants in the future should the same question arise. Conversations were recorded, and the precise timing (to the ms) of the reception of each message on the server was also recorded. The recorded delay between messages corresponded to the difference between the time when the message was received by the participant and the time when he/she sent his/her reply. Following the experiment, participants answered additional questions to test their skills in understanding textisms.

5.3. Methods

Participants were first introduced to the conversations by the experimenter displayed as “Moderator”. The moderator explained to the participant he/she would be taking part in a Turing test (i.e., finding out which of the two actors playing Elsa was in fact a chatbot and which one was a human, after one conversation with each actor). This was used to give the participants the motivation to actively converse with the two actors with a goal that was not explicitly related to the use of textisms in conversations. This way, participants did not expect one of the two conversations to be written with textisms. Each participant conversed with Elsa twice, once with the experimenter playing her through messages written in traditional spelling (conversation type: normal) and once through messages written in textisms (conversation type: textisms). Whether participants conversed first with Elsa writing with traditional spelling or textisms was randomly decided with adjustments to achieve a similar number of participants in each condition. At the end of each of the two conversations, the participants told the moderator if they thought the first actor they had conversed with was a chatbot/artificial intelligence or a human. They were able to stop the conversation at any moment if they had made up their mind; otherwise, each conversation lasted 7 min.

5.4. Analyses

Because of the great variability of messages in a conversation, it is not possible to directly link the delay between messages to the cognitive cost required to process them. Indeed, the part of the delay of interest to us (linked to the cognitive cost of understanding the message and preparing a reply to it) can be overshadowed by other factors that have a strong effect on the response times of participants. Thus, it was important to reduce this noise before doing any further analysis.

A factor of noise that can be clearly identified is the length of sentences. Indeed, longer messages take more time to read, and writing long replies also takes more time. Eliminating these two aspects as much as possible greatly diminishes the noise in collected data.

To do this, we used a linear regression model taking into account the length of the experimenter’s message ($L_e$) and the length of the participant’s reply ($L_p$) to predict the theoretical delay in normal conversations ($D$). Just as in [32,33], we used a simple linear model here to define the average reading and writing speed of participants, as the number of turns during a conversation was generally not enough to get a good model for each individual participant.

$$ D = w L_e + x L_p + y L_e L_p + z $$

This allowed us to calculate $\Delta d$: the difference between the observed response time ($d$) and the theoretical delay ($D$), which gave us a measure where the noise from the length of the messages was filtered out.

$$ \Delta d = d - D $$

This process is similar to calculating residual reading times (see [36,37], for examples), with the distinction that we were also taking into account residual writing times in the calculation of $\Delta d$.

It is this difference that was then analyzed using a type III ANOVA, with the order and the type of conversation as the two factors. The data were tested for normality, and the outliers were cleaned (beyond 3 standard deviations above or below the mean, which removed 10 out of 873 measures).
6. Results

The final equation of the linear model calculated on normal conversations was:

\[ D = 0.27 \times L_e + 0.36 \times L_p - 0.0025 \times L_eL_p + 2.5 \]  

(3)

\( \Delta d \) for each condition are shown in Figure 1. We observed a significant main effect of the type of conversations (normal or textisms) on \( \Delta d \) (\( F_{1,859} = 23.27, p < 0.001 \)). There was a significant interaction between the order of conversations (first or second) and the type of conversations (normal or textisms) (\( F_{1,859} = 8.261, p < 0.01 \)). Indeed, while \( \Delta d \) was similar in normal conversations (\( t_{414} = -0.7533, p = 0.45 \)) regardless of whether they came first (\(-1.35s, SD = 8.83s\)) or second (\(-0.684s, SD = 9.18s\)), conversations with textisms had a significantly higher \( \Delta d \) when they were the first conversation (\(2.63s, SD = 8.75s\)) compared to when they were in the second (\(-0.109s, SD = 8.05s\)) (\( t_{445} = 3.450, p < 0.001 \)). While it was not the direct object of interest of this study, we did not observe any significant effect of textisms on the answers in the Turing test (whether using textisms made Elsa feel more human-like or not). We also did not find any statistically significant effect of the gender of participants in this study.

7. Discussion

As we anticipated, textism significantly increased the response time of participants in our experiment. This was consistent with the results found in previous studies [27–29]. Yet, the impact of messages written in textism seemed to have decreased when they were used in a second conversation following a conversation with a more traditional spelling. This was coherent with our initial hypotheses. Indeed, the decrease of the delay when textisms were used in the second conversation indicated that the participants had quicker access to the semantic content of the messages. Since the only difference between the two conversations was the presence or absence of clues given in a previous conversation, we can readily assume that this effect would be caused by prior knowledge extracted from the first conversation.
Since the topic of conversations was similar in both conversations (how participants experienced the confinements in France, what they liked doing, and their contacts with their family), participants must have used their prior knowledge acquired during the first conversation in order to help them understand the meaning of Elsa’s messages. A similar effect was shown in the experiment of Jacquet et al. [33]: a more complicated way of reading information (in their case, by giving too much unnecessary information) did not have any effect on the response times when it happened in a second conversation in which participants had prior knowledge of the information about to be given. The authors explained that this difference was caused by an effect of surprise when the violations happened in the first conversation. Indeed, in that case, the irrelevant information added did not change much of the mental representations of the participants as additional information was not what they had any interest in (low contextual effect), while the longer sentence increased the effort required to process it. In the second conversation, participants already knew of the piece of information given in the answer. For them, it was only a confirmation of something they already knew (low contextual effect), but because of that, the irrelevant pieces of information added did not significantly increase the effort required to process the sentence (the cognitive cost remained fairly low).

Similarly, in our case, the same information about Elsa was given in the two conversations. When participants met and conversed with Elsa, they had no prior knowledge of what was going to be said. When this information was given in textisms, the only way to understand the meaning was to decipher the textisms directly (high contextual effect and high cognitive cost). When textisms were used in the second conversation, participants already had most of the information being told, and the same information was simply given in a different way (low contextual effect as there was not much change on the participant’s mental representations). Furthermore, the effort required to get that information was smaller as two alternative paths could be used: one involved the participant’s memory of the previous conversation (effect of the context of the conversation: the influence of the previous conversation on the second conversation), and the other involved deciphering textisms. Both of these methods could also be used at the same time to converge to a single interpretation of the message, thus decreasing the cognitive cost (The participants did not need to spend as much time deciphering the textisms as the information in their memory already provided a good amount of the meaning).

One question could be whether the effect we observed could be caused by a lexical priming (seeing a word written once primes the reader to expect it again in the future) [38,39] or a topical effect (the knowledge of the information about to be given helps decipher the unfamiliar text). In our experiment, the topics were similar between the two conversations, but no restrictions were imposed on the exact words being used in the experimenter’s replies as long as the information given remained consistent (Elsa could not have two siblings in one conversation and none in another for example, but the experimenter could express it in different ways depending on the question asked). This question could likely be answered in a future experiment by designing a protocol that would independently test the influence of lexical priming and of the topical effect.

All of this indicated that deciphering textisms without prior information about the context of the conversation is a task that requires a significant amount of cognitive effort and that deciphering textisms becomes easier when participants know about the semantic content of the messages, as we expected.

It is also important to note that in our case, participants were young adults who, by definition, while not being experts in textisms, had a higher probability of knowing how they worked. We would expect the differences to be even stronger between traditional writing and textisms if participants were older people who were not used to textisms at all. It is yet unknown how much of a decrease in response times would be observed when older participants would encounter textisms in the second conversation compared to when they would encounter them in the first conversation. Indeed, while older participants might find deciphering textisms to be even more complicated than our younger participants
(thus, we would expect a higher $\Delta d$ than we observed for textisms in the first conversation),
we do not know if they would be able to use their knowledge of the first conversation
to decipher textisms as well as the younger participants in this study. Two alternative
patterns of results could then be considered for such an experiment: older participants
would have a higher $\Delta d$ than we observed in the first conversation with textisms (because
of the higher cognitive cost required), but in the second conversation, $\Delta d$ would also come
close to the baseline (around 0 s) if the prior information was enough to fully disambiguate
the textisms, or alternatively, $\Delta d$ could reach a middle level between the value observed
in the first conversation and the baseline if the prior information only partially helped to
decipher the textisms.

8. Conclusions

Our results seemed to indicate that participants had less difficulty processing messages
containing French textisms when they already knew the context of the conversation. This
suggested that a good way to get used to alternative forms of language would be to be
trained using a familiar context. Further study needs to be performed to examine whether
this habituation to this form of writing lasts and could be considered as an actual learning
experience or if it is only circumstantial.

This study also gave additional evidence that language understanding does not
strictly depend on the shape of the words being used, but rather that expectations about
the message being read greatly influence the way we read it and how we understand it.
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