Abstract—Image-to-image translation models transfer images from input domain to output domain in an endeavor to retain the original content of the image. Contrastive Unpaired Translation is one of the existing methods for solving such problems. Significant advantage of this method, compared to competitors, is the ability to train and perform well in cases where both input and output domains are only a single image. Another key thing that differentiates this method from its predecessors is the usage of image patches rather than the whole images. It also turns out that sampling negatives (patches required to calculate the loss) from the same image achieves better results than a scenario where the negatives are sampled from other images in the dataset. This type of approach encourages mapping of corresponding patches to the same location in relation to other patches (negatives) while at the same time improves the output image quality and significantly decreases memory usage as well as the time required to train the model compared to CycleGAN method used as a baseline. Through a series of experiments we show that using focal loss in place of cross-entropy loss within the PatchNCE loss can improve on the model’s performance and even surpass the current state-of-the-art model for image-to-image translation.
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I. INTRODUCTION

In the recent years, deep convolutional networks and deep learning methods have become increasingly popular for tackling a wide variety of problems. As the demand for different types of data used for training deep convolutional models is continuously on the rise, significant efforts are being put into methods that would allow us to generate completely new, synthetic data from pre-existing data. One particularly interesting method is image-to-image translation which aims to take images from one domain and translate them so they have the characteristics of another domain whilst retaining the contents of the original images.

This paper covers Contrastive Unpaired Image-to-Image Translation [1], a successor to the CycleGAN [2] method from 2017 and proposes tweaks to the model that result in notable performance increases. This new method harnesses the use of generative adversarial networks [3] while both improving on the training speed and accuracy on certain problems in comparison to other baseline methods (e.g. CycleGAN [2], MUNIT [4], DRIT [5], DistanceGAN and SelfDistance [6], and GCGAN [7]). Generative adversarial networks [3] have proven to be especially useful in the domain of unsupervised learning i.e. when the data used to train the model is not labeled, which is the exact case in this kind of scenario.

The implementation details of this particular approach and what differentiates it from its predecessors will be discussed in more detail in the upcoming chapters. In section III Contrastive Unpaired Image-to-Image Translation [1] is explained with the section VI showing different experiments and results with proposed loss modifications to the existing models.

II. RELATED WORK

Generative models. Ever increasing demand for data has lead to various methods for synthetic data generation. The most popular such models that have shown the best results are Generative Adversarial Networks (GANs) [3], Variational Autoencoders (VAEs) [8], [9] and, more recently, models based on normalizing flows [10], [11]. This paper will be focusing on Generative Adversarial models with a specific approach to achieving image-to-image translation.

Image-To-Image Translation. A lot of recently developed models have focused on image-to-image translation, i.e. to learn the mapping between an input and an output image in a way that the content of the original input image is preserved while characteristics of output image are applied. This includes CycleGAN [2], pix2pix [12], MUNIT [4], DRIT [5], DistanceGAN and SelfDistance [6], GCGAN [7], etc. More detailed comparisons and explanations of different implementations available to date can be found in Image-to-Image Translation: Methods and Applications [13].

Contrastive Learning. For quite some time cross-entropy loss was the main loss function, especially in the supervised setting. However, recently a new type of loss known as contrastive loss has lead to state of the art performance both in supervised [14] and unsupervised [15] settings. This type of loss allows the model to learn an embedding where associated signals (in our case patches of an image) are brought together while signals that are not associated to each other are pushed further apart in the embedding space.\footnote{a relatively low-dimensional space into which high-dimensional vectors are translated}
III. CONTRASTIVE LEARNING FOR UNPAIRED IMAGE-TO-IMAGE TRANSLATION

Image-to-image translation aims to take images from one domain and translate them in such way that they adopt the style or certain characteristics of images from another domain while simultaneously preserving the contents of the original image. This can also be viewed as a disentanglement problem where the goal is to separate the content, which has to be preserved, from the appearance which is supposed to change.

An example of a successful translation can be seen in the figure where the network was trained using photographs of Parisian streets that represented the input domain and a set of images showing canals of Burano as the output domain.

The upcoming chapters will review a model for performing image-to-image translation, including both its architectural details as well as the approach it takes to overcome the challenges of translation.

IV. METHODS

Given a dataset of unpaired instances \( X = \{ x \in \mathcal{X} \}, \ Y = \{ y \in \mathcal{Y} \} \), our goal is to translate the images from the input domain \( \mathcal{X} \subset \mathbb{R}^{H \times W \times C} \) to appear like images from the output domain \( \mathcal{Y} \subset \mathbb{R}^{H \times W \times 3} \) while preserving content of the input domain.

Since this method avoids using inverse auxiliary generators and discriminators, the training procedure is significantly simplified, thus reducing the training times. The generator function \( G \) consists of two components, an encoder \( G_{enc} \) followed by a decoder \( G_{dec} \) which together produce the output image \( \hat{y} = G(x) = G_{dec}(G_{enc}(x)) \).

In order to encourage the output to be visually as close as possible to the images contained in the target domain, adversarial loss \([3]\) is used:

\[
\mathcal{L}_{GAN}(G, D, X, Y) = \mathbb{E}_{y \sim Y} \log(D(y)) + \mathbb{E}_{x \sim X} \log(1 - D(G(x))). \tag{1}
\]

Mutual information maximization is achieved by using noise contrastive estimation \([16]\) and learning an embedding such that we closely associate a "query" and its "positive" while disassociating the "query" from other points in the dataset referred to as "negatives". The query, positive and \( N \) negatives are mapped to \( K \)-dimensional vectors \( v, v^+ \in \mathbb{R}^K \) and \( v^- \in \mathbb{R}^{N \times K} \) \( (v^- \in \mathbb{R}^K \) represents the \( n \)-th negative), respectively. Thereafter the vectors are normalized onto a unit sphere which prevents the space from collapsing or expanding. Afterwards an \((N+1)\)-way classification problem is set up. The distances between the query and other examples (the positive and negatives) are scaled by a temperature \( \tau = 0.07 \) and passed as logits. The loss function is then calculated, which is represented as cross-entropy loss in the original CUT model \([1]\).

\[
\ell(v, v^+, v^-) = - \log \left[ \frac{\exp(v \cdot v^+ / \tau)}{\exp(v \cdot v^+ / \tau) + \sum_{n=1}^{N} \exp(v \cdot v_n^- / \tau)} \right]. \tag{2}
\]

Later in section VI, the use of focal loss \([17]\) is proposed as an improvement over the classic cross-entropy loss as it shows performance increase in the scenarios where the datasets are unbalanced.

The ultimate goal is to form association between the input and output data. The query refers to output whereas the positives and negatives are the corresponding and noncorresponding input.

It is important to notice that not only do we want whole images to share content but also the corresponding patches within the image. For instance, in the Horse→Zebra example we should clearly be able to associate the specific body parts of a zebra to the specific body parts of an input horse more than
to the other patches of the input image, e.g. a leg of a zebra should be more closely associated to the corresponding leg of a horse than to the other parts of its body. Moreover, colors of a zebra’s body (black and white) are strongly associative to the color of a horse body rather than the background. Same analogy can be applied in the case of Satellite→Maps problem covered in section VI. Suppose we have a satellite image of an urban environment, after the translation is performed one should clearly be able to associate the streets seen in the satellite imagery with the streets visible in the maps representation, while disassociating them from other parts e.g. bodies of water, green surfaces, etc. In order to enable achieving this type of correspondence a multi-layer, patch-based objective is set.

Role of the encoder $G_{enc}$ is to perform the image translation meaning its feature stack is at our disposal and we can make use of it. The feature stack contains layers and spatial locations representing patches of the input image, where deeper layers correspond to larger patches. $L$ layers of interest are selected and their feature maps are passed through a two-layer MLP (Multilayer Perceptron) network $H_l$. This procedure produces a stack of features $\{z_l\}_L = \{H_l(G_{enc}(x))\}_L$, where $G_{enc}$ represents the output of $l$-th chosen layer. Layers are then indexed into $l \in \{1, 2, ..., L\}$ and $s \in \{1, ..., S_l\}$ is denoted, where $s$ represents a spatial location and $S_l$ represents the number of spatial locations in each of the layers. Corresponding feature is referred to as $z^s_l \in \mathbb{R}^{C_l}$ while $z^{S_l \times s}_l \in \mathbb{R}^{(S_l-1) \times C_l}$ represents the rest of the features, where $C_l$ is the number of channels at each layer. The output image $\hat{y}$ is encoded into $\{\hat{z}_l\}_L = \{H_l(G_{enc}(G_{dec}(G_{enc}(x))))\}_L$ in a similar manner. Ultimately, our goal is to match corresponding input-output patches at a specific location. Other patches from within the input image are leveraged as negatives. As previously mentioned, we are aiming to achieve shared content not only between the images as a whole but also the corresponding patches within the image. To achieve this we use PatchNCE [1] loss:

$$\mathcal{L}_{PatchNCE}(G, H, X) = \mathbb{E}_{x \sim X} \sum_{l=1}^{L} \sum_{s=1}^{S_l} \ell(z^s_l, \hat{z}^s_l). \quad (3)$$

By utilizing all the above mentioned, using Equation 1 and Equation 3 we form the following loss function:

$$\mathcal{L}_{GAN}(G, D, X, Y) + \lambda_X \mathcal{L}_{PatchNCE}(G, H, X) + \lambda_Y \mathcal{L}_{PatchNCE}(G, H, Y). \quad (4)$$

In addition to applying PatchNCE loss on images from domain $X$ we also apply it on images from domain $Y$ (referred to as identity loss) when using Contrastive Unpaired Translation (CUT) model where $\lambda_X = \lambda_Y = 1$. This is done in order to prevent the generator from making unnecessary changes - we calculate PatchNCE loss between a translated image and a real image taken from the target domain dataset. A lighter and faster method called FastCUT is also provided in which case $\lambda_X = 10$ in order to compensate for absence of the regularizer, i.e. for $\lambda_Y = 0$. In the experimental phase we show that although the model is faster and lighter to train, the absence of the regularizer can result in significant oscillations in model’s performance during the training and potentially cause it to achieve subpar final results. FastCUT is designed for usage when time to train is restricted or GPU memory limitations are present as it can achieve satisfactory results similar to CycleGAN [2], while requiring significantly less memory and time to train.

V. Datasets

A. Maps Dataset

Sat2map dataset contains test, train and validation sets each containing 1098, 1096, and 1098 images, respectively. The dimensions of images are $600 \times 600$ with each image containing its representation in both domains, i.e. in input domain $A$ and output domain $B$. Although the images in the dataset are inherently paired, we preserve the nature of the unpaired approach as the images are not taken in corresponding pairs, i.e. the source and target datasets are unaligned, during the training process. Domain $A$ consists of various satellite images, predominantly those containing dense urban areas, while domain $B$ contains corresponding representations in the style of street maps.

B. Horses to Zebras Dataset

Horse2zebra dataset consists of a test set containing 120 horse and 140 zebra images, and a train set containing 1067 horse images and 1334 zebra images, respectively. Both datasets are unpaired. Resolution of each image is $256 \times 256$.

VI. Experiments

A. Evaluation Procedure

In order to evaluate the quality of generated images we use Fréchet Inception Distance (FID) [18, 19] metric:

$$\text{FID} = \|\mu_X - \mu_Y\|^2 + \text{tr}(\Sigma_X + \Sigma_Y - 2\sqrt{(\Sigma_X \Sigma_Y)}). \quad (5)$$

In short, what this method does is empirically estimates the distribution of real and generated images in a deep network space and computes the divergence between them. Ideally, we want to have the lowest possible FID score, which indicates that the generated images are convincing.

B. Training Details

This section covers the performance of CUT and FastCUT models with different losses against CycleGAN on sat2map dataset. The initial CUT model includes ResNet-based generator [20] with 9 residual blocks, PatchGAN discriminator [12], Least SquareGAN loss [21], batch size of 1 and Adam optimizer [22] with learning rate of 0.0002 - this is in-line with the original settings provided in Contrastive Learning for Unpaired Image-to-Image Translation [1] paper. The reason we choose such parameters is to be as close as possible to CycleGAN [2]. The
only difference is that the $\ell_1$ cycle-consistency loss\(^2\) (Equation 2) is replaced with contrastive loss [1].

As previously mentioned, in section IV for CUT model we use $\lambda_X = \lambda_Y = 1$ whereas for FastCUT $\lambda_X = 10$ and $\lambda_Y = 0$ is used in the loss function (Equation 4).

Each CUT experiment is trained up to 400 epochs, where during first 200 epochs the learning rate is kept constant and throughout the last 200 epochs it gradually decays to 0. Moreover, FastCUT model is trained up to 200 epochs with first 150 epochs keeping a constant learning rate of 0.0002 and last 50 decaying it at a constant rate. Additionally, flip-equivariance augmentation is applied when training FastCUT as described in the original paper [1]. For calculating PatchNCE loss we extract features from 5 different layers of the $G_{enc}$. Namely, RGB pixels, the first and second downsampling convolution as well as the first and the fifth residual block. These layers correspond to receptive fields of sizes $1 \times 1$, $9 \times 9$, $15 \times 15$, $35 \times 35$ and $99 \times 99$. For each layer’s features, a 2-layer MLP is applied onto 256 randomly sampled locations in order to acquire 256-dim final features.

C. Results

For the first experiment we use sat2map dataset and train the CUT model without any modifications using methodology explained above, we will refer to it as CUT - CE. While this model already surpasses the performance of CycleGAN [2] by $\sim 5\%$ in terms of FID score (Table I) and is quite good at translating satellite imagery containing exclusively urban environments (Figure 5), severe artifacts and completely incorrect translations can be seen in some edge cases, e.g. in images that contain bodies of water or green surfaces (Figure 6).

This is most likely caused by the imbalance of the dataset as it contains a plethora of images containing urban environments while it lacks satellite imagery of green surfaces, bodies of water and other similar edge cases that cause problems in translation.

In order to alleviate this issue we introduce focal loss [17] (Figure 3):

$$\text{FL}(p_t) = -\alpha (1 - p_t)^\gamma \log(p_t)$$

This is done by replacing previously used cross-entropy loss within the PatchNCE loss while keeping other specified training parameters.

Focal loss allows us to penalize difficult, misclassified examples while significantly reducing the loss for well classified examples. Intuitively, this will allow our model to focus on edge case scenarios and adjust accordingly to increase its overall performance while making minimal changes in the scenarios where its performance is already good.

\(^2\)forward cycle-consistency loss: $x \rightarrow G(x) \rightarrow F(G(x)) \approx x$
backward cycle-consistency loss: $y \rightarrow F(y) \rightarrow G(F(y)) \approx y$

---

The table compares the performance of different methods used on sat2map dataset. FID is calculated using fid-pytorch library [18]. It is calculated between domain $B$ test dataset in sat2map and 500 generated images using a trained model. Testing was done using an NVIDIA Tesla P100 using Google Colab platform.

| Method            | FID ↓  | see/iter ↓ | Mem(GiB) ↓ |
|-------------------|--------|------------|------------|
| CycleGAN          | 99.28  | 0.33       | 9.48       |
| CUT - CE          | 95.48  | 0.3        | 7.39       |
| CUT - Focal ($\gamma = 2, \alpha = 0.25$) | 91.44 | 0.3        | 3.39       |
| CUT - Focal ($\gamma = 3, \alpha = 0.5$) | 93.24 | 0.3        | 3.39       |
| FastCUT - CE      | 102.41 | 0.19       | 2.34       |
| FastCUT - Focal ($\gamma = 2, \alpha = 0.25$) | 102.41 | 0.19       | 2.34       |

---

Fig. 3: Visual representation of focal loss [17] depending on different values of $\gamma$. Focal loss with $\gamma = 0$ is a cross-entropy loss. Source: [17]
Fig. 4: FID scores of FastCUT variants on test set each 5 epochs throughout 200 epochs. While the performance of both models oscillates due to the missing identity loss, version using focal loss converges faster reaching a lower final FID score.

Fig. 5: Example of a successful satellite → map translation achieved by CUT - CE model (Target domain (domain B) is represented by the image labeled real_B while the image labeled real_A represents the source domain (domain A). The result of translation is shown in the middle image labeled fake_B.)

Fig. 6: Example of an edge case satellite → map translation achieved by CUT - CE model where the output is severely artifac ted. (Target domain (domain B) is represented by the image labeled real_B while the image labeled real_A represents the source domain (domain A). The result of translation is shown in the middle image labeled fake_B.)

TABLE II: Comparison of different methods used on horse2zebra dataset.

| Method                | FID ↓ | sec/iter ↓ | Mem(GiB) ↓ |
|-----------------------|-------|------------|------------|
| CycleGAN              | 77.2  | 0.40       | 4.81       |
| DCLGAN (current SOTA) | 43.2  | 0.41       | n/a        |
| CUT - CE              | 45.5  | 0.24       | 3.33       |
| CUT - Focal (γ = 2, α = 0.25) | 41.8  | 0.24       | 3.33       |

VII. Conclusion

The main focus of this paper was to explore potential improvements of pre-existing Contrastive Unpaired Translation method. This approach focuses on maximizing mutual information between corresponding input and output patches in order to form the final output image which contains the content of input domain and the characteristics of output domain while using focal loss for patch classification.

By conducting a series of experiments on sat2map and horse2zebra datasets using different variations of the CUT model we compare their performances based on FID, training speeds and memory usage. Based on the results, an upgraded version of CUT model which uses focal loss instead of cross-entropy loss within PatchNCE loss is proposed as it has the ability to alleviate the imbalance issue of sat2map and horse2zebra datasets and improve the convergence of FastCUT model.
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