Assessment of Climate Change Impact on the Annual Maximum Flood in an Urban River in Dublin, Ireland
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Abstract: Hydrological modelling to address the problem of flood risk corresponding to climate change can play an important role in water resources management. This paper describes the potential impact of climate change on an urban river catchment using a physically based hydrological model called Soil Water Assessment Tool (SWAT). The study area considered is the Dodder River basin located in the southern part of Dublin, the capital city of Ireland. Climate projections from three regional climate models and two representative concentration pathways (RPC 4.5 and RCP 8.5) were used to evaluate the impact of flooding corresponding to different climate change scenarios. Annual maximum flow (AMF) is generated by combining the bias-corrected climate projections with the calibrated and validated SWAT model to understand the projected changes in flood patterns for the year 2021–2100. The expected changes in flood quantiles were estimated using a generalised extreme value distribution. The results predicted up to 12% and 16% increase in flood quantiles corresponding to 50 years and 100 years return periods. Based on the flood quantiles, flood inundation maps were developed for the study area.
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1. Introduction

Understanding the hydrological processes of river catchments provides essential information for effective water management [1]. The physics of the hydrological phenomena of the river catchments can be modelled using data-driven models. In these types of models, a functional relationship is developed between the output/predictand variable (streamflow data) and a set of input/predictor variables (meteorological data such as rainfall, temperature, humidity, solar radiation, and wind speeds that are known to influence the runoff generation mechanics) [2]. Some examples of data-driven models are Artificial Neural Networks (ANN) [3–5], fuzzy logic [6–8], time series analysis [9,10] and support vector machine [11–13]. Data-driven simple statistical models are easily implementable but fail to capture the physical process of the runoff generation mechanism. On the other hand, the physical-based hydrological models are more complex and take more time to develop but are found to have better accuracy in simulating runoff [2,14,15].

The Soil Water Assessment Tool (SWAT) model is a physically based model and is an effective tool used for simulating hydrological processes, soil erosion, and assessing the effects of climate change, land-use change, and water management practices in diverse environmental conditions [16–18]. The SWAT model has been used as a tool to help with the implementation of various environmental laws and policies, such as the Clean Water Act in the United States [19] or the European Water Framework Directive [20]. One of the primary functions of the SWAT model is to perform streamflow forecasting in river basins, which is
essential for effective water resources management and flood management practices [21]. Many studies have reported that most flood occurrences have been caused by extreme rainfall events [22], prolonged rainfall, or intense snowmelt [23]. Uncertainties associated with climate change are linked to changing dynamics of precipitation which range from variations in changes in the amount, intensity, and frequency of precipitation [24]. Hydroclimatic approaches, therefore, need to be used to study catchment runoff responses due to varying precipitation patterns in order to understand the magnitude, intensity, and frequency of extreme flood events [25,26].

Floods have resulted in the loss of human lives and property [27]. Between 1980 and 2016, more than one-third of the reported economic losses in the European Union occurred due to flooding [28]. Climate change has been linked with an increase in flood events in Ireland by Kiely [29], while Leahy and Kiely [30] used generalised Pareto distribution to estimate flood quantiles corresponding to 10-year and 30-year return periods based on historical flood data obtained for pre-1975 (pre climate change) and post-1975 (post climate change) and compared the quantiles obtained pre and post climate change period. The results indicated that considerably greater land areas are at severe risk of frequent floods when compared with pre climate change period. Fernando et al. [31] considered global rainfall and landcover database to simulate runoff at major river basins across the world in areas where real-world data are scarce and stated that the global database could be used for the development of flood risk management in data-scarce regions.

The impact of climate change can be assessed in many ways. Some common approaches include historical trend analysis, sensitivity analysis, and climate modelling [32,33]. The best way to model the mean future climate, its variability, and extremes that occur at the Earth’s surface is with the use of global climate models (GCMs) [34]. GCMs are three-dimensional mathematical models based on principles of fluid dynamics, thermodynamics, as well as radiative heat transfer [35,36]. The climate system projections of GCMs are a combination of various components such as an atmospheric model for wind speeds, temperature, oceanic variables, water circulation, ice cover, soil and vegetation, heat and moisture transfer in the atmosphere, etc. [37,38]. GCMs can also simulate some of the important patterns of climate variability for time scales ranging from seasonal to annual to decadal, such as the monsoons, seasonal shifts of temperatures, etc. [39].

However, one major drawback of the GCM modelling approach is that it lacks the precision to project weather and climate variables (such as rainfall) at a local catchment scale since the GCMs are available at a much coarser spatial scale [40]. This results in a bias of variables produced by GCM. Thus, regional climate models (RCMs) have been developed to bridge the gap between global and local scale parameters [41]. The advantage of using RCMs over GCMs is that for the representation of small-scale processes, a more realistic representation can be achieved [42]. Thus, to equate the difference and bridge the gap between the climate models, techniques such as downscaling methods have been introduced [43,44]. Downscaling techniques use high-resolution dynamical or statistical methods for simulating weather and climatic variables at finer spatial resolutions [45]. The two most popular methods of downscaling are dynamical downscaling and statistical downscaling [46]. Dynamical downscaling uses high-resolution RCMs to provide simulated climate outputs at finer resolutions [47]. Dynamical downscaling has more potential for capturing nonlinear effects between many climate variables while ensuring internal consistency with regard to physical parameters [48]. This helps in processing a more realistic projection of future climatic variables [49]. However, the main drawbacks of dynamical downscaling models are their computational cost and the lack of provision of information at the catchment scale [50,51]. The skill of an RCM is dependent on biases present in the driving GCM and regional forces such as orography, land–sea contrast, and vegetation cover [38]. Alternatively, statistical downscaling develops an empirical relationship between the GCM variables (predictors) and hydrologic variables (predictands). In statistical downscaling, the accuracy of the estimates depends on the quality of data of the observations and the selected climate variables used for model performance [42]. Statistical
downscaling methods require observed values of atmospheric predictors and observed station variables [52]. The downscaling approach can be used to obtain future projections of several meteorological variables that influence flow generation mechanisms at a catchment scale [53]. Annual maximum flows (AMFs) can be derived as time series to understand the dominant flood generating factors controlling the catchment dynamics [54]. This study develops a SWAT model based on historical hydrological and meteorological data for the Dodder River catchment in order to simulate runoff corresponding to different climate change scenarios. The Dodder River is one of the most important rivers in the Dublin area. The river originates in the Dublin Mountains and meets River Liffey in the city centre of Dublin. Observations indicate that the river has overflowed its banks on numerous occasions, with the majority of those flooding occurring because of rainstorms [55]. The simulated runoff was used to extract annual maximum flow for the future, and the flood quantiles were estimated, which were then compared to flood quantiles based upon historical data. The objective of this study is to quantify the expected changes in annual maximum flow and the associated flood inundation maps in the Dodder River basin located in an urban area by considering different climate change scenarios. This information is valuable in performing risk and vulnerability assessments of flooding in an urban area in a climate change context.

2. Materials and Methods

This study uses the Soil Water Assessment Tool (SWAT) model to simulate the streamflow/runoff at a catchment outlet. The SWAT model requires a set of catchment-related and weather-related meteorological information. Historical weather data have been used to calibrate and validate the SWAT model. Subsequently, future projections of the meteorological variables corresponding to different climate change scenarios are used as an input to the validated SWAT model to simulate runoff projections. Quantile based bias correction has been applied to the future projected runoff simulations. Since this study focuses on flood analysis, the annual maximum flow (AMF) has been extracted from the bias-corrected daily runoff projections. Following this, a generalised extreme value (GEV) distribution has been fitted to the AMF data to estimate the design quantile flood corresponding to different return periods. Subsequently, flood inundation maps have been developed based on the Hydrological Engineering Centre—River Analysis System (HEC-RAS) model by using the estimated design flood quantiles obtained for different return periods.

2.1. Soil Water Assessment Tool (SWAT) Model

The SWAT model was developed by the United States Department of Agriculture for simulating water transport at a watershed/catchment/basin outlet. The model can simulate the river discharge at a daily/subdaily time scale [56,57] and requires information on the elevation, land cover, and soil attributes from the catchment, along with the meteorological variables in the region. The steps involved in the model are described below and shown in a flowchart in Figure 1.

A digital elevation model (DEM) is the primary data used by the model to delineate the catchment/watershed and develop the stream network. The DEM is also used to estimate the slope of the entire catchment. Once the watershed and the river network were formed using SWAT based on the DEM data, the SWAT model considered the land cover and the soil maps for the catchment. By integrating the land cover, soil, and the slope of the catchment, the river watershed was divided into several sub-basins, which were then further subdivided into hydrological response units (HRUs) using SWAT. The HRUs were the smallest scale sub-basins that consisted of homogeneous land cover, management (slope), and soil characteristics. The SWAT models simulated the flow from each HRUs using the following water balance equation:

\[ SW_t = SW_0 + \sum_{i=1}^{n} \left( R_{day} - Q_{surf} - E_a - W_{seep} - Q_{gw} \right)_i \]  

(1)
where $t$ is the time (days), $SW_t$ is final soil water content (mm), $SW_0$ is initial soil water content (mm), $R_{day}$ is rainfall on $i$-th day (mm), $Q_{surf}$ is surface runoff on $i$-th day (mm), $E_a$ is evapotranspiration on $i$-th day (mm), $W_{seep}$ is water percolating to the vadose zone on $i$-th day (mm), and $Q_{gw}$ is return flow on $i$-th day (mm) [58], and $n$ is the total number of days. To estimate the surface runoff in the water balance equation, the SCS curve number approach has been used in the SWAT model. Evapotranspiration is estimated based on the Penman–Monteith Equation [59], which requires values of mean temperature, wind speed, relative humidity, and solar radiation on a daily scale. In order to simulate runoff at the river basin outlet, five meteorological/weather variables, namely rainfall, temperature, relative humidity, wind speed, and solar radiation, were needed. Rainfall is one of the primary inputs to the water balance equation (Equation (1)), whereas the other four meteorological variables are used to estimate evapotranspiration using the Penman–Monteith method. The SWAT model combines the watershed-related data and the meteorological data and simulates surface and subsurface runoff at the basin outlet, as well as the groundwater recharge for the river basin.

Figure 1. Flowchart of the SWAT model.

It should be noted that the SWAT model was primarily developed to simulate catchment runoff at river basins across the United States [60]. For areas located outside the United States, the SWAT model parameters need to be recalibrated. The SWAT model has more than 1100 parameters (Abbaspour); however, a literature review [61] revealed that calibration of only a limited portion of those parameters is sufficient to obtain a realistic SWAT model for a river basin.

Calibration of the model parameters can be performed by using different algorithms, such as sequential uncertainty fitting (SUFI), particle swarm optimization (PSO), gener-
alised likelihood uncertainty estimation (GLUE), parameter solution (ParaSol), and Markov chain Monte Carlo (MCMC). Each of those algorithms is available for calibration in the SWAT Calibration and Uncertainty Programs (SWAT-CUP) software developed by Abbaspour et al. [62]. This study considered SUFI version 2 (SUFI-2) available in SWAT-CUP to calibrate the important parameters of the SWAT model. The algorithm accounts for all sources of uncertainty present in the catchment-related variables and meteorological data (rainfall, temperature, relative humidity, wind speed and solar radiation), the conceptual SWAT model and its selective parameters. The degree to which the uncertainty for each variable is accounted for depends on the predictive uncertainty of the measured data. Details on the algorithm can be found in Abbaspour [63].

Once the model parameters have been calibrated, the SWAT model can be used to simulate surface runoff at the basin outlet for the historical period. The simulated runoff can be compared to the observed discharge at the location, and the difference between observed streamflow discharge and the SWAT simulated runoff can be quantified in terms of several performance measures such as Pearson correlation coefficient (CORR), Nash–Sutcliffe Efficiency (NSE), and Kling–Gupta Efficiency (KGE) as follows:

(a) Pearson correlation coefficient (CORR):

\[
CORR = \frac{T \sum_{t=1}^{T} \hat{y}(t) \times y(t) - \left( \sum_{t=1}^{T} \hat{y}(t) \right) \times \left( \sum_{t=1}^{T} y(t) \right)}{\sqrt{T \sum_{t=1}^{T} (\hat{y}(t))^2 - \left( \sum_{t=1}^{T} \hat{y}(t) \right)^2} \times \sqrt{T \sum_{t=1}^{T} (y(t))^2 - \left( \sum_{t=1}^{T} y(t) \right)^2}}
\]

where \(y(t)\) is the observed runoff/streamflow at time \(t\), \(\hat{y}(t)\) is the SWAT model predicted runoff at time \(t\), \(T\) is the number of data points (daily/annual maximum), and \(\bar{y} = \frac{1}{T} \sum_{t=1}^{T} y(t) / T\) is the mean observed flow.

(b) Nash–Sutcliffe Efficiency (NSE):

\[
NSE = 1 - \frac{\sum_{t=1}^{T} (\hat{y}(t) - y(t))^2}{\sum_{t=1}^{T} (y(t) - \bar{y})^2}
\]

(c) Kling–Gupta Efficiency (KGE):

\[
KGE = 1 - \sqrt{(\text{CORR} - 1)^2 + (a - 1)^2 + (b - 1)^2}
\]

where CORR is the Pearson correlation coefficient, \(a = \frac{\frac{T \sum_{t=1}^{T} (\hat{y}(t))^2 - \left( \sum_{t=1}^{T} \hat{y}(t) \right)^2}{T \sum_{t=1}^{T} (y(t))^2 - \left( \sum_{t=1}^{T} y(t) \right)^2}}\), and \(b = \frac{\sum_{t=1}^{T} \hat{y}(t)}{\sum_{t=1}^{T} y(t)}\).

The value of NSE and KGE ranges from \((-\infty, 1]\), while CORR ranges from \([-1, 1]\). All of the performance measure values tend toward unity as model predictions become closer to the observed values.

Once the model parameters are calibrated, and the model is validated by comparing the simulated runoff with the observed streamflow discharge, the SWAT model can be used to simulate future runoff by using future projections of each of the five meteorological variables. The future projections of those variables can be obtained in a gridded format from regional climate models (RCMs) or general circulation models (GCMs). However, it should be noted that the RCM/GCM simulations induce bias in the simulated runoff [64]; hence the projected runoff needs to be bias-corrected. This study considers the quantile-based bias correction approach.
2.2. Quantile-Based Bias Correction

The quantile-based bias correction approach develops a statistical relationship/transfer function between the model outputs and the observed data based on the historical streamflow data. Subsequently, the developed transfer function is used on the future projected runoff simulations to perform bias correction. This study considers the quantile-based mapping method as the transfer function. The bias-adjusted future runoff $Q_{\text{fut, sum - adj}}$ can be estimated as,

$$Q_{\text{fut, sum - adj}} = Q_{\text{fut, sim}} + F_{\text{hist, obs}}^{-1}(F_{\text{fut, sim}}(Q_{\text{fut, sim}}) - F_{\text{hist, obs}}^{-1}(F_{\text{fut, sim}}(Q_{\text{fut, sim}})))$$

(5)

where $Q_{\text{fut, sim}}$ is the SWAT model simulated runoff in the future, $F_{\text{fut, sim}}(\cdot)$ is the cumulative distribution function (CDF) of the future simulated runoff, $F_{\text{hist, obs}}^{-1}$ is the inverse CDF obtained based on the observed historical streamflow, and $F_{\text{hist, obs}}^{-1}$ is the inverse CDF developed using the simulated runoff obtained from the SWAT model in the historical time period. Details of the quantile-based bias correction approach can be found in Li et al. [65].

The distribution function for the daily runoff/streamflow can be obtained by fitting a chosen distribution or using an empirical distribution. In this study, empirical CDF has been used based on the Weibull plotting position formula, which is a commonly used approach to develop empirical CDF for daily streamflow [66]. The Weibull plotting position has been found to have unbiased exceedance probabilities for all distributions.

Once the bias-corrected runoff simulations for the future were obtained corresponding to a chosen climate change scenario, the annual maximum flow (AMF) can be extracted as the maximum value of the runoff for a chosen year. As per extreme value theory [67], the AMF time series follow an extreme value distribution. In this study, the AMF time series is considered to follow a generalised extreme value (GEV) distribution.

2.3. Generalised Extreme Value Distribution

The GEV distribution can be fitted to the AMF data in order to estimate the design flood quantiles corresponding to different nonexceedance probabilities $F$ or return periods $T$. The estimated quantile value can be considered as the expected maximum flood at a chosen climate change scenario, the annual maximum flow (AMF) can be extracted as the maximum value of the runoff for a chosen year. As per extreme value theory [67], the AMF time series follow an extreme value distribution. In this study, the AMF time series is considered to follow a generalised extreme value (GEV) distribution.

$$F(x) = \exp\left\{-\left[\frac{k}{\alpha}(x - \xi)\right]^\frac{1}{k}\right\}$$

(6)

where $\xi$, $\alpha$, and $k$ are, respectively, the location, scale, and shape parameters of the GEV distribution. The distribution parameters can be estimated as,

$$k = \begin{cases} 0.2858221 - 0.357983CS + 0.116659CS^2 - 0.022725CS^3 + 0.002604CS^4 - 0.000161CS^5 - 0.00004CS^6; & k < 0 (1.14 < CS < 10) \\ 0.277648 - 0.322016CS + 0.060278CS^2 + 0.016759CS^3 - 0.005873CS^4 - 0.00244CS^5 - 0.00005CS^6; & k > 0 (0 < CS < 1.14) \\ -0.50405 - 0.0861CS + 0.015497CS^2 + 0.005613CS^3 + 0.00087CS^4 + 0.000065CS^5; & k < 0 (10 < CS < 0) \end{cases}$$

(7)

$$\alpha = \sqrt{\sigma^2 k^2 / [\Gamma(1 + 2k) - \Gamma^2(1 + k)]}$$

(8)

$$\xi = \mu - \frac{\alpha}{k} [1 - \Gamma(1 + k)]$$

(9)

where $CS$ is the coefficient of skewness, $\sigma^2$ is the variance, and $\mu$ is the mean of the annual maximum flow data. Once the parameters of the GEV distribution were obtained, the
flood quantile corresponding to a different return period \( T = 1 / (1 - F) \) (nonexceedance probability \( F \)) can be estimated as,

\[
x(F) = \begin{cases} 
\xi + \frac{\alpha}{k} \left[ 1 - (-\ln F)^k \right], & \text{if } k \neq 0 \\
\xi - \alpha \left[ \ln(-\ln F) \right], & \text{if } k = 0
\end{cases}
\]  

(10)

2.4. Hydrological Engineering Centre—River Analysis System (HEC-RAS) Model

HEC-RAS performs analysis of flow dynamics in natural rivers and channels based on hydraulic equations. The developed model can be one-dimensional (1D) as well as two or three-dimensional (2D or 3D) and can perform both steady and unsteady analyses [68,69]. The model can be used for channel flow analysis, as well as the development of floodplain maps or flood inundation maps. Horritt and Bates [70] used both 1D and 2D HEC-RAS models to develop flood inundation maps at river Severn, UK and noted that the developed maps are not significantly different. Alho and Aaltonen [71] compared the performance of 1D and 2D HEC-RAS models in the development of floodplain maps at Jökulsá á Fjöllum river, Iceland and reported that both the models create comparable results. On the other hand, Cook and Merwade [72] noted that the 1D model slightly underpredicts the inundated area when compared with the 2D counterpart, as the 1D model does not consider the flow volume information while creating floodplain maps. Costabile et al. [73] reported that the performance of both 1D and 2D HEC-RAS models in delineating flood inundation maps depends on the available topographic and river bathymetry information and the performance of those models improves significantly with accurate LiDAR/DEM data. This study develops the steady 1D HEC-RAS model to create flood inundation maps corresponding to quantiles obtained for different return periods using the following hydraulic energy equation [74]:

\[
Z_2 + Y_2 + \frac{a_2 V_2^2}{2g} = Z_1 + Y_1 + \frac{a_1 V_1^2}{2g} + h_e
\]  

(11)

where \( Z_1 \) and \( Z_2 \) are the elevation of main channel inverts and locations 1 and 2 respectively, \( Y_1 \) and \( Y_2 \) are depth of water at cross-sections 1 and 2, \( V_1 \) and \( V_2 \) are the average velocities, \( a_1 \) and \( a_2 \) are velocity weighting coefficients, \( g \) is the gravitational acceleration, and \( h_e \) is the energy head loss given as,

\[
h_e = L \overline{s_f} + C \left| \frac{a_2 V_2^2}{2g} - \frac{a_1 V_1^2}{2g} \right|
\]  

(12)

where \( L \) is discharge weighted reach length, \( \overline{s_f} \) is friction slope between sections 1 and 2, and \( C \) is contraction loss coefficient.

3. Catchment Description and Input Data

The study was performed in the Dodder River basin (Figure 2), located in the southern part of Dublin, the capital of Ireland. The river Dodder is one of the most important rivers in the Dublin area and originates in the Dublin Mountains (on Kippure) and meets River Liffey in the city centre at Ringsend. The river is approximately 27 km long, and the overall catchment area is around 113 square km. Due to high slopes in the catchment area, the upper and middle sections of the river are highly susceptible to flooding during periods of extreme rainfall events. Recent flood events indicate that the river can exhibit a maximum flow of up to 70 m\(^3\)/s. As the size of the river basin is small with steep slopes, it usually only takes 2–3 h for the water to flow from the upstream mountains to downstream in the city, which can create flash flooding in the area. Twenty-three years of daily discharge data were obtained at Waldron bridge river gauge from 3 January 1986 till 31 December 2019 from the Irish Environmental Protection Agency HydroNet database (https://www.epa.ie/hydronet/#09010, accessed on 1 March 2022), as shown in Figure 3a.
Since the objective of the present study is flood modelling, annual maximum flow (AMF) was extracted from the daily streamflow discharge data and is shown in Figure 3b. It should be noted that the majority of the streamflow data was missing from 1987 to 1992. Screening of the daily discharge data revealed that more than 36% of data were missing for the period 1986–1995, while the percentage of missing data reduced to 3.27% for the period 1996–2019. Hence, data ranging from 1 January 1996 to 31 December 2019 were used for further analysis in this study.

In the Dodder River basin, three DEM data sources are available: the Shuttle Radar Topographic Mission (SRTM) DEM with 90 m resolution (http://srtm.csi.cgiar.org/, accessed on 1 March 2022), the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) DEM with 30 m resolution (https://ssl.jspacesystems.or.jp/ersdac/GDEM/E/, accessed on 1 March 2022), and the EU DEM with 25 m resolution (https://www.eea.europa.eu/data-and-maps/data/copernicus-land-monitoring-service-eu-dem, accessed on 1 March 2022). The DEM is one of the most important data needed for the SWAT model as it is used to delineate the catchment boundary, develop the stream network in the catchment, and estimate the slope of the catchment. A fine resolution DEM can delineate the catchment and generate the stream network with considerable accuracy. In this study, the EU-DEM has been used for SWAT modelling. The EU-DEM was generated for 39 countries across Europe by DHI GRAS Geocenter Denmark [75] as a hybrid DEM based on SRTM DEM, ASTER DEM, and publicly available topographic maps. It needs to be noted that even though, for the majority of the catchments, the EU-DEM can be considered to be accurate enough, the elevation values at certain pixels can be erroneous because of the presence of sudden changes in elevations at a local scale, which can lead to a generation of discontinuous river networks in the river basin using the SWAT model. One option is to perform a filling of the EU-DEM before using it for modelling. The filled EU-DEM for the Dodder River basin is shown in Figure 4a.

The land cover map was obtained from the CORINE 2018 land cover map, available for Europe (https://land.copernicus.eu/pan-european/corine-land-cover/clc2018, accessed on 1 March 2022). The CORINE land cover map has a total of 44 land cover classes, from which 13 classes are present in the study area. The land cover classes do not exactly match with the land cover classes defined in the SWAT database, and hence the CORINE land cover was reclassified to match them with the SWAT database. (see Table S1 in the Supplementary Materials). The reclassified land cover map for the Dodder River basin is shown in Figure 4b.

Soil maps for Ireland were obtained from the General Soil Map of Ireland, available at http://gis.teagasc.ie/soils/downloads.php, accessed on 1 March 2022. Similar to land cover classes, the soil classes also needed to be reclassified for the SWAT model. The reclassified soil map is shown in Figure 4c, and details on the soil categories are provided in Basu [76]. The description of soil-related parameters for each soil category can be found in Cordeiro et al. [77]. The newly developed geodatabase (SWAT2012.mdb), the lookup table for landcover (lulc_classes.txt), and the lookup table for soil (soillookup.txt), along with the filled DEM (DEM_IRL_ITM.tif), landcover map (LULC2018_IRL_ITM.tif) and soil map (SOIL_IRL_ITM.tif) for Ireland is provided in the following link https://doi.org/10.5281/zenodo.4767926, accessed on 1 March 2022 [78] as an open-source data for public use, while the detailed description of the data is provided in Basu [76].

In general, the performance of the SWAT model is better in situations where multiple point-source meteorological data are available for analysis. Figure 5 provides the locations of the rainfall, temperature, and weather stations that measure relative humidity (RH), wind speed (WS), and solar radiation (SR), with specific details of the Met Eireann stations given in Table S2 in the Supplementary Materials. It can be noted from Figure 5 that only three rain gauges (S1923, S5623, S6623) are located inside the Dodder River basin, whereas no Met Eireann stations are present inside the basin measuring temperature, relative humidity, wind speed, or solar radiation. Furthermore, data from station S1923 are unavailable from October 2014.
humidity, wind speed, or solar radiation. Furthermore, data from station S1923 are unavailability from October 2014.

Figure 2. Location of Dodder River basin and the river gauge at Waldron bridge.
Hence, because of the scarcity of on-site weather data for all meteorological variables except rainfall, only rainfall data from observed rain gauges were considered for the development of the SWAT model using three rain gauges, S3723, S5623, and S6623. The other four meteorological variables, temperature, relative humidity, wind speed, and solar radiation, required for the development of the SWAT model were obtained at a gridded scale from COPERNICUS E-OBS and ERA-5 Land database. In order to ensure the gridded weather variables reflects reality, the rainfall data obtained from E-OBS and rain gauge station S6623 were compared in terms of correlation and bias. The estimated measures were found to be 0.92, and the bias was found to be 0.74 mm, indicating that the E-OBS data matched closely with the observed rainfall. The observed rainfall is measured at a given location, whereas the gridded rainfall represents the average rainfall that occurred over the entire grid, and hence it should not be expected that both time series data perfectly match.

**Figure 3.** Time series plot of (a) daily discharge and (b) annual maximum flow observed at Waldron bridge river gauge.
Figure 4. (a) EU Digital Elevation Model, (b) CORINE land cover, (c) Soil, and (d) Slope map for the Dodder River basin study area.
Figure 5. Locations of Met Eireann (i) rain gauges (R), (ii) temperature gauges (T), (iii) weather stations (W) measuring RH, WS and SR, (iv) E-OBS Grids for temperature, relative humidity and solar radiation, and (v) ERA5-Land Grids for wind speed along with Dodder River basin boundary.

The COPERNICUS E-OBS dataset is generated based on a network of station data observations from European National Meteorological and Hydrological Services and other European database centres. The dataset covers the majority of Europe and provides rainfall, maximum and minimum temperature, relative humidity, and shortwave solar radiation at 0.1° grid spacing on a daily time scale from the year 1950 till the present time. The data have been obtained from the following link: https://cds.climate.copernicus.eu/cdsapp#!/dataset/insitu-gridded-observations-europe?tab=form, accessed on 1 March 2022. Wind speed is not available in this dataset, so the ERA5-Land data from the COPERNICUS database have been used to obtain the wind speed data in this study. The ERA-5 Land data are available from the year 1981 to the present date at an hourly time scale at a 0.1° spatial interval covering the entire globe. The data are available from the link https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-land?tab=form, accessed on 1 March 2022. Locations of the E-OBS grids and the ERA5 grids used for this study covering the Dodder River basin are shown in Figure 5.

The future projections of the five meteorological variables can be obtained from a set of regional climate models (RCMs) corresponding to different representative concentration pathway (RCP) scenarios. In this study, three RCMs were considered to obtain future projections of the meteorological variables. The three RCMs considered in the study are the Koninklijk Nederlands Meteorologisch Instituut (KNMI) RACMO22E RCM, Swedish Meteorological and Hydrological Institute (SMHI) RCA4 RCM, and Danish Meteorological Institute (DMI) HIRHAM Version 5 RCM. The aforementioned three RCMs have been used by previous studies in Ireland to simulate future climate and were found to be effective [79]. The RCMs were developed in the framework of the European branch of the Coordinated Downscaling Experiment (CORDEX) of the World Climate Research
Programme (WCRP), referred to as EURO-CORDEX, at 0.11° spatial resolution (~12.25 km) covering the period 1981–2100.

The development of flood inundation maps requires detailed information on the river bathymetry. This study develops the bathymetry information from high-resolution Bluesky digital elevation model data available for the Dublin city at 1 m spatial resolution (https://www.bluesky-world.com/standard-height-data, accessed on 1 March 2022). A map of the DEM is shown in Figure S1 in the Supplementary Materials.

4. Results and Discussion

The catchment boundary upstream to the Waldron bridge river gauge in the Dodder River basin was delineated, and the river network was obtained using the EU-DEM based SWAT model (Figure 2). The basin area was estimated to be 92.3 km².

The slope of the catchment were estimated from DEM and were classified into five classes: 0–2%, 2–5%, 5–10%, 10–25%, and >25% (Figure 4d). Subsequently, the hydrological response units (HRUs) for the Dodder River basin were generated by combining the land cover, soil, and slope information. In total, 94 HRUs were created across the catchment, each with a unique combination of land cover, soil, and slope properties.

Once the HRUs are developed, the daily rainfall data obtained from Met Eireann rain gauges, maximum and minimum temperatures, relative humidity, wind speed, and solar radiation data obtained from the ERA5 database were fed into the SWAT model to simulate surface runoff for the period of 1 January 1996 to 31 December 2019. Since the river basin is located outside the United States, it was important to recalibrate the key SWAT model parameters that influence the runoff process. For this purpose, the SUFI-2 algorithm available in SWAT-CUP has been used, and four SWAT model parameters found to have a significant impact on the runoff simulation were chosen for recalibration: (i) Curve Number (CN), (ii) Baseflow recession coefficient (ALPHA_BF), (iii) Groundwater delay time (GW_DELAY), and (iv) Depth of water in a shallow aquifer (GWQMN). It needs to be noted that depending on location, size, and other catchment and weather-related characteristics of the river basin, some other SWAT parameters (such as soil evaporation compensation factor, groundwater RECAP coefficient, an available water capacity of the soil layer, overland Manning roughness, soil saturated hydraulic conductivity, average slope steepness, etc.) needed to be included in the recalibration process. Each of those four parameters was perturbed for the recalibration process, and the optimal values of those parameters were obtained. The range of recalibration and the optimal parameters are shown in Table 1.

Table 1. Range and the optimal value of chosen SWAT model parameters in SWAT-CUP simulation study.

| SWAT Parameter                              | Perturbation Range | Optimal Value |
|---------------------------------------------|--------------------|---------------|
| Curve Number (CN)                           | Minimum 0, Maximum 0.5 | 0.225         |
| Baseflow recession coefficient (ALPHA_BF)   | Minimum 0, Maximum 1 | 0.795         |
| Groundwater delay time (GW_DELAY)           | Minimum 25, Maximum 500 | 32.35         |
| Depth of water in a shallow aquifer (GWQMN) | Minimum 0, Maximum 2 | 1.63          |

Once the chosen parameters were recalibrated, the SWAT model was rerun using the recalibrated parameters, and the daily surface runoff was re-estimated. Subsequently, the annual maximum flow (AMF) time series was extracted from the daily simulated runoff for the historical period (1996–2019) and compared to the observed AMF values obtained from the river gauge located at Waldron bridge in terms of three performance measures. The
values of those performance measures for daily runoff as well as for AMF were provided in Table 2, whereas the observed and SWAT-simulated AMF time series plot for 1996–2019 was shown in Figure 6. The performance of the SWAT model in predicting AMF is found to be better than its prediction of average flow on a daily scale. However, it needs to be noted that the objective of this study is to analyse the floods and not to simulate daily streamflow. In the case of AMF prediction, the correlation was greater than 0.9, while the NSE was 0.772 and KGE was 0.815. A comparison of the AMF time series plots showed that the SWAT model successfully predicts the high flows that occurred in the years 2000 and 2011. Overall, it can be concluded that the performance of the SWAT model in simulating/predicting AMF is acceptable, and so the model was then used to predict AMFs for the future corresponding to different climate change scenarios.

Table 2. Three performance measures Pearson correlation coefficient (CORR), Nash–Sutcliffe Efficiency (NSE) and Kling–Gupta Efficiency (KGE) at daily and annual maximum flow (AMF) time series for the period 1996–2019.

| Time Series | CORR  | NSE   | KGE  |
|-------------|-------|-------|------|
| Daily       | 0.776 | 0.548 | 0.713|
| AMF         | 0.905 | 0.772 | 0.815|

Figure 6. Comparison of annual maximum flow at Waldron bridge based on observations (OBS) and SWAT model simulations for the period 1996–2019.

This study considered three regional climate models (RCMs) and two representative concentration pathways (RCP4.5 and RCP8.5) for climate projections. The RCP4.5 is termed an intermediate scenario by the Intergovernmental Panel on Climate Change (IPCC), where the radiative forcing was assumed to be 4.5 W/m² in 2100. In this scenario, the greenhouse gases emissions are considered to peak around 2040, with CO₂ emissions then declining to half of the 2050 levels by 2100 [80], causing the global temperature to rise by an expected 2–3 °C by 2100. For the RCP8.5 scenario, the radiative forcing is expected to reach 8.5 W/m², which assumes that greenhouse gas emissions will continue to rise throughout the 21st century. Based on the projections obtained for the five meteorological variables (rainfall, temperature, relative humidity, wind speed, and solar radiation) using each of the three RCMs and the two RCP scenarios, the future projections of the flow at the Waldron bridge gauging station were obtained. The bias-corrected runoff for each scenario is provided in Figure 7. This shows that the maximum simulated AMF in the upcoming 80 years from 2021 to 2101, based on all the three models and the two RCP scenarios, is...
expected to be higher than any of the observed AMFs to date over the past 24 years. The simulations based on all three RCM models also indicate that for the majority of the years, the AMF is expected to be higher for the RCP 8.5 scenario when compared with the RCP 4.5 scenario, as expected. The SMHI and DHI RCMs indicate that the AMF is expected to be low between the period 2030–2045 for both RCP scenarios but will become higher after 2060. The KNMI RCM predicts relatively high AMFs for all future years up until 2100.
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Figure 7. Projected Annual Maximum Flow plots corresponding to RCP scenarios RCP4.5 and RCP8.5 obtained from the SWAT model using (a) KNMI RCM, (b) SMHI RCM, and (c) DMI RCM.
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The simulated AMF time series data have been used to estimate the GEV parameters for each of the RCM models and the RCP scenarios. Parameters of the fitted GEV distribution for each simulated AMF are provided in Table 3. Based on the fitted distribution, the flood quantile curve corresponding to different return periods was prepared (Figure 8). The figure indicates that KNMI-4.5, SMHI-4.5, and DMI-8.5 future scenarios produce higher flood quantiles in the future when compared with the floods observed in the past 30 years; that KNMI-8.5 predicts similar flood quantiles to the historical data, whereas SMHI-8.5 and DMI-4.5 indicate a reduction in flood quantiles in the future. For comparison purposes, quantiles corresponding to 50-, 100-, 200-, 500-, and 1000-year return periods for the historical and future periods are shown in Table 4. This shows that based on KNMI RCM 4.5, the flood quantile is expected to increase from 9–13% in the future, whilst according to the SMHI-8.5 and DMI-4.5 RCM, the flood quantile is predicted to decrease by 15–32%. The DMI-8.5 RCM predicted a maximum increase of 16.2% flood quantile corresponding to a 100-year return period, while SMHI-4.5 RCM predicted a 31.3% increase in flood quantile for the 1000-year return period.

Table 3. Parameters of the fitted GEV distribution of the Annual Maximum Flood (AMF) time series obtained from the SWAT model for the historical and future periods.

| AMF Time Series | GEV Distribution Parameters |
|----------------|----------------------------|
|                | Location (ξ) | Scale (α) | Shape (k) |
| Historical     | 16.534       | 8.535     | −0.017    |
| KNMI-4.5       | 15.926       | 9.747     | −0.025    |
| KNMI-8.5       | 18.491       | 9.983     | 0.043     |
| SMHI-4.5       | 16.156       | 5.819     | −0.202    |
| SMHI-8.5       | 18.877       | 8.709     | 0.183     |
| DMI-4.5        | 14.833       | 7.107     | −0.013    |
| DMI-8.5        | 12.625       | 9.651     | −0.083    |

Figure 8. Quantile plot of maximum annual flows using GEV distribution for the historical and future climate change scenarios.
Table 4. Quantiles obtained using the fitted GEV distribution of the Annual Maximum Flood (AMF) time series obtained from the SWAT model for the historical and future periods. Values in parenthesis indicate increase (bold) or decrease (italics) in flood quantile with respect to historical time periods.

| AMF Time Series | Return Period (Years) | 50     | 100  | 200  | 500  | 1000 |
|---------------|-----------------------|--------|------|------|------|------|
| Historical    |                       | 50.9   | 57.3 | 63.8 | 72.4 | 79.0 |
| KNMI-4.5      |                       | 55.8 (9.6%) | 63.4 (10.6%) | 71.1 (11.4%) | 81.4 (12.3%) | 89.3 (13.0%) |
| KNMI-8.5      |                       | 54.4 (6.7%) | 60.2 (4.9%)  | 65.8 (3.1%)  | 72.9 (0.7%)  | 78.2 (−1.1%) |
| SMHI-4.5      |                       | 50.7 (−0.4%) | 60.3 (5.2%)  | 71.4 (11.9%) | 88.5 (22.2%) | 103.7 (31.3%) |
| SMHI-8.5      |                       | 43.2 (−15.3%) | 46.0 (−19.9%) | 48.4 (−24.1%) | 51.2 (−29.3%) | 53.0 (−32.9%) |
| DMI-4.5       |                       | 43.3 (−15.0%) | 48.5 (−15.3%) | 53.8 (−15.6%) | 60.9 (−16.0%) | 66.2 (−16.2%) |
| DMI-8.5       |                       | 57.1 (12.0%) | 66.6 (16.2%) | 76.8 (20.3%) | 91.0 (25.7%) | 102.5 (29.7%) |

Based on the quantiles obtained for the historical and future period, flood inundation maps have been developed from the catchment outlet at Waldron bridge to the point where the Dodder River meets the River Liffey in Dublin city Ringsend. The river bathymetry was estimated using the Bluesky DEM, as shown in Figure 9, where the Dodder River’s bank lines, flow paths, and the selected cross-sections are shown along with the elevation data.

![River bathymetry profile used to develop the HRC-RAS model.](image)

Figure 9. River bathymetry profile used to develop the HRC-RAS model.

Based on this information, the flood inundation maps were developed corresponding to five return periods: 50, 100, 200, 500, and 1000 years. For brevity, the flood inundation maps obtained based on the flood quantiles for the historical period and DMI-8.5 RCM are
shown in Figure 10, while the expected changes in the total flooded area and the maximum water depth are shown in Table 5. The results indicate a 5–13% increase in the total flooded area and a 6–19% increase in water depth of floods in the future as per the DMI-8.5 RCM compared with the historical period.

Figure 10. Cont.
5. Conclusions

A Soil Water Assessment Tool (SWAT) based hydrological model has been developed for the Dodder River basin, which ends up covering the majority of the southern part of Dublin, the capital city of Ireland. As the basin is relatively small in size and its upstream catchment is located in the Wicklow mountains with steep slopes, the basin is prone to flooding. Based on historical hydrometeorological data over the past 24 years (1996–2019), the SWAT model has been calibrated and validated. The model was then used to simulate daily runoff from 2021 to 2100, and the annual maximum flow series were extracted after performing quantile-based bias correction. The future simulations were performed based on meteorological data obtained from three RCM models and two RCP scenarios. The model simulations indicate a possible increase in future flood quantile up to 16% for the 100-year return period frequency and 31% for the 1000-year return period frequency. Furthermore, the development of flood inundation maps indicates a 5–13% expected increase in the

Figure 10. Flood inundation maps corresponding to different return periods for the historical and future periods. (a) 50 years return period; (b) 100 years return period; (c) 200 years return period; (d) 500 years return period; (e) 1000 years return period.

Table 5. Total flooded area and water depths obtained from the flood inundation maps developed for the historical and future period (DMI8.5) using HEC-RAS.

| Return Period (Years) | Flooded Area (km²) | Maximum Water Depth (m) |
|-----------------------|--------------------|-------------------------|
|                       | Historical  | Future (DMI8.5) | Difference | % Increase | Historical | Future (DMI8.5) | Difference | % Increase |
| 50                    | 0.766      | 0.804          | 0.038     | 4.98%     | 0.570     | 0.609          | 0.038     | 6.73%     |
| 100                   | 0.806      | 0.856          | 0.050     | 6.22%     | 0.611     | 0.663          | 0.052     | 8.58%     |
| 200                   | 0.842      | 0.910          | 0.068     | 8.07%     | 0.648     | 0.715          | 0.067     | 10.36%    |
| 500                   | 0.886      | 0.981          | 0.095     | 10.77%    | 0.693     | 0.781          | 0.088     | 12.65%    |
| 1000                  | 0.923      | 1.045          | 0.122     | 13.27%    | 0.726     | 0.866          | 0.140     | 19.32%    |
flooded area and a 6–19% increase in water depths in the future, corresponding to return periods from 50 to 1000 years. Hence, this analysis can be utilised to create better stormwater drainage management to account for the expected increase in the percentage of floods in the future. Another point to be noted is that the runoff at the river basin outlet depends on the changes in land cover as well as weather variables [81]. In order to incorporate the potential land cover change for the future period, a land cover projection model needs to be developed by considering factors such as demography, economy, and environment. Ongoing research focuses on the development and integration of the land cover change model into the developed SWAT model by considering climate change to simulate future projected runoff at river basins across Ireland.

Supplementary Materials: The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/su14084670/s1, Table S1: Linkage of landcover classes available in CORINE data and SWAT model. Details of the SWAT classes are available in SWAT Model Database Appendix A (https://swat.tamu.edu/media/69419/Appendix-A.pdf, accessed on 1 March 2022), Table S2: Location of Met Eireann rain (R) gauges, temperature (T) gauges, and weather stations measuring relative humidity (RH), wind speed (WS), and solar radiation (SR) in and around Dodder River basin. Stations located inside the Dodder River basin are highlighted in bold, Figure S1: Digital Elevation Model data for Dublin city obtained from Bluesky at 1 m spatial resolution.
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