Abstract

Training state-of-the-art models for human body pose and shape recovery from images or videos requires datasets with corresponding annotations that are really hard and expensive to obtain. Our goal in this paper is to study whether poses from 3D Motion Capture (MoCap) data can be used to improve image-based and video-based human mesh recovery methods. We find that fine-tune image-based models with synthetic renderings from MoCap data can increase their performance, by providing them with a wider variety of poses, textures and backgrounds. In fact, we show that simply fine-tuning the batch normalization layers of the model is enough to achieve large gains. We further study the use of MoCap data for video, and introduce PoseBERT, a transformer module that directly regresses the pose parameters and is trained via masked modeling. It is simple, generic and can be plugged on top of any state-of-the-art image-based model in order to transform it in a video-based model leveraging temporal information. Our experimental results show that the proposed approaches reach state-of-the-art performance on various datasets including 3DPW, MPI-INF-3DHP, MuPoTS-3D, MCB and AIST. Test code and models will be available soon.

1. Introduction

State-of-the-art methods that estimate 3D body pose and shape given an image [17, 33, 21, 7] or a video [20, 28] have recently shown impressive results. A major challenge when training models for in-the-wild human pose estimation is data: collecting large sets of training images with ground-truth 3D annotations is cumbersome as it requires setting up IMUs [47], calibrating a multi-camera system [12] or considering static poses [25]. In practice, only 2D information such as 2D keypoint locations or semantic part segmentation can be manually annotated. Current methods therefore leverage this in-the-wild data with partial ground-truth annotations by defining their losses on the 2D reprojection of the 3D estimation [17], by running an optimization-based method [3] beforehand and curate the obtained ground-truth [24] or by running the optimization inside the training loop [21]. This lack of annotated real-world data is even more critical for videos, making difficult the use of recent temporal models such as transformers [46] which are known to require large datasets for training.

At the same time, Motion Capture (MoCap), widely employed in the video-game and film industry, offers a solution to create large corpus of motion sequences with ac-

* indicates equal contribution. Thibault Groueix is now at Adobe.
accurate ground-truth 3D poses. Recently, several of these MoCap datasets have been unified into the large AMASS dataset [29]. Importantly, all the considered MoCap sequences were converted into realistic 3D human meshes represented by a rigged body model, concretely SMPL [27], a differentiable parametric model employed by most state-of-the-art human mesh recovery methods [3, 17, 33, 21, 7]. In previous works, MoCap data have been used to train a discriminator for image-based [17] or video-based [20] models. In this case, these data are only used to force the model to predict a realistic output, without improving its capability to better estimate the poses by seeing more diverse examples. Another way to exploit MoCap data consists in rendering it, applying a texture and adding a background image as in [45], to generate synthetic images with ground-truth annotations. However, the inherent domain shift between synthetic and real-world images has limited the use of such data to pretraining [44].

In this paper, we study how MoCap data can be used in order to improve methods that estimate SMPL parameters in images or videos. For image-based models, we show that fine-tuning SPIN [21], a state-of-the-art method, while adding renderings from AMASS to its original training data of real images, improves its performance. We hypothesize this is a consequence of the model being exposed to a wider and more diverse set of poses. For added realism, we follow SURREAL [45] and render textured SMPL models on top of random background images, increasing the invariance of the model to texture and background change. Surprisingly, we show that fine-tuning only the batch normalization layers of the pretrained SPIN model suffices to get state-of-the-art performance for image-based models.

We further utilize MoCap data for learning better video models, and introduce PoseBERT, a transformer-based model tailored for pose estimation that directly regresses the pose parameters. PoseBERT takes as input estimated SMPL pose parameters and can be learned on the AMASS dataset using masked modeling, similar to BERT [8]. This module can be plugged on top of any state-of-the-art image-based model in order to transform it into a video-based model. A qualitative comparison between SPIN and the proposed model is shown in 1. In summary, our contributions are:

• We introduce PoseBERT, a transformer model that regresses pose parameters and is trained using MoCap data via masked modeling. It is a plug-and-play unit that allows any image-based model to leverage temporal context.
• We exhaustively ablate all aspects of our methods and present consistent gains over the state of the art on several challenging datasets captured in the wild.

2. Related work

We review related work on the estimation of the SMPL parameters from images or videos as well as the use of synthetic data for human pose and shape estimation.

SMPL from images. SMPLify [3] first introduced an optimization-based method to find the SMPL parameters that best explain a set of detected 2D keypoints by leveraging various priors, but it remains sensible to the initialization. Since then, most deep learning methods [33, 17, 21, 22, 7] process image crops around a person of interest to directly estimate the SMPL parameters. In order to handle real-world images, they are trained on a mix of real images where annotations are limited to 2D keypoints, and synthetic or MoCap images for which 3D poses are available. Losses, typically applied on the difference between SMPL 2D or 3D keypoint predictions and the corresponding annotations, can also be applied on the vertices [21, 22] or on texture correspondences [39, 35]. In some works [17, 35], an additional discriminator ensures the realism of the predicted SMPL parameters. SPIN [21] combines deep learning-based method with optimization-based approaches by using the optimization stage to refine the prediction made by the network, which is later used in upcoming epochs. In 12L-MeshNet [32], vertices’ locations are estimated with heatmaps for each mesh vertex coordinate instead of directly regressing the parameters while in Pose2Mesh [7], a 2D pose is first lifted to 3D to obtain a coarse mesh which is then iteratively refined. Both methods are trained on images where SMPL pseudo-ground-truth was obtained from 2D keypoints using SMPLify [3], which can result in inaccurate 3D data. Instead, we employ the final estimations in the SPIN training procedure to train with direct supervision and fully exploit synthetic data.

SMPL from videos. While Arnab et al. [2] proposed an optimization-based strategy to handle human pose estimation in videos, recent methods are mostly based on deep learning [20, 36, 15]. In HMMR [18], features from consecutive frames are fed to a 1D temporal convolution, while VIBE [20] uses recurrent neural network, namely Gated Recurrent Unit (GRU), together with a discriminator at the sequence level. The network is trained on different in-the-wild videos and losses are similar to the ones employed for images and described above, i.e., mainly applied on keypoints. A similar architecture with GRU is used in TCMR [6], except that 3 independent GRUs are used and concatenated, one in each direction and one bi-directional in order to better leverage temporal information. MEVA [28] estimates motion from videos by also extracting temporal features using GRUs and then estimates the overall coarse motion inside the video with Variational Motion Estimator (VME). Recently, Pavlakos et al. [36] have proposed to use a transformer architecture [46] in a concurrent work. To ob-
taining training data, i.e., in-the-wild videos annotated with 3D mesh information, they use the smoothness of the SMPL parameters over consecutive frames to obtain pseudo-ground-truth. In terms of architecture, the transformer is used to leverage temporal information by modifying the features. We also consider a transformer architecture but, in our case, it is directly applied to the sequences of SMPL parameters. It has the great advantage of being directly trainable on MoCap data and pluggable to any image-based method.

**Learning with synthetic data.** Employing synthetic training images is a standard strategy to overcome the lack of large scale annotated data in computer vision [11]. This is particularly the case for human 3D pose estimation as it is not possible to accurately annotate 3D information on a large corpus of in-the-wild images [5, 37, 45]. Usually, a sim2real domain gap arises between synthetic and real examples that needs to be carefully handled to ensure generalization. For example, Chen et al. [5] employed computer generated images of people to train a 3D pose estimation network with a domain mixer adversarially trained to discriminate between real and synthetic images, and therefore handle domain adaptation. More recently, SimPose [50] proposed to train a model for 2.5D pose estimation using a mixed of synthetic and real data where 2D losses are applied to real data while 2.5D and 3D losses are applied to synthetic data only, which may affect generalization. Kundu et al. [23] proposed to estimate an auto-encoder of 3D pose, together with a network that processes real images and output 2D poses. Losses are also applied on the interleaved network to allow training a model to estimate 3D pose in the wild. However, this does not allow the image feature extractor to see more variability in terms of poses. Closer to us is the work by Varol et al. [45] who apply real textures on renderings of the SMPL parametric model completed with real background images to generate a large and varied dataset. In a subsequent work, they trained a network for volumetric body estimation [44] by pretraining on this large synthetic data and fine-tuning on more limited real data. Doesch et al. [9] show that motion through the optical flow in synthetic videos from [45] allows to bridge the sim2real gap for 3D human pose estimation. In this paper, we also leverage SMPL renderings but fully exploit the synthetic data, i.e., without limiting its use to pretraining.

### 3. MoCap data for human mesh recovery

In this section we present two ways of using MoCap data for 3D mesh estimation in images and videos. We first explore MoCap data for regularizing image-based models via fine-tuning using synthetic renderings (Section 3.1). We then introduce PoseBERT, a pose estimation-oriented transformer architecture that is trained on MoCap data and enables the model to leverage temporal context (Section 3.2).

#### 3.1. Improving image-based pose estimation

Existing datasets with ground-truth pose annotations for real-world images are not large enough to capture the variability of images/video sequences that can be encountered at test time; this can limit the generalization capabilities of a pose estimation method. We argue that one way to mitigate this issue is through the use of renderings from MoCap data. We leverage such synthetic data to regularize a strong image-based model like SPIN [21]. SPIN is a 3D pose estimation model pretrained on datasets with paired RGB and 2D and/or 3D pose annotations. We propose to fine-tune this model using synthetic renderings and therefore expose it to a more diverse set of poses, viewpoints, textures and background changes from the ones seen during pretraining.

Following [17, 21], we use a deep convolutional neural network encoder \( f \) for feature extraction from image crops followed by an iterative regressor \( r \). Let \( x \in \mathbb{R}^d \) be an input crop, \( \hat{\phi}_x = f(x) \) be the extracted feature and \( r(\hat{\phi}_x) = \{\Theta_x, \Pi_x\} \) the regressed prediction for the \( d_\pi \)-dimensional body model parameters \( \Theta_x \) and the \( d_\pi \)-dimensional camera parameters \( \Pi_x \). The regressor \( r \) is initialized with the mean pose parameters \( \Theta_{\text{mean}} \) and is run for a number of \( N \)
Figure 3: **Regularizing image-based human mesh recovery model.** We leverage synthetic renderings of MoCap data from AMASS [29] together with real images to regularize SPIN [21]. To fine-tune SPIN, we train the batch-normalization layers [13] of the CNN backbone.

iterations. Similar to [21], our network uses the 6D representation proposed in [49] for 3D joints orientation.

An overview of the fine-tuning process is depicted in Figure 3. We sample poses from AMASS [29], a large collection of MoCap data, and use them together with real-world images for fine-tuning the SPIN model. Given that we are starting from a state-of-the-art-model, apart from fine-tuning all of the backbone parameters, we also experiment with only fine-tuning a subset. Specifically, and motivated by a recent work [10], we experiment with only fine-tuning the parameters of the batch normalization [13] layers, i.e., the affine transformation in each such layer, together with the running statistics.

Providing both real and synthetic data is crucial since fine-tuning only using synthetic data would hurt performance due to the synthetic/real data domain shift. We therefore fine-tune the SPIN model with batches that partially contain the same real data as used in SPIN during training, together with our synthetic renderings from AMASS poses. We initialize the weights with the released model from SPIN, and use direct supervision: for synthetic data we use the corresponding ground-truth SMPL parameters, for real data we use the final fits from the SPIN training procedure as pseudo ground-truth. We refer to a SPIN model fine-tuned this way as *MoCap-SPIN*.

**Rendering synthetic humans.** To generate a synthetic rendering of a human in a given pose, we render the corresponding SMPL [27] model with a random texture from the SURREAL dataset [45], using a random background image from LSUN training set [48] to provide further data augmentation. Figure 2 shows examples of such renderings.

We randomly sample SMPL pose and shape parameters from AMASS [29], which provides us with a great source of diverse poses. Camera 3D orientation is sampled uniformly considering a Tait-Bryan parametrization ($\pm 180^\circ$ yaw, $\pm 45^\circ$ pitch, $\pm 15^\circ$ roll, with yaw and roll axes horizontal when considering the identity rotation) to model typical variability observed in real data. Synthetic renderings are cropped around the person in a similar manner as for real images, based on the location of 2D joints of the model. We model the fact that people are not always entirely visible in real crops by considering only upper body keypoints up to the hips or the knees in 20% of the cases. Figure 2a illustrates the variability of renderings given a single pose.

In order to verify that sampling diverse poses from large MoCap datasets is preferable over creating renderings of the poses that already appear in the commonly used datasets like COCO [26], MPII [1], LSP and LSPE [16], we further experiment with rendering poses from such datasets as well. Although restricted to the set of training poses, augmenting the dataset with synthetic renderings of the same poses can offer greater variability in textures and backgrounds. We use the pseudo-ground-truth (i.e., final fits from SPIN) pose, shape and camera parameters from the real data to render synthetic humans following the process presented above. Examples of pairs of real data and synthetic renderings are illustrated in Figure 2b.

3.2. Capturing temporal context with transformers

In this section, we present PoseBERT, a transformer-based architecture that regresses directly the SMPL parameters for every pose in a temporal sequence. Although concurrent works have also utilized temporal models based on GRUs [20, 28, 6] or transformers [36] for human mesh recovery, they utilize context to enhance the visual features, and still require an iterative regressor on top of the temporal model for regressing the SMPL parameters.

**The basic PoseBERT block.** Figure 4 illustrates the architecture of PoseBERT. The input is $T$ vectors, corresponding
to a temporal sequence of poses of length $T$ and the output is a sequence of SMPL pose parameters predictions, one for each frame. We propose to incorporate the regressor as part of the basic transformer block: we replace the feed-forward network that follows the multi-headed dot-product attention with a regressor $r$, similar to the one used in [17]. This gives us a main advantage: at every layer of PoseBERT, we dynamically attend to parts of the input sequence and refine the regressed SMPL pose prediction accordingly.

Since we are learning from synthetic data, pose ground-truth is available. Despite the fact that the transformer only sees ground-truth poses during training, as we experimentally show in Section 4, the learned model can generalize to noisy poses during testing, i.e., when the input is instead the pose predictions from any image-based model.

The basic block of PoseBERT is repeated $L$ times. Inside each block, the input is first fed to a multi-head scaled dot-product attention mechanism and then to a regressor MLP. For the latter we use the architecture from [17] and share the regressor parameters across the $L$ inputs. Although the regressor can be iterative as in [17], given that this is a process that happens at every layer, i.e., $L$ times, we find that one iteration is enough (see ablation in Section 4). Moreover, we experiment with versions of PoseBERT where the regressor parameters are shared across the $L$ blocks, thus reducing the number of learnable parameters.

Like the original transformer [46], we use layer normalization before self-attention modules. For the first layer only, and similarly to [46], we add a 1-D positional encoding to the input which is learned from scratch. We also initialize the first layer regressor with the mean pose $\Theta_{\text{mean}}$. Finally, we first learn a linear projection to $D_t$ dimensions before we feed the input to the transformer; the choice of this parameter directly influences the size of the model.

**Learning PoseBERT parameters.** Looking at context can help to correct errors of models based on single images. By inputting a sequence of poses to PoseBERT, we want to be able to learn temporal dynamics. To do so, we utilize the masked modeling task, one of the self-supervised tasks that the now ubiquitous BERT [8] model uses to learn language models. We also add random Gaussian noise to the input. Figure 5 shows an overview of the training process. The inputs are first masked and noise is added. This is then given to PoseBERT as an input. PoseBERT outputs are then compared to the original clean inputs and similarly to the image-based model; for every timestep there is a loss on the SMPL pose parameters as well as a 3D keypoint loss.

In masked modeling, part of the input is masked before it is fed to the model. The correct output is expected to be recovered using the rest of the sequence. In practice, and for each input sequence, we create a $T$-dimensional random binary vector, where each timestamp has a probability $m/T\%$ to be masked, where $m$ is an hyperparameter.

![Figure 5: Learning PoseBERT with masked modeling.](image)

To allow the model to learn temporal dynamics and similar to [8] we mask part of the input and either replace it with a learnable masking token or a random pose. The mask is a random $T$-dimensional binary vector that specifies which timestamps will be masked.

that controls the number of frames of the input that will be masked. For the $m$ timesteps that are randomly chosen to be masked, we replace the input pose with a learnable masked token and prohibit the self-attention module to attend to those timesteps. We ablate $m$ in the experiments.

4. Experiments

After presenting datasets and metrics in Section 4.1, we perform extensive evaluations and ablations of MoCap-SPIN (Section 4.2) and of PoseBERT (Section 4.3). We finally compare to the state of the art in Section 4.4.

4.1. Datasets, training and metrics

**MoCap data.** We use AMASS [29], which is a collection of numerous Motion Capture datasets in a unified SMPL format, representing more than 45 hours of recording.

**Real-world data (SPIN data).** When fine-tuning the image-based model, we use the same real-world training data as SPIN [21], namely 2D pose estimation datasets like COCO [26], LSP and LSPE [16] and MPII [1], as well as a 3D pose estimation dataset, MPI-INF-3DHP [30]. We were not able to use Human 3.6M [14] due to license restriction.

**Training.** We first train MoCap-SPIN by fine-tuning the BN layers of a pre-trained SPIN model on SPIN data plus AMASS. We then train PoseBERT solely on MoCap data.

**Test datasets and metrics.** For evaluation, we use the 3DPW [47] test set, the MPI-INF-3DHP [30] test set, the MuPoTS-3D dataset [31] and the AIST dataset [43] that contains more challenging poses from people dancing. For image-based models, we also use the Mannequin Challenge Benchmark (MCB) [25]. We report the mean per-joint error (MPJPE) before and after procrustes alignment (PA-MPJPE) in millimeters (mm). For 3DPW, following the related work, we also report the mean per-vertex position error (MPVPE). To measure the jittering of the estimations on the video datasets (3DPW, MPI-INF-3DHP, MuPoTS-3D, AIST), we follow [18] and report the acceleration error, measured as the average difference between ground-truth and predicted acceleration of the joints.
4.2. Evaluation of MoCap-SPIN

We first evaluate and ablate MoCap-SPIN, our approach to fine-tune a state-of-the-art image-based model using synthetic renderings of MoCap data. In Table 1 we report results on five datasets after fine-tuning the publicly available pretrained model of SPIN\(^1\). In the top section we report sanity checks, i.e., when fine-tuning the model with the same data used during pretraining (denoted as SPIN data). During early experiments, fine-tuning all model parameters using both real and synthetic renderings made the model quickly overfit and performance on the test datasets started to diverge as training progressed. To mitigate overfitting, we explored fine-tuning only subsets of the backbone parameters, e.g. only the regressor, only the last layers or to freeze the batch normalization layers and statistics. Inspired by a recent paper [10] we also experimented with training only the batch normalization layer parameters, freezing the rest of the network.

Surprisingly, even without additional synthetic data, fine-tuning only the batch normalization layers provides a consistent boost on most datasets and metrics (second row of Table 1). In fact, fine-tuning only the batch normalization layer parameters was the setting that enabled us to fine-tune using synthetic data. As shown in the bottom section of Table 1, we observe large gains in performance across all datasets in both cases. This behavior about batch-norm statistics has already been shown by [40]. When the renderings come from poses sampled from SPIN data, gains show that learning with diverse backgrounds and textures make the model more robust. The gains are however even larger when the renderings come from poses sampled from AMASS; sampling a more diverse set of poses seems to directly affect generalization performance. For the rest of the experiments, we will refer to MoCap-SPIN as the SPIN model whose batch normalization parameters were fine-tuned using both real data and MoCap renderings.

**Ablating the balance between real and synthetic data in each batch.** We study the impact of varying the percentage of synthetic renderings inside each batch. Results are shown in Figure 6. On all datasets, we observe a U shape curve as the percentage of synthetic data increases, meaning that the optimal value is not an extreme value (neither only real data nor only synthetic). Using half of synthetic data is a good compromise on all datasets.

**Analysis of the performance gain.** To better understand in which case our proposed MoCap-SPIN improves performance, we plot in Figure 7 (left) an histogram of the gain compared to the original SPIN model on 3DPW in terms of MPJPE. We observe that most samples are improved by a few millimeters. The overall shape of the histogram has a shape similar to a Gaussian, meaning that some images have actually a higher error, and a few samples are significantly improved. The histogram on the right in Figure 7 shows the impact of each bin on the final MPJPE metric.

**Study of the real/synthetic domain gap.** In order to study the impact of the domain gap between real and synthetic data, we consider the test set of 3DPW as an oracle and gradually make the renderings closer to this oracle. Sampling the SMPL pose parameters from 3DPW test set has low impact on the performance (0.3mm in MPJPE), meaning that the AMASS dataset sufficiently covers the pose space. We then additionally replace the randomized choice

---

\(^1\)https://github.com/nkolot/SPIN

| Dataset | 3DPW [47] | MuPoTS-3D [31] | AIST [43] | MPI-INF-3DHP [30] | MCB [25] |
|---------|-----------|----------------|-----------|-----------------|---------|
|         | MPJPE ↓ | E ↓ | MPJPE ↓ | E ↓ | MPJPE ↓ | E ↓ | MPJPE ↓ | E ↓ | MPJPE ↓ | E ↓ |
| SPIN [21] |           |               |           |                 |         |
| fine-tune all parameters | 97.2 | 59.6 | 116.8 | 154.6 | 83.0 | 126.2 | 76.2 | 104.3 | 68.0 | 155.4 |
| fine-tune batch-norm layers | 95.1 | 58.6 | 112.1 | 154.8 | 82.8 | 129.6 | 76.6 | 102.7 | 66.6 | 150.6 |

**Table 1: Fine-tuning the pretrained SPIN model.** For brevity, we denote the PA-MPJPE metric as E. Top section presents results after fine-tuning the publicly available pretrained model of SPIN. Results in the bottom part are obtained when fine-tuning only the batch normalization layers. Results in the bottom part are obtained when fine-tuning only the batch normalization layers.
Figure 7: Performance gain analysis on 3DPW. We study the gain of our MoCap-SPIN over SPIN [21]. Left: Histogram of the gains in PA-MPJPE. Our method outperforms SPIN on 26393 test samples out of 35515. Right: Resulting performance gains for each bin in (left), obtained by multiplying the absciss of each bin with the fraction of samples inside it. Notice that the bins corresponding to small improvements have many samples, and are the foundation of our 4 points gained in PA-MPJPE over SPIN.

Table 2: Oracle study on 3DPW. Starting from MoCap-SPIN (first row), we gradually add characteristics from the ground-truth (GT) 3DPW test set to the synthetic renderings, to make it closer to the real test data.

| GT relative pose | GT global orientation | GT camera translation | GT background | 3DPW [47] | MPVPE [47] | PA-MPJPE |
|------------------|-----------------------|----------------------|---------------|-----------|-----------|----------|
| ✓                | ✓                     | ✓                   | ✓             | 90.6      | 55.6      | 105.0    |
| ✓                | ✓                     | ✓                   | ✓             | 90.5      | 54.1      | 104.8    |
| ✓                | ✓                     | ✓                   | ✓             | 88.0      | 53.1      | 102.3    |
| ✓                | ✓                     | ✓                   | ✓             | 96.1      | 52.9      | 100.5    |
| ✓                | ✓                     | ✓                   | ✓             | 85.2      | 52.4      | 99.7     |

Table 3: Ablation on the PoseBERT hyperparameters. We study the impact of the positional encoding, sharing the regressor, the number of regressor iterations per layer (1 by default), the depth L of the network (4 by default), the number of channels \((D_t)=512\) by default) and the length of the sequences \((T=16)\) by default) with the PA-MPJPE metric on 3DPW, MPI-INF-3DHP and MuPoTS-3D when using PoseBERT on top of MoCap-SPIN, with masking 12.5% of the input sequences (2 frames with \(T=16\) frames).

4.3. Evaluation of PoseBERT

In this section, we evaluate and ablate PoseBERT, our video-based model trained using MoCap data only.

Study of different architectures. As a first step we study the impact of some architecture design choices and report the PA-MPJPE on three datasets in Table 3. As a default training strategy we mask 12.5% of the input poses for this ablation. First we note that PoseBERT leads to a consistent gain of 1 to 3mm on all datasets. Removing the positional encoding leads to a suboptimal performance indicating that incorporating temporal information within the network is a key design choice. Sharing the regressor allows to reduce the number of learnable parameters and leads to better predictions. More importantly we notice that we can iterate over the regressor only a single time after each layer given that doing more iterations does not improve and even slightly decreases the performance. In terms of model size, the benefit of PoseBERT seems to be reached with a depth of \(L = 4\) and an embedding dimension of \(D_t = 512\). We choose these hyperparameters since increasing the model complexity leads to minimal improvements. For the temporal length of the training sequence, we set \(T = 16\), as longer sequences do not lead to further improvements.

Training strategies. We then study the impact of various training strategies on MoCap datasets in Table 5. First, we study the impact of partially masking the input sequences, and observe that masking 12.5%, i.e., 2 frames out of 16, lead to smoother prediction (lower error acceleration) while the PA-MPJPE remains low. We also try adding Gaussian noise, with a standard deviation of 0.05 on top of the axis-angle representation, and obtain a small additional boost of performance and smoother predictions. Increasing the standard deviation did not bring any benefit. Motivations for adding Gaussian noise is described in the Supplementary Material.

Plugging PoseBERT on top of existing approaches. One major key benefit of PoseBERT is that it can be plugged on top of any image-based model to transform it into a video-based model since it takes only SMPL sequences as input compared to other methods (VIBE, TCMR) which require
In this paper we propose two ways of leveraging MoCap data to improve image and video-based human 3D mesh recovery. We first present MoCap-SPIN, a very strong baseline that reaches state-of-the-art performance for image-based models on a number of datasets that is obtained by simply fine-tuning the batch normalization layer parameters of SPIN with the use of real data and synthetic renderings of MoCap data. We further introduce PoseBERT, a transformer module that directly regresses the SMPL pose parameters and is purely trained on MoCap data via masked modeling. Our experiments show that PoseBERT can be readily plugged on top of any image-based model to leverage temporal context and improve its performance.

5. Conclusion

Finally we compare our image-based and video-based methods against previous works in Table 4. 

### 4.4. Comparison to the state of the art

#### Single image. 
We compare MoCap-SPIN with HMR [17], GraphCMR [22], SPIN [21], I2L-MeshNet [32], and Pose2Mesh [7] on four datasets. MoCap-SPIN outperforms all other methods on all datasets in PA-MPJPE, for instance by 6.1mm MPJPE on 3DPW. PoseBERT outperforms concurrent works on the PA-MPJPE and MPVPE metrics. We do not see any improvement by fine-tuning on 3DPW train. For MPI-INF-3DHP, PoseBERT demonstrates results on par with the state of the art while it is worth mentioning that, compared to all other methods, our temporal module does not use the associated training set. Finally on MuPoTS-3D [31] and AIST [43], PoseBERT shows gains on all metrics over VIBE and TCMR.

#### Video. 
Finally we compare PoseBERT against other video-based methods [20, 18]. We emphasize that compared to other approaches which require image-based features, PoseBERT is trained only using MoCap data from AMASS and takes SMPL sequences as input. For 3DPW [47], PoseBERT outperforms VIBE and TCMR on four datasets.

In Table 4, we report the PA-MPJPE metric (lower is better) on four video datasets. The gains in mm are shown in parenthesis. The symbol ↓ denotes results obtained by running the model released by the authors.

Table 4: Comparison with state-of-the-art methods on 3DPW [47], MPI-INF-3DHP [30], MuPoTS-3D [31] and AIST [43].

| Method             | 3DPW [47] | MPI-INF-3DHP [30] | MuPoTS-3D [31] | AIST [43] |
|--------------------|-----------|-------------------|----------------|-----------|
|                    | E ↓ | MPJPE ↓ | MPVPE ↓ | E ↓ | MPJPE ↓ | MPVPE ↓ | E ↓ | MPJPE ↓ | MPVPE ↓ | E ↓ | MPJPE ↓ | MPVPE ↓ | E ↓ | MPJPE ↓ | MPVPE ↓ |
| HMR [17]           | 6.7 | 130.0 | - | 37.4 | 6.8 | 124.2 | - | - | - | - | - | - | - |
| GraphCMR [22]     | 70.2 | - | - | - | - | - | - | - | - | - | - | - | - |
| SPIN [21]          | 59.2 | 96.9 | 116.4 | 29.8 | 67.5 | 105.2 | 30.3 | 83.0 | 614 | 24.6 | 76.2 | 126.2 | 55.9 | 80.3 | 80.8 | 14.0 |
| E2L-MeshNet [32]  | 57.7 | 93.2 | 110.1 | 30.9 | - | - | - | - | - | - | - | - | - | - |
| Pose2Mesh [7]     | 58.3 | 88.9 | 106.3 | 22.6 | - | - | - | - | - | - | - | - | - | - |
| (Ours) MoCap-SPIN | 55.6 | 90.8 | 105.0 | 27.5 | 66.7 | 100.8 | 29.5 | 81.0 | 152.3 | 24.2 | 75.7 | 125.1 | 55.7 | 80.8 |
|                      | 72.6 | 116.5 | 139.3 | 15.2 | - | - | - | - | - | - | - | - | - | - |
| Sun et al. [25]   | 69.9 | - | - | - | - | - | - | - | - | - | - | - | - | - |
| VIBE [20]          | 56.5 | 93.5 | 113.4 | 27.1 | 63.4 | 97.7 | 29.0 | 83.4 | 614 | 23.8 | 76.0 | 129.6 | 52.7 | 80.8 |
| TCMR [6]           | 55.8 | 95.0 | 111.5 | 7.0 | 62.8 | 97.4 | 8.0 | 82.9 | 614 | 12.9 | 75.3 | 126.9 | 13.5 | 74.1 |
| (Ours) MoCap-SPIN + PoseBERT | 52.9 | 89.4 | 103.8 | 8.3 | 63.3 | 97.4 | 8.7 | 79.9 | 151.1 | 13.7 | 74.1 | 123.8 | 14.0 | 74.1 |

Table 5: Ablation on the PoseBERT pretrained strategy.

| Masking % | 3DPW | Accel | MPI-INF-3DHP | Accel | MuPoTS-3D | Accel | E ↓ | MPJPE ↓ | MPVPE ↓ | E ↓ | MPJPE ↓ | MPVPE ↓ | E ↓ | MPJPE ↓ | MPVPE ↓ |
|-----------|------|-------|---------------|-------|-----------|-------|-----|---------|---------|-----|---------|---------|-----|---------|---------|
| MoCap-SPIN | 55.6 | 32.5 | 66.7 | 29.5 | 81.0 | 23.5 | 62.8 | 93.4 | 29.8 | 80.0 | 13.8 | - | - | - |
| 0%        | 53.3 | 9.6  | 62.3 | 9.8  | 80.0 | 13.8 | 53.2 | 8.3  | 80.3 | 13.8 | 64.2 | 9.0  | 80.3 | 13.3 |
| 12.5%     | 53.3 | 7.8  | 63.8 | 8.7  | 80.3 | 12.8 | 53.3 | 8.3  | 80.3 | 13.3 | - | - | - |
| 25%       | 53.3 | 8.3  | 64.2 | 9.0  | 80.3 | 13.3 | 53.9 | 9.0  | 80.8 | 13.3 | - | - | - |
| 37.5%     | 53.9 | 9.0  | 65.0 | 9.2  | 80.8 | 13.3 | - | - | - | - | - | - | - |
| 12.5% + Noise | 52.9 | 8.3  | 63.3 | 8.7  | 79.9 | 13.7 | - | - | - | - | - | - | - |

Table 6: Adding PoseBERT on top of various methods.

We report the PA-MPJPE metric (lower is better) on four video datasets. The gains in mm are shown in parenthesis. 

image-based features as input. In Table 6, we report the PA-MPJPE on the 4 video datasets. We observe that when plugging PoseBERT on top of SPIN, it leads to a consistent improvement of 2.3mm on 3DPW, 3.7mm on MPI-INF-3DHP, 2.1mm on MuPoTS-3D and 1.6mm on AIST. Interestingly, this improvement is higher than the one obtained when using VIBE on MPI-INF-3DHP, MuPoTS-3D and AIST. When using MoCap-SPIN as image-based model, we observe a similar consistent improvement on all datasets. Actually, one can even plug PoseBERT on top of a model that already leverages videos, such as VIBE [20], and we observe a similar consistent gain, which suggests that PoseBERT is complementary to the way temporal consistency of features is exploited in VIBE. Finally, to test it beyond SMPL inputs, we appended PoseBERT on top of 2D/3D pose predictions from LCRNet++ [38] and see significant gains on 3DPW, a decrease of MPJPE (resp. PA-MPJPE) from 125.8 (resp. 68.8) to 108.2 (resp. 58.5). More details are given in the supplementary material.
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6. Appendix

In this supplementary material, we first present additional results and illustrations for MoCap-SPIN (Section 7) and PoseBERT (Section 8). We then present Figure 12 an extended version of paper’s Figure 1, depicting qualitative results for additional pose estimation methods.

7. Additional results for MoCap-SPIN

In this section, we first illustrate our oracle experiments presented in Table 2 of the main paper as well as an interesting experiment where we evaluate SPIN on synthetic renderings (Section 7.1). We then present more results on the fine-tuning of MoCap-SPIN (Section 7.2). In particular, we ablate the choice of only fine-tuning the batch-normalization layers. We finally study the impact of using feature alignment loss when using paired data (Section 7.3).

7.1. Real to synthetic renderings domain gap

Illustration of the oracle experiment renderings. Figure 8 illustrates the different kind of renderings used in our oracle experiments (Table 2 of the main paper). Starting from a real test image (left), we gradually remove some parts of the ground-truth real data, i.e., background, camera translation, global orientation and pose. The latter case is MoCap-SPIN’s setting, where we do not use any test data information, and only use renderings from the AMASS dataset.

SPIN on synthetics. The gap between in-the-wild images and renderings of MoCAP data is central to our fine-tuning strategy. We aim to learn pose estimation from synthetic renderings and generalize to in-the-wild image. To better understand the domain gap, we study an opposite but informative problem: how does a model trained on in-the-wild images generalize to synthetic renderings? To that end, we generated several versions of 3DPW. For each data sample of 3DPW, we render the ground-truth pose using the same camera parameters, using either black or random background, and either metallic or SURREAL textures. We compare the performance of SPIN on each dataset version in Figure 9. We observe two phenomenons. First, SPIN performs better on black backgrounds than random backgrounds. Segmenting the human in the crop does make the prediction task easier. Second, SPIN performs better when SURREAL textures are used instead of metallic textures. Indeed, SURREAL textures makes the renderings look more realistic and reduces the domain gap. Most importantly, the strong performance of SPIN on renderings using random backgrounds and SURREAL textures (-4.5mm of PA-MPJPE) motivates MoCap-SPIN. Indeed, we empirically observe that SPIN, a model trained on in-the-wild images, can generalize to synthetic data. This means that the domain gap between in-the-wild and synthetic data is not huge. In the main paper, we show that MoCap-SPIN (our fine-tuning that uses additional synthetic renderings) brings a 4mm improvement in PA-MPJPE over SPIN on the real-image version of 3DPW.

7.2. Training different parts of the MoCap-SPIN network.

In this section, we study the impact of fine-tuning only the batch-normalization layers of MoCap-SPIN. In Table 7, we study the performance of fine-tuning different groups of parameters of SPIN. Fine-tuning only the batch-normalization layers outperforms other settings. In particular, fine-tuning all the parameters leads to overfitting, which we show on 3DPW in Figure 10 and is the central motivation to only fine-tuning batch-normalization layers.

| SPIN | % trainable params. | 3DPW | MPI-INF-3DHP | MuPoTS-3D | AIST |
|------|---------------------|------|--------------|----------|------|
| All parameters | 88.4 | 57.6 | 67.5 | 82.8 | 71.9 |
| Regressor | 12.8 | 58.6 | 67.5 | 82.5 | 71.9 |
| Regressor + last layer of feature extractor | 68.3 | 58.5 | 67.5 | 83.3 | 71.6 |
| Regressor + last two layers of feature extractor | 98.6 | 57.3 | 67.5 | 81.7 | 71.6 |
| Regressor + last three layers of feature extractor | 98.6 | 57.3 | 67.5 | 81.4 | 72.0 |
| Regressor + last four layers of feature extractor | 98.6 | 57.3 | 67.5 | 81.8 | 71.9 |

Table 7: Additional ablation on MoCap-SPIN trainable parameters. We compare fine-tuning only the batch-normalization layers [10] with other subsets of SPIN parameters.

7.3. Feature alignment loss on paired data

SPIN is pretrained on a set of datasets that contain 2D and 3D pose ground-truth data [16, 1, 26]. MoCap-SPIN leverages additional poses from Amass [29]. We compare in Table 2 of the main paper adding AMASS data against rendering poses from the original SPIN datasets. In the latter case, we utilize the pseudo ground-truth pose information of image $x$ to render an image $s$ of a synthetic human in the same pose. In practice, we use the final fits from the SPIN model [21] as pseudo ground-truth SMPL parameters for these real-world datasets. For every pair $x$, $s$, we extract feature vectors $\phi_x$, $\phi_s$. Following the domain adaptation literature, we argue that maximizing the similarity between the two features can lead to better domain invariance. The benefits of the latter are twofold: (a) features from synthetic images are better aligned with features from real images, therefore synthetic renderings can be used for learning and (b) features should be more robust to background appearance changes.

We therefore use a feature alignment loss $L_{\text{align}} = -\lambda s(\phi_x, \phi_s)$ for every pair $x$, $s$, where $s(\phi_x, \phi_s)$ is a similarity function between the two feature vectors that can be defined in a number of ways. For example, one can define $s$ as the negative of the mean square error or L2 dis-
Figure 8: Data samples used in oracle experiments. Left: real image from 3DPW [47] test set. Right: synthetic rendering of a pose from AMASS [29] MoCap dataset. Middle: synthetic renderings exploiting parts of ground truth annotations, for oracle experiments.

| Background Texture | Real image MPJPE | Black Random Coco image MPJPE | Black Random Coco image MPJPE |
|--------------------|-----------------|-----------------------------|-----------------------------|
| Real image         | 97.2            | 135.1                       | 103.5                       |
| Black              | 117.7           | 135.1                       | 103.5                       |
| Random Coco image  | 93.5            | 112.3                       | 125.3                       |
| SURREAL texture    | 59.6            | 64.1                        | 64.1                        |
| Black              | 114.8           | 137.0                       | 125.3                       |
| Random Coco image  | 137.0           | 157.2                       | 125.3                       |

Figure 9: Using SPIN pretrained model to study the domain gap between real and synthetic renderings on 3DPW. We run SPIN on various synthetic renderings of 3DPW [47] using different backgrounds and textures. SPIN generalizes to renderings with random backgrounds and SURREAL textures.

In practice, we use :

\[
\begin{align*}
 s_{\text{MSE}}(\phi_X, \phi_S) &= -||\phi_X - \phi_S||_2^2 \\
 s_{\text{cosine}}(\phi_X, \phi_S) &= \frac{\phi_X \cdot \phi_S}{\max(\|\phi_X\|_2, \|\phi_S\|_2, \epsilon)} \\
 s_{\text{contr}}(\phi_X, \phi_S) &= -\log \frac{\exp(\phi_X^T \phi_S)}{\sum_{Y \in \mathcal{N}} \exp(\phi_X^T \phi_Y)},
\end{align*}
\]

where \(\mathcal{N}\) is the set of all synthetic images in the batch. For the contrastive loss case, we first \(\ell2\)-normalize the features and symmetrise the loss by setting \(s(\phi_X, \phi_S) = s_{\text{contr}}(\phi_X, \phi_S) + s_{\text{contr}}(\phi_S, \phi_X)\). The contrastive loss is essentially a softmax function bringing the correct real-synth features closer to each other and further from all other features from synthetic images in the same batch.

We report results in Table 8. For each loss type, we conduct an hyperparameter search to select the best weight \(\lambda\). Using the L2 or cosine losses to align the feature do not yield an improvement. We view this as a valuable negative result. Aligning features with the contrastive loss yields a clear quantitative improvement on 3DPW, MPI-INF-3D and MCB and outperforms MoCap-SPIN by 4.2mm of MPJPE on AIST. We explored combining this experiment with MoCap-SPIN i.e. using additional data from amass and aligning paired samples with a contrastive loss, but did not observe performance gains compared to MoCap-SPIN.

7.4. Variance of MoCap-SPIN performance.

We fine-tune MoCap-SPIN 10 times with different random seeds and report the result in Table 9. We observe that our fine-tuning strategy gives consistent and stable improvements over SPIN in each case.
Table 8: Additional experiments with paired real/synthetic data. For brevity, we denote the PA-MPJPE metric as $\mathcal{E}$. We experiment with different losses to align features between a real image and its synthetic rendering using a pseudo ground-truth. We conducted a hyperparameter search for each type of feature alignment loss. We weight by $10^7$ the contrastive loss, and by $10^{-2}$ the contrastive loss.

Table 9: Variance of MoCap-SPIN. We fine-tune SPIN with 10 difference random seed and report the mean, min, max, median and standard deviation of each metric. We conclude that our experiments are stable.

7.5. Implementation details for MoCap-SPIN

Our codebase is based on the official Pytorch [34] SPIN release: https://github.com/nkolot/SPIN. In particular, we use the same set of pose losses with the same weights. For MoCap-SPIN, in addition to updating the $5.3 \cdot 10^4$ running statistics, we train the $5.3 \cdot 10^4$ parameters of the batch-norm affine layers out of the $2.7 \cdot 10^7$ SPIN trainable parameters (0.2%). We fine-tune for 14k iterations using the Adam optimizer [19], with batches of size 64, with a learning rate of $3 \cdot 10^{-3}$, divided by 10 after 10k and 12k iterations. Training takes about 10 hours on a NVIDIA V100 graphics card. The speed bottleneck is on the CPU side and speed could be improved with more dataloader workers.

8. Additional results for PoseBERT

In this section, we first study the impact on finetuning PoseBERT on real-world training data (Section 8.1) as well as the impact of other architectures and training strategies (Section 8.2).

8.1. Fine-tuning PoseBERT on real-world data

While we propose to train PoseBERT from scratch using MoCap data only, we also study the impact of fine-tuning on real-world training sets from several datasets, see results in Table 10. We observe that finetuning leads to a boost on the associated test sets but may decrease performances on other test sets. For example, finetuning on the MPI-INF-3DPH training set improves the results on MPI-INF-3DPH and MuPoTs-3DPH respectively by 3.3 and 0.5 mm but it decreases the performance of PoseBERT on 3DPW by 1 mm. This can be explained by the domain shift between these specific training sets.

Table 10: Fine-tuning on real data. We study the impact of fine-tuning PoseBERT on different training sets. We reported the PA-MPJPE on different datasets.
Fine-tuning all parameters lead to overfitting. We compare fine-tuning all the parameters of SPIN against only the batch-normalization layers. Fine-tuning all parameters leads to a clear case of overfitting. On 3DPW, the best performance is reached after 500 iterations, with batches of size 64. On the other hand, fine-tuning only the batch-norm parameters (MoCap-SPIN) leads to monotonically decreasing errors. We report the MPJPE (top) and PA-MPJPE (bottom) on 3DPW test set.

8.3. Motivation and details on adding Gaussian noise

We see this as a form of data augmentation for the axis-angle pose representation. We utilized histograms of axis-angle errors in radians shown in Figure 11 to estimate the standard deviation of the noise to be added (we used 0.10 to cover the error distribution) and simply sample a high-dimensional noise vector and add it to the ground truth input.

8.4. Comparison on the use of 3DPW-train

In the main paper we follow the standard evaluation protocol of 3DPW [47] which does not allow using 3DPW-train for training. However we also provide in Table 12 a comparison against methods using 3DPW-train for training. We do not get any improvement by incorporating 3DPW into our training set but we still get results on par with other methods.

8.5. PoseBERT as a plug-and-play module

Here, we further present results when running PoseBERT on top of the more recent ROMP method [41]. Adding PoseBERT on top, we get a decrease of MPJPE (resp. PA-MPJPE) from 91.1 (resp. 56.5) to 90.2 (resp. 55.3) for 3DPW (using the cropping strategy of SPIN). Finally, to test it beyond SMPL inputs, we appended PoseBERT on top of 2D/3D pose predictions from LCRNet++ [38] and see significant gains on 3DPW, a decrease of MPJPE (resp. PA-MPJPE) from 125.8 (resp. 68.8) to 108.2

| Method                           | 3DPW   | MPI-INF-3DHP | MuPoTS-3D |
|----------------------------------|--------|--------------|-----------|
| MoCap-SPIN                       | 55.6   | 66.7         | 81.0      |
| MoCap-SPIN + Transformer + Regressor | 54.5   | 65.2         | 80.7      |
| MoCap-SPIN + PoseBERT fps=7.5    | 53.2   | 63.8         | 80.3      |
| fps=15                           | 54.0   | 64.5         | 80.5      |
| fps=3.75                         | 55.0   | 66.0         | 81.0      |
| Random poses 5%                  | 53.2   | 63.5         | 80.0      |
| 10%                              | 53.2   | 63.7         | 80.0      |
| 20%                              | 53.2   | 64.3         | 80.2      |
| 40%                              | 53.6   | 64.5         | 80.4      |
| Random joints 5%                 | 53.2   | 62.7         | 80.1      |
| 10%                              | 53.4   | 63.6         | 80.2      |
| 20%                              | 53.3   | 64.9         | 81.0      |
| 40%                              | 55.8   | 70.0         | 83.0      |

Table 11: Additional ablation on the PoseBERT hyperparameters. We first study the impact of having the regressor incorporated into the transformer. We also study the impact of the frame per second (fps, 30 by default) and the percentage of random poses/joints (0 by default) with the PA-MPJPE metric on 3DPW, MPI-INF-3DHP and MuPoTS-3D when using PoseBERT on top of MoCap-SPIN, with masking 12.5% of the input sequences (2 frames with T=16 frames) and using a model of size $D = 512 \text{ and } L = 4$.
Figure 12: Qualitative comparison of image-based (left) and video-based (right) pose estimation methods (extension of paper’s Figure 1). Note the left/right legs flipping produced by SPIN, and how PoseBERT improves predictions by leveraging temporal information and MoCap-based motion priors.

Table 12: Comparison with state-of-the-art video models. “2D/3D” corresponds to the mix of MPI-INF-3DHP/PennAction/PoseTrack/H36M datasets.

We believe that these additional results further strengthen our argument that PoseBERT is a robust, plug-and-play module for temporal modeling.