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Abstract. Baxter’s corner transfer matrix method enables the one-point functions of certain 2D statistical models to be expressed as generating functions of weighted paths. In the case of the Forrester-Baxter models, the generating functions are Virasoro characters associated with the conformal minimal models $M(p,p')$. By combinatorially manipulating the paths, we obtain a quasiparticle description of the ensemble of paths. This directly leads to fermionic expressions for the Virasoro characters, and thence to interesting $q$-series identities.

1. Background

The models of Andrews, Baxter and Forrester [4], and of Forrester and Baxter [15] are 2-dimensional statistical models in which each grid site can be in one of a finite number of states. As specified in [15, eqn. (1.2.1)], interactions between the sites take place locally, only around each fundamental grid square. The interactions have been chosen so as to satisfy the star-triangle relation (also known as the Yang-Baxter relation). As a consequence, the models can be solved. In particular, the probability that a site takes a specific value may be found at temperatures close to the critical point. This probability is expressed in terms of the so-called one-point function and is most conveniently calculated using Baxter’s corner transfer matrix method [5]. In the limit of an infinite size grid, the corner transfer matrices can be diagonalised, resulting in the one-point function being expressed as the generating function of certain infinite-length weighted paths [15]. In regime III, these one-point functions turn out to be the Virasoro characters $\chi_{r,s}^{p,p'}$ that arise in the minimal models of conformal field theory. In this talk, we combinatorially manipulate the paths to obtain expressions for the characters $\chi_{r,s}^{p,p'}$ that are of fermionic form. Equating these expressions with other well-known expressions for $\chi_{r,s}^{p,p'}$ results in $q$-series identities, the simplest of which are the celebrated Rogers-Ramanujan identities.

2. Paths

A path $h$ of length $L$ is an integer sequence $(h_0, h_1, h_2, \ldots, h_L)$ for which $|h_i - h_{i-1}| = 1$ for $1 \leq i \leq L$. By linking the points $(0, h_0), (1, h_1), \ldots, (N, h_N)$ on the $i$-$j$ plane we obtain a graph that conveniently depicts the path.

The Forrester-Baxter models are parametrised by integers $p, p', a, b, c, L$ for which $1 \leq p < p'$ with $p$ and $p'$ coprime, $1 \leq a, b, c < p'$ with $c = b \pm 1$, $L \geq 0$ and $L \equiv (a - b) \mod 2$. For these, we consider the set $P_{a,b,c}^{p,p'}(L)$ of length $L$ paths $h$ for which $h_0 = a$, $h_L = b$ and $1 \leq h_i < p'$ for $0 \leq i \leq L$.\(^1\)

\(^1\) The values of $p$ and $c$ do not feature here, but they are used later to specify how the paths are weighted.
For $1 \leq k \leq p' - 1$, we refer to the region of the $i$-$j$ plane between $j = k$ and $j = k + 1$ as the $k$th band. Thus, when drawn on the $i$-$j$ plane, the paths from $P_{a,b,c}^{p,p'}(L)$ lie in the $p' - 2$ bands between $j = 1$ and $j = p' - 1$. For $1 \leq r < p$, we shade the $\lfloor rp'/p \rfloor$th band and refer to it as the $r$th odd band. Bands that are not odd bands are referred to as even bands. The band structure for the case $(p,p') = (3,8)$, along with a typical path, is shown in Fig. 1.

![Figure 1. Typical path with shaded bands.](image)

Below in Section 4, we will define a weight function on the set $P_{a,b,c}^{p,p'}(L)$ of paths. However, we first examine one of the simplest cases in detail. This special case leads to one of the most famous results in mathematics.

### 3. A special case

In this section, we will consider the case where $p = 2$, $p' = 5$, $a = b = 2$, $c = 3$ and $L \in 2\mathbb{Z}_{\geq 0}$. Our approach is a recasting of that described in [7]. The band structure appropriate to this case, and a particular path are shown in Fig. 2.

![Figure 2. Typical element of $P_{2,2,3}^{2,5}(14)$.](image)

For this section, we define the weight $wt(h)$ of a path $h \in P_{2,2,3}^{2,5}(L)$ by:

$$wt(h) = \sum_{i=1}^{L} i_{h_i \in \{1,4\}} \tag{1}$$

Then the weight of the path depicted in Fig. 2 is $4 + 6 + 9 + 12 = 31$.

For $h \in P_{2,2,3}^{2,5}(L)$ we say that there is a particle at position $i > 0$ if and only if $h_i \in \{1,4\}$. Thus $wt(h)$ is the sum of the positions of the particles in $h$.

The generating function for $P_{2,2,3}^{2,5}(L)$ is then defined by:

$$\chi_{2,2,3}^{2,5}(L) = \sum_{h \in P_{2,2,3}^{2,5}(L)} q^{wt(h)}. \tag{2}$$
Now, for \( n \geq 0 \), consider the subset \( \mathcal{P}^2_{2,2,3}(L)_n \) of \( \mathcal{P}^2_{2,2,3}(L) \) that comprises those paths having precisely \( n \) particles. It is easy to see that \( \mathcal{P}^2_{2,2,3}(L)_n \) has a unique element of minimal weight. It is the path \( h_{\text{min}} \) having particles at positions 1, 3, 5, \ldots, 2n − 1. Thus \( h_{\text{min}}^i = 2 \) when \( i \) is even, \( h_{\text{min}}^i = 1 \) for \( i \) odd and \( i < 2n \), and \( h_{\text{min}}^i = 3 \) for \( i \) odd and \( i > 2n \). For \( n = 3 \), the path \( h_{\text{min}} \) is shown in Fig. 3. Using (1), we obtain

\[
\text{wt}(h_{\text{min}}) = 1 + 3 + 5 + \cdots + (2n - 1) = n^2. \tag{3}
\]

Other elements of \( \mathcal{P}^2_{2,2,3}(L)_n \) can now be obtained from a sequence of local deformations of the path \( h_{\text{min}} \), with these deformations corresponding to a particle moving one position to its right. For instance, on moving the rightmost particle of the path given in Fig. 3 by a sequence of three steps, we obtain the paths given in Fig. 4. Note that it is possible to move this rightmost particle at most \( L - 2n \) steps and that with each step, the weight of the path increases by exactly one.

Having moved the rightmost particle, the next rightmost can be moved. For example, on moving the second particle in the final path of Fig. 4 by two steps, we obtain the two paths given in Fig. 5. Note that this second particle can move by at most the number of steps that the first particle has moved. This process continues with each of the particles moving at most as far as the previous. This process is akin to the movement of beads on the rungs of an abacus, as depicted in Fig. 6. Here the filled dots represent the particles and the unfilled dots represent
vacancies. We see that there are \( \binom{L-n}{n} \) configurations of the particles and vacancies. Moreover, since each movement of a particle by one step to the right increases the weight by one, we obtain:\(^2\)

\[
\sum_{h \in P_{2,2,3}^5(L)_n} q^{wt(h)} = q^{n^2} \left[ \frac{L-n}{n} \right]_q,
\]

where, as usual, the Gaussian polynomial \( \left[ \frac{A}{B} \right]_q \) is defined to be:

\[
\left[ \frac{A}{B} \right]_q = \begin{cases} 
\prod_{i=1}^{B} \frac{1 - q^{A-B+i}}{1 - q^i} & \text{if } 0 \leq B \leq A; \\
0 & \text{otherwise.}
\end{cases}
\]

By summing (4) over all values of \( n \geq 0 \), (2) yields:

\[
\chi_{2,2,3}^{2.5}(L) = \sum_{n=0}^{\infty} q^{n^2} \left[ \frac{L-n}{n} \right]_q.
\]

The expression for \( \chi_{2,2,3}^{2.5}(L) \) that has just been obtained is known as a fermionic expression. This is due to the interpretation in terms of particles which cannot occupy identical positions.

However, there exist other expressions for \( \chi_{2,2,3}^{2.5}(L) \). For example, it may be shown that:\(^3\)

\[
\chi_{2,2,3}^{2.5}(L) = \sum_{k \in \mathbb{Z}} (-1)^k q^{\frac{1}{2}k(5k+1)} \left[ \frac{L}{\frac{1}{2}(L-5k)} \right]_q.
\]

\(^2\) This relies on the fact that the generating function for weighted partitions in an \( M \times N \) box is given by \( \left[ \frac{M+N}{M} \right]_q \). This fact is proved in [3, Theorem 3.1].

\(^3\) First note that the path picture implies that \( \chi_{2,2,3}^{2.5}(L) = q^{L-1} \chi_{2,2,3}^{2.5}(L-2) + \chi_{2,2,3}^{2.5}(L-1) \) for \( L \in \mathbb{Z}_{>0} \) and \( \chi_{2,2,3}^{2.5}(0) = 1 \); and that \( \chi_{2,3,2}^{2.5}(L) = q^{L-1} \chi_{2,3,2}^{2.5}(L-2) + \chi_{2,2,3}^{2.5}(L-1) \) for \( L \in \mathbb{Z}_{>0} + 1 \) and \( \chi_{2,3,2}^{2.5}(1) = 1 \). These recurrence relations are then uniquely solved with both \( \chi_{2,2,3}^{2.5}(L) \) and \( \chi_{2,3,2}^{2.5}(L) \) given by the right side of (7).
Comparing (6) and (7) yields the identity (see [21] and [3, §9, Ex. 4]):

\[
\sum_{n=0}^{\infty} q^{n^2} \begin{pmatrix} L - n \\ n \end{pmatrix}_q = \sum_{k \in \mathbb{Z}} (-1)^k q^{\frac{1}{2} k(5k+1)} \left[ \frac{L}{\frac{1}{2}(L - 5k)} \right]_q,
\]

(8)

which, although we have only derived it here for even \( L \), holds for all \( L \geq 0 \). Taking the limit \( L \to \infty \) then yields:

\[
\sum_{n=0}^{\infty} q^{n^2} = \frac{1}{(q)_\infty} \sum_{k \in \mathbb{Z}} (-1)^k q^{\frac{1}{2} k(5k+1)},
\]

(9)

where \( (q)_1 = 1, (q)_n = \prod_{i=0}^{n-1} (1 - q^i) \) and \( (q)_\infty = \prod_{i=0}^{\infty} (1 - q^i) \). Note that the right side of this expression is a sum over terms of alternating sign. This is characteristic of a bosonic expression. (9) is then an example of a bosonic-fermionic identity.

By applying Jacobi’s triple product identity [16, eqn. (II.28)] to the right side of (9), we obtain the first of the celebrated Rogers-Ramanujan identities:

\[
\sum_{n=0}^{\infty} q^{n^2} = \prod_{n=1}^{\infty} \frac{1}{(1 - q^{5n-4})(1 - q^{5n-1})},
\]

(10)

As we will see below, the \( q \)-series given by either side of (9) or (10) is the Virasoro character \( \chi_{1,2}^{2,5} \). In the next section, we report on efforts to extend the above results to other Virasoro characters \( \chi_{r,s}^{p,p'} \).

4. The general case
For the case of general \( p, p', a, b, c \), the weight function for the paths is best specified in terms of an \((x, y)\)-coordinate system which is inclined at 45° to the original \((i, j)\)-coordinate system and whose origin is at the path’s initial point at \((i = 0, j = a)\). Specifically, \( x = \frac{1}{2}(i - j + a) \) and \( y = \frac{1}{2}(i + j - a) \). Note that at each step in the path, either \( x \) or \( y \) is incremented and the other is constant. In this system, the path depicted in Fig. 1 has its first few vertices at \((0, 1), (0, 2), (1, 2), (1, 3), (1, 4), (2, 4), (2, 5), (2, 6), \ldots \).

Now, for \( 1 \leq i \leq L \), we define the weight \( v_i = v(h_{i-1}, h_i, h_{i+1}) \) of the \( i \)th vertex according to its shape, the shading between \( h_1 \) and \( h_{i+1} \), and its \((x, y)\)-coordinate, as specified in Table 1 (the nature of the vertex at \( i = L \) is determined upon setting \( h_{L+1} = c \)). In this table, the bands highlighted with the \( \sim \) symbol can be either even or odd. We shall refer to those four types of vertices for which, in general, the weight is non-zero, as scoring vertices. The other four types

| Vertex | \( v_i \) |
|--------|-----------|
| \( x \) | 0 |
| \( y \) | 0 |
| 0 | \( v_i \) |
of vertices will be termed non-scoring. In Fig. 7, the path of Fig. 1 has been reproduced with each of its scoring vertices circled.

We now define:

\[ wt(h) = \sum_{i=1}^{L} v_i. \] (11)

To illustrate this procedure, consider again the path \( h \in P_{3,5,6}^{3,8}(26) \) depicted in Figs. 1 and 7. Using Table 1, the scoring vertices at \( i = 2, 3, 4, 8, 9, 12, 14, 15, 16, 17, 18, 19 \) and 26 lead to:

\[ wt(h) = 0 + 2 + 1 + 2 + 6 + 6 + 6 + 8 + 7 + 9 + 8 + 10 + 12 = 77 \]

The generating function \( \chi_{a,b,c}^{p,p'}(L) \) for the set of paths \( P_{a,b,c}^{p,p'}(L) \) is defined to be:

\[ \chi_{a,b,c}^{p,p'}(L; q) = \sum_{h \in P_{a,b,c}^{p,p'}(L)} q^{wt(h)}. \] (12)

Often, we drop the base \( q \) from the notation so that \( \chi_{a,b,c}^{p,p'}(L) = \chi_{a,b,c}^{p,p'}(L; q) \). The same will be done for other functions without comment.

We also define the set \( P_{a,b,c}^{p,p'}(L, m) \) to comprise those elements of \( P_{a,b,c}^{p,p'}(L) \) that have precisely \( m \) non-scoring vertices. The corresponding generating function is \( \chi_{a,b,c}^{p,p'}(L, m; q) = \sum_{h \in P_{a,b,c}^{p,p'}(L, m)} q^{wt(h)} \).

5. Vertex words and path manipulations
The vertex word \( w(h) \) of a path \( h \) is the word in the letters \( S \) and \( N \) corresponding to the sequence of scoring and non-scoring vertices in \( h \). The lengths of \( w(h) \) and \( h \) are thus equal. For example, for the path \( h \in P_{3,5,6}^{3,8}(26) \) depicted in Figs. 1 and 7, we have

\[ w(h) = NSSSNNSNSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSS
change corresponding to the local change \(SSN \rightarrow NSS\) in \(w(h)\), or vice-versa. It is easily checked that the corresponding altered path is also an element of \(P_{a,b,c}^{p,p'}(L)\). In addition, for the change \(SSN \rightarrow NSS\), the weight of the path increases by precisely 1.\(^4\)

As in Section 3, we then again have the analogy with beads moving on an abacus. Among all the paths obtained from \(h\) by consecutive particle movements, there is a unique path \(h_{\text{min}} \in P_{a,b,c}^{p,p'}(L)\) of minimal weight obtained by moving all particles as far to the left as possible. The generating function for this set of paths is then \(q^{wt(h_{\text{min}})} \left[ \frac{n+m}{n} \right]_q\), where \(n\) is the total number of particles, and \(m\) is the number of non-scoring vertices in \(h\) (or \(h_{\text{min}}\)).

In the case of the path \(h \in P_{a,b,c}^{3,8}(26)\) depicted in Fig. 7, \(n = 5, m = 13\) and

\[
w(h_{\text{min}}) = SSSSSSSSSNSNNNNNSNNNNNS.
\] (14)

Correspondingly, \(h_{\text{min}} \in P_{a,b,c}^{3,8}(26)\) here is given in Fig. 8.

\[\text{Figure 8. Typical } h_{\text{min}}.\]

Note that \(h_{\text{min}}\) begins with either \(2n\) (or \(2n+1\)) consecutive scoring vertices. We now define

the path \(h_{\text{cut}} \in P_{a,b,c}^{p,p'}(L - 2n, m)\) by removing the first \(2n\) vertices of \(h_{\text{min}}\). For the case of \(h_{\text{min}}\) depicted in Fig. 8, the resulting \(h_{\text{cut}}\) is shown in Fig. 9. Lemma A.1 shows that:

\[wt(h_{\text{cut}}) = wt(h_{\text{min}}) + n(L - n - m).\] (15)

\[\text{Figure 9. Typical } h_{\text{cut}}.\]

Our construction above has ensured that \(w(h_{\text{cut}})\) contains no consecutive pair \(SS\). Our next aim is to construct, from such a path \(h_{\text{cut}} \in P_{a,b,c}^{p,p'}(L', m)\), a path \(h_{sqz} \in P_{a',b',c'}^{p,p'}(m, 2m - L')\) for

\(^4\) Although not required here, an explicit description of the moves in terms of changes to the path may be found in [11, §2.3] or [23, §3.3].
certain $a', b'$ and $c'$ defined below, by shirking the features of the path. This is done by specifying that $w(h_{sqz})$ is obtained from $w(h_{cut})$ by removing the letter $N$ immediately preceding each letter $S$ (restrictions below will ensure that $w(h_{cut})$ does not begin with $S$). This is possible because, in passing from $h_{cut}$ to $h_{sqz}$, the reduction in the distance between scoring vertices is compatible with the reduced distance between odd bands in the underlying grid: nearest neighbour odd bands become separated by one fewer even bands. The map from the path $h_{cut} \in \mathcal{F}_{3,5,6}(16, 13)$ of Fig. 9 to the path $h_{sqz} \in \mathcal{F}_{2,3,4}(13, 10)$ given in Fig. 10 provides an example of this construction.

![Figure 10. Typical $h_{sqz}$.](image)

However, in some case, complications arise at the leftmost and rightmost extremities of the path. Here, we avoid these by imposing restrictions on the values of $a, b, c$.

To describe the restrictions, and to specify $a', b'$ and $c'$, define:

$$
\begin{align*}
    r_{b,c}^{p,p'} &= \left\lfloor \frac{pc}{p'} \right\rfloor + \frac{b - c + 1}{2}, \\
p_j^{p,p'} &= \left\lfloor \frac{(j + 1)p}{p'} \right\rfloor, \\
\beta_{a,b,c}^{p,p'} &= r_{b,c}^{p,p'} - p_j^{p,p'}.
\end{align*}
$$

First, we set $a' = a - \rho_a^{p,p'}$ and $b' = b - r_{b,c}^{p,p'}$. For $2 \leq j \leq p' - 2$, we designate $j$ as *intereven*, *interfacial* or *interodd* according to whether $[(j + 1)p/p'] - [(j - 1)p/p']$ is 0, 1 or 2 respectively. These cases correspond to $j$ being between two even bands, between an even and an odd band, and between two odd bands respectively. If $j$ is interfacial, then $p_j^{p,p'}$ gives the particular odd band that $j$ borders. The upper and lower bands of the underlying grid are even or odd depending on whether $p' > 2p$ or $p' < 2p$. Correspondingly, in these two cases, we designate $j \in \{1, p' - 1\}$ as *extraeven* or *extraodd*. Note that if $p' > 2p$ and $1 \leq j < p'$ then $j$ is either intereven, interfacial or extraeven.

For $a$, we restrict to the cases where $a$ and $a'$ are both extraeven, where $a$ and $a'$ are both interfacial, or where $a$ is interfacial and $a'$ is extraodd. It may be seen that these restrictions ensure that $w(h_{cut})$ does not start with the letter $S$. For $b$ and $c$, we restrict to the cases where $b$ and $b'$ are of the same nature (intereven, interfacial or extraeven), or where $b$ is interfacial and either $b'$ is interodd or extraodd. In the case where $b$ and $b'$ are of the same nature, we set $c' = c - r_{b,c}^{p,p'}$. In the other cases, we set $c' = b' + 1$ if $pb/p'< r$, and $c' = b - 1$ otherwise (this ensures that if $b$ and $c$ straddle the $r$th odd band, then so do $b'$ and $c'$).

In these restricted cases, it is easily checked that each symbol $S_x$ (resp. $S_y$) in $w^*(h_{cut})$ is immediately preceded by a $N_x$ (resp. $N_y$). Application of Lemma A.2 then shows that:

$$wt(h_{cut}) = wt(h_{sqz}) + \frac{1}{4}((L' - m)^2 - \beta^2),$$

where $\beta = \beta_{a,b,c}^{p,p'}$. With $L' = L - 2n$, Combining (15) and (17) yields $wt(h_{min}) = wt(h_{sqz}) + \frac{1}{4}((L - m)^2 - \beta^2)$.

The bijective nature of the three maps constructed above (taking into account the value of $n$ and the sequence of moves required to obtain $h$ from $h_{min}$) now leads to:

---

5 Some of these restrictions can be lifted after extending the constructions described here. These extensions and the ensuing complications are tackled to increasing degrees in [13, 14, 23].
Theorem 5.1 Let \( p' > 2p \). If \( a, b, c, \alpha', \beta' \) and \( c' \) are restricted as above then:

\[
\chi_{a,b,c}^{p',p}(L, m) = \sum_{n=0}^{\infty} q^{\frac{1}{4}((L-m)^2 - \beta^2)} \chi_{a',b',c'}^{p'-p}(m, 2m + 2n - L) \left[ \frac{m+n}{m} \right]_q.
\] (18)

We refer to this transformation between generating functions as a \( B \)-transform.

6. The \( D \)-transform

The \( D \)-transform maps a path \( h \in \mathcal{P}_{a,b,c}^{p,p'}(L, m) \) to a path \( h^{\text{dual}} \in \mathcal{P}_{a,b,c}^{p'-p,p'}(L, L - m) \). This map is defined by specifying that \( w(h^{\text{dual}}) \) is obtained from \( w(h) \) by exchanging each \( S \) for an \( N \) and vice-versa. Note that, since each band has changed parity, the shapes of \( h \) and \( h^{\text{dual}} \) are identical. For example, the \( D \)-transform maps the path \( h_{\text{sqz}} \in \mathcal{P}_{3,5}^{2,3,4}(13) \) given in Fig. 10 to the path \( h^{\text{dual}} \in \mathcal{P}_{2,5}^{1,3,1,2}(13) \) given in Fig. 11.

![Typical \( h^{\text{dual}} \)](image)

Lemma A.3 shows that \( wt(h^{\text{dual}}) = \frac{1}{4}(L^2 - (a - b)^2) - wt(h) \). This leads to:

Theorem 6.1

\[
\chi_{a,b,c}^{p',p}(L, m; q) = q^{\frac{1}{4}(L^2 - (a-b)^2)} \chi_{a,b,c}^{p'-p,p'}(L, L - m; q^{-1}).
\] (19)

Repeated use of the \( B \)- and \( D \)-transforms enables us to write a particular \( \chi_{a,b,c}^{p,p'}(L, m) \) in terms of simpler expressions. In fact, if we define \( s_0 \) and \( s_0' \) to be the smallest non-negative integers such that \( |p'_{s_0} - p_{s_0'}| = 1 \), then we can express \( \chi_{s_0,s_0,s_0+1}^{p,p'}(L, m) \) in terms of the trivial \( \chi_{1,1,2}^{1,3}(L, m) \).\(^6\) This latter generating function is easily seen to be given by:

\[
\chi_{1,1,2}^{1,3}(L, m) = q^{\frac{1}{4}L^2} \delta_{m,0}.
\] (20)

The sequence of \( B \)- and \( D \)-transforms that is used depends on the continued fraction of \( p'/p \).

7. Continued fractions

For \( p \) and \( p' \) coprime integers with \( 1 \leq p < p' \), we say that \([c_0, c_1, c_2, \ldots, c_n]\) is the continued fraction for \( p'/p \) if:

\[
\frac{p'}{p} = c_0 + \frac{1}{c_1 + \frac{1}{c_2 + \cdots + \frac{1}{c_{n-1} + \frac{1}{c_n}}}}.
\]

\(^6\) A minor extension of our definitions enables us to use the even simpler \( \chi_{1,1,2}^{1,3}(L, m) = \delta_{L,0} \delta_{m,0} \).
with $c_i \geq 1$ for $0 \leq i < n$, and $c_n \geq 2$.

We then define $t = c_0 + c_1 + \cdots + c_n - 2$ and also define:

$$t_k = -1 + \sum_{i=0}^{k-1} c_i,$$

for $0 \leq k \leq n + 1$. Then $t_{n+1} = t + 1$ and $t_n \leq t - 1$.

We now use these values to define a $t \times t$ matrix $C$, a $(t - t_1 - 1) \times (t - t_1 - 1)$ matrix $\overline{C}$, and a $t_1 \times t_1$ matrix $B$. First define $C_{ji}$ for $0 \leq i, j \leq t$ by, when the indices are in this range,

$$C_{ji} = \begin{cases} -1, & \text{if } j = k, k = 1, 2, \ldots, n; \\ 0, & \text{if } j < k \text{ otherwise}, \\ 1, & \text{if } j = k, k = 1, 2, \ldots, n. \\ 
\end{cases}$$

and set $C_{ji} = 0$ for $|i - j| > 1$. Also define $B_{ji} = \min\{i, j\}$ for $1 \leq i, j \leq t$. Then define the matrices:

$$C = \{C_{ji}\}_{0 \leq j < t, \ 0 \leq i < t}, \quad \overline{C} = \{C_{ji}\}_{t_1 + 1 \leq j < t, \ t_1 + 1 \leq i < t}, \quad B = \{B_{ji}\}_{1 \leq j \leq t_1}. $$

Note that $C$ and $\overline{C}$ are both tri-diagonal. The matrices $C$, $\overline{C}$ and $B^{-1}$ may be viewed as minor generalisations of Cartan matrices of type $A$.

We now obtain $\chi_{p',p,q}^{s_0,s_0+1}(L, m)$ by applying the following sequence of $B$- and $D$-transforms to the expression for $\chi_{1,1,2}^{1,3}(L, m)$ given in (20):

$$B^{a_0-1}DB_1DB_2 \cdots DB^{s-1}DB^{s-2}. $$

Having thus obtained $\chi_{p',p,q}^{s_0,s_0+1}(L, m)$, a final sum of all even $m$ yields the following result (the proof is detailed in [11]):

**Theorem 7.1** Let $1 \leq p < p'$ with $p$ and $p'$ coprime. If $L$ is even then:

$$\chi_{s_0,s_0,s_0+1}^{p,p'}(L) = \sum_{m \in (\mathbb{Z}_{\geq 0})^{t-1}} q^{\frac{1}{2} m^T C m - \frac{1}{4} L^2 \sum_{j=1}^{t-1} \left( m_j - \frac{1}{2} (C \hat{m})_j \right) \frac{1}{m_j}},$$

where the sum is over all vectors $m = (m_1, m_2, \ldots, m_{t-1})^T$, each of whose integer components is even, and where we set $\hat{m} = (L, m_1, m_2, \ldots, m_{t-1})^T$. Here, the components of $C \hat{m}$ are labelled by $0, \ldots, t - 1$.

8. Minimal model Virasoro characters

For $1 < p < p'$ with $p$ and $p'$ coprime, and $1 \leq r < p$ and $1 \leq s < p'$, the Virasoro character $\chi_{p,s}^{r,p'}$ is given by the following bosonic expression [9, 18, 10]:

$$\chi_{p,s}^{r,p'} = \frac{1}{(q)_{\infty}} \sum_{\lambda = -\infty}^{\infty} q^{\lambda^2 r p' + \lambda (p'r - p s) - q^{(\lambda p + r)(\lambda p' + s)}}. $$

The significance of our generating functions $\chi_{p,s}^{r,p'}(L)$ is that, if we set $r = \chi_{p,s}^{r,p'}$ (using (16)) then for $1 \leq r < p$,

$$\lim_{L \to \infty} \chi_{p,s}^{r,p'}(L) = \chi_{p,s}^{r,p'}(L),$$

assuming that $|q| < 1$.\footnote{As detailed in [11, 23], an explicit (bosonic) generating function for $\chi_{p,s}^{r,p'}(L)$ can be established, from which (26) readily follows.}
In view of (26), we can now derive fermionic expressions for the characters $\chi_{p,s}^{p',s'}_0$ by taking the $L \to \infty$ limit of the expressions for $\chi_{s_0,s_0,s_1+1}(L)$ given in Theorem 7.1. In the two cases $p = 2$ and $p > 2$, this yields:

**Theorem 8.1** If $k \geq 2$ then:

$$\chi_{1,k}^{2,2k+1} = \sum_{n \in \mathbb{Z}_{\geq 0}} q^{nT} Bn \frac{q^{nT} Bn}{(q)_{n_1} (q)_{n_2} \cdots (q)_{n_{k-1}}},$$

(27)

where $n = (n_1, n_2, \ldots, n_{k-1})^T$.

**Theorem 8.2** If $2 < p < p'$ with $p$ and $p'$ coprime then:

$$\chi_{r,s}^{p,p'}_{r,s} = \sum_{n \in \mathbb{Z}_{\geq 0}} q^{\tilde{n}^T \tilde{B}n + \frac{1}{2} \tilde{m}^T \tilde{C} \tilde{m}} \frac{1}{(q)_{m_{t+1}}} \prod_{j=1}^{t_1} \frac{1}{(q)_{m_j}} \prod_{j=t_1+2}^{t-1} \left[ m_j - \frac{1}{2}(\tilde{C} \tilde{m})_j \right]_q,$$

(28)

where $n = (n_1, n_2, \ldots, n_{t_1})^T$ and $\tilde{m} = (m_{t_1+1}, m_{t_1+2}, \ldots, m_{t-1})^T$, using which we define $\tilde{n} = (n_1, n_2, \ldots, n_{t_1} + \frac{1}{2} m_{t+1})^T$. Here, the components of $\tilde{C} \tilde{m}$ are labelled by $t_1 + 1, \ldots, t - 1$.

By equating the expressions given in Theorems 8.1 and 8.2 with the corresponding instances of (25) we obtain $q$-series identities of bosonic-fermionic type.

In addition, for certain cases, a product form is also available for $\chi_{r,s}^{p,p'}$ (see [23, §1.1] for more information).

For example, application of Jacobi’s triple product identity [16, eqn. (II.28)] to the expression for $\chi_{1,k}^{2,2k+1}$ given by (25) leads, via Theorem 8.1, to the following identities of Andrews and Gordon [1, 17]:

$$\sum_{n_1, n_2, \ldots, n_{k-1} \in \mathbb{Z}_{\geq 0}} q^{N_1^2 + N_2^2 + \cdots + N_{k-1}^2} \frac{1}{(q)_{n_1} \cdots (q)_{n_{k-1}}} = \prod_{n=1}^{\infty} \frac{1}{1 - q^n},$$

(29)

where $k \geq 2$ and $N_i = n_i + n_{i+1} + \cdots + n_{k-1}$ for $1 \leq i < k$. The Rogers-Ramanujan identity (10) is the case $k = 2$ here.

In addition, application of Watson’s quintuple product identity [16, ex. 5.6] to the expressions for $\chi_{1,k}^{3,3k+1}$ and $\chi_{1,k+1}^{3,3k+2}$ given by (25) leads, via Theorem 8.2, to the following two sequences of identities:

$$\sum_{n_1, n_2, \ldots, n_k \in \mathbb{Z}_{\geq 0}} q^{N_1^2 + N_2^2 + \cdots + N_{k-1}^2 + 2N_k^2} \frac{1}{(q)_{n_1} (q)_{n_2} \cdots (q)_{n_{k-1}} (q)_{n_k}} = \prod_{n=1}^{\infty} \frac{1}{1 - q^n},$$

(30)

(c.f. [12, eqn. (A.4)] and [8, eqns. (2.1) & (2.5)]), and

$$\sum_{n_1, n_2, \ldots, n_k \in \mathbb{Z}_{\geq 0}} q^{N_1^2 + N_2^2 + \cdots + N_{k-1}^2 + N_k^2} \frac{1}{(q)_{n_1} (q)_{n_2} \cdots (q)_{n_{k-1}} (q)_{n_k}} = \prod_{n=1}^{\infty} \frac{1}{1 - q^n},$$

(31)

(see [2]), where in both cases $k \geq 1$, and $N_i = n_i + n_{i+1} + \cdots + n_k$ for $1 \leq i \leq k$. 
9. Further results
In this talk, we have derived fermionic expressions for the characters $\chi^{p,p'}_{r_0,s_0}$ where $r_0$ and $s_0$ are dependent on $p$ and $p'$. Over the past 15 years, fermionic expressions for a gradually widening range of $\chi^{p,p}_{r,s}$ have been obtained (see [23, §1.1] for references). Recently, in [23], fermionic expressions for all Virasoro characters $\chi^{p,p'}_{r,s}$ have been obtained by extending the techniques presented in this talk. In general, these fermionic expressions are sums over terms similar to those appearing on the right side of (28). Intriguingly, as exhibited in [6, 14], only one such term occurs if and only if $s$ (or $p' - s$) and $r$ are respectively a Takahashi length and a truncated Takahashi length [22] associated with the continued fraction of $p'/p$.
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Appendix A
Knowledge of $w(h)$ alone is not sufficient to determine the weight $wt(h)$ of a path $h$. Instead, we can use the augmented vertex word $w^{*}(h)$ obtained from $w(h)$ by appending $x$ or $y$ to each letter in $w(h)$ depending on the direction of the path immediately preceding the corresponding vertex in $h$. For example, for the path $h \in P_{3,5,6}^{3,8}(26)$ depicted in Fig. 7, we have:

$$w^{*}(h) = N_yS_yS_xS_yN_yN_xS_yS_xN_xS_xS_yS_yS_yS_yS_yN_yN_xN_xN_yN_yN_yS_y.$$  (A.1)

The definition of the weight given in (11) then implies that:

$$wt(h) = \#\{N_x \cdots S_y\} + \#\{S_x \cdots S_y\} + \#\{N_y \cdots S_x\} + \#\{S_y \cdots S_x\},$$  (A.2)

where the symbol $\#\{A \cdots B\}$ denotes the number of pairs $A, B$ of subscripted letters in $w^{*}(h)$ with $A$ to the left of $B$.

Lemma A.1 If the leftmost length $2n$ subword of $w^{*}(h^{\text{min}})$ is $S_xS_yS_xS_y \cdots S_xS_y$ or $S_yS_xS_yS_x \cdots S_yS_x$, and $w^{*}(h^{\text{cut}})$ is obtained from $w^{*}(h)$ by removing this subword, then:

$$wt(h^{\text{min}}) = wt(h^{\text{cut}}) + n(L - n - m),$$  (A.3)

where $L$ is the length of $h$ and $m$ the number of its non-scoring vertices.

Proof: Since the two cases are very similar, we only consider the case where $w^{*}(h^{\text{min}})$ begins with $S_x$. Consider the change in the right side of (A.2) in passing from $w^{*}(h^{\text{min}})$ to $w^{*}(h^{\text{cut}})$. From $S_x$ and $S_y$ amongst the first $2n$ subscripted letters, $\#\{S_x \cdots S_y\}$ loses $1 + 2 + \cdots + n = (n+1)/2$ contributions, and $\#\{S_y \cdots S_x\}$ loses $0 + 1 + \cdots + (n - 1) = n(n - 1)/2$ contributions. Apart from the first $2n$ subscripted letters, $w^{*}(h^{\text{min}})$ contains $L - 2n - m$ symbols $S_y$ or $S_x$. The contribution from each of these symbols $S_x$ to $\#\{S_y \cdots S_x\}$ decreases by $n$; and likewise the contribution from each of these symbols $S_y$ to $\#\{S_x \cdots S_y\}$ decreases by $n$. Eqn. (A.3) follows.

In the following two proofs, we let $\#S_x$ be the number of symbols $S_x$ in $w^{*}(h)$ etc.,

Lemma A.2 Let $h \in P_{a,b,c}^{p,p'}(L, m)$ be such that there are no consecutive pairs $SS$ in $w(h)$. If $h^{\text{sqp}} \in P_{a,b,c}^{p,p'}(m, 2m - L)$ is such that $w^{*}(h^{\text{sqp}})$ is formed from $w^{*}(h)$ by removing a symbol $N_x$ immediately preceding each symbol $S_x$, and removing a symbol $N_y$ immediately preceding each symbol $S_y$, then:

$$wt(h^{\text{sqp}}) = wt(h) - \frac{1}{4}((L - m)^2 - \beta^2),$$  (A.4)

where $\beta = \beta_{a,b,c}^{p,p'}$. 
Proof: In passing from $h$ to $h^{\text{dual}}$, (A.2) shows that the weight is reduced by the total number of pairs $S_x$ and $S_y$ in $w^*(h)$. Therefore:

$$\wt(h) - \wt(h^{\text{dual}}) = \#S_x \#S_y = \frac{1}{4}(\#S_x + \#S_y)^2 - (\#S_x - \#S_y)^2).$$

Since $\#S_x + \#S_y = L - m$, the lemma is proved if it can be shown that $\#S_y - \#S_x = \beta$. We do this using induction on path length.

Consider a path $h^\dagger \in \mathcal{P}_{a,b',c'}(L)$ and let $c^\dagger = c^\dagger \pm 1$. Define $h^\dagger_i \in \mathcal{P}_{a,c_i,c_i}(L+1)$ by $h_{L}^\dagger = h_{L}^\dagger$ for $0 \leq i \leq L$ and $h_{L+1}^\dagger = c^\dagger$. Let $\#S^u_i$ and $\#S^v_i$ be the number of symbols $S_x$ and $S_y$ in $w(h^\dagger)$, and define $\#S^u_i$ and $\#S^v_i$ correspondingly. With $\Delta \sigma = (\#S^u_i - \#S^v_i) - (\#S^v_i - \#S^u_i)$ and $\Delta r = r_{b',c}^p - r_{b',c}^{p'} = [c^{u} p/p'] - [c^{v} p/p'] + (2c^1 - b^1 - c^1)/2$, we claim that $\Delta \sigma = \Delta r$. To show this, consider the nature of the $(L + 1)$th vertex of $h^\dagger$. The eight possible cases are those considered in Table 1. In the top left case, we have $\Delta \sigma = 1$. Since $c^1 = b^1 + 1$ and $c^3 = b^3 + 2$, we also have $\Delta r = 1$ establishing the claim in this case. For the bottom left case, we obtain $\Delta \sigma = 0 = \Delta r$ as required. In the third case on the top row, $\Delta \sigma = 0$, and since $c^1 = b^1 + 1$ and $c^3 = b^3 + 2$, also $\Delta r = 0$. For the third case on the bottom row, we obtain $\Delta \sigma = 1 = \Delta r$ as required. The other four cases follow similarly. Since $\beta_{a,b',c^1} - \beta_{a,b',c^3} = \Delta r$, the induction step is complete, and the lemma is proved.

Lemma A.3 For $h \in \mathcal{P}_{a,b,c}^p(L)$, let $h^{\text{dual}}$ be such that $w^*(h^{\text{dual}})$ is obtained from $w^*(h)$ by replacing each $S_x$, $S_y$, $N_x$ and $N_y$ by $N_x$, $N_y$, $S_x$ and $S_y$ respectively. Then:

$$\wt(h^{\text{dual}}) = \frac{1}{4}(L^2 - (a - b)^2) - \wt(h).$$

Proof: With $\wt(h)$ given by (A.2), $\wt(h^{\text{dual}})$ is given by the same expression with the symbols $S$ and $N$ interchanged. Thus each pair of symbols in $w^*(h)$ that have different subscripts contributes to exactly one of $\wt(h)$ or $\wt(h^{\text{dual}})$. Thus $\wt(h) + \wt(h^{\text{dual}})$ is the number of such pairs, which is given by:

$$(\#S_x + \#N_x)(\#S_y + \#N_y) = \frac{1}{4}((\#S_x + \#N_x + \#S_y + \#N_y)^2 - (\#S_x + \#N_x - \#S_y - \#N_y)^2).$$

Since $L = \#S_x + \#N_x + \#S_y + \#N_y$ and $a - b = \#S_x + \#N_x - \#S_y - \#N_y$, this immediately yields (A.5). 
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