The effect of phase string on single-hole dynamics in two-leg Hubbard ladder
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Optical measurements in doped Mott insulators have discovered the emergence of spectral weights at mid-infrared (MIR) upon chemical- and photo-doping. MIR weights may have a relation to string-type excitation of spins, which is induced by a doped hole generating miss-arranged spins with respect to their sublattice. There are two types of string effects: one is $S^z$ string that is repairable by quantum spin flips and the other is phase string irreparable by the spin flips. We investigate the effect of $S^z$ and phase strings on MIR weights. Calculating the optical conductivity of single-hole Hubbard and $t$-$J$ models on two-leg ladders by using time-dependent Lanczos and density-matrix renormalization group, we find that phase strings make a crucial effect on the emergence of MIR weights as compared with $S^z$ strings. Our findings indicate that a mutual Chern-Simons gauge field acting between spin and charge degrees of freedom, which is the origin of phase strings, is significant for obtaining MIR weights. Conversely, if we remove this gauge field, no phase is picked up by a doped hole. As a result, a spin-polaron accompanied by a local spin distortion emerges and a quasiparticle with a cosine-like energy dispersion is formed in single-particle spectral function. Furthermore, we suggest a Floquet engineering to examine the phase-string effect in cold atoms.

I. INTRODUCTION

After the discovery of the high-temperature superconductivity in cuprate materials, the ground and excited states of hole-doped Mott insulators have been extensively investigated both theoretically and experimentally [1, 2]. Nevertheless, we have a long-standing mystery on the fundamental nature of the hole-doped two-dimensional Hubbard model, for example, superconducting correlations [3]. Even if we restrict ourselves to a single-hole problem, there has been a lot of theoretical debates on the nature of the hole surrounded by antiferromagnetic (AFM) spins [4–11]. There is only few that is exactly known such as the emergence of the Nagaoka ferromagnetic state [12, 13] in the strong-coupling limit.

Optical measurements have provided important information on the nature of the hole-doped Mott insulators [2, 14, 15]. The most striking feature of charge dynamics emerging in the optical conductivity is dynamical spectral-weight transfer upon chemical- and photo-doping. Especially, spectral weights at mid-infrared (MIR) are sensitive to dimensionality: the enhancement of the weights at MIR has found in two dimensions, while that has not in one dimension. In fact, MIR spectral weights have been observed in two-dimensional high-temperature superconducting material La$_2$−$x$Sr$_x$CuO$_4$ [16] and two-leg ladder material Sr$_{14}$−$x$Ca$_x$Cu$_{24}$O$_{41}$ [17]. Theoretically, MIR weights have been studied in the Hubbard [18, 19] and $t$-$J$ [20–23] models in two dimensions. MIR weights are expected to contain essential information on the dynamical properties of holes in the two-dimensional Mott insulators.

A hole moving in AFM spin background creates miss-arranged spins with respect to their sublattice and consequently induce string-type excitation of spins. MIR weights may have a relation to string structures. However, it is unclear how MIR weights actually are related to string excitations that are the result of a complex process due to spin-charge coupling. If a hole moves in an AFM state, it leaves traces of spin mismatches with sub-lattice magnetization, which is called $S^z$ strings. If strings consist only of $S^z$ strings, which corresponds to the Ising limit, holes are bound to their original position [4, 5] by a linear potential proportional to $J_{z}^{2/3}$, where $J_z$ is an Ising component of spin-exchange interaction. The $S^z$ strings were later realized [6–9] to be relaxed by quantum spin flips once a transverse component of spin-exchange interaction $J_{\perp}$ is introduced. If spin mismatch generated by the hopping of the hole is repairable by quantum spin flips, a hole becomes a mobile object. As a result, the mobile hole carries a local spin distortion called spin polaron, which behaves as a quasiparticle with a nonzero spectral weight. However, this spin-polaron picture is inadequate to describe a hole surrounded by AFM spins, since the hole picks up a nontrivial $U(1)$ phase when it hops in an AFM spin background. This phase generates another type of strings, that is, $S^\pm$ strings caused by transverse spin component, which are regarded as phase strings [24–28]. It is irreparable by quantum spin flips in contrast to the $S^z$ strings. It has been further proposed that phase strings, instead of $S^z$ strings, are responsible for an intrinsic self-localization of the injected hole in two dimensions [29]. To investigate string structures in the Mott insulators, highly-controlled quantum simulations in cold atoms have recently been proposed [30–33].

In this paper, we demonstrate how much $S^z$ and phase strings contribute to MIR weights. We calculate the optical conductivity of the Hubbard and $t$-$J$ model by using time-dependent Lanczos and density-matrix renormalization group methods. We focus on the Mott insulators with a single hole and consider two-leg ladders, which are known to show MIR spectral weights [17, 34].
Turning on and off the effect of phase strings, we examine how they contribute to MIR weights. We find that phase strings play an essential role in MIR weights. MIR weights are crucially suppressed for both the Hubbard and $t$-$J$ models if we remove phase strings. Although $S^z$ strings also contribute to MIR weights, its contribution is smaller than phase strings. We consider that this is because $S^z$ strings can be self-healed via quantum spin flips, while phase strings are not reparable. Our findings suggest that a mutual Chern-Simons gauge field, which flips, while phase strings are not reparable. Our findings is smaller than phase strings. We consider that this is because $S^z$ strings can be self-healed via quantum spin flips, while phase strings are not reparable. Our findings suggest that a mutual Chern-Simons gauge field, which is an elementary force between spin and charge in the phase string theory [25, 35], is significant for obtaining MIR weights. This indicates that a hole does not pick up a $U(1)$ phase when moving in AFM spin background if we remove this gauge field. As a result, we can characterize a doped hole surrounded by AFM spins via a spin-polaron quasiparticle, which has a cosine-like energy dispersion in the single-particle spectral function.

This paper is organized as follows. We introduce the phase string theory in Sec. II, which detects the essence of the mutual relationship between holon/ doublon and spinon in the doped Mott insulators. In Sec. III, we introduce the Hamiltonians, where we can switch off phase strings. Then, we can investigate the phase-string effect in the optical conductivity of the hole-doped Hubbard and $t$-$J$ models on two-leg ladders in Sec. IV. We demonstrate that phase strings play a significant role in MIR weights. Besides, we confirm that the removal of phase strings induces a spin polaron in the Mott insulators. We propose the use of Floquet engineering in cold atoms to reduce the effect of phase strings in Sec. V. Finally, we give a summary of the present work in Sec. VI. Note that in this paper, we set the light velocity $c$, the elementary charge $e$, the Dirac constant $\hbar$, and the lattice constant to be 1.

II. PHASE STRING THEORY

The slave-boson and slave-fermion mean-field theories are known as the most popular approaches to describe the hole-doped Mott insulators in the strong coupling limit. In the slave-boson mean-field theory, we treat the spinons as fermions. There have been a lot of proposals [36–38] of mean-field theories based on the slave boson. However, there is an inherent problem that this approach does not yield correct AFM correlations at small doping. This comes from treating spinons as fermions. Exchanging two same spins gives rise to the sign change of wave function due to the fermionic statistics. Those redundant and unphysical signs of wave function do not matter if we enforce a strict no-double occupancy constraint. Once the constraint is relaxed to make a mean-field approximation, the treatment of the signs gives a tricky problem of an overall underestimate of AFM correlation.

From the viewpoint of the Marshall sign rule [39], which gives an exact description of the ground state of magnetic state at half-filling, a bosonic description of spinons is more natural, where no extra sign is introduced due to the statistics of bosons. A variational wave function based on the bosonic resonating-valence-bond picture [40] based on the slave-fermion mean-field theory [7, 41–43] gives an accurate ground-state energy [44]. However, the slave-fermion approach fails to describe the ground state away from half-filling.

The fails of these mean-field approaches to the hole-doped Mott insulator imply that doped holes give a singularity that makes the problem beyond description by mean field. One of the most striking doping effects is the emergence of phase strings [24–28], which come from spin mismatches due to the hopping of doped holes that cannot be completely repaired through quantum spin flips.

Following Ref. [45], we consider the slave-fermion representation of the Hubbard model

$$\mathcal{H} = \mathcal{H}^T + \mathcal{H}^I$$

with

$$\mathcal{H}^T = -t_h \sum_{\langle i,j \rangle, \sigma} \left[ c_{i,\sigma}^\dagger c_{j,\sigma} + \text{H.c.} \right],$$

$$\mathcal{H}^I = U \sum_j \hat{n}_{j,\uparrow}\hat{n}_{j,\downarrow},$$

where $c_{i,\sigma}$ is the creation operator of an electron with spin $\sigma(=\uparrow, \downarrow)$ at site $i$ and $n_{i,\sigma} = c_{i,\sigma}^\dagger c_{i,\sigma}$. $(i, j)$ indicates a nearest-neighbor pair of sites. $t_h$ and $U$ are the nearest-neighbor (NN) hopping and on-site Coulomb interaction, respectively. H.c. is the abbreviation of Hermite conjugate. In the standard slave-fermion formalism, $c_{i,\sigma}$ is written as

$$c_{i,\sigma} = (-\sigma)^i (h_i^\uparrow b_{i,\sigma} + \sigma h_i^\downarrow b_{i,-\sigma}^\dagger),$$

where $h_i^\sigma$ is fermionic holon creation operator, $d_i$ is fermionic doublon annihilation operator, and $b_{i,\sigma}$ is spinon annihilation operator treated as (Schwinger) boson. Note that the staggered phase factor $(-\sigma)^i$ is introduced to explicitly take into account the Marshall sign. There is a constraint on physical Hilbert space as

$$h_i^\uparrow h_i + d_i^\dagger d_i + b_{i,\uparrow}^\dagger b_{i,\uparrow} + b_{i,\downarrow}^\dagger b_{i,\downarrow} = 1.$$ With the slave-fermion representation, we obtain

$$\mathcal{H}^T = -t_h \sum_{\langle i,j \rangle} \left[ \hat{P}_{i,j} + S_{i,j}^\dagger - \hat{S}_{i,j}^\uparrow \right] + \text{H.c.},$$

$$\mathcal{H}^I = U \sum_j d_j^\dagger d_j,$$

where

$$\hat{P}_{i,j} = \sum_{\sigma} (b_{i,\sigma}^\dagger b_{j,-\sigma}^\dagger h_j d_j + b_{j,\sigma}^\dagger b_{i,-\sigma}^\dagger h_i d_i)$$

creates a spinon pair and annihilates holon and doublon pair and

$$\hat{S}_{i,j}^\sigma = b_{i,\sigma}^\dagger b_{j,\sigma} h_i^\sigma h_{i,d} + b_{i,\sigma}^\dagger b_{j,\sigma}^\dagger d_i^\dagger d_i.$$
swaps a holon/doublon with a spinon with spin $\sigma$.

We span the Hilbert space with the basis \{\(\{\alpha\} = d_i^\dagger \cdots h_{m_i}^\dagger \cdots b_{i_{1,\uparrow}}^\dagger \cdots b_{j_{1,\downarrow}}^\dagger \cdots |0\}\). Here, the constraint Eq. (5) is always satisfied. Making a high-temperature expansion to all orders and inserting completeness \(\sum_\alpha \langle \alpha | \alpha \rangle = 1\), the partition function is given as

\[
Z = \text{Tr} e^{-\beta H} = \sum_{n=0}^\infty \frac{\beta^n}{n!} \sum_{\alpha_i} \prod_{i=0}^{n-1} \langle \alpha_{i+1} | (-\mathcal{H}) | \alpha_i \rangle
\]  
(10)

with \(|\alpha_0\rangle = |\alpha_0\rangle\). Here, \(\beta\) is inverse temperature. Then, the partition function is represented as a summation of a closed paths \(c\)'s as

\[
Z = \sum_c (-1)^N[c] W_c[c],
\]
(11)

where \(W_c[c]\) is a positive-definite weight (see Appendix of Ref. [45] for detail). The sign factor is given by

\[
N[c] = N_{h,k}^h[c] + N_{d,k}^d[c] + N_{h,k}^d[c] + N_{d,k}^h[c].
\]
(12)

\(N_{h(k)}^{(d)}[c]\) denotes the total number of the holon-holon (doublon-doublon) exchange on a path \(c\) and \(N_{h(k)}^{(d)}[c]\) the total number of the holon-\(\downarrow\) spin exchange on a path \(c\). If there is only one holon (doublon) in the Mott insulator, a holon (doublon) does not exchange with another holon (doublon), giving rise to \(N_{h(k)}^{(d)}[c] = 0\), i.e. \(N[c] = N_{h,k}^h[c] + N_{d,k}^d[c]\). Note that the number of exchange between holon and doublon is always even on a path \(c\) and \(N_{h(k)}^{(d)}[c]\) does not contribute to \(N[c]\). In the limit of \(U/t_h \gg 1\), doubly-occupied sites vanish giving rise to \(N[c] = N_{h,k}^h[c]\), which is realized in the one-hole doped \(t-J\) model. \((-1)^N[c]\) is regarded as a generalized Berry’s phase for a state \(|\alpha\rangle\) adiabatically moving on a given path \(c\). We should embed this fluctuating phase in the wave function ansatz as \textit{a priori} in constructing variational and mean-field states. The phase string theory gives this type of treatment of holon/doublon and spinon. Then, the elementary force between holon/doublon and spinon is mediated by a mutual Chern-Simons gauge fields, while it is mediated by \(U(1)\) [46] or \(SU(2)\) [47, 48] gauge field in the slave-boson approach. Controlling the strength of the gauge field, dynamical quantities such as optical conductivity [49] and dynamical spin susceptibility [50, 51] of the \(t-J\) model have been examined in the phase string theory. Within the mean-field approximation, a holon propagator evaluated by calculating the average of the phase string on all possible paths \(c\)'s shows an exponential decay in space giving rise to localization phenomenon [52]. It is fundamentally different from the power-law decay in space expected when the hole behaves like a well-defined quasiparticle.

Combining the phase string theory with a nonperturbative numerical technique such as DMRG gives essential information on mutual relationship between holon/doublon and spinon in the hole-doped Mott insulators. For example, the self-localization of a hole in the Mott insulators is a longstanding controversial problem. The study combining the phase string theory with DMRG has suggested the emergence of self-localization in the even- and odd-leg \(t-J\) ladders [29]. Besides, the effect of phase strings on superconducting pair correlations has been investigated in the \(t-J\) model [53]. Transforming the Hamiltonian to turn on and off the phase strings, we can examine the role of string structures in the Mott insulators with nonperturbative numerical methods.

### III. Model Hamiltonians

If we change the sign of hopping involving the exchange of a holon/doublon and a \(\downarrow\) spin accompanied by \(\hat{S}_{i,j}^\uparrow\) in Eq. (6), we can cancel out phase strings. After applying such manipulation, the Hamiltonian of the phase-string-removed Hubbard model is written as [54, 55]

\[
\mathcal{H}_t = \mathcal{H}_t^T + \mathcal{H}_l
\]
(13)

with

\[
\mathcal{H}_t^T = -t_h \sum_{(i,j),\sigma} \left[ e_{i,\sigma} c_{j,\sigma} (\sigma \hat{P} + \hat{Q} + \text{H.c.} \right],
\]
(14)

where \(\hat{P}\) is a projection operator onto hopping processes involving the exchanges between a \(\sigma\)-spin with a holon or doublon, \(\hat{Q}\) is a projection operator onto hopping processes involving exchange between singly-occupied sites and exchange between a holon and a doublon, and \(\sigma = 1\) (-1) is a spin-dependent sign corresponding to \(\uparrow\) (\(\downarrow\)) spin.

The removal of phase strings is also done by introducing the transformation of an operator called \(U(1)\) nonlinear (NL) transformation as

\[
e_{j,\uparrow} U(1)_{NL} c_{j,\uparrow},
\]
(15)

\[
e_{j,\downarrow} U(1)_{NL} c_{j,\downarrow}(-1)^j \left[ e_{j,\downarrow} (1 - \hat{n}_{j,\downarrow}) - e_{j,\uparrow} \hat{n}_{j,\uparrow} \right]
\]
(16)

Since we obtain

\[
e_{i,\uparrow} U(1)_{NL} c_{i,\uparrow},
\]
(17)

\[
e_{i,\downarrow} U(1)_{NL} c_{i,\downarrow} - (1 - \hat{n}_{i,\uparrow}) e_{i,\uparrow} c_{i,\downarrow} (1 - \hat{n}_{j,\uparrow})
\]
(18)

\[
\hat{n}_{i,\sigma} U(1)_{NL} \hat{n}_{i,\sigma}
\]
(19)
for the bipartite lattice, the phase-string-removed Hamiltonian $\mathcal{H}$ is rewritten by introducing

$$\mathcal{H}_t = -t_h \sum_{\langle (i,j), \sigma \rangle} \left[ e^{i \mathcal{A}_{i,j}^\sigma c_{i,\sigma}^\dagger c_{j,\sigma} + H.c.} \right] + U \sum_j \hat{n}_{j,\uparrow} \hat{n}_{j,\downarrow}$$

(20)

with

$$\mathcal{A}_{i,j}^\sigma = \phi^\sigma (\hat{n}_{i,\uparrow} + \hat{n}_{j,\uparrow} + 1),$$

(21)

where we take $(\phi^\uparrow, \phi^\downarrow) = (0, \phi)$. Unless otherwise noted, we use $\phi = \pi$, by which the phase-string effect is completely removed. $\mathcal{A}_{i,j}^\sigma$ is interpreted as the gauge field that cancels out the Aharonov-Bohm phases arising from a flux bounded to down spins. Note that the $U(1)$ transformation does not have local gauge symmetry for $\mathcal{H}$ when $t_h \neq 0$ [56].

Using the Schrieffer-Wolf transformation, we obtain the $t$-$J$ model as an effective model in the strong coupling limit denoted as

$$\mathcal{H}_{tJ}^\pi = -t_h \sum_{\langle (i,j), \sigma \rangle} \left[ \tilde{c}_{i,\sigma}^\dagger \tilde{c}_{j,\sigma} + H.c. \right] + J \sum_{\langle (i,j) \rangle} \mathbf{S}_i \cdot \mathbf{S}_j$$

(22)

$$\mathcal{H}_{tJ}^\sigma = -t_h \sum_{\langle (i,j), \sigma \rangle} \sigma \left[ \tilde{c}_{i,\sigma}^\dagger \tilde{c}_{j,\sigma} + H.c. \right] + J \sum_{\langle (i,j) \rangle} \mathbf{S}_i \cdot \mathbf{S}_j$$

(23)

with $\tilde{c}_{j,\sigma} = c_{j,\sigma} (1 - \hat{n}_{j,\uparrow} - \hat{n}_{j,\downarrow})$ and $J = 4t_h^2/U$. The $U(1)_{\text{NL}}$ transformation is a generalization of the transformation $\tilde{c}_{j,\uparrow} \rightarrow e^{i \alpha \sigma} \tilde{c}_{j,\uparrow}$ given for the $t$-$J$ model [53] to remove the phase-string effect. For the Hubbard model, charge fluctuations in the upper Hubbard band should be additionally considered to remove phase strings.

We note here that the Hamiltonian Eq. (20) is regarded as that of a generalized Schulz-Shastry model $\mathcal{H}_{\text{SS}}$ if $\phi^\sigma$ is taken as a free parameter [57, 58]. If we take $(\phi^\uparrow, \phi^\downarrow) = (0, \phi) [(\phi^\uparrow, \phi^\downarrow) = (\phi, -\phi)]$, $\mathcal{H}_{\text{SS}}$ is reduced to $\mathcal{H}_t$ ($\mathcal{H}_{\text{SS}}$), where $\mathcal{H}_{\text{SS}}$ is the Hamiltonian of the Schulz-Shastry model [59, 60]. The Schulz-Shastry model, where particles of one spin orientation give rise to an effective Aharonov-Bohm flux acting on the other species, is also known as a specific case of the two-component anyon-Hubbard model [61]. $\mathcal{H}_{\text{SS}}$ in one-dimensional chain is known as an integrable model. Absorbing the spin-dependent correlated hopping into a twisted boundary condition [62] with a unitary transformation $\mathcal{U} = U_2 U_1$, where

$$U_1 = \exp \left( i \sum_{l=0}^{L-1} \phi [\hat{n}_{l,\uparrow} + \hat{n}_{l,\downarrow} - \hat{n}_{l,\uparrow} \hat{n}_{l,\downarrow}] \right) \quad \text{and} \quad U_2 = \prod_{l=0}^{L-1} \exp \left( \frac{2i \alpha (\hat{n}_{l,\uparrow} - \hat{n}_{l,\downarrow})}{L} \right)$$

with $N_{\sigma} = \sum_j \hat{n}_{j,\sigma}$, the problem is reduced to solving the Schrödinger equation of the usual Hubbard model. However, in the case of $\mathcal{H}_t$, we cannot obtain a solvable Schrödinger equation by the Bethe ansatz.

$\mathcal{H}_t^\sigma$ is also represented by explicitly introducing correlated hopping as

$$\mathcal{H}_t^\sigma = - \sum_{\langle (i,j), \sigma \rangle} \left\{ t^\sigma c_{i,\sigma}^\dagger c_{j,\sigma} + \Delta t^\sigma \left[ \hat{n}_{i,\uparrow} - \hat{n}_{j,\uparrow} \right] + 2t_{\text{ex}} c_{i,\sigma}^\dagger c_{j,\sigma} \hat{n}_{j,\uparrow} + H.c. \right\}$$

(24)

with $t^\sigma = \sigma t_h$, $\Delta t^\sigma = (\sigma - 1)t_h$, and $t_{\text{ex}}^\sigma = \Delta t^\sigma$. When the correlated hopping is introduced, the Hartree-Fock approximation is given as [63-68]

$$\hat{n}_{i,\uparrow} c_{i,\sigma}^\dagger c_{j,\sigma} + \hat{n}_{i,\uparrow} \hat{n}_{j,\uparrow}$$

$$\simeq (\hat{n}_{i,\uparrow} + \hat{n}_{j,\uparrow}) c_{i,\sigma}^\dagger c_{j,\sigma} + (\hat{n}_{i,\uparrow} + \hat{n}_{j,\uparrow}) I_{\sigma},$$

(25)

$$\hat{n}_{i,\uparrow} c_{i,\sigma}^\dagger c_{j,\sigma} \hat{n}_{j,\uparrow}$$

$$\simeq (\hat{n}_{i,\uparrow} \hat{n}_{j,\uparrow} - I_{\sigma}^2) c_{i,\sigma}^\dagger c_{j,\sigma} - 2I_{\sigma} I_{\sigma} c_{i,\sigma}^\dagger c_{j,\sigma},$$

(26)

where $n_{j,\sigma} = \langle \hat{n}_{j,\sigma} \rangle$ and $I_{\sigma} = \langle \hat{c}_{\sigma}^\dagger \hat{c}_{\sigma} \rangle$. Then, we obtain

$$\mathcal{H}_t^\sigma \simeq - \sum_{\langle (i,j), \sigma \rangle} \left\{ t_{\text{eff}}^\sigma c_{i,\sigma}^\dagger c_{j,\sigma} + H.c. \right\} + \sum_{i,\sigma} M_i^\sigma \hat{n}_{i,\sigma},$$

(27)

where the effective hopping $t_{\text{eff}}^\sigma = t^\sigma b^\sigma$ with the bandwidth factor $b^\sigma$ given by

$$b^\sigma = 1 - \frac{\Delta t^\sigma}{t^\sigma} (n_{i,\uparrow} + n_{j,\uparrow})$$

$$+ \frac{2t_{\text{ex}}^\sigma}{t^\sigma} (n_{i,\uparrow} n_{j,\uparrow} - I_{\sigma}^2 - 2I_{\sigma} I_{\sigma}).$$

(28)

The effective molecular field $M_i^\sigma$ is given as

$$M_i^\sigma = 2z \Delta t^\sigma I_{\sigma} - 4t_{\text{ex}}^\sigma I_{\sigma} \sum_{j \in \text{NN}(i)} n_{j,\sigma}$$

(29)

for the NN sites $i$ and $j$. According to the approximated Hamiltonian Eq. (27), we can remove phase strings by introducing (i) a spin-dependent bandwidth factor by $b^\sigma$ and (ii) a potential $M_i^\sigma$ acting only on down spin, which cancels out the sign structure hidden in the Hubbard model.

More generally, correlated hoppings are introduced if we consider a strong electron-boson coupling in the antiadiabatic limit of an infinite boson frequency [69-71] via the Lang-Firsov transformation [72]. In such a case, a polaron quasiparticle picture gives a good description of the system [69]. Based on a spin-polaron picture, a bubble of polarized spins called the Nagaoka polaron forms around the hole while the staggered magnetic order realizes further away from the hole [12]. Although we expect this picture to hold for large $U$ [73], the removal of phase strings via spin-dependent correlated hopping as shown in Eq. (24) makes a spin-polaron picture valid even when $U$ is an intermediate value. If spin-polaron quasiparticle is well-defined, we expect a reduction of the
bandwidth \[74\], which is directly incorporated with the bandwidth factor \(b^\sigma\). The band narrowing lowers the amount of energy that is necessary for a ferromagnetic spin polarization. We show in Fig. 1 the spacial distribution of \((S^z_i)\) for the one-hole-doped two-leg Hubbard ladder with \((L_x, L_y) = (20, 2)\). Here, we define the \(x\) and \(y\) directions as along leg and rung of the ladder, respectively. We set the number of sites \(L = L_x L_y\) with \(L_x\) sites along the leg and \(L_y\) sites along the rung. The black points are for the Hubbard model with \(U = 10\), while the red ones are the same as the black ones but phase strings are removed. The calculation is performed by DMRG keeping 2000 density-matrix eigenstates, giving rise to the truncation error less than \(10^{-9}\). We find that the staggered spin modulation disappears with the removal of phase strings, which indicates the formation of the Nagaoka polaron even for the intermediate \(U\). The spin modulation has been reported in Refs. \[54, 75\].

**IV. RESULTS AND DISCUSSIONS**

**A. The optical conductivity**

We demonstrate and discuss how the \(S^z\) and phase strings contribute to MIR weights by calculating the optical conductivity of the Hubbard and \(t-J\) models with single hole on the two-leg ladder. Since the optical conductivity is a linear response of an electric current to an external spatially homogeneous electric field, we calculate the time-evolution of electric current \(j^c(t) \equiv \frac{\partial H}{\partial \mathcal{A}(t)}\) after applying a gauge field whose vector potential is written as \(\mathcal{A}(t)\). The gauge field applied along the chain (\(x\) direction) can be incorporated via the Peierls substitution in the hopping terms

\[
\hat{H} \rightarrow \hat{H} - i e \mathcal{A} \cdot \hat{c}^\dagger \hat{c} - i e \mathcal{A} \cdot \hat{c} \hat{c}^\dagger
\]

as \(c^\dagger_{i\sigma} c_{j\sigma} \rightarrow e^{i\mathcal{A}(t) \cdot \mathbf{R}_{ij}} c^\dagger_{i\sigma} c_{j\sigma}\) with \(\mathcal{A}(t) = (A_x(t, 0), 0)\) and \(A_x(t) = A_0 e^{-(t-t_0)^2/(2\Omega^2)} \cos[\Omega(t-t_0)]\). Here, we set \(R_{ij} = R_i - R_j\). We obtain the optical conductivity \(\sigma(\omega) = j_x^c(\omega) / [i(\omega + i\eta)L A_x(\omega)]\), where \(A_x(\omega)\) and \(j_x^c(\omega)\) are the Fourier transforms of \(A_x(t)\) and the current along the \(x\) direction, respectively. Here, the parameters of the gauge field are \(A_0 = 0.001, t_d = 0.02, \Omega = 10,\) and \(t_0 = 1\). The time-dependent wave function is obtained by the time-dependent Lanczos for \(L_x \leq 6\) (see Appendix A). For larger systems, we use the time-dependent DMRG (see Appendix B). We employ open boundary conditions and keep 50 Lanczos bases for the Lanczos method and 2000 density-matrix eigenstates for DMRG method.

We show \(\text{Re}\sigma(\omega)\) of the Hubbard model with single hole for \(L_x = 6\) in Figs. 2(a), 2(b), and 2(c) for \(U = 7, 10, 20\), respectively as black lines. At half-filling, the spectral weights only exist above the Mott gap at \(\omega = 4.46, 7.04,\) and \(16.5\) for \(U = 7, 10,\) and \(20\), respectively. Upon doping, the spectral weights above the Mott gap decrease. The decreased weights are distributed on the small \(\omega\), which can be divided into the Drude and MIR weights. We see that the Drude component is not at \(\omega = 0\) but finite \(\omega\), which is due to the finite size effect in the open boundary condition. The red lines in Figs. 2 (a)-(c) represent data where the effect of phase strings is removed. We find that the structure above the Mott gap is narrower when phase strings are removed. This narrowing also occurs in the case of the half filling, which is consistent with the single-particle spectral function discussed in Sec. IV B.
With changing strings on Re MIR. We consider that these weights come from the removal of phase strings suppresses MIR peaks as chosen in Figs. 1.8 for ω1, respectively. We find that MIR peaks at ω → 0 and (d) with Lσ = 0.6 for ω20, the peak positions of spectral weights at low U = 0.75 and 1.25. These peak positions are consistent with ω = \frac{5}{2}Jz and ω = \frac{1}{2}Jz, respectively [76]. The agreement between Reσ(ω) of H⊥t-J and that of H⊥t-J is easily understood because the U(1)NL transformation for the t-J model operated to remove phase strings does not change Sσ⊥Jσ. In contrast, for the t-JL model where the strings consist only of phase strings, we can completely eliminate the effect of strings by removing phase strings via the U(1)NL transformation. We show that MIR peak at ω = 0.7 indicated in the black line of Fig. 3(d) disappears after removing phase strings as shown in the red line. Since there is no string effect in H⊥t-JL, Reσ(ω) at low ω comes only from the Drude peak with damping. The charge and spin degrees of freedom in the ground state of H⊥t-JL seem to be completely separated as in the one-dimensional t-J model.

We next discuss how much Sσ strings contribute to spectral weights at MIR. The difference between Reσ(ω) of H⊥t-J [the red line in Fig. 3(a)] and that of H⊥t-JL [the red line in Fig. 3(d)] indicates a contribution from Sσ strings to MIR weights for the t-J model with J = 0.5. Comparing it with a contribution from phase strings indicated by the difference between Reσ(ω) of H⊥t-J [the black line in Fig. 3(a)] and that of H⊥t-J [the red line in Fig. 3(a)], we find that contribution from Sσ strings is smaller than that from phase strings. We consider that this is due to the fact that the Sσ strings can be self-healed via quantum spin flips, while the phase strings are not. Therefore, we consider that a mutual Chern-Simons gauge field acting between spin and charge degrees of freedom, which makes phase strings irreparable, is crucial for explaining the origin of MIR weights in the doped Mott insulators.

**B. Single-particle spectral function**

To further examine the effect of phase strings, we calculate the single-particle spectral function of the two-leg

![Figure 3. Reσ(ω) of the single-hole [(a) and (b)] t-J. (c) t-Jz, and (d) t-J⊥ models calculated by the time-dependent DMRG with Lσ = 20 for (a) J = 0.5, (b) J = 1, (c) Jz = 0.5, and (d) J⊥ = 0.5. Black and red lines are the results with and without the phase-string effect, respectively.](image)
Hubbard ladder defined as

\[ A^{(c/h)}_{k_y}(k, \omega) = -\frac{1}{\pi} \text{Im} G^{(c/h)}_{\uparrow \downarrow}(k_x, \omega) \]  

(32)

with the Green function \( G^{(c)}_{\uparrow \downarrow}(k, \omega) \) and \( G^{(h)}_{\uparrow \downarrow}(k, \omega) \) for the electron-addition and electron-removal parts, respectively. Each Green function is represented as

\[ G^{(c)}_{\uparrow \downarrow}(k, \omega) = \langle \psi_0 | c_{k, \uparrow} \frac{1}{\omega - (H - E_0) + i\eta} c_{k, \downarrow}^\dagger | \psi_0 \rangle, \]  

(33)

\[ G^{(h)}_{\uparrow \downarrow}(k, \omega) = \langle \psi_0 | c_{k, \uparrow}^\dagger \frac{1}{\omega + (H - E_0) + i\eta} c_{k, \downarrow} | \psi_0 \rangle \]  

(34)

with \( c_{k, \sigma} = \frac{1}{\sqrt{L_x L_y}} \sum_{j_x=1}^{L_x} \sum_{j_y=0,1} e^{-i k_x j_x} e^{-i k_y j_y} c_{j_x, j_y, \sigma} \).

Here, we take \( k = (k_x, k_y) \), where \( k_y = 0 \) and \( \pi \) corresponding to bonding and antibonding bands, respectively. \( c_{j_x, j_y, \sigma} \) is an electron annihilation operator of spin \( \sigma \) at site \((j_x, j_y)\). We define \( A^0_{k_y}(k_x, \omega) = A^{(c)}_{k_y}(k_x, \omega) + A^{(h)}_{k_y}(k_x, \omega) \) and \( |\psi_0\rangle \) being the ground state of a Hamiltonian \( H \) with energy \( E_0 \). Using the Lanczos method, we calculate the Green functions via continued fraction expansion keeping the 100 Lanczos bases for \( L_x = 6 \) with periodic boundary condition.

For \( k_y = 0 \) sector, we show \( A^0_{k_x}(k_x, \omega) \) of the Hubbard model at half filling with \( U = 0 \) in Fig. 4(a), \( U = 4 \) in Fig. 4(b), \( U = 7 \) in Fig. 4(c), and \( U = 10 \) in Fig. 4(d). For \( k_y = \pi \) sector, we give \( A^0_{k_x}(k_x, \omega) \) with \( U = 0 \) in Fig. 4(e), \( U = 4 \) in Fig. 4(f), \( U = 7 \) in Fig. 4(g), and \( U = 10 \) in Fig. 4(h). The color density depicts spectral weights as a function of momentum \( k_x \) and frequency \( \omega \).

Removing phase strings, we obtain \( A^0_{k_x}(k_x, \omega) \) in Figs. 5(a)-(d) and \( A_{\pi}(k_x, \omega) \) in Figs. 5(e)-(h). We find that band dispersions substantially change by removing phase strings. Even for \( U = 0 \), \( A^0_{k_x}(k_x, \omega) \) of \( \mathcal{H}_r \) [Fig. 5(a)] is not as simple as \( A^0_{k_x}(k_x, \omega) \) of \( \mathcal{H} \) [Fig. 4(a)] with a Dirac-delta peak following cosine-like dispersion. This is because \( \mathcal{H}_r \) has a gauge interaction even for \( U = 0 \). We find that \( A^0_{k_x}(k_x, \omega) \) in Fig. 5(a) and \( A_{\pi}(k_x, \omega) \) in Figs. 5(b) of \( \mathcal{H}_r \) has cosine-like dispersion with broad continuum. Since \( \mathcal{H}_r \) is not integrable even for \( U = 0 \) in one-dimensional chain, the origin of broad continuum is
not easily understood. It is interesting to examine the integrable case, that is, the Schulz-Shastry model $\mathcal{H}_{SS}$. The single-particle spectral function of $\mathcal{H}_{SS}$, which is obtained analytically [77], has cosine-like dispersion with an additional broad continuum (see Appendix C). We consider that this structure has the same origin with that found in $\mathcal{H}_r$. For large $U$, e.g., $U = 10$, we find that the upper and lower Hubbard bands of $\mathcal{H}_r$ have cosine-like energy dispersion as shown in Figs. 5(d) and 5(h). This is because string excitations associated with the motion of a hole is suppressed in $\mathcal{H}_r$ (see Appendix D). The removal of phase strings eliminates a nontrivial $U(1)$ phase acquired when a hole moves in AFM spin background, which suppresses string excitations emerging in single-hole dynamics. As a result, a spin-polaron picture becomes valid and a quasiparticle with a cosine-like energy dispersion is composed. If we completely ignore spin correlation, i.e., $\langle \mathbf{S}_i \cdot \mathbf{S}_j \rangle = 0$, which is implicitly assumed [78, 79] in the Hubbard-I approximation [80], we obtain the Green function with a single pole following cosine-like dispersion in the upper and lower Hubbard bands. This indicates that $S^2$ strings, which are all strings present in $\mathcal{H}_r$, do not qualitatively affect the energy dispersion of single-particle spectral functions.

Based on the results of calculated single-particle spectral functions, we qualitatively understand $\text{Re}\sigma(\omega)$ of $\mathcal{H}_r$ above the Mott gap. We show $\text{Re}\sigma(\omega)$ of $\mathcal{H}_r$ at half filling by the red line in Fig. 6, which is obtained by the time-dependent DMRG for $U = 10$ with $L_x = 20$. Compared with one-hole doped case shown in Fig. 2(e), we find a similar spectral structure above the Mott gap. For simplicity, considering one-dimensional chain, where a current operator is represented as $j^c = \sum_{k_x, \sigma} v_{k_x} c^\dagger_{k_x, \sigma} c_{k_x, \sigma}$ with $v_{k_x} = -2t_h \sin(k_x)$, we approximately obtain $\text{Re}\sigma(\omega)$ as [81]

\[
\text{Re}\sigma(\omega) \simeq -\frac{\pi}{L\omega} \sum_{k_x} |v_{k_x}|^2 \int_{-\infty}^{\infty} d\omega' A_0(k_x, \omega') A_0(k_x, \omega' + \omega')[f(\omega') - f(\omega + \omega')], \tag{35}
\]

where $f(\omega)$ is the Fermi distribution function. With $A_0(k_x, \omega)$ shown in Fig. 5(d), we approximately obtain $\text{Re}\sigma(\omega)$ of $\mathcal{H}_r$ at half filling, which is shown in the blue line of Fig. 6. Comparing the red and blue lines in Fig. 6, we find that $\text{Re}\sigma(\omega)$ obtained by Eq. (35) captures nar-
row spectral feature in the red line of Fig. 6, although the peak position is slightly different each other.

The green line of Fig. 6 indicates \( \text{Re}\sigma(\omega) \) of \( \mathcal{H} \) for \( U = 10 \) in a one-dimensional chain at half-filling obtained by the Hubbard-I approximation [82], where we completely ignore string excitations accompanied by the hopping of a hole. If we take into account the string excitations, we obtain a broad continuum above the Mott gap. The shape of \( \text{Re}\sigma(\omega) \) becomes sharp if the contribution from string excitations is small. Similarly, \( \text{Re}\sigma(\omega) \) of \( \mathcal{H} \) has a narrow peak as shown by the red line in Fig. 6. This is caused by the reduction of string excitations, which is due to the removal of phase strings. The contribution from \( S^z \) strings remains, but they do not affect the formation of the narrow peak.

V. RELATION TO THE FLOQUET EFFECTIVE MODEL

Several ways have been suggested to control the phase-string effect [54]. For example, increasing spin polarization and introducing large hopping anisotropy [83] to reduce the phase-string effect have been suggested. In the present paper, we suggest another way to remove the phase-string effect via spin-sensitive periodic driving in the cold atom [84]. The Hubbard model driven by spin-sensitive periodic electric field \( \mathcal{A}^\sigma(t) = A_0^\sigma \cos(\Omega t) \) with \( A_0^\sigma = (A_0^+, A_0^-) \) is given by

\[
\mathcal{H}(t) = - \sum_{(i,j),\sigma} \left[ t_{ih} e^{-iA^\sigma(t) \cdot \mathbf{R}_{ij} c_i^{\dagger} c_{j,\sigma} + \text{H.c.}} \right] + \mathcal{H}^t.
\]

(36)

Under near-resonant conditions \( U = l\Omega \gg t_h \) with an integer \( l \), photon-assisted spin-dependent correlated hopping [85–88] emerges in the Floquet effective Hamiltonian [89, 90] as

\[
\mathcal{H}_{\text{eff}}^{(0)} = \sum_{(i,j),\sigma} \left[ -J_{\text{eff}}(1-n_{i,-\sigma})c_{i,\sigma}^{\dagger} c_{j,\sigma}(1-n_{j,-\sigma})
- J_{\text{eff}} n_{i,-\sigma} c_{i,\sigma}^{\dagger} c_{j,-\sigma}
- K_{\text{eff}}(-1)^i n_{i,-\sigma} c_{i,\sigma}^{\dagger} c_{j,\sigma}(1-n_{j,-\sigma})
- K_{\text{eff}} n_{i,-\sigma} c_{i,\sigma}^{\dagger} c_{j,\sigma}(1-n_{j,-\sigma})
+ \text{H.c.} \right],
\]

(37)

where \( J_{\text{eff}} = t_h J_0(A_0^+) \) and \( K_{\text{eff}} = t_h J_1(A_0^+) \) with the \( l \)-th Bessel function of the first kind \( J_l \). We may obtain a phase-string removed Hubbard model as a Floquet effective model if even \( l \) is taken. We consider \( l = 2 \) for example. Then, if we tune the parameters of external gauge field as \( A_0^+ = 0 \), \( A_0^- = j_{1,m} \) with odd integer \( m \), where \( j_{1,m} \) is \( m \)-th roots of \( J_1 \), we obtain \( \mathcal{H}_{\text{eff}}^{(0)} = \mathcal{H}_l^t \). Even if we cannot strictly adjust a gauge field to this condition, we expect that it is still possible to reduce the effect of phase strings.

VI. SUMMARY AND OUTLOOK

We have studied the effect of string structure on the optical spectrum of hole-doped Mott insulators. We have calculated the optical conductivity of the Hubbard and \( t-J \) models by using time-dependent Lanczos and DMRG methods. We have focused on the Mott insulators with a single hole and considered two-leg ladders, which are known to show MIR spectral weights. Turning on and off the effect of phase strings, we have examined how these strings contribute to MIR weights. We have found that MIR weights are crucially suppressed for both the Hubbard and \( t-J \) models if we remove phase strings. Although \( S^z \) strings contribute to MIR weights, its contribution is smaller than that of phase strings. This is because \( S^z \) strings can be self-healed via quantum spin flips, while phase strings are not reparable. Our findings indicate that a mutual Chern-Simons gauge field, which is an elementary force between spin and charge in the phase string theory, is significant for generating MIR weights. Conversely, if we remove this gauge field, a hole does not acquire a nontrivial \( U(1) \) phase when moving in AFM spin background, which gives rise to the significant reduction of string excitations emerging in single-hole dynamics. As a result, a spin-polaron picture becomes valid and a quasiparticle with a cosine-like dispersion is recovered, which has been found by calculating
is the time-evolution operator with the time-ordering operator $\hat{T}$ and the time-dependent Hamiltonian $H(t)$. For small time step $dt$, in practice $dt = 0.02$, we can approximate $U(t + dt, t) \approx \exp[-idtH(t)]$. To obtain $|\psi(t)|$ accurately, we need to calculate $U(t + dt, t)$ as precise as possible. One of the efficient approximations for $U(t + dt, t)$ is given by using the Suzuki-Trotter decomposition \cite{94}. However, this approach is basically restricted to one-dimensional case. Another approach is the use of the kernel polynomial method to approximate $U(t + dt, t)$ as follows \cite{95}.

$$U(t + dt, t) = \sum_{l=0}^{\infty} (-i)^l (2l + 1) j_l(dt) P_l(H(t))$$
\begin{equation}
\simeq \sum_{l=0}^{M} (-i)^l (2l + 1) j_l(dt) P_l(H(t)),
\end{equation}

where $j_l(s)$ is the spherical Bessel function of the first kind and $P_l(s)$ is the $l$-th Legendre polynomial. They can be effectively obtained by the recurrence relations
\begin{equation}
j_{l+1}(x) = (2l + 1)x^{-1} j_l(x) - j_{l-1}(x)
\end{equation}
with $j_0(x) = x^{-1} \sin x$ and $j_1(x) = x^{-1}[-\cos x + x^{-1} \sin x]$ and
\begin{equation}
P_{l+1}(x) = \frac{2l + 1}{l + 1} x P_l(x) - \frac{l}{l + 1} P_{l-1}(x)
\end{equation}
with $P_0(x) = 1$ and $P_1(x) = x$. The calculation of the time-dependent DMRG in the present study is performed by using the kernel polynomial method with the truncation number $M_p$, practically for $M_p \approx 10$, which gives sufficiently converging result. Furthermore, we use two target states $|\psi(t)|$ and $|\psi(t + dt)|$ in the time-dependent DMRG procedure to effectively construct a basis that can express wave functions in time-dependent Hilbert space. With the two-target time-dependent DMRG procedure, we can calculate time-dependent physical quantities with high accuracy even when the Hamiltonian varies rapidly with time.

**Appendix C: Single-particle spectral function of the Schulz-Shastry model**

$\mathcal{H}_{SS}$ and $\mathcal{H}_t$ are similar to each other. The only difference between the two models is the spin dependence of $\phi^\sigma$: $(\phi^\downarrow, \phi^\uparrow) = (\phi, -\phi)$ for $\mathcal{H}_{SS}$ and $(\phi^\downarrow, \phi^\uparrow) = (0, \phi)$ for $\mathcal{H}_t$. Since $\mathcal{H}_t$ shares part of $\mathcal{H}_{SS}$, the spectral function of $\mathcal{H}_t$ may have a common feature with that of $\mathcal{H}_{SS}$. In this section, we restrict ourselves to one-dimensional chain at half-filling. Since only $k_y = 0$ sector is defined in one-dimensional chain, we take $A(k_x, \omega) = A_0(k_x, \omega)$. $A(k_x, \omega)$ of $\mathcal{H}_{SS}$, whose analytic form for $U = 0$ in one-dimensional chain has been obtained \cite{77}, has two possible components. One is a Dirac-delta peak following the
cosine-like dispersion, which is the remnant of the spectral function of the tight-binding model. The other is a broader continuum. We obtain only the former for $\phi = 0$ as shown in Fig. 7(a) while only the latter for $\phi = \pi$ as shown in Fig. 7(b). In the intermediate $0 < \phi < \pi$, we obtain the summation of them, that is, spectral weights following the cosine-like dispersion and additional broad continuum with momentum shift by $\phi$. In the sense that there is cosine-like dispersion with an additional broad continuum, $A(k_x, \omega)$ of $H_t$ has a common feature with that of $H_{SS}$ with intermediate $\phi$ as far as $U = 0$.

Appendix D: The equation of motion for the Green function

Following Hubbard [80], we split the electron annihilation operator into the two parts:

$$
e_i,\sigma = f_i,\sigma + g_i,\sigma$$  \hspace{1cm} (D1)

with

$$f_i,\sigma = \hat{n}_{i,-\sigma} c_{i,\sigma},$$  \hspace{1cm} (D2)

$$g_i,\sigma = (1 - \hat{n}_{i,-\sigma}) c_{i,\sigma},$$  \hspace{1cm} (D3)

where $f$ and $g$ are eigenoperators of the interaction term of the Hubbard model since $[f_i,\sigma, H^T] = U f_i,\sigma$ and $[g_i,\sigma, H^T] = 0$ are realized. Defining the Green function

$$G_{\alpha,\beta}(k, \tau) = - \langle T \alpha_{k,\sigma}(\tau) \beta_{k,\sigma}^\dagger \rangle$$  \hspace{1cm} (D4)

with $\alpha, \beta \in \{ f, g \}$, the equation of motion is written as

$$\frac{\partial}{\partial \tau} G_{\alpha,\beta}(k, \tau) = \delta(\tau) \{ \{ \beta_{k,\sigma}^\dagger, \alpha_{k,\sigma} \} \} - \langle T \alpha_{k,\sigma}(\tau) [H, \beta_{k,\sigma}^\dagger] \rangle.$$  \hspace{1cm} (D5)

The commutators of $g$ and $H^T$ are given as

$$[g_i,\uparrow, H^T] = -t_h \sum_{j \in NN(i)} \left[ c_{j,\uparrow} + (c_{j,\uparrow} S_i^0 + c_{j,\uparrow} S_i^-) \right]$$

$$- \frac{1}{2} c_{j,\uparrow} \hat{n}_{i,\uparrow} + c_{j,\uparrow}^\dagger c_{i,\downarrow} c_{i,\uparrow}$$

$$\simeq - \frac{t_h}{2} \sum_{j \in NN(i)} c_{j,\uparrow} + \xi_{i,\uparrow} - t_h \sum_{j \in NN(i)} c_{j,\uparrow}^\dagger c_{i,\downarrow} c_{i,\uparrow},$$  \hspace{1cm} (D6)

where

$$\xi_{i,\uparrow} = \sum_{j \in NN(i)} (c_{j,\uparrow} S_i^0 + c_{j,\uparrow} S_i^-)$$  \hspace{1cm} (D7)

is a spin-$\frac{1}{2}$ string operator. In the last line of Eq. (D6), we assume that the system is at nearly-half filling, i.e., $\langle \hat{n}_{i,\uparrow} \rangle = \langle \hat{n}_{i,\downarrow} \rangle \simeq \frac{1}{2}$ and ignore charge fluctuations, leading to the replacement of $\hat{n}_i$ with 1. The second term of Eq. (D6) represented by $\xi_{i,\uparrow}$ only creates a hole on site $j$ but dresses this hole with a spin excitation on a neighboring site, which is closely related to string excitations accompanied by the hopping of a hole. The third term describes the coupling of the hole to the pairing excitation. For a large $U > 0$ near half-filling, $\xi_{i,\uparrow}$ contributes significantly, while the pairing-excitation term does not.

Similarly, we obtain commutators for the phase-string-removed Hamiltonian $H^T$ as

$$[g_{i,\uparrow}, \xi_{i,\uparrow} + H^T] = -t_h \sum_{j \in NN(i)} \left\{ c_{j,\uparrow} - c_{j,\uparrow} \left[ \frac{\hat{n}_i}{2} - S_i^0 \right] \right\}$$

$$+ (1 - 2 \hat{n}_{i,\uparrow}) \left\{ c_{j,\uparrow} S_i^- - c_{j,\uparrow}^\dagger c_{i,\downarrow} c_{i,\uparrow} \right\}$$

$$\simeq - \frac{t_h}{2} \sum_{j \in NN(i)} c_{j,\uparrow} + \xi_{i,\uparrow},$$  \hspace{1cm} (D8)

where

$$\tilde{\xi}_{i,\uparrow} = \sum_{j \in NN(i)} c_{j,\uparrow} S_i^0.$$  \hspace{1cm} (D9)

In the final line of Eq. (D8), we assume that the system is at nearly-half filling, i.e., $\langle \hat{n}_{i,\uparrow} \rangle = \langle \hat{n}_{i,\downarrow} \rangle \simeq \frac{1}{2}$ and ignore charge fluctuations, leading to the replacement of $\hat{n}_i$ and $1 - 2 \hat{n}_{i,\uparrow}$ with 1 and 0, respectively. If we compare spin-$\frac{1}{2}$ string operators $\xi_{i,\uparrow}$ with $\tilde{\xi}_{i,\uparrow}$, we find that scattering process related to transverse component of spin $S_i^z$ disappears for phase-string-removed model.

The structure of energy dispersion significantly depends on whether spin excitations accompanied by the hopping of a hole are incorporated into $\xi$ or $\tilde{\xi}$. For $U = 10$, we obtain the cosine-like band dispersion as found in Figs. 5(d) and 5(h) for $H_t$, which corresponds to the incorporation of spin excitations by $\xi$, while we do not in Figs. 4(d) and 4(h) for $H$ generating $\xi$. If no spin excitation is incorporated, i.e., spin-$\frac{1}{2}$ string operators are taken as 0, we obtain the Green function as

$$G(k_x, \omega) = \frac{1}{\omega - \varepsilon_{k_x} - \Sigma(\omega)}$$  \hspace{1cm} (D10)

with the self energy

$$\Sigma(\omega) = \frac{\langle \hat{n}_{i,\uparrow} \rangle}{2} U + \frac{\langle \hat{n}_{i,\downarrow} \rangle}{2} \left( 1 - \langle \hat{n}_{i,\uparrow} \rangle \right) \frac{U^2}{\omega - \left( 1 - \langle \hat{n}_{i,\uparrow} \rangle \right) U}.$$  \hspace{1cm} (D11)
This is the Green function obtained by the Hubbard-I approximation, where \( \langle S_i \cdot S_j \rangle = 0 \) is implicitly assumed \([78, 79]\). This Green function has a single pole following cosine-like dispersion in the upper and lower Hubbard bands. We therefore find a cosine-like dispersion of single-particle spectral functions for both cases where the spin-\( \frac{1}{2} \) string operators are 0 and \( \xi \). This indicates that \( S^z \) strings, which are all strings present in \( \mathcal{H}_c \), do not substantially affect the structure of energy dispersion of single-particle spectral functions. In contrast, the effect of phase strings is so large that the dispersions change qualitatively.
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