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Abstract

We present a new end-to-end learning framework to obtain detailed and spatially coherent reconstructions of multiple people from a single image. Existing multi-person methods suffer from two main drawbacks: they are often model-based and therefore cannot capture accurate 3D models of people with loose clothing and hair; or they require manual intervention to resolve occlusions or interactions. Our method addresses both limitations by introducing the first end-to-end learning approach to perform model-free implicit reconstruction for realistic 3D capture of multiple clothed people in arbitrary poses (with occlusions) from a single image. Our network simultaneously estimates the 3D geometry of each person and their 6DOF spatial locations, to obtain a coherent multi-human reconstruction. In addition, we introduce a new synthetic dataset that depicts images with a varying number of inter-occluded humans and a variety of clothing and hair styles. We demonstrate robust, high-resolution reconstructions on images of multiple humans with complex occlusions, loose clothing and a large variety of poses and scenes. Our quantitative evaluation on both synthetic and real world datasets demonstrates state-of-the-art performance with significant improvements in the accuracy and completeness of the reconstructions over competing approaches.

1. Introduction

Multi-person human reconstruction from a single image finds application in surveillance; film and entertainment including movie production; generating AR/VR content for complex scenes; and sports broadcast. Reconstruction from a single camera is more practical and lower-cost compared to multi-view, as it does not require a complex setup. Immense progress has been made in estimating 3D human pose and shape from a single image or monocular video in the last five years [3, 46, 35, 11, 13]. Methods can be classified as model-based or model-free. Model-based methods use a parametric human body shape model such as SMPL to reconstruct people from a single image [7, 22, 18] including methods that estimate SMPL with clothing top[25]. Model-free methods give a more realistic reconstruction of people with loose clothing and hair details [3, 46, 35, 11]. However all existing methods require an image of a single fully visible person without occlusions to allow reconstruction. Recently, model-based approaches have been introduced that can reconstruct multiple humans in a scene [13, 17, 45] using SMPL, so cannot capture clothing details. In addition, [45] requires manual intervention to mark interaction regions on 3D surfaces to handle inter-person/object occlusions. This paper introduces the first model-free end-to-end approach that reconstructs multiple clothed people from a single image of a crowded scene with inter-person occlusions (see Table 1). Our proposed approach produces a spatially coherent implicit reconstruction of each person together with their 6DOF spatial locations and orientations in the observed scene without any manual intervention, and can handle complex poses, clothing and partial occlusion from a single image, as shown in Fig. 1.

We introduce the first multiple people synthetic dataset and benchmark (MPSD) with realistic image-3D model pairs. MPSD ranges from 2 – 10 people per image in a wide variety of clothing, hairstyles and poses with detailed surface geometry and appearance rendered with diverse indoor and outdoor natural backgrounds and realistic scene illumination. This dataset provides the first quantitative benchmark for multi-person single image reconstruction. We pro-
Our contributions are:

- The first approach for model-free reconstruction of multiple people from a single image with accurate spatial arrangement.
- An end-to-end framework using cascaded multitask networks for simultaneous implicit 3D reconstruction and 6DOF location/orientation estimation exploiting depth and instance segmentation information.
- A multiple person synthetic image/3D dataset of complex multi-person scenes with inter-person occlusions, realistic clothing, hair, poses, scenes and illumination.
- A method that exploits the advantages of volumetric and implicit 3D shape representations for detailed reconstructions of clothed people from a single image.

### 2. Related Work

This section reviews work in the area of 3D human shape estimation from a single person and multiple people in the scene, an overview is shown in Table 1.

#### 2.1. Single Person 3D Shape Estimation

Early techniques for single image 3D shape estimation were model-based [12, 7, 18, 21] with most approaches using the SMPL [23]. Methods fit the SMPL model to a single person in an image by using 2D joints [7], silhouettes [22], and 3D joints [18]. 2D Joints and silhouettes were used for 3D shape estimation in [31] with the SMPL-X model [30] and [25, 42, 6] estimate tight fitting clothing on top of the SMPL model. However human shape estimated from these approaches does not represent the actual shape of humans with loose clothing, hair details and large deformations.

Monocular model-free approaches estimate detailed shape of clothed people [38, 46, 3, 11, 35, 10, 9] without a parametric model. [38] uses a voxel representation, [46] uses normals to obtain a discretized volumetric representation, [11] uses front and back depth maps and [3] uses the SMPL model as an initialization to predict model-free 3D human shape. [42] estimates 3D from a RGBD camera and [29] uses multi-view silhouettes to obtain 3D shape from a single image. PiFU regresses an implicit function to determine the occupancy for any given 3D location [35]. This was superseded by PiFUHD for highly detailed 3D reconstruction [36]. PiFU and PiFUHD do not work well for arbitrary poses. This limitation was partially addressed in [15] by using a semantic deformation field. [5, 9] estimates 3D human shape as an implicit function from a sparse point cloud instead of an RGB image, exploiting the SMPL model. However all these methods reconstruct a single person with a limited range of pose and require full visibility without occlusions. [8] exploits multi-views during training to estimate 3D human shape from a single image in a wide variety of poses. This method uses a voxel representation which results in a quantized output mesh with low resolution and less accurate reconstruction.

In this paper, we introduce a method that exploits the advantages of both volumetric voxel and implicit representations by obtaining an initial voxelized mesh of a person which is refined using an implicit function. The proposed method is trained on multiple views [8] to handle partially occluded people in a wide variety of poses.

#### 2.2. Multiple Person 3D Shape Estimation

There are a limited number of methods that predict 3D shape of multiple humans from a single image. [43, 44] were the first methods to perform multi-human spatially coherent reconstruction from a single image exploiting SMPL by using multiple scene constraints to optimize 3D shape [43] and a feed-forward network to estimate pose and shape for multiple people [44]. Jiang et al [17] performed more accurate and robust SMPL-based multi-human reconstruction by directly regressing the SMNP parameters from pixels. Holopose [13] reconstructs multiple people from a single image using Densepose [14], but with a single scale and no spatial layout. Recently [45] introduced an optimization framework for multi-human and object reconstruction using collision and depth information but it required manual intervention to estimate heights of each class and mark the interaction regions on 3D mesh. However all these methods require the SMPL model and suffer from the same limitations as model-based approaches for single humans.

Our paper introduces the first end-to-end model-free method to implicitly reconstruct multiple humans with loose clothing and hair details in a wide variety of poses with inter-person occlusions from a single crowded image, which is a non-trivial task and an unsolved problem in the literature. The proposed end-to-end method has two multitask networks: the first network estimates instance segmentation and depth from the input image; which is exploited in the second network that simultaneously estimates the 3D shape and 6DOF spatial location and orientation of each person to achieve a spatially coherent implicit 3D reconstruction from a single image.

### Table 1. Comparison of our method with existing 3D shape estimation methods. Occ - Oclusions and Image - Single image pose an end-to-end method trained on the MPSD dataset that estimates 3D reconstructions of each person and their 6DOF location/orientation by exploiting single image depth and instance segmentation. Example results from the proposed single image multi-human spatially coherent implicit reconstruction are shown in Fig. 1.

| Method        | Model-free | Multi-human | Coherent | Occ. | RGB |
|---------------|------------|-------------|----------|------|-----|
| [7, 22, 18, 21] | ×          | ×           | ×        | ×    | ✓   |
| [3, 46, 35, 11] | ✓          | ×           | ×        | ×    | ✓   |
| [17, 43, 44]   | ✓          | ✓           | ✓        | ✓    | ✓   |
| [5, 9]        | ✓          | ×           | ×        | ✓    | ✓   |
| Holopose [13] | ×          | ✓           | ✓        | ✓    | ✓   |
| PHOSA [45]    | ×          | ✓           | ✓        | ✓    | ✓   |
| **Proposed**  | ✓          | ✓           | ✓        | ✓    | ✓   |
3. Methodology

3.1. Overview:

Our proposed learning-based method performs multi-person spatially coherent reconstruction without any manual intervention by first estimating instance segmentation and depth using existing multitask encoder-decoder network [19] from a single image, followed by the second multitask network that estimates implicit 3D reconstruction and 6DOF spatial location of each person simultaneously exploiting the depth and instance segmentation, as shown in Fig. 2. The proposed end-to-end network is trained on a novel MPSD dataset introduced in this paper.

Implicit 3D reconstruction, Sec. 3.2, Fig. 3: For each human instance an implicit 3D surface is estimated using an intermediate volumetric voxel-based representation to allow reconstructions from a wide range of poses. The intermediate representation is obtained using multi-view voxel based 3D shape estimation, inspired by [8]. [8] is trained on multiple views for a more accurate reconstruction from a single image. A multi-view occlusion silhouette loss is added to improve the 3D output [45]. However this gives a quantized voxel output with low resolution. This is addressed in this paper through an additional network that performs implicit function based refinement on the voxel output giving a high-resolution and more complete 3D shape of clothed people exploiting features from voxels, image and depth using hybrid representation learning. The multi-view training in the proposed approach enables us to handle inter-person occlusions and partial visibility in crowded images.

6DOF spatial location/orientation estimation, Sec. 3.4, Fig. 7: The per-person 3D reconstructions from the implicit refinement are unaligned in different coordinate systems leading to spatially incoherent output and incorrect world coordinates. To create a spatially coherent 3D reconstruction from a single image, 6DOF spatial location and orientation is estimated for each person. The instance segmentation and depth is exploited in 6DOF location estimation, inspired by a recent 6DOF pose method [40]. However [40] uses only local depth features, which gives limited performance. We add both local and global depth features along with an ordinal depth loss [17] to the network, to improve the location/orientation estimation in crowded scenes.

The proposed network is trained on a new Multiple People Synthetic Dataset (MPSD) with image/3D pairs of varying number of people in the images, 3D ground-truth, instance segmentation and depth maps. This trained network simultaneously predicts 3D shapes and spatial layouts of each person for multi-human 3D reconstruction from a single image with correct relative spatial arrangement.

3.2. Implicit 3D Reconstruction

Existing monocular model-free 3D shape estimation methods either use a volumetric [38] or implicit[35] representation. The volumetric methods work for a wide variety of poses, clothing and hair, however the output 3D is low resolution which lacks surface details. Implicit representation gives a highly detailed surface, but is limited to restricted poses and clothing [15, 8]. In this paper we combine volumetric and implicit representations to benefit from advantages of both, as shown in Fig. 3. In addition our approach handles partial occlusion which none of the previous implicit or volumetric approaches to model-free single human reconstruction allow. The first stage gives an intermediate 3D volumetric voxel representation [8] which handles variation in human poses, clothing and hair and the second stage refines the surface using implicit representation for a
more complete high-quality detailed surface reconstruction handling inter-person occlusions. The two stages are:

**Voxelized 3D estimation:** Intermediate voxelized 3D is obtained using the method [8], which outperforms implicit reconstruction methods [35] in completeness and accuracy of human shape of visible and occluded parts of humans in a wide variety of poses, clothing and hairstyles because of multi-view training. Similarly the proposed method is trained on multiple views for voxelized 3D estimation of multi-view training. The two stages are: more complete high-quality detailed surface reconstruction versus implicit 3D refinement stage is proposed.

**Implicit 3D refinement:** To obtain high-resolution surface detail from the low resolution 3D voxel reconstruction, an implicit refinement is proposed as shown in Fig. 3. This refinement uses features from the voxelized output, the input image and the predicted depth map, which are fed into the proposed decoder to implicitly compute the occupancy value of an arbitrary 3D point. The proposed decoder takes three inputs: first input is the voxel feature extracted from the voxelized 3D of the first stage using the multi-dimensional voxel encoder [9] and the sampled 3D point; second input is the pixel-wise image feature extracted from the input RGB image using the hourglass network [35]; and third input is the depth of the corresponding 3D point with respect to the camera view. The multi-view occupancy value of the 3D point is predicted from the hybrid feature representations. L1 loss is applied between the predicted occupancy (\( \tilde{O} \)) and the ground-truth occupancy (\( O \)) defined as: \( L_{GT} = \sum_{p \in \mathcal{M}} |O_p - \tilde{O}_p|_1 \), where \( p \) is a 3D point on mesh \( \mathcal{M} \). The implicit function for the predicted occupancy is defined as: \( \tilde{O} = f(\phi, \varphi, d, \cdot) \in [0, 1] \), where \( \phi \) are image features, \( \varphi \) are point-wise voxel features and \( d \) are depth features. The 3D occupancy values are used to create meshes for each person using Marching cubes [24]. The details of the decoder and ablation on the hybrid features are given in Sec. 4. The results of 3D reconstruction before and after voxel refinement are illustrated in Fig. 14.

### 3.3. Multiple People Synthetic Dataset (MPSD)

Existing datasets for training 3D shape estimation methods either have a single person (Surreal[38], THuman [46], 3D-Humans [11], 3DPeople[32], 3DVH[8]) or do not have ground-truth 3D models for multiple people [33, 26]. Training the proposed end-to-end multi-person spatially coherent reconstruction network requires ground-truth 3D human models and their respective 6DOF spatial location/orientation for multiple people. Hence we introduce the first and the largest realistic Multiple People Synthetic Dataset (MPSD) generated with synthetic humans in a wide variety of clothing, poses and hair styles in arbitrary positions simulated against different realistic backgrounds. The dataset improves the generalisation of multiple human re-

---

**Figure 3. Implicit 3D reconstruction - testing and training framework.**

**Figure 4. Implicit 3D refinement framework.**
The MPSD dataset generation framework consists of varying number of people \{2, 3, \ldots, 9, 10\} at random positions in the scene, as seen in Fig. 6 along with the results from the proposed method. The MPSD dataset contains 450k image - 3D models pairs which are used for single-image multi-human reconstruction. The scene is rendered into 16 camera views with a 512 × 512 image resolution at each time instant. The MPSD dataset provides 3D ground-truth human models, RGB images, depth, instance segmentation and 6DOF spatial locations, which is used to train end-to-end proposed network (Sec. 3.1). The MPSD dataset will be released to support research and benchmarking. We will provide RGB images, 6DOF spatial locations, depth maps, instance segmentation and a framework for users to reproduce 3D models, in compliance with the Adobe FUSE licensing terms for release.

3.4. 6DOF Spatial Location/Orientation Estimation

6DOF spatial location/orientations are estimated for each 3D instance, as shown in Fig. 7 to obtain a spatially coherent reconstruction consistent from different views. Previous approaches for multi-human spatially coherent reconstruction either incorporate coherency constraints within the SMPL model estimation [17] or use an optimization framework to estimate the 6DOF pose and scale [45]. In this paper we estimate 6DOF location and orientation for spatially coherent reconstruction as the proposed implicit reconstruction gives shape at the same scale as the input image, removing the requirement of estimating scale.

Out of the many existing 6DOF object pose approaches [40, 34, 41, 37], we choose [40] as our baseline method as it uses segmentation and RGBD information within the network instead of other methods that either use only RGB image and depth separately or use costly post-processing steps, limiting their performances in crowded scenes. We use CNN and PointNet networks from [40] to extract features from segmentation and depth and combine them using a dense fusion network to extract pixel-wise dense feature embedding to estimate pose [40], as shown in Fig. 7. Feature embedding networks and pose decoders are used to estimate the 6DOF location/orientation. In addition to the local depth features [40] we also use global depth features in the pose decoder to improve the location estimation, as seen in Fig. 8. The network is trained using a combination of dense pose loss ($L_{DP}$) [40] and ordinal depth loss ($L_{OD}$) [17] defined as:

\[ L_{Pose} = L_{DP} + \gamma L_{OD} \]

\[ L_{DP} = \frac{1}{|U|} \sum_{i \in U} \left( \frac{c_i}{Q} \sum_{j \in Q} \left\| (R_{ij}x_j + t) - (\hat{R}_i x_j + \hat{t}_i) \right\|^2 \right) \]

\[ - (w \log c_i) \]

\[ L_{OD} = \sum_{i \in \mathbb{S}} \log (1 + \exp(D_q(i) + D_q(i))) \]

where $R, t$ are ground-truth pose and $\hat{R}, \hat{t}$ are predicted poses, $U$ is randomly sampled dense-pixel features, $Q$ is randomly selected 3D points, $c$ is confidence score for each prediction, $w$ is weight selected empirically and $D()$ is the
Figure 9. Comparison of proposed method against state-of-the-art single image shape estimation methods - GT is ground-truth and DH is DeepHuman. Differences are highlighted in red circle.

Figure 10. Point to surface (P2S) error maps against ground-truth mesh for proposed method and state-of-the-art methods - GT is ground-truth (error - red - no error and blue - max error).

Figure 11. Results and P2S errors against 3D ground-truth for ours, MV-VRN and PiFUHD on real datasets-THuman and Vlasic (error- red - no error and blue - max error).

Figure 12. The implicit refinement decoder network consists of stacked linear 1D convolution layers, which takes concatenated features as input and outputs the 3D occupancy. The voxelized 3D estimation network is similar to MV-VRN[8]. For further network details including the pose decoder network in pose estimation (Sec. 3.4) and more implementation details please refer to the supplementary material.

4. Evaluations and Results

An extensive experimental evaluation is presented on multiple people [45, 20] and single person [35, 36, 8, 46] 3D shape estimation against state-of-the-art methods on the proposed MPSD dataset and publically available single [39, 46] and multi person [28, 27, 4] datasets. We were unable to compare with [17] because of unavailability of code and the datasets they used do not have 3D shape only joints.

4.1. Implementation Details and Architecture

The proposed network is trained on the novel MPSD dataset, during training the two multitask networks are trained separately. The first multitask segmentation and depth network is given segmentation mask and depth map and the second multitask 3D and pose network is given 3D ground-truth and pose for training. For testing only a single image is passed to the network. MPSD is split into training and test sets (70 − 30) such that for each category with 2, 3...10 number of people, 30 scenes are used to test and 70 scenes are used for training. The models in the 30 test scenes are not seen during training for fair evaluation. The constants are: \( \alpha = 0.2, \beta = 0.1, \gamma = 0.1, \omega = 0.001 \).

The implicit refinement decoder network consists of stacked linear 1D convolution layers, which takes concatenated features as input and outputs the 3D occupancy. The voxelized 3D estimation network is similar to MV-VRN[8]. For further network details including the pose decoder network in pose estimation (Sec. 3.4) and more implementation details please refer to the supplementary material.

4.2. Comparative Evaluations

Evaluation on public datasets: The proposed network is trained on MPSD dataset and fine tuned on the training split of the publically available datasets with 3D, given below:

Vlasic [39]: Real single person dataset with 3D
THuman[46]: Real single person dataset with 3D
Figure 12. Comparison of proposed multi-human reconstruction against state-of-the-art methods on real datasets - CVSSP3D [28] and BALLAN [4]. PHOSA and proposed method give coherent reconstruction. Vibe does not estimate 3D spatial locations of each person.

Figure 13. Comparison of mesh projections of single image multi-human reconstruction against the proposed method. Proposed method gives accurate reconstruction with clothing details, unlike PHOSA and Vibe that give SMPL models with no clothing details.

Table 2. Quantitative comparison of our method with state-of-the-art single person methods - CD-Chamfer distance, P2S-Point to surface errors (P2S) [36] and 3D Intersection of Union (3D IoU) [16]. Qualitative comparison is shown in Fig. 9 and quantitative evaluation is shown in Fig. 10 and Table 2. The comparison demonstrates that the proposed method gives a high-resolution reconstruction comparable to PiFUHD and significantly better than PiFU, MV-VRN, DeepHuman. The quality and completeness of the reconstruction in the unseen parts of the object are better compared to PiFUHD (side-view in Fig. 9). Results and comparative evaluation on Vlasic and THuman datasets against PiFUHD and MV-VRN in Fig. 11 shows that the proposed method significantly outperforms existing methods on real datasets.

**Multi person evaluation on MPSD dataset**: The results against multiple people 3D shape estimation methods PHOSA [45] and VIBE [20] are shown in Fig. 12. Quantitative comparison is given in Table 3 against Chamfer distance, P2S and 2D Intersection of Union [28]. Both PHOSA and VIBE estimate the SMPL model of each person in the scene unlike the proposed method which gives model-free realistic reconstruction of people, which align with the object boundaries more closely especially in the case of loose clothing, as seen in Fig. 13. Results on real datasets CVSSP3D and Ballan datasets against PHOSA and
VIBE are illustrated in Fig. 12 and on MPSD dataset is shown in Fig. 13, demonstrating that the proposed method outperforms existing methods on both real and synthetic datasets in quality and coherency of the reconstruction. We also compare the 6DOF spatial location and orientation estimated from the proposed method and PHOSA in Table 4 using AUC metric defined in [40] for synthetic and real dataset and the results are comparable.

Table 4. Comparison of the spatial location and orientation of the proposed method against PHOSA for the AUC metric. 

| Method       | Datasets | CD   | 2DIoU | P2S   | CD   | 2DIoU | P2S   | CD   | 2DIoU | P2S   |
|--------------|----------|------|-------|-------|------|-------|-------|------|-------|-------|
| PHOSA        | MPSD     | 5.77 | 73%   | 6.92  | 77.3 | 69%   | 8.32  | 19.1 | 67%   | 10.04 |
| Vibe         | CVSSP3D  | 6.12 | 68%   | 7.44  | 8.20 | 63%   | 9.14  | 10.36| 64%   | 11.38 |
| Ours         | Proposed | 1.47 | 84%   | 1.88  | 197 | 80%   | 2.31  | 2.27 | 78%   | 3.02  |

Table 3. Comparison of the proposed method against multiple people reconstruction methods- CD is Chamfer distance ↓, 2DIoU is 2D Intersection of Union ↑, and P2S is Point to surface error ↓.

Table 5. Ablation study of the proposed method on MPSD dataset.

| Method          | MPSD | CVSSP3D | MPSD | CVSSP3D |
|-----------------|------|---------|------|---------|
| Proposed        | 75.6 | 80.4    | 79.8 | 82.1    |
| W/o LOS & implicit | 2.11 | 2.82   | 61%  | 72%     |
| W/o Implicit    | 1.98 | 2.71   | 62%  | 74%     |
| W/o LOS         | 1.63 | 2.44   | 65%  | 79%     |
| Implicit with 3D & Depth | 1.71 | 2.42   | 64%  | 79%     |
| Implicit with 3D & RGB | 1.65 | 2.27   | 67%  | 80%     |
| If-net [9]      | 1.78 | 2.59   | 63%  | 77%     |

Table 5. Ablation study of the proposed method on MPSD dataset.

4.3. Ablation Study

The ablation for implicit 3D reconstruction (Sec. 3.2) of the proposed method with and without the implicit refinement is shown in Fig. 14. There is a considerable improvement in the details, completeness and quality of the surface reconstruction. In the implicit refinement encoded features are input from RGB image, depth and 3D voxels. We present ablation without the silhouette loss in the voxelized 3D estimation ($L_{OS}$), without implicit refinement, with implicit refinement only with 3D and depth features (Implicit-3D & Depth), with implicit refinement with 3D and RGB features (Implicit-3D & RGB) and the proposed method in Table 5 for all error metrics defined before - CD, P2S, 3DIoU and 2DIoU. The proposed methods performs the best in terms of quality and completeness of the 3D shape when all 3 features are encoded in the implicit refinement network (Fig. 4).

We also compare our implicit refinement with If-net [9] in Fig. 15. The input to the implicit refinement network and If-net is the voxelized output from the first stage of the implicit 3D reconstruction (Sec. 3.2). The 3D surface from the proposed method has more details compared to If-net.

Limitations: Like existing methods, the proposed method cannot handle extreme poses (handstand) and heavy occlusions (> 50%). As it’s a multi-level approach like existing methods [35], it relies on the success of instance segmentation and depth. Also no temporal information is exploited potentially leading to a temporally incoherent output.

5. Conclusion

This paper presents an end-to-end learning framework for spatially coherent model-free implicit reconstruction of a multi-person single image. The method gives realistic implicit reconstructions of people with loose clothing and hair without any manual intervention compared to previous SMPL based approaches and works with partially occluded people. The proposed methodology combines the advantages of explicit volumetric representations to reconstruct a wide range of poses and implicit function representations for reconstruction of shape detail. A multitask network is used to simultaneously estimate 3D shape and 6DOF spatial location and orientation of each person in the image for a spatially coherent multi-human reconstruction. The proposed network is trained on our novel MPSD dataset with image-3D ground-truth pairs. High-resolution, robust and spatially coherent reconstructions are demonstrated on synthetic and real datasets on complex multi-person single images with partial occlusions, in a variety of clothing, poses, and scenes. Extensive comparative evaluation with single person 3D shape estimation methods demonstrates improvement in the accuracy, completeness and detail of the reconstruction. Comparative evaluation with state-of-the-art multi-human reconstruction methods shows that the proposed approach achieves a significantly better reconstruction of clothed humans as the existing methods only give SMPL model reconstruction of each person in the scene.
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