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ABSTRACT

The aim of few-shot learning (FSL) is to learn how to recognize image categories from a small number of training examples. A central challenge is that the available training examples are normally insufficient to determine which visual features are most characteristic of the considered categories. To address this challenge, we organise these visual features into facets, which intuitively group features of the same kind (e.g., features that are relevant to shape, color, or texture). This is motivated from the assumption that (i) the importance of each facet differs from category to category and (ii) it is possible to predict facet importance from a pre-trained embedding of the category names. In particular, we propose an adaptive similarity measure, relying on predicted facet importance weights for a given set of categories. This measure can be used in combination with a wide array of existing metric-based methods. Experiments on miniImageNet and CUB show that our approach improves the state-of-the-art in metric-based FSL.

Index Terms— Few-shot learning, multi-facet representations, metric-based learning, BERT

1. INTRODUCTION

Few-shot learning aims to recognize new image categories given only a few labeled examples. Most existing methods either fall into the meta-learning based [1, 2, 3] or the metric-based [4, 5, 6, 7] paradigms. In this paper, we focus in particular on metric-based few-shot learning methods, which have received a lot of attention due to their simplicity, flexibility and effectiveness. These methods aim to learn an embedding space in which the similarity of images can be evaluated using a pre-defined metric, such as Euclidean distance.

Early work on one-shot learning used Siamese networks [8] to learn appropriate embedding spaces. Beyond one-shot learning, [7] introduced an episode-based training strategy and proposed Matching Network, an FSL model which combines a weighted nearest-neighbor classifier with an attention mechanism. ProtoNet [5] first constructs a prototype for each category, by taking the mean of all the corresponding training examples, and then classifies test images based on the nearest prototype. Instead of fixing a pre-defined metric, Relation Network [4] learns a deep distance metric to compare each query-support image pair. The recently introduced FEAT model [6] applies a transformer [9] to contextualize the image features relative to the support set in a given task.

The aforementioned methods only rely on visual features. However, in addition to the training examples, we usually also have access to the names of the image categories to be learned. AM3 [10] uses a pre-trained embedding of these category names, using the GloVe word embedding model [11], to predict visual prototypes. TRAML [12] also uses GloVe vectors, but instead uses them to get prior information about which categories may be most difficult to separate. More precisely, TRAML uses the word vectors to implement an adaptive margin-based model.

In this paper, we propose a third way in which word vectors may be used to improve metric based FSL models. Our starting point is that we can intuitively think of the visual features as capturing different facets, such as shape, texture, color, etc. The relative importance of these facets moreover strongly depends on the considered image categories. For example, color-related facets are likely to be important to classify image from the ‘desert’ category, whereas shape-related facets may be more important for images from the ‘cat’ category. Therefore, we propose a method to predict the importance of the different facets for a given category, based on a pre-trained embedding of the category name. In addition to using GloVe vectors for representing the category names, we also experiment with embeddings that are obtained using the BERT language model [13]. The facets themselves are generated by clustering the coordinates of the visual feature vectors, using a similarity metric that is based on which visual classes can be discriminated well by the different coordinates.

\* Corresponding author.
2. BACKGROUND ON FSL

We briefly recall the few-shot learning (FSL) setting. Let a set of base classes \( C_{\text{base}} \) and a disjoint set of novel classes \( C_{\text{novel}} \) be given. These two sets differ in the number of available training images: whereas a sufficiently large number of training examples is given for the classes from \( C_{\text{base}} \), only a few training examples are available for the classes in \( C_{\text{novel}} \). The goal of FSL is to obtain a classifier that performs well for the novel classes in \( C_{\text{novel}} \). Usually, an \( N \)-way \( K \)-shot setting is assumed, where there are \( N \) novel classes and \( K \) training examples per class, where typically \( K \in \{1, 5\} \). Rather than using a fixed training-test split, FSL models are typically evaluated using so-called episodes. Specifically, in each test episode, \( N \) classes from \( C_{\text{novel}} \) are sampled, and \( K \) labelled examples from each class are made available for training. The remaining images from the \( N \) sampled classes are then used as test examples. The support set of an episode is the set of sampled training examples. We write it as \( S = \{(x_i^s, y_i^s)\}_{i=1}^{n_s} \), where \( n_s = N \times K \), \( x_i^s \) are the sampled training examples and \( y_i^s \) are the corresponding class labels. Similarly, the query set contains the sampled test examples and is written as \( Q = \{(x_i^q, y_i^q)\}_{i=1}^{n_q} \). To train FSL models, we also adopt an episode-based approach, as proposed by [7]. The model is thus trained by repeatedly sampling \( N \)-way \( K \)-shot episodes from \( C_{\text{base}} \), rather than by using \( C_{\text{base}} \) directly.

In our proposed method, we will rely on ProtoNet [5], which is one of the most popular metric-based FSL methods. Throughout the paper, we assume that the visual features \( f_\theta(x) \in \mathbb{R}^{n_v} \) of an image \( x \) are extracted by a CNN model such as ResNet [14]. Following ProtoNet, we construct a visual prototype \( v_c \) of a class \( c \) by averaging the visual features of all training images from this class, in a given episode \( p \):

\[
v_c = \frac{1}{K} \sum \{ f_\theta(x_i^s) \mid (x_i^s, c) \in S_p \}
\]

where \( S_p = \{(x_i^s, y_i^s)\}_{i=1}^{n_v} \) is the support set of episode \( p \).

3. METHOD

In Section 3.1, we first explain how the BERT language model can be used to obtain pre-trained embeddings of visual classes, based on their names. Subsequently, in Section 3.2 we explain the visual features can be decomposed into meaningful facets, without introducing additional parameters into the overall model, which is an important requirement in the context of few-shot learning. Finally, Section 3.3 introduces our facet-weighted similarity computation, and explains how this adaptive similarity measure can be used in combination with metric-based models such as ProtoNet.

3.1. Class Name Embeddings

We now explain how we use BERT [13] to get vector representations of class names. BERT represents sentences as sequences of so-called word-pieces. These correspond to words and sub-word tokens, where the latter are used to encode rare words. Each word-piece is represented by a static input vector. BERT maps a sequence of input vectors (corresponding to the word-pieces from a given sentence) onto a sequence of output vectors, which intuitively represent the meaning of the word-pieces within the context of the sentence. When representing the input, we can also replace words or phrases by a special \([\text{MASK}]\) symbol. The corresponding output vector then captures what the sentence reveals about the missing word or phrase. We follow this approach to obtain class name embeddings. Specifically, let \( C \) be the set of classes for which we want to learn an embedding. For each class \( c \in C \), we collect a number of sentences \( S(c) = s_1, ..., s_m \) that mention the name of this class. In particular, for our experiments we sampled \( m = 1000 \) such sentences from the May 2016 English Wikipedia dump. In each of the sampled sentences, we replace the name of the class by \([\text{MASK}]\) and compute the corresponding output vector. The final embedding of the class name is obtained by averaging the resulting \( m \) output vectors. In practice, the classes often correspond to WordNet synsets. For each class, we may then have several synonymous names. In such cases, we first get a vector for each name from the synset, in the aforementioned way, and then average the resulting vectors.

3.2. Facet Identification

Our aim is to group the coordinates of the visual feature vectors \( f_\theta(x) \), such that coordinates from the same group intuitively refer to similar aspects. Formally, we want to find a partition \( X_1, ..., X_F \) of the set of coordinate indices \( \{1, ..., n_v\} \). We write \( f_\theta^i(x) \) for the restriction of \( f_\theta(x) \) to the indices in \( X_i \). For each image \( x \) we thus have \( F \) different vectors, \( f_\theta^1(X), ..., f_\theta^F(X) \), each of which intuitively focuses on a different facet. A key problem is that we want to identify these facets, i.e. the partition classes \( X_i \), without introducing (too many) additional parameters, to prevent overfitting. For this reason, we will treat the problem of finding the facets \( X_1, ..., X_F \) as a clustering problem. To this end, we need a similarity measure between coordinates, capturing how closely related the corresponding visual feature are.

Before explaining how we measure the similarity between different coordinates, we first introduce a measure of coordinate (or feature) importance. In particular, for a given training episode \( p \), we determine how important coordinate \( i \) is in differentiating the classes that were sampled. After computing the prototypes for each class, according to Eq. 1, we take into account how often the \( i^{th} \) coordinate of a training example is closer to the \( i^{th} \) coordinate of the prototype of its own class than to the \( i^{th} \) coordinate of the prototypes of the other \( N-1 \) classes. For a vector \( a \), we write \( a[i] \) to denote its \( i^{th} \) coordinate. The importance of the \( i^{th} \) coordinate, for the class \( c \), is
then computed as follows:

\[ a^i_c = \sum_{(x_j, c)} \text{ReLU} \left( \frac{\sum_{d \in C_p \setminus \{c\}} \| f_d(x_j)[i] - v_d[i] \|_2^2}{(N - 1) \| f_0(x_j)[i] - v_c[i] \|_2^2} - 1 \right) \]

where \( C_p \) is the set of classes from the current episode \( p \) and \( |C_p| = N \). The outer summation is taken over all the available labeled examples \((x_j, c)\) of class \( c \) (i.e., covering both the support and query set). Note that the argument of \( \text{ReLU} \) is positive if \( f_0(x_j)[i] \) is closer to the \( i^{th} \) coordinate of the prototype of \( c \) than to the \( i^{th} \) coordinate of the prototypes of the other classes, on average. We then define \( a^i = \frac{1}{N} \sum_{c \in C_p} a^i_c \).

In other words, the importance \( a^i \) of coordinate \( i \), for a given episode, is defined as the average of its importance for the different classes. We repeat this computation for \( m \) different episodes, where each time \( N \) classes are sampled from \( C_p \). We then construct an \( m \times n_v \) matrix \( A \), where the element on the \( j^{th} \) row and \( i^{th} \) column is the importance score \( \eta^i \) that was found for the \( j^{th} \) episode.

To determine how closely (the visual features corresponding to) two coordinates \( i \) and \( j \) are related, we measure how strongly their importance scores \( a^i \) and \( a^j \) are correlated. To this end, we compute the Kendall \( \tau \) statistic between the \( i^{th} \) and \( j^{th} \) column of \( A \). Let us write \( e_{ij} \in [-1, 1] \) for the resulting value. Note that \( e_{ij} \) is close to 1 if the coordinates \( i \) and \( j \) are important for the same episodes, whereas a value close to -1 would mean that whenever \( i \) is important, \( j \) tends to be unimportant, and vice versa. Then, we use average-link agglomerative hierarchical clustering to partition the set \( \{1, ..., n_v\} \) into the facets \( X_1, ..., X_F \), where the values \( e(i, j) \) are used to measure similarity. The number of facets \( F \) is treated as a hyper-parameter.

### 3.3. Similarity Computation

When computing the similarity between a query image and a class prototype, in a metric-based FSL model such as ProtoNet, we now want to take into account the relative importance of different facets. In particular, for a given test episode, we first predict the importance of each facet using the embeddings \( n^c \) that we obtained using BERT, as explained in Section 3.1. To this end, we introduce a facet-importance generation network \( g_c \), which maps \( n^c \) onto an \( F \)-dimensional vector, intuitively capturing the importance of each of the \( F \) facets for class \( c \):

\[ b_c = g_c(n^c) \]  

(2)

where \( b_c \in \mathbb{R}^F \). We obtain the final facet importance weights by applying a softmax layer to \( b_c \) as follows:

\[ (\eta_1^c, ..., \eta_F^c) = \text{SOFTMAX}(b_c) \]  

(3)

Finally, we write \( \eta^i \) for the average of the facet-importance scores across the set of classes \( C_p \) from the given test episode, i.e.

\[ \eta^i = \frac{1}{N} \sum_{c \in C_p} \eta^i_c \]

Given these importance scores, we can measure the distance between a query image \( q \) and the prototype of class \( c \) as a weighted sum of facet-specific distances, as follows:

\[ fdist(q, c) = \sum_{i=1}^{F} \eta^i \| f^i_q(q) - v_c^i \|_2^2 \]  

(4)

Rather than using \( fdist(q, c) \) directly, we combine \( fdist(q, c) \) with the standard Euclidean distance, as used in ProtoNet, as follows:

\[ dist(q, c) = \| f_0(q) - v_c \|_2^2 + \lambda fdist(q, c) \]  

(5)

where \( \lambda \geq 0 \) is a hyper-parameter to control the contribution of the facet-weighted similarity computation. Note in particular that for \( \lambda = 0 \) we recover the original ProtoNet model. In the same way, we can also combine \( fdist(q,c) \) with the distance metrics from other metric-based FSL models, such as FEAT.

### 4. EXPERIMENTS

In this section, we evaluate whether standard FSL methods can be improved by incorporating our proposed facet-specific distance measure.

#### 4.1. Dataset

We conduct experiments on two benchmark datasets: miniImageNet [7] and CUB [15]. The miniImageNet dataset is a subset of ImageNet [16]. It consists of 100 classes. For each of these classes, 600 labeled images of size 84 \times 84 are provided. We adopt the common setup introduced by [1], which defines a split of 64, 16 and 20 classes for training, validation and testing respectively. The CUB dataset contains 200 classes and 11788 images in total. We used the splits from [17], where 100 classes are used for training, 50 for validation, and 50 for testing.

#### 4.2. Training details

We evaluate our method on 5-way 1-shot and 5-way 5-shot settings. Following the standard training strategy, we train 60,000 episodes in total for miniImageNet and 40,000 episodes for CUB. We use \( m = 5000 \) episodes to compute the Kendall statistics. During the test phase, 600 test episodes are generated. We report the average accuracy as well as the corresponding 95% confidence interval over these 600 episodes. To obtain the BERT-based vectors, we use the BERT-large-uncased model, which yields 1024 dimensional vectors. As the backbone network for producing
the visual feature embeddings, we consider ResNet-10 [14] for ablation study, ResNet-12 and Conv-64 [5] for miniImageNet and CUB respectively for fair comparison with other methods. The remaining parameters were selected based on the validation set. This resulted in a choice of $\lambda = 10$ for miniImageNet and $\lambda = 8$ for CUB, while $F$ was set to 7 for miniImageNet and 5 for CUB.

4.3. Ablation Study

Our main hypothesis in this paper is that meaningful facet-importance scores can be predicted from class name embeddings. In Table 1 we directly test this hypothesis by comparing (i) the standard ProtoNet model, (ii) a variant of our model in which GloVe vectors are used instead and (iii) the proposed model based on BERT. As can be seen, both variants of the facet-guided method outperform the ProtoNet baseline, with the BERT-based vectors outperforming GloVe vectors.

4.4. Comparison with State-of-the-art

Tables 2 and 3 compare our method against state-of-the-art methods on miniImageNet and CUB respectively. As can be seen in Table 2, when using ProtoNet as the base model, our method significantly outperforms the standard ProtoNet model, both in the 1-shot and 5-shot settings, with the difference being most pronounced in the 1-shot case. When FEAT is used as the base model, we again see a consistent improvement compared to the standard FEAT model. This version of our model also achieves the best results overall. The AM3 and TRAML models are of particular interest, because they also incorporate word vectors. For the case of AM3, in addition to the standard variant, which uses GloVe, we also obtained results with our BERT based class embeddings. This shows that the improvements we obtain over AM3 are not only due to the change from GloVe to BERT. In fact, in the case of AM3, the BERT based vectors actually underperform the GloVe vectors, presumably as a result of their much higher dimensionality. For TRAML, we only report the published results, as we did not have access to the implementation of this model. For the results on CUB in Table 3, we can see that our method improves on the standard ProtoNet model in a very substantial way. Furthermore, our model again achieves the best results overall.

5. CONCLUSION

We have proposed a method to improve the performance of metric-based approaches for few-shot image classification by taking embeddings of class names into account. Different from existing methods, we use these class name embeddings to predict the performance of different facets, and then measure the distance between images and prototypes as a weighted sum of facet-specific distances. The resulting facet-based distance can then be combined with a standard distance, e.g., the Euclidean distance in the case of ProtoNet. Experiments on two standard datasets showed consistent improvements compared to state-of-the-art methods. We also found that class name embeddings obtained from the BERT language model yielded better results than GloVe vectors, despite the ongoing popularity of the latter in FSL models.
6. REFERENCES

[1] Sachin Ravi and Hugo Larochelle, “Optimization as a model for few-shot learning,” in Proc. ICLR, 2017.

[2] Chelsea Finn, Pieter Abbeel, and Sergey Levine, “Model-agnostic meta-learning for fast adaptation of deep networks,” in Proc. ICML, 2017, pp. 1126–1135.

[3] Zhenguo Li, Fengwei Zhou, Fei Chen, and Hang Li, “Meta-sgd: Learning to learn quickly for few-shot learning,” arXiv preprint arXiv:1707.09835, 2017.

[4] Flood Sung, Yongxin Yang, Li Zhang, Tao Xiang, Philip HS Torr, and Timothy M Hospedales, “Learning to compare: Relation network for few-shot learning,” in Proc. CVPR, 2018, pp. 1199–1208.

[5] Jake Snell, Kevin Swersky, and Richard S. Zemel, “Prototypical networks for few-shot learning,” in Proc. NIPS, 2017, pp. 4077–4087.

[6] Han-Jia Ye, Hexiang Hu, De-Chuan Zhan, and Fei Sha, “Few-shot learning via embedding adaptation with set-to-set functions,” in Proc. CVPR, 2020.

[7] Oriol Vinyals, Charles Blundell, Tim Lillicrap, Koray Kavukcuoglu, and Daan Wierstra, “Matching networks for one shot learning,” in Proc. NIPS, 2016, pp. 3630–3638.

[8] Gregory Koch, Richard Zemel, and Ruslan Salakhutdinov, “Siamese neural networks for one-shot image recognition,” in ICML Workshop. Lille, 2015, vol. 2.

[9] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Łukasz Kaiser, and Illia Polosukhin, “Attention is all you need,” in Proc. NIPS, 2017, pp. 5998–6008.

[10] Chen Xing, Negar Rostamzadeh, Boris N. Oreshkin, and Pedro O. Pinheiro, “Adaptive cross-modal few-shot learning,” in Proc. NIPS, 2019, pp. 4848–4858.

[11] Jeffrey Pennington, Richard Socher, and Christopher D. Manning, “GloVe: Global vectors for word representation,” in Proc. EMNLP, 2014, pp. 1532–1543.

[12] Aoxue Li, Weiran Huang, Xu Lan, Jiashi Feng, Zhenguo Li, and Liwei Wang, “Boosting few-shot learning with adaptive margin loss,” in Proc. CVPR, 2020, pp. 12573–12581.

[13] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova, “BERT: pre-training of deep bidirectional transformers for language understanding,” in Proc. NAACL-HLT, 2019.

[14] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun, “Deep residual learning for image recognition,” in Proc. CVPR, 2016, pp. 770–778.

[15] C. Wah, S. Branson, P. Welinder, P. Perona, and S. Belongie, “The Caltech-UCSD Birds-200-2011 Dataset,” Tech. Rep. CNS-TR-2011-001, California Institute of Technology, 2011.

[16] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei, “Imagenet: A large-scale hierarchical image database,” in Proc. CVPR. Ieee, 2009, pp. 248–255.

[17] Wei-Yu Chen, Yen-Cheng Liu, Zsolt Kira, Yuchiang Frank Wang, and Jia-Bin Huang, “A closer look at few-shot classification,” in Proc. ICLR, 2019.

[18] Alex Nichol, Joshua Achiam, and John Schulman, “On first-order meta-learning algorithms,” arXiv preprint arXiv:1803.02999, 2018.

[19] Andrei A. Rusu, Dushyant Rao, Jakub Sygnowski, Oriol Vinyals, Razvan Pascanu, Simon Osindero, and Raia Hadsell, “Meta-learning with latent embedding optimization,” in Proc. ICLR, 2019.

[20] Qianru Sun, Yaoyao Liu, Tat-Seng Chua, and Bernt Schiele, “Meta-transfer learning for few-shot learning,” in Proc. CVPR, 2019, pp. 403–412.

[21] Kwonjoon Lee, Subhransu Maji, Avinash Ravichandran, and Stefano Soatto, “Meta-learning with differentiable convex optimization,” in Proc. CVPR, 2019, pp. 10657–10665.

[22] Boris N. Oreshkin, Pau Rodríguez López, and Alexandre Lacoste, “TADAM: task dependent adaptive metric for improved few-shot learning,” in Proc. NIPS, 2018, pp. 719–729.

[23] Christian Simon, Piotr Koniusz, Richard Nock, and Mehttas Harandi, “Adaptive subspaces for few-shot learning,” in 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition, CVPR 2020, Seattle, WA, USA, June 13-19, 2020, 2020, pp. 4135–4144.

[24] Chi Zhang, Yujun Cai, Guosheng Lin, and Chunhua Shen, “Deepemd: Few-shot image classification with differentiable earth mover’s distance and structured classifiers,” in 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition, CVPR 2020, Seattle, WA, USA, June 13-19, 2020, 2020, pp. 12200–12210.

[25] Fusheng Hao, Fengxiang He, Jun Cheng, Lei Wang, Jianzhong Cao, and Dacheng Tao, “Collect and select: Semantic alignment metric learning for few-shot learning,” in Proceedings of the IEEE International Conference on Computer Vision, 2019, pp. 8460–8469.

[26] Wenbin Li, Lei Wang, Jinglin Xu, Jing Huo, Yang Gao, and Jiebo Luo, “Revisiting local descriptor based image-to-class measure for few-shot learning,” in Proc. CVPR, 2019, pp. 7260–7268.