Motion Prediction of Human Wearing Powered Exoskeleton
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1. Introduction

Powered exoskeleton is a type of mechanical skeleton that can be worn by human user. This specific kind of machinery can provide external force and torque for the user to accomplish the motion, such as running, jumping, and weight bearing. Therefore, powered exoskeletons are widely used in military, medical rehabilitation, and disaster relief [1–3]. Motion prediction plays a crucial role in the interaction between powered exoskeleton and human. Accurate motion prediction makes exoskeleton react to users’ need properly and provide efficient movement. A practical motion prediction algorithm is supposed to predict user’s intention of motion based on the sensor information, such as joint angular of lower-limb [4], EMG signals of muscles [5], neural activation signals [6], human motion sequences [7, 8], and multisensor information [9].

Because of the stochasticity and nonlinearity of the captured motions, researchers have involved neural network to improve the prediction results. For example, Ghosh et al. used a Dropout Autoencoder LSTM (long short-term memory) method to predict natural looking motion sequences over long-time horizons without catastrophic drift or motion degradation [10]. Cheng et al. proposed an adaptable neural network for human motion prediction, which is able to accommodate human’s time-varying behaviors and to provide uncertainty bounds of the predictions in real time [11]. Tang et al. employed a motion context modeling to predict long-term motion using the recurrent neural network (RNN) [12]. Other works, such as multilayered LSTM [13] and deep RNNs [14], also achieved great success. The common strategy of these remarkable works is using neural network algorithms as the encoder learning from motion sequence along time domain, with distributed hidden states or quantify features to store information about motion in the past. However, neural network algorithms also have intrinsic problems. One is the dilemma of choosing training data. High-dimensional observed data usually leads to poor model accuracy, low calculation efficiency, and impacted generalization ability. On the other hand, using hidden states or motion features [15] to train the neural network may raise the risk of information loss and inaccurate prediction.
GPLVM is a nonparametric probabilistic algorithm for dimensionality reduction, which has seen remarkable successes in generating natural and smooth human motion [16–19]. Given the dataset \( \{x_i\}_{i=1}^N \subset X \), it generates the corresponding low-dimensional representations \( \{y_i\} \subset Y \) in the latent space. The GPLVM can be viewed as a nonlinear probabilistic extension to the classical PCA, and it has been extensively used in analyzing the complex human motion. However, the GPLVM only identifies the configuration manifold where the human motion evolves on, it does not identify the vector field defined on the manifold which is useful for future motion prediction. As a natural consideration, we apply the NAR neural network to identify the evolution in the low-dimensional latent space, which is much more sufficient because the computation is implemented to the low-dimensional representation. In this paper, a new prediction method is proposed as the combination of GPLVM and NAR network algorithms. The novel method integrates the advantages of both algorithms and as a result achieves higher prediction accuracy with relatively lower calculation time.

2. Method

2.1. Problem Analysis. In practice, exoskeletons are expected to be compliant with users’ body gestures. The conventional multibody dynamical models are mostly developed based on the assumption of ideal joints. However, the hypothesis of ideal joints may neglect many features such as the geometric properties of skeleton and the elasticity of tissues. Modeling the joint Gaussian distribution: Any function \( f \) is of positive type. For any set of images \( S(x_i) \in \mathbb{R}^N \), the probability can be calculated from

\[
E[S(x_i)] = \mu(x_i), \quad \text{(1)}
\]

\[
\text{cov}[S(x_i), S(x_j)] = k(x_i, x_j), \quad \forall i, j = 1, \ldots, N. \quad \text{(2)}
\]

One commonly used kernel function is the Gaussian kernel \( k(x_i, x_j) = \exp(-\|x_i - x_j\|^2/\sigma^2) \). The constant coefficients of kernel functions are called hyperparameters. In statistical inference, the mean function \( \mu(x) \) of a GP is usually set to constant zero, and the type of kernel function is selected based on the smoothness. Any given samples of the mapping \( \{x_i, y_i\}_{i=1}^N \subset \mathbb{R} \times \mathbb{R}^m \) form an event. Given the value of hyperparameters \( \beta \), the probability can be calculated from the joint Gaussian distribution:

\[
P[(x, y)] = \mathcal{N}\left\{y; x, \left[k(x_i, x_j)\right]_{N 	imes N}\right\}, \quad \text{(3)}
\]

where \( y = [y_1, \ldots, y_N] \) and \( x = [x_1, \ldots, x_N] \). If only samples \( \{(x_i, x_j)\} \) are given, the estimation of hyperparameters
can be obtained with maximum likelihood estimation (MLE):

\[ \beta^* = \arg\min \{ P(x,y) ; \beta \}. \] (4)

In the problem of dimensionality reduction, the only available information is the samples \( \{ y_i \} \) in the original space. The corresponding latent coordinates \( \{ x_i \} \) and hyperparameters are to be identified. The study [23] gives an algorithm with the assumption that the hyperparameter \( \beta \) follows a certain probability distribution. The conditional probability \( P(y|x) \) can be calculated by marginalizing out the hyperparameters from \( P(y|x, \beta) \). Then, the coordinates \( \{ x_i \} \) and \( \beta \) are jointly estimated through optimizing the marginalized likelihood. Readers are referred to reference [23, 24] for the details of the algorithm.

2.3. NAR Neural Network. NAR neural network is a dynamic neural network with feedback and memory function [25]. Its output depends not only on the current input, but also on the previous input and output. It uses the dynamic correction method to reduce the calculation time of model updating, and the matrix order remains unchanged when the sample increased, which improves the calculation efficiency [26]. This method has the advantages of less operation time and high prediction accuracy and has the characteristics of strong learning ability and approximation of any nonlinear function. It is more suitable for time series prediction than static neural network.

The algorithm model of the NAR neural network is expressed as follows:

\[ y(t) = f[y(t-1), y(t-2), \ldots, y(t-d)], \] (5)

where \( y(t) \) is the output value at time \( t \), \( y(t-1), y(t-2), \ldots, y(t-d) \) are the output values before time \( t \), \( d \) is the delay order, and \( f[ ] \) is the nonlinear function obtained by learning and training. It is clear that the predicted value of \( y(t) \) at this moment is determined by the values of \( y(t) \) in the past.

The NAR dynamic neural network is composed of input layer, output layer, hidden layer, and delay variable. It has two network modes, one is parallel (close-loop) network mode, in which the output of the neural network will be feedback to the input layer and continue to learn with other inputs. The other is series-parallel (open-loop) network mode, in which the expected output of the neural network will be feedback to the input layer. In this paper, we choose the series-parallel network model, which can improve the prediction accuracy.

To summarize, our strategy of GPLVM-NAR is shown in Figure 1. By using the GPLVM method, the high-dimensional motion data are mapped into low-dimensional latent space. Then, prediction in the latent space is made using the NAR neural network. At last, future motion can be forecasted by inverse mapping of the predicted representation.

The proposed procedure consists of five steps: (1) compute sequence of human motion wearing exoskeleton with motion capture devices; (2) calculate the velocities of every mark points between frames; (3) obtain the latent coordinates of velocity data by training the GPLVM; (4) predict future changes of the representations of training data in latent space using NAR neural network; (5) get future motion data in observation space by inverse mapping.

3. Experiments and Results

Experiment is conducted in order to verify the capability of the proposed human motion prediction algorithm. A motor-driven lower-limb prototype exoskeleton with 6 degrees of freedom is used in the experiment. The volunteer wearing this powered exoskeleton is asked to perform different types of motion indoors. The assigned motion includes (1) walking on ground, (2) walking on slope, and (3) walking on stairs. The lower-limb exoskeleton is activated to help the user complete the assigned motion.

Video image sequences of the volunteer’s motion wearing powered exoskeleton are captured utilizing Coda Motion cx1 analysis system (Charnwood Dynamics Ltd.). The dual-camera system is used to reconstruct the motions in Cartesian coordinates. Each motion is required to last 4 seconds. And the motions are recorded by 200 frames (camera frame rate 50 fps).

For the motion capture system, we place 22 marker points on volunteer’s lower body in advance. They are arranged as follows: 4 markers on each side of thigh, 4 markers on each side of crus, and each marker on every hip, knee, and ankle. The marker points and their locations are shown in Figure 2.

The positions of landmarks are digitized from stereo vision. And the sequences of human skeletons are calculated automatically by the Coda Motion analysis system based on linear regression between markers, as shown in Figures 3(a)–3(f). Notice that every group of 4 points on the thighs and cruses are replaced by a virtual point for visualization. We take one motion sequence of walking on ground as an example. Firstly, markers’ velocities are calculated from frame to frame. Secondly, the velocities are input to the GPLVM model to reduce the dimension from 66-dimensional matrix (22 points*3 coordinates) to 2-dimensional latent vector. In the 2-dimensional latent space, each point is corresponded to the motion matrix in each frame in observation space, as shown in Figure 3(g).

Obvious cyclical trends can be found in Figure 3(g). As a result, prediction based on the representations of training data in the latent space is made. We assume that early 75% of the captured data (150 frames of poses) as train data and last
25% of the captured data (50 frames of poses) as true reference data. The NAR neural network is used to forecast future value of the representations in this paper. The NAR neural network is constructed with 10 input layer nodes, 10 hidden layer neurons, and 1 output layer node. It uses the last 10 dataset as feedback delays to estimate the next future data and then iterate over to the end. Additionally, future motion data in observation space are obtained by inverse mapping of the data in latent space. Prediction results are shown in Figure 4. It can be observed that the NAR neural
network method performs very high predicting accuracy in latent space, as shown in Figure 4(e). Consequently, predicted motion in observation space shows the same high similarity with human truth, as shown in Figure 4(a)–4(d).

Different motions of human user wearing powered exoskeleton walking on ground, on slope, and on stairs are experimented. 10 best performances of each motion are picked up for prediction practice. Comparisons are made with the existing method including Res-GRU and LSTM-3LR [12]. The prediction results using different methods are shown in Figure 5. We introduce mean relative error (MRE) and their standard deviation (SD) to evaluate the ability of the proposed method for human motion predicting. The averages of relative errors of all the marker points between predicted motion and true value are first calculated. Then, their mean values and standard deviations are listed as a reference value. The comparison of prediction results are shown in Table 1. Furthermore, average calculation time of each method is calculated and shown in Figure 6. Computation time of the GPLVM-NAR method is less than other two methods, because of the data dimensionality reduction. Furthermore, the calculation time of the proposed method does not increase significantly with the increase of motion complexity.

From the comparison of prediction accuracy and average calculation time, conclusion can be made that our method is more competitive than other competitors. One reason is that GPLVM has its advantage in the training of one single set of motion data, especially when the amount

Figure 3: GPLVM training result of a sequence of walking on ground. (a)–(f) Frames of motion poses in observation space. Human leg skeletons are calculated based on captured marker data. (g) Representations of the training data in latent space. Cyclicity of the representations reflects the periodicity of human movement.
Figure 4: Comparison of the proposed method results and ground-truth poses. (a)–(d) Examples of particular sample indexes of predicted motions (dotted line) and ground-truths (solid line). (e) Exhibition of predicted data and test data in latent space. The predicted data (circle) are very close to test data (triangle) in latent space.

Figure 5: Prediction results using different methods, Res-GRU, LSTM-3LR and GPLVM-NAR. The predicted motion results are in dotted lines and ground-truths are in solid lines.
of training data is also very small, while other methods may lose their convergences. Although the method is less accurate when predicting human motion of walking on stairs due to the motion complexity, it still outperforms others.

4. Conclusions

In this paper, a GPLVM-NAR method is proposed to predict future motions of human wearing powered exoskeleton. With the help of the GPLVM method, the dimension of observed human motion data is reduced. Then, prediction is made by employing the NAR network algorithm. Experiment results demonstrate that the proposed algorithm outperforms existing methods with advantages in relative error of 2%–5% and average calculation time of 120 s–155 s.

The GPLVM method generates a smooth map from the latent space to configuration space. It shows great potential in the prediction with a small amount of data. Because the predicting process is performed on the low-dimensional latent coordinates, the proposed method achieves higher model accuracy, computational efficiency, and generalization ability compared to the conventional neural network approaches. Therefore, it is more applicable for the real assistive strategies of powered exoskeleton.

Data Availability

The data used to support the findings of this study are all included within the article.

Ethical Approval

The study was approved by the Ethical Committee of Nanjing University of Science and Technology, and all methods were carried out in accordance with relevant guidelines and regulations.

Consent

Informed consent was taken from subjects before enrollment.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

The authors would like to thank Professor Xu, Professor Guan, and their team for providing the exoskeleton prototype. The powered exoskeleton is provided by the cooperation work of Xiaorong Guan (Nanjing University of Science and Technology) and Wei Dong (Harbin Institute of Technology). This study was funded by the National Defense Basic Scientific Research Program of China, grant no. B1020132012.

References

[1] Q. Fang, T. G. Li, and H. J. Cai Zhao, "A simplified inverse dynamics modelling method for a novel rehabilitation exoskeleton with parallel joints and its application to trajectory tracking," Mathematical Problems in Engineering, vol. 2019, no. 5, 10 pages, Article ID 4602035, 2019.

[2] G. Zhu, X. Kong, G. Zhao et al., "Modeling and simulation of an unpowered lower extremity exoskeleton based on gait energy," Mathematical Problems in Engineering, vol. 2020, Article ID 4670936, 15 pages, 2020.

[3] R. A. R. C. Gopura, D. S. V. Bandara, K. Kiguchi, and G. K. I. Mann, "Developments in hardware systems of active upper-limb exoskeleton robots: a review," Robotics and Autonomous Systems, vol. 75, pp. 203–220, 2016.

[4] D.-X. Liu, X. Wu, W. Du, C. Wang, and T. Xu, "Gait phase recognition for lower-limb exoskeleton with only joint angular sensors," Sensors, vol. 16, no. 10, p. 1579, 2016.

[5] Y. Fan, Z. Guo, and Y. Yin, “SEMG-based neuro-fuzzy controller for a parallel ankle exoskeleton with
proprioception,” *International Journal of Robotics and Automation*, vol. 26, no. 4, p. 450, 2011.

[6] K. Lee, D. Liu, L. Perroud, R. Chavarriaga, and J. d. R. Millán, “A brain-controlled exoskeleton with cascaded event-related desynchronization classifiers,” *Robotics and Autonomous Systems*, vol. 90, pp. 15–23, 2017.

[7] Y. Du, Y. Wong, Y. Liu et al., “Marker-less 3D human motion capture with monocular image sequence and height-maps,” in *Proceedings of the European Conference on Computer Vision*, pp. 20–36, Springer, Cham, Switzerland, October 2016.

[8] M. Nixon and A. Aguado, *Feature Extraction and Image Processing for Computer Vision*, Academic Press, Cambridge, MA, USA, 2019.

[9] W. Ma, X. Zhang, and G. Yin, “Design on intelligent perception system for lower limb rehabilitation exoskeleton robot,” in *Proceedings of the 2016 13th International Conference on Ubiquitous Robots and Ambient Intelligence (URAI)*, pp. 587–592, IEEE, Xi’an, China, August 2016.

[10] P. Ghosh, J. Song, E. Aksan, and O. Hilliges, “Learning human motion models for long-term predictions,” in *Proceedings of the 2017 International Conference on 3D Vision (3DV)*, pp. 458–466, IEEE Computer Society, Qingdao, China, October 2017.

[11] Y. Cheng, W. Zhao, C. Liu et al., “Human motion prediction using semi-adaptable neural networks,” in *Proceedings of the 2019 American Control Conference (ACC)*, pp. 4884–4890, IEEE, Philadelphia, PA, USA, July 2019.

[12] Y. Tang, L. Ma, W. Liu, and W. Zheng, “Long-term human motion prediction by modeling motion context and enhancing motion dynamic,” in *Proceedings of the Twenty-Seventh International Joint Conference on Artificial Intelligence (IJCAI-18)*, Stockholm, Sweden, July 2018.

[13] I. Sutskever, O. Vinyals, and Q. V. Le, “Sequence to sequence learning with neural networks,” *Advances in Neural Information Processing Systems*, https://arxiv.org/abs/1409.3215, 2014.

[14] J. Martinez, M. J. Black, and J. Romero, “On human motion prediction using recurrent neural networks,” in *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pp. 2891–2900, IEEE, Honolulu, HI, USA, July 2017.

[15] J. Butepage, M. J. Black, D. Kragic, and H. Kjellstrom, “Deep representation learning for human motion prediction and classification,” in *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pp. 6158–6166, Honolulu, HI, USA, July 2017.

[16] G. Song, S. Wang, Q. Huang et al., “Harmonized multimodal learning with gaussian process latent variable models,” *IEEE Transactions on Pattern Analysis and Machine Intelligence*, vol. 411 page, 2019.

[17] W. E. Leithead, E. Solak, and D. J. Leith, “Direct identification of nonlinear structure using gaussian process prior models,” in *Proceedings of the European Control Conference*, IEEE, Linz, Austria, July 2015.

[18] P. Li and S. Chen, “A review on Gaussian process latent variable models,” *CAAI Transactions on Intelligence Technology*, vol. 1, no. 4, pp. 366–376, 2016.

[19] A. Mallasto, S. Hauberg, and A. Feragen, “Probabilistic Riemannian submanifold learning with wrapped Gaussian process latent variable models,” in *Proceedings of the The 22nd International Conference on Artificial Intelligence and Statistics*, pp. 2368–2377, Naha, Okinawa, Japan, April 2019.

[20] N. D. Lawrence, “Gaussian process latent variable models for visualisation of high dimensional data,” *Advances in Neural Information Processing Systems*, vol. 15, pp. 329–336, 2004.

[21] J. Wang, A. Hertzmann, and D. J. Fleet, “Gaussian process dynamical models,” in *Proceedings of the Advances in Neural Information Processing Systems*, pp. 1441–1448, British Columbia, Canada, December 2006.

[22] C. E. Rasmussen, *Gaussian Processes in Machine Learning*, In *Summer School on Machine Learning*, Springer, Berlin, Heidelberg, 2003.

[23] N. Lawrence, “Probabilistic non-linear principal component analysis with Gaussian process latent variable models,” *Journal of Machine Learning Research*, vol. 6, pp. 1783–1816, 2005.

[24] N. D. Lawrence and I. Quinonero-Candela, “Local distance preservation in the GP-LVM through back constraints,” in *Proceedings of the 23rd International Conference on Machine Learning*, pp. 513–520, ACM, Pittsburgh, PA, USA, June 2006.

[25] K. W. Wang, C. Deng, J. P. Li, Y. Y. Zhang, X. Y. Li, and M. C. Wu, “Hybrid methodology for tuberculosis incidence time-series forecasting based on ARIMA and a NAR neural network,” *Epidemiology and Infection*, vol. 145, no. 6, pp. 1118–1129, 2017.

[26] R. Sarkar, S. Julai, S. Hossain et al., “A Comparative study of activation functions of NAR and NARX neural network for long-term wind speed forecasting in Malaysia,” *Mathematical Problems in Engineering*, 10.1155/2019/6403081, vol. 2019, Article ID 6403081, 14 pages, 2019.