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Abstract

In recent years, several classes of codes are introduced to provide some fault-tolerance and guarantee system reliability in distributed storage systems, among which locally repairable codes (LRCs for short) play an important role. However, most known constructions are over large fields with sizes close to the code length, which lead to the systems computationally expensive. Due to this, binary LRCs are of interest in practice.

In this paper, we focus on binary linear LRCs with disjoint repair groups. We first derive an explicit bound for the dimension \( k \) of such codes, which can be served as a generalization of the bounds given in [11], [36], [37]. We also give several new constructions of binary LRCs with minimum distance \( d = 6 \) based on weakly independent sets and partial spreads, which are optimal with respect to our newly obtained bound. In particular, for locality \( r \in \{2, 3\} \) and minimum distance \( d = 6 \), we obtain the desired optimal binary linear LRCs with disjoint repair groups for almost all parameters.
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I. INTRODUCTION

Modern large scale distributed storage systems, such as data centers, store data in a redundant form to ensure reliability against node failures. The simplest and most commonly used technique is replication, which has clear advantages due to its simplicity and fast recovery from data failures. However, this strategy entails large storage overhead and is nonadaptive for modern systems supporting the “Big Data” environment.

To achieve better storage efficiency, erasure codes are employed, such as Windows Azure [13], Facebook’s Hadoop cluster [25], where the original data are partitioned into \( k \) equal-sized fragments and then encoded into \( n \) fragments \((n \geq k)\) stored in \( n \) different nodes. It can tolerate up to \( d - 1 \) node failures, where \( d \) is the minimum distance of the erasure code. Particularly, the maximum distance separable (MDS) code is a kind of erasure code that attains the maximal minimum distance with respect to the Singleton bound and thus provides the highest level of fault tolerance for given storage overhead.

However, if a node fails, which is the most common failure scenario, we may recover it by looking at the information on any \( k \) remaining nodes. This is a slow and time consuming recovery process since we have to read data from \( k \) nodes when we only want to recover data on one node. There are two famous metrics in the literature to quantify the efficiency of recovering, which are the repair bandwidth and repair locality. In this work, we study codes with small repair locality.

The concept of codes with locality was introduced by Gopalan et al. [10], Oggier and Datta [17], and Papailiopoulos et al. [20]. The \( i \)-th coordinate of a code has locality \( r \) if it can be recovered by accessing at most \( r \) other coordinates. In this paper, an \([n, k, d]\) linear code with all-symbol locality \( r \) is denoted by an \([n, k, d; r]\) LRC. When \( r \ll k \), it greatly reduces the disk I/O complexity for repair.

When considering the fault tolerance level, the minimum distance is a key metric for LRCs. Gopalan et al. [10] first derive the following upper bound for codes with information locality:

\[
d \leq n - k - \left\lceil \frac{k}{r} \right\rceil + 2, \tag{1}
\]

which is also called as Singleton-like bound since it degenerates to classical Singleton bound when \( r = k \). Later, in [21], [19], the bound (1) is generalized to vector codes and nonlinear codes. Although it certainly holds for all LRCs, it is not tight in many cases. The tightness of the bound (1) is studied in [23], [34].

We say an LRC is \( d \)-optimal if it satisfies bound (1) with equality for given \( n, k \) and \( r \). For the case \((r + 1) | n\), \( d \)-optimal LRCs are constructed explicitly in [32] and [25] by using Reed-Solomon codes and Gabidulin codes respectively. However, both constructions are built over a finite field whose size is an exponential function of the code length \( n \). In [30], for the same case \((r + 1) | n\), the authors construct a \( d \)-optimal code over a finite field of size slightly greater than \( n \) by using “good” polynomials. This construction can be extended to the case \((r + 1) \nmid n\) with the minimum distance \( d \geq n - k - \left\lceil \frac{k}{r} \right\rceil + 1 \) which
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is at most one less than the bound (1). In [2], [3], the authors generalized this idea to cyclic codes and algebraic geometry codes.

In order to consider multiple erasures in local repair, two different models for recovering the erasures in parallel were put forward independently by Wang et al. [33] and Prakash et al. [21]. Also, another model which was called a sequential approach was proposed in [22]. There are lots of other works devoted to the locality in the handling of multiple node failures, such as [11], [13], [27], [29], [50], [55].

For the convenience of computer hardware implementation, codes over small (especially binary) alphabets are of particular interest. In the binary case, the bound (1) is not tight in almost all cases. In fact, Hao et al. [12] prove that there are only 4 classes of d-optimal binary LRCs meeting the Singleton-like bound in the sense of equivalence of linear codes. A new bound taking field size into consideration is derived in [4], which is called Cadambe-Mazumdar (C-M) bound,

$$k \leq \min_{i \in \mathbb{Z}^+} \left[ (r + k^{(q)}_{\text{opt}} \eta (n - (r + 1)t), d) \right],$$

(2)

where \(k^{(q)}_{\text{opt}} (n, d)\) is the largest possible dimension of a code, for given field size \(q\), code length \(n\), and minimum distance \(d\).

The C-M bound can be attained by binary simplex codes [4]. Later in [26], new binary LRCs constructed via anticodes are presented to attain the bound (2) with locality \(r = 2, 3\). Based on different base codes (systematic binary codes), Huang et al. [14] propose constructions of binary LRCs with \(d = 3, 4\) and 5 using phantom parity check symbols, some of which are shown to be optimal with respect to their minimum distance. Binary cyclic LRCs with optimal dimension for distances 2, 6 and 10 and locality 2, are presented in [11]. Also, a class of binary LRCs with optimal dimension for parameters \(r = 2\) and \(d = 10\), are constructed in [37]. Besides, a class of binary LRCs with minimum distance 4 can be seen in [24]. Also in [36], the authors construct a class of optimal binary LRCs with minimum distance at least 6. Another construction of binary LRCs with minimum distance at least 6 is given in [16], showing that some examples are optimal with respect to bound (2). In [8], the authors investigate the locality of MacDonald codes and generalized MacDonald codes, and propose some constructions of binary LRCs.

Most of the optimal constructions of LRCs above adopt a special structure, which is called disjoint repair groups (Definition II.2). In this paper, we are concerned with the bound and constructions of binary LRCs with disjoint repair groups. We first derive an explicit bound for the dimension \(k\) of such codes (Theorem III.1), which can be served as a generalization of the bound given in [36]. We say a binary LRC is \(k\)-optimal if it satisfies the bound in Theorem III.1 with equality for given \(n, d\) and \(r\). We also give two classes of \(k\)-optimal binary LRCs for general \(r\). And our first class of \(k\)-optimal binary linear LRCs contains the construction given in [36]. Moreover, for locality \(r \in \{2, 3\}\) and minimum distance \(d = 6\), we obtain \(k\)-optimal binary linear LRCs with disjoint repair groups for almost all parameters.

An outline of this paper is as follows. The next section is about some notations, definitions and some known results on partial spread. Section III is devoted to give an upper bound on the dimension of \([n, k, d; r]_2\)-LRCs. In Section IV we give some optimal constructions for \(d = 6\). Some discussions for binary LRCs with \(d \geq 8\) and concluding remarks are presented in the final section.

II. Preliminaries

The following notations are fixed throughout this paper

- Let \([n] = \{1, 2, \ldots, n\}\) and \([a, b] = \{a, a + 1, \ldots, b\}\) if \(a \leq b\) are two integers.
- Let \(q\) be a prime power, and \(\mathbb{F}_q\) be the finite field with \(q\) elements.
- Let \(\mathbb{F}_q^n\) denote the vector space of dimension \(n\) over \(\mathbb{F}_q\).
- For any vector \(v = (v_1, \ldots, v_n) \in \mathbb{F}_q^n\), let \(\text{supp}(v) = \{i \in [n] | v_i \neq 0\}\) and \(\text{wt}(v) = |\text{supp}(v)|\). For a set \(S \subseteq [n]\), define \(v|_S = (v_{i_1}, \ldots, v_{i_{|S|}})\) where \(i_j \in S\) for \(1 \leq j \leq |S|\) and \(1 \leq i_1 < \cdots < i_{|S|} \leq n\).
- \(d(u, v)\) stands for Hamming distance between any two vectors \(u, v \in \mathbb{F}_q^n\).
- Let \(U \subseteq \mathbb{F}_q^n\) be a set and \(v\) be a vector. Define \(d(U, v) = \min\{d(u, v) | u \in U\}\).
- Let \(I_n\) be the \(n \times n\) identity matrix. And let \(0_n\) and \(1_n\) be the all-one and all-zero vector, respectively.

Firstly, we give the concept of weakly independent set which has appeared in [9].

**Definition II.1.** A set \(T \subseteq F\) is \(\tau\)-wise weakly independent over \(\mathbb{F}_q\) if no set \(T' \subseteq T\) where \(2 \leq |T'| \leq \tau\) has the sum of its elements equal to zero.

Next, we briefly introduce partial spread.

**Definition II.2.** A partial \(t\)-spread of \(\mathbb{F}_q^n\) is a collection \(S = \{W_1, \ldots, W_l\}\) of \(t\)-dimensional subspaces of \(\mathbb{F}_q^n\) such that \(W_i \cap W_j = \{0\}\) for \(1 \leq i < j \leq l\). The number \(l\) is called the size of \(S\). Moreover, we call \(S\) maximal if it has the largest possible size. Particularly, if \(\bigcup_{i=1}^l W_i = \mathbb{F}_q^n\), we simply say that \(S\) is a \(t\)-spread.

It is well-known that a \(t\)-spread of \(\mathbb{F}_q^n\) exists if and only if \(t\) divides \(n\). Bounds for the sizes of maximum partial \(t\)-spreads were heavily studied in the past, not only because of its own interest, but also because it has a great connection to a special
kind of \( q \) subspace codes in (network) coding theory. Here the codewords are nonzero subspaces of \( \mathbb{F}_q^m \). The most widely used distance measure for subspace codes is the so-called subspace distance \( d_S(U, V) := \dim(U + V) - \dim(U \cap V) \). For \( k \in [m] \), we denote by \( A_q(m, k, d) \) the maximal cardinality of subspace codes over \( \mathbb{F}_q^m \) with minimum subspace distance \( d \), where we additionally assume that the dimension of the codewords are all \( k \). With this notation, the size of a maximum partial \( k \)-spread in \( \mathbb{F}_q^m \) is given by \( A_q(m, k, 2k) \).

Only few results about \( A_q(m, k, 2k) \) are known. Here we list some of them which will be used in this paper.

**Lemma II.3.** \([6]\)** For positive integers \( 1 \leq k \leq m \) with \( m \equiv r \pmod{k} \), we have

\[
A_q(m, k, 2k) \geq \frac{q^m - q^k(q^r - 1) - 1}{q^k - 1}.
\]

**Lemma II.4.** \([3]\)** For positive integers \( 1 \leq k \leq m \) with \( m \equiv r \pmod{k} \), we have

\[
A_q(m, k, 2k) = \begin{cases} 
\frac{q^m - 1}{q^k - 1} & \text{if } r = 0, \\
\frac{q^m - q^{k+1} - q^k - 1}{q^k - 1} & \text{if } r = 1.
\end{cases}
\]

**Corollary II.5.**

\[
A_2(m, 2, 4) = \begin{cases} 
\frac{2^m - 1}{3} & \text{if } m \equiv 0 \pmod{2}, \\
\frac{2^m - 5}{3} & \text{if } m \equiv 1 \pmod{2}.
\end{cases}
\]

**Lemma II.6.** \([5]\)**

\[
A_2(m, 3, 6) = \begin{cases} 
\frac{2^m - 1}{3} & \text{if } m \equiv 0 \pmod{3}, \\
\frac{2^m - 9}{3} & \text{if } m \equiv 1 \pmod{3}, \\
\frac{2^m - 18}{3} & \text{if } m \equiv 2 \pmod{3}.
\end{cases}
\]

Now, we give the definition of linear LRCs discussed in this paper.

**Definition II.7.** The \( i \)-th coordinate, \( 1 \leq i \leq n \), of an \([n, k, d]_q\) linear code \( C \) is said to have \( r \)-locality if it can be recovered by accessing at most \( r \) other code symbols. Equivalently, there exists a codeword \( h_i \) in the dual code \( C^\perp \) such that \( i \in \text{supp}(h_i) \) and \( |\text{supp}(h_i)| \leq r + 1 \).

**Definition II.8.** An \([n, k, d]_q\) linear code \( C \) is said to have \( r \)-locality if each of the \( i \)-th coordinate has \( r \)-locality, where \( 1 \leq i \leq n \). We denote it by \([n, k, d; r]_q\).

**Definition II.9.** We say an \([n, k, d; r]_2\) LRC has disjoint repair groups if there exists a set of local parity checks \( h_1, h_2, \ldots, h_l \in C^\perp \) such that \( \bigcup_{i=1}^l \text{supp}(h_i) = [n] \), \( \text{wt}(h_i) = r + 1 \) and \( \text{supp}(h_i) \cap \text{supp}(h_j) = \emptyset \) for \( 1 \leq i \neq j \leq l \).

### III. Upper bound for binary LRCs with disjoint repair groups

In this section, we will give an upper bound for binary LRCs with disjoint repair groups based on Johnson bound. Let \( C \) be an \([n, k, d; r]_2\) LRC with disjoint repair groups. We assume that the parity check matrix \( H \) of \( C \) consists of two parts

\[
H = \begin{pmatrix} H_L & H_G \end{pmatrix}.
\]

The matrix \( H_L \) is designed to guarantee the locality of the code \( C \), and the matrix \( H_G \) determines the minimum distance of \( C \). Assume \( r + 1 \) divides \( n \) since we only consider the code with disjoint repair groups in this paper. Without loss of generality, we have

\[
H_L = I_{\frac{n}{r+1}} \otimes 1_{r+1}.
\]

Note that the sum of the rows of \( H_L \) is an all-one vector, it follows that the minimum distance of \( C \) must be even.

**Theorem III.1.** For any \([n, k, d; r]_2\) binary linear LRC with disjoint repair groups, let \( d = 2t + 2 \) and \( n = (r + 1)t \).

1) If \( t + 1 \) is an odd integer, we have

\[
k \leq \frac{rn}{r + 1} - \left\lfloor \log_2 \left( \sum_{0 \leq i_1 + \cdots + i_t \leq \left\lfloor \frac{d}{2t+1} \right\rfloor} \prod_{j=1}^t \binom{r+1}{2i_j} \right) \right\rfloor.
\]

2) If \( t + 1 \) is an even integer, we have

\[
k \leq \frac{rn}{r + 1} - \left\lfloor \log_2 \left( \sum_{0 \leq i_1 + \cdots + i_t \leq \left\lfloor \frac{d}{2t+1} \right\rfloor} \prod_{j=1}^t \binom{r+1}{2i_j} \sum_{i_1 + \cdots + i_t = \frac{d}{2t+1}} \prod_{j=1}^t \binom{\frac{r+1}{2i_j}}{\frac{n}{r+1}} \right) \right\rfloor.
\]
Proof. Let C be an \([n,k,d;r]\) binary LRC with disjoint repair groups, and \(\{h_1,h_2,\cdots,h_l\}\) be the set of local parity checks corresponding to the disjoint repair groups of C. Put \(L = \text{span}_{\mathbb{F}_2}\{h_1,h_2,\cdots,h_l\}\) and \(V = L^\perp\). Clearly, \(L \subseteq V\), \(\dim(L) = l\), we arrive at \(C \subseteq V\) and \(\dim(V) = n - l = \frac{rn}{r+1}\).

Noticing that \(t\) is the packing radius of \(C\), the spheres of radius \(t\) centered at any of the codewords are disjoint. Let \(B_V(c,t) = \{v \in V|d(v,c) \leq t\}\), and denote \(B_V(0,t)\) by \(B_V(t)\). We obtain \(|B_V(c,t)| = |B_V(t)|\) since \(C \subseteq V\). Let \(N\) be the vectors at distance \(t+1\) from \(C\), so \(N = \{x \in V|d(C,x) = t+1\}\). Clearly, we have

\[|C| \times |B_V(t)| + |N| \leq 2^{\dim(V)}.\]  \(6\)

We first compute the size of \(B_V(t)\). Note that the linear space \(L\) has weight enumerator polynomial \(W_L(x,y) = (x^{r+1} + y^{r+1})^j\). By the MacWilliams equality, the weight enumerator polynomial of \(V\) is

\[W_V(x,y) = \frac{1}{|L|}W_L(x+y,x-y) = \sum_{0 \leq u \leq \frac{2t}{r+1}} A_u x^{n-2u} y^{2u},\]

where \(A_u = \sum_{i_1+\cdots+i_l = u} \prod_{j=1}^l \binom{r+1}{2i_j}\). It follows that

\[|B_V(t)| = A_0 + \cdots + A_{\frac{2t}{r+1}} = \sum_{0 \leq i_1+\cdots+i_l \leq \frac{2t}{r+1}} \prod_{j=1}^l \binom{r+1}{2i_j}.\]  \(7\)

The next step is to show a lower bound of \(|N|\).

When \(t+1\) is odd, it’s easy to get \(|N| = 0\). In fact, if there exists \(x \in N \subseteq V\) such that \(d(c,x) = t+1\) for some \(c \in C \subseteq V\), then we have \(\text{wt}(c-x) = (c,x) = t+1\). This is impossible since for any \(v \in V\), \(\text{wt}(v)\) is an even integer, which can be seen from the weight enumerator polynomial \(W_V(x,y)\). Thus Eq.(4) can be derived directly from Eq.(6) and Eq.(7).

When \(t+1\) is even, let \(\Omega = \{(c,x) \in C \times N|d(c,x) = t+1\}\) and \(\Omega_c = \{x \in N|(c,x) \in \Omega\}\). Then \(|\Omega| = \sum_{c \in C} |\Omega_c|\). Fix \(c \in C\). Let \(x \in V\) be a vector at distance \(t+1\) from \(c\), i.e. \(d(c-x) = t+1\). There are exactly \(A_{\frac{2t}{r+1}}\) such vectors \(x\).

We claim that such vectors \(x\) lie in \(\Omega_c\). Because \(d(c-x) = t+1\), we know \(d(C,x) \leq t+1\). Let \(c' \in C\) with \(c' \neq c\). Then by the triangle inequality, we have \(d(C,x) \leq d(c'-c) + d(c'-x) \leq d(c'-c) + d(c-x) = d(c'-x) + t+1\), implying \(d(c'-x) \geq t+1\), yielding \(d(C,x) = t+1\) since \(c' \in C\) was chosen arbitrarily and we saw previously that \(d(C,x) \leq t+1\). Therefore all such \(x\) lie in \(\Omega_c\) giving \(|\Omega_c| = A_{\frac{2t}{r+1}}\). Hence

\[|\Omega| = |C| \times A_{\frac{2t}{r+1}}.\]  \(8\)

On the other hand, fix \(x \in N\). We get an upper bound for the number of \(c \in C\) with \(d(c,x) = t+1\). Clearly, the set \(\{c-x|c \in C\text{ with }d(c,x) = t+1\}\) is a binary constant weight code of length \(n\) with codewords of weight \(t+1\) and minimum distance \(d = 2t+2\). Thus for each \(x \in N\), there are at most \(\left\lceil \frac{n}{t+1} \right\rceil\) choices for \(c\) with \(d(c,x) = t+1\). Hence

\[|\Omega| \leq |N| \times \frac{n}{t+1}.\]  \(9\)

Thus Eq.(5) can be derived directly from Eq.(6), Eq.(7), Eq.(8) and Eq.(9).

\textbf{Remark III.2.} Recently, Eq.(4) was derived in [36], our result can be viewed as a generalization.

\textbf{Remark III.3.} Our bound is tight when \(d = 4\). Eq.(5) degenerates to \(k \leq \frac{rn}{r+1} - \lceil \log_2(1+r) \rceil\). There exists an \([n,k = \frac{rn}{r+1} - \lceil \log_2(1+r) \rceil, d = 4; r\] LRC with disjoint repair groups, which can be found in [23].

\textbf{Remark III.4.} In [17], binary LRCs with disjoint repair groups are constructed from primitive cyclic codes for special parameters such as \(r = 2\), \(d = 2, 6, 10\) and \(n = 2^m - 1\) with \(m\) even. Also binary LRCs with parameters \(r = 2\), \(d = 10\) and \(n = 2^m + 1\) with \(m\) odd are constructed in [37]. Furthermore, there exists an \([n = \frac{2^m-1}{r+1}, k \geq \frac{rn}{r+1} - s, d \geq 6; r = 2\] LRC with disjoint repair groups, which can be found in [36]. All of the constructions above attain our bound in Eq.(4).

At the end of this section, we will give a general construction for binary LRCs with disjoint repair groups, which is asymptotically optimal when \(n\) approaches the infinity. Let \(S' = \{\beta_1,\beta_2,\cdots,\beta_n\} \subseteq \mathbb{F}_{2^{\lceil \log_2 n \rceil}}\), where \(\beta_1,\beta_2,\cdots,\beta_n\) are distinct elements of the filed. Consider \(S = \{a_1, a_2,\cdots, a_n\} \subseteq \mathbb{F}_{2^{\lceil \log_2 n \rceil}}\), where \(a_i = (\beta_1,\beta_2,\cdots,\beta_i,0,\cdots,0)\)\(^T\), \(i \in [n]\).

\textbf{Construction III.5.} Define a binary LRC C with parity check matrix \(H\) given in Eq.(3). Let \(H_L = I_{\frac{n}{r+1}} \otimes I_{r+1}\) and \(H_G\) be a \(t[\log_2 n] \times n\) matrix whose columns are binary expansions of the vectors \(\{a_1, a_2,\cdots, a_n\}\).

\textbf{Theorem III.6.} The code \(C\) obtained from Construction III.5 is an \([n,k \geq \frac{rn}{r+1} - t[\log_2 n], d \geq 2t+2; r\] LRC with disjoint repair groups.

\textbf{Proof.} As the number of rows of \(H\) is \(\frac{n}{r+1} + t[\log_2 n]\), we have \(k \geq \frac{rn}{r+1} - t[\log_2 n]\). It follows from \(H_L\) that the locality is \(r\).
Now we prove the lower bound on $d$. Note that the minimum distance of $C$ must be even since the sum of the rows of $H_L$ is an all-one vector. Therefore it suffices to show that $d \geq 2t + 1$. Suppose there exists a codeword $c \in C$ such that $H_c^T = 0$ and $2 \leq \operatorname{wt}(c) \leq 2t$. Without loss of generality, we may assume that $c = (c_1, \cdots, c_{2t}, 0, \cdots, 0)$, which implies that $\sum_{i=1}^{2t} c_i a_i = 0$. Thus we get $\sum_{i=1}^{2t} c_i \beta_i^{2s-1} = 0$, for $s \in [t]$. Raising both sides to the $2^b$-th power, we obtain $\sum_{i=1}^{2t} c_i \beta_i^{2^b(2s-1)} = 0$, where $b$ is a nonnegative integer. Notice that for each nonzero integer $m$, it can be uniquely written as $m = 2^e c$ with $e$ odd. We have already obtained $\sum_{i=1}^{2t} c_i \beta_i^m = 0$, where $m \geq 1$ is an integer. In other words, we get a nonzero solution $x = (c_1 \beta_1, c_2 \beta_2, \cdots, c_{2t} \beta_{2t})^T$ to the system $Mx = 0$, where

$$M = \begin{pmatrix}
1 & 1 & \cdots & 1 \\
\beta_1 & \beta_2 & \cdots & \beta_{2t} \\
\beta_1^{2t-1} & \beta_2^{2t-1} & \cdots & \beta_{2t}^{2t-1}
\end{pmatrix}$$

is the Vandermonde matrix, which has full rank. We get a contradiction. 

\[ \Box \]

**IV. $k$-optimal constructions for binary LRCs with disjoint repair groups**

In this section, we will give constructions for $k$-optimal $[n, k, d; r]$ LRCs with disjoint repair groups. The parity check matrix $H$ can be represented as follows:

$$H = \begin{pmatrix}
H_L \\
H_G
\end{pmatrix} = \begin{pmatrix}
H_L^1 & H_L^2 & \cdots & H_L^t \\
H_G^1 & H_G^2 & \cdots & H_G^t
\end{pmatrix},$$

where $l = \frac{n}{r+1}$. For $i \in [t]$, $H_L^j$ is an $l \times (r+1)$ matrix whose $i$-th row is $1_{r+1}$ and the other rows are all zero, $H_G^j$ denotes the $i$-th $(n-k-l) \times (r+1)$ sub-matrix of $H_G$.

The sub-matrix $H_G = (H_G^1, H_G^2, \cdots, H_G^t)$ will determine the minimum distance of the code $C$. It is well known that the minimum distance of a linear code is at least $d$ if and only if any $d-1$ columns of $H$ are linearly independent.

**Lemma IV.1.** Let $C$ be a code that is defined by the parity check matrix $H$ in Eq. (10), where $l = \frac{n}{r+1}$, and $t \geq 0$ be an integer. Then $d \geq 2t + 2$ holds if and only if

$$\sum_{j=1}^{l} a_j \sum_{j=1}^{l} c_j \neq 0,$$

where $a_1, a_2, \cdots, a_t$ satisfy the following two conditions: (1) for $1 \leq i \leq l$, $0 \leq a_i \leq \min\{2t, r+1\}$ is an even integer; (2) $2 \leq \sum_{j=1}^{l} a_i \leq 2t$. And $\{c_1, c_2, \cdots, c_t\}$ is a collection of any $a_i$ columns from $H_G$.

**Proof.** Let $H^{(i)} = \begin{pmatrix}
H_L^i \\
H_G^i
\end{pmatrix}$ be the $i$-th block of $H$, and $h_j^i$ be the column of $H^{(i)}$ such that $h_j^i|_S = c_j$, where $S = [l+1, n-k]$.

We first prove the necessity. Since $d \geq 2t + 2$, we know that any $\leq d-1$ columns of $H$ must be linearly independent. Then for any $a_1, a_2, \cdots, a_t$ satisfying the two conditions (1) and (2), we have $\sum_{j=1}^{l} a_j \sum_{j=1}^{l} c_j \neq 0$. Note that any even number of columns of $H_L^j$ sum to $0$, it follows that $\sum_{j=1}^{l} a_j \sum_{j=1}^{l} c_j \neq 0$.

For the sufficiency, one only needs to show that any $2t+1$ columns of $H$ are linearly independent. Then we will show that no $m$ columns of $H$ sum to $0$, for $m \in [2t+1]$. Let $m = \sum_{i=1}^{l} a_i$ and $\{h_1^i, h_2^i, \cdots, h_t^j\}$ be a collection of any $a_i$ columns from $H^{(i)}$, where $0 \leq a_i \leq \min\{2t+1, r+1\}$ is an integer, for $1 \leq i \leq l$. We need to show $\sum_{j=1}^{l} a_j \sum_{j=1}^{l} c_j \neq 0$.

If $a_j$ is odd for some $j \in [l]$, then the $j$-th coordinate of $h_j^i = 1$, that is $\sum_{j=1}^{l} a_j \sum_{j=1}^{l} c_j \neq 0$. Then we can assume that $a_j$ is even for all $j \in [l]$. Note that $\sum_{j=1}^{l} a_j \sum_{j=1}^{l} c_j \neq 0$, it follows that $\sum_{j=1}^{l} a_j \sum_{j=1}^{l} c_j \neq 0$. This completes the proof.

**A. $k$-optimal constructions for $d = 6$**

In order to construct optimal binary LRCs with $d \geq 6$, by Lemma IV.1, we can easily derive the following corollary.

**Corollary IV.2.** Let $C$ be a code that is defined by the parity check matrix $H$ in Eq. (10), where $l = \frac{n}{r+1}$. Then $d \geq 6$ holds if and only if the columns of $H_G$ satisfy the following conditions

1. $c_1^i + c_2^i \neq 0$ for each $i \in [l]$.
2. $c_1^i + c_2^i + c_3^i + c_4^i \neq 0$ for each $i \in [l]$.
3. $c_1^i + c_2^i + c_3^i + c_4^i \neq 0$ for $i \neq j \in [l]$. 

Now we make a brief description of our construction. First, given space $W$, we want to construct a set of vectors of $W$ satisfying (1) and (2), which can be constructed by weakly independent set. Second, let $W_i$ be the vector space generated by the columns of $H^i_G$, $i \in [l]$, it follows that $\dim(W_i) \le n - k - l$. In order to ensure condition (3), we can suppose $W_i \cap W_j = \{0\}$. Such spaces can be selected from a (partial) spread.

Lemma IV.3. Let $V$ be a $t$-dim subspace of $\mathbb{F}_2^n$, and $\{e_1, e_2, \cdots, e_t\}$ be a basis of $V$. Suppose there exists a binary linear code with parameters $[n, n - t, d \geq 5]$ with parity check matrix $H = (h_1, h_2, \cdots, h_n)$. Then the set $T = \{0\} \cup \{f_i | i \in [n]\}$, where $f_i = \sum_{j \in \text{supp}(h_i)} e_j$, is 4-wise weakly independent over $\mathbb{F}_2$.

Proof. It suffices to show that for any $(i_1, i_2, \cdots, i_r) \subseteq [n]$ and $1 \leq r \leq 4$, $\sum_{j=1}^r f_{i_j} \neq 0$, since 0 doesn’t affect the sum. Without loss of generality, we can assume that $\sum_{j=1}^r f_{i_j} = 0$, for $1 \leq r \leq 4$. Then $\sum_{j=1}^r h_{j} = 0$, which indicates that $\{h_1, h_2, \cdots, h_r\}$ are linearly independent. Since $H$ is the parity check matrix of the code with $d \geq 5$, we infer that any $\leq 4$ columns of $H$ are linearly independent. This leads to a contradiction. So $T$ must be 4-wise weakly independent over $\mathbb{F}_2$. □

Below, we give two classes of $k$-optimal binary LRCs for general $r$.

1) The first class of optimal binary LRCs:

Lemma IV.4. There exists a binary linear code with parameters $[2^m, 2^m - 2m, m \geq 4]$ for each integer $m \geq 3$.

Construction IV.5. Let $r = 2^t$, and $\{W_1, W_2, \cdots, W_r\}$ be a maximum partial $2t$-spread of $\mathbb{F}_2^n$. We denote a basis of $W_i$ by $\{e_1^{(i)}, e_2^{(i)}, \cdots, e_{2^t}^{(i)}\}$. When $t \geq 3$, by Lemma IV.3 there exists a code with parameters $[2^t, 2^t - 2t, 5]$. Let $T^{(i)}$, for $i \in [a]$, be the set given by Lemma IV.3. When $t = 1, 2$, we define $T^{(i)} = \{0, e_1^{(i)}, e_2^{(i)}, \cdots, e_{2^t}^{(i)}\}$. Let $H^{i}_G$ be an $s \times (2^t + 1)$ matrix whose columns are the vectors in $T^{(i)}$. Then we can define a binary LRC $C$ with parity check matrix $H$ obtained from Construction IV.3. (See Figure 1 below for an illustration.)

Theorem IV.6. The code $C$ obtained from Construction IV.5 is an $[n = (2^t + 1)l, k \geq \frac{rn}{r+1} - s, d \geq 6; r = 2^t]_2$ LRC. Moreover, when

$$\frac{2^{s-1} - 1}{2^{t-1}(2t + 1)} < l \leq A_2(s, 2t, 4t),$$

we have $k = \frac{rn}{r+1} - s, d = 6$, which is optimal with respect to bound (4).

Proof. First, in view of the definition of parity check matrix $H$, we get $n = (2^t + 1)l, k \geq \frac{rn}{r+1} - s$ and locality $r = 2^t$. Then we need to verify $d \geq 6$. It suffices to show that the matrix $H_G$ satisfies the conditions in Corollary IV.2. It follows from Lemma IV.3 that $H_G$ satisfies conditions (1) and (2). Notice that for any two vectors $e_1^{(i)}, e_2^{(i)}$ in $H^{i}_G$, $e_1^{(i)} + e_2^{(i)}$ is a nonzero vector in subspace $W_i$. Then $e_1^{(i)} + e_2^{(i)}$ and $e_1^{(i)} + e_3^{(i)}$ are two distinct vectors since $W_i \cap W_j = \{0\}$, for $i \neq j$. So condition (3) is satisfied.

When $\frac{2^{s-1} - 1}{2^{t-1}(2t + 1)} < l \leq A_2(s, 2t, 4t)$, we now show the optimality of the code $C$. In fact, for an $[n, k, d \geq 6; r]_2$ binary linear LRC with disjoint repair groups, we know $k \leq \frac{rn}{r+1} - \lceil \log_2(1 + \frac{rn}{r+1}) \rceil$, by our bound in Eq.(4). Since $\frac{2^{s-1} - 1}{2^{t-1}(2t + 1)} < l \leq A_2(s, 2t, 4t)$, we have $2^{s-1} - 1 < l + \frac{rn}{r+1} \leq 2^t$. It follows that $\lceil \log_2(1 + \frac{rn}{r+1}) \rceil = s$, which implies $\frac{rn}{r+1} - s$. So we get $k = \frac{rn}{r+1} - s$, which is optimal with respect to bound (4). Finally, in this case, we have to show that $d \geq 6$. In fact, if $d > 6$, we have $d \geq 8$ since the minimum distance of $C$ must be even. Notice that $1 + \frac{rn}{r+1} + \frac{(r+1)(2^{s-1})}{r+1} > 2^t$. Then by our bound in Eq.(5), we obtain $k < \frac{rn}{r+1} - s$, which contradicts the previous conclusion $k = \frac{rn}{r+1} - s$. □

Remark IV.7. Taking $2t|s, s \geq 4t$ and $l = A_2(s, 2t, 4t) = \frac{2^{s-1} - 1}{2^{t-1}}$, in Construction IV.5, we get the $k$-optimal binary linear LRCs constructed in [30].

Example IV.8. Let $s \equiv u \ (\text{mod} \ 2t)$, we know $A_2(s, 2t, 4t) \geq \frac{2^{s-2t}(2^u - 1)}{2^{t-1} - 1}$ by Lemma IV.3. It follows that whenever $\frac{2^{s-1} - 1}{2^{t-1}(2t + 1)} < l \leq \frac{2^{s-2t}(2^u - 1)}{2^{t-1} - 1}$, we can always construct an $[n = (2^t + 1)l, k = \frac{rn}{r+1} - s, d = 6; r = 2^t]_2$ LRC, which is optimal with respect to bound (4) by Construction IV.3. For each pair of $r$ and $s$, the above construction contains a number of optimal examples. (See Figure 1 below for an illustration.)

| $s$ | $l$ | $n$ | $k$ |
|-----|-----|-----|-----|
| 4   | [3, 5] | 3l | 2l - 4 |
| 5   | 6, 9 | 3l | 2l - 5 |
| 6   | [11, 21] | 3l | 2l - 6 |
| 7   | [22, 41] | 3l | 2l - 7 |

Fig. 1: Optimal binary LRCs with disjoint repair groups for $r = 2, d = 6$. 
2) The second class of optimal binary LRCs:

**Lemma IV.9.** There exists a binary linear code with parameters $[2^t + 2^{\lfloor (t+1)/2 \rfloor} - 1, 2^t + 2^{\lfloor (t+1)/2 \rfloor} - 2t - 2, 5]$, where $t \geq 3$.

**Construction IV.10.** Let $r = 2^t + 2^{\lfloor (t+1)/2 \rfloor} - 1$, and $\{W_1, W_2, \ldots, W_a\}$ be a maximum partial $(2t + 1)$-spread of $\mathbb{F}_2^n$. Denote a basis of $W_i$ by $\{e^{(i)}_1, e^{(i)}_2, \ldots, e^{(i)}_{2^t+1}\}$. When $t \geq 3$, by Lemma IV.9, there exists a binary code with parameters $[2^t + 2^{\lfloor (t+1)/2 \rfloor} - 1, 2^t + 2^{\lfloor (t+1)/2 \rfloor} - 2t - 2, 5]$. Let $T(i)$, for $i \in [a]$, be the set given by Lemma IV.3. When $t = 1, 2$, we define $T(i) = \{0, e^{(i)}_1, e^{(i)}_2, \ldots, e^{(i)}_{2^t+1}\}$. Let $H^{(i)}_{\mathbb{F}_2}$ be an $s \times (2^t + 1)$ matrix whose columns are the vectors in $T(i)$. Then we can define a binary LRC $C$ with parity check matrix $H$ given in Eq. (7), where $\frac{r}{t} - l \leq a$.

**Theorem IV.11.** The code $C$ obtained from Construction IV.10 is an $[n = (r + 1)l, k = \frac{rn}{r+1} - s, d \geq 6; r = 2^t + 2^{\lfloor (t+1)/2 \rfloor} - 1]_2$ LRC. Moreover, when

$$\frac{2^s - 2}{2^t + 2^{\lfloor (t+1)/2 \rfloor} - 1} < l \leq A_2(s, 2t + 1, 4t + 2),$$

we have $k = \frac{rn}{r+1} - s, d = 6$, which is optimal with respect to bound (2).

**Proof.** The argument is analogous to that in Theorem IV.6. We omit it here. □

**Example IV.12.** Taking $t = 3$, we obtain a binary linear code with parameters $[11, 4, 5]$. Let $\{W_1, W_2, \ldots, W_{129}\}$ be a 7-spread of $\mathbb{F}_2^4$. Put $125 \leq l \leq 129$. Then we obtain an $[n = 12l, k = 11l - 14, d = 6; r = 11]_2$ LRC by Theorem IV.11, which is optimal with respect to bound (3).

**Example IV.13.** Taking $t = 1$, we have $r = 3$. Then we obtain an optimal $[n = 4l, k = 3l - s, d = 6; r = 3]_2$ LRC by Theorem IV.11 whenever $\frac{2^s - 2}{12} < l \leq A_2(s, 3, 6)$. (See Figure 2 below for an illustration.)

| $s$ | $l$ | $n$ | $k$ |
|-----|-----|-----|-----|
| 6   | 6,9 | 4l  | 3l - 6 |
| 7   | 11,17 | 4l  | 3l - 7 |
| 8   | 22,34 | 4l  | 3l - 8 |

Fig. 2: Optimal binary LRCs with disjoint repair groups for $r = 3, d = 6$.

**B. Almost complete constructions for optimal LRCs with $r \in \{2, 3\}$**

When taking $t = 1$, according to Construction IV.5 (or Construction IV.10), we could obtain $k$-optimal binary LRCs with $r = 2$ (or $r = 3$). It seems that for any integer $l$, we can always get optimal LRCs with parameters $[3l, 2l - s, 6; 2]$, except for one class of $l$ (see Example IV.8). In fact, we could prove the following consequences, that is, Lemma IV.14 and Theorem IV.15. However, in the case of $r = 3$, for many values of $l$, we can’t obtain $k$-optimal LRCs by means of Construction IV.10 (see Example IV.13). In this subsection, we will give a different construction for the case $r = 3$ by modifying Construction IV.5 slightly, which could cover almost all integers $l$ except for only one class.

We first give a comprehensive analysis of the above optimal binary linear LRCs with parameters $[n, k, 6; 2]_2$. Without loss of generality, we set $A_2(3, 2, 4) := 1$. Now we define

$$N_m := [A_2(2m - 1, 2, 4) + 2, A_2(2m + 1, 2, 4)].$$

So we have

**Lemma IV.14.** The set $\bigcup_{m=2}^{\infty} N_m$ covers all the positive integers larger than 2, except for $\frac{2^{2m+1} - 2}{3} - 1$.

**Proof.** Notice that $N_m = [A_2(2m - 1, 2, 4) + 2, A_2(2m + 1, 2, 4)] = [\frac{2^{2m+1} - 2}{3} + 1, \frac{2^{2m+1} - 2}{3} - 1]$, the conclusion is clear. □

**Theorem IV.15.** Let $n = 3l$ such that $l \neq \frac{2^{2m+1} - 2}{3}$, where $m \geq 2$ is an integer. Then there exists an $[n, k, 6; 2]_2$ binary linear LRC with parameter

$$k = \begin{cases} 
2l - 2m & \text{if } l \in [A_2(2m - 1, 2, 4) + 2, A_2(2m + 1, 2, 4)], \\
2l - 2m - 1 & \text{if } l \in [A_2(2m, 2, 4) + 1, A_2(2m + 1, 2, 4)],
\end{cases}$$

which is optimal with respect to our bound in Eq. (4).

**Proof.** It can be derived directly from Theorem IV.6 by taking $t = 1$ and $s = 2m$ or $2m + 1$. □

**Example IV.16.** Let $l = 4 \in [A_2(3, 2, 4) + 2, A_2(4, 2, 4)] \subset N_2$. Then we have $2m = 4$. We first construct a 2-spread in $\mathbb{F}_2^2$. Let $\alpha$ be a primitive element of $\mathbb{F}_{2^4}$, and $\{1, \alpha, \alpha^2, \alpha^3\}$ form a basis for $\mathbb{F}_{2^4}$ over $\mathbb{F}_2$. Set $\beta = \alpha^5$, thus we have a 2-spread
\[ W_i = \text{span}_{\mathbb{F}_2}(\alpha^i, \alpha^i \beta)|0 \leq i \leq 4 \}. \] Without loss of generality, we choose the first 4 subspaces of them. Thus we obtain an optimal \([12, 4, 6; 2]_2\) LRC with parity check matrix

\[
H = \begin{pmatrix}
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0
0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0
0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

Remark IV.17. For the case \(l = \frac{2^{2m+1}}{3} - \frac{2^{2m+2}}{3} - \frac{2^{2m+2} - 4}{6} - (2m + 2), d \geq 6; r = 2\]_2 LRC, which is nearly optimal, since \(k \leq \frac{2^{2m+2} - 4}{6} - 2m - 1\) by our bound in Eq.(4).

Now we give an almost complete construction for optimal binary LRCs with \(r = 3\). We modify the parity check matrix \(H\) of \(r = 2\) by adding a column and a row in each \(H^{(i)}\).

Construction IV.18. Let \(\{W_1, W_2, \cdots, W_a\}\) be a maximum partial 2-spread of \(\mathbb{F}_2^n\). Denote a basis of \(W_i\) by \(\{e_1^{(i)}, e_2^{(i)}\}\). Then we can define a binary LRC \(C\) with parity check matrix \(H\) given in Eq.(10) for \(\frac{2^{2m+1}}{3} - \frac{2^{2m+2}}{3} - \frac{2^{2m+2} - 4}{6} < l \leq a\), where the submatrices \(H^i_{G}, i \in [l]\) are defined as follows:

\[
H^i_{G} = \begin{pmatrix}
0 & e_1^{(i)} & e_2^{(i)} & e_1^{(i)} + e_2^{(i)}
1 & 0 & 0 & 0
\end{pmatrix}.
\]

Remark IV.19. An argument similar to that of Theorem IV.6 shows that the code \(C\) obtained from Construction IV.18 is an \([n = 4l, k \geq 3l - s - 1, d \geq 6; r = 3\]_2 LRC.

The following theorem says that for almost all \(a\) that can be divided by 4, we have a \(k\)-optimal LRC.

Theorem IV.20. Let \(n = 4l\) such that \(l \neq \frac{2^{2m+1}}{3} - \frac{2^{2m+2}}{3} - \frac{2^{2m+2} - 4}{6}\), where \(m \geq 2\) is an integer. Then there exists an \([n = 4l, k, d = 6; r = 3]\) binary linear LRC with parameter

\[
k = \begin{cases}
3l - 2m - 1 & \text{if } l \in [A_2(2m - 1, 2, 4) + 2, A_2(2m, 2, 4)], \\
3l - 2m - 2 & \text{if } l \in [A_2(2m, 2, 4) + 1, A_2(2m + 1, 2, 4)],
\end{cases}
\]

which is optimal with respect to our bound in Eq.(7).

Proof. Case 1: \(l \in [A_2(2m - 1, 2, 4) + 2, A_2(2m, 2, 4)]\).

In this case, we can take \(s = 2m\) in Construction IV.18 then we know that the code \(C\) obtained from Construction IV.18 is an \([n = 4l, k \geq 3l - 2m - 1, d \geq 6; r = 3]\) LRC by Remark IV.19. On the other hand, we get \(k \leq 3l - \lceil \log_2(1 + 6l) \rceil = 3l - 2m - 1\) by our bound in Eq.(4). Thus we have \(k = 3l - 2m - 1\), which attains the bound in Eq.(7).

Next, we will show \(d = 6\). In fact, if \(d > 6\), we have \(d \geq 8\) since the minimum distance of \(C\) must be even. After a simple computation, we obtain \(k < 3l - 2m - 1\) by our bound in Eq.(5), which contradicts the previous conclusion \(k = 3l - 2m - 1\).

Case 2: \(l \in [A_2(2m, 2, 4) + 1, A_2(2m + 1, 2, 4)]\).

We can take \(s = 2m+1\) in Construction IV.18 The remainder of the argument is similar to that used in Case 1. We omit it here. This completes the proof.

Example IV.21. By Example IV.6 and Construction IV.18 we could construct an optimal \([16, 7, 6; 3]\) LRC with parity check matrix

\[
H = \begin{pmatrix}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

Remark IV.22. The above example also attains the C-M bound (2). Furthermore, if we take 5 subspaces from a 2-spread in \(\mathbb{F}_2^2\), we can construct a \([20, 10, 6; 3]\) LRC, which also attains the C-M bound (2).
Remark IV.23. For the case \( l = \frac{2^{m+1} - 2}{3} \), note that \( A_2(2m + 1, 2, 4) < l < A_2(2m + 2, 2, 4) \). Taking \( s = 2m + 2 \) in Construction [IV.18] we can construct an \( n = \frac{4(2^{2m+1} - 2)}{3} k \geq 2^{2m+1} - 2m - 5, d \geq 6; r = 3|2 \) LRC, which is nearly optimal, because \( k \leq 2^{2m+1} - 2m - 4 \) by our bound in Eq. (4).

V. Discussions and concluding remarks

In this section, we will discuss how to construct an optimal binary linear LRC with \( d \geq 8 \). We assume \( r = 2 \) for convenience. It is straightforward to get the following corollary by Lemma [IV.1].

Corollary V.1. Let \( C \) be a code that is defined by the parity check matrix \( H \) in Eq. (10), where \( n = 3l \). Then \( d \geq 8 \) holds if and only if the columns of \( H \) satisfy the following conditions

1. \( c^i_1 + c^i_2 \neq 0 \) for each \( u \in [l] \).
2. \( c^i_1 + c^i_2 + c^i_3 + c^i_4 \neq 0 \) for \( 1 \leq u < v \leq l \).
3. \( c^i_1 + c^i_2 + c^i_3 + c^i_4 + c^i_5 + c^i_6 \neq 0 \) for \( 1 \leq u < v < w \leq l \).

Clearly, conditions (1) and (2) can be guaranteed by a maximum partial 2-spread. In order to ensure condition (3), we define property \( P \) as follows. A subset \( Y \) of \( S \) is said to have the property \( P \) if any three distinct subspaces of \( Y \), denoted by \( W_i, W_j, W_k \), satisfy \( \dim(W_i + W_j + W_k) = 6 \). So condition (3) could be satisfied if we have such a \( Y \).

Construction V.2. Let \( S = \{W_1, W_2, \cdots, W_\alpha\} \) be a maximum (partial) 2-spread of \( \mathbb{F}_2^n \). Let \( Y \) have the property \( P \) with maximum possible size \( b \). Write \( Y = \{W_{y_1}, W_{y_2}, \cdots, W_{y_\alpha}\} \). Denote a basis of \( W_{y_i} \) by \( \{e^{(i)}_1, e^{(i)}_2\} \). Then we can define an \( \left[n = 3l, k \geq 2l - s, d \geq 8; r = 2\right]_2 \) binary LRC \( C \) with parity check matrix \( H \) given in Eq. (10) for \( \frac{3}{2} < l \leq b \), where the submatrices \( H^i_{\alpha} \), \( i \in [l] \) are defined as follows:

\[ H^i_{\alpha} = \left( \begin{array}{c}
0 & e^{(i)}_1 & e^{(i)}_2
\end{array} \right). \]

Example V.3. Let \( \alpha \) be the primitive element of \( \mathbb{F}_{2^6} \), and its minimal polynomial be \( x^6 + x^4 + x^3 + x + 1 \). Let \( S \) be a 2-spread of \( \mathbb{F}_2^6 \), we know \( |S| = A_2(6, 2, 4) = 21 \). In fact, \( S \) can be constructed as follows: \( W_i = \text{span}_{\mathbb{F}_2} \{\alpha^i, \beta \alpha^{21}\} \) for \( 0 \leq i \leq 20 \), where \( \beta = \alpha^{21} \). We have a possible set \( Y = \{W_1, W_2, W_3, W_4, W_{10}, W_{19}\} \) by MAGMA. Taking \( l = 6 \), we can derive an \([18, 6, 8; 2]_2 \) LRC with the parity check matrix

\[ H = \begin{pmatrix}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \]

which is optimal with respect to the bound (5).

Remark V.4. If we take \( l = 5 \) in the example above, we get a binary linear LRC with parameters \([15, 4, 8; 2]_2 \). Moreover, we can obtain binary linear LRCs with parameters \([20, 8, 8; 3]_2 \) and \([24, 11, 8; 3]_2 \) by using the method in Construction [IV.18]. All of these examples are optimal with respect to bound (5).

For \( d = 6 \), by means of 4-weakly independent sets and (partial) spreads, we construct optimal binary LRCs. For \( d = 8 \), we propose a method to obtain optimal binary LRCs. That is, we need to construct a set at first, whose elements are certain subspaces in the (partial) spread. And this set should have the property that the dimension of the sum of arbitrary three subspaces in this set equals the sum of the dimensions of the three subspaces (for \( r = 2, 3 \)). For bigger \( r \), if we want to get \( k \)-optimal LRCs, we may also need to consider 6-weakly independent sets. In addition, it would be interesting to give constructions for general \( d \), which match the bound in Theorem [III.1]. We will consider this problem as a future work.
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