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Abstract: Technology developments have expanded the diversity of interaction modalities that can be used by an agent (either a human or machine) to interact with a computer system. This expansion has created the need for more natural and user-friendly interfaces in order to achieve effective user experience and usability. More than one modality can be provided to an agent for interaction with a system to accomplish this goal, which is referred to as a multimodal interaction (MI) system. The Internet of Things (IoT) and augmented reality (AR) are popular technologies that allow interaction systems to combine the real-world context of the agent and immersive AR content. However, although MI systems have been extensively studied, there are only several studies that reviewed MI systems that used IoT and AR. Therefore, this paper presents an in-depth review of studies that proposed various MI systems utilizing IoT and AR. A total of 23 studies were identified and analyzed through a rigorous systematic literature review protocol. The results of our analysis of MI system architectures, the relationship between system components, input/output interaction modalities, and open research challenges are presented and discussed to summarize the findings and identify future research and development avenues for researchers and MI developers.
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1. Introduction

Since the first personal computers were released in the late 1970s, computer graphics, networking, and data processing technologies have evolved to provide high accuracy and powerful performance for rich interactive applications. These developments have enabled various methods of interaction between humans and machines to provide more natural and user-friendly interfaces, thereby contributing to improve user experience and usability [1]. Increased network performance allows for communication to handle interaction modalities in real-time, which is exemplified by smart environments [2,3] and autonomous vehicles [4]. In this study, we focus on interaction methods that are implemented through one or more modalities. “Modality” is defined as a method of transferring data that can be used to interpret the sender’s state [5] or intent [6].

A single modality, such as touch on a keyboard, mouse, or screen of a mobile device, is commonly used in many interactive systems. However, by combining modalities, more information can be communicated, leading to an enhanced experience. Thus, it is unsurprising that multiple modalities have started to be considered within a single system [5,6]. Furthermore, users have different interaction preferences and contextual requirements for different modalities (e.g., visual modality in loud environments). Thus, modality flexibility has become a desired feature of interaction systems that aims to meet the requirements of multiple needs, use cases, and contexts. Expanding the diversity of modalities aims not only to overcome the limitation of available modalities for the end user, but also provide a more natural interaction to enhance usability [5,6]. A system that employs multiple
modalities in the input or output channel is referred to as a multimodal interaction (MI) system. Figure 1 illustrates our interpretation of a general architecture of MI systems.

![General architecture of multimodal interaction](image)

**Figure 1.** General architecture of multimodal interaction that uses diverse modalities for the input and output channel.

An MI system allows an agent to send input data to it by combining and organizing more than one modality. In addition, the MI system can provide output data in multiple modalities. The agent that interacts with the MI system can be either a human or machine.

Advances in technology have increased the possibility of developing new forms of MI systems that can bridge the real world and virtual world. The advancement of network and computing power allows a variety of devices to connect to the Internet with sufficient performance levels, thereby making it possible to achieve real-time rendering of virtual content that is based on the agent’s context data. The Internet of Things (IoT) is the technology that realizes this objective, whereby information and communication technologies (ICT), such as sensors, are mounted on physical objects and connected to the Internet [7]. It is expected that physical items will be increasingly equipped with ICT and turned into IoT [8], thus introducing opportunities to apply interaction modalities in new ways.

While IoT mainly focuses on enabling ubiquitous connectivity, connecting physical objects to the Internet, and providing contextual data through devices, augmented reality (AR) is a type of technology that can be utilized to provide interactive interfaces in MI systems. AR is used to visualize graphical objects on a view of the real world, where a real-time camera feed on a device or head-mounted display (HMD) typically represents the view. AR objects can not only be used as simple data representations [9,10], but can also be combined with an input modality, such as touch on a mobile device [11], as part of a user interface (UI) to allow an agent to interact with an MI system [12,13]. This property distinguishes between applications that only utilize AR as a data visualization tool and those that use AR as part of their UI to interact with the underlying MI system.

For efficient interaction with the IoT, we need new means of interaction technologies. For example, when moving in a smart city environment, AR is an essential interaction technology for unobtrusively bringing context-sensitive information from IoT devices embedded in the surroundings. A practical use case is an automatic air pollution monitor that uses AR to insert visual indicators on the real-world view of the user’s AR device (e.g., AR glasses) to show the air quality in the context of the user, which is measured by nearby IoT sensors in real-time [14,15]. In the scenario, when the system can automatically provide context-sensitive notifications to the user, they do not explicitly need to search for the pollution information, as it is delivered to them in a contextually relevant manner.

The combination of AR and IoT technologies makes it possible to bridge the real world, virtual world (i.e., digital content), and ambient environment (i.e., information from IoT sensors), thereby increasing the richness of information and opening possibilities for context-aware application development. For example, visualized data of an ambient environment can serve as digital content that is superimposed on the real world [10,12,13]. However, the use and development of multimodal interaction in applications that combine AR and IoT has remained a little researched area. Thus, we have identified several motivations for exploring the combination of AR and IoT from the perspective of MI
systems. Firstly, the diversity in the use of AR and the affordance of IoT to provide rich data on agents’ contexts form a fertile ground for developing new interaction modalities [16] and, consequently, new MI systems. Secondly, previous research has shown that a complementary combination of AR and IoT enables smart and interactive environments where the agent’s interaction with IoT devices can become more intuitive [17], which is essential when designing interaction with complex artifacts and unfamiliar devices [18]. Thirdly, AR and IoT enable otherwise unperceivable information (e.g., readings from sensors, ratings of a service from other users) to be expressed through perceivable modalities (e.g., visualizations, sounds, vibrations) [16]. Finally, based on our analysis of previous literature reviews on MI systems [5,6,19,20], there is a lack of knowledge in the field on the use of AR and IoT in MI systems, as well as on the development of such systems.

Because the process of integrating different modalities is complex, it is challenging for system developers to ensure high learnability (i.e., high usability) while providing a sufficiently positive experience (i.e., Quality of Experience [QoE]). In order to achieve this, it is necessary to perform a systematic review of previous MI system development efforts, which can help shed light on the optimal design of these systems. There have been several attempts [5,6,19,20] to systematically review general research on MI systems; however, only several studies have reviewed the use of IoT and AR in MI systems [21,22].

As the contributions of this study, we analyzed the various input/output modalities and modality combinations used in MI systems. Consequently, we identified modalities and modality combinations that had not yet been explored by researchers. We also reviewed 23 systems that used IoT and AR to identify patterns of MI system architecture that developers can refer to in designing MI systems. Additionally, we analyzed the use of AR and IoT in MI systems for identifying typical, rare, and unexplored ways of using these technologies. We also attempted to identify open research challenges in the field that may attract the attention of researchers in the field of human-computer interaction (HCI) as future research avenues. The results of this study complement the previous work on MI systems from the perspectives of AR and IoT, thereby contributing to the growing knowledge base of the industrial revolution 4.0 technologies.

In Section 2, we present works that are related to the MI system and define key terms used in this study. In Section 3, we describe the methodology that is used to conduct a systematic literature survey. Section 3.1 presents the identified research questions from our survey. Subsequently, we present the result of our analysis of MI systems that use IoT and AR in Sections 4 and 5.

2. Background

2.1. Terminology

In this paper, we define modality as a way to transfer data that can be used to interpret the sender’s state [5], or intent [6]. In the context of MI systems, the sender can be either the agent or interaction system (Figure 1). “State” refers to the contextual information of the sender, such as temperature, pressure, and other information. Affective computing is another way to understand the sender’s context, which is a discipline that focuses on the identification of a human’s emotional state via computer and sensor devices [23]. Research on affective computing in MI systems has been conducted with different data sources, such as facial expressions, sound, and body gestures [5]. “Intent” refers to the sender’s planned actions or command inputs, which the MI system may be able to predict. Predicting the sender’s intent by an MI system with high accuracy is an open research problem in MI system development [6].

The usability of interactive systems consists of effectiveness, efficiency, and satisfaction experienced by a user, according to the International Organization for Standardization (ISO) standard 9241-11:2018 [24]. In addition, according to the ISO/International Electrotechnical Commission technical report standard 29181-6:2013 [25] and the International Telecommunication Union standard P.10/G.100 [26], QoE is defined as a user’s feeling from the use of a product, system, or service. Ease-of-use is a keyword used when a system’s usability
is evaluated by its users. In contrast, QoE evaluation places importance on impressions that the user receives while using a system or service. Therefore, QoE evaluation is related to subjective measurement [25], whereas usability evaluation is related to objective measurement [27].

2.2. Related Research

MI systems have been reviewed by several researchers from various perspectives. Jaimes and Sebe [5] conducted a review of MI systems that covered input modalities, system architectures, and use cases in a number of different themes (input modalities, system architectures, and applications), which were used to categorize the findings. For input modalities, they organized their findings that are based on the type of modality, such as body and hand gestures, facial expressions, and voice. Another review of MI systems was conducted by Turk [6]. Turk [6] building upon the findings of Blattner and Glinert [28], provided insights into a variety of input modalities with examples. In the list of presented by Turk [6], there are four modalities: (1) “visual”, which includes facial expressions, gaze, and body gestures; (2) “auditory”, which includes speech and non-speech sound; (3) “touch”, which indicates pressure and actions performed by fingers; and (4) “motion capture”, which records movement of the target (sender) by sensor devices. Liang et al. [20] presented a similar list of input modalities by including biosignal sensors, such as the electroencephalogram, electromyogram, and electrooculogram. Hogan and Hornecker [19] conducted a systematic review that focused on output modalities used to engage users with materials in art exhibitions. They identified visual, haptic, auditory, gustation, and thermoception modalities that were used in 154 cases. However, we noted different uses of terminology for each modality, as the classification of modalities was dependent on the perspectives of the researchers. For example, Liang et al. [20] described touch-based interaction as a “haptic-based” modality, whereas Jaimes and Sebe [5] described the same interaction as a “touch” modality. Therefore, a taxonomy of modalities is necessary, which was developed by Augstein and Neumayr [29], who presented a taxonomy of input and output modalities used in HCI. Their taxonomy, which is depicted in Figure 2, was evaluated by six HCI experts, who verified its usefulness as a tool for categorizing interaction modalities.

![Taxonomy of interaction modalities proposed by Augstein and Neumayr [29].](image)

As IoT and AR are technologies that can be used in MI systems, a number of studies using both technologies within one MI system have been published. Badouch et al. [21] explored an existing mobile application that utilized IoT and AR in the context of a smart city, while Norouzi et al. [22] analyzed 79 studies that were published from 2000 to 2018 that developed systems using IoT and AR across several platforms and different fields. The survey conducted by Norouzi et al. [22] revealed that over 60 systems utilized...
vision (light) as input and output modalities, while other modalities, such as sound, touch, motion, and temperature, were used in fewer than 20 systems. Furthermore, they only identified 26 studies that constructed an MI system. Nizam et al. [30] analyzed studies that were published between 2014 and 2018 that proposed MI systems using AR. From 14 studies, the researchers identified eight input modalities (gesture, speech, face, touch, adaptive, motion, tangible, and click) and reviewed the proposed MI system architectures. Furthermore, when a virtual world in AR is mapped onto a real-world geographical space, the combination, called mixed reality (MR), becomes an important topic that can attract researchers’ interest as a novel technology. Mohamad Yahya Fekri and Ajune Wanis [31] presented a review of input modalities used in 10 MI systems operating in MR environments. They found that gesture and speech were used in six MI systems, while, other modalities, such as facial recognition and eye/head tracking, were used in three MI systems. In addition, they listed tangible interfaces, which are based on physical objects that are used to manipulate virtual objects, as one of the input modalities.

Our analysis revealed that MI systems have been studied from various perspectives. However, the combination of MI systems, AR, and IoT has rarely been selected as the survey subject. Norouzi et al. [22] conducted a review on systems using IoT and AR. However, they focused on trends in the modalities in the reviewed systems. Therefore, a detailed analysis of MI systems in conjunction with AR and IoT was not performed.

In this study, we used a taxonomy and terminology that was proposed by Augstein and Neumayr [29] in interaction modality analysis. We identified modality usage depending on the environment, and proposed patterns of system architecture for developing MI systems that utilize IoT and AR. Furthermore, we sought to identify the remaining research challenges from previous studies that may attract the attention of researchers in the field of HCI.

3. Methodology

We used the systematic literature review guidelines presented in Kitchenham and Charters [32] to conduct our systematic literature review. Sections 3.1 and 3.2 explained the literature review methodology applied in this study, which describe how the review was planned and conducted, respectively.

3.1. Planning the Review

Based on the related work that was discussed in Section 2.2, we determined the various uses of MI systems and were able to identify the shortage of information regarding MI systems that used IoT and AR. Consequently, we created research questions derived from the limitations identified in Section 2.2. We addressed the following five research questions:

3.1.1. RQ 1. Which Modalities Are Used in MI Systems with IoT and AR?

One of the limitations we identified is a lack of insight into the modalities used in MI systems with IoT and AR, as discussed in Section 2.2. Norouzi et al. [22] identified the trends of using modalities in systems that are based on IoT and AR. However, only 26 of the 60 studies constructed MI systems, and analyses of those MI systems were not provided. Therefore, it is difficult to clarify which modalities were used in the reviewed MI systems. Furthermore, Norouzi et al. [22] reviewed studies that were published between 2010 and 2018, whereas our study included studies from 2014 to 2020. We also used the taxonomy of input and output modalities that was proposed by Augstein and Neumayr [29] to avoid inconsistencies in the terminology used by different researchers. For example, “touch” modality has been referred to as both a “haptic-based” modality [20] and “touch” modality [5].

3.1.2. RQ 2. Which Modalities Are Used in MI Systems with IoT and AR?

Because MI systems require multiple modalities, a question that arises from the list of used modalities (RQ 1) is which modality combinations are used to provide interactions
between agents and MI systems. In 2016, Hogan and Hornecker [19] summarized the usage ratios of output modality combinations from 154 use cases while excluding input modalities. Therefore, it is of interest to determine which modality combinations are employed as input by agents to MI systems. In addition, this study provides an update to the results of Hogan and Hornecker [19] by covering recent research.

3.1.3. RQ 3. Which Modalities Are Used in MI Systems with IoT and AR?

IoT and AR are used differently in MI systems, depending on the intended purpose. For example, Dodevska et al. [10] utilized AR as a data visualization tool by displaying data from IoT sensors that were attached to a centrifuge, whereas Sun et al. [12] created an AR interface that could be manipulated by an agent’s hand gestures to control IoT devices. The agent was able to send commands to control an IoT device in both studies. In contrast, IoT devices were only used to send collected data to agents in the study by Seitz et al. [33]. There is more than one way to use AR and IoT in MI systems and analyzing different uses of IoT and AR can provide insights into how to use each technology in a given environment, as observed from several studies.

3.1.4. RQ 4. Which Modalities Are Used in MI systems with IoT and AR?

When IoT and AR are designed for different uses, the architecture of the underlying MI system should be adjusted to employ suitable input and output modalities. Analysis of system architectures for data integration [5,6] and analysis of models to design the interaction process between agents and MI systems have been performed, according to our analysis of related research [5]. Furthermore, Nizam et al. [30] presented four architecture frameworks that were used in MI systems with AR. However, an architecture analysis of MI systems consisting of IoT and AR is lacking. Considering these aspects, this research question can provide insights into the architectures upon which MI systems are built.

3.1.5. RQ 5. Which Modalities Are Used in MI Systems with IoT and AR?

In 2014, Turk [6] reported the remaining challenges in MI systems regarding architectures, usability, and security. Furthermore, although the article provides a useful introduction to the topic of MI systems, it does not qualify as a systematic literature review. Since 2014, technologies that are related to AR, IoT, and interaction modalities have improved, and we believe that it is time to identify new research challenges that have emerged. Thus, we seek to identify open research challenges that are related to MI systems that use IoT and AR. By answering this research question, we aim to identify the gaps between unsolved challenges and the results that were provided by existing studies.

We selected a number of keywords to find suitable studies to obtain answers to the aforementioned research questions. The selected keywords were terms relevant to MI systems, IoT, and AR, such as “multimodal interaction”, “Internet of Things”, “augmented reality”, “mixed reality”, “multimodality”, “architecture”, and “framework”. We combined two or more keywords with Boolean logic for our search and also used abbreviations and short forms of the selected keywords (e.g., “IoT”, “AR”, “MR”, “multimodal”, “interaction”, “augmented”) to extend the coverage. When searching with keywords, we included singular and plural forms (e.g., “multimodalities”, “interactions”) to include as many studies as possible. Table 1 presents the keyword combinations that we used in our search.

We conducted a search with the aforementioned keywords in the following scientific libraries and journal databases that supported searches with Boolean operators:

1. ACM Digital Library
2. Google Scholar
3. IEEE Xplore
4. ScienceDirect
5. Scopus
6. SpringerLink
7. Taylor & Francis Online
8. Interacting with Computers
9. Journal on Multimodal User Interfaces

Table 1. Keyword combinations used in initial literature search.

| ID | Keywords |
|----|----------|
| 1  | multimodal interaction & (Internet of Things || IoT) & (augmented reality || AR || augmented) & (framework || architecture) |
| 2  | multimodal interaction & (Internet of Things || IoT) & (augmented reality || AR || augmented) |
| 3  | multimodal interaction & (Internet of Things || IoT) & (mixed reality || MR) & (framework || architecture) |
| 4  | multimodal interaction & (Internet of Things || IoT) & (mixed reality || MR) |
| 5  | multimodality & (Internet of Things || IoT) & (augmented reality || AR || augmented) & (framework || architecture) |
| 6  | multimodality & (Internet of Things || IoT) & (augmented reality || AR || augmented) |
| 7  | multimodality & (Internet of Things || IoT) & (mixed reality || MR) & (framework || architecture) |
| 8  | multimodality & (Internet of Things || IoT) & (mixed reality || MR) |
| 9  | multimodal & (Internet of Things || IoT) & (augmented reality || AR || augmented) & (framework || architecture) |
| 10 | multimodal & (Internet of Things || IoT) & (augmented reality || AR || augmented) |
| 11 | multimodal & (Internet of Things || IoT) & (mixed reality || MR) & (framework || architecture) |
| 12 | multimodal & (Internet of Things || IoT) & (mixed reality || MR) |
| 13 | interaction & (Internet of Things || IoT) & (augmented reality || AR || augmented) & (framework || architecture) |
| 14 | interaction & (Internet of Things || IoT) & (augmented reality || AR || augmented) |
| 15 | interaction & (Internet of Things || IoT) & (mixed reality || MR) & (framework || architecture) |
| 16 | interaction & (Internet of Things || IoT) & (mixed reality || MR) |

We selected two journal databases, because their studies were relevant to our research domain. Both of the journals supported an advanced search engine that could accept Boolean operators to search studies within their database. We were aware that there were other high quality journals; however, some journals were unable to search their databases with complex keyword combinations with Boolean operators; thus, we used digital libraries that covered these journals' databases, such as the International Journal of Human-Computer Interaction and the Human-Computer Interaction that was covered by Taylor & Francis Online.

Our strategy for searching and for selecting studies consisted of three steps: (1) initial literature search, (2) first pass, and (3) second pass. In the initial literature search, we collected studies that were written in English and published between 2014 and 2020. Because of the low relevance between search terms and results after reaching a certain number of findings from the literature databases, we only downloaded the first 50 studies that were sorted by relevance to the search terms for each keyword combination.

In the first pass, the results of the initial literature search were assessed by their titles and abstracts in order to determine whether to use them in the second pass. We skimmed the body of the paper if the title or abstract did not provide enough information to identify whether the study was about an MI system with IoT and AR. Studies that presented a system consisting of IoT, multiple modalities, and AR/MR were included in the list of studies to be analyzed, whereas duplicate and irrelevant studies were excluded. We only selected research papers that were published in a scientific peer-reviewed journal, conference, or magazine. Therefore, we excluded patents, books, and reports.

After the first pass, we thoroughly read the body of the remaining studies, including the discussion and conclusion, and then examined them based on the following criteria as part of the second pass:
1. We included studies that used MR instead of AR, because both technologies overlay virtual content on a real-world view.
2. We excluded studies that did not have a practical implementation, as we only considered systems whose feasibility was validated by implementation.
3. We excluded studies that used virtual reality (VR) instead of AR/MR, because VR separates users from the real-world, thus providing a different experience than AR and MR. As a result, the interaction methods that are based on dedicated modalities, such as motion controllers for a VR HMD, are not compatible with any modalities in current AR or MR environments.
4. We excluded studies that did not provide sufficient implementation details of their MI systems for proper analysis.

3.2. Conducting the Review

We conducted a systematic literature review that was followed by the aforementioned steps. The review was conducted in three steps that are described in the following subsections: (1) identification of studies, (2) selection of primary studies and quality assessment, and (3) data extraction and synthesis. Figure 3 illustrates the process of the literature search and filtering, displaying the number of findings in each step.

3.2.1. Identification of Studies: Initial Literature Search and First Pass

In this step, we conducted the initial literature search and first pass to identify relevant research papers from the scientific libraries and journal databases that are listed in Section 3.1 in April 2020. The initial literature search was conducted with the keywords defined in Section 3.1. We searched for studies that were written in English and were published between 2014 and 2020. We sorted the search results by relevance to the search terms by assigning them a grade of A, B, or C from most relevant to least relevant. When the title or abstract of a study explicitly stated a connection with an MI system that used AR/MR and IoT, we graded it with an A, whereas a grade of B was given to studies that frequently
mentioned AR/MR and IoT in conjunction with the proposed MI system. A grade of C was given to the least relevant studies, which infrequently used the aforementioned words in their bodies and whose title and abstract provided no statements regarding the use of AR/MR and IoT in the MI system. We only reviewed the first 50 studies to exclude less relevant studies. Consequently, our initial literature search on the target databases resulted in 4769 studies.

We used inclusion and exclusion criteria for the next filtering step: the first pass. During the first pass, we assessed the titles and abstracts of the collected studies. We examined the titles and abstracts in order to identify whether the studies presented practical or theoretical MI systems that consisted of IoT and AR/MR. As mentioned earlier, studies that utilized VR were excluded due to the incompatibility between the input/output modalities in AR and VR. We aimed to cover as many MI studies as possible; thus, studies that employed AR and MR were included in the first pass. We also reviewed the bodies of the studies when we failed to extract sufficient information from their titles and abstracts. In order to ensure adequate quality of the selected studies, we only selected peer-reviewed scientific papers, while patents and non-peer-reviewed papers, such as books and reports, were excluded. Moreover, we narrowed the result set by excluding duplicate and irrelevant studies. Consequently, 472 out of 4769 studies from the literature search passed the first pass.

3.2.2. Selection of Primary Studies: Second Pass and Quality Assessment

During the second pass, we reduced the number of studies from the first pass by excluding studies that lacked a prototype of a proposed design of an application. The practical implementation of MI systems was important, as we were interested in modalities and architectures of feasible MI systems. We also included studies that used MR instead of AR to acquire as many adequate studies as possible, due to the similarity between the two technologies. During the second pass, studies that did not provide sufficient information about their MI systems were excluded. In addition, several VR studies that were not filtered out in the first pass were also excluded by reading the body of the papers. A total of 407 studies were excluded in the second pass; thus, 65 studies remained as the final selection.

Each study was evaluated based on four quality criteria listed in Table 2 to validate the quality of the studies selected in the second pass. We assessed each study on a dichotomous scale (“yes” or “no”) and only excluded a study only when it did not satisfy the first and second criteria. The first criterion verified whether the proposed MI systems actually used two or more different modalities in input or output channels. We used the taxonomy of modalities proposed by Augstein and Neumayr [29] to identify the number of modalities used in the proposed MI systems because our study focused on MI systems. The second criterion ensured that the selected studies were relevant to our research questions (RQ 1, RQ 2, RQ 3, RQ 4). While using this criterion, any uninformative studies that passed the second pass were identified and excluded. The third criterion was a basis for identifying research challenges that were established from user studies. In particular, when feedback from a number of different users is collected over a long period of time, the probability of obtaining valuable comments and ideas that can result in new research directions increases. The fourth criterion evaluated the clarity of open research challenges to identify valid challenges that were explicitly or implicitly presented by the reviewed studies. In relation to RQ 5 shown in Section 3.1, we attempted to identify open research challenges when reading the papers.
Table 2. Quality validation criteria.

| ID | Criteria |
|----|----------|
| 1  | Did the proposed MI system actually use two or more modalities in input or output channels? |
| 2  | Is there a detailed description of the proposed MI system regarding its input/output modalities and architectures? |
| 3  | Was an application created with the proposed MI system evaluated by users? |
| 4  | Was there a statement about open research challenges? |

Consequently, 42 papers were excluded, as they had neither regarding modalities in input/output channels nor sufficient information about their MI systems. However, 23 out of 65 papers were determined to be of good quality, satisfying all four quality criteria.

3.2.3. Data Extraction and Synthesis

During the data extraction step, the 23 studies that were selected in the quality validation step were systematically analyzed in order to collect the necessary details for answering the research questions. We formed data extraction categories that covered the date of data extraction, title, publication year, authors, study aim (e.g., purpose of MI system), system design (e.g., input/output modalities, system architecture, interactivity between agent and interaction device, IoT devices, and other entities), experimental procedure (e.g., participants, experimental setup, user evaluation, data collection, and data analysis), and open research challenges (e.g., research hypothesis, findings, limitations, conclusions). When recording data during the review process, we copied the original text from the selected studies to minimize the impact of revision on the original information.

After data extraction, we performed data synthesis to create a list summarizing the results of data extraction in order to obtain answers to our research questions. When we performed data synthesis of the modalities, all extracted data regarding input/output modalities and modality combinations were organized in quantitative summaries. We used the taxonomy of modalities that was proposed by Augstein and Neumayr [29] to organize the extracted data in tabular form. The reason for using this taxonomy was that not all selected studies used the same terminology when describing the used modalities. When we discovered a novel or unidentified modality that was not present in the taxonomy, we categorized it based on the interaction perspective (e.g., user, technology), as suggested by Augstein and Neumayr [29]. For example, we classified robot movements as “vision”, because the results of a robot’s actions are conveyed as visual signals to the agent. For system architectures, descriptions of each architecture were analyzed to classify architectures with similar patterns according to their structure. During data synthesis for system architectures, we mainly focused on the methods of using IoT and AR in addition to input/output modalities. Furthermore, we produced quantitative summaries of system architecture patterns to identify commonly used system architectures. The identified open research challenges were tabulated and grouped together into higher-level research challenges to provide a comprehensive overview of open research challenges.

4. Results

This section presents the results of data analysis of the 23 reviewed studies. Specifically, Section 4.1 provides bibliometric information as well as statistics on the types of devices that were used in the reviewed studies, while Section 4.2 provides an analysis of the identified MI system architectures. Section 4.3 presents the analysis results of the interactions between an agent and other entities (i.e., interaction device, IoT device, other entity). Section 4.4 describes the types of input and output modalities and modality combinations that were identified in the reviewed studies, and Section 4.5 describes each open challenge discussed in the reviewed studies. Finally, Section 4.6 provides a summary of the reviewed studies.
4.1. Statistics

4.1.1. Database Distribution
Table 3 displays the distribution of the reviewed studies across the databases that were used in our literature search. Seven studies were found on Google Scholar, which was the highest number of studies for a single database. The IEEE Xplore database provided the second highest number of studies with six results, followed by SpringerLink with four studies, and two different databases, ACM Digital Library and ScienceDirect, with three studies each. We did not select any studies from two journal databases due to their failure to be approved in the second pass and quality validation step, although nearly 30 studies were obtained from each database in the first pass.

Table 3. Distribution of reviewed studies across scientific literature databases.

| Databases                          | Number of Studies |
|------------------------------------|-------------------|
| ACM Digital Library                | 3                 |
| Google Scholar                     | 7                 |
| IEEE Xplore                        | 6                 |
| ScienceDirect                      | 3                 |
| Scopus                             | 0                 |
| SpringerLink                       | 4                 |
| Taylor & Francis Online            | 0                 |
| Interacting with Computers         | 0                 |
| Journal on Multimodal User Interfaces | 0               |

4.1.2. Yearly Distribution
We also determined the number of studies published per year to identify any trends. We discovered that the number of published studies gradually increased, with 2019 featuring the highest number of publications thus far.

4.1.3. Output Device Distribution
From the extracted data, we analyzed the distribution of devices that were used to present the output (e.g., AR and/or sensor data from IoT) to agents in the MI systems that were proposed in the reviewed studies. The number of studies in Table 4 is larger than the number of reviewed studies in Table 3 because some of the studies used multiple devices to present the output. For example, the MI system that was proposed by Sahinel et al. [34] presented data from IoT devices on a wearable application, such as a smartwatch. Meanwhile, AR was presented through a mobile device (e.g., tablet PC) to be used for indoor navigation and to control a machine that could be identified by using object recognition. Thus, a smartwatch and handheld mobile device were used within one MI system, and the devices are separately counted in Table 4. Overall, we observed that the reviewed studies mostly employed handheld mobile devices, such as a smartphone or tablet PC. An HMD was the second most used output device for MI systems in the reviewed studies.

Table 4. Output device distribution of proposed multimodal interaction systems from reviewed studies.

| Output Devices                              | Number of Studies |
|---------------------------------------------|-------------------|
| Handheld mobile device (e.g., smartphone, tablet PC) | 16                |
| HMD (e.g., HoloLens, wearable glasses)       | 5                 |
| Smartwatch                                  | 1                 |
| Monitor (e.g., PC, TV)                      | 3                 |
| Projector                                   | 1                 |

4.2. MI System Architectures
We identified four patterns consisting of an agent, an interaction device (device that presents AR content), a server, an IoT device (including IoT sensors), and another entity
(including real-world objects and environments) based on our analysis of the proposed MI systems’ architectures. The patterns were established based on the intended purpose of AR and the type of identifier used for the AR visualization. The identifier could be either an AR marker that was a printed image, a physical object that could be identified using computer vision techniques, or an environment that presented spatial data information. Figure 4 illustrates the four identified MI system architecture patterns.

![Diagram of MI system architecture patterns](image)

**Figure 4.** Four identified patterns of multimodal interaction system architecture from 23 reviewed studies. Each identified pattern is categorized by two bases: (1) whether an agent is able to control the IoT device through AR (c,d) or not (a,b) and (2) whether an IoT device (a,c) or another entity (b,d) is used as an identifier for AR.

4.2.1. AR for Data Presentation

Data presentation using AR is one of the applications of AR in MI systems. When an interaction device recognizes an identifier by looking at an IoT device (Figure 4a) or another entity (Figure 4b), the MI system sends the data collected from the IoT device to the interaction device. Data that are sent by the IoT device are presented by two-dimensional (2D) or three-dimensional (3D) graphical AR content [35,36] and are used for signaling a sound cue [37,38]. The data displayed on an interaction device is changed when an agent manipulates either an IoT device (Figure 4a) or another entity (Figure 4b).

As an example of the pattern that is illustrated in Figure 4a, Leppanen et al. [35] proposed a mobile AR application that can identify a coffee maker using an AR marker that is attached to it. The IoT device acquires the status of the coffee maker and sends data to the mobile AR application. When the agent manipulates the coffee maker, the state of the coffee maker in the mobile AR application is updated.

Pokric et al. [39] developed a mobile educational AR application that is an example of Figure 4b. The application requests the agent to estimate the temperature and CO$_2$ level of the location, where an IoT device is installed. When the application is started, a 3D character is placed on an AR marker or a plane that is recognized by the smartphone based on clusters of feature points in the real-world. The 3D character indicates the temperature and CO$_2$ levels by changing its clothes. The agent is asked to guess the current temperature and CO$_2$ level. The closer the guessed value is to the actual value that is sent by the IoT device, the more points are awarded.
4.2.2. AR as an Interface

As an interface, AR is used not only to visualize data for an agent, but also to allow an agent to provide input to an MI system. When AR is used as an interface, the agent can manipulate one or more IoT devices by interacting through the AR interface on an interaction device, such as a smartphone, tablet PC, or HMD (Figure 4c). Likewise, an agent can control IoT devices (as indicated by a dotted arrow in Figure 4d) while watching AR content from another entity (Figure 4d). The difference between the two patterns is what is used an identifier: the pattern that is depicted in Figure 4c uses an IoT device as an identifier, whereas the pattern depicted in Figure 4d uses another entity as an identifier.

The MI system that was developed by Dodevska et al. [10] is a case that employs the architecture displayed in Figure 4c. The AR mobile application connected to their MI system can recognize an AR marker placed on a miniature centrifuge. By scanning the AR marker, the agent can monitor the data that are sent by sensors installed on the motor of the centrifuge, and can control the motor by touching a button on the mobile screen.

As an example of the pattern that is depicted in Figure 4d, Mylonas et al. [40] developed a companion application used in educational lab kit activities that was tested in elementary, middle, and high school. The companion application helps students perform physical activities in an AR environment that require assembling circuits from a printed floor plan. The printed floor plan contains AR markers in order to visualize AR content on it. Some of the AR content is data collected by IoT devices that are installed within the school building, such as the temperature, humidity, and energy consumption rate. To receive the data, the agent must scan an AR marker that is attached to IoT devices using the companion application. Once the IoT devices are scanned, the agent can send commands to them to control light-emitting diode (LED) light.

4.2.3. Markerless (Without Identifier) AR

Variations in the patterns that are displayed in Figure 4 can be achieved by omitting the AR marker, which is a type of identifier. Our analysis of previous MI system architectures suggests that markerless (i.e., without an identifier) tracking approaches have been used instead of AR markers to identify an IoT device or another entity. In this subsection, we discuss one variation of each pattern that is displayed in Figure 4.

The MI system that was proposed by Seitz et al. [33] is a variation of Figure 4a that uses another AR target tracking technique instead of AR markers. Seitz et al. [33] developed an AR mobile application for workers in a factory to monitor the temperature of machines. IoT devices are attached to each machine to stream the temperature data in real-time. The AR mobile application uses object recognition instead of AR markers to identify the IoT devices. Furthermore, in this MI system, all of the IoT devices have the same appearance; thus, LED colors on IoT devices are used to distinguish devices by the AR mobile application.

As a variation of the architecture presented in Figure 4b, Simões et al. [41] developed a system for a work space that can recognize an electric cabinet placed on a specific location on a table. When the electric cabinet is located within the camera view, the system presents the assembly instructions for the electric cabinet. The assembly instructions are displayed on a Microsoft HoloLens device using 3D models that are drawn over the electric cabinet. Cameras with a depth sensor installed in the work space are used to identify the position of the agent’s hands, and the built-in HoloLens camera is used to detect the position of virtual content (e.g., virtual buttons, virtual interfaces) to allow agents to interact with the system while using their hands. Agents can follow the assembly instructions in the real-world and they can navigate the instructions and other information by manipulating the virtual content with their hands. In the work space that was described by Simões et al. [41], RGB-D cameras are used in combination with the HoloLens camera to increase the accuracy of hand gesture detection. There are two projectors that visualize information regarding the assembly instructions and temperature of the work space on the table.

The MI system that was proposed by Sahinel et al. [34] utilizes both an AR marker and object recognition. In their system, an application on the agent’s mobile device uses an
AR marker to recognize an environment to initiate indoor navigation (Figure 4b), and uses object recognition to identify a machine (variation of Figure 4c). Such an MI system can be classified as both Figure 4b and Figure 4c, due to its ability to monitor and control the recognized machine by object recognition.

Cho et al. [42] developed an MI system that is a variation of Figure 4d architecture. Their system employs object recognition to recognize miniature building structures (i.e., another entity) for visualizing an AR building structure on them. When an AR building structure is displayed on a mobile device, information on energy consumption that is sent by IoT devices installed within the building and rooms is presented. Based on this information, the agent can control the light power in a building or room by touching the menu in the AR interface. The commands that were issued by the agent through the AR interface affect lights that are installed not only in the AR building structure, but also in the real-world miniature building structures.

4.2.4. Usage Ratio

Table 5 summarizes the usage ratios of the four system architectures that are identified in Figure 4. The architecture pattern presented in Figure 4c is used in 35% of the reviewed studies (i.e., eight studies), thus making it the most commonly used pattern. The pattern shown in Figure 4a is the second most used pattern, utilized in seven studies, and the depicted pattern in Figure 4b is the third most used pattern, utilized in five studies. The pattern depicted in Figure 4d was used in two studies; however, one of the studies [40] also utilized the pattern in Figure 4c in the same MI system. Finally, we found another study [34] that employed two MI system architectures (i.e., Figure 4b,c) within one system.

Table 5. Summary of usage ratios of identified multimodal interaction system architecture patterns.

| Pattern     | Studies                  | % of Total |
|-------------|--------------------------|------------|
| Figure 4a   | [33,35,36,43–46]         | 31         |
| Figure 4b   | [37–39,41,47]            | 22         |
| Figure 4c   | [10–12,48–52]            | 35         |
| Figure 4d   | [42]                     | 4          |
| Figure 4c,d | [40]                     | 4          |
| Figure 4b,c | [34]                     | 4          |

4.3. Interaction with an Agent

Figure 5 summarizes the possible interactions between an agent and other objects (i.e., interaction device, IoT device, and other entity). Interactions that appeared frequently in multiple studies are listed in blue boxes, while interactions that appeared rarely are listed in red boxes. In the following subsections, we provide detailed descriptions of the interactions along with examples, and Figure 6 illustrates the interactions that are present in each reviewed study. In this figure, each entity that has interactions between an agent is categorized using different colors. Green cells indicate interactions between an interaction device and agent, yellowish cells indicate interactions between an IoT device and agent, and blue cells indicate interactions between another entity and agent. Darker cells represent the interactions that are used in the respective study.
4.3.1. Interaction Devices

An interaction device is a platform that visualizes AR content to the agent and it may also receive input from the agent. The interaction device can have many forms, such as a mobile device (e.g., smartphone, tablet PC) [10,11,33–37,39,40,42,44,46,48,50–52], HMD [12,38,41,45,49], PC/TV monitor [41,43,47], and projector [41].

The most commonly implemented interactions between an agent and interaction device are as follows: (1) moving the interaction device to see AR content, (2) sending commands to control IoT devices or other entities, (3) navigating the data sent from IoT devices through a user interface on the interaction device, and (4) moving the interaction device to recognize the agent’s hands. As an example of the first and second interactions,
a smartphone in the MI system that was proposed by Jo and Kim [11] can identify a lamp in a shop by analyzing the smartphone camera’s feed. The power of the lamp can be controlled by touching a button on the screen of a smartphone. An IoT device is attached to the lamp that sends the power status of the lamp to the smartphone while allowing the agent to control the power of the lamp. As an example of the third interaction, Seitz et al. [33] developed a mobile application that visualizes the temperature data obtained from IoT devices. The temperature data are represented by emojis that are based on the temperature level. The emojis are placed on the IoT devices, while graphs of device data that are correlated with each emoji are displayed on the mobile screen. The agent can obtain detailed information regarding the IoT devices that the application recognizes by touching the graphs. As an example of the fourth interaction, four out of five studies [12, 41, 45, 49] that used an HMD as an interaction device utilized it to identify the hand gestures of an agent. The exception was a study by Muthanna et al. [46], who used a mobile device instead of an HMD to detect the agent’s hand positions to display the data that were collected from IoT devices on the interaction device when the agent’s hands were placed at a specific location.

Although the aforementioned interactions are commonly used in MI systems, there also exist interactions that are used for specific purposes and in dedicated environments. For example, an agent can play a simple guessing game on a smartphone in the MI system proposed by Pokric et al. [39]. Non-AR 2D user interfaces are used to receive answers from the agent, while a 3D AR character is used to represent the current temperature and CO₂ levels while using dedicated outfits. In the MI system that was proposed by Alam et al. [38], the interaction device is an HMD that produces sound alarms when the sensor data (e.g., temperature, humidity, CO₂, O₂, heart rate) that were collected by IoT devices exceed certain levels. The purpose of the sound alarm is to alert the agent about danger. In some MI systems, interaction devices are connected to a stationary camera to monitor specific objects or stream a certain viewpoint. The MI system that was proposed by Phupattanasilp and Tong [47] utilizes a PC monitor to observe crops that were planted on a farm. In their MI system, AR content is displayed near the position at which the MI system recognizes crops using regions of interests that were detected by a computer vision technique. In the MI system that was proposed by He et al. [43], a television is the interaction device that is connected to a stationary camera to stream the space in which the agent moves smart objects on a smartboard. The location of AR content is determined by movement of the smart objects detected by light density resistors under the smartboard.

4.3.2. IoT Devices

There are three commonly used interactions between an agent and an IoT device: (1) IoT devices are used as identifiers for AR when printed AR markers are not used, (2) IoT devices are manipulated by the agent, and (3) IoT devices collect and send data to a server in order to facilitate further interactions. As an example of the first and second interactions, the interaction device in the MI system proposed by Sun et al. [12] is an HMD that can identify IoT devices (i.e., smart speaker and smart light bulb) using object detection. The agent can use predefined hand gestures to trigger a number of actions on the detected IoT devices, such as playing a song, increasing the volume, selecting music, changing the color of light, and managing the light bulb power. Whereas, the MI system that was proposed by Sun et al. [12] enables remote control of IoT devices by the agent, the MI system proposed by Huo et al. [44] involves the second interaction in a way that requires the agent to have physical contact with the IoT devices. The positions of the IoT devices are spatially registered in the MI system, and a visual notification is provided when the IoT devices are moved from the original location. This visual notification conveys information on the current location of the moved IoT devices using arrows. As an example of the third interaction, Karasinski et al. [45] used Microsoft HoloLens to predefine the locations of AR content that remained in the same position, regardless of the field of view of the agent. Therefore, the AR marker is not used; instead, pre-positioned AR arrows are used to guide the agent to the destination as an application of indoor navigation. Indoor navigation is
initiated when the agent looks for a tool that is placed in another room. When the agent reaches the location of the tool he or she is looking for and picks it up, the MI system determines whether the target tool is collected by the agent using IoT devices that are installed in the target tool and on the agent’s wrist. If the MI system determines that the agent successfully obtained the tool, then the return path or the path to the next tool is presented on HoloLens.

4.3.3. Another Entity

Another entity can be either an object or environment that can interact with the agent. Two types of interactions are identified in a number of studies, while two other types of interactions are identified in a few studies.

The first type of commonly used interaction is that in which another entity is used as an identifier for AR. This can be implemented with either a printed AR marker [34,37,39,40], image/object recognition [38,41,42,47,49], or spatial data [45]. Another type of interaction is the manipulation of another entity by the agent. The agent can interact with the MI system while having physical contact with other entities (e.g., electric box [38] and electrical cabinet [41]). Furthermore, the agent can control another entity through an interaction device. For example, the MI system that was proposed by Cho et al. [42] allows the agent to control lights in a miniature building, which are mapped to real lights in rooms of a building in which IoT devices are installed.

In our literature search, we found 10 studies involving interactions between agents and other entities. Of these studies, only three used spatial data of a certain place to provide an indoor navigation feature [34,45,49]. Moreover, only one study used other entities (i.e., crops in soil) as either objects to monitor conditions (i.e., the location of crops, soil moisture, temperature, water level, nutrients, and luminance) or objects that can be managed by the agent with physical contact [47].

4.4. Modalities

In this subsection, we summarize different types of input and output modalities and their combinations as used in the reviewed studies.

4.4.1. Input

Table 6 lists the input modalities that were used in the reviewed studies, and each study is classified according to the input sources that are listed within each input modality. The “Total” column in Table 6 indicates the number of studies that used each modality among the 23 reviewed studies, while the rightmost column presents the percentage of studies listed in the “Total” column that used each of the input sources.

“Vision” is a modality that every reviewed study utilized in their MI systems. There are many different input sources for using vision as an input modality. By analyzing each study, we identified four common input sources. First, 21 of 23 studies utilized vision as an input modality by using the movement of the camera view for AR. In order to visualize AR content, an agent moves the camera of an interaction device to locate an identifier within the camera view. The identifier can be either printed images used as AR markers [10,34–36,39,40,48], physical objects that can be recognized using object/image recognition [11,12,33,34,37,38,41,42,44,46,49–52], or environments for using spatial data [39,45]. The second identified input source is the camera view for capturing an agent’s hands. We found that four studies used a camera feed to detect hand gestures [12,41,45,49], while one study used a camera feed to track hand position [46]. The third input source is the agents’ gaze movement as they move their heads. When an MI systems employs an HMD (e.g., HoloLens) as an interaction device, in some studies [41,45,49], the agents use the gaze position, which is the center point of their view moved along their heads, to interact with AR.
The fourth input source is the position of real-world objects that is used to determine the position of AR content. For example, the MI system that was proposed by He et al. [43] uses a smartboard that can detect smart objects using light density resistors installed under the smartboard. Based on the location that was detected by the light density resistors, the positions of the smart object on the smartboard are illustrated by AR on a TV screen that is connected to a stationary camera. This camera observes the smartboard, and the agent can watch the stream that contains AR content in real-time. The MI system that was proposed by Huo et al. [44] also uses a camera feed to track the position of real-world objects when they are moved from their original positions. In addition, the MI system that was proposed by Phupattanasilp and Tong [47] uses the camera view to identify the coordinates of real-world objects (i.e., crops) on a PC screen to position the AR interface near each identified real-world object.

“Touch” is the second most used modality that we identified in 15 studies. In the taxonomy of modalities that was proposed by Augstein and Neumayr [29], tactility refers to a device’s ability to sense the physical contact of an agent. A touchscreen, mouse, and machine with buttons are examples of devices that can support interaction through tactility. We found that 13 of 15 studies used a touchscreen, whereas mouse clicks and buttons on machines were used in one study.

The next modality category is “kinesthetics”, which we found in eight studies. Kinesthetics can be divided into two different modalities—“proprioception” and “kinematics”—based on the taxonomy of modalities that was proposed by Augstein and Neumayr [29]. Proprioception refers to a device’s ability to detect the position and movement of a body part, while kinematics refers to a device’s ability to sense the movement of a physical object based on acceleration. From an agent’s perspective, any activity made with his or her hands or body that is not sensed by acceleration is related to proprioception as part of the interaction, whereas any movement sensed by acceleration sensors is related to kinematics as part of the interaction. As examples of proprioception, hand gestures [12,41,45,49] and hand positions [46] can be utilized as input modalities, and the position of an agent, holding an interaction device can be used as another input modality to navigate in the AR world consisting of multiple IoT devices. As an example of kinematics, the movement of physical objects caused by an agent can be used as an input modality [43,45]. Furthermore, one of the reviewed studies that used kinematics also used proprioception in its MI system [45].

The least used input modality is “audition”, which refers to sound-based interaction. In the reviewed studies, the input source of this modality was voice commands. HoloLens,
which has a built-in microphone to capture the voice commands of an agent, was used as an interaction device in two studies [45,49] to allow for the agent to interact with the AR interface.

4.4.2. Output

We also identified two different output modalities that were used in the reviewed studies. Table 7 presents the output modalities with the number of output sources of the modality used in the reviewed studies. The table also lists the total number of studies that used each output modality and the ratio of each output source.

**Table 7. Summary of output modalities.**

| Modalities    | Output Sources                                           | Studies                      | Total | % of Total |
|---------------|----------------------------------------------------------|------------------------------|-------|------------|
| Vision        | Presentation of 2D/3D graphics                           | [10–12,33–52]               | 23    | 100        |
|               | Presentation of controls to manipulate IoT devices       | [10–12,34,40,42,48–52]      | 48    |            |
| Audition      | Sound cues for notification                              | [38,49]                     | 4     | 25         |
|               | Sound effects of AR contents                             | [37]                        |       |            |
|               | Sound from an external device                            | [12]                        |       |            |

“Vision” is the first identified output modality that was used in every study that we analyzed. We identified two unique output sources for the vision modality: (1) the presentation of 2D or 3D graphics and (2) presentation of controls to manipulate IoT devices. The first output source (presentation of 2D or 3D graphics) could be found in all studies, as all of the analyzed MI systems that were used an interaction device that displayed graphical content including AR. However, the second output source could be found in 11 out of 23 studies that used vision as an output modality. When an MI system allows for an agent to manipulate IoT devices through a touchscreen [10,11,34,40,42,48–52] or by hand gestures [12], the result of IoT device manipulation is visually presented in the real-world to the agent. Thus, we categorized 11 studies that allowed the agent to control IoT devices into the vision modality category.

“Audition” is another output modality that was used in four of the reviewed studies. This output modality includes three different output sources. Two studies used sound cues to inform the agent regarding a specific event. For example, the MI system proposed by Alam et al. [38] notifies the agent by a sound alarm about an abnormal environment state based on values, such as temperature and CO₂, collected from IoT devices. The MI system that was proposed by de Belen et al. [49] plays a sound cue to notify the agent that he or she is approaching IoT devices. Another output source is the sound effects of AR content. This was exemplified by Agrawal et al. [37], who developed a mobile application that displays an animated 3D model of the human heart. This application also plays the sound of a heartbeat, which is synchronized with the real heart rate of the agent. Moreover, the beating animation of the 3D heart model is also synchronized with the real heart rate. The final output source that we identified in the audition modality category was sound from an external device. The aforementioned three studies that utilized audition as an output modality used a built-in audio device to deliver auditory stimulation to the agent. However, one study used an external device to provide sound signals to the agent. Sun et al. [12] developed an MR interface that an agent can use to control a smart speaker to select and play music. The agent can also increase and decrease the volume of the smart speaker.

4.4.3. Combinations

Table 8 summarizes the different modality combinations and the ratios of each to the total number of reviewed studies. We determined that 19 studies combined two different modalities as an input or output modality, while four studies combined three different modalities in their MI systems. Every combination except for Vision & Audition was
for input modalities, and two of four studies that employed multiple output modalities (i.e., Vision & Audition) also used multiple input modalities. The most commonly used modality combination was Vision & Touch: Tactility for input, which was used in 11 studies. The second most used modality combination was Vision & Audition for output, which was used in four studies, and the third and fourth most combinations were Vision & Kinesthetics: Proprioception and Vision & Audition & Kinesthetics: Proprioception for input, which were used in three and two studies, respectively. Other modality combinations were only observed once in the reviewed studies.

Table 8. Summary of modality combinations.

| Modality Combinations | Studies                                      | % of Total |
|-----------------------|----------------------------------------------|------------|
| Vision & Touch: Tactility | [10,11,33–36,39,40,42,47,50–52]                | 57         |
| Vision & Audition | [12,37,38,49]                             | 17         |
| Vision & Kinesthetics: Kinematics | [43]                                          | 4          |
| Vision & Kinesthetics: Proprioception | [12,41,44]                                 | 13         |
| Vision & Touch: Tactility & Kinesthetics: Proprioception | [46,48]                                      | 9          |
| Vision & Audition & Kinesthetics: Proprioception | [49]                                        | 4          |
| Vision & Audition & Kinesthetics: Kinematics, proprioception | [45]                                         | 4          |

4.5. Open Research Challenges

Through our analysis, we identified open research challenges that were mentioned in the reviewed studies. A total of 13 studies presented 19 research challenges, which we categorized based on the following keywords presented in Table 9: (1) technology, (2) standardization, (3) scalability, (4) multi-agent, and (5) multidisciplinary.

Table 9. Summary of open research challenges.

| Keywords            | Open Research Challenges                                      | Studies |
|---------------------|---------------------------------------------------------------|---------|
| Technology          | Narrow field of view in HoloLens                              | [45]    |
|                     | Hardware performance problem regarding noise reduction        | [37]    |
|                     | High cost of technologies                                     | [47]    |
|                     | Obstacles for displaying non-visible identifiers              | [33]    |
|                     | Unreliable vision-based coordinate estimation in a large-scale environment | [47]    |
|                     | Limited detection range for QR codes                         | [40]    |
|                     | Requirement of specific light conditions for running AR properly | [40]    |
|                     | Limited object detection range                                | [12]    |
|                     | Low success rate of object detection on reflective surface    | [12]    |
|                     | Unstable vision-based feature tracking with insufficient features | [48]    |
| Standardization     | Standardization of MI system components                       | [50]    |
|                     | Standardization of AR feature data structure and data exchange protocol | [11]    |
| Scalability         | Distributed system to reduce computational costs              | [44]    |
|                     | Management of diverse interfaces with different IoT devices   | [44]    |
|                     | Automation of IoT device registration process                  | [48]    |
| Multi-agent         | Individual preference for interaction devices                 | [36]    |
|                     | Data synchronization in multi-user scenario                   | [44]    |
|                     | Personalized UI and feedback based on agent’s skill           | [52]    |
| Multidisciplinary   | Understanding of various cultures for different types of agents | [33]    |
|                     | Conducting user evaluations in real-world scenario            | [43]    |

Seven studies reported research challenges regarding hardware [37,45,47] and technical problems [12,33,40,47,48], which we summarized under Technology in Table 9. Research challenges regarding hardware problems concern either an interaction device [45], IoT device [37], or both [47]. For example, Karasinski et al. [45] discovered that the narrow field of view of HoloLens makes it difficult for an agent to locate AR content
placed at the edge of the HoloLens screen. For IoT devices, Agrawal et al. [37] reported a data quality problem for a heartbeat sensor due to ambient noise during data collection. Phupattanasilp and Tong [47] noted the impracticality of installing the proposed MI system in an actual site due to the price of the devices and energy consumption. Other studies faced technical challenges, especially regarding the limitations of vision-based identifier detection [12,33,40,47,48]. For example, Seitz et al. [33] reported a challenge in displaying AR content when identifiers were blocked by environmental obstacles. Because the identifier detection system was vision-based, Seitz et al. [33] stated that identifiers that are not detected by the interaction device’s camera must be handled in different ways. Phupattanasilp and Tong [47] also noted a problem regarding a vision-based identifier detection system. In their proposed MI system, crops on a farm were used as identifiers, and a number of stationary cameras were used to estimate the coordinates of the crops, which were then displayed on a PC monitor. The accuracy of coordinate estimation was high; however, Phupattanasilp and Tong [47] noted a challenge involving solving the inaccuracy of coordinate estimation in a large-scale environment. In addition, Mylonas et al. [40] noted out that adequate light conditions were necessary to place AR content in the correct position, while Sun et al. [12] stated that the reflective surface of a target object caused a low success rate of object detection. Similar to Sun et al. [12], Cao et al. [48] mentioned the instability of vision-based tracking due to insufficient features of identifiers. Additionally, both Mylonas et al. [40] and Sun et al. [12] reported a short detection range for identifiers.

The research challenges in the standardization category aim to improve MI systems while using a standardized data and system structure. For example, when each IoT device contains information about the target object for object detection, the MI system can easily register new IoT devices as long as all IoT devices use the same data structure, data exchange protocol, and UI structure [11,50]. Furthermore, Jo and Kim [11] claimed that standardization is a way to achieve high scalability.

In a similar vein, Huo et al. [44] reported that reducing the computational costs using a distributed system is a way to enhance the scalability. Huo et al. [44] also reported the necessity for an MI system to handle various interfaces with different IoT devices. Furthermore, Cao et al. [48] claimed that MI systems require an automated IoT device registration process.

The next keyword, multi-agent, refers to research challenges focused on a scenario in which multiple agents use the MI system. Rashid et al. [36] found that the preference for an interaction device differed, depending on an agent’s physical state. For example, when an agent had a disorder of the lower body, he/she preferred a smartphone rather than a tablet PC due to the size of the device, which became burdensome holding it to observe identifiers for AR content. Huo et al. [44] reported a data synchronization problem in the multi-agent scenario. In their MI system, the information of IoT devices could differ on each agent’s interaction device due to a slow update rate. The update rate was designed for a single-agent scenario to reduce the computational costs. Therefore, Huo et al. [44] planned to use a distributed system to reduce the computational costs while supporting a fast update rate. Furthermore, Stefanidi et al. [52] identified a need for personalized UI and feedback based on an agent’s skill. In order to provide a personalized experience, Stefanidi et al. [52] noted that context-awareness was necessary in an MI system.

The final keyword, multidisciplinary, refers to the necessity of collaboration with other academic disciplines. Seitz et al. [33] noted that knowledge of psychological aspects is necessary due to the different meaning of emojis, depending on the agent’s culture. He et al. [43] also emphasized the necessity of a multidisciplinary approach by highlighting the limitations of their study results. They developed an MI system to evaluate the upper limb function of an agent using an IoT object on a smartboard that can sense the location of an IoT object. They conducted a user evaluation; however, the agents did not have upper limb disorders; therefore, the efficiency of their MI system was not fully evaluated. Consequently, they mentioned the need for actual patients to verify the effectiveness of their MI system. We categorized this research challenge as multidisciplinary, because it is
infeasible to find real patients for a user evaluation without the help of an individual from the medical field.

4.6. Summary of Reviewed Studies

Table 10 summarizes information on the 23 reviewed studies, including the authors, publication year, input/output modalities, and output devices used in the reviewed MI systems; brief descriptions of the objectives of the studies; and patterns (PAT) of the MI system architecture, as illustrated in Figure 4. In this table, the “Output devices” column lists devices that are used to present data arriving from an MI system to an agent, while an interaction device refers to a device that can present AR content to an agent. Therefore, it is important to note that the smartwatch used in the MI system that was proposed by Sahinel et al. [34] is not an interaction device, but an output device; the researchers used a smartwatch to deliver data from IoT devices in textual form.

Table 10. Summary of reviewed studies.

| Authors | Input Modalities | Output Modalities | Output Devices | Objectives | PAT |
|---------|------------------|-------------------|----------------|------------|-----|
| [35]    | Vision (camera view for AR marker detection), Touch (tactility: machine control) | Vision (2D/3D graphics) | Tablet PC | AR application for monitoring the power state of a coffee maker. | Figure 4a |
| [39]    | Vision (camera view for AR marker and plane detection), Touch (tactility: touchscreen) | Vision (2D/3D graphics) | Smartphone | Serious game to raise awareness of air pollution problems. | Figure 4b |
| [50]    | Vision (camera view for object recognition), Touch (tactility: touchscreen) | Vision (2D/3D graphics, device control [smart object]) | Smartphone | A system that presents the status and enables the manipulation of real-world objects that are recognized/tracked by data from IoT devices. | Figure 4c |
| [36]    | Vision (camera view for AR marker detection), Touch (tactility: touchscreen) | Vision (2D/3D graphics) | Mobile device (smartphone, tablet PC) | Allows the agent to find items from a smart shelf using RFID data. | Figure 4a |
| [38]    | Vision (camera view for image recognition) | Vision (2D/3D graphics), Audition (audio effect [alarm]) | HMD (wearable glasses) | Task procedure visualization with a safety warning system (for sending alarms to agents) that can sense problems using data from IoT devices that are held by the agent. | Figure 4b |
| [45]    | Vision (camera view for hand gestures, head movement [gaze]), Audition (voice), Kinesthetics (kinematics: measuring the distance between an agent and a selected tool while detecting the pick-up motion; proprioception: hand gesture) | Vision (2D/3D graphics) | HMD (HoloLens) | Indoor navigation to guide the agent to a specific room where the selected tool is placed. The distance between the agent and tool is measured by IoT devices to detect the pick-up motion. | Figure 4a |
| [33]    | Vision (camera view for color and object recognition), Touch (tactility: touchscreen) | Vision (2D/3D graphics) | Smartphone | Visualization of IoT device data using emojis. | Figure 4a |
Table 10. Cont.

| Authors | Input Modalities                                                                 | Output Modalities                      | Output Devices                      | Objectives                                                                                                                                                                                                 | PAT |
|---------|---------------------------------------------------------------------------------|----------------------------------------|-------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-----|
| [46]    | Vision (camera view for image recognition), Touch (tactility: touchscreen), Kinesthetics (proprioception: hand position [virtual button]) | Vision (2D/3D graphics)                | Mobile device (smartphone, tablet PC) | A prototype AR application that can visualize either the information of an art object (The Starry Night painting by Vincent Van Gogh) for museum visitors, or data of IoT devices in the museum for administrators. | Figure 4a |
| [43]    | Vision (position of object by light density resistor), Kinesthetics (kinematics: movement of smart object by hand) | Vision (2D/3D graphics)                | TV screen                           | Testing the the agent’s upper limb disorder by moving a smart object on a smartboard. AR content is presented on a TV screen, while data from IoT devices are presented on the smartboard.                             | Figure 4a |
| [37]    | Vision (camera view for image recognition)                                      | Vision (2D/3D graphics), Audition (audio effect) | Smartphone                          | Visualizing a 3D model of a heart on the AR marker. The 3D heart model is a heartbeat animation synchronized with the agent’s heart rate measured by an IoT device on the agent’s fingertip.       | Figure 4b |
| [51]    | Vision (camera view for image recognition), Touch (tactility: touchscreen)       | Vision (2D/3D graphics, device control [smart object]) | Smartphone                          | Presenting air quality monitoring data as AR content on an IoT device and allowing the agent to control the power of the IoT device.                                                                       | Figure 4c |
| [10]    | Vision (camera view for AR marker detection), Touch (tactility: touchscreen)     | Vision (2D/3D graphics, device control [smart object]) | Mobile device (smartphone, tablet PC) | Allowing the agent to monitor and control a miniature centrifuge (IoT device).                                                                                                                                  | Figure 4c |
| [44]    | Vision (camera view for position of object and spatial mapping), Kinesthetics (proprioception: distance between device and IoT device) | Vision (2D/3D graphics)                | Smartphone                          | Navigate a spatially registered room with an AR user interface that can present the position and status of eight IoT devices in the specific room.                                                              | Figure 4a |
| [41]    | Vision (camera view for hand gesture and physical object detection, head movement [gaze]), Kinesthetics (proprioception: hand gesture) | Vision (2D/3D graphics)                | HMD (HoloLens), projectors, PC screen | Presenting assembling process instructions of an electrical cabinet while cameras with depth sensors and projectors are used to track the agent’s hand movements to recognize input gestures.             | Figure 4b |
| [11]    | Vision (camera view for object recognition), Touch (tactility: touchscreen)      | Vision (2D/3D graphics, device control [smart object]) | Smartphone                          | Manipulate merchandise in a shop; recognize and track objects using data from IoT devices.                                                                                                                     | Figure 4c |
Table 10. Cont.

| Authors | Input Modalities | Output Modalities | Output Devices | Objectives | PAT |
|---------|------------------|-------------------|----------------|------------|-----|
| [42]    | Vision (camera view for object recognition), Touch (tactility: touchscreen) | Vision (2D/3D graphics, device control [smart object]) | Mobile device (smartphone, tablet PC) | Energy management by AR presentation of data collected from IoT devices installed in rooms of a building. | Figure 4d |
| [47]    | Vision (position of crops in camera view), Touch (tactility: mouse) | Vision (2D/3D graphics) | PC screen | Monitor the status of crops using data from IoT devices. | Figure 4b |
| [52]    | Vision (camera view for object recognition), Touch (tactility: touchscreen) | Vision (2D/3D graphics, device control [smart object]) | Mobile device (smartphone, tablet PC) | The agent uses an AR interface to create rules on how IoT devices interact with each other in a smart home. | Figure 4c |
| [40]    | Vision (camera view for AR marker detection), Touch (tactility: touchscreen) | Vision (2D/3D graphics, device control [smart object]) | Mobile device (smartphone, tablet PC) | A companion application of an educational toolkit to visualize IoT device data in AR. The agent can control IoT devices through the application, such as toggling an LED light or inserting a message on an LCD screen. | Figure 4c,d |
| [12]    | Vision (camera view for object recognition and hand gesture [by external device]), Kinesthetics (proprioception: hand gesture) | Vision (2D/3D graphics, device control [smart object]), Audition (device control [sound from smart object]) | HMD (HoloLens) | The agent can control IoT devices (speaker and smart light bulb) with hand gestures in an MR interface. | Figure 4c |
| [48]    | Vision (camera view for AR marker detection), Kinesthetics (proprioception: position of agent), Touch (tactility: touchscreen) | Vision (2D/3D graphics, device control [smart object]) | Smartphone | The agent can scan QR codes attached to IoT devices to give commands to a robot that subsequently interacts with the respective IoT devices. | Figure 4c |
| [34]    | Vision (camera view for object/AR marker detection and environment/movement tracking), Touch (tactility: touchscreen) | Vision (2D/3D graphics, device control [smart object]) | Smartwatch, tablet PC | An AR application for a smart factory to visualize a path by indoor navigation (with AR markers) and provide information on the machines in the factory (without AR markers). | Figure 4b,c |
| [49]    | Vision (camera view for hand gesture and image recognition, head movement [gaze]), Audition (voice) | Vision (2D/3D graphics), Audition (audio effect [sound cue]) | HMD (HoloLens) | Presenting an MR interface to control IoT devices while reading data collected from them and visualizing the data on the agent’s screen. | Figure 4c |

5. Discussion

In this study, we used systematic literature review guidelines [32] to identify and analyze 23 studies that implemented MI systems that were composed of IoT and AR. The increase in MI systems with AR and IoT may have been affected by the expansion of the types of interaction devices due to the development of technologies, such as HMDs, projectors, and monitors (i.e., PC and TV). This is visible in Figure 7, which illustrates the yearly
distribution of interaction devices across the reviewed studies. However, the smartwatch used in the MI system that was proposed by Sahinel et al. [34] is not listed, because AR content was not delivered, signifying that it did not satisfy our criterion for an interaction device (i.e., device that presents AR content) in the context of this study. The overall number of interaction devices was greater than 23, due to the fact that some studies used multiple interaction devices in their MI systems.

Figure 7. Yearly distribution of interaction devices.

Our analysis of the system architectures of MI systems, interaction between an agent and other entities (i.e., interaction device, IoT device, or other entity), and input/output modalities and modality combinations provided answers to the following five research questions that were initially presented in Section 3.1.

5.1. RQ 1. Which Modalities Are Used in MI Systems with IoT and AR?

We identified five unique modalities that were used as input and two unique modalities that were used as output in the reviewed studies, according to the results presented in Section 4.4. Each modality had several input sources from an agent, except for the audition. Because AR requires a view of the real world when overlaying virtual content, the vision modality was employed in every reviewed study. Moreover, vision was also used as an output modality in every reviewed study, as AR content is typically presented in either 2D or 3D graphics. Touch was the second most used input modality, possibly because the most frequently used interaction device was a mobile device (e.g., smartphone, tablet PC), which an agent primarily touches to perform interactions. While a mobile device was the most commonly used type of interaction device, an HMD was the second most used device. The third most implemented input modality was proprioception, as many interactions are performed by hands (e.g., hand gestures, position of hands). Kinematics and audition were the modalities least used as input. As an input modality, kinematics was only used in specially designed environments to detect the movement of physical objects sensed by IoT devices, whereas audition was used in two studies that utilized HMDs. Furthermore, audition was the least used output modality in the reviewed studies.

Thus, our findings suggest that audition is rarely used as either an input or output modality. Voice commands are preferred by agents over hand gestures as the input modality when using an HMD, as Karasinski et al. [45] determined through user evaluation. Therefore, the infrequency of audition as an input modality is remarkable, since both of the most commonly used interaction devices (i.e., mobile devices and HMD) support voice input from the agent. This infrequency may be caused by the type of interaction device and how familiar the agent is with the input modality. For example, mobile devices are frequently used in MI systems and they are a popular type of interaction device used by agents. They are designed to have primarily touch-based interaction on the screen; thus,
agents are familiar with touch as an input modality. Moreover, environmental and social conditions may also limit the use of audition as an input modality. Thus, these findings can influence MI system developers to prioritize mobile devices as the interaction device and employ touch as the primary input modality.

The principle of familiarity can also be applied to an HMD. We only identified two studies that utilized voice commands as input [45,49]. Both of the MI systems were implemented on the HoloLens, and hand gestures could be used as the input modality along with voice commands. However, Karasinski et al. [45] found, through user evaluation of their HoloLens application, that the participants tended to use hand gestures with voice commands, although they reported preferring using only voice commands. This observation suggests that the similarity between hand gestures (e.g., finger tapping) and touch-based interaction (e.g., touching a touchscreen) provided the agents with sufficient familiarity. Therefore, even when the participants preferred using only voice commands, they continued to use both hand gestures and voice commands to interact with the MI system. This phenomenon can also be supported with one of the myths of multimodal interaction discussed by Oviatt [53], which claims that higher efficiency is the main advantage of multimodal systems. Oviatt [53] argued that the main advantages of MI systems are not about efficiency enhancement, but rather about other factors, such as the flexibility of selecting from multiple input modalities, which was demonstrated by Karasinski et al. [45]. This lack of consensus regarding efficiency improvement may be caused by missing knowledge regarding the relationship between agents’ cognitive processes and each modality [5,6]. Therefore, an in-depth study on usability analysis in a number of MI systems with heterogeneous modalities is required to resolve this discord.

The input sources are another aspect of the study that produced noteworthy results. We determined that gaze was only used in three out of five studies that used an HMD as an interaction device. These three studies used Microsoft HoloLens, which enables gaze interaction. However, the HoloLens uses the center point of the screen as the gaze of an agent instead of detecting eye movements in real-time. As a result, the HoloLens imitates gaze interaction using the agent’s head movement. This may lead to a limited experience, because an agent’s gaze only moves with head direction, which is different from real gaze movements. In order to facilitate gaze interaction based on real eye movement, other computer vision techniques, such as the convolutional neural network [54], or devices (e.g., HoloLens 2) are essential.

5.2. RQ 2. Which Modality Combinations Are Used in MI Systems with IoT and AR?

According to Table 8, the most commonly used input modality combination was vision and touch. This result is consistent with the fact that a mobile device was the most commonly used interaction device, which is primarily used by touch-based interaction and it has a built-in camera for AR content. Proprioception is another input modality that was used with either vision or touch on mobile devices. Other input modalities, such as audition and kinematics, were combined with either vision or proprioception on other interaction devices (i.e., HoloLens and stationary camera connected to a PC/TV monitor). Notably, kinematics was only utilized when the interaction device was not a mobile device. This observation reveals unused input modality combinations on mobile devices. The findings also indicate the possibility of expanding the diversity of input modality combinations in future research. Other input modalities, such as neural oscillation (e.g., brainwave) [55] and galvanism (e.g., electrical activity of human body parts) [56,57], which were not found in the reviewed studies, can be used to explore new input modality combinations.

In addition, there also appears to be room for expanding output modality combinations, as we found that only the combination of vision and audition modalities was used as output. Technological developments can allow MI system developers to use various modalities that were not observed in the reviewed MI systems, such as olfaction [58], gustation [59], haptics [60], and vibration reception [61].
5.3. RQ 3. How Are IoT and AR Used in MI Systems?

Through our analysis, we determined that IoT devices are used either as identifiers for the placement of AR content or as devices that an agent can use to control the MI system. However, sensing and data collection over the network is the main function of using IoT devices. Therefore, all of the reviewed studies used IoT devices to collect data from their surroundings and then send them to the server for further analysis and interaction. The IoT devices used in the reviewed studies collected and communicated various data, such as the power state, energy consumption, motor speed, temperature, humidity, and relative position. Surprisingly, IoT devices were rarely used in the reviewed studies to collect an agent’s biosignals, only appearing in one study [37]. Unlike an input source for the input modality discussed in RQ 2, biosignals can be collected by IoT devices and used to understand the state of an agent.

We found that the reviewed MI systems used AR either as a data presentation tool to deliver data to an agent or as an interface to allow an agent to control IoT devices and other devices (e.g., lights in miniature building structures [42]). AR was used not only to visualize data received from IoT devices, but also to present pre-stored data, such as in AR navigation, to a destination represented by 3D arrows that are spatially pre-positioned in a registered environment [34,45]. Of the reviewed studies, those that implemented the navigation feature were restricted to indoor environments; thus, the development of MI systems for navigation in outdoor contexts with the use of AR and IoT remains an open challenge. Exploring the effects of AR, IoT, and multimodality on the QoE of outdoor navigation may be an important aspect because outdoor navigation is not a novel research topic [62].

5.4. RQ 4. Which Architectures Are Used to Construct MI Systems with IoT and AR?

We identified four patterns of MI system architectures, which are illustrated in Figure 4. Three of the patterns (Figure 4a–c) were utilized in most of the reviewed studies; however, the pattern in Figure 4d and combinations of two patterns (Figure 4c,d; Figure 4b,c) were only used in one study. Similar to the combined patterns, Figure 4d was rarely observed in the reviewed studies. A reason for the infrequency of the pattern in Figure 4d may be its high complexity as compared to that of Figure 4c. For instance, an agent in Figure 4c can watch IoT devices while controlling them through an AR interface; however, an agent in Figure 4d cannot see the IoT devices that he/she is controlling, and the result of the control commands is displayed on an interaction device and/or another entity (e.g., lights in miniature buildings [42]). Consequently, Figure 4d requires an additional link between the server and another entity to allow the agent to control another entity, thereby increasing the complexity of the architecture. Similarly, system architectures with combined patterns also have a relatively higher complexity than system architectures with a single pattern, which may explain why only two studies used MI system architectures with combined patterns to support various features, namely, an AR interface for controlling IoT devices and AR navigation for visualizing a path to a destination [34]. This implies that the use of multiple MI system architecture patterns is a potential method for making the system more flexible, as discussed by Oviatt [53].

5.5. RQ 5. Which Open Research Challenges Remain in MI Systems with IoT and AR?

We found that 13 of the 23 reviewed studies explicitly mentioned research challenges regarding various topics. We categorized the research challenges in Table 9, based on five keywords: (1) technology, (2) standardization, (3) scalability, (4) multi-agent, and (5) multidisciplinary.

1) Solutions to the identified research challenges that were related to hardware and technical limitations generally involve the development of technology and hardware. For example, the limited field of view in HoloLens, as noted by Karasinski et al. [45], has been solved in HoloLens 2, which has a larger field of view than the original HoloLens (i.e., 30° in HoloLens versus 52° in HoloLens 2). As another example, insta-
bility in vision-based tracking of object features caused by insufficient features can be corrected by a tracking recovery process [48]. These types of research challenges rely on the development of technology unless alternative approaches are developed.

2. The standardization of MI systems is key in achieving high scalability [11,50]. When MI system developers begin to use unified forms of both software components (e.g., data structures, data communication protocols, and UI structures) and hardware components, MI systems will gain the ability to handle different types of IoT devices, interaction devices, and interaction modalities while being able to communicate with other MI systems. Therefore, standardized MI system development can reduce the burden on MI system developers, who must otherwise consider the diversity of IoT devices, interaction devices, and interaction modalities when building an MI system for use in a real scenario outside the testbed.

3. Scalability is a research challenge that must be solved to establish a large-scale environment that can manage multiple types of IoT devices and agents that are easily and automatically registered. The absence of standardized data structures for IoT devices is the reason for the difficulty of this research challenge. Moreover, the increase in the number of IoT devices in MI systems may lead to significant computational costs on central servers. These challenges can occur when adding not only IoT devices, but also input/output modalities and interaction devices to MI systems. Therefore, considering the technology added to standardized MI systems is essential in achieving scalability.

4. A multi-agent scenario is another critical case that MI system developers must take into account to achieve not only high scalability, but also high QoE. In the multi-agent scenario, the MI system must manage all interaction devices while maintaining quality of service, such as timely synchronization of data to all agents [44]. Moreover, the diversity of interaction devices and UIs can also enhance the QoE because agents have different preferences. The development of adaptive UIs is a challenge that can achieve a personalized experience for agents by providing customized interaction modalities, context-aware feedback, and even offering a specific interaction device, depending on the agent’s preferences. Our findings suggested that 12 of the 23 reviewed studies conducted a user evaluation regarding usability and/or QoE. However, none of the reviewed studies evaluated their MI system in a multi-agent scenario. This indicates that an in-depth study of the on QoE of an MI system in the context of multiple agents is essential.

5. The research challenges in the multidisciplinary category demonstrate the importance of collaboration with different disciplines. This importance can be observed, even in the development of MI systems utilizing AR without IoT [63]. The development of an MI system requires understanding the relevant technology and content to achieve a sufficient degree of QoE. For example, the use of emojis by Seitz et al. [33] to represent the state of IoT devices require psychological knowledge to avoid unintended results on various agents with different cultural backgrounds. In another study, He et al. [43] developed a smartboard to measure the state of an agent’s upper limb in order to support a doctor’s diagnosis. However, their MI system was not evaluated with real patients with upper limb disorders; thus, the effectiveness of their MI system must be reevaluated. This requires collaboration with an expert who is familiar with the technology and subjects that the MI system is used for.

In summary, by answering our research questions, we obtained the following key results that can be used by developers that are interested in creating MI systems and researchers curious about state-of-the-art trends in MI systems using AR and IoT.

1. We identified missing modalities and modality combinations that have not yet been tested in MI systems that use AR and IoT.
2. We proposed unexplored ways of using AR and IoT within an MI system.
3. We described patterns of MI system architectures that other developers can refer to in designing their MI systems.
4. We discussed open research challenges that can be considered in future research. Although this study offers several contributions to the MI system research community, there are several limitations that the reader should be aware of: (1) we were unable to find a single study that was published in 2020 that satisfied our study selection criteria during the literature search. We assume that this result occurred because we did not cover the year 2020 in its entirety when we conducted the literature search in April 2020. We believe that we would have been able to find a number of studies if we conducted the literature search later in the year. (2) We used various keywords to search for studies that met our criteria. However, not all studies explicitly described their MI systems with the keywords used in our study. We expected to find studies that utilized biosignals (e.g., neural oscillation, galvanism) as input modality in an MI system based on AR and IoT. However, other keywords, such as brain-computer interface, may help to find additional studies, as we failed to identify these types of studies.

6. Conclusions

In this study, we conducted a systematic literature review of MI systems that use AR and IoT. We searched a number of studies with related keywords from various databases and selected 23 studies that met our quality criteria. We performed an in-depth analysis of each study to obtain answers to the research questions that were proposed at the early stage of this systematic literature review. In our in-depth analysis, we mainly focused on descriptive statistics of the reviewed studies, patterns of MI system architectures, types of interactions that occurred between an agent and other entities, input/output modalities and their combination, and open research challenges. We then discussed our findings to obtain answers to our research questions.

The results of this study demonstrate that the types of MI systems that utilize AR and IoT vary widely. As new technologies are developed, the number of usable input/output modalities that MI systems can utilize will increase continuously. Therefore, future research should conduct an in-depth study on the development of a unified architecture that supports all of the identified architectural patterns and modalities. Additionally, we are currently working on a unified MI framework that combines the architectural patterns that are presented in Figure 4 and connects to existing IoT platforms in order to support the development of future AR-enabled MI applications. We believe that our findings can provide insights for researchers with an interest in the field as well as important information for MI system developers.
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Abbreviations
The following abbreviations are used in this manuscript:

MI Multimodal Interaction  
IoT Internet of Things  
ICT Information and Communication Technologies  
AR Augmented Reality  
HMD Head-mounted Display  
UI User Interface  
QoE Quality of Experience  
HCI Human-computer Interaction  
ISO International Organization for Standardization  
MR Mixed Reality  
VR Virtual Reality  
2D Two-dimensional  
3D Three-dimensional  
LED Light-emitting diode
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