Towards a holographic approach to spherical aberration correction in scanning transmission electron microscopy
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Recent progress in phase modulation using nanofabricated electron holograms has demonstrated how the phase of an electron beam can be controlled. In this paper, we apply this concept to the correction of spherical aberration in a scanning transmission electron microscope and demonstrate an improvement in spatial resolution. Such a holographic approach to spherical aberration correction is advantageous for its simplicity and cost-effectiveness.

INTRODUCTION

The successful correction of spherical aberration in the late 1990s solved a long-standing limitation in transmission electron microscopy (TEM) [1-3]. This limitation, which afflicted the field since Scherzer discovered that the use of cylindrically symmetrical electrostatic and magnetic lenses leads to strictly positive spherical aberration [4], results from the impossibility of generating arbitrary fields in vacuum. Spherical aberration must be compensated by an opposite aberration, which is usually produced by a set of electric and magnetic multipoles, whose complexity rivals that of the adaptive optics of the Hubble telescope [5]. The primary complication of this approach is associated with the use of strong magnetic fields in coupled multipoles that must be highly stable and perfectly matched. As a consequence, there is still a need to develop alternative aberration correction concepts.

Recent progress in nanofabrication, in combination with inspiration drawn from methods in light optics, is resulting in the development of new innovative phase elements for electron microscopy [6, 8]. Unprecedented control over the phase of an electron beam can now be achieved by using nanofabricated electron holograms, which consist of electron-transparent materials that are patterned to have controlled thickness modulations. Amplitude holograms can also be used to introduce phase variations in an electron beam by means of an initial amplitude modulation [9], although they are not as efficient as phase elements. Phase holograms, which are also known as kinoforms, can be classified into two categories. First, there are diffractive (or “off-axis”) holograms [7, 8], which consist of diffraction gratings and control the phase of an electron beam through modulations in the spacing of the grating. Second, there are in-line holograms [6, 10], in which the phase that is imparted to the electron beam is directly proportional to the thickness profile of the material. Such devices were first used for the generation of electron vortex beams and subsequently in further applications that demonstrated their flexibility [11-13]. The ability to arbitrarily modulate the phase profile of an electron beam has led several groups to independently propose holographic methods for the correction of spherical aberration. For example, Linch et al. [14] and Grillo et al. [15-16] proposed a diffractive approach, but did not show how to remove the spurious diffracted beams that appear in the specimen plane of the microscope. Some of the co-authors of this paper initially used a blazed hologram [8, 16] to transfer most of the intensity of the electron beam to a single spot. Shiloh et al. [12] proposed using an in-line hologram for the correction of the main aberrations of an electron probe. Such an in-line approach has several advantages over its diffractive counterpart, in part due to the fact that the ray path is aligned with the propagation axis of the electron beam. However, it is challenging to implement in practice because the thickness of the slab must be controlled with nm precision over a large transverse area. In addition, regions where the phase wraps over $2\pi$ must also be accounted for by a sudden change in thickness. A failure to introduce the correct abrupt phase jump results in additional unwanted intensity components in the probe, even in cases where the overall phase correction is accurate. In contrast, an advantage of diffractive off-axis holograms over in-line holograms is that the selection of a single diffraction order automatically results in energy filtering of the electron beam that has passed through the hologram, as inelastically scattered electrons cannot be diffracted by a grating that typically has a periodicity of at least 50 nm.

Here, we demonstrate that a combination of an off-axis diffractive hologram and modified electron illumination optics can be used to produce an aberration corrected probe in a scanning TEM (STEM). The key point of our work is control over spherical aberration in a single isolated diffraction spot, opening the way to holographic control over aberrations.
MATERIALS AND METHODS

Fig. 1 shows a schematic diagram of our setup, in which we use a nanofabricated hologram to generate a single spherical aberration corrected beam. The configuration is based on the typical illumination system of an FEI Titan TEM, with the convergence and defocus of the electron beam controlled independently by the coupled excitation of the two condenser lenses C2 and C3. The remaining lenses, including the objective lens and the condenser mini-lens Cm, are usually fixed. In the present configuration, we placed a nanofabricated hologram in the C2 condenser aperture plane. We then changed the excitation of the C3 lens, so that an intermediate image of the field emission gun (FEG) (i.e., the cross-over) was at the C3 aperture plane, while Cm was adjusted so that the probe was focused on the specimen. The convergence semi-angle could be adjusted by changing the C2 lens and refocusing with the C3 lens. This modification was achieved by over-riding the standard working conditions of the microscope, which normally only allow for coupled action of the C2 and C3 condenser lenses over a limited range. In order to find the position of the crossover after the C2 lens, we searched for a configuration for which the excitation of C3 did not affect the beam. We found that a small defocus of C2 could be used to localize this crossover in the C3 aperture plane. We were then able to select a single chosen beam that had been diffracted by the C2 hologram, thereby eliminating much of the diffuse scattering arising from it. Particular care was taken with the beam alignment to ensure that it was “coma-free” before reaching the aperture. A similar approach was recently proposed for the isolation of vortex beams \[18,19\].

In order to design a hologram that can correct for spherical aberration, we recall that the phase that is imparted by an electromagnetic lens onto a generic wavefront can be formulated in Fourier space as \[20\]

\[
\chi = -\pi \Delta f \Delta k^2 + \frac{2 \pi}{\lambda} A_3 k^3 \cos (2(\theta - \theta_{2A})) + \frac{2 \pi}{\lambda} A_2 k^2 \cos (3(\theta - \theta_{2A})) + \frac{2 \pi}{\lambda} A_3 k^3 \cos (\theta - \theta_{2B}) + \ldots ,
\]

(1)

where \(\lambda\) is the wavelength of the electron beam, \(k\) is its radial wave vector, \(\theta\) is the transformed azimuthal coordinate and the other terms describe different aberrations. The first two terms in Eq. (1) represent the well-known rotationally symmetric aberrations defocus \(\Delta f\) and spherical aberration \(C_s\). The remaining terms correspond to axial coma (parameterized by \(B_3\) and \(\theta_{2B}\)), two-fold astigmatism (parameterized by \(A_2\) and \(\theta_{2A}\)) and three-fold astigmatism (parameterized by \(A_3\) and \(\theta_{3A}\)), while higher-order aberrations are neglected here. In a STEM that has no multipolar \(C_s\) corrector, an appropriate use of probe tilt and quadrupole stigmators allows coma and \(A_2\) to be compensated. Therefore, when \(C_s\) is corrected completely, \(A_3\) becomes the first resolution-limiting aberration. In order to achieve this situation, we aim to impart a phase with a negative value of \(C_s\) to the electron beam, while using the defocus \(\Delta f\) as an optimization parameter. We therefore work with a nanofabricated hologram, whose thickness is determined by the phase given by the expression

\[
\varphi (\rho, \varphi) = \varphi_0 F \left[ Q \rho \sin (\varphi) - \frac{2 \pi}{\lambda} \left( \frac{1}{4} C_s \rho^4 - \frac{1}{2} \Delta f \rho^2 \right) \right].
\]

(2)

where \(\rho\) and \(\varphi\) are polar coordinates in the plane of the hologram and the \(Q \rho \sin (\varphi)\) term enables the use of a probe tilt, which is necessary to produce the main grating frequency. \(\varphi_0\) is the modulation depth parameter of the hologram and \(F(x)\) is a function that describes the groove profile of the hologram that is required for it to impart a phase of \(x\) to the beam. This parameter was modified in our experiment in order to improve the efficiency of the device. The polar coordinates are calibrated in angle according to the measured convergence of the beam. We aimed for a convergence semi-angle of 12 mrad and assumed a \(C_s\) value of 2.7 mm and a wavelength \(\lambda\) of 1.97 pm, which are consistent with the standard conditions of the microscope that was used for the experiment (an FEI TITAN G2 60-300 \[21\], operated at 300 keV and equipped with a C-twin objective lens). The choice of 12 mrad is close to the maximum value that is allowed in the presence of three-fold astigmatism (whose \(A_3\) parameter is typically close to 1 \(\mu m\)) and other aberrations. Although we deliberately worked with \(\Delta f \neq 0\) holograms in some tests, the primary experiments were performed with holograms for which \(\Delta f = 0\). A \(\Delta f \neq 0\) parameter can be used to extend the region over which the imparted phase varies slowly, which can facilitate fabrication of the hologram. The hologram produces many diffraction orders, which are associated with different phase modulations. In particular, the 0th diffraction order experiences no phase modulation, while the \(n^{th}\) diffraction order acquires an “artificial” spherical aberration phase of \(\varphi = -n \frac{2 \pi}{\lambda} \left( \frac{1}{4} C_s \rho^4 \right)\).
Only the 1st diffraction order \((n = 1)\) acquires a phase profile that exactly compensates for the spherical aberration of the microscope. Several additional experimental factors can make the implementation of such a phase profile more difficult. Since we are using a relatively large aperture, the compensation should be as precise as possible, resulting in the need for very precise hologram fabrication. In addition to this requirement, it is necessary to spatially separate each diffraction order from every other one.

The holograms that we used in our experiments were designed using the software STEM CELL \(^{22}\) and fabricated using electron beam lithography, according to a similar protocol to that introduced in our previous work \(^{23}\). We covered a circular area with a diameter of 80 \(\mu\)m surrounded by a region of SiN covered with Au to produce an effective diaphragm. The resulting membrane is described in Fig. 1(b), (c). The hologram has 4k \(\times\) 4k pixels and a rectangular groove profile. This approach results in a piecewise correction of the phase, which becomes smoother at larger radial distances and could be improved in the future by using a focused ion beam (FIB) fabrication process to provide a sinusoidal groove profile.

Just as for in-line nanofabricated holograms, piecewise defined correction can cause spurious intensity components in the probe (i.e., delocalization). Here, we concentrate primarily on the intensity of the contrast transfer function (CTF) in the frequency domain, which should not be affected significantly by this problem. The CTF can be calculated from the transverse phase distribution of the beam in the aperture (i.e., \(A(k) = \exp(i \chi_{k} + \phi)\) for \(k\) within the aperture and 0 elsewhere) by using the autocorrelation (here indicated by \(\otimes\)) \(^{24, 25}\)

\[ \text{CTF}(k) = A(k)^* \otimes A(k), \] (3)

which is not affected by phase discontinuities. However, sudden phase jumps may create local intensity modulations in the function \(A(k)\). These modulations are visible when the aperture is imaged in “dark field” conditions and only one of the beams diffracted by the hologram is selected by the C3 aperture (see Fig. 1(d)). They were also used as markers to achieve better alignment of the hologram on the beam’s propagation axis.

**RESULTS AND DISCUSSION**

In order to demonstrate the imaging properties of our setup, we used a test material consisting of a FIB-prepared lamella of Si oriented along \([110]\). Figure 2(a) shows an atomic-resolution STEM annular dark-field (ADF) image recorded using a single diffraction probe, which was scanned across the sample following phase modulation by the hologram. For our STEM experiments, the detection semi-angle of the annular detector was set to 24-145 mrad. The inset shows a higher magnification STEM image, displayed following the use of a filtering procedure that is described elsewhere \(^{21}\). In the Fourier transform of the STEM image, which is shown in Fig. 2(b), periodicities as small as 1.36 Å, which correspond to the Si (4,0,0) spacing, are present. The visibility of these fringes, which cannot be detected under standard working conditions for which the Scherzer resolution is approximately 1.9 Å, can be considered as a first benchmark. Figure 2(c) shows the effective intensity of these frequency components, plotted alongside a simulated CTF that was obtained by assuming the formation of a linear image \(I(k) = \text{CTF}(k)O(k)\) and a simplified object function

\[ O(k) = \sum_{i} \delta(k - k_i) \exp \left( -\frac{k^2}{\sigma^2} \right) \] (4)

with \(\sigma = 9 \text{ nm}^{-1}\). A more detailed description of the function \(O(k)\) is discussed in ref. \(^{26}\) and references therein. Although a full dynamical simulation would be more representative of the data in Fig. 2(c), it is difficult to perform such a calculation without having further physical details about the probe. Nevertheless, it is likely that the CTF that is consistent with the data is characterized by strong intensity up to 4 nm\(^{-1}\) and a secondary region that peaks at 7 nm\(^{-1}\). It should be noted that the CTF that is shown in Fig. 2(c) corresponds to a case where spherical aberration is not completely compensated. This imperfect compensation could have different origins. Given that we used our condenser system in a rather unconventional fashion, our initial hypothesis was that the large aberrations of the condenser could cause a residual effect on the probe. Such effects would not be corrected. However, as there is a large angular magnification generated by the objective, the maximum angle subtended by the condenser aperture is much smaller than (approximately 0.03 times) that subtended by all of the electron beams. Since the aberration phase is defined by the term \(C_s k^4\), even an aberration as large as 1 m cannot have a significant influence on the quality of the beam.

Conversely, we estimated that we had an error of up to 3% in our angle calibration. This seemingly small uncertainty can have a large effect on the shape of the final wavefront. Again, the quartic \(k\)-dependence of the aberrated phase results in the fact that the hologram produces a compensating phase that is approximately 12% smaller or larger than that expected. We estimated that the latter effect corresponds to a maximum residual aberration of \(\pm 0.3 \text{ mm}\). Considering all of these factors, the CTF shown in Fig. 2 was chosen to correspond to residual aberrations of \(C_s = 0.3 \text{ mm}\) and \(\Delta f = 60 \text{ nm}\).

Other effects may be associated with residual charging of the hologram \(^{22}\). Nevertheless, our data show that the hologram produces a nearly stationary phase distribution up to 8-9 mrad from its center, confirming that the electron-optical configuration performs correctly up to at least this angle. In order to achieve definitive control over \(C_s\) in the future, it will be necessary to account for such additional aberrations using an approach that involves better alignment and calibration of the apparatus. All of these factors can be taken care of in future experiments, allowing for near-perfect aberration correction.

Our results are already significant, given the resolution that is demonstrated. They are not, however, intended to compete
FIG. 2. a) Raw STEM image recoded using a single spot \( n = 1 \) (main image) and a filtered image of the lattice (inset). b) Fourier transform of the experimental STEM image, showing a faint but visible spot corresponding to the (4,0,0) periodicity in Si. c) Intensities of the peaks in the Fourier transform plotted as a function of spatial frequency. An example of a simulated CTF with a “similar” trend is also shown. We did not try to fit the (2,0,0) intensity, as it should be almost completely inhibited.

with multipolar correction. Instead, they are intended to provide a low cost solution for aberration correction, as well as for the two corrector principles to work together, for example by allowing a lower current to be used in the multipolar lenses of a corrector to provide improved stability of its electronics. This possibility will be a driving force towards improving the present stability of electron-hologram-based correctors, in order to overcoming that of technologically mature state-of-the-art multipolar correctors.

CONCLUSION

We have demonstrated an electron-optical configuration for the holographic correction of spherical aberration in a STEM probe. Our setup is based on a nanofabricated off-axis hologram, which introduces a spherical aberration that is opposite to the nominal aberration. We have achieved single beam scanning of a Si [110] sample with a transfer function that extends up to 0.136 nm. Residual aberrations are attributed to additional aberrations introduced by imprecise calibration of the convergence angle of the microscope and to possible charging of the hologram membrane.
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