Cutting rules and positivity in finite temperature many-body theory
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Abstract
For a given diagrammatic approximation in many-body perturbation theory it is not guaranteed that positive observables, such as the density or the spectral function, retain their positivity. For zero-temperature systems we developed a method [2014 Phys. Rev. B 90 115134] based on so-called cutting rules for Feynman diagrams that enforces these properties diagrammatically, thus solving the problem of negative spectral densities observed for various vertex approximations. In this work we extend this method to systems at finite temperature by formulating the cutting rules in terms of retarded $N$-point functions, thereby simplifying earlier approaches and simultaneously solving the issue of non-vanishing vacuum diagrams that has plagued finite temperature expansions. Our approach is moreover valid for nonequilibrium systems in initial equilibrium and allows us to show that important commonly used approximations, namely the $GW$, second Born and $T$-matrix approximation, retain positive spectral functions at finite temperature. Finally we derive an analytic continuation relation between the spectral forms of retarded $N$-point functions and their Matsubara counterparts and a set of Feynman rules to evaluate them.
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1. Introduction

Non-equilibrium Green’s function theory [1] is a powerful tool for calculating time-dependent properties in a variety of quantum many-particle systems. While exact in principle, in practice the formalism relies on approximate diagrammatic expansions; to finite order, or to infinite order via resummations.

*Author to whom any correspondence should be addressed.
For a given diagrammatic approximation, there is in general no guarantee that relevant properties of the exact solution will be retained. This, in particular, applies to the positivity of probability distributions, such as the spectral function in energy space and the particle density in position space. For example when the lowest order vertex correction in a dynamically screened expansion for the electron gas was considered, the spectral function was found to become negative [2] with a similar issue occurring for the absorption spectrum [3]. The same problems were observed also in finite systems for the case of atoms and small Hubbard lattices [4, 5]. Injudiciously chosen approximations may even result in both the spectral function and the particle density becoming negative, as was demonstrated for the Anderson model [6]. These issues have considerably hindered progress in the study of spectral properties beyond the simplest approximations.

For the case of equilibrium systems at zero temperature the problem of negative spectral densities was solved with a systematic diagrammatic method [7, 8] in which Feynman graphs are expressed in terms of so-called half-diagram products that could be derived from the Lehmann representation of the correlation functions. Diagrammatically this procedure amounts to cutting the Feynman graphs in various ways and gluing the pieces together in order to form new manifestly positive products such that a non-negative spectral function is guaranteed. Of practical importance is the possibility [7] to extend a given non-positive approximation with a minimal set of extra diagrams to enforce the positivity condition. This constitutes the so-called positive semi-definite (PSD) expansion for spectral functions. Another considerable advantage of the method is that it allows for an expansion in physical scattering processes, which was successfully used to study the various contributions of particle–hole and plasmon excitations to the spectral function of the electron gas [9, 10]. A similar technique was also developed for the steady state limit of non-equilibrium systems initially in a zero-temperature equilibrium [11]. This extension is not straightforward as it required a new expansion technique in terms of so-called multi-retarded half-diagrams and appears as a special case of a general integral calculus for multi-argument contour functions, originally developed by Danielewicz [12] and extended by us [13].

The previously mentioned developments leave out the important case of systems in finite temperature equilibrium, which will form the main topic of this paper. Finite temperature many-body theory is vital for the description of excited state properties in warm dense matter systems [14], such as laser-shocked, fusion and astrophysical systems, and phase transitions in nuclear matter [15]. It is also important to describe coupled electron–boson systems, for example in the study of temperature-dependent properties of solid state systems in which electron–phonon interactions are crucial [16–18]. Another relevant class of physical systems in this respect is that of small electronic systems coupled to baths [19], such as nanojunctions [20].

In the particle physics community several diagrammatic cutting approaches have been developed to study positive scattering amplitudes in finite temperature quantum field theory but they turn out to have undesirable features that make them unsuitable for our purpose of constructing a PSD perturbation theory. The method we develop in this paper connects and simplifies some of these approaches and it is therefore useful to give a brief overview of them.

Early works by Kobes and Semenoff [21, 22] (see also [23] for an overview) are based on the largest-time equation originally invented by Veltman [24, 25] and derive expansions in time-ordered and anti-time-ordered diagrams, containing so-called ‘non-cuttable’ diagrams [22] which generate disconnected subdiagrams when the standard cutting rules are applied. This, in turn, leads to the appearance of disconnected vacuum diagrams in the construction of PSD approximations which is undesirable as they are absent in an exact expansion. Later
work [23, 26] based on the same method managed to rearrange diagrams in such a way that non-cuttable pieces do not arise at the expense of a proliferation of extra Green’s function lines making the method very laborious and equally unsuitable for our purpose of creating a finite temperature PSD perturbation theory. A very different approach was pursued by Jeon [27] based solely on Matsubara diagrams, but leading eventually to an expansion in (anti-)time ordered diagrams again with the appearance of disconnected diagrams in the same vein as earlier works. Finally Landshoff [28], with the example of bosonic particles, gave a simpler derivation purely based on Keldysh contour integrals and the Lehmann representation but also ends up with an expansion involving disconnected subdiagrams after cutting. Our earlier approach for zero-temperature systems is closely related to this derivation but in the present work we use a different and simpler procedure to generalize our earlier method [7] to the case of finite temperature systems. Furthermore, to solve the critical issue of the non-cuttable diagrams we use the technique of retarded half-diagrams [11, 13] instead of the (anti)-time ordered expansion of Landshoff.

In hindsight it is found that all earlier approaches mentioned above can be obtained in a rather simple way from the more straightforward derivation which forms the main subject of this paper. One of our goals therefore is to put earlier work into a new context and to elucidate its relations to the present work. As it turns out, our approach can also be naturally generalized to the case of finite temperature systems at initial equilibrium which are subsequently perturbed into a non-equilibrium state. We can for this general case demonstrate the positivity of spectral functions for several commonly used approximations, i.e. the $GW$, second Born and $T$-matrix approximations.

The paper is outlined as follows. In chapter 2 we discuss the structure of exact correlators and their relation to the positivity of spectral functions. In chapter 3 we derive a PSD perturbation theory for the self-energy of finite temperature systems in terms of retarded half-diagram products, thereby generalizing earlier work for zero-temperature systems [7, 13]. Finally we apply the new formalism in chapter 4 to demonstrate the positivity of the $GW$, second Born and the $T$-matrix approximations for finite temperature systems, before concluding in chapter 5.

2. Positivity in many-body theory

2.1. General framework

We start with a brief introduction to the background theory and consider a system of fermions interacting via a two-body interaction described by the Hamiltonian

$$
\hat{H}(t) = \int \, d\mathbf{x} \, \hat{\psi}^{\dagger}(\mathbf{x}) h(\mathbf{x}, t) \hat{\psi}(\mathbf{x}) + \frac{1}{2} \int \, d\mathbf{x} \, d\mathbf{x}' \, \hat{\psi}^{\dagger}(\mathbf{x}) \hat{\psi}^{\dagger}(\mathbf{x}') v(\mathbf{x}, \mathbf{x}') \hat{\psi}(\mathbf{x}') \hat{\psi}(\mathbf{x}),
$$

where $h(\mathbf{x}, t)$ is an unspecified time-dependent one-body operator, and $v(\mathbf{x}, \mathbf{x}')$ a general two-body interaction. The field operators $\hat{\psi}^{\dagger}(\mathbf{x})$ and $\hat{\psi}(\mathbf{x})$ respectively create and annihilate a particle at space-spin point $\mathbf{x} = (\mathbf{r}, \sigma)$. For an equilibrium system at finite temperature we can specify an initial ensemble described by a density operator of the form

$$
\hat{\rho} = \frac{e^{-\beta \hat{H}_M}}{Z}.
$$
with the partition function $Z = \text{Tr} \left[ e^{-\beta \hat{H}_M} \right]$ and the Matsubara Hamiltonian

$$\hat{H}_M = \hat{H}(t_0) - \mu \hat{N},$$

where $\hat{H}(t_0)$ is the Hamiltonian of (1) evaluated at an initial time $t_0$, $\hat{N}$ is the number operator, and $\mu$ the chemical potential. A strictly positive density operator, i.e. satisfying $\langle \hat{\rho} | \hat{\rho} \rangle > 0$ for any non-zero state $| \varphi \rangle$, can always be written in the form of (2) albeit that $\hat{H}_M$ will then in general be an $N$-body operator rather than the simpler two-body operator of (3) [1,29–32].

If $\hat{O}(t)$ is an (in general time-dependent) operator in the Schrödinger picture, then its time-dependent expectation value is given by

$$\langle O \rangle(t) = \text{Tr} \left[ \hat{\rho} \hat{U}(t_0,t) \hat{O}(t) \hat{U}(t,t_0) \right] = \text{Tr} \left[ \hat{\rho} \hat{O}_H(t) \right],$$

where $\hat{U}(t,t_0)$ is the time-evolution operator that evolves the system from time $t_0$ to time $t$; its explicit form involves a time-ordered exponential where for details we refer to the literature [1]. For carrying out perturbative expansions it is advantageous to re-express the expectation value in a contour ordered form as

$$\langle O \rangle(z) = \text{Tr} \left[ T_{\gamma} \left\{ e^{-i \int_{\gamma} dz \hat{H}(z)} \hat{O}(z) \right\} \right],$$

where $\gamma$ is the time-contour in figure 1 consisting of a forward branch $\gamma_-$ and a backward branch $\gamma_+$ in the time interval $[t_0, T]$ and a vertical or Matsubara track in the complex time interval $[t_0, t_0 - i\beta]$ on which the Hamiltonian is given by $\hat{H}_M$. The time $T$ is any time after which the expectation value is to be evaluated and often is taken to be infinity for convenience [1]. Perturbative expressions are then derived from this formula by expanding the time-ordered exponential in powers of the two-body interaction.

The basic ingredients of diagrammatic perturbation theory are contour ordered products of operators defined on $\gamma$, the simplest ones being strings of just two operators $\hat{O}_1$ and $\hat{O}_2$ of the general form

$$k(z, z') = \text{Tr} \left[ \hat{\rho} T_{\gamma} \left\{ \hat{O}_1(z) \hat{O}_2(z') \right\} \right] = \theta(z, z') k^+ (t, t') + \theta(z', z) k^- (t, t'),$$

where $\theta(z, z')$ is a contour Heaviside function equal to one if $z$ is later than $z'$ (symbolically denoted by $z > z'$) in contour ordering and zero otherwise [1]. A contour time $z$ corresponding to real time $t$ is denoted by $t_-$ if it occurs on $\gamma_-$ and $t_+$ if it occurs on $\gamma_+$. All operators that
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\caption{The contour $\gamma$, with a forward ($\gamma_-$) and backward ($\gamma_+$) real-time branches (drawn off the real axis to distinguish them) and an imaginary Matsubara branch ($\gamma_M$). Times on the forward and backward branches are denoted by $t_-$ and $t_+$ respectively.}
\end{figure}
we consider satisfy $\hat{O}(t_\pm) = \hat{O}(t)$ i.e. they assume the same value on both horizontal branches. Consequently the functions $k^\pm$ are real time functions of the explicit form

$$
k^\pm(t, t') = \text{Tr} [\hat{ρ} \hat{O}_1(t) \hat{O}_2(t')]
$$

($+/−$ for bosonic/fermionic operators) which we will refer to as many-body correlation functions, or simply correlators. An important case is when $\hat{O}_1(z) = \psi_H(\mathbf{x}, z)$ and $\hat{O}_2(z) = \psi_H^\dagger(\mathbf{x}', z)$ in which case the functions $k^>$ and $k^<$ correspond to the functions $iG^>$ and $iG^<$ representing the particle and hole Green’s functions. The way these correlation functions incorporate positivity constraints on physical observables is discussed in the next section.

### 2.2. Positivity constraints on exact correlators

In this section we expose a general structure of non-equilibrium correlators, namely that of a PSD Hermitian form, and show that this structure is sufficient to guarantee important positivity constraints. By casting approximate diagrammatic theories in this form these properties are then automatically satisfied in the approximate theory. We delay the discussion of approximations to the following chapters and will first discuss the case of exact correlators. Let $\hat{ρ}$ be a density operator of the form

$$
\hat{ρ} = \sum_j w_j |\Psi_j\rangle\langle\Psi_j|,
$$

where the occupation numbers $w_j \geq 0$, subject to the condition $\sum_j w_j = 1$, describe a probability distribution over a set $\{|\Psi_j\rangle\}$ of normalized initial many-body states. This defines a PSD operator $\hat{ρ}$ by which we mean that

$$
\langle\phi|\hat{ρ}|\phi\rangle \geq 0
$$

for any state $|\phi\rangle$ in the Hilbert space. We further consider two general operators $\hat{A}$ and $\hat{B}$ in Hilbert space. These operators may depend on various parameters, such as space and time, but these will be suppressed as they are not relevant at this point of the discussion. We define the (weighted) Hilbert–Schmidt product [33] of these operators as:

$$
\langle\hat{A}|\hat{B}\rangle = \text{Tr} [\hat{ρ}\hat{A}^\dagger\hat{B}],
$$

where curvy angled brackets are used to distinguish the Hilbert–Schmidt product from the standard Hilbert space inner product. The Hilbert–Schmidt product is well-defined if $\hat{A}$ and $\hat{B}$ are bounded operators, as is discussed in detail by Haag, Hugenholtz and Winnink [33]. As demonstrated in appendix A this product satisfies the properties of a positive semi-definite Hermitian form (PSDHF) when the operator $\hat{ρ}$ is PSD, and that of an inner product when $\hat{ρ}$ is strictly positive. For the purposes of this work the positive semi-definiteness is both sufficient and most practical as we will often encounter finite diagrammatic expansions that represent a PSDHF but do not possess the strict positivity property. A consequence of the PSDHF structure is that the Cauchy–Schwartz inequality

$$
|\langle\hat{A}|\hat{B}\rangle|^2 \leq \langle\hat{A}|\hat{A}\rangle\langle\hat{B}|\hat{B}\rangle
$$

is satisfied (see appendix A for a short proof) which leads to useful constraints on the correlators. The positive semi-definiteness of the Hilbert–Schmidt product furthermore leads to
interesting corollaries by choosing particular forms of the operator $\hat{A}$. If we take

$$\hat{A} = \int d\mathbf{x} \varphi(\mathbf{x}) \hat{\psi}_H(\mathbf{x}, t)$$  \hspace{1cm} (12)

we obtain

$$0 \leq \langle \hat{A} | \hat{A} \rangle = \int d\mathbf{x} d\mathbf{x}' \varphi^*(\mathbf{x}) \Tr \left[ \hat{\rho} \hat{\psi}_H(\mathbf{x}, t) \hat{\psi}_H(\mathbf{x}', t) \right] \varphi(\mathbf{x}')$$  \hspace{1cm} (13)

which expresses the fact that at each time $t$ the one-particle density matrix, regarded as an integral kernel acting on spatial functions, is a PSD operator. This is an important property of the density matrix. It guarantees, for example, that the instantaneous natural orbital occupation numbers \cite{34} obtained by diagonalizing the density matrix are non-negative. Another important case arises if we take

$$\hat{A} = \int dt \varphi(t) \hat{O}_H(t),$$  \hspace{1cm} (14)

where $\hat{O}_H(t)$ is the Heisenberg form of a Schrödinger operator $\hat{O}$. In that case we obtain

$$0 \leq \langle \hat{A} | \hat{A} \rangle = \int dt dt' \varphi^*(t) C(t, t') \varphi(t') = \int \frac{d\omega}{2\pi} \frac{d\omega'}{2\pi} \tilde{\varphi}^*(\omega) \tilde{C}(\omega, \omega') \tilde{\varphi}(\omega'),$$  \hspace{1cm} (15)

where $\tilde{\varphi}(\omega)$ is the Fourier transform of $\varphi$ and we defined

$$C(t, t') = \langle \hat{O}_H(t) \hat{O}_H(t') \rangle = \Tr \left[ \hat{\rho} \hat{O}_H(t) \hat{O}_H(t') \right]$$  \hspace{1cm} (16)

as well as its Fourier transform

$$\tilde{C}(\omega, \omega') = \int dt dt' e^{i(\omega - \omega') t'} C(t, t').$$  \hspace{1cm} (17)

Let us now investigate the equilibrium or steady-state limit. It is convenient to introduce the relative time-coordinate $\tau = t - t'$ and the average time coordinate $T = (t + t')/2$, which transforms the expression in (17) to

$$\tilde{C}(\omega, \omega') = \int d\tau dT e^{i(\omega - \omega') T + i(\omega + \omega') \tau/2} C \left( T + \frac{\tau}{2}, T - \frac{\tau}{2} \right).$$  \hspace{1cm} (18)

For equilibrium systems or in the steady state limit of a non-equilibrium system \cite{11} the correlator is independent of $T$ and the equation becomes

$$\tilde{C}(\omega, \omega') = 2\pi \delta(\omega - \omega') A(\omega),$$  \hspace{1cm} (19)

where we defined

$$A(\omega) = \int d\tau e^{i\omega \tau} C(\tau, 0) = \int d\tau e^{i\omega \tau} \langle \hat{O}_H(\tau) | \hat{O}_H(0) \rangle.$$  \hspace{1cm} (20)
For a general correlator of the form of (16) in an equilibrium or steady state regime the function \( \mathcal{A}(\omega) \) defined by (20) is called the corresponding spectral function. If we now insert expression (19) back into (15) we find that

\[
\int \frac{d\omega}{2\pi} |\tilde{\varphi}(\omega)|^2 \mathcal{A}(\omega) \geq 0.
\]  

Since this expression is valid for a general function \( \tilde{\varphi} \) it follows that the spectral function is pointwise (for each given \( \omega \)) PSD, i.e.

\[
\mathcal{A}(\omega) \geq 0,
\]

which is an important consequence of the Hilbert–Schmidt product structure of the correlator in (16). As an illustration we examine the spectral function corresponding to \( iG^> \). To this end we consider (20) and take the operator \( \hat{O} \) in this expression to be of the form

\[
\hat{O} = \int dx \ u(x) \hat{\psi}^d(x)
\]

with \( u(x) \) a general function. Equations (20) and (22) then yield

\[
\mathcal{A}(\omega) = \int dx dx' u^*(x) A^>(x, x'; \omega) u(x') \geq 0,
\]

where we defined the matrix spectral function

\[
A^>(x, x'; \omega) = \int d\tau e^{i\omega \tau} \langle \hat{\psi}_H^d(x, \tau) | \hat{\psi}_H^d(x', 0) \rangle
= i \int d\tau e^{i\omega \tau} G^>(x, x'; \omega) = i G^>(x, x'; \omega)
\]

in which on the last line we also defined the Fourier transform of the particle propagator. Since the expression in (24) is equal to its complex conjugate it follows that \( A^> \) is a Hermitian integral kernel acting in real space. Similarly we can define a spectral function \( A^< \) for the hole propagator as

\[
A^<(x, x'; \omega) = -iG^< (x, x'; \omega) = \int d\tau e^{i\omega \tau} \langle \hat{\psi}_H(x', 0) | \hat{\psi}_H(x, \tau) \rangle
\]

which again is a PSD operator in the same sense as in (24). In the following chapters we will simply regard the functions \( G^\pm \) as matrices and suppress the spatial labels \( x \) and \( x' \) or any other non-temporal basis labels, reintroducing them when necessary. The particular combination

\[
A(\omega) = i \left( G^>(\omega) - G^<(\omega) \right)
\]

combines the spectral functions of the particle and hole propagator and is commonly referred to as the spectral function corresponding to the (retarded) Green’s function. This function encodes information on the probability of many-body scattering processes as occurring in photo-emission and inverse photo-emission experiments [35–37] and its PSD structure therefore guarantees that the probabilities are always PSD.

The PSD Hermitian form structure is very general as it applies to both equilibrium and non-equilibrium systems. In the following chapters we will investigate how this structure can be build into diagrammatic perturbation theory and thereby enforce the required positivity properties.
2.3. Construction of PSD approximations

In this section we briefly review the approach that we used in our earlier works to construct PSD approximations for systems at zero temperature. In practice, the spectral functions for the Green’s function are not calculated directly but from a diagrammatic approximation to the self-energy appearing in the Dyson equation [1] written in matrix form as

\[
G(z_1, z_2) = g(z_1, z_2) + \int_\gamma dz_3 dz_4 g(z_1, z_3) \Sigma(z_3, z_4) G(z_4, z_2),
\]

(28)

where \( \Sigma \) denotes the self-energy, describing the irreducible particle scatterings, and \( g \) is the Green’s function of the system in the absence of interactions. For equilibrium systems at zero temperature there is a simple relation between the greater and lesser Green’s functions and the corresponding components of the correlation part of the self-energy, which in frequency space in matrix notation reads

\[
G^\gg(\omega) = G^R(\omega) \Sigma^c(\omega) G^A(\omega).
\]

(29)

Here \( G^R \) and \( G^A \) are the retarded and advanced Green’s functions which are each others adjoint. Hence to ensure the PSD property of \( i G^\gg(\omega) \) and \( -i G^\ll(\omega) \) it is sufficient to establish the positivity of \( i \Sigma^c(\omega) \) and \( -i \Sigma^c(\omega) \). We showed [7] that this can be done in a diagrammatic fashion and demonstrated, for example, that the exact \( \Sigma^c \) can be written in a Hermitian product form in which each factor can be identified with a diagrammatic expression belonging to a cut self-energy diagram, a so-called half-diagram, a procedure that we will briefly summarize in the next section. More importantly, we further established that, if a given approximation for the self-energy does not have this structure, the diagrammatic series can be extended by construction of Hermitian products to form a new approximation that is PSD.

The central open question now is whether this procedure can be extended to finite temperature systems. For this we will need cutting rules that can be applied to diagrams on the extended contour and which allow for the derivation of a PSD expression. In the next chapter we will derive such rules.

3. Self-energy cutting rules at finite temperature

The purpose of this chapter is threefold. First, we generalize our original derivation of cutting rules [7], based on the Lehmann representation and the adiabatic assumption, from zero temperature to finite temperature. This is insightful since it shows that the finite temperature correction for the Lehmann amplitudes can be interpreted as an additional interaction with heat bath particles. Second, in the subsequent section we present an alternative derivation that uses neither the Lehmann representation nor requires the adiabatic assumption and moreover is valid for non-equilibrium final states. Both derivations lead to the same expansion in time-ordered and anti-time-ordered Green’s functions. However, unlike the zero-temperature case we find that at finite temperature it is in general difficult to derive approximate positive definite expressions without introducing unwanted vacuum diagrams in the expansion. Third, we then demonstrate how this issue can be resolved using an expansion in so-called retarded half-diagrams [11, 13] with a clear physical interpretation as collective contributions of past scattering processes.
3.1. Cutting rules from the Lehmann representation

The correlation self-energy at finite temperature can be written as (see [38] or [1] section 9.1.)

$$\Sigma_c(x_1z_1, x_2z_2) = -\text{i} \mathcal{Tr} \left[ \tilde{\rho}(T) \{ \hat{\gamma}_H(x_1z_1) \hat{\gamma}^\dagger_H(x_2z_2) \} \right]_{\text{irr}}, \quad (30)$$

where the sub-index \( \text{irr} \) denotes an operation that removes all reducible diagrams, i.e. those in which the external vertices 1 and 2 (corresponding to \( x_1z_1 \) and \( x_2z_2 \) respectively) can be disconnected from each other by removing a single g-line. The contour \( \gamma \) consists of forward and backward real-time branches (see figure 1) where in this case we do not introduce the Matsubara branch but instead work directly with the density matrix \( \tilde{\rho} \). The operator \( \hat{\gamma}_H \) is the Heisenberg form of the operator

$$\hat{\gamma}(x) = \int \text{d}x' \phi(x,x') \hat{\varphi}^\dagger(x') \hat{\varphi}(x) = \sum_{j_1,j_2} \gamma_{j_1,j_2}(x) \hat{c}_{j_1} \hat{c}^\dagger_{j_2}, \quad (31)$$

where the second equality expresses the operator in a single particle basis \( \varphi_j(x) \) where \( \hat{c}_j \) and \( \hat{c}^\dagger_j \) are the creation and annihilation operators in one-particle basis. To establish a connection to our earlier work we start with a short description of the zero-temperature case and subsequently point out the problems that arise when attempting to generalise to the finite temperature case.

In the zero-temperature limit the density matrix \( \tilde{\rho} \) reduces to \( \tilde{\rho} = |\Psi_0\rangle \langle \Psi_0| \) where \( |\Psi_0\rangle \) is the many-body ground state. Taking the lesser component of the self-energy we can then write

$$-i \Sigma^\gamma_{c}(1,2) = \langle \Psi_0 | \hat{\gamma}_H^\dagger(2) \hat{\gamma}_H(1) | \Psi_0 \rangle_{\text{irr}}, \quad (33)$$

where we used the short-hand notation 1 = \( x_1t_1 \) and 2 = \( x_2t_2 \). Following [7] we first use the Gell–Mann–Low theorem [39] and a time-evolution operator \( \hat{U} \) to connect \( |\Psi_0\rangle \) adiabatically to a non-interacting ground state \( |\Phi_0\rangle \) at time \( -T \), i.e. \( |\Psi_0\rangle = \hat{U}(t_0, -T) |\Phi_0\rangle \), where eventually we let \( T \) approach infinity and \( \eta \) is an adiabatic parameter. This allows us to write

$$-i \Sigma^\gamma_{c}(1,2) = \langle \Phi_0 | \hat{U}(-T, t_1) \hat{\gamma}^\dagger(x_2) \hat{U}(t_2, T) \hat{U}(T, t_1) \hat{\gamma}(x_1) \hat{U}(t_1, -T) |\Phi_0\rangle_{\text{irr}}, \quad (34)$$

where we have split the evolution operator \( \hat{U}(t_2,t_1) = \hat{U}(t_2, T) \hat{U}(T, t_1) \) between the \( \hat{\gamma} \) and \( \hat{\gamma}^\dagger \) operators. Then we consider a complete set of non-interacting many-body eigenstates \( |L, N\rangle \) of the form

$$|L, N\rangle = \hat{c}^\dagger_{i_1} \cdots \hat{c}_{i_{N-1}}^\dagger \hat{c}_{i_N} \cdots \hat{c}_{i_{N+1}} \rangle |\Phi_0\rangle, \quad (35)$$

where \( L = (L, L') \) is a multi-index with \( I = (i_1, \ldots, i_N) \) and \( I' = (i'_1, \ldots, i'_{N+1}) \). We only consider states that contain one more removed particle than an added one, as due to the specific form of \( \hat{\gamma} \) only such states give a non-vanishing contribution when we insert them later using a completeness relation. The states \( |L, N\rangle \) satisfy the orthonormality relations

$$\langle L_1, N_1 | L_2, N_2 \rangle = \delta_{N_1 N_2} \sum_P (-1)^P \delta_{L_1, P(N_2)}, \quad (36)$$
where $P(L) = (P_1, P_2, P_3)$ consists of all permutations $P_1$ and $P_2$ of the labels $I$ and $I'$ in $L$ separately and $|P| = |P_1| + |P_2|$ is the overall sign of the permutation. There are $N!(N + 1)!$ of such permutations and the completeness relation in the relevant Hilbert space for our states is therefore given by

$$
\sum_{N=0}^{\infty} \sum_{L} \frac{1}{N!(N+1)!} |L, N\rangle \langle L, N| = 1,
$$
(37)

where the summation index $L = (I, I')$ runs over all orderings of the indices in the multi-labels $I$ and $I'$. We now insert the completeness relation (37) in between the operators $\hat{U}(t_2, T)$ and $\hat{U}(T, t_1)$ in (34) to obtain the expression

$$
-i\Sigma^c_\gamma(1, 2) = \sum_{N=1}^{\infty} \sum_{L} \frac{1}{N!(N+1)!} A_{LN}(1)B_{LN}(2)
$$
(38)

which is in so-called Lehmann representation form and where we defined

$$
A_{LN}(1) = \langle L, N|\hat{U}(T, t_1)\gamma(x_i)\hat{U}(t_1, -T)|\Phi_0\rangle_{\text{irr}}
$$
(39)

$$
B_{LN}(2) = \langle \Phi_0|\hat{U}(-T, t_2)\gamma(x_j)\hat{U}(t_2, T)|L, N\rangle_{\text{irr}}.
$$
(40)

These functions are related by complex conjugation, i.e $A_{LN}(1) = B_{LN}(1)$, but we give them different names since they have different diagrammatic expansions; the function $A_{LN}$ can be expanded in time-ordered Green’s functions while the function $B_{LN}$ can be expanded in anti-time ordered Green’s functions. The terms in the expansion are called half-diagrams and the sub-index $\text{irr}$ in (39) and (40) indicates that we remove all half-diagrams that will lead to a reducible self-energy by a gluing procedure that we will describe in more detail later; this also implies that the sum over particle–hole pairs in (38) starts at $N = 1$. The diagrammatic expansion of $A_{LN}$ and $B_{LN}$ is most easily performed using the known Feynman rules (see appendix B) of the contour-ordered $n$-particle Green’s function, which is defined as [1]

$$
G_n(1, \ldots, n; 1', \ldots, n') = \frac{1}{T} \langle T_\gamma[\hat{c}_{1,H}(z_1) \ldots \hat{c}_{n,H}(z_n) \hat{c}^\dagger_{n',H}(z'_n) \ldots \hat{c}^\dagger_{1',H}(z'_1)] \rangle,
$$
(41)

where $\hat{c}_{j,H}$ and $\hat{c}^\dagger_{j,H}$ are the Heisenberg forms of $\hat{c}_j$ and $\hat{c}^\dagger_j$. Using this definition we obtain the expressions

$$
A_{LN}(1) = i^{N+2} \sum_{j_1j_2j_3} \gamma_{j_1, j_2j_3}(x_1) G^T_{N+2}(j_2, j_3, i_1, \ldots, i_N; j_1^+, i_1', \ldots, i_{N+1}^+)
$$
(42)

$$
B_{LN}(2) = i^{N+2} \sum_{j_1j_2j_3} \gamma^*_{j_1, j_2j_3}(x_2) G^T_{N+2}(j_1^+, i_1', \ldots, i_{N+1}^+, j_2, j_3, i_1, \ldots, i_N),
$$
(43)

where all the operators with indices in $I$ and $I'$ have time-coordinate $T$ and the operators with labels in the set $\{j_1, j_2, j_3\}$ have time $t_1$ in $A_{LN}$ and $t_2$ in $B_{LN}$. The Green’s function $G^T_{N+2}$ denotes an $(N + 2)$-particle Green’s function ordered on the forward contour $\gamma_-$ while $G^T_{N+2}$ denotes an $(N + 2)$-particle Green’s function ordered on the backward contour $\gamma_+$. This gives
the diagrammatic expression

\[ -i\Sigma^<_{c}(1, 2) = \sum_{N=1}^{\infty} \frac{(-1)^{N+1}}{N!(N+1)!} \sum_{L} \left[ \begin{array}{c}
G_{N+2}^T \ldots \hat{G}_{N+1} T \ldots T \hat{G}_{N+2} \\
1 \quad L \quad 2
\end{array} \right]_{\text{irr}} \]

(44)

where the \((-1)^{N+1}\) arises from multiplication of the two factors \(i^N\) in (42) and (43) along with an additional prefactor \(-1\) that arises from assigning a factor \(i\) for the two explicitly drawn interaction lines in the bracket to be able to use the Feynman rules for the two amputated \((N+1)\)-particle Green’s functions that emerge after joining of the \(\hat{\gamma}\) operators. In appendix B we specify the precise Feynman rules for the diagrammatic terms in brackets and demonstrate that a gluing procedure leads to the standard Feynman rules for the self-energy [1].

The factorization of the self-energy into half-diagrams in equations (38) and (44) was the crucial starting point of the PSD perturbation theory for positive spectra in our previous work [7]. Let us now investigate whether we can generalize this derivation to the case of finite temperature systems. Instead of using the Gell–Mann–Low theorem we follow Keldysh [40] in making the adiabatic assumption

\[ \hat{\rho} = \hat{U}_\eta(t_0, -T)\hat{\rho}_0\hat{U}_\eta(-T, t_0), \]

(45)

where \(\hat{\rho}_0\) is the density operator of a noninteracting system and \(\hat{U}_\eta\) includes an adiabatic switch-on of the interactions from a distant time \(-T\) in the past with \(\eta\) an adiabatic parameter. This is a much stronger assumption than the Gell–Mann–Low theorem as it assumes that all eigenstates are adiabatically connected and that no level crossings occur that lead to degeneracies [1]. For the moment we explore the consequences of this assumption but we will demonstrate later that the same results can be derived under weaker assumptions. Under the adiabatic assumption the lesser self-energy takes the form

\[ -i\Sigma^<_{c}(1, 2) = \text{Tr} \left[ \hat{\rho}_0\hat{U}_\eta(-T, t_0)\hat{\gamma}_H^\dagger(2)\hat{\gamma}_H(1)\hat{U}_\eta(t_0, -T) \right]_{\text{str}}. \]

(46)

We introduce a suitable basis of non-interacting many-body eigenstates \(|J\rangle\) to perform the trace and place a completeness relation for a complete set of states \(|L\rangle\) between the \(\hat{\gamma}\)-operators. This allows the density-matrix, expressed as \(\hat{\rho}_0 = \frac{e^{-\beta\hat{H}_0 - \mu N}}{Z_0}\), to be brought outside the trace, leading to an expression for the self-energy of the form

\[ -i\Sigma^<_{c}(1, 2) = \sum_{L,J} \frac{e^{-\beta E_J - \mu N_J}}{Z_0} \langle J|\hat{\gamma}_H^\dagger(2)|L\rangle_{\text{str}} \langle L|\hat{\gamma}_H(1)|J\rangle_{\text{str}}. \]

(47)

We could now try and follow the derivation for the zero-temperature case to expand the Lehmann amplitudes \(\langle L|\hat{\gamma}_H(1)|J\rangle\) in Feynman diagrams. However, these can not be expressed straightforwardly in terms of finite temperature Green’s functions as the amplitudes neither involve traces over a density matrix nor satisfy appropriate Kubo–Martin–Schwinger boundary conditions. Instead the zero-temperature Wick theorem could be used to expand in diagrams for a zero-temperature many-particle Green’s function, but this procedure turns out to be cumbersome and we will therefore follow a much more direct alternative approach.

We first expand \(\Sigma\) in Feynman diagrams with finite-temperature Green’s functions for all its \(g\)-lines. Then to connect to the Lehmann expression above we expand each diagram in terms of
the zero-temperature Green’s functions by writing \( g = g_0 + \delta g \) where \( g \) is the non-interacting Green’s function at finite temperature and \( g_0 \) is the non-interacting Green’s function at zero temperature. Their difference \( \delta g \) can conveniently be expressed in terms of \( g_0 \) along with Fermi factors. We illustrate the procedure with an example.

Let us consider the lesser component of the following diagram that appears in the \( T \)-matrix approximation for the self-energy

\[
D^< (1, 2) = \left[ \begin{array}{c}
\begin{array}{c}
1 \ \ \ \ -1
\end{array}
\end{array} \right]<
\tag{48}
\]

where \(-/\) denotes that the time-argument is taken to be on the forward/backward branch, and the dashed line marks the separation between the two branches. The Green’s functions connecting times on \( \gamma_- \) and \( \gamma_+ \) are either time-ordered \((g_{--})\) and anti-time-ordered \((g_{++})\) or given by \( g_{+\pm} = g^\pm \) and \( g_{-\pm} = g^\pm \). These are the only Green’s functions that appear since the two-body interaction is only present in the evolution operators on the real time axis and no interactions occur on the Matsubara branch as we replaced the density matrix by \( \hat{\rho}_0 \) using the adiabatic assumption [40].

To connect the self-energy to its Lehmann expansion we write the contour-ordered single-particle Green’s function on \( \gamma_- \) and \( \gamma_+ \) at finite temperature as

\[
g_i(z_1, z_2) = g_{0i}(z_1, z_2) + \delta g_i(t_1, t_2),
\tag{50}
\]

where \( i \) labels a state in the eigenbasis of the one-body Hamiltonian and \( g_{0i} \) is the zero-temperature Green’s function

\[
g_{0i}(z_1, z_2) = \theta(z_1, z_2)g^\tau_{0i}(t_1, t_2) + \theta(z_2, z_1)g^\tau_{0i}(t_1, t_2)
= \theta(z_1, z_2)(-i)n_i e^{-i\omega_{ti}(t_1-t_2)} + \theta(z_2, z_1)n_i e^{i\omega_{ti}(t_1-t_2)},
\tag{51}
\]

where \( n_i \) is the occupation number of one-particle state \( i \) and \( \bar{n}_i = 1 - n_i \). The finite temperature correction term \( \delta g_i \) can be expressed as

\[
\delta g_i(t_1, t_2) = i[f_i - n_i e^{-\omega_{ti}(t_1-t_2)} = i[n_i f_i - n_i \bar{f}_i] e^{-\omega_{ti}(t_1-t_2)}
= -f_i g^\tau_{0i}(t_1, t_2) - \bar{f}_i g^\tau_{0i}(t_1, t_2),
\tag{52}
\]

where \( f(\omega) = \frac{1}{e^{\beta \omega} - 1} \) and \( \bar{f}(\omega) = 1 - f(\omega) \) are the Fermi- and anti-Fermi-functions, and we have used the shorthand notation \( f_i = f(\epsilon_i - \mu) \) and similarly for \( \bar{f}_i \). The correction terms do not involve any temporal step-functions, and consequently the same correction applies to the
greater and lesser components individually. This allows us to express the finite temperature diagrams as linear combinations of zero-temperature diagrams weighted by Fermi factors. In particular using (50) and (52), along with the relations

$$
ig^<(t_1, t_2) = g_{+-}(t_1, T)g_{++}(T, t_2) = g_{+-}(-t_1, -T)g_{++}(-T, t_2)
$$

and

$$
-ig^>(t_1, t_2) = g_{++}(t_1, T)g_{--}(T, t_2) = g_{++}(-t_1, -T)g_{++}(-T, t_2),
$$

we can write for example the greater component of the finite temperature Green’s function as

$$
-ig^>(t_1, t_2) = g_{+\downarrow+\uparrow}(t_1, T)g_{0,\downarrow--}(T, t_2)
\quad - f_i g_{0,\downarrow++}(t_1, T)g_{0,\downarrow--}(-T, T)g_{0,\downarrow--}(T, t_2)
\quad - \bar{f}_i g_{0,\downarrow++}(t_1, -T)g_{0,\downarrow--}(-T, T)g_{0,\downarrow--}(-T, t_2),
$$

which can be expressed diagrammatically as (using a double-line to denote the finite temperature g-line)

$$
- i \left\{ \begin{array}{ll}
T & \quad +1 \\
T & \quad -1 \\
\downarrow & \quad -2
\end{array} \right. = \quad \left\{ \begin{array}{ll}
T & \quad +1 \\
T & \quad -1 \\
\downarrow & \quad -2
\end{array} \right. + f_i \left\{ \begin{array}{ll}
T & \quad +1 \\
T & \quad -1 \\
\downarrow & \quad -2
\end{array} \right. - T
\quad \left\{ \begin{array}{ll}
T & \quad +1 \\
\downarrow & \quad -2
\end{array} \right. + \bar{f}_i \left\{ \begin{array}{ll}
T & \quad +1 \\
\downarrow & \quad -2
\end{array} \right. - T
$$

where the cut is made at time $T$. Note that the last two diagrams here belong to a two-particle Green’s function, and the differences in signs of the terms appearing in (54) are absorbed into the corresponding diagram prefactors. Diagrammatically the correction term (52) therefore generates two additional diagrams for each g-line. These additional diagrams can be interpreted to result from the fact that one can not differentiate between excitations created by interaction with the propagating particle, and those present in the finite temperature ensemble state. Therefore we need to include the processes in which the propagating particle/hole is either exchanged with an ensemble particle/hole excitation or combines with an ensemble hole/particle.

If we consider, for example, the second diagram in (49) and insert (55) into one of the g-lines which connect the + and - halves of the diagram, we generate the diagrams

$$
- i \left\{ \begin{array}{l}
\downarrow \\
\uparrow
\end{array} \right. = \quad \left\{ \begin{array}{l}
\downarrow \\
\uparrow
\end{array} \right. + f_i \left\{ \begin{array}{l}
\downarrow \\
\uparrow
\end{array} \right. - T
\quad \left\{ \begin{array}{l}
\downarrow \\
\uparrow
\end{array} \right. + \bar{f}_i \left\{ \begin{array}{l}
\downarrow \\
\uparrow
\end{array} \right. - T
$$

By repeating these steps for each of the g-lines crossing the cut in (56) one can achieve a factorization in terms of fully time-ordered and anti-time-ordered half-diagrams at finite temperature.

In an analogous manner the internal finite temperature g-lines in the half-diagrams can also be expanded in zero-temperature g-lines. Suppose, for example, that we have factorized all the connecting g-lines in (56) and we take the diagram with no coupling to the ensemble
excitations. An internal $g$-line can be expanded as

$$\begin{align*}
\quad & \quad = + f_i \\
\quad & \quad + \bar{f}_i \\
\end{align*}$$

(57)

In order to group the half-diagrams into Hermitian products, the Fermi factors need to be expressed in a way that allows them to be taken out as common factors. This can be achieved by noting that for example the diagram multiplied by $f_i$ in (57) contains $g_i^-$ and is therefore non-zero only when the state $i$ is unoccupied in the ground-state, i.e. $\bar{n}_i = 1$. We can thus write the prefactor as $f_i = \bar{n}_i f_i + n_i \bar{f}_i$. Similar reasoning works also for the diagram with prefactor $\bar{f}_i$ in (57), which allows us to pull $\bar{n}_i f_i + n_i \bar{f}_i$ out as a common factor.

We could then, in theory, construct PSD self-energy approximations by expanding the $g$-lines connecting the half-diagrams, and building Hermitian products such as

$$\begin{align*}
-\imath \Sigma^\infty(t_1, t_2) = & \quad + \frac{\bar{n}_i f_i + n_i \bar{f}_i}{2} \\
& \quad + \left( \bar{n}_i f_i + n_i \bar{f}_i \right) \left( \bar{n}_i f_i + n_i \bar{f}_i \right) + \ldots
\end{align*}$$

(58)

Terms such as in (58) can be connected to the Lehmann amplitudes appearing in (47) by noting that for example a $g_i^-$ line starting at $-T$ corresponds to a state $|J\rangle$ in (47) with the single-particle state $i$ occupied. An excitation to one-particle state $i$ can only occur in $|J\rangle$ when that state is unoccupied in the ground state. Similarly a de-excitation from one-particle state $i$ can only occur in $|J\rangle$ when that state is occupied in the ground state. We can therefore express the prefactor as $\bar{n}_i f_i + n_i \bar{f}_i = n_i' f_i + n_i' \bar{f}_i$, where $n_i'$ is the occupation of the single-particle state $i$ in the non-interacting many-body eigenstate $|J\rangle$. In general such terms appear as products, which can be expressed as

$$\prod_i [n_i' f_i + n_i' \bar{f}_i] = \prod_i \frac{e^{-\beta n_i' \epsilon_i}}{1 + e^{-\beta \epsilon_i}} = \frac{e^{-\beta \sum n_i' \epsilon_i}}{\prod_i (1 + e^{-\beta \epsilon_i})},$$

(59)

and thus be related to the Boltzmann factor for the state $|J\rangle$ appearing in (47). In this manner one could, by careful accounting of all the diagrams and prefactors, work one’s way back to a diagrammatic expression of the form of (47), which would constitute a finite temperature generalization of (44) containing additional connections between the half-diagrams that are weighted by Boltzmann factors corresponding to the sum over the $J$-states. This is equivalent to defining the $J$ and $L$ states in (47) in a suitable manner to write the Lehmann amplitudes $|J\rangle \ldots |L\rangle_{0w}$ as multi-particle Green’s functions at zero temperature. We have therefore succeeded in deriving a diagrammatic expansion for the self-energy based on Lehmann amplitudes which generalizes our earlier work and reduces to it in the zero temperature limit.
The finite temperature corrections of this expansion can be interpreted as additional interactions by which particles enter and leave a heat bath [28]. Although physically insightful and feasible to derive a PSD perturbation theory, the approach is not very practical; as follows from (55) each cut g-line leads to three zero-temperature diagrams. In the following section we discuss a much more viable approach to PSD approximations at finite temperature.

3.2. Factorization of the self-energy and the issue of non-vanishing vacuum diagrams

In the previous section we provided a generalisation of the zero-temperature cutting procedure that can be directly related to the Lehmann amplitudes \( \langle L | \gamma(1) | J \rangle \). However, this required a formulation in terms of zero temperature Green’s functions and is, although possible [41, 42], not very practical for deriving PSD approximations for applications of many-body perturbation theory. We therefore advance here another procedure for factorizing self-energy diagrams.

We consider again the standard finite temperature diagrammatic expansion of the self-energy from the previous section. We expand each diagram in (anti)time ordered components as in (49) and then algebraically factorize the g-lines connecting the forward and backward branches using the relation

\[
\tilde{g}^<(t, t') = g^R(t, t_0)\tilde{g}^<(t_0, t_0)g^A(t_0, t'),
\]

where \( g^R \) and \( g^A \) are the retarded and advanced Green’s functions and \( t_0 \) is a suitably chosen time. Since \( g^<(t_0, t_0) = i\rho_0 \) and \( g^>(t_0, t_0) = -i(1 - \rho_0) = -i\rho_0 \) where \( \rho_0 \) is the one-particle density matrix at time \( t_0 \), we can write

\[
-i g^<(t, t') = \left[ g^R(t, t_0)\rho_0^{1/2} \right] \left[ \tilde{g}^R(t', t_0)\rho_0^{1/2} \right]^\dagger = \tilde{g}^<(t, t_0)[\tilde{g}^<(t', t_0)]^\dagger
\]

\[
ig^>(t, t') = \left[ g^R(t, t_0)\rho_0^{1/2} \right] \left[ \tilde{g}^R(t', t_0)\rho_0^{1/2} \right]^\dagger = \tilde{g}^>(t, t_0)[\tilde{g}^>(t', t_0)]^\dagger,
\]

where \( \tilde{g}^\pm \) are defined by these equations and \( \rho_0^{1/2} \) and \( \rho_0^{1/2} \) are the square roots of \( \rho_0 \) and \( \rho_0 \) as spatial operators, which are well-defined since these operators are PSD; in case we use the eigenbasis of the one-body Hamiltonian of (1) they are diagonal matrices with diagonal elements given by the square roots of the (anti)-Fermi functions. We thus see that we can factorize the lesser and greater functions as \( \mp ig^\pm = \tilde{g}^\pm \tilde{g}^{\mp\dagger} \) which, as shown in appendix B, allows the self-energy to be written as

\[
-i\Sigma^<(1, 2) = \sum_{N=1}^{\infty} \sum_{a,b,I} (-1)^{|P|} A^{(a)}_{N,a}(1, t_0)A^{(b)}_{N,b}(2, t_0),
\]

where \( A^{(a)}_{N,a} \) represents a diagrammatic expression of a half-diagram of topology \( a \). The label \( N \) denotes the number of particle–hole line pairs connecting the half-diagrams and \( I \) is a multi-index for the spatial labels of all connecting lines. The permutations \( P \) run over all permutations of the particle and hole lines separately and since for \( \Sigma^< \) there is one hole line more than a particle line there are \( N!(N + 1)! \) of such permutations. The main difference with the derivation in the previous section is that the diagram \( A^{(a)}_{N,a}(1, t_0) \) cannot directly be associated with a Lehmann amplitude; it rather consists of a term in an expansion of the \((N + 1)\)-particle Green’s function in which the Green’s functions on cut external legs have been replaced by the functions \( \tilde{g}^\pm \), and the remaining leg corresponding to vertex 1 has been removed. In appendix B we
prove that we recover the correct expansion of the self-energy when these modified diagrams obey the same Feynman rules as the \((N + 1)\)-particle Green’s function. From expression (63) it also becomes clear that the expansion is PSD; defining

\[
S_{N,J}^{(a)}(1, t_0) = \sum_{P} (-1)^{|P|} A_{N,J}^{(a)}(1, t_0)
\]

we see that the self-energy can be written as the explicitly PSD expression

\[
-i\Sigma^<_{c}(1, 2) = \sum_{N=1}^{\infty} \frac{1}{N!(N + 1)!} \sum_{a,b,J} S_{N,J}^{(a)}(1, t_0) S_{N,J}^{(b)*}(2, t_0).
\]

So far the discussion concerned the exact self-energy. However, in contrast to the exact self-energy, a given diagrammatic approximation, such as that in (49), will in general not lead to a positive definite spectral function. To solve this problem we can attempt to repeat the procedure for the zero temperature case [7] to construct a PSD perturbation series. The first step is to write the expansion as a product of factors containing the time and anti-time-ordered parts; again using our factorization procedure with the functions \(\tilde{g}\) of equations (61) and (62). The factors that result from this procedure have then to be re-assembled into Hermitian products to obtain the PSD form of (65). For systems at finite temperature a complication arises from the presence of diagrams with islands consisting solely of time or anti-time ordered vertices of the form

\[
\text{such as in the third diagram in (49). At zero-temperature such islands vanish, as demonstrated by the following argument. All the g-lines entering an island will be greater/lesser, and all the g-lines leaving will be lesser/greater. At zero temperature a greater/lesser Green’s function always carries an energy above/below the Fermi level and the island formally has a net energy flow in or out. This is, however, forbidden by energy conservation that is mathematically enforced by the presence of Heaviside functions whereby the island vanishes. At finite temperature this is not true anymore due to the smearing of the Heaviside functions to continuous Fermi functions. This is problematic when it comes to constructing PSD approximations out of half-diagrams, which is best illustrated with the example of the third diagram in (49). The diagram has the following structure}
\]

\[
\text{which we have cut into time and anti-time ordered parts using the factorization of the greater and lesser Green’s functions, and where two islands appear that are disconnected from external vertices. In the notation of (63) the diagrammatic product on the right-hand side corresponds}
\]
to the term

$$(-1)^2 A^a_{3,(3265\,147)}(1, t_0)A^{a*}_{3,(1245\,367)}(2, t_0), \quad (68)$$

where the half-diagrams on both sides of the cut are of the same topology $a$, have cut lines with $N = 3$ particle hole pairs and cut labels $I = \{3265\,147\}$ and $P(I) = \{1245\,367\}$ corresponding to an even permutation $(13)(46)$ consisting of two transpositions. In order to obtain a PSD self-energy containing this diagram we need to construct a PSD form from the separate half-diagrams as derived in our earlier work [7]. If the half-diagrams have the same topology and only differ in the labeling of the cut legs, this is achieved by adding the half-diagrams corresponding to the smallest permutation subgroup containing the permutation of the legs in question. This procedure amounts to the construction of additional terms in (63) which allows for a rewriting of the equation in a PSD form as is done in (65). In our case the halves differ by the permutation $\sigma = (13)(46)$ of the external legs and the smallest subgroup containing it is $\{\iota, \sigma\}$ where $\iota$ is the identity permutation. This yields the following minimal PSD extension of the given diagram

$$\begin{array}{ccc}
\begin{array}{ccc}
7 & 6 & 4 \\
4 & 3 & 2 \\
1 & 5 & 3
\end{array}
\end{array}
+ \begin{array}{ccc}
7 & 4 & 6 \\
1 & 3 & 5 \\
2 & 1 & 3
\end{array}
= \begin{array}{ccc}
\begin{array}{ccc}
\text{---} & \text{---} & \text{---} \\
\text{---} & \text{---} & \text{---} \\
\text{---} & \text{---} & \text{---}
\end{array}
\end{array} + \begin{array}{ccc}
\begin{array}{ccc}
\text{---} & \text{---} & \text{---} \\
\text{---} & \text{---} & \text{---} \\
\text{---} & \text{---} & \text{---}
\end{array}
\end{array} \quad (69)
$$

We therefore see that the construction introduces a new self-energy diagram containing a disconnected vacuum diagram. This is readily seen to be a general feature; the minimal PSD extension of diagrams containing $+\ or -\ islands$ necessarily introduces disconnected vacuum diagrams into the self-energy. However, such vacuum diagrams do not contribute to the exact self-energy, since a sum over all their different time/anti-time ordered components corresponds to an integral over the loop contour on all vertices, which vanishes as a closed integral. The minimal PSD extension procedure, however, creates only specific time-ordered components of the vacuum diagram, and therefore introduces a finite contribution that would eventually be cancelled in the exact expansion. It is clearly undesirable to include in an approximate expansion terms that should ultimately not contribute. This issue has been prominently discussed in the particle physics literature [21, 23, 26–28] where diagrams containing $+\ or -\ islands$ are referred to as ‘non-cuttable’ diagrams [22, 23]. In section 3.4 we will resolve this issue using the concept of retarded half-diagrams.

However, before addressing that problem we will first derive a generalization of the result of this section that is even valid for non-equilibrium final states and does not require the adiabatic assumption. It will also allow us to make a connection to earlier work of Jeon [27] which is thereby put into a different context.

3.3. Time-ordered cutting rules from the Riemann–Lebesque lemma

The derivation of the finite temperature expansion for the self-energy in section 3.1 was based on the assumption that the interacting density matrix can be adiabatically connected to a non-interacting one [40]. This assumption is stronger than needed and in this section we derive the result in a more direct and simpler fashion by applying the Riemann–Lebesque (RL) lemma for Fourier transforms to the case of systems with a continuous one-particle spectrum. In the
second part of this section we will show that even the assumption of a continuous spectrum is not needed, at least when we confine ourselves to finite temperature systems in thermodynamic equilibrium.

Our starting point is the full contour of figure 1 which contains also a Matsubara branch. Throughout this section we use as an example the diagram

\[ D^< (1, 2) = \begin{bmatrix} \gamma_{-} & \gamma_{+} & M \\ 1 & 2 & \end{bmatrix} \]  

(70)

The lesser component is obtained by taking the external time \( z_1 \) on the forward branch \( \gamma_{-} \) and the external time \( z_2 \) on the backward branch \( \gamma_{+} \). The time-ordered expansion of a contour diagram at finite temperature is achieved by splitting each internal contour-time integral explicitly into its forward, backward and Matsubara parts (see figure 1)

\[ \int_{\gamma} dz = \int_{\gamma_{-}} dz + \int_{\gamma_{+}} dz + \int_{M} dz = \int_{t_0}^{\infty} dz + \int_{t_0}^{t_0 + i \beta} dz \]  

(71)

and summing over all the resulting real-time integrals. For our example diagram (using \(-/\) to denote the \( \gamma_{-}/\gamma_{+} \) branches) we have

\[ D^< (1, 2) = \begin{bmatrix} \gamma_{-} & \gamma_{+} & M \\ 1 & 2 & \end{bmatrix} + \begin{bmatrix} \gamma_{-} & \gamma_{+} & M \\ 1 & 2 & \end{bmatrix} + \begin{bmatrix} \gamma_{-} & \gamma_{+} & M \\ 1 & 2 & \end{bmatrix} + \begin{bmatrix} \gamma_{-} & \gamma_{+} & M \\ 1 & 2 & \end{bmatrix} + \begin{bmatrix} \gamma_{-} & \gamma_{+} & M \\ 1 & 2 & \end{bmatrix} + \begin{bmatrix} \gamma_{-} & \gamma_{+} & M \\ 1 & 2 & \end{bmatrix} 

(72)

where dashed lines mark the cuts between the distinct branches. The Green’s functions that connect a real time to a time on the Matsubara branch are denoted by \( g(t_0 - i\tau, t_0) = g(\tau, t) \) and \( g(t_0, t_0 - i\tau) = g(t, \tau) \) (see [1] for a thorough discussion) and a Green’s function connecting two times on the Matsubara branch is denoted by the Matsubara Green’s function \( g^M(\tau, \tau') \). We will now demonstrate that for a system with a continuous energy spectrum the so-called left and right Green’s functions \( g \) and \( g^l \) give a vanishing contribution to the Feynman diagrams provided we assume the system to be in equilibrium before a given time \( t_0 \). Practically this implies that we can disregard the Matsubara branch in the diagrams provided we let all real time integrals commence at \(-\infty\) instead of the finite time \( t_0 \).

In the following we assume that the system is in equilibrium for times \( t \leq t_0 \) while for \( t > t_0 \) there may be external perturbations that bring the system into a non-equilibrium state. From time translation invariance it follows that for a system in equilibrium the value of an observable cannot depend on the wait time between state preparation and the start of the measurement. Therefore we can extend the contour to a past time \( t = -T \leq t_0 \) (see figure 2). Now for any
Figure 2. In a system initially in equilibrium, the wait time between state preparation and measurement does not affect the result. One can therefore extend the contour to a past time $t = -T$.

time $t$ we have the decomposition (see [1] for details),

$$g(\tau, t) = -ig^M(\tau, 0)g^A(-T, t) \quad g(t, \tau) = ig^R(t, -T)g^M(0, \tau),$$

(73)

where $g^{R/A}$ denotes the retarded/advanced Green’s function. For $t > t_0$ it will be useful to use a semi-group property [1] of the retarded and advanced functions

$$g^A(-T, t) = -ig^A(-T, t_0)g^A(t_0, t) \quad g^R(t, -T) = ig^R(t, t_0)g^R(t_0, -T).$$

(74)

The functions $g^{R/A}$ are in general expressed in terms of time-ordered exponentials [1] but for times $t$ and $t'$ in the equilibrium time interval $[-T, t_0]$ they acquire a simple form with respect to a basis of non-interacting one-particle eigenstates of the one-body part of the Hamiltonian

$$g^R(t, t') = -i\theta(t - t')e^{-i\epsilon_i(t-t')} \quad g^A(t, t') = i\theta(t' - t)e^{-i\epsilon_i(t-t')},$$

(75)

where $\epsilon_i$ is the eigenenergy of the one-particle state labeled by $i$. The key ingredient of our derivation is the RL lemma (see theorem 7.5 of [43]) which states that

$$0 = \lim_{T \to \pm\infty} \int d\epsilon F(\epsilon) e^{i\epsilon T}$$

(76)

whenever $F$ belongs to the space of integrable functions $L^1(\mathbb{R})$ (for example $F$ can be a piece-wise continuous function). If the one-particle spectrum $\epsilon_i$ is continuous, as is generally the case for an infinite system, the summations over the labels $i$ in the Feynman diagrams can be replaced by integrals over the energy $\epsilon$ where a density of states $d(\epsilon)$ appears in the integration volume element. If $d(\epsilon)$ belongs to $L^1(\mathbb{R})$ the RL lemma and (74) can be invoked to establish that diagrams that contain $g^R$ and $g^A$ vanish in the limit $T \to \infty$.

Applying the RL lemma we therefore retain only the first row of (72) provided that in these diagrams we let the lower bound of all time integrations be equal to $-\infty$. We see that in this way we derived precisely the same self-energy expansion as in the previous section with two important differences. First, we needed a much weaker assumption (a continuous spectrum instead of the adiabatic assumption). Second, the expression derived above is valid for general systems in initial equilibrium up to some finite time but exposed to a time-dependent external perturbation after it.

In the following we will show that even the assumption of having a continuous one-particle spectrum can be disposed off when we restrict ourselves to systems in thermodynamic equilibrium. This will be done by making a connection to the work of Jeon [27]. We can write the
self-energy in an alternative version of (63) as follows

\[-i\Sigma^c_\omega(t_1,t_2) = \sum_{N=1}^\infty \sum_{a,b,J,P} (-1)^{|P|} \int_{\gamma_-} \int_{\gamma_+} \frac{dt_1}{2\pi i} B_{N,J}^{(a)}(t_1,t_2)Y^c_J(t_1,t_2)B_{N,P}^{(b*)}(t_1,t_2),\]

(77)

where the terms \(B_{N,J}^{(a)}\) are obtained from the terms \(A_{N,J}^{(a)}\) by removing the legs of the cut lines and \(t_1\) and \(t_2\) are sets of time labels for the endpoints of the cut lines. The cut lines are assembled in a new term \(Y_J\) of the form

\[Y_J^c(t_1,t_2) = \prod_{p \in J} -ig^c_p(t_p', t_p) \prod_{q \in K} ig^c_q(t_q, t_q'),\]

(78)

where the index set \(I = (J,K)\) for the cut lines has been divided into sets of indices \(J\) referring to particle lines and indices \(K\) referring to hole lines (we always choose a one-particle basis in which the zeroth-order Green’s functions are diagonal).

If we specialize to systems that are in equilibrium at all times then all quantities are time-translation invariant and we can do Fourier transforms to find lower dimensional expressions in frequency space. Fourier transforming (77) one obtains

\[-i\Sigma^c_\omega(\omega) = \sum_{N=1}^\infty \sum_{a,b,J,P} (-1)^{|P|} \int \frac{dt_1}{2\pi} B_{N,J}^{(a)}(\omega)2\pi\delta(\omega - \Omega)Y^c_J(\omega)B_{N,P}^{(b*)}(\omega),\]

(79)

where we defined the total energy flowing to the left through the cut lines as \(\Omega = \sum_{i \in \mathbb{Z}} \omega_i\) and

\[B_{N,J}^{(a)}(\omega) = \int \frac{dt_1}{2\pi} B_{N,J}^{(a)}(t_1,t_2)e^{i\omega(t_1-t_2)}\]

(80)

(using the notation \(\omega = (t_1-t_2) = \sum_{i \in \mathbb{Z}} \omega_i(t_1-t_i)\)) so that the time-convolutions between the half-diagrams are replaced by simple products. The function \(Y_J^c(\omega)\) with the explicit form

\[Y_J^c(\omega) = \prod_{p \in J} -ig^c_p(-\omega_p) \prod_{q \in K} ig^c_q(\omega_q)\]

(81)

is a PSD integral operator in spatial indices for all \(\omega\). If we consider the explicit form of \(g^c\) (see (51)) the Fourier transform of \(Y_J^c\) is readily expressed in terms of delta distributions and with the relations above we can express the lesser self-energy as

\[-i\Sigma^c_\omega(\omega) = \sum_{N=1}^\infty \sum_{a,b,J,P} (-1)^{|P|} B_{N,J}^{(a)}(\omega)2\pi\delta(\omega - \Omega)F^c(\omega)B_{N,P}^{(b*)}(\omega),\]

(82)

where we defined \(\epsilon_\Sigma\) the set of one-particle energies \(\epsilon\) for the cut lines and we further defined

\[F^c(\omega) = \prod_{p \in J} f(\epsilon_p - \mu) \prod_{q \in K} f(\epsilon_q - \mu).\]

(83)

We also defined the energy \(\mathcal{E} = \sum_{q \in \mathbb{K}} \epsilon_q - \sum_{p \in \mathbb{J}} \epsilon_p\) and \(\tilde{\mathcal{E}}\) is an argument list consisting of the energies \(\epsilon_q\) for the hole lines and \(-\epsilon_p\) for the particle lines. Expression (82) is of a physically
appealing Fermi golden rule form \([12]\), involving products of scattering amplitudes \(B_{ij}^0\), occupation functions incorporated in \(F^c\) and an overall energy conservation enforced by a delta function. A rearrangement of the expression as in \((65)\) will make this even more apparent but the expression above is closer to the expressions that would actually be used in practice.

In equilibrium the fluctuation dissipation theorem gives that 
\[-i\Sigma^<_{c}(\omega) = f(\omega - \mu)\Gamma(\omega)\]
and
\[i\Sigma^>_{c}(\omega) = f(\omega - \mu)\Gamma(\omega)\]
where \(\Gamma(\omega)\) is the spectral function of the self-energy (also known as the rate function) which can be expressed as
\[
\Gamma(\omega) = i(\Sigma^>_{c}(\omega) - \Sigma^<_{c}(\omega)) = i(\Sigma^R_{c}(\omega) - \Sigma^A_{c}(\omega)).
\]
If we use that in equilibrium (see for example \([1]\) section 9.5)
\[
\Sigma^R_{c}(\omega) \approx \Sigma^M_{c}(\omega - \mu \pm i\eta),
\]
with \(\eta\) a positive infinitesimal and \(\mu\) the chemical potential we can write
\[
-i\Sigma^<_{c}(\omega) = if(\omega - \mu)(\Sigma^M_{c}(\omega - \mu + i\eta) - \Sigma^M_{c}(\omega - \mu - i\eta)).
\]
This relation was used by Jeon \([27]\) to derive an expression of the form of \((82)\) (for the Green’s function instead of the self-energy) using an expansion in Matsubara Green’s functions (see equations \((3.4a)\) and \((3.4b)\) in \([27]\)).

Jeon’s derivation proceeds via the following steps:

(a) Each Matsubara diagram is expanded in its time-ordered components in imaginary time.

(b) Each time-ordered component is expressed in frequency space using the rules derived originally by Balian and De Dominicis \([44]\) and later by Baym and Sessler \([45]\).

(c) For each of the obtained expressions the limit \(\eta \rightarrow 0\) is taken for a difference of terms as in \((86)\).

(d) The final expression obtained this way can be interpreted as a sum over cut diagrams and factors to the left and right of the cut can be expressed in terms of time-ordered and anti-time-ordered Green’s functions (this uses (D.22) of appendix D).

Importantly this derivation nowhere uses the RL lemma, and therefore does not need to assume continuous spectra. Its main ingredient is analytic continuation and the use of fluctuation dissipation relations such as \(g^>(\omega) = e^{\beta(\omega - \mu)}g^<(\omega)\). It is therefore similar in spirit to the derivation that proves that the equilibrium limit of the Kadanoff–Baym equations is independent of the initial time of time-propagation (section 9.6 of \([1]\)). It follows from Jeon’s derivation that in equilibrium the removal of Matsubara track integrals in the expansion of \(\Sigma^>_{c}\) is justified even for systems with a discrete energy spectrum provided we extend the time-integrals to the infinite past. The information about the initial density matrix is not lost, as it is still preserved in the functions \(g^>\) that contain the Fermi functions depending on the temperature and the chemical potential. For additional discussion of these relations see appendix D; they play a more important role in the next section in which we use a more elegant approach to derive the result.

The above cutting rules still retain the issues relating to disconnected pieces in half-diagrams leading to unwanted vacuum diagrams, as we discussed below \((66)\). In the following section we propose how this crucial issue can be solved by a different kind of expansion of the contour diagram, replacing time-ordered half-diagrams by retarded ones.

### 3.4. Retarded cutting rules

The problems posed by disconnected pieces in half-diagrams are created because cutting the diagram between the forward and the backward branches limits each half-diagram to a single
branch on which vacuum diagrams do not integrate to zero. The most straightforward way to deal with this issue is therefore to start by deforming the contour to a double loop so that it returns to \(-T\) between the external time arguments located at the end of each loop as follows

\[
\begin{align*}
-\gamma_1 & \longrightarrow -T & \longrightarrow z_1 \\
& \longrightarrow \gamma_2 & \longrightarrow z_2
\end{align*}
\]

Each time integration can therefore be written as a sum of two time integrations on each separate loop. When this is done for the time-integrals in a Feynman diagram disconnected sub-diagrams vanish as they are integrated from \(-T\) to \(-T\) on a loop and only the contribution from terms connecting to external vertices survive. This elimination does not rely on any physical properties of the system, such as energy-conservation, and therefore happens also at finite temperature and in non-equilibrium systems.

Internal loop integrals over a sub-diagram up to the external times representing the entry or exit point of the self-energy can be expressed in terms of real-time integrals over retarded functions [11, 13]. Accordingly we define a multi-argument retarded component of a general Feynman diagram with integrand \(D(\gamma_N) = D(z_1, \ldots, z_N)\) and external vertex at time \(z_1\) as follows

\[
\int_{\gamma} d\gamma_2 \ldots d\gamma_N D(\gamma_N) = \int_{\infty}^{\infty} dt_2 \ldots dt_N DR^{(1,2,\ldots,N)}(t_N),
\]

where \(\gamma\) is a loop contour and the multi-retarded function \(DR^{(1,2,\ldots,N)}(t_N)\) with respect to argument 1 is a real-time function such that equality holds in the equation above. The multi-retarded functions allow for convenient conversion from contour to real-time integration and capture, in effect, the back-and-forth integration on the contour within a single real-time function. We show how to evaluate these functions in appendices C and D, although for the purpose of developing PSD approximations they feature mainly as building blocks and it is sufficient to evaluate the final self-energy directly once it is obtained from the PSD construction. If we now split our time-integrations as sums of integrations on each of the loops of (87) and on the Matsubara branch \(\gamma_M\) and apply this to our example diagram we have

\[
D^<\{1,2\} = \begin{array}{c}
\begin{array}{c}
\gamma_1 \gamma_2 \\
1 \gamma_1 \gamma_2
\end{array} + \\
\begin{array}{c}
\gamma_1 \gamma_2 \\
1 \gamma_1 \gamma_2 
\end{array} + \\
\begin{array}{c}
\gamma_1 \gamma_2 \\
1 \gamma_1 \gamma_2
\end{array} + \\
\begin{array}{c}
\gamma_1 \gamma_2 \\
1 \gamma_1 \gamma_2
\end{array}
\end{array}
\]

(89)
where in the figure the time integrations over the loops $\gamma_1, \gamma_2$ (see figure (87)) and the Matsubara branch $\gamma_M$ are indicated for each interaction line. The lesser component was selected by taking $z_1$ to be on loop $\gamma_1$ and $z_2$ to be on loop $\gamma_2$ which occurs later in contour ordering. We will assume that our system has a continuous spectrum such that we can apply the RL lemma. Then as before the Matsubara diagrams can be discarded when time-integrals commence at $-\infty$, so that we retain only the first line of diagrams in (89). Now since internal vertices are integrated over the separate loops $\gamma_1$ and $\gamma_2$, any half-diagram with disconnected parts vanishes and therefore also the third diagram in the first line of (89) is eliminated. The remaining three diagrams are the same one would obtain in a time-ordered zero temperature treatment, only now with retarded half-diagrams and internal g-lines at finite temperature. The example clearly illustrates the strategy outlined in the beginning of this section, by the use of retarded half-diagrams the bothersome diagram of equation (69) no longer appears in the expansion.

Similar to the time-ordered case the self-energy generally takes the form

$$-i\Sigma_\gamma^< (t_1, t_2) = \sum_{N=1,b,h,f} \left(-1\right)^{|\gamma|} \int_{\gamma_1} d\gamma_1 \int_{\gamma_2} d\gamma_2 B_{\gamma N}(t_1, \gamma_2) \mathcal{Y}_\gamma^> (t_1, t_2^\prime) B_{\gamma N}^*(t_2, \gamma_2),$$

(90)

with $\mathcal{Y}^<$ as in (78) (see appendix B) where instead of integrations over the branches $\gamma_-$ and $\gamma_+$ of equation (77) we now have integrations on the loops $\gamma_1$ and $\gamma_2$. In (90) we can first focus our attention to the part integrated over $\gamma_1$, which by applying (88) can be written as

$$\int_{\gamma_1} d\gamma_1 B_{\gamma N}^0(t_1, \gamma_2) \mathcal{Y}_\gamma^> (t_1, t_2^\prime) = \int d\tau_1 B_{\gamma N}^0(t_1, t_2^\prime) \mathcal{Y}_\gamma^> (t_1, t_2^\prime),$$

(91)

with the shorthand notation $B^R(t_1, t_2) = B^{R(1,\gamma)}(t_1, t_2)$. Here the $\mathcal{Y}^<$ function can be left out of the retarded function since it does not depend on the branch indices for $z_2$, but only on the real-times $t_N^\alpha$ since all times on loop $\gamma_1$ are earlier than those on loop $\gamma_2$. This follows from the definition of the retarded component as a sum over the possible distributions of $z_2$ between the two branches (see appendix C), which leaves $\mathcal{Y}^<$ the same in every term of the sum allowing it to be pulled out as a common factor. After an analogous argument for the integrals over $\gamma_2$, (90) takes the form [12]

$$-i\Sigma_\gamma^< (t_1, t_2) = \sum_{N=1,b,h,f} \left(-1\right)^{|\gamma|} \int dt_1 dt_2^\prime B_{\gamma N}^0(t_1, t_2^\prime) \mathcal{Y}_\gamma^> (t_1, t_2^\prime) B_{\gamma N}^R(t_2, t_2^\prime).$$

(92)

This equation is similar in form to (77) and for the case of equilibrium systems it can analogously be Fourier transformed as

$$-i\Sigma_\gamma^< (\omega) = \sum_{N=1,b,h,f} \left(-1\right)^{|\gamma|} \int \frac{d\omega_1}{(2\pi)^2} B_{\gamma N}(\omega_2) 2\pi \delta(\omega - \Omega) \mathcal{Y}_\gamma^> (\omega_2) B_{\gamma N}^R(\omega_2).$$

(93)

Similar to the time-ordered case, equation (93) can be derived for equilibrium systems without having to use the assumption of a continuous spectrum to argue that Matsubara integrals vanish from the expansion of $\Sigma^<_\gamma$. This relies on an important result from appendix D where we derive spectral representations for general retarded and Matsubara diagrams, and show that these are
directly related by analytical continuation. The crucial result is that for equilibrium systems there exists a general relation between the spectral form \( \mathcal{D}^R(\omega_N) \) of a multi-retarded function describing a given Feynman diagram and the spectral form \( \mathcal{D}^M(\omega_N) \) of the corresponding multi-argument Matsubara function for the same Feynman diagram; this relation is given by

\[
\mathcal{D}^R(1,2,\ldots,N)(\omega_N) = \mathcal{D}^M(\omega_N - \mu - i\eta_N),
\]

where \( \omega_N = \{\omega_1, \ldots, \omega_N\} \) represents a set of \( N \) frequencies and \( \eta_N \) is a set of positive infinitesimals. The precise form of these functions is defined by equations (D.20) and (D.30) in appendix D which for our discussion here represent spectral forms of half-diagrams. A relation of the form (94) was also derived by Baier and Niégawa [46] but this required the implicit assumption of a continuous spectrum to make certain terms vanish. Our derivation in appendix D does not require this assumption and is instead directly based on fluctuation–dissipation relations for Matsubara functions; additionally it yields a set of useful Feynman rules to evaluate multi-retarded functions in frequency space. Relation (94) is a generalization of (85) and can in particular be applied to the half-diagrams appearing in the retarded expansion for the self-energy. In connection with step (d) of Jeon’s derivation [27] that we outlined in the previous section this allows us to convert half-diagrams appearing in the expansion of the Matsubara self-energy to retarded half-diagrams which then precisely yields the retarded cutting rules that we derived above. The final result is that, for the case of finite temperature equilibrium systems, equation (93) is also valid without the assumption of a continuous spectrum, which means that in equilibrium the result holds also for finite systems.

Let us illustrate the Feynman rules derived in appendix D for the evaluation of the retarded half-diagrams in expressions like (93). For example, in the cut diagram

\[
-iD^<(\omega) = \left[ \begin{array}{cc}
\omega_3 \\
\omega_1 & 1 \\
\omega_2 & 2
\end{array} \right] R(1,1'22')
\]

where \( \Omega = \omega_1 + \omega_2 + \omega_3 \), the explicit form of \( B^{(a)R}_{14}(\omega) \) follows from the rules given below (D.22) in appendix D. We obtain

\[
-iD^<(\omega) = \left[ \begin{array}{cc}
\omega_3 \\
1' & 2' \\
\omega_1 & 1 \\
\omega_2 & 2
\end{array} \right] R(1,1'22')
\]

\[
= -2\pi i\delta(\omega + \Omega) \int \frac{d\nu d\nu'}{4\pi^2} \frac{g^>(\nu)g^<*(\nu') - g^<*(\nu)g^>(\nu')}{\omega_1 + \omega_2 + \nu + \nu' - i\eta} v_1 v_2 = D^{(a)R}(\omega, \omega_\Omega),
\]

which is related to \( B^{(a)R}_{13}(\omega_\Omega) \) (defined as in (80)) by...
\[
D^{(\omega)R}(\omega_i, \omega_f) = \int dt_1 dt_2 B^{(\omega)R}_{(123)}(t_1, t_2) e^{i(\omega_i t_1 + \omega_f t_2)} = 2\pi \delta(\omega + \Omega) B^{(\omega)R}_{(123)}(-\omega_f).
\]  

These expressions contain the interaction lines \(v_1\) and \(v_2\) as well as the functions \(g^S(\nu)\) which are the Fourier transforms of the functions \(g^S\) with respect to the difference of their time arguments, where in all the expressions we suppressed spatial integrations for clarity of presentation.

We further note that it is always possible to expand a retarded half-diagram in terms of time-ordered Green’s functions by splitting the loop integral into an integration on a forward and on a backward branch, but since we have two half-diagrams now we have two \(\gamma_−\) branches and two \(\gamma_+\) branches to keep track of. Consider for example the second term in (89); expanding the half-diagrams leads to

\[
\sum_{\text{signs}} \left( \begin{array}{c}
\gamma_1 \gamma_2 \\
1 \ 2
\end{array} \right) \left( \begin{array}{c}
\gamma_1 \gamma_2 \\
1 \ 2
\end{array} \right) = \gamma_1 \gamma_2 + \gamma_1 \gamma_2 + \gamma_1 \gamma_2 + \gamma_1 \gamma_2.
\]  

The designation of the external vertices is irrelevant since they are at end points of the loops in (87). Note that in evaluating these diagrams the Green’s functions crossing the cut are independent of the \(+\)’s and the \(-\)’s, they are determined separately by the ordering of the loops. Alternatively, one could remove the dashed lines and use a different mark for each of the four branches, along with rules for the resulting \(4^2 = 16\) Green’s function components. An approach along these lines was developed by Bedaque, Das and Naik in [26] starting from the latest time equation [24, 25] rather than referring to integration branches (see [23] for an extensive discussion). Either way, the time-ordered expansion leads to a very large number of diagrams, especially for higher order functions since each new external parameter comes with another forward and backward branch. It is therefore both more convenient, as well as physically more appealing, to make use of retarded half-diagrams; they have the advantage of giving only a single real-time diagram for each cut.

In summary: the use of retarded half-diagrams solves the crucial issue of non-vanishing vacuum diagrams while retaining the construction procedure of PSD approximations just as in the time-ordered formalism. It has the additional advantage that retarded half-diagrams have a physical interpretation as scattering amplitudes by past processes such that Hermitian products of retarded half-diagrams can be interpreted as scattering probabilities [12]. In the following chapter we will apply this approach to some commonly employed approximations to show that they are PSD.

4. Application: positivity of diagrammatic approximations

It is known (see e.g. section 9.7 in [1]) that equation (29) is valid for finite temperature systems in equilibrium or for non-equilibrium systems in a steady state limit when the RL lemma applies. It therefore follows directly that a PSD self-energy with a positive rate function \(\Gamma(\omega)\) leads to a PSD Green’s function with positive spectral function \(A(\omega)\), and therefore it is sufficient to consider the PSD approximations for the self-energy in order to obtain them for the spectral function.
In the following we will prove that some commonly used approximations for the self-energy, namely the second Born, $T$-matrix and $GW$ approximations, preserve positivity also for finite temperature systems. The derivation illustrates the fact that the cutting rules derived for zero-temperature systems can be directly applied, provided we interpret the half-diagrams to be retarded rather than time-ordered functions. Consequently all methodology discussed in earlier work [7], such as the construction of a minimal PSD-extension, apply directly to the finite temperature case as well.

4.1. The $T$-matrix approximation

The $T$-matrix approximation comes in two flavors, the $T$-matrix approximation in the particle–particle channel and the $T$-matrix approximation in the particle–hole channel. The first one plays an important role in the study of systems with short range interactions such as Bose/Fermi gases in cold atom traps [47–49] and nuclear matter [50–53], as well as in the description of Hubbard systems [17, 54, 55], to name a few examples. The second is important to describe excitations in semi-conductors [56, 57], and in particular for the study of exciton states [58]. The derivation below is given in the particle–particle channel but a completely analogous approach applies to the particle–hole channel.

The particle–particle $T$-matrix approximation is given by

$$\Sigma(1, 2) = \begin{array}{c}
\includegraphics{Diagram1} \\
+ \begin{array}{c}
\includegraphics{Diagram2} \\
\includegraphics{Diagram3} + \ldots
\end{array}
\end{array} \quad (99)$$

where the first line contains the direct part and the second line the exchange part. Performing the retarded expansion, and leaving out any diagrams with Matsubara integrals or disconnected half-diagrams, gives for the direct part

$$-i\Sigma_d^x(1, 2) = \begin{array}{c}
\includegraphics{Diagram4} \\
\includegraphics{Diagram5} + \begin{array}{c}
\includegraphics{Diagram6} + \ldots
\end{array}
\end{array} \quad (100)$$

Note that in the case of the $T$-matrix the ability to discard disconnected half-diagrams reduces the number of diagrams generated by $n$th order contour diagram from $2^{n-2}$ in the time-ordered formalism to $n - 1$ in the retarded formalism.
We factorize the Green’s functions crossing the dashed line in (100) using the relations (61) and (62) to obtain for the direct part

\[-i\Sigma^D_g(1, 2) = \left[ \begin{array}{ccc}
3 & 4 & 5 \\
1 & 4 & 5 \\
\end{array} \right] + \left[ \begin{array}{ccc}
3 & 4 & 5 \\
1 & 2 & 5 \\
\end{array} \right] + \ldots \].

(101)

The expansion and factorization of the exchange part is analogous, expect that on the right hand half-diagram the labels 4 and 5 are exchanged. We therefore have

\[-i\Sigma^E_g(1, 2) = \left[ \begin{array}{ccc}
3 & 4 & 5 \\
1 & 4 & 5 \\
\end{array} \right] + \left[ \begin{array}{ccc}
3 & 4 & 5 \\
1 & 2 & 5 \\
\end{array} \right] + \ldots \].

(102)

and the full self-energy can be written as

\[-i\Sigma(1, 2) = \left[ \begin{array}{ccc}
3 & 4 & 5 \\
1 & 4 & 5 \\
\end{array} \right] + \left[ \begin{array}{ccc}
3 & 4 & 5 \\
1 & 2 & 5 \\
\end{array} \right] + \ldots + [345 \rightarrow 354].

(103)

As discussed in [7], this is PSD since the right-hand side is a sum of terms where the cut labels are permuted according to the subgroup \{\iota, (45)\} of the full permutation group. We finally remark this also proves that the second Born approximation is PSD since it is the subset of the particle–particle T-matrix approximation corresponding to the second order diagrams.

4.2. The GW approximation

The GW approximation is one of the most prevalent approximations in electronic structure theory [59, 60]. It can be applied at different levels of self-consistency [61], leading to various flavors of the approximation designated as the \(G_0W_0\), \(GW\) and the fully self-consistent \(GW\) approximation, which often are all grouped under the term \(GW\) approximation. The physics of long range screening and plasmon dynamics that is incorporated in this approximation plays an important role not only in electronic systems but also in charged plasmas at elevated temperatures [62, 63]. An in-depth study of the finite temperature \(GW_0\) approximation for high temperature plasmas was performed by Fortmann [63] while a combination of the \(GW\) approximation and cumulant expansion was recently studied by Kas and Rehr for warm dense matter [14]. Furthermore, the finite temperature \(GW\) approximation was recently studied for the calculation of the Helmholtz free energy and spin response functions [64].

The \(GW\) approximation for the self-energy, given by
can be expressed in terms of retarded half-diagrams as

\[ -i\Sigma_{GW}(1, 2) = \begin{bmatrix} 3 & 3 & 3 \\ 1 & 4 & 4 \\ 1 & 5 & 5 \end{bmatrix} + \begin{bmatrix} 3 & 3 & 3 \\ 5 & 6 & 2 \\ 5 & 1 & 1 \end{bmatrix} + \ldots, \]

(105)

which shows that the expansion is positive. This result is in agreement with the numerical results of Fortmann [63] for the GW_0 approximation. The dressing of the base line of the self-energy diagram, that is required to deal with the GW_0 approximation, is readily included in our method since positivity is preserved during the self-consistency iteration and the dressed line can therefore be cut as a Hermitian product. Similar arguments for the zero-temperature case were presented in [7]. A completely analogous reasoning applies to the fully self-consistent GW approximation.

We finally remark that both the GW and T-matrix approximations are not only PSD but also conserving [1]. However, a general conserving approximation will typically not be PSD as it need not have the form of a Hermitian product. A minimal PSD extension of the approximation typically leads to the introduction of only specific cuts of additional higher order diagrams which render it PSD but not \( \Phi \)-derivable [1]. The situation at finite temperature is thus fully analogous to the one discussed in the zero-temperature case [7].

5. Conclusions

In this work we addressed the question how to enforce important positivity constraints on spectral functions obtained from approximate diagrammatic expansions in many-body theory of quantum systems at finite temperature. We showed that this is possible using a finite temperature generalization of earlier work [7] that was based on cutting rules for Feynman diagrams and the construction of minimal PSD extensions. A straightforward expansion of that work, directly based on the Lehmann representation, was shown to be possible but turned out to be cumbersome for applications. An alternative formulation starting from self-energy diagrams, and the use of a factorization of Green’s function lines along a cut, was found to be much more suitable. This lead to the consideration of half-diagrams with modified external legs which can be used to build finite temperature PSD approximations. However, when used in conjunction with the standard (anti)-time ordered formulation of many-body theory the PSD construction results in the appearance of vacuum diagram contributions which are absent in an exact expansion and which therefore should not contribute in any approximate expansion. This issue was finally resolved by a reformulation based on a deformation of the integration contour, which leads to an expansion in retarded half-diagrams for which such vacuum diagram contributions automatically vanish. Apart from providing an attractive physical interpretation the formalism also extends to non-equilibrium systems in initial equilibrium and thus allows us to study physical processes such as the steady-state limit of quantum transport situations, thereby generalizing earlier work for zero-temperature systems [11]. Our derivations furthermore provide a unified view of various earlier studies that addressed cutting rules in finite temperature systems and which can be related to each other by means of contour integration.
deformations. Additionally we derived a generalized connection between retarded and Matsubara multi-argument functions and provided a useful set of Feynman rules for multi-retarded functions in frequency space. Finally we established that important commonly used approximations, namely the GW, second Born and T-matrix approximation, retain positive spectral functions at finite temperature. The work opens up new fields for application of finite temperature many-body theory, notably in studying vertex corrections and higher order processes in finite temperature many-particle systems as was done in the zero-temperature version of the theory [9, 10].
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Appendix A. Positive semi-definite Hermitian forms

In this appendix we will show that the (weighted) Hilbert–Schmidt product

$$\langle \hat{A} | \hat{B} \rangle = \text{Tr} \left[ \hat{\rho} \hat{A}^\dagger \hat{B} \right], \quad (A.1)$$

satisfies the properties of a PSD Hermitian form and the Cauchy–Schwartz inequality. It is readily seen that (A.1) satisfies the properties of a Hermitian form. We have

$$\langle \hat{A} | \lambda_1 \hat{B}_1 + \lambda_2 \hat{B}_2 \rangle = \lambda_1 \langle \hat{A} | \hat{B}_1 \rangle + \lambda_2 \langle \hat{A} | \hat{B}_2 \rangle \quad (A.2)$$

$$\langle \hat{A} | \hat{B} \rangle = \langle \hat{B} | \hat{A} \rangle^*, \quad (A.3)$$

where $\lambda_1$ and $\lambda_2$ are complex numbers. We further have that

$$\langle \hat{A} | \hat{A} \rangle = \text{Tr} \left[ \hat{\rho} \hat{A}^\dagger \hat{A} \right] \geq 0 \quad (A.4)$$

which makes our Hermitian form PSD. This is readily derived as follows. Since $\hat{\rho}$ is a PSD operator, it can be uniquely written as $\hat{\rho} = \hat{\rho}^\dagger \hat{\rho}^\dagger$. Furthermore, since $\hat{\rho}$ is self-adjoint, $\hat{\rho}^\dagger$ is self-adjoint as well. Using the cyclic property of the trace we can write

$$\langle \hat{A} | \hat{A} \rangle = \text{Tr} \left[ \hat{\rho} \hat{A}^\dagger \hat{A} \right] = \text{Tr} \left[ \hat{F}^\dagger \hat{F} \right], \quad (A.5)$$

with $\hat{F} = \hat{A} \hat{\rho}^{1/2}$. Since any operator of the form $\hat{F}^\dagger \hat{F}$ is PSD, the trace is non-negative, which means that $\langle \hat{A} | \hat{A} \rangle \geq 0$. To make the Hilbert–Schmidt product a proper inner product we also need the property

$$\langle \hat{A} | \hat{A} \rangle = 0 \quad \Rightarrow \quad \hat{A} = 0. \quad (A.6)$$
However, from (A.5) we can only prove that
\[ \langle \hat{A} | \hat{A} \rangle = 0 \quad \Rightarrow \quad \hat{A} \hat{\rho}^{1/2} = 0. \] (A.7)

If \( \hat{\rho} \) is a strictly positive operator this implies \( \hat{A} = 0 \) and we are indeed dealing with a proper inner product, as was proven by Haag et al [33]. This is, for example, the case if \( \hat{\rho} \) represents a grand canonical ensemble. However, if \( \hat{\rho} \) is only a PSD operator then we do not in general have an inner product but instead what is known in the mathematical literature as a positive semi-definite Hermitian form (PSDHF). This structure is sufficient to derive the Cauchy–Schwartz inequality
\[ |\langle \hat{A} | \hat{B} \rangle|^2 \leq \langle \hat{A} | \hat{A} \rangle \langle \hat{B} | \hat{B} \rangle. \] (A.8)

Equation (A.8) is obviously true if \( \langle \hat{A} | \hat{B} \rangle = 0 \) so it is sufficient in the following to assume that \( \langle \hat{A} | \hat{B} \rangle \neq 0 \). We use property (A.4) and consider
\[ 0 \leq \langle \hat{A} - \lambda \hat{B} | \hat{A} - \lambda \hat{B} \rangle = \langle \hat{A} | \hat{A} \rangle - \lambda \langle \hat{A} | \hat{B} \rangle - \lambda^* \langle \hat{B} | \hat{A} \rangle + |\lambda|^2 \langle \hat{B} | \hat{B} \rangle, \] (A.9)

where \( \lambda \) is a complex number that we can choose freely. Let us now write \( \langle \hat{A} | \hat{B} \rangle = |\langle \hat{A} | \hat{B} \rangle| e^{i\phi} \) and choose \( \lambda = se^{-i\phi} \) where \( s \) is real. Then (A.9) becomes
\[ 0 \leq \langle \hat{A} | \hat{A} \rangle - 2s |\langle \hat{A} | \hat{B} \rangle| + s^2 \langle \hat{B} | \hat{B} \rangle. \] (A.10)

Since \( \langle \hat{A} | \hat{B} \rangle \neq 0 \) it follows immediately that also \( \langle \hat{B} | \hat{B} \rangle \neq 0 \) since otherwise (A.10) would represent a non-constant linear function in \( s \) bounded from below which does not exist. The quadratic polynomial in \( s \) on the right-hand side of the inequality in (A.10) is therefore a PSD parabola-shaped function which can at most have one real zero. It therefore follows that its corresponding discriminant is zero or negative, i.e.
\[ |\langle \hat{A} | \hat{B} \rangle|^2 - \langle \hat{A} | \hat{A} \rangle \langle \hat{B} | \hat{B} \rangle \leq 0 \] (A.11)

which is equivalent to (A.8).

The Cauchy–Schwartz inequality can be used to obtain bounds on various correlators. As an example, let us consider the lesser Green’s function given by
\[ -iG^<(1, 2) = \text{Tr} \left[ \hat{\rho} \hat{\psi}_H^+(2) \hat{\psi}_H(1) \right] = \langle \hat{\psi}_H(2) | \hat{\psi}_H(1) \rangle, \] (A.12)

with the shorthand notation \( 1 = x_1 t_1 \) etc. Applying the Cauchy–Schwartz inequality to (A.12) yields the upper bound
\[ |G^<(1, 2)|^2 \leq n(1)n(2). \] (A.13)

As such, the magnitude of the lesser Green’s function is bounded from above by the density in a general time-dependent system. In systems where the density decays exponentially for large distances, such as in atoms and molecules, (A.13) states that also the lesser Green’s function decays exponentially (or faster). The upper bound is more familiar for the time diagonal, \( t_1 = \)
$t_2$, where (A.13) yields a well-known [65] upper bound for the time-dependent single-particle density matrix.

Appendix B. Feynman rules for half-diagrams

The main goal of this appendix is to show that (63) is valid provided that we assign a proper topological pre-factor to each half-diagram. We are concerned about this since each half-diagram $A_{N,I}^{(a)}(\alpha)$ contains modified external legs $\tilde{g}$ which replaced the standard Green’s functions $g$ and therefore is not obtained directly from an expansion involving Wick’s theorem, as was the case for the Lehmann amplitudes in the zero-temperature formulation. We thus need to assure that we can assign pre-factors to the half-diagrams such that the gluing operation leads to the correct prefactors for the self-energy. In order to clearly distinguish the external vertices of the self-energy from the labels of the cut lines we will label them $\alpha$ and $\beta$ instead of 1 and 2, i.e. we consider the self-energy $-i\Sigma^{\alpha\beta}(\alpha, \beta)$.

The pre-factor that we will use for the half-diagrams is determined by the following rule. For a given half-diagram $A_{N,I}^{(a)}(\alpha)$ attached to external self-energy vertex $\alpha$ we denote the entrance lines by $j$ and the exit ones by $j'$. Since $\alpha$ corresponds to an exit vertex there are $N$ labels $j$ and $N+1$ labels $j'$. For any such labeling the half-diagram is interpreted as belonging to an expansion of $G_{N+1}(\alpha, J; J')$ where $J$ and $J'$ are the sets of labels for $j$ and $j'$. We then assign to the half-diagram the topological pre-factor [66]

\[ i^{n_v} (-1)^{N+1+l+\tilde{l}}, \]  

where $n_v$ is the number of $v$-lines, $l$ the number of loops formed by the $g$-lines and $\tilde{l}$ the number of extra loops created when we imagine each entrance vertex from the set $J$ to be merged with the exit vertex from $(\alpha, J)$ with the same position in the argument list. It follows from our definition that the topological pre-factor for the diagram $A_{N,P,I}^{(a),\tilde{a}}(\alpha)$ changes with a relative factor $(-1)^{|P|}$ compared to that of $A_{N,I}^{(a)}(\alpha)$ since every interchange of external vertices changes the number of loops for $\tilde{l}$ by one. Note, however, that the actual value of the permuted diagram does not just differ by a sign from the non-permuted one as it represents a topologically different diagram. The central statement that we will demonstrate is that (63) gives the correct expansion for the self-energy, i.e. with the proper topological pre-factor of the Feynman rules for the self-energy. To show this we need two ingredients; the first one (proven in appendix C) is that

\[ A_{N,I}^{(a)}(\alpha) = (-1)^N \tilde{A}_{N,I}^{(a)}(\alpha), \]  

where we defined $\tilde{A}_{N,I}^{(a)}$ to be the non-conjugated half-diagram but with all directions of the Green’s function lines reversed and the $\tilde{g}$ legs replaced by $\tilde{g}$ and vice versa. Such a reversed diagram represents the right-hand side of a cut self-energy diagram.

The second ingredient is a topological rule that we state as follows. Let $l(ab)$ be the number of loops created when two half diagrams of topology $a$ and $b$ are glued together, then

\[ (-1)^{\tilde{l}(a)+\tilde{l}(b)} = (-1)^{N+l(ab)}, \]  

where $\tilde{l}(a)$ and $\tilde{l}(b)$ are the factors from our rule stated above for the two separate half-diagrams. We postpone the demonstration of the latter statement and first establish that it
implies the desired result in combination with (B.2). We consider the product
\[
\sum_I (-1)^{P_I} A_{N,J}^{(a)}(\alpha) A_{N,P_I}^{(b)}(\beta),
\] (B.4)
which amounts to a gluing operation. As we outlined above, for the purpose of determining the topological pre-factor it is sufficient to consider the particular product
\[
\sum_I A_{N,J}^{(a)}(\alpha) A_{N}^{(b)}(\beta)
\] (B.5)
since permutation of the external vertices changes the topological prefactor by \((-1)^{|P|}\). From (B.2) it follows that conjugation gives a diagram with reversed Green function lines which is accompanied with a pre-factor \((-1)^N\) while the gluing of the \(\tilde{g}\) lines using (61) and (62) produces an overall factor of \(-i\) as we glue one more hole line than a particle line. The gluing procedure thus yields a net factor of \(-i(-1)^{N}\) and the overall factor of the diagram is therefore
\[
C = -i(-1)^{N}n_{v}(\alpha) n_{v}(\beta) + (-1)^{l(a)+\tilde{l}(a)+\tilde{l}(b)},
\] (B.6)
where \(n_{v} = n_{v}(a) + n_{v}(b)\) is the total number of interaction lines. Then equation (B.3) immediately gives that
\[
C = -i(-1)^{N}\tilde{I}(-1)^{l},
\] (B.7)
where \(\tilde{l}\) is the total number of loops in the glued self-energy diagram. Given that we were considering a diagram for \(-i\Sigma\) we see that we precisely recover the usual Feynman rule prefactor \((-i)^{n_{v}}(-1)^{\tilde{l}}\) for the self-energy diagram, which thereby proves the desired relation (63).

To prove (B.3) we consider the factorization of a general self-energy diagram in terms of half-diagrams from (B.5). For the left hand diagram we label the entrance vertices of the cut lines with labels \(i',\) If a path of directed Green’s function lines starting at entrance vertex \(i'\) exits the half-diagram at a given vertex we label that exit vertex by \(i.\) This ensures that connecting \(i\) to \(i'\) in the left-hand diagram always creates one loop, and therefore \((-1)^{l(a)} = (-1)^{N+1}\). For example:

The right-hand side can always be obtained by a permutation \(Q\) of the external vertices from a diagram with \(\tilde{l}(b) = N + 1\) loops (as shown graphically in (B.8)) which yields a factor \((-1)^{\tilde{l}(b)} = (-1)^{N+1+|Q|}\). Every permutation that changes \(\tilde{l}(b)\) by one also changes \(l(ab)\) by
one and therefore \((-1)^{\delta(ab)} = (-1)^{N+|Q|}\) since we do not glue the entrance and exit vertices of the self-energy diagram. We thus obtain \((-1)^{\delta(ab)+l(ab)} = (-1)^{N+\delta(ab)}\) as was to be proven.

**Appendix C. Multi-retarded functions and their adjoints**

The multi-retarded \(N\)-point function occurring in equation (88) is defined as (see [12, 13])

\[
D_{R}^{(1,2,...,N)}(t_N) = \sum_{P} \theta(t_1, t_{P(2)}\ldots, t_{P(N)}) D_{[1,P(2),...,P(N)]}^{(1,2,...,N)}(t_N),
\]

where \(t_N = (t_1,\ldots, t_N)\) and \(\theta(t_1,\ldots, t_N)\) is defined to be equal to one when \(t_1 > \ldots > t_N\) and zero otherwise. Since \(t_1\) is always the latest time such a function is called a retarded function with respect to top element 1. Here the sum is over all permutations \(P\) of \(2,\ldots, N\) and \([1,2,\ldots,N] = [[[1,2],3],\ldots,N]\) is a nested commutator represented by a formal sum of strings of integers such as \([1,2] = 12-21\). In general the commutator is of the form \(L = \sum_{i} \sigma_i l_i\) where \(\sigma_i = \pm 1\) and \(l_i\) is a string of \(N\) integers and we define

\[
D_{L} = \sum_{i} \sigma_i D_{l_i},
\]

where \(D_{l_i}\) corresponds to a real time function for the contour ordering \(l_i\). For example for \(N = 3\) we would have

\[
D_{R}^{(1,2,3)}(t_1,t_2,t_3) = \theta(t_1, t_2, t_3) D_{[1,2,3]}^{(1,2,3)}(t_1,t_2,t_3),
\]

where

\[
D_{[1,2,3]} = D_{[1,2,3]}^{(1,2,3)} = D_{123-312-213} = D_{123} - D_{312} - D_{213} + D_{321}.
\]

The string of indices in the superscript gives the contour order of the time arguments with the latest argument to the left. For example, \(D_{312}\) corresponds to a real-time function for the contour ordering \(z_3 > z_1 > z_2\).

The aim is to derive a useful expression for the adjoint of the multi-retarded function \(D_{L}^{(1,2,...,N)}(t_N)\)

\[
[D_{R}^{(1,2,...,N)}(t_N)]^\dagger = \sum_{P} \theta(t_1, t_{P(2)}\ldots, t_{P(N)}) [D_{[1,P(2),...,P(N)]}^{(1,2,...,N)}(t_N)]^\dagger,
\]

which requires us to consider the adjoint of its various components \(D_{J}\) where \(J = j_1\ldots j_N\) is a reordering of the labels \(1\ldots N\). Let us take \(D_{J}^{(n)}(t_N)\) (where we added a sub-index \(n\)) to be a specific ordered component of an un-integrated Feynman diagram for a many-particle Green’s function \(G_n\). By un-integrated diagram we mean that we apply all Feynman rules to it apart from integrating over internal times; the diagram therefore depends on \(N = 2n + n_{v}\) times where \(n_v\) is the number of interaction lines in \(D_{J}^{(n)}\). By taking the adjoint of such a component every internal g-line is transformed to

\[
g^{S}_{J}(1, 2) = -g^{S}_{J}(2, 1),
\]

which thus reverses the direction of each g-line, thereby reserving the time-ordering of \(D_{J}^{(n)}\) and since the diagram prefactor contains an \(i\) for each interaction line, we get a minus sign for each
interaction as well. The adjoint for an ordered diagram with \( n_g \) Green’s function lines and \( n_v \) interaction lines is therefore given by

\[
D^J_{n}(t_N) = (-1)^{n_b + n_v} \tilde{D}^J_{n}(t_N) = (-1)^{N - n} \tilde{D}^J_{n}(t_N),
\]

where \( \tilde{D}^J_{n} \) is the diagram obtained from \( D^J_{n} \) by reversal of all the \( g \)-lines and \( J \) is string \( J \) in reverse order. We further used that \( n_g = 2n_v + n \) and \( N = n_v + 2n \) to rewrite the prefactor in the second step of equation (C.7). We now employ this relation in the expression (C.5). If a nested commutator \([1, \ldots, N] = \sum \sigma, l_\sigma \) contains a specific ordering of \( l_\sigma \), it also contains the reverse ordering \( \bar{l}_\sigma \), with a relative \( +/− \) sign if \( N \) is odd/even; consequently reversing the ordering in every string \( l_\sigma \) yields an overall factor \((-1)^{N-1}\). Together with equation (C.7) we thus obtain

\[
[D^J_{n}(1,2\ldots,N)(t_N)]^\dagger = (-1)^{n-1} \tilde{D}^J_{n}(1,2\ldots,N)(t_N).
\]

This result can now be employed to deduce similar relations for the half-diagrams \( B_{N,J}^{\alpha}(t_1, t_2) \) appearing in the retarded expansion of self-energy diagrams (92). They are (now integrated) \( G_{N+1} \) diagrams with their external legs amputated, but still follow the relation (C.8) as can be checked by following the same steps as outlined above. Thus we have for these half-diagrams

\[
[B_{N,J}^{\alpha}(t_1, t_2)]^\dagger = (-1)^N \tilde{B}_{N,J}^{\alpha}(t_1, t_2).
\]

The half-diagrams \( A_{N,J}^{\alpha} \) are obtained from \( B_{N,J}^{\alpha} \) by attaching \( \tilde{g}^{--} \)-functions as external legs for the cut vertices \( I \); from (C.9) it then follows that

\[
[A_{N,J}^{\alpha}(t_1, t_0)]^\dagger = (-1)^N \tilde{A}_{N,J}^{\alpha}(t_1, t_0),
\]

when we define \( \tilde{A}_{N,J}^{\alpha} \) as the diagram with the \( \tilde{g}^{--} \) legs replaced by \([\tilde{g}^{--}]\) and vice versa. As a final remark we note that a similar relation can be derived for (anti)-time-ordered diagrams. Since \((g^{--})^\dagger = -g^{++}\) this would have given a given a factor \((-1)^{N+1}\) in the equation above. The gluing rule for the (anti)-time ordered functions (53) then generates an additional minus sign yielding a correct pre-factor for every diagram in the expansion of the self-energy from the considerations in appendix B.

### Appendix D. Analytic continuation and Feynman rules for multi-argument retarded and Matsubara functions

The aim of this appendix is to derive the important relation (94) and to give the Feynman rules for the evaluation of retarded half-diagrams in frequency space. To obtain a spectral representation of a multi-retarded function we define the Fourier transform

\[
D^{R,e,T}(\omega_N) = \int dx_N e^{i\omega_N x_N} D^{R,e,T}(t_N),
\]

where \( \mathcal{N} = \{1, \ldots, N\} \) is an ordered set of labels and \( t_N \) and \( \omega_N \) are sets of arguments labeled with \( \mathcal{N} \), \( e \) is the label for the external time and \( T = \mathcal{N} \backslash e \) is the set \( \mathcal{N} \) with label \( e \) removed. We further used the shorthand notation

\[
\omega_N \cdot t_N = \omega_1 t_1 + \omega_2 t_2 + \cdots + \omega_N t_N.
\]
When $D^{R}$ represents the integrand of a half-diagram we can set some of $\omega_j$'s to zero to recover the Fourier representation of any desired half-diagram discussed in the main text. To carry out the Fourier integral it will be useful to use the relation (see [13] for more details)

$$\int_{\gamma} dz_{N\gamma} D(z_{N\gamma}) = \int_{t_{0}}^{\infty} dt_{N\gamma} D^{R(\gamma)}(t_{N\gamma}),$$

(D.3)

where $D(z_{N\gamma})$ is a contour function that can explicitly be written as a sum over contour-orderings as

$$D(z_{N\gamma}) = \sum_{P} \theta(z_{P(N)}) D^{P(N)}(t_{N\gamma}),$$

(D.4)

where the sum is over all permutations $P(N)$ of the ordered set $\mathcal{N}$. The contour dependence only occurs in the contour Heaviside function $\theta(z_{N\gamma})$ defined to be one for $z_1 > \ldots > z_N$ on the contour and zero otherwise. We take $D^{P(N)}(t_{N\gamma})$ in (D.4) to have the structure

$$D^{P(N)}(t_{N\gamma}) = \left[ C \prod_{L} g_{L}(z_{L1}, z_{L}) \prod_{I} v_{I} \right]^{P(N)},$$

(D.5)

where the term on the right-hand side is a product of Green’s functions $g_{L}$ and interaction lines $v_{I}$ and the superscript $P(N)$ denotes the ordering of the contour times used to evaluate this product. Hereby the Green’s functions become greater and lesser functions and consequently the resulting expression is a function of real times only. We furthermore denoted by $C$ the topological prefactor given by the Feynman rules for this diagram, and $L$ runs over all $g$-lines in the diagram starting from initial time $z_{L1}$ and ending at final time $z_{L}$. Position-spin arguments are here suppressed and the interaction lines are taken to be time-independent. A half-diagram can always be assumed to be in this form for time-local interactions $v(z_{1}, z_{2}) = v \delta(z_{1}, z_{2})$ as the delta-functions can already be integrated out in the original self-energy diagram that gave rise to the half-diagram under consideration.

We express the permuted set as $P(N) = \{N_{P}^{+}, e, N_{P}^{-}\}$, where $N_{P}^{+}$/$N_{P}^{-}$ are ordered sets of labels ordered after/before $e$. The contour-times $z_{N_{P}^{+}}/z_{N_{P}^{-}}$ are therefore placed on the backward/forward branch. This corresponds to

$$\gamma \quad N_{P}^{+} \quad e \quad N_{P}^{-}$$

(D.6)

Taking an integral over the internal times for (D.4) then involves integration over the step-functions which can be expressed as

$$\int_{\gamma} dz_{N\gamma} \theta(z_{P(N)}) = \int_{-\infty}^{\infty} dt_{N\gamma} \int_{\gamma_{+}} dz_{N_{P}^{+}} \theta(t_{\gamma}, t_{N_{P}^{+}}) \theta(t_{\gamma}, t_{N_{P}^{-}})$$

$$= \int_{-\infty}^{\infty} dt_{N\gamma} (-1)^{N_{P}^{+}} \theta(t_{\gamma}, t_{N_{P}^{+}}) \theta(t_{\gamma}, t_{N_{P}^{-}}),$$

(D.7)

where $\mathcal{N}$ is a set of reversed order and $(-1)^{N_{P}^{+}} = (-1)^{|N_{P}^{+}|}$ comes from the direction of integration on the backward branch [13]. Note that the contour $\gamma$ is here taken to extend to $-\infty,
and can be taken to extend to $+\infty$ since the integral is cut off by the step-functions at $t_e$. We can thus express the retarded component as

$$D^{R(e,\bar{I})}(t_N) = \sum_{P} (-1)^{N_p} \theta(t_e, t_{N+}) \theta(t_e, t_{Np}) D^{P(N)}(t_N).$$  \hspace{1cm} (D.8)

This relation can now be inserted into (D.1). Each $g$-line in the term (D.5) corresponds to either a lesser or a greater component which we rewrite in frequency space as

$$g^{\lesssim}_{L}(t, t') = \int \frac{d\nu}{2\pi} g^{\lesssim}_{L}(\nu) e^{-i\nu(t-t')}$$  \hspace{1cm} (D.9)

and thus obtain

$$D^{P(N)}(t_N) = \left( \prod_{L} \int \frac{d\nu_L}{2\pi} e^{-i\nu_L(t_L-t_k)} \right) \left[ C \prod_{L} g_{L}(\nu_L) \prod_{\nu} \right]^{P(N)}$$
$$= \int \frac{d\nu_L}{2\pi} e^{-i\nu_L(t_L-t_k)} D^{P(N)}(\nu_L),$$  \hspace{1cm} (D.10)

where $|L|$ is the number of $g$-lines in the diagram and $\nu_L$ is the set of the corresponding frequencies. This allow us to rewrite (D.1) as

$$D^{R(e,\bar{I})}(\omega_N) = \sum_{P} \int \frac{d\nu_L}{(2\pi)^{|L|}} \Lambda_{P(N)}(\sigma_N) D^{P(N)}(\nu_L),$$  \hspace{1cm} (D.11)

where

$$\Lambda_{P(N)}(\sigma_N) = (-1)^{N_p} \int dt_N \theta(t_e, t_{N+}) \theta(t_e, t_{Np}) e^{i\sigma_N t_N}.$$  \hspace{1cm} (D.12)

Here $\sigma_N = \{\sigma_1, \ldots, \sigma_N\}$, where $\sigma_j$ is to the total energy leaving the vertex/vertices at time $t_j$ (in the example diagram given here black lines belong to the diagram and grey lines are potential external connections)

$$\sigma_j = \omega_j + \sum_{L, L_i = j} \nu_L - \sum_{L, L_f = j} \nu_L$$  \hspace{1cm} (D.13)

Here $\omega_j$ is the energy leaving the diagram at interaction line $j$, and therefore in a Feynman diagram we label the frequency on an incoming external line with $-\omega_j$ as in the figure of (D.13). The first sum adds the energy being carried away by internal $g$-lines, and the second sum subtracts the energy being brought in by internal $g$-lines. The integrals in (D.12) can be evaluated using the expression

$$\int dt_1 \ldots dt_k \theta(t, t_k, \ldots, t_l) e^{i\sigma_1 t_1 + \ldots + i\sigma_k t_k}$$
$$= (-1)^k \frac{e^{i\sigma_1 + \ldots + i\sigma_k t}}{(\sigma_1 - i\eta_1)(\sigma_1 + \sigma_2 - i\eta_2) \ldots (\sigma_1 + \ldots + \sigma_k - i\eta_k)}$$  \hspace{1cm} (D.14)

which can be derived by writing each step-function as

$$\theta(t, t_k, \ldots, t_l) = \theta(t - t_k) \theta(t_k - t_{k-1}) \ldots \theta(t_2 - t_1),$$  \hspace{1cm} (D.15)
and substituting the representation
\[ \theta(t) = -\lim_{\eta \to 0} \frac{1}{2\pi i} \int_{-\infty}^{\infty} d\xi \frac{e^{-i\xi t}}{\xi + i\eta}. \] (D.16)

After using equation (D.14) in (D.12) we further use
\[ \int dt e^{i(\sigma_1 + \cdots + \sigma_N)t} = 2\pi \delta(\sigma_1 + \cdots + \sigma_N) = 2\pi \delta(\omega), \] (D.17)
where \( \omega = \sum_i \omega_i = \sum_i \sigma_i \) since all internal energy flows cancel by summing over all vertices. Defining a sum over the first or the last elements in \( \sigma_N \)
\[ \Omega^N_i = \sum_{i=1}^l \sigma_i, \quad \Omega^N_i = \sum_{i=1}^{l+1} \sigma_{N+1-i} \] (D.18)
then leads to
\[ \Lambda_{\nu_+}^{N\nu_+}(\sigma_N) = \frac{(-1)^{N_+} \cdot (-1)^N \cdot 2\pi \delta(\omega)}{\prod_{k=1}^{N_+} (\Omega^N_k - i\eta_k) \prod_{l=1}^{N_+} (\Omega^N_l - i\eta_l)}. \] (D.19)

A multi-retarded diagram (D.11) therefore has the spectral representation
\[ \mathcal{D}^{\nu_+\nu_+}(\omega_N) = 2\pi \delta(\omega) \mathcal{D}^{\nu_+\nu_+}(\omega_N), \] (D.20)
where we defined the analytic function
\[ \mathcal{D}^{\nu_+\nu_+}(\omega_N) = \sum_p \int \frac{d\nu_+}{(2\pi)^{|\nu_+|}} \frac{(-1)^{N_+} \cdot (-1)^N}{\prod_{k=1}^{N_+} (\Omega^N_k - i\eta_k) \prod_{l=1}^{N_+} (\Omega^N_l - i\eta_l)} \mathcal{D}^{\nu_+\nu_+}(\nu_+). \] (D.21)

We can now also easily work out the spectral representation for a time-ordered diagram. The lack of the backward branch means that \( N_+ = 0 \), which leads to
\[ \mathcal{D}^T(\omega_N) = 2\pi \delta(\omega) \sum_p \int \frac{d\nu_+}{(2\pi)^{|\nu_+|}} \frac{(-1)^{N_+} \cdot (-1)^N}{\prod_{k=1}^{N_+} (\Omega^N_k - i\eta_k) \prod_{l=1}^{N_+} (\Omega^N_l - i\eta_l)} \mathcal{D}^{\nu_+\nu_+}(\nu_+). \] (D.22)

Setting \( N_+ = 0 \) leads to a similar expression for an anti-time ordered diagram. These are the types of expressions used by Jeon [27] to derive cutting rules for Matsubara functions. The terms in the sum in (D.21) can be evaluated with the help of the following diagrammatic rules.

(a) Draw the \( v \)-lines/vertices at the \( N \) times in the order of increasing contour time from bottom to top as in figure (a) below.

(b) \[
\begin{align*}
\Omega^N_2 &= \omega_3 + \nu_1 + \nu_2' - \nu_1', \\
\end{align*}
\] (D.23)
(b) Draw the lines between the vertices according to the structure of the diagram. Assign to an ascending $g$-line a greater component $g^>_L(\nu_L)$ and to a descending $g$-line a lesser component $g^<_L(\nu_L)$. Assign to each $\nu$-line $v_I$.

(c) For each $n \leq N^p$ draw a circle around the first $n$ vertices in contour order. For each circle multiply the denominator by the factor $(\Omega - i\eta)$, where $\Omega$ is the total energy flowing outwards through the circle. See figure (b) above for an example.

(d) For each $n \leq N^p$ draw a circle around the last $n$ vertices in contour order. For each circle multiply the denominator by the factor $(\Omega - i\eta)$, where $\Omega$ is the total energy flowing outwards through the circle.

(e) Multiply with $C(-1)^{N^p}(-i)^{N-1}$, where $C$ is the prefactor for the diagram given by the applicable Feynman rules.

(f) Integrate over the frequencies $\nu_j$.

Let us consider as an example the retarded diagram

\[ T^{R(1,2)}(t_1, t_2) = \left[ \begin{array}{c} 1' \cr 1 \end{array} \right] \frac{R(1,2)}{\left( \begin{array}{c} \omega_1' \cr \omega_1 \end{array} \right)} \left( \begin{array}{c} 2' \cr 2 \end{array} \right) \] (D.24)

that appears as a half-diagram in the retarded expansion for the $T$-matrix approximation. Since time-local interactions connect the vertices pairwise, there are only two contour orderings to consider since $t_2$ is either earlier or later than $t_1$ on the contour. Following our rules these give

\[ \gamma \left[ \begin{array}{c} 1(e) \cr \frac{\nu}{\nu'} \cr -\omega_2 \end{array} \right] \rightarrow \int \frac{d\nu d\nu'}{(2\pi)^2} \frac{(-1)^0(-i)^1 g^>(\nu)g^>(\nu')v_1v_2}{\omega_2 + \omega_2' + \nu + \nu' - i\eta_2} \] (D.25)

and

\[ \gamma \left[ \begin{array}{c} 2(e) \cr \nu \cr \frac{-\omega_2}{\omega_2'} \cr \nu' \end{array} \right] \rightarrow \int \frac{d\nu d\nu'}{(2\pi)^2} \frac{(-1)^1(-i)^1 g^<(\nu)g^<(\nu')v_1v_2}{\omega_2 + \omega_2' + \nu + \nu' - i\eta_2} \] (D.26)

where we have substituted $C = 1$ as given by the Feynman rules for our labeling of the external vertices (see appendix B). Summing over the orderings we therefore have

\[ T^{R(1,2)}(\bar{\omega}_1, \bar{\omega}_2) = -2\pi i\delta(\bar{\omega}_1 + \bar{\omega}_2) \times \int \frac{d\nu d\nu'}{4\pi^2} \frac{g^>(\nu)g^>(\nu') - g^<(\nu)g^<(\nu')}{\bar{\omega}_2 + \nu + \nu' - i\eta_2} v_1v_2, \] (D.27)

where $\bar{\omega}_1 = \omega_1 + \omega_1'$ and $\bar{\omega}_2 = \omega_2 + \omega_2'$.

Let us now compare the frequency representation for a retarded diagram derived above to the corresponding expression for a Matsubara diagram. The general expression for an $N$-point
This yields
\[ D^M(\omega_N) = \int_{0}^{-i\beta} d\zeta_N \, e^{i\omega_N \zeta_N} D^M(\zeta_N), \]  
(D.28)

where \( \omega_N = \{\omega_1, \ldots, \omega_N\} \) is an ordered set of discrete frequencies of the general Matsubara form \( \omega_j = 2\pi im/\beta \) with \( m \) running over odd integers and \( \zeta_N = \{\zeta_1, \ldots, \zeta_N\} \) is a set of times \( \zeta_j = -i\tau_j \) on the Matsubara branch. Due to time translation invariance \( D^M(-i\tau_N) = D^M(-i\tau'_N) \) with \( \tau'_j = \tau_j - \tau_e \), which gives \( \tau'_e = 0 \) on argument position \( e \). A change of integration variable to \( \tau'_j \) and use of (anti)-periodic boundary conditions [1] then produces an overall Kronecker delta multiplied with the factor \(-i\beta\) resulting from an imaginary time integral [46]. This yields
\[ D^M(\omega_N) = 2\pi \delta_{\omega,0} D^M(\omega_N) \]  
(D.29)
in which we defined \( \delta_{\omega,0} = \delta_{\omega,0}/(2\pi i/\beta) \) where \( \delta_{\omega,0} \) is a Kronecker delta for the sum \( \omega = \omega_1 + \cdots + \omega_N \) of all Matsubara frequencies. We further defined the analytic function
\[ D^M(\omega_N) = (-1)^{N-1} \int_{0}^{\beta} d\tau_N e^{i\omega_N \tau_N} D^M(-i\tau_N), \]  
(D.30)
where \( D^M \) denotes the Matsubara \( N \)-point function \( D^M(-i\tau_N) \) in which we put \( \tau_e = 0 \); since \( \tau_e = 0 \) the integral in (D.30) and therefore \( D^M \) is independent of \( \omega_e \). For the specific diagrammatic form of \( D^M \) we assume an identical expression as in (D.5) where now the contour variables are on the vertical Matsubara track. The Green’s function lines can be written as the integrals [1]
\[ g^\mathcal{E}_L(\rho, \rho') = \int d\nu \, g^\mathcal{E}_L(\nu) e^{i\nu(\rho - \rho')}. \]  
(D.31)

Inserting these expressions then gives
\[ D^M(\omega_N) = \sum_{\mathcal{M}} \int \frac{d\nu_{\mathcal{M}}}{(2\pi)^{L_{\mathcal{M}}}} \left[ C \prod_{L} g_L(\nu_{L}) \prod_{I} v_{I} \right]^{A_{\mathcal{M}}} \Lambda_{\mathcal{M}}(\sigma_{\mathcal{M}}), \]  
(D.32)
where the sum is over all orderings of the \( N \) times in \( \mathcal{M} = \mathcal{N}\setminus e \) (since we set \( z_e = 0 \) to be the earliest time) and where we defined
\[ \Lambda_{\mathcal{M}}(\sigma_{\mathcal{M}}) = (-1)^{N-1} \int_{0}^{\beta} d\tau_{\mathcal{M}} \theta(\tau_{\mathcal{M}}, 0) e^{i\sigma_{\mathcal{M}} \tau_{\mathcal{M}}}, \]  
(D.33)
where
\[ \sigma_{j} = \omega_{j} + \sum_{L=L_{e}}^{L_{i}} \bar{\nu}_{L} - \sum_{L=L_{e}}^{L_{i}} \nu_{L} \]  
(D.34)
with \( \bar{\nu}_{L} = \nu_{L} - \mu \). The latter term can be evaluated using the expression
\[ \int_{0}^{\beta} d\tau_{n} \cdots d\tau_{2} \theta(\tau_{n}, \ldots, \tau_{2}, 0) e^{i\sigma_{n} \tau_{n} + \cdots + \sigma_{2} \tau_{2}} = \sum_{\text{div}(\mathcal{M})} \frac{(-1)^{M_{+} + e^{i\Omega_{\mathcal{M}}}}}{\prod_{i=1}^{M_{-}} \Omega_{i} \prod_{k=1}^{M_{+}} \Omega_{k}^{+}}, \]  
(D.35)
where the sum is over all \( n\) divisions div(\( \mathcal{M} \)) of the set \( \mathcal{M} = \{n, \ldots, 2\} = \{\mathcal{M}_{-}, \mathcal{M}_{+}\} \) into two disjoint subsets of size \( M_{-} \) and \( M_{+} \) where we ordered the index corresponding to the latest
time to the left. Here $\Omega_i^-$ and $\Omega_i^+$ are defined to be the sum over the first $l$ elements and the last $l$ elements of $\sigma_M = \{\sigma_1, \ldots, \sigma_N\}$ respectively. This expression can be conveniently derived using Laplace transforms \[27, 67\] or directly \[45\] by repeated integration and rearrangement of the resulting terms. This finally gives

$$D_M(\omega_N) = \sum_{M} \sum_{\text{div}(M)} \times \int \frac{d\nu}{(2\pi)^N} (-i)^{N-1} (-1)^{M_+} e^{\beta \Omega M_-} \left[ C \prod_L g_L(\nu_L) \prod_I \nu_I \right]^{M_+} e^{\beta \Omega M_-}. \quad \text{(D.36)}$$

Now

$$e^{\beta \Omega M_-} \left[ \prod_L g_L(\nu_L) \prod_I \nu_I \right]^{M_+} e^{\beta \Omega M_-} = \left[ \prod_L g_L(\nu_L) \prod_I \nu_I \right]^{M_+} e^{\beta \Omega M_-}. \quad \text{(D.37)}$$

so the product with the Boltzmann factors causes an effective cyclic permutation of the Matsubara times from $(M_-, M_+, e)$ to $(M_+, e, M_-)$. This is a consequence of the fluctuation–dissipation relations for the greater and lesser Green’s functions: $e^{\beta \bar{\nu}} = -g^< (\nu)$ \[45\]. This is best illustrated with the example of figure D1, where on the left-hand side we consider a particular self-energy diagram for a given time-ordering. In this example the cut lines carry frequencies $\nu_1, \nu_2$ and $\nu_3$ and we have an external vertex with outflowing frequency $\omega_6$.

In this case multiplication with $e^{\beta \Omega M_-}$ has the effect

$$e^{\beta (\omega_6 + \nu_1^* \nu_2^* \nu_3)} g^>(\nu_1) g^>(\nu_2) g^< (\nu_3) = g^< (\nu_1) g^< (\nu_2) g^> (\nu_3), \quad \text{(D.38)}$$

where since $\omega_6$ denotes an odd Matsubara frequency we have $e^{\beta \omega_6} = -1$. The particle lines along the cut have turned into hole lines and vice-versa leading to a contribution that diagrammatically corresponds to the right-hand side of figure D1 which amounts to a cyclic permutation of the times of the vertices. Since the orderings in $M$ correspond to all orderings of the times $z_2, \ldots, z_N$ and we also sum over all ways to insert $e$ into $M$ we therefore sum over all orderings of $N = (N^+, e, N^-)$ and the expression can be rewritten as
\[ \mathcal{D}^M(\omega_N) = \sum_N \int \frac{d\nu}{(2\pi)^L} \prod_{L=1}^N \frac{(-i)^{N-1}(-1)^N}{\prod_{k=1}^N \Omega_k^N} \left[ C \prod_L g_L(\nu_L) \prod_l \epsilon_l \right]^N. \tag{D.39} \]

This is a generalisation to multiple external vertices of an expression derived by Balian and De Dominicis [44] and Baym and Sessler [45] for the frequency representation of the Matsubara self-energy diagrams. Our expression is of identical form to the one obtained from the Fourier transform of the retarded function (D.21). Writing \( \omega_i = \bar{\omega}_i + \mu \) in (D.34) we see that this equation becomes identical to (D.13) apart from a shift with \( \mu \). It then follows that the functions \( \mathcal{D}^M \) and \( \mathcal{D}^R \) are equal if we replace each \( \omega_i \) in \( \mathcal{D}^M \) by \( \omega_i - \mu - i\eta_i \), i.e.

\[ \mathcal{D}^R(\omega_N) = \mathcal{D}^M(\omega_N - \mu - i\eta_N), \tag{D.40} \]

where \( \eta_i \) are positive infinitesimals (and there is no dependence on \( \eta_e \)). This analytic continuation formula is a generalization of (85) for general diagrams. Let us see how this relates to the very familiar example of the analytic continuation of the retarded and Matsubara Green’s function. Evaluating the spectral representation of \( G_R(\omega_1, \omega_2) = G^{(1,2)}_R(t_1, t_2) \) using the rules derived above gives for the two contour-orderings

\[ \gamma \begin{array}{c} \nu_1 \\ \nu_2 \end{array} \rightarrow \int \frac{d\nu}{2\pi} \frac{(-1)^i (-i)g^>(\nu)}{\omega_2 + \nu - i\eta_2}, \quad \gamma \begin{array}{c} \nu_2 \\ \nu_1 \end{array} \rightarrow \int \frac{d\nu}{2\pi} \frac{(-1)^i (-i)g^<\nu_2}{\omega_1 - \nu + i\eta_2}, \]

which give using the spectral function \( A(\nu) = i(g^>(\nu) - g^<\nu) \)

\[ G^{(1,2)}_R(\omega_1, \omega_2) = -2\pi \delta(\omega_1 + \omega_2) \int \frac{d\nu}{2\pi} \frac{A(\nu)}{\omega_2 + \nu - i\eta_2} = 2\pi \delta(\omega_1 + \omega_2) \int \frac{d\nu}{2\pi} \frac{A(\nu)}{\omega_1 - \nu + i\eta_2} = 2\pi \delta(\omega_1 + \omega_2) G^R(\omega_1). \tag{D.42} \]

The rules for evaluating Matsubara functions are exactly the same as those for retarded functions, except that instead of \( (\Omega - i\eta) \) the factors appearing in the denominator have the form \( (\Omega + \mu) \). These rules therefore give for \( G^M \) the spectral representation

\[ G^M(\omega_1, \omega_2) = 2\pi \delta(\omega_1 + \omega_2) \int \frac{d\nu}{2\pi} \frac{A(\nu)}{\omega_1 - \nu + \mu} = 2\pi \delta(\omega_1 + \omega_2) G^M(\omega_1). \tag{D.43} \]

Here \( G^R(\omega_1) \) and \( G^M(\omega_1) \) are the usual retarded and Matsubara components of the single-particle Green’s function in frequency space, and comparing (D.42) and (D.43) we find the familiar result

\[ G^R(\omega) = G^M(\omega - \mu + i\eta). \tag{D.44} \]

An expression similar to (D.40) was also derived by Baier and Niégawa [46] based on the assumption that certain mixed imaginary-real time integrals vanish, which is akin to the
assumption of a continuous spectrum in combination with the RL lemma. They formulate the relation (D.40) as
\[
\mathcal{D}^{R,e,T}(\omega_N) = \mathcal{D}^{M}(\omega_N - \mu - i\eta_N),
\]
(D.45)
where \(\eta_i\) for \(i \neq e\) are positive and \(\eta_e = -\sum_{i \neq e} \eta_i\). Our derivation is both more well-defined and more general and has the additional advantage of not requiring the assumption of having a continuous spectrum which we used in deriving the finite temperature cutting rules (section 3.3). The main result (D.40) can now be employed together with the technique of Jeon [27] to derive the retarded cutting rules directly from the Matsubara ones without the assumption of having a continuous spectrum.
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