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Abstract An interpretable convolutional neural network (CNN) including attribute estimation for image classification is presented in this paper. Although CNNs perform highly accurate image classification, the reason for the classification results obtained by the neural networks is not clear. In order to provide interpretation of CNNs, the proposed method estimates attributes, which explain elements of objects, in an intermediate layer of the network. This enables improvement of the interpretability of CNNs, and it is the main contribution of this paper. Furthermore, the proposed method uses the estimated attributes for image classification in order to enhance its accuracy. Consequently, the proposed method not only provides interpretation of CNNs but also realizes improvement in the performance of image classification.
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1. Introduction

There is now a huge number of images on the Web due to the development of imaging devices and spread of social networking services. In order to efficiently browse desired images, image retrieval technologies are necessary. Class information representing objects in images is often used for image retrieval. Since it is necessary to give classes to images in advance for image retrieval, studies on automatic image classification by classes have recently been conducted. Convolutional neural networks (CNNs) are the most widely used deep learning methods, and highly accurate image classification is realized by using CNNs. CNNs can transform visual features to effective features for image classification by constructing a large number of hidden layers. The lower convolution layers capture basic features (e.g., colors and shapes), and the top layer can represent more complicated structures. Furthermore, it has been reported that the learned features obtained from these networks were suitable for many other problems. However, there is no clear understanding of the reasons for the classification results obtained by deep learning-based neural networks. For example, CNNs are end-to-end systems, that is, the meaningful information in the networks is only input images and output classes. In other words, there is still little insight into the internal operation and behavior for human interpretation of CNNs. This problem also causes a limitation of improvement of CNNs’ classification performance since CNNs can be trained by only increasing the number of pairs, i.e., input images and output classes. Therefore, it is necessary to provide an interpretation of CNNs by using alternative approaches.

To provide explanations for the deep neural networks, many interesting approaches have been proposed. They focused on feature visualization that can answer questions about what the CNN is looking for. Kindermans et al. proposed “PatternAttribution” which performed visualization using a heat map of pixel-wise reliability of classification results by CNNs. Springenberg et al. proposed a deconvolution approach to visualize concepts learned by neurons in higher of a CNN. “Grad-cam” and “Smooth-Grad” are gradient-based visualization approaches that highlight the important regions for image classification. “LIME” is a method to visually explore the behavior of the models from variously deformed input. These conventional methods focus on visualization of what the CNN has learned. They can efficiently pro-
provide interpretability, and humans can understand the results of the CNN’s outputs. On the other hand, more specific and understandable information such as textual information would be useful to find the reason for the deep neural network-based classification results.

Generally, objects are identified on the basis of high-level descriptions called attributes that explain their elements. Since attributes correspond to high-level properties of the objects that can be understood by both machines and humans, attributes have attracted much attention in visual recognition research due to the fact that the attributes of objects provide detailed knowledge about the objects. Thus, attributes can improve not only object recognition performance of machines but also the interpretability of the classification results. In fact, attributes have been used for describing images for retrieval, and for classification. For provision of interpretation, although visualization methods such as those in references provide what machines see to humans, these visualization methods have ambiguity for human interpretation of CNNs. On the other hand, attributes have no ambiguity due to the verbal description of objects. Therefore, attributes are important for understanding object appearance that provides interpretation of CNNs without ambiguity. Moreover, the performance with multi-task learning, which constructed CNNs based on both multiple information of classes and information related to these classes, was higher than that of single-task learning. Thus, multi-task CNNs for image classification and attribute estimation improve the interpretability and performance of CNNs. Specifically, since attributes have potentials to bridge low-level features, that is, visual features and the highest-level class information, attributes can be estimated by the features of an intermediate layer between input and class output layers.

In this paper, we propose a novel interpretable CNN including attribute estimation for image classification. We estimate attributes in an intermediate layer of a CNN to provide interpretable results by focusing on the attribute potentials to bridge between visual features and class information. This is the biggest contribution of this paper. Moreover, in order to enhance classification performance of object classes, the proposed method uses the estimated attributes as features in addition to the visual features in the CNN architecture. Consequently, the proposed method can not only clarify the reason for the classification results by estimating the attributes but also realize more accurate image classification by using both the estimated attributes and the visual features. Actually, as shown in the experiment, the performance of the image classification can be improved by about 26% compared to that of image classification using only visual features.

In order to reveal our position, we show a research map in Fig. 1. Although various conventional methods focus on feature visualization for interpretation of CNNs, we focus on text-based description. The proposed method shows not only classification results but also estimated attributes for interpretation of CNNs as a text-based description, that is, the proposed method tackles a multi-label task. Note that since a single-label task which is equal to general image classification can output only classification results, it is impossible to apply a method to give text-based descriptions for interpretation of CNNs. Unlike conventional multi-task learning, the proposed method uses the results obtained from one task (attribute estimation) for other tasks (image classification). This is the novelty of the proposed method.

In the previous conference paper we reported, we focused on the attribute estimation and performed the experiment about only attribute estimation. In this paper, we focus on the entire framework, that is, we perform not only attribute estimation but also final image classification. It is expected that the proposed method realizes both the improvement of image classification performance and provision of interpretability.

2. Interpretable CNN for Image Classification

In this section, we explain the novel interpretable CNN including attribute estimation for image classification. As shown in Fig. 2, the proposed method estimates attributes as the intermediate layers’ outputs and uses the estimated attributes with the visual features for image classification. Specifically, the proposed method estimates attributes via fine-tuning of a pre-trained CNN. Although general CNNs focus on a single label problem, since one image has multiple attributes, we construct CNNs for a multi-label problem. Then, by using both the estimated attributes and the visual features, the proposed method performs image classification. Since class information is based on visual features and attributes, it is considered that correlation between visual features and attributes is latent high. Therefore, by maximizing canonical correlation between two
set of features, it is realized to calculate discriminative features for image classification. Moreover, Yeh et al. reported that canonical features obtained via canonical correlation analysis (CCA)\(^\text{20}\) between two sets of features which have relevancy are effective for image classification\(^\text{20}\). Therefore, in order to enhance the performance of image classification, the proposed method calculates the canonical features between the visual features obtained from the pre-trained CNN and the estimated attributes. The proposed method inputs the visual features and the canonical features obtained by projecting the attributes into a single feed-forward network-based classifier.

2.1 Attribute Estimation

The proposed method estimates attributes by performing fine-tuning of the pre-trained CNN. Specifically, the proposed method adds full-connected layers for multi-label classification to an intermediate layer of the pre-trained CNN and performs the training by fine-tuning of the full-connected layers. In the training phase, we construct the network for multi-label classification based on the reference\(^\text{20}\). Specifically, we use a sigmoid function as an activation function in order to output a probability value \(\mathbf{\alpha}_n^{(a)}\) from the full-connected layers as follows:

\[
\mathbf{\alpha}_n^{(a)} = \text{sigmoid}(\mathbf{x}_n) = \frac{1}{1 + \exp(-\mathbf{x}_n)},
\]  

where \(\mathbf{\alpha}_n^{(a)} \in \mathbb{R}^{C_a}\) (\(C_a\) being the number of attributes), and \(\mathbf{x}_n \in \mathbb{R}^d\) \((n = 1, 2, \cdots, N; N\) being the number of training images) is a feature vector obtained from the intermediate layer of the pre-trained CNN. Note that \(\mathbf{x}_n\) is standardized. We train the network based on a cross-entropy loss\(^\text{21}\) between the output \(\mathbf{\alpha}_n^{(a)}\) and the ground truth \(\mathbf{y}_n^{(a)} \in \mathbb{R}^{C_a}\), where \(\mathbf{y}_n^{(a)}\) is a binary vector. In the test phase, given a visual feature vector \(\mathbf{x}\) from the intermediate layer, we calculate the probability value \(\mathbf{\alpha}_n^{(a)} = [\mathbf{\alpha}_1^{(a)}, \mathbf{\alpha}_2^{(a)}, \cdots, \mathbf{\alpha}_{C_a}^{(a)}]\) in the same manner as Eq. (1). Finally, we estimate the attributes \(\mathbf{o}_n^{(a)} = [o_1^{(a)}, o_2^{(a)}, \cdots, o_{C_a}^{(a)}]\) by the following equation:

\[
o_n^{(a)} = \begin{cases} 1 & \mathbf{\alpha}_n^{(a)} \geq Th \\ 0 & \mathbf{\alpha}_n^{(a)} < Th \end{cases},
\]

where \(c = 1, 2, \cdots, C_a\) and \(Th\) is a threshold value. If \(o_n^{(a)} = 1\), it is assumed that the target image includes the attribute corresponding to \(c\).

The proposed method constructs the network for attribute estimation by using the intermediate layer of the CNN. By adding the full-connected layer for the multi-label image classification and performing the fine-tuning, multiple attribute estimation is realized. Therefore, attributes that represent elements of the image enable interpretability of the CNN. The details are discussed in the following subsection.

2.2 Image Classification from Visual Features and Estimated Attributes

In this subsection, we explain the image classification from visual features and estimated attributes. The proposed method uses both the visual features and attributes and transforms the attributes to canonical features via the CCA’s projection considering the relationships between these two features. Furthermore, the proposed method constructs a classifier based on a single feed-forward network\(^\text{22} \text{24}\) for image classification.

In the training phase, given a visual feature vector \(\mathbf{x}_n\) from the intermediate layer of the pre-trained CNN and the ground truth attribute vector \(\mathbf{y}_n^{(a)}\), a canonical feature vector \(\mathbf{\hat{y}}_n^{(a)}\) between the visual features and the
attributes is calculated. For calculating the canonical feature vector, projections $p_x$ and $p_y$ are estimated by maximizing the canonical correlation between the visual features and the attributes as follows:

$$
(p_x, p_y) = \arg \max_{p_x,p_y} \frac{p_x^T C_{xy} p_y}{\sqrt{p_x^T C_{xx} p_x} \sqrt{p_y^T C_{yy} p_y}}, \quad (3)
$$

where $C_{xx} = XX^\top$, $C_{yy} = YY^a$, $C_{xy} = XY^a$. A visual feature matrix $X = [x_1, x_2, \ldots, x_N] \in \mathbb{R}^{d_x \times N}$ is defined by aligning the visual feature vectors $x_n$, and $Y^a = [y_1^{(a)}, y_2^{(a)}, \ldots, y_N^{(a)}] \in \mathbb{R}^{a \times N}$ ($a$ being the number of attributes) is defined in the same manner. The optimization problem in Eq. (3) can be solved as a generalized eigenvalue problem\(^{33}\). Then we define a projection matrix $P_y = [p_{y,1}, p_{y,2}, \ldots, p_{y,d_y}] \in \mathbb{R}^{a \times d_y}$ ($d_y$ being the dimension of a canonical feature vector) by aligning the eigenvectors for which the corresponding eigenvalues are higher than the others. We calculate the canonical features by $\hat{y}_n^{(a)} = P_y^T y_n^{(a)}$ and define a new concatenated feature vector $z_n = [x_n^\top, \hat{y}_n^{(a)}]^\top \in \mathbb{R}^{d_z}$, where $d_z = d_x + d_y$.

We input $z_n$ into the single feed-forward network classifier for training the network based on the reference\(^{34}\). The aim of training the classifier is calculation of a weight matrix $\beta \in \mathbb{R}^{C \times L_c}$ ($L_c$ being the number of nodes of the hidden layer and $C$ being the number of classes) between the hidden layer and the output layer. In order to calculate the weight matrix $\beta$, we try to minimize the training error between $o_n^{(c)} = [o_{n,1}^{(c)}, o_{n,2}^{(c)}, \ldots, o_{n,C}^{(c)}]^\top$ and the ground truth $y_n^{(c)} \in \mathbb{R}^C$ as well as the output weights as follows:

$$
\arg \min_{\beta} \frac{1}{2} \|\beta\|^2_F + \frac{\mu}{2} \sum_{n=1}^N W_{nn} \|o_n^{(c)}\|^2 \\
\text{s.t. } \beta h(z_n) = y_n^{(c)} - o_n^{(c)}, \quad (4)
$$

where $\mu$ is a regularization parameter. Since the number of training images is different for each class, we adopt a weight diagonal matrix $W = diag(W_{nn})$ for solving the class-imbalanced problem. In order to deal with the classes that have a small amount of data, we define the diagonal elements of the weight matrix $W$ according to the reference\(^{34}\) as follows:

$$
W_{nn} = \frac{1}{N_c}, \quad (5)
$$

where $N_c$ is the number of images of the belonging class. This provides optimized $\beta$ and is expected to prevent accuracy degradation due to the class imbalance problem. In case that the diagonal matrix $W$ is an identity matrix, the classifier is the same as that of reference\(^{32}\), and it is not able to consider the class imbalance problem. Furthermore, $h(z_n) \in \mathbb{R}^{L_c}$ is an output vector of the hidden layer, which is defined as

\[\text{Interpretable CNN by attribute estimation} \quad \text{Full-connected layers for multi-label classification} \quad \text{Projection obtained via CCA between visual features and attributes} \quad \text{Use of estimated attributes for improving classification performance} \quad \text{Fig. 2 Architecture of the proposed network. Firstly, the proposed method estimates attributes by applying fine-tuning to full-connected layers connected to the intermediate layer of the pre-trained CNN for multi-label image classification. Secondly, the proposed method calculates a projection $P_y$ by applying CCA to the visual features and estimated attributes. Then canonical features are calculated by using the projection $P_y$ and the estimated attributes. Finally, the proposed method concatenates the visual features and the canonical features and inputs these features into a single feed-forward network-based classifier.}\]
\[ h(z_n) = [h_1(z_n), h_2(z_n), \ldots, h_{L-1}(z_n)]^T. \]  

(6)

Note that \( h(z_n) \) actually maps the features from the \( d_z \)-dimensional input space to the \( L \)-dimensional hidden feature space by using the Gaussian function. The optimal solution of \( \hat{\beta} \) in Eq. (4) can be obtained as

\[ \hat{\beta} = Y(c)W\frac{I}{\mu} + H^THW)^{-1}H^T, \]

(7)

where \( H = [h(z_1), h(z_2), ..., h(z_N)] \).

Given a new test visual feature vector \( x \) and its estimated attributes \( o^{(a)} \) obtained as described in the previous subsection, we calculate a canonical feature vector as \( \hat{\theta}^{(a)} = P_y^{(a)} o^{(a)} \) and define a concatenated feature vector \( z = [x^T, \hat{\theta}^{(a)}]^T \). Then, by using the \( \hat{\beta} \) obtained in Eq. (7), the output vector \( o^{(c)} = [o_1^{(c)}, o_2^{(c)}, \ldots, o_C^{(c)}]^T \) is obtained as

\[ o^{(c)} = \hat{\beta}h(z). \]

(8)

The final classification result, i.e., the class label of \( x \), is obtained as

\[ \text{class} = \arg \max_c o^{(c)}. \]

(9)

As described in the previous subsection and this subsection, the proposed method estimates the class labels with their corresponding attributes. Since the attributes represent elements of the image and bridge the visual features and the class information, using this information is effective for improving the interpretability of image classification results. Furthermore, by using the canonical features obtained via CCA between the visual features and the attributes, the proposed method enables more accurate image classification than do methods using only visual features.

3. Experimental Conditions

In order to verify the effectiveness of the proposed method, we used Clothing Attributes Dataset\(^{36}\), which contains 1856 images and 26 labels. The ground truth was provided on image-level. The dataset was annotated by six persons. When all annotators did not agree on their annotations, they gave “Nan” for the label of the image. We used labels about “Category” as classes (seven classes) and others (25 labels) as attributes. The numbers of images for the classes are shown in Table 1, and the labels used as attributes are shown in Table 2. Note that we removed some images with “Nan Category” and obtained 1104 images from the dataset. Most of the attributes excluding the attributes shown in Table 3 have “Yes”/“No”/“Nan”. Thus, each attribute other than those listed in Table 3 has three dimensions whose elements are 1 or 0. For example, for “Black”, if an image has a black color, the image has “Yes Black”. If an image does not have a black color, the image has “No Black”. If an image is undecidable, the image has “Nan Black”. Therefore, the dataset had 77 attributes. Since interpretability may vary by individual users, it is difficult to determine uniquely. Therefore, in this experiment we use “Yes/No/Nan” in order to consider this point and flexibly deal with the case where it is difficult to determine attributes uniquely. We randomly selected 964 images for training images and 140 images for test images. As a validation dataset, we randomly selected ten images from the training images for each class.

In the proposed method, we used a pre-trained Inception-v3\(^{37}\) model based on ImageNet\(^2\). A CNN pre-trained by ImageNet is considered to be able to fully express the images used in this experiment. Moreover, since the proposed method performs both attribute estimation and image classification, it may cause overfitting and decrease of attribute estimation performance by fine-tuning the CNN based on only classes. Therefore, we used the pre-trained CNN as a feature extractor. We added a full-connected layer to the third pooling layer of Inception-v3. In this experiment, we determined parameters in such a way that the proposed method output the best classification performance for the validation dataset. The parameters in comparative methods were set in the same manner. We searched the optimal parameters in the ranges shown in Table 4. We evaluated the performance of the final class estimation in the proposed method by using F-measure, which is a harmonic mean of Recall and Precision used for image classification. For attribute estimation, we evaluated the performance of the proposed method by using evaluation indexes following the reference\(^{38}\). Specifically, Accuracy, Macro-P, Macro-R, Macro-F, Micro-F and Hamming loss, which are generally used for multi-label classification problems, were adopted in the experiment.

We used some comparative methods (CMs) in the experiment. CM1 uses features obtained by the concatenation of the visual features \( x \) and the estimated attributes \( o^{(a)} \). CM1 inputs \( \tilde{x} = [x^T, o^{(a)}]^T \) into the classifier. Although CM1 estimates attributes and performs image classification by using visual features and estimated attributes like the proposed method, CM1 does not use CCA before inputting the two sets of features into the classifier. CM2 uses only visual
The proposed method and the comparative methods were trained by using a personal computer (GPU) with Intel (R) Core (TM) i7-4790K CPU@4.00GHz with 512 Gbytes of RAM and GPU GeForce GTX 1080 Ti.

4. Performance Evaluation

Table 5 shows classification results obtained by using ground truth attributes (GT-Att); that is, the results of the third and second columns show the ideal and upper limits of the proposed method (PM) and CM1. It is assumed that the attribute estimation is performed completely. Specifically, “VF”, “VF and GT-Att” and “VF and canonical features” are equivalent to CM2, CM1 with ideal attribute estimation and PM with ideal attribute estimation, respectively. When the visual features and the canonical features obtained by using the ground truth attributes are given, F-measure can be improved by about 26% compared to that using only visual features. Thus, it is verified that the use of combination of visual features and attributes is effective.

Table 6 shows the final classification results of the proposed method and the comparative methods. The threshold value parameter was set to a value which provided the best performance for each method in the test phase. Since PM is superior to CM5 which is a conventional multi-task learning method of image classification, the use of the estimated attributes realizes more accurate image classification than non-use of the estimated attributes. Furthermore, since PM is superior to CM4, the proposed method is more effective than the method which simultaneously treats classes and attributes as the multi-label problem. Since PM is superior to CM2 and CM3, the combination use of visual features and the estimated attributes realizes more accurate image classification than that using only visual features or the estimated attributes. Therefore, the use of the estimated attributes improves the image classification performance. Moreover, Fig. 3 shows examples that are classified correctly by PM but incorrectly by CM1. Even if some attributes are incorrectly estimated, PM correctly classifies images but CM1 incorrectly clas-
sifies images. It is verified that applying CCA to visual features and the estimated attributes is effective for the following image classification.

Furthermore, by outputting estimated attributes, we can understand what information is considered in the intermediate layer of the CNN. Figure 4 shows examples that are classified correctly by PM but incorrectly by CM2. PM not only improves the image classification performance but also shows the estimated attributes. This means that PM realizes more accurate image classification than that by using only visual features and can also provide interpretability of the CNN. Furthermore, we conducted a subject experiment for measuring the interpretability of attributes estimated by PM and CM5. Seven subjects participated, and we showed 12 images with classification results and estimated attributes. Note that in order to prevent effects on classification results, we randomly selected images that were correctly or incorrectly classified by both PM and CM5. We asked for subjects which method had better interpretability. Note that we hid the information about which method was PM or CM5 when this experiment was conducted. The average of percentage of subjects who judge that PM is more interpretable than CM5 is 61.3%. Therefore, PM tends to be more effective than CM5.

This paragraph discusses confusion matrices of image classification results as shown in Fig. 5. The image classification results of CM3 and CM4 are worse than other methods. It is considered that since the performance of the attribute estimation is not enough, and CM3 classifies images based only on the estimated attributes, CM3 is directly influenced by the attribute estimation performance. CM4 that tackles a multi-label task with vector concatenation of classes and attributes is directly influenced by the class imbalance problem. Although the image classification performance of PM, CM1, CM2 and CM5 are similar, it can be confirmed that PM, CM1 and CM2 that use a classifier based on the reference\(^\text{13}\) are able to consider the class imbalance slightly compared to CM5.

This paragraph discusses the relationship between the results of final classification and those of attribute estimation. Figure 6 shows the results of the proposed method and comparative methods that were obtained by changing the threshold value (\(Th\)). The figure shows the relationships between the threshold value (\(Th\)) and the final classification performance. Since there is no threshold parameter in CM2 and CM4, the F-measures are constant. Figures 7 and 8 show the results of attribute estimation. Note that since the methods used for attribute estimation in PM, CM1 and CM3 are the same, the results of attribute estimation are the same. The F-measure of the image classification results changes drastically in Fig. 6 according to the threshold values. When the threshold value changes from 0.7 to 0.8, all of the results of attribute estimation and F-measure of image classification become worse. The image classification performance and the results of attribute estimation are related.

This paragraph discusses the results of attribute estimation. Figure 9 shows some of the attributes estimated to be given by PM with \(Th = 0.3\). Note that this figure shows examples of the estimation results for some attributes and classes. Attributes that are commonly given such as “No Floral” and “V-shapes” are estimated to be given commonly in every class. Class-specific attributes such as “No Collar” and “Necktie” are estimated differently for each class. The proposed method sets the same threshold value for all attributes. More accurate attribute estimation will be realized by adaptively setting the threshold values for each attribute, and more accurate image classification will also be realized.

The proposed method has some limitations.

- First, only a full-connected layer was added to the proposed method and only the added layer was fine-tuned for attribute estimation. Since pre-trained CNNs are trained on the basis of the class information, it is necessary to transform the intermediate layer’s features to features suitable for attribute estimation. Thus, the use of some hidden layers trained for attribute estimation will enable the performance to be enhanced.
- Second, since there is a large number of attributes, it is difficult to prepare a dataset with attributes that are sufficient for the explanation of objects. Thus, we need to introduce a method such as zero-shot learning\(^{13}\) or weakly supervised learning\(^{42}\) for attribute estimation in order to tackle that problem.
- Third, the proposed method might not use optimal pre-trained CNNs for the dataset. In references\(^{40}\) it was reported that pre-trained CNNs should be adaptively selected for application domains, and improvement of attribute estimation and image classification performance can be realized. The performance of the proposed method can be improved by constructing application-specific pre-trained CNNs.

Finally, we show our future works. As mentioned
Table 5 Classification results (F-measures) with the proposed classifier using visual features (VF) and ground truth attributes (GT-Att). “VF”, “VF and GT-Att” and “VF and canonical features projected GT-Att” are equivalent to CM2, CM1 with ideal attribute estimation and PM with ideal attribute estimation, respectively.

|                | VF           | VF and GT-Att | VF and canonical features projected GT-Att |
|----------------|--------------|---------------|------------------------------------------|
|                | (CM2)        | (Ideal of CM1)| (Ideal of PM)                            |
|                | 0.429        | 0.479         | 0.543                                    |

Table 6 Classification results (F-measures) of the proposed method (PM) and the comparative methods (CMs). A parameter of threshold value \((Th)\) was set to a value which provided the best performance for each method in the test phase.

|     | PM        | CM1       | CM2       | CM3       | CM4       | CM5       |
|-----|-----------|-----------|-----------|-----------|-----------|-----------|
|     | 0.486     | 0.461     | 0.429     | 0.274     | 0.257     | 0.471     |

(a) Sweater ✓ “No Black”, “No Cyan”, ...
✗ “No gray”, “No Placket”, ...

(b) Sweater ✓ “Black”, “No Necktie”, ...
✗ “Solid”, “Placket”, ...

(c) Shirt ✓ “No Necktie”, “Collar”, ...
✗ “No Stripe”, “Low Exposure”, ...

(d) Dress ✓ “No Collar”, “Female”, ...
✗ “No Solid”, “Placket”, ...

Fig. 3 Examples that are classified correctly by PM but incorrectly by CM1. ✓ is an estimated attribute correctly, and ✗ is an estimated attribute incorrectly. Some of the representative attributes estimated by the proposed method are shown.

above, we will introduce methods of feature transformation for attribute estimation such as constructing some hidden layers. There is room for improvement of attribute estimation performance. There is also room for improvement of image classification performance. There are various kinds of CCA such as Multiset CCA\(^{47}\), Discriminate Locality Preserving CCA\(^{48}\), Supervised Locality Preserving CCA\(^{49}\) and Supervised
Multi View CCA\textsuperscript{50}. We will introduce extended versions of the CCA for image classification. In this experiment, we used binarized attribute outputs for image classification in order to show the estimated attributes clearly. It is considered that the proposed method with binarized attribute outputs is the simplest for improvement of interpretability. However, it is not always necessary to use binarized attribute outputs for final image classification. Although the experimental results in this paper verify the improvement of both image classification performance and interpretability by using the binarized attribute outputs, further improvement of the proposed method is expected by using the continuous value outputs. Furthermore, we will use other kinds of images in order to confirm the generalization performance of the proposed method. Moreover, improvement of image classification and attribute estimation performance is expected by incorporating processing specific to a target dataset like the previous methods\textsuperscript{36,39,41} into the proposed method.

5. Conclusions

In this paper, we have proposed an interpretable image classification with attribute information. The proposed method estimates attributes in the intermediate layer and uses the estimated attributes for image classification. The main contribution of this paper is the attribute estimation in the intermediate layer, and we can provide interpretation of CNNs for humans. Furthermore, by using the estimated attributes, the proposed method realizes more accurate image classification than that by using only visual features.
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Fig. 5 Confusion matrices of image classification results. A parameter of threshold value \((\text{Th})\) was set to a value which provided the best performance for each method in the test phase.
Fig. 6  Relationship between threshold value ($Th$) and final classification performance (F-measure). The red broken line represents the ideal of PM, and the blue broken line represents the ideal of CM1. Since there is no threshold parameter in CM2 and CM4, the F-measures are constant. PM ideal, CM1 ideal and CM2 correspond to “VF and canonical features projected GT-Att”, “VF and GT-Att” and “VF” in Table. 5, respectively.

Fig. 7  Results (Accuracy, Macro-P, Macro-R, Macro-F and Micro-F) of attribute estimation by each threshold value ($Th$). Since the method used for attribute estimation in PM, CM1 and CM3 are the same, the results of attribute estimation are the same. Note that the higher the value is, the better is the performance.
Fig. 8  Results (Hamming loss) of attribute estimation by each threshold value. Since the method used for attribute estimation in PM, CM1 and CM3 are the same, the results of attribute estimation are the same. Note that the lower the value is, the better is the performance.

Fig. 9  Some attributes estimated by PM with $Th = 0.3$. Results of estimation of representative attributes. White blocks are attributes estimated to be given and black blocks are attributes estimated not to be given.