Partial multi-label learning (PML), which tackles the problem of learning multi-label prediction models from instances with overcomplete noisy annotations, has recently started gaining attention from the research community. In this paper, we propose a novel adversarial learning model, PML-GAN, under a generalized encoder-decoder framework for partial multi-label learning. The PML-GAN model uses a disambiguation network to identify noisy labels and uses a multi-label prediction network to map the training instances to the disambiguated label vectors, while deploying a generative adversarial network as an inverse mapping from label vectors to data samples in the input feature space. The learning of the overall model corresponds to a minimax adversarial game, which enhances the correspondence of input features with the output labels. Extensive experiments are conducted on multiple datasets, while the proposed model demonstrates the state-of-the-art performance for partial multi-label learning.

1 Introduction

In partial multi-label learning (PML), each training instance is assigned multiple candidate labels which are only partially relevant; that is, some assigned labels are irrelevant noise. As it is typically difficult and costly to precisely annotate instances for multi-label data [16], the task of PML naturally arises in many real-world scenarios with crowdsource annotations. Figure 1 presents an example of training images for object recognition under the PML setting, where the union of candidate labels provided by crowdsource annotators is overcomplete and contains both ground truth labels (in black color) and irrelevant noise labels (in red color). The goal of PML is to learn a good multi-label prediction model from a training set whose annotations contain irrelevant noise beyond the ground truth labels. Although the capacity of handling partial labels can significantly reduce the annotation cost, the task of PML is much more challenging than standard multi-label learning.

An intuitive strategy of PML is to treat all candidate labels as relevant ground truth, thus any off-the-shelf multi-label classification methods can be adapted to induce an expected multi-label predictor [21]. This strategy, though simple, cannot work well since taking the noisy labels as part of the true labels will mislead the multi-label training and induce inferior prediction models. The pioneering work of PML in [16] assumes that each candidate label has a confidence score of being a ground truth label, and learns the confidence scores and classifier in an alternative manner by minimizing a confidence weighted ranking loss between the candidate and non-candidate labels. Although this work yields some reasonable results, the estimation of label confidence scores is error-prone, especially when noisy labels dominate, which can seriously impair the classifier’s performance. Another recent work in [4] also exploits label confidence values of candidate labels for PML. It estimates the confidence values using iterative label propagation and chooses the candidate labels with high confidence values as credible labels, which are then used to induce a multi-label predictive model. This work however suffers from the cumulative errors induced in propagation, which can impact the estimation of the credible labels and consequently impair the predictive model.
In this paper, we propose a novel adversarial learning model, PML-GAN, under a generalized encoder-decoder framework to tackle the partial multi-label learning problem. The PML-GAN model comprises four component networks: a disambiguation network that predicts the probability of each candidate label being an additive noise for a training instance; a prediction network that predicts the disambiguated true labels of each instance from its input features; a generation network that generates samples in the feature space given latent vectors in the label space; and a discrimination network that separates the generated samples from the real data. The prediction network and disambiguation network together form an encoder that maps data samples in the input feature space to the disambiguated label vectors, while the generation network and discrimination network forms a generative adversarial network (GAN) [5] as an inverse decoding mapping from vectors in the multi-label space to samples in the input feature space. The learning of the overall model corresponds to a minimax adversarial game, which enhances the correspondence of input features with the output labels, and consequently boosts multi-label prediction performance. To the best of our knowledge, this is the first work that exploits GANs for PML. We conduct extensive experiments on multi-label datasets under partial multi-label learning setting. The empirical results show the proposed PML-GAN yields the state-of-the-art PML performance.

2 Related Work

Multi-label learning is a prevalent classification problem in many real world domains, where each instance can be assigned into multiple classes simultaneously. Many multi-label learning methods developed in the literature exploit label correlations at different degrees to produce multi-label classifiers [21], including the first order methods [18], second order methods [10], and high-order methods [1]. Nevertheless, standard multi-label learning methods all assume each training instance is annotated with a complete set of ground truth labels, which can be impractical in many domains, where the annotations are obtained through crowdsourcing. With the union of annotations produced by multiple noisy labelers under the crowdsourcing setting, the partial multi-label learning (PML) problem arises naturally in real world scenarios, where the set of labels assigned to each training instance not only contain the ground truth labels, but also some additional irrelevant labels.

PML is more challenging than standard multi-label learning. The pioneering work on PML in [16] proposes two methods, PML-FP and PML-LC, to estimate the label confidence values and optimize the relevance ordering of labels on each training instance by exploring the structural information in both feature and label spaces. However, due to the inherent property of alternative optimization, in these methods, the estimation error of labeling confidence values can negatively impact the coupled multi-label predictor. The work in [12] denoises the observed label matrix based on low-rank and sparse matrix decomposition. In another recent work [4], the authors propose to address PML problem using a two-stage strategy. It first estimates the label confidence value of each candidate label with iterative label propagation, and then performs multi-label learning over selected credible labels based on the confidence values by using pairwise label ranking (PARTICLE-VLS) or maximum a posteriori reasoning (PARTICLE-MAP). However, their estimation of credible labels can be impaired by the cumulative error induced in the propagation process, which can consequently degrade the multi-label learning performance, especially when there are many noisy labels.

Studies on weak learning and partial label learning have some connections with PML, but address different problems. Weak label learning tackles the problem of multi-label learning with incomplete
labels [13,15], where some ground truth labels are missed out from the annotations. Partial label learning (PLL) tackles multi-class classification under the setting where for each training instance there is one ground-truth label among the given candidate label set [8,11,19,17,2]. PLL methods however cannot be directly applied on the more challenging PML problems, as under PML one has unknown numbers of ground truth labels among the candidate label set for each training instance.

Generative adversarial networks (GANs) [5], which perform minimax adversarial training over a generation network and a discrimination network, are one of the most popular generative models since its introduction. During the past years, a vast range of GAN-based adversarial learning methods have been developed to address different tasks, including semi-supervised learning [8,9], unsupervised learning [6], and learning with noisy labels [14]. The proposed work in this paper however is the first one that exploits GAN models for PML.

3 Proposed Approach

In this section, we present the proposed adversarial partial multi-label learning model, PML-GAN, under the following setting. Assume we have a training set \( S = (X,Y) = \{(x_i, y_i)\}_{i=1}^N \), where \( x_i \in \mathbb{R}^d \) denotes the input feature vector for the \( i \)-th instance, and \( y_i \in \{0,1\}^L \) is the corresponding annotated label indicator vector. The multiple 1 values in each \( y_i \) indicate either the ground truth labels or the additional mis-annotated labels. We aim to learn a good multi-label prediction model from this partially labeled training set.

The proposed PML-GAN model is illustrated in Figure 2, which comprises four component networks, disambiguation network \( \tilde{D} \), prediction network \( F \), generation network \( G \) and discrimination network \( D \). The four components coordinate with and enhance each other under an encoder-decoder learning framework, which form inverse mappings between the instance vectors in the input feature space and the label vectors in the output class label space. Below we present these model components, the learning objective and training algorithm in details.

3.1 Prediction with Disambiguated Labels

Comparing to standard multi-label learning, the main difficulty of PML is that the annotated labels \( \{y_i\} \) in the training data contain additive noisy labels. The main challenge lies in identifying the ground truth labels \( z_i^* \) from each annotated candidate label vectors \( y_i \); that is dropping the additional 1s from each candidate label vector \( y_i \). We propose to tackle this challenge by using a disambiguation network \( \tilde{D} : \Omega_x \rightarrow \Omega_\Delta \) (\( \Omega \) denotes the corresponding domain space), which predicts the irrelevant labels for a given instance. Hence the true label vector \( z_i^* \) can be recovered as \( z_i^* = \text{ReLU}(y_i - \Delta_i) \), where \( \text{ReLU}(\cdot) = \max(\cdot, 0) \) denotes the commonly used rectified linear unit activation function for deep neural networks. Then we can learn a prediction network \( F : \Omega_x \rightarrow \Omega_z \), i.e., a multi-label classifier, to predict the disambiguated ground truth labels for each instance.

Although the label indicator vectors in the training data are provided as discrete values, it is difficult for either the disambiguation network or the prediction network to directly produce discrete output values. Instead, by using a sigmoid activation function on the last layer of each network, \( \tilde{D}(x) \) and \( F(x) \) can predict the probability of each class label being the additive irrelevant label and the ground truth label respectively. With the disambiguation network and prediction network, we can perform partial multi-label learning by minimizing the classification loss on training data \( S \):

\[
\min_{F,\tilde{D}} \mathcal{L}_c(X,Y;F,\tilde{D}) = \sum_{(x_i,y_i) \sim S} \ell_c(F(x_i),z_i) \quad (1)
\]

s.t. \( z_i = \text{ReLU}(y_i - \Delta_i), \quad \Delta_i = \tilde{D}(x_i), \quad \forall (x_i,y_i) \sim S \)

where \( z_i \) denotes the disambiguated label confidence vector with continuous values in \([0,1]\), which can be viewed as a relaxation of a true label indicator vector, while \( \ell_c(\cdot,\cdot) \) denotes the cross-entropy loss between the predicted probability of each label and its confidence of being a ground-truth label.

3.2 Inverse Mapping with GANs

The prediction network and disambiguation network together form an encoder that maps data samples in the input feature space to the disambiguated label vectors. To enhance the label disambiguation
We perform training using a minibatch based stochastic gradient descent algorithm. In each iteration, we update the generator function with

\[ \min G \max D \mathcal{L}_{adv}(G, D, S) = \mathbb{E}_{x_i \sim S} [\log D(x_i)] + \mathbb{E}_{z \sim P(z)} [\log (1 - D(G(z)))] \] (2)

where the discriminator \( D \) tries to maximally distinguish the generated samples \( G(z) \) from the real data samples in \( S \), and the generator \( G \) tries to generate samples that are similar to the real data as much as possible such that the discriminator cannot tell the difference.

In theory, the samples generated by the adversarially trained generator \( G \) can have an identical distribution with the real data \( S \) [5]. But this does not guarantee the generated samples can match the real training samples. To ensure the generator \( G \) can provide an inverse mapping function relative to the predictor \( F \), we further propose to decode the disambiguated training label vectors into the training samples \( S \) with \( G \) by deploying a generation loss:

\[ \mathcal{L}_g(G, S) = \sum_{(x_i, y_i) \sim S} \ell_g(G(z_i), x_i), \quad \text{where } z_i = \text{ReLU}(y_i - \hat{D}(x_i)) \] (3)

where \( \ell_g(\cdot, \cdot) \) measures the generation loss on each training instance and can be a least squares function. This generation loss can enhance the label disambiguation and improve multi-label learning.

### 3.3 Learning with PML-GANs

By integrating the classification loss in Eq. (1), the adversarial loss in Eq. (2), and the generation loss in Eq. (3) together, we obtain the following minimax optimization problem for the proposed PML-GAN model:

\[ \min_{G, D, F} \max_{D} \mathbb{E}_{(x_i, y_i) \sim S} \left( \ell_c(F(x_i), z_i) + \ell_g(G(z_i), x_i) \right) + \beta \left( \mathbb{E}_{x_i \sim S} [\log D(x_i)] + \mathbb{E}_{z \sim P(z)} [\log (1 - D(G(z)))] \right) \] (4)

where \( \beta \) is a trade-off hyperparameter that control the relative importance of the generation loss and adversarial loss respectively; the objective function can be denoted as \( \mathcal{L}(G, D, F, D) \). The learning of the overall model corresponds to a minimax adversarial game, which enhances the correspondence of input features with the output labels in an inverse encoder-decoder manner, and consequently boosts multi-label prediction performance.

We perform training using a minibatch based stochastic gradient descent algorithm. In each iteration of the training, minimization over \( G, D, F \) and maximization over \( D \) are conducted alternatively. The overall training algorithm is presented in Algorithm 1.

### 4 Theoretical Results

In the proposed PML-GAN model, given the generator \( G \), the discriminator \( D \) is conditionally independent from the predictor \( F \) and disambiguator \( \hat{D} \). Between \( G, F \) and \( \hat{D} \), \( G \) and \( F \) are conditionally independent from each other given \( \hat{D} \). Their independence relationship can be illustrated using the undirected dependence graph in Figure 3. Based on these conditional independence relationships, we have the following optimality results.
Algorithm 1 Minibatch stochastic gradient descent training of PML-GAN

Input: training set \( S \); trade-off parameter \( \beta \); \( k \)-- # of update steps for the discriminator.

for number of training iterations do
    Sample a minibatch of \( m \) samples \( \{(x_1, y_1), \ldots , (x_m, y_m)\} \) from training set \( S \).
    Sample \( n \) label vectors \( \{\hat{z}_1, \ldots , \hat{z}_n\} \) from a prior \( P(\hat{z}) \).
    Update the network parameters of \( G, \tilde{D}, F \) by descending with their stochastic gradients:

\[
\nabla_{\Theta_{G,\tilde{D},F}} \left\{ \frac{1}{m} \sum_{i=1}^{m} \beta [\log(1 - \tilde{D}(G(\hat{z}_i))) + \frac{1}{n} \sum_{i=1}^{n} \ell_{\tilde{c}}(F(x_i), \text{ReLU}(y_i - \tilde{D}(x_i))) + \ell_{\tilde{g}}(G(\text{ReLU}(y_i - \tilde{D}(x_i))), x_i) \right\}
\]

for \( r=1:k \) do
    Sample \( n \) label vectors \( \{\hat{z}_1, \ldots , \hat{z}_n\} \) from a prior \( P(\hat{z}) \).
    Update the parameters of the discrimination network by ascending with its stochastic gradient:

\[
\nabla_{\Theta_D} \beta \left[ \frac{1}{m} \sum_{i=1}^{m} \log D(x_i) + \frac{1}{n} \sum_{i=1}^{n} \log(1 - D(G(\hat{z}_i))) \right]
\]

end for

end for

Proposition 1. For any \( G, \tilde{D}, F \), the optimal discriminator \( D \) is given by

\[
D^*_{G,\tilde{D},F}(x) = D^*_G(x) = \frac{p_S(x)}{p_S(x) + p_g(x)}
\]

where \( p_S(\cdot) \) and \( p_g(\cdot) \) denote the probability distributions of real and generated data respectively.

Proof. Due to the conditional independence relationship between \( D \) and \( \{F, \tilde{D}\} \), the optimal discriminator \( D \) only depends on the generator \( G \). Given fixed \( G \), the optimal discriminator can be derived in the same way as in the standard GAN model \([5]\) Proposition 1.

Proposition 2. Assume the model has sufficient capacity. Let \( C(G, \tilde{D}, F) = \max_D L(G, \tilde{D}, F, D) \). Given fixed \( \tilde{D} \), the minimum of \( C(G, \tilde{D}, F) \) is lower bounded by \( \mathbb{E}_{(x_i, y_i) \sim S} H(\text{ReLU}(y_i - \tilde{D}(x_i))) - \beta \log 4 \), which can be achieved when \( F(x_i) = \text{ReLU}(y_i - \tilde{D}(x_i)) \), \( G(F(x_i)) = x_i \), and \( p_g = p_S \).

Here \( H(\cdot) \) denotes an entropy function. Proof is provided in Appendix. This proposition suggests that \( F \) and \( G \) should be inverse mapping functions for each other in the ideal optimal case.

5 Experiments

5.1 Experimental Setting

Datasets. We conducted experiments on twelve multi-label classification datasets. Three of them have existing partial multi-label learning settings (mirflickr, music_style and music_emotion \([4]\)). For each of the other nine datasets \([21]\), we transformed it into a PML dataset by randomly adding irrelevant labels into the candidate label set of each training instance. By adding different numbers of irrelevant labels, for each dataset we can create multiple PML variants with different average numbers of candidate labels. Following the setting of \([16]\), we also filtered out the rare labels and kept at most 15 classes in each dataset. The detailed characteristics of the processed datasets are given in Table \([1]\).

Comparison Methods. We compared our proposed method with four state-of-the-art PML methods and one baseline method. We adopted a simple but effective multi-label learning method, ML-KNN \([20]\), as a baseline method, which performs PML by treating all the candidate labels as ground-truth labels. Then we used four recently developed PML methods for comparison, including the PML-LC and PML-FP methods from \([16]\) and the PARTICLE-VLS and PARTICLE-MAP methods from \([4]\). Implementation. The proposed PML-GAN model has four component networks, all of them are designed as multilayer perceptrons with Leaky ReLu activation for the middle layers. The disambiguator, predictor, and discriminator are all three-layer networks with sigmoid activation.
Table 1: Information of the 14 experimental data sets. The number of instances, features and classes are recorded. The “avg.#CLs” column lists the average number of candidate labels in each PML set.

| Dataset       | #Inst. | #Feats | #Classes | avg.#CLs | Dataset       | #Inst. | #Feats | #Classes | avg.#CLs |
|---------------|--------|--------|----------|----------|---------------|--------|--------|----------|----------|
| music_emotion | 6833   | 98     | 11       | 5.29     | music_style   | 6839   | 98     | 10       | 6.04     |
| mirflickr     | 10433  | 100    | 7        | 3.35     | image         | 2000   | 294    | 5        | 2,3,4     |
| scene         | 2407   | 294    | 6        | 3,4,5    | yeast         | 2417   | 103    | 14       | 9,10,11,12 |
| enron         | 1702   | 1001   | 15       | 8,9,10,11,12,13 | corel5k   | 5000   | 499    | 15       | 8,9,10,11,12,13 |
| eurlex_sm     | 8636   | 100    | 15       | 8,9,10,11,12,13 | eurlex_sm  | 12679  | 100    | 15       | 8,9,10,11,12,13 |
| delicious     | 14000  | 500    | 15       | 8,9,10,11,12,13 | tmc2007   | 28596  | 49060  | 15       | 8,9,10,11,12,13 |

in the output layer, while the generator is a five layer network with Tanh activation in the output layer. Batch normalization is also deployed in the middle three layers of the generation network. We used the Adam optimizer in our implementation. The mini-batch size, m, is set to 32. The hyperparameters k (the number of steps for discriminator update) and n (the number of label vectors sampled) in Algorithm 1 are set to 1 and $2^{10}$ respectively. The hyperparameter $\beta$ is chosen from $\{0.001, 0.01, 0.1, 1, 10\}$ based on the classification loss value $L_c$ in the training objective function; that is, the $\beta$ value that leads to the smallest training $L_c$ loss will be chosen.

5.2 Comparison Results

We compared the proposed PML-GAN method with the five comparison methods on the twelve datasets. For each dataset, we randomly select 80% of the data for training and use the remaining 20% for testing. We repeat each experiment 10 times with different random partitions of the datasets. The comparison test results in terms of four commonly used evaluation metrics (Hamming loss, ranking loss, average precision, and macro-averaging AUC) are reported in Table 2. The results are the means and standard deviations over the 10 repeated runs. We can see that the methods specially developed for PML problems all outperform the baseline multi-label classifier, ML-KNN, in most cases. But it is difficult to beat the baseline competitor on all the datasets with different evaluation metrics. Among the total 48 cases over 12 datasets and 4 evaluation metrics, PARTICLE-VLS, PARTICLE-MAP, PML-LC and PML-FP outperform ML-KNN in 35, 39, 31 and 33 cases respectively. By contrast, the proposed PML-GAN method outperforms ML-KNN consistently across all the 48 cases with remarkably performance gains. Even comparing with all the other four PML methods, PML-GAN produced the best results in 45 out of the total 48 cases. Moreover, the performance gains yield by PML-GAN over all the other methods are quite notable in many cases. For example, in terms of average precision, PML-GAN outperforms the best alternative comparison method by 5.7%, 4.2%, 3.3%, 4.9% and 3.0% on image, scene, enron, corel5k and eurlex_sm respectively. These results clearly demonstrate the effectiveness of the proposed PML-GAN model.

The results reported above are produced on each dataset with a selected average number of candidate labels. As shown in Table 1, we have multiple PML variants with different numbers of candidate labels for each of nine datasets in the list (except music_emotion, music_style, and mirflickr). In total this provides us 49 PML datasets. We hence also conducted experiments on each of these 49 variant datasets, by comparing the proposed PML-GAN with each of the other methods in terms of the 4 evaluation metrics. In total there are 196 comparison cases for each pair of methods. For the comparison of “PML-GAN vs other method” in each case, we conducted pairwise t-test at significance level of 0.05. The win/tie/loss counts in all cases are reported in Table 3. We can see that overall the proposed PML-GAN significantly outperforms PARTICLE-VLS, PARTICLE-MAP, PML-LC, PML-FP; and ML-KNN in 80.1%, 78.6%, 81.1%, 81.6%, and 91.3% of the cases respectively. This again validates the efficacy of the proposed method.

Impact of Irrelevant Labels  To demonstrate how would the number of irrelevant labels affect the performance of PML methods, we plotted the experimental results on the corel5k dataset with different average numbers of candidate labels in Figure 4. We can see with the increase of the number of irrelevant labels, consequently the average number of candidate labels, the performance of each method in general degrades. Nevertheless, the proposed PML-GAN consistently outperforms all the other methods. Moreover, in terms of Hamming loss, the performance of PML-GAN actually is quite stable with the increase of the noisy labels. This validates the effectiveness of PML-GAN in noisy label disambiguation.
5.3 Ablation Study

As shown in Eq. 4, the objective of PML-GAN contains three parts: classification loss, generation loss and adversarial loss. The generation loss and adversarial loss are integrated to assist the predictor training. To investigate and validate the contribution of the generation loss and adversarial loss, we conducted an ablation study by comparing PML-GAN with three of its ablation variants: (1) CLS-GEN, which drops the adversarial loss; (2) CLS-GAN, which drops the generation loss; and (3) CLS-ML, which only uses the classification loss by dropping both the adversarial loss and generation loss. The comparison results are reported in Table 3. We can see that comparing to the full model, all three variants produced inferior results in general. Among the three variants, both CLS-GEN and CLS-GAN outperform CLS-ML in most cases. This suggests that both generation loss and adversarial loss are critical terms for the proposed model. Moreover, even the baseline variant CLS-ML still...
produces some reasonable PML results. This suggests the integration of our proposed prediction network and disambiguation network is also effective.

6 Conclusion

In this paper, we proposed a novel adversarial model for partial multi-label learning. The proposed model comprises four component networks, which form an encoder-decoder framework to improve noisy label disambiguation and boost multi-label learning performance. The training problem forms a minimax adversarial optimization, which is solved using an alternative min-max procedure with minibatch-based stochastic gradient descent. We conducted extensive experiments on multiple PML datasets. The results show that the proposed model outperforms all the comparison methods and achieves the state-of-the-art PML performance.
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7 Appendix

7.1 Proof of Proposition 2

**Proposition 2.** Assume the model has sufficient capacity. Let \( C(G, \bar{D}, F) = \max_D \mathcal{L}(G, \bar{D}, F, D) \). Given fixed \( \bar{D} \), the minimum of \( C(G, \bar{D}, F) \) is lower bounded by \( E_{(x, y_i) \sim S} H(\text{ReLU}(y_i - \bar{D}(x_i))) - \beta \log 4 \), which can be achieved when \( F(x_i) = \text{ReLU}(y_i - \bar{D}(x_i)) \), \( G(F(x_i)) = x_i \), and \( p_g = p_S \).

**Proof.** As shown in section 3.3, \( \mathcal{L}(G, \bar{D}, F, D) \) denotes the objective function of PML-GAN. Based on the solution for optimal discriminator \( D \) in Proposition 1, we have:

\[
C(G, \bar{D}, F) = \max_D \mathcal{L}(G, \bar{D}, F, D)
\]

\[
= \left\{ \begin{array}{l}
E_{(x, y_i) \sim S} \left( \ell_c(F(x_i), \text{ReLU}(y_i - \bar{D}(x_i))) + \\
\ell_g(G(\text{ReLU}(y_i - \bar{D}(x_i))), x_i) \right) \\
\beta \left( \mathbb{E}_{x \sim p_g} [\log D(x)] + \mathbb{E}_{x \sim p_{\bar{D}}(x)} [\log (1 - D(x))] \right) \\
\mathbb{E}_{(x, y_i) \sim S} \left( \ell_c(F(x_i), \text{ReLU}(y_i - \bar{D}(x_i))) + \\
\ell_g(G(\text{ReLU}(y_i - \bar{D}(x_i))), x_i) \right) + \\
\beta \left( \mathbb{E}_{x \sim p_g} [\log D(x)] + \mathbb{E}_{x \sim p_{\bar{D}}(x)} [\log (1 - D(x))] \right) \\
\mathbb{E}_{(x, y_i) \sim S} \left( \ell_c(F(x_i), \text{ReLU}(y_i - \bar{D}(x_i))) + \\
\ell_g(G(\text{ReLU}(y_i - \bar{D}(x_i))), x_i) \right) + \\
\beta \left( \mathbb{E}_{x \sim p_g} [\log D(x)] + \mathbb{E}_{x \sim p_{\bar{D}}(x)} [\log (1 - D(x))] \right) \end{array} \right.
\]

Note given fixed \( \bar{D}, F \) is conditionally independent from \( G \) and \( D \). Hence the minimization of \( C(G, \bar{D}, F) \) over \( F \) can be independently conducted from the minimization over \( G \).

Let \( z_i = \text{ReLU}(y_i - \bar{D}(x_i)) \). With the cross-entropy loss function \( \ell_c(\cdot, \cdot) \) we have:

\[
\min_F C(G, \bar{D}, F) \equiv \min_F \mathbb{E}_{(x, y_i) \sim S} \ell_c(F(x_i), \text{ReLU}(y_i - \bar{D}(x_i)))
\]

\[
\equiv \min_F \mathbb{E}_{(x, y_i) \sim S} \left[ -z_i \tilde{z}_i \log \frac{F(x_i)}{1 - z_i} \log (1 - F(x_i)) \right]
\]

\[
\equiv \min_F \mathbb{E}_{(x, y_i) \sim S} H(z_i) + \text{KL}(z_i \parallel F(x_i))
\]

\[
\geq \mathbb{E}_{(x_i, y_i) \sim S} H(z_i)
\]

where \( H(\cdot) \) denotes the entropy over a binomial distribution vector and \( \text{KL}(\cdot) \) denotes the KL-divergence between two sets of binomial distributions. Assume sufficient capacity for \( F \), the minimum can be reached when the predictor obtains the same distributions as the \( z_i \); that is

\[
F^*(x_i) = z_i = \text{ReLU}(y_i - \bar{D}(x_i)), \quad \forall (x_i, y_i) \in S
\]

Next let’s consider the minimization problem over \( G \). Note \( G \) is involved in both the generation loss and adversarial loss. If we could find solutions that lead to minimals in both losses separately, we can guarantee a minimal in the united loss. The adversarial loss part in \( C(G, \bar{D}, F) \) can be rewritten as

\[
\beta \mathcal{L}_{adv} = \beta \left( \mathbb{E}_{x \sim p_g} \left[ \log \frac{p_S(x)}{p_S(x) + p_g(x)} \right] + \mathbb{E}_{x \sim p_{\bar{D}}} \left[ \log \frac{p_g(x)}{p_S(x) + p_g(x)} \right] \right)
\]

\[
= \beta \left( \text{KL}(p_S, \frac{p_S + p_g}{2}) - \log 2 + \text{KL}(p_g, \frac{p_S + p_g}{2}) - \log 2 \right)
\]

\[
= \beta \left( \text{KL}(p_S, \frac{p_S + p_g}{2}) + \text{KL}(p_g, \frac{p_S + p_g}{2}) - \log 4 \right)
\]

\[
\geq -\beta \log 4
\]
where the minimal can be achieved when $p_S = p_g$ which leads to zeros as the KL-divergence values. The generation loss part (with least squares loss function) in $C(G, \tilde{D}, F)$ can be rewritten as
\[
\mathbb{E}_{(x_i, y_i) \sim S} \left( \left\| G(\text{ReLU}(y_i - \tilde{D}(x_i))) - x_i \right\|^2 \right)
\]
where the minimal 0 can only be achieved when
\[
G(\text{ReLU}(y_i - \tilde{D}(x_i))) = x_i, \quad \forall (x_i, y_i) \in S
\]
It is obvious the optimal condition above can be satisfied simultaneously together with the condition $p_g = p_S$. Hence the proposition is proved.

7.2 Network Structure of the PML-GAN Model

The proposed PML-GAN model has four component networks, all of them are designed as multilayer perceptrons with LeakyReLu activation function for the middle layers. The disambiguator, predictor, and discriminator are all three-layer networks with sigmoid activation in the output layer, while the generator is a five layer network with Tanh activation in the output layer. Batch normalization is also deployed in the middle three layers of the generation network. The detailed input and output setup information for each layer of the networks is given in Table 5.

Table 5: The network architecture of PML-GAN. BN: Batch normalization; LReLU: Leaky rectified unit; Act.: Activation function; dim: Feature dimension of training samples $x$; class num: the number of class labels.

| Generator $G$ | Discriminator $D$ | Predictor $F$ |
|--------------|-------------------|---------------|
| **Input** | **Output** | **BN** | **Act.** | **Input** | **Output** | **Act.** | **Input** | **Output** | **Act.** |
| $x$ | 512 | $\times$ | LReLU | data | 512 | LReLU |
| 512 | 1024 | $\checkmark$ | LReLU | 512 | 256 | LReLU |
| 1024 | 256 | $\checkmark$ | LReLU | 256 | 1 | Sigmoid |
| 256 | 128 | $\checkmark$ | LReLU | 256 | class num | Sigmoid |
| 128 | dim | $\times$ | Tanh | 256 | class num | Sigmoid |
| Disambiguator $\tilde{D}$ | | | | | | |
| $x$ | 512 | $\checkmark$ | LReLU | $x$ | 512 | LReLU |
| 512 | 256 | $\checkmark$ | LReLU | 512 | 256 | LReLU |
| 256 | class num | $\checkmark$ | Sigmoid | 256 | class num | Sigmoid |

7.3 Additional Experimental Results

Additional experimental results in more evaluation metrics

For the comparison results, we evaluated the test performance using six commonly used metrics from [21]. Due to space limitation, we reported the results in terms of four metrics, the results in terms of the remaining two metrics, one error and coverage, are reported in Table 6. We can see that our proposed PML-GAN again produced the best results in majority cases.

In Table 7 we reported the ablation study results in terms of coverage and one error. The relative comparison performance is quite similar to the results reported in the paper. It suggests the component networks in our model are necessary and useful.

Parameter Sensitivity Analysis

We also conducted experiments on the eurlex.dc data set to study the impact of the trade-off hyperparameter $\beta$ on the performance of PML-GAN. We repeated the experiments in the same setting as before with different $\beta$ values from the range $\{0.001, 0.01, 0.1, 1, 10\}$. Note a larger $\beta$ provides larger weight to the adversarial loss.

Figure 5 reports the average test results over 10 runs for different $\beta$ values. We can see when $\beta$ is very small, the performance is poor. With the increase of $\beta$, the performance improves. This suggests the adversarial loss is important. When $\beta = 1$ the best result is obtained. When $\beta$ is too large, performance degrades as the adversarial loss dominates. This makes sense since the adversarial loss is expected to help the classification model, rather than dominating the learning.
Table 6: Comparison results for PML-GAN and the other methods in terms of two additional metrics: coverage and one error. The best results are in bold font.

| Data set       | avg.#C.Ls | PML-GAN  | PARTICLE-VLS | PARTICLE-MAP | PML-LC | PML-FP | ML-KNN |
|----------------|-----------|----------|--------------|--------------|--------|--------|--------|
| music_emotion | 5.09      | 0.399    | 0.213        | 0.281        | 0.281  | 0.281  | 0.281  |
| music_style   | 6.04      | 0.200    | 0.213        | 0.281        | 0.281  | 0.281  | 0.281  |
| mirflickr     | 3.35      | 0.213    | 0.281        | 0.281        | 0.281  | 0.281  | 0.281  |
| image         | 3         | 0.196    | 0.213        | 0.281        | 0.281  | 0.281  | 0.281  |
| scene         | 4         | 0.121    | 0.213        | 0.281        | 0.281  | 0.281  | 0.281  |
| yeast         | 10        | 0.379    | 0.213        | 0.281        | 0.281  | 0.281  | 0.281  |
| enron         | .379       | .389    | .366        | .246        | .246   | .246   | .246   |
| core5k        | .389       | .366    | .246        | .246        | .246   | .246   | .246   |
| eurlex_dc     | .066       | .214    | .366        | .246        | .246   | .246   | .246   |
| eurlex_sm     | .214       | .366    | .246        | .246        | .246   | .246   | .246   |
| delicious     | .555       | .555    | .555        | .555        | .555   | .555   | .555   |
| tmc2007       | .184       | .196    | .213        | .281        | .281   | .281   | .281   |

One error (the smaller, the better)

| Data set       | avg.#C.Ls | PML-GAN  | PARTICLE-VLS | PARTICLE-MAP | PML-LC | PML-FP | ML-KNN |
|----------------|-----------|----------|--------------|--------------|--------|--------|--------|
| music_emotion | 5.09      | 0.392    | 0.392        | 0.392        | 0.392  | 0.392  | 0.392  |
| music_style   | 6.04      | 0.339    | 0.339        | 0.339        | 0.339  | 0.339  | 0.339  |
| mirflickr     | 3.35      | 0.302    | 0.302        | 0.302        | 0.302  | 0.302  | 0.302  |
| image         | 3         | 0.165    | 0.165        | 0.165        | 0.165  | 0.165  | 0.165  |
| scene         | 4         | 0.318    | 0.318        | 0.318        | 0.318  | 0.318  | 0.318  |
| yeast         | 10        | 0.230    | 0.230        | 0.230        | 0.230  | 0.230  | 0.230  |
| enron         | .282       | .687    | .323        | .534        | .534   | .534   | .534   |
| core5k        | .389       | .323    | .534        | .534        | .534   | .534   | .534   |
| eurlex_dc     | .066       | .214    | .366        | .246        | .246   | .246   | .246   |
| eurlex_sm     | .214       | .366    | .246        | .246        | .246   | .246   | .246   |
| delicious     | .555       | .555    | .555        | .555        | .555   | .555   | .555   |
| tmc2007       | .184       | .196    | .213        | .281        | .281   | .281   | .281   |

Table 7: Comparison of PML-GAN with its ablation variants. The best results are in bold font.

| Data set       | PML-GAN  | P-GEN   | P-GEN   | P-MLABEL | P-MLABEL | PML-GAN  | P-GEN   | P-GEN   | P-MLABEL |
|----------------|----------|---------|---------|----------|----------|----------|---------|---------|----------|
| music_emotion | 0.399    | 0.418   | 0.411   | 0.420    | 0.420    | 0.452    | 0.485   | 0.489   | 0.509    |
| music_style   | 0.200    | 0.203   | 0.208   | 0.210    | 0.210    | 0.339    | 0.346   | 0.353   | 0.351    |
| mirflickr     | 0.213    | 0.214   | 0.213   | 0.215    | 0.215    | 0.302    | 0.303   | 0.302   | 0.304    |
| image         | 0.196    | 0.201   | 0.198   | 0.207    | 0.207    | 0.332    | 0.333   | 0.333   | 0.357    |
| scene         | 0.121    | 0.122   | 0.122   | 0.123    | 0.123    | 0.318    | 0.331   | 0.346   | 0.336    |
| yeast         | 0.492    | 0.501   | 0.495   | 0.498    | 0.498    | 0.620    | 0.253   | 0.259   | 0.253    |
| enron         | 0.379    | 0.366   | 0.426   | 0.422    | 0.422    | 0.570    | 0.292   | 0.350   | 0.352    |
| core5k        | 0.389    | 0.396   | 0.400   | 0.422    | 0.422    | 0.573    | 0.705   | 0.697   | 0.710    |
| eurlex_dc     | 0.086    | 0.110   | 0.115   | 0.236    | 0.236    | 0.323    | 0.358   | 0.387   | 0.367    |
| eurlex_sm     | 0.214    | 0.239   | 0.237   | 0.239    | 0.239    | 0.302    | 0.331   | 0.333   | 0.337    |
| delicious     | 0.555    | 0.562   | 0.568   | 0.570    | 0.570    | 0.374    | 0.382   | 0.386   | 0.386    |
| tmc2007       | 0.184    | 0.186   | 0.185   | 0.186    | 0.186    | 0.216    | 0.217   | 0.216   | 0.219    |

Figure 5: Test performance with different β values on the eurlex_dc data set.