Assembly robots with optimized control stiffness through reinforcement learning
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Abstract—There is an increased demand for task automation in robots. Contact-rich tasks, wherein multiple contact transitions occur in a series of operations, are extensively being studied to realize high accuracy. In this study, we propose a methodology that uses reinforcement learning (RL) to achieve high performance in robots for the execution of assembly tasks that require precise contact with objects without causing damage. The proposed method ensures the online generation of stiffness matrices that help improve the performance of local trajectory optimization. The method has an advantage of rapid response owing to short sampling time of the trajectory planning. The effectiveness of the method was verified via experiments involving two contact-rich tasks. The results indicate that the proposed method can be implemented in various contact-rich manipulations.

I. INTRODUCTION

Automation of tasks involving contact is currently in great demand; for instance, robots performing assembly tasks that involve contact with the objects to be assembled without damaging the parts. High-order assembly may involve multiple contact transitions in a series of operations and such tasks are termed as “contact-rich tasks”. Because the actions to be performed by the robots change at each contact transition, the trajectory planning and controller design are complex. Moreover, assembly often requires fitting parts into small gaps, measuring tens of micrometers, thereby generating the issue of achieving a level of accuracy that exceeds the robot’s own position accuracy.

Impedance control [1], [2] and admittance control [3], [4] are known to be effective in achieving higher accuracy in the assembly process than the robot’s position accuracy. Because contact-rich tasks require further consideration of contact transitions, hybrid control was introduced, which involved recognizing the contact transitions and switching control modes [5]. The complexity of designing control mode switching during contact transitions is an issue in contact-rich tasks, because controllers tend to be conservative as the robot motion becomes unstable due to mode switching. Moreover, the accurate modeling of robots and their contact with objects pose difficulties. To support both autonomy and performance in assembly robots, a robust technology is required that recognizes the contact states without an accurate model and determines the input.

II. RELATED WORKS

Many studies have been conducted on automating assembly tasks using deep reinforcement learning. Owing to the need for physical interaction with the environment for the purpose of learning, the number of trials for learning must be limited. Sim-to-real reduced the number of trials in the real world by retraining the model in the real world for which learning was performed in a simulation [16]–[18]. However, for high-accuracy contact-rich tasks involving multipoint contacts with gaps of a few tens of micrometers, the sim-to-real technique is not a realistic option owing to the divergence of the contact phenomenon between the simulation and the real world. A technique is therefore required to acquire the motor skills to perform high-accuracy contact-rich tasks through a relatively low number of real-world trials. Inoue et al. used the long short-term memory (LSTM) scheme for learning two independent policies to perform a peg-in-hole task [9]. Luo et al. performed the contact-rich task of assembling a gear without pre-defined heuristics through an RL technique that derived the appropriate force control command values from the position and force
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responses [15]. The methods show good performance based on adaptive impedance behavior through the adjustment of position/force commands, whereas their sampling periods are over a few tens of milliseconds. This paper shows the advantage of the agent that outputs stiffness matrices as an action of the RL.

On the basis of the aforementioned background, there are two main contributions of this study. First, this study shows that the local trajectory optimization can be done against an external force without changing the reference trajectory by adjusting only the stiffness matrix. Second, it shows the advantage of selecting stiffness matrices as an action produced by the RL agent. A shorter sampling period for the admittance model generating the position command leads to a higher performance of tasks with contact motion. Remote center compliance, a method that utilizes mechanical compliance, is a good candidate for optimizing the local trajectories of assembly actions without time delays [19], [20]. However, we apply admittance control instead, because stiffness matrices ensure easy responses to the changes in fast-changing environmental conditions and tasks. The method proposed in this paper can also be applied to techniques that use mechanical elements.

III. REINFORCEMENT LEARNING WITH ADMITTANCE CONTROL

In this section, we first state the problem of this study. Subsequently, the control architecture of the admittance control is described. The important feature of this study is that the stiffness matrices are selected from the discrete action space by the RL agent. Hence, a method to design a stiffness matrix for the discrete action space is described. Then, the learning architecture with a DQN is shown after the trajectory planning algorithm.

A. Problem statement

This study deals with peg-in-hole and gear-insertion tasks as the target for high precision assembly. The peg-in-hole task can be divided into two phases: search phase and insertion phase [21]. Teeth alignment phase, another additional phase should be considered in the gear-insertion task.

The robot places the peg center within the clearance region of the hole center during the search phase. We use a 6-axis force-torque sensor to detect the relative relationship between the peg and the hole. Since it is difficult to obtain a precise model of the physical interaction between these two, the RL has been an effective solution to detect the relative relationship [9]. The robot adjusts the orientation of the peg by the admittance control and pushes the peg into the hole during the insertion phase. The peg often gets stuck in the initial stage of the insertion in case the clearance is small and some errors in attitude angle exist. In case of gear-insertion task, the gear wheel need to be matched to other gear wheels by aligning the gear teeth after the insertion. This study shows that the gear aligning trajectory can be generated by the local trajectory modification using a stiffness matrix.

Although there are both cases in practice: inserting a grasped peg into a fixed hole; and inserting a fixed peg into a hole on a grasped part, these two cases are considered with the same control architecture. This paper described the method with the first case, while it can be applied to the second case as shown in the experimental verification results.

B. Control architecture

Fig. 1 shows a block diagram of the admittance control in this study. A disturbance observer (DOB) [22] was used in the control system to cancel the interference between the admittance model and PD controller. Note that admittance control based on a simple PD controller may not properly imitate the admittance model because PD controller itself work as a kind of a stiffness controller. Table I lists the control parameters. We used a six degrees-of-freedom (six-DOF) serial-link manipulator. The system is an ordinary admittance control and the trajectory planner providing the trajectory input \( x_{\text{traj}} \) is also simple. The characteristic feature of the architecture is that the stiffness matrix \( K_{\text{nondiag}} \) is given by the agent.

![Fig. 1. Block diagram of the admittance control](image)

C. Trajectory modification using stiffness matrices

This subsection outlines the technique used for the online generation of non-diagonal stiffness matrices using deep RL. The agent determines the action based on the state \( s_t \), as shown below.

\[
s_t = [p_x, p_y, p_z, f_x, f_y, f_z, \tau_x, \tau_y]
\]

(1)

where \( p, f \) and \( \tau \) denote tip position, external force, and external torque, respectively. \( x, y \) and \( z \) in subscripts denote
Admittance of actions corresponding to the contact states in cycles of summary, while the proposed method ensures the generation of position/force. In contrast, the agent generates the position/force trajectory during free motion because the admittance model leads to a solid advantage of outputting the stiffness matrices as an action due to the shortening of the sampling period of command generation.

D. Design of stiffness matrices

As described in the previous subsection, \( K_{\text{nondiag}} \), the action in the discrete space, is designed in advance so that the robot motion is guided in the desired direction. One of the advantages of outputting the stiffness matrices as an action of the agent is that the admittance model leads to a solid design of stiffness matrices as described below.

First, the trajectory deviation \( x_{\text{adm}} \) given by the admittance model converges to

\[
x_{\text{adm}} = K_{\text{nondiag}}^{-1} F_{\text{res}}
\]

in case the admittance model is stable. This indicates that the local trajectory deviation \( x_{\text{adm}} \) can be modified by setting up \( K_{\text{nondiag}} \) for an expected force \( F_{\text{res}} \). Suppose an external force occurs in the \( z \) direction, substituting \( F_{\text{res}} = [0 \ 0 \ f_z \ 0]^T \) into (3) yields

\[
x_{\text{adm}} = k_z^{-1} f_z
\]

To design \( k_z^{-1} \) for the desired deformation \( \Delta x_z \) against the expected force \( f_z \), (4) is developed as follows:

\[
k_z = \frac{\Delta x_z}{f_z}
\]

After deriving \( k_z^{-1}, k_y^{-1}, k_x^{-1}, k_{rx}^{-1}, k_{ry}^{-1}, k_{rz}^{-1} \), and \( k_{inv}^{-1} \), similarly, the stiffness matrix can be calculated using the following procedure.
Preconditions for peg-in-hole task are as follows.

1. The hole and the bottom of the peg should overlap or align over a certain value on the xy plane.
2. Start with \( p_x \) as negative and \( p_y \) as positive in the experiments. The external torque \( \tau_x \) and \( \tau_y \) is related to \( p_x \) and \( p_y \) in case the peg and the hole are partially overlapped during contact. To detect minute torque through the peg and let the agent estimate the contact state, the bottom of the peg and the hole need to be aligned. The preconditions for this peg-in-hole task are as follows.

**E. Trajectory planning**

As shown in Fig. 4, a simple, pre-determined trajectory is provided, moving from the start position downward in the direction of the z-axis at constant velocity. Moreover, for simplification, the trajectory begins with negative \( p_z \) and positive \( p_y \) in the experiments. The external torque \( \tau_x \) and \( \tau_y \) is related to \( p_x \) and \( p_y \) in case the peg and the hole are partially overlapped during contact. To detect minute torque through the peg and let the agent estimate the contact state, the bottom of the peg and the hole need to be aligned. The preconditions for this peg-in-hole task are as follows.

- The hole and the bottom of the peg should overlap or align over a certain value on the \( xy \) plane.
- Start with \( p_x \) as negative and \( p_y \) as positive in Fig. 4.

**F. Q-learning**

RL algorithm starts with a random exploration of the action space \( a_t \) and strives to maximize the cumulative reward \( R_t \):

\[
R_t = r_{t+1} + \gamma r_{t+2} + \gamma^2 r_{t+3} + \cdots + \gamma^k r_{t+k}
\]

where \( \gamma \) and \( r_t \) are the discount factor and the current reward, respectively.

Q-learning finds a policy \( \pi(s_t) \) that maximizes the expected value of the total reward over successive steps, starting from the current state as described in the following formula.

\[
a_t = \pi(s_t) = \arg\max_{a_t} Q(s_t, a_t)
\]

Although an example of the expected force in only one axis is provided by the above descriptions, it can be extended to any direction by multiplying a rotational matrix.

Multiple types of stiffness matrices \( K_{nondiag}^{1}, K_{nondiag}^{2}, \ldots, K_{nondiag}^{M} \) are derived in advance because different actions should be selected to converge the robot motion to a certain condition from different states.

**IV. VERIFICATION EXPERIMENT**

**A. Verification system set-up**

Fig. 5 shows the six-DOF robot manipulator used in the experiment. A three-finger gripper was fixed on a six-axis force sensor, and the net force and moment applied on the grasped object was measured. Fig. 6 is an overview of the proposed system. TCP/IP communication is used to transmit NN input data between the robot's control computer and the NN control computer.

**B. Comparison of control performance**

First, control performances with different sampling time of admittance model calculation were compared with a peg-in-hole task. Since admittance model generates the position reference of local trajectory optimization, the result with 20 ms sampling time should be similar to that of a conventional RL algorithm with position command output. By shortening the
sampling time, the deviation of force response during contact has a constant value as below.

\[
\begin{bmatrix}
525 & 0 & -275 \\
0 & 800 & 0 \\
-275 & 0 & 525 \\
0 & 0 & 0
\end{bmatrix}
\]

In the peg-in-hole task, the agent accepts the state shown in (1) and, as the action defined in (2), chooses from the following four types of non-diagonal stiffness matrices.

1) \( K_{1}^{\text{nondiag}} \)

2) \( K_{2}^{\text{nondiag}} = \begin{bmatrix}
525 & 0 & -275 \\
0 & 800 & 0 \\
-275 & 0 & 525 \\
0 & 0 & 0
\end{bmatrix} \quad K^r \]

3) \( K_{3}^{\text{nondiag}} = \begin{bmatrix}
0 & 525 & 275 & 0 \\
525 & 0 & 0 & 0 \\
275 & 0 & 525 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} \quad K^r \]

4) \( K_{4}^{\text{nondiag}} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 300 & 0 & 0 \\
0 & 0 & 800 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} \quad K^r \)

Considering the preconditions for this task, the stiffness matrices can be narrowed down to four, as shown in Fig. 7.

When the peg is at location 1), \( K_{3}^{\text{nondiag}} \) should be selected as the action and the displacement in the direction of the hole is generated by the admittance model. Suppose 1N contact force on the z-axis was generated, the admittance model modifies the trajectory for +5 mm and -5 mm in x and y-axes, respectively. When the peg is at location 2) or 3), \( K_{2}^{\text{nondiag}} \) or \( K_{3}^{\text{nondiag}} \) should be selected as the action and the displacement is generated in x and y direction, respectively. The peg being at location 4) constitutes the insertion phase; thus, the task can be performed robustly in relation to any angle disturbance by decreasing the stiffness in the x, y direction and increasing stiffness in the z direction. The state accepted by the agent is redefined as follows.

\[
s_t = \left[ \begin{array}{c}
p_x, p_y, \dot{p}_x, \dot{p}_y, f_x, f_y, \dot{f}_x, \dot{f}_y, \tau_x, \tau_y, \dot{\tau}_x, \dot{\tau}_y \end{array} \right]
\]

where \( i, g, \) and \( m \) in superscripts denote initial, goal, and maximum values, respectively. \( f_i, f_g, f_m, \tau_i, \tau_g, \tau_m \) and \( r_i, r_g, r_m \) were set as 20 N, 20 N, 40N, 1 Nm, and 1 Nm, respectively.

The reward \( r_t \) was designed as follows:

\[
r_{\text{success}} = \begin{cases} 
1 - \frac{t}{K}, & \text{task finished} \\
-1, & \text{task failed}
\end{cases}
\]

\( K \) is the number of maximum steps, which was 500 in this study.

Fig. 8 shows the learning progress in the case of a 20μm clearance with 0 degrees tilt angle, and 3mm initial offset. Means in a moving window of 20 episodes are shown in a solid line and their 90% confidence interval is layered as the gray area. It shows that the reward converged in about 150 episodes.

Fig. 9 shows the position on task execution and the response to force values. The maximum absolute force and the moment applied on the finger are 6 N and 0.75 Nm, respectively, which are much smaller than a reaction force that causes damage to the parts. Fig. 11 shows the success rates of the task with different initial position errors. Since
the position accuracy of the robot is not smaller than 1mm, various initial position errors were produced by adjusting the initial position of the hole by a manual x-y linear stage. When the position errors for the \( x \) and \( y \) axes were both smaller than 3 mm, the success rate was 100%. On the other hand, the success rate was low when the position error was larger than 3 mm in one of the axes and small in the other axis. Since there were too small overlap between the peg and the hole, the agent could not find a proper action. When the error was larger in both axes, the success rate was still high although the precondition 1 was not met. Since \( K_{\text{nondiag}} \) was selected as an action when no overlap between the peg and the hole exists, the peg moved toward the direction of the hole and as a result, precondition 1 was met finally.

Fig. 12 shows the actions selected during a learning phase of a peg-in-hole task. Some samples show that improper stiffness matrices were selected at times because of \( \epsilon \)-greedy algorithm. This phenomena can be eliminated during a test phase by eliminating the \( \epsilon \)-greedy algorithm. Other samples shows that \( K_{\text{nondiag}} \) was mainly selected at the early stage when \( p_y \) is larger and \( K_{\text{nondiag}} \) was selected when \( p_y \) was around -0.033 m. \( K_{\text{nondiag}} \) was selected when the peg center was located in the center of the hole. Note that the exact position of the hole is unknown because the robot has few millimeters position error in general. Hence, the results infers that force/torque information had a strong influence to the agent for selecting the stiffness matrices. Additionally, it is evident from Fig. 12 that the agent was trained to ensure that the stiffness matrices guide the peg to the direction which the hole exists.

To show the robustness and the rapid responses of the proposed method, we performed experiments with pegs of 20 \( \mu \)m clearances. The performances can be seen in https://youtu.be/gxSC17TP4-0 by a video. The peg-in-hole task was executed for 100 times after learning to see the time for the peg-in-hole motion. We examined the two cases: (a) (-3mm, 3mm) initial offsets in the x-y plane, and 0 degree tilted angle, (b) (-3mm, 3mm) initial offsets in the x-y plane, and 2 degree tilted angle. Fig. 13 shows the distribution of the execution time using histograms. The results show that search time and the insertion time have been shortened with the proposed method in both the cases. The average total time was 1.64 s and 1.87 s, respectively, which are less than 50% compared to the previous state of the art study [9].

D. Gear-insertion task

For the gear-insertion task, a similar condition with the peg-in-hole task: 20 \( \mu \)m clearance and a 10 mm radius peg, was introduced. The four non-diagonal stiffness matrices \( K_{\text{nondiag}}, \ldots, K_{4\text{nondiag}} \) were also used in the action space. However, the robot needed to align the gear teeth with that of two pre-fixed gears. Therefore, another non-diagonal stiffness matrix was added to the action space as follows:
Since the angles of the two pre-fixed gears were unknown, gear-teeth alignment was done by rotating around z-axis by a sinusoidal wave after insertion. Fig. 14 shows the snapshots of an experiment. Commercial spur gears with module 2 for gear box assembly was used in this study to evaluate the performance in a practical standard. Fig. 15 shows the histogram of the execution time. The results show that the execution time strongly depends on the teeth alignment time, which stochastically varies. One noticeable point of this experiment is that a contact-rich task with several contact transitions was accomplished with a simple linear trajectory with variable admittance model. The gear-insertion task in the video (see https://youtu.be/gxSCl7Tp4-0 ) shows that the grasped gear moved toward the peg center after contact and also rotated around z-axis after insertion, although it only generates a linear trajectory without any contact. Another interesting point is that the time distribution of the searching time was similar to that of Fig. 13 despite the difference of inserting a grasped peg into a hole and inserting a fixed peg into a grasped part. The results shows that these two can be treated with a similar control architecture.

V. CONCLUSION
This study proposed a method for the generation of non-diagonal stiffness matrices online for admittance control using deep Q-learning. The actions were generated corresponding to the contact states, according to the agent’s update cycles for contact-rich tasks using conventional machine learning. However, the proposed method ensures the local trajectory optimization in line with the contact states according to the robot’s control cycle. The responsiveness and the robustness were evaluated through experiments on a peg-in-hole task and a gear-insertion task with different conditions. This study handled a contact-rich task in an ap-
proach involving a simple trajectory and online generation of stiffness matrices. As the proposed method allows for parallel connection with a trajectory planning module, it is expected to be applied to a variety of contact-rich manipulations.
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