Firing regulation of fast-spiking interneurons by autaptic inhibition
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Abstract – Fast-spiking (FS) interneurons in the brain are self-innervated by powerful inhibitory GABAergic autaptic connections. By computational modelling, we investigate how autaptic inhibition regulates the firing response of such interneurons. Our results indicate that autaptic inhibition both boosts the current threshold for action potential generation and modulates the input-output gain of FS interneurons. The autaptic transmission delay is identified as a key parameter that controls the firing patterns and determines multistability regions of FS interneurons. Furthermore, we observe that neuronal noise influences the firing regulation of FS interneurons by autaptic inhibition and extends their dynamic range for encoding inputs. Importantly, autaptic inhibition modulates noise-induced irregular firing of FS interneurons, such that coherent firing appears at an optimal autaptic inhibition level. Our results reveal the functional roles of autaptic inhibition in taming the firing dynamics of FS interneurons.

In the mammalian brain, the majority of cortical inhibition is acquired by interneurons releasing gamma-aminobutyric acid (GABA) on principal cells [1]. This GABA-mediated inhibition is believed to play functional roles in many important neuronal computations, such as balancing excitation [2–5], promoting neural oscillations [6–11] and gating multiple signals [12]. As the most prominent type of interneurons, cortical fast-spiking (FS) interneurons have been observed to display highly variable electrophysiological properties [13]. By integrating massive synaptic inputs, the FS interneurons process information and produce discrete trains of action potentials (the so-called “spike trains”) of their own. Exploring the firing regulation of FS interneurons is therefore fundamental for the understanding of complicated inhibition-related neuronal computations in the brain.

Moreover, a large proportion of FS interneurons in the neocortex and hippocampus have been identified to form self-feedbacks connections, termed as “autapses”, onto themselves [14,15]. Previous electrophysiological recordings have revealed that most of FS interneuron autapses are mediated by GABAₐ receptors [16] and, importantly, their transmission is discovered to be strong and robust [17,18]. These findings indicate that autaptic inhibition might have significant impacts on shaping the firing dynamics of FS interneurons. Such hypothesis has been confirmed by recent experimental and computational data, showing that the GABAergic autaptic inhibition might prevent repetitive firing, reduce firing rate and improve spike-timing precision [17–20]. However, so far it is still not completely established whether the autaptic inhibition participates in the modulations of input-output (IO) gain, firing pattern and firing regularity of FS interneurons.

In this letter, we address this question by considering a FS interneuron driven by both external applied and autaptic inhibition currents. The dynamics of the FS interneuron is simulated using the Wang-Buzsaki (WB) neuron [21]. As a paradigmatic model of the FS
interneuron, the current balance equation of the WB neuron can be written as follows [21]:

\[ C \frac{dV}{dt} = -I_{Na} - I_{K} - I_{L} + I_{app} + I_{aut}, \]

where \( V \) represents the membrane potential, and \( I_{Na} = G_{Na}m^{2h}(V - E_{Na}), \) \( I_{K} = G_{K}n^{4}(V - E_{K}) \) and \( I_{L} = G_{L}(V - E_{L}) \) are sodium, potassium and leakage currents through the membrane, respectively. Three gating variables obey the following equations:

\[
\begin{align*}
    \frac{dm}{dt} &= \alpha_{m}/[\alpha_{m} + \beta_{m}], \\
    \frac{dh}{dt} &= \phi[\alpha_{h}(1 - h) - \beta_{h}h], \\
    \frac{dn}{dt} &= \phi[\alpha_{n}(1 - n) - \beta_{n}n].
\end{align*}
\]

Here \( \alpha_{x} \) and \( \beta_{x} \) \((x = m, h \text{ and } n)\) are voltage-dependent rate functions given in [21]. The applied external current is given by \( I_{app} = I_{0} + \sigma(t) \), where \( I_{0} \) is the mean current, \( \xi(t) \) is colored noise and \( \sigma \) is the noise intensity. The colored noise is modeled as an Ornstein-Uhlenbeck process: \( d\xi(t) = -\frac{\xi(t)}{\tau_{e}}dt + \sqrt{2\xi_{0}}dW \), where \( \xi(t) \) is the Gaussian white noise with zero mean and unit variance, \( \tau_{e} = 2.5 \text{ ms} \) is the correlation time and \( N_{\tau} = (2/\tau_{e})^{1/2} \) is a normalization constant such that \( \xi(t) \) has unit variance. We use the following parameters for the WB neuron [21]: \( C = 1 \mu F/cm^2, \) \( G_{Na} = 35 mS/cm^2, \) \( E_{Na} = 55 mV, \) \( G_{K} = 9 mS/cm^2, \) \( E_{K} = -90 mV, \) \( G_{L} = 0.1 mS/cm^2, \) \( E_{L} = -65 mV, \) and \( \phi = 5 \). Under these conditions, the WB neuron has a small current threshold (\( I_{th} = 0.16 \mu A/cm^2 \)) in the absence of noise.

In our model, the autaptic inhibition current is conductance-based, given by

\[ I_{aut}(t) = G_{aut}S(t)(E_{syn} - V), \]

where \( G_{aut} \) is the autaptic coupling strength and \( E_{syn} \) is the reversal potential. The synaptic variable \( S \) is described by the classical first-order kinetic model [22–24]:

\[ \frac{dS}{dt} = \alpha[T](1 - S) - \beta S, \]

where \( \alpha \) and \( \beta \) are forward and backward rate constants of GABA receptors, and \( [T] \) represents the transmitter concentration. The relationship between the transmitter concentration and presynaptic voltage satisfies [22–24]

\[ [T](V_{pre}) = \frac{T_{max}}{1 + \exp[-(V_{pre} - t_{\tau} - V_{p})/K_{p}]]. \]

Here \( T_{max} \) is the maximal concentration of transmitter in the synaptic cleft, \( V_{pre} \) denotes the presynaptic voltage, and \( V_{p} \) and \( K_{p} \) determine the threshold and the stiffness for the transmitter release, respectively. A parameter \( \tau_{d} \) is introduced to mimic the autaptic transmission delay due to the finite propagation speed of action potentials. Unless otherwise stated, we set these synaptic-related parameters as [22–24]: \( \alpha = 2.0 \text{nM}^{-1}\text{ms}^{-1}, \beta = 0.5 \text{nM}^{-1}\text{ms}^{-1}, \)

We start by examining how autaptic inhibition impacts the firing response of FS interneurons in the absence of noise and transmission delay. Figure 1(a) shows the output firing rate of the WB model neuron vs. the mean current \( I_{0} \) at different autaptic coupling strengths. Due to negative self-feedback, increasing \( G_{aut} \) shifts the current threshold of the output firing rate towards the high-current regime. Further quantitative analysis reveals that such current threshold almost linearly increases with increasing \( G_{aut} \) (data not shown). Consistent with preceding research [19,20], these results reveal a subtractive effect of autaptic inhibition on the output firing rate of FS interneurons.

To estimate how autaptic inhibition mediates the input-output relationship of FS interneurons, we calculate the
IO gain, defined as the slope of the firing rate curve at a specific mean current, vs. the mean current at different self-feedback levels (fig. 1(b)). When autaptic inhibition is weak, the IO gain has a small value near and above the current threshold. In this case, the FS interneuron has a continuous firing rate curve and exhibits class-I excitability ($G_{aut} = 0.5 \text{ mS/cm}^2$ in fig. 1(a)). As $G_{aut}$ increases, the IO gain at the initial stage of the firing rate curve becomes larger. For a sufficiently strong $G_{aut}$, the IO gain at the initial rising stage is so large that the FS interneuron has a discontinuous firing rate curve, indicating to display the class-II excitability ($G_{aut} = 3.0 \text{ mS/cm}^2$ in fig. 1(a)). The bifurcation analysis confirms that strong self-feedback inhibition changes the intrinsic firing properties of the WB neuron from a saddle-node bifurcation (SNB) to a subcritical Hopf bifurcation (SHB) (figs. 1(c) and (d)). As discussed in [26], these two bifurcations correspond to dynamical mechanisms for spike initiation in class-I and -II neurons, respectively. In experiments, the FS interneurons have been found to display either class-I or class-II excitability [27,28], and our results might thus provide a biophysical basis for the understanding of this switch phenomenon. Moreover, we find that the IO gain is reduced as the mean current $I_0$ is increased (fig. 1(b)). Such reduction feature is physiologically important, because it restricts the explosive growth of the firing rate of FS interneurons. This reduction trend is enhanced with the increase of $G_{aut}$ (see fig. 1(b)). As a result, the FS interneuron driven by a weaker autaptic inhibition has a relatively larger IO gain in the strong $I_0$ region. Overall, these above suggestions suggest that autaptic inhibition has a converging effect on the firing rate in the weak mean-current region and a diverging effect on the firing rate in the strong mean-current region. This might be because the closed-loop autaptic inhibition current shapes the firing susceptibility of FS interneurons in a highly nonlinear manner.

We then turn to the autaptic transmission delay and investigate how the delay parameter $\tau_d$ shapes the firing response of FS interneurons. In the literature, there is a broad consensus that the synaptic transmission delay is an important intrinsic property of neural processing and cannot be arbitrarily ignored in modelling studies [29–37]. Figure 2(a) depicts the output firing rate of FS interneurons as a function of the mean current $I_0$ for different autaptic transmission delays. We find that increasing the delay parameter $\tau_d$ postpones the effect of autaptic inhibition current, thus shifting the current threshold towards the low-current region (fig. 2(a), and also see the white dashed line in fig. 2(d)). This indicates that FS interneurons with a longer self-feedback delay tend to have a relatively smaller current threshold for spiking.

Indeed, our results presented in fig. 2(a) also reveal that the autaptic transmission delay strongly influences the shape of firing rate curve. As we can see, increasing the autaptic transmission delay makes the firing rate curve become more flat after an initial stage of steep growth. This leads to a relatively small IO gain for a long autaptic transmission delay at least in the intermediate mean-current region (fig. 2(b)). For a sufficiently long $\tau_d$, we observe that a sudden “jump” of firing rate occurring in the strong mean-current region. Consistently, a similar sudden jump can be also discovered in the corresponding IO gain curve ($\tau_d = 8 \text{ ms}$ in fig. 2(b)). To understand the underlying mechanism of this sudden jump, several typical membrane potentials of the FS interneuron under different conditions are plotted in fig. 2(c). By comparison, we find that such sudden jump is caused by the firing state transition of the FS interneuron from tonic firing pattern to burst-like firing pattern. For sufficiently long $\tau_d$ and strong $I_0$, the FS interneuron has enough time to fire more than once during a whole periodic cycle, before the inhibitory autaptic current caused by the first spike within the same periodic cycle starts to suppress its firing. Thus, the longer the autaptic transmission delay $\tau$, the larger the number of spikes that can be contained in each periodic cycle. This explanation is supported by performing two-dimensional firing rate and pattern analysis in the ($I_0, \tau_d$)-plane (region III in fig. 2(d)). In agreement with the above findings, we find that the sudden jump can be also discovered in the corresponding IO gain curve ($\tau_d = 8 \text{ ms}$ in fig. 2(b)).
and the chosen initial membrane potentials are $\tau_0$. The FS interneuron may exhibit three firing patterns: silent state (I), tonic firing (II), and burst-like firing (III). (b) Typical membrane potentials under different conditions. From top to bottom, the considered autaptic transmission delays are $\tau_d = 6, 6, 19$ and $19$ ms, and the chosen initial membrane potentials are $\tau_0 = -13.73, -33.53, -5.33$ and $-57.81$ mV. Other parameter values are $I_0 = 2.0 \mu A/cm^2, \sigma = 0 \mu A/cm^2, G_{aut} = 3.0 mS/cm^2$ and $\tau_d = 1$ ms.

with the results reported in [19,20], the firing rate of the FS interneuron can be down-regulated if the value of $\tau_d$. Together, these results emphasize that autaptic transmission delay not only modulates the firing response of FS interneurons, but also regulates their firing patterns.

A more detailed bifurcation analysis reveals that multistable firing patterns can also arise in the considered dynamical system [38,39]. As shown in fig. 3(a), the FS interneuron is either in the silent state or exhibits tonic firing for shorter $\tau_d$ between 4.5 and 8.5 ms ($\tau_d = 6$ ms in fig. 3(b)), whereas it displays either tonic firing or burst-like firing for longer $\tau_d$ between 18 and 19.5 ms ($\tau_d = 19$ ms in fig. 3(b)). The first multistability, occurring in the small autaptic transmission delay region, is associated with the bistability that is due to a subcritical Hopf bifurcation, while the second multistability is a consequence of the co-existence of multiple limit cycle attractors that emerge at appropriately long autaptic transmission delays [38,39]. When FS interneurons operate in these multistable regions the final firing pattern thus depends on the initial conditions, and moreover, fluctuations may induce a switch between different firing patterns.

Because real neurons work in noisy environments [40–48], we next introduce a certain level of neuronal noise to our system. This gives rise to stochastic fluctuations in the membrane potential, and at sufficiently strong intensities, neuronal noise induces irregular spiking (fig. 4(a)). To investigate how neuronal noise alters the firing regulation of FS interneurons by autaptic inhibition, we plot the output firing rate of FS interneurons and corresponding IO gain vs. $I_0$ (fig. 4(b)). The first multistability, occurring in the small autaptic transmission delay region, is associated with the bistability that is due to a subcritical Hopf bifurcation, while the second multistability is a consequence of the co-existence of multiple limit cycle attractors that emerge at appropriately long autaptic transmission delays [38,39]. When FS interneurons operate in these multistable regions the final firing pattern thus depends on the initial conditions, and moreover, fluctuations may induce a switch between different firing patterns.

Finally, we ask whether autaptic inhibition modulates the irregular firing generated by FS interneurons. To address this, we employ the local coefficient of variation of ISIs (CV2) to quantify the temporal regularity of a spike

![Image](image_url)
Fig. 5: (Color online) Autaptic inhibition modulates the irregular firing of FS interneurons. (a) CV$_2$ value is plotted as a function of autaptic coupling strength $G_{aut}$ for different noise levels. The considered noise intensities are $\sigma = 1$, 2, 4 and 7 $\mu$A/cm$^2$. (b) Typical membrane potentials of the FS interneuron at different autaptic coupling strengths, with a fixed noise intensity $\sigma = 4$ $\mu$A/cm$^2$. From top to bottom, the autaptic coupling strengths are $G_{aut} = 0.1$, 2.5 and 8.0 mS/cm$^2$. Here we have used $I_0 = 2.0$ $\mu$A/cm$^2$ and $\tau_1 = 1$ ms.

train [50]. Mathematically, the CV$_2$ is defined as [50] $CV^2 = 2\langle (T_i - T_{i+1})/T_i + T_{i+1} \rangle$, where the symbol $\langle \cdot \rangle$ represents the average over time, $T_i = t_{i+1} - t_i$, and $t_i$ is the time of the $i$-th neuronal firing. By definition, a smaller CV$_2$ value corresponds to a better spiking regularity. Figure 5(a) depicts the CV$_2$ value as a function of the autaptic coupling strength $G_{aut}$ for different noise levels. As $G_{aut}$ increases, we find that each CV$_2$ curve first drops and then rises, and the smallest CV$_2$ value is achieved at an optimal $G_{aut}$. When autaptic inhibition is weak, the FS interneuron emits spikes at a high rate and neuronal-noise–induced stochastic fluctuations drive it to fire bursts occasionally (top panel in fig. 5(b)). Under this condition, the spike train generated by the FS interneuron has a low temporal regularity. For an appropriate self-feedback level, the autaptic inhibition acts as an effective low-pass filter [20], which not only suppresses burst firing, but also ensures that the FS interneuron fires well-separated spikes with a relatively high temporal regularity (middle panel in fig. 5(b)). However, too strong autaptic inhibition greatly depresses neuronal activity, resulting in the fact that the FS interneuron only produces few scattered spikes with a low temporal regularity (bottom panel in fig. 5(b)). We also note that the delayed feedback due to diffusion coupling has been found to increase the coherent motion in various excitable systems [51–53]. Our findings further contribute to these results by demonstrating that autaptic inhibition mediated by chemical receptors can modulate the firing regularity of FS interneurons, and that suitable tuning of the autaptic coupling strength may trigger coherent firing.

In conclusion, we have systematically investigated how autaptic inhibition regulates the firing response of FS interneurons. By computational modelling, we identified that autaptic inhibition not only enhances the current threshold for action potential generation, but also contributes to the gain control of FS interneurons. In particular, we showed that autaptic inhibition has a converging effect on the firing rate in the weak mean-current region, and a divergently modulate firing rate in the strong mean-current region. Strong autaptic inhibition can switch the intrinsic excitability of FS interneurons by changing their bifurcation structure. Further investigation demonstrated that autaptic transmission delay also participates in the firing regulation of FS interneurons. Increasing the autaptic transmission delay was found to cause dynamical transition for FS interneurons from tonic firing pattern to burst-like firing pattern. By suitably tuning the autaptic transmission delay, the FS interneurons may produce multistable firing patterns. Moreover, we observed that both the firing rate and the input-output gain are shaped by neuronal noise. Under strong-noise condition, the FS interneuron has a broad dynamic range for encoding inputs, thus exhibiting a strong information integration capability. Remarkably, we uncovered that autaptic inhibition modulates noise-induced irregular firing of FS interneurons, and the coherent firing occurs at an optimal autaptic coupling strength.

In terms of biological implications, we firstly note that neurons process information through integration of synaptic inputs from dendrites [54,55]. Experimental studies have revealed that dendritic integration is highly nonlinear [54,55]. The temporal link between a spike and a following large GABAergic conductance makes autaptic inhibition an important candidate in modulating the dendritic integration of FS interneurons. Theoretically, self-innervation by an inhibitory autapse might shape the nonlinear dendritic integration, through controlling the timing of dendritic spikes, preventing excessive excitation, and taming firing patterns of dendritic spikes. Secondly, autaptic inhibition may play dual roles in the generation of burst firing. The short delayed autaptic inhibition reduces the membrane potential of the FS interneuron that just fired, thus providing a biophysical basis to suppress burst firing. In contrast, autaptic inhibition with a larger transmission delay may offer a sufficiently long time-window to the FS interneuron driven by strong external currents, thus enabling it to produce burst-like firings.

Our results emphasize the functional significance of autaptic inhibition in mediating neurodynamics, and provide computational evidence to rule out an old developmental accident hypothesis concerning autapses [56,57]. We hope that our research will inspire testable hypotheses for electrophysiological experiments in the near future. We conclude by noting that autapses have also been observed in pyramidal neurons [57], and that thus the role of autaptic excitation in firing regulation in these neurons merits further research.
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