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Optimal feedback control (OFC) is a theory from the motor control literature that explains how humans move their body to achieve a certain goal, e.g., pointing with the finger. OFC is based on the assumption that humans aim at controlling their body optimally, within the constraints imposed by body, environment, and task. In this article, we explain how this theory can be applied to understanding Human-Computer Interaction (HCI) in the case of pointing. We propose that the human body and computer dynamics can be interpreted as a single dynamical system. The system state is controlled by the user via muscle control signals, and estimated from observations. Between-trial variability arises from signal-dependent control noise and observation noise. We compare four different models from optimal control theory and evaluate to what degree these models can replicate movements in the case of mouse pointing. We introduce a procedure to identify parameters that best explain observed user behavior. To support HCI researchers in simulating, analyzing, and optimizing interaction movements, we provide the Python toolbox OFC4HCI. We conclude that OFC presents a powerful framework for HCI to understand and simulate motion of the human body and of the interface on a moment-by-moment basis.
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1 INTRODUCTION

We address the problem of understanding, and modeling, how users control a virtual end-effector when interacting with computers. Traditionally, the field of Human–Computer Interaction (HCI) has concentrated on models such as Fitts’ Law [39, 40], predicting summary statistics of the movement such as movement time. Recently, more attention has been paid to modeling the underlying process by which the end-effector is controlled, predicting not only movement time, but end-effector position, velocity, and acceleration sequences, as well as applied forces (e.g., [34, 38, 98, 160]).
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We argue that, in order to understand how users control user representations (e.g., mouse pointer) \cite{120}, or virtual objects, the field of HCI needs to learn more from human motor control. While human motor control mainly addresses the question of how humans control the movement of their body, the theories developed there also apply to and can be adapted to the question of how humans control the state of a computer, e.g., movement of the mouse pointer.

In the field of human motor control, modern understanding of human movement is based on the theory of \textit{optimal feedback control} (OFC) \cite{33, 142}. This theory understands the human body, and possibly the environment the body is interacting with, as a dynamical system that can be controlled, e.g., via muscle control signals. Body and environment put constraints on this control, e.g., via the system dynamics and constant and signal-dependent motor noise. The theory assumes that humans continuously observe the state of their own body and the environment they are interacting with, e.g., by processing visual and proprioceptive signals. Humans are assumed to control their body optimally with respect to an internalized cost function, while respecting the constraints given by the system dynamics and motor noise.

We believe that the OFC framework enables a better connection between the field of HCI and recent advances in neighboring scientific disciplines, such as the study of human movement in motor control \cite{42, 117} and neuroscience \cite{123}. However, OFC models are not very well known in the field of HCI, yet. In particular, it has not yet been shown whether these models, developed to model how humans control their body, can be used to model how users behave during interaction.

The objective of this work is to examine the applicability of OFC to HCI, using the example of mouse pointing. The contribution of this article is fourfold:

First, we propose a unifying optimal control framework for understanding movement in interaction with computers. This framework allows to predict the kinematics and dynamics of the entire movement trajectory, including, e.g., end-effector position, or muscle excitation.

Second, we present the first qualitative and quantitative evaluation to what degree different optimal control models (either open- or closed-loop, deterministic or stochastic) can replicate movements of the mouse pointer. To the best of our knowledge, these models have not yet been evaluated quantitatively regarding their ability to predict movement trajectories during interaction. We also discuss the possibilities and limitations of the presented models regarding their suitability for other HCI tasks such as target tracking, path-following, or handwriting.

Third, we propose a generic parameter fitting process, which can be used to identify the components of both the system dynamics and the cost function that best explains observed user behavior, using any desired optimal control model. For each of the presented models, we systematically analyze the individual effects of the parameters and show how the proposed parameter fitting can be used to explain typical differences between users and/or task conditions, which would remain hidden when using summary statistics only.

Fourth, we provide \textit{OFC4HCI}, an open-source toolbox accessible from our GitHub repository\footnote{https://github.com/fl0fischer/OFC4HCI} that contains the underlying Python code of this article. This toolbox includes easy-to-use scripts for three main use cases: running simulations of human pointing movements using any of the presented control methods, comparing the resulting trajectories to data from the Pointing Dynamics Dataset, and optimizing the parameters of a given control model. While the focus of this toolkit currently is on (one- or multidimensional) pointing tasks, using the toolkit, extensions to other HCI tasks such as target tracking, keyboard typing, or gesture-based input methods are possible.

Our results suggest that stochastic OFC models are able to explain average user behavior significantly better than models that only account for simplified movement dynamics (second-order lag) or pure kinematic models (jerk minimization). In addition, stochastic models such as
Linear-Quadratic Gaussian Regulator (LQG) are able to fit the distribution of entire trajectories, given a specific user and task condition. Moreover, the fitting is significantly better than using the recently proposed Intermittent Control (IC) model [160] with respect to both KL divergence [76] and the 2-Wasserstein distance [104] serving as evaluation metrics. The considered deterministic OFC model, which does not take into account any noise terms, is able to predict average user behavior, given a slightly modified cost function.

We strongly believe that a proper modeling of the underlying control process can provide intuition to interface designers as to why users move the way they do during interaction, and enables a deeper understanding of the impact of parameters of the interface and input device on the process of interaction. In the long term, such models could be used for automated optimization of the parameters of interaction techniques and input devices. Models that work in real-time could further be used in predictive interfaces, which anticipate what the user wants to do and respond accordingly, such as pointing target prediction [4]. While we will focus on the example of mouse pointing throughout this article, the framework we present is generic and suitable for a wide range of pointing devices, using, e.g., joysticks, keyboards, pens, touch-based input, mid-air gestures, and so on.

The article is structured as follows:

In Section 2, we start with a short overview of existing models and methods from the fields of HCI, Human Motor Control, and Optimal Control Theory. The proposed optimal control framework for HCI is then introduced in Section 3. The models presented in this article are evaluated against an existing dataset of one-dimensional pointing movements, which is described in Section 4.1. The generic parameter fitting process we use to identify the model parameters that best explain observed user behavior is described in Section 4.2.

In Sections 5–10, different optimal control models are presented, analyzed, and adapted to the case of mouse pointing. Moreover, the predicted movements are compared against user data. Since this article is also supposed to serve as a tutorial to OFC for HCI researchers and interaction designers, we start with an analysis of the individual components of the OFC framework before combining them into a final model. In Section 5, we start with a basic model of movement dynamics, the second-order lag, which has been used to describe the overall human–computer system dynamics [98] and serves as a baseline for the presented optimal control models. The idea of (open-loop) optimal control is introduced in Section 6, using the minimum jerk model [42]. In Section 7, both movement dynamics and the assumption of optimality are integrated into one closed-loop OFC model, the Linear-Quadratic Regulator, which is based on the assumptions of linear dynamics and quadratic costs [141]. From a didactic point of view, it is important to develop a thorough understanding of deterministic OFC before progressing to stochastic OFC (SOFC) models. For this reason, we first start with the (substantially simpler) deterministic case, which can be used to predict average human movement. In Sections 8 and 9, we extend this framework to the general stochastic case by adding different sensory-input models along with Gaussian motor and sensory noise (thus denoted as Linear-Quadratic Gaussian Regulator). We compare the SOFC models to a recently proposed IC model [160], which is briefly described in Section 10.

Finally, both qualitative and quantitative comparisons between all considered models are given in Section 11. Difficulties and limitations of the proposed framework with regard to its applicability to other HCI tasks are discussed in Section 12, together with some practical advice for HCI researchers, and conclusions are drawn in Section 13.

2 RELATED WORK

In the field of HCI, interaction is most commonly understood as a sequence of discrete actions, which is reflected in the classification of tasks, such as command selection or target acquisition [19].
In particular, movement, e.g., of the mouse pointer, is often reduced to summary statistics. The most prominent example is the dependency of movement time MT from distance $D$ and width $W$ of targets, which is described by Fitts’ Law [39, 40] as $MT = a + b \text{ID}$, with Index of Difficulty (ID) usually defined as $\text{ID} = \log_2(D/W + 1)$ [89]. This affine relationship has shown to apply for a variety of tasks, including reciprocal tapping [39], mouse pointing and dragging [21, 48], eye-gazing [64, 151], reaching with a joystick [21, 64], and ellipse drawing [96]. A very good explanation of the information theoretic interpretation of Fitts’ Law has been provided by Gori et al. [51].

While aggregated metrics of movement trajectories, e.g., movement variability or movement offset [88], have been used to evaluate task accuracy since the early days of HCI [63], predictive models of movement kinematics and dynamics are less common. Exceptions include the works of Williamson [152, 153], which introduce an information-theoretic model of interaction with a focus on the amount of uncertainty that is apparent in different sensor and control channels, and Müller et al. [98], in which three feedback control models (without optimization) are compared regarding their ability to model mouse pointer movements. However, the former model is originally designed for the specific needs of brain-computer interfaces, particularly inference of the user’s intention based on noisy signal channels, whereas the latter models only describe the biomechanical apparatus, while high-level factors affecting the movement trajectory such as concrete task requirements or intrinsic motivations are neglected. Ziebart et al. [159] explore the use of inverse optimal control models for pointing target prediction. They do not make particular a priori assumptions about the structure of the cost function. Instead, they use an inverse optimal control approach to fit a generic function with a large number of parameters (36) to a dataset of mouse pointer movements. While Ziebart et al. [159] focus on the application of inverse optimal control to pointing target prediction; in this article, we investigate the ability of OFC models to model movement of the mouse pointer more quantitatively. From an engineering perspective, several interaction techniques that take into account the underlying end-effector kinematics have been proposed, including cursor jumping [4, 99], target expansion [90], and increased cursor activation areas [24, 95]. These approaches are either based on target likelihood estimates [99, 159] or extrapolate sensor data measured during runtime [4, 90, 95]. Other methods compare observed trajectories to a set of pre-defined templates in order to predict the desired end-point (“kinematic template matching”) [106]. In general, these methods are restricted to the kinematic end-effector level, i.e., they ignore the movement dynamics of the human body (which play a crucial role for non-standard interaction techniques such as gesture-based input) and cannot be used to model interaction with dynamic objects.

In addition to their functional use in HCI, movement dynamics have been a research focus within the field of Motor Control for a long time. Various models have been developed, all of which predict complete trajectories, e.g., end-effector position, velocity, and acceleration profiles over the entire movement (e.g., [17, 18, 42, 43, 53, 65, 77, 97, 109]). Biomechanical and neural models, in addition, explain how these trajectories are dynamically generated. This can be either done on the joint-, muscle-, or neuronal level, incorporating quantities internal to the human body such as joint angles, joint moments, muscle forces and activations, or neural excitation signals [8, 69, 70, 101, 114, 144].

Many models of motor control are also capable of modeling the characteristic between-trial variability that is typically observed in human movements. This variability is mainly attributed to multiple sources of noise within the human biomechanical and neural system, most of which can be modeled as additive or multiplicative Gaussian random variables [68, 118, 125, 129, 138, 141]. Signal-dependent noise terms, e.g., Gaussians with zero mean and with a standard deviation that linearly depends on the magnitude of the muscle control signal, are also considered responsible for the well-known speed-accuracy tradeoff in goal-directed human movements [58, 118, 129]. These
noise terms have the effect that larger control signals, which might increase the speed of the end-effector, also result in larger deviations from the desired end-effector position. Users thus face a tradeoff between accurate achievement of the desired goal and fast, but noisy movements.

Another well-established finding from human motor control refers to the amount of information that is used when selecting a specific control signal. Several experiments suggest that information that becomes available to the controller during the movement, e.g., proprioceptive and/or visual signals regarding the end-effector, are utilized to adjust control signals online and to account for unexpected perturbations [93, 136, 142, 149, 154]. This is reflected by feedback control models of movement, which are able to explain how users correct errors and handle disturbances during the movement. An early closed-loop model has been provided by Crossman and Goodeve [29]. They assume that users observe hand and target and adjust their velocity as a linear function of the distance, as a first-order lag. A physically more plausible extension of the first-order lag is the second-order lag [29, 79]. These dynamics can be interpreted as a spring-mass-damper system, where a constant force is applied to the mass, such that the system moves to and remains at the target equilibrium. Because of its simplicity and widespread use, we use this model as a baseline, called 2OL-Eq. Other models of human movement include VITE [18] and the models of Plamondon [110].

The desired trajectory hypothesis [71] assumes that whenever disturbances occur (e.g., due to internal control noise or external perturbations), feedback is used to push the end-effector toward a predetermined, deterministic trajectory that results from a separated planning phase. In contrast, Todorov and Jordan [142] have demonstrated that deviations are corrected only if they interfere with the task performance, i.e., deviations that are irrelevant for achieving the desired goal remain ignored. This minimum intervention principle particularly implies that all task-specific requirements (end-point position, movement time, accuracy, etc.) need to be reflected by an internal formulation that the controller has access to.

Optimal control models provide exactly this internal representation by assuming that humans try to behave optimally with respect to a certain internalized cost function. Flash and Hogan [42] proposed that humans aim at generating smooth movements by minimizing the jerk of the end-effector. We call this model MinJerk in the following. Although the hypothesis that people aim to minimize jerk has been questioned, see, e.g., Harris and Wolpert [58], the minimum jerk model is one of the most established models. For example, it has been successfully used by Quinn and Zhai [112] to model the shape of gestures on a word-gesture keyboard.

Most modern theories of motor control are based on OFC, i.e., they combine the assumptions of optimality and continuously perceived feedback for closed-loop control. Excellent overviews of recent progress in OFC theory are provided by Crevecoeur et al. [28] and Diedrichsen [33]. An early approach that models perturbed reach and grasp movements by using the minimum-jerk trajectory on a moment by moment basis was presented by Hoff and Arbib [61]. A more general, more recent, and better known OFC model is the LQG [62, 87], which was mainly used by Todorov to model human movement from a sensorimotor perspective [138, 141, 142]. In this work, we will present and discuss the assumptions and limitations of this model, and analyze its applicability to standard HCI tasks such as mouse pointing.

An important limitation of the LQG model (and many other optimal control models, e.g., [42, 58, 144]) is that the exact movement time needs to be known in advance. One way to circumvent this issue is to use infinite-horizon OFC [66, 85, 111], i.e., to formulate the optimal control problem (OCP) on an infinite-time horizon. With such models, (quadratic) distance and effort costs are usually applied continuously, resulting in an optimal trajectory that consists of both a transient phase (where the end-effector is moved toward the target) and a steady-state equilibrium (where the end-effector is kept at the target). The movement time thus emerges implicitly from the OCP.
Another strand of literature that specifically deals with the duration of movement has produced the Cost of Time theory [10, 60, 122]. To account for the fact that humans value earlier achievement more than later achievement, this theory assumes that time is explicitly penalized with a certain cost function (usually hyperbolic or sigmoidal).

Recently, methods from the field of Reinforcement Learning (RL) have gained increased attention. These methods are also based on the principles of optimal control theory; however, they do not require the system dynamics to be known in terms of equations and formulas, but solely rely on sampling from an environment that is usually assumed a black-box to the controller. For this reason, they are generally applicable to arbitrarily complex systems including highly non-linear dynamics and discontinuous cost functions [130].

Cheema et al. [25] have applied recent RL methods to predict fatigue during mid-air movements, using a torque-actuated linked-segment model of the upper limb. Building on this work, it has recently been shown that RL applied to a more realistic upper-limb model allows to synthesize human arm movements that follow both Fitts’ Law and the \( \frac{2}{3} \) Power Law and can predict human behavior in mid-air pointing and path following tasks [38]. Moreover, an extension to mid-air keyboard typing has been proposed [59].

In theory, policy-gradient RL methods can also be applied to model interaction on a muscular level, using state-of-the-art biomechanical models of the human body [72, 81, 100, 137]. However, the high complexity of the neuromuscular system has so far imposed considerable restrictions to each of these approaches, including the reduction of degrees of freedom [72, 100, 137] and the omission of muscle activation dynamics [81, 100]. Most importantly, for most RL algorithms no theoretical convergence guarantees exist, which complicates a profound interpretation or replication of the resulting simulation results [130]. For this reason, in this article we focus on the well-understood theory of optimal control, as this allows us to use convergence guarantees more often, which makes us less reliant on intuition and experience. For example, the Linear-Quadratic Regulator (LQR) introduced in Section 7 is guaranteed to converge to the optimal movement trajectory, given a fixed set of parameters. This is a decisive advantage compared to pure RL-based methods, as it allows to compare optimal trajectories for different task conditions, cost functions, and user models.

In summary, the fundamental question of human movement coordination has produced a vast literature and a deep understanding of the nature of human movement. Given that almost every interaction of humans with computers involves movement of the body, it is surprising that this field is little known, and applied, in HCI. It is important to bear in mind; however, that most of these theories intend to model movement of the human body per se. In HCI, it is also relevant how users control the movement of user representations (e.g., mouse pointers) [120] and virtual objects in the computer. Since the control of user representations and virtual objects is mediated by input devices, operating systems, and programs, requires high precision, and is often learnt very well, it is unclear how the theory of human motor control can be applied to the HCI context. To our knowledge, it has not yet been investigated whether the above optimal motor control models can be applied to HCI tasks such as mouse movements. Adapting and validating such models regarding their ability to model HCI tasks such as pointing thus remains an open research question for HCI.

In order to leverage the strengths of recent motor control theory in the field of HCI, we believe that a general optimal control framework for HCI is necessary, which can explain both how and why humans behave in interaction with arbitrary interfaces on a continuous level. Such a framework constitutes a natural extension of the principle of “designing interaction, not interfaces” [7] by conceptualizing interaction based on neuroscientific, psychological, and biomechanical insights within one coherent and mathematically profound framework.
In the following section, we will introduce the optimal control framework for HCI and explain its main constituents using the example of mouse pointing.

3 INTRODUCING THE FRAMEWORK

Modern motor control theory assumes that humans aim at controlling their movements optimally, given the constraints imposed by the body and environment. Important constraints are imposed by physics, e.g., via Newton’s second law, i.e., force equals mass times acceleration, and by the muscles, which cannot create forces instantaneously, but need to build up muscle activation (and thus force) over time. In the case of HCI, constraints are imposed not only by the human body, but also by the input device, sensor, and processing within the computer. Furthermore, the human perceptual system does not have direct access to the state of the world, but can only observe certain variables that depend on the state and needs to build up an internal estimate of the true world state over time.

Since these properties are characteristic for almost any HCI task, we propose a generic optimal control framework for HCI, which consists of four submodels that continuously interact with each other:

- The Human–Computer System Dynamics, which describe the biomechanics of the considered body parts as well as the dynamics of the resulting interaction with the application interface via an input device;
- The Human Controller, i.e., the decisive part of the brain, which selects the new muscle control signals;
- The Feedback, which models how environmental information is sensed by the human; and
- The Human Observer, a cognitive model for how perceived sensory signals from the Feedback are processed and evaluated.

Since the computer operates in discrete time, we use discrete-time dynamics, i.e., we consider timesteps $n \in \{0, \ldots, N\}$ up to a final step $N \in \mathbb{N}$, with each time step corresponding to $h$ seconds. However, the proposed framework is designed to be as general as possible and the following explanation also applies to the continuous-time case.

Figure 1 illustrates the relationship between the four components of the HCI loop, specifically distinguishing between open-loop and closed-loop optimal control models. In the following, we will give a brief description of the proposed framework, with focus on the differences between both variants. Subsequently, the four submodels are explained in detail in separate subsections, introducing a more technical and mathematically rigorous notation. Readers who are already familiar with the differences between open- and closed-loop models can proceed directly to Section 3.2.

3.1 Open-Loop vs. Closed-Loop Models

Open-loop models, as depicted in Figure 1(a), cannot infer any information from the System Dynamics after applying muscle control signals $u$. For this reason, the Human Controller block in Figure 1(a) does not depend on the output of the System Dynamics block, but depends only on an internal Forward Model. In particular, the Feedback and Human Observer blocks are not part of the generic open-loop framework at all. For this reason, open-loop models allow for a strict separation between planning and execution phase of a movement, i.e., trajectories $x^*$ that are optimal with respect to the objective function $J_N$ can be obtained in a two-step process. First, an (open-loop) OCP is solved (Computation block), i.e., a sequence of controls $u^* = (u^*_n)_{n \in \{0, \ldots, N-1\}}$ is found such that $J_N(x^*, u)$ becomes minimal among all permissible control sequences $u$, given an initial state (see Section 3.3 for more details). Second, the resulting optimal control sequence is applied in a
Fig. 1. In our optimal control framework for HCI, the user is assumed to control the state $x$ of the interactive system, which incorporates both the body state (e.g., arm and finger position) and the interface state (e.g., mouse pointer position and velocity), and which evolves according to the Body and Interface Dynamics. We assume that the user computes the controls $u$ through optimization, i.e., by minimizing a cost function $J_N$ (e.g., incorporating time or effort costs) that depends on the task. (a) In an open-loop model, this calculation is only based on an internal Forward Model of the Human-Computer System Dynamics. The optimal state trajectory $x^*$ is obtained by applying the resulting muscle control signals $u^*$ in one forward pass. The Forward Model does not have to coincide with the System Dynamics. (b) A closed-loop model takes into account effects that appear only after execution. The key difference in the Computation block is that, instead of optimal control signals $u^*$, it yields an optimal Control Strategy $\pi$ that is computed before movement onset. At each time step $n$, this Control Strategy is used to map an arbitrary (estimated) state $\hat{x}_n$ to the corresponding optimal control $u_n$. Based on the resulting state $x_{n+1}$, an observation $y_{n+1}$ is obtained via Feedback, which incorporates descriptions of both the Display and the Human Perception. The Human Observer then compares this observed state to an expected state it computes using an efference copy of the current control signal $u_n$ and the Forward Model. Based on the resulting difference between expected and observed signals, an internal state estimate $\hat{x}_{n+1}$ is computed and used to select the next control $u_{n+1}$, and so on.
forward pass, i.e., the system dynamics are evaluated at each timestep \( n \in \{0, \ldots, N - 1\} \) to obtain the subsequent optimal state \( x^*_n+1 \).

Note that if the system dynamics are deterministic and the forward model internally used to compute \( u^* \) matches these dynamics, there is no advantage in computing the optimal controls online, that is, only at the time they are executed during the forward pass. However, there are few scenarios where the internal forward model used for optimization cannot fully predict the actual behavior of the human body and interface dynamics, i.e., the outcome of the Human-Computer System Dynamics block in Figure 1. This is particularly the case

- if the OCP is stochastic, e.g., in the case of motor noise,
- if there is a mismatch between internal model and actual system dynamics, or
- if unexpected disturbances occur that the internal model did not account for.

If one of these assumptions holds (which usually is the case in practice), the controller will benefit from any information it receives during execution, as this allows to condition the choice of an individual control \( u_n \) on the true state in a closed-loop manner, instead of using a prior state estimate. Note that the feedback loop immediately eliminates the strict separation between planning and execution phase, which is prevalent for open-loop models. Instead, the optimal control sequence \( u^* \) needs to be computed online in an iterative manner. In particular, all information available to the controller at a timestep \( n \in \{0, \ldots, N - 1\} \) is used to compute the muscle control signal \( u^*_n \) at this timestep, which is applied to the Human Body Dynamics. In combination with the Interface Dynamics, this results in a new system state \( x_{n+1} \). The state (or partial information thereof, see Section 3.4) is then fed back into the controller, which again selects the next control \( u^*_{n+1} \) based on this information, i.e., a sensorimotor control loop between Human and Computer is established (see Figure 1(b)). In particular, the optimal state trajectory \( x^* \) does not only depend on the control sequence \( u \), but also vice versa. Since in such models, feedback is given to the controller during execution, these models are often denoted as OFC models [28, 33].

It is important to note that with many OCP solution methods that take into account feedback during execution (including the ones presented in this article), the actual optimization can be performed offline, i.e., before the controls are applied to the actual system dynamics. Instead of a single optimal control sequence \( u^* \), such methods usually yield an optimal Control Strategy, that is, a function \( \pi : \mathcal{X} \to \mathcal{U} \) that maps an arbitrary state \( x \in \mathcal{X} \) to a corresponding control \( u \in \mathcal{U} \) that is optimal starting from this state.

In the later sections, we will present both an open-loop model (Section 6) as well as different variants of one of the most widely used OFC models (Sections 7–9).

### 3.2 Human–Computer System Dynamics

The Human–Computer System Dynamics form the basis of each optimal control model of HCI and consist of two parts: the Human Body Dynamics and the Interface Dynamics.

**Human Body Dynamics.** Given a vector of neural muscle control signals \( u \), the Human Body Dynamics describe how these signals are transformed into joint torques and accelerations. The corresponding joint postures are obtained via integration. If required, kinematic models that map joint postures to world-centered positions of arbitrary body parts can be included as well, e.g., to get more realistic movement of the wrist or the index finger based on the computed joint angles.

**Interface Dynamics.** In interaction with computers, the forces and accelerations resulting from body dynamics are applied to the physical input device, e.g., the mouse device. Inertial properties of this physical end-effector determine the input device motion, which is sensed, filtered, and mapped to a motion of the corresponding virtual end-effector. For example, in the case of mouse pointing, the mouse pointer position might result from the application of a pointing transfer function to the
mouse device velocity measured via optical sensors [22, 23]. The virtual end-effector is then used for interaction with graphical user interfaces. These dynamics of the computer part, including physical properties of the input device as well as visualizations and animations that appear from interaction with buttons, sliders, and so on, are summarized within the Interface Dynamics block in Figure 1.

Combined, the Human–Computer System Dynamics yield the new state vector $x$, which incorporates all relevant information about the current state of the human body, of the physical and/or the virtual end-effector, and of the applications. In the discrete-time formulation used in this article, both the state and control vectors $x_n$ and $u_n$ are given at timesteps $n \in \{0, \ldots, N\}$ up to a final step $N \in \mathbb{N}$, with each timestep corresponding to $h$ seconds. The next state $x_{n+1}$ depends on the current state $x_n$ and control $u_n$, which in most cases can be formalized as

$$x_{n+1} = f(x_n, u_n),$$

where $x_0$ is a given initial state.\footnote{This is closely related to a continuous-time formulation based on differential equations, where the control is assumed to be piecewise constant (i.e., it only changes once every $h$ seconds).}

This system dynamics function $f$ can be either deterministic or stochastic. In the deterministic case, starting from the current state $x_n \in \mathbb{R}^k (k \in \mathbb{N})$ and applying a control $u_n \in \mathbb{R}^m (m \in \mathbb{N})$, the subsequent state $x_{n+1} \in \mathbb{R}^k$ is uniquely determined by the function $f : \mathbb{R}^k \times \mathbb{R}^m \to \mathbb{R}^k$. In the stochastic case, $x_{n+1}$ randomly emerges from a set of possible successor states, according to a conditional probability distribution $p$, i.e., $x_{n+1} = f(x_n, u_n) \sim p(\cdot | x_n, u_n)$. Examples of stochastic systems include, e.g., Body Dynamics with internal motor noise or Interface Dynamics with noisy input signals.

It is important to note that the controller, which is described in Section 3.3, is agnostic to the partitioning of the system dynamics into effects attributed to the Body Dynamics and effects attributed to the Interface Dynamics. All the controller need to know is the overall system dynamics $f$ (or an internal approximation of it), which maps an arbitrary state-control pair $(x_n, u_n)$ to the subsequent state $x_{n+1}$ reached after $h$ seconds. Thus, an optimal control model of HCI can be instantiated in two ways. The first one is to include accurate submodels of arbitrary granularity (e.g., a separate model for each muscle activation, arm and hand dynamics, input device dynamics, and application dynamics), and combine them along the interaction loop into one aggregated system dynamics function $f$. However, the framework also allows to test whether some generic dynamics, such as a spring-mass-damper system or simplified muscle activation dynamics, are suitable to model the overall Human–Computer System Dynamics for a given task setting. The focus of this article will be on the latter approach, since we aim at starting with an easily understandable and well-established model from the field of Human Motor Control, and test whether these dynamics are applicable to the context of mouse pointing. We believe that this approach is well suited for introducing optimal control methods to HCI without going too much into (biomechanical) detail.

The system dynamics of all models considered in this article are linear in both the state and the control, i.e.,

$$x_{n+1} = f(x_n, u_n) = Ax_n + Bu_n.$$  

(2)

Here, the matrix $A$ describes how the dynamics evolve when no control is exerted. The matrix $B$ describes how the control influences the system.

At first glance, this assumption seems to be very limiting, especially with regards to the complexity of the human neuro- and biomechanical system, as well as of most interaction methods and application GUIs. However, the tools and methods proposed in this article for the case of linear dynamics are also beneficial for more complex models of interaction, which, for example, include
muscle-driven models of the human body or non-linear pointer acceleration functions. Using a reference trajectory, it is always possible to linearize a non-linear system around this particular trajectory in order to obtain a linear system of the form Equation (2), which locally approximates the non-linear one. While linearization-based extensions of the considered optimal control models to the non-linear case have been proposed [83, 132, 143], an application of these methods to typical HCI tasks would be an interesting area for future work.

The main advantage of using linear dynamics is that, when combined with quadratic costs and Gaussian noise, the resulting OCP (see Section 3.3) can be solved analytically and thus quickly and exactly. Finally, the linear case is easier to understand and formalize and thus well suited for the explanatory purposes of this article.

In the case of mouse pointing, which usually requires only small movements of the arm, the hand, and the input device, linearization around a single trajectory, i.e., using constant system matrices $A$ and $B$ as in (2), is a reasonable initial approach to model (moderate) mouse movements. Indeed, we will show that linear system dynamics can account for many phenomena that are characteristic in mouse pointing.

### 3.3 Human Controller

In general, various control sequences can produce the same movement trajectory. For example, the arm can rest on the table or stay in the air, as long as the mouse device is controlled appropriately. This is referred to as the joint-redundancy problem [18]. For a large number of degrees of freedom, e.g., motor signals that are applied to individual muscles, the same goal can be achieved with different controls, raising the question of which control is actually chosen by the central nervous system (CNS) and why. This fundamental question, however, cannot be answered using movement dynamics alone. Instead, the optimal control framework has been proposed to address this question [44, 73, 142].

**Optimal Control Problems (OCPs).** Optimal control methods make use of a specific cost function, which is to be minimized. Previous approaches include minimization of either jerk [42, 61], peak acceleration [103], end-point variance [58], duration [3, 131], or torque-change [144], among others. Different objectives can be combined in one cost function to model tradeoffs, e.g., between accuracy and effort [83, 138], accuracy and stability [86], or jerk and movement time [60]. Recently, it has been argued that several abilities associated with intelligence such as knowledge, perception, or imitation naturally emerge from behaving optimally with respect to an ultimate goal [124]. For goals that can be expressed by an adequate cost function, this particularly suggests that the optimal control framework is able to explain intelligent behavior.

In general, the (finite-horizon) discrete-time OCP is given by

$$
\text{Minimize} \quad J_N(x, u) = g_N(x_N) + \sum_{n=0}^{N-1} g(x_n, u_n),
$$

with respect to $u = (u_n)_{n \in \{0, \ldots, N-1\}} \subset \mathcal{U} \subset \mathbb{R}^m$,

where $x = (x_n)_{n \in \{0, \ldots, N\}} \subset \mathcal{X} \subset \mathbb{R}^k$ satisfies

$$
x_{n+1} = f_{\text{int}}(x_n, u_n), \quad n \in \{0, \ldots, N - 1\},
$$

$$
x_0 = \bar{x}_0
$$

for some given initial state $\bar{x}_0 \in \mathcal{X} \subset \mathbb{R}^k$.

Moreover, in the case of muscle-driven simulations, the set of feasible controls is relatively small compared to the total decision space, which makes it even less clear how appropriate controls are internally found [145].
Here, \( f_{\text{int}} \) denotes the dynamics of the internal model used for optimization. In Figure 1, this corresponds to the Forward Model block within the Human Controller. In most optimal control models, including those considered in this work, the internal model is assumed to be exact, i.e., it matches the actual system dynamics (corresponding to the Human–Computer System Dynamics block in Figure 1), which are analogously described by some function \( f \). The objective function \( J_N(x, u) \) that we want to minimize consists of some terminal cost function \( g_N : \mathbb{R}^k \rightarrow [0, \infty[ \) and the sum of running costs \( g : \mathbb{R}^k \times \mathbb{R}^m \rightarrow [0, \infty[ \) accumulated over \( N \) timesteps. These might be chosen dependent on the task under consideration. For example, in a tracking task, the distance between end-effector and target could be penalized in each step, whereas in a steering task, large costs might be applied whenever one of the bounds is reached. The sets \( \mathcal{X} \) and \( \mathcal{U} \) can be used to restrict the states and controls that are permissible at each timestep. In the following, however, we will set \( \mathcal{X} = \mathbb{R}^k \) and \( \mathcal{U} = \mathbb{R}^m \), i.e., we do not impose any restrictions. The initial state \( x_0 = \hat{x}_0 \) is assumed to be given, and the (unique) optimal solution \((x, u)\) to an OCP (assuming that it exists) is denoted by \((x^*, u^*)\) in the following.

For deterministic OCPs, both the internal model and the actual system dynamics are given by deterministic functions \( f_{\text{int}} : \mathbb{R}^k \times \mathbb{R}^m \rightarrow \mathbb{R}^k \) and \( f : \mathbb{R}^k \times \mathbb{R}^m \rightarrow \mathbb{R}^k \), respectively. For stochastic OCPs, these dynamics are replaced by conditional probability distributions (see Section 3.2). It is important to note that albeit in stochastic OCPs, the concrete successor state \( x_{n+1} \) resulting from the application of a hypothetical control \( u_n \) in the state \( x_n \) is not available to the controller during optimization, the underlying transition probability density function \( p(\cdot \mid x_n, u_n) \) usually is. Stochastic OCPs are thus capable of modeling the between-trial variability that typically occurs in human movement.

The methods to find the optimal solution of an OCP depend on its problem structure, i.e., the properties of the cost function (e.g., differentiability, convexity), the system dynamics (e.g., linearity, stochasticity), and the permissible state space \( \mathcal{X} \) and control space \( \mathcal{U} \). Often, the optimal solution can only be determined approximately, using numerical methods such as Multiple Shooting [15], Direct Collocation [11], or RL [130]. However, in some cases an explicit solution formula exists that yields the exact (and unique) optimal control sequence \( u^* \). In this article, we will focus on the most widely known class of OCPs that allows for such an analytical solution scheme: those with linear system dynamics and convex, quadratic costs.

### 3.4 Feedback & Human Observer

In the closed-loop case of the optimal control framework for HCI (Figure 1(b)), the Feedback block accounts for the fact that usually not all information included in the state \( x \) are (immediately) available to the user. First, the visual output, which is shown on the Display, is created based on the respective state components. This information is then sensed and processed by the Human Perception, which describes how visual, proprioceptive, and/or auditive signals are perceived and integrated into the stream of observations \( y = (y_n)_{n \in \{0, \ldots, N-1\}} \) the controller can condition on. The same holds for information on the own body state, which is directly obtained from the Human Body Dynamics, e.g., via proprioceptive input signals.

In general, these observations might be delayed, noisy, or incomplete. To decide for an appropriate control \( u_{n+1} \) at timestep \( n + 1 \), thus an estimate \( \hat{x}_{n+1} \) of the true current state \( x_{n+1} \) is required. This estimate is computed by the Human Observer, which compares the observed state \( y_{n+1} \) to an expected state it computes using an efference copy of the most recent control signal \( u_n \) and the

\[4\]In the case of unknown transition dynamics \( p \) (or \( f \), in the deterministic case), the controller would need to rely on sampling transitions from the environment in order to be able to estimate the expected future costs of different controls. This problem is addressed in Model-Free RL.
Forward Model. Based on the resulting difference between expected and observed signals, an internal state estimate $\hat{x}_{n+1}$ is computed, which is then used by the Human Controller to select the next muscle control signal $u_{n+1}$, resulting in the above discussed closed interaction loop.

### 3.5 Applications of the Proposed Framework

In this article, we analyze and compare several optimal control models of interaction. It is important to note that not all of the considered models exploit the complexity of the generic models depicted in Figure 1. For example, the closed-loop LQR model includes a trivial perceptual model in that it assumes that the controller has complete access to the true system state $x$ immediately. Another example is the open-loop MinJerk model, which does not include task-specific system dynamics.

Each optimal control model, however, yields a continuous representation of all relevant quantities of the interactive system. In contrast to summary statistics such as Fitts’ Law, this allows to simulate and predict complete movement trajectories on both the kinematic and the dynamic level. It also allows to analyze the effects of the control $u$ and of different cost terms incorporated in the objective function $J_N$, on the human body and the interface (e.g., user representations, buttons, or sliders).

Most importantly, the modularity of the proposed framework enables high flexibility and generalizability. For example, it is possible to analyze the effects of different input devices and/or GUIs on movement trajectories and control sequences, using the same description of the human biomechanical and perceptual system. Additionally, a given interface can be evaluated for different tasks such as pointing, dragging, steering, and so on, by modulating the internal objective function accordingly. The resulting continuous representations can then be evaluated with respect to different metrics, e.g., remaining distance to target [33], effort [121], fatigue [25], movement time [131], and so on.

Finally, the framework can be used to reverse-engineer the internal objective function (inverse optimal control) as well as properties of the human biomechanical system (system identification), such that the resulting trajectories best fit some experimentally observed user trajectories. Before we explain how to identify such model-specific parameters using a data-driven parameter fitting procedure (see Section 4.2), we give a brief overview of the experimental data we use to evaluate the presented models in this article.

### 4 USER TRAJECTORIES AND PARAMETER FITTING

#### 4.1 The Pointing Dynamics Dataset

For the evaluations in this article, we use the Pointing Dynamics Dataset. Task, apparatus, and experiment are described in detail in [98]. The dataset contains the mouse trajectories for a reciprocal mouse pointing task in 1D for ID 2, 4, 6, and 8 (12 participants, 8 task conditions, and 7732 trajectories in total). We use the raw, unfiltered position data in our parameter fitting process to avoid artifacts from the filtering process. In this section, we explain how we pre-process this data for the purposes of this article.

Pointing experiments both in the reciprocal and discrete Fitts’ paradigm introduce reaction times as experimental artifacts. In real mouse usage, users first decide on a pointing target themselves, and then start moving the mouse. In this sense, the pointing process can be considered initiated as soon as the pointer begins to move. In contrast, in the experimental paradigm used in [98], the next trial started as soon as the user clicked the mouse in the previous trial. The target...
given to the user appeared at that instant. This introduces a potential confound in the starting time of each trial. The beginning of each trial can be partly attributed to belong to the end of the previous trial, and partly to a reaction time adjusting to the new target. During this time, velocity and acceleration of the pointer are close to 0. This reaction time shows considerable variation both within and between participants.

Because the focus of this article is not on modeling reaction times, we remove them from each mouse movement. To this end, we drop all frames before the velocity reaches 1% of its maximum/minimum value (depending on the movement direction) for the first time in each trial.6

Since the deterministic optimal control models considered in this article can only predict average user behavior, we compute mean trajectories for each user, task condition, and direction from the raw data, resulting in 192 mean trajectories. This is done as follows.

First, we remove outlier trials, where at any timestep the position was more than three standard deviations from the respective mean. This was the case for 397 trajectories in total, i.e., 5.1% of all trials. We found this to be necessary as the averaging process is highly sensitive to outliers. In particular, delayed movement onsets, which, e.g., might have occurred due to a lack of attention of the participant, would inject a high bias into the computed statistics.

Second, in order to make trials of different length comparable, we assume that the pointer would not move after the mouse click. Given a set of trials to be averaged (with reaction times removed as described above), movements shorter than the longest one are extended by their last position, zero velocity, and zero acceleration to achieve the same length. To avoid unnecessarily long trajectories for conditions where a few of the recorded trials were of exceptional length, we additionally remove trials with duration longer than three standard deviations from the mean duration of the respective condition, before extending the remaining trajectories to maximum length. This was the case for 87 trajectories in total (i.e., 1.1% of all trials), with a maximum of two trials removed per user, task condition, and direction. Finally, we average the resulting trajectories on a frame by frame basis. We also compute the respective sample covariance matrices at each timestep to capture the between-trial-variability observed from user data.

4.2 Parameter Identification

In this section, we present a method to identify the parameters of a given instantiation of the optimal control framework introduced in Section 3 that best explain experimentally observed user behavior. More specifically, for a given interaction model and a given dataset of user trajectories, we aim at finding the model-specific parameter values such that the resulting trajectories approximate a subset of user trajectories (e.g., all trajectories of a specific user for some task condition) as closely as possible. In the following, we will apply this procedure to each of the presented models, using the Pointing Dynamics Dataset as reference data. Since only stochastic models can account for the between-trial variability typically observed in human movements, we need to distinguish between the deterministic and the stochastic case in the following.

In the deterministic case, we use the squared error between predicted and observed mouse pointer position, summed over time (sum squared error (SSE)) as a measure of distance between simulation and mean user trajectories. Given a model with parameter vector \( \Lambda \), where \( p_n^{\Lambda} \) denotes the position time series of the resulting simulation trajectory, and given a mean user position time series \( p_n^{\text{USER}} \), the goal is to find the parameter vector \( \Lambda^* \) such that the loss function of the parameter

---

6For improved temporal alignment of the individual trajectories and to remove outliers that sometimes occur at the beginning of a movement, we additionally assume that the acceleration remains positive/negative (depending on the movement direction) for at least 40 ms after the initial time. If no timestep is found that satisfies both criteria, we discard the entire movement. This was the case only for a single movement (ID 2, participant 5).
fitting process

\[ \mathcal{L}(\Lambda) = \text{SSE}(\Lambda) = \sum_{n=0}^{N} \left( p_n^\Lambda - p_n^\text{USER} \right)^2, \]  

(4)
takes its minimum in \( \Lambda^* \). This is done for each mean trajectory, resulting in 192 optimal parameter vectors.

Minimizing Equation (4) with respect to \( \Lambda \) can be considered a least-squares problem [14], where each function evaluation of \( \mathcal{L}(\Lambda) \) requires computation of the respective model simulation trajectory to obtain \( p_n^\Lambda \). In the case of optimal control models, this particularly implies that an OCP must be solved to obtain \( p_n^\Lambda \) for a given \( \Lambda \), that is, the complete parameter fitting process consists of two nested optimizations.

Stochastic models, in contrast, yield a sequence of distributions of the state, such as the distributions of pointer position and velocity, over multiple trials. These distributions can be used to sample individual trajectories. We measure the “similarity” between two distributions using the 2-Wasserstein distance (often denoted as Earth mover’s distance) [104]. Given two normal distributions \( \rho_1 \) and \( \rho_2 \) with means \( \mu_1 \) and \( \mu_2 \) and covariance matrices \( \Sigma_1 \) and \( \Sigma_2 \), respectively, the 2-Wasserstein distance can be written as

\[ W_2(\rho_1, \rho_2) = \left( \|\mu_1 - \mu_2\|^2_2 + \text{tr}(\Sigma_1) + \text{tr}(\Sigma_2) - 2\text{tr}\left( (\Sigma_1 \Sigma_2)^{\frac{1}{2}} \right) \right)^{\frac{1}{2}}, \]  

(5)
and can be interpreted as the amount of work required to transform the probability distribution \( \rho_1 \) into the probability distribution \( \rho_2 \) (and vice versa). In the following, we will use this formula to measure the distance between the simulation state distribution of a model with parameter vector \( \Lambda \), \( p_n^\Lambda \), and the empirically observed state distribution, \( p_n^\text{USER} \), at some timestep \( n \in \{0, \ldots, N\} \), i.e., \( \rho_1 = p_n^\Lambda \) and \( \rho_2 = p_n^\text{USER} \).

One advantage of this measure is that it is only based on the relative distance between the two means and covariance matrices of the two distributions, independent of the magnitude of these quantities. This is in contrast to the KL divergence [76], which increases as the variance of the reference distribution decreases. In the special case where both distributions have the same, diagonal covariance matrix, the 2-Wasserstein distance corresponds to the Euclidean distance between the means of both distributions.

As a measure for the similarity between complete sequences of distributions (e.g., of mouse pointer positions and velocities), we use the mean Wasserstein distance (MWD) over time:

\[ \mathcal{L}(\Lambda) = \text{MWD}(\Lambda) = \frac{1}{N+1} \sum_{n=0}^{N} W_2(\rho_n^\Lambda, \rho_n^\text{USER}). \]  

(6)
In both the deterministic and the stochastic case, we solve the (outer) optimization problem of minimizing \( \mathcal{L}(\Lambda) \) with respect to \( \Lambda \) using differential evolution [127], which is a simple, gradient-free global optimization algorithm suitable for continuous parameter spaces. This algorithm has proven to yield robust and reliable results even for ill-conditioned problems [5]. Of course, more efficient optimization methods, e.g., gradient-based ones, are always desirable, and algorithmic differentiation is a promising step forward in that regard. The main question here is the applicability of algorithmic differentiation in the case of iteratively alternating between control and estimation problems, as is required for the considered case of LQG with signal-dependent noise (see Section 8.1). Pursuing this endeavor, however, might very well enable real-time predictions of parameter effects on the entire interaction loop.

Figure 2 gives an overview of our parameter identification process for both the deterministic and the stochastic case. The parameter boundaries for all models introduced below are given in
Starting with an initial parameter vector \( \Lambda^0 \), the differential evolution (DE) algorithm obtains the loss \( \mathcal{L}(\Lambda) \) (SSE value in the deterministic and MWD in the stochastic case) for the currently considered parameter vector \( \Lambda \). To do this, it calls \( \text{MODEL}_\Lambda \), which computes the resulting model trajectory sequence \( x^\Lambda \) (or a sequence of state distributions \( \chi^\Lambda \)). In case of optimal control models, this requires an inner optimization with respect to a model-specific objective function \( J_N \). The resulting position time series \( p^\Lambda \) included in \( x^\Lambda \) (or the sequence of position-velocity distributions \( \rho^\Lambda \) included in \( \chi^\Lambda \)) is used to compute the loss \( \mathcal{L}(\Lambda) \) of the current parameter vector \( \Lambda \), which, in turn, is used by the DE algorithm. After obtaining the loss for a few requested parameter vectors \( \Lambda \), the DE algorithm chooses the next parameter vectors \( \Lambda \) until \( \Lambda^* \) with minimum loss is found. Finally, \( \Lambda^* \) is returned along with the respective optimal trajectory \( x^{\Lambda^*} \) (or the optimal sequence of state distributions \( \chi^{\Lambda^*} \)).

Table B.1 in the Appendix. Descriptions of how discrete parameters are relaxed in order to optimize them using standard continuous optimization methods are given in the respective model sections.

5 POINTING AS A DYNAMICAL SYSTEM: THE SECOND-ORDER LAG

One of the basic models of mouse pointer dynamics is the second-order lag, which has been used as a baseline in several papers, including [98, 160]. We therefore also include it as a baseline. The parameters \( \Lambda \) of the model are the stiffness of the spring \( k > 0 \) and the damping factor \( d > 0 \). In the setting described below, the mass is a redundant parameter, and we thus set it to 1. In continuous time, we denote the position of the mouse pointer as \( y(t) \), and its first and second derivatives with respect to time (i.e., velocity and acceleration) as \( \dot{y}(t) \) and \( \ddot{y}(t) \), respectively. The behavior is then described by the second-order lag equation:

\[
\ddot{y}(t) = u(t) - ky(t) - d\dot{y}(t).
\]  
(2OL)

An intuitive illustration of these dynamics is given in Figure 3: Assuming that the mouse pointer is fixed at one edge of the screen via a spring, the parameters \( k \) and \( d \) correspond to the stiffness and the damping of this spring, respectively, and the control value \( u \) can be interpreted as the force acting on the mouse pointer. In particular, the pointer acceleration \( \ddot{y} \) is assumed to be directly proportional to the control \( u \) (apart from the damping and stiffness terms), i.e., (2OL) defines a (linear) dynamical system of second order. A control flow diagram of the model is shown in Figure B.1 in the Appendix.
Given a target position $T \in \mathbb{R}$, it can be shown that for the particular choice $u \equiv kT$, with $k, d > 0$, the position $y(t)$ approaches $T$ for large enough $t$, independent of the initial position $y(0) = y_0$ and initial velocity $\dot{y}(0) = \dot{y}_0$ [57]. More precisely, the state $(y, \dot{y}) = (T, 0)$, i.e., the desired target $T$ is reached and the velocity is 0, is an equilibrium, meaning that once reached, that state will forever be maintained. The resulting trajectory, which is uniquely determined given $y_0$, $k$, $d$, and $T$, is often referred to as second-order lag trajectory, and can be used to model mouse pointing movements toward a given target $T$. Since the control $u(t)$ is constant in time and converges toward the equilibrium state, we denote this variant of (2OL) as 2OL-Eq in the following.

Following the general notation of (2), we derive a discrete-time version of (2OL), with a step size of two milliseconds, i.e., $h = 0.002$, which corresponds to the mouse sensor sampling rate. Considering our example case of 1D pointing tasks, in which the mouse can only be moved horizontally, the state $x_n$ encodes the horizontal position and velocity of the pointer, denoted by $p_n \in \mathbb{R}$ and $v_n \in \mathbb{R}$, respectively, i.e.,

$$x_n = (p_n, v_n)^T \in \mathbb{R}^2. \quad (7)$$

Using the forward Euler method, we obtain the matrices $A$ and $B$ for (2) as

$$A = \begin{pmatrix} 1 & h \\ -hk & 1 - hd \end{pmatrix}, \quad B = \begin{pmatrix} 0 \\ h \end{pmatrix}. \quad (8)$$

This model can easily be extended to 2D or 3D pointing tasks by augmenting $x_n$ and $u_n$ with the respective components for the additional dimensions.

### 5.1 Analysis of Parameters

Since the 2OL model is an important baseline for mouse pointing dynamics, in this section, we provide an analysis and intuitive understanding of influence of the model parameters on model behavior.

While the convergence of 2OL-Eq toward a target $T$ of fixed width $W > 0$ can be easily shown under the assumptions described above, both the time until this target is reached first (i.e., the time at which the remaining distance to target is smaller than $W$) and the transient behavior (i.e., specific characteristics of the trajectory until this time) largely depend on the parameters $k$ and $d$. In the following, we analyze the effects of the stiffness $k$ and the damping ratio $\zeta$, which is defined as

$$\zeta = \frac{d}{2\sqrt{k}}, \quad (9)$$

as this is easier to interpret than the actual damping parameter $d$. Note that given two of the three parameters $k$, $d$, and $\zeta$, the remaining one (in this case $d$) is uniquely determined by the others and can be easily computed.

The position, velocity, and acceleration time series of typical 2OL-Eq trajectories are shown in Figure 4. The initial and target values stem from an ID 4 task condition from the Pointing Dynamics Dataset. The most characteristic feature of 2OL-Eq trajectories is the large positive acceleration at the beginning of the movement. This is due to the model being second-order, i.e., the control $u$ is proportional to the acceleration $\ddot{y}$ (apart from the damping and stiffness terms). The velocity profile is typically left-skewed, since the deceleration phase is considerably longer than the acceleration phase. As a consequence, the peak velocity is reached relatively early during the movement.

---

7While we could also use the exact solution here, the (fairly good) approximation via forward Euler yields matrices that are more suitable for our explanatory purposes.
Fig. 4. Position, velocity, and acceleration time series of typical 2OL-Eq trajectories with target shown as the orange box. **Top**: Effect of stiffness parameter $k$ with fixed damping ratio $\zeta = 1$ (red dashed: $k = 15$, green dash-dotted: $k = 25$, and blue dotted: $k = 60$). **Bottom**: Effect of damping ratio $\zeta$ with fixed stiffness parameter $k = 40$ (red dashed: $\zeta = 0.5$, green dash-dotted: $\zeta = 1$, and blue dotted: $\zeta = 2$). The stiffness parameter $k$ mainly affects the instantaneous initial acceleration and thus the speed at which the target is approached. The parameter $\zeta$ determines the relative amount of damping, with $\zeta < 1$ (underdamped) resulting in oscillations around the target and $\zeta > 1$ (overdamped) leading to trajectories that reach the target later.

Given a constant damping ratio $\zeta$, the stiffness parameter $k$ mainly affects the initial acceleration, and consequently the peak velocity and the time at which the target is reached first. As can be seen in the top row of Figure 4, a large stiffness (blue dotted line) leads to a high initial acceleration and peak velocity, and thus the target is reached earlier than with lower stiffness values (red dashed line). For damping ratios $\zeta < 1$ (red dashed line in the bottom row of Figure 4), i.e., the damping $d$ is small compared to the stiffness $k$, oscillations occur in the trajectories, leading to multiple peaks in velocity and acceleration time series and to overshooting in the position time series (the so-called underdamped case). For $\zeta = 0$, the pointer does not even converge toward the target, but oscillates indefinitely (not shown). If $\zeta > 1$ (the so-called overdamped case, blue dotted line in the bottom row of Figure 4), the pointer converges toward the target slowly, without oscillations. If $\zeta = 1$, the trajectory is critically damped, which means that the pointer reaches (and stays at) the equilibrium (i.e., the target $T$) in minimum time.

### 5.2 Results of Parameter Fitting

For each combination of participant, task, and direction, we identify the parameters $\Lambda = (k, \zeta)$ that best explain the corresponding mean trajectory from the Pointing Dynamics Dataset, using the deterministic parameter fitting process described in Section 3. The loss function is the SSE on position, see Equation (4). Note that the results obtained from our parameter fitting do not exactly match those presented in [98], since we apply a different pre-processing to the experimental user trajectories and optimize the parameters with respect to the positional error only.

The fitted trajectory for a representative ID 4 task condition is shown in Figure 5. As discussed in [98], the main differences between model and human behavior are the less symmetric velocity profile and the large initial accelerations produced by the 2OL-Eq model. In particular, the user
trajectories exhibit velocity profiles that are close-to-symmetric and bell-shaped, at least for the initial ballistic movement toward the target (the “surge” [98]), which is consistent with previous findings [94]. The differences can be explained with the physical interpretation of the 2OL-Eq as a spring-mass-damper system: Since $u$ is constant in this model, as the system is released, the spring instantaneously accelerates the system with a force that is proportional to the extension of the spring. Because human muscles cannot build up force instantaneously [117], this behavior is not physically plausible.

In Figure 6, the optimal values of $k$ and $\zeta$ are given for all participants, tasks, and movement directions, both grouped by participants (left) and by ID (right). Interestingly, different behavior between individual users is mainly captured by different stiffness values $k$. Participant 2, for instance, seems to be characterized best by a large stiffness (between 46.8 and 107.6, with mean 78.3), while the trajectories of participant 9 are best explained by a considerably lower stiffness (between 10.3 and 18.3, with mean 14.4) in the 2OL-Eq model. In contrast, the damping ratio $\zeta$ seems to center around 0.7–0.76, independent of the participant. Instead, it is mainly influenced by the ID of the task. Lower IDs tend to result in a lower damping ratio, with trajectories of ID 2 tasks being considerably more underdamped than others. This is consistent with previous findings [17, 53, 98] and might be explained by the reciprocal nature of the considered pointing task, where participants alternately moved between two given targets (which we denote as initial and target position for a given movement direction) without dwell time.

In summary, the stiffness $k$ mostly seems to account for movement strategies that are characteristic of specific users, whereas the damping ratio $\zeta$ mainly differs between indices of task difficulty.

5.3 Discussion

The main shortcomings of the 2OL-Eq as a model of mouse pointer movements are the unrealistically high initial acceleration and the resulting skewed velocity profile. This is mainly due to the assumption of equilibrium control, while the literature suggests that the motor control signals are actively changed during the movement [13, 47, 138]. From a conceptual standpoint, the 2OL-Eq only describes the passive dynamics of the mouse pointer as a differential equation. It does not separately model the user’s “brain” or intention in controlling these dynamics. In particular, it does not describe what the user is trying to achieve. This can be explained by optimal control models.

6 POINTING AS OPTIMAL OPEN-LOOP CONTROL: THE MINIMUM JERK MODEL

An elementary model of aimed movements that assumes that users behave optimally according to an internal cost function is the minimum jerk model by Flash and Hogan [42]. This model, which...
Fig. 6. Parameters of 2OL-Eq, optimized for the mean trajectories of all participants, tasks, and directions, grouped by participants (left) and by ID (middle), and as overall distribution (right). While the optimal stiffness parameter $k$ considerably differs between participants, the damping ratio $\zeta$ is mainly affected by the task ID. Interestingly, all resulting simulation trajectories are underdamped (mean $\zeta = 0.71$), with $\zeta$ increasing as ID increases.

we will refer to as MinJerk in the following, assumes that the objective of users is to generate smooth movements by minimizing the jerk of the end-effector, i.e., the time derivative of the end-effector’s acceleration, while reaching the target exactly at a prescribed movement time with zero final velocity and acceleration. Within HCI, this model has been successfully used by Quinn and Zhai [112] to model the shape of gestures on a word-gesture keyboard.

The model assumes that the movement is controlled open-loop, and thus cannot explain how users would correct for disturbances or inaccurate execution. Similar to 2OL-Eq, the choice of parameters and boundary values already determines the complete trajectory. However, there are a few important differences to 2OL-Eq. First, MinJerk does not only require information about the initial, but also about the final state (as a third-order model, initial and final position, velocity, and acceleration need to be specified). Second, the overall movement time, which is denoted by $N_{MJ}$ in the following, needs to be known in advance. This is in contrast to the discrete-time formulation of 2OL-Eq.

In discrete time, minimizing jerk corresponds to minimizing the differences between subsequent accelerations. While in principle, the MinJerk OCP could be transformed into a closed-loop discrete-time system similar to Equation (2) (but with time-dependent matrices $A_n$ and $B_n$, see [61]); here, we make use of the analytical solution of the original continuous-time problem, and afterwards discretize the resulting 5th-degree polynomial with respect to time. For arbitrary initial state $x_0 = (\bar{p}_0, \bar{v}_0, \bar{a}_0)$ and final state $x_{N_{MJ}} = (\bar{p}_{N_{MJ}}, \bar{v}_{N_{MJ}}, \bar{a}_{N_{MJ}})$, where the third component is the respective end-effector acceleration, the (discrete-time) MinJerk trajectory is given by
Fig. 7. Visually, MinJerk trajectories show a relatively good fit to observed user data, as long as the duration parameter \( N_{MJ} \) is chosen to cover only the surge (black solid line; here, \( N_{MJ} = 223 \) corresponds to 0.446s). However, the MinJerk model predicts zero velocity at the end of the surge, which results in a considerably worse overall fit of user trajectories that exhibit clear submovements. If \( N_{MJ} \) is set as total movement duration \( N \), the resulting simulation trajectory (dash-dotted blue line) does not fit the data at all.

The fit is thus very poor (see blue dash-dotted lines in Figure 7). Instead of a quick movement toward the target with corrective submovements, as in our data, the model predicts a slow, smooth movement, and reaching the target only at the final time.

### 6.1 Extension to Complete Trajectories

The MinJerk model has been derived from data of an experiment that did not involve any corrective submovements [42]. However, in mouse pointing tasks with large ID, submovements occur regularly. If MinJerk is used for modeling of the entire movement, i.e., until the final timestep \( N \), the fit is thus very poor (see blue dash-dotted lines in Figure 7). Instead of a quick movement toward the target with corrective submovements, as in our data, the model predicts a slow, smooth movement, and reaching the target only at the final time.

A much better fit is obtained by using MinJerk only for the first, rapid movement toward the target (the “surge”), and assuming that the pointer does not move afterwards. To this end, we define the (extended) MinJerk trajectory as follows. For \( n \leq N_{MJ} \), \( x_n \) corresponds to the minimum jerk polynomial Equation (10) with \( \dot{p}_0, \ddot{v}_0, \) and \( \dddot{a}_0 \) taken from user data, \( \vec{p}_{N_{MJ}} = T, \) and \( \vec{v}_{N_{MJ}} = \vec{a}_{N_{MJ}} = 0 \). For \( n > N_{MJ} \), the trajectory is constantly extended by the final state of the MinJerk polynomial, i.e., \( x_n = x_{N_{MJ}} = (T, 0, 0) \).

The effect of the parameter \( N_{MJ} \) in our MinJerk model is shown in Figure 8. Varying this parameter allows to model variable peak velocities and accelerations. However, with \( N_{MJ} \) being a pure scaling parameter of the trajectory, the velocity profile is always bell-shaped and the acceleration profile N-shaped. Moreover, the target center is reached at timestep \( n = N_{MJ} \) by definition, i.e., the model naturally cannot account for corrections that typically occur after the surge. As illustrated in Figure 7 for the same ID 4 task as above (black solid lines), this can result in a considerably worse overall fit of the trajectory, at least for movements that consist of several submovements.
Fig. 8. Position, velocity, and acceleration time series of different MinJerk trajectories with target shown as the orange box. The parameter $N_M$ determines the end time of the symmetric and smooth jerk-minimizing movement, after which the trajectory is constantly extended by its final position value and zero velocity and acceleration (red dashed: $N_M = 50$, green dash-dotted: $N_M = 75$, blue dotted: $N_M = 100$).

Fig. 9. Duration parameter $N_M$ of MinJerk, optimized for the mean trajectories of all participants, tasks, and directions. **Left:** Absolute parameter values, grouped by participants. **Middle:** Parameter values relative to the total movement duration $N$, grouped by target width. **Right:** Parameter values relative to the total movement duration $N$, grouped by distance to target.

### 6.2 Results of Parameter Fitting

Similar to the parameter fitting process for 2OL-Eq, we identify the optimal duration parameter $N_M$ with respect to positional SSE for each participant, task, and movement direction, using the respective mean trajectory as our reference. To improve convergence of the used optimization algorithm, we relax this parameter by allowing for continuous values of $N_M$ in Equation (10) and compute the discrete-time MinJerk states $x_n$ for $n \leq \lceil N_M \rceil$.

The optimal values of $N_M$ grouped by participants are shown in the left plot of Figure 9. Different users can be characterized by different values for $N_M$. Interestingly, the user-specific effects match those observed for the stiffness parameter $k$ in the 2OL-Eq model fairly well. Indeed, there is an inverse-linear relationship between $k$ and $N_M$, as illustrated in Figure B.2 in the Appendix. Comparing the effects of $k$ (Figure 4, top row) and $N_M$ (Figure 8) on the respective model trajectories; however, this is not very surprising. Both a higher stiffness $k$ and a lower surge duration $N_M$ lead to a faster movement that reaches the target earlier (note that participant 9 moved considerably slower (averageduration: 1.7s) than the rest of the participants (averageduration: 0.95s)). Differences between the effects of these two parameters are mainly related to the initial acceleration, which scales with $k$ in 2OL-Eq, but is always fixed in MinJerk, and to the skewness of the velocity profile, which is only affected by $k$.

In contrast, the average surge duration does not differ much between different task IDs (not shown). However, the **relative time spent in the surge**, i.e., $N_M/N$, clearly increases as the target width increases, while it is unaffected by the distance between initial and target center (see middle and right plot of Figure 9). This is consistent with previous findings, which suggest that the
skewness of the velocity profile and thus the duration of corrective submovements is mainly determined by the target size, while the distance to target has a much smaller effect on the relative duration of the initial ballistic movement [16, 98, 135].

6.3 Discussion

The minimum jerk model can explain the shape of the initial ballistic movement (the surge) toward the target very well. However, both initial and terminal conditions need to be known in advance. The same holds for the overall movement time, unless it is identified through a parameter fitting process, using experimentally observed user data. It should also be noted that it is difficult to explain conceptually why users should aim at minimizing the jerk of the movement (see, e.g., Harris and Wolpert [58]).

The main limitation of the model is that it is a pure kinematic model. That is, the trajectory of the mouse pointer is uniquely defined given the initial and terminal conditions. The underlying reasons for the movement, such as the acting forces, are not explained. In particular, the model does not involve any explanation of the underlying biomechanics of the user, not even as a point-mass model such as 2OL-Eq. Due to its deterministic nature, it cannot account for the between-trial variability typically observed in user movements (see red dashed lines in Figure 7). Furthermore, as an open-loop model, the movement trajectory is completely specified at the beginning of the movement, and in its standard form, the model cannot react to perturbations or inaccuracies in the movement. In order to explain how users react to visual or proprioceptive feedback, models based on OFC are required.

7 POINTING AS OPTIMAL FEEDBACK CONTROL: THE LQR

In general, the OCP given by Equation (3) is very difficult to solve, since no solution method is known that guarantees convergence toward the global optimum without imposing (fairly strong) assumptions on the costs and system dynamics (e.g., convexity, continuous differentiability, etc.). One important subclass of problems where an analytic solution method exists is the case of linear dynamics and quadratic costs. The solution in this case is given by the LQR.

These OCPs usually are of the following form:

\[
\text{Minimize } J_N(x, u) = \sum_{n=0}^{N} x_n^T Q_n x_n + \sum_{n=0}^{N-1} u_n^T R_n u_n, \tag{11a}
\]

with respect to \( u = (u_n)_{n \in \{0, \ldots, N-1\} } \subset \mathbb{R}^m \),

where \( x = (x_n)_{n \in \{0, \ldots, N\} } \subset \mathbb{R}^k \) satisfies

\[
x_{n+1} = Ax_n + Bu_n, \quad n \in \{0, \ldots, N-1\}, \tag{11b}
\]

for some given initial state \( x_0 \in \mathbb{R}^k \).

As before, \( x_n \) is the state of the human–computer system, \( u_n \) is the control (e.g., muscle excitation), the matrix \( A \) describes the dynamics of the human–computer system if no control is applied, i.e., \( u \equiv 0 \), and \( B \) describes how the control influences the system (e.g., the force generated by muscles). The matrices \( Q_n \) and \( R_n \) can be interpreted as coefficients or weights for the state and control costs, respectively, where, e.g., the former formalizes that users aim to reach the target and the latter formalizes that they aim at doing so with minimal effort. Note that in our case, the controls \( u_n \) are one-dimensional (\( m = 1 \)), i.e., the matrix \( R_n \) only consists of a single entry.

Regarding the optimal control framework for HCI, the minimization in Equation (11a) corresponds to the Human Controller block in Figure 1(b), and Equation (11b) corresponds to the
Human–Computer System Dynamics block. The Feedback and Human Observer blocks in Figure 1(b) are assumed trivial, i.e., observation and internal state estimate both equal the actual state of the system \(y_{n+1} = \hat{x}_{n+1} = x_{n+1}\). This is clearly different from the open-loop case depicted in Figure 1(a), where the controls are independent from the state estimates.

In the following, we use the muscle model and the cost function that have been used by Todorov [141] in the case of the (stochastic, and therefore significantly more complex) Linear-Quadratic Gaussian regulator, which we discuss in Section 8. To understand the stochastic case, it is useful to first consider the deterministic case, which we introduce in this section. The simplified second-order muscle model that we use has been proposed by van der Helm [147], and obtains control signals as input \(u(t)\) and yields the forces applied to the end-effector \(F(t)\) as output

\[
F(t) = u(t) - \tau_1 \tau_2 \ddot{x}(t) - (\tau_1 + \tau_2) \dot{x}(t),
\]

with time constants \(\tau_1, \tau_2 > 0\). Throughout this section, we use \(\tau_1 = \tau_2 = 0.04\).

A discrete-time approximation of these dynamics is obtained by the Forward Euler method with time interval \(h > 0\),

\[
\begin{align*}
    f_{n+1} &= f_n + \frac{h}{\tau_2} (g_n - f_n), \\
    g_{n+1} &= g_n + \frac{h}{\tau_1} (u_n - g_n),
\end{align*}
\]

where \(f_n\) and \(g_n\) denote the muscle activation (corresponding to force) and excitation at timestep \(n\), respectively. Recall that \(h = 0.002\) corresponds to the 2 ms sampling rate of the mouse sensor. Following Todorov [141], we assume a unit mass of 1 kg of the hand-mouse system.

Combining these muscle dynamics with a second-order integrator, this leads to the following system dynamics matrices:

\[
A = \begin{pmatrix}
1 & h & 0 & 0 & 0 \\
0 & 1 & h & 0 & 0 \\
0 & 0 & 1 - \frac{h}{\tau_2} & \frac{h}{\tau_2} & 0 \\
0 & 0 & 0 & 1 - \frac{h}{\tau_1} & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}, \quad B = \begin{pmatrix}
0 \\
0 \\
\frac{h}{\tau_1} \\
0 \\
0
\end{pmatrix}.
\]

Here, the state \(x_n = (p_n, v_n, f_n, g_n, T)^T \in \mathbb{R}^5\) (i.e., \(k = 5\) in Equation (11b)) consists of the pointer position \(p_n\) and velocity \(v_n\), as well as muscle force \(f_n\) and muscle excitation \(g_n\). Moreover, the fixed target \(T\) is included in the state for technical reasons. Note that, in contrast to the 2OL-Eq model, the controls \(u_n\) do not equal a fixed, target-dependent value (that is, we do not prescribe pure equilibrium control), but are chosen to minimize the cost \(J_N\).

In principle, the cost matrices \(Q_n\) and \(R_n\) can be chosen freely. Based on [141], we derive them from the following assumptions:

- Users aim at minimizing the distance between pointer and target.
- Users aim at staying inside the target after reaching it.
- Users aim at minimizing the effort required to fulfill the task.

Ideally, no distance costs should occur within the target, which is assumed to be a box of width \(W\). However, a fundamental limitation of the LQR setting is that cost terms need to be quadratic in the states and controls. Therefore, costs that are 0 everywhere within the target are unfortunately infeasible within the LQR setting. To approximate such costs, we construct the distance costs such that we have lower costs inside the target and higher costs outside. In particular, we penalize the squared remaining Euclidean distance between the end-effector position \(p_n\) and the desired target...
Fig. 10. If state costs are only applied at the final timestep $N$ (blue dashed line), the LQR cannot capture the correction phase, which is highly pronounced for tasks with sufficiently small target. With continuous state costs (black solid line), LQR trajectories visually exhibit a good fit, although the peak acceleration is slightly higher. In contrast to MinJerk, the end of the surge phase does not need to be prescribed, but emerges implicitly from the model.

position $T$, which is given as

$$D_n^2 = |p_n - T|^2. \tag{15}$$

To create an incentive to keep the end-effector inside the target once it is reached, the squared velocity $v_n^2$ and the squared force $f_n^2$ (which can be interpreted as acceleration, since unit mass is assumed) are penalized as well, weighted with $\omega_v, \omega_f \geq 0$. All these cost terms are quadratic with respect to the state $x_n$, i.e., a positive semi-definite matrix $Q_n$ can be found such that

$$x_n^\top Q_n x_n = D_n^2 + \omega_v v_n^2 + \omega_f f_n^2. \tag{16}$$

At the same time as minimizing the distance to the target, we assume that users aim at minimizing their effort. This assumption is well-established in motor control theory, motivated by both neuroscientific findings and mathematical requirements [54, 83, 142]. Moreover, we assume that the effort cost matrices are constant in time, i.e., $R_n = R$ holds for all $n \in \{0, \ldots, N - 1\}$, and normalized with respect to the duration of the movement for better comparability between conditions. In particular, we choose

$$R = \frac{\omega_r}{N - 1}, \tag{17}$$

where the weight parameter $\omega_r > 0$ determines how much effort the user is willing to invest to reduce the distance to the target more quickly.

While in [141], the state costs Equation (16) were only applied at the final time $n = N$, which must be known in advance, in the deterministic LQR case without neuromotor noise, this does not work. As can be seen in Figure 10, for tasks with fairly small targets that require a considerable correction phase, the resulting LQR trajectory (dashed blue lines) does not resemble the observed user behavior at all. The main reason for this is that distance costs that only occur at a single timestep do not create an incentive to reach this state earlier than necessary. The constant

---

8In OCPs, penalizing the controls $u$ acts as a regularizer, i.e., it constrains the subspace of optimal solutions, which often results in a unique optimal solution.
incurrence of control costs adds to this, resulting in an optimal policy that chooses relatively small controls during most of the movement, while shortly before the final timestep $N$, larger controls are applied to reach the target “just in time” with low velocity and acceleration.

This problem can be addressed in two ways. Either neuromotor noise can be included, as it is done in [141] and in the next section. Or, in the deterministic case, behavior more similar to humans can be achieved by assuming that the state costs from Equation (16) are applied during the entire movement. This clearly creates an incentive to move the pointer toward the target from the start, in order to reduce the sum of the distance costs.

In summary, the objective function of our LQR model is given by

$$J^{(\text{LQR})}_N(x, u) = \sum_{n=0}^{N-1} \left( D_n^2 + \omega_v v_n^2 + \omega_f f_n^2 \right) + \frac{\omega_r}{N-1} \sum_{n=0}^{N-1} u_n^2. \quad (18)$$

We assume that the user computes the optimal control, denoted by $u^*_n$, in a feedback manner, based on the current state (i.e., the model is closed-loop). It has been proven that for these kinds of problems, the optimal control $u^*_n$ depends linearly on the state [35], i.e.,

$$u^*_n = \pi(x_n) = -L_n x_n, \quad (19)$$

holds for some uniquely determined feedback gain matrices $L_n$. Recall that in our case, the control $u_n$ is one-dimensional. Since the state $x_n$ is a vector in $\mathbb{R}^5$, $L_n$ is thus a $1 \times 5$ matrix.

Given the matrices $A$ and $B$ as well as the cost function $J^{(\text{LQR})}_N$, these feedback gain matrices can be computed once before movement onset (i.e., at the planning stage) by iteratively solving the corresponding Discrete Riccati Equation (see Appendix; details are given in [138, Theorem 7]). This results in a very fast on-line computation of the optimal controls, yet taking into account the most recent state observations.

### 7.1 Analysis of Parameters

In Figure 11, the individual effects of the cost function weights $\omega_v$, $\omega_f$, and $\omega_r$ are shown. A higher velocity cost weight $\omega_v$ (top plots, blue dashed lines) results in a lower peak velocity, as expected, since velocity is penalized quadratically. Keeping the remaining parameters constant, this leads to a less symmetric velocity profile, as higher velocities toward the end of the movement are necessary to compensate for the lower peak. Moreover, the target is reached later. Note that this only occurs as long as the velocity cost weight is not dominant. Otherwise, for large enough $\omega_v$, there is no incentive to reach the target at all.

Similar effects (peak values, symmetry) can be observed in the acceleration profile for the force cost weight $\omega_f$ (since the forces are applied to a unit mass and thus can be interpreted as acceleration) and in the control profile for the effort cost weight $\omega_r$. Moreover, large force cost weights lead to a constant, positive velocity at the end of the movement (middle plots, velocity profile), i.e., the pointer moves across the target instead of staying inside (middle plots, position profile). In contrast, the magnitude of the effort cost weight $\omega_r$ mainly affects the duration of the surge (bottom plots, position profile), while the target is still reached with relatively low velocity and acceleration for moderate values of $\omega_r$.

### 7.2 Results of Parameter Fitting

Analogously to the parameter fitting process for the 2OL-Eq and MinJerk models, we identify optimal values for the cost weights $\omega_v$, $\omega_f$, and $\omega_r$ collected in the parameter vector $\Lambda$ for each mean trajectory. Since these parameters only define the objective function $J^{(\text{LQR})}_N$ of the OCP, and the system matrices $A$ and $B$ are uniquely determined given the above fixed values of $m$, $\tau_1$, and $\tau_2$,
Fig. 11. Position, velocity, acceleration, and control time series of typical LQR trajectories with target shown as the orange box. **Top:** Effect of velocity cost weight $\omega_v$ with fixed cost weights $\omega_f = 0$, $\omega_r = 5e-3$ (red dashed: $\omega_v = 0.01$, green dash-dotted: $\omega_v = 0.05$, and blue dotted: $\omega_v = 0.1$). **Middle:** Effect of force cost weight $\omega_f$ with fixed cost weights $\omega_v = 0$, $\omega_r = 5e-3$ (red dashed: $\omega_f = 1e-4$, green dash-dotted: $\omega_f = 1e-3$, and blue dotted: $\omega_f = 1e-2$). **Bottom:** Effect of effort cost weight $\omega_r$ with fixed cost weights $\omega_v = 0.01$, $\omega_f = 1e-4$ (red dashed: $\omega_r = 5e-4$, green dash-dotted: $\omega_r = 5e-3$, and $\omega_r = 0.05$).
the parameter fitting for the LQR can be regarded as an inverse OCP [67]. As usual, we use the bi-level approach described in Section 4.2, i.e., at each iteration of the parameter fitting method, the OCP subject to the parameter vector $\Lambda$ is solved as described above.

### 7.2.1 Qualitative Results

The resulting optimal LQR trajectory (for the same ID 4 task considered for the previous models) is shown as the black solid line in Figure 10. The position time series is approximated fairly well at first glance, even better than by the MinJerk trajectory (see Figure 20; quantitative comparisons between all models are given in Section 11.2). Peak velocity and acceleration are also very close to the values of the respective user trajectory, albeit the maximum acceleration is higher and the timing of the minimum and maximum acceleration does not match exactly. However, it is important to note that the duration of the surge phase was not explicitly built into the LQR model, but emerges naturally from the interplay of the optimal parameters $\omega_V$, $\omega_F$, and $\omega_R$. In contrast, in the MinJerk model, the duration of the surge phase needs to be either known in advance or determined using the parameter fitting process.

### 7.2.2 Quantitative Results

All optimal parameter values, grouped by both user and task ID, are shown in Figure 12 (note the logarithmic scale for $\omega_F$ and $\omega_R$).

Each of the three parameters exhibits a large between-user variability. Interestingly, the between-user effects show similar trends and characteristics for all cost weights. For example, trajectories of participant 9 are characterized by very large weights (i.e., relatively small distance costs, since the weights affect every term in the cost function but the distance costs), while the behavior of participant 2 is explained best by considerably lower weights (i.e., relatively high distance costs). Moreover, these characteristic differences in the behavior of individual users are similar to those identified for the surge duration $N_{MJ}$ in MinJerk (see Figure 9 (left)). In contrast, the task difficulty does not seem to have a clear effect on the optimal values of the cost weights. Hence, our findings suggest that the identified optimal parameters rather encode user-specific characteristics than the task under consideration.

### 7.3 Discussion

The LQR combines beneficial features of both 2OL-Eq (movement duration emerges from the model) and MinJerk (smooth movements with "close-to-bell-shaped" velocity profiles, as observed in many user studies). With a continuous penalization of remaining distance to target, velocity, and force during the entire movement, the LQR model is able to explain average user behavior in terms of position, velocity, and acceleration profiles. However, whether the modified cost terms are plausible from a biomechanical and neuroscientific perspective is debatable [8, 113]. Moreover, as the MinJerk model, due to its deterministic nature, the LQR model cannot account for the considerable between-trial variability, which is typically observed in user movements.

In the next section, we will thus introduce signal-dependent control noise, which in combination with continuous effort costs and only terminal distance, velocity, and force costs, allows to replicate user behavior similarly well as the proposed LQR variant, with the additional benefit of obtaining a distribution of optimal trajectories.

---

9 Including the system dynamics parameters $m$, $\tau_1$, and $\tau_2$ in the parameter fitting process did not improve the fit to observed user behavior.

10 In theory, it would be possible to include prior knowledge about submovements and thus induce time-dependent behavior by choosing the time-dependent cost matrices $Q_n$ and $R_n$ appropriately.
While the LQR model visually captures typical average user behavior relatively well (see Figure 10; for a quantitative comparison between different models, see Section 11), it has one major drawback: The proposed optimal trajectory is necessarily deterministic and thus cannot account for the large variability observed among multiple trials of the same participant for the same task [32, 142].

An extension that allows to consider different sources of variability, which might occur during the sensorimotor control loop, is the LQG [62, 87, 141]. It belongs to the class of Stochastic...
Optimal Feedback Control (SOFC) models, as it takes into account the variance resulting from various noise terms.

In the following, we will present and analyze the LQG model introduced by Todorov for reaching movements [141]. In comparison to the LQR model from Section 7, this model includes signal-dependent Gaussian control noise and an observation model with additive Gaussian noise. Moreover, all state costs (i.e., distance, velocity, and force costs) are only applied at the final timestep $N$.

8.1 Linear-Quadratic Gaussian Regulator (LQG)

Starting from the linear-quadratic control problem (11), we extend the deterministic LQR model presented in the previous section with stochastic noise terms. In principle, there are two main types of noise terms that can be included in the system dynamics: additive noise and multiplicative noise. While the former introduces the same level, or variability, to the system at each timestep, the variance of multiplicative noise depends on the system variables themselves. In the considered case of signal-dependent (multiplicative) control noise, a larger magnitude of the applied control $u_n$ thus results in a higher uncertainty about the subsequent state $x_{n+1}$. From a neuroscientific perspective, this dependency can be justified by the empirically observed effect of neural motor commands on the variance of the resulting motor-neuronal firing [26, 68, 118, 129]. In particular, signal-dependent noise can account for well-established phenomena such as cosine tuning, muscle synergies, smooth movements, and the tradeoff between speed (or duration) and the end-point accuracy of a movement [58, 139, 140].

Introducing the control noise level $\sigma_u > 0$ and the sequence $(\eta_n)_{n \in [0, \ldots, N-1]}$ of (univariate) Gaussian random variables $\eta_n \sim \mathcal{N}(0; 1)$, the resulting discrete-time system dynamics can be written as

$$x_{n+1} = Ax_n + (1 + \sigma_u \eta_n)Bu_n, \quad n \in \{0, \ldots, N-1\},$$

$$x_0 \sim \mathcal{N}((\bar{x}_0, \Sigma_0),$$

where the initial state $x_0$ is drawn from a multivariate Gaussian distribution with given mean $\bar{x}_0$ and covariance matrix $\Sigma_0$. The specific values for $\bar{x}_0$ and $\Sigma_0$ can be extracted from data, see Section 8.2. Following [141], we do not include additive control noise, albeit this would be easily possible in the proposed framework.

As in the previous section, the state $x_n \in \mathbb{R}^5$ contains pointer position, velocity, force, and muscle excitation, as well as the target position. We assume that the controller, which needs to decide for a control $u_n \in \mathbb{R}$ at each timestep $n \in \{0, \ldots, N-1\}$, does not have complete access to the current state of the system $x_n$. The main reason is that usually, not all information stored in $x_n$ is observable. This means that the control $u_n$ at timestep $n \in \{0, \ldots, N-1\}$ may depend only on some observation $y_n \in \mathbb{R}^l$ ($l \in \mathbb{N}$), but not on the true state $x_n$. Moreover, the observation can be noisy, i.e., errors during observation may occur. More specifically, to maintain linear model dynamics, we assume that the (noisy) observation $y_n$ is linear in $x_n$, i.e.,

$$y_n = H_n x_n + G \xi_n.$$
For simplicity, we assume that position, velocity, and force values can be observed immediately in global coordinates, while muscle excitation and target position cannot be directly observed, i.e.,

\[
H_n = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\end{pmatrix},
\]

which results in

\[
H_n x_n = (p_n, v_n, f_n)^\top.
\]

The error that occurs during observation is modeled by the additive noise term \(G\xi_n\). The \(3 \times 3\) matrix \(G\) determines the individual noise levels. As in [141], it is given by

\[
G = \sigma_s \text{diag}(0.02, 0.2, 1),
\]

where \(\sigma_s > 0\) is a scaling parameter and the constants were chosen in order to reflect the different magnitudes between position, velocity, and force (i.e., acceleration). The vector \(\xi_n\) is a three-dimensional Gaussian random variable, i.e., \(\xi_n \sim N(0; I_3)\), where \(I_3\) denotes the \(3 \times 3\) identity matrix. In particular, the observation \(y_n\) is a three-dimensional vector.

The objective function is related to the one used in the LQR model, Equation (18), i.e., a weighted combination of distance, velocity, and force costs, plus effort costs. The two differences are: (i) distance, velocity, and force costs incur only at the final timestep \(N\), while only the effort costs incur continuously throughout the movement, and (ii) since state and control are not deterministic due to noise, we use the expected value of these terms, denoted by \(\mathbb{E}[]\). The objective function is thus given by

\[
J_N^{(\text{LQG})}(x, u) = \mathbb{E} \left[ D_N^2 + \omega_v v_n^2 + \omega_f f_n^2 + \frac{\omega_r}{N-1} \left( \sum_{n=0}^{N-1} u_n^2 \right) \right].
\]

In total, this results in the following stochastic OCP:

\[
\text{Minimize } J_N^{(\text{LQG})}(x, u),
\]

where \(y = (y_n)_{n \in \{0, \ldots, N-1\}} \subset \mathbb{R}^m\) satisfies

\[
y_n = H_n x_n + G\xi_n, \quad n \in \{0, \ldots, N-1\},
\]

and \(x = (x_n)_{n \in \{0, \ldots, N\}} \subset \mathbb{R}^k\) satisfies

\[
x_{n+1} = A x_n + (1 + \sigma_u \eta_n) Bu_n, \quad n \in \{0, \ldots, N-1\},
\]

\[
x_0 \sim N(\bar{x}_0, \Sigma_0).
\]

We specifically use the dimensions \(m, l,\) and \(k\) throughout to underline the generality and easy expandability of the LQG model. In our case, we recall that \(m = 1, l = 3,\) and \(k = 5.\)

Since the true state \(x_n\) at timestep \(n\) is not available to the controller, it needs to compute internal state estimates \(\hat{x}_n\) based on the information available. Under the LQG assumptions (linear dynamics, quadratic costs, Gaussian noise), the state estimates \(\hat{x}_n\) can be computed using a linear estimator:

\[
\hat{x}_{n+1} = A \hat{x}_n + Bu_n + K_n (y_n - H_n \hat{x}_n), \quad n \in \{0, \ldots, N-1\}.
\]

Here, \(y_n\) and \(H_n \hat{x}_n\) denote the obtained and the expected sensory input at time step \(n\), respectively (recall the Human Observer block in Figure 1(b)), where initially, at \(n = 0\), we set \(\hat{x}_0 = \bar{x}_0\). The matrix \(K_n\), which is to be determined, specifies to which degree the observed differences between these quantities should be taken into account for the computation of the subsequent state estimate \(\hat{x}_{n+1}\). As a trivial example, consider \(K_n = 0\), which corresponds to the open-loop case, i.e.,
no sensory information is used by the controller. When it comes to choosing a “good” matrix \( K_n \), the above LQG assumptions allow to analytically derive the matrix that is optimal in the sense that it minimizes the objective function \( J_N^{(LQG)} \). The resulting optimal estimator is known as the *Kalman Filter*.\(^{12}\)

Moreover, it can be shown that, similar to the LQR case, the optimal closed-loop solution \( u^*_n = (u^*_n)_{n \in \{0, \ldots, N-1\}} \) is linear in the state estimate \( \hat{x}_n \), i.e., there exist unique feedback gain matrices \( L_n \), \( n \in \{0, \ldots, N-1\} \) such that

\[
u^*_n = \pi(\hat{x}_n) = -L_n\hat{x}_n,
\]

holds. As in the previous section, \( L_n \) is a \( 1 \times 5 \) matrix. For more details, we refer to \([141]\).

It is important to note that in the considered case of signal-dependent control noise, the feedback gain matrices \( L_n \) and the Kalman gain matrices \( K_n \) non-trivially depend on each other. More precisely, each feedback gain matrix \( L_n \) depends on the subsequent Kalman filter matrices \( (K_i)_{i \in \{n+1, \ldots, N-1\}} \), and each Kalman filter matrix \( K_n \) depends on the previous feedback gain matrices \( (L_i)_{i \in \{0, \ldots, n-1\}} \). Thus, the feedback gain matrices \( L_n \) can only be computed backward in time, starting at the final timestep \( n = N \), whereas the Kalman filter matrices \( K_n \) can only be computed forward in time, starting at the first timestep \( n = 0 \). In particular, one must be given in order to optimally determine the other. Fortunately, iterating alternately between the two optimizations results in a coordinate descent algorithm, which can be shown to converge toward a (local) minimum \([141]\). This iterative computation of the matrices \( K_n \) and \( L_n \) can be done offline, i.e., before movement onset.

As suggested by Todorov [141], we therefore initialize the Kalman gain matrices to 0, i.e., we first compute the optimal open-loop control strategy matrices \( L_n \) and \( K_n \) until the resulting objective function value converges toward its optimum. In particular, we terminate the iterative optimization procedure in the \( i \)th step if the relative improvement of \( J_N^{(LQG)} \) falls below a predefined threshold \( \epsilon_J > 0 \), i.e.,

\[
\left| \frac{J_N^{(LQG)}_{i+1} - J_N^{(LQG)}_i}{J_N^{(LQG)}_i} \right| \leq \epsilon_J,
\]

or after a maximum number of iterations (set to 20; we found that this value sufficed to obtain parameters that did not change considerably afterwards). In our implementation, we use \( \epsilon_J = 1e^{-3} \).

We do not make use of the *adaptive Kalman filter*, as it was proposed for an LQG model designed for via-point movements [138]. The adaptive Kalman filter computes Kalman gain matrices \( K_n \) that explicitly depend on the observations \((y_i)_{i \in \{0, \ldots, n-1\}} \) received so far, i.e., this needs to be done online. Moreover, since these observations are stochastic, the matrices \( K_n \) (and thus the expected behavior) differ between several runs. In addition, it was empirically observed that the adaptive Kalman filter might be unstable [141]. In contrast, the non-adaptive Kalman filter from [141] computes matrices \( K_n \) that only depend on information available before movement onset. The resulting a priori expectations over the state sequences can be directly used in the loss function of the parameter fitting process to compare the expected outcome of different parameter vectors.

In principle, using an adaptive filter only during runtime (with \( L_n \) optimized with respect to the non-adaptive filter) could further reduce the expected total costs. However, this effect has shown to be minor [141], which is why we refrain from using an adaptive filter at all.

\(^{12}\)In the case of state-dependent observation noise, i.e., if \( G \) is replaced by \( G_n(x_n) \), the Kalman Filter is still optimal among all linear estimators [138].

\(^{13}\)Numerically, it has been shown that this algorithm even converges toward the global minimum [141].
8.2 Analysis of Parameters

The above mentioned a priori expectations over state trajectories, which are used to compute the non-adaptive Kalman filter, allow to compare the stochastic results of the LQG controller between different sets of parameters. In total, there are five parameters we aim at optimizing:

- the (terminal) velocity cost weight $\omega_v$,
- the (terminal) force cost weight $\omega_f$,
- the effort cost weight $\omega_r$,
- the signal-dependent control noise level $\sigma_u$, and
- the observation noise level $\sigma_s$.

The first three parameters correspond to those from Section 7.1. In particular, setting all other parameters as well as the initial variance to 0 and using exact initial state estimates $\hat{x}_0 = \bar{x}_0 = x_0$ and $\hat{\Sigma}_0 = \Sigma_0 = 0$, the stochastic OCP Equation (26) equals the deterministic OCP (11), i.e., the LQR is a special case of the LQG. However, in contrast to the LQR model from Section 7, distance, velocity, and force costs are only applied at the final timestep $N$. The effect of the individual cost weight parameters is thus much smaller.

In principle, the same fixed noise level parameters $\sigma_u$ and $\sigma_s$ could be used for all participants and task conditions. However, choosing them from literature is difficult since their effects strongly depend on the assumptions and system dynamics of the considered model.

As shown in Figure 13 (top plots), an increase in the velocity cost weight $\omega_v$ results in a higher peak velocity, which is attained earlier. This can be explained by the corresponding decrease of the end-point velocity, which effectively reduces the total costs. This is also visible from the entries of the optimal feedback gain matrices $L_n$, which are depicted in Figure 13 as well. The magnitude of the position component\textsuperscript{14} of $L_n$ determines the importance of correcting the error between end-effector and target at timestep $n$, whereas the magnitude of the velocity component of $L_n$ determines the importance of adjusting the end-effector velocity. For the LQG model, an increase in the velocity cost weight $\omega_v$ results in a later peak of the velocity component, i.e., the controller would correct for a large velocity that occurs very shortly before the end of the movement, in order to reduce the terminal velocity costs. In the position component of the feedback gain matrices, a second, earlier peak occurs for moderate values ($\omega_v = 1$, green dash-dotted line). This suggests that it is particularly important to the controller to eliminate deviations from the target both at the end of the surge phase (peak at 0.212 s for the considered case) and at the end of the movement (peak at 0.68 s). For large velocity cost weights ($\omega_v = 20$, blue dotted line), the earlier peak becomes more dominant and remains the only peak, i.e., end-point errors that occur shortly before the end of the movement are not corrected anymore, as this would result in a larger end-point velocity and thus a higher total expected cost. In addition, the (relative) length of the correction phase increases as the terminal velocity cost weight increases. It is important to note that these effects only occur under both observation noise and signal-dependent control noise, i.e., for $\sigma_u$, $\sigma_s > 0$.

Terminal force costs only, i.e., without terminal velocity costs, cannot account for the typically observed corrective movements following the surge (see Figure 13, middle plots). In particular, there is no incentive to reduce the velocity toward the end of the movement. Instead, the acceleration is reduced, which is visible from the constant velocity at the end of the movement for large $\omega_f$.

\textsuperscript{14}We recall that to compute the resulting control $u_n$, each entry of the matrix $L_n$ is multiplied by the corresponding entry of the state $x_n$, see Equation (28). In our case, $L_n$ is a $1 \times 5$ matrix, which allows for easy interpretation of the matrix entries. For example, the first entry of $L_n$ is multiplied by the first entry of $x_n$, which is the position, and hence referred to as the position component of $L_n$.  
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Fig. 13. Typical LQG trajectories with target shown as the orange box, as well as selected entries of the corresponding feedback gain matrices, and control time series, with noise levels $\sigma_u = 0.2$, $\sigma_s = 0.5$. **Top:** Effect of velocity cost weight $\omega_v$ with fixed cost weights $\omega_f = 0$, $\omega_r = 1e-7$ (red dashed: $\omega_v = 0$, green dash-dotted: $\omega_v = 1$, and blue dotted: $\omega_v = 20$). **Middle:** Effect of force cost weight $\omega_f$ with fixed cost weights $\omega_v = 0$, $\omega_r = 1e-7$ (red dashed: $\omega_f = 0$, green dash-dotted: $\omega_f = 1$, and blue dotted: $\omega_f = 100$). **Bottom:** Effect of effort cost weight $\omega_r$ with fixed cost weights $\omega_v = \omega_f = 2$ (red dashed: $\omega_v = 5e-8$, green dash-dotted: $\omega_v = 5e-7$, and blue dotted: $\omega_v = 5e-6$).

Similarly to the velocity cost weight $\omega_v$, the force cost weight $\omega_f$ also affects the time period at which deviations from the desired terminal position and velocity are corrected. As $\omega_f$ increases, this period shifts forward, i.e., late-occurring deviations are not corrected anymore.
Fig. 14. **Top:** Effect of the signal-dependent noise level $\sigma_u$ on the variance time series of the LQG position and velocity profiles (red dashed: $\sigma_u = 3$, green dash-dotted: $\sigma_u = 4$, and blue dotted: $\sigma_u = 5$) and on the time until the target is reached; all simulations with observation noise level $\sigma_s = 0.5$. **Bottom:** Effect of the observation noise level $\sigma_s$ on the variance time series of the LQG position and velocity profiles (red dashed: $\sigma_s = 0.02$, green dash-dotted: $\sigma_s = 0.2$, and blue dotted: $\sigma_s = 2$) and on the time until the target is reached; all simulations with signal-dependent noise level $\sigma_u = 4$.

For positive velocity and force cost weights $\omega_v$ and $\omega_f$, an increase of the effort cost weight $\omega_r$ leads to a trajectory that reaches the target later, with lower peak velocity (see Figure 13, bottom plots). This is intuitive, since higher effort costs reduce the magnitude of the optimal control signals, resulting in lower accelerations and velocities. The terminal velocity is close to 0 for any moderate $\omega_r$.

Note that the shape of the optimal control sequences differs considerably from the deterministic LQR model (see Figure 11). In the LQG model, the control usually attains its maximum at the beginning, then linearly decreases toward its minimum, and increases again toward 0. This is mainly due to the velocity and the acceleration being penalized only at the final timestep $N$, which allows to reach a higher peak velocity and acceleration (achieved through larger control signals at the beginning of the movement; also note the large (non-normalized) positional feedback gain values in bottom left plot). Under the assumption of signal-dependent control and constant observation noise, the control is very close to 0 during the correction phase (which, for ID $\geq 4$, makes up a considerable part of the movement). In Figure 13 (bottom right plot), this is shown for moderate control and observation noise levels $\sigma_u = 0.2, \sigma_s = 0.5$.

If the control noise $\sigma_u$ is set large enough, similar effects can be observed without any observation noise, i.e., $\sigma_s = 0$ (not shown). In contrast, large observation noise levels $\sigma_s$ cannot compensate a missing control noise. This is intuitively plausible—since the controller is aware that there is no control noise, the deterministic system states resulting from the closed-loop system become perfectly predictable through the internal (correct) forward model, i.e., there is no need to rely on noisy observations at all.

The effects of the control noise level $\sigma_u$ (with $\sigma_s = 0.5$) and the observation noise level $\sigma_s$ (with $\sigma_u = 4$) are shown in Figure 14. In the left and in the middle plots, the variance of the resulting LQG position and velocity profiles is plotted against time. The black solid lines show a representative variance profile from the Pointing Dynamics Dataset. Visually, the combination of signal-dependent control noise and constant observation noise can explain the characteristic
Fig. 15. Under signal-dependent noise and given a fixed movement duration (here: 0.97s), the end-point standard deviation of the LQG linearly increases with distance. Given a fixed distance (here: 0.21m), the end-point standard deviation inverse-quadratically decreases with movement duration.

variance profiles relatively well. Under signal-dependent noise, the application of smaller controls in the second half of the movement (during the correction phase, which follows the surge) results in a decreasing movement variability toward the end of the movement. This is in accordance with the two-phase positional variance profiles that are typically observed in aimed movements [50, 55, 78].

From an information-theoretic perspective, the decaying rate of these profiles can be explained by a user-specific channel capacity [50]. In the considered LQG model, the idea of user-specific control and observation noise levels affecting the (expected) end-effector variability provides a different interpretation. However, very large and physically implausible noise levels ($\sigma_u \approx 1-4$) are required to account for the substantial variance observed in the position and velocity profiles of mouse pointing movements. The velocity variance profiles, which are typically bimodal [30, 55], can also be replicated by the noise model of the LQG, albeit the second peak is usually less pronounced in the simulation.

The effect of the signal-dependent noise level $\sigma_u$ on the (average) time until the target is reached is depicted in the top right plot of Figure 14, with total movement duration $N$ corresponding to 0.97s. Note that the time a target is reached does not have to coincide with the total movement duration. This is because the movement does not end upon reaching the target, but instead is the experimentally observed time between two mouse clicks. To distinguish these two, we will abbreviate the average time until the target is reached by time to target in the following.

Without signal-dependent noise, i.e., $\sigma_u = 0$, there is little incentive to reach the target much earlier than at timestep $N$, which is the only timestep at which the positional error, velocity, and acceleration are penalized. As $\sigma_u$ increases, the movement duration rapidly decreases. This can be again explained by the need to apply lower controls toward the end, in order to reduce the uncertainty regarding the final end-effector position. Signal-dependent noise thus induces a strategy that could be described as “doing most of the work at the beginning to be on the safe side”. However, if $\sigma_u$ becomes too large, its effect on the movement time reverses: The more signal-dependent noise, the more time is required to reach the target. This is intuitive, since higher control noise levels result in a larger positional variance of the end-effector, which, in turn, forces the controller to more rely on the received observations when updating the internal state estimate. In combination with a positive observation noise level $\sigma_s$, an increase in $\sigma_u$ thus results in a larger uncertainty regarding the own position, which makes it difficult to reach the target at the same time. Such an increase of the time to target with $\sigma_u$ cannot be observed if observation noise is omitted (not shown).

The assumption of signal-dependent control noise is also in accordance with the well-known speed-accuracy tradeoff, which suggests that faster movements result in a larger end-point variance [58, 142, 154]. As can be seen in Figure 15 (left), for a fixed movement duration $N$, the
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positional end-point accuracy (i.e., the standard deviation of the terminal end-effector position) linearly increases with the initial distance to target. This is plausible, as larger movements require higher controls $u_n$, and is consistent with empirical findings \[49, 138, 141, 155\]. Similarly, an inverse relationship between movement duration and end-point standard deviation can be observed (see Figure 15 (right)).

For the observation noise level $\sigma_s$, similar effects on the variance profiles and the time to target can be observed, given a fixed control noise level $\sigma_u$ (bottom row of Figure 14). The increasing variance in position and velocity as $\sigma_s$ increases can also be explained by the increasing uncertainty regarding the own end-effector position as $\sigma_s$ increases, as this uncertainty in turn affects the variance of the applied muscle control. For moderate observation noise levels $\sigma_s$, this effect decreases toward the end of the movement, since smaller controls are applied then, i.e., the future system states become less dependent on the internal state estimates. However, if $\sigma_s$ becomes too large, the internal state estimates are not precise enough to reliably move the end-effector toward the target. In this case, the positional variance remains constant or even increases toward the end of the movement (blue dotted line in the bottom left of Figure 14). Note, however, that on average, the target is still reached early during the simulation (after 0.46 s for $\sigma_s = 2$, which is even slightly faster than the representative user trajectory for the considered task shown as black line in the bottom right plot of Figure 14).

In summary, the mutual dependency between observations and applied controls, i.e., between the Kalman gains $K_n$ and the feedback gains $L_n$, implies a positive effect of both signal-dependent control noise and constant observation noise on the movement variability, whereas the effect on the time to target depends on the absolute value of both noise levels. However, the effects of $\sigma_s$ are considerably smaller than the effects of $\sigma_u$ (note the logarithmic scale of $\sigma_s$ for both variance profiles, and the smaller linear scale in the time to target). In particular, observation noise only has an effect in combination with control noise, because otherwise the system is deterministic, i.e., the controller does not need to rely on sensory input at all.

8.3 Results of Parameter Fitting

Using our parameter fitting process, we identify the optimal values of all five parameters for each combination of participant, task condition, and direction within the Pointing Dynamics Dataset. Since the LQG model yields a sequence of state distributions, we use the stochastic parameter fitting variant described in Section 4.2, with $2 − \text{Wasserstein}$ distance applied to the position-velocity components of the respective state distributions as the loss function.

The parameters of the initial distribution, $\bar{x}_0$ and $\Sigma_0$, from Equation (26c) are specified as follows. We choose $\bar{x}_0 = (p_0^{\text{USER}}, v_0^{\text{USER}}, 0, 0, T)^\top$, where $p_0^{\text{USER}}$ and $v_0^{\text{USER}}$ denote the average initial position and velocity, respectively, of all trials for the considered combination of participant, task condition, and direction. The covariance $\Sigma_0$ of the initial state is defined as follows. The components for position and velocity correspond to the sample covariance matrix empirically observed from these user trajectories, as described in Section 4.1. All other components are set to 0.

8.3.1 Qualitative Results. The optimal LQG solution for the same representative ID 4 task as used for the previous models is shown in Figure 16, where both the mean trajectories and the 95% point-wise confidence bands are plotted. The mean position and velocity profiles (green solid lines) visually match those from user data (red solid lines) very well. The same holds for the acceleration time series, apart from the second submovement (starting around 0.3 s), which is slightly less pronounced in the simulation. The most notable differences are that in the LQG model, there is a slightly larger positional variance at the transition from the ballistic to the corrective phase of the
Fig. 16. Visually, LQG trajectories show a good fit to typical user trajectories. The mean trajectories (solid lines) as well as the 95% point-wise confidence bands match very well at first glance. Some simulation movements exhibit a slightly too low velocity at the beginning of the movement. The LQG acceleration profiles are obtained by applying a Savitzky–Golay filter of degree 3 and frame size 15 to the respective velocity profile and differentiating the corresponding polynomials.

Fig. 17. Parameters of the LQG model, optimized for the trajectory sets of all participants, tasks, and directions, grouped by participants (left) and by ID (right). Note that the optimal values of $\omega_f$ and $\omega_r$ are plotted on a logarithmic scale.

8.3.2 Quantitative Results. In Figure 17, optimal parameter values of the LQG are shown, grouped by both user and task ID. For better visibility, the values of $\omega_f$ and $\omega_r$ are plotted on a logarithmic scale.

In contrast to the LQR model, the optimal cost weights are more affected by the task ID than by the individual participants. Since in the LQG model, distance, velocity, and force costs are only applied in the final timestep $N$, the corresponding weights can be interpreted as importance of the endpoint accuracy constraint relative to keeping the required effort low.

The force cost weight $\omega_f$ monotonously increases with task ID, whereas the velocity cost weight $\omega_v$ takes similar values for ID 2, 4, and 6 tasks, and is considerably larger for ID 8 tasks. Since the velocity cost weight $\omega_v$ mainly affects the relative time spent in the surge phase (see Figure 13, top plots), the latter finding suggests that movements for very difficult tasks (ID 8) exhibit a considerably longer correction phase. Similarly, the force cost weight $\omega_f$ determines the time period at which positional errors and large velocities are corrected (see Figure 13, middle plots).
monotonous increase of $\omega_f$ with task ID thus implies that the more difficult the task, the less attention is paid to deviations near the end of the movement.

The effort cost weight $\omega_r$ exponentially decreases as the task ID increases. This is not surprising, since the controller does not have explicit knowledge on the target width $W$, but only on the distance to target $D$ (via the initial end-effector and the target position, which are both included in $\bar{x}_0$). Instead, the desired increase of end-point accuracy as $W$ decreases needs to be implemented via the cost weights. The observed decrease of the effort cost weight $\omega_r$ as the task becomes more difficult, which is equivalent to a relative increase of the terminal costs, can thus be interpreted as a higher importance of keeping the end-effector inside the target (higher accuracy) with small velocity and force at the final time step $N$ (higher stability).

The task ID also has an effect on the two noise level parameters $\sigma_u$ and $\sigma_s$. The signal-dependent control noise level $\sigma_u$ takes considerably lower values for ID 2 tasks, while the observation noise level $\sigma_s$ decreases as the task becomes more difficult.

While in contrast to the LQR model, the effect of the participants on the optimal cost weights is less pronounced (see Figure B.3 in the Appendix), different users are clearly characterized by different noise levels. For example, the trajectories of participant 8 can be explained by a small control noise level $\sigma_u$ (and a rather large observation noise level $\sigma_s$), whereas participant 9 is best explained by a larger control noise level $\sigma_u$ (and a small observation noise level $\sigma_s$).

8.4 Discussion

The LQG model assumes that users behave optimally with respect to a combination of terminal distance, velocity, and force costs, as well as continuous effort costs, within the constraints imposed by the human–computer system dynamics, and subject to signal-dependent motor noise and constant observation noise. Using the presented stochastic parameter fitting, this allows for an excellent replication of user trajectories.

As shown in Figure 16, trajectories resulting from the presented parameter fitting process capture both the average behavior and between-trial variability that is typically observed in mouse pointing movements.

However, the observation model from [141] has some shortcomings, as it assumes that all relevant quantities are perceived instantaneously in global coordinates and perturbed by additive Gaussian noise only. Moreover, the target position is assumed to be perfectly known during the entire movement. Thus, online comparisons between the target signals obtained from an appropriate observation model (i.e., $H_n$ such that $H_nx_n$ includes $T$, see Equation (23)) and those predicted by the internal model would not yield any additional benefit. This, however, is in contradiction to many empirical observations, which suggest that visual stimuli are internally used whenever available, even in the considered case of serial movements between the same two targets [116, 138].

In the following section, we thus extend the LQG model by considering both fixation-centered and world-centered sensory input signals, inspired by [138].

9 POINTING AS OPTIMAL FEEDBACK CONTROL SUBJECT TO SIGNAL-DEPENDENT NOISE AND SACCADES: THE E-LQG

The observation model of the LQG model in Section 8, which was taken from [141], has some major drawbacks. In particular, it assumes that the position, velocity, and force of the end-effector can be directly observed in world-centered coordinates, only perturbed by additive Gaussian noise whose magnitude is also known to the controller.

In the following, we will thus present an extension of this LQG model, denoted by E-LQG, which includes a more complex and physiologically plausible human observation model. The main concepts are taken from [138], with an adaption to the considered case of mouse pointing. In contrast
to [138], we assume that the end-effector position cannot be observed via proprioception (i.e., in world-centered coordinates), but only from visual input (i.e., relative to the current eye fixation position), since it corresponds to the mouse cursor position in our case.

Compared to the LQG model from Section 8, the E-LQG model

- models eye movement based on accurate saccades between the initial and the target position,
- distinguishes between visual input (in fixation-centered coordinates) and observations of the eye fixation position (in world-centered coordinates), and
- works with an imperfect initial target estimate, which is updated during the movement based on sensory input.

In the following, these differences are described in more detail.

**Eye Saccades.** For the considered goal-directed movements, sensory input can be assumed to be based on eye saccades, i.e., fast movements of the fovea between two fixation points [74, 75, 157]. The number and choice of fixation points usually depends on the complexity of the observed scene, the underlying goal (i.e., which information should be extracted from visually input), and the salience of individual objects, among others [46, 119, 133]. However, previous experiments on via-point tasks suggest that a single and precise movement of the fovea toward the aimed target is sufficient for the considered case of reciprocal pointing toward clearly delimited target areas [138]. Following [138], we thus can assume that at the beginning of the movement, the eye fixation corresponds to the initial position (regarding the repetitive movements from the Pointing Dynamics Dataset, this is equivalent to the target position of the previous movement). At a certain time during the arm movement, the gaze is assumed to move toward the target, which is then fixated until the end of the trial.

However, the eye saccades are decoupled from the rest of the movement in the sense that the controller can neither modify the time of the saccade nor the fixation points. Instead, we assume that both fixations are accurate (which can be argued by combining “possible corrective saccades in one “saccade” moving the eyes from one target to another” [138]), and optimize the saccade time within the outer parameter fitting process.15

**Visual Input.** We assume that visual input signals yield information regarding the position of the end-effector (i.e., the mouse pointer), the target, and the initial position, each relative to the eye fixation position (i.e., in fixation-centered coordinates).16

Based on the principles of foveal and peripheral vision [82, 128], these observations are assumed to be disturbed by noise that linearly increases in the distance between the respective object (pointer, initial/target box) and the eye fixation point. This is a major difference to the LQG model from Section 8.1, which included additive observation noise only. In addition, both the end-effector velocity and acceleration (which corresponds to force due to the assumption of unit mass) are perceived from visual input channels with additive noise, i.e., the magnitude of the observation noise is assumed independent of the distance to the eye fixation. The rationale for using additive noise here is that the minimum detectable difference between velocities is known to hardly differ between the peripheral and the foveal field. This particularly implies that useful observations of the end-effector velocity can be obtained independent of whether the end-effector moves close to the fixation point [91].

---

15 In the future, it will be interesting to include the eye position in state space and make it controllable via some (simplified) eye dynamics, similar to the simplified muscle dynamics that are used to control the end-effector.

16 Note that depending on whether the saccade has already taken place, the relative initial position (before the saccade) or the relative target position (after the saccade) equals 0 and thus can be discarded from the observation space.
*Proprioceptive and Eye Fixation Input.* Proprioceptive signals are signals that refer to the own body position and movement. While the visual input channel yields fixation-centered observations of the end-effector and the target position, proprioception could be used to obtain world-centered estimates of the own body position and orientation, e.g., of the arm, hand, or head. The used Human–Computer System Dynamics, however, do not explicitly distinguish between quantities corresponding to the human body and quantities corresponding to the input device or interface. Instead, it gives the overall dynamics that are directly applied to the virtual end-effector (see the discussion in Section 3.2). In the considered case of mouse pointing, the end-effector corresponds to the mouse cursor shown on the display, which cannot be perceived proprioceptively. In contrast to [138], we thus do not include world-centered observations of the end-effector position in the proposed model.

Besides feedback on the end-effector position and orientation, the human body usually also provides information about the eye position. In recent years, a large debate has evolved about whether the cortical eye position is rather obtained via proprioception or using internal efference copies of "outflow" signals [92, 150]. For details on the neurophysiological mechanisms underlying coordinated eye-hand movements, we refer the interested reader to the excellent overview given in [123]. Regarding the observation model used for the E-LQG model, we assume that the eye fixation point (perturbed by additive noise) can be perceived in world-centered coordinates. Note that the eye fixation dynamics are not part of the Human–Computer System Dynamics, but are implicitly modeled via the following workaround. The two attainable values are included in the state, and the time of the instantaneous switch is determined via some parameter (more details are given in Section 9.1).

In summary, the eye fixation is assumed to take only two different values during an aimed movement: the initial position (before the saccade) and the target position (after the saccade). In particular, the (perturbed) target position can be observed in world-centered coordinates, as soon as the saccade has taken place.

**Internal Target Estimate.** We assume that at the beginning of the movement, the controller is not aware of the exact target position. This is intuitively plausible, since even in the considered case of reciprocal tasks, where the users know that the two same targets will appear alternately, visual input signals are known to be used to improve the (rough) prior target estimates during the movement [116, 138].

In both the LQG and the E-LQG models, the internal state estimates $\hat{x}_n$ include an estimate of the desired target. However, the controller in the LQG model is given an exact initial estimate $\hat{x}_0$, i.e., $\hat{x}_0$ includes the correct (mean) initial position, velocity, force, muscle excitation, and target position. Since the target is known to be constant during the movement, this immediately implies a correct target estimation during the complete movement. In contrast, in the E-LQG model, we assume that the target component of the initial estimate differs from the actual target position $T$. For simplicity, we assume that this initial target estimate corresponds to the initial position $T_0$ (see Section 9.1), that is, the center of the target box of the previous movement in the Pointing Dynamics Dataset; note that both initial and target box were permanently displayed in the experiment [98]. This is in agreement with the reciprocal nature of the movements from the Pointing Dynamics Dataset, where the initial position should in turn equal the target position of the preceding movement. During the mouse movement, the internal target estimate, i.e., the target component of $\hat{x}_n$, is then updated based on the perceived sensory input signals $y_n$.

### 9.1 LQG with Extended Observation Model (E-LQG)

Based on the above assumptions, we modify the LQG model presented in Section 8 as follows.
In order to model eye fixation of the initial position $T_0$, we first need to include $T_0$ in the state space. We thus define $x_n = (p_n, v_n, f_n, g_n, T_0, T)^T \in \mathbb{R}^6$, i.e., the state vector now consists of the end-effector position, velocity, force, muscle excitation, the (fixed) initial position, and the (fixed) target position. Moreover, we introduce the saccade timestep $n_s$, which defines the time at which the eye fixation switches from initial to target position. In order to be able to optimize this saccade timestep within the stochastic parameter fitting process from Section 4.2, we relax this parameter by allowing continuous values, i.e., $n_s \in [0, N]$

The observations $y_n$ are more complex than in the LQG model, see Equation (21). They are given by the following observation model\(^{17}\):

$$y_n = H_n x_n + G_n(x_n) \xi_n,$$

where the observation matrix $H_n$ depends on whether the saccade has taken place or not. Before the saccade has taken place, the unperturbed observations $H_n x_n$ include the end-effector velocity, the end-effector acceleration (corresponding to muscle activation and force), the initial position (i.e., the center position of the initial boundary box, which corresponds to the eye fixation position), as well as the end-effector and target position, both relative to the the initial position. After the saccade has taken place, the unperturbed observations $H_n x_n$ include velocity, acceleration, the target position (which now corresponds to the eye fixation position), as well as the end-effector and initial position, both relative to the the target position. At saccade timestep $n = \lfloor n_s \rfloor$, we use a convex combination of the two observations.\(^{18}\) To this end, we formally define the two matrices,

$$H^{(T_0)} = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & -1 & 1 \end{pmatrix}, \quad \text{and} \quad H^{(T)} = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & 1 & -1 \end{pmatrix},$$

and introduce $\{n_s\}$, which denotes the fraction part of $n_s$, i.e., $\{n_s\} = n_s - \lfloor n_s \rfloor$. Then, we can define the observation matrix $H_n$ as

$$H_n = \begin{cases} H^{(T_0)}, & \text{if } n < \lfloor n_s \rfloor, \\ H^{(T)}, & \text{if } n > \lfloor n_s \rfloor, \\ \{n_s\} H^{(T_0)} + (1 - \{n_s\}) H^{(T)}, & \text{if } n = \lfloor n_s \rfloor. \end{cases}$$

The signal-dependent observation noise is introduced by the second term on the right-hand side of Equation (30). Here, the vector $\xi_n$ is a five-dimensional Gaussian random variable, i.e., $\xi_n \sim \mathcal{N}(0; I_5)$, where $I_5$ denotes the $5 \times 5$ identity matrix. The observation noise matrix $G_n$ is defined by

$$G_n(x_n) = \begin{cases} \text{diag}(\sigma_v, \sigma_f, \sigma_e, y|p_n - T_0|, y|T - T_0|), & \text{if } n < \lfloor n_s \rfloor, \\ \text{diag}(\sigma_v, \sigma_f, \sigma_e, y (\{n_s\} (|p_n - T_0|) + (1 - \{n_s\}) (|p_n - T|)), y (\{n_s\} (|T - T_0|) + (1 - \{n_s\}) (|T_0 - T|))), & \text{if } n = \lfloor n_s \rfloor, \\ \text{diag}(\sigma_v, \sigma_f, \sigma_e, y|p_n - T|, y|T_0 - T|), & \text{if } n > \lfloor n_s \rfloor. \end{cases}$$

The end-effector velocity and force are perturbed by visual noise levels $\sigma_v$ and $\sigma_f$, respectively. Similarly, the eye fixation position is perturbed by the gaze noise level $\sigma_e$. The magnitude of the

\(^{17}\)Note that the generality and flexibility of the proposed framework in principle allows to incorporate multiple and imprecise saccades, as well as more sophisticated approaches to model visual input [37]. However, this is beyond the scope of this work.

\(^{18}\)This relaxation ensures that the gradient of the state sequence $x$ with respect to $n_s$ becomes non-zero, which is necessary to apply standard continuous optimization methods within the parameter fitting process.
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Fig. 18. Internal estimates of the target position in the E-LQG model, as well the resulting (expected) position profile of the end-effector. In (A)–(C), darker lines correspond to larger parameter values. We set $\omega_V = 2$, $\omega_f = 0.02$, $\sigma_V = 5$, $\sigma_f = 1$, $\sigma_u = \sigma_c = 0$, $h = 0.002$, and performed at least three iterations to compute the Kalman and feedback gain matrices $K_n$ and $L_n$, see Equation (29). (A): Effect of position perception noise weight $\gamma$ (between 0 and 5) with fixed gaze noise level $\sigma_e = 0.1$ and saccade timestep $n_s = 50$, i.e., at 0.1 s. (B): Effect of gaze noise level $\sigma_e$ (between $10^{-10}$ and 0.1) with fixed position perception noise weight $\gamma = 10$ and gaze noise level $\sigma_e = 0.1$. (C): Effect of saccade timestep $n_s$ (between 0 and 100) with fixed position perception noise weight $\gamma = 10$ and gaze noise level $\sigma_c = 0.1$. (D): Development of the internal target estimate probability density function over time, with position perception noise weight $\gamma = 10$, gaze noise level $\sigma_e = 0.1$, and the saccade occurring after 0.05 s.

Visual position observations depends on the respective distance to the eye fixation point, scaled by the parameter $\gamma$. This is consistent with Weber’s Law [27], which claims that the minimum required stimulus changes that lead to a considerable change in the visual perception (that is, changes that are larger than the perceptual noise) are linear in the absolute value of the respective signal, suggesting that the perceptual noise linearly depends on this absolute value as well [85].

9.2 Analysis of Parameters

The effect of the parameters $\gamma$, $\sigma_e$, and $n_s$ on both the internal target estimate and the resulting (expected) end-effector position time series is shown in Figure 18(A)–(C), with darker lines corresponding to larger parameter values. The parameter $\gamma$ denotes the scaling weight of the Gaussian noise term added to the visually observed positions, which is multiplied by the respective distance to the eye fixation point. The constant magnitude of the Gaussian noise added to the eye fixation position is denoted by $\sigma_e$, and $n_s$ denotes the timestep at which the saccade occurs.

Starting with an eye fixation of the initial position (which is known at the beginning of the movement and thus correctly estimated), a higher position perception noise weight $\gamma$ leads to a slower
update of the internal target estimate from initial position to true target position (red dash-dotted lines in plot A). Interestingly, this does not delay the end-effector movement, but rather results in a faster movement toward the target (green dotted lines in plot A). A possible explanation for this phenomenon could be that moving the end-effector early after the saccade toward the internal target estimate can improve the internal estimate of the end-effector position, since the eyes fixate the target center after the saccade. This means that the variance of the end-effector position observations linearly decreases as the distance between end-effector and target decreases. Since the terminal costs create an incentive to keep the end-effector at the target center with zero velocity and acceleration in the final timestep $N$, it is thus important to obtain reliable estimates of both the target position (which is quite accurate after the saccade has taken place, see next paragraph) and the own end-effector position early in time, to avoid expensive last millisecond corrections. A large scaling parameter $\gamma$ intensifies this problem, as a smaller distance between end-effector and target is necessary to achieve the same amount of visual observation noise. Thus, a larger position perception noise weight $\gamma$ results in an earlier movement toward the target. However, this effect only holds for moderate values ($\gamma \leq 5$); if the visual observation noise $\gamma$ becomes too large, more time is required to obtain a reliable internal target estimate, resulting in a more tentative (i.e., slower) movement toward the estimated target position (not shown).

Similar effects can be observed for the gaze noise level $\sigma_e$, that is, the (constant) magnitude of Gaussian noise that is added to the observation of the eye fixation. As soon as the saccade toward the target has taken place (after 0.1s in the shown example), the target estimate is significantly improved, as it can be estimated from both visual input and the eye fixation observation. Thus, $\sigma_e$ mainly determines the convergence rate of the internal target estimate after the saccade (red dash-dotted lines in plot B). Moreover, a larger $\sigma_e$ incentivizes a (slightly) faster movement toward the internal target estimate, in order to further improve this estimate and thus reliably keep the end-effector inside the actual target at the end of the movement, when terminal costs incur.

The effect of the saccade timestep $n_s$ on both the target estimate and the end-effector position profile is shown in plot C. An increase in $n_s$ delays the movement toward the target, as world-centered information on the target position, which become available to the controller at time $n_s$ via observation of the eye fixation point, considerably improve the internal target estimate, i.e., it is worth waiting a little longer.

In plot D, the development of the internal target estimate over time is depicted. Starting with the prior target estimate $T_0$ (dashed line), the mean of the normal distributions shifts toward the true target $T$ (solid line) as more sensory input becomes available. Note that the largest improvements occur at the beginning and after the saccade, i.e., after 0.05 s. The variance first increases and then slowly decreases toward 0.

### 9.3 Results of Parameter Fitting

The E-LQG model uses the following nine parameters:

- the (terminal) velocity cost weight $\omega_v$,
- the (terminal) force cost weight $\omega_f$,
- the effort cost weight $\omega_r$,
- the signal-dependent control noise level $\sigma_u$,
- the velocity perception noise level $\sigma_v$ and the force perception noise level $\sigma_f$.

Note that the initial variance estimate of the target component equals 0, i.e., the LQG model initially assumes that the target is at the initial position $T_0$ with probability 1, which is why we skip the density function at time 0 and plot the density function starting at the second timestep, i.e., after 0.002 s.

Recall that the controlled system is assumed to have unit mass, i.e., the applied force is equivalent to the acceleration.
Fig. 19. Control noise parameter \( \sigma_u \) of the E-LQG, optimized for the mean trajectories of all participants, tasks, and directions, grouped by participants (left) and by ID (right).

— the gaze noise level \( \sigma_e \),
— the position perception noise weight \( \gamma \), and
— the saccade timestep \( n_s \).

We again identify the optimal parameter vector for each combination of participant, task condition, and movement direction, using the stochastic parameter fitting procedure from Section 4.2. Qualitatively and quantitatively, the results do not change much from the LQG model. We thus focus only on parameters which exhibit noticeable differences.

As shown in Figure 19, the optimal control noise level \( \sigma_u \) exhibits clear differences between individual users and task IDs, similar to the LQG case. However, the optimal values are considerably lower (the mean value amounts to 1.18 (E-LQG) and 2.52 (LQG)). In Section 11, we show that the E-LQG model replicates the observed user trajectories similarly well compared to the LQG model. This suggests that the extended observation model of E-LQG allows to replicate the typical variance profiles with lower (i.e., more plausible) signal-dependent control noise levels.

The decrease of observation noise with higher ID, which was clearly noticeable for the single observation noise parameter \( \sigma_s \) in the LQG model, occurs only for the velocity perception noise level \( \sigma_v \) (see Figure B.4 in the Appendix; note the logarithmic scale in both plots). Instead, the magnitude of the noises \( \sigma_f \) and \( \gamma \) do not exhibit a clear dependency on the ID, and vary between individual participants. This suggests that the observation model of E-LQG makes it more meaningful than the LQG model. The optimal parameter values of \( \sigma_e \) and \( n_s \) increase with ID (at least for ID \( \geq 4 \)), and also exhibit characteristic differences between individual users (see Figure B.5 in the Appendix).

10 THE INTERMITTENT CONTROL MODEL (IC)

In the remaining part of this article, we will compare the presented models against each other, both qualitatively and quantitatively. In particular, we analyze and discuss the ability of the stochastic models LQG and E-LQG to predict not only individual trajectories, but entire trajectory distributions. Since 2OL-Eq, which we use as a baseline for the deterministic optimal control models, is not capable of predicting movement variability, we need another, stochastic baseline model. We decided to use a model from IC theory, which recently has been proposed by Martin et al. [160]. In the following, we will give a short overview of the similarities and differences between IC and OFC.
In both IC and classical OFC models, internal models of the interaction loop are used to find controls that are optimal with respect to a certain cost function. As a major difference, OFC continuously integrates the stream of obtained sensory input signals to account for unexpected disturbances and correct internal state estimates accordingly, whereas IC only intermittently makes use of these observations [34, 45, 105, 160]. In particular, IC allows to include a minimum open-loop interval between two successive events, in which no feedback is available to the controller [160]. From a neuroscientific perspective, this is consistent with the theory of psychological refractory periods, which assumes the existence of short periods of time after a visual stimulus has been processed, in which the controller cannot react to further changes in the environment [45, 134].

More precisely, in IC, an open-loop control based on an internal representation of the system dynamics (the so-called *hold*) is applied until the difference between predicted and observed state exceeds some predefined threshold, i.e., until the unaccounted disturbances become too large. In this case, an event is triggered, which updates the internal model based on a new sample from the continuously perceived stream of observations. Afterwards, the open-loop control that is optimal for the updated internal model is applied until the next event is triggered, and so on, resulting in an IC. IC models can thus be regarded as a hybrid of open-loop and closed-loop models.

We decided to use the IC model from [160], since it is based on similar assumptions (optimal control with respect to accuracy, stability, and effort costs, subject to the constraints imposed by the system dynamics), and also has been applied to mouse movements, using the same Pointing Dynamics Dataset and a parameter identification process similar to ours. Moreover, the IC model is also able to replicate movement variability in terms of phase space probability distributions [160]. It thus constitutes a suitable baseline for the considered stochastic OFC models.

However, the variability is generated completely differently in the two approaches. In LQG/E-LQG, between-trial variability arises from noise terms that are explicitly modeled in the Human–Computer System Dynamics (e.g., signal-dependent control noise, or observation noise), which allows to analytically compute the expected mean and covariance matrices (see Section 8.1). In contrast, both the control and observations dynamics of the IC model from [160] are assumed deterministic. While motor and/or observation noise could be included in principle, the IC model is based on the LQR, i.e., it is not capable of taking into account the expected variance due to such noise terms when computing the optimal control strategy.

In contrast, in the IC model, motor variability is only due to a *multiple-model approach*, i.e., multiple movements are generated by using different parameter vectors, which are randomly drawn from a bank of identified parameter vectors. This is a major difference from the presented SOFC models, where we have identified only one parameter vector for each user, task condition, and direction, such that the resulting trajectory distribution captures both average user behavior and between-trial variability.

Further differences between the IC model and the LQG/E-LQG include the system dynamics (in the IC model, the same fourth-order dynamics are used, but with slightly different time constants $\tau_1 = \tau_2 = 0.05$), and the observation model, which for the IC only yields (unperturbed) positional information.

### 10.1 Technical Details

The IC simulation trajectories, which we will use as a baseline for the LQG and the E-LQG models in the following, were generated by Martin et al. [160]. For each combination of participant and task condition, they performed 200 simulations of 20 subsequent “slices” (i.e., combinations of
rightward and leftward movements), by randomly drawing from a bank of 20 identified parameter vectors. Since we analyze unidirectional movements in this article, we split each of these slices at the respective target switch time, resulting in a total of 4,000 simulated IC movements for each participant, task condition, and direction.

For the comparison between the IC simulation data and observed user data, we then clip the trajectories of both datasets to some $N \in \mathbb{N}$, since the lengths of the IC trajectories were chosen to match the lengths of the respective dataset slices (in contrast to LQG/E-LQG, where the optimal trajectory distribution sequence necessarily yields sample trajectories of pre-defined, equal length). We define the maximum IC trajectory length $N_{IC}$ using the same outlier criteria (both with respect to trajectory length and position values at each timestep) as for the maximum user data trajectory length $N_{USER}$ (see Section 4.1), and then cut both distribution sequences to length $N = \min(N_{IC}, N_{USER})$. We also remove the reaction times from all IC simulation trajectories, using the same procedure as for the Pointing Dynamics Dataset (see Section 4.1).

Finally, we compute the sample mean and covariance matrices of the resulting set of IC trajectories on a frame by frame basis, resulting in one trajectory distribution sequence for each participant, task condition, and direction.

11 COMPARISON BETWEEN MODELS

In the following, we provide a detailed comparison of the six presented models, both qualitatively and quantitatively.

11.1 Qualitative Comparison

A comparison of all simulation trajectories for the regarded user and task condition can be found in Figure 20, where the mean position and velocity is shown for all considered models, and the variance in position and velocity is shown for all stochastic models.

Deterministic Models. The deterministic models can only predict average behavior (top row). The 2OL-Eq trajectory (blue lines) has a too large velocity at the beginning of the movement, which is a direct consequence of the high initial acceleration, as discussed in Section 5. The trajectory of the MinJerk model (orange lines) exhibits a perfectly bell-shaped velocity profile, with peak velocity very close to that observed in the user trajectory (black lines). However, MinJerk cannot explain the required corrective submovements toward the end of the movement. Instead, it assumes that the target is reached after the first ballistic movement, i.e., the surge. For trajectories with clearly visible submovements, this results in a considerable worse overall fit of both the position and the velocity time series. In addition, the duration of this surge does not emerge from MinJerk, but needs to be explicitly fitted to the desired user trajectory. In contrast, the LQR model (green lines) approximates the mean trajectory well in terms of position and velocity, although the corrective movement is not pronounced.

Stochastic Models. Both the LQG and the E-LQG models do not only model average behavior well (top row), but also account for the between-trial variance observed in both position and velocity profiles (bottom row). The variance profiles of the LQG model (red lines) are similar to those of the user data (black lines). For some trials (as the one shown in Figure 20), the E-LQG trajectory distribution sequence (purple lines) fits slightly worse in terms of positional and velocity variance; in particular, the peaks of both variance profiles are considerably lower for the E-LQG compared

---

21 Note that, given a participant, task condition, and direction, the length $N$ used to compute a measure of similarity between simulation and user trajectories, such as MWD, might thus be slightly lower for IC than for the other models, where $N$ was set to $N_{USER}$.
Fig. 20. Comparison between all considered models in terms of mean and variance of both position and velocity, using the same task condition (participant 3, ID 4 (765px distance, and 51px width), rightward movement) as in the previous sections.

to user data. The IC simulation trajectories (brown lines) exhibit an even lower variance in terms of both position and velocity. Moreover, the peak velocity of IC is lower compared to user data and all other considered models (except for 2OL-Eq).

**Corrective Submovements.** Corrective submovements are not replicated well by any of the six models. MinJerk is extended by a constant position value after the surge and thus naturally cannot account for granular corrections of the end-effector position, which are visible in the velocity time series of the user data, starting around 0.36 s. The remaining models slowly reduce the velocity toward the end of a movement. However, clear submovements, i.e., additional peaks in the velocity profile (around 0.42 s in the user data), are not visible.

### 11.2 Quantitative Comparison

We start with a comparison of how well each model is able to predict average user behavior, i.e., how close their simulated trajectories resemble the mean trajectories computed from the Pointing Dynamics Dataset. Although the parameter fitting of the deterministic models (2OL-Eq, MinJerk, and LQR) was performed with respect to positional SSE only, we also evaluate the SSE with respect to mean velocity and acceleration. In addition, we measure the positional Maximum Error between model and user trajectories, i.e.,

\[
\max_{n=0,\ldots,N} |p_n^A - p_n^\text{USER}|, \tag{34}
\]

and analogously the Maximum Error in velocity and acceleration.

In addition to the 2-Wasserstein distance, we also consider the **mean KL divergence (MKL)** [76] over time to further evaluate the performance of the stochastic models (LQG, E-LQG, and IC). Moreover, we compare the mean trajectories of the stochastic models with respect to SSE and...
Fig. 21. (a)–(f): SSE and Maximum Error values of all considered models, regarding the mean position, velocity, and acceleration time series of all participants and all tasks. (g)–(h): Mean Wasserstein distance and mean KL divergence of LQG, E-LQG, and IC, using sequences of Gaussian distributions over end-effector position and velocity, for all participants and all tasks. The asterisks indicate whether the difference between two bars is significant according to Wilcoxon Signed Rank tests with Bonferroni corrections (*: \(p \leq 0.05\), **: \(p \leq 0.01\), ***: \(p \leq 0.001\), ****: \(p \leq 0.0001\); n.s.: \(p > 0.05\)). Note the logarithmic scale in each plot.

Maximum Error, albeit these models were optimized to resemble the entire variability of observed user behavior.

Figure 21 displays the quality of the fit for all six models on a logarithmic scale.

Kolmogorov–Smirnov tests showed that the distributions of positional SSE for all six models do not fit the assumption of normality (all values \(p < 0.0001\); the same holds for all other considered measures). Thus, we carried out a Friedman Test (i.e., a non-parametric test equivalent to a repeated measures one-way ANOVA), using Bonferroni corrections. The main factor included in the analysis was which model was used: 2O-L-Eq, MinJerk, LQR, LQG, E-LQG, and IC. The test indicated that the SSE between the six models was significantly different (\(\chi^2(2) = 638, p < 0.0001, n = 192\)).
Additional Wilcoxon Signed Rank tests with Bonferroni corrections showed that the positional SSE of the E-LQG is significantly smaller than that of both LQG and LQR (E-LQG vs. LQG: \( Z = -4.9; \) E-LQG vs. LQR: \( Z = -5.4; p < 0.0001 \)), while there were no significant differences between the latter two. However, the positional SSE of both LQG and LQR is significantly lower when compared to the MinJerk model (LQG vs. MinJerk: \( Z = -9.9; \) LQR vs. MinJerk: \( Z = -8.4; p < 0.0001 \)), which, in turn, shows smaller values than 2OL-Eq (\( Z = -9, p < 0.0001 \)). The fit of the mean IC trajectories with respect to positional SSE is comparable to 2OL-Eq (non-significant differences), with MinJerk (\( Z = -9, p < 0.0001 \)) fitting the mean position profiles significantly better.

The findings are analogous for the maximum deviations of the simulated position time series from the data (Friedman Test, \( \chi^2(2) = 685.4, p < 0.0001, n = 192 \)), with Wilcoxon Signed Rank tests showing that the E-LQG model approximates user trajectories significantly better than both the LQR (\( Z = -6.9, p < 0.0001 \)) and the LQG (\( Z = -5.4, p < 0.0001 \)) models. Moreover, they showed that the LQR model approximates user trajectories significantly better than MinJerk (\( Z = -9.3, p < 0.0001 \)), and that MinJerk approximates user trajectories significantly better than both the 2OL-Eq (\( Z = -10.5, p < 0.0001 \)) and IC (\( Z = -8.9, p < 0.0001 \)) models.

Regarding velocity, a Friedman Test indicated that SSE (\( \chi^2(2) = 794.4, p < 0.0001, n = 192 \)) and Maximum Error (\( \chi^2(2) = 761.9, p < 0.0001, n = 192 \)) were significantly different between the six models, with Wilcoxon Signed Rank tests showing that E-LQG approximates velocities significantly better than LQG (\( Z = -4.3, p < 0.001 \) for SSE and \( Z = -3.1, p < 0.05 \) for Maximum Error), LQG better than LQR (SSE: \( Z = -11.7, \) Maximum Error: \( Z = -11.3; p < 0.0001 \)), LQR comparable to MinJerk (LQG is slightly better in terms of Maximum Error, with \( Z = -2.7 \) and \( p < 0.05 \), while the differences in SSE are non-significant), MinJerk better than IC (SSE: \( Z = -8.4, \) Maximum Error: \( Z = -7.7; p < 0.0001 \)), and IC better than 2OL-Eq (SSE: \( Z = -9.7, \) Maximum Error: \( Z = -9.9; p < 0.0001 \)). The clear lead of LQG and E-LQG over LQR in this respect was to be expected, as LQG and E-LQG were optimized to minimize the Wasserstein distance with respect to both position and velocity.

Regarding acceleration, a Friedman Test indicated that SSE (\( \chi^2(2) = 723.6, p < 0.0001, n = 192 \)) and Maximum Error (\( \chi^2(2) = 539.5, p < 0.0001, n = 192 \)) were also significantly different between the six models, with Wilcoxon Signed Rank tests showing that acceleration is approximated significantly better by both LQG and E-LQG than by LQR or MinJerk (E-LQG vs. LQR – SSE: \( Z = -12, \) Maximum Error: \( Z = -10; \) LQG vs. LQR – SSE: \( Z = -12, \) Maximum Error: \( Z = -11.6; \) E-LQG vs. MinJerk – SSE: \( Z = -8.4, \) Maximum Error: \( Z = -4.7; \) LQG vs. MinJerk – SSE: \( Z = -8, \) Maximum Error: \( Z = -4.7; p < 0.0001 \)), MinJerk and LQR show no significant differences in acceleration, both LQR and MinJerk approximate acceleration significantly better than IC (LQR vs. IC – SSE: \( Z = -11.6, \) Maximum Error: \( Z = -11.2; \) MinJerk vs. IC – SSE: \( Z = -8, \) Maximum Error: \( Z = -8.9; p < 0.0001 \)), and IC approximates acceleration significantly better than 2OL-Eq (SSE: \( Z = -8.1, \) Maximum Error: \( Z = -9.3; p < 0.0001 \)). In terms of SSE, no significant differences between LQG and E-LQG were found, whereas in terms of Maximum Error, LQG approximates user acceleration profiles significantly better than E-LQG (\( Z = -7.1, p < 0.0001 \)).

In summary, the OFC model LQR achieves similar or better fits than both the dynamics model 2OL-Eq and the open-loop model MinJerk on all accounts, while being able to incorporate both control dynamics and objectives that are assumed to be optimized, given a specific interaction task. In addition, the duration of the initial ballistic movement (i.e., the surge), emerges naturally from the model and does not need be known in advance (in contrast to MinJerk). The mean trajectories predicted by the stochastic extensions LQG and E-LQG approximate average user behavior significantly better than the LQR model in terms of velocity and acceleration, which could also result from taking the velocity explicitly into account in the LQG/E-LQG parameter optimization. IC strategies on the other hand show a sub-optimal fit of mean user trajectories. A probable
reason is that parameters were fitted to match particular user trajectories instead of trial-independent trajectory distributions [160].

Regarding the MWD and the MKL (see Figure 21(g)–(h)), both the LQG and the E-LQG trajectories show a significantly better approximation of user behavior than the IC trajectories according to Wilcoxon Signed Rank tests (LQG vs. IC – MWD: \( Z = -12, \) MKL: \( Z = -7.9; \) E-LQG vs. IC – MWD: \( Z = -12, \) MKL: \( Z = -5.3; p < 0.0001 \)). Between the LQG model and its extension E-LQG, significant differences in favor of the E-LQG were only found in terms of MWD (\( Z = -10.1, p < 0.0001 \)).

These results suggest that the LQG and its extension E-LQG capture both average user behavior and the specific variance profiles observed in position and velocity time series better than all other considered models.

12 DISCUSSION AND FUTURE WORK
In the following, we provide a discussion of the above results. We also discuss the applicability of the proposed framework to HCI tasks other than mouse pointing.

12.1 Deterministic Models
As shown in Section 5, the optimal damping ratio \( \zeta \) of 2OL-Eq is always lower than 1 and exhibits a relatively small between-user variance. This implies that 2OL-Eq considers all regarded user movements as underdamped, which, to the best of our knowledge, has not yet been shown. While this could provide an indication that users rather tend to overshoot for spatially-constrained 1D mouse movement, this is not consistent with our findings from all considered optimal control models. We thus conclude that the second-order dynamics of 2OL-Eq are not sufficient to capture the complex human behavior that is already apparent in 1D end-effector trajectories.

In other words, interpreting the mouse cursor as a mass attached to one edge of the screen via a spring and a damper might suggest an underdamped system; however, it is the interpretation itself that seems to be inappropriate. This can also be seen from the left-skewed velocity profiles caused by (unrealistic) instantaneous peak acceleration, whereas typical user trajectories rather exhibit bell-shaped velocity profiles, as it is captured by the remaining models.

The user-specific values of the stiffness \( k \) in 2OL-Eq, which indicates how fast the end-effector is moved toward the target, are closely related to those identified for the surge duration parameter \( N_{MJ} \) from MinJerk. This indicates that different parameters in different models can play a similar role in explaining user behavior when fit through our parameter fitting process, even for dynamics-only (2OL-Eq) and kinematics-only (MinJerk) models.

The MinJerk model is able to predict typical velocity and acceleration profiles. However, in its standard form, it only covers the first ballistic movement and does not account for any corrective movements. Our proposed variant, which is constantly extended by its last position, thus faces a tradeoff between (i) fitting the perfectly bell-shaped velocity profile to that observed in user trajectories during the surge (which, however, is often truncated), and (ii) exhibiting a non-zero velocity during the subsequent correction phase. A tempting approach to resolve this issue is an iterative-submovement version of MinJerk, which is composed of the minimum jerk trajectories for a number of identified path segments [148]. Indeed, such a concatenation has been shown to account for the characteristics of typically observed trajectories, e.g., in case of handwriting [36], gesture typing [112], or arm movements [41, 80]. At its core, however, it requires the manual definition of when a submovement starts and terminates. Even more critically, the kinematic properties of the end-effector (i.e., the position, velocity, and acceleration) need to be known at the beginning and at the end of each path segment. Thus, several \textit{via-points} need to be placed along the path, none of which can be inferred from the task description. This contradicts the minimum intervention
principle [142], which suggests that only the “deviations” that interfere with task performance are being corrected. Moreover, several user studies have shown that there is no fixed via-point users aim at when being asked to repetitively navigate around a setup of obstacles [86]. In summary, such an extension might be appropriate to replicate kinematic characteristics of human movements to a certain extent. However, it cannot resolve the fundamental unsuitability of the MinJerk model for explaining how and why motion is generated, as the underlying movement dynamics are not modeled at all.

Instead, we propose to follow the argumentation of Liu and Todorov [86], which have empirically shown that (apart from the physical constraints induced by the environment, i.e., the Human–Computer System Dynamics in Figure 1) there are no internalized “hard” constraints users would comply at any cost, but only a (non-trivial) tradeoff between several objectives. or example, users asked to reach a small target as accurate as possible and within a certain time limit, which might be very difficult to achieve together, were shown to relax both requirements to some extent [86], rather than trying to keep exactly on schedule. This is consistent with the cost combination hypothesis [8], which argues that the flexibility in coordinating motor behavior is due to the optimization with respect to a combined objective function, e.g., including both accuracy and effort costs. An extension of these theories is the “reward is enough” hypothesis [124], which claims that different forms of intelligent behavior (e.g., learning, social intelligence, or generalization) can be directly deduced from maximizing an internalized reward function (which can be considered equivalent to minimizing a cost function). All of these findings support the idea that human movement arises as the result of an internal optimization, with objectives that can be directly deduced from the cognitive system and the task-specific instructions, and are thus fully compatible with the proposed optimal control framework for Human–Computer Interaction.

Combining the assumption of such a task-dependent optimal control with a simplified muscle model that yields overall fourth-order system dynamics, as we have done with LQR, allows to replicate average mouse pointing trajectories both qualitatively and quantitatively. In particular, the LQR model yields a significantly better fit of average user trajectories than both 2OL-Eq and MinJerk (in terms of velocity and acceleration, LQR and MinJerk show comparable fits). However, we found it necessary to penalize both the remaining distance to target as well as its time derivatives (velocity and acceleration, which equals to applied force under the assumption of unit mass) in every time step. In contrast, the LQR model with state costs only applied at the final timestep does not replicate typical mouse pointing movements (for ID ≥ 4), as it predicts a smooth movement toward the target with symmetric, bell-shaped velocity profile and thus cannot account for the large correction phase typically observed toward the end of the movement (see Figure 10).

12.2 Stochastic Models

The stochastic extension of the LQR model—the LQG model—is naturally capable of modeling and explaining between-trial variability observed from experimental data. It includes both signal-dependent control noise and constant observation noise. In contrast to the LQR model, the state cost does not need to incur in every timestep, but only at the final time. We also introduced an extension of the LQG model, called E-LQG, which incorporates both visual input and observations of the eye fixation point, assuming accurate saccades between the initial and the target position, thus being more plausible from a visuomotor perspective.

Note that the LQR model (as well as all other presented models) depends on the task under consideration, since the target position needs to be included in state space, and the several objectives (accuracy, stability, and effort costs) were derived from the task description.
Both mean and variance of typical mouse trajectories can be replicated fairly well by the proposed LQG and E-LQG models. In terms of SSE, E-LQG approximates mean user trajectories as good as or significantly better than all other models, including LQR. In terms of the mean Wasserstein distance, E-LQG shows significant improvements over LQG, suggesting that the extended observation model indeed captures characteristic end-effector variance profiles of mouse pointing tasks considerably better than the saccade-free observation model proposed by Todorov [141].

For the considered 1D reciprocal mouse pointing movements, we found that the assigned noise levels considerably vary between individual participants, with some of the variability better explained by large signal-dependent control noise and some better explained by higher observation noise. In contrast, the identified optimal cost weights depend on task ID rather than the user. We hypothesize that the tradeoff between end-point accuracy (determined by a large distance weight) and stability (determined by large velocity and force weights) explicitly given by the experimental instructions was interpreted differently for each task condition, leading to different optimal control strategies depending on the task difficulty.

The good fit of the LQG and the E-LQG models in terms of variance is partially attributed to relatively high signal-dependent noise levels. For the LQG model, the average optimal value of $\sigma_u$ amounts to 2.52, that is, an (unbiased) deviation from the desired control value $u_n$ with a magnitude of 252% of this value can be expected at each timestep $n \in \{0, \ldots, N\}$. For the E-LQG model, the fitted signal-dependent control noise levels are reduced by approximately 50% compared to the LQG model, i.e., more of the variability that is observed from user data can be explained by the extended observation model instead of attributing it to large control noise. The control noise levels are still relatively high (1.18 on average, i.e., the desired control and the effectively applied control differ by 118% of the desired control value on average).

In contrast, the literature suggests signal-dependent control noise levels between 10% and 25%, based on several empirical findings [26, 58, 146]. We believe that this mismatch does not render the LQG inappropriate in explaining human movements during interaction on a continuous level. Instead, the large amount of variability observed in the Pointing Dynamics Dataset can at least partially be attributed to temporal noise, i.e., different cognitive reaction and/or motor activation times between individual trials. This is consistent with previous findings, which suggest that both signal-dependent and temporal noise (as well as constant noise) are required to explain the characteristic variance profiles observed in two-dimensional goal-directed arm movements [146]. In this article, we have cut off the reaction times of each trial as accurately as possible. However, it is difficult to reliably identify reaction times using properties of the (one-dimensional) end-effector trajectories only. Moreover, the reciprocal nature of the considered bi-directional movements further enhances the variance of the movement onset times, as these become susceptible to learning effects as well as fatigue and a temporary lack of attention (among others), whose overall effect is unclear. These effects are not accounted for in the assumption that the internal forward model is identical to the actual Human–Computer System Dynamics. In particular, when using more complex dynamics, it might be too restrictive. Using an inaccurate internal model might act as an additional source of variability (often referred to as dynamic uncertainty [12]). In the future, it will be interesting to consider different internal models, extend the LQG model by temporal delays of uncertain length (preliminary attempts to include fixed reaction times can, e.g., be found in [138]), and to combine it with RL-based methods that allow to model optimal learning behavior [12].

Another point that requires a more thorough discussion is the choice of parameters that are included in the parameter fitting process. For each considered model, we decided to optimize all parameters that we suspected to differ between users or task conditions, and which could not be directly inferred from literature (in contrast to, e.g., the time constants in LQR, LQG, and E-LQG). However, for some parameters (e.g., the force perception noise level $\sigma_f$) the identified values for
each participant span several magnitudes, suggesting rather minor effects on the resulting movement trajectories. In this case, it might be reasonable to conduct a second parameter identification, where these parameters are set constant. Similarly, parameters corresponding to task-independent user strategies or inherent body characteristics could be identified once per user instead of differentiating between task conditions.

It is also important to note that the fit of a given model can be expected to improve with the number of optimized parameters (i.e., degrees of freedom of the model). This implies a tradeoff between model simplicity (low number of interpretable parameters) and goodness of fit (ability to “explain” observed data), which can be captured by several measures, including the Akaike information criterion and the Bayesian information criterion [126]. However, these criteria are not directly applicable to our model comparison, since the considered models not only differ in terms of parameters, but most importantly with respect to their scope, which is also reflected in the used reward function, system dynamics, and observation model. For example, LQG can account for movement variability even with fixed (non-zero) noise levels, while LQR naturally cannot. Instead of comparing the proposed models only based on a single quantitative value, their scope and the phenomena that can be predicted should also be taken into account (also see the three-stage process proposed at the end of Section 12.4).

Compared to a recently proposed IC [160], simulation trajectories of the LQG and the E-LQG models exhibit a considerably better fit in terms of all considered metrics (SSE, Maximum Error, MWD, and MKL). Qualitatively, both OFC models predict the positional variance at the beginning of the movement and during the correction phase, as well as the velocity variance profiles, more accurate than the IC. However, it is important to note that the IC simulations are based on a multiple-model approach, i.e., an individual parameter vector is identified for every single trial. In particular, the variability of the IC only results from random sampling from this set of identified parameter vectors during run-time. In contrast, the LQG/E-LQG parameters were explicitly fitted to match the user position and velocity distributions, incorporating all trials of a given user, direction, and task condition. In other words, the variability of LQG/E-LQG is intrinsic to the considered stochastic OCP. While the between-trial variability of IC has shown to match the trajectory variance of the Pointing Dynamics Dataset relatively well in terms of phase plane densities [160]; it seems that the time sequences of state distributions are replicated considerably better by both the LQG and the E-LQG models. This suggests that a well-defined model of the sources of variability, such as the signal-dependent control noise and observation noise in the (E-)LQG models, is necessary to replicate the characteristic development of position and velocity variance over time.

A promising next step would thus be to develop an IC model that includes both signal-dependent control noise and observation noise, and investigate its ability to account for the characteristic variance profiles observed for mouse pointing. A rigorous analysis of the individual components of the new IC model, as we have done for several OFC models in this article, would allow to examine whether a combination of OFC and IC theory (i.e., continuously perceived observations, motor and observation noise, and intermittency of control) may account for typical phenomena such as reaction times, bell-shaped velocity profiles, and characteristic variance profiles.

One major limitation of the presented OFC models that has not yet been discussed is the need to determine the total movement duration in advance. While this is true for most optimal motor control models, including the minimum torque-change [144] and the minimum end-point variance [58] models, a few attempts have been made toward a model that predicts movement time instead of requiring it. These approaches include the open-loop constrained minimum-time model [131], which can be solved analytically in case of linear dynamics, Markov decision processes using state- and action-space discretizations and being solved via dynamic programming [86], as well as models that explicitly assign an optimal “cost of time”, either based on prior.
assumptions on the human sensorimotor system [122] or computed via an inverse optimal control approach [10].

Another promising framework is infinite-horizon OFC [108, 111], which is based on the same assumptions as the finite-horizon framework presented in this article, the main difference being that the total movement duration does not need to be specified in advance. Instead, the controller is assumed to apply the optimal, time-independent steady-state strategy for both the transient movement and the subsequent posture maintenance phase (the so-called steady-state-control hypothesis). While infinite-horizon OFC constitutes an interesting alternative that allows for a more in-depth analysis of the speed-accuracy tradeoff using Fitts’ Law type studies, it might be inappropriate for tasks without a clear posture maintenance phase, or where it is unclear whether the controller should consider such a phase during planning, e.g., in fast, repetitive movements as those from the dataset considered in this article [111]. Its applicability to HCI thus needs to be explored in future work, possibly using a similar approach as in this work.

12.3 Application to Other HCI Tasks

In this article, we analyzed the applicability of optimal feedback control models to 1D pointing tasks. In this section, we discuss how these models can be applied to other common tasks in HCI, to highlight the generalizability and limitations of these models. The main limitations of the LQR/LQG approach are their restriction to linear dynamical systems and quadratic costs. If one of these properties does not hold for a particular task, nonlinear OFC approaches need to be applied.

While the extension of LQR/LQG to via-point tasks with fixed passage times is straightforward (see [138]), tasks where only the order of targets is specified, but not the specific times they are reached, cannot be directly covered by the proposed models. This is mainly due to the assumption of quadratic state costs, which, in combination with linear dynamics, does not allow to penalize the distance to the next via-point depending on the already reached via-points. One possible way to model via-point tasks with free timing is to integrate the LQR/LQG models into an outer optimization loop (similar to the parameter fitting process introduced in this article), which, e.g., identifies the minimum passage times such that every via-point is reached [138].

Following moving targets is commonly called pursuit tracking. Moving targets occur, e.g., in computer games. If the movement of the target can be modeled by a linear differential equation (which includes straight lines, curves, and ellipses), including moving targets in the LQR/LQG models is straightforward. Simply add the state of the target(s) (e.g., position) to the state space, and extend the system dynamics matrix $A$ to model the dynamics of the target movement. The target dynamics can even depend on the end-effector trajectory. For example, it is possible to model a target that tries to evade the pointer. The main restriction is imposed by the linear dynamics, requiring that the target position also evolves linearly. Pre-defined target trajectories that cannot be described by a linear differential equation are more difficult to implement (in fact, they either need to be “hard-coded”, i.e., each state needs to be augmented by the complete discrete-time sequence of target positions, which significantly increases the computational effort due to the curse of dimensionality, or approximated by linear dynamics).

Path following, or tracing or drawing tasks, are considerably harder to model, as they usually impose spatial-only constraints and leave the temporal profile, i.e., the movement kinematics, up

---

23In via-point tasks, multiple targets (the via-points) need to be reached in a pre-defined order. Usually, no timing of when each via-point needs to be reached is prescribed. Via-point tasks can be used to model pointing to several targets in a row. They have been used to model handwriting or drawing, where the via-points are chosen such that a certain letter or shape is created.
to the user. In particular, tracing can be considered the limiting case of via-point tasks (with non-determined passage times) with the distance between two via-points approaching 0. For this reason, the same issues as for via-point tasks occur. More precisely, since the cost matrices need to be specified before movement onset, the timesteps at which the end-effector should reach the desired path/via-point positions need to be known in advance. Thus, it is currently unclear whether and how LQG could be used to model path following.

The same holds for steering tasks (i.e., tasks with constrained motion), where the end-effector needs to be moved from an initial position to an end-point as quickly as possible, while keeping it inside a tunnel of possibly varying width. The most prominent examples include command selection via a hierarchical drop-down menu, parameter sliders, and scroll-bars [1, 2, 158]. While in the LQR/LQG models, a composite cost function that penalizes both the distance to target and the distance to the center of the tunnel perpendicular to the movement direction would create an incentive to move the end-effector toward the target while keeping it inside the tunnel, this intuitive approach has two major limitations.

First, the boundary constraints are implemented “softly” in the sense that the costs for being shortly outside the tunnel are only infinitesimally larger than the costs for being shortly inside. This follows directly from the LQR/LQG assumption of costs that are quadratic in the system state and thus necessarily continuous.24

Second, to account for the tunnel constraint, the quadratic costs require some reference position that exhibits minimum costs along the direction perpendicular to the movement direction. The most obvious choice for this minimum would be the center of the tunnel, as this corresponds to an unbiased penalization of deviations in either direction. However, empirical user studies suggest that users do not necessarily aim to follow the central path within the tunnel [6, 102]. Instead, they deliberately make use of the respective tunnel widths by adjusting their movements, e.g., to achieve higher speeds by “cutting of the corner” [107]. Regardless of the specific reference trajectory, the usage of costs that penalize the distance to any fixed movement trajectory that is not explicitly apparent from the task description (as it is the case for steering tasks) contradicts the minimum intervention principle [142], which suggests that only task-relevant deviations are being corrected.

The first issue does not necessarily impose a severe restriction to modeling plausible user behavior, since users also tend to associate a certain internal cost to fulfilling the boundary constraints, i.e., they consider staying inside the tunnel boundaries as one goal among many, rather than viewing it as an inevitable “hard” constraint [86]. The second issue, however, might constitute a serious limitation and possibly prevent a reasonable application of LQR/LQG to constrained movement tasks.

Regarding free-hand inking tasks (e.g., to write a certain word or draw a specific sketch), it is not clear how an appropriate cost function that includes all relevant information from the task description should look like. In addition, capturing high-level characteristics such as user-specific stroke styles or connections between individual characters might be difficult to model. However, the case of gesture-based keyboard typing has recently been successfully modeled as a via-point task with minimum jerk trajectories between two subsequent via-points [112]. It is important to keep in mind that the scope of the proposed methods clearly is to model pointing movements, while more creative tasks would require some high-level cognition process that instantiates and coordinates multiple subprocesses [156]. While we do not want to rule out the possibility that LQG can be adapted to the modeling of handwriting or drawing, further research in this regard is certainly needed.

24For the same reason, in the considered pointing task, it is not possible to only apply costs when being outside the target, as such costs would necessarily be discontinuous at the target boundary.
Note that each of the tasks discussed above can be solved using several input methods, e.g., mouse-, pen-, or touch-based input. Accurate modeling of the complete interaction loop, as depicted in Figure 1, thus requires to take into account device-specific properties such as a pointing transfer function or internal dynamics \cite{22,23}. Similarly, the Human Body Dynamics can be modeled with arbitrary granularity. For example, the fourth-order dynamics with simplified muscle activations used in this article could be replaced by complex (non-linear) biomechanical models, e.g., those implemented in state-of-the-art physics engines such as MuJoCo or OpenSim \cite{31,38,59}.

In general, non-linearities in the body dynamics, input devices, or interface dynamics cannot be modeled accurately using LQR/LQG. However, as long as the movements are not too big, a small signals approach can be applied and a linear approximation around an operating point can be found. To take several operating points into account, it is possible to iteratively linearize non-linear dynamics \cite{83,84,143}. Further investigation into the suitability of this approach for the different dynamics of HCI is definitely needed and constitutes a promising direction for future research.

Finally, the above discussed limitations regarding the applicability to general HCI tasks only refer to the linear finite-horizon LQR/LQG case. The infinite-horizon LQR/LQG formulation \cite{111} is less suitable for many HCI tasks, as it does not allow to take into account multiple, time-dependent objectives during optimization, which, e.g., is inevitable for via-point tasks that need to be reached in a given order, or moving targets. However, the general class of optimal control models of HCI, as discussed in Section 3, is much larger and consists of a variety of modeling approaches and solution methods, including Direct and Indirect Collocation \cite{11}, Model-Free and Model-Based RL \cite{56,130}, (Semi-)Supervised Learning \cite{100,115}, Model-Predictive Control \cite{20}, and mixtures of these \cite{9,12,81}, each of which has its own requirements on the problem, advantages, and disadvantages. While some HCI tasks might be too complex to solve using the linear methods presented in this article, the general OFC framework offers exciting opportunities to model, simulate, explore, and eventually improve the interaction between humans and computers, using a mathematically profound description.

12.4 Practical Benefits and Advice for HCI Researchers

Building on the above discussion on the applicability and generalization in the context of HCI, we clarify the concrete benefits of our proposed framework and methods to HCI researchers, using the example of the so-called Bubble Lens.

Previously, the Bubble Lens method \cite{95} has been proposed as one of the few target acquisition techniques that explicitly takes into account kinematic movement profiles. The main idea of this method is to automatically magnify the desired target area as soon as the first corrective submovement has been detected ("kinematic triggering"). While this technique has shown to significantly outperform the standard Bubble Cursor \cite{52} (the fastest pointing method at this time), the authors did not account for the fact that users might adapt their behavior once the magnification has been observed. Moreover, the criteria of when to trigger the magnification have been chosen manually, based on effectiveness and practicability. Using our proposed optimal control framework of interaction, it would be possible to analyze the effects of temporary magnification on visual input, internal estimates, predictions and subgoals, and the resulting movement trajectory (including ergonomic quantities such as muscle energy consumption or fatigue). This allows to gain a deeper understanding of why this technique outperforms existing methods. Finally, our unifying framework can be used to optimize the technique’s remaining parameters (e.g., trigger time and duration of the lens, or visual properties such as smooth transitions), consider specific body characteristics of individual user groups, and perform simulation-based comparisons with existing methods, thus considerably improving comparability between different approaches.
As a general advice for HCI researchers, we recommend the following procedure when using our proposed optimal control framework of HCI:

(1) Make a **preliminary selection** of model(s) based on the phenomena of interest.

Not every model is suitable for every purpose. For example, the deterministic models 2OL-Eq, MinJerk, and LQR can only predict (optimal) average movement behavior, while the stochastic models LQG, E-LQG, and IC predict entire trajectory distributions. Closed-loop models can explain how humans respond to unexpected perturbations during movement. If modeling muscle activations and fatigue is of interest, then torque- or muscle-driven models of the human arm and hand are much more appropriate than kinematic models such as 2OL-Eq and MinJerk. Finally, the extended observation model included in E-LQG provides an opportunity to analyze gaze using the saccade timestep parameter.

(2) Select a **specific model** based on qualitative and quantitative criteria.

The used metrics and decision criteria crucially depend on the overarching goal of the analysis. For example, replication of user data requires a more quantitative evaluation based on some metric that incorporates all relevant aspects of the observed trajectories, whereas a comparison of models regarding their explanatory and predictive power should rather be based on qualitative results, e.g., whether well-established phenomena such as bell-shaped velocity profiles, corrective submovements, or specific eye-movement coordination patterns can be inferred. In either case, the evaluation and visualization tools from our OFC4HCI toolbox may be helpful.

Note that this stage requires choosing one (or multiple) reasonable parameter sets for each model to be compared, e.g., from the literature. Alternatively, the model parameters that "best explain" observed user data can be identified within an (outer) optimization loop, using the method presented in Section 4.2. In general, we suggest to include all parameters that are suspected to differ between independent variables (e.g., the userID or the task condition) or which cannot be reasonably inferred from literature in the parameter fitting process.

(3) (Optional:) Fine-tune the specific **model parameters**.

If the analysis of parameters from stage 2 suggests that some parameters could be set constant, as they do not depend considerably on the userID or task condition, another iteration of the parameter identification process could be performed. In this case, information criteria such as the Akaike information criterion [126], which account for the tradeoff between the goodness of fit and the simplicity of a model, might be considered.

13 CONCLUSION

In this article, we have provided an introduction to the concepts of OFC for an HCI audience and have presented a generic parameter fitting process that can be used to identify system and strategy parameters of any given control model. Using the example of mouse pointing, we have shown that both a non-trivial dynamic model of the HCI loop, which includes signal-dependent control noise, and continuously perceived noisy feedback are necessary to explain user behavior both qualitatively and quantitatively. These optimal control models show a significantly better fit to the considered user trajectories than pure dynamics models such as 2OL-Eq or pure kinematic models such as MinJerk.

The optimal control framework for HCI that we have proposed is versatile, as it can be used to model interaction with different interfaces using various input devices, and comprehensive, as it allows to model the complete interaction loop, including body, input device, and interface dynamics, as well as feedback properties, each depending on the task and/or the user under consideration. While the basic assumptions of LQG (linear dynamics, quadratic costs, and Gaussian noise) are
relatively restrictive, we have shown its ability to replicate typical mouse movements both in terms of average behavior and between-trial variability. More importantly, we have demonstrated how the proposed framework can be used to identify characteristic differences in movement behavior between participants or task conditions. The degree to which these differences can be interpreted naturally depends on the model complexity. In particular, aggregated Human–Computer System Dynamics as used in the presented case of one-dimensional mouse pointing do not allow to simulate motion of the human body per se, but only predict movement in end-effector space (i.e., mouse cursor trajectories). For an in-depth analysis of the intrinsic characteristics and strategies of the human biomechanical and cognitive system, independent of the used interaction technique, more detailed and separate submodels of both the Human Body Dynamics and the Interface Dynamics would be required. We have also discussed the applicability of the framework to several other HCI tasks, as well as possible extensions (e.g., regarding non-linear body and interface dynamics) that remain as future work. As a more general advice for HCI researchers, we recommend first making a preliminary selection of models based on the phenomena of interest, then selecting a specific model based on qualitative and quantitative criteria, and finally fine-tuning the model parameters.

We hope that this article, along with our OFC4HCI toolbox, provides an easy-to-understand overview of how recent methods and concepts from optimal control theory can be applied to HCI using the example of mouse pointing, and encourages HCI researchers to use them in their own studies and simulations. OFC provides a concise and mathematically exact explanation of movement in interaction with computers that we hope will be useful not only for HCI research, but also for teaching HCI and ultimately for interface design.

**APPENDICES**

**A LQR EQUATIONS**

The proposed LQR model can be described as the discrete-time linear-quadratic OCP with finite horizon $N \in \mathbb{N}$

\[
\text{Minimize } J_N^{(\text{LQR})}(x, u) = \sum_{n=0}^{N} x_n^T Q_n x_n + \sum_{n=0}^{N-1} u_n^T R_n u_n,
\]

with respect to $u = (u_n)_{n \in \{0, \ldots, N-1\}} \subset \mathbb{R},$

where $x = (x_n)_{n \in \{0, \ldots, N\}} \subset \mathbb{R}^5$ with $x_n = (p_n, v_n, f_n, g_n, T)^T$ satisfies

\[
x_{n+1} = Ax_n + Bu_n, \quad n \in \{0, \ldots, N-1\},
\]

\[
x_0 = x_0,
\]

given some $x_0 \in \mathbb{R}^5$, with sampling time $h > 0$ and system dynamics matrices

\[
A = \begin{pmatrix}
1 & h & 0 & 0 & 0 \\
0 & 1 & h & 0 & 0 \\
0 & 0 & 1 - \frac{h}{\tau_1} & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}, \quad B = \begin{pmatrix}
0 \\
0 \\
0 \\
0 \\
0
\end{pmatrix},
\]

(35c)

corresponding to the combination of a simplified second-order muscle model with time constants $\tau_1, \tau_2 > 0$ and a double integrator.
The state cost matrices are defined by
\[
Q_n = \begin{pmatrix}
1 & 0 & 0 & 0 & -1 \\
0 & \omega_v & 0 & 0 & 0 \\
0 & 0 & \omega_f & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 1
\end{pmatrix} \in \mathbb{R}^{5 \times 5}, \quad n \in \{0, \ldots, N\},
\] (36)
which implies
\[
x_n^T Q_n x_n = D_n^2 + \omega_v v_n^2 + \omega_f f_n^2,
\] (37)
i.e., the distance \(D_n = |T - p_n|\) between mouse and target position as well as the end-effector velocity \(v_n\) and force \(f_n\) are quadratically penalized at every timestep \(n \in \{0, \ldots, N\}\). In our case of one-dimensional pointing tasks, the control cost matrices are scalar and given by
\[
R_n = \frac{\omega_r}{N - 1} \in \mathbb{R}, \quad \omega_r > 0, \quad n \in \{0, \ldots, N - 1\},
\] (38)
which yields the quadratic cost terms
\[
u_n^T R_n u_n = \frac{\omega_r}{N - 1} u_n^2.
\] (39)
It can be shown that the unique solution \(u^* = (u^*_n)_{n \in \{0, \ldots, N-1\}}\) to the optimization problem (35) is given by
\[
u_n^* = \pi(x_n) = -L_n x_n, \quad n \in \{0, \ldots, N - 1\},
\]
\[
L_n = (R_n + B^T S_{n+1} B)^{-1} B^T S_{n+1} A,
\]
\[
n \in \{0, \ldots, N - 1\},
\] (40)
where the symmetric matrices \(S_n \in \mathbb{R}^{5 \times 5}\) can be determined by solving the **Discrete Riccati Equations**
\[
S_n = Q_n + A^T S_{n+1} A - A^T S_{n+1} B (R_n + B^T S_{n+1} B)^{-1} B^T S_{n+1} A,
\] (41a)
for \(n \in \{0, \ldots, N - 1\}\) backward in time with initial value
\[
S_N = Q_N.
\] (41b)

**B SUPPLEMENTARY MATERIAL**

Fig. B.1. Control-flow diagram of the second-order lag (2OL).
Table B.1. Boundaries of all Model Parameters Used for Parameter fitting

| Model       | Parameter | Minimum | Maximum | Type             |
|-------------|-----------|---------|---------|------------------|
| 2OL-Eq      | $k$       | 0       | 500     | Continuous       |
|             | $d$       | 0       | 500     | Continuous       |
| MinJerk     | $N_{MJ}$  | 0       | $N$     | Continuous (Relaxed) |
| LQR         | $\omega_r$| 2e-9    | 20      | Continuous       |
|             | $\omega_v$| 0       | 10e-2   | Continuous       |
|             | $\omega_f$| 0       | 10e-4   | Continuous       |
| LQG / E-LQG | $\omega_r$| 4e-18   | 7e-3    | Continuous       |
|             | $\omega_v$| 0       | 10      | Continuous       |
|             | $\omega_f$| 0       | 10      | Continuous       |
| LQG         | $\sigma_u$| 10e-10  | 5       | Continuous       |
|             | $\sigma_s$| 0       | 5       | Continuous       |
| E-LQG       | $\sigma_u$| 10e-10  | 5       | Continuous       |
|             | $\sigma_v$| 0       | 10      | Continuous       |
|             | $\sigma_f$| 0       | 50      | Continuous       |
|             | $\sigma_e$| 0       | 5       | Continuous       |
|             | $\gamma$ | 4e-18   | 100     | Continuous       |
|             | $n_s$     | 0       | $N$     | Continuous (Relaxed) |

Fig. B.2. The relationship between the inverse of the stiffness parameter $k$ in 2OL-Eq and the surge duration parameter $N_{MJ}$ in MinJerk is captured well by a linear function.

Fig. B.3. Cost weight parameters of the LQG, optimized for the trajectory sets of all participants, tasks, and directions, grouped by participants. Note that the optimal values of $\omega_f$ and $\omega_r$ are plotted on a logarithmic scale.
Fig. B.4. Visual observation noise parameters of the E-LQG, optimized for the mean trajectories of all participants, tasks, and directions, grouped by participants (left) and by ID (right). For better visibility, both plots for the position perception noise weight $\gamma$ do not include the 2 largest outliers with values 19.7 and 55.4. Note that the optimal values of $\sigma_v$ are plotted on a logarithmic scale.
ACKNOWLEDGMENTS
We would like to thank Lars Grüne for his very helpful advice and comments on a preliminary version of this article.

REFERENCES
[1] Johnny Accot and S. Zhai. 1997. Beyond fitts’ law: Models for trajectory-based HCI tasks. In Proceedings of the ACM SIGCHI Conference on Human factors in computing systems. 295–301. DOI: https://doi.org/10.1145/258549.258760
[2] Johnny Accot and Shumin Zhai. 1999. Performance evaluation of input devices in trajectory-based tasks: An application of the steering law. In Proceedings of the SIGCHI conference on Human Factors in Computing Systems (1999), 466–472. DOI: https://doi.org/10.1145/302979.303133
[3] Zvi Artstein. 1980. Discrete and continuous bang-bang and facial spaces or: Look for the extreme points. Siam Review 22, 2 (1980), 172–185.
[4] Takeshi Asano, Ehud Sharlin, Yoshifumi Kitamura, Kazuki Takashima, and Fumio Kishino. 2005. Predictive interaction using the delphian desktop. In Proceedings of the 18th Annual ACM Symposium on User Interface Software and Technology. ACM, New York, NY, 133–141.
[5] Anne Auger, Nikolaus Hansen, J. M. Perez Zerpa, Raymond Ros, and Marc Schoenauer. 2009. Experimental comparisons of derivative free optimization algorithms. In Proceedings of the International Symposium on Experimental Algorithms. Springer, 3–15.
[6] Gilles Bailly, Eric Lecolinet, and Laurence Nigay. 2016. Visual menu techniques. ACM Computing Surveys 49, 4, Article 60 (Dec. 2016), 41 pages. DOI: https://doi.org/10.1145/3002171
[7] Michel Beaudouin-Lafon. 2004. Designing interaction, not interfaces. In Proceedings of the Working Conference on Advanced Visual Interfaces. Association for Computing Machinery, New York, NY, 15–22. DOI: https://doi.org/10.1145/989863.989865
[18] Daniel Bullock and Stephen Grossberg. 1988. Neural dynamics of planned arm movements: Emergent invariants and speed-accuracy properties during trajectory formation. *Psychological Review* 95, 1 (02 1988), 49–90. DOI: https://doi.org/10.1037/0033-295X.95.1.49

[19] Ronald M. Baecker and William A. S. Buxton. 1987. Readings in human-computer interaction: A multidisciplinary approach. M. Kaufmann.

[20] Eduardo F. Camacho and Carlos Bordons Alba. 2013. *Model Predictive Control*. Springer Science & Business Media.

[21] Stuart K. Card, William K. English, and Betty J. Burr. 1978. Evaluation of mouse, rate-controlled isometric joystick, and speed keys, and text keys for text selection on a CRT. *Ergonomics* 21, 8 (1978), 601–613. DOI: https://doi.org/10.1080/00140137808931762

[22] Géry Casiez and Nicolas Roussel. 2011. No more bricolage!: Methods and tools to characterize, replicate and compare pointing transfer functions. In *Proceedings of the 24th Annual ACM Symposium on User Interface Software and Technology*. ACM, New York, NY, 603–614. DOI: https://doi.org/10.1145/2047196.2047276

[23] Géry Casiez, Daniel Vogel, Ravin Balakrishnan, and Andy Cockburn. 2008. The impact of control-display gain on user performance in pointing tasks. *Human–Computer Interaction* 23, 3 (2008), 215–250.

[24] Olivier Chapuis, Jean-Baptiste Labrune, and Emmanuel Pietriga. 2009. DynaSpot: Speed-dependent area cursor. In *Proceedings of the SIGCHI Conference on Human Factors in Computing Systems*. ACM, 1391–1400.

[25] Noshaba Cheema, Laura A. Frey-Law, Kourosh Naderi, Jaakko Lehtinen, Philipp Slusallek, and Perttu Hämäläinen. 2020. Predicting mid-air interaction movements and fatigue using deep reinforcement learning. In *Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems*. Association for Computing Machinery, New York, NY, 1–13. DOI: https://doi.org/10.1145/3313831.3376701

[26] H. Peter Clamann. 1969. Statistical analysis of motor unit firing patterns in a human skeletal muscle. *Biophysical journal* 9, 10 (1969), 1233–1251.

[27] H. Cooper, P. Camic, D. Long, A. Panter, D. Rindskopf, and K. Sher. 2012. APA handbook of research methods in psychology, Vol 1: Foundations, planning, measures, and psychometrics.

[28] Frederic Crevecoeur, Tyler Cluff, and Stephen H. Scott. 2014. Computational approaches for goal-directed movement planning and execution. In *Proceedings of the Cognitive Neurosciences, 5th ed.*, Michael Gazzaniga and George Mangun (Eds.). MIT Press, Cambridge, MA, 461–477.

[29] E. R. F. W. Crossman and P. J. Goodeve. 1983. Feedback control of hand-movement and Fitts’ law. *The Quarterly Journal of Experimental Psychology* 35, 2 (1983), 251–278.

[30] W. G. Darling, K. J. Cole, and J. H. Abbs. 1988. Kinematic variability of grasp movements as a function of practice and movement speed. *Experimental Brain Research* 73, 2 (1988), 225–235.

[31] Christopher L. Dembia, Nicholas A. Bianco, Antoine Falisse, Jennifer L. Hicks, and Scott L. Delp. 2021. OpenSim Moco: Musculoskeletal optimal control. *PLOS Computational Biology* 16, 12 (2021), 1–21. DOI: https://doi.org/10.1371/journal.pcbi.1008493
[32] Ashesh K. Dhawale, Maurice A. Smith, and Bence P. Ölvesson. 2017. The role of variability in motor learning. Annual Review of Neuroscience 40 (2017), 479–498.

[33] Jörn Diedrichsen, Reza Shadmehr, and Richard B. Ivry. 2010. The coordination of movement: Optimal feedback control and beyond. Trends in Cognitive Sciences 14, 1 (2010), 31–39. DOI: https://doi.org/10.1016/j.tics.2009.11.004

[34] Seungwon Do, Minsuk Chang, and Byungjoo Lee. 2021. A Simulation Model of Intermittently Controlled Point-and-Click Behaviour. Association for Computing Machinery, New York, NY. DOI: https://doi.org/10.1145/3411764.3445514

[35] P. Dorato and A. Levis. 1971. Optimal linear regulators: The discrete-time case. IEEE Transactions on Automatic Control 16, 6 (December 1971), 613–620. DOI: https://doi.org/10.1109/TAC.1971.1099832

[36] S. Edelman and T. Flash. 2004. A model of handwriting. Biological Cybernetics 87, 1–2 (2004), 25–36.

[37] J. D. Enderle and W. Zhou. 2010. Models of Horizontal Eye Movements: A 3rd Order Linear Saccade Model. Part II. Morgan & Claypool. Retrieved from https://books.google.de/books?id=xdgGbnK0e2oC.

[38] Florian Fischer, Miroslav Bachinski, Markus Klar, Arthur Fleig, and Jörg Müller. 2021. Reinforcement learning control of a biomechanical model of the upper extremity. Scientific Reports 11, 1 (2021), 1–15.

[39] Paul M. Fitts. 1954. The information capacity of the human motor system in controlling the amplitude of movement. Journal of Experimental Psychology 47, 6 (1954), 381–391.

[40] Paul M. Fitts and James R. Peterson. 1964. Information capacity of discrete motor responses. Journal of Experimental Psychology 67, 2 (1964), 103.

[41] Tamar Flash and Ealan Henis. 1991. Arm trajectory modifications during reaching towards visual targets. Journal of Cognitive Neuroscience 3, 3 (07 1991), 220–230. DOI: https://doi.org/10.1162/jocn.1991.3.3.220

[42] Tamar Flash and Neville Hogan. 1985. The coordination of arm movements: An experimentally confirmed mathematical model. Journal of Neurophysiology 5, 7 (1985), 1688–1703.

[43] Tamar Flash, Yaron Meirovitch, and Avi Barliya. 2013. Models of human movement: Trajectory planning and inverse kinematics studies. Robotics and Autonomous Systems 61, 4 (2013), 330–339.

[44] Karl Friston. 2011. What is optimal about motor control? Neuron 72, 3 (2011), 488–498. DOI: https://doi.org/10.1016/j.neuron.2011.10.018

[45] Peter Gawthrop, Ian Loram, Martin Lakie, and Henrik Gollée. 2011. Intermittent control: A computational theory of human control. Biological Cybernetics 104, 1–2 (2011), 31–51. DOI: https://doi.org/10.1007/s00422-010-0416-4

[46] Karl R. Gegenfurtner. 2016. The interaction between vision and eye movements. Perception 45, 12 (2016), 1333–1357.

[47] A. P. Georgopoulos, J. F. Kalaska, R. Caminiti, and J. T. Massey. 1982. On the relations between the direction of two-dimensional arm movements and cell discharge in primate motor cortex. Journal of Neuroscience 2, 11 (1982), 1527–1537. DOI: https://doi.org/10.1523/JNEUROSCI.02-11-01527.1982

[48] Douglas J. Gillan, Kritina Holden, Susan Adam, Marianne Rudisill, and Laura Magee. 1990. How does fitts’ law fit two-dimensional pointing and dragging? In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems. Association for Computing Machinery, New York, NY, 227–234. DOI: https://doi.org/10.1145/97243.97278

[49] J. Gordon, M. Ghilardi, and Claude Ghez. 1994. Accuracy of planar reaching movements. I. Independence of direction and extent variability. Experimental brain research. Experimentelle Hirnforschung. Expérimentation Cérébrale 99, 1 (02 1994), 97–111. DOI: https://doi.org/10.1007/BF00241415

[50] Julien Gori and Olivier Rioul. 2020. A feedback information-theoretic transmission scheme (FITTS) for modeling trajectory variability in aimed movements. Biological Cybernetics 114, 6 (Dec 2020), 621–641. DOI: https://doi.org/10.1007/s00422-020-00853-7

[51] Julien Gori, Olivier Rioul, Yves Guiraud, and Michel Beaudouin-Lafon. 2018. The perils of confounding factors: How fitts’ law experiments can lead to false conclusions. In Proceedings of the 2018 CHI Conference on Human Factors in Computing Systems. Association for Computing Machinery, New York, NY, 1–10. DOI: https://doi.org/10.1145/3173574.3173770

[52] Olli Grossman and Ramin Balakrishnan. 2005. The bubble cursor: Enhancing target acquisition by dynamic resizing from the cursor’s activation area. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems. ACM, New York, NY, 281–290. DOI: https://doi.org/10.1145/1054972.1055012

[53] Yves Guiraud. 1993. On fitts’s and hooke’s laws: Simple harmonic movement in upper-limb cyclical aiming. Acta Psychologica 82, 1 (1993), 139–159.

[54] Emmanuel Guigon, Pierre Baraduc, and Michel Desmurget. 2007. Computational motor control: Redundancy and invariance. Journal of Neurophysiology 97, 1 (02 2007), 331–47. DOI: https://doi.org/10.1152/jn.00290.2006

[55] Simon R. Gutman and Gerald L. Gottlieb. 1992. Basic functions of variability of simple pre-planned movements. Biological Cybernetics 68, 1 (1992), 63–73.

[56] Adrian M. Haith and John W. Krakauer. 2013. Model-based and model-free mechanisms of human motor learning. In Proceedings of the Progress in Motor Control. Springer, 1–21.

[57] Kenneth B. Hannsgen. 1987. Stability and periodic solutions of ordinary and functional differential equations (T. A. Burton). SIAM Review 29, 4 (1987), 652–654. DOI: https://doi.org/10.1137/1029135

ACM Transactions on Computer-Human Interaction, Vol. 29, No. 6, Article 51. Publication date: November 2022.
[81] Seunghwan Lee, Moonseok Park, Kyungmin Lee, and Jehee Lee. 2019. Scalable muscle-actuated human simulation and control. ACM Transactions on Graphics 38, 4, Article 73 (July 2019), 13 pages. DOI: https://doi.org/10.1145/3306346.3322972

[82] Kacce Y. Li, Pavan Tiruveedhula, and Austin Roorda. 2010. Intersubject variability of foveal cone photoreceptor density in relation to eye length. Investigative Ophthalmology & Visual Science 51, 12 (2010), 6858–6867.

[83] Weiwei Li and Emanuel Todorov. 2004. Iterative linear quadratic regulator design for nonlinear biological movement systems. In Proceedings of the ICCINCO (1). Citeseer, 222–229.

[84] Weiwei Li and Emanuel Todorov. 2007. Iterative linearization methods for approximately optimal control and estimation of non-linear stochastic system. International Journal of Control 80, 9 (2007), 1439–1453.

[85] Zhe Li, Pietro Mazzoni, Sen Song, and Ning Qian. 2018. A single, continuously applied control policy for modeling reaching movements with and without perturbation. Neural Computation 30, 2 (2018), 397–427. DOI: https://doi.org/10.1162/neco_a_01040. PMID: 29162001.

[86] Dan Liu and Emanuel Todorov. 2007. Evidence for the flexible sensorimotor strategies predicted by optimal feedback control. Journal of Neuroscience 27, 35 (2007), 9354–9368. DOI: https://doi.org/10.1523/JNEUROSCI.1110-06.2007

[87] Gerald Loeb, W. Levine, and Jiping He. 1990. Understanding sensorimotor feedback through optimal control. Cold Spring Harbor Symposia on Quantitative Biology 55 (02 1990), 791–803. DOI: https://doi.org/10.1101/SQB.1990.055.01.074

[88] I. MacKenzie, Tatu Kauppinen, and Miika Silfverberg. 2001. Accuracy measures for evaluating computer pointing devices. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems. 9–16. DOI: https://doi.org/10.1145/365024.365028

[89] I. Scott MacKenzie. 1992. Fitts’ law as a research and design tool in human-computer interaction. Human-Computer Interaction 7, 1 (1992), 91–139. DOI: https://doi.org/10.1207/s15327051hci0701_3

[90] Michael J. McQuinn and Ravin Balakrishnan. 2005. Fitts’ law and expanding targets: Experimental studies and designs for user interfaces. ACM Transactions on Computer-Human Interaction 12, 4 (2005), 388–422.

[91] Suzanee P. McKee and Ken Nakayama. 1984. The detection of motion in the peripheral visual field. Vision Research 24, 1 (1984), 25–32. DOI: https://doi.org/10.1016/0042-6989(84)90140-8

[92] W. Pieter Medendorp. 2011. Spatial constancy mechanisms in motor control. Philosophical Transactions of the Royal Society B: Biological Sciences 366, 1564 (2011), 476–491.

[93] David E. Meyer, Richard A. Abrams, Sylvan Korlnblum, Charles E. Wright, and J. E. Keith Smith. 1988. Optimality in human motor performance: Ideal control of rapid aimed movements. Psychological Review 95, 3 (1988), 340.

[94] Pietro Morasso. 1981. Spatial control of arm movements. Experimental Brain Research 42, 2 (1981), 223–227.

[95] Martez E. Mott and Jacob O. Wobbrock. 2014. Beating the bubble: Using kinematic triggering in the bubble lens for acquiring small, dense targets. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems. 733–742.

[96] Denis Mottet, Reinoud Bootasma, Yves Guiard, and Michel Laurent. 1994. Fitts’ law in two-dimensional task space. Experimental Brain Research 100, 1 (02 1994), 144–8. DOI: https://doi.org/10.1007/BF00227286

[97] Denis Mottet and Reinoud J. Bootasma. 1999. The dynamics of goal-directed rhythmical aiming. Biological Cybernetics 80, 4 (1999), 235–245.

[98] Jörg Müller, Antti Oulasvirta, and Roderick Murray-Smith. 2017. Control theoretic models of pointing. ACM Transactions on Computer-Human Interaction 24, 4, Article 27 (Aug. 2017), 36 pages. DOI: https://doi.org/10.1145/3121431

[99] Atsuo Murata. 1998. Improvement of pointing time by predicting targets in pointing with a PC mouse. International Journal of Human-Computer Interaction 10, 1 (1998), 23–32.

[100] Masaki Nakada, Tao Zhou, Honglin Chen, Tomer Weiss, and Demetri Terzopoulos. 2018. Deep learning of biomimetic sensorimotor control for biomechanical human animation. ACM Transactions on Graphics 37, 4, Article 56 (July 2018), 15 pages. DOI: https://doi.org/10.1145/3197517.3201305

[101] Eri Nakano, Hiroshi Imamizu, Rieko Osu, Yoji Uno, Hiroaki Gomi, Toshinori Yoshioka, and Mitsuo Kawato. 1999. Quantitative examinations of internal representations for arm trajectory planning: Minimum commanded torque change model. Journal of Neurophysiology 81, 5 (1999), 2140–2155. DOI: https://doi.org/10.1152/jn.1999.81.5.2140

[102] Mathieu Nancel and Edward Lank. 2017. Modeling User Performance on Curved Constrained Paths. Association for Computing Machinery, New York, NY, 244–254. DOI: https://doi.org/10.1145/3025453.3025951

[103] W. L. Nelson. 1983. Physical principles for economies of skilled movements. Biological Cybernetics 46, 2 (Feb. 1983), 135–147. DOI: https://doi.org/10.1007/BF00339982

[104] Ingram Olkin and Friedrich Pukelsheim. 1982. The distance between two random vectors with given dispersion matrices. Linear Algebra and its Applications 48 (1982), 257–263.

[105] Eunji Park and Byungjoo Lee. 2020. An intermittent click planning model. In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems. 1–13.
[106] Phillip T. Pasqual and Jacob O. Wobbrock. 2014. Mouse pointing endpoint prediction using kinematic template matching. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems. 743–752.

[107] Robert Pastel. 2006. Measuring the difficulty of steering through corners. Proceedings of ACM CHI 2006 Conference on Human Factors in Computing Systems 1, 2 (2006), 1087–1096. https://doi.org/10.1145/1124772.1124934

[108] Y. Phillips. 1985. Controller design of systems with multiplicative noise. IEEE Transactions on Automatic Control 30, 10 (1985), 1017–1019. DOI: https://doi.org/10.1109/TAC.1985.1103828

[109] Rejean Plamondon. 1998. A kinematic theory of rapid human movements: Part III. Kinetic outcomes. Biological Cybernetics 78, 2 (1998), 133–145. DOI: https://doi.org/10.1007/s004220500420

[110] Réjean Plamondon and Adel M. Alimi. 1997. Speed/accuracy trade-offs in target-directed movements. Behavioral and Brain Sciences 20, 02 (1997), 279–303.

[111] Ning Qian, Yu Jiang, Zhong-Ping Jiang, and Pietro Mazzoni. 2013. Movement duration, fitts’ law, and an infinite-horizon optimal feedback control model for biological motor systems. Neural Computation 25, 3 (2013), 697–724. DOI: https://doi.org/10.1162/NECO_a_00410

[112] Philip Quinn and Shumin Zhai. 2018. Modeling gesture-typing movements. Human–Computer Interaction 33, 3 (2018), 234–280. DOI: https://doi.org/10.1080/07370024.2016.1215922

[113] M. J. Richardson and T. Flash. 2002. Comparing smooth arm movements with the two-thirds power law and the related segmented-control hypothesis. The Journal of Neuroscience 22, 18 (2002), 8201–8211.

[114] D. A. Rosenbaum, L. D. Loukopoulos, R. G. Meulenbroek, J. Vaughan, and S. E. Engelbrecht. 1995. Planning reaches by evaluating stored postures. Psychological review 102, 1 (01 1995), 28–67. DOI: https://doi.org/10.1037/0033-295x.102.1.28

[115] Stuart J. Russell and Peter Norvig. 2002. Artificial intelligence - a modern approach, 2nd Edition. Prentice Hall.

[116] Fabrice R. Sarlegna and Pratik K. Mutha. 2015. The influence of visual target information on the online control of movements. Vision Research 110, (Part B) (2015), 144–154. DOI: https://doi.org/10.1016/j.visres.2014.07.001. On-line Visual Control of Action.

[117] Richard A. Schmidt, Timothy D. Lee, Carolee Weinstein, Gabriele Wulf, and Howard N. Zelaznik. 2018. Motor Control and Learning: A Behavioral Emphasis. Human kinetics, Champaign, IL.

[118] Richard A. Schmidt, Howard Zelaznik, Brian Hawkins, James S. Frank, and John T. Quinn Jr. 1979. Motor-output variability: A theory for the accuracy of rapid motor acts. Psychological Review 86, 5 (1979), 415.

[119] Alexander C. Schütz, Doris I. Braun, and Karl R. Gegenfurtner. 2011. Eye movements and perception: A selective review. Journal of Vision 11, 5 (2011), 9–9.

[120] Sofia Seinfeld, Tiare Feuchtner, Antonella Maselli, and Jörg Müller. 2020. User representations in human-computer interaction. Human–Computer Interaction 0, 0 (2020), 1–39. DOI: https://doi.org/10.1080/07370024.2020.1724790

[121] Reza Shadmehr, Helen J. Huang, and Alaa A. Ahmed. 2016. A representation of effort in decision-making and motor control. Current Biology 26, 14 (2016), 1929–1934. DOI: https://doi.org/10.1016/j.cub.2016.05.065

[122] Reza Shadmehr, Jean Jacques de Xivry, Minnan Xu-Wilson, and Ting-Yu Shih. 2010. Temporal discounting of reward and the cost of time in motor control. Journal of Neuroscience 30, 31 (2010), 10507–10516. DOI: https://doi.org/10.1523/JNEUROSCI.1343-10.2010

[123] Reza Shadmehr and Steven P. Wise. 2005. The Computational Neurobiology of Reaching and Pointing. MIT Press, Cambridge, MA.

[124] David Silver, Satinder Singh, Doina Precup, and Richard S. Sutton. 2021. Reward is enough. Artificial Intelligence 299 (2021), 103535. DOI: https://doi.org/10.1016/j.artint.2021.103535

[125] Andrew Slifkin and Karl Newell. 1999. Noise, information transmission, and force variability. Journal of Experimental Psychology: Human Perception and Performance 25, 3 (07 1999), 837–51. DOI: https://doi.org/10.1037/0096-1523.25.3.837

[126] P. Stoica and Y. Selen. 2004. Model-order selection: A review of information criterion rules. IEEE Signal Processing Magazine 21, 4 (2004), 36–47. DOI: https://doi.org/10.1109/MSP.2004.1311138

[127] R. Storn and K. Price. 1997. Differential evolution - A simple and efficient heuristic for global optimization over continuous spaces. Journal of Global Optimization 11, 4 (1997), 341–359.

[128] Hans Strasburger, Ingo Rentschler, and Martin Jüttner. 2011. Peripheral vision and pattern recognition: A review. Journal of Vision 11, 5 (12 2011), 13–13. DOI: https://doi.org/10.1167/11.5.13

[129] G. G. Sutton and K. Sykes. 1967. The variation of hand tremor with force in healthy subjects. The Journal of Physiology 191, 3 (1967), 699–711.

[130] Richard S. Sutton and Andrew G. Barto. 2018. Reinforcement Learning: An Introduction. A Bradford Book, Cambridge, MA.

[131] Hirokazu Tanaka, John W. Krakauer, and Ning Qian. 2006. An optimization principle for determining movement duration. Journal of Neurophysiology 95, 6 (2006), 3875–3886. DOI: https://doi.org/10.1152/jn.00731.2005
[132] Yuval Tassa, Nicolas Mansard, and Emo Todorov. 2014. Control-limited differential dynamic programming. In Proceedings of the IEEE International Conference on Robotics and Automation. DOI: https://doi.org/10.1109/ICRA.2014.6907081

[133] Benjamin W. Tatler, Mary M. Hayhoe, Michael F. Land, and Dana H. Ballard. 2011. Eye guidance in natural vision: Reinterpreting salience. Journal of Vision 11, 5 (2011), 5–5.

[134] C. W. Tellford. 1931. The refractory phase of voluntary and associative responses. Journal of Experimental Psychology 14, 1 (1931), 1–36.

[135] Shelby G. Thompson, Daniel S. McConnell, Jeremy S. Slocum, and Michael Bohan. 2007. Kinematic analysis of multiple constraints on a pointing task. Human Movement Science 26, 1 (2007), 11–26. DOI: https://doi.org/10.1016/j.humov.2006.09.001

[136] Kurt Thoroughman and Reza Shadmehr. 2000. Learning of action through adaptive combination of motor primitives. Nature 407, 6805 (11 2000), 742–7.

[137] Juan Camilo Vasquez Tieck, Marin Vlastelica Pogančić, Jacques Kaiser, Arne Roennau, Marc-Oliver Gewaltig, and Rüdiger Dillmann. 2018. Learning continuous muscle control for a multi-joint arm by extending proximal policy optimization with a liquid state machine. In Proceedings of the International Conference on Artificial Neural Networks. Springer, 211–221.

[138] Emanuel Todorov. 1998. Studies of Goal-directed Movements. Massachusetts Institute of Technology.

[139] Emanuel Todorov. 2002. Cosine tuning minimizes motor errors. Neural Computation 14, 6 (June 2002), 1233–1260. DOI: https://doi.org/10.1162/089976602753712918

[140] Emanuel Todorov. 2004. Optimality principles in sensorimotor control. Nature Neuroscience 7, 9 (10 2004), 907–915. DOI: https://doi.org/10.1038/nn1309

[141] Emanuel Todorov. 2005. Stochastic optimal control and estimation methods adapted to the noise characteristics of the sensorimotor system. Neural Computation 17, 5 (2005), 1084–1108.

[142] Emanuel Todorov and Michael I. Jordan. 2002. Optimal feedback control as a theory of motor coordination. Nature Neuroscience 5, 11 (2002), 1226–1235. DOI: https://doi.org/10.1038/nn963

[143] Emanuel Todorov and Wewei Li. 2005. A generalized iterative LQG method for locally-optimal feedback control of constrained nonlinear stochastic systems. In Proceedings of the 2005, American Control Conference, 2005. IEEE, 300–306.

[144] Y. Uno, M. Kawato, and R. Suzuki. 1989. Formation and control of optimal trajectory in human multijoint arm movement. Biological Cybernetics 61, 2 (01 Jun 1989), 89–101. DOI: https://doi.org/10.1007/BF00204593

[145] Francisco Valero-Cuevas. 2015. Fundamentals of Neuromechanics, Vol. 8. 1–194 pages. DOI: https://doi.org/10.1007/978-1-4471-6748-3_11

[146] Robert J. van Beers, Patrick Haggard, and Daniel M. Wolpert. 2004. The role of execution noise in movement variability. Journal of Neurophysiology 91, 2 (2004), 1050–1063. DOI: https://doi.org/10.1152/jn.00652.2003

[147] Frans C. T. van der Helm and Leonard A. Rozendaal. 2000. Musculoskeletal Systems with Intrinsic and Proprioceptive Feedback. Springer, New York, New York, NY, Chapter 11, 164–174. DOI: https://doi.org/10.1007/978-1-4612-2104-3_11

[148] Paolo Viviani and Tamar Flash. 1995. Minimum-jerk, two-thirds power law, and isochrony: Converging approaches to movement planning. Journal of Experimental Psychology: Human Perception and Performance 21, 1 (1995), 32.

[149] Tie Wang, Goran S. Dordevic, and Reza Shadmehr. 2001. Learning the dynamics of reaching movements results in the modification of arm impedance and long-latency perturbation responses. Biological Cybernetics 85, 6 (2001), 437–448.

[150] Xiaolan Wang, Mingsha Zhang, Ian S. Cohen, and Michael E. Goldberg. 2007. The proprioceptive representation of eye position in monkey primary somatosensory cortex. Nature Neuroscience 10, 5 (2007), 640–646.

[151] Colin Ware and Harutune H. Mikaelian. 1986. An evaluation of an eye tracker as a device for computer input. In Proceedings of the SIGCHI/GI Conference on Human Factors in Computing Systems and Graphics Interface. Association for Computing Machinery, New York, NY, 183–188. DOI: https://doi.org/10.1145/29933.275627

[152] John Williamson. 2006. Continuous Uncertain Action. Ph. D. Dissertation. Dept. of Computing Science, University of Glasgow.

[153] John Williamson, Roderick Murray-Smith, Benjamin Blankertz, Matthias Krauledat, and K.-R. Müller. 2009. Designing for uncertain, asymmetric control: Interaction design for brain–computer interfaces. International Journal of Human–Computer Studies 67, 10 (2009), 827–841.

[154] Robert Sessions Woodworth. 1899. Accuracy of voluntary movement. The Psychological Review: Monograph Supplements 3, 3 (1899), 1.

[155] Charles E. Wright and David E. Meyer. 1983. Conditions for a linear speed-accuracy trade-off in aimed movements. The Quarterly Journal of Experimental Psychology Section A 35, 2 (1983), 279–296. DOI: https://doi.org/10.1080/1460748308402134
[156] Peter G. Yule, John Fox, David W. Glasspool, and Richard P. Cooper. 2013. *Modelling High-level Cognitive Processes*. Psychology Press.

[157] Gregory J. Zelinsky. 2008. A theory of eye movements during target acquisition. *Psychological Review* 115, 4 (2008), 787.

[158] Shumin Zhai, Johnny Accot, and Rogier Woltjer. 2004. Human action laws in electronic virtual worlds: An empirical study of path steering performance in VR. *Presence* 13, 2 (04 2004), 113–127. DOI: https://doi.org/10.1162/1054746041382393

[159] Brian Ziebart, Anind Dey, and J. Andrew Bagnell. 2012. Probabilistic pointing target prediction via inverse optimal control. In *Proceedings of the 2012 ACM International Conference on Intelligent User Interfaces*. ACM, New York, NY, 1–10. DOI: https://doi.org/10.1145/2166966.2166968

[160] J. Alberto Álvarez Martín, Henrik Gollee, Jörg Müller, and Roderick Murray-Smith. 2021. Intermittent control as a model of mouse movements. *ACM Transactions on Computer-Human Interaction (TOCHI)* 28, 5 (2021), 1–46.

Received 1 October 2021; revised 24 February 2022; accepted 4 March 2022