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I. INTRODUCTION

Grand unified theories (GUTs) \cite{1}, and in particular their non-supersymmetric (non-SUSY) SO(10) realizations \cite{2}, embed of the Standard Model (SM) group in a unifying gauge group. Thereby, they lead to frameworks for physics beyond the SM which may address some of the outstanding problems, both phenomenological and aesthetic. In particular, SO(10) models account for the generation of neutrino mass in a natural way through the type-I \cite{3-7} and type-II \cite{8-10} seesaw mechanisms. To verify the viability of these models, one must attempt to fit their parameters to the known observables of the SM in order to find whether or not the models in question allow the observed low-energy values.

Fits of the Yukawa sector of SO(10) models to the observables of the SM have previously been presented in the literature, with various levels of detail. As neutrino data became available to the level of precision that allowed fits to be made, the initial attempts to accommodate neutrino masses and leptonic mixing parameters were performed for SUSY models \cite{11-14} with the type-I or type-II seesaw mechanism, or a mixture thereof. There have also been numerous fits of the Yukawa sector of various non-SUSY models with type-I seesaw \cite{15-21}, with the conclusion that these fits are possible depending on the specifics of the Yukawa sector and the symmetry breaking pattern. Furthermore, fits with type-II seesaw or a combination of types I and II seesaw have been considered in non-SUSY scenarios \cite{22, 23}, which concluded that models with type-II seesaw only do not yield acceptable fits, but that type-II seesaw in combination with type-I seesaw provides good fits.

The works mentioned above can be classified based on the level of sophistication of the procedure used to perform the fits. Most of the previous fits have been performed with a bottom-up approach, by first evolving the experimental values of the SM observables up to the GUT scale $M_{\text{GUT}}$ using the renormalization group equations (RGEs) and then fitting the SO(10) Yukawa sector to the evolved data at that scale. This procedure involves several approximations, since the renormalization group (RG) evolution in general depends on parameters which are not known a priori, such as the mass scales of right-handed neutrinos (where they are integrated out) and the matching conditions at intermediate breaking steps. The more complete procedure is to use a top-down approach, which involves randomly sampling the parameters of the SO(10) Yukawa sector at $M_{\text{GUT}}$ and evolving each parameter down to the electroweak scale $M_Z$ using the RGEs, where they are compared to experimental values of the observables, as has been done in Refs. \cite{16, 19-21}. Related to this is the treatment of the RG evolution of the neutrino sector. As the parameters are evolved down
from $M_{\text{GUT}}$ to $M_Z$, a complete analysis should integrate out the right-handed neutrinos at their respective mass scales, which has been carried out in Refs. [16, 21]. Other works either performed the fits at $M_{\text{GUT}}$ or assumed that all right-handed neutrinos were integrated out simultaneously during the RG evolution.

In this work, we consider fits to non-SUSY SO(10) models with neutrino mass being generated by either the type-I or type-II seesaw mechanism or a combination of both, similar to Ref. [23]. The procedure used is similar to that of Ref. [16], which involves sampling the parameters of the models at $M_{\text{GUT}}$, evolving them down to $M_Z$ using the RGEs, and comparing the resulting values to data of the observables. The novelty of this work is the combination of the type-I and type-II seesaw mechanisms with a proper and complete treatment of the RG evolution, including integrating out right-handed neutrinos at their respective mass scales. Furthermore, we use updated data for all fermion observables.

This paper is structured as follows. First, in Sec. II, we present the model that we investigate and the origin of the seesaw mechanism in SO(10). Next, in Sec. III, we describe how the parameters of this model are related to those of the SM. Then, in Sec. IV, we discuss the parametrization and the numerical procedure used. Finally, in Sec. V, we present the results before summarizing our findings and concluding in Sec. VI.

**II. MODEL**

The model that we consider is a non-SUSY SO(10) model with each generation of fermions and right-handed neutrinos belonging to a $16_F$ representation, whereas the Higgs scalars reside in the $10_H$ and $126_H$ representations. We also introduce a global U(1)$_{\text{PQ}}$ symmetry which has a double purpose. Firstly, it solves the strong CP problem and provides the QCD axions [24–27]. Secondly, and more importantly for the Yukawa sector, it allows us to complexify the real $10_H$ representation without introducing additional couplings [28], as described in Sec. II A.

We assume that the SO(10) symmetry is broken at $M_{\text{GUT}} = 2 \times 10^{16}$ GeV in one step to the SM, similarly to Ref. [16]. Since we focus on the fermion observables, the exact details of symmetry breaking and the exact value of $M_{\text{GUT}}$ are irrelevant (and we check this explicitly in Sec. V). Therefore, the gauge couplings in our model do not unify. As in Ref. [16], we assume that this is taken care of by some new physics between $M_Z$ and $M_{\text{GUT}}$. For examples of such models, see Refs. [21, 29, 30]. At $M_Z$, the electroweak symmetry is further broken according to the usual Higgs
mechanism, so that the complete breaking chain is

$$\text{SO}(10) \xrightarrow{M_{\text{GUT}}} \text{SU}(3)_C \times \text{SU}(2)_L \times U(1)_Y \xrightarrow{M_Z} \text{SU}(3)_C \times U(1)_Q.$$ (1)

A. SO(10) Lagrangian

The model described above uniquely defines the Lagrangian of the Yukawa sector to be

$$\mathcal{L}_Y = 16_F (Y_{10}^{10} H + Y_{126}^{126} H) 16_F,$$ (2)

where $Y_{10}$ and $Y_{126}$ are $3 \times 3$ matrices in flavor space. The representation $126_H$ is complex in SO(10), but the representation $10_H$ is real. This means that the two SU(2)$_L$ doublets in the $10_H$ necessarily take the same vacuum expectation value (vev), which would imply certain mass relations that contradict data [28]. Thus, we complexify it, which allows the two components to take different vevs. This in effect introduces a $10^*_H$, which may couple to the fermions in the representation $16_F$ with a new Yukawa matrix, thereby decreasing the predictability of the model. However, if we assign the global PQ charges such that

$$16_F \rightarrow e^{i\alpha} 16_F, \quad 10_H \rightarrow e^{-2i\alpha} 10_H, \quad 126_H \rightarrow e^{-2i\alpha} 126_H,$$ (3)

where $\alpha$ is some real parameter, then this additional coupling of the $10^*_H$ to the $16_F$ is forbidden.

After symmetry breaking, the SM Higgs doublet is a combination of the four SU(2)$_L$ doublets found in the complexified $10_H$ and the $126_H$. The Yukawa matrices of the SM are determined by combinations of the Yukawa matrices $Y_{10}$ and $Y_{126}$, weighted by the vevs of these four SU(2)$_L$ doublets $v_{10}^u$, $v_{10}^d$, $v_{126}^u$, and $v_{126}^d$. Note that these vevs do not exist at the SO(10) breaking scale, since they arise from electroweak symmetry breaking, but their values enter as parameters in the matching conditions. Thus, the SM fermion observables may be extracted from the following combinations of SO(10) Yukawa matrices $Y_{10}$ and $Y_{126}$ [15, 16, 18, 22]

$$Y_u = \frac{1}{v_{\text{SM}}} (v_{10}^u Y_{10} + v_{126}^u Y_{126}),$$
$$Y_d = \frac{1}{v_{\text{SM}}} (v_{10}^d Y_{10} + v_{126}^d Y_{126}),$$
$$Y_\nu = \frac{1}{v_{\text{SM}}} (v_{10}^u Y_{10} - 3v_{126}^u Y_{126}),$$
$$Y_\ell = \frac{1}{v_{\text{SM}}} (v_{10}^d Y_{10} - 3v_{126}^d Y_{126}),$$ (4)

where $Y_u$, $Y_d$, $Y_\nu$, and $Y_\ell$ are the Yukawa matrices for the up-type quarks, the down-type quarks, the neutrinos, and the charged leptons, respectively, while $v_{\text{SM}} \simeq 174$ GeV is the SM Higgs vev. The relative signs and factors of 3 come from Clebsch–Gordan coefficients.
B. Seesaw from SO(10)

To generate neutrino mass via the type-I seesaw mechanism \([3–7]\), the right-handed neutrinos must obtain Majorana masses, which occurs naturally in SO(10) models \([9]\). The right-handed neutrinos reside in the \(16_R\) and couple to an SM singlet contained in the \(126_H\). This singlet takes a vev \(v_{126}^R\), which generates a Majorana mass matrix
\[
M = v_{126}^R Y_{126}.
\] (5)

Since \(v_{126}^R\) is close to \(M_{\text{GUT}}\), the Majorana masses for the right-handed neutrinos are large. Through their Yukawa coupling to the light neutrinos, the type-I seesaw mechanism provides small neutrino masses.

The type-II seesaw mechanism \([8–10]\) also naturally occurs in SO(10) models \([31, 32]\) and contributes to neutrino mass. In addition to the SM singlet, the \(126_H\) contains an SU(2)\(_L\) triplet \(\Delta\), which interacts with the light neutrinos with Yukawa coupling
\[
Y_{\Delta} = Y_{126}.
\] (6)

After electroweak symmetry breaking, the interactions between this scalar triplet and the Higgs boson induces a vev \(v_{126}^L\) for the triplet. This vev is inversely proportional the square of the scalar triplet mass. Hence, a heavy scalar triplet generates small masses for the neutrinos.

During RG evolution from \(M_{\text{GUT}}\) to \(M_Z\), the right-handed neutrinos and the scalar triplet are integrated out at their respective mass scales. This results in the effective dimension-5 operator for neutrino mass.

III. SM OBSERVABLES FROM SO(10)

In this section, we describe how the sampled parameter values at \(M_{\text{GUT}}\) are evolved down to the values of the SM observables at \(M_Z\), as well as the procedure how to integrate out right-handed neutrinos and the scalar triplet at their respective mass scales.

A. Renormalization Group Equations

To perform the RG evolution of the sampled parameters from \(M_{\text{GUT}}\) to \(M_Z\), we need to solve the RGEs numerically. The parameters which exhibit RG evolution are the gauge couplings \(g_1\), \(g_2\), and \(g_3\), the Yukawa coupling matrices \(Y_u\), \(Y_d\), \(Y_\nu\), \(Y_\ell\), and \(Y_\Delta\), the right-handed neutrino
Majorana mass matrix $M$, the Higgs quartic coupling $\lambda$, and the coupling matrix of the dimension-5 effective neutrino mass operator $\kappa$ (see Secs. III B and III C). The general set of RGEs, assuming the presence of the right-handed neutrinos and the scalar triplet, i.e. with both type-I and type-II seesaw, is \[16, 33–40\]

\begin{align}
16\pi^2 \beta_{g_1} &= \frac{41}{10} g_1^3 + \frac{3}{5} g_1^3 = \frac{47}{10} g_1^3, \quad (7) \\
16\pi^2 \beta_{g_2} &= -\frac{19}{6} g_2^3 + \frac{2}{3} g_2^3 = -\frac{5}{2} g_2^3, \quad (8) \\
16\pi^2 \beta_{g_3} &= -7 g_3^3, \quad (9) \\
16\pi^2 \beta_\lambda &= 6\lambda^2 - 3\lambda \left(3g_2^2 + \frac{3}{5} g_1^2\right) + 3g_2^4 + \frac{3}{2} \left(\frac{3}{5} g_1^2 + g_2^2\right)^2 \\
& \quad + 4\lambda \text{Tr} \left[ Y_\ell^\dagger Y_\ell + Y_\nu^\dagger Y_\nu + 3Y_d^\dagger Y_d + 3Y_u^\dagger Y_u \right] \\
& \quad - 8\text{Tr} \left[ Y_\ell^\dagger Y_\ell Y_\ell^\dagger Y_\ell + Y_\nu^\dagger Y_\nu Y_\nu^\dagger Y_\nu + 3Y_d^\dagger Y_d Y_d^\dagger Y_d + Y_u^\dagger Y_u Y_u^\dagger Y_u \right], \quad (10) \\
16\pi^2 \beta_{Y_u} &= Y_u \left[ \frac{3}{2} Y_u^\dagger Y_u - \frac{3}{2} Y_d^\dagger Y_d - \frac{17}{20} g_1^2 - \frac{9}{4} g_2^2 - 8g_3^2 + \text{Tr} \left[ Y_\ell^\dagger Y_\ell + Y_\nu^\dagger Y_\nu + 3Y_d^\dagger Y_d + 3Y_u^\dagger Y_u \right] \right], \quad (11) \\
16\pi^2 \beta_{Y_d} &= Y_d \left[ \frac{3}{2} Y_d^\dagger Y_d - \frac{3}{2} Y_u^\dagger Y_u - \frac{17}{20} g_1^2 - \frac{9}{4} g_2^2 - 8g_3^2 + \text{Tr} \left[ Y_\ell^\dagger Y_\ell + Y_\nu^\dagger Y_\nu + 3Y_d^\dagger Y_d + 3Y_u^\dagger Y_u \right] \right], \quad (12) \\
16\pi^2 \beta_{Y_\nu} &= Y_\nu \left[ \frac{3}{2} Y_\nu^\dagger Y_\nu - \frac{3}{2} Y_\ell^\dagger Y_\ell + \frac{3}{2} Y_\Delta^\dagger Y_\Delta - \frac{17}{20} g_1^2 - \frac{9}{4} g_2^2 + \text{Tr} \left[ Y_\ell^\dagger Y_\ell + Y_\nu^\dagger Y_\nu + 3Y_d^\dagger Y_d + 3Y_u^\dagger Y_u \right] \right], \quad (13) \\
16\pi^2 \beta_{Y_\ell} &= Y_\ell \left[ \frac{3}{2} Y_\ell^\dagger Y_\ell - \frac{3}{2} Y_\nu^\dagger Y_\nu + \frac{3}{2} Y_\Delta^\dagger Y_\Delta - \frac{17}{20} g_1^2 - \frac{9}{4} g_2^2 + \text{Tr} \left[ Y_\ell^\dagger Y_\ell + Y_\nu^\dagger Y_\nu + 3Y_d^\dagger Y_d + 3Y_u^\dagger Y_u \right] \right], \quad (14) \\
16\pi^2 \beta_{Y_\Delta} &= \left[ \frac{1}{2} Y_\nu^\dagger Y_\nu + \frac{1}{2} Y_\ell^\dagger Y_\ell + \frac{3}{2} Y_\Delta^\dagger Y_\Delta \right]^T Y_\Delta + Y_\Delta \left[ \frac{1}{2} Y_\nu^\dagger Y_\nu + \frac{1}{2} Y_\ell^\dagger Y_\ell + \frac{3}{2} Y_\Delta^\dagger Y_\Delta \right] \\
& \quad + \left[ -\frac{3}{2} \left(\frac{3}{5} g_1^2 + 3g_2^2\right) + \text{Tr} \left( Y_\Delta^\dagger Y_\Delta \right) \right] Y_\Delta, \quad (15) \\
16\pi^2 \beta_{M} &= (Y_\nu Y_\nu^\dagger) M + M(Y_\nu Y_\nu^\dagger)^T, \quad (16) \\
16\pi^2 \beta_\kappa &= \frac{1}{2} (Y_\nu^\dagger Y_\nu - 3Y_\ell^\dagger Y_\ell + 3Y_\Delta^\dagger Y_\Delta)^T \kappa + \frac{1}{2} \kappa (Y_\nu^\dagger Y_\nu - 3Y_\ell^\dagger Y_\ell + 3Y_\Delta^\dagger Y_\Delta) \\
& \quad + 2\text{Tr} \left[ Y_\ell^\dagger Y_\ell + Y_\nu^\dagger Y_\nu + 3Y_u^\dagger Y_u + 3Y_d^\dagger Y_d \right] \kappa - 3g_2^2 \kappa + \lambda \kappa. \quad (17)
\end{align}

The RGEs in Eqs. (7)–(17) are for the general case in which the set of fields that survive below $M_{\text{GUT}}$ contains both the right-handed neutrinos and the scalar triplet. We are also interested
in the situations in which there is no scalar triplet or no right-handed neutrinos below $M_{\text{GUT}}$ (corresponding to pure type-I seesaw or pure type-II seesaw, respectively). In these cases, the equations can be easily modified by removing the irrelevant contributions as follows:

- **Pure type-I seesaw**: For the case with type-I seesaw only, one removes the second terms from Eqs. (7) and (8) as well as any contributions from $Y_\Delta$ in the RGEs. This results in a set of RGEs with no contribution from the scalar triplet $\Delta$.

- **Pure type-II seesaw**: For the case with type-II seesaw only, the gauge couplings remain unchanged (since the right-handed neutrinos are neutral under the SM gauge group) and one simply has to remove any contributions from $Y_\nu$ in the RGEs, as well as the RGE for $M$.

**B. Right-Handed Neutrino Mass Thresholds**

For the scenarios in which the right-handed neutrinos are a part of the set of fields below $M_{\text{GUT}}$, the energy scale during the RG evolution of the parameters at some point coincides with the mass of the heaviest right-handed neutrino $N_3$, $\mu = M_3$. At that threshold, we integrate out $N_3$ following the procedure outlined in Refs. [37, 38]. The procedure entails removing the last row of the matrix $Y_\nu$ (which corresponds to the coupling of the three light neutrinos to $N_3$) and also removing the last row and column of the right-handed neutrino mass matrix $M$. Note that this is basis-dependent, and it is therefore crucial to work in a basis in which the matrix $M$ is diagonal (with the corresponding basis transformation applied to $Y_\nu$). The information regarding the interactions of $N_3$ that is removed from $Y_\nu$ and $M$ is placed in the effective $3 \times 3$ neutrino mass matrix $\kappa$ as

$$
\kappa \to \kappa + \frac{2}{M_3} \left( Y^{(3)}_\nu \right)^T \left( Y^{(3)}_\nu \right),
$$

(18)

where $Y^{(3)}_\nu$ is the removed row from $Y_\nu$. If this is the first contribution to the effective neutrino mass, $\kappa$ is initially a $3 \times 3$ zero matrix. Otherwise, it may be non-zero if there are other contributions to the effective neutrino mass operator that have already been integrated at a higher scale (for example, if we have a scalar triplet $\Delta$ that is heavier than $N_3$).

Between $M_3$ and the next threshold, we again solve the same equations as above, but with the new matrices $Y_\nu$ and $M$, which are now $2 \times 3$ and $2 \times 2$ matrices, respectively. Additionally, we have an RGE for $\kappa$ as in Eq. (17).
At the threshold of the second right-handed neutrino mass, \( \mu = M_2 \), we integrate out \( N_2 \) following the same prescription and updating \( \kappa \) as

\[
\kappa \to \kappa + \frac{2}{M_2} \left( Y^{(2)}_{\nu} \right)^T \left( Y^{(2)}_{\nu} \right),
\]

(19)

where \( Y^{(2)}_{\nu} \) is the removed row from \( Y_{\nu} \). After this, \( Y_{\nu} \) is a \( 1 \times 3 \) matrix and \( M \) is a scalar. The same RGEs apply below \( M_2 \) as above.

At the last right-handed neutrino threshold, \( \mu = M_1 \), the lightest right-handed neutrino \( N_1 \) is integrated out and \( \kappa \) is updated to

\[
\kappa \to \kappa + \frac{2}{M_1} \left( Y^{(1)}_{\nu} \right)^T \left( Y^{(1)}_{\nu} \right),
\]

(20)

where \( Y^{(1)}_{\nu} \) is the final remaining row from \( Y_{\nu} \). After this threshold, the parameters \( Y_{\nu} \) and \( M \) are no longer present in the RG evolution.

C. Triplet Mass Threshold

Similarly to the situation described in Sec. III B, if the scalar triplet \( \Delta \) is involved, it has an RGE above its mass threshold. As the RG evolution reaches its mass scale \( M_\Delta \), it is integrated out and its interactions with the neutrinos will be encoded in the effective neutrino mass matrix \( \kappa \). This contribution takes the form [39]

\[
\kappa \to \kappa - 4 \frac{v_L^{126}}{v_{SM}^2} Y_{\Delta}.
\]

(21)

Below this mass threshold, \( Y_{\Delta} \) is no longer a parameter of the model and therefore is no longer present in the RG evolution. The RGEs for \( g_1 \) and \( g_2 \) are modified accordingly and any contribution from \( Y_{\Delta} \) in the set of RGEs is removed, as noted in Sec. III A.

IV. FITTING PROCEDURE

In this section, we describe the numerical procedure used, including the parametrization of the SO(10) parameters and the input data that we fit to. The input data are based on the experimental values of the SM observables, see Sec. IV B.
A. Parametrization

Following the conventions used in Ref. [16], we define the following parameters

\[
H \equiv \frac{v_{10}}{v_{SM}} Y_{10}, \quad F \equiv \frac{v_{126}^{d}}{v_{SM}} Y_{126}, \quad r \equiv \frac{v_{10}^{u}}{v_{126}^{d}} = \frac{v_{10}^{u}}{v_{126}^{d}}, \quad s \equiv \frac{1 - v_{126}^{u}}{r v_{126}^{u}}, \quad r_{R} \equiv v_{126}^{R} \frac{v_{SM}}{v_{126}^{d}}, \quad r_{L} \equiv \frac{v_{SM}}{v_{126}^{d}}.
\]

(22)

Using these parameters, we can rewrite Eqs. (4)–(6) as

\[
Y_{u} = r(H + sF), \quad Y_{d} = H + F, \quad Y_{\nu} = r(H - 3sF), \quad Y_{\ell} = H - 3F,
\]

\[
M_{R} = r_{R} F, \quad Y_{\Delta} = r_{L} F.
\]

(23)

The SO(10) symmetry implies that both \(Y_{10}\) and \(Y_{126}\) (and hence \(H\) and \(F\)) are complex symmetric matrices. One can choose to work in a basis in which \(H\) is diagonal and real. In this basis, \(F\) will in general be any complex symmetric matrix. Since \(r, r_{L},\) and \(r_{R}\) are just multiplicative factors, their complex phases will have no relevance and they can be chosen to be real. Finally, \(s\) remains a complex parameter.

For type-II seesaw, this parametrization suggests that it is enough to sample \(r_{L}\), or equivalently \(v_{126}^{d}\). However, to perform the matching when integrating out the scalar triplet according to Eq. (21), we also need the value of \(v_{126}^{L}\). Therefore, we sample both \(v_{126}^{L}\) and \(v_{126}^{d}\). Furthermore, we need to sample the mass \(M_{\Delta}\) of the triplet in order to determine at what mass scale the triplet should be integrated out. Note that, although \(v_{126}^{L}\) and \(M_{\Delta}\) are related, there is another parameter in this relation which does not enter elsewhere in our situation. Therefore, we sample \(v_{126}^{L}\) and \(M_{\Delta}\) separately and keep their relationship in mind when deciding the bounds to sample the parameters within.

The total number of parameters for both type-I and type-II seesaw is thus \(3(H) + 12(F) + 1(r) + 2(s) + 1(r_{R}) + 1(v_{126}^{L}) + 1(v_{126}^{d}) + 1(M_{\Delta}) = 22\). If we have type-I seesaw only, we have three parameters less \((v_{126}^{L}, v_{126}^{d}, M_{\Delta})\), resulting in 19 parameters, whereas if we have type-II seesaw only, we have one parameter less \((r_{R})\), resulting in 21 parameters. In principle, the Higgs quartic coupling \(\lambda\) at \(M_{GUT}\) should also be included as a parameter in the fit. However, it was observed to consistently be very close to zero and we therefore set \(\lambda(M_{GUT}) = 0\) throughout the fits.

There is a constraint on the vevs from the mass of the W boson, which must be fulfilled. That is, they must add in quadrature to the SM Higgs vev. Without type-II seesaw, we have the constraint

\[
(v_{10}^{u})^2 + (v_{10}^{d})^2 + |v_{126}^{u}|^2 + |v_{126}^{d}|^2 = v_{SM}^2.
\]

(24)
Using the definitions of $r$ and $s$, we can rewrite Eq. (24) as
\[
\left( \frac{v_{10}^d}{v_{\text{SM}}} \right)^2 (1 + r^2) + \left( \frac{v_{126}^d}{v_{\text{SM}}} \right)^2 (1 + r^2 s^2) = 1. \tag{25}
\]

Given any parameter values for $r$ and $s$, one can choose $v_{10}^d$ and $v_{126}^d$ such that Eq. (24) is satisfied. The only lower bound on the vevs is from perturbativity of the Yukawa couplings. That is, $Y_{10} = v_{\text{SM}} H/v_{10} < O(1)$ and $Y_{126} = v_{\text{SM}} F/v_{126} < O(1)$. Although this is usually satisfied in the fits, it should be checked after the parameter values have been obtained.

Including the vev of the scalar triplet, the constraint becomes
\[
(v_{10}^u)^2 + (v_{10}^d)^2 + |v_{126}^u|^2 + |v_{126}^d|^2 + 2(v_{126}^L)^2 = v_{\text{SM}}^2, \tag{26}
\]
where the factor of 2 comes from the fact that $r_{126}^L$ stems from an SU(2)$_L$ triplet. Note that in this case, we also need to sample $v_{126}^L$, and thus, we need to make sure that this satisfies any constraints. Since $v_{10}^d$ is still a free parameter and $v_{126}^L$ will be small, we have an absolute limit \((v_{126}^d/v_{\text{SM}})^2 (1 + r^2 s^2) < 1\). For the parameter values found, $r \sim O(100)$ and $s \sim O(0.1)$, this limit implies $|v_{126}^d| \lesssim v_{\text{SM}}/10$. As mentioned above, these constraints should be checked once the parameter values have been found from the fits. For the parameters related to type-II seesaw, we have experimental bounds $v_{126}^L \lesssim 1 \text{ GeV}$ and $M_\Delta \gtrsim 110 \text{ GeV}$ [41].

\section*{B. Input Data}

In Tab. I, the 19 input data for the SM observables used in the fits are listed. The masses of the quarks and charged leptons are taken from Ref. [42], and the Higgs quartic coupling $\lambda$ is calculated from parameters therein. The neutrino mass-squared differences and the leptonic mixing angles are taken from the global fits presented in Ref. [43]. The CKM parameters have been computed from those listed in the ICHEP 2016 update by the CKMFitter Group [44]. For the observable that have a higher precision than 5 %, we have chosen to set them to 5 % in order to aid the numerical fitting procedure, as done for example in Ref. [16].

\section*{C. Numerical Procedure}

The numerical procedure to fit the SO(10) parameters to the SM observables consists of two components. One component transforms the SO(10) parameters to SM parameters and performs the RG evolution down to $M_Z$. The other component is a numerical optimization algorithm, which
| Observable | Value | Error | Reference |
|------------|-------|-------|-----------|
| $m_u$ (MeV) | 1.36  | 0.15  | [42]      |
| $m_c$ (MeV) | 635   | 32    | [42]      |
| $m_t$ (GeV) | 172   | 8.7   | [42]      |
| $m_d$ (MeV) | 2.90  | 0.15  | [42]      |
| $m_s$ (MeV) | 54.1  | 2.8   | [42]      |
| $m_b$ (GeV) | 2.87  | 0.15  | [42]      |
| $m_e$ (MeV) | 0.487 | 0.025 | [42]      |
| $m_\mu$ (MeV) | 103   | 5.2   | [42]      |
| $m_\tau$ (GeV) | 1.75  | 0.088 | [42]      |
| $\Delta m^2_{21}$ ($10^{-5}$eV$^2$) | 7.55  | 0.38  | [43]      |
| $\Delta m^2_{31}$ ($10^{-3}$eV$^2$) (NO) | 2.50  | 0.13  | [43]      |
| $\Delta m^2_{32}$ ($10^{-3}$eV$^2$) (IO) | −2.42 | 0.13  | [43]      |
| $\sin\theta_{12}$ | 0.225 | 0.012 | [44]      |
| $\sin\theta_{13}$ | 0.00372 | 0.00019 | [44]  |
| $\sin\theta_{23}$ | 0.0418 | 0.0021 | [44]  |
| $\delta_{\text{CKM}}$ | 1.14  | 0.058 | [44]      |
| $\sin^2 \theta_{12}$ | 0.320 | 0.020 | [43]      |
| $\sin^2 \theta_{13}$ (NO) | 0.0216 | 0.0011 | [43]  |
| $\sin^2 \theta_{13}$ (IO) | 0.0222 | 0.0012 | [43]  |
| $\sin^2 \theta_{23}$ (NO) | 0.547 | 0.030 | [43]      |
| $\sin^2 \theta_{23}$ (IO) | 0.551 | 0.030 | [43]      |
| $\lambda$ | 0.516 | 0.026 | [42]      |

Table I. Data for the SM observables at $M_Z$ and their corresponding errors used in the fits. The abbreviations NO and IO stand for normal neutrino mass ordering and inverted neutrino mass ordering, respectively.

iterates this procedure by sampling different sets of the SO(10) parameters with the objective of fitting the derived parameter values to the data.

To relate the SO(10) parameters to the fermion observables of the SM, we employ the following procedure:

1. The required GUT scale parameters are randomly sampled given prior distributions as described below. The number of parameters that are sampled depends on the scenario which is investigated (19 for type-I seesaw, 21 for type-II seesaw, or 22 for type-I+II seesaw).

2. These parameter values are transformed into the parameters of the SM via the matching
3. The SM parameters are evolved from $M_{GUT}$ down to $M_Z$ using the RGEs and the matching conditions at each mass threshold. To do this, the following steps are iterated until the parameters have been evolved down all the way to $M_Z$:

(a) The RGEs for the scenario of interest are used to evolve the parameters down to the first mass threshold, which is either the heaviest right-handed neutrino mass or the scalar triplet mass.

(b) At this threshold, the corresponding particle is integrated out following the procedure outlined in Secs. III B and III C. This changes the number of parameters, for example by removing some of the parameters associated with the right-handed neutrinos and adding the effective neutrino mass matrix.

(c) The RGEs of the new set of parameters are solved to the next threshold.

4. The fermion masses and mixing parameters are calculated from the SM observables at $M_Z$.

5. These parameter values are compared to the 19 data listed in Tab. I to compute the $\chi^2$ goodness of fit function given by

$$\chi^2 = \sum_{i=1}^{19} \left( \frac{X_i - \bar{x}_i}{\sigma_i} \right)^2$$

in which the current prediction $X_i$ for the $i$th observable is compared to the actual value $\bar{x}_i$ with error $\sigma_i$. Although the $\chi^2$ function usually carries a statistical interpretation, this is non-trivial in problems such as this in which the model is highly non-linear [42, 45] and may not always be possible.

The above steps are repeated until we converge to a set of parameter values that minimize the $\chi^2$ function. In order to perform the numerical minimization, we link the procedure to the differential evolution algorithm Diver from the ScannerBit package [46]. We run this parallelized software package on a computing cluster. During this procedure, the parameters are sampled from predetermined distributions with ranges determined from parameter bounds and results of preliminary investigations. For the matrix elements of $H$ and $F$ as well as the vev ratio $r_R$, the vev $v^d_{126}$, and the scalar triplet mass $M_\Delta$, we sample from logarithmic distributions. The parameters $r$, $s$, and $v^d_{126}$ have better known orders of magnitude and are therefore sampled from uniform priors.
The parameter ranges are given by

\[ H_{11} \in [10^{-7}, 10^{-5}] \pm, \quad H_{22} \in [10^{-5}, 10^{-3}] \pm, \quad H_{33} \in [10^{-3}, 10^{-1}] \pm, \]

\[ |F_{11}| \in [10^{-7}, 10^{-5}], \quad |F_{12}| \in [10^{-6}, 10^{-4}], \quad |F_{13}| \in [10^{-5}, 10^{-3}], \]

\[ |F_{22}| \in [10^{-5}, 10^{-3}], \quad |F_{23}| \in [10^{-4}, 10^{-2}], \quad |F_{33}| \in [10^{-4}, 10^{-2}], \]

\[ r \in [-100, 100], \quad |s| \in [0.0, 0.5], \quad r_R \in [10^{14}, 10^{17}], \]

\[ M_{\Delta} \in [10^6 \text{ GeV}, M_{\text{GUT}}], \quad v_{126}^L \in [10^{-9}, 10^{-1}] \text{ GeV}, \quad v_{126}^d \in [0.0, 10] \text{ GeV}, \]

where the subscript “±” signifies that the parameter is allowed to be positive or negative. The parameters for which the bounds are given as absolute values are complex and their phases are sampled uniformly over \([0, 2\pi]\).

After this algorithm has converged, we link the procedure to the basin-hopping algorithm [47] in the SciPy library [48] to further improve the fit, starting from the previously found parameter values. The reason that the algorithms are run in this order is that Diver is more efficient in exploring a large and high-dimensional parameter space, whereas the basin-hopping algorithm improves the fit by perturbing the point in parameter space around the starting point. Finally, we also use a Nelder–Mead simplex algorithm [49] to further minimize the \(\chi^2\) function.

Using these three algorithms provides some confidence that a reasonable minimum has been found. Note, however, that it is impossible to guarantee that a global minimum has been obtained. To increase our confidence in the minimum found, we run the optimization several times to verify that our set of parameters provides the best fit.

V. RESULTS AND DISCUSSION

The results of the fits show that the known observables of the SM with normal neutrino mass ordering are well accommodated by the model with the type-I seesaw mechanism \((\chi^2 \simeq 14.8)\), and that including the type-II seesaw mechanism improves the fit by a small amount to \(\chi^2 \simeq 14.7\). The fact that the combination of the two mechanisms provides a better fit than pure type-I seesaw is expected, since it introduces more freedom in the fit. Pure type-II seesaw does not provide as good a fit. With inverted neutrino mass ordering, all fits are much worse than the corresponding ones with normal ordering, in agreement with results of previous fits [16, 21, 22] and global fits of neutrino parameters [43]. In Tab. II, the resulting values of the \(\chi^2\) function in Eq. (27) are displayed for the six different fits that have been performed.

We find that the best fit with the combination of the type-I and type-II seesaw mechanisms is
given by a situation in which the dominant contribution to neutrino mass is given by the type-I seesaw mechanism. This is achieved by having the scalar triplet mass $M_\Delta$ close to $M_{GUT}$ and a very small value of $v_{126}^L$. The parameter values for the two cases of type-I+II seesaw and pure type-I seesaw, respectively, are the following.

$$H = \begin{pmatrix} 1.00002 \times 10^{-7} & 0 & 0 \\ 0 & 5.56015 \times 10^{-5} & 0 \\ 0 & 0 & 6.51100 \times 10^{-3} \end{pmatrix},$$

$$F = \begin{pmatrix} 5.55836 \times 10^{-6} & -1.13049 \times 10^{-5} \\ -1.13049 \times 10^{-5} & 5.56015 \times 10^{-5} \\ -3.54614 \times 10^{-5} & -1.63916 \times 10^{-5} \end{pmatrix} \begin{pmatrix} -1.20803 \times 10^{-5} \\ 4.7085 \times 10^{-5} \\ -1.63916 \times 10^{-5} \end{pmatrix}$$

$$M_\Delta = 1.99986 \times 10^{16} \text{ GeV}, \quad v_{126}^L = 1.01639 \times 10^{-6} \text{ GeV}, \quad v_{126}^d = 4.10530 \text{ GeV}$$

for “Type-I+II” and

$$H = \begin{pmatrix} 1.00002 \times 10^{-7} & 0 & 0 \\ 0 & 5.55975 \times 10^{-5} & 0 \\ 0 & 0 & 6.51243 \times 10^{-3} \end{pmatrix},$$

$$F = \begin{pmatrix} 5.55892 \times 10^{-6} & -1.13026 \times 10^{-5} \\ -1.13026 \times 10^{-5} & 5.55975 \times 10^{-5} \\ -3.54522 \times 10^{-5} & -1.63938 \times 10^{-5} \end{pmatrix} \begin{pmatrix} -1.20776 \times 10^{-5} \\ 4.6916 \times 10^{-5} \\ -1.63938 \times 10^{-5} \end{pmatrix}$$

$$M_\Delta = 1.99986 \times 10^{16} \text{ GeV}, \quad v_{126}^L = 1.01639 \times 10^{-6} \text{ GeV}, \quad v_{126}^d = 4.10530 \text{ GeV}$$

for “Type-I”. As can be observed, the parameter values are very close to each other in the two cases. In fact, the parameter values for type-I+II seesaw were found by starting from the parameter values for pure type-I seesaw and adding a very small contribution from the scalar triplet $\Delta$, i.e. a large $M_\Delta$ and a small $v_{126}^L$, and using the basin-hopping and simplex algorithms to improve the parameter values. This biased procedure was found to produce a better fit than the one which started from unknown values of the parameters. Hence, the results of the two fits suggest that the best fit is provided by a set of parameter values for which the type-I seesaw mechanism is the dominant contribution to neutrino mass, but the type-II seesaw mechanism has a small contribution.

In Tab. III, the resulting values of the observables for the “Type-I+II” parameter values in
Eq. (29) and the “Type-I” parameter values in Eq. (30) are shown. The corresponding pulls are also shown, which are the quantities whose squares are summed to give the value of the $\chi^2$ function in Eq. (27). In Fig. 1, these pulls are further displayed for ease of comparison. Since the parameter values and $\chi^2$ values are close in the two cases, their pulls are also similar. The largest contribution to the $\chi^2$ values comes from $\sin^2\theta_{23}^\ell$, for which a lower value than the measured one is predicted. In fact, the fit results suggest a value of $\theta_{23}^\ell$ in the lower octant, whereas the data favors a value in the higher octant [43]. This tension in the values of $\sin^2\theta_{23}^\ell$ has been observed in similar fits to ours [16, 21]. If future neutrino experiments shift the value of $\theta_{23}^\ell$ to be in the lower octant, the goodness of the fits presented in this work would be greatly improved. In fact, the octant of $\theta_{23}^\ell$ the lower octant is allowed at $1\sigma$ in one of the global fits to neutrino data [50] and consistently allowed at $3\sigma$ [43, 50–52].

Also shown in Tab. III are predictions for some parameters not included in the fits, namely the small neutrino masses $m_1$, $m_2$, and $m_3$, the large right-handed neutrino masses $M_1$, $M_2$, and $M_3$, the effective neutrinoless double beta decay mass $m_{ee}$, and the leptonic CP-violating phase $\delta_{\text{CP}}$. From the small neutrino masses, we note that their sum is below the cosmological upper limit [53], and further that $m_{ee}$ is within the allowed region [54, 55]. As for $\delta_{\text{CP}}$, the predicted value is far from the value favored by global fits [43]. Although this seems like a failure of the fits, one should keep in mind that it is possible that including it as an observable in the fits may still yield an acceptable value and further that its exact value has not been directly measured.

In Fig. 2, the RG evolution for some of the quantities are displayed using the parameter values in Eq. (29). First, the upper-left panel shows the RG evolution of the quark Yukawa couplings. These are the singular values of the Yukawa matrices $Y_u$ and $Y_d$. Second, the upper-right panel shows the charged-lepton Yukawa couplings, calculated in the same way from the Yukawa matrix $Y_\ell$. Third, the lower-left panel shows the RG evolution of the neutrino mass-squared differences, calculated from the differences of the squared singular values of the neutrino mass matrix. This is taken as $\kappa$ plus the type-I seesaw contributions from the neutrino Yukawa couplings that have not yet been integrated out. Finally, the lower-right panel shows the RG evolution of the leptonic mixing angles, which are calculated by computing the leptonic mixing matrix as the mixing matrix between the charged-lepton Yukawa matrix and the neutrino mass matrix.

Since the model presented is not a complete SO(10) model in the sense that we have not imposed gauge coupling unification, it is relevant to consider the effect on the $\chi^2$ function by changing the value of $M_{\text{GUT}}$. We assume that gauge coupling unification is taken care of by some new physics between $M_Z$ and $M_{\text{GUT}}$. Such a model can be found in e.g. Refs. [21, 29, 30]. Our aim in this
\begin{table}[h]
\centering
\begin{tabular}{lcc|cc}
\hline
Observable/ Parameter & Type-I+II & Value & Pull & Type-I & Value & Pull \\
\hline
\(m_u\) & 1.37 MeV & 0.0473 & & 1.37 MeV & 0.0422 & \\
\(m_c\) & 646 MeV & 0.351 & & 645 MeV & 0.314 & \\
\(m_t\) & 161 GeV & -1.24 & & 161 GeV & -1.26 & \\
\(m_d\) & 2.94 MeV & 0.248 & & 2.93 MeV & 0.199 & \\
\(m_s\) & 55.6 MeV & 0.528 & & 55.4 MeV & 0.473 & \\
\(m_b\) & 2.69 GeV & -1.18 & & 2.69 GeV & -1.23 & \\
\(m_c\) & 0.489 MeV & 0.0613 & & 0.489 MeV & 0.0613 & \\
\(m_\mu\) & 103 MeV & -0.0421 & & 103 MeV & -0.0482 & \\
\(m_\tau\) & 1.79 GeV & 0.411 & & 1.79 GeV & 0.408 & \\
\(\Delta m^2_{21}\) & \(7.74 \times 10^{-5}\) eV\(^2\) & 0.511 & & \(7.73 \times 10^{-5}\) eV\(^2\) & 0.470 & \\
\(\Delta m^2_{31}\) & \(2.42 \times 10^{-3}\) eV\(^2\) & -0.608 & & \(2.41 \times 10^{-3}\) eV\(^2\) & -0.665 & \\
\(\sin \theta^q_{12}\) & 0.236 & 0.942 & & 0.236 & 0.950 & \\
\(\sin \theta^q_{13}\) & 0.00376 & 0.210 & & 0.00376 & 0.215 & \\
\(\sin \theta^q_{23}\) & 0.0393 & -1.20 & & -1.20 & 0.0393 & \\
\(\delta_{\text{CKM}}\) & 1.10 & -0.618 & & 1.11 & -0.598 & \\
\(\sin^2 \theta^q_{12}\) & 0.332 & 0.589 & & 0.331 & 0.565 & \\
\(\sin^2 \theta^q_{13}\) & 0.0203 & -1.18 & & 0.0203 & -1.17 & \\
\(\sin^2 \theta^q_{23}\) & 0.474 & -2.43 & & 0.474 & -2.44 & \\
\(\lambda\) & 0.522 & 0.221 & & 0.522 & 0.222 & \\
\hline
\(\chi^2\) & 14.7 & & & 14.8 & & \\
\hline
\(m_1\) & \(3.70 \times 10^{-3}\) eV & - & & \(3.70 \times 10^{-3}\) eV & - & \\
\(m_2\) & \(9.55 \times 10^{-3}\) eV & - & & \(9.54 \times 10^{-3}\) eV & - & \\
\(m_3\) & \(4.93 \times 10^{-2}\) eV & - & & \(4.93 \times 10^{-2}\) eV & - & \\
\(M_1\) & \(1.87 \times 10^{10}\) GeV & - & & \(1.88 \times 10^{10}\) GeV & - & \\
\(M_2\) & \(4.46 \times 10^{11}\) GeV & - & & \(4.48 \times 10^{11}\) GeV & - & \\
\(M_3\) & \(2.34 \times 10^{12}\) GeV & - & & \(2.36 \times 10^{12}\) GeV & - & \\
\(m_{ee}\) & \(1.56 \times 10^{-3}\) eV & - & & \(1.56 \times 10^{-3}\) eV & - & \\
\(\delta_{\text{CP}}\) & 0.441 & - & & 0.447 & - & \\
\hline
\end{tabular}
\caption{Predicted values of the observables that are included in the fits together with the associated pulls for the two cases of type-I+II seesaw and pure type-I seesaw, respectively, and normal neutrino mass ordering. Shown are also predicted values for some of the unknown parameters of the neutrino sector, which are not included in the fits, namely the small neutrino masses \(m_1, m_2,\) and \(m_3,\) the large right-handed neutrino masses \(M_1, M_2,\) and \(M_3,\) the effective neutrinoless double beta decay mass \(m_{ee},\) and the leptonic CP-violating phase \(\delta_{\text{CP}}.\)}
\end{table}
Figure 1. Pulls corresponding to the SM observables for the two cases of type-I+II seesaw and pure type-I seesaw, respectively, and normal neutrino mass ordering. The sum of the pulls squared gives the $\chi^2$ value.

work is to present general results of fits for the seesaw mechanisms of types I and II, for which we need to verify that the results are not sensitive to the exact unification scale. Indeed, we find that the $\chi^2$ value is fairly insensitive to changes in $M_{\text{GUT}}$, as shown in Fig. 3. The blue curve shows the value of the $\chi^2$ function for various values of $M_{\text{GUT}}$ in the type-I+II seesaw case with the parameter values of Eq. (29). These $\chi^2$ values will, of course, not be the ones found from fits performed with the given $M_{\text{GUT}}$. After running the basin-hopping algorithm starting from those parameter values, the points shown in red were found.

Thus, one can conclude that if a fit was performed with a given $M_{\text{GUT}}$, the resulting $\chi^2$ values would be at most the ones given by the red dots. Since these are very close to the $\chi^2$ value corresponding to our choice of $M_{\text{GUT}}$, one can conclude that the ability to find an acceptable fit applies also to realistic models.\(^1\) The results should not be interpreted to suggest that the value $M_{\text{GUT}} = 2 \times 10^{16}$ GeV provides the best fit. The reason why this has the lowest $\chi^2$ value is simply that the original fit was performed with that value and the other points were found by perturbing the corresponding parameter values.

\(^1\) This neglects the fact that changes in $M_{\text{GUT}}$ will in general be accompanied by changes in the RG evolution of the Yukawa couplings due to new physics between $M_Z$ and $M_{\text{GUT}}$. 
Figure 2. Renormalization group evolution of some quantities for the fit with type-I+II seesaw and normal neutrino mass ordering as functions of the energy scale $\mu$ between $M_Z$ and $M_{GUT}$. Upper-left panel: Quark Yukawa couplings (singular values of $Y_u$ and $Y_d$). Upper-right panel: Charged-lepton Yukawa couplings (singular values of $Y_\ell$). Lower-left panel: Neutrino mass-squared differences (Differences of squared singular values of the neutrino mass matrix, multiplied by $v^2_{SM}/4$). Lower-right panel: Sine squareds of the leptonic mixing angles calculated from the mixing between the charged-lepton Yukawa matrix and the neutrino mass matrix.

VI. SUMMARY AND CONCLUSIONS

The parameters of minimal non-SUSY SO(10) models have been fitted to the known observables of the SM with neutrino mass generated via type-I or type-II seesaw, or a combination thereof. We have refrained from specifying a complete model by not imposing gauge coupling unification, which we have assumed can be taken care of by some new physics between $M_Z$ and $M_{GUT}$. As opposed to many similar works, we have performed the fits by sampling the parameters of the SO(10) model, and evolving them down to $M_Z$ using the RGEs, where the corresponding parameter values have been compared to the known values of the observables. This method allows for a proper treatment of mass thresholds due to the masses of the right-handed neutrinos. Furthermore, we have used
Figure 3. Variation of the $\chi^2$ function with $M_{\text{GUT}}$. The blue curve shows the result of varying $M_{\text{GUT}}$, while keeping the same best-fit parameter values. The red dots show the result of performing local optimization around the best-fit parameter values for some selected values of $M_{\text{GUT}}$.

updated data at $M_Z$.

The results have shown that it is possible to find acceptable fits only in the case of normal neutrino mass ordering, in agreement with hints from global fits to neutrino data. The combination of the seesaw mechanisms of types I and II provides the best fit, which is marginally better than that with the type-I seesaw mechanism only. This, together with the parameter values of the best fit, suggests that the type-I seesaw mechanism is the dominant contributor to neutrino mass.

From the values of best-fit parameters, it can be observed that the largest contribution to the $\chi^2$ function is coming from $\sin^2 \theta_{\ell 23}^f$, which is favored to be below 0.5 by our fits, thus predicting the leptonic mixing angle $\theta_{\ell 23}^f$ in the lower octant in contrast to the latest neutrino data. The best-fit parameters also provide predictions on some of the unknown neutrino parameters, such as the absolute neutrino masses, the effective neutrinoless double beta decay mass, and the leptonic CP-violating phase.

Finally, to verify the robustness of these fits to model-dependent changes of the unification scale, we have investigated the effect of varying $M_{\text{GUT}}$ around our chosen value of $2 \times 10^{16}$ GeV. After performing local minimization around our best-fit parameter values, we have found that the effect of such variations of $M_{\text{GUT}}$ is small. Therefore, the results presented can be considered to be
somewhat general for minimal non-SUSY SO(10) models, and thus, we expect the fits of specific models, which impose gauge coupling unification by new low-scale physics, to be similar.

In general, future experiments will continue to improve the precision of the observables of the SM, which will affect future fits of the kind presented in this paper. In particular, the value of $\theta_{23}^\ell$ has been shown to have a large effect on the fits. Determination of the effective neutrinoless double beta decay mass as well as the leptonic CP-violating phase will also provide invaluable information to determine the ability of different models to reproduce the observables of the SM.
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