Schottky anomaly and Néel temperature treatment of possible perturbed hydrogenated AA-stacked graphene, SiC, and h-BN bilayers
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In this paper, the potential of engineering and manipulating the electronic heat capacity and Pauli susceptibility of pristine and perturbed hydrogenated AA-stacked graphene, SiC (silicon carbide), and h-BN (hexagonal boron nitride) bilayers is studied using a designed transverse Zeeman magnetic field and the dilute charged impurity. The tight-binding Hamiltonian model, the Born approximation and the Green’s function method describe the carrier dynamics up to a certain degree. The unperturbed results show that the heat capacity and susceptibility of all bilayers increase with different hydrogenation doping configurations. We also found that the maximum heat capacity and susceptibility relates to the chair-like and table-like configurations. Also, the graphene possesses the highest activity compared to SiC and h-BN lattices due to its zero on-site energies. For the Zeeman magnetic field-induced Schottky anomaly and the Néel temperature corresponding to the maximum electronic heat capacity, EHCMax., and Pauli spin paramagnetic susceptibility, PSPSMax., respectively, the pristine EHCMax. (PSPSMax.) decreases (increases) with the Zeeman field. On the other hand, the corresponding results for reduced table-like and reduced chair-like lattices illustrate that both EHCMax. and PSPSMax. decrease with the Zeeman field, on average. However, under the influence of the dilute charged impurity, the pristine EHCMax. of graphene (SiC and h-BN) decreases (increases) with impurity concentration for all configurations while the corresponding PSPSMax. fluctuates (decreases) for the pristine (reduced table-like and reduced chair-like) case. These findings introduce hydrogenated AA-stacked bilayers as versatile candidates for real applications.

1. Introduction

Graphene was discovered around fifteen years ago1–3 and opened the era of real 2D materials, for which the motion of carriers is limited completely in-plane. The special structure of graphene leads to unusual physical properties that are absent in conventional low-dimensional materials. Charged carriers in graphene are governed by the Dirac equation for massless fermions, resulting in high mobility, and high electrical and thermal conductivity. However, a disadvantage of graphene is related to its zero band gap because a finite band gap is necessary for logic devices. Therefore, in parallel with continuously exploring new properties in graphene and exploiting its potential applications, scientists have been seeking other materials to keep the desirable properties of graphene and to have a finite band gap, extinguishing the gapless nature of graphene as well as opening the era of atomically single-layer 2D materials.4–6

Researchers have been fabricating and designing many different materials based on monolayer structures. For example, by stacking certain monolayers, one can obtain multi-layer structures, such as bilayer graphene,7,8 bilayer SiC,9,10 bilayer h-BN,11–13 and other heterostructures composed of different kinds of materials.14–16 It has been shown that, compared to monolayers, bilayer structures have many interesting properties, which depend considerably on the stacking type and the twist angle between the layers.7,16

The main advantage of bilayer graphene is the possibility to induce locally a band gap and tune its magnitude by applying a strong electric field perpendicular to the carbon sheets, which is useful to design next-generation transistors that
would work faster and use less energy; especially important for portable battery-powered devices. Besides, by cutting 2D monolayers into ribbons with a width on the order of nanometers, electron systems in one-dimensional nanoribbons are obtained. On the other hand, if we further limit the motion of electrons in the remained direction, we have 0D quantum dots.

Although the above-mentioned 2D materials possess their own fascinating physical and chemical features, there exist different ways to tailor their intrinsic properties. One of the ways is chemical functionalization by adding other atoms onto the system such as H, N, O, F, CH, or COOH. The purpose of the functionalization is to break the sp\(^2\)-hybridization, and hence, modify the band gap of materials, which is an important consideration for other features. Also, hydrogenated graphene monolayers and bilayers have been reported.\(^{17-25}\) It has been shown that fully hydrogenated graphene has a band gap of 3.43 eV,\(^{26}\) making it a potential candidate in logic applications. Moreover, the ferromagnetic and antiferromagnetic ordering have been reported for different couplings between H and C atoms.\(^{21}\) The properties of hydrogenated graphene also depend on the hydrogenation configuration. It has been shown that fully hydrogenated graphene has different electronic properties in comparison with the half- or reduced hydrogenated form.\(^{18,27,28}\) Similarly, chemical functionalization has also been reported widely in SiC,\(^{10,29-33}\) and h-BN.\(^{34}\)

When such materials are affected by electronic and magnetic perturbations, for example, their electronic properties change significantly and accordingly other physical properties including thermodynamic properties will be affected. Studies of the effect of charged impurities on the densities of state and electronic phase transition in many graphene-like structures have been performed in detail.\(^{28}\) Like single-layer graphene, an electric field can be used to change the electronic structure of the bilayer. For example, the energy gap in bilayer graphene on the SiO\(_2\)/Si wafer can be tuned using an electric field controlled by a double gate.\(^{25,26}\) The presence of a Zeeman magnetic field also changes dramatically the electronic properties of materials. The effect of an external Zeeman magnetic field on the electronic phase has been investigated in bilayer graphene.\(^{28}\) As a matter of fact, the displacement of the energy levels using the Zeeman magnetic field produces uniformly spaced multiplet splitting of the spectral lines, leading to an increase of a factor of two of the electron spin angular momentum. This, in turn, affects the orbital behavior of charge carriers and eventually leads to different physical properties.

Many studies have indicated that 2D materials (including graphene, SiC and h-BN) are potential candidates for heat dissipation and heat conduction technologies in modern electronic devices.\(^{13,37}\) The thermal conductivity and heat capacity of the bilayer graphene nanoribbons, bilayer boron nitride nanoribbons and graphene/boron nitride nanoribbons with different stacking types have been investigated theoretically.\(^{15,18}\) The results show that the thermal conductivity for all structures increases with temperature to its maximum value and then decreases with further increase of temperature. Also, the heat capacity of all structures shows a maximum value, implying the Schottky anomaly. M. Yarmohammadi\(^{29}\) calculated the electronic heat capacity in hydrogenated monolayer and bilayer graphene taking account of the contribution of hybridized orbitals by a Green’s function approach using a tight-binding Hamiltonian. The obtained results conclude that bilayer graphene can be a very promising material for thermoelectric applications. The results show the appearance of the maximum and minimum values in the Schottky anomaly, respectively, for hydrogenated bilayer AA-stacked and monolayer table-like configurations. However, the combined effect of the Zeeman magnetic field and charged impurities on the thermodynamic properties in hydrogenated graphene, h-BN, and SiC bilayers has not been considered yet.

Due to their novel electronic properties under electronic and magnetic perturbation, the thermodynamic properties in the above-mentioned bilayer structures are expected to show many interesting behaviors and need to be studied, especially from a theoretical point of view. The purpose is to shed light on their new properties and to reveal their potential applications. In this work, we investigate the effects of a transverse Zeeman magnetic field and charged impurities on the electronic and thermodynamic properties of the hydrogenated-bilayer graphene, -bilayer SiC and -bilayer h-BN. The Zeeman magnetic field effect is obtained from the Green’s functions using a Hamiltonian in the tight-binding approximation. Also, the effect of charged impurities is taken into account via the electron–impurity interaction potential in the first Born approximation.

This paper is organized as follows. In section 2, we introduce the main Hamiltonian model of our system, in both the pristine and hydrogenated states. A detailed formulation of electronic DOS, EHC, and PSPS of AA-stacked hydrogenated bilayer states is discussed in section 3. Further, we demonstrate explicitly how the key remarks of our results are taken from the obtained EHC and PSPS. In section 4, we formulate the perturbed states in the presence of a transverse Zeeman magnetic field and dilute charged impurities. We discuss how the Schottky anomaly and the Néel temperature can be manipulated by these perturbations. We summarize our findings and discuss directions for our future research in section 5.

2. Tight-binding Hamiltonian model for the AA-stacked bilayer honeycomb lattice

2.1 Pristine state

In this section, we intend to describe the basic theoretical formulation of the present paper in detail using the tight-binding Hamiltonian model. In what follows, the physical constant \(\hbar\) is set to unity for simplicity. First, we focus on the pristine bilayer honeycomb lattices, see Fig. 1, and then the
the graphene hopping energy is carbon atoms in graphene are set to zero for simplicity, while graphene values in the present paper. The on-site energy for both energies for SiC and h-BN bilayers are normalized to the atoms \{A_1, B_1, A_2, B_2\} for \(\gamma\). It should be noted that the index for the number of layers is omitted here because one can consider all four sublattices. It is along the \(z\) axis for both sublattices in the upper layer, it is aligned to the \(-z\) axis for both sublattices in the lower layer. In the case of the chair-like configuration, hydrogen doping for the sublattices in each layer is different, meaning that if the hydrogen is aligned to the \(z\) axis for the A sublattice, it is along the \(-z\) axis for the B sublattice, and in general this is reversed for other layers. Finally, in the case of reduced versions, the same configuration exists but only on one of the layers.39,49,50

Now, we turn to the basic electronic and thermodynamic properties of the above-mentioned lattices in the absence and presence of perturbations, such as a transverse Zeeman magnetic field and impurity scattering.

### 3. Basic electronic and thermodynamic properties of the hydrogenated AA-stacked bilayer honeycomb lattice

As mentioned before, the main focus of this paper is on the hydrogenated bilayer systems. For this reason, we start with the eqn (2). The energy–momentum dispersions of the discussed lattices can be obtained via diagonalizing the reciprocal-space Hamiltonian (after taking into account the Fourier transformation computations) in eqn (2), given by a \(5 \times 5\) matrix.
where index 1, 2 and 3 refers to the atoms in the first layer, atoms in the second layer and doped hydrogen atoms, respectively. Clearly, from the formulated kinetic and potential terms in the Hamiltonian, all elements are finite and non-zero. Therefore, the element $\mathcal{H}_m(\vk)$, $\mathcal{H}_{mz}(\vk)$ and $\mathcal{H}_{33}(\vk)$ for $m \in \{1, 2\}$ describes the possible coupling and interactions between atoms in the layer $m$, between the atoms in the layer $m$ and hydrogen, and between the hydrogen atoms themselves, respectively. Using the geometry structure of lattices and simple lattice vectors, the elements are calculated as

$$\begin{align*}
\mathcal{H}_1(\vk) &= \begin{pmatrix}
\varepsilon_{A1} & f(\vk) & 0 \\
-f^*(\vk) & \varepsilon_{B1} & 0 \\
0 & 0 & \gamma
\end{pmatrix}, \\
\mathcal{H}_2(\vk) &= \begin{pmatrix}
\varepsilon_{A2} & f(\vk) & 0 \\
-f^*(\vk) & \varepsilon_{B2} & 0 \\
0 & 0 & \gamma
\end{pmatrix},
\end{align*}$$

(4a)

$$\begin{align*}
\mathcal{H}_{13}(\vk) &= -t_1, \\
\mathcal{H}_{13}(\vk) &= 0, \\
\mathcal{H}_{22}(\vk) &= \begin{pmatrix}
\varepsilon_{A2} & f(\vk) \\
-f^*(\vk) & \varepsilon_{B2}
\end{pmatrix}, \\
\mathcal{H}_{23}(\vk) &= 0, \\
\mathcal{H}_{33}(\vk) &= \varepsilon_{H1}/\varepsilon_{H2}.
\end{align*}$$

(4b)

where the structure factor is defined by $f(\vk) = t(1 + \exp[-i\vk \cdot \varepsilon_1] + \exp[+i\vk \cdot \varepsilon_2])$ and $a_1 = a_0(\sqrt{3}\varepsilon_x + \varepsilon_y)/2$ and $a_2 = a_0(\sqrt{3}\varepsilon_x - \varepsilon_y)/2$ with $a_0$ as the in-plane lattice constants. Also, $t_1 = t_2 = 5.72$ eV and $\varepsilon_{H1}/\varepsilon_{H2} = -2.4$ eV are, respectively, the hopping energy between sublattices and hydrogen, and hydrogen itself.

Having the Hamiltonian in the matrix-representation, the energy-momentum dispersion can be calculated easily via

$$\det \left[ \mathcal{H}(\vk) - \varepsilon^{(\mu)}(\vk) \mathbf{I} \right] = 0,$$

(5)

where $\mu \in \{1, \cdots, 5\}$ stands for the band index, both conduction and valence, and $\varepsilon^{(\mu)}(\vk)$ is the corresponding energy band. The dispersion energy is one of the fundamental quantities for studying the electronic features of a system. However, since we are interested in using the respective relation to electronic DOS, we switch to the DOS calculations to obtain the electronic heat capacity and Pauli spin paramagnetic susceptibility quantities. There are various ways to do so, however, we use the Green’s function approach to calculate the DOS, which helps us later when implementing the impurity effects. Using eqn (3), the explicit form of non-interacting Green’s function matrix, i.e. in the absence of external perturbations, can be calculated via

$$\hat{G}^0(\vk, i\omega_n) = [i\omega_n \mathbf{I} - \mathcal{H}(\vk)]^{-1} = \left( \begin{array}{ccc} G_{11}^0 & G_{12}^0 & G_{13}^0 \\ G_{21}^0 & G_{22}^0 & G_{23}^0 \\ G_{31}^0 & G_{32}^0 & G_{33}^0 \end{array} \right),$$

(6)

where $i\omega_n \rightarrow e + i0^+$ refers to the fermionic Matsubara frequency and in the numerical calculation we use $0^+ = 5$ meV for the root solving problem. The Green’s function obtained in eqn (6) is used to find the DOS of the mentioned lattices by tracing out the imaginary part of the diagonal Green’s function elements in terms of Lehmann representation:

$$\rho^0(\varepsilon) = \frac{1}{2\pi N_s N_c} \sum_{\varepsilon} \text{Tr} \left[ \text{Im} \hat{G}_0(\vk, \varepsilon) \right],$$

(7)

where $N_s$ and $N_c$ refer to the number of atoms in the unit cell and the number of unit cells, respectively. As mentioned before, to further our purposes and to get close to the main aim of the present paper, the electronic DOS of all considered systems are calculated here. The explicit forms of the Green’s function elements are too lengthy and are not presented. Note that, we calculate the total DOS by summing over the whole first Brillouin zone (FBZ) for $\vk = (k_x, k_y)$ with $-2\pi/\sqrt{3}a_0 \leq k_x, k_y \leq +2\pi/\sqrt{3}a_0$ and $-4\pi/3a_0 \leq k_y \leq +4\pi/3a_0$. Let us use the calculated DOSs for the thermodynamic quantities.

It is well known that the heat capacity of solids can be divided into three contributions, the electronic part, the phononic part, and the magnonic part. In the present work, we restrict ourselves to the first contribution, i.e. the electronic heat capacity (EHC), and leave the two others for our future research to come. EHC appears as one of the most important thermodynamic properties of low-dimensional systems, which over a wide range of temperatures provides insight into the physics of the system. Therefore, it may provide the essential clue in the understanding of the microscopic behavior of pristine and perturbed hydrogenated AA-stacked bilayer honeycomb lattices. Consider if the system including $N$ electrons observes a change in total energy $\Delta E$ when it undergoes a temperature change $\Delta T$ in the interval $[0, T]$, thus, the EHC of this system can be expressed as

$$\varepsilon(T) = \frac{d\Delta E}{dT},$$

(8)

where

$$\Delta E = \int_0^T \varepsilon n_{FD}(\varepsilon, T) \rho^0(\varepsilon) d\varepsilon - \int_0^\infty \varepsilon \rho^0(\varepsilon) d\varepsilon.$$

In the relation above, $n_{FD}(\varepsilon, T) = 1/[1 + \exp(\varepsilon/\kappa_b T)]$ is the Fermi–Dirac distribution function and the number of electrons is given by $N = \int_0^\infty n_{FD}(\varepsilon) d\varepsilon$. Obviously, one observes that the electronic DOS $\rho^0(\varepsilon)$ emerges in the heart of $\varepsilon(T)$ and in order to develop the microscopic theory of EHC a very careful
evaluation of electron Green’s functions and DOS becomes essential. Rewriting $\Delta E$ as

$$\Delta E = \int_{-\infty}^{\infty} (\epsilon - \epsilon_F)|n_{TD}(\epsilon, T)|d\epsilon + \int_{-\infty}^{\epsilon_F} (\epsilon - \epsilon_F)n_{TD}(\epsilon, T)d\epsilon.$$  

(9)

which possesses some benefits for separation of the needed energies to bring the electrons to the Fermi level from the levels beneath or to take the electrons from the Fermi level to the levels above. From eqn (8), after taking into account the derivation of $\Delta E$ with respect to the temperature, the EHC can be obtained as

$$\mathcal{C}(T) = \int_{-\infty}^{\epsilon_F} \left[ \frac{\partial n_{TD}(\epsilon, T)}{\partial T} \right] \frac{\partial \rho(\epsilon)}{\partial \epsilon} d\epsilon,$$

(10)

which is obvious that by taking the Fermi level as origin of energy $\epsilon_F = 0$ and considering all energies with respect to that, EHC could be restated as

$$\mathcal{C}(T) = \int_{-\infty}^{\epsilon_F} \frac{1}{2k_B T} \frac{\epsilon^2}{1 + \cosh(\epsilon/k_B T)} \frac{\partial \rho(\epsilon)}{\partial \epsilon} d\epsilon.$$  

(11)

Now, we proceed to the subject of the Pauli spin paramagnetic susceptibility (PSPS) as another thermodynamic property. In the realm of magnetism, magnetization is considered as the response of the system to the external magnetic field; and these two are related by susceptibility $\chi$. Every magnetic material has a linear response region for sufficiently small external perturbations wherein the linear response theory is applicable. To explain the itinerant moments, quasi-free conduction electrons carry a permanent moment of one Bohr magneton each. In this case, we deal with the Pauli paramagnetism, which is calculated by Nolting$^{44}$

$$\chi(T) = \int_{-\infty}^{\epsilon_F} \left[ - \frac{\partial n_{TD}(\epsilon, T)}{\partial \epsilon} \right] \frac{\partial \rho(\epsilon)}{\partial \epsilon} d\epsilon = \frac{1}{2k_B T} \int_{-\infty}^{\epsilon_F} \frac{1}{1 + \cosh(\epsilon/k_B T)} \frac{\partial \rho(\epsilon)}{\partial \epsilon} d\epsilon.$$  

(12)

Thereby, the EHC and PSPS quantities of hydrogenated AA-stacked bilayer honeycomb lattices in the absence and presence of a transverse Zeeman magnetic field and dilute charged impurity are going to be discussed in the following.

It is necessary, first of all, to clarify the issues related to experiments and the conditions under which our results are appropriate. We have tried to choose logical and reliable values for all sets of parameters; however, although most of the theoretical frameworks for perturbations applied here are taken from valid models and techniques, our findings are theoretical predictions and may not be soon addressed absolutely by experiments. We start with the pristine cases. Concerning the model and the hydrogenated bilayer system, an illustration of $\mathcal{C}(T)$ and $\chi(T)$ quantities is shown in Fig. 2(a)-(f).

As can be seen from panels (a)-(c), all three systems possess the same trend in the absence of perturbations. At first glance, although the different intensities for different configurations are observed, the EHC has a maximum value with a decreasing and increasing curve after and before this maximum point, the so-called Schottky anomaly. The physical meaning of this Schottky anomaly can be traced out from the entropy and probability transition of the states. The entropy decreases on cooling below the critical temperature corresponding to the anomaly, however, near the critical thermal energy, the entropy change is small, this must mean that only a very small fraction of electrons participate in the transition to the upper energy levels. For this reason, the EHC decreases after the critical thermal energy and approaches zero at high enough temperatures, implying that the thermal effects are dominant at higher temperatures and quantum ones die out gradually. For different configurations of hydrogen atom doping, one expects different treatments for EHC versus temperature due to different electronic states and electronic wave-functions. Depending on the type of hydrogen doping, the new emerged electronic states take place at different energy levels and consequently, EHC curves must not be the same, as illustrated in Fig. 2(a)-(f).

In Fig. 2(a)-(c), we anticipate some results for the pristine EHCs when hydrogen is doped differently. The initial intensity of EHCs in the case of AA-stacked non-hydrogenated bilayer lattices (black curve) becomes stronger in terms of hydrogenation independent of the lattice. However, the increasing rate in graphene (panel (a)) is more than the two others (panels (b) and (c)). SiC and h-BN lattices behave more or less the same and different from graphene, which can be understood from the zero and non-zero on-site energies of sublattices in graphene and SiC/h-BN, respectively. The non-zero on-site energies in SiC/h-BN come to play role in overlapping the strength of electronic wave functions as well as in screening effects between different sublattices. Although the units of EHCs are arbitrary throughout the present paper, we can report a percentage difference between the numbers of Schottky anomalies in different lattices. The percentage difference criterion translates the difference between two different values into a percentage, for which one needs a point of reference, commonly the most honest point of reference would be to use the average, or midpoint, of the two numbers.

The pristine case of graphene shows an 11.81% and 20.52% difference compared to pristine SiC and h-BN (black curves). The T-L hydrogenated bilayer graphene reports a 22.36% and 34.26% percentage difference compared to SiC and h-BN, respectively, while C-L gives rise to around 7.6% and 9.17%. These values for the case of r-T-L in graphene compared to SiC and h-BN can be extracted as, respectively, 6% and 9.82%, while for the r-C-L lattices, one obtains 7% and 8.5%. These percentage differences clarify that the capacity of graphene in response to the heat in all non-hydrogenated and hydrogenated cases is different from other SiC and h-BN systems. Furthermore, it is clear that the maximum EHC in all lattices is related to the C-L case (the red curves in panels (a)-(c)), i.e. the case for which the hydrogen doping for each sublattice in each layer is different. Another point refers to the changes in EHCs at high
enough temperatures. As the formulations say, the T-L and C-L and on the other hand the r-T-L and r-C-L cases must lead to convergence at some point due to the similarity in their manner of hydrogenation. From Fig. 2(a)–(c), one sees that it is likely that this is the case and one observes a convergence at $k_B T/t_p \approx 2.5$ in graphene, at $k_B T/t_p \approx 2.5$ in r-T-L and r-C-L, and at $k_B T/t_p \approx 6$ in the T-L and C-L SiC/h-BN system. The evaluation of EHC with high temperature is unaffected due to the vanishing quantum effects. Of course, these were expected to be different for different lattices since the scattering rate and induced potential by thermal energy are different (stemming from different intra- and inter-layer hoppings). Concerning the implementation of these lattices for the PSPS, since the formula presented in eqn (12) is similar to the one for EHC in eqn (11), thus, it is expected for PSPS be modified as EHC, as confirmed in Fig. 2(d)–(f). However, due to the thermal factors in EHC and PSPS, the same trends are not expected. We must report the variation of PSPS with temperature and hydrogenation doping way in another way. In contrast to the EHC quantity, a non-zero initial value is observed for the PSPS, i.e. PSPS at the zero temperature is not zero. On the other hand, the T-L configuration of hydrogen doping has the greatest contribution to the PSPS, while this was the case for C-L in EHCs. These points allow us to conclude that the systems respond to the temperature changes differently in the absence and presence of the magnetic field, i.e. when dealing with both the spin and charge of carriers. As for the percentage differences, one achieves around 2.9% and 3.9% for maximum PSPS occurring at the thermal point, the so-called Néel temperature for such lattices, of pristine graphene compared to both pristine SiC and h-BN, respectively. However, T-L case reports around 14% and 17%. On the other hand, C-L differs with the percentages of 8.67% and 11.74%, respectively, for SiC and h-BN. Meanwhile, r-T-L shows a 1.5% and 0.52% difference between graphene, SiC, and h-BN; for the percentage differences in the case of r-C-L the values of 4.45% and 5.67% are calculated. These findings and comparisons are useful for experimentalists to choose which system is the best choice for some purposes. It is necessary to mention that these results are reported for the first time here and have not been reported already, which is one of the novelties of the present paper. Also, the amounts of PSPSs at zero temperature for different configurations will keep us active during further future researches, as they can be controlled with external perturbation for certain special aims. The PSPS of SiC behaves differently compared to two other lattices. As is well-known, it is a semiconductor, while graphene and h-BN are a semi-metal and insulator, respectively. For this reason, it has non-zero transitions and responses even at fairly small temperatures, leading to many applications of silicon carbide, such as slide bearings, sealing rings, wear parts, sintering aids, crucibles, semiconductor applications, heating elements, burner nozzles, and heat exchangers. By this, we mean that the semiconducting behavior of SiC is the main reason for its different behavior compared to the two others. After interpreting the case of lattices in the absence of external perturbations, we are interested in seeing the alterations in EHC and PSPS at the Schottky anomaly and the Néel temperature points in the presence of external electronic and magnetic perturbations. To investigate the behavior of perturbed EHC and PSPS at the Schottky anomaly and the Néel temperature, respectively, for the systems above-configured (since the number of figures will be high and will lead to confusion for the reader), only three cases (pristine, r-T-L and r-C-L) are considered in what follows. In the next section, we will deal with them.

4. Perturbed hydrogenated AA-stacked bilayer honeycomb lattice

In this section, we formulate the requirements for our numerical results in the presence of the perturbations. We introduce the Hamiltonian of the transverse Zeeman magnetic field as well as the dilute charged impurities.
4.1 Transverse Zeeman magnetic field effects

In the presence of transverse Zeeman magnetic field (TZMF), only the spin degree of freedom is affected in the present paper, leading to spin-splitting effects. Eventually, the spintronics applications of such systems, besides the electronic logic applications, come to the board. The tight-binding Hamiltonian model for TZMF-induced AA-stacked bilayer honeycomb lattice is simply given by

\[
\mathbf{\hat{H}} = \sum_{\alpha \beta} \sum_{\alpha \beta} \left[ f_{\alpha \beta}^{\prime} c_{\alpha}^\dagger c_{\beta} + f_{\alpha \beta} c_{\alpha} c_{\beta}^{\prime} \right] + \sum_{\alpha} \left( \varepsilon_{\alpha} c_{\alpha}^\dagger c_{\alpha} + g_{\mu_B} B \sum_{i} c_{i}^\dagger c_{i} + \text{H. c.} \right),
\]

where, in the same manner, the elements can be calculated as

\[
\mathbf{\hat{H}} = \begin{pmatrix}
\mathbf{\hat{H}}_{11} & \mathbf{\hat{H}}_{12} & \mathbf{\hat{H}}_{13} \\
\mathbf{\hat{H}}_{21} & \mathbf{\hat{H}}_{22} & \mathbf{\hat{H}}_{23} \\
\mathbf{\hat{H}}_{31} & \mathbf{\hat{H}}_{32} & \mathbf{\hat{H}}_{33}
\end{pmatrix},
\]

where, in the same manner, the elements can be calculated as

\[
\mathbf{\hat{H}}_{11}(\mathbf{\hat{K}}) = \begin{pmatrix}
\varepsilon_{\mathbf{\hat{K}}} & g_{\mu_B} B/2 & f(\mathbf{\hat{K}}) \\
g_{\mu_B} B/2 & \varepsilon_{\mathbf{\hat{K}}} & 0 & f(\mathbf{\hat{K}}) \\
f(\mathbf{\hat{K}}) & 0 & \varepsilon_{\mathbf{\hat{K}}} & g_{\mu_B} B/2 \\
0 & f(\mathbf{\hat{K}}) & g_{\mu_B} B/2 & \varepsilon_{\mathbf{\hat{K}}}
\end{pmatrix},
\]

\[
\mathbf{\hat{H}}_{12}(\mathbf{\hat{K}}) = \begin{pmatrix}
g_{\mu_B} B/2 & 0 & 0 \\
0 & \gamma & 0 \\
0 & 0 & \gamma & 0 \\
0 & 0 & g_{\mu_B} B/2 & \gamma
\end{pmatrix},
\]

\[
\mathbf{\hat{H}}_{13}^{T-L}(\mathbf{\hat{K}}) = \mathbf{\hat{H}}_{13}^{C-L}(\mathbf{\hat{K}}) = \begin{pmatrix}
-t_1 & 0 & 0 \\
0 & -t_1 & 0 \\
0 & 0 & -t_1 \\
0 & 0 & -g_{\mu_B} B/2
\end{pmatrix},
\]

\[
\mathbf{\hat{H}}_{23}^{T-L}(\mathbf{\hat{K}}) = \mathbf{\hat{H}}_{23}^{C-L}(\mathbf{\hat{K}}) = \begin{pmatrix}
0 & t_2 & 0 \\
0 & 0 & t_2 \\
0 & t_2 & 0 \\
0 & 0 & g_{\mu_B} B/2
\end{pmatrix},
\]

where, \( g_{\mu_B} B \) is the applied transverse magnetic field (TZMF), \( \varepsilon \) is the Bohr magneton, and \( g \) is the degeneracy number. Due to the spin-splitting effects, the dimensions of the Hamiltonian matrices in the reciprocal space are doubled. The 10 \( \times \) 10 Hamiltonian matrix is written as

\[
\mathbf{\hat{H}} = \begin{pmatrix}
\mathbf{\hat{H}}_{11} & \mathbf{\hat{H}}_{12} & \mathbf{\hat{H}}_{13} \\
\mathbf{\hat{H}}_{21} & \mathbf{\hat{H}}_{22} & \mathbf{\hat{H}}_{23} \\
\mathbf{\hat{H}}_{31} & \mathbf{\hat{H}}_{32} & \mathbf{\hat{H}}_{33}
\end{pmatrix},
\]

Thus, the TZMF-induced Green’s functions, the so-called interacting Green’s functions, can be achieved

\[
\hat{G}(\mathbf{\hat{K}}, \mu_B B/4) = \left[i\omega_0 \hat{I} - \mathbf{\hat{H}}(\mathbf{\hat{K}})\right]^{-1} = \begin{pmatrix}
\hat{G}_{11} & \hat{G}_{12} & \hat{G}_{13} \\
\hat{G}_{21} & \hat{G}_{22} & \hat{G}_{23} \\
\hat{G}_{31} & \hat{G}_{32} & \hat{G}_{33}
\end{pmatrix}.
\]

Following these new Green’s functions, the interacting DOS, EHC, and PSPS can easily be achieved with the aid of eqn (7), (11) and (12) with a summation over the imaginary parts of 10 diagonal Green’s functions. The behavior of the electrons of the systems coupled to the TZMF can be extracted from the exchange interaction between them to align the electron’s spin direction. The results are presented in Fig. 3. It is necessary to mention that, since the TZMF in the case of \( g_{\mu_B} B/\mu_B = 0 \) does not split the states and there is a degeneracy as expected, thus, the Schottky anomaly and Neel temperature amounts are doubled due to an added degeneracy factor of 2.

In the same manner presented for the unperturbed systems, the changes of EHCMax. and PSPSMax. of pristine \{(a) and (b)\}, r-T-L \{(c) and (d)\} and r-C-L \{(e) and (f)\} of graphene, SiC and h-BN with the TZMF are represented in Fig. 3. Interestingly, notable evolutions are obtained targeting the TZMF-dependent thermal effects on the EHC and PSPS when the TZMF is set from 0 to \( \mu_B B/\mu_B \). Fig. 3 shows that both EHC and PSPS are affected under the TZMF with lattice-dependent change rates. In general, both SiC and h-BN structures contribute equally to the evolution of EHCMax. and PSPSMax., whilst there is a discrepancy between the behavior of graphene, which can be connected to the on-site and hopping energies dependencies of the structures. Let us focus on each panel separately.

In Fig. 3(a) and (b), we assess the TZMF-induced EHCMax. and PSPSMax. of pristine AA-stacked bilayer structures. It is necessary to remember that the graphene possesses a major (minor) contribution to the EHCMax. (PSPSMax.) and decreases (increases) for \( g_{\mu_B} B/\mu_B \geq 0.4 \), implying that a high enough TZMFs for graphene is required to affect the response to the temperature changes and the external magnetic field. However, it seems that this TZMF strength is a critical point for all systems, such that the EHCMax. (PSPSMax.) of SiC and h-BN decreases (increases) after this potential point, shown by blue and red curves in panels (a) and (b). From the trends, one can see the intensities converge independently of the structure type, \( i.e. \) independently of the on-site and hopping energies at high enough TZMFs, which perhaps is far from reality and cannot be reported. Another remark is the behavior of PSPSMax. of SiC and h-BN at \( g_{\mu_B} B/\mu_B \leq 0.7 \) and 0.9, which is perfectly independent of the sublattices.
From the hydrogenation doping point of view, the convergence point must be formed and appear when the system is hydrogenated because the hydrogen acts as a compressor for electronic wave functions (and in other words, for the atomic orbitals). As can be seen from Fig. 3(c) and (d), which corresponds to the same results as Fig. 3(a) and (b) but for r-T-L lattices, the convergence behavior of EHCMax. and PSPSMax. is confirmed as expected and all structures lead to almost the same value at high enough TZMFs. This is an interesting result, which confirms the role of hydrogen doping. On the other hand, graphene still has the greatest contribution to the EHCMax. at low TZMFs and the greatest contribution to the PSPSMax. is related to the h-BN structure. Also, there are some discrepancies between the results in Fig. 3(a), (b) and (c), (d), for which we deal with an increasing trend of EHCMax. for SiC and h-BN with \(g_{4h}B/l_p\), as well as we deal with decreasing trends for all structures in the case of PSPSMax. These are expected, as explained before, due to the role of hydrogen atoms, which add new electronic states, and eventually new transport treatments. For this reason, different responses come to play a role.

Furthermore, the EHCMax. and PSPSMax. of r-C-L also alter with \(g_{4h}B/l_p\), and are located at different points compared to other pristine and r-T-L configurations depending on the TZMF strength, the reason for which can be traced back to their different hydrogen locations. As the final remark in this subsection, one could mention that the convergence emerges again but at higher TZMFs, which is not shown here; see Fig. 3(e) and (f). As in Fig. 3(c) and (d), on average, all EHCsMax. and PSPSsMax. decrease with TZMF. Depending on their requirements and purposes, experimentalists can use these theoretically predicted data. For example, the changes of EHCMax. help to obtain information about the electronic phase transition, while the changes of PSPSMax. leads to the magnetic phase transitions.\(^{58-57}\) Note that the different percentages reported in the previous sections are no longer valid in the presence of TZMF and can be calculated easily for all structures and both quantities.

Furthermore, we seek to study the impurity scattering effects. In the next subsection, we will formulate the dilute charged impurity effects to see how EHCMax. and PSPSMax. alter with the impurity concentration \(n_i\). It should be emphasized that throughout this work, a system of units is chosen such that most physical constants are equal to 1; thus the calculated quantities are in arbitrary units and show the qualitative behavior of the considered systems. We have organized the calculations in the framework of such a system of units.

### 4.2 Impurity scattering effects

In this section, the effects of external randomly doped impurities are considered using the Born approximation and \(T\)-matrix theory wherein the impurity concentration \(n_i\) and impurity scattering potential \(v_i\) are modeled simply. To keep the system stable under impurity doping, we mainly focus on the short-range noninteracting charged impurities, which can be modeled as a Dirac delta function potential with the constant parameter \(v_i\) in the reciprocal space. It should be noted that the doping process can be performed with a single impurity or many impurities with low-density concentrations. The former case is not our interest and the latter will be considered here. Taking the average over the random local configuration of many impurities, we neglect the importance of the location of impurity in the present formulation.\(^{57-59}\) Thus, the impurity potential \(\hat{U} = v_i\hat{\Gamma}\) contains the non-zero elements in \(\hat{\Gamma}\) meaning that the impurity resides on the whole AA-stacked layers. The sign of \(v_i\) affects the scattering process, such that the positive scattering potential \(v_i\) binds up the negative electrons or positive holes, while negative \(v_i\) attracts positive electrons. Consider a bilayer hydrogenated AA-stacked honeycomb lattice subjected to the charged impurity atoms. Within the scattering theory framework, new Green’s functions are required to describe the electronic correlations between scattered host electrons. Fortunately, the electronic self-energy describing the electronic correlation between guest electrons are responsible for this. For the local impurities, we deal with isotropic scatterings \(U\), and the self-energy \(\hat{\Sigma}(\epsilon)\) depends on the energy only, given by\(^{51,60}\)

\[
\hat{\Sigma}(\epsilon) = \frac{n_i \hat{U}}{I - \frac{\hat{U}}{N_i} \sum_{\mathbf{k} \in \text{FBZ}} \mathcal{G}_0(\mathbf{k}, \epsilon)},
\]

where \(n_i = N_i/V_c\) is the density of \(N_i\) impurity atoms and \(V_c\) refers to the volume of all simulated unit cells. For more details, see the Appendix A. This expression leads to the interacting Green’s functions via the Dyson’s equation\(^{53}\)

\[
\mathcal{G}(\mathbf{k}, \epsilon) = \mathcal{G}_0(\mathbf{k}, \epsilon) + \mathcal{G}_0(\mathbf{k}, \epsilon) \hat{\Sigma}(\epsilon) \mathcal{G}(\mathbf{k}, \epsilon),
\]

**Fig. 3** The changes of EHCMax. and PSPSMax. of pristine (a) and (b)), r-T-L (c) and (d)) and r-C-L (e) and (f)) of graphene, SiC and h-BN with the TZMF.
and eventually, in the same manner, the impurity-induced Green's functions can be achieved as

\[
\hat{G}(\mathbf{k}, \varepsilon_{\text{imp}}) = \begin{pmatrix} \hat{G}_{11}^\text{CC} & \hat{G}_{12}^\text{BN} & \hat{G}_{13}^\text{BN} \\ \hat{G}_{21}^\text{BN} & \hat{G}_{22}^\text{CC} & \hat{G}_{23}^\text{CC} \\ \hat{G}_{31}^\text{CC} & \hat{G}_{32}^\text{BN} & \hat{G}_{33}^\text{BN} \end{pmatrix},
\]

(19)

and again, these new Green's functions lead to the impurity-induced DOS, EHC, and PSPS easily. The impurity scattering effects can be investigated in the absence and presence of TZMF, however, we will only focus on the individual effects of impurities here and will leave the combined effects of TZMF and impurity for our future research.

From the results of the TZMF effects, it can be inferred that the presence of impurities gives rise to different results but almost the same behavior for SiC and h-BN structures. One of the main important findings, i.e. the convergence limit, is here not valid any more, meaning that new midband and midgap states are added to the systems due to the presence of impurities and the hydrogen cannot control the convergence point significantly compared to the TZMF. Again, we take into account many impurities with low-density concentrations and take the average over their random local configuration. This implies that the location of the impurity does not matter in the formulation. Although one may consider the location of the impurity as well the distance away from the scattering center using the Fourier transform of Green’s functions, this is out of the scope of the present paper. In the present work, the positive \( n_i \) and \( n_f \) are studied and the negative ones are considered as well. Positive \( v_i \) tends to bind negative electrons or positive holes, while negative \( v_f \) attracts positive electrons. The sign of \( v_f \) affects the scattering process, while the sign of \( n_f \) just changes the sign of the energy at which the midband or midgap states take place. From eqn (7), we notice that the impurity-induced DOS is related to the poles of interacting Green’s functions, given by eqn (19), containing the poles of self-energy \( \Sigma(\varepsilon) \). Thus, the new poles associated with impurities come into play role in impurity-induced DOS at energy \( \varepsilon_{\text{imp}} \) satisfying the equation

\[
\det \left[ 1 - \frac{U}{N_c} \sum_{\mathbf{k} \in \text{FRZ}} \hat{G}^\text{FF}(\mathbf{k}, \varepsilon_{\text{imp}}) \right] = 0,
\]

(20)

where the solution of this equation leads to the midband and midgap states.

To get a deeper understanding of the midband and midgap states effects, first of all, we consider pristine impurity-induced AA-stacked bilayer systems with the scattering potential \( v_i = 0.5 \) eV, as presented in Fig. 4. The impurity concentrations \( n_i = 0.05, 0.1 \) and 0.15 are examined. At first glance, the \( \text{EHC}_{\text{Max,PPS}} \), Fig. 4(a), decreases for graphene with \( n_i \), while it increases for SiC/h-BN. From the last values of the different structures, it is clear that the convergence does not take place for the dilute impurity limit. However, the \( \text{PSPS}_{\text{Max,PPS}} \), Fig. 4(b), shows different trends, such that it increases for graphene and h-BN with \( n_i \) on the average, whilst it decreases with \( n_i \) for SiC. This can be understood from the fact that the zero and strong on-site energies are important for the response of the systems to the external magnetic field when the impurity is present. In addition to these main changes, it is simple to deduce that the relation \( \text{EHC}_{\text{Max,PPS}} > \text{EHC}_{\text{Max,CC}} > \text{EHC}_{\text{Max,BN}} \) is always valid, while \( \text{PSPS}_{\text{Max,CC}} > \text{PSPS}_{\text{Max,BN}} > \text{PSPS}_{\text{Max,CC}} \). This general statement confirms that the structure- and atom-dependent on-site and hopping energies are more than important and for special purposes, the right one must be considered and examined. All these alterations in the presence of impurities together lead to different electronic and magnetic phases of the pristine systems, which has been reported already in the work by Hoi et al.26

Generally, the path of propagating electronic waves is influenced by the impurity, affecting the scattering rate and dynamics of carriers. Let us turn to the other two configurations, i.e. AA-stacked hydrogenated bilayers r-T-L and r-C-L in the presence of impurity doping.

Fig. 5 demonstrates the impurity-induced EHC\(_{\text{Max}}\) and PSPS\(_{\text{Max}}\) of charge carriers on the AA-stacked hydrogenated bilayer r-T-L and r-C-L surfaces at \( v_i = 0.5 \) eV. Similar behaviors to Fig. 4(a) appear, having gained a decreasing (an increasing) trend of graphene (SiC/h-BN) for EHC\(_{\text{Max}}\) around the Fermi energy; see Fig. 5(a) and (c). Applying impurity at \( v_i = 0.5 \) eV, the midgap states appear and the spatial distribution of electronic waves breaks down. Nevertheless, in contrast to the pristine case, the PSPS\(_{\text{Max}}\) decreases for all structures with the impurity concentration, see Fig. 5(b) and (d). As a quick comparison between the upper and lower panels of Fig. 5 for r-T-L and r-C-L configurations, respectively, the difference percentage corresponding to the initial and final values of EHC\(_{\text{Max}}\) of r-T-L leads to 0.31%, 1.88% and 1.81% for graphene, SiC, and h-BN, respectively, while 0.53%, 1.21%, and 1.29% correspond to the EHC\(_{\text{Max}}\) of r-C-L. On the other hand, one finds quickly the percentages of 1.53% (1.06%), 2.04% (1.36%) and 1.86% (1.76%) for PSPS\(_{\text{Max}}\) of r-T-L (r-C-L). For a more accurate statement, however, we need to reach an electronic and magnetic phase transition condition so that the study of EHC and PSPS engineering can be fully addressed. This can be done by impurity doping in another way, i.e. in the way that the

![Fig. 4](https://example.com/fig4.png)

**Fig. 4** The changes of EHC\(_{\text{Max}}\) (a) and PSPS\(_{\text{Max}}\) of pristine (b) of graphene (upper panels), SiC (middle panels) and h-BN (lower panels) with the dilute charge impurity concentration \( n_i \) at the fixed scattering potential \( v_i = 0.5 \) eV.
scattering potential \( n_i \) varies, while the impurity concentration \( n_i \) is fixed, however, the presented results here are those which are closer to experiment and from this point, we stop further investigations.

5. Conclusions

In conclusion, the perturbations are thought to be essential ingredients for tailoring the carrier dynamics of a system. For studying the transverse Zeeman magnetic field and dilute charged impurity effects on the electronic heat capacity and Pauli paramagnetic susceptibility of both pristine and hydrogenated AA-stacked graphene, SiC, and h-BN bilayers, the tight-binding model, Green’s function technique and the Born approximation are employed both analytically and numerically. Several hydrogenation model systems, namely table-like, chair-like, reduced table-like, and reduced chair-like are studied for all three structures. The table-like (chair-like) show a major contribution to the heat capacity and susceptibility in the pristine non-hydrogenated structures. If certain commensurability Zeeman fields are met, besides the decreasing behavior of heat capacity and susceptibility for both reduced table-like and reduced chair-like configurations, a convergence at high enough Zeeman fields can be achieved. Also, we concluded that the non-hydrogenated systems show different behaviors compared to their hydrogenated counterparts in the presence of a dilute charged impurity, confirming the role of hydrogen doping. However, the results will not converge at high enough impurity concentrations, within the dilute regime, and to pave the way towards experimental verification, another approximation for the convergence is needed. Our findings provide useful routes to logic applications.

A. Appendix

In this appendix, we provide the derivation of eqn (17). Here we mainly focus on the short-range noninteracting charged impurities (note that this kind of impurity can be hydrogen adsorbed or other dopants for which the scattering potential is induced to the bilayer Dirac fermions), which can be modeled as a Dirac delta function potential

\[
\hat{U} = \mu \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},
\]

(21)

where the non-zero elements mean that the impurity resides on both sublattices. Consider the scattering potential \( U_{kk'} \) with two momenta \( \vec{k} \) and \( \vec{k}' \), as the initial momentum of surface electrons and the momentum transferred by impurity scattering at the energy contour \( \epsilon \), respectively. Thus, the non-interacting Green’s function \( G^0(\vec{k}, \epsilon) \) depends on both two momenta \( \vec{k} \) and \( \vec{k}' \). Due to the broken translational invariance in the momentum space by the impurity, the perturbed Green’s function matrix is given by

\[
\hat{G}(\vec{k}, \vec{k}'; \epsilon) = \hat{G}^0(\vec{k}, \epsilon) + \hat{G}^0(\vec{k}, \epsilon) \hat{T}_{kk'} \hat{G}^0(\vec{k}', \epsilon) + \sum_{\vec{k}''} \hat{G}^0(\vec{k}, \epsilon) \hat{U}_{\vec{k}\vec{k}''} \hat{G}^0(\vec{k}'', \epsilon) \hat{U}_{\vec{k}''\vec{k}'} \hat{G}^0(\vec{k}', \epsilon) + \ldots,
\]

(22)

which can be simplified as

\[
\hat{G}(\vec{k}, \vec{k}'; \epsilon) = \hat{G}^0(\vec{k}, \epsilon) + \hat{G}^0(\vec{k}, \epsilon) \hat{T}_{kk'} \hat{G}^0(\vec{k}', \epsilon),
\]

(23)

where the \( \hat{T}_{kk'} \) matrix is given by

\[
\hat{T}_{kk'} = \hat{U}_{kk'} + \sum_{\vec{k}''} \hat{U}_{\vec{k}kk''} \hat{G}^0(\vec{k}'', \epsilon) \hat{U}_{\vec{k}''\vec{k}'} + \ldots
\]

(24)

For the local impurities, we deal with isotropic scatterings \( \hat{U} \); and \( \hat{T} \) depends on the energy only as

\[
\hat{T}(\epsilon) = \hat{U} + \hat{U}\hat{G}^0(\epsilon)\hat{T}(\epsilon) = \frac{U}{1 - U\hat{G}^0(\epsilon)},
\]

(25)

where \( \hat{G}^0(\epsilon) = \frac{1}{N_\epsilon \sum_{\vec{k} \in \text{BZ}}} \hat{G}^0(\vec{k}, \epsilon) \). After averaging over the random impurity distribution, the perturbed Green’s function
matrix depends on the single momentum $\vec{k}$ and the combined effect of impurities is given by the self-energy

$$\Sigma(\epsilon) = n_i \tilde{T}(\epsilon) = \frac{U n_i}{1 - UT^W(\epsilon)}, \quad (26)$$

in which the impurity concentration is defined by $n_i = N_i/V_c$, where $N_i$ is the number of impurities and $V_c$ is the unit cell volume.
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