Locality and analyticity of the crossing symmetric dispersion relation
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ABSTRACT: This paper discusses the locality and analyticity of the crossing symmetric dispersion relation (CSDR). Imposing locality constraints on the CSDR gives rise to a local and fully crossing symmetric expansion of scattering amplitudes, dubbed as Feynman block expansion. A general formula is provided for the contact terms that emerge from the expansion. The analyticity domain of the expansion is also derived analogously to the Lehmann-Martin ellipse. Our observation of type-II super-string tree amplitude suggests that the Feynman block expansion has a bigger analyticity domain and better convergence.
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1 Introduction

Dispersion relations are non-perturbative techniques for scattering amplitudes. The usual practice of writing dispersion relations for 2-2 scattering of identical particles involves keeping the Mandelstam invariant $t$-fixed and writing down a Cauchy integral in the $s$-variable, leading to an $s \leftrightarrow u$ symmetric representation of the amplitude. Then crossing symmetry is imposed as an additional condition, which gives rise to the null constraints. There are many recent advancements in constraining quantum field theories using dispersion relations, which rely on certain analyticity and unitarity assumptions [1–9]. For example, the
constraints on EFT Wilson coefficients were worked out in [10–27]. Dispersion relations and their connection to geometric function theory was discussed in [28–30]. A fascinating connection between dispersion relations and knots was discussed in [31]. Similar techniques have also been developed for CFT Mellin amplitudes, see for example [32–35].

Even though fixed-t dispersion has had enormous success, it lacks full crossing symmetry. As we know from the Feynman diagram calculations, crossing symmetry is manifest. To achieve a crossing symmetric version of the dispersion relation, one must write down parametric dispersion relations by parametrizing the Mandelstam invariants $s, t$ as functions of crossing symmetric variables $z, a$. After this, we can write down the Cauchy integral in $z$-variable for fixed-$a$. This dispersion relation will be fully crossing symmetric. In $s, t$ variables or the shifted Mandelstam variables $s_1 = s - \mu/3$, $s_2 = t - \mu/3$, $s_3 = u - \mu/3$, $\mu = 4m^2$, one obtains the crossing-symmetric dispersion relation (CSDR) [36, 37]

$$\mathcal{M}(s_1, s_2) = \alpha_0 + \int_{2\mu}^{\infty} \frac{d\sigma}{\sigma} \mathcal{A}(\sigma; \tau^+(\sigma, a)) H(\sigma; s_1, s_2, s_3),$$  \hspace{0.5cm} (1.1)

where $\mathcal{A}(s_1, s_2)$ is the $s$-channel absorptive part of the amplitude, the discontinuity of the amplitude across the cut $s_1 \geq \frac{2\mu}{3}$, $\alpha_0 = \mathcal{M}(s_1 = 0, s_2 = 0)$ is the subtraction constant, and

$$\tau^+(\sigma, a) := \frac{\sigma^2}{2} \left[ 1 - \left( \frac{\sigma + 3a}{\sigma - a} \right)^{\frac{1}{3}} \right],$$  \hspace{0.5cm} (1.2)

$$H(\sigma; s_1, s_2, s_3) := \frac{s_1}{\sigma - s_1} + \frac{s_2}{\sigma - s_2} + \frac{s_3}{\sigma - s_3}, \hspace{0.5cm} s_1 + s_2 + s_3 = 0.$$  \hspace{0.5cm} (1.3)

The variable $a$, which is central to our analysis, is a crossing symmetric variable defined by

$$a = y/x, \hspace{1cm} x = -(s_1 s_2 + s_2 s_3 + s_3 s_1), \hspace{0.5cm} y = -s_1 s_2 s_3.$$  \hspace{0.5cm} (1.4)

Further developments and applications can be found in [38–40].

A fully crossing symmetric local scattering amplitude can be Taylor expanded in the elementary crossing symmetric polynomials $x, y$ as following

$$\mathcal{M}(s_1, s_2) = \sum_{p=0,q=0}^{\infty} W_{p,q} x^p y^q,$$  \hspace{0.5cm} (1.5)

$W_{p,q}$ being the Wilson coefficients. Locality requires the power series expansion above only comprising non-negative powers of $x, y$. However if we consider just the dispersive representation (1.1) for the amplitude $\mathcal{M}(s_1, s_2)$, there is no obstruction to negative powers of $x$. As mentioned before, locality requires these terms to be absent. This obstruction realizes itself into non-trivial constraints on the partial wave coefficients of $\mathcal{A}(s_1, s_2)$, known as locality constraints [37], which can be recast into the null constraints [14] that one gets from the fixed-$t$ dispersion relation after imposing crossing as an additional constraint.

The crossing-symmetric dispersion relation along with locality constraints provides a new kind of “block expansion” for the amplitude which directly relates with usual Feynman diagrammatic expansion of perturbative amplitude. If we insert the usual partial wave expansion in terms of the Gegenbauer polynomials $C^{(\alpha)}_\ell$, $\alpha = (d - 3)/2$, of the absorptive part

$$\mathcal{A}(s_1, s_2) = \Phi(s_1; \alpha) \sum_\ell (2\ell + 2\alpha) a_\ell(s_1) C^{(\alpha)}_\ell \left( 1 + 2 \frac{s_2 + \frac{2}{3\mu}}{s_1 - \frac{2}{3\mu}} \right),$$  \hspace{0.5cm} (1.6)
$a_\ell(s_1)$ being the partial wave coefficients of the absorptive part, and $\Phi(s_1; \alpha) = \Psi(\alpha) \sqrt{1 + \mu/3}/(s_1 - 2\mu/3)^\alpha$, $\Psi(\alpha)$ being a positive number depending only on $\alpha$, into the CSDR then we get a “block” expansion called Dyson block expansion [37]. The Dyson blocks are known formula for the contact terms

\[ M^{(D)}_\ell(s_1, s_2) = Q_\ell(s_1, s_2) H(s_1, s_2, s_3), \]

where

\[ Q_\ell(s_1, s_2) = \left( s_1 - \frac{2\mu}{3} \right)^\ell C^{(x)}_\ell \left( 1 + 2 \frac{s_2 + \mu}{s_1 - \frac{2\mu}{3}} \right). \tag{1.7} \]

Dyson blocks contain removable non-local terms. These non-local terms can be removed systematically. If we remove these non-local terms then, we are left with a block expansion which is manifestly crossing symmetric and local. This expansion is called Feynman block expansion [37]. The Feynman block expansion is so named because this makes direct connection with Feynman diagrams as explained in [37]. This block expansion reads as follows:

\[ \mathcal{M}(s_1, s_2) = \alpha_0 + \frac{1}{\pi} \sum_{\ell=0}^{\infty} (2\ell + 2\alpha) \int_{\frac{2\mu}{3}}^{\infty} \frac{d\sigma}{\sigma} \frac{\Phi(\sigma; \alpha)}{(\sigma - \frac{2\mu}{3})^\ell} a_\ell(\sigma) M^{(F)}_\ell(s_1, s_2), \tag{1.8} \]

The Feynman blocks $\{M^{(F)}_\ell(s_1, s_2)\}$ are defined by

\[ M^{(F)}_\ell(s_1, s_2) := \sum_{i=1}^{3} M^{(i)}_\ell(s_1, s_2) + M^{(c)}_\ell(s_1, s_2), \tag{1.9} \]

where

\[ M^{(1)}_\ell(s_1, s_2) = Q_\ell(s_1, s_2) \left( \frac{1}{\sigma - s_1} - 1/\sigma \right), \tag{1.10} \]

\[ M^{(2)}_\ell(s_1, s_2) = M^{(1)}_\ell(s_1, s_2), \quad M^{(3)}_\ell(s_1, s_2) = M^{(1)}_\ell(s_3, s_1), \]

and $M^{(c)}_\ell(s_1, s_2)$ are the contact terms containing terms polynomial in $\{s_i\}$. We have derived a general formula for the contact terms

\[ M^{(c)}_\ell(s_1, s_2) = \sum_{p=0}^{\ell} \sum_{q=0}^{\ell} \frac{b_{p,q}^{(\ell)}}{2} \left[ - \mathcal{J}_{\ell}^{(F)}(\sigma, x, a) + \sum_{n=1}^{\ell} \sum_{m=0}^{\ell} \mathcal{J}^{(D)}_{n,m,p,q}(\sigma, x, a) \right], \tag{1.11} \]

where $a = y/x, b_{p,q}^{(\ell)} = \frac{1}{p!q!} \partial_{s_1}^p \partial_{s_2}^q Q(0,0)$ and $\mathcal{J}^{(F)}_{\ell}(\sigma, x, a), \mathcal{J}^{(D)}_{n,m,p,q}(\sigma, x, a)$ are known functions, whose expressions have been derived in the main text, (3.35), (3.40). This expression is one of the main results obtained in the present paper.

In the second part of the work, we investigate the analyticity domain for the dispersion relation (1.1) in complex $\alpha$. Our starting point is the analogue of the Lehmann-Martin ellipses. We numerically investigate the convergence of Dyson and Feynman block expansions for specific $S$-matrices. The analyticity domain in the complex $a$-plane for physical $s_1 \in \left( \frac{2\mu}{3}, \infty \right)$ is shown in the figure 1. The white region is the domain that we find out, and various numerical checks support our analyticity domain of the Feynman block.

Let us tabulate the main results that we have obtained in the present work.
Figure 1. The analyticity domain in the complex $a$-plane for $\frac{2\mu}{3} < s_1 < \infty$. Shaded regions are excluded.

- We have derived an analytic expression of the Feynman blocks introduced in [37]. The non-trivial part of the Feynman block is the contact terms, the expression of which, (1.11), has been derived.

- We derived the domains of the analyticity of the scattering amplitude in the crossing-symmetric dispersive representation, namely the Dyson and Feynman block expansions in complex $a$.

- We provide numerical support to our argument in specific amplitudes, 4- dilaton scattering amplitude in tree level type-II superstring theory, and Pion S-matrices. We have found evidence that Feynman block expansion converges in domain larger than that of the Dyson block expansion.

The rest of the paper is organized as following. Section 2 reviews crossing symmetric dispersion relations and sets up the notations. Section 3 gives detailed definitions of the Dyson block and Feynman block and derives the general formula for contact terms. Section 4 reviews the convergence of partial wave expansion of scattering amplitudes and Lehmann-Martin ellipses. The analyticity domain of the crossing symmetric dispersion relations is derived and various illustrations are presented in section 5. Section 6 gives the analyticity domain of the Dyson and Feynman block. In section 7, we summarize and conclude with future directions.
2 Crossing symmetric dispersion relation

The premise of our analysis is the dispersive representation presented in [36, 37], called crossing-symmetric dispersion relation (CSDR), of the scattering amplitude. We give a quick review of the same to set the stage. One of the problem of fixed transfer dispersion relation is that it breaks crossing symmetry. CSDR provides a dispersive representation which retains manifest crossing-symmetry. We consider elastic $2 - 2$ scattering of identical massive bosons of mass $m$ each in $d$ spacetime dimensions. The crossing symmetry of the corresponding scattering amplitude $M(s, t, u)$ translates into following invariance relation

$$M(s, t, u) = M(\pi(s, t, u)), \quad \forall \pi \in S_3,$$

(2.1)

$S_3$ being the group of permutations of three objects. The basic argument is to write parametric dispersion relation on $S_3$ invariant cubic hypersurfaces in the space of complex Mandelstam variables $(s, t, u)$ subject to the on-shell constraint $s + t + u = 4m^2$. For convenience, let us introduce the shifted Mandelstam variables $s_1 = s - \mu/3, s_2 = t - \mu/3, s_3 = u - \mu/3$. We consider the family of cubic hypersurfaces labeled by a complex parameter $a$

$$(a - s_1)(a - s_2)(a - s_3) = -a^3.$$

(2.2)

This cubic can be rationally parametrized as following

$$s_k(z, a) := a \left[ 1 - \frac{(z - z_k)^3}{z^3 - 1} \right],$$

(2.3)

$\{z_k\}$ being the cubic roots of unity. $z, a$ are crossing symmetric variables related to the shifted Mandelstam variables $(s_1, s_2, s_3)$ as $x = -(s_1s_2 + s_2s_3 + s_3s_1) = -27a^2z^3/(z^3 - 1)^2$, $y = -s_1s_2s_3 = -27a^3z^3/(z^3 - 1)^2$, $a = y/x$. This parametrization maps the physical cuts $s_k \geq 2\mu/3$ to the segments of unit circle in the complex $z$ plane. The parametrization (2.3) enables to write a manifestly crossing symmetric dispersion relation as following

$$M(s_1, s_2) = \alpha_0 + \int_{2\mu/3}^{\infty} \frac{d\sigma}{\sigma} A(\sigma; \tau^+(\sigma, a)) H(\sigma; s_1, s_2, s_3),$$

(2.4)

where $A(s_1, s_2)$ is the $s$–channel absorptive part of the amplitude, the discontinuity of the amplitude across the cut $s_1 \geq 2\mu/3$

$$A(s_1, s_2) = \lim_{\varepsilon \to 0^+} \frac{1}{2i} [M(s_1 + i\varepsilon, s_2) - M(s_1 - i\varepsilon, s_2)],$$

(2.5)

$\alpha_0 = M(z = 0, a)$ is the subtraction constant, and

$$\tau^+(\sigma, a) := -\frac{\sigma}{2} \left[ 1 - \left( \frac{\sigma + 3a}{\sigma - a} \right)^{1/2} \right],$$

$$H(\sigma; s_1, s_2, s_3) := \frac{s_1}{\sigma - s_1} + \frac{s_2}{\sigma - s_2} + \frac{s_3}{\sigma - s_3}.$$
3 Dyson and Feynman blocks

The crossing symmetric dispersion relation (2.4), along with partial wave expansion, enable us to expand the scattering amplitude in terms of crossing-symmetric functions, the Dyson and the Feynman blocks. These were first introduced in [37]. First we discuss them following.

3.1 The Dyson block

First we consider the partial wave expansion of the absorptive part $\mathcal{A}(s_1, s_2)$:

$$\mathcal{A}(s_1, s_2) = \Phi(s_1; \alpha) \sum_{\ell \text{ even}} (2\ell + 2\alpha) a_{\ell}(s_1) C_{\ell}^{(\alpha)} \left(1 + \frac{2s_2 + 2\mu/3}{s_1 - 2\mu/3}\right),$$  \hspace{1cm} (3.1)

where $C_{\ell}^{(\alpha)}(x)$ is the usual Gegenbauer polynomial, $\alpha = \frac{d-3}{2}$, $\Phi(s_1; \alpha) = \Psi(\alpha) \left(\frac{s_1 + \mu/3}{s_1 - 2\mu/3}\right)^{1/2}$, $\Psi(\alpha)$ is a real positive number. We assume that the partial wave-expansion converges. The details of the domain $\mathcal{D}$ in which the expansion converges will be described later. For now it suffices to assume the convergence. Next we insert the partial wave expansion (3.1) into the crossing symmetric dispersion relation (2.4) to write

$$\mathcal{M}(s_1, s_2) = \alpha_0 + \frac{1}{\pi} \int_{2\mu}^{\infty} \frac{d\sigma}{\sigma} H(\sigma; s_1, s_2, s_3) \Phi(\sigma; \alpha)$$

$$\times \left[ \sum_{\ell=0}^{\infty} (2\ell + 2\alpha) \frac{a_{\ell}(\sigma)}{(\sigma - 2\mu/3)^{\ell}} Q_{\ell}(\sigma, \tau^+(\sigma, a)) \right],$$  \hspace{1cm} (3.2)

where

$$Q_{\ell}(s_1, s_2) = \left(s_1 - \frac{2\mu}{3}\right)^{\ell} C_{\ell}^{(\alpha)} \left(1 + \frac{2s_2 + \mu/3}{s_1 - 2\mu/3}\right).$$  \hspace{1cm} (3.3)

Next using Fubini-Tonnelli theorem, we can exchange the order of integration over $\sigma$ and the infinite sum over $\ell$, to write the Dyson block expansion of $\mathcal{M}(s_1, s_2)$

$$\mathcal{M}(s_1, s_2) = \alpha_0 + \frac{1}{\pi} \sum_{\ell=0}^{\infty} (2\ell + 2\alpha) \int_{2\mu}^{\infty} d\sigma \frac{\Phi(\sigma; \alpha)}{\sigma \left(\sigma - 2\mu/3\right)^{\ell}} a_{\ell}(\sigma) M_{\ell}^{(D)}(s_1, s_2),$$  \hspace{1cm} (3.4)

where $M_{\ell}^{(D)}(s_1, s_2)$ is the Dyson block $M_{\ell}^{(D)}(\sigma, \tau; s_1, s_2)$ defined by

$$M_{\ell}^{(D)}(\sigma, s_1, s_2) := H(\sigma; s_1, s_2, s_3) Q_{\ell}(\sigma, \tau^+(\sigma, a)).$$  \hspace{1cm} (3.5)

The manifest crossing-symmetry of the Dyson block comes at the cost of locality, i.e. the Dyson block contains non-local terms with negative power of the crossing-symmetric variable $x = -(s_1s_2 + s_2s_3 + s_3s_1)$. Thus if we want to work with Dyson block in local quantum field theories, we need to impose the locality constraints [37] to remove the negative powers of $x$. These locality constraints are quite involved, and are not easy to impose. A natural way to circumvent this would be to work in a basis of functions with the non-local negative powers removed at the onset. This leads to the definition of the Feynman block.
3.2 The Feynman block and the contact terms

Feynman block is the Dyson block sans the non-local terms, i.e. the terms with negative powers of $x$. The Feynman block $M^{(F)}_\ell (\sigma; s_1, s_2)$ can be expressed as

$$M^{(F)}_\ell (\sigma; s_1, s_2) := \sum_{i=1}^{3} M^{(i)}_\ell (\sigma; s_1, s_2) + M^{(c)}_\ell (\sigma; s_1, s_2) \quad (3.6)$$

where

$$M^{(1)}_\ell (\sigma; s_1, s_2) = Q_\ell (s_1, s_2) \left( \frac{1}{\sigma - s_1} - \frac{1}{\sigma} \right),$$

$$M^{(2)}_\ell (\sigma; s_1, s_2) = M^{(1)}_\ell (\sigma; s_2, s_3), \quad M^{(3)}_\ell (\sigma; s_1, s_2) = M^{(1)}_\ell (\sigma; s_3, s_1), \quad (3.7)$$

and $M^{(c)}_\ell (\sigma; s_1, s_2)$ are the contact terms containing terms polynomial in $\{s_i\}$. The precise relation between Feynman and Dyson block is given by

$$\frac{1}{\sigma} M^{D}_\ell (\sigma; s_1, s_2) - \sum_{i=1}^{3} M^{(i)}_\ell (\sigma; s_1, s_2) = D_\ell (\sigma; x, a), \quad (3.8)$$

where $D_\ell (\sigma; x, a)$ contains the non-local terms with negative powers of $x$. Structurally, $D_\ell (\sigma; x, a)$ contains the non-local terms as well as the contact terms $M^{(c)}_\ell$. The non trivial terms in the Feynman block are the contact terms. We can extract $M^{(c)}_\ell$ from $D_\ell (\sigma; x, a)$ by removing the non local terms systematically. A general algorithm can be chalked out for this purpose as follows.

First we expand the Gegenbauer polynomials as following:

$$Q_\ell (s_1, s_2) = \left( s_1 - \frac{2 \mu}{3} \right)^\ell C^{(a)}_\ell \left( 1 + 2 \frac{s_2 + \mu/3}{s_1 - 2 \mu/3} \right) = \sum_{p=0, q=0}^{\ell} \frac{b^{(\ell)}_{p,q}}{2} \left( s_1^p s_2^q + s_1^p (-s_1 - s_2)^q \right), \quad (3.9)$$

where

$$b^{(\ell)}_{p,q} = \frac{1}{p! r!} \partial^p_{s_1} \partial^q_{s_2} Q_\ell (0, 0) = \sum_{k=0}^{\ell/2} \frac{(-1)^{k} (2k-2r+2\ell p + r - \ell)(\ell - 2k)(\ell - k)}{k! (\ell - 2k)!} \frac{(2k + p + r - \ell)}{2k + p + r - \ell}. \quad (3.10)$$

Using this expansion, we can write

$$M^{(D)}_\ell (\sigma; s_1, s_2) = \sigma \sum_{p=0, q=0}^{\ell} \frac{b_{p,q}}{2} I^{(D)}_{p,q} (\sigma, x, a), \quad (3.11)$$

$$\sum_{i=1}^{3} M^{(i)}_\ell (\sigma; s_1, s_2) = \sum_{p=0, q=0}^{\ell} \frac{b_{p,q}}{2} I^{(F)}_{p,q} (\sigma, x, a), \quad (3.12)$$
where

\[
I_{p,q}^{(D)}(\sigma, x, a) = \frac{2^{-q}(-1)^{q}x(2\sigma - 3\alpha)\sigma^{p+q-1}}{a\sigma + 3\sigma - \sigma x} \left( \left( 1 - \sqrt{\frac{3\alpha + \sigma}{\sigma - a}} \right)^{q} + \left( 1 + \sqrt{\frac{3\alpha + \sigma}{\sigma - a}} \right)^{q} \right),
\]

(3.12)

\[
I_{p,q}^{(F)}(\sigma, x, a) = \frac{3^{p+q+1} \left( \frac{\alpha}{\sigma - 1} \right)^{p+q+2}}{a\sigma z \left( 3\sigma^{3} - \sigma x \right)} \times \left[ \omega^{q} \left( 9\alpha^{2}z^{2} + \sigma(z - 1)^{2} \left( 3az + \sigma \left( z^{2} + z + 1 \right) \right) \right) \right.
\]

\[
\times (z - 1)^{q} \left( (z - \omega)^{q} + (\omega z - 1)^{q} \right) + \frac{\omega^{p} (3az - \sigma (z^{2} + z + 1))}{z^{2} + z + 1}
\]

\[
\times \left\{ (\omega z - 1)^{p} (\omega^{q}(z - \omega)^{q} + (z - 1)^{q}) \left( 3az \left( z^{2} + z + 1 \right) + \sigma \omega \left( z^{3} - 1 \right) (1 - \omega z) \right) + (z - \omega)^{p} (\omega^{q}(z - \omega)^{q} + (z - 1)^{q}) \left( 3az \left( z^{2} + z + 1 \right) - \sigma \omega \left( z^{3} - 1 \right)(z - \omega) \right) \right\}.
\]

(3.13)

Here \( \omega = (-1)^{2/3} = -\frac{1}{2} + i\frac{\sqrt{3}}{2} \), \( z^{3} = \frac{2x - 3a \left( \pm \sqrt{3} a^{2} - 12x + 9a \right)}{2x} \). The \( I_{p,q}^{(F)}(\sigma, x, a) \) turns out to be a rational function of \( x, a \) for \( p, q \in \mathbb{Z}^{\geq} \). We leave the detailed proof for this fact to the upcoming sections. For now, we can see this in a few explicit examples as following:

\[
I_{0,1}^{(F)}(\sigma, x, a) = \frac{x(3a - 2\sigma)}{a\sigma + 3\sigma - \sigma x}, \quad I_{1,0}^{(F)}(\sigma, x, a) = \frac{4\sigma x - 6ax}{a\sigma + 3\sigma - \sigma x},
\]

(3.14)

\[
I_{1,1}^{(F)}(\sigma, x, a) = \frac{x(3a\sigma^{2} + 2ax - 2\sigma x)}{\sigma \left( a\sigma + 3\sigma - \sigma x \right)},
\]

\[
I_{10,0}^{(F)}(\sigma, x, a) = \frac{2x^{3}(a^{3}\sigma(3a - 11\sigma) + ax (-15a^{2} + 24a\sigma - 11\sigma^{2}) + 2x^{2}(\sigma - a))}{\sigma \left( a\sigma + 3\sigma - \sigma x \right)}.
\]

Collecting everything together, we can write

\[
D_{\ell}(\sigma; x, a) = \sum_{p=0, q=0}^{\ell} \frac{b_{p,q}}{2} \left( I_{p,q}^{(D)}(\sigma, x, a) - I_{p,q}^{(F)}(\sigma, x, a) \right)
\]

(3.15)

While at the outset \( D_{\ell} \) looks pretty complicated, it can be written in a suggestive form as

\[
D_{\ell}(\sigma; x, a) = \frac{1}{(\sigma - a)^{\ell/2}} \times \Psi(x, a)
\]

(3.16)

where \( \Psi(x, a) \) is a polynomial of the form\(^1\)

\[
\Psi(x, a) = \sum_{M=0}^{M_{1}} \sum_{N=0}^{N_{1}} \Psi_{MN} x^{M} a^{N}
\]

(3.17)

with \( M_{1} \leq \ell/2, N_{1} \leq \ell/2 \). Next substituting \( a = y/x \) into \( (\sigma - a)^{-\ell/2} \) we expand the same to obtain a Laurent series about \( x = 0 \). The terms \( x^{-M}, M > \ell/2 \) in the Laurent series will contribute towards the non-local terms. We can throw away these terms to obtain the contact terms \( M_{\ell} \).

\(^1\)It is very hard to find a general formula for \( \Psi(x, a) \), we work with case by case in \( \ell \). We will not need the general formula.
We work out here $\ell = 2$ case as an example. Consider $D_\ell(x; a) = \frac{x (2)}{2} + \frac{x (2) + 2x (2)}{\sigma}$.

This is the expected polynomial form for the contact terms. Similarly, we can work for other $\ell$.

The suggestive form (3.16) enables us to compute the contact terms in complete generality. Since $D_\ell(x; a)$ is a polynomial in $x$ up to order $\ell/2$, we can only keep the terms up to $x^{\ell/2}$ in (3.15). We would like to stress that $(I^{(D)}_{p,q}(\sigma, x, a) - I^{(F)}_{p,q}(\sigma, x, a))$ will have all kinds of powers of $x$, since there is a pole at $(ax + \sigma^2 - \sigma x) = 0$. After truncating the power of $x$ up to $x^{\ell/2}$, we will then have to remove the non-local terms from the contribution of $I^{(D)}_{p,q}(\sigma, x, a)$. One can see that contributions from $I^{(F)}_{p,q}(\sigma, x, a)$ is always local. Consider $n^{th}$ partial sum for the Taylor series of $I^{(F/D)}_{p,q}(x, a)$

$$J^{(F/D)}_{n,p,q}(x, a) := \sum^{n}_{j=0} \frac{x^j}{j!} \left[ \frac{\partial^j}{\partial x^j} I^{(F/D)}_{p,q}(0, a) \right].$$

Next denote by $J^{(D)}_{n,m,p,q}(\sigma, x, a)$ the $x^na^m$ term in the double series expansion of $I^{(D)}_{p,q}(\sigma, x, a)$ in $(a, x)$. We only keep local terms in $a$ which implies $m \leq n$.

Collecting everything together, the contact terms can be generically expressed as

$$M^{(c)}_\ell(\sigma; s_1, s_2) = \sum^{\ell}_{p=0} \sum^{\ell}_{q=0} \frac{b_{p,q}}{2 \ell} \left[ - J^{(F)}_{p,q}(\sigma, x, a) + \sum^{\ell}_{n=1} \sum^{\ell}_{m=0} J^{(D)}_{n,m,p,q}(\sigma, x, a) \right].$$

3.2.1 Derivation of $J^{(F)}_{n,m,p,q}(\sigma, x, a)$

We first explore the form of $I^{(F)}_{p,q}(x, a)$

$$I^{(F)}_{p,q}(x, a) = f_{p,q}(z) + f_{p,q}(\omega z) + f_{p,q}(\omega^2 z).$$

Note that $s$-channel Feynman block is related to $f_{p,q}(z)$ via

$$M^{(1)}_\ell(\sigma; s_1, s_2) = Q_\ell(s_1, s_2) \left( \frac{1}{\sigma - s_1} - \frac{1}{\sigma} \right) = \sum^{\ell}_{p=0} \frac{b_{p,q}}{2} f_{p,q}(z).$$

Similarly

$$M^{(2)}_\ell(\sigma; s_1, s_2) = \sum^{\ell}_{p=0} \frac{b_{p,q}}{2} f_{p,q}(\omega^2 z), \quad M^{(3)}_\ell(\sigma; s_1, s_2) = \sum^{\ell}_{p=0} \frac{b_{p,q}}{2} f_{p,q}(\omega z).$$

The form of $f_{p,q}(z)$ can be easily found to be

$$f_{p,q}(z) = \frac{az^{3m+n+1}}{\sigma} \left( \frac{az}{z^3 - 1} \right)^{m+n} (z - 1)^n \times \left( 9a^2 z^2 + \sigma (z - 1)^2 \left( 3a z + \sigma \left( z^2 + z + 1 \right) \right) \right)^{m} \left( \omega^m ((z - \omega)^m + (\omega z - 1)^m) \right)$$

(3.23)
We can write the above one in power series in the following form

\[
 f_{p,q}(z) = \frac{a^{3p+q+1}z^{p+q+1}}{\sigma \left(-27a^3z^3 + 27a^2\sigma z^3 + \sigma^3(z^3 - 1)^2\right)} \sum_{h=0}^{d} \sum_{r=0}^{p+q+1} \Lambda(h) z^{h+r} S_{r,p,q} \sigma \left(-27a^3z^3 + 27a^2\sigma z^3 + \sigma^3(z^3 - 1)^2\right).
\]

(3.24)

where

\[
 S_{r,p,q} = (-1)^{r+p+q} \left( \frac{q}{r} \right) \times \left[ \omega^{-r-q} F_1(-p, -r; q - r + 1; \omega) + \left( \omega^2 \right)^{-r-q} F_1(-p, -r; q - r + 1; \omega^2) \right].
\]

(3.25)

One has that \( S_{r,p,q} \in \mathbb{R} \). \( \Lambda(h) \) is the coefficient \( z^h \) in the expression

\[
 9a^2 z^2 + 3a(-1 + z)^2 z \sigma + (-1 + z)^2 (1 + z + z^2) \sigma^2,
\]

which is given by

\[
 \Lambda(h) = \begin{cases} 
 3a(3a - 2\sigma) & h = 2 \\
 \sigma(3a - \sigma) & h = 1, h = 3 \\
 \sigma^2 & h = 0, h = 4 
\end{cases}
\]

(3.26)

Next we will use a simple result concerning the cube roots of unity \( \{1, \omega, \omega^2\} \). Consider a convergent power series

\[
 f(x) = \sum_{r=r_{\text{min}}}^{r_{\text{max}}} a_r x^r.
\]

(3.27)

Then we have

\[
 \frac{f(x) + f(\omega x) + f(\omega^2 x)}{3} = \sum_{r=\lfloor r_{\text{min}} \rfloor}^{\lfloor r_{\text{max}} \rfloor} a_{3r} x^{3r}.
\]

(3.28)

To prove this, we can always write the monomial \( x^k \) as \( x^{3r+p} \), where \( r \in \mathbb{Z}, \ p \in \{0, 1, 2\} \). Using this we have

\[
 \frac{1}{3} \left[ x^k + (\omega x)^k + (\omega^2 x)^k \right] = \frac{x^{3r+p}}{3} \left[ 1 + \omega^p + \omega^{2p} \right] = x^{3r+p} \delta_{p,0},
\]

(3.29)

where in the last step we have used the properties of the cube roots of unity

\[
 \frac{(1^n + \omega^n + \omega^{2n})}{3} = \begin{cases} 
 1, & \text{if } 3 | n \\
 0, & \text{else}
\end{cases}
\]

Eq. (3.28) then follows immediately from (3.29).

Using this result, we can write

\[
 I_{p,q}^{(F)}(x, a) = 3 \frac{a^{3p+q+1} \left( \frac{a}{z^2 - 1} \right)^{p+q} \sum_{h=0}^{d} \sum_{r=0}^{p+q+1} \left[ \frac{1}{2} \right] (h+2p+2q+1) \Lambda(h) z^{h+r} S_{3r-h-p-q-1,p,q} \sigma \left(-27a^3z^3 + 27a^2\sigma z^3 + \sigma^3(z^3 - 1)^2\right)}{\sigma \left(-27a^3z^3 + 27a^2\sigma z^3 + \sigma^3(z^3 - 1)^2\right)},
\]

(3.30)
which can be further expressed as

\[
I_{p,q}^{(F)}(x,a) = 3 \times \sum_{i=0}^{p+q-2} \frac{a(1 - z^3)^2 \sum_{i=q+1}^{p+q} \left( \frac{-a z^3}{(z^3 - 1)^2} \right)^i z^{3i-3(p+q)}}{\sigma \left( -27a^3 z^3 + 27a^2 \sigma z^3 + \sigma^3 (z^3 - 1)^2 \right)} \times \sum_{k=0}^{4} \frac{\Lambda(h) z^{3r} S_{3r-h-p-q-1,p,q}}{\left( \frac{1}{z} \right)^{h+2p+2q+1}}.
\] (3.31)

The above formula is not valid for \( p + q \leq 1 \). Now we note that

\[
z^{-3j} = 27^j \left( -\frac{x}{a^3} \right)^{-j} _2F_1 \left( \frac{1}{2} - j, -j; 1 - 2j; \frac{4x}{27a^2} \right)
\] (3.32)

This can be seen from the formula

\[
z^3 = \nu \left[ \frac{1 - (1 + 4\nu)^{1/2}}{2\nu} \right]^2, \nu = \frac{z^3}{(z^3 - 1)^2}
\]

We have to do the expansion of the 2jth power of the term in the bracket above. This is related the so-called Catalan numbers

\[
\left[ 1 - (1 + 4\nu)^{1/2} \right]^{2n} = \sum_{m=0}^{\infty} \frac{n}{(m+n)} \binom{2m+2n}{m} (-1)^m \nu^m.
\]

\[
z^{3j} = \sum_{i=0}^{\infty} (-1)^i j \left( \frac{z^3}{(z^3 - 1)^2} \right)^i \binom{2i+2j}{i+j}
\] (3.33)

and we use the fact that our \( I_{p,q}^{(F)}(x,a) \) has a symmetry under exchange of \( z \to 1/z \) (3.32). Therefore we can write

\[
I_{p,q}^{(F)}(x,a) = \sum_{k=0}^{4} \sum_{j=0}^{\infty} \frac{\sum_{r=\left[ \frac{k+2p+2q+1}{3} \right]}^{h+2p+2q+1} \sum_{i=0}^{p+q-2} \sum_{k=0}^{p+q-r-i} \frac{4^k (-1)^{p+q+r} a^{p+q+1-2i-2k-2r} \left( \frac{27(\sigma - a)}{\sigma^3} \right)^j}{3^2 p - q \sigma^4} \left( \frac{x}{27} \right)^{i+j+k+r}}{k! \Gamma(2i - 2p - 2q + 2r + 1)\binom{i+r-p-q+\frac{1}{2}}{k}} \times \left\{ \frac{\Lambda(h) S(-h - p - q + 3r - 1, p, q)}{\left( \frac{1}{z} \right)^{h+2p+2q+1}} \right\}
\] (3.34)

The \( j \)-sum comes for expanding \( 1/(ax + \sigma^3 - \sigma x) \) and \( k \)-sum comes from expanding the \( _2F_1 \). The above formula is not valid for \( p + q \leq 1 \). We have to work out the power till \( x^3 \) by hand for \( p = 0, q = 0, p = 1, q = 0, p = 0, p = 1 \). Lets denote the expansion of
$I_{p,q}^{(F)}(\sigma, x, a)$ up to $x^n$ as $J_{n,p,q}^{(F)}(\sigma, x, a)$. This gives the final formula

$$J_{n,p,q}^{(F)}(\sigma, x, a) = \sum_{h=0}^{4} \sum_{j=0}^{n} \sum_{r=\left[\frac{h+j+q+1}{2}\right]}^{\left[\frac{h+2q+1}{2}\right]} \sum_{i=0}^{p+q-2} \sum_{k=0}^{p+q-r-i} \left[4^k (-1)^{p+q+r} a^{p+q+1-2i-2k-2r} \frac{27(\sigma-a)}{\sigma^3}\right]^{j} \times \left(\frac{x}{27}\right)^{i+j+k+r} \Lambda(h) S(-h-p-q+3r-1, p, q) \times \left(\frac{2-p-q}{k!} (2i-2p-2q+2r+1) \right) \right] \right] \right]

\begin{equation}
\left(3.35\right)
\end{equation}

The wide hat in the summation of $i, j, k, r$ is to denote that the sums have to be restricted such that $i + j + k + r \leq n$.

### 3.2.2 Derivation of $J_{n,m,p,q}^{(D)}(\sigma, x, a)$

We can write $I_{p,q}^{(D)}(\sigma, x, a)$ in terms of Chebyshev $T_n(x)$

$$I_{p,q}^{(D)}(\sigma, x, a) = \frac{2^{-q}(-1)^q x (2\sigma-3a) \sigma^{p+q-1}}{a x + \sigma^3 - \sigma x} \left(1 - \sqrt{\frac{3a + \sigma}{\sigma - a}}\right)^q + \left(1 + \sqrt{\frac{3a + \sigma}{\sigma - a}}\right)^q \left(\frac{\sigma}{2\sqrt{\sigma}}\right)^{q} T_q\left(\frac{\sqrt{\sigma-a}}{2\sqrt{\sigma}}\right)$$

\begin{equation}
\left(3.36\right)
\end{equation}

We can expand the $T_q\left(\frac{\sqrt{\sigma-a}}{2\sqrt{\sigma}}\right)$ in powers of $a$, which gives

$$I_{p,q}^{(D)}(\sigma, x, a) = \frac{2^{-q} x (2\sigma-3a) \sigma^{p+q-1}}{a x + \sigma^3 - \sigma x} \times \sum_{r=0}^{\infty} \sum_{k=0}^{q/2} 2(-1)^{q-r} \left(\frac{a}{\sigma}\right)^r \left(\frac{q}{2k}\right) \left(-k\right) \left(\frac{a}{2\sqrt{\sigma}}\right)^{q} T_q\left(\frac{\sqrt{\sigma-a}}{2\sqrt{\sigma}}\right)$$

\begin{equation}
\left(3.37\right)
\end{equation}

Now we can expand the above in powers of $x$, which gives

$$I_{p,q}^{(D)}(\sigma, x, a) = \sum_{n=0}^{\infty} \left(\frac{(2\sigma-3a)(\sigma-a)^{n-1}}{\sigma^{3n+1-p-q} 2q}\right) \times \sum_{r=0}^{\infty} \sum_{k=0}^{q/2} 2(-1)^{q-r} \left(\frac{a}{\sigma}\right)^r \left(\frac{q}{2k}\right) \left(-k\right) \left(\frac{a}{2\sqrt{\sigma}}\right)^{q} T_q\left(\frac{\sqrt{\sigma-a}}{2\sqrt{\sigma}}\right)$$

\begin{equation}
\left(3.38\right)
\end{equation}

Now we can again expand in powers of $a$, after rearranging the sum a little, we get

$$I_{p,q}^{(D)}(\sigma, x, a) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{r=0}^{\infty} \sum_{k=0}^{q/2} \frac{2^{1-q}(-1)^{q+m} \Gamma(n) \left(\frac{q}{2k}\right) \left(-k\right) \Gamma(-m+r+1) \Gamma(-m+n+r+1)}{\sigma^{2n+m+1-p-q} 2q (m-r+1) \Gamma(m-r+1) \Gamma(-m+n+r+1)} a^{m} x^{n}$$

\begin{equation}
\left(3.39\right)
\end{equation}
4 Analyticity domains of scattering amplitudes: axiomatic results

In the previous section, we introduced the structure of Dyson and Feynman block expansions of the scattering amplitude. We will now take up the discussion of convergence properties. These convergence properties play central role in analyzing the analyticity properties of the scattering amplitude $\mathcal{M}$. In particular, we would like to analyze the convergence properties of the Feynman block expansions. First we give a compact review of key results concerning the convergence properties of the usual partial wave expansion of the scattering amplitude. We also provide some discussion on the analyticity domains of the scattering amplitude that have been derived in the framework of axiomatic quantum field theory.

4.1 Convergence of partial wave expansion

We consider the $s-$channel partial wave expansion

$$\mathcal{M}(s_1, s_2) = \Phi(s_1; \alpha) \sum_{\ell \text{ even}} (2\ell + 2\alpha) f_{\ell}(s_1) C^{(\alpha)}_{\ell}(x),$$

(4.1)

$$\mathcal{A}(s_1, s_2) = \Phi(s_1; \alpha) \sum_{\ell \text{ even}} (2\ell + 2\alpha) a_{\ell}(s_1) C^{(\alpha)}_{\ell}(x);$$

(4.2)

with

$$a_{\ell}(s) := \text{Im. } f_{\ell}(s) \left[ f_{\ell}(s_1 + i0^+, s_2) - f_{\ell}(s_1 - i0^+, s_2) \right], \quad x := 1 + \frac{2s_2 + 2\mu/3}{s_1 - 2\mu/3}. \quad (4.3)$$

Here $C^{(\alpha)}_{\ell}$ are the Gegenbauer polynomials with $\alpha = (d - 3)/2$, and $\Phi(s_1; \alpha) = \Psi(\alpha)\sqrt{s_1 + \mu/3}/(s_1 - 2\mu/3)^{\alpha}$, $\Psi(\alpha)$ being a positive number depending only on $\alpha$. While the dispersive representation guarantees analyticity in complex cut $s_1$ plane, we are interested in analyticity in complex $s_2$. Analyticity in a certain domain in complex $s_2$ plane will automatically imply convergence of the partial wave expansion in the corresponding domain of complex $x$ plane. Let us give a brief review of key results that have been proved at various stages in the framework of axiomatic quantum field theory a-la Lehmann, Bros, Epstein, Glaser, Martin etc.

The very structure of partial wave expansion in terms of the Gegenbauer polynomial suggests certain analytic structure of $\mathcal{M}(s_1, s_2)$ in complex $s_2$. An argument due to Neumann [44] shows that a Gegenbauer series, i.e. a series of the form $\sum_n \alpha_n C^{(\alpha)}_n(w)$, converges in some open elliptical disc with the boundary ellipse having foci at $w = \pm 1$. 

$$\mathcal{J}^{(D)}_{n,m,p,q}(\sigma, x, a) = \sum_{r=0}^{m} \sum_{k=0}^{[s/2]} \frac{2^{1-q}(-1)^q \Gamma(n)(\frac{q}{2k})_r \Gamma(-k,-k-r+1; -3)(m+2n-r)}{\sigma^{2n+m+1-p-q} \Gamma(-m+n+r+1)} a^m x^n \quad (3.40)$$
The exact shape of the ellipse, i.e. the major and minor axes, depends upon the magnitude of coefficients \([\alpha_n]\).

Thus one can anticipate, for both the amplitude \(\mathcal{M}\) and the absorptive part \(\mathcal{A}\), elliptic domains of analyticity in complex \(z\)-plane, and, therefore, in complex \(s_2\)-plane for fixed \(s_1\). Starting from the LSZ axiomatics, Lehmann [45] first showed the existence of such elliptical domains for physical \(s_1\). It follows that, for physical \(s_1 \geq 2\mu/3\), the scattering amplitude \(\mathcal{M}(s_1, x)\) is analytic in complex \(x\)-plane inside an ellipse with foci at \(\pm 1\) and semi-major axis

\[
x_s = \left[1 + \frac{4(M^2 - m^2)^2}{s(s - \mu)}\right]^{\frac{1}{2}},
\]

\(M = 2m\) for identical scalar bosons and \(M = 3m\) for pions. This ellipse is called small Lehmann ellipse. Lehmann further showed that the absorptive part \(\mathcal{A}(s_1, x)\) is analytic in a larger open elliptic disc bounded by the so-called large Lehmann ellipse, \(\mathcal{E}_L(s)\). The semi-major axis of this larger ellipse is related to that of the small Lehmann ellipse by

\[
x_l = 2x_s^2 - 1 = 1 + \frac{8(M^2 - m^2)^2}{s(s - \mu)}.
\]

However these analyticity domains can be extended further using unitarity. This was largely achieved by Martin as we will discuss now.

4.2 Martin’s extension of analyticity domain

The key ingredient in Martin’s [46] extension of analyticity domains for \(\mathcal{M}\) and \(\mathcal{A}\) is unitarity. It is to be stressed that so far unitarity has not been used in deriving the Lehmann ellipses. Lehmann only used analytic consequences of micro-causality. Let us first state Martin’s theorem on the extension of domain, and then we will discuss the important consequences of this theorem.

**Theorem 4.1 (Martin’s extension theorem).** Consider an unitary elastic scattering amplitude \(\mathcal{M}(s_1, s_2)\), and the corresponding absorptive part \(\mathcal{A}(s_1, s_2)\), for the process \(A + A \rightarrow A + A\) of massive particle \(A\) with mass \(m > 0\) satisfying analyticity properties:

I. **Dispersive representation:** \(\mathcal{M}(s_1, s_2)\) satisfies fixed \(t\) dispersion relations for \(-s_2^{(0)} < s_2 \leq 0\), where the amplitude is analytic in complex \(s_1\) plane outside of the unitarity cuts;

II. **Lehmann analyticity:** For fixed physical \(s_1\), the amplitude \(\mathcal{M}(s_1, s_2)\) and the absorptive part \(\mathcal{A}(s_1, s_2)\) are analytic in the corresponding Lehmann ellipses;

III. **Bros-Epstein-Lehmann-Glaser (BELG) analyticity:** From the results of Bros, Epstein and Glaser, and Lehmann [47, 48], in the neighbourhood of any point \(s_1', s_2'\), \(-s_2^{(0)} < s_2' \leq 0\), there is analyticity in both \(s\) and \(t\) in

\[
|s - s_0| < \eta(s_0, t_0), \quad |t - t_0| < \eta(s_0, t_0).
\]  

\(A\) priori the size of the neighbourhood can vary with \(s_0, t_0\). 
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Then the amplitude $\mathcal{M}(s, t)$ is analytic (except for possible fixed-$t$ poles) in the topological product domain

$$
D_M := \{(s, t) : s \notin \left[4m^2, \infty \right) \cup (-\infty, -t) \times |t| < R \},
$$

$R$ being independent of $(s, t)$. The absorptive part $\mathcal{A}_s(s, t)$ is also analytic in $|t| < R$ for all $s$.

Unitarity plays key role in proving Martin’s theorem. Unitarity is used in the form of positivity. In particular, due to unitarity one has

$$
a_\ell(s) \geq 0 \quad \forall \ell, s.
$$

Further, using the properties of Legendre polynomial, unitarity results into

$$
\frac{d^n}{dz^n} \mathcal{A}_s(s, z = 1) \geq 0 \quad (4.8)
$$

$$
\frac{d^n}{dz^n} \mathcal{A}_s(s, z) \leq \frac{d^n}{dz^n} \mathcal{A}_s(s, z = 1), \quad z \in [-1, 1].
$$

These positivity properties enable one to prove Martin’s theorem along with the provided analytic structures. It is also worth the mention that one can prove this theorem without assuming the existence of fixed $t$ dispersion relation. See [49] for the detailed argument.

The greatest significance of Martin’s extension theorem is that it shows existence of analyticity domain in $t$ for both $\mathcal{M}$ and $\mathcal{A}_s$ which does not vary with $s$. In particular, as evident from $(4.4)$, $(4.5)$, the Lehmann domains in $t$–plane shrink to zero as $|s| \to \infty$. Martin’s theorem establishes that even when $|s| \to \infty$ there exist finite, non-vanishing domains of analyticity in $t$ for both $\mathcal{M}(s, t)$ and $\mathcal{A}_s(s, t)$. As a consequence of this theorem we can find out an enlarged domain in $t$–plane where the fixed-$t$ dispersion relations hold. For the rest of the discussion we will consider elastic scattering of pions. In this case $R = \mu$. Then we have that $\mathcal{A}_s(s, t)$ is analytic in the open disc $|t| < \mu$. However, $\mathcal{A}_s$ is also expendable in terms of Legendre polynomials with positive coefficients (due to unitarity).

Now a Legendre polynomial expansion with positive coefficients must have a singularity at the extreme right of the largest ellipse of convergence. Hence $\mathcal{A}_s(s, t)$ having no singularities for $0 \leq t < \mu$ must be analytic in an open elliptical disc bounded by an ellipse with foci at $t = 0, \mu - s$ and right extremity at $\mu$. We will call this ellipse the unitarity ellipse, $\mathcal{E}_U(s)$. But, $\mathcal{A}_s(s, t)$ is also analytic in the large Lehmann ellipse $\mathcal{E}_L(s)$ with foci at $t = 0, \mu - s$ and right extremity at $16\mu^2 s^{-1}$. Then the required enlarged domain is given by

$$
\mathcal{D} = \bigcap_{4\mu \leq s \leq 16\mu} (\mathcal{E}_L(s) \cup \mathcal{E}_U(s)).
$$

From the dimensions of the ellipse, it is quite evident that $\mathcal{E}_U(s) \subset \mathcal{E}_L(s)$ for $s < 16\mu$, and $\mathcal{E}_L(s) \subset \mathcal{E}_U(s)$ for $s > 16\mu$. Also $\mathcal{E}_U(16\mu) \subset \mathcal{E}_U(s)$ for $s \geq 16\mu$, and $\mathcal{E}_L(4\mu) \subset \mathcal{E}_L(s)$ for $s \in [\mu, 4\mu]$. Thus finally

$$
\mathcal{D} = \bigcap_{4\mu \leq s \leq 16\mu} \mathcal{E}_L(s).
$$
Figure 2. An ellipse described by the equation \( \frac{(x-h)^2}{A^2} + \frac{(y-k)^2}{B^2} = 1 \) with eccentricity \( e^2 = 1 - \frac{B^2}{A^2} \). The foci \( F_1 \) and \( F_2 \) have the planar coordinates \((h + Ae, k)\) and \((h - Ae, k)\) respectively. Referred to this configuration, the right extremity \( P \) is given coordinized by \((d = A + Ae, k)\).

The domains of \( s^2 \) analyticity can be extended further using elastic unitarity relation

\[
|f_o(s_1)| = a_o(s_1), \quad s_1 \in \left[ \frac{2\mu}{3}, \frac{11\mu}{3} \right].
\]  (4.13)

Using this Martin [50] proved the existence of following analyticity domain in complex \( s^2 \) plane.

The details of Lehmann-Martin ellipses for the various regions and plots can be found in our appendix A.

5 Analyticity domain in complex \( a^2 \)-plane

We will now translate the analyticity domains in terms of the variable \( a \). To derive the analyticity domain in complex \( a^2 \)-plane, we will have to work with the Lehmann-Martin ellipses, and from those, we derive their analogous equation of the curves in complex \( a^2 \)-plane. The analyticity domain for the absorptive part in complex \( s^2 \) for various range of \( s_1 \), the so called Lehmann-Martin ellipse, is given by

\[
E(s_1) = \begin{cases} 
E \left( -\frac{\mu}{3}, \frac{\mu}{3} - s_1 \mid \frac{11\mu}{3^3} + \frac{12\mu^2}{3s_1 - 2\mu} \right), & \frac{2\mu}{3} < s_1 < \frac{1\mu}{3} \\
E \left( -\frac{\mu}{3}, \frac{\mu}{3} - s_1 \mid \frac{8\mu^2}{3s_1 + \mu} - \frac{\mu}{3} \right), & \frac{11\mu}{3} < s_1 < \frac{23\mu}{3} \\
E \left( -\frac{\mu}{3}, \frac{\mu}{3} - s_1 \mid \frac{2\mu}{3} + \frac{12\mu^2}{3s_1 - 11\mu} \right), & s_1 > \frac{23\mu}{3}
\end{cases}
\]  (5.1)

where \( E(f_1, f_2 \mid d) \) stands for an ellipse with foci at \( s_2^+ = f_1, s_2^- = f_2 \) and right extremity at \( s_2^+ = d \). We follow the convention that \( f_1 \) corresponds to the right focus and \( f_2 \) corresponds to the left focus with respect to the center. Then, referred to the above figure, we have for \( E(s_1), F_1 : (f_1, 0), F_2 : (f_2, 0), P : (d, 0), C : \left( \frac{f_1 + f_2}{2}, 0 \right) \). Now from the simple geometric structure of the ellipse, we have

\[
\begin{align*}
Ae + A + f_2 = d \text{ and } f_1 = \frac{f_1 + f_2}{2} + Ae \Rightarrow A &= d - \frac{f_1 + f_2}{2}, \quad e = \frac{-f_1 + f_2}{2d - f_1 - f_2} \quad (5.2)
\end{align*}
\]
which gives the following equation for curve in complex $a$ plane

$$
\left( \frac{\Re(s_2^+)}{d - f_2/2} \right)^2 + \frac{\Im(s_2^+)^2}{(d - f_1)(d - f_2)} = 1
$$

with

$$
\Re(s_2^+) = -\frac{s_1}{2} + \frac{s_1 \cos \left( \frac{1}{2} \arg \left( \frac{s_1 + 3\Re(a) + 3i\Im(a)}{s_1 - \Re(a) - 3i\Im(a)} \right) \right)}{2\sqrt{\frac{3(\Re(a))^2 + (s_1 - \Re(a))^2}{3(\Re(a))^2 + (\Re(a) + s_1)^2}}}, \quad \Im(s_2^+) = \frac{s_1 \sin \left( \frac{1}{2} \arg \left( \frac{s_1 + 3\Re(a) + 3i\Im(a)}{s_1 - \Re(a) - 3i\Im(a)} \right) \right)}{2\sqrt{\frac{3(\Re(a))^2 + (s_1 - \Re(a))^2}{3(\Re(a))^2 + (\Re(a) + s_1)^2}}}
$$

We have the analyticity domain in complex $a$ plane which governed by the above curve. The domain of analyticity is \( \left( \frac{\Re(s_2^+)}{d - f_2/2} \right)^2 + \frac{\Im(s_2^+)^2}{(d - f_1)(d - f_2)} < 1 \), while the outer region \( \left( \frac{\Re(s_2^+)^2}{(d - f_1)(d - f_2)} \right)^2 + \frac{\Im(s_2^+)^2}{(d - f_1)(d - f_2)} > 1 \) is not analytic. The above curve (5.3) has three different choice of $s_1$ listed in (5.1). We will name the curves as follows

$$
C_1(s_1) : \text{ is the curve (5.3) for } 2\frac{\mu}{3} < s_1 < 1\frac{\mu}{3} \\
C_2(s_1) : \text{ is the curve (5.3) for } 1\frac{\mu}{3} < s_1 < 2\frac{3\mu}{3} \\
C_3(s_1) : \text{ is the curve (5.3) for } 2\frac{3\mu}{3} < s_1 < \infty
$$

5.1 Overall domain drawn out of the curve $C_1(s_1)$

For the case $2\frac{\mu}{3} < s_1 < 1\frac{\mu}{3}$, each curve $C_1(s_1)$ looks similar to an ellipse. The area outside of these curves are analytic regions. In the figure 3a the curves are shown for various values of $s_1$.

The shaded regions may not be analytic, while the outside white region is analytic. As we decrease $s_1$ from $1\frac{\mu}{3}$ to $2\frac{\mu}{3}$, we see that effective area of $C_1(s_1)$ decrease. As we evolve the $C_1(s_1)$ from $1\frac{\mu}{3}$ to $2\frac{\mu}{3}$, the maxima traces two curves. These two curves end at $s_1 = 2\frac{\mu}{3}$ in the real axis $\Re(a) = 2\frac{\mu}{3}$. For $\mu = 4$, we find the fit $a \left( x - \frac{8}{3} \right)^b$, with $a = 0.0063, b = 2.65$ for $x > 8/3$ and $s_1$ is close to 8/3. In the figure, these fit curves are presented as two blue line. Then overall region of analyticity will be outside of these two curve formed by movement of the $C_1(s_1)$ from $1\frac{\mu}{3}$ to $2\frac{\mu}{3}$. This is shown in the figure 3a. The white region is analyticity domain of the scattering amplitude in the complex $a$ plane for $2\frac{\mu}{3} < s_1 < 1\frac{\mu}{3}$.

5.2 Overall domain drawn out of the curve $C_2(s_1)$

For the case $1\frac{\mu}{3} < s_1 < 2\frac{3\mu}{3}$, each curve $C_2(s_1)$ are shown in the figure 3b for various values of $s_1$. The area inside of these curves are the analytic regions for the scattering amplitude in the complex $a$ plane. The shaded regions may not be analytic, while the white region is analytic. The overall region of analyticity is formed by the curve $C_2(s_1 = 2\frac{3\mu}{3})$. For the case of $\mu = 4$, the end point in real axis are indicated by red dots in the plot.
(a) The analyticity domain in complex $\alpha$-plane for various $s_1$ in the range $\frac{2\mu}{3} < s_1 < \frac{11\mu}{3}$.

(b) The analyticity domain in complex $\alpha$-plane for various $s_1$ in the range $\frac{11\mu}{3} < s_1 < \frac{23\mu}{3}$.

(c) The analyticity domain in complex $\alpha$-plane for various $s_1$ in the range $\frac{2\mu}{3} < s_1 < \infty$.

(d) The analyticity domain in complex $\alpha$-plane for various $s_1$ in the range $\frac{2\mu}{3} < s_1 < \frac{23\mu}{3}$.

**Figure 3.** The analyticity domain in complex $\alpha$-plane. Shaded region is excluded.
5.3 Overall domain drawn out of the curve $C_3(s_1)$

For the case $\frac{2\mu}{3} < s_1 < \infty$, each curve $C_3(s_1)$ are shown in the figure 3c for various values of $s_1$. The area outside of these curves are analytic regions for scattering amplitude in the complex $\alpha$-plane. The shaded regions may not be analytic, while the white region is analytic. The overall region of analyticity is formed by the curve $C_3(s_1 = \infty)$ and the optimal curve which touch the real axis such that $-\Re[a]$ is minimum (We will provide explicit calculations in a moment). For the case of $\mu = 4$, the end point in real axis are indicated by red dots in the plot.

The equation for the curve $C_3(s_1 = \infty)$. The equation for the curve $C_3(s_1 = \infty)$ can be explicitly worked out. We can expand (5.3) for large $s_1$, which is

$$1 + \frac{4(\Re(a) - 2\mu/3) + \Im(a)^2/\mu}{s_1} + O\left(\frac{1}{s_1^2}\right) = 1$$  \hspace{1cm} (5.6)

For large $s_1$, we have the equation

$$4\left(\Re(a) - \frac{2\mu}{3}\right) + \frac{\Im(a)^2}{\mu} = 0$$  \hspace{1cm} (5.7)

Note that analyticity domain is $4(\Re(a) - 2\mu/3) + \frac{\Im(a)^2}{\mu} < 0$, while $4(\Re(a) - 2\mu/3) + \frac{\Im(a)^2}{\mu} > 0$ is excluded.

The optimal curve $C_3(s_1)$ which touches the real axis such that $-\Re(a)$ is minimum. Now we want to find the optimal curve which touch the real axis such that $-\Re[a]$ is minimum. Note that for real $a$, we have $\Im[s_2] = \frac{1}{2} s_1 \sqrt{-\frac{3a - s_1}{s_1 - a}}$. Note that equation (5.3) implies that analyticity domain is determined $\Im[s_2] < B$. The optimal value of $s_1$ determined by $\Im[s_2] = B$, which minimum the value of $-a$ on the real axis, explicitly

$$\frac{1}{2} s_1 \sqrt{-\frac{3a - s_1}{s_1 - a}} = \sqrt{\left(\mu + \frac{48\mu}{3s_1 - 11\mu}\right) \left(\frac{\mu}{3} + \frac{48\mu}{3s_1 - 11\mu} + s_1\right)}$$  \hspace{1cm} (5.8)

We will work with $\mu = 4$. The equation gives

$$a = \frac{-27s_1^5 + 360s_1^4 - 624s_1^3 - 11520s_1^2 - 25600s_1}{81s_1^4 - 2808s_1^3 + 22608s_1^2 - 11520s_1 - 25600}$$  \hspace{1cm} (5.9)

Now we can minimize $-a$ from the above equation with respect to $s_1$. The value of $s_1 = 45.1501$ minimizes $-a$ and the value determined is $a = -29.523$. This value is indicated in figures 3c and 3d.

5.4 Overall domain drawn out of the curves $C_1(s_1)$, $C_2(s_1)$, $C_3(s_1)$

We can combine all three regions, the overall domain of analyticity is shown in the figure 3d. The overall domain is controlled by the three curves. These are

1. $4\left(\Re(a) - \frac{2\mu}{3}\right) + \frac{\Im(a)^2}{\mu} = 0$. This is the curve $C_3(s_1 = \infty)$.
2. Two curves traced by evolution of the maxima of $C_1(s_1)$ by varying $s_1$ from $\frac{11\mu}{3}$ to $\frac{2\mu}{3}$. For $\mu = 4$, we find the fit $\pm a \left( x - \frac{8}{3} \right)^b$, with $a = 0.0063, b = 2.65$ for $x > \frac{8}{3}$ and $s_1$ is close to $\frac{8}{3}$.

3. The optimal $C_3(s_1)$ curve which touches the real axis such that $-\Re(a)$ is minimum. For $\mu = 4$, we find $s_1 = 45.1501$ with $-\Re(a)_{\text{min}} = 29.523$

In our notation\(^2\) the analyticity domain for real $a$, we have $-29.523 < a < 8/3$ for $\mu = 4$, which is consistent with [36].

6 Analyticity domain for Dyson block and Feynman block

Now we would like to investigate the analyticity domains for Dyson and Feynman block expansions for the scattering amplitude. Recall that the Dyson block expansion is obtained by inserting the usual partial wave expansion into CSDR. The Lehmann-Martin ellipses are domains of analyticity for the absorptive part. When translated in terms of the variable $a$, while keeping $s_1$ unchanged, [36] established that for the real segment of $a$ contained in the intersections of the Lehmann-Martin ellipses, $a \in (-29.523, 8/3)$, analytic structure of the CSDR kernel established that amplitude itself was analytic as well, thereby establishing the convergence of the Dyson block expansion in the same domain. The non-trivial part behind this conclusion is that it takes into account the full crossing symmetry in all the three channels simultaneously which was not used in the original derivation [3] of the Lehmann-Martin elliptical domains.

Due to some technical subtlety, [36] did not extend the analysis to complex domains in $a$. We explore the problem of analyzing and deriving the analyticity in complex $a$-domain, and numerically we illustrate our domain of validity for some particular amplitudes. Along with this, we take up a similar exploration for Feynman block expansion. Further, we make a comparison of the convergence properties of the Feynman block expansion with that of the Dyson block expansion. While both of these expansion blocks are manifestly crossing-symmetric, the Feynman blocks are manifestly local, and therefore the point of emphasis of our comparison is the possible consequence of the locality on the convergence properties.

6.1 Expectation for the analyticity domains

We see that the CSDR contains an integral over the entire physical domain of $s_1$, $2\mu/3 \leq s_1 < \infty$. Thus we need to have a common domain of analyticity for the absorptive part for the entire physical range of $s_1$ to begin with. This domain will be the common intersection of the Lehmann-Martin ellipses (5.1). We have analyzed this intersection in the previous section. To recapitulate, this overall domain will be controlled by the two curves. These are

1. $4 \left( \Re(a) - \frac{2\mu}{3} \right) + \frac{\Im(a)^2}{\mu} = 0$. This is the curve $C_3(s_1 = \infty)$.

2. The optimal $C_3(s_1)$ curve which touch the real axis such that $-\Re(a)$ is minimum. For $\mu = 4$ we find $s_1 = 45.1501$ with $-\Re(a)_{\text{min}} = 29.523$.

\(^2\)Note that $a_{\text{their}} - \frac{a}{2} = a_{\text{our}}$. 
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While this domain guarantees analyticity of the absorptive part over the entire range of $s_1$ integration, the same for the rest of the CSDR integral is not obvious at all! While this has been established for the real range of $a$ belonging to this common domain in [36], we find that similar argument holds for the above domain in complex $a$ plane, and numerical investigations support our findings. First we look for whether the Dyson block expansion, i.e. the entire integral converges, in this domain for a few specific non-trivial amplitudes. Then we carry out the same exercise for the Feynman block expansion. We would like to emphasize that in both of these investigations, we are looking for actual convergence domains for the corresponding block expansions which may or may not be the common domain obtained from the Lehmann-Martin ellipses as mentioned above.

6.2 Why analyticity in complex $a$ domains is important for CSDR?

Let us discuss one important consequence of complex $a$ values for the CSDR. In the derivation of the CSDR in [36, 37], only real values of $a$ were considered. For real values of $a$ the physical cuts map to the unit circles or arc of unit circles in the complex $z$-plane. The authors divided the real range of $a$ into three cases. For case-I the range is $-2\mu/9 < a < 0$, for case-II, the range is $0 < a < 2\mu/3$ and for case-III, the range is $a < -2\mu/9$. The cases-I,II show gap in the unit circles or arcs of the unit circles in the complex $z$-plane that represents the physical cuts. Therefore one can easily analytically continue from inside the unit-circle to outside the circle. This analytic continuation is crucial for writing down the dispersion relation. For detailed discussion about the cases I,II and derivation of the dispersion relation, we refer the reader to the appendix of [37]. But naive analytic continuation from inside the unit-circle to outside the circle is not possible for case-III. This is because the arcs join up for real values of $a$. For example see figure 4a. This kind of analytic continuation can be done after we consider complex values of $a$. See for example figure 4b. Slight complex shift in $a$ opens up the unit circle. Therefore the reason the dispersion works for case-III is clear now. It picks up a complex path in the complex $a$-plane to make analytic continuation from inside the unit-circle to outside the circle.

6.3 Numerical illustrations

Now that the basic ground for our numerical analysis has been laid out, we demonstrate our findings of contact terms, analyticity domain of Feynman and Dyson block for tree level type-II superstring amplitude and Pion S-matrices.

**Type II superstring tree amplitude.** We consider the four dilaton type II superstring tree amplitude (see for example [22]) for our illustrations. We will subtract out the massless pole $\frac{1}{s_1s_2s_3}$.

$$\mathcal{M}(s_1, s_2) = -\frac{\Gamma(-s_1)\Gamma(-s_2)\Gamma(s_1+s_2)}{\Gamma(s_1+1)\Gamma(-s_1-s_2+1)\Gamma(s_2+1)} + \frac{1}{s_1s_2(s_1+s_2)} \quad (6.1)$$

Above amplitude is massless external but has a gap $\delta_0 = 1$. For such cases we presume that equation for Lehmann-Martin ellipse is give by $E \left(0, \delta_0 - s_1 \left| \delta_0 + \frac{4\delta_0^2}{s_1-4\delta_0} \right. \right)$, where $E(f_1, f_2 \mid d)$ stands for an ellipse with foci at $s_2^+ = f_1, s_2^+ = f_2$. See figure 5b. The
absorptive part is given by $A(s_1; s_2) = \sum_{k=1}^{\infty} \frac{(-1)^{k+1} \Gamma(-s_2) \Gamma(k+s_2)}{\Gamma(k+1) \Gamma(-k-s_2+1)} \pi \delta(s_1 - k)$. We shall work in four space-time dimensions, i.e., $\alpha = 1/2$. The partial wave coefficients are given by

$$
\Phi(\sigma; 1/2) a_\ell(\sigma) = \sum_{k=1}^{\infty} \pi \delta(\sigma - k) \frac{1}{2} \int_{-1}^{1} dx \frac{(-1)^{k+1} \Gamma\left(-\frac{1}{2}k(x-1)\right) \Gamma\left(\frac{1}{2}k(x+1)\right)}{(k!)^2 \Gamma\left(\frac{1}{2}k(x-1)+1\right) \Gamma\left(1-\frac{1}{2}k(x+1)\right)} C^{(1/2)}_\ell(x)
$$

We do $\sigma$ integral by picking up $\sigma = k$ from the $\delta$-function. We can put this in the Dyson and Feynman block expansion. Numerical illustrations is shown in the figure 5.

We can fix $a$ then compare the exact amplitude and the Dyson and Feynman block expansion as a function of $s_1$. For numerical purpose, we truncate the $k, \ell$ sum upto $k_{\text{max}} = 30, L_{\text{max}} = 30$. See figure 5a for fix $a = \frac{11}{10} + \frac{9}{10} i$. One can easily see that Feynman block is of better convergent.

We define the error function $err = \frac{M_{\text{exact}} - M_{D/F}}{M_{\text{exact}}}$, where $M_{D/F}$ stands for Dyson or Feynman block expansion of the amplitude. We fix the $err$ to be 10% or simply $err = 0.1$ and observe the convergence in the complex $a$-plane. For 10% accuracy as we increase the spin we see that region of convergence grows with the spins. See figure 5c for Dyson block expansion and figure 5d for Feynman block expansion. Again we can see that the Dyson block expansion is convergent and almost contained within the Lehmann-Martin ellipse. If one increases spins, it goes beyond the ellipse. In contrary the Feynman block covers almost the whole complex plane.

**Pion S-matrices.** We present numerical illustrations of the Dyson and Feynman block expansion of amplitude using pion amplitude (for $s_0 = 0.36, s_2 = 2.08$ in the upper river boundary) in [51, 52] in figure 6. We consider $s_1 = 111/10$. Values of the $a$ indicated in
(a) For fixed $a = \frac{11}{77} + \frac{24}{77}i$, we compare the exact amplitude and the Dyson and Feynman block expansion as a function of $s_1$ with $k_{\text{max}} = 30, L_{\text{max}} = 30$. Blue curve is exact, green is Dyson and red dashed is Feynman block expansion.

(b) The analyticity domain in complex $a$-plane for various $s_1$ in the range $\delta_0 < s_1 < \infty$. We consider $s_1 = 23/3$ for various examples is shown in red contour. Other two curves dictate the boundary of the overall domain.

(c) Dyson block expansion of amplitude with $k_{\text{max}} = 40$. We consider $s_1 = 23/3$, shown in blue contour and black lines are boundary of the overall domain.

(d) Feynman block expansion of amplitude with $k_{\text{max}} = 40$. We consider $s_1 = 23/3$, shown in blue contour and black lines are boundary of the overall domain.

Figure 5. Numerical illustrations using string amplitude.
Figure 6. Numerical illustrations using pion amplitude in [51, 52]. Dyson block and Feynman block expansion of amplitude. We consider $s_1 = 111/10$.

6.4 Observations: reading between the lines

From our numerical investigations, we find that the convergence domain in the complex $a$-plane for Dyson block expansion exactly coincides with the analogues of the Lehmann-Martin ellipses. Further, the analysis of four dilaton amplitude in type-II superstring theory gives us that the Feynman block expansion has a bigger convergence domain than that of the Dyson block expansion. Since Feynman block emerges after imposing the locality constraints, \textit{a priori} it’s not clear why this should be the case. A complete proof will require a systematic understanding of various locality constraints as well as the newly derived contact terms, (3.19), towards the convergence properties. In a way the numerical investigations that we took up prepare the ground for the more consuming task of providing robust analytic support to these various results!

7 Summary and future directions

In this paper, we discuss locality and analyticity domain of crossing symmetric dispersion relation. The main results of the paper are the following:

- Imposing locality constraints on the crossing symmetric dispersion relation (2.4) give us a fully crossing symmetric and local expansion of scattering amplitudes. Crossing symmetric dispersion relation has non-local terms, which should be vanished. These non-local terms can be removed systematically. After we remove these terms, we get Feynman block expansion. \textit{We have written down the general formula of such Feynman block expansion (3.6) deriving the completely general form of the contact terms (3.19).}
• We investigate the analyticity domain of the crossing symmetric dispersion relation (2.4) in complex $a$ plane analogous to Lehmann-Martin ellipses. See figures 3a, 3b, 3c, 3d. We further investigate the analyticity domain for the Feynman block expansion, 3d.

• We have supported our findings by comparing them against known theories. We have shown that pion S-matrices found in [51, 52] show good agreement with the Feynman block expansion (see figure 6).

Below we tabulate some of the immediate future goals.

• More on Feynman blocks: we have only uncovered tip of an iceberg on Feynman block expansions. On the technical front, we need to systematically analyze the convergence properties of the Feynman block expansion analytically, and possibly give an analytic derivation of the numerical observations obtained in this work. On a more conceptual ground, the evidence of the Feynman block expansion having larger convergence domains ignites the possibility of its connection with Mandelstam analyticity! In particular, it will be worthwhile to understand the precise role of the locality upon the analyticity properties of the scattering amplitude. Further, since we have now explicit analytic expressions for the Feynman blocks (contact terms), it is possible to explore multiple avenues. For example, it will be interesting to further explore connection with the geometric function theoretic insights recently uncovered in [66].

• CFT applications: the analysis that we partook in this work can be employed to Mellin amplitudes in conformal field theory quite straightforwardly. In particular, we present the derivation of the general formula for the contact terms for CFT Mellin amplitudes in near future. Using the general formula of the contact term, in principle one can find the $\epsilon^3$ anomalous dimension for $\Delta_{\phi^2}$ operator using Polyakov-Mellin Bootstrap or similar higher order corrections untreated in [41–43, 53–56] due to lack of contact terms. Further it would be interesting to find out the rigorous analyticity domain for Witten block expansion of the CFT Mellin amplitudes. Another exciting application will be to explore our discussion in the context of the CFT correlators of charged fields discussed in [57] and the functionals therein also to [58, 59]. It will be fascinating to co-relate our Feynman block expansion or Witten block expansion with swampland conditions considered recently in as well as the correlator bounds in [61, 62]. It will be very interesting to relate positivity of Feynman block or Witten block analysis to the positive geometries discussed in [63–65].

• Numerical S-matrix bootstrap: another crucial application will be to set up the S-matrix bootstrap using the Feynman block as done for S-matrix bootstrap for pion amplitudes discussed [51, 52, 67] and for the dual S-matrix bootstrap [68–71]. Since Feynman block is local and fully crossing symmetric it will be more powerful.

• Spinning amplitudes: on a more technical front, it will be intriguing to explore our discussion in the context of spinning particles [72–74] as well as [75–79]. It will be worth to explore recent ideas [80–84] in the context of Feynman block expansion.
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A Lehmann-Martin ellipses

The analyticity domain in complex $s_2$ for various range of $s_1$ is given by (5.1), which are Lehmann-Martin ellipses. The equation in the complex $s_2$ plane is given by

\[
\frac{(\Re(s_2) - f_2/2)^2}{(d - f_1 + f_2)^2} + \frac{\Im(s_2)^2}{(d - f_1)(d - f_2)} = 1
\] 

(A.1)

We have the analyticity domain in complex $s_2$ plane which governed by the above equation of ellipse. The domain analyticity domain is \((\Re(s_2) - f_2/2)^2/(d - f_1 + f_2)^2 + \Im(s_2)^2/(d - f_1)(d - f_2) < 1\), while the region outside \((\Re(s_2) - f_2/2)^2/(d - f_1 + f_2)^2 + \Im(s_2)^2/(d - f_1)(d - f_2) > 1\) is may not be analytic.

The above equation (A.1) has three different choice of $s_1$ listed in (5.1). We will name the curves as follows

- **$LM_1(s_1)$**: is the ellipse (A.1) for \(2\leq s_1 < \frac{11\mu}{3}\)
- **$LM_2(s_1)$**: is the ellipse (A.1) for \(\frac{11\mu}{3} < s_1 < \frac{23\mu}{3}\) 
- **$LM_3(s_1)$**: is the ellipse (A.1) for \(\frac{23\mu}{3} < s_1 < \infty\)

**Region 1.** Ellipses for various values of $s_1$ for $LM_1(s_1)$ is shown 7a. The dominant ellipses are: the ellipse corresponds to $s_1 = \frac{11\mu}{3}$ which touches the real axis at $s_2 = 5\mu$ indicated in the figure and the ellipse that minimises the intersection of the ellipse in the negative real axis, which can be found following way. Note that negative axis it touches when $\Im(s_2) = 0$, which gives

\[
\Re(s_2) = \frac{-14\mu^2 - 27\mu s_1 - 9s_1^2}{3(3s_1 - 2\mu)}
\] 

(A.3)

The value of $s_1 = 8\mu/3$ minimizes the negative real axis intercept, which is $\Re(s_2) = -\frac{25\mu}{3}$, indicated in the figure 7a.

**Region 2.** Ellipses for various values of $s_1$ for $LM_2(s_1)$ is shown 7b. The dominant ellipses are: the ellipse corresponds to $s_1 = \frac{23\mu}{3}$ which touches the real axis at $s_2 = 5\mu/3$ indicated in the figure and the ellipse that minimises the intersect in negative axis which can be found following way. Note that negative axis it touches when $\Im(s_2) = 0$, which gives

\[
\Re(s_2) = \frac{143\mu^2 - 3\mu s_1}{3(\mu + 3s_1)}
\] 

(A.4)

The value of $s_1 = \frac{11\mu}{3}$ minimizes the negative axis intercept, which is $\Re(s_2) = -\frac{22\mu}{3}$, indicated in the figure 7b.
(a) The analyticity domain in complex $s_2$-plane for various $s_1$ in the range $2\mu/3 < s_1 < 11\mu/3$.

(b) The analyticity domain in complex $s_2$-plane for various $s_1$ in the range $11\mu/3 < s_1 < 23\mu/3$.

(c) The analyticity domain in complex $s_2$-plane for various $s_1$ in the range $23\mu/3 < s_1 < \infty$.

(d) The analyticity domain in complex $s_2$-plane for various $s_1$ in the range $2\mu/3 < s_1 < \infty$.

Figure 7. Lehmann-Martin ellipses. Shaded region is excluded.

Region 3. Ellipses for various values of $s_1$ for $LM_3(s_1)$ is shown 7c. The dominant ellipses are: the ellipse corresponds to $s_1 \to \infty$ which touches the real axis at $s_2 = 2\mu/3$ indicated in the figure and the ellipse that minimises the intersect in negative axis which
can be found following way. Note that negative axis it touches when \( \Im(s_2) = 0 \), which gives
\[
\Re(s_2) = \frac{-14\mu^2 + 27\mu s_1 - 9s_1^2}{3(3s_1 - 11\mu)} \quad \text{(A.5)}
\]
The value of \( s_1 = \frac{17\mu}{3} \) minimizes the negative axis intercept, which is \( \Re(s_2) = -\frac{25\mu}{3} \), indicated in the figure 7c.

**Overall region.** The overall domain traced out by all three \( LM_1(s_1), LM_2(s_1), LM_3(s_1) \) is shown 7d:

- The value of \( s_1 = \frac{11\mu}{6} \) minimizes the negative axis intercept, which is \( \Re(s_2) = -\frac{22\mu}{3} \) for the ellipse \( LM_2(s_1) \). The exact equation is given by
\[
\frac{4\left(\frac{11\mu}{6} + \Re(s_2)\right)^2}{121\mu^2} + \frac{\Im(s_2)^2}{28\mu^2} = 1 \quad \text{(A.6)}
\]
- The ellipse corresponds to \( s_1 \to \infty \) which touches the real axis at \( s_2 = 2\mu/3 \) or \( LM_3(s_1 = \infty) \).
\[
4\left(\Re(s_2) - \frac{2\mu}{3}\right) + \frac{\Im(s_2)^2}{\mu} = 0 \quad \text{(A.7)}
\]
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