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This paper mainly focuses on the output practical tracking controller design for a class of complex stochastic nonlinear systems with unknown control coefficients. In the existing research results, most of the complex systems are controlled in a certain direction, which leads to the disconnection between theoretical results and practical applications. The authors introduce unknown control coefficients, and the values of the upper and lower bounds of the control coefficients are generalized by constants to allow arbitrary values to be arbitrarily large or arbitrarily small. In the control design program, the design problem of the controller is transformed into a parameter construction problem by introducing appropriate coordinate transformation. Moreover, we construct an output feedback practical tracking controller based on the dynamic and static phase combined by Itô stochastic differential theory and selection of appropriate design parameters, ensuring that the system tracking error can be made arbitrarily small after some large enough time. Finally, a simulation example is provided to illustrate the efficiency of the theoretical results.

1. Introduction

In the field of control theory, there are two important research directions, one is the analysis of the stability of the complex system and the other is the tracking problem of the target signal. Stability analysis is the most basic dynamic performance of a complex system, and it is also the basis for subsequent integration and analysis of the system. In actual production engineering, the complex systems, whether they are engineering systems or socioeconomic systems should be studied, mostly exhibit nonlinear characteristics. If we need to reflect the control strategy and control performance of the real system, we must consider the nonlinear characteristics of the system, which is the essential factor that affects the system control strategy and control performance. Therefore, control analysis and synthesis for nonlinear systems is an important part of the discipline of control theory and has produced quite a lot of results in recent years [1–3].

In [4], it is proposed that for the output feedback design process of nonlinear systems, whether it is stability design or tracking control design, it is necessary to restrict the growth conditions of the unmeasurable state variables in the nonlinear term. Otherwise, there is no discussion of control issues. The nonlinear growth condition is a hypothetical limitation on the nonlinear term, which is within a certain constraint. For example, there is a constant $C$ that makes the nonlinear term $f(x)$ satisfy as follows:

$$|f(x)| \leq C(|x_1| + |x_2| + \cdots + |x_n|),$$

where $x = (x_1, x_2, \ldots, x_n)^T$ are the states. Equation (1) is a typical linear growth condition. When the state variable is finitely changed, the state variable has a finite increase as a nonlinear function of the independent variable and the rate of growth satisfies certain constraints. As the most basic linear growth condition, this growth condition has been used by quite a lot of research results as the basic assumption.
for the controller design [5, 6]. For later researchers, there is a very challenging task for nonlinear term constraints, which further weaken the constraints on nonlinear terms. The latest research hotspots focus on how to design controllers in cases where nonlinear terms satisfy the power-growth condition. In the early stage, for a nonlinear system that satisfies certain growth conditions, the state variables of the system itself are mostly measurable or partially measurable. However, in the actual system, the “black box” situation of the system is ubiquitous. In the case that the input and output are measurable and the state variables are unmeasurable, the design of the system has a very practical value. In [5, 6], the state feedback and output feedback control problems of nonlinear systems with unmeasurable states are studied, and the constraints of nonlinear terms are gradually relaxed.

In [7], Deng and Krstic give the design results of an output feedback controller for a class of complex stochastic nonlinear systems in which the states of the nonlinear system are measurable. Based on [7], later researchers have done a lot of research in the direction of weakening growth conditions. In [8–10], it is assumed that the nonlinear term satisfies the power-growth condition. Under this condition, the output feedback stabilization problem is studied for the complex stochastic nonlinear system, or the output tracking problem is studied. However, the above results impose many restrictions on the power term, for example, a power term must satisfy an odd condition or a nonlinear term does not depend on all system states. Krstic and Long and Zhao [11, 12] weakened the constraints of nonlinear terms into polynomial function growth conditions:

\[ f(x) \leq (1 + |x_1|^p)(\eta_1|x_1| + \cdots + |x_i|) + \eta_2, \]  

(2)

where \( x_1 \) is the output which is the only measured state. Krstic [11] studied the output feedback tracking problem of the known constant \( \eta_1 > 0 \) and \( \eta_2 > 0 \). In [12], the adaptive output feedback tracking problem for uncertain nonlinear systems is further studied. An adaptive output feedback tracking controller with an unknown growth rate is constructed by using the power integration method and the inverse push method. In the current research results, only the output feedback problem of nonlinear systems is studied. However, the deepening of the system to stochastic nonlinear systems, even stochastic nonlinear systems affected by time delays, has not been studied for the output feedback control problems of such stochastic nonlinear time-delay systems, especially how to further relax the nonlinearity. There are still many places to explore in this respect, and this paper will focus on doing some work.

Output tracking control is an important topic in control theory. It has received extensive attention in the recent decades [13–15]. Under some strong conditions imposed on the system and the tracked signal, the asymptotic stabilization implies the asymptotic tracking problem. However, for some practical systems, it is inevitable that some serious uncertainties such as unknown control directions and less reference signal information will be encountered, making it difficult or even impossible to achieve asymptotic tracking [16–19]. In this case, the practical tracking is proposed. Unlike the asymptotic tracking, the practical tracking only requires the tracking error to be driven to the arbitrarily set small neighborhood of the origin instead of converge to zero, so practical tracking is easier to implement and it is enough for practical applications [17]. As we all know, in the existing research results, the control direction is known for the tracking control problem of nonlinear systems [18]. In [19], in the case where the reference signal and its derivative requirements are known and bounded, the author proposes some representative control schemes for the output feedback asymptotic tracking. When the reference signal information is insufficient [20, 21], respectively, study the practical tracking problem of the nonlinear system. Zhang et al [22] studied a class of nonlinear systems with output coefficients of unknown coefficients. Zhang et al [23] considered a class of generalized strict feedback uncertain systems. However, in the practical system, the situation in the unknown control direction is ubiquitous, such as attitude control of the spacecraft, military radar tracking control, precision guidance control, and industrial robot control [24–28]. In theoretical research, the unknown control direction can be defined by the upper and lower bounds. Under the different conditions of the reference signal and the control coefficient, Liang et al [26] considered the practical tracking problem of high-order nonlinear systems. It should be pointed out that the direction of the unknown control coefficients in [26] has a known control direction.

Most research results are only limited to the nonlinear systems. Naturally, one may ask an interesting and challenging problem: If we consider the tracking control problem for stochastic nonlinear system, how to design a controller? As is well known, the stochastic factor is a main resource that contributes significantly to system complexity. In some practical fields, such as aerospace, biological, economic systems, and health community, the output tracking problem for these stochastic nonlinear systems has a wide range of practical applications.

Based on the theory of stochastic nonlinear systems, this paper mainly studies the output feedback tracking control problem of a class of stochastic nonlinear systems with unknown coefficients. Here, we assume that the nonlinear term satisfies the growth condition of the output polynomial function and constructs the output based on the combination of dynamic and static. The feedback tracking controller ensures that the system tracking error converges to a small neighborhood of zero. It is important to note that the system has an unknown direction of control. Due to the existence of linear uncontrollable modalities in this nonlinear system, the practical output tracking of nonlinear systems with unknown control directions is still unsolved and has practical industrial application significance.

The main innovative contributions of this paper are as follows:

1. In the previous research results, most of the systems studied are for the system determined by the control coefficient. Even for uncertain systems, the control function has the control direction and control coefficient [29]. Guo [29] focused on the output
feedback practical tracking problem for a class of stochastic nonlinear systems in which the coefficient in front of the control action $u$ is 1. Such system’s design greatly limits the scope of design and application of the system controller, especially in the actual system. Because in many practical systems, such as aerospace systems, terrestrial satellite navigation systems, industrial processes, and other complex systems, the control role mostly contains uncertain factors. The uncertainty here does not only refer to the uncertainty of the system itself, but to the uncertainty of the system control. Therefore, it is necessary to study the uncertainty of the control effect. Based on this consideration, we consider the output feedback practical tracking problem for a class of stochastic nonlinear systems with unknown control directions. The system studied in this paper introduces unknown control coefficients, and the values of the upper and lower bounds of the control coefficients are generalized by constants to allow arbitrary values to be arbitrarily large or arbitrarily small. By introducing a new high-gain adjustment law, the design method of the global adaptive actual tracking control for such uncertain nonlinear systems is given.

(2) In the control design program of this paper, the design problem of the controller is transformed into a parameter construction problem by introducing appropriate coordinate transformation. We do not use an iterative-based prepush and saturation control design method because the controller gain obtained by the iterative design method may become too small during multiple iterations, and the resulting controller is theoretically effective, but it is difficult to achieve in engineering practice and when the system’s dimension is relatively high, multiple iterations will greatly increase the design difficulty and complexity. The controller designed in this paper is simple in form and moderate in dynamic/static gain, so it is easier to apply to engineering practice.

(3) All the mentioned references are only limited to the nonlinear systems [30, 31]. As is well known, the stochastic factor is a main resource that contributes significantly to system complexity. Based on the research of the output tracking control problem for nonlinear systems, the concept of introducing random factors is proposed to study the output tracking actual tracking control problem of a class of stochastic nonlinear systems and the original harsh growth conditions are removed. It satisfies the more general polynomial function growth condition. Under this condition, the static and dynamic output feedback actual tracking controller design scheme is proposed to make the output tracking error converge into the small neighborhood of zero.

This paper is organized as follows: Section 2 gives the description of the stochastic nonlinear system and control objectives. Section 3 gives the design process and results of the output feedback practical tracking controller, which mainly includes state observer design and boundedness analysis of system states and observer gain. Section 4 gives a simulation example to verify the effectiveness of the output feedback tracking controller. Section 5 summarizes this paper and prospects for future work.

### 2. Problem Description

This paper considers the output feedback practical tracking problem for a class of stochastic nonlinear systems with unknown control directions as follows:

\[
\begin{align*}
\dot{x}_1 &= g_1(t, x)x_{i+1}dt + f_1(t, x, u)d\omega, \quad (i = 1, \ldots, n - 1), \\
\dot{y} &= x_1 - y_r(t),
\end{align*}
\]

where $x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n$, $u \in \mathbb{R}$, $y \in \mathbb{R}$ are the states, input, and output of the system; $y_r$ is a given unmeasurable output trajectory; here, we introduce a stochastic process for the system: $\omega$ is an $m$-dimensional standard Wiener process defined on the complete probability space $(\Omega, \Gamma, P)$ with $\Omega$ being a sample space, $\Gamma$ being a filtration, and $P$ being a probability measure; $g_i(t, x), (i = 1, \ldots, n)$ is the control coefficient and is bounded; furthermore, the control coefficient is unknown and the first variable is continuous and the second variable is locally Lipschitz; nonlinear term $f_i : \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^m \rightarrow \mathbb{R}^n, i = 1, \ldots, n$ is continuous for $t$ and locally Lipschitz in $(u, x)$.

The main goal of this paper is to design an output controller so that the stochastic nonlinear system (3) tracking error can be made arbitrarily small after some large enough time. In order to achieve the control objectives, the system and reference signals are required to satisfy the following assumptions.

**Assumption 1.** There exists a positive integer $p$ and a known positive constant $c_0$ such that the following inequality holds:

\[
\left| f_i(t, x, u) \right| \leq c_0 \left( 1 + |x_1|^p \right) \left( |x_2| + \cdots + |x_i| \right) + c_p,
\]

where $i = 1, \ldots, n$.

Based on this assumption, system (3) is dominated by an output polynomial function growth rate system.

**Assumption 2.** The symbol of $g_i(t, x), (i = 1, \ldots, n)$ is defined as the control direction of system (3), and control direction in this system is unknown. $g_i(t, x)$ takes the value on the unknown interval $[\xi_i, \zeta_i]$ in which $\xi_i$ and $\zeta_i$ are the upper and lower bounds of the determined constant interval.
Assumption 3. The reference output trajectory $y_r$ of system (3) is continuously differentiable and satisfies the following inequality:

$$\max(\|y_r\|, |y_r|) \leq c_1,$$  

(5)

where $c_1$ is known as the positive constant.

According to the characteristics and constraints of the above system, it leads to the objective of this paper: for any constant $\delta > 0$, all the states of the stochastic nonlinear system (3) are well defined and bounded. In addition, there exists a finite time $T > 0$ such that for any $t > T$, we get

$$|y(t)| = |x_1(t) - y_r(t)| \leq \delta.$$  

(6)

Remark 1. System (3) studied in this paper is a stochastic nonlinear system after introducing stochastic factors. System (3) is observable according to assumption 1 which is dependent on the unmeasurable state, and according to assumption 3, it can be seen that for the reference trajectory, only the upper bound value and the upper bound value of the derivative are given, which means that it is not necessary to give a specific description function of the reference trajectory or give more information. Due to the insufficiency of the system and tracking signal information and the system instability caused by the introduction of stochastic factors, the general tracking control method, such as the asymptotic tracking control method, can no longer solve the problems in this section. For the above-challenging problems, we use the static and dynamic gain control design method to study the problem and introduce the appropriate coordinate transformation to transform the design problem of the controller into a parameter construction problem.

3. Adaptive Practical Tracking Control Design

According to the description of the stochastic nonlinear system with unknown control coefficients (1) and Assumptions 1–3, we get

$$|f_i(t, x, u)| \leq c(1 + |y|^p)(|x_1| + \cdots + |x_l|) + c,$$  

(7)

where $c = c_0 \max(1 + 2^{p-1}c_1, 2^{p-1})$ is a known constant.

For the sake of convenience of calculation and formula derivation, the following simple state transformation is introduced, and then it can obtain updated stochastic nonlinear system:

$$\begin{align*}
dz_i &= g_i(t, z)z_{i+1} dt + F_i(t, u, z)dw, \\
dz_n &= g_n(t, z)u dt + F_n(t, u, z)dw, \\
y &= z_1.
\end{align*}$$  

(8)

Based on the simplicity of formula derivation, especially introducing state transitions:

$$\begin{align*}
z_1 &= x_1 - y_r, \\
z_i &= x_i, \quad i = 2, \ldots, n,
\end{align*}$$  

(9)

definition $F_i(t, u, z)$ is as follows:

$$F_i(t, u, z) = g_if_i(t, u, z_1 + y_r, z_2, \ldots, z_n).$$  

(10)

States observer of system (3) is established as

$$\begin{align*}
\ddot{z}_i &= \dot{z}_i + \dot{K}l_i(x_1 - \dot{z}_1), \\
\ddot{z}_n &= \dot{u} + \dot{K}l_n(x_1 - \dot{z}_1),
\end{align*}$$  

(11)

where $l_i > 0 (i = 1, \ldots, n)$ is the coefficient of the Hurwitz polynomial with $s^n + l_1s^{n-1} + \cdots + l_{n-1}s + l_n$. $K = RT(t)$ is a high-order gain term which consists of a constant $R$ and a variable $T(t)$ as follows:

$$\dot{T} = -\alpha_1T^2 + \alpha_2(1 + |y|^2)|^2T, \quad T(0) = 1.$$  

(12)

Define the system error states as $e_i = z_i - \dot{z}_i (i = 1, \ldots, n)$, and then by (7)–(10), the error system can be obtained as follows:

$$\begin{align*}
d\dot{e}_i &= \|\xi\| \cdot \|\xi\|_{\infty} dt - \dot{K}l_i e_i dt + F_i(t, u, z)dw, \\
d\dot{e}_n &= \|\xi\| \cdot \|\xi\|_{\infty} e_i dt + F_n(t, u, z)dw.
\end{align*}$$  

(13)

Remark 2. The uncertain control coefficient is a major theoretical problem that plagues the industry. Based on the past research results [25], this paper designs a control coefficient with certainty $g$. In [25], the output feedback tracking control of such uncertain nonlinear systems is studied. The author introduces coordinate transformation, obtains a continuous adaptive controller by means of the Nussbaum gain method and increased power integration method, and finally guarantees the system tracking error. After a finite time, it converges to the small neighborhood of zero, and at the same time makes the state of the closed-loop nonlinear system satisfy the boundedness. Drawing on the above research results, we use the deterministic interval segmentation theory to effectively constrain the unknown control coefficients.

Transformation of estimated states $\dot{z}_i$ and error states $e_i$ is introduced to further simplify subsequent controller design issues:

$$\begin{align*}
e_i &= \frac{e_i}{K^{b+i-1}}, \quad i = 1, \ldots, n, \\
\tau_i &= \frac{\dot{z}_i}{K^{b+i-1}}, \quad i = 1, \ldots, n,
\end{align*}$$  

(14)

where $0 \leq b \leq (1/p)\|\xi\|\|\xi\|_\infty$ is known as the constant. Further, by (13), systems (8)–(10) can be converted into

$$\begin{align*}
d\dot{e} &= KL\|\xi\|\|\xi\|_\infty e dt - \frac{\dot{K}}{K}C_0\|\xi\|_\infty dt + G(z, \dot{z})dw, \\
\dot{\tau} &= KLr\|\xi\|\|\xi\|_\infty + K\dot{\tau} - \frac{\dot{K}}{K}C_\tau\tau,
\end{align*}$$  

(15)

where
Moreover, if $T$ is a maximum value of $t_f$, then $0 < T \leq \infty$.

Next, we need to discuss the boundedness of the various states and parameter variables of the system. Appropriate parameters $r_1, r_2, r_3$, and $r_4$ are chosen such that the positive definite matrix $P, Q$ and matrix $L, L^T, C_b$ satisfy the following relation:

$$r_1 I_n \leq C_b P + PC_b \leq r_2 I_n,$$
$$r_3 I_n \leq C_b Q + QC_b \leq r_4 I_n,$$

(17)

Define the following Ito Lyapunov function $V(\varepsilon, \tau) = \varepsilon^T P \varepsilon + \tau^T Q \tau$, and then it can get the trajectory of (17) along the Ito differentiation for system (14) as follows:

$$LV = -K|\varepsilon|^2 \|\xi\||\xi| + 2\varepsilon^T P G - \frac{K^T}{K} (C_b P + PC_b) \varepsilon - 2K|\varepsilon|^2$$
$$\leq r_4 \alpha_2 B\|\xi\| |\varepsilon|^2 - r_3 \alpha_2 (1 + |\varepsilon|^2)|\varepsilon|^2,$$

(18)

where

$$|G| = \left( \left( \frac{F_1}{K_b} \right)^2 + \cdots + \left( \frac{F_n}{K_b^{b(n-1)}} \right)^2 \right)^{1/2},$$

(19)

where (18) can be magnified to

$$\|P\| + \|G\| (\|P\| + |\varepsilon|) (\|P\| + |\varepsilon| + c_1) + c + c_1)^2$$
$$\leq (\|P\| + \|G\|) \cdot \left( n c^2 (1 + |\varepsilon|^2)|\varepsilon|^2 + |\varepsilon|^2 \right)$$
$$+ 4c^2 \|\xi\||\xi||c_1|^2 + 2(c + c_1)^2.$$
\[ u = -\left(K^n a_1 \hat{z}_1 + K^{n-1} a_2 \hat{z}_2 + \ldots + K a_n \hat{z}_n \right), \]  

in which \( K \) is defined by (11) and \( a_i > 0 \) is the coefficient of Hurwitz polynomial. For any \( \delta > 0 \), there exists a finite time \( T \) such that \( y = |x_1 - y_r| \leq \delta \) and all the states of stochastic nonlinear system (8)–(10) and (14) are bounded on \([0, T]\) by an output feedback practical tracking controller (27).

**Proof.** Since the closed-loop stochastic nonlinear system satisfies the locally Lipschitz condition, according to [32], it is concluded that the closed-loop system has a unique solution in interval \([0, t_f]\). Moreover, if \( T \) is a maximum value of \( t_f \), then \( 0 < T \leq \infty \).

There exists a time \( T = T_1 \) such that
\[ V(\varepsilon(t), \tau(t)) \leq \frac{2E_i}{E_1}, \quad t \geq T = T_1. \]  

According to (20)–(26), it can conclude that
\[ \lambda_{\min}(P)|\varepsilon|^2 + \lambda_{\min}(Q)|\tau|^2 \leq V(\varepsilon(t), \tau(t)). \]  

Further, squaring the above formula (29), we get
\[ \varepsilon_1^2(t) + \tau_1^2(t) \leq \frac{E_4}{R}. \]  

By using \( |y| \leq (AB)^b E_4 \) and (28)–(30), we get
\[ |y| \leq \sqrt{\frac{\|\xi\|\|\xi\|E_4}{A}} \]  

Simultaneously, combined with (31), we obtain
\[ y^2(t) \leq \frac{\|\xi\|\|\xi\|E_4}{A}. \]  

Through the above proof and analysis, the output \( |y(t)| \) of the stochastic nonlinear system (3) can be gradually converged to zero by choosing an appropriate gain \( R \) and \( T \). \( \square \)

**Proof. Theorem 1.** has been completed such that all the system states are bounded, and the tracking error can be made arbitrarily small after some large enough time. \( \square \)

### 4. Simulation Example

To verify the output feedback tracking controller designed in Section 3, this section considers a class of 2-dimensional stochastic nonlinear systems as given as follows:
\[ \begin{align*}
\dot{x}_1 &= \sin x_1 x_2 \, dt + \, d\omega, \\
\dot{x}_2 &= \sin(x_1 + x_2) u \, dt + x_2 \ln(1 + 0.5 x_1^2) \, d\omega, \\
y &= x_1 - y_r,
\end{align*} \]  

where the control coefficient \( g_1(x, t) = \sin x_1, \ g_2(x, t) = \sin(x_1 + x_2), \ c_0 = c_1 = 0.5p = 2. \) This shows that \( g_1(x, t) \) and \( g_2(x, t) \) belong to \([-1, 1]\), and \( \xi = \zeta = 1. \) This simulation process sets the target tracking path of the system to \( y_r(t) = \sin t \).

Figure 1: The trajectory of system output \( y = x_1 - y_r \).

Figure 2: The trajectory of system state \( x_1 \) and \( x_2 \).

Figure 3: The trajectory of system observer state \( \hat{z}_1 \) and \( \hat{z}_2 \).
Further, the parameters of the output feedback tracking controller are set according to Theorem 1. Then, start the system simulation and select the initial value:

$$[x_1(0), x_2(0), \hat{z}_1(0), \hat{z}_2(0)] = [0.1, -0.3, 0.3, -3].$$  \hspace{1cm} (34)

Figures 1–3 show the response curve of the closed-loop system 1. Observed by the simulation diagram, the state of the two-dimensional system (1) is bounded and gradually converges, and the system can also be observed. The output tracking error gradually converges and finally adjusts to near zero. The simulation results verify the effectiveness of the designed output feedback actual tracking controller.

5. Concluding and Future Prospects

This paper mainly focuses on the output practical tracking controller design for a class of complex stochastic nonlinear systems with the unknown control coefficient. It is worth noting that this paper expands the uncertainty of the system, making the research results more effective in the actual system. We introduce unknown control coefficients, and the values of the upper and lower bounds of the control coefficients are generalized by constants to allow arbitrary values to be arbitrarily large or arbitrarily small. In the control design program of this paper, the design problem of the controller is transformed into a parameter construction problem by introducing appropriate coordinate transformation. Moreover, we extend it to stochastic nonlinear systems and construct an output feedback practical tracking controller based on the dynamic and static phase combined by Itô stochastic differential theory and selection of appropriate design parameters, ensuring that the system tracking error can be made arbitrarily small after some large enough time. Finally, a simulation example is provided to illustrate the efficiency of the theoretical results.

In the future, we will expand our horizons into other fields such as chemical process systems and power electronics systems and construct a conforming actual system through mechanism modeling. At the same time, it is aimed at the instability of the financial system, the fluctuation of the price system, such as the phenomenon of time lag in the stock system, etc., to explore whether the results of this paper can be applied to these practical examples.
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