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Abstract

Trained AI systems and expert decision makers can make errors that are often difficult to identify and understand. Determining the root cause for these errors can improve future decisions. This work presents Generative Error Model (GEM), a generative model for inferring representational errors based on observations of an actor’s behavior (either simulated agent, robot, or human). The model considers two sources of error: those that occur due to representational limitations – “blind spots” – and non-representational errors, such as those caused by noise in execution or systematic errors present in the actor’s policy. Disambiguating these two error types allows for targeted refinement of the actor’s policy (i.e., representational errors require perceptual augmentation, while other errors can be reduced through methods such as improved training or attention support). We present a Bayesian inference algorithm for GEM and evaluate its utility in recovering representational errors on multiple domains. Results show that our approach can recover blind spots of both reinforcement learning agents as well as human users.

1 Introduction

Errors in complex decision tasks can be frequent, and the cause is often unclear, making it difficult to take informed steps towards reducing them. For example, a self-driving car may make mistakes on the road due to several factors. One factor might be the limited sensing capability of the car, which hinders its ability to view and act appropriately. Given accurate perception, other factors could also cause errors, such as a lack of training or limited memory.

In this work, we present Generative Error Model (GEM), a generative model that identifies task errors that occur due to representational deficiencies. We consider a setting in which a flawed actor provides demonstrations of a task. This actor can be a trained RL agent, a robot, a human, or any decision-making system. In fact, our experiments consider one domain with an RL agent and another with human users, which highlights the versatility of our approach. This actor may make many different types of errors and an observer’s goal is to determine the errors that are due to limitations in the actor’s perception of the world. To do this, our approach separates these representational errors from errors caused by imperfections in the actor’s policy. Learning this distinction is useful because if an error is due to an actor’s flawed representation of the world (e.g., an RL agent’s representation of the state may be missing features), we can augment the actor’s perception with technology such as an indicator that gives a notification when there is a car outside of the driver’s view, enabling them to “perceive” what they otherwise could not. If an error is not due to a representational limitation (i.e., the state of the world has an accurate representation), an assistive agent can help reduce other errors through, for example, customized training, reminders, or attention support (Horvitz, Iqbal, and Karlson 2013).

In our problem setup, the observer that is reasoning about actor errors has full knowledge of the given world, including the true representation and optimal policy. The observer has access to demonstration data from the actor performing the task, as well as labels indicating when errors occurred. To identify representational errors, we propose a generative model GEM that encodes two latent factors: “blind spots” – attributes of the true representation that are unobservable by the actor – and “execution noise – errors that may occur despite a correct representation. We chose these two latent sources for error because if representation is flawed, all decision-making based on it will also be flawed. Identifying the actor’s representation first allows the observer to then better reason about decisions/errors of the actor given...
that representation. GEM works by estimating the actor’s potentially flawed view of the world and the expected optimal action given that view. One benefit of this model is that it can be personalized to different types of actors, as each can have different observational deficiencies and noise levels.

To infer representational errors using GEM, we perform Bayesian inference using exact techniques as well as approximate methods (collapsed Gibbs sampling). Results on two domains (a gridworld task with a trained RL agent and a kitchen task with real human users) indicate that the model can successfully infer representation limitations (i.e., which features are not observable by the actor) by separating them from execution noise. This generative framework is flexible, and can be augmented based on domain-specific assumptions about observable variables or conditional independencies. The GEM graphical model allows us to better capture the inner decision processes that might affect actions and consequently, errors. Iteratively identifying and reducing these errors through such approaches can be extremely beneficial for improving safety in the real world.

2 Related Work

Reinforcement learning: Model-based and model-free reinforcement learning (RL) can be used to learn effective policies when performing a task (Abbeel and Ng 2004; Ziebart et al. 2008; Merel et al. 2017; Sadie, Abbeel, and Sutskever 2017; Hadfield-Menell et al. 2016). When trying to explain agent errors, it is helpful to understand agent behaviors and mistakes, which involve modeling causal knowledge about the world and the learned policy. Both model-free and model-based RL involve modeling causal knowledge (Gershman 2017) through hidden state inference. Partially Observable Markov Decision Processes (Kaelbling, Littman, and Cassandra 1998; Thrun 2000; Hoelscher et al. 2018; Ross et al. 2008; Silver and Veness 2010; Ng and Jordan 2000) (POMDPs) are also relevant, as they assume agents cannot directly observe the true state and instead maintain a distribution over possible beliefs. These methods, however, are used to generate behavior, rather than understand behavior. Some work (Sunberg, Ho, and Kochenderfer 2017; Sadigh et al. 2016; Javdani et al. 2018) has used POMDPs to infer agent intents, but they do not focus on identifying representational blind spots.

Prior works in multi-agent RL (Littman 1994; Tan 1993; Gupta, Egorov, and Kochenderfer 2017; Iqbal and Sha 2019; Raileanu et al. 2018; Torrey and Taylor 2013) have developed methods for working with several agents whose beliefs and observations are unknown; however, the majority of these works have focused on generating behavior to improve joint team performance rather than understanding the behavior and errors of other agents. Approaches used to understand other’s behaviors exist, including methods in learning from demonstration and inverse RL (Argall et al. 2009; Arora and Doshi 2018; Zhifei and Meng Joo 2012; Ng, Russell et al. 2000; Abbeel and Ng 2004), but these do not consider errors and often assume positive examples.

Human cognition: Prior cognitive science literature (Van Overwalle and Baetens 2009; Baker and Tenenbaum 2014; Pantelis et al. 2014; Saxe 2005) has explored models that simulate decision-making processes of humans. Works in this space can be useful for identifying the reasons behind human decisions and errors. Griffiths et al (Griffiths et al. 2010) argued that top-down probabilistic models can better generalize and represent human decisions compared with bottom-up connectionist approaches. In another work (Griffiths and Tenenbaum 2006), the authors used errors in human predictions to better understand people’s assumptions about the world and their decision-making processes.

Several authors have also developed methods to better understand how agents model other agents. Ullman et al (Ullman et al. 2009) proposed a method to infer an agent’s intention, focused on whether an agent is helping or hindering the achievement of another agent’s goals. Baker et al (Baker, Saxe, and Tenenbaum 2006, 2009) developed a Bayesian framework to explain how people predict another agent’s actions based on their observations of task execution. Overall, understanding human cognition is quite relevant to our work at a high level, but our ultimate goal is different, as we would like to specifically identify representational errors. Our method is also flexible enough to work for humans as well as machines/agents.

Representation learning: Learning appropriate state representations and identifying when a representation is insufficient (Bengio, Courville, and Vincent 2013; Radford, Metz, and Chintala 2015; Diuk, Cohen, and Littman 2008; Wang et al. 2015) is also relevant to this work, because we consider a setting in which an actor and an observer operate with different representations, and the observer must identify errors occurring from the actor’s flawed representation. Many works (Devlin et al. 2018; Silva and Costa 2018; Li, Sycara, and Iyer 2018; Ramakrishnan, Narasimhan, and Shah 2016; Diuk, Cohen, and Littman 2008) have used object-based representations as a natural way to describe the world, resulting in improved transfer and interpretability. Many RL works (Jaderberg et al. 2016; Ma, Wen, and Bengio 2018; Lyu et al. 2019; Nachum et al. 2018; Haarnoja et al. 2018) have introduced approaches to automatically learn representations that generalize well across tasks. Overall, representation learning is focused on learning a low-dimensional representation and not necessarily errors.

Some works have specifically addressed flawed representations; for example, in one work (Unhelkar and Shah 2018), Bayesian nonparametric techniques were used to learn unmodeled features of an agent with limited representation. Identifying agent blind spots (Ramakrishnan et al. 2018, 2019) similarly assumes that a flawed agent learns from an oracle demonstrator. These assume the reverse scenario: that an agent learns about its own representational deficiencies using expert feedback, while we consider the scenario of identifying representation limitations of another agent.

3 Generative Error Model (GEM)

Learning the latent causes of errors is essential for reducing and resolving them. Thus, we provide a generative model of decision-making, which enables us to encode the causal process due to which errors were generated. We focus on two main error sources: representational and execution errors. Representational errors (or “blind spots”) result from an
inability to observe critical attributes of the given task; execution errors occur when an actor has the correct representation of the world but still makes mistakes due to other factors, such as limited practice, slow reaction times, carelessness, and random noise during execution.

In our problem setup, an observer observes an actor perform a task and aims to determine the source of the actor’s errors. The observer is assumed to know the true representation of the world, which includes all task attributes that are needed to optimally act in the given task, and the optimal policy itself. This knowledge in turn allows the observer to reason about the actor’s errors.

The input to our model is a set of $N$ demonstrations from the actor: $D = \{(s^i_{\text{real}}, a^i, e^i)\}, i \in [1, ..., N]$, represented as a list of state-action-error tuples. These demonstrations can be from a trained RL policy, a human actor, a robot controller, etc. The true state of the world, $s^i_{\text{real}} = [f_1, f_2, ..., f_k]$, is represented as a vector of features. The actor takes an action, $a^i \in \mathcal{A}$, and an error indicator, $e^i \in \{0, 1\}$, provides information about when errors occurred. We assume that the observer has access to an acceptable function $f_{\text{acc}}(s, a)$, which returns 1 if action $a$ is acceptable in state $s$, and 0 otherwise. This is a more relaxed function than just checking optimality and can be defined by the observer flexibly based on the domain. For example, $f_{\text{acc}}$ can be based on how much worse the actor’s decision is from the optimal.

Given these demonstrations, we want to identify errors caused by representational limitations. We assume that the actor may not be able to see the true state of the world $s^i_{\text{real}}$. Instead, the actor receives an observation $o^i$, which is a potentially many-to-one function of $s^i_{\text{real}}$. We define the transformation function, which maps the true state to the observation, using a random variable denoting the actor’s blind spots. In general, this transformation can be an arbitrary nonlinear, stochastic function. In this formulation, we represent the blind spot as a vector $b = [b_1, ..., b_c]$, $b_j \in \{0, 1\}$, which encodes information about the features the actor cannot observe (i.e., when $b_j = 1$, the actor cannot observe feature $f_j$ of the true state). Each value $b_j$ is sampled from a Bernoulli distribution with hyperparameter $q$. Given true state $s^i_{\text{real}}$ and blind spot vector $b$, we can obtain the actor’s possibly flawed observation, $o^i$. The generative process is as follows:

$$b_j \sim \text{Bernoulli}(q)$$
$$o^i \sim P(o^i|s^i_{\text{real}}, b) \forall i$$

We model the blind spot $b$ as a mask over $s^i_{\text{real}}$ in order to compute $o^i$. Thus, in our case, this transition is deterministic; however, generally, the observation can be represented as an arbitrary, blind spot-dependent transformation of the state.

Now that we have the actor’s observation of the world, we want to explain the actor’s decisions in order to understand when these decisions cause errors. The observer has access to the optimal policy $\pi^{**}$: $s_{\text{real}} \rightarrow \mathcal{A}$ with respect to the true state of the world $s_{\text{real}} \in S_{\text{real}}$. However, since the actor’s observation and the true state do not share the same representation, the observer cannot directly query the optimal policy with the observation. To bridge this gap, we propose estimating the actor’s implicit view of the world in terms of the true state representation, where values for missing features denote the actor’s assumptions about those features. This variable captures this assumption of the world, which will ultimately affect the actor’s action selection. Our model also allows us to capture the case where the actor truly does not know and thus does not make any implicit assumption.

The model maps the actor’s observation $o^i$ to a distribution over possible implicit states $s^i$. Explicitly modelling the actor’s view of the world helps to reason about actor decisions. Given $s^i$ and our known optimal policy $\pi^{**}$, the observer can compute the optimal actor decision. However, an actor may not always act optimally, so we include an additional variable $\eta$ that denotes noise in execution. Noise can be represented using an arbitrary distribution. In this work, we model $\eta$ with discrete values, ranging from 1% to 40%, in 5% intervals (e.g., expert: 1% noise, beginner: 40% noise). This variable intuitively captures how often the actor deviates from the optimal policy given $s^i$. Thus, the action is derived by sampling from the optimal policy with probability $1 - \eta$ and a random action with probability $\eta$. The error is computed using the known acceptable function. We sample actions and errors as follows. Figure 2 depicts the full graphical model.

$$s^i \sim P(r(s^i|o^i)) \forall i$$
$$\eta \sim \text{Multinomial}(\alpha)$$
$$a^i \sim \pi^{**}(a^i|s^i, \eta) \forall i$$
$$e^i \sim f_{\text{acc}}(e^i|s^i_{\text{real}}, a^i) \forall i$$

The observer’s goal is to learn $P(\theta|D)$: the probability of both the blind spot vector $b$ and the noise parameter $\eta$ given demonstration data $D$. The output is a probability distribution over the blind spot vectors and execution noise, which can be used to analyze the actor’s errors.

4 GEM Inference

We use techniques from Bayesian inference to infer latent variables $b$ and $\eta$ given demonstration data $D$: $P(\theta|D)$. In domains with small state spaces, where exact inference is possible, variable elimination is used to eliminate each variable. Based on this approach, the following equations, included below, are used to infer the two latent variables. The
sum is computed directly using the final equation to obtain the posterior distribution:

\[ P(\mathbf{b}, \eta|D) = \frac{P(D|\mathbf{b}, \eta)P(\mathbf{b}, \eta)}{P(D)} \]

\[ = \frac{1}{\sum_{\mathbf{b}, \eta} P(\mathbf{b})P(\eta) \prod_i \sum_{\mathbf{o}^i} P(\mathbf{o}^i|\mathbf{s}^i_{\text{real}}, \mathbf{b}) \sum_{\mathbf{s}^i} P(\mathbf{s}^i|\mathbf{o}^i)\pi^*(a^i|\mathbf{s}^i, \eta)} \]

For more complex domains, approximate inference is used. In collapsed Gibbs sampling, as shown in Algorithm 1, we alternate between sampling the blind spot vector and the noise vector given all other variables. The variables \( \mathbf{o}^i \) and \( \mathbf{s}^i \) are collapsed because they are highly correlated with \( \mathbf{b} \). Sampling one given the other variables results in very little variation among the sampled values. Thus, \( \mathbf{o}^i \) and \( \mathbf{s}^i \) can be marginalized out so that only \( \mathbf{b} \) is sampled. Given the value of \( \mathbf{b} \), \( \eta \) can be sampled, again marginalizing out the other two variables. After this sampling process, the probability of \( \mathbf{b} \) and \( \eta \) can be computed based on the sampled data, which gives an estimate of the posterior distribution.

Algorithm 1 Collapsed Gibbs Sampling

Given data \( D = \{\mathbf{s}^i_{\text{real}}, \eta^i, e^i\} \), samples \( S = [] \)

for \( (\mathbf{s}^i_{\text{real}}, \eta^i, e^i) \in D \) do

\( \mathbf{b} \sim P(\mathbf{b}) \) \{Initialize blind spot vector\}
\( \eta \sim P(\eta) \) \{Initialize noise parameter\}

for \( \text{num} \in [1, \ldots, N] \) do

\( \mathbf{b} \sim P(\mathbf{b}|D, \eta) \) \{Sample blind spot given rest\}
\( \eta \sim P(\eta|D, \mathbf{b}) \) \{Sample noise given rest\}
\( S = S + (\mathbf{b}, \eta) \) \{Include sample\}

end for

end for

\[ P(\mathbf{b}, \eta) = \frac{n(\mathbf{b}, \eta)}{|D|} \] \{Compute probabilities\}

5 Experiments

We evaluated our approach on two domains. The first is a gridworld environment, where we trained an RL agent that could not distinguish between differently colored objects. Our approach enabled inference of these blind spots. The second domain is a kitchen task, in which real human users were instructed to study a menu of several dishes and prepare these dishes from memory. Salt and sugar were purposely made indistinguishable from one another, which resulted in consistent systematic errors. Further, due to the difficulty of the task, people made other mistakes, such as forgetting to include some of the ingredients in a given dish. Our findings indicate that our approach can infer representational human errors in this domain, which can inform the redesign of the kitchen environment to provide a more accurate view of the world. We discuss details of our experiments below.

5.1 Gridworld domain

We first conducted experiments in a gridworld domain: specifically, a 10x10 grid with one object, colored either green or red, placed randomly in one of the 100 locations. An agent was tasked with collecting green objects and avoiding red objects. The state was represented as: \([\Delta x, \Delta y, c]\), denoting the x-distance from the object, the y-distance from the object, and the object color respectively. We simulated a color-blind agent that could not tell the difference between green and red. We included noise in the policy by randomly sampling actions with 10% probability.

Our approach inferred blind spots Our model inferred the blind spot vector given data from demonstrations. We generated data from an RL agent who could not observe color and implicitly assumed that any given object was green. We ran variable elimination to estimate \( P(\mathbf{b}, \eta|D) \), averaged over 100 runs. The first plot in Figure 3 plots the variation of the KL-divergence between the estimated \( \mathbf{b} \) and the true distribution with respect to the size of the demonstration data. The estimate of \( \mathbf{b} \) approached the true vector as the amount of data was increased, as shown by the decreasing KL-divergence. The histogram depicts the estimated probabilities for each blind spot vector when the data consisted of 100 datapoints. The model correctly predicted the true vector \((0,0,1)\) with 70% probability; in other words, the model was able to recognize that the agent likely observed the x- and y-distances away from the object but not the object’s color.

Noise was more challenging to estimate Our model had a more difficult time estimating the noise parameter compared to inferring the blind spots. In this domain, we included a range of execution noise from 1% noise to 40% with intervals of 5%. The third plot in Figure 3 depicts the KL-divergence of the estimated \( \eta \) and the true distribution. The true agent acted with 10% noise, but our approach inferred 40% noise as the most likely because a higher (but incorrect) value of execution noise better explains the errors in the data. In other words, 40% error allows for more randomness in action decisions than 10% does so the model can more easily generate the demonstration data. This suggests the need for regularization and more informative priors for noise estimation, potentially based on domain expertise. This finding raises the question of whether adding the noise parameter is useful if the model cannot estimate it precisely.

Modeling noise improved blind spot inference We next compared a version of our model without an explicit noise parameter (we included a fixed \( \eta=0.01 \) deviation to avoid probabilities of 0) to our original model that estimates \( \eta \), averaged over 100 runs. The fixed-noise baseline is included to analyze the benefit of including noise in the model and inferring it. Figure 4 shows that when the agent acted with a high amount of noise (30%), the model without \( \eta \) attributed the noisy actions to confused estimates for the blind spots. For example, if the agent’s actions did not match the optimal action, the model could be misled. This suggests that \( \eta \) was able to explain much of the noise and recover the true blind spot vector. This shows that while it is difficult to exactly estimate this parameter, inferring \( \eta \) provides greater flexibility for the model, resulting in better blind spot estimates. In order to improve the estimate
Figure 3: Estimated blind spots given demonstration data. Vector (0,0,1) means the object color feature is a blind spot for the actor.

Figure 4: Adding the noise parameter resulted in more accurate estimates of blind spots in the presence of noisy demonstration data.

Figure 5: The most likely implicit state the agent may be assuming in order to make action decisions.

5.2 Kitchen domain

The second evaluation was on a kitchen domain. For this application, real human users were tasked with preparing dishes in a mock kitchen environment. They were given two minutes to study a menu of 3 dishes and then made 25 dishes from memory based on randomly generated orders from the menu, with a 1-minute refresher of the menu every 5 dishes. The task of memorizing and quickly making dishes was quite challenging, so we expected users to make many mistakes, some because they did not know the identity of certain ingredients (blind spots) and others because of limited memory or carelessness (execution noise). To create a representational blind spot in the task, we intentionally included salt and sugar in recipes without disambiguating them in the kitchen. From this data collection, we obtained a total of 2,420 state-action-error tuples. The proposed model was then used to identify the cause of human errors.

Data included representation and memory errors The state for this task was constructed with the following features: 1 feature representing the type of dish the participant was currently making out of the possible three, 7 binary features representing whether each of the ingredients necessary for the given dish had been included, and 14 features denoting the ingredient’s position at each of the 14 locations throughout the kitchen. The action at each time step was to either select one of the 14 ingredients or to “serve” the dish once the person thought it was complete. If the selected ingredient was part of the specified dish and had not yet been used, then the participant’s action was defined as acceptable. The participant was considered to have made an error if she included an ingredient not meant for the given dish, or served a dish with
We obtained the noise ground-truth value by removing the ingredient was present at each kitchen location and salt/sugar mistakes and vector – an extremely challenging task. Selecting a vector vector. We observed a total error rate of approximately able to achieve approximately 30% accuracy of predicting for one participant in order to infer blind spots). (indicate that the model used the first 60 given participant's data (e.g., 60 datapoints along the x-axis individually, and the input was the first n datapoints in a given participant’s data (e.g., 60 datapoints along the x-axis indicate that the model used the first 60 (s^i_real, a^i, e^i) tuples for one participant in order to infer blind spots).

We measured the accuracy of predicting the true blind spot vector – an extremely challenging task. Selecting a vector randomly at chance would result in an accuracy of 0.002 due to the size of the space of possible vectors. Our model was able to achieve approximately 30% accuracy of predicting the ground truth blind spot vector b, which is quite difficult. Recovering the most likely blind spot vector requires separating the noise in the real data to determine consistent mistakes a participant might make due to a partial view of the world.

In order to further analyze the benefits of our model, we compared our model, which infers both the blind spot and noise parameters to a baseline model that only infers blind spots with a fixed, constant noise value. In one condition, we set the noise to a minimal value of η = 0.01 (1% noise) – similar to that present in the gridworld experiments. This scenario resulted in very poor performance because the model consistently attributed noisy human actions to additional blind spots since it lacked any other way to explain the randomness in human actions. We also included a baseline with a fixed 20% noise level, which is similar to an oracle that knows approximately the true value of noise. Our GEM model was able to automatically infer the two ground-truth blind spots with higher accuracy than the fixed η = 0.01 baseline and achieved performance close to the oracle variant. In real-world applications, it is unlikely for the true amount of execution noise to be known, so it is best to infer both variables automatically, as our model does. This also allows the model to learn personalized noise values for each user.

**Our model was able to capture participants’ implicit assumptions** Since our model includes latent variables intended to explain human actions, we can also query for other quantities, such as the most likely human’s implicit state of the world s^i. Similar to the gridworld task, this variable can be inferred by calculating \( P(s^i | D) \). Then, marginalization can be used to determine the probability of various values for a specific feature. Figure 7 plots a distribution over possible ingredients that the human assumed were located in the true salt location in the kitchen. The model predicted sugar as the most likely ingredient, matching our intuitive expectation. Thus, our model can serve as a tool to better understand human errors and the assumptions leading to those errors.

**6 Discussion**

These findings indicate that our approach can infer blind spots on the two tested domains. Here, we discuss limitations
of the approach and directions for next steps. First, this work assumes that an observer has access to the representation of the world and the optimal/acceptable policy. While this is realized in several real-world applications (e.g., an AI pilot is trained in a simulator with limited observability, while a human observes all features of the simulation and can identify weaknesses in the pilot’s performance), our approach can be combined with other methods for addressing flawed representations to handle a larger range of problems (Ramakrishnan et al. 2018; Unhelkar and Shah 2018).

Secondly, the GEM model provides one way of inferring representational errors. However, the model forces us to estimate the actor’s view of the world in terms of the observer’s state representation. Explaining the actor’s behavior through this intermediate representation may not be appropriate in some settings; for example, if the actor cannot perceive a given color, she may not be filling it in with some implicit color, but instead acting directly according to the flawed observation. In order to model this, we present a variation of our graphical model (Figure 8) that estimates the actor’s policy directly with respect to the representation of the observation $\pi^o : O \rightarrow A$. The computational cost of performing inference with this model is much higher ($|b| + N|o| + N|s|$ parameters for the original vs. $|b| + N|o| + |\pi^o|$ parameters for the variation where $|\pi^o|$ can be large). However, it can express a richer and more complex model of decision-making and merits exploration in future work.

In both of these models, since there are many factors that can affect action decisions, disentangling the different error sources from one another can be challenging. For example, if significant noise exists within the demonstration data, it may be difficult to determine whether there is a systematic blind spot with limited noise or no blind spot with very high noise. As there are multiple possible explanations for the data, the problem can be ill-posed in certain applications. In such cases, it is important to include strong priors for different variables within the model to increase the chance of identifying the most likely explanation for the errors. It could also be useful to include additional causes for errors in the model (although this could make disentangling even more difficult). For example, the random noise factor in this model encompasses errors resulting from various factors, including carelessness, limited training, an incorrect model of the world, and others. Separating errors that occur because a person does not know the task objective from those that are truly random can be useful for enabling more informed fixing of these errors.

Next, the model depends upon the representation of each variable. For example, in the kitchen domain, our model learned that people’s perceptions of the salt and sugar were incorrect. Specifically, they confused the locations because the ingredients were visually indistinguishable. To learn this, the representation of the state, blind spot, and observation had to include the locations of the ingredients. One possible extension of the model is to have the blind spot depend on the true state (e.g., for images, it may be better for the blind spot to be state-dependent, which would represent the actor’s inability to see a region of that particular image). Another example is relaxing binary blind spots to be continuous, where each variable can take a value between $[0, 1]$ (e.g., a dimly lit region might not entirely be visible to a person).

Depending on the domain, our model is also flexible enough to make changes to conditional independencies and observed variables. For example, in this work, the observer had access to whether the actor’s actions led to an error during the task, but perhaps the error is not directly available and instead, the observer has access to a noisy observation of the error. Another possibility is that the error is only observed at the end of a sequence of actions, which would require propagating error signals to earlier decisions.

Understanding errors can ultimately lead to targeted refinement of an actor’s representation and policy. For representational deficiencies, we can add new sensors to enable the actor to observe what they originally could not. Execution errors can be addressed through techniques, such as training procedures, attention support, and reminders. An interesting future direction is to extend this model to evaluate the benefit of different improvement strategies for assisting the actor. For example, we can select the intervention that results in the largest improvement in task performance. This iterative process of identifying and fixing errors can improve decision-making on complex tasks.

7 Conclusion

In this work, we present a generative model GEM for identifying errors of an actor (e.g., agent, human, robot) caused by representational limitations. Our approach models and infers the actor’s estimate of the true state in order to explain her action decisions. Bayesian inference is used to separate blind spots, or representational deficiencies, from execution noise, which represents how often actions deviate from the optimal policy. We demonstrate through experiments on a gridworld domain with a trained RL agent and a kitchen task with real user data that we are able to identify blind spots. We additionally use the generative model to recover the actor’s view of the world, which provides more clarity into why certain actions were taken. In future work, we plan to augment the model with additional components to better express complex decision-making processes and use the findings from this model to reduce errors and improve safety on real-world tasks.
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