Adversarial Domain Feature Adaptation for Bronchoscopic Depth Estimation
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Abstract. Depth estimation from monocular images is an important task in localization and 3D reconstruction pipelines for bronchoscopic navigation. Various supervised and self-supervised deep learning-based approaches have proven themselves on this task for natural images. However, the lack of labeled data and the bronchial tissue’s feature-scarce texture make the utilization of these methods ineffective on bronchoscopic scenes. In this work, we propose an alternative domain-adaptive approach. Our novel two-step structure first trains a depth estimation network with labeled synthetic images in a supervised manner; then adopts an unsupervised adversarial domain feature adaptation scheme to improve the performance on real images. The results of our experiments show that the proposed method improves the network’s performance on real images by a considerable margin and can be employed in 3D reconstruction pipelines.

Keywords: Bronchoscopy · Depth estimation · Domain adaptation.

1 Introduction

Lung cancer is the leading cause of all cancer-related deaths, accounting for 24% of them in the US in 2017 [26]. The statistics highlight that the patient’s survival profoundly depends on the disease stage, intensifying the importance of early diagnosis [26]. Diminishing the potential risks of more invasive techniques, transbronchial needle aspiration (TBNA) is a modern approach for pulmonary specimen retrieval for a decisive diagnosis [15]. Conducted by operating a bronchoscope to reach the suspected lesion site, segmented on a pre-operative CT scan, navigation is an existing challenge for TBNA procedures since it requires registration to the pre-operative CT plan.

One way to achieve this is to register electromagnetic (EM) tracking data captured from the bronchoscope to the segmented airway tree of the pre-operative CT-scan [24][10][14]. In addition to the sensory errors caused by electromagnetic
Fig. 1. Outline of the proposed domain-adaptive pipeline. (a) Supervised training of the encoder-decoder structure using the synthetic images ($I_S$), predicted depth images ($\tilde{D}_S$) and confidence maps ($\tilde{C}_S$). (b) Adversarial training scheme to train a new encoder ($F_R$) for the images from the real domain ($I_R$). During the optimization, the weights are updated only on the flow drawn with the solid line. (c) For inference on the real domain, $F_R$ is connected to the decoder trained in the first step ($G_S$).

distortion, anatomical deformations are a principal challenge for EM-based approaches.

Motivated by the higher resilience of the camera data against such deformations, researchers have focused on vision-based approaches in recent years. Inspired by their success in natural scenes, direct and feature-based video-CT registration techniques [27] and simultaneous localization and mapping (SLAM) pipelines [30,1] have been investigated in various studies. Even though these approaches have shown a certain level of success, the feature-scarce texture and the photometric-inconsistencies caused by specular reflections are found to be common challenges.

The shortcomings of the direct and feature-based methods have led researchers to focus on adopting depth information to exploit the direct relationship with the scene geometry. Following the advancements in learning-based techniques, supervised learning has become a well-proven method for monocular depth estimation applied to natural scenes. However, it is challenging to employ for endoscopy tasks due to the difficulty of obtaining ground-truth data. An alternative way is to train the network on synthetic images with their rendered depth ground-truths. But due to the domain gap between the real and synthetic images, these models tend to suffer from a performance drop at inference time. To address this [2] utilizes Siemens VRT [5] to render realistic-looking synthetic data for supervised training. However, the renderer is not publicly available and it has only been demonstrated on colonoscopy data. [19] employs a separate network for an image-level transfer before utilizing the depth-estimation model. Aside from the second network’s additional runtime cost, executed at the more complex image-level it is not easy to ensure the preservation of the task-related features during the domain transfer. Adopting a fully unsupervised approach, [25] employs a CycleGAN [31] based method for bronchoscopic depth estimation from unpaired images. However, CycleGANs focus on the image appearance and might not preserve the task-relevant features. In [17,18] a structure-from-motion approach is used to obtain a sparse set of points to supervise a dense depth
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estimation network for sinus endoscopy scenes. While this works well for nasal and sinus passages with their feature-rich texture, it is much more challenging to apply to feature-scarce bronchoscopic data.

In this work, we therefore propose a novel, two-step domain-adaptive approach, for monocular depth estimation of bronchoscopic scenes, as outlined in Figure 1. Overcoming the lack of labeled data from the real domain, the first step trains a network utilizing synthetic images with perfect ground-truth depths. In the second step, inspired by [29], we employ an unsupervised adversarial training scheme to accommodate the network for the real images, tackling the domain adaptation problem at the task-specific feature-level. Our method requires neither the ground-truth depth nor synthetic pairs for the real monocular bronchoscopic images for training. Moreover, unlike some of the explicit domain transfer methods, it does not need a secondary network at inference, improving the overall runtime efficiency. To evaluate our method, we develop a CycleGAN-based explicit domain transfer pipeline connected to the supervised network trained only on synthetic data in the first step. We conduct a quantitative test on a phantom and a qualitative test on human data. Furthermore, we employ our method in a 3D reconstruction framework to assess its usefulness for SLAM-based navigation.

2 Method

2.1 Supervised Depth Image and Confidence Map Estimation

Targeting optimal information compression at their code, encoder-decoder models, such as U-net [23], are a favored choice for various pixel-wise regression tasks. Aiming at an optimal point between accuracy and runtime performance, we utilize a U-net variant [7] with a ResNet-18 [9] encoder. On the decoder side, a series of nearest neighbor upsampling and convolutional layers are configured to regain the input’s original size. After each upsampling operation, the corresponding features from the encoder level are concatenated to complete the skip-connection structure.

Motivated by [6], we alter this architecture with the addition of coordinate convolution layers [16]. Coordinate convolution layers introduce an additional signal that describes a connection between the spatial extent and the values of the extracted features, resulting in a faster convergence for supervised training [16]. In total, we employ five coordinate convolution layers at the skip connections and the bottleneck, right before connecting to the decoder.

The decoder’s last four levels’ outputs form the scaled versions of the estimated depth images and the confidence maps. We utilize the output set in a multi-scale loss consisting of three components: depth estimation loss, scale-invariant gradient loss, and confidence loss.

For depth regression, our objective is to estimate the depth values in the original scale of the ground-truth ($D$). As the pixel-wise error, we employ the
BerHu loss (B) as defined in [13]:

\[ L_{\text{depth}}(D, \tilde{D}) = \sum_{i,j} B(|D(i,j) - \tilde{D}(i,j)|, c) \]  

(1)

where \( D(i,j) \) and \( \tilde{D}(i,j) \) are the ground-truth and the predicted depth values at the pixel index \((i,j)\). The threshold \( c \) is computed over a batch as:

\[ c = k \max_{t,i,j} \left( |D_t(i,j) - \tilde{D}_t(i,j)| \right) \]

(2)

where \( k \) is set to 0.2 as in [13] and \( t \) is an instance of the depth images inside the given batch.

To ensure smooth output depth images, we employ the scale-invariant gradient loss as introduced in [28] as:

\[ L_{\text{gradient}}(D, \tilde{D}, h) = \sum_{i,j} \left\| g(D(i,j), h) - g(\tilde{D}(i,j), h) \right\|_2 \]

(3)

where \( g \) is the discrete scale-invariant finite differences operator [28] and \( h \) is the step size.

Inspired by [6], we use a supervised confidence loss. To provide the supervision signal, the ground-truth confidence map is calculated as:

\[ C(i,j) = e^{-|D(i,j) - \tilde{D}(i,j)|} \]

(4)

Based on this, we define the confidence loss to be the \( L_1 \) norm between the ground truth and the prediction as:

\[ L_{\text{confidence}}(C, \tilde{C}) = \sum_{i,j} |C(i,j) - \tilde{C}(i,j)| \]

(5)

To form the total loss, we combine the three factors with a span over the four different output scales as:

\[ L_{\text{supervised}}(D, \tilde{D}_h) = \sum_{h \in \{1, 2, 4, 8\}} \left( \lambda_{\text{depth}} L_{\text{depth}}(D, u_h(\tilde{D}_h)) + \lambda_{\text{gradient}} L_{\text{gradient}}(D, u_h(\tilde{D}_h), h) \right. \]

\[ \left. + \lambda_{\text{confidence}} L_{\text{confidence}}(C, u_h(\tilde{C}_h)) \right) \]

(6)

where \( \lambda_s \) are the hyper-parameters to weight each factor, \( h \) is the size ratio of the ground-truth to the predicted depth images, and \( u_h \) is the bilinear upsampling operator that upsamples an image by a scale of \( h \).

### 2.2 Unsupervised Adversarial Domain Feature Adaptation

In the second step of the training pipeline, we incorporate the pre-trained encoder \( F_S \) to adversarially train a new encoder \( F_R \) for the images from the real
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For this task, we empirically decided to utilize three separate PatchGAN discriminators $A^i$, where $i \in \{1, 2, 3\}$, to be employed at the encoder’s last two skip-connections and the bottleneck, after the coordinate convolution layers, to reduce the domain gap at the task-specific feature levels. At inference, the new encoder, $F_R$, is connected to the previously trained decoder $G_S$ for depth image and confidence map estimation. Like other neural network models, GANs have limited learning capacity [8]. Trained with a lack of direct supervision, it is oftentimes inevitable for GANs to fall into local minima that are not an optimal hypothesis, referred to as a mode collapse. To increase the model’s resilience against this phenomena, we initialize the new encoder $F_R$ with the same weights as the pre-trained encoder $F_S$. Furthermore, in addition to its improvement for convergence time in supervised learning, we use coordinate convolution layers to lower the chance of a possible mode collapse in adversarial training [16].

For each discriminator, we employ the original GAN loss [8]. The total adversarial loss is the sum of discriminator and encoder losses across all $i$, where $i \in \{1, 2, 3\}$ is the index of the encoder’s feature level ($F^i$) and its corresponding discriminator ($A^i$):

$$L_{adversarial}(A, F_S, F_R, I_S, I_R) = \sum_{i \in \{1, 2, 3\}} (L_{discriminator}(A^i, F^i_S, F^i_R, I_S, I_R) + L_{encoder}(A^i, F^i_R, I_R))$$ (7)

3 Experiments

Data. For our experiments, we use three different datasets: synthetic renderings, recordings inside a pulmonary phantom, and human recordings. The synthetic dataset consists of 43,758 rendered color ($I_S$) and depth ($D_S$) image pairs. For the supervised training, we randomly split twenty percent of it to be utilized as the validation set. The airway tree used for data generation is segmented from the CT scan of a static pulmonary phantom and rendered using a ray-casting volume renderer. We model the virtual camera after our bronchoscope’s intrinsic properties.
The training split of the pulmonary phantom dataset consists of 7 sequences, in total 12,720 undistorted frames, recorded inside the same phantom. For the quantitative evaluation, we use a separate set with known 3D tracking information acquired with the bronchoscope’s EM sensor. Registered to the phantom’s segmented airway tree, we manually verify and pick 62 correctly registered frames and render their synthetic depth images as the ground-truth.

Our human recordings consist of two sets. For training, we use our in-house dataset of three sequences with a total of 16,502 frames. For qualitative testing, a set of 240 frames are acquired from a publicly available video [4]. All of our input color images and outputs are of size 256 by 256.

**Experiment Setup.** The networks are implemented on PyTorch 1.5 [22]. For the supervised training, we employ random vertical and horizontal flips and color jitters as the data augmentations. For the adversarial training, we only apply the random flips to the real domain but keep the rest for the synthetic images. In the first step, we train the supervised model for 30 epochs using the synthetic dataset. At the output, we employ a ReLU activation [20] for the depth image, as in [13], and a sigmoid activation for the confidence map. We set the batch size to 64 and utilize the Adam optimizer [12] with a learning rate of $10^{-3}$. In the second step, the new encoder is domain-adapted to the real images with a training of 12,000 iterations. For the adversarial training, we use the Adam optimizer with the learning rate set to $5(10)^{-6}$, and it is halved at three-fifth and four-fifth of the total iterations. In both cases, we set the $\beta_1$ and $\beta_2$ values of the Adam optimizers to their defaults, 0.9 and 0.999.

To have a baseline comparison against an explicit domain transfer approach, we train two standard CycleGANs [31] (one for the phantom and the other for the human data) and transfer the real images to the synthetic domain. We use these outputs as the input to our model trained only on synthetic data to complete the pipeline for depth and confidence estimation.

We employ our model in a 3D reconstruction framework based on [21,3]. The method essentially employs multiple pose graphs to approach the problem from local and global perspectives using feature-based tracking information and colored ICP [21] for a multi-scale point cloud alignment. Unlike [21,3], we do not consider loop closures in our settings because our test sequences are small in size and do not contain loops.

**Quantitative Results.** In Table 1, we evaluate the proposed method against the vanilla model (only trained on synthetic images in a supervised manner) and the explicit domain transfer approach. Moreover, in this test, we compare these models against their versions without coordinate convolution layers. The results reveal that our proposed method performs better across all metrics than the others. Additionally, we confirm that the use of the coordinate convolution layers significantly improves the adversarial training step of our approach.
Fig. 3. Qualitative analysis on the real images from the human dataset [4]. The depth values are in mm.

Qualitative Results. In Figure 3, we display a qualitative comparison of our method against the other approaches on the human pulmonary dataset [4]. Only trained on sharper, rendered synthetic data, we observe that the vanilla network shows difficulties generalizing to the bronchoscope’s relatively smoother imaging characteristics. Additionally, the differences in illumination properties and anatomical discrepancies across the two domains further challenge the vanilla model causing it to fail to assess the deeper regions. Even though the depth perception of the vanilla model improves using the images that are domain-transferred, the structural inconsistencies generated by CycleGAN become the primary source of error. Results of our proposed method show that adversarial domain feature adaptation readjusts the encoder to accommodate the characteristics of the real scenes of the human anatomy without the shortcomings of the

Table 1. Quantitative analysis on our pulmonary phantom dataset. The depth values are estimated in mm. The ground-truth depth values for the test are in the range of 1.74mm and 142.37mm. The best value for each metric is shown in bold characters.

| Model                  | Mean abs. rel. diff. | RMSE    | Accuracy  |
|------------------------|----------------------|---------|-----------|
|                        |                      | $\sigma = 1.25$ | $\sigma = 1.25^2$ | $\sigma = 1.25^3$ |
| Without coordinate convolution |                      |          |           |
| Vanilla                | 0.659                | 8.407   | 0.315     | 0.570     | 0.733     |
| Explicit DT           | 0.524                | 8.731   | 0.293     | 0.619     | 0.810     |
| Domain-adapted        | 0.543                | 8.505   | 0.324     | 0.695     | 0.835     |
| With coordinate convolution |                      |          |           |
| Vanilla                | 0.699                | 8.145   | 0.348     | 0.587     | 0.747     |
| Explicit DT           | 0.580                | 8.566   | 0.280     | 0.579     | 0.807     |
| Domain-adapted (ours) | 0.379                | 7.532   | 0.458     | 0.735     | 0.856     |
3D Reconstruction Results. For this experiment, we use a sequence of 300 frames recorded inside the pulmonary phantom starting from a midpoint of a bronchus and pivot forward towards a bifurcation point. We estimate the depth images using our model to create a set of RGB-D frames. Figure 4 displays the point cloud output of the framework, manually scaled and registered to the point cloud of the phantom extracted from its CT scan. The results reveal that our method adheres well to the scene’s structure, with a certain amount of outliers.
4 Conclusion

This paper approaches the problem of depth estimation in bronchoscopic scenes from an adversarial domain feature adaptation perspective. Our novel pipeline compensates for the lack of labeled bronchoscopy data and the pulmonary system’s feature-scarce anatomy by utilizing a two-step training scheme. The quantitative results show that our method’s accuracy is higher than the model that is only trained on the synthetic dataset and the CycleGAN based explicit domain transfer approach we have implemented for comparison. Our qualitative results demonstrate that the proposed method preserves the scene’s structure while the CycleGAN often fails during the real to synthetic transformation. The experiments reveal that the adopted adversarial training approach is capable of improving over the base model, accommodating for various sources of domain gaps such as illumination, sensory, and anatomical discrepancies. Furthermore, we show that our approach is capable of correctly reconstructing chunks of bronchoscopic sequences.

In the future, our primary objective will be to increase the quantitative tests for a more comprehensive evaluation. Ultimately, we will focus on improving and integrating our method into a SLAM-based navigation pipeline tailored for pulmonary anatomy.
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Supplementary Material

1 Details on the Network Architectures

Figure 1 and 2 provide detailed information on the building blocks of our encoder-decoder and discriminator networks.

**Fig. 1.** An illustration of the encoder-decoder architecture. Red edges represent the nearest neighbor upsampling of the features before concatenation with the skip connection. The numbers below the layers are the channel size of the output of each layer. This value is kept the same for the consecutive layers until it changes. The output of the coordinate convolution layers that are highlighted with red borders are the connecting points of the discriminators for the adversarial training. \( K \) is the kernel size, \( S \) is the stride, and \( P \) is the padding size with zero \((z)\) or reflection values \((r)\).
Fig. 2. An illustration of the discriminator architecture. The numbers below the layers are the channel size of the output of each layer. This value is kept the same for the consecutive layers until it changes. $n$ is the channel size of the input features, $K$ is the kernel size, $S$ is the stride, and $P$ is the padding size with zero values ($z$).