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Abstract

We aim to make inferences about a smooth, finite-dimensional parameter by fusing data from multiple sources together. Previous works have studied the estimation of a variety of parameters in similar data fusion settings, including in the estimation of the average treatment effect and average reward under a policy, with the majority of them merging one historical data source with covariates, actions, and rewards and one data source of the same covariates. In this work, we consider the general case where one or more data sources align with each part of the distribution of the target population, for example, the conditional distribution of the reward given actions and covariates. We describe potential gains in efficiency that can arise from fusing these data sources together in a single analysis, which we characterize by a reduction in the semiparametric efficiency bound. We also provide a general means to construct estimators that achieve these bounds. In numerical experiments, we illustrate marked improvements in efficiency from using our proposed estimators rather than their natural alternatives. Finally, we illustrate the magnitude of efficiency gains that can be realized in vaccine immunogenicity studies by fusing data from two HIV vaccine trials.

1 Introduction

The rapid expansion of available data has facilitated the use of data fusion, which allows researchers to combine information from many data sources, each collected on a potentially distinct population at a different time, in order to obtain valid summaries of a target population of interest. In practice, data fusion often renders more relevant information or is less expensive than traditional analyses that only leverage a single data source. For example, technology companies integrate numerous unlabeled data with a small amount of labeled data to make accurate predictions, in a process known as semi-supervised learning (Chakraborty, 2016). In education, policy-makers leverage multiple datasets generated by different current policies to evaluate a new rule of interest in a fast, inexpensive, and effective way (Kallus et al., 2020). In genomics, integrating expression data, gene sequencing data, and network data gives a heterogeneous description of the gene and a distinct view of the underlying machinery of the cell (Lanckriet et al., 2004). In clinical trials, experimental data can be fused with observational data to
evaluate a treatment regime on a different target population than the study population (e.g., [Wedam et al., 2020]).

There are many recent works introducing statistical methods for particular data fusion problems. Many of them focus on bridging causal conclusions via data fusion as illustrated in the aforementioned clinical trial example. This is true, for example, in works on transportability ([Pearl and Bareinboim, 2011]; [Hernán and VanderWeele, 2011]; [Bareinboim and Pearl, 2014]; [Stuart et al., 2015]; [Rudolph and van der Laan], 2017; [Dahabreh and Hernán, 2019]; [Dahabreh et al., 2019]; [Dong et al., 2020]), re-targeting under covariate shifts ([Kallus et al., 2020]), using surrogate index to infer long-term outcomes ([Athey et al., 2019]), and correcting external validity bias ([Stuart et al., 2011]; [Mo et al., 2020]), in that all these research areas focus on bridging causal effects from a source population to a different target population. While these works considered merging two datasets only, [Dahabreh et al., 2019] and [Lu et al., 2021] considered bridging data from multiple trials to a target population and others have studied combining experimental data with multiple observational data sources in the presence of unmeasured confounding ([Evans et al., 2018]; [Sun and Miao, 2018]). Moreover, [Bareinboim and Pearl, 2016] studied the identifiability results for a general causal parameter when multiple heterogeneous data sources are available. Data fusion is also used in non-causal problems. For example, semi-supervised learning ([Chapelle et al., 2009]; [Chakraborty, 2016]) represents another important application of data fusion.

Due to the considerable number of open problems in this area, it is of interest to describe a general framework and approach that allows researchers to tackle data fusion problems in generality without limiting themselves to specific parameters, numbers of datasets, or data structures. In this paper, we will consider a general case where different data sources align with different parts of the distribution of the target population and derive efficient estimators based on all available data. We derive a key object needed to both quantify the best achievable level of statistical efficiency when data from multiple sources are fused together and to construct estimators that achieve these gains. Our results generalize previous works that study estimation of specific parameters in data fusion problems under nonparametric models by allowing for both consideration of general parameters and arbitrary semiparametric or nonparametric models. In addition to an example provided in Section 3 in Appendix D, we illustrate the wide applicability of the proposed method by presenting five other examples. There we also provide a discussion of implementation, possible extensions, connections to missing data problems, and proofs.

2 Notations and Problem Setup

We begin by defining some notation. For a natural number \( m \), we write \([m]\) to denote \( \{1, \ldots, m\} \). For a distribution \( \nu \), we let \( E_{\nu} \) denote the expectation operator under \( \nu \). Throughout we use \( Z = (Z_1, \ldots, Z_d) \) to denote a random variable and, for \( j \in [d] \), we let \( \bar{Z}_j = (Z_1, \ldots, Z_j) \), where we use the convention that \( \bar{Z}_0 = \emptyset \). We use capital letters, such as \( Z_j \) and \( S \), to denote random variables and the corresponding lowercase letters, such as \( z_j \) and \( s \), to denote their realizations. In an abuse of notation, we condition on lowercase letter in expectations to indicate conditioning on the corresponding random variable taking a specific value: for example,
\( E_{\nu}(Z_2|z_1) = E_{\nu}(Z_2|Z_1 = z_1) \). For any distribution \( Q \) of \( Z \) and \( j \in [d] \), we will let \( Q_j(\cdot | \bar{z}_{j-1}) \) denote the conditional distribution of \( Z_j | \bar{Z}_{j-1} = \bar{z}_{j-1} \). Similarly, for any distribution \( P \) of \( (Z, S) \), we will let \( P_j(\cdot | \bar{z}_{j-1}, s) \) denote the conditional distribution of \( Z_j | \bar{Z}_{j-1} = \bar{z}_{j-1}, S = s \). Here and throughout we suppose sufficient regularity conditions so that all such conditional distributions are well defined and that all discussed distributions of \( Z_j | \bar{Z}_{j-1} = \bar{z}_{j-1} \) and \( Z_j | \bar{Z}_{j-1} = \bar{z}_{j-1}, S = s \) are defined on some common measurable space. We use \( \rightarrow \) to specify the domain and codomain of an arbitrary function and use \( \mapsto \) to denote the input and output of a function — for example, if \( f \) is the standard normal density function, then it would be accurate to write both \( f : \mathbb{R} \rightarrow \mathbb{R} \) and \( f : x \mapsto (2\pi)^{-1/2}e^{-x^2/2} \).

Suppose we have a collection of \( k \) data sources and want to estimate an \( \mathbb{R}^b \)-valued summary \( \psi(Q^0) \) of a target distribution \( Q^0 \) that is known to belong to a collection \( Q \) of distributions of a random variable \( Z = (Z_1, \ldots, Z_d) \), where \( Z \) takes values in \( Z = \prod_{j=1}^d Z_j \). The summary \( \psi \) may only depend on a subset of the conditional distributions of \( Z_j | \bar{Z}_{j-1} \). To handle such cases, we let \( I \subset [d] \) denote a set of irrelevant indices \( j \) such that \( \psi \) is not a function of the distribution of \( Z_j | \bar{Z}_{j-1} \) — more concretely, \( \psi(Q) = \psi(Q') \) for all \( Q, Q' \in Q \) such that \( Q_j = Q'_j \) for all \( j \in [d] \setminus I \). We do not require that \( I \) be the largest possible set of irrelevant indices — this means that, for any parameter \( \psi \), we can take \( I = \emptyset \), while, for certain parameters \( \psi \), it will be possible to take \( I \) to be a nonempty set. To ensure that it makes sense to compare the distributions of \( Z_j | \bar{Z}_{j-1} \) under different distributions \( Q \) and \( Q' \) in \( Q \), we assume here and throughout that all pairs of distributions in \( Q \) are mutually absolutely continuous.

We let \( J = [d] \setminus I \) denote the set of indices that may be relevant to the evaluation of \( \psi \), termed the set of relevant indices.

Rather than observe draws directly from \( Q^0 \), we see \( n \) independent copies of \( X = (Z, S) \) drawn from some common distribution \( P^0 \), where \( Z \) takes values in \( Z \) and \( S \) is a categorical random variable denoting the data source has support \([k]\). The distribution \( P^0 \) is known to align with \( Q^0 \) in the sense described below, which makes it possible to relate the conditional distributions \( P^0_j(\cdot | \bar{z}_{j-1}, s) \) and \( Q^0_j(\cdot | \bar{z}_{j-1}) \).

**Condition 1.** *(Sufficient alignment)* For each relevant index \( j \in J \), there exists a known set \( S_j \subseteq [k] \) such that, for all \( s \in S_j \), both of the following hold:

a. *(Sufficient overlap)* the marginal distribution of \( Z_{j-1} \) under sampling from \( Q^0 \) is absolutely continuous with respect to the conditional distribution of \( Z_{j-1} | S = s \) under sampling from \( P^0 \); and

b. *(Common conditional distributions)* \( P^0_j(\cdot | \bar{z}_{j-1}, s) = Q^0_j(\cdot | \bar{z}_{j-1}) Q^0\)-almost everywhere.

We will provide an example in Section [3] and another five examples in the Appendix [D] where the above condition is plausible. Three of those examples represent generalizations of existing results, and, in all of those cases, a version of the above alignment condition was previously assumed. A detailed comparison between Condition [1] and identification conditions given in existing works is provided in Appendix [D]. We refer to \( S_j, j \in [d] \), as fusion sets and suppose they are known and prespecified in advance. As \( Q^0 \) is unknown beyond its membership to \( Q \), the above implies that \( P^0 \) is known to belong to the collection \( \mathcal{P} \) of distributions \( P \) with support on \( Z \times [k] \) for which
there exists a $Q \in \mathcal{Q}$ such that, for all $j \in \mathcal{J}$ and $s \in \mathcal{S}_j$, the following analogues of Condition $[1]$ hold: (a) the marginal distribution of $\bar{Z}_{j-1}$ under sampling from $Q$ is absolutely continuous with respect to the conditional distribution of $\bar{Z}_{j-1} \mid S = s$ under sampling from $P$, and (b) $P_j(\cdot \mid \bar{z}_{j-1}, s) = Q_j(\cdot \mid \bar{z}_{j-1})$ $Q$-almost everywhere. Hereafter we refer to $P$ and $Q$ as models.

Condition $[2]$ ensures that, for $s \in \mathcal{S}_j$, null sets under the distribution of $\bar{Z}_{j-1} \mid S = s$ implied by $P^0$ are also null sets under the marginal distribution of $\bar{Z}_{j-1}$ implied by $Q^0$, which ensures that the conditional distribution $P_j^0(\cdot \mid \bar{z}_{j-1}, s)$ appearing in Condition $[1]$ is uniquely defined up to $Q^0$-null sets. It is worth noting that we have not assumed that the conditional distribution of $\bar{Z}_{j-1} \mid S = s$ under sampling from $P^0$ is absolutely continuous with respect to the marginal distribution of $\bar{Z}_{j-1}$ under sampling from $Q^0$, which allows $\bar{Z}_{j-1}$ to take values not seen in the target distribution when sampled from aligning data sources under $P^0$. Condition $[2]$ implies exchangeability over data sources, namely that $Z_j \perp \perp S \mid (\bar{Z}_{j-1}, S \in \mathcal{S}_j)$ for $j \in [d]$, which imposes a nontrivial conditional independence condition on the data-generating distribution when $\mathcal{S}_j$ is not a singleton for at least one $j$. This exchangeability condition is testable [Luedtke et al. 2019][Westling 2021]. Nevertheless, we advocate choosing the fusion sets based on outside knowledge rather than via hypothesis testing to avoid challenges associated with post-selection inference.

Previous data fusion works have shown that variants of Condition $[1]$ enable the identification of $\psi(Q^0)$ as a functional $\phi$ of the observed data distribution $P^0$ in particular problems (e.g., [Rudolph and van der Laan 2017][Dahabreh et al. 2019] and in general causal inference problems (e.g., [Pearl and Bareinboim 2011][Bareinboim and Pearl 2016]). We will heavily rely on such an identifiability result to construct estimators of $\psi(Q^0)$, and so we present it explicitly here. To this end, we define a mapping $\theta : \mathcal{P} \rightarrow \mathcal{Q}$. In particular, for any $P \in \mathcal{P}$, we let $\theta(P)$ denote an arbitrarily selected distribution from the set $\mathcal{Q}(P)$ of distributions $Q \in \mathcal{Q}$ that are such that, for each $j \in \mathcal{J}$, $Z_j \mid \bar{Z}_{j-1}$ under sampling from $Q$ has the same distribution as $Z_j \mid \bar{Z}_{j-1}, S \in \mathcal{S}_j$ under sampling from $P$. Because $P \in \mathcal{P}$, there must be at least one distribution in $\mathcal{Q}(P)$. Moreover, the value in $\mathcal{Q}(P)$ selected when defining $\theta(P)$ is irrelevant for our purposes since, as is evident below, our identifiability result only concerns the value of $\psi \circ \theta(P^0)$, and this value does not depend on the conditional distributions of $Z_j \mid \bar{Z}_{j-1}$ under $\theta(P^0)$ for irrelevant indices $j$.

**Theorem 1.** Let $\phi = \psi \circ \theta$. Under Condition $[1]$ $\psi(Q^0) = \phi(P^0)$.

Importantly, $\theta(P^0)$ can be evaluated without knowing the value of the true target distribution $Q^0$. Consequently, the above result shows that it is possible to learn the summary $\psi(Q^0)$ of the target distribution based only on the distribution of the observed data distribution $P^0$. This motivates estimating $\phi(P^0)$, and therefore $\psi(Q^0)$, based on a random sample drawn from $P^0$. Before presenting such estimation strategies, we will exhibit an example that fits within this data fusion framework.
3 Example: longitudinal treatment effect

While some clinical trials focus on evaluating a fixed treatment at a single time point, others involve longitudinal treatments that can vary over time. Let \( X = (U_1, A_1, \ldots, U_{T-1}, A_{T-1}, Y) \), where indices denote time, \( A_t \) denotes the binary treatment at time \( t \), and \( U_t \) denotes the time-varying variable of interest at time \( t \). Under this setup, we have \( Z_1 = U_1, Z_2 = A_1, Z_3 = U_2, \ldots, Z_{2T-1} = Y \). We suppose that the final outcome of interest, \( Y \), is real-valued. For ease of notation, we let \( \bar{H}_t = (U_1, A_1, \ldots, U_t) \) for each \( t \in [T-1] \) denote the history up to time \( t \). We consider three models \( Q \) for the unknown target distribution. The first is nonparametric, and consists of all distributions with some common support where treatment assignment satisfies the strong positivity condition that, conditionally on the past, each treatment is assigned with probability bounded away from zero. The second is semiparametric, and supposes that there is some unknown function \( g : \prod_{j=1}^{2T-2} Z_j \to \mathbb{R} \) such that the conditional distribution \( Y \mid \bar{H}_{T-1} = h_{T-1}, A_{T-1} = a_{T-1} \) is symmetric about \( g(h_{T-1}, a_{T-1}) \). When considering this semiparametric model, we suppose that, for each \( Q \in Q \), the conditional distribution \( Q_{2T-1} \) has a corresponding conditional density \( q_{2T-1} \) and that \( q_{2T-1}(\cdot \mid \bar{H}_{T-1}, A_{T-1}) \) is almost surely differentiable. The third model we consider is also semiparametric and imposes that, under sampling from each \( Q \in Q \), \((\bar{H}_{T-1}, A_{T-1}) \) has support in \( \mathbb{R}^p \) and there exists some vector of coefficients \( \beta \in \mathbb{R}^p \) and error distribution \( \tau_a \) belonging to a regular parametric family \( \{\tau_a : \tilde{a} \in \mathbb{R}^c\} \) of conditional distributions of a real-valued error \( \epsilon \) given \((\bar{H}_{T-1}, A_{T-1}) \) such that \( Y = \beta^T \kappa(\bar{H}_{T-1}, A_{T-1}) + \epsilon \), where \( \kappa : \mathbb{R}^p \to \mathbb{R}^c \) is a known transformation of the history and treatment through time \( T - 1 \) and \( E_{\tau_a}[\epsilon \mid \bar{H}_{T-1}, A_{T-1}] = 0 \) almost surely.

Hernán and Robins (2020) discuss a range of causal parameters under such a longitudinal setting, including the mean outcome under a dynamic treatment regime, the parameters indexing a marginal structural mean model, and the average treatment effect of always being on treatment versus never being on treatment. For simplicity, here we focus on the final of these parameters. Under causal assumptions (Chapter 19.4 of Hernán and Robins 2020), this causal effect is identified with \( \psi(Q) \equiv E_{Q_1}(L_1^a(\bar{H}_1)) - E_{Q_1}(L_1^a(\bar{H}_1)) \), where, for \( a \in \{0, 1\} \), we define \( L_1^a(\bar{h}_T) = y \) and, recursively from \( t = T - 1, \ldots, 1 \), define \( L_t^a(\bar{h}_t) = E_{Q_{2t+1}}(L_{t+1}^a(\bar{H}_{t+1}) \mid \bar{h}_t, A_t = a) \).

Because \( \psi(Q) \) can be written as a function of \( Q_2, Q_3, \ldots, Q_{2T-1} \), we see that we can take \( I = \{2, 4, \ldots, 2T-2\} \) in this example. This is consistent with the well known fact that the conditional average treatment effect does not depend on the treatment assignment probabilities, namely the distribution \( Q_{2t} \) of \( A_t \mid \bar{H}_t \) for \( t \in [T-1] \).

We consider the scenario where we obtain data from \( k \) sources. Some data sources contain observations from all \( T \) time points — for example, measurements of monthly CD4 count in HIV treatment trials or observational settings. Others may only contain such measurements up to a time point \( t < T \) such that \((U_1, A_1, \ldots, U_t, A_t) \) is observed and \( U_s \) and \( A_s \) are missing for all \( s > t \). We indicate missingness by writing that \( U_s = A_s = \ast \) in such cases. Such partial observations may still have valuable information, for example, about how longitudinal CD4 count responds to treatment shortly after the initiation of antiretroviral therapy. Under Condition 1, \( \psi(Q^0) \) can be identified as \( \phi(I^0) = E_{P^0}(L_1^a(\bar{H}_1) \mid S \in S_1) - E_{P^0}(L_1^a(\bar{H}_1) \mid S \in S_1) \), where, for \( a \in \{0, 1\} \), we define \( \bar{L}_1^a(\bar{h}_T) = y \) and, recursively from \( t = T - 1, \ldots, 1 \), define \( \bar{L}_t^a(\bar{h}_t) = E_{P^0}(\bar{L}_{t+1}^a(\bar{H}_{t+1}) \mid \bar{h}_t, A_t = a, S \in S_t) \).
$S_{2t+1}$. When $T = 1$, this estimand simplifies to the well-studied average treatment effect.

4 Methods

4.1 Review of semiparametric theory

We review some important aspects of semiparametric theory. A more comprehensive review is given in Appendix E. An estimator $\hat{\phi}$ of $\phi(P)$ is called asymptotically linear with influence function $D_P$ if it can be written as $\hat{\phi} - \phi(P) = n^{-1} \sum_{i=1}^{n} D_P(X_i) + o_p(n^{-1/2})$, where $E_P\{D_P(X_i)\} = 0$ and $\sigma_P^2 \equiv E_P\{D_P(X_i)^2\} < \infty$. One reason such estimators are attractive is that they are consistent and asymptotically normal, in the sense that $\sqrt{n}\{\hat{\phi} - \phi(P)\} \xrightarrow{d} N(0, \sigma_P^2)$ under sampling $n$ independent draws from $P$. This facilitates the construction of confidence intervals and hypothesis tests. If $\hat{\phi}$ is regular and asymptotically linear at $P$ (Bickel et al., 1993), then $\phi$ is pathwise differentiable and the influence function $D_P$ is a gradient of $\phi$, in the sense that, for all submodels $\{P(\epsilon) : \epsilon \in [0, \delta]\} \in \mathcal{P}(P, \mathcal{P})$, $\frac{\partial}{\partial \epsilon}\phi(P_\epsilon) \big|_{\epsilon=0} = E_P\{D_P(X)h(X)\}$. The tangent set $\mathcal{T}(P, \mathcal{P})$ of $P$ at $P$ is defined as the set of all scores of submodels in $\mathcal{P}(P, \mathcal{P})$. The canonical gradient $D^*_P$ corresponds to the $L^2_0(P)$-projection of any gradient $D_P$ onto the closure of the linear span of scores in $\mathcal{T}(P, \mathcal{P})$, where $L^2_0(P)$ is the Hilbert space of $P$-mean-zero functions, finite variance functions.

One way to construct a regular asymptotically linear estimator with influence function $D_{P^0}$ is through one-step estimation (Bickel, 1982). Given an estimate $\tilde{P}$ of $P^0$, the one-step estimator is given by $\hat{\phi} \equiv \phi(\tilde{P}) + \sum_{i=1}^{n} D_{\tilde{P}}(X_i)/n$. This estimator will be asymptotically linear with influence function $D_{P^0}$ if the remainder term $R(\tilde{P}, P^0) \equiv \phi(\tilde{P}) - \phi(P^0) + E_{P^0}\{D_{\tilde{P}}(X)\}$ is $o_p(n^{-1/2})$ and the empirical mean of $D_{\tilde{P}}(X) - D_{P^0}(X)$ is within $o_p(n^{-1/2})$ of the mean of this term when $X \sim P^0$. The latter of these requirements will hold under an appropriate empirical process condition (Van Der Vaart et al., 1996). Alternative approaches for constructing asymptotically linear estimators can be found in Van Der Laan and Rubin (2006), Van der Laan and Robins (2003), and Tsiatis (2006).

All of the results in this section extend naturally to the case where $\phi$ is $\mathbb{R}^k$-valued. In such cases, gradients (respectively, the canonical gradient) of $\phi$ are $\mathbb{R}^k$-valued functions whose $b$-th entry corresponds to a gradient (respectively, the canonical gradient) of the $b$-th coordinate projection of $\phi$. Estimators can similarly be constructed coordinatewise. Due to this straightforward extension from univariate to $b$-variate settings, the theoretical results in the next subsection focus on the special case where $b = 1$.

4.2 Derivation of canonical gradient of a general target parameter

In this section, we provide approaches for obtaining the canonical gradient of $\phi$ in the model $\mathcal{P}$ implied by $\mathcal{Q}$ and the data fusion conditions. We will focus on settings where distributions in $\mathcal{Q}$ can be separately defined via their conditional distributions, so that it is possible to modify a conditional distribution $Q_j$ under a distribution $Q \in \mathcal{Q}$.
not modify any of the other conditional distributions \(Q_{j'}, j' \neq j\), and still have it be the case that the resulting distribution belongs to \(Q\). This condition is formalized in the following.

**Condition 2. (Variation independence)** There exist sets \(Q_j\) of conditional distributions of \(Z_j \mid \tilde{Z}_{j-1}, j \in [d]\), such that \(Q\) is equal to the set of all distributions \(Q\) such that, for all \(j \in [d]\), the conditional distribution \(Q_j\) belongs to \(Q_j\).

The above condition is satisfied by the model \(Q\) described in each of our examples. It is also satisfied in many other interesting semiparametric examples, such as those where \(E_{Q^0}(Z_1)\) or \(E_{Q^0}(Z_2 \mid Z_1)\) is known, but is not satisfied in some others, such as in cases where \(E_{Q^0}(Z_2)\) is known — in this case, knowing the marginal distribution \(Q_1\) restricts the values that the conditional distribution \(Q_2\) can take.

The upcoming results will provide forms of gradients of \(\phi\) at \(P^0\) in terms of gradients of \(\psi\) at a generic distribution \(Q^0 \in Q(P^0)\), where we recall that \(Q(P^0)\) is the set of distributions in \(Q\) whose relevant conditional distributions align with \(P^0\). Since \(Q^0 \in Q(P^0)\), all of these results are valid when \(Q^0 = Q^0\). However, since the distribution \(Q^0\) is not generally identifiable from \(P^0\) — indeed, there may be no alignment for conditional distributions irrelevant to \(\psi\) — the particular value of \(Q^0\) may be unknowable even given infinite data. In contrast, the set \(Q(P^0)\) would be knowable in such a setting. We, therefore, allow for the specification of an arbitrary distribution from the identifiable set \(Q(P^0)\) — for example, it is always possible to take \(Q^0 = \theta(P^0)\), whose value depends only on \(P^0\).

We require a strong overlap condition on the chosen \(Q^0 \in Q(P^0)\) and the relevant conditional distributions of \(P^0\). If \(Q^0 = Q^0\), then the upcoming condition strengthens the overlap condition (Condition 1a) that was used to establish identifiability. To state this condition, for each \(j \in J\), we let \(\lambda_{j-1}\) denote the Radon-Nikodym derivative of the marginal distribution of \(\tilde{Z}_{j-1}\) under sampling from \(Q^0\) relative to the conditional distribution of \(\tilde{Z}_{j-1} \mid S \in S_j\) under sampling from \(P^0\).

**Condition 3. (Strong overlap)** For each \(j \in J\), there exists \(c_{j-1} > 0\) such that \(Q^0\{c_{j-1}^{-1} \leq \lambda_{j-1}(Z_{j-1}) \leq c_{j-1}\} = 1\).

Since \(\tilde{Z}_0 = 0\) almost surely under both of these distributions, \(\lambda_{j-1}\) is the constant function that returns 1 when \(j = 1\). Hence, the above condition only imposes a nontrivial requirement on \(j \in J \setminus \{1\}\).

In the upcoming results, we suppose that the tangent set \(T(Q^0, Q)\) of \(Q\) at \(Q^0\) is a closed linear subspace of \(L^2_{\theta}(Q^0)\). We can therefore refer to \(T(Q^0, Q)\) as the tangent space without causing any confusion. The following lemma shows that, under the above conditions and the earlier stated data fusion condition, the pathwise differentiability of \(\psi\) is equivalent to the pathwise differentiability of \(\phi\).

**Lemma 1.** Suppose that Conditions 1, 2, and 3 hold. Under these conditions, \(\psi\) is pathwise differentiable at \(Q^0\) relative to \(Q\) if and only if \(\phi\) is pathwise differentiable at \(P^0\) relative to \(P\).

The next result provides a means to derive gradients of \(\phi\).
Theorem 2. Suppose that Conditions 1 and 3 hold and that ψ is pathwise differentiable at $Q^0$ relative to $Q$ with gradient $D_{Q^0}$. Under these conditions, the following function is a gradient of $\phi$ at $P^0$ relative to $\mathcal{P}$:

$$D_{P^0}(z, s) \equiv \sum_{j \in \mathcal{J}} \mathbb{I}(s \in S_j) \frac{P(S \in S_j)}{P(S \in S_j)} \lambda_{j-1}(\bar{z}_{j-1}) D_{Q^0,j}(\bar{z}_j),$$

(1)

where $D_{Q^0,j}(\bar{z}_j) \equiv E_{Q^0}\{D_{Q^0}(Z) \mid \bar{Z}_j = \bar{z}_j\} - E_{Q^0}\{D_{Q^0}(Z) \mid \bar{Z}_{j-1} = \bar{z}_{j-1}\}$.

Given any gradient of $\phi$, the canonical gradient can be derived by projecting that gradient onto the tangent space of $\mathcal{P}$ at $P^0$. The form of this projection is provided in Lemma 5 in Appendix A.2. Applying this projection to a gradient of the form in (1) provides a form for the canonical gradient. In what follows we use Π$_{Q^0}\{\cdot \mid \mathcal{A}\}$ to denote the $L^2(\mathcal{Q}^0)$-projection operator onto a subspace $\mathcal{A}$ of $L^2(\mathcal{Q}^0)$.

Corollary 1. Suppose the conditions of Theorem 2 hold and also that Π$_{Q^0}\{\lambda_{j-1} D_{Q^0,j} \mid T(Q^0, Q)\}(\bar{z}_j) = \lambda_{j-1}(\bar{z}_{j-1}) \Pi_{Q^0}\{D_{Q^0,j} \mid T(Q^0, Q)\}(\bar{z}_j)$ $P^0$-a.s. for all $j \in \mathcal{J}$. Then, the canonical gradient of $\phi$ relative to $\mathcal{P}$ is

$$D_{P^0}(z, s) \equiv \sum_{j \in \mathcal{J}} \mathbb{I}(\bar{z}_{j-1} \in \bar{Z}_{j-1}) \mathbb{I}(s \in S_j) \Pi_{Q^0}\{r_j \mid T(Q^0, Q)\}(\bar{z}_j),$$

(2)

where $\bar{Z}_{j-1}$ denotes the support of $\bar{Z}_{j-1}$ under sampling from $Q^0$ and $r_j \in L^2(\mathcal{Q}^0)$ is such that $r_j(\bar{z}_j) = \lambda_{j-1}(\bar{z}_{j-1}) D_{Q^0,j}(\bar{z}_j)$.

Corollary 1 generalizes previous works in data fusion, which mainly focus on particular parameters in nonparametric models, to arbitrary parameters in both nonparametric and semiparametric models for which $T(Q^0, Q)$ is sufficiently flexible. The condition on Π$_{Q^0}\{\lambda_{j-1} D_{Q^0,j} \mid T(Q^0, Q)\}(\bar{z}_j)$ in Corollary 1 holds under arbitrary semiparametric $Q$ when the fusion sets are nested, i.e. $S_j \subseteq S_m$ for any $m < j, m, j \in \mathcal{J}$. Moreover, for each $j$ and any fusion sets, this condition holds when $Q_j$ is nonparametric, has a symmetric conditional density as in Section 3, or satisfies the conditional moment restriction from Supplementary Appendix B. Furthermore, this condition holds provided the conditional distribution $Q_j$ of $Z_j \mid \bar{Z}_{j-1}$ satisfies a variation independence condition across possible values of $\bar{Z}_{j-1}$. Stated with $\bar{Z}_{j-1}$ discrete to avoid measurability considerations, this condition takes the form $Q_j = \{Q_j : Q_j(\cdot \mid \bar{z}_{j-1}) \in Q_{j|\bar{z}_{j-1}} \forall \bar{z}_{j-1} \in \bar{Z}_{j-1}\}$, where each $Q_{j|\bar{z}_{j-1}}$ is a (possibly restricted) model for the distribution of $\bar{Z}_j \mid \bar{Z}_{j-1} = \bar{z}_{j-1}$.

We propose to construct either a one-step estimator using the canonical gradients derived using the procedure above. Under regularity conditions (outlined in Section 4.1), the resulting estimator will be efficient among all regular and asymptotically linear estimators.

Because the canonical gradient is unique, the right-hand side of (2) will be the same regardless of the chosen value of $Q^0 \in \mathcal{Q}(P^0)$ that satisfies Condition 3. However, the calculations required to simplify that expression may differ. Indeed, that expression depends on $Q^0$ through the definitions of $r_j$ and through the projection operator Π$_{Q^0}\{\cdot \mid T(Q^0, Q)\}$. 
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Computing the projection in (2) may be challenging in some semiparametric models, though there is substantial existing work providing the form of this projection in a variety of interesting examples (Pfanzagl 1990; Bickel et al. 1993; Van der Laan and Robins 2003; Tsiatis 2006). In contrast, computing this projection is necessarily trivial when $Q$ is locally nonparametric, since in this case the tangent space of $Q$ at $Q^0$ is equal to $L_0^2(Q^0)$ and the projection operator is the identity operator. Hence, in this special case, (1) and (2) are equal, and applying Theorem 2 to the one gradient $D_{Q^0}^*$ for $\psi$ that can possibly exist relative to a locally nonparametric model for $Q$ necessarily yields the canonical gradient relative to $P$. In semiparametric models, where there is more than one possible initial candidate gradient $D_{Q^0}^*$ to plug into (1), it is natural to wonder whether there is any such candidate for which (1) and (2) coincide. In general, this will fail to hold unless there is a gradient $D_{Q^0}^*$ of $\psi$ for which $z \mapsto \lambda_{j-1}(\bar{z}_{j-1})D_{Q^0}^*,j(\bar{z}_j)$ belongs to $T(Q^0, Q)$ for all $j \in J$. This does not hold in general. One example of a case where this typically fails to hold occurs in a model where it is known that $Z_j \perp Z_{j-2} \mid Z_{j-1}$ for some $j \in J$.

In certain cases, there is a close connection between data fusion problems and missing data problems. In particular, if the fusion sets are nested such that $S_d \subseteq S_{d-1} \subseteq \ldots \subseteq S_1$ with $S_d$ nonempty, then the fusion framework can be framed as a monotone missing data problem. In this problem, the full data structure $Z_F$ is drawn from $Q^0$. The observed variable $Z$ is such that $Z_j = Z^F_j$ for all $j$ such that $S \in S_j$ and $Z_j$ is coded as missing ($Z_j = \perp$) otherwise. Under Condition 1 this results in a missing data problem that satisfies coarsening at random (Heitjan and Rubin 1991). Existing works provide general approaches to derive canonical gradients in these models and, when the fusion sets are nested, our results emerge as a special case of them. For example, our Theorem 2 can be derived as a special case of Theorem 1.1 of Van der Laan and Robins (2003) in this case. Moreover, the canonical gradient presented in Corollary 1 can be derived using a general strategy for deriving efficient estimators in monotone missing data problems (Robins et al. 1994; Tsiatis 2006). To ease notation, when illustrating this we focus on the case where $J = [d]$ and the support of $\bar{Z}_{d-1} \mid S \in S_j$ under $P^0$ is equal to $\bar{Z}^+_{j-1}$. Letting $C = \max\{j : S \in S_j\}$, with the maximum over the empty set being equal to 0, it can be verified that the canonical gradient $D_{P^0}^*$ from Corollary 1 satisfies

$$D_{P^0}^*(z, s) = \frac{\mathbb{1}(c = d)}{P^0(C \geq d)} \sum_{j=1}^{d} \Pi Q^0\{r_j \mid T(Q^0, Q)\}(\bar{z}_j)$$

$$+ \sum_{\ell=1}^{d-1} \frac{\mathbb{1}(c = \ell) - \mathbb{1}(c \geq \ell)P^0(C = \ell \mid C \geq \ell)}{P^0(C \geq \ell + 1)} \sum_{j=1}^{\ell} \Pi Q^0\{r_j \mid T(Q^0, Q)\}(\bar{z}_j).$$

Noting that $f_{Q^0}(z) := \sum_{j=1}^{d} \Pi Q^0\{r_j \mid T(Q^0, Q)\}(\bar{z}_j)$ is a gradient of $\psi$ at $Q^0$ relative to $Q$, the above identity shows that $D_{P^0}^*$ is the influence function of an augmented inverse probability weighted complete-case estimator derived from the full-data influence function $f_{Q^0}$ (see Theorem 10.1 of Tsiatis 2006). Consequently, the form of this canonical gradient could be identified or numerically approximated using the general strategies outlined in Chapter 11 of Tsiatis (2006). As is noted in Tsiatis (2006), the strategies outlined in that chapter are quite complex,
often involving some form of numerical approximation, and so “the actual implementation needs to be considered on a case-by-case basis.” Corollary [1] demonstrates that, in the special case of data fusion with nested fusion sets, a simple form for the canonical gradient is available. Moreover, this gradient can be computed explicitly whenever the projections used to define it have a known form, which will typically be the case when a closed-form efficient estimator for $\psi(Q^0)$ is known in the non-data fusion setting where a random sample from $Q^0$ is directly observed.

In settings where the fusion sets are not nested, it is not clear that it is even possible to write our data fusion problem as a missing data problem that satisfies coarsening at random. Hence, Corollary [1] presents what is, to our knowledge, the first general strategy for deriving the canonical gradient in data fusion problems. We conclude by noting that non-nested cases are far from the exception. Indeed, many previously studied data fusion problems involve non-nested fusion sets (e.g., Rudolph and van der Laan, 2017; Westreich et al., 2017; Dahabreh and Hernán, 2019; Kallus et al., 2020).

4.3 Canonical Gradient in Our Example

We now derive the canonical gradient of the longitudinal treatment effect described in each of the three semiparametric models described in Section [3]. An initial gradient $D_{Q^0}$ to plug into Theorem [2] can be found in Theorem 1 of van der Laan and Gruber (2012) (see also Bang and Robins, 2005). Following notations introduced in Section [3] and the results from Corollary [1] we can use this initial gradient to show that the canonical gradient of $\phi$ under a locally nonparametric model is $D_{\phi^0}(x) = D_{\phi^0}^1(x) - D_{\phi^0}^0(x)$, where, for $a' \in \{0, 1\}$ and letting $\bar{U}_t$ denote the support of $\bar{U}_t$ under sampling from $Q^0$, $D_{\phi^0}^a = \sum_{t=1}^T D_{\phi_{2t-1}}^a$ with

$$D_{\phi_{2t-1}}^a(x) \equiv \mathbb{I}(\bar{u}_{t-1} \in \bar{U}_{t-1}) \mathbb{I}(s \in S_{2t-1}) \left\{ \prod_{m=1}^{t-1} \frac{\mathbb{I}(u_m = a')}{\mathbb{P}(A_m = a' | \bar{u}_m, \bar{A}_m, A_{m-1} = a', S \in S_{2t-1})} \right\}$$

$$\cdot \left\{ \prod_{m=1}^{t-1} \frac{d\mathbb{P}(u_m | \bar{u}_{m-1}, \bar{A}_{m-1} = a', S \in S_{2m-1})}{d\mathbb{P}(u_m | \bar{u}_{m-1}, A_{m-1} = a', S \in S_{2t-1})} \right\} \left\{ \tilde{L}_{t}^a(h_t, s) - \tilde{L}_{t-1}^a(h_{t-1}, s) \right\}, \quad (3)$$

where we abuse notation and write $\hat{A}_{m-1} = a'$ to mean that $A_j = a'$ for all $j \in [m-1]$. Compared to the canonical gradient $D_{Q^0}$ under no data fusion, the above uses all available data sources that are valid, as reflected by the indicator terms, and then corrects for the variable shifts between the target population and the observed as reflected by the first two terms inside the curly brackets.

For the symmetric location semiparametric model described in Section [3], we provide the canonical gradient of $\phi$ in Appendix [C]. For the linear semiparametric model described in Section [3], when the fusion sets are nested, the canonical gradient of $\phi$ takes the form of $D_{\phi^0}^1 = D_{\phi^0}^{10} - D_{\phi^0}^{1\bar{0}}$, where

$$D_{\phi^0}^{1a}(x) = D_{\phi^0}^{1a}(x) - D_{\phi_{2t-1}}^{1a}(x) + \mathbb{I}(\bar{u}_{T-1} \in \bar{U}_{T-1}) \mathbb{I}(s \in S_{2T-1})$$

$$\cdot \left\{ \mathbb{E}_{Q^0} \left\{ \ell(X) \ell(X)^\top \right\}^{-1} \mathbb{E}_{Q^0} \left\{ \ell(X) \lambda_{2T-2}(\bar{H}_{T-1}, A_{T-1}) D_{\phi_{2T-1}}^{a}(X) \right\} \right\}^\top \ell(x), \quad (4)$$
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where \( Q^0 \) is a generic element of \( Q(P^0) \), \( \ell = (\ell_\beta, \ell_\alpha) \) with \( \ell_\beta(z) \equiv \nabla_\beta \log \tilde{\tau}_\alpha(y - \beta^T \kappa(h_{T-1}, a_{T-1}) | h_{T-1}, a_{T-1}) \) and \( \ell_\alpha(z) \equiv \nabla_\alpha \log \tilde{\tau}_\alpha(y - \beta^T \kappa(h_{T-1}, a_{T-1}) | h_{T-1}, a_{T-1}) \), where \( \tilde{\tau}_\alpha \) denotes the conditional density function of the error distribution \( \tau_\alpha \). The key distinction between (4) and (3) lies in the subspace \( T(Q^0_{2T-1}, Q_{2T-1}) \), where the projection used in (4) can be derived via a score function argument for finite-dimensional parameters. A detailed roadmap is at Appendix C.

5 Experiment and data illustration

5.1 Experiment

We simulated \( k = 9 \) data sources with \( T = 4 \) and fixed data sizes as specified in Table 3. The variable \( U_3 \) of the target population follows a multivariate normal distribution as specified in Table 4, while treatments \( A_3 \) are independent Bernoulli(0.5). The outcome variable \( Y \) is such that \( Y = \beta^T \kappa(H_3, A_3) + \epsilon \) and the heteroskedastic error \( \epsilon \) satisfies \( \epsilon | H_3 = \tilde{h}_3, A_3 = a_3 \sim \tau_\alpha(\cdot | \tilde{h}_3, a_3) \), where, for \( \tilde{\alpha} > 0 \), \( \tau_\alpha(\cdot | \tilde{h}_3, a_3) \) denotes the distribution of \( \tilde{\alpha} a_3 \) times a random variable following a student’s t-distribution with 3 degrees of freedom. The indexing parameter \( \alpha \) equals 0.1 and the values of \( \beta \) and the form of \( \kappa \) are specified in Appendix C. The underlying true distribution belongs to the two models mentioned in Section 3 where, for the second semiparametric model, the error distribution is known to belong to \( \{\tau_\alpha : \tilde{\alpha} > 0\} \). We evaluated the treatment effect of always being on treatment versus never being on treatment. Under this setup, data source 9 aligns perfectly with the target population distribution and it is possible to provide valid inferences for \( \psi(Q^0) \) using this data source alone.

We compared three one-step estimators that were constructed via the canonical gradients under these models respectively, and under three scenarios: (1) no data fusion with \( S_T = S_h = S_A = S_1 = \{9\} \), (2) partial data fusion with \( S_T = \{6, 9\}, S_h = \{5, 9\}, S_A = \{3, 9\} \) and \( S_1 = \{1, 3, 9\} \), and (3) complete data fusion with \( S_T = \{6, 8, 9\}, S_h = \{5, 6, 8, 9\}, S_A = \{3, 5, 7, 9\} \) and \( S_1 = \{1, 3, 9\} \).

The outcome regressions and the propensity scores were estimated via SuperLearner (Van der Laan et al., 2007) with a library containing a generalized linear model with interaction terms and general additive model under their default settings in the SuperLearner R package (Polley and Van Der Laan, 2010). Each density in the ratios that appear in the second line of Equation 3 was estimated via kernel density estimation using a normal scale bandwidth. Details on the estimation of the conditional density of the regression error in the semiparametric model where this density is known to be symmetric are given in Appendix C. For each simulation study presented in this work, 1000 Monte Carlo replications were conducted.

Using data fusion yields around 10% and 20% efficiency gains for partial and complete fusion respectively in the nonparametric case. Compared to the nonparametric estimator that was constructed using only data source 9, the semiparametric estimators gained approximately 40%, 50%, and 60% efficiency under no, partial and complete data fusion. Coverage was near nominal for all estimators (93%-98%), and the widths of intervals decreased along the same lines as the mean squared error did, with more data fusion and more restrictive statistical models each
leading to tighter intervals (Table 1).

Table 1: Bias, variance and coverage of the estimated longitudinal treatment effect.

| No Data Fusion | Partial Data Fusion | Complete Data Fusion |
|----------------|---------------------|----------------------|
|                | Bias    | Var    | Cov% | Bias    | Var    | Cov% | Bias    | Var    | Cov% |
| Nonparametric  | -0.003  | 0.170  | 97   | -0.004  | 0.154  | 98   | 0.003   | 0.137  | 98   |
| Symmetric      | -0.004  | 0.106  | 93   | 0.064   | 0.087  | 94   | 0.049   | 0.076  | 94   |

5.2 Data illustration: evaluating the immunogenicity of an HIV vaccine

The STEP study and the Phambili study were two phase IIb trials that evaluated the safety and efficacy of the same HIV vaccine regimen in different populations (Buchbinder et al., 2008; Gray et al., 2011). The STEP study was conducted at 34 sites in multiple continents, whereas the Phambili study tested the same vaccine at 5 sites in South Africa. Although the two studies enrolled in distinct geographic areas, there was overlap in the overall demographic characteristics (Table 5). Both studies suggested that the vaccine did not prevent HIV-1 infection, although most vaccinees developed an HIV-specific immune response to Clade B as measured by interferon-γ ELISpot. We studied the associations between immune responses and baseline covariates in Kullback-Leibler projections onto univariate working logistic regression models (details in Appendix H). Studying the associations of these immune responses with baseline covariates is important because, for future vaccines, these responses may be a correlate of protection that can be used to bridge vaccine efficacy estimates to new populations (Plotkin and Gilbert, 2012). We separately treated each of the study populations from the two studies as the target population and compared the estimation results generated by using one single dataset with using both datasets.

The Phambili ELISpot data consist of measurements of Gag, Nef, and Pol immune responses for 93 vaccinees, and the STEP immunogenicity data consist of measurements for 722 vaccinees and 257 placebo participants. The two trials used different sampling schemes. In Phambili, the immunogenicity assessment was conducted on the first 93 vaccinees who were HIV-1 antibody negative at the week 12 visit and had received the second injection (Gray et al., 2011). In STEP, a two-phase sampling scheme was adopted to oversample HIV cases (Huang et al., 2014). To account for this two-phase sampling scheme, we weighted the STEP data by the inverse probability of being sampled given infection status and treatment group. We aimed to evaluate the three HIV-specific immune responses for the vaccine group, namely Gag, Nef, and Pol to clade-B. We used the same criteria as Huang et al. (2014) for defining a positive immune response. Regardless of the target population, we assumed that the conditional distribution of immune response for the vaccine group between STEP and Phambili given baseline covariates are the same (Condition 1b). These baseline covariates consisted of baseline adenovirus serotype-5 positivity along with age, body mass index, sex, and circumcision status. We combined sex and circumcision status into a single 3-level categorical variable to differentiate uncircumcised men from circumcised men and women. Data from the HVTN 204 phase II trial support the plausibility of Condition 1b. In particular, they suggest that HIV-specific immune response profiles do not differ by geographic region, whereas baseline adenovirus serotype-
5 neutralizing antibodies are strongly associated with HIV-specific immune responses (Churchyard et al., 2011). To examine if Condition 1b is reasonable, we followed the approach proposed by Luedtke et al. (2019) and found no strong evidence against it (Gag: p=0.31; Nef: p=0.46; Pol: p=0.98). In addition, we observed reasonable overlap between the distributions of covariates (Table 5 and Figure 1).

We studied coefficients in univariate logistic working models for baseline covariates age, sex, body mass index and baseline adenovirus serotype-5 positivity for each of the three HIV-specific immune markers. We used data from both STEP and Phambili to estimate the conditional expectation of immune response given the set of covariates using SuperLearner (Van der Laan et al., 2007; Polley and Van Der Laan, 2010) with a library containing a random forest, generalized additive model, and elastic net. Results for immune marker Gag are presented in Table 2 below and results for Nef and Pol can be found at Appendix H. All estimators that make use of data fusion gave estimates that were very close to the estimators that only used data from one trial. In contrast, the corresponding standard errors were reduced by more than 30% for each immune response when data from Phambili were augmented with the STEP study data. The proposed methods also brought efficiency gains when data from STEP were augmented, though these gains were more modest due to the smaller sample size of the Phambili study.
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### Appendix

The appendices are organized as follows. Appendix A.1 provides a characterization of the tangent space of $\mathcal{P}$. Appendix A.2 provides a means to project onto this tangent space. Appendix A.3 establishes the equivalence of the pathwise differentiability of $\psi$ and $\phi$, and proves the results from Section 4.2 from the main text. Appendix B lists

| Augmenting STEP | Augmenting Phambili |
|-----------------|---------------------|
| STEP (N=979)    | Both (N=1072)       |
| Age             | 0.04 (0.01)         |
| Circumcised male| 1.82 (0.15)         |
| Uncircumcised male| -0.70 (0.21)     |
| Female          | 1.04 (0.53)         |
| BMI             | 0.01 (0.02)         |
| Ad-5 positivity | -1.47 (0.25)        |

| Phambili (N=93) | Both (N=1072) |
|-----------------|---------------|
| Age             | -0.04 (0.06)  |
| Circumcised male| 1.01 (0.58)   |
| Uncircumcised male| 0.24 (0.75) |
| Female          | 0.51 (0.69)   |
| BMI             | -0.04 (0.05)  |
| Ad-5 positivity | -0.87 (0.80)  |

| Both (N=1072) |
|---------------|
| -0.05 (0.04)  |
| 0.93 (0.40)   |
| 0.07 (0.57)   |
| 0.38 (0.47)   |
| -0.05 (0.03)  |
| -0.60 (0.62)  |
out some interesting examples on how to perform projections for different semiparametric models. Appendix E provides further details on the longitudinal treatment effect example from the main text, as well as five additional examples in Appendix D. Appendix F gives a review of nonparametric and semiparametric efficiency theory, followed by a discussion on the construction of estimators in Appendix E. Appendix G provides additional information about and results from our simulation study. Appendix H provides more discussion on potential extensions and implementation of the proposed methods.

Appendix A  Deriving the canonical gradient

A.1 Characterizing the tangent space of $\mathcal{P}$

Throughout this appendix we let $Q^0$ denote a generic element of $Q(P^0)$ and $\hat{Z}_{j-1}^\dagger$ denote the support of $\hat{Z}_{j-1}$ under sampling from $Q^0$. Because the distributions in $Q$ are mutually absolutely continuous, $\hat{Z}_{j-1}^\dagger$ is the same regardless of the particular value of $Q^0 \in Q(P^0)$. Let $\mathcal{T}(P^0, \mathcal{P})$ denote the tangent set of model $\mathcal{P}$ at $P^0$. Because we have assumed that $\mathcal{T}(Q^0, Q)$ is a closed linear subspace of $L^2_0(Q^0)$, it can be verified that $\mathcal{T}(P^0, \mathcal{P})$, which is the tangent set of a model that is nonparametric model up to the restriction imposed by the data fusion alignment condition, is itself a closed linear subspace of $L^2_0(P^0)$. Therefore, we also refer to $\mathcal{T}(P^0, \mathcal{P})$ as the tangent space of $\mathcal{P}$ at $P^0$. Let $L^2_0(Q^0_j)$ denote the subspace of $L^2_0(Q^0)$ consisting of all functions $f$ for which there exists a function $g : \prod_{i=1}^d Z_i \to \mathbb{R}$ that is such that $f(z) = g(\bar{z}_j)$ for all $z = (z_1, \ldots, z_d) \in \mathcal{Z}$ and $E_{Q^0_j}[g(\bar{Z}_j) \mid \bar{Z}_{j-1}] = 0$ with $Q^0$-probability one. In an abuse of notation, when $f \in L^2_0(Q^0_j)$ we let $f(z)$ denote the unique value that $f(z')$ takes for all $z'$ that are such that $\bar{z}'_j = \bar{z}_j$, so that $f(\bar{z}_j) = f(z)$. Similarly let $L^2_0(P^0_j)$ denote the subspace of $L^2_0(P^0)$ consisting of all functions $f$ for which there exists a function $g : \prod_{i=1}^d Z_i \times S \to \mathbb{R}$ that is such that $f(z, s) = g(\bar{z}_j, s)$ for all $z = (z_1, \ldots, z_d) \in \mathcal{Z}$ and $s \in [k]$ and $E_{P^0}[g(\bar{Z}_j,S) \mid \bar{Z}_{j-1},S] = 0$ with $P^0$-probability one, and define $L^2_0(P^0_i)$ to be the subspace of $L^2_0(P^0)$ consisting of all functions $f$ for which there exists $g : S \to \mathbb{R}$ that is such that $f(z, s) = g(s)$ for all $z \in \mathcal{Z}$ and $s \in [k]$ and that is such that $E_{P^0}[g(S)] = 0$. In a similar abuse of notation as that noted earlier, we let $f(\bar{z}_j, s) = f(z, s)$ when $f \in L^2_0(P^0_j)$ and $f(s) = f(z, s)$ when $f \in L^2_0(P^0_i)$.

For each $j \in [d]$, let $\mathcal{T}(Q^0_j, Q_j)$ be the subspace of $L^2_0(Q^0_j)$ that consists of all $f_j \in L^2_0(Q^0_j)$ that arise as scores of univariate submodels $\{Q^{(c)}_i : \epsilon \in [0, \delta]\}$ for which $Q^{(c)}_i = Q^0_j$ for all $\epsilon \in [0, \delta)$ and $i \neq j$ and for which $Q^{(c)}_i = Q^0_i$ when $\epsilon = 0$, where here and throughout score functions are defined in a quadratic mean differentiability sense (Section 7.2 of Van der Vaart 2000). Similarly, for $j \in \{0\} \cup [d]$, let $\mathcal{T}(P^0, P_j)$ denote the subspace of $L^2_0(P^0_j)$ that consists of all $f_j \in L^2_0(P^0_j)$ that arise as scores of univariate submodels $\{P^{(c)}_i : \epsilon \in [0, \delta]\}$ for which $P^{(c)}_i = P^0_i$ for all $\epsilon \in [0, \delta)$ and $i \neq j$ and for which $P^{(c)}_i = P^0_i$ when $\epsilon = 0$. By Condition 2 from the main text and the definition of $\mathcal{P}$, $\mathcal{P}$ is variation independent in the sense that there exist sets $\mathcal{P}_j$ of conditional distributions of $Z_j \mid \bar{Z}_{j-1}, S, j \in [d]$, such that $\mathcal{P}$ is equal to the set of all distributions $P$ such that, for all $j \in [d]$, the conditional distribution $P_j$ belongs to $\mathcal{P}_j$ and the marginal distribution of $S$ belongs to the
collection of categorical distributions on \([k]\). Hence, by Lemma 1.6 of Van der Laan and Robins (2003) and the fact that the tangent set of \(\mathcal{P}\) at \(P^0\) is a closed linear space, the tangent space \(T(P^0, \mathcal{P})\) of \(\mathcal{P}\) at \(P^0\) takes the form 
\[\bigoplus_{j=0}^{d} T(P^0, \mathcal{P}_j) \equiv \{ \sum_{j=0}^{d} f_j \in T(P^0, \mathcal{P}_j) \}, \]
and the \(L^2_0(P)\) projection of a function onto \(T(P^0, \mathcal{P}_j)\) is equal to the sum of the projections onto \(T(P^0, \mathcal{P}_j)\), \(j = 0, 1, \ldots, d\).

Since the marginal distribution of \(S\) is unrestricted, \(T(P^0, \mathcal{P}_0) = L^2_0(P^0)\). Moreover, if \(j \in \mathcal{J}\), then the conditional distribution of \(Z_j \mid Z_{j-1}\) is also unrestricted, and so \(T(P^0, \mathcal{P}_j) = L^2_0(P^0)\). The following result characterizes the other tangent spaces that appear in the direct sum defining \(T(P^0, \mathcal{P})\).

**Lemma 2.** If Conditions 2 and 3 from the main text hold and \(j \in \mathcal{J}\), then
\[T(P^0, \mathcal{P}_j) \equiv \left\{ (z, s) \mapsto h_j(\bar{z}_j, s) + \mathbb{I}_{S_j}(s) \mathbb{I}_{Z_{j-1}}(\bar{z}_{j-1})[f_j(\bar{z}_j) - h_j(\bar{z}_j, s)] : f_j \in T(Q^0, Q_j), h_j \in L^2_0(P^0_j) \right\}. \tag{5}\]

**Proof of Lemma 2.** Fix \(j \in \mathcal{J}\) and let \(A_j\) denote the right-hand side of (5). We first show that \(A_j \subseteq T(P^0, \mathcal{P}_j)\), and then we show \(T(P^0, \mathcal{P}_j) \subseteq A_j\).

**Part 1 of proof:** \(A_j \subseteq T(P^0, \mathcal{P}_j)\). Fix \(f_j \in T(Q^0, Q_j)\) and \(h_j \in L^2_0(P^0)\). As \(f_j \in T(Q^0, Q_j)\), there exists a univariate submodel \(\{Q^{(\epsilon)} : \epsilon \in [0, \delta)\}\) with score \(f_j\) at \(\epsilon = 0\) for which \(Q^{(\epsilon)} = Q^0\) for all \(\epsilon \in [0, \delta]\) and \(i \neq j\) and for which \(Q^{(\epsilon)} = Q^0\) when \(\epsilon = 0\). For each \(\epsilon \in [0, \delta]\), we let \(P^{(\epsilon)}\) be the distribution whose Radon-Nikodym derivative satisfies
\[
\frac{dP^{(\epsilon)}}{dP^0}(z, s) = \left( \frac{dQ^{(\epsilon)}}{dQ^0}(\bar{z}_j, s) \right)^{1/2} \left( \frac{1}{K^{(\epsilon)}(\bar{z}_j, s) \kappa(ch_j(\bar{z}_j, s))} \right) \mathbb{I}_{\{s \in S_j \mid \bar{z}_j \neq \bar{z}_j\}} \mathbb{I}_{\{s \in S_j \mid \bar{z}_j = \bar{z}_j\}}.
\]
where \(\kappa(x) = 2[1 + \exp(-2x)]^{-1}\). The Radon-Nikodym derivative of \(Q^{(\epsilon)}(\cdot \mid \bar{z}_j, s)\) relative to \(Q^0(\cdot \mid \bar{z}_j, s)\) can be readily shown to hold by inspecting the definition of \(P^{(\epsilon)}\), and (a) can be seen to hold for all \(j' \neq j\) since Condition 1 holds and for \(j' = j\) by the following observations: the marginal distribution of \(Z_{j-1}\) under \(Q^{(\epsilon)}\) is absolutely continuous with respect to the analogous marginal distribution under \(Q^0\) since distributions in \(Q\) are mutually absolutely continuous; the marginal distribution of \(Z_{j-1}\) under \(Q^0\) is absolutely continuous with respect to the distribution of \(Z_{j-1} \mid S = s\) under \(P^0\) by Condition 1 and the distribution of \(Z_{j-1} \mid S = s\) under \(P^0\) can be seen to be absolutely continuous with respect to the analogous distribution under \(P^{(\epsilon)}\) by inspecting the definition of \(P^{(\epsilon)}\). We will now also show that \(\{P^{(\epsilon)} : \epsilon \in [0, \delta]\}\) is quadratic mean differentiable at \(\epsilon = 0\) with score
\( (z, s) \mapsto h_j(\bar{z}, s) + \mathbb{I}_{\mathcal{S}_j}(s)\mathbb{I}_{\mathcal{Z}_j}^{1/2}(\bar{z}_{j-1})[f_j(\bar{z}) - h_j(\bar{z}, s)] \). In particular, we will show that \( r(\epsilon) = o(\epsilon^2) \), where

\[
r(\epsilon) = \int \left( \frac{dP^{(\epsilon)}}{dP^0}(z, s)^{1/2} - 1 - \frac{1}{2} \epsilon \left( h_j(\bar{z}, s) + \mathbb{I}_{\mathcal{S}_j}(s)\mathbb{I}_{\mathcal{Z}_j}^{1/2}(\bar{z}_{j-1})[f_j(\bar{z}) - h_j(\bar{z}, s)] \right) \right)^2 dP^0(z, s).
\]

Here we have chosen to use \( P^0 \) as the dominating measure (this choice simplifies our calculations, but has no bearing on the quadratic mean differentiability property since this property is invariant to the choice of dominating measure). To show the above, we start by noting that

\[
r(\epsilon) = \int \mathbb{I}_{\mathcal{S}_j}(s)\mathbb{I}_{\mathcal{Z}_j}^{1/2}(\bar{z}_{j-1}) \left( \frac{dQ_j^{(\epsilon)}}{dQ_j^0}(\bar{z} \mid \bar{z}_{j-1})^{1/2} - 1 - \frac{1}{2} \epsilon f_j(\bar{z}) \right)^2 dP^0(z, s) + \int \mathbb{I} \left( \{ s \not\in \mathcal{S}_j \} \cup \{ \bar{z}_{j-1} \not\in \mathcal{Z}_j^{\uparrow} \} \right) \left( \frac{dC_j^{(\epsilon)}(\bar{z}_{j-1}, s)}{dQ_j^0(\bar{z} \mid \bar{z}_{j-1})} \right)^{1/2} - 1 - \frac{1}{2} \epsilon h_j(\bar{z}, s) \right)^2 dP^0(z, s). \]

Straightforward calculations show that the second term on the right is \( o(\epsilon^2) \) (cf. Example 25.16 and Lemma 7.6 in Van der Vaart (2000)). We now argue that the first term is \( o(\epsilon^2) \). To do this, we let \( P_{j-1}^0(\cdot \mid S_j) \) denote conditional distribution of \( \bar{Z}_{j-1} \) given that \( S \in S_j \) under \( P^0 \) and \( P_j^0(\cdot \mid \bar{z}_{j-1}, S_j) \) the conditional distribution of \( Z_j \) given that \( \bar{Z}_{j-1} = \bar{z}_{j-1} \) and \( S \in S_j \). We note that

\[
\int \mathbb{I}_{\mathcal{S}_j}(s)\mathbb{I}_{\mathcal{Z}_j}^{1/2}(\bar{z}_{j-1}) \left( \frac{dQ_j^{(\epsilon)}}{dQ_j^0}(\bar{z} \mid \bar{z}_{j-1})^{1/2} - 1 - \frac{1}{2} \epsilon f_j(\bar{z}) \right)^2 \cdot dP^0(z, s) = P^0(S \in S_j) \int \mathbb{I}_{\mathcal{Z}_j}^{1/2}(\bar{z}_{j-1}) \left( \frac{dQ_j^{(\epsilon)}}{dQ_j^0}(\bar{z} \mid \bar{z}_{j-1})^{1/2} - 1 - \frac{1}{2} \epsilon f_j(\bar{z}) \right)^2 \cdot \frac{P^0(dz \mid S_j)}{P^0(\bar{z}_{j-1} \mid S_j)} \cdot \frac{P^0(dz \mid \bar{z}_{j-1} \mid S_j)}{P^0(dz \mid \bar{z}_{j-1} \mid S_j)} \cdot \frac{P^0(\bar{z}_{j-1} \mid S_j)}{P^0(\bar{z}_{j-1} \mid S_j)} = P^0(S \in S_j) \int \mathbb{I}_{\mathcal{Z}_j}^{1/2}(\bar{z}_{j-1}) \left( \frac{dQ_j^{(\epsilon)}}{dQ_j^0}(\bar{z} \mid \bar{z}_{j-1})^{1/2} - 1 - \frac{1}{2} \epsilon f_j(\bar{z}) \right)^2 \cdot Q_j^0(dz \mid \bar{z}_{j-1}) \cdot \frac{P^0(\bar{z}_{j-1} \mid S_j)}{P^0(\bar{z}_{j-1} \mid S_j)} \cdot \frac{P^0(\bar{z}_{j-1} \mid \bar{z}_{j-1} \mid S_j)}{P^0(\bar{z}_{j-1} \mid \bar{z}_{j-1} \mid S_j)}.
\]

Letting \( \hat{Q}_{j-1}^{\epsilon} \) denote the marginal distribution of \( \bar{Z}_{j-1} \) under sampling from \( Q^0 \) and letting \( c_{j-1} < \infty \) denote the constant guaranteed to hold by Condition 3, the above display continues as

\[
\leq c_{j-1} P^0(S \in S_j) \int \mathbb{I}_{\mathcal{Z}_j}^{1/2}(\bar{z}_{j-1}) \left( \frac{dQ_j^{(\epsilon)}}{dQ_j^0}(\bar{z} \mid \bar{z}_{j-1})^{1/2} - 1 - \frac{1}{2} \epsilon f_j(\bar{z}) \right)^2 \cdot Q_j^0(dz \mid \bar{z}_{j-1}) \cdot \frac{P^0(\bar{z}_{j-1} \mid S_j)}{P^0(\bar{z}_{j-1} \mid S_j)} \cdot \frac{P^0(\bar{z}_{j-1} \mid \bar{z}_{j-1} \mid S_j)}{P^0(\bar{z}_{j-1} \mid \bar{z}_{j-1} \mid S_j)}
\]
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\[ c_{j-1} = \int_{S_j} \left( \frac{dQ_j^{(c)}}{dQ_j^{(0)}} (z_j | \tilde{z}_{j-1})^{1/2} - 1 - \frac{1}{2} \epsilon f_j(\tilde{z}_j) \right)^2 dQ_j^{(0)}(z), \]

where we used that, on $Z_{j-1}^{\uparrow}$, $1/\lambda_{j-1}(\cdot)$ is the Radon-Nikodym derivative of the absolutely continuous part of the conditional distribution of $Z_{j-1} | S_j$ under sampling from $P_0$ relative to the marginal distribution of $Z_{j-1}$ under sampling from $Q^k$, where this absolutely continuous part defined via Lebesgue's decomposition theorem.

The right-hand side above is $o(\epsilon^2)$ since $\{ Q^{(c)} : \epsilon \in [0, \delta] \}$ is quadratic mean differentiable. Returning to (5), this shows that $r(\epsilon) = o(\epsilon^2)$. Hence, $\{ P^{(c)} : \epsilon \in [0, \delta] \}$ is a submodel of $\mathcal{P}$ that is such that $P^{(c)} = P^0$ when $\epsilon = 0$ and that is quadratic mean differentiable at $\epsilon = 0$ with score $g_j(\tilde{z}_j, s) := h_j(\tilde{z}_j, s) + \mathcal{I}_{S_j}(s) \mathcal{I}_{Z_{j-1}^{\uparrow}}(\tilde{z}_{j-1}) [f_j(\tilde{z}_j) - h_j(\tilde{z}_j, s)]$. As $f_j \in \mathcal{T}(Q^0, \mathcal{P}_j)$ and $h_j \in L^2_0(P_j)$ were arbitrary, $A_j \subseteq \mathcal{T}(P^0, \mathcal{P}_j)$.

**Part 2 of proof**: $\mathcal{T}(P^0, \mathcal{P}_j) \subseteq A_j$. Fix $g_j \in \mathcal{T}(P^0, \mathcal{P}_j)$ and let $\{ P^{(c)} : \epsilon \in [0, \delta] \}$ be a submodel of $\mathcal{P}$ that is such that $P^{(c)} = P^0$ when $\epsilon = 0$ and that has score $g_j$ at $\epsilon = 0$. By the variation independence of $P^0_i$ and $P^0_j$, $i \neq j$, we can suppose without loss of generality that $P^{(c)}_i = P^0_i$ for all $i \neq j$ and also that the marginal distribution of $S$ under $P^{(c)}$ is equal to the marginal distribution of $S$ under $P^0$. We will show that there exist $f_j \in \mathcal{T}(Q^0, \mathcal{P}_j)$ and $h_j \in L^2_0(P_j)$ such that $g_j(z, s) = h_j(\tilde{z}_j, s) + \mathcal{I}_{S_j}(s) \mathcal{I}_{Z_{j-1}^{\uparrow}}(\tilde{z}_{j-1}) [f_j(\tilde{z}_j) - h_j(\tilde{z}_j, s)]$ $P^0$-almost everywhere.

Since $\mathcal{T}(P^0, \mathcal{P}_j)$ is necessarily a subset of the maximal tangent space $L^2_0(P_j)$, we can let $h_j = g_j$. It remains to show that there exists an $f_j \in \mathcal{T}(Q^0, \mathcal{P}_j)$ that is such that $g_j(z, s) = f_j(z)$ for $P^0$-almost all $z \in Z_{j-1}^{\uparrow}$ and all $s \in S_j$. Since $g_j \in L^2_0(P_j)$, we recall that $g_j(z, s)$ does not depend on $(z_{j+1}, \ldots, z_d)$, we continue our earlier convention and write $g_j(\tilde{z}_j, s)$ to denote unique value that $g_j(z', s)$ takes for all $z'$ that are such that $\tilde{z}_j = \tilde{z}_j$. By the quadratic mean differentiability of $\{ P^{(c)} : \epsilon \in [0, \delta] \}$,

\[
o(\epsilon^2) = \int \left( \frac{dP^{(c)}_j}{dP^0_\mathcal{P}_j} (z, s)^{1/2} - 1 - \frac{1}{2} \epsilon g_j(\tilde{z}_j, s) \right)^2 dP^0(z, s) = \int \mathcal{I}_{S_j}(s) \mathcal{I}_{Z_{j-1}^{\uparrow}}(\tilde{z}_{j-1}) \left( \frac{dP^{(c)}_j}{dP^0_\mathcal{P}_j} (z, s)^{1/2} - 1 - \frac{1}{2} \epsilon g_j(\tilde{z}_j, s) \right)^2 dP^0(z, s).
\]

Since both terms on the right are nonnegative, they must both be $o(\epsilon^2)$. This is true, in particular, for the first term, yielding:

\[
o(\epsilon^2) = \int \mathcal{I}_{S_j}(s) \mathcal{I}_{Z_{j-1}^{\uparrow}}(\tilde{z}_{j-1}) \left( \frac{dP^{(c)}_j}{dP^0_\mathcal{P}_j} (z, s)^{1/2} - 1 - \frac{1}{2} \epsilon g_j(\tilde{z}_j, s) \right)^2 dP^0(z, s) = \sum_{s:s \in s_j} P^0(S = s) \int \mathcal{I}_{Z_{j-1}^{\uparrow}}(\tilde{z}_{j-1}) \left( \frac{dP^{(c)}_j}{dP^0_\mathcal{P}_j} (z, s)^{1/2} - 1 - \frac{1}{2} \epsilon g_j(\tilde{z}_j, s) \right)^2 P^0(dz | s).
\]

For each $\epsilon \in [0, \delta]$, let $Q^{(c)} \in \mathcal{Q}$ be such that $Q^{(c)}_j(\cdot | \tilde{z}_{j-1}) = P^{(c)}_j(\cdot | \tilde{z}_{j-1}, S_j)$ for $Q^0$-almost all $\tilde{z}_{j-1} \in Z_{j-1}^{\uparrow}$ and $Q^{(c)}_i = Q^{(c)}_j$ for all $i \neq j$. It can then be verified that $\frac{dP^{(c)}_j}{dP^0_\mathcal{P}_j}(z, s) = \frac{dQ^{(c)}_j}{dQ^0_\mathcal{P}_j}(z)$ for all $s \in S_j$ and $z$ that are such that $\tilde{z}_{j-1} \in Z_{j-1}^{\uparrow}$. Combining the fact that $\frac{dP^{(c)}_j}{dP^0_\mathcal{P}_j}(z, s)$ does not depend on the particular value of $s \in S_j$ with
the fact that all \( k \) of the (nonnegative) terms in the sum above are \( o(\epsilon^2) \), it must be the case that there exists some function \( f_j : \prod_{i=1}^k Z_i \to \mathbb{R} \) such that \( f_j(\tilde{z}_j) = g_j(\tilde{z}_j, s) \) for \( P^0 \)-almost all \((\tilde{z}_j, s)\) that are such that \( \tilde{z}_{j-1} \in \tilde{Z}_{j-1}^+ \) and \( s \in S_j \). Plugging these observations into the above yields that

\[
o(\epsilon^2) = \sum_{s \in S_j} P^0(S = s) \int_{\tilde{Z}_{j-1}^+(\tilde{z}_{j-1})} \left( \frac{dQ^0}{dQ^0}(z) \right)^{1/2} \left( 1 - \frac{1}{2} \epsilon f_j(\tilde{z}_j) \right)^2 P^0(dz \mid s)
= P^0(S \in S_j) \int_{\tilde{Z}_{j-1}^+(\tilde{z}_{j-1})} \left( \frac{dQ^0}{dQ^0}(z) \right)^{1/2} \left( 1 - \frac{1}{2} \epsilon f_j(\tilde{z}_j) \right)^2 P^0(dz \mid S_j)
= P^0(S \in S_j) \int_{\tilde{Z}_{j-1}^+(\tilde{z}_{j-1})} \int_{Z_j} \left( \frac{dQ^0}{dQ^0}(z) \right)^{1/2} \left( 1 - \frac{1}{2} \epsilon f_j(\tilde{z}_j) \right)^2 P^0(dz \mid S_j)
\]

where we used Condition 1 to replace \( P^0(\cdot \mid \tilde{z}_{j-1}, s) \) by \( Q^0_j(\cdot \mid \tilde{z}_{j-1}) \) and Condition 5 to lower bound \( \lambda_j(\tilde{z}_{j-1})^{-1} \)

by \( c_{j-1}^{-1} \). As \( P^0(S \in S_j)c_{j-1}^{-1} > 0 \), the above is only possible if the integral above is \( o(\epsilon^2) \). This implies that \( \{Q^{(i)} : \epsilon \in [0, \delta]\} \) is a submodel of \( Q \) that is quadratic mean differentiable at \( \epsilon = 0 \) with score \( f_j \) and \( Q^{(i)} = Q^0 \) for all \( i \neq j \). It is also readily verified that \( Q^{(i)} = Q^0 \) when \( \epsilon = 0 \). Hence, it must be the case that \( f_j \in T(Q^0, Q_j) \).

Finally, noting that \( f_j(\tilde{z}_j) = g_j(\tilde{z}_j, s) \) for \( P^0 \)-almost all \((\tilde{z}_j, s)\) that are such that \( \tilde{z}_{j-1} \in \tilde{Z}_{j-1}^+ \) and \( s \in S_j \), we see that \( g_j(z, s) = h_j(z, s) + \Pi g_j(s) \Pi \tilde{Z}_{j-1}^+(\tilde{z}_{j-1})[f_j(\tilde{z}_j) - h_j(\tilde{z}_j, s)] P^0 \)-almost everywhere. Hence, \( g_j \in A_j \).

As \( g_j \) was an arbitrary element of \( T(P^0, P_j) \), we see that \( T(P^0, P_j) \subseteq A_j \).

A.2 Projecting onto the tangent space of \( \mathcal{P} \)

For a subspace \( A \) of \( L^2_0(Q^0) \), we let \( \Pi_{Q^0}(\cdot \mid A) \) denote the projection operator onto \( A \). We define \( \Pi_{P^0}(\cdot \mid A) \)

similarly for subspaces \( A \) of \( L^2_0(P^0) \). We begin with a lemma that will prove useful later when we establish the form of \( \Pi_{P^0}(\cdot \mid T(P^0, P_j)) \).

**Lemma 3.** Let \( f \in L^2_0(P^0) \) and \( j \in J \). If Conditions 1 and 2 hold, then the following function is contained in

\[
\text{...}
\]
\(L_0^2(Q^0_j)\):

\[
\Gamma_j(f) : \bar{z}_j \mapsto \mathbb{1}_{\mathbb{Z}^{j-1}}(\bar{z}_{j-1})E_{P^0} \left[ E_{P^0} \left\{ f(Z, S) \mid \bar{Z}_j, S \right\} - E_{P^0} \left\{ f(Z, S) \mid \bar{Z}_{j-1}, S \right\} \mid \bar{Z}_j = \bar{z}_j, S \in S_j \right].
\]

**Proof of Lemma 3.** To ease notation, we let \(f_j \equiv \Gamma_j(f)\). Condition 1 ensures that \(f_j\) is uniquely defined up to \(Q^0\)-null sets. Now, again using Condition 1 and also applying Condition 3, we see that the following holds \(Q^0\)-almost surely:

\[
E_{Q^0}[f_j(\bar{Z}_j) \mid \bar{Z}_{j-1}] = E_{Q^0} \left[ E_{P^0} \left[ E_{P^0} \left\{ f(Z, S) \mid \bar{Z}_j, S \right\} - E_{P^0} \left\{ f(Z, S) \mid \bar{Z}_{j-1}, S \right\} \mid \bar{Z}_j, S \in S_j \right] \mid \bar{Z}_{j-1} \right] = E_{P^0} \left\{ f(Z, S) \mid \bar{Z}_{j-1}, S \in S_j \right\} - E_{P^0} \left\{ f(Z, S) \mid \bar{Z}_{j-1}, S \in S_j \right\} = 0.
\]

We now show that \(E_{Q^0}[f_j(\bar{Z}_j)^2] < \infty\). This can be seen to hold since

\[
E_{Q^0}[f_j(\bar{Z}_j)^2] = \int \int f_j(\bar{z}_j)^2 \mathbb{Q}^0_j(d\bar{z}_j \mid \bar{z}_{j-1}) \mathbb{Q}^0_{j-1}(\bar{z}_{j-1}) = \int \int f_j(\bar{z}_j)^2 \mathbb{P}^0_j(d\bar{z}_j \mid \bar{z}_{j-1}, S_j) \mathbb{Q}^0_{j-1}(\bar{z}_{j-1}) = \int \int f_j(\bar{z}_j)^2 \mathbb{P}^0_j(d\bar{z}_j \mid \bar{z}_{j-1}, S_j) \lambda_{j-1}(\bar{z}_{j-1}) \mathbb{P}^0_{j-1}(d\bar{z}_{j-1} \mid S_j) \leq c_{j-1} \int \int f_j(\bar{z}_j)^2 \mathbb{P}^0_j(d\bar{z}_j \mid \bar{z}_{j-1}, S_j) \mathbb{P}^0_{j-1}(d\bar{z}_{j-1} \mid S_j) = c_{j-1} E_{P^0} \left[ f_j(\bar{Z}_j)^2 \mid S_j \right] \leq \frac{c_{j-1}}{P^0(S \in S_j)} E_{P^0} \left[ f_j(\bar{Z}_j)^2 \right].
\]

It is also readily verified that \(E_{P^0} \left[ f_j(\bar{Z}_j)^2 \right]\) is upper bounded by a \(P^0\)-dependent constant times \(E_{P^0} \left[ f(\bar{Z})^2 \right]\), which is finite since \(f \in L_0^2(P^0)\). \(\square\)

The above ensures that, for any \(f \in L_0^2(P^0)\) and \(j \in J\), the \(L_0^2(Q^0)\)-projection of \(\Gamma_j(f)\) onto \(T(Q^0, Q)\) is well-defined. This proves useful in a result to follow (Lemma 5), which characterizes the \(L_0^2(P^0)\)-projection operator onto \(T(P^0, P)\). Before presenting that result, we provide another characterization of \(\Gamma_j\). In the proof of the next result, we let \(\mathbb{P}^0_j(\cdot \mid S_j)\) denote the conditional distribution of \(\bar{Z}_j\) given \(S \in S_j\) under sampling from \(P^0\).

**Lemma 4.** Suppose that Condition 1 holds. For any \(f \in L_0^2(P^0)\) and \(j \in J\), the following holds for \(\mathbb{P}^0_j(\cdot \mid S_j)\)-
almost all $\bar{\bar{\bar{ar{z}}}}_j$:

$$\Gamma_j(f)(\bar{\bar{\bar{\bar{z}}}}_j) = \mathbb{I}_{\bar{\bar{\bar{\bar{Z}}}}_{j-1}}(\bar{\bar{\bar{\bar{z}}}}_{j-1}) (E_{P^0} [f(Z, S) \mid \bar{\bar{\bar{\bar{Z}}}}_{j-1} = \bar{\bar{\bar{\bar{z}}}}_{j-1}, S \in S_j] - E_{P^0} [f(Z, S) \mid \bar{\bar{\bar{\bar{Z}}}}_{j-1} = \bar{\bar{\bar{\bar{z}}}}_{j-1}, S \in S_j]).$$

**Proof of Lemma 4.** By applying the law of total expectation to the first term in the definition of $\Gamma_j(f)$ from Lemma 3, it suffices to show that, for $P_j^0(\cdot \mid S_j)$-almost all $\bar{\bar{\bar{\bar{z}}}}_j$,

$$\mathbb{I}_{\bar{\bar{\bar{\bar{Z}}}}_{j-1}}(\bar{\bar{\bar{\bar{z}}}}_{j-1}) E_{P^0} [f(Z, S) \mid \bar{\bar{\bar{\bar{Z}}}}_{j-1} = \bar{\bar{\bar{\bar{z}}}}_{j-1}, S \in S_j] = \mathbb{I}_{\bar{\bar{\bar{\bar{Z}}}}_{j-1}}(\bar{\bar{\bar{\bar{z}}}}_{j-1}) E_{P^0} [f(Z, S) \mid \bar{\bar{\bar{\bar{Z}}}}_{j-1} = \bar{\bar{\bar{\bar{z}}}}_{j-1}, S \in S_j].$$

This can be seen to hold since, for $P_j^0(\cdot \mid S_j)$-almost all $\bar{\bar{\bar{\bar{z}}}}_j$,

$$\mathbb{I}_{\bar{\bar{\bar{\bar{Z}}}}_{j-1}}(\bar{\bar{\bar{\bar{z}}}}_{j-1}) E_{P^0} [f(Z, S) \mid \bar{\bar{\bar{\bar{Z}}}}_{j-1} = \bar{\bar{\bar{\bar{z}}}}_{j-1}, S \in S_j] = \mathbb{I}_{\bar{\bar{\bar{\bar{Z}}}}_{j-1}}(\bar{\bar{\bar{\bar{z}}}}_{j-1}) E_{P^0} [f(Z, S) \mid \bar{\bar{\bar{\bar{Z}}}}_{j-1} = \bar{\bar{\bar{\bar{z}}}}_{j-1}, S \in S_j],$$

where the first and third equalities above hold by the law of total expectation, the second holds by Condition 1, and the fourth holds by properties of conditional expectations and the fact that $\bar{\bar{\bar{\bar{Z}}}}_j = (\bar{\bar{\bar{\bar{Z}}}}_{j-1}, \bar{\bar{\bar{\bar{Z}}}}_j)$.

**Lemma 5.** Suppose that Conditions 1 and hold. For any $f \in L_0^2(P^0)$ satisfying $\Pi_{Q^0} \{ \Gamma_j(f) \mid T(Q^0, Q) \}(\bar{\bar{\bar{\bar{z}}}}_j) = \lambda_{j-1}(\bar{\bar{\bar{\bar{z}}}}_{j-1}) \Pi_{Q^0} \{ \Gamma_j(f) \mid T(Q^0, Q) \}(\bar{\bar{\bar{\bar{z}}}}_j)$ $P^0$-a.s. for all $j \in J$, it holds that

$$\Pi_P \{ f \mid T(P^0, P) \}(z, s) = \Pi_P \{ f \mid L_0^2(P^0) \}(s) + \sum_{j=1}^{d} \Pi_{P^0} \{ f \mid L_0^2(P^0) \}(\bar{\bar{\bar{\bar{z}}}}_j, s) + \sum_{j \in J} \mathbb{I}_{S_j}(s) \mathbb{I}_{\bar{\bar{\bar{\bar{Z}}}}_{j-1}}(\bar{\bar{\bar{\bar{z}}}}_{j-1}) \left[ \Pi_{Q^0} \{ \Gamma_j(f) \mid T(Q^0, Q) \}(\bar{\bar{\bar{\bar{z}}}}_j) - \Pi_{P^0} \{ f \mid L_0^2(P^0) \}(\bar{\bar{\bar{\bar{z}}}}_j, s) \right].$$

(7)

It is worth noting that Lemma 5 provides a means to compute the canonical gradient of arbitrary pathwise differentiable functional $\eta : P \to \mathbb{R}$ within the data fusion model $P$. Hence, this lemma may be of independent interest beyond the special setting that we consider in this paper, namely functionals of the form $\psi \circ \theta$ whose evaluation at $P^0$ corresponds to a summary of the target distribution $Q^0$. To see why Lemma 5 makes consideration of such functionals possible, note that this lemma provides a means to project an arbitrary function $f \in L_0^2(P^0)$ onto the tangent space of $P$ at $P^0$. Therefore, given an arbitrary initial gradient of $\eta$, the canonical gradient of $\eta$ relative to $P$ can be computed by projecting that gradient onto the tangent space of $P$. A simple example
of a parameter for which Lemma [5] can be a useful tool for computing the canonical gradient is the functional \( P \mapsto E_P[Z_d] \). This functional does not generally take the form \( \psi \circ \theta \) unless \( \mathcal{J} = [d] \) and \( S_j = [k] \) for all \( j \). Nevertheless, \( z \mapsto z_d - E_P[Z_d] \) is an initial gradient, and so Lemma [5] provides a means to compute the canonical gradient of this functional in the data fusion model \( \mathcal{P} \).

**Proof of Lemma [5]** Let \( g : Z \times [k] \to \mathbb{R} \) denote the function defined pointwise so that \( g(z,s) \) is equal to the right-hand side of (7). We will show that \( \langle f - g, h \rangle_{p^o} = 0 \) for all \( h \in \mathcal{T}(P^o, \mathcal{P}) \), where \( \langle \cdot, \cdot \rangle_{p^o} \) is the inner product in \( L^2_0(P^o) \). We first show that \( g \in \mathcal{T}(P^o, \mathcal{P}) \). For all \( j \in \{0\} \cup [d] \), it holds that \( \Pi_{p^o}(f \mid L^2_0(P^o_j)) \in L^2_0(P^o) \). Similarly, for each \( j \in \mathcal{J} \), \( \Pi_{Q^o}(\Gamma_j(f) \mid \mathcal{T}(Q^o, \mathcal{Q})) \in \mathcal{T}(Q^o, \mathcal{Q}) \). Recalling that \( \mathcal{T}(P^o, \mathcal{P}) = \bigoplus_{j=0}^d \mathcal{T}(P^o_j, \mathcal{P}_j) \), we see that \( g \in \mathcal{T}(P^o, \mathcal{P}) \).

The remainder of this proof shows that, for any \( h \in \mathcal{T}(P^o, \mathcal{P}) \), \( \langle f - g, h \rangle_{p^o} = 0 \). Fix \( h \in \mathcal{T}(P^o, \mathcal{P}) \). As \( L^2_0(P^o_j), j = 0, 1, \ldots, d \), are orthogonal subspaces of \( L^2_0(P^o) \) that are such that \( L^2_0(P^o) = \bigoplus_{j=0}^d L^2_0(P^o_j) \), it holds that

\[
\langle f - g, h \rangle_{p^o} = \int \sum_{j=0}^d \Pi_{p^o}(f - g \mid L^2_0(P^o_j))(\bar{z}_j, s)\Pi_{p^o}(h \mid L^2_0(P^o_j))(\bar{z}_j, s)dP^o(z, s).
\]

We show that each of the terms in the sum above is zero. If \( j \in \{0\} \cup \mathcal{I} \), then this follows immediately from the fact that \( \Pi_{p^o}(g \mid L^2_0(P^o_j)) = \Pi_{p^o}(f \mid L^2_0(P^o_j)) \), and so the corresponding term in the above sum is zero. Now suppose that \( j \in \mathcal{J} \). We have that

\[
\int \Pi_{p^o}(f - g \mid L^2_0(P^o_j))(\bar{z}_j, s)\Pi_{p^o}(h \mid L^2_0(P^o_j))(\bar{z}_j, s)dP^o(z, s)
= \int \sum_{i \neq j} \Pi_{S_i}(s)\Pi_{S_j}^+(\bar{z}_{j-1})\Pi_{p^o}(f - g \mid L^2_0(P^o_j))(\bar{z}_j, s)\Pi_{p^o}(h \mid L^2_0(P^o_j))(\bar{z}_j, s)dP^o(z, s)
+ \int \Pi_{S_j}(s)\Pi_{S_j}^+(\bar{z}_{j-1})\Pi_{p^o}(f - g \mid L^2_0(P^o_j))(\bar{z}_j, s)\Pi_{p^o}(h \mid L^2_0(P^o_j))(\bar{z}_j, s)dP^o(z, s).
\]

When \( (s, z) \notin S_j \times \bar{S}_j^+ \), it is straightforward to show that \( \Pi_{p^o}(g \mid L^2_0(P^o_j))(z, s) = \Pi_{p^o}(f \mid L^2_0(P^o_j))(z, s) \). Hence, the first term on the right-hand side above is zero. We now study the second term. We begin by noting that \( \mathcal{T}(P^o, \mathcal{P}_j) \) is a subspace of \( L^2_0(P^o) \) and, for all \( i \neq j \), \( \mathcal{T}(P^o, \mathcal{P}_i) \cap L^2_0(P^o_j) = \{0\} \). Hence, \( \Pi_{p^o}(h \mid L^2_0(P^o_j)) \in \mathcal{T}(P^o, \mathcal{P}_j) \). Consequently, by [5], there exists an \( r_j \in \mathcal{T}(Q^o, \mathcal{Q}_j) \) such that, whenever \( (s, \bar{z}_{j-1}) \in S_j \times \bar{S}_j^+ \),

\[
\Pi_{p^o}(h \mid L^2_0(P^o_j))(\bar{z}_j, s) = r_j(\bar{z}_j).
\]

Thus, the second term above, which we refer to as (II), rewrites as

\[
(II) = \int \Pi_{S_j}(s)\Pi_{S_j}^+(\bar{z}_{j-1})\Pi_{p^o}(f - g \mid L^2_0(P^o_j))(\bar{z}_j, s)r_j(\bar{z}_j)dP^o(z, s).
\]

Noting that \( \Pi_{p^o}(f - g \mid L^2_0(P^o_j)) = \Pi_{p^o}(f \mid L^2_0(P^o_j)) - \Pi_{p^o}(g \mid L^2_0(P^o_j)) \) and using that \( \Pi_{p^o}(g \mid
Let \( p_j \) denote the marginal distribution of \( Z_j \) under sampling from \( P^0 \). Noting that, for all \( s \in S_j \),

\[
E_{P^0} \left[ f(Z, S) \mid \bar{Z}_{j-1} = \bar{z}_{j-1}, S = s \right] = E_{P^0} \left[ E_{P^0} \left[ f(Z, S) \mid \bar{Z}_j, S \right] \mid \bar{Z}_{j-1} = \bar{z}_{j-1}, S \in S_j \right] \\
= E_{P^0} \left[ f(Z, S) \mid \bar{Z}_{j-1} = \bar{z}_{j-1}, S \in S_j \right]
\]

by the law of total expectation and Condition \([1]\) and also that

\[
\sum_{s \in S_j} E_{P^0} \left[ f(Z, S) \mid \bar{Z}_j = \bar{z}_j, S = s \right] P^0(S = s \mid \bar{Z}_j = \bar{z}_j) \\
= E_{P^0} \left[ f(Z, S) \mid \bar{Z}_j = \bar{z}_j, S \in S_j \right] P^0(S \in S_j \mid \bar{Z}_j = \bar{z}_j),
\]

and \( \sum_{s \in S_j} P^0(S = s \mid \bar{Z}_j = \bar{z}_j) = P^0(S \in S_j \mid \bar{Z}_j = \bar{z}_j) \), we see that the most recent expression for (II) rewrites as

\[
(\text{II}) = \int \mathbb{1}_{Z_{j-1}}(\bar{z}_{j-1}) \left\{ E_{P^0} \left[ f(Z, S) \mid \bar{Z}_j = \bar{z}_j, S \in S_j \right] - E_{P^0} \left[ f(Z, S) \mid \bar{Z}_{j-1} = \bar{z}_{j-1}, S \in S_j \right] \\
- \Pi_{Q^0} \left\{ \Gamma_j(\cdot) \mid \mathcal{T}(Q^0, Q) \right\} (\bar{z}_j) \right\} r_j(\bar{z}_j) P^0_\bar{z}_j(d\bar{z}_j).
\]

Let \( p^0_j \equiv P^0(S \in S_j) \) and \( P^0_\bar{z}_j(\cdot \mid S_j) \) denotes the conditional distribution of \( \bar{Z}_j \) given \( S \in S_j \) under sampling from \( P^0 \). Employing Bayes rule and Lemma \([4]\) we see that

\[
(\text{II}) = p^0_j \int \mathbb{1}_{Z_{j-1}}(\bar{z}_{j-1}) \left\{ E_{P^0} \left[ f(Z, S) \mid \bar{Z}_j = \bar{z}_j, S \in S_j \right] - E_{P^0} \left[ f(Z, S) \mid \bar{Z}_{j-1} = \bar{z}_{j-1}, S \in S_j \right] \\
- \Pi_{Q^0} \left\{ \Gamma_j(\cdot) \mid \mathcal{T}(Q^0, Q) \right\} (\bar{z}_j) \right\} r_j(\bar{z}_j) P^0_\bar{z}_j(d\bar{z}_j) \\
= p^0_j \int \mathbb{1}_{Z_{j-1}}(\bar{z}_{j-1}) \left\{ \Gamma_j(\bar{z}_j) - \Pi_{Q^0} \left\{ \Gamma_j(\cdot) \mid \mathcal{T}(Q^0, Q) \right\} (\bar{z}_j) \right\} r_j(\bar{z}_j) P^0_\bar{z}_j(d\bar{z}_j) \\
= p^0_j \int_{Z_{j-1}} \int_{Z_j} \left\{ \Gamma_j(\bar{z}_j) - \Pi_{Q^0} \left\{ \Gamma_j(\cdot) \mid \mathcal{T}(Q^0, Q) \right\} (\bar{z}_j) \right\} r_j(\bar{z}_j) P^0_\bar{z}_j(d\bar{z}_j) \\
= p^0_j \int_{Z_{j-1}} \int_{Z_j} \left\{ \Gamma_j(\bar{z}_j) - \Pi_{Q^0} \left\{ \Gamma_j(\cdot) \mid \mathcal{T}(Q^0, Q) \right\} (\bar{z}_j) \right\} r_j(\bar{z}_j) P^0_\bar{z}_j(d\bar{z}_j)
\]
orthogonal projections, we have

Suppose that Conditions 1 and 2 hold. All of the following hold:

Lemma 6. Suppose that Conditions 1 and 2 hold. All of the following hold:

\[ \times r_j(\bar{z}_j) P^0_j(dz_j | \bar{z}_{j-1}, S_j) \bar{P}^0_{j-1}(d\bar{z}_{j-1} | S_j), \]

where we recall that \( \bar{P}^0_{j-1}(\cdot | S_j) \) is the conditional distribution of \( \bar{Z}_{j-1} \) under \( P^0 \) given that \( S \in S_j \). Applying Conditions 1 and 2, we see that

\[
(\Pi) = p_j^0 \int_{\bar{Z}_{j-1}} \int_{\bar{Z}_j} \left\{ \Gamma_j(f)(\bar{z}_j) - \Pi_{Q^0} \left\{ \Gamma_j(f) \mid \mathcal{T}(Q^0, Q) \right\}(\bar{z}_j) \right\} r_j(\bar{z}_j) \\
\hspace{1cm} \cdot Q^0(dz_j | \bar{z}_{j-1}) \bar{P}^0_{j-1}(d\bar{z}_{j-1} | S_j) \\
= p_j^0 \int_{\bar{Z}_{j-1}} \int_{\bar{Z}_j} \left\{ \Gamma_j(f)(\bar{z}_j) - \Pi_{Q^0} \left\{ \Gamma_j(f) \mid \mathcal{T}(Q^0, Q) \right\}(\bar{z}_j) \right\} \\
\hspace{1cm} \times r_j(\bar{z}_j) Q^0(dz_j | \bar{z}_{j-1}) \lambda_j-1(\bar{z}_{j-1})^{-1} Q^0_{j-1}(d\bar{z}_{j-1}).
\]

Using that \( \Pi_{Q^0} \left\{ \Gamma_j(f) \mid \mathcal{T}(Q^0, Q) \right\}(\bar{z}_j) = \lambda_j-1(\bar{z}_{j-1}) \Pi_{Q^0} \left\{ \Gamma_j(f)/\lambda_j-1 \mid \mathcal{T}(Q^0, Q) \right\}(\bar{z}_j) \) and properties of orthogonal projections, we have

\[
(\Pi) = p_j^0 \int_{\bar{Z}_j} \{ \lambda_j-1(\bar{z}_{j-1})^{-1} \Gamma_j(f)(\bar{z}_j) - \lambda_j-1(\bar{z}_{j-1})^{-1} \Pi_{Q^0} \left\{ \Gamma_j(f) \mid \mathcal{T}(Q^0, Q) \right\}(\bar{z}_j) \} r_j(\bar{z}_j) Q^0(dz_j) \\
\hspace{1cm} = p_j^0 \int_{\bar{Z}_j} \{ \lambda_j-1(\bar{z}_{j-1})^{-1} \Gamma_j(f)(\bar{z}_j) - \Pi_{Q^0} \left\{ \lambda_j-1(\bar{z}_{j-1})^{-1} \Gamma_j(f) \mid \mathcal{T}(Q^0, Q) \right\}(\bar{z}_j) \} r_j(\bar{z}_j) Q^0(dz_j) \\
\hspace{1cm} = 0.
\]

\[ \square \]

A.3 Equivalence of pathwise differentiability of \( \psi \) and \( \phi \)

We begin with a lemma regarding the nuisance tangent spaces \( \mathcal{T}^+(Q^0, Q) \) and \( \mathcal{T}^+(P^0, P) \) of \( \mathcal{T}(Q^0, Q) \) and \( \mathcal{T}(P^0, P) \) relative to \( \psi \) and \( \phi \), respectively. The nuisance tangent space \( \mathcal{T}^+(Q^0, Q) \) is defined as the set of scores in \( \mathcal{T}(Q^0, Q) \) for which the target estimand remains constant, in first order, along a quadratic differentiable mean submodel with that score — more formally, \( \mathcal{T}^+(Q^0, Q) \) consists of all \( h \in \mathcal{T}(Q^0, Q) \) for which there exists a univariate submodel \( \{Q^{(c)} : \epsilon \in [0, \delta]\} \) with \( Q^{(c)} = Q^0 \) when \( \epsilon = 0 \), score \( h \) at \( \epsilon = 0 \), and \( \frac{d}{d\epsilon} \psi(Q^{(c)}) \mid_{\epsilon=0} = 0 \). Similarly, the nuisance tangent space \( \mathcal{T}^+(P^0, P) \) consists of all \( f \in \mathcal{T}(P^0, P) \) for which there exists a univariate submodel \( \{P^{(c)} : \epsilon \in [0, \delta]\} \) with \( P^{(c)} = P^0 \) when \( \epsilon = 0 \), score \( f \) at \( \epsilon = 0 \), and \( \frac{d}{d\epsilon} \phi(P^{(c)}) \mid_{\epsilon=0} = 0 \). Finally, for \( j \in J \), we let \( \mathcal{T}(P^0, P_j) \) be consist of all \( f \in \mathcal{T}(P^0, P_j) \) for which the restriction of \( f \) to \( Z_j \times \bar{Z}_{j-1} \times S_j \) is equal to zero.

In the upcoming results, we will use the fact that Condition 2 and Lemma 1.6 of Van der Laan and Robins (2003) imply that \( \mathcal{T}(Q^0, Q) = \bigoplus_{i=1}^d \mathcal{T}(Q^0, Q_i) \). We also define \( \mathcal{U}(P^0, P_j) \) to be the set of all \( h_j \in L^2_j(P^0_j) \) that are such that \( h(\bar{z}_j, s) = 0 \) for \( P^0 \)-almost all \( (\bar{z}_j, s) \) that are such that \( (\bar{z}_{j-1}, s) \in \bar{Z}_{j-1} \times S_j \).

Lemma 6. Suppose that Conditions 1 and 2 hold. All of the following hold:
(i) if \(i \in I\), then \(\mathcal{T}(Q^{0}, Q_{i}) \subseteq \mathcal{T}^{1}(Q^{0}, Q)\).

(ii) if \(i \in \{0\} \cup I\), then \(\mathcal{T}(P^{0}, \mathcal{P}_{i}) \subseteq \mathcal{T}^{1}(P^{0}, \mathcal{P})\), and

(iii) if \(j \in J\), then \(\mathcal{U}(P^{0}, \mathcal{P}_{j}) \subseteq \mathcal{T}^{1}(P^{0}, \mathcal{P})\).

**Proof of Lemma 6.** If \(I\) is empty then (i) and (ii) are obvious. Hence, when proving those results, we suppose that \(I\) is nonempty.

We first prove (iii) Fix \(i \in I\) and \(f \in \mathcal{T}(Q^{0}, Q_{i})\). As \(\mathcal{T}(Q^{0}, Q) = \bigoplus_{i=1}^{d} \mathcal{T}(Q^{0}, Q_{i})\) and \(\mathcal{T}(Q^{0}, Q)\) was assumed to be a closed space, there exists a \(\delta > 0\) and a univariate submodel \(\{\tilde{Q}^{(i)} : \epsilon \in [0, \delta]\}\) such that \(\tilde{Q}^{(i)} = Q^{0}\) when \(\epsilon = 0\) and such that the model has score \(f\) at \(\epsilon = 0\). By Condition 2 we can further define \(\{Q^{(j)} : \epsilon \in [0, \delta]\} \subseteq \mathcal{Q}\) to be such that, for each \(\epsilon, Q^{(j)} = \tilde{Q}^{(i)}\) and, for all \(j \neq i\), \(Q^{(j)} = Q^{0}\). It can be readily verified that \(Q^{(j)} = Q^{0}\) when \(\epsilon = 0\) and \(\{Q^{(j)} : \epsilon \in [0, \delta]\}\) has score \(f\) at \(\epsilon = 0\). Since \(Q^{(j)} = Q^{0}\) for all \(j \in J \subseteq [d]\{i\}\), the definition of \(J\) shows that \(\psi(Q^{(j)})\) is constant over \(\epsilon \in [0, \delta]\), and so \(\frac{\partial}{\partial \epsilon}\psi(Q^{(j)}) = 0\).

Hence, \(f \in \mathcal{T}^{1}(Q^{0}, Q)\). As \(f \in \mathcal{T}(Q^{0}, Q_{i})\) was arbitrary, \(\mathcal{T}(Q^{0}, Q_{i}) \subseteq \mathcal{T}^{1}(Q^{0}, Q)\).

We now prove (ii) Fix \(i \in \{0\} \cup I\) and \(h \in \mathcal{T}(P^{0}, \mathcal{P}_{i})\). By similar arguments to those used to prove (i) there exists \(\{P^{(j)} : \epsilon \in [0, \delta]\} \subseteq \mathcal{P}\) with score \(h\) at \(\epsilon = 0\) that is such that \(P^{(j)} = P^{0}\) for all \(j \neq i\) and \(P^{(i)} = P^{0}\) when \(\epsilon = 0\). Combining this with Condition 1 shows that \(P^{(j)}(\cdot | \tilde{z}_{j-1}, S \in S_{j}) = P^{0}(\cdot | \tilde{z}_{j-1}, S \in S_{j}) = Q^{0}\) for all \(j \in J \subseteq [d]\{i\}\). Hence, for all \(j \in J\), the distribution of \(Z_{j} | \tilde{Z}_{j-1}\) under \(\theta(P^{(i)})\) is equal to \(Q^{0}\). The definition of \(J\) then shows that \(\phi(P^{(j)}) = \psi \circ \theta(P^{(i)})\) is constant in \(\epsilon\), and so \(\frac{\partial}{\partial \epsilon}\phi(P^{(i)}) \mid_{\epsilon=0} = 0\).

As \(h \in \mathcal{T}(P^{0}, \mathcal{P}_{i})\) was arbitrary, \(\mathcal{T}(P^{0}, \mathcal{P}_{i}) \subseteq \mathcal{T}^{1}(P^{0}, \mathcal{P})\).

We now prove (iii) Fix \(j \in J\) and \(h \in \mathcal{U}(P^{0}, \mathcal{P}_{j})\). First, note that \(\mathcal{U}(P^{0}, \mathcal{P}_{j}) \subseteq \mathcal{T}(P^{0}, \mathcal{P}_{j})\). Next, note that it is possible to construct a submodel \(\{P^{(i)} : \epsilon \in [0, \delta]\} \subseteq \mathcal{P}\) with score \(h\) at \(\epsilon = 0\) that is such that \(P^{(i)} = 0\) when \(\epsilon = 0\) and \(P^{(i)} = P^{0}\) for all \(i \neq j\) — in fact, the first part of the proof of Lemma 2 provides such a construction (this can be seen by taking \(f_{j} = 0\) in the first part of that proof). Since \(h \in \mathcal{U}(P^{0}, \mathcal{P}_{j})\), \(P^{(i)}(\cdot | \tilde{z}_{j-1}, s)\) to \(P^{0}(\cdot | \tilde{z}_{j-1}, s)\) for \(P^{0}\)-almost all \((\tilde{z}_{j-1}, s) \in \tilde{Z}_{j-1}^{+} \times S_{j}\). Now, since \(\tilde{Z}_{j-1}^{+}\) denotes the support of \(Z_{j-1}\) under sampling from any \(Q \in \mathcal{Q}\), it then must hold that the distribution of \(Z_{j} | \tilde{Z}_{j-1}, S\) under \(\theta(P^{(j)})\) is the same for all \(\epsilon \in [0, \delta]\); also, for all \(i \in \mathcal{J}_{j}\), the distribution of \(Z_{i} | \tilde{Z}_{i-1}, S\) under \(\theta(P^{(j)})\) is the same for all \(\epsilon \in [0, \delta]\) since \(P^{(i)} = P^{0}\). Hence, by the definition of \(J\), \(\phi(P^{(j)}) = \psi \circ \theta(P^{(i)})\) is constant in \(\epsilon\), and so \(\frac{\partial}{\partial \epsilon}\phi(P^{(i)}) \mid_{\epsilon=0} = 0\).

Because the proofs are related, we prove Lemma 1 and Theorem 2 together.

**Proofs of Lemma 1 and Theorem 2.** We begin with a sketch of our proof. We will first suppose that \(\psi\) is pathwise differentiable at \(Q^{0}\) relative to \(Q\) and fix a gradient \(D_{Q^{0}}\) of \(\psi\). We will show that, for any submodel \(\{P^{(i)} : \epsilon \in [0, \delta]\}\) with score \(h \in \mathcal{T}(P^{0}, \mathcal{P})\) and with \(P^{(i)} = P^{0}\) when \(\epsilon = 0\), it holds that \(\frac{\partial}{\partial \epsilon}\phi(P^{(i)}) \mid_{\epsilon=0} = E_{P^{0}}\{D_{P^{0}}(Z, S)h(Z, S)\}\), where \(D_{P^{0}}\) takes the form given in (1). This will show that \(D_{P^{0}}\) is a gradient of \(\phi\), which will complete the proof of Theorem 2 and the forward direction of Lemma 1. It will then remain to prove the reverse direction of Lemma 1, which we will provide in the latter half of this proof.
Suppose that $\psi$ is pathwise differentiable at $Q^0$ relative to $Q$ and fix a gradient $D_{Q^0}$ of $\psi$ at $Q^0$ relative to $Q$. Since $D_{Q^0}$ is a gradient, for any submodel $\{Q^{(\epsilon)} : \epsilon \in [0, \delta]\}$ with score $f \in T(Q^0, Q)$ and with $Q^{(\epsilon)} = Q^0$ when $\epsilon = 0$, it holds that $\frac{\partial}{\partial \epsilon} \psi(Q^{(\epsilon)}) |_{\epsilon=0} = E_{Q^0} \{D_{Q^0} f(Z) I(Z)\}$. As $L^2_Q(Q^0) = \bigoplus_{i=1}^d L^2_0(Q^0)$, there exist $D_{Q^0,j} \in L^2_0(Q^0)$, $j \in [d]$, such that $D_{Q^0} = \sum_{j=1}^d D_{Q^0,j}$ — in particular, $D_{Q^0,j}(z_j) = E_{Q^0}[D_{Q^0}(Z) | Z_j = z_j] - E_{Q^0}[D_{Q^0}(Z) | Z_{j-1} = z_{j-1}]$. Moreover, since gradients for $\psi$ reside in the orthogonal complement of the nuisance tangent space $T^\perp(Q^0, Q)$, Lemma 6 shows that $D_{Q^0,i} = 0$ for all $i \in I$.

Fix a function $h \in T(P^0, P)$ and submodel $\{P^{(\epsilon)} : \epsilon \in [0, \delta]\}$. Since $T(P^0, P) = \bigoplus_{j=0}^d T(P^0, P_j)$, there exist $h_j \in T(P^0, P_j), j \in \{0\} \cup [d]$ , such that $h = \sum_{j=0}^d h_j$. Moreover, for each $j \in J$, Lemma 2 shows that there exists an $f_j \in T(Q^0, Q_j)$ such that $h_j(z_j, s) = f_j(z_j)$ for $(s, z_{j-1}) \in S_j \times \bar{Z}_{j-1}^\perp$. For each $\epsilon \in [0, \delta)$, let $Q^{(\epsilon)} \in Q$ be such that $Q^{(\epsilon)} = Q^0$ for all $i \in I$ and, for all $j \in J$, $Q^{(\epsilon)}(\cdot | z_{j-1}) = P^{(\epsilon)}(\cdot | z_{j-1}, S_j)$ for $Q^0$-almost all $z_{j-1} \in \bar{Z}_{j-1}^\perp$. Clearly $Q^{(\epsilon)} = Q^0$ when $\epsilon = 0$. Moreover, by analogous arguments to those given in the second part of the proof of Lemma 2 $\{Q^{(\epsilon)} : \epsilon \in [0, \delta]\}$ has score $\sum_{j \in J} f_j$ at $\epsilon = 0$. As $\psi$ is pathwise differentiable at $Q^0$ relative to $Q$,

$$
\frac{\partial}{\partial \epsilon} \psi(Q^{(\epsilon)}) |_{\epsilon=0} = E_{Q^0} \left\{ D_{Q^0}(Z) \sum_{j \in J} f_j(Z_j) \right\} = E_{Q^0} \left\{ \sum_{j \in J} D_{Q^0,j}(Z_j) f_j(Z_j) \right\},
$$

where the latter equality used the orthogonality of the subspaces $L^2_Q(Q^0)$ and $L^2_0(Q^0)$ when $i \neq j$. By the law of total expectation and Condition 1, this shows that

$$
\frac{\partial}{\partial \epsilon} \psi(Q^{(\epsilon)}) |_{\epsilon=0} = E_{P^0} \left[ \sum_{j \in J} E_{Q^0} \left\{ D_{Q^0,j}(Z_j) f_j(Z_j) | Z_{j-1}, S \in S_j \right\} \right]
= E_{P^0} \left[ \sum_{j \in J} \lambda_j = 1 E_{Q^0} \left\{ D_{Q^0,j}(Z_j) f_j(Z_j) | Z_{j-1}, S \in S_j \right\} | S \in \mathcal{S}_j \right]
= E_{P^0} \left[ \sum_{j \in J} \lambda_j = 1 D_{Q^0,j}(Z_j) f_j(Z_j) | S \in \mathcal{S}_j \right]
= E_{P^0} \left[ \sum_{j \in J} \mathbb{1}(S \in \mathcal{S}_j) \frac{\lambda_j = 1 (Z_{j-1})}{P(S \in \mathcal{S}_j)} D_{Q^0,j}(Z_j) f_j(Z_j) \right].
$$

Now, by the construction of $Q^{(\epsilon)}$, it can be verified that, for all $j \in J$, the distribution of $Z_j | Z_{j-1}$ under $\theta(P^{(\epsilon)})$ is equal to $Q^{(\epsilon)}_{Z_j}$. Hence, for all $\epsilon \in [0, \delta)$, $\psi(Q^{(\epsilon)}) = \phi(P^{(\epsilon)})$. Combining this with the fact that the above shows that $\mathbb{1}(s \in \mathcal{S}_j) \lambda_j = 1 (z_{j-1}) = 0$ for $P^0$-almost all $(s, z_{j-1}) \notin S_j \times \bar{Z}_{j-1}^\perp$, we see that

$$
\frac{\partial}{\partial \epsilon} \phi(P^{(\epsilon)}) |_{\epsilon=0} = E_{P^0} \left[ \sum_{j \in J} \mathbb{1}(S \in \mathcal{S}_j) \frac{\lambda_j = 1 (Z_{j-1})}{P(S \in \mathcal{S}_j)} D_{Q^0,j}(Z_j) f_j(Z_j) \right]
= E_{P^0} \left[ \sum_{j \in J} \mathbb{1}(S \in \mathcal{S}_j) \frac{\lambda_j = 1 (Z_{j-1})}{P(S \in \mathcal{S}_j)} D_{Q^0,j}(Z_j) h_j(Z_j, S) \right].
$$
Using that $L^2_0(P^0_i)$ and $L^2_0(P^0_j)$ are orthogonal spaces for $i \neq j$ and also that $(z, s) \mapsto \frac{1(\epsilon \in S^i_j)}{P^0_i(z, s)} \epsilon - (z_j - 1)/DQ^0_j(z_j) \in L^2_0(P^0)$, where here we used Conditions 1 and 5 to ensure that this function has finite second moment, we see that $\frac{\partial}{\partial \epsilon} \phi(P^{(i)}) |_{\epsilon=0} = E_{P^0} \{ D_{P^0}(Z, S) h(Z, S) \}$, where $D_{P^0}$ takes the form in [1]. As $h \in T(P^0, P)$ was arbitrary, $\phi$ is pathwise differentiable at $P^0$ relative to $P$ with gradient $D_{P^0}$. This proves the forward direction of Lemma 1 and also proves Theorem 2.

We now prove the other direction of Lemma 1. Suppose that $\phi$ is pathwise differentiable at $P^0$ relative to $P$ and let $D^*_{P^0}$ denote the canonical gradient of $\phi$. Fix a univariate submodel $\{Q^{(i)} : \epsilon \in [0, \delta]\}$ of $Q$ that has score $f \in T(Q^0, Q)$ and is such that $Q^{(i)} = Q^0$ when $\epsilon = 0$. Since $f = \bigoplus_{j=1}^d T(Q^0, Q_j)$, it holds that $f = \sum_{j=1}^d f_j$, where $f_j$ is the projection of $f$ onto $T(Q^0, Q_j)$ in $L^2_0(Q^0)$. By Lemma 2, the fact that the tangent set of $\mathcal{P}$ at $P^0$ is a closed linear space, and the variation independence condition, there exists a submodel $\{P^{(i)} : \epsilon \in [0, \delta]\}$ with score $(z, s) \mapsto \sum_{j \in J} \|S_j(s)\| \epsilon \|Z_j - 1\| f_j(\bar{z}_j)$ and $P^{(i)} = P^0$ when $\epsilon = 0$. Hence, by the pathwise differentiability of $\phi$,

$$\frac{\partial}{\partial \epsilon} \phi(P^{(i)}) |_{\epsilon=0} = E_{P^0} \left[ D^*_{P^0}(Z, S) \sum_{j \in J} \|S_j(s)\| \epsilon \|Z_j - 1\| f_j(\bar{z}_j) \right].$$

As $T(P^0, P) = \bigoplus_{j=0}^d T(P^0, P_j)$ and the canonical gradient falls in both the tangent space $T(P^0, P)$ and the orthogonal complement of the nuisance tangent space $T^\perp(P^0, P)$, Lemmas 2 and 6 together show that there exist $DQ^{0,j} \in T(Q^0, Q_j)$, $j \in J$, such that $D^*_{P^0}$ takes the form $(z, s) \mapsto \sum_{j \in J} \|S_j(s)\| \epsilon \|Z_j - 1\| DQ^{0,j}(\bar{z}_j)$. Combining this with the above, the fact that $\frac{\partial}{\partial \epsilon} \psi(Q^{(i)}) |_{\epsilon=0} = \frac{\partial}{\partial \epsilon} \phi(P^{(i)}) |_{\epsilon=0}$ under Condition 1 and the law of total expectation, we see that

$$\frac{\partial}{\partial \epsilon} \psi(Q^{(i)}) |_{\epsilon=0} = E_{P^0} \left[ \sum_{j \in J} \|S_j(s)\| \epsilon \|Z_j - 1\| DQ^{0,j}(\bar{z}_j) \sum_{j \in J} \|S_j(s)\| \epsilon \|Z_j - 1\| f_j(\bar{z}_j) \right].$$

The expectations conditional on $(\bar{Z}_j - 1, S)$ in the latter two terms above are zero by Conditions 1 and the fact that functions in $L^2_0(Q^0)$ are $Q^0$-mean-zero for any $j$. Hence, the above display continues as

$$\frac{\partial}{\partial \epsilon} \psi(Q^{(i)}) |_{\epsilon=0} = E_{P^0} \left[ \sum_{j \in J} \|S_j(s)\| \epsilon \|Z_j - 1\| E_{P^0} \{ \|S_j(s)\| DQ^{0,j}(\bar{z}_j) \|Z_j - 1, S) \} \right].$$
where the final equality used Condition 1. Applying Condition 3 and the law of total expectation and using that projecting any gradient onto the tangent space yields the canonical gradient.

**Proof of Corollary 1.** First, note that, by Lemma 4, we have that, for any \( j \in \mathcal{J} \),

\[
\Gamma_j(D_{po})(\bar{z}_j) = E_{po} \left[ \mathbb{I}(S \in S_j) \frac{\mathbb{I}(S \in S_j)}{P(S \in S_j)} \lambda_{j-1}(\bar{Z}_{j-1}) D_{q^o,j}(\bar{Z}_j) \mid \bar{Z}_j = \bar{z}_j, S \in S_j \right] \\
= E_{po} \left[ \mathbb{I}(S \in S_j) \frac{\mathbb{I}(S \in S_j)}{P(S \in S_j)} \lambda_{j-1}(\bar{Z}_{j-1}) D_{q^o,j}(\bar{Z}_j) \mid \bar{Z}_{j-1} = \bar{z}_{j-1}, S \in S_j \right] \\
= \lambda_{j-1}(\bar{z}_{j-1}) D_{q^o,j}(\bar{z}_j) \\
= \frac{1}{P(S \in S_j)} \lambda_{j-1}(\bar{z}_{j-1}) E_{po} \left[ D_{q^o,j}(\bar{Z}_j) \mid \bar{Z}_{j-1} = \bar{z}_{j-1}, S \in S_j \right]
\]

Since \( z \mapsto D_{q^o,j}(\bar{z}_j) \lambda_{j-1}(\bar{z}_{j-1})^{-1} \) and \( f_j \) are both in \( L^2_0(Q^j_j) \), \( j \in \mathcal{J} \), and since \( L^2_0(Q^j_j) \) and \( L^2_0(Q^i_i) \) are orthogonal subspaces of \( L^2_0(Q^0) \) when \( i \neq j \), we see that

\[
\frac{\partial}{\partial \epsilon} \psi(Q^{(\epsilon)}) \mid_{\epsilon=0} = E_{Q^0} \left[ \sum_{j \in \mathcal{J}} P^0(S \in S_j) \frac{\mathbb{I}(S \in S_j)}{P(S \in S_j)} \lambda_{j-1}(\bar{Z}_{j-1})^{-1} \right] \\
= E_{Q^0} \left[ \sum_{j \in \mathcal{J}} P^0(S \in S_j) D_{q^o,j}(\bar{Z}_j) \lambda_{j-1}(\bar{Z}_{j-1})^{-1} \right] \\
= E_{Q^0} \left[ \sum_{j \in \mathcal{J}} P^0(S \in S_j) D_{q^o,j}(\bar{Z}_j) \lambda_{j-1}(\bar{Z}_{j-1})^{-1} \right] f(Z)
\]

By Condition 3, \( \lambda_{j-1}(\bar{Z}_{j-1})^{-1} \) is bounded, and so \( z \mapsto \sum_{j \in \mathcal{J}} P^0(S \in S_j) D_{q^o,j}(\bar{z}_j) \lambda_{j-1}(\bar{z}_{j-1})^{-1} \) belongs to \( L^2_0(Q^0) \). As this function also does not depend on the arbitrarily chosen score \( f \in \mathcal{T}(Q^0, Q) \), \( \psi \) is pathwise differentiable at \( Q^0 \) relative to \( Q \).

**Proof of Corollary 2.** Fix a gradient \( D_{q^0} \) of \( \psi \). Recall the definition of \( D_{po} \) from (1). We will show that the \( L^2_0(\mathcal{P}^0) \)-projection of \( D_{po} \) onto \( \mathcal{T}(P^0, \mathcal{P}) \) takes the form in (2), which establishes the desired result since projecting any gradient onto the tangent space yields the canonical gradient.

First, note that, by Lemma 4, we have that, for any \( j \in \mathcal{J} \),
The latter term above is zero since $D_{Q^0,j} \in L_0^2(Q^0_j)$ and, under Condition 1, $E_{P^0} \left[ D_{Q^0,j}(\bar{Z}_j) \mid \bar{Z}_{j-1} = \bar{z}_{j-1}, S \in S_j \right] = E_{Q^0} \left[ D_{Q^0,j}(\bar{Z}_j) \mid \bar{Z}_{j-1} = \bar{z}_{j-1} \right]$. Hence,

$$\Gamma_j(D_{P^0})(\bar{z}_j) = \frac{\lambda_j(-1(\bar{z}_{j-1}))}{P(S \in S_j)} D_{Q^0,j}(\bar{z}_j).$$

Moreover, as $D_{P^0}$ is a gradient of $\phi$ by Theorem 2, and as gradients are orthogonal to the nuisance tangent space, Lemma 6 shows that $\Pi_{P^0} \{ D_{P^0} \mid L_0^2(P^0_0) \} = 0$ and, for $i \in I$, $\Pi_{P^0} \{ D_{P^0} \mid L_0^2(P^0_i) \} = 0$. Combining this with the above shows that

$$\Pi_{P^0} \{ D_{P^0} \mid T(P^0, P) \}(\bar{z}, s) = \sum_{j \in J} \mathbb{I}_{S_j}(s) \mathbb{I}_{\bar{z}^*_j-1}(\bar{z}_{j-1}) \Pi_{Q^0} \left\{ \Gamma_j(D_{P^0}) \mid T(Q^0, Q) \right\}(\bar{z}_j)$$

$$= \sum_{j \in J} \mathbb{I}_{\bar{z}_j^*}(\bar{z}_{j-1}) \frac{\mathbb{I}_{S_j}(s)}{P^0(S \in S_j)} \Pi_{Q^0} \left\{ r_j \mid T(Q^0, Q) \right\}(\bar{z}_j),$$

where $r_j$ is as defined in the statement of the corollary.

Appendix B  Examples of projections onto the tangent spaces of semiparametric models

The following examples provide the form of the projection in Corollary 1 in three interesting cases. Two further examples, namely where a conditional density is known to be symmetric or conditional mean function is known to be linear, can be found in the longitudinal treatment example (see Appendix C). We also refer the reader to Bickel et al. (1993), Van der Laan and Robins (2003), and Tsiatis (2006) for further examples.

**Example 1. Conditional moment restriction.** Suppose $Q^0$ lies in the class $Q$ containing each univariate distribution $Q$ satisfying the moment condition $E_Q[g_0(\bar{Z}_j) \mid \bar{Z}_{j-1}] = 0$, where, for some $j \in [d]$, $g_0 : \prod_{i=1}^j Z_j \rightarrow \mathbb{R}$ is a known function. The projection of an arbitrary element $h \in L_0^2(Q_j^0)$ onto the tangent space of $Q$ at $Q^0$ is given by

$$\bar{z}_j \mapsto h(\bar{z}_j) = \frac{E_{Q^0}[g_0(\bar{Z}_j)h(\bar{Z}_j) \mid \bar{Z}_{j-1} = \bar{z}_{j-1}]}{E_{Q^0}[g_0(\bar{Z}_j)^2 \mid \bar{Z}_{j-1} = \bar{z}_{j-1}]} g_0(\bar{z}_j).$$

The calculations needed to establish the form of this projection are nearly identical to those used in Example 3.2.3 of Bickel et al. (1993) and so are omitted.

**Example 2. Repeated measures.** Suppose that, for some $j \in [d]$, $Z_j = (Z_{j,1}, \ldots, Z_{j,r})$ is a tuple of $r$ repeated measurements of a real-valued quantity. Further suppose that, for almost all realizations $\bar{z}_{j-1}$ of $\bar{Z}_{j-1}$, $Z_j \mid \bar{Z}_{j-1} = \bar{z}_{j-1}$ is an exchangeable random variable. The model $Q$ denotes the collection of all distributions $Q$ for which $Q_j((z_{j,1}, \ldots, z_{j,r}) \mid \bar{z}_{j-1}) = Q_j((z_{j,1,\pi(1)}, z_{j,\pi(2)}, \ldots, z_{j,\pi(r)}) \mid \bar{z}_{j-1})$ for $Q$-almost all $\bar{z}_j$ and all $\pi$ belonging to the collection $\Pi$ of all permutations of $(1, 2, \ldots, r)$. The projection of an arbitrary element
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Following the results in Corollary 1, the canonical gradient of and such that, for each such that, for each , there is a known set with topological ordering . Under a locally nonparametric model, the distribution of with topological ordering Example 3. Conditional independencies as encoded by a directed acyclic graph. Suppose it is known that the distribution of respects the conditional independencies encoded by a directed acyclic graph with topological ordering . More concretely, suppose that is the collection of all distributions such that, for each , there is a known set such that with -probability one, where . For any , the projection of an arbitrary onto the tangent space of at is given by See Lemma 9 and the proof of Theorem 6 in Rotnitzky and Smucler (2019) for details.

Appendix C Longitudinal treatment effect: detailed derivation Derivation of influence functions: Van der Laan and Gruber (2012) gave the form of the canonical gradient under a locally nonparametric model , which is , where and

Following the results in Corollary 1, the canonical gradient of under a locally nonparametric model is,

Under a locally nonparametric model, . Hence, for each ,

Abbreviating the event that , by and considering fixed , , and , we note that

\[ \lambda_{2t-2}(\bar{h}_{t-1}, a_{t-1}) D_{Q^0, t-1}^\prime(h_t) = f(\bar{h}_{t-1}, \bar{a}_{t-1}) \left\{ L_t^\prime(h_t) - L_{t-1}^\prime(h_{t-1}) \right\} \]
where the data fusion condition (Condition 1) shows that

\[
f(h_{t-1}, a_{t-1}) = f(h_{t-1}, a_{t-1}) \left\{ \tilde{L}_{t}^{\prime}(h_{t}, s) - \tilde{L}_{t-1}^{\prime}(h_{t-1}, s) \right\},
\]

Under the semiparametric model where the conditional distribution \( U_T \mid H_{T-1}, A_{T-1} \) is symmetric about \( g(H_{T-1}, A_{T-1}) \) for some unknown function \( g(\cdot) \) (see Section 3 for more details), we show that \( D_{p0}^{u} = D_{p0}^{u} = D_{p0}^{u} \) where \( D_{p0}^{u} \) is specified in (12), is indeed the canonical gradient of \( \phi \) via the following three steps. First, we present the form of the tangent space of \( Q \) at \( Q^0 \) and providing the corresponding form of the projection. Second, we use the initial gradient under a locally nonparametric model and project it onto the tangent space \( T(Q^0, Q) \). Third, we use Corollary [1] to derive the canonical gradient of \( \phi \).

To begin with, we let \( \hat{q}_{T-1}^{0}(\cdot \mid h_{T-1}, a_{T-1}) \) denote the conditional density of \( U_T \) given that \( H_{T-1} = h_{T-1} \) and \( A_{T-1} = a_{T-1} \). We also let \( \hat{q}_{T-1}^{0}(u_T \mid h_{T-1}, a_{T-1}) = \frac{\partial}{\partial u_T} \hat{q}_{T-1}^{0}(u_T \mid h_{T-1}, a_{T-1}), \ell(z) \equiv \hat{q}_{T-1}^{0}(u_T \mid h_{T-1}, a_{T-1})/\hat{q}_{T-1}^{0}(u_T \mid h_{T-1}, a_{T-1}) \), and \( I_{T-1}(h_{T-1}, a_{T-1}) \equiv \int \hat{q}_{T-1}^{0}(u_T \mid h_{T-1}, a_{T-1})/\hat{q}_{T-1}^{0}(u_T \mid h_{T-1}, a_{T-1}) du_T \). Similarly, we let \( p_{T-1}^{0}(\cdot \mid h_{T-1}, a_{T-1}, s \in S_{T-1}) \) denote the conditional density of \( Y \) given that \( H_{T-1} = h_{T-1}, A_{T-1} = a_{T-1} \) and \( S \in S_{T-1} \), \( p_{T-1}^{0}(y \mid h_{T-1}, a_{T-1}, s \in S_{T-1}) = \frac{\partial}{\partial y} p_{T-1}^{0}(y \mid h_{T-1}, a_{T-1}, s \in S_{T-1}), \ell(x) \equiv p_{T-1}^{0}(y \mid h_{T-1}, a_{T-1}, s \in S_{T-1})/p_{T-1}^{0}(y \mid h_{T-1}, a_{T-1}, s \in S_{T-1}), \) and \( I_{T-1} \equiv \int p_{T-1}^{0}(y \mid h_{T-1}, a_{T-1}, s \in S_{T-1})^2 dx_{T-1}^{0} P_{T-1}^{0}(y \mid h_{T-1}, a_{T-1}, s \in S_{T-1}) dy \). By Condition 2, the tangent space writes as \( \mathcal{T}(Q^0, Q) = \bigoplus_{j=1}^{2T-2} L_{j+2}^{0}(Q^0) + \mathcal{T}(Q^0_{2T-1}, Q_{2T-1}), \) where \( \mathcal{T}(Q^0_{2T-1}, Q_{2T-1}) = \mathcal{T}_1(Q^0_{2T-1}, Q_{2T-1}) \oplus \mathcal{T}_2(Q^0_{2T-1}, Q_{2T-1}) \) with \( \mathcal{T}_1(Q^0_{2T-1}, Q_{2T-1}) \) being equal to the \( L_{i}^{0}(Q^0) \)-closure of \( \{ z \mapsto c(h_{T-1}, a_{T-1}) \ell(z) \text{ for any bounded function } c(\cdot) \} \) and, letting \( \tilde{u}_T = 2g(h_{T-1}, a_{T-1}) - u_T \),

\[
\mathcal{T}_2(Q^0_{2T-1}, Q_{2T-1}) = \left\{ z \mapsto l(u_T, h_{T-1}, a_{T-1}) : z \mapsto l(u_T) \in L_{2}^{0}(Q^0_{2T-1}), \text{ where } l(u_T, h_{T-1}, a_{T-1}) = l(\tilde{u}_T, h_{T-1}, a_{T-1}) \right\}.
\]

The proof of this representation for the tangent space, which is omitted, follows similar arguments to those for the univariate symmetric case (Example 3.2.4 [Bickel et al., 1993]).

The projections of any \( f \in L_{2}^{0}(Q^0_{2T-1}) \) onto \( \mathcal{T}_1(Q^0_{2T-1}, Q_{2T-1}) \) and \( \mathcal{T}_2(Q^0_{2T-1}, Q_{2T-1}) \) have the following
projections can be found in Example 3.3.1 and 3.2.4 of Bickel et al. (1993).

Now we are at the last step and will use Corollary 1 to derive the canonical gradient of \( \phi \). We let \( \Pi Q^0 \{ \lambda_{2T-2} D_{Q^0,2T-1} | T(Q^0_{2T-1}, Q_{2T-1}) \} \) \( z \) \( (I) \) + \( (II) \), where

\[
\begin{align*}
(I) & = \lambda_{2T-2}(\bar{h}_{T-1}, a_{T-1}) \frac{E_{Q^0} \left[ D_{Q^0,2T-1}(Z) \ell(Z) \mid \bar{H}_{T-1} = \bar{h}_{T-1}, A_{T-1} = a_{T-1} \right] \ell(z)}{I_{2T-1}(h_{T-1}, a_{T-1})}, \\
(II) & = \lambda_{2T-2}(\bar{h}_{T-1}, a_{T-1}) \frac{D_{Q^0,2T-1}(z) + D_{Q^0,2T-1}(\bar{z})}{2}.
\end{align*}
\]

Following Corollary 1 and denoting the canonical gradient of \( \phi \) under such semiparametric model as \( D^*_{po}(x) \), we have

\[
D^*_{po}(x) = \sum_{t=1}^{T} \frac{\mathbb{I}(\bar{u}_{t-1} \in U^T_{e-1}) \mathbb{I}(s \in S_{2T-1}) \Pi Q^0 \{ \lambda_{2T-2} D_{Q^0,2T-1} | T(Q^0, Q) \} \{ z \}}{pr(S \in S_{2T-1})} \\
= D_{po}(x) - D_{po,2T-1}(x) + \frac{\mathbb{I}(\bar{u}_{T-1} \in U^T_{T-1}) \mathbb{I}(s \in S_{2T-1}) \lambda_{2T-2}(\bar{h}_{T-1}, a_{T-1})}{pr(S \in S_{2T-1})} \frac{D_{Q^0,2T-1}(z) + D_{Q^0,2T-1}(\bar{z})}{2} \\
+ \frac{E_{Q^0} \left[ D_{Q^0,2T-1}(Z) \ell(Z) \mid \bar{H}_{T-1} = \bar{h}_{T-1}, A_{T-1} = a_{T-1} \right] \ell(z)}{I_{2T-1}(h_{T-1}, a_{T-1})}.
\]

We can use Condition 1 to replace features of \( Q^0 \) in the expression above by the corresponding features of \( P^0 \). By the definition of \( D^*_{po,2T-1}(x) \), the above can then be simplified to

\[
D^*_{po}(x) = D_{po}(x) - D_{po,2T-1}(x) + \frac{E_{po} \left\{ D_{po,2T-1}(X) \ell(X) \mid h_{T-1}, a_{T-1}, S \in S_{2T-1} \right\} \ell(x)}{I_{2T-1}(h_{T-1}, a_{T-1})}. \tag{12}
\]

We conclude by deriving the form of the canonical gradient in the semiparametric model where \( U_T = \beta^T \kappa(\bar{H}_{T-1}, A_{T-1}) + \epsilon \) under nested fusion sets— see Section 3 for more details. The tangent space within this semiparametric model takes the form \( T(Q^0, Q) = \bigoplus_{j=1}^{2T-2} L_0^j(Q^0) + T(Q^0_{2T-1}, Q_{2T-1}) \), where, \( \ell \) is defined in Section 4.3 and \( T(Q^0_{2T-1}, Q_{2T-1}) = \{ z \mapsto m^T \ell(z) : m \in \mathbb{R}^c \} \). It can be verified that

\[
\Pi Q^0 \{ f \mid T(Q^0_{2T-1}, Q_{2T-1}) \} \{ z \} = \{ E_{Q^0} [\ell(Z) \ell(Z)^T]^{-1} E_{Q^0} [\ell(Z) f(Z)] \}^T \ell(z). \tag{13}
\]
Following Corollary 1 and denoting the canonical gradient of $\phi$ under the semiparametric model under consideration as $D^\dagger_{\phi}(x)$, we have

$$D^\dagger_{\phi}(x) = \sum_{t=1}^{T} \Pi(\bar{u}_{t-1} \in \bar{U}_{t-1}) \Pi(s \in S_{2t-1}) \frac{p(s | S \in S_{2t-1})}{P^0(S)} \{ \lambda_{2t-2} D^0_{Q^0} \lambda_{2t-2} | T(Q^0, Q) \}(z)$$

$$= D_{\phi}(x) - D_{\phi^{2T-1}}(x) + \Pi(\bar{u}_{T-1} \in \bar{U}_{T-1}) \frac{\Pi(s \in S_{2T-1})}{P^0(S)}$$

$$\cdot \{ E_{Q^0}[\ell(Z)\ell(Z)^\top]^{-1} E_{Q^0}[\ell(Z)\lambda_{2T-2}(\bar{H}_{T-1}, \bar{A}_{T-1}) D^0_{Q^0} \lambda_{2T-2}(\bar{H}_{T-1}, \bar{A}_{T-1})] \}^\top \ell(z).$$

We can use Condition 1 to replace features of $Q^0$ in the expression above by corresponding features of $P^0$.

**Appendix D Additional Examples**

**D.1 Intent-to-treat average treatment effect**

Primary analyses in randomized clinical trials often concern the intent-to-treat average treatment effect. This estimand corresponds to the difference between mean outcome observed of individuals randomized to treatment versus control, regardless of what intervention they actually receive. Let $Z_1$ denote some baseline characteristic variable, $Z_2$ be the binary randomized treatment assignment, $Z_3$ be an indicator of actually receiving treatment, and $Z_4$ be the real-valued outcome of interest. The model $Q$ for the unknown target distribution $Q$ consists of all distributions with some common support that are such that treatment assignment is randomized, that is, $Z_2$ is independent of $Z_1$. The intent-to-treat average treatment effect of a distribution $Q \in Q$ is defined as $\psi(Q) = E_Q(Z_4 | Z_2 = 1) - E_Q(Z_4 | Z_2 = 0)$. By leveraging the randomization of treatment assignment and the law of total expectation, it can be seen that $\psi(Q) = \sum_{a=0}^{1} (2a - 1) E_{Q_1}[E_{Q_3}[E_{Q_4}(Z_4 | Z_3, Z_2 = a, Z_1) | Z_2 = a, Z_1]]$, where here and throughout we write $E_{Q_j}$, rather than $E_Q$, when we want to emphasize that a conditional expectation only depends on the conditional distribution $Q_j$, rather than on the whole distribution $Q$. Because $\psi(Q)$ can be written as a function of $Q_1, Q_3,$ and $Q_4$ only, it is evident that we can take $I = \{2\}$ in this example.

Suppose we observe data from $k$ sources of three types. The first type of data source only contains covariate information $Z_1$, while randomization, treatment, and outcome information are missing. To indicate such missingness, we let $Z_2 = Z_3 = Z_4 = \ast$ for data from sources of this type. Despite this systematic missingness, it is still possible that such data sources belong to $S_1$ since $S_1$ only pertains to the marginal distribution of $Z_1$. The second type of data source also comes from a clinical trial setting but does not have relevant outcome information measured, so that $(Z_1, Z_2, Z_3)$ is measured and $Z_4 = \ast$. The third type of data source comes from a clinical trial setting and has all relevant variables, including outcomes, measured. Data from the first type of source may inform about the covariate distribution in the target population, data from the second and third may inform about the propensity to adhere to a treatment assignment, and data from the third may also inform about the probability of experiencing a particular outcome given treatment and covariate information.
Under Condition 1, Theorem 1 shows that the intent-to-treat average treatment effect on the target population \( Q^0 \) can be identified from the observed data distribution — in particular, that \( \psi(Q^0) = \phi(P^0) \). In this example, \( \phi(P^0) \) takes the following form:

\[
\phi(P^0) = \sum_{a=0}^{1} (2a - 1) E_{P^0} \left[ E_{P^0} \{ E_{P^0} (Z_4 | Z_3, Z_2 = a, Z_1, S \in S_4) | Z_2 = a, Z_1, S \in S_3 \} | S \in S_1 \right].
\]

Rudolph and van der Laan (2017) considered this problem in the case where \( k = 2 \) data sources are available. Our work makes it possible to incorporate data from more than two sources. **Comparison of identifiability conditions:** Assumption 1 in Section 3 of Rudolph and van der Laan (2017) is a weaker version of our Condition 1b in that it only imposes exchangeability on the conditional means across data sources. Assumption 3 in the same section of that work corresponds to our Condition 1a. The fact that Rudolph and van der Laan (2017) were able to establish the identifiability of \( \psi(Q^0) \) with \( \phi(P^0) \) under a slight weakening of our Condition 1b suggests that, in some cases, studying a particular functional of interest \( \psi \) can make it possible to state a weaker identifiability condition than the sufficient one that we stated in Section 2. Nevertheless, it is worth noting that the estimation problem resulting from this weakened identifiability condition, namely estimation of \( \phi(P^0) \), is the same as the one that we consider in this work. Hence, the general framework that we provide still allows for the construction of an efficient estimator in this setting, even if the sufficient conditions for its validity as an estimator of the target estimand \( \psi(Q^0) \) are slightly stronger than is, in fact, necessary.

**Derivation of influence functions:** This result is a natural extension of those of Rudolph and van der Laan (2017) to more than two data sources and hence we omit the derivation and present the results only. The canonical gradient of \( \phi \) at \( P^0 \) relative to the model that makes at most assumptions about propensity score and positivity is given by

\[
D_{P^0}(x) = D_{P^0,1}(x) - D_{P^0,0}(x),
\]

where

\[
D_{P^0,1}(x) = D_{P^0,1}^{z_2}(x) + D_{P^0,3}^{z_2}(x) + D_{P^0,4}^{z_2}(x),
\]

with

\[
D_{P^0,1}^{z_2}(x) = \frac{1(s \in S_1)}{P^0(S \in S)} \left\{ E_{P^0} \{ E_{P^0} [Z_4 | Z_3, Z_2 = z_2', Z_1, S \in S_4] | Z_2 = z_2', Z_1 = z_1, S \in S_3 \} ight. \\
- \left. E_{P^0} \{ E_{P^0} [Z_4 | Z_3, Z_2 = z_2', Z_1, S \in S_4] | Z_2 = z_2', Z_1, S \in S_3 | S \in S_1 \} \right\}.
\]

\[
D_{P^0,3}^{z_2}(x) = \frac{1(s \in S_3, z_2 = z_2')}{P^0(S \in S_3)} \frac{dP^0(z_1 | S \in S_1)}{dP^0(z_1 | S \in S_3)}.
\]
Suppose that, in the setting of the example in Appendix D.1, we want to measure the impact of an intervention only in the population that complies with its assigned treatment. This quantity of interest is known as the complier average treatment effect (Angrist et al. [1996]), which is defined as,

\[
\psi(Q) = \frac{E_Q(Z_4 \mid Z_2 = 1, Z_3 = 1) - E_Q(Z_4 \mid Z_2 = 0)}{E_Q(Z_4 \mid Z_2 = 1) - E_Q(Z_4 \mid Z_2 = 0)} = \frac{\sum_{a=0}^{1} (2a - 1) E_{Q, a} \{ E_{Q, a}(Z_4 \mid Z_3, Z_2 = a, Z_1) \mid Z_2 = a, Z_1 \}}{\sum_{a=0}^{1} (2a - 1) E_{Q, a} \{ E_{Q, a}(Z_3 \mid Z_2 = a, Z_1) \}}
\]

where, \( \psi_{ITT} \) is the intent-to-treat average treatment effect in Appendix D.1 and \( \psi_c \) measures the proportion of compliers. As in Appendix D.1, the model \( Q \) for the unknown target distribution \( Q \) consists of all distributions with some common support that are such that treatment assignment is randomized. Because \( \psi \) can be written as a function of \( Q_1, Q_3, \) and \( Q_4 \) only, we see that we can take \( I = \{2\} \) in this example. Suppose we observe data from \( k \) sources and consider the same setting as the one in Appendix D.1. Then under Condition 1b presented in Rudolph and van der Laan (2017), the complier average treatment effect on the target population \( Q^0 \) can be identified as \( \phi(P^0) \equiv \psi_{ITT}(P^0) / \psi_c(P^0) \) where \( \psi_{ITT}(P^0) \) is equal to \( \phi(P^0) \) in Appendix D.1 and \( \psi_c(P^0) \) is equal to

\[
\phi_c(P^0) = \sum_{a=0}^{1} (2a - 1) E_{P^0} \{ E_{P^0}(Z_3 \mid Z_2 = a, Z_1, S \in S_4) \mid Z_2 = a, Z_1, S \in S_4 \}.
\]

Rudolph and van der Laan (2017) considered this problem in the case where \( k = 2 \) data sources are available. Our work makes it possible to incorporate data from more than two sources.

**Comparison of identifiability conditions:** Assumption 1 in Section 5 of Rudolph and van der Laan (2017) is a weaker version of our Condition [II] in that it only imposes exchangeability on the conditional means across data sources. Assumption 5 in the same section of that work corresponds to our Condition [II]. See our discussion of the identifiability conditions for the intent-to-treat average treatment effect for more discussion on the weaker form of Condition [II] presented in Rudolph and van der Laan (2017).

**Derivation of influence functions:** Chapter 5.2.3 of Van der Laan et al. (2011) shows that the canonical gradient
of $\psi, C_{Q^o}(z) = \tilde{C}_{Q^o}(z) - \tilde{C}_{Q^o}(z)$, where

$$C_{Q^o}(z) = \frac{1(z_2 = z'_2)}{Q^o(Z_2 = z'_2 \mid Z_1 = 1)} \{ z_3 - E_{Q^o}(Z_3 \mid Z_2 = z'_2, Z_1 = z_1) \}$$

$$+ E_{Q^o}(Z_3 \mid Z_2 = z'_2, Z_1 = z_1) - E_{Q^o} \left[ E_{Q^o}(Z_3 \mid Z_2 = z'_2, Z_1) \right].$$

Plugging this into (2) shows that the canonical gradient of $\phi^c$ is $C_{P^o}(x) = C_{P^0}^1(x) - C_{P^0}^0(x)$, where

$$C_{P^0}^1(x) = \frac{1(s \in S_3, z_2 = z'_2)}{P^0(S \in S_3)P^0(Z_2 = z'_2 \mid Z_1 = z_1, S \in S_3) dP^0(z_1 \mid S \in S_3)}$$

$$\cdot \{ z_3 - E_{P^0}(Z_3 \mid Z_2 = z'_2, Z_1 = z_1, S \in S_3) \}$$

$$+ \frac{1(s \in S_1)}{P^0(S \in S_1)} \{ E_{P^0}(Z_3 \mid Z_2 = z'_2, Z_1 = z_1, S \in S_3)$$

$$- E_{P_1} [ E_{P^0}(Z_3 \mid Z_2 = z'_2, Z_1, S \in S_3) \mid S \in S_1] \}.$$

Then by delta method, the canonical gradient of $\phi$ is,

$$D_{P^0}(x) = \frac{1}{\phi_c(P^0)} T_{P^0}(x) - \frac{\phi_{\text{ITT}}(P^0)}{\phi_{\text{ITT}}(P^0)} C_{P^0}(x),$$

where we use $T_{P^0}(x)$ to denote the canonical gradient of $\phi_{\text{ITT}}$ given in Appendix D.1.

### D.3 Off-policy evaluation

**Parameter of interest:** Researchers are often interested in evaluating the impact of a new, previously unimplemented policy in a population (Dudík et al., 2014). This is known as off-policy evaluation, which aims to estimate the reward of a given policy using historical data that contains the outcomes under different, currently-implemented policies. Let $Z_1$ denote some baseline characteristic variable, $Z_2$ denote a discrete or continuous action variable, and $Z_3$ denote a real-valued outcome of interest. The evaluation policy $\Pi_e$ corresponds to a conditional distribution of $Z_2$ given $Z_1$. The target estimand is the average reward under the evaluation policy and writes as $\psi(Q) = E_{Q_1} \{ E_{\Pi_e} \{ E_{Q_3}(Z_3 \mid Z_2, Z_1) \mid Z_1 \} \}$. The model $Q$ consists of all distributions $Q$ such that $Q_2(\cdot \mid z_1) = \Pi_e(\cdot \mid z_1) Q_1$-almost everywhere.

Because $\psi(Q)$ can be written as a function of $Q_1$ and $Q_3$ only, we can take $\mathcal{I} = \{2\}$ in this example. Then, under Condition 1 Theorem 1 shows that $\psi(Q^o)$ can be identified as

$$\phi(P^0) = E_{P^0} \left[ E_{\Pi_e} \{ E_{P^0}(Z_3 \mid Z_2, Z_1, S \in S_3) \mid Z_1 \} \mid S \in S_1 \right].$$

Kallus et al. (2020) considered a similar off-policy learning problem to the one we have presented here. Our setup differs from that of this earlier work in two respects. First, the sample size from each dataset is random in our setting as opposed to fixed in Kallus’ setting. As we discuss in Appendix D.1, we do not believe that this distinction
is particularly important, and in that appendix we outline how our results can be extended to handle the case where
fixed sample sizes are observed from each data source. The second, and more important, way in which our results
differ from those in Kallus et al. (2020) is that we do not require that the collection of data sources informing
about the covariate distribution, $S_1$, be the same as the collection of data sources informing about the reward
distribution, $S_3$. This makes it easy to consider the case of covariate shift for some data sources that inform on
the reward distribution (by making them belong to $S_3$ but not $S_1$), and also to incorporate additional data sources
that have information about the target distribution of covariates but not the reward distribution (by placing those
data sources in $S_1$ but not $S_3$). Notably, our results also handle the case considered in Kallus et al. (2020) where
$S_1 = S_3 = \{k\}$.

**Comparison of identifiability conditions:** As noted above, Kallus et al. (2020) focused on the special case
where $S_1 = S_3 = \{k\}$. In these cases, our Condition [1b] encodes the same requirement as in Section 2.1 of Kallus
et al. (2020), namely that, conditional on $S = s$, the distribution of the triplet $(Z_1, Z_2, Z_3)$ follows the product
distribution $q_1(z_1)p(z_2 \mid z_1, s)q_3(z_3 \mid z_2, z_1)$. Our Condition [1b] corresponds to Assumption 1 in Kallus et al.
(2020).

**Derivation of influence functions:** We let $p_2^0$ denote the conditional density of $Z_2$ given $(Z_1, S)$ under $P^0$ and let
$\pi_e$ to denote the conditional density of the evaluation policy $\Pi_e$. By Lemma 2 of Kennedy (2019), the canonical
gradient of $\psi$ is given by

$$D_{Q^0}(z) = \frac{\pi_e(z_2 \mid z_1)}{\pi^0(z_2 \mid z_1)} \left\{ z_3 - E_{Q^0}(Z_3 \mid Z_2 = z_2, Z_1 = z_1) \right\}$$

$$+ \sum_{z'_2 \in Z_2} E_{Q^0}(Z_3 \mid Z_2 = z'_2, Z_1 = z_1) \pi_e(z'_2 \mid z_1) - \psi(Q^0) .$$

Plugging this into (2) shows that the canonical gradient of $\phi$ is given by

$$D_{P^0}(x) = \frac{1(s \in S_1)}{P^0(S \in S_1)} \frac{dP^0(z_1 \mid S \in S_1)}{dP^0(z_1 \mid S \in S_1)} \frac{\pi_e(z_2 \mid z_1)}{\pi^0(z_2 \mid z_1)} \left\{ z_3 - E_{P^0}(Z_3 \mid Z_2 = z_2, Z_1 = z_1, S \in S_3) \right\}$$

$$+ \frac{1(s \in S_1)}{P^0(S \in S_1)} \left\{ \sum_{z'_2 \in Z_2} E_{P^0}(Z_3 \mid Z_2 = z'_2, Z_1 = z_1, S \in S_3) \pi_e(z'_2 \mid z_1) - \phi(P^0) \right\} ,$$

where $\pi^0(z_2 \mid z_1) \equiv \sum_{s=1}^k p_2^0(z_2 \mid z_1, s)P^0(S = s)$ and the sum over $z'_2$ above should be replaced by a Lebesgue
integral.

**D.4 Z-estimation**

We now consider a more general example that can be applied for a wide variety of estimands. Specifically, we
consider a $b$-dimensional $Z$-estimation problem where $\{m_{\gamma} : \gamma \in \mathbb{R}^b\}$ denotes a collection of $Z \rightarrow \mathbb{R}^b$ functions
(Hansen, 1982). We are interested in inferring the unknown parameter $\psi(Q^0)$, where, for all $Q$ in a specified model
Q, ψ(Q) is defined implicitly as the solution in γ to the estimating equation $M(Q)(γ) ≡ E_Q(m_γ(Z)) = 0$. It is assumed that this solution is unique for each Q. As mentioned in Section 2, it is always possible to take $I = \emptyset$.

For certain classes of functions $\{m_γ : γ ∈ \mathbb{R}\}$, it will also be possible to take $I$ to be a larger, non-empty set — this is the case, for example, if the conditional distribution $Q_j$ is known for some $j$ or if $m_γ(z)$ only depends on $(z_1, \ldots, z_d)$, $d' < d$.

Under Condition 1, $ψ(Q^0)$ can be identified with $ϕ(P^0)$, which is the solution in γ to

$$0 = E_{P^0} \left[ \ldots E_{P^0} \left( E_{P^0}(m_γ(Z) \mid \tilde{Z}_{d-1}, S ∈ S_d) \mid \tilde{Z}_{d-2}, S ∈ S_{d-1} \right) \right] .$$

(14)

Chakrabortty [2016] treat the special case that arises in semi-supervised learning problems, namely the case where $d = 2, k = 2, S_1 = \{1, 2\}$, and $S_2 = \{1\}$. Our example generalizes this previous work by allowing for additional data sources ($k > 2$) and fusion sets ($d > 2$). A great variety of problems can be studied using the generality of our framework. One specific example corresponds to a least-squares projection onto a working linear regression model where $(Z_1, \ldots, Z_{d-1})$ are features of interest, $Z_d$ is an outcome of interest, and the criterion function $m_γ(z) = \{z_d - (z_1, \ldots, z_{d-1})^Tγ\}^2$ is used.

Under regularity conditions on Q and the functions $m_γ, γ ∈ \mathbb{R}^b$, an initial gradient $D_{Q^0}$ to plug into Theorem 2 can be found in Theorem 5.21 of Van der Vaart [2000]. Following results from Corollary 1, the canonical gradient of $ϕ$ takes the form $-V_{P^0}^{-1} F_{P^0}(x)$, where $V_{P^0}$ is the derivative matrix at $ϕ(P^0)$ of the function of $γ$ defined pointwise to be equal to the right-hand side of (14) and, for recursively defined $G_j^0(\tilde{z}_j, s) = E_{P^0}(G_{j+1}^0(\tilde{Z}_{j+1}) \mid \tilde{z}_j, S ∈ S_{j+1})$ with $G_0^0(\tilde{z}_d, s) = m_{ϕ(P^0)}(Z)$.

$$F_{P^0}(x) = \sum_{j=1}^d \mathbb{I}(\tilde{z}_{j-1} ∈ \mathcal{Z}_{j-1}) \frac{\mathbb{I}(s ∈ S_j)}{P^0(S ∈ S_j)} \left\{ \prod_{m=1}^{j-1} \frac{dP^0(z_m \mid \tilde{z}_{m-1}, S ∈ S_m)}{dP^0(z_m \mid \tilde{z}_{m-1}, S ∈ S_j)} \right\} : \{G_j^0(\tilde{z}_j, s) - G_{j-1}^0(\tilde{z}_{j-1}, s)\} .$$

(15)

In fact, it can be verified via Theorem 2 that $F_{P^0}$ is the canonical gradient of $P^0$ relative to $P$, where we recall that $M(Q)(γ) ≡ E_Q(m_γ(Z))$.

**Derivation of influence functions:** Theorem 5.21 of Van der Vaart [2000] gives the canonical gradient of $ψ$ at $Q^0$ relative to a locally nonparametric Q, namely

$$D_{Q^0}(z) = -V_{Q^0}^{-1} m_γ(z) = -V_{Q^0}^{-1} \sum_{j=1}^d \left\{ G_j^0(\tilde{z}_j) - G_{j-1}^0(\tilde{z}_{j-1}) \right\} ,$$

where $V_{Q^0}$ is the derivative matrix at $ψ(Q^0)$ of the function of $γ$ defined equal to $M(Q^0)(γ)$ and we recursively define $G_j^0 : (\tilde{z}_j) ↦ E_{Q^0}(G_{j+1}^0(\tilde{Z}_{j+1}) \mid \tilde{z}_j)$ with $G_0^0 : (\tilde{z}_d) ↦ m_{ψ(Q^0)}(Z)$ and $G_0^0 = 0$. It can be verified that
\[ D_{Q^0} = -V^{-1}_{Q^0}(\bar{G}_j^0 - \bar{G}_{j-1}^0). \]

We take \( I = \emptyset \). Using the results in Corollary 1, the canonical gradient of \( \phi \) under a locally nonparametric model \( \mathcal{P} \) is given by

\[
D_{P^0}(x) = \sum_{j=1}^{d} \mathbb{I}(\bar{z}_{j-1} \in \bar{Z}_{j-1}) \mathbb{I}(s \in S_j) \Pi_{Q^0}(\lambda_{j-1} D_{Q^0} | \mathcal{T}(Q^0, \mathcal{Q})).
\]

Since the model \( Q \) is locally nonparametric, for \( j \in \{1, \ldots, d\} \), we have \( \mathcal{T}(Q^0_j, Q) = L^0_0(Q^0_j) \). As a result, \( \Pi_{Q^0}(\lambda_{j-1} D_{Q^0} | \mathcal{T}(Q^0, \mathcal{Q})) = -\lambda_{j-1}(\bar{z}_{j-1}) V^{-1}_{Q^0}(\bar{G}_j^0(\bar{z}_j) - \bar{G}_{j-1}^0(\bar{z}_{j-1})) \). Substituting this expression back into \( D_{P^0} \), we obtain,

\[
D_{P^0}(x) = -\sum_{j=1}^{d} \mathbb{I}(\bar{z}_{j-1} \in \bar{Z}_{j-1}) \mathbb{I}(s \in S_j) \frac{dQ^0(\bar{z}_{j-1})}{dP^0(\bar{z}_{j-1} | S \in S_j)} V^{-1}_{Q^0}(\bar{G}_j^0(\bar{z}_j) - \bar{G}_{j-1}^0(\bar{z}_{j-1})).
\]

Replacing \( Q^0(\bar{z}_{j-1}) \), \( V^{-1}_{Q^0} \), and \( \bar{G}_j^0 \) with the corresponding features of observed data distribution \( P^0 \) yields the above canonical gradient.

### D.5 Quantile treatment effect

Average treatment effects are commonly used to quantify the impact of a treatment on an outcome (Hernán and Robins 2020). Quantile treatment effects, which represent the difference of the \( \tau \)-quantile of the outcome on treatment versus control, provide a complementary approach (Firpo 2007). When \( \tau \) is near zero or one, quantile treatment effects make it possible to pick up effects that occur in the tails of the outcome distribution. When \( \tau \) is far from zero and one, they instead represent a robust treatment effect estimand that is insensitive to outlying values of the outcome.

We now describe how quantile treatment effects fit within our framework. Let \( Z_1 \) be a real-valued baseline variable, \( Z_2 \) be a binary treatment variable that is assigned at random (as in a randomized trial), and \( Z_3 \) be an outcome. For a fixed \( \tau \in (0, 1) \), the target estimand is \( \psi(Q^0) \equiv u_1^0 - u_0^0 \), where \( u_0^0 \equiv \inf\{u : Q(Z_3 \leq u \mid Z_2 = z_2) \geq \tau\} \) for \( z_2 \in \{0, 1\} \) and we let \( u_1^0 \equiv \inf\{u : Q(Z_3 \leq u \mid Z_2 = z_2) \geq \tau\} \). The model \( Q \) consists of all distributions \( Q \) with support on \( \mathbb{R} \times \{0, 1\} \times \mathbb{R} \) that are such that \( Z_2 \) is independent of \( Z_1 \), the marginal distribution of \( Z_2 \) takes some known value, and \( u \mapsto Q(Z_3 \leq u \mid Z_2 = z_2) \) is everywhere differentiable for each \( z_2 \in \{0, 1\} \). Because \( \psi(Q) \) can be written as a function of \( Q_1 \) and \( Q_3 \), we see that we can take \( I = \{2\} \) in this example. Under Condition 1, \( \psi(Q^0) \) can be identified as,

\[
\phi(P^0) = \frac{1}{2^a - 1} \inf\{u : P^0 \{P^0(Z_3 \leq u \mid Z_2 = a, Z_1, S \in S_3) \mid S \in S_1\} \geq \tau\}.
\]

To our knowledge, quantile treatment effects have not previously been studied in a data fusion setting.

Following results from Corollary 1, we can show the canonical gradient under a locally nonparametric model
is $D_{P^0}(x) = D_{P^0}(x) - D_{P^0}(x)$ where, letting $g^0(\cdot \mid z_2)$ denote the conditional density of $Z_3$ given that $Z_2 = z_2$
and, for $z'_2 \in \{0, 1\}$, $\rho^z_i(z_3) \equiv \{\tau - \mathbb{I}(z_3 \leq u^0_{z_2})\} / \int P^0(Z_3 = u^0_{z_2} \mid Z_2 = z'_2, z_1, S \in S_3)P^0(z_1 \mid S \in S_3)dz_1$,
$D_{P^0}(x)$ takes the form

$$
\hat{D}_{P^0}(x) = \mathbb{I}(z_1 \in Z^*_1) \frac{\mathbb{I}(s \in S_3)}{P^0(S \in S_3)} \frac{\mathbb{I}(z_2 = z'_2)}{P^0(Z_2 = z'_2 \mid z_1, S \in S_3)} \frac{dP^0(z_1 \mid S \in S_3)}{dP^0(z_1 \mid S \in S_3)} \cdot \left[ \rho^z_i(z_3) - E \left\{ \rho^z_i(Z_3) \mid Z_2 = z'_2, z_1, S \in S_3 \right\} \right]
+ \frac{\mathbb{I}(s \in S_1)}{P^0(S \in S_1)} E \left\{ \rho^z_i(Z_3) \mid Z_2 = z'_2, z_1, S \in S_3 \right\}.
$$

(16)

In below, the above form of the canonical gradient is derived directly via Corollary 1. An alternative approach
to deriving this result involves noting that the quantile treatment effect can be written as the difference of two
implicitly defined functionals. Consequently, the results for Z-estimation in Appendix D.3 could be used to derive the
canonical gradients of these two functionals, and then the delta method would provide the canonical gradient for
the quantile treatment effect. More concretely, this approach involves noting that $(u^0_1, u^0_0)$ is the solution in $\gamma \in \mathbb{R}^2$
to the estimating equation $M(Q^0)(\gamma) = E_{Q^0}[m_\gamma(Z)]$, where $m_\gamma(z) = (1(Z_2 = z_2)(1(Z_3 \leq \gamma z_3) - \tau))_{z_2=0}$.

**Derivation of influence functions:** Firpo (2007) gave the canonical gradient of $\psi$ under $Q$, which is $D_{Q^0} \equiv D_{Q^0}^1 - D_{Q^0}^0$, where

$$
D_{Q^0}^z = \frac{\mathbb{I}(z_2 = z'_2)}{Q^0(Z_2 = z'_2 \mid Z_1 = z_1)} \left[ \rho^z_i(z_3) - E_{Q^0}[\rho^z_i(Z_3) \mid Z_2 = z'_2, Z_1 = z_1] \right]
+ E_{Q^0}[\rho^z_i(Z_3) \mid Z_2 = z'_2, Z_1 = z_1].
$$

We take $I = \{2\}$. Since the only restriction on the model $Q$ is that $Z_2$ is independent of $Z_1$, $\Pi_{Q^0}(\lambda_{j-1}D_{Q^0}^z_{i,j} \mid T(Q^0, Q)) = \lambda_{j-1}D_{Q^0}^z_{i,j}$ when $j \in \{1, 3\}$. Following the results in Corollary 1, the canonical gradient of $\phi$
relative to a locally nonparametric model $P$ is

$$
D_{P^0}^z = \mathbb{I}(z_2 \in Z^*_2) \frac{\mathbb{I}(s \in S_3)}{P^0(S \in S_3)} \Pi_{Q^0}(\lambda_2 D_{Q^0,3} \mid T(Q^0, Q))
+ \frac{\mathbb{I}(s \in S_1)}{P^0(S \in S_1)} \Pi_{Q^0}(D_{Q^0,1} \mid T(Q^0, Q))
= \mathbb{I}(z_2 \in Z^*_2) \frac{\mathbb{I}(s \in S_3)}{P^0(S \in S_3)} \frac{dQ^0(z_2)}{P^0(z_2 \mid S \in S_3)} D_{Q^0,3}(z_3)
+ \frac{\mathbb{I}(s \in S_1)}{P^0(S \in S_1)} D_{Q^0,1}(z_1)
= \mathbb{I}(z_2 \in Z^*_2) \frac{\mathbb{I}(s \in S_3)}{P^0(S \in S_3)} \frac{P^0(Z_3 = z'_2 \mid Z_1 = z_1, S \in S_2)P^0(z_1 \mid S \in S_3)dz_1}{P^0(z_2 \mid S \in S_3)} D_{Q^0,3}(z_3)
+ \frac{\mathbb{I}(s \in S_1)}{P^0(S \in S_1)} D_{Q^0,1}(z_1).
$$

Substituting the expressions for $D_{Q^0,3}(z_3)$ and $D_{Q^0,1}(z_1)$ into the above, we obtain (16).
Appendix E  Review of semiparametric theory

We review some important aspects of nonparametric and semiparametric theory in this subsection. Further details can be found in Bickel et al. (1993). We begin by discussing the case that \( \phi \) is univariate \((b = 1)\), and then we discuss the case where \( \phi \) is multivariate \((b \geq 2)\). An estimator \( \hat{\phi} \) of \( \phi(P) \) is called asymptotically linear with influence function \( D_P \) if it can be written as \( \hat{\phi} - \phi(P) = n^{-1} \sum_{i=1}^{n} D_P(X_i) + o_P(n^{-1/2}) \), where \( E_P\{D_P(X_i)\} = 0 \) and \( \sigma^2_P \equiv E_P\{D_P(X_i)^2\} < \infty \). One reason such estimators are attractive is that they are consistent and asymptotically normal, in the sense that \( \sqrt{n}\{\hat{\phi} - \phi(P)\} \overset{d}{\to} N(0, \sigma^2_P) \) under sampling \( n \) independent draws from \( P \).

This facilitates the construction of confidence intervals and hypothesis tests. It is also often desirable for \( \hat{\phi} \) to not depend on the particular data-generating distribution too heavily, in the sense that \( \sqrt{n}\{\hat{\phi} - \phi(P)\} \) converges to the same distribution under sampling from any sequence of distributions \((P^{(n-1/2)})_{n=1}^{\infty}\) that converges to \( P \) in an appropriate sense. In particular, \((P^{(n-1/2)})_{n=1}^{\infty}\) should arise from a submodel in the collection \( \mathcal{P}(P, \mathcal{P}) \) of submodels \( \{P^{(\epsilon)} : \epsilon \in [0, \delta]\} \) of \( \mathcal{P} \) with \( P^{(0)} = P \) and with score \( h \) at \( \epsilon = 0 \), where the score is defined in a quadratic mean differentiability sense (Van der Vaart 2000). If \( \hat{\phi} \) is regular and asymptotically linear at \( P \) (Bickel et al. 1993), then \( \phi \) is pathwise differentiable and the influence function \( D_P \) is a gradient of \( \phi \), in the sense that, for all submodels \( \{P^{(\epsilon)} : \epsilon \in [0, \delta]\} \) of \( \mathcal{P} \), \( \frac{\partial}{\partial \epsilon} \phi(P_{\epsilon}) |_{\epsilon=0} = E_P\{D_P(X)h(X)\} \).

The representation \( E_P\{D_P(X)h(X)\} \) can be viewed as an inner product between \( D_P \) and \( h \) in the Hilbert space \( L_2^0(P) \) of \( P \)-mean-zero functions, finite variance functions. The tangent set \( T(P, \mathcal{P}) \) of \( \mathcal{P} \) at \( P \) is defined as the set of all scores of submodels in \( \mathcal{P}(P, \mathcal{P}) \). Since scores are mean-zero, finite variance functions, \( T(P, \mathcal{P}) \subseteq L_2^0(P) \). The canonical gradient \( D_P^* \) corresponds to the \( L_2^0(P) \)-projection of any gradient \( D_P \) onto the closure of the linear span of scores in \( T(P, \mathcal{P}) \). Since \( L_2^0(P) \) projections reduce variance and the influence function of any regular and asymptotically linear estimator that has the canonical gradient as its influence function achieves the minimal possible asymptotic variance among all such estimators. Thus, \( D_P^* \) is also referred to as the efficient influence function.

Appendix F  Construction of estimators

One way to construct a regular asymptotically linear estimator with influence function \( D_{P^{0}} \) is through one-step estimation (Ibragimov and Has’minskii 1981; Bickel 1982). Given an estimate \( \hat{P} \) of \( P^{0} \), the one-step estimator is given by \( \hat{\phi} \equiv \phi(\hat{P}) + \sum_{i=1}^{n} D_{\hat{P}}(X_i)/n \). This estimator will be asymptotically linear with influence function \( D_{P^{0}} \) if

1. the remainder term \( R(\hat{P}, P^{0}) \equiv \phi(\hat{P}) - \phi(P^{0}) + E_{P^{0}}\{D_{\hat{P}}(X)\} \) is \( o_P(n^{-1/2}) \), and
2. the empirical mean of \( D_{\hat{P}}(X) - D_{P^{0}}(X) \) is within \( o_P(n^{-1/2}) \) of the mean of this term when \( X \sim P^{0} \).

When the above two conditions hold and \( D_{P^{0}} \) is the canonical gradient of \( \phi \) relative to the statistical model \( \mathcal{P} \), the one-step estimator \( \hat{\phi} \) will be efficient in the sense that it will achieve the minimal possible asymptotic variance.
Appendix G Simulation setup and results

Typically, the remainder $R(\hat{P}, P^0)$ appearing in the first of these requirements will involve second-order products of errors. To make meeting this first requirement as likely as possible, we recommend using nonparametric approaches such as kernel density estimation for estimating density ratios and data-adaptive methods for estimating other nuisance parameters. For example, in our data illustration, we use the ensemble learning approach known as super learning to estimate the needed regression functions and conditional probabilities. The second of these requirements will hold under an appropriate empirical process and consistency condition, namely that $D_{\hat{P}}$ belongs to a fixed $P^0$-Donsker class with probability tending to one and the $L^2(P^0)$-norm of $x \mapsto D_{\hat{P}}(x) - D_{P^0}(x)$ converges to zero in probability (Lemma 19.24 of Van der Vaart 2000).

This empirical process condition can be avoided if cross-fitting is used when developing the initial estimator $\hat{P}$ of $P^0$ (e.g., Zheng and van der Laan 2011 Chernozhukov et al. 2018). When $D_{\hat{P}}$ is a gradient of $\phi$ at $\hat{P}$ relative to the data fusion model $\mathcal{P}$, but not necessarily with respect to a locally nonparametric model, it will be important to ensure that the initial estimate $\hat{P}$ of $P^0$ belongs to the $\mathcal{P}$, so that, for all $j \in \mathcal{J}$, there exists some $Q \in \mathcal{Q}$ such that $\hat{P}_j(\cdot | \hat{z}_{j-1}, s) = Q_j(\cdot | \hat{z}_{j-1})$ for all $s \in \mathcal{S}_j$; otherwise, it will not generally be plausible that $R(\hat{P}, P^0) = \phi(\hat{P}) - \phi(P^0) + E_{P^0} \{D_{\hat{P}}(X)\}$ is $o_p(n^{-1/2})$. Alternative approaches for constructing asymptotically linear estimators include targeted minimum loss-based estimation (Van Der Laan and Rubin 2006) and estimating equations (Van der Laan and Robins 2003; Istat 2006).

Table 3: Specification of each simulated data source. The distribution of the target population is specified in Table 4. For others, $U_1 \mid S \notin \mathcal{S}_1 \sim \text{Normal}(3, 2)$, $U_2 \mid A_1, U_1, S \notin S_2 \sim \text{Normal}(\mathbb{1}(A_1 = 0)(3 + 1.8U_1) + \mathbb{1}(A_1 = 1)(5 + 0.8U_1), 5)$, $U_3 \mid (H_2, A_2, S \notin S_3) \sim \text{Normal}(\mathbb{1}(A_1 = A_2 = 0)(20 + 0.44U_1 + 0.07U_2) + \mathbb{1}(A_2 = 1, A_1 = 0)\{-10 + 0.71U_1 + 0.12U_2\} + \mathbb{1}(A_2 = 0, A_1 = 1)(10 + 0.44U_1 + 0.07U_2) + \mathbb{1}(A_2 = A_1 = 1)(10 + 0.41U_1 + 0.24U_2), \mathbb{1}(A_2 = A_1 = 0)0.74 + \mathbb{1}(A_2 = 1, A_1 = 0)2.34 + \mathbb{1}(A_2 = 0, A_1 = 1)0.74 + \mathbb{1}(A_2 = A_1 = 1)3.56$.

| $k$ | Observed Variables | Sample Size | Distribution |
|-----|--------------------|-------------|--------------|
| 1   | $(U_1)$            | $n = 2000$  | $S_1$        |
| 2   | $(U_1)$            | $n = 400$   | $S_2$        |
| 3   | $(U_1, A_1, U_2)$  | $n = 2000$  | $S_1, S_2, S_3$ |
| 4   | $(U_1, A_1, U_2)$  | $n = 400$   | $S_4$        |
| 5   | $(U_1, A_1, U_2, A_2, U_3)$ | $n = 2000$ | $S_2, S_3, S_4, S_5$ |
| 6   | $(U_1, A_1, U_2, A_2, U_3, A_3, Y)$ | $n = 4000$ | $S_2, S_4, S_5, S_6, S_7$ |
| 7   | $(U_1, A_1, U_2, A_2, U_3)$ | $n = 2000$ | $S_2, S_3, S_4$ |
| 8   | $(U_1, A_1, U_2, A_2, U_3, A_3, Y)$ | $n = 4000$ | $S_2, S_4, S_5, S_6, S_7$ |
| 9   | $(U_1, A_1, U_2, A_2, U_3, A_3, Y)$ | $n = 2000$ | $S_1, S_2, S_3, S_4, S_5, S_6, S_7$ |

The transformation $\kappa$ is taken to be equal to

$$\kappa(H_3, A_3) = (1, A_1, A_2, A_4, A_1 A_2, A_1 A_3, A_2 A_3, A_1 A_2 A_3, U_1, U_2, U_3, U_1 U_2, A_3 U_1, A_1 U_2, A_2 U_2, A_3 U_2, A_1 U_3, A_2 U_3, A_3 U_3, A_4 U_3,$$
Table 4: Specification of the distribution of $U_3 \mid A_2$ of the target population.

| $(A_1, A_2)$ | $\mu$          | $\Sigma$          |
|-------------|----------------|-------------------|
| (0,0)       | $\begin{pmatrix}1 & 0.8 & 0.5 \\ 0.8 & 2 & 0.5 \\ 0.5 & 0.5 & 1 \end{pmatrix}$ | $\begin{pmatrix}1 & 0.8 & 0.5 \\ 0.8 & 2 & 0.5 \\ 0.5 & 0.5 & 1 \end{pmatrix}$ |
| (1,0)       | $\begin{pmatrix}1 & 0.8 & 0.5 \\ 0.8 & 2 & 0.5 \\ 0.5 & 0.5 & 1 \end{pmatrix}$ | $\begin{pmatrix}1 & 0.8 & 0.5 \\ 0.8 & 2 & 0.5 \\ 0.5 & 0.5 & 3 \end{pmatrix}$ |
| (0,1)       | $\begin{pmatrix}1 & 0.8 & 0.5 \\ 0.8 & 2 & 0.5 \\ 0.5 & 0.5 & 1 \end{pmatrix}$ | $\begin{pmatrix}1 & 0.8 & 0.6 \\ 0.8 & 2 & 0.8 \\ 0.6 & 0.8 & 4 \end{pmatrix}$ |

$A_1 A_2 U_1, A_1 A_3 U_1, A_2 A_3 U_1, A_1 A_2 U_2, A_1 A_3 U_2, A_2 A_3 U_2, A_1 A_2 U_3, A_1 A_3 U_3, A_2 A_3 U_3$.

$A_1 A_2 U_1, A_1 A_2 U_2, A_1 A_2 U_3, A_1 A_3 U_3, A_2 A_3 U_3$.

with $c = 32$, and the values of $\beta$ are such that

$$E[Y \mid \hat{H}_3, A_3] = \mathbb{1}(A_1 = A_2 = A_3 = 0)[5 + \mu_{A_1, A_2}^T \Sigma_{A_1, A_2}^{-1} \{(U_1, U_2, U_3)^T - \mu_{A_1, A_2}\}]$$

$$+ \mathbb{1}(A_1 = A_2 = 1, A_3 = 0)[8 + \mu_{A_1, A_2}^T \Sigma_{A_1, A_2}^{-1} \{(U_1, U_2, U_3)^T - \mu_{A_1, A_2}\}]$$

$$+ \mathbb{1}(A_1 = A_2 = 0, A_3 = 1)[9 + \mu_{A_1, A_2}^T \Sigma_{A_1, A_2}^{-1} \{(U_1, U_2, U_3)^T - \mu_{A_1, A_2}\}]$$

$$+ \mathbb{1}(A_1 = 1, A_2 = 1, A_3 = 1)[10 + \mu_{A_1, A_2}^T \Sigma_{A_1, A_2}^{-1} \{(U_1, U_2, U_3)^T - \mu_{A_1, A_2}\}]$$

$$+ \mathbb{1}(A_1 = 1, A_2 = 0, A_3 = 1)[11 + \mu_{A_1, A_2}^T \Sigma_{A_1, A_2}^{-1} \{(U_1, U_2, U_3)^T - \mu_{A_1, A_2}\}]$$

$$+ \mathbb{1}(A_1 = 0, A_2 = 1, A_3 = 1)[12 + \mu_{A_1, A_2}^T \Sigma_{A_1, A_2}^{-1} \{(U_1, U_2, U_3)^T - \mu_{A_1, A_2}\}]$$

$$+ \mathbb{1}(A_1 = 0, A_2 = 0, A_3 = 1)[15 + \mu_{A_1, A_2}^T \Sigma_{A_1, A_2}^{-1} \{(U_1, U_2, U_3)^T - \mu_{A_1, A_2}\}].$$

When constructing the initial plug-in $\hat{P}$ for the one-step estimator, we want to make sure such $\hat{P}$ resides in the model. For the semiparametric model that assumed a symmetric conditional outcome distribution, we set the density estimate $\hat{p}_{2T-1}(u_T \mid \hat{h}_{T-1}, a_{T-1}, S \in S_{2T-1})$ to be $\{\hat{f}(u_T) + \hat{f}(2g(\hat{h}_{T-1}, a_{T-1}) - u_T)/2$, where $\hat{f}(u_T \mid \hat{h}_{T-1}, a_{T-1})$ is the kernel density estimator for the conditional density of $u_T = u_T$ given $(H_{T-1}, A_{T-1}) = (\hat{h}_{T-1}, a_{T-1})$. Similarly, we set the estimate for the derivative of density $\hat{p}'_{2T-1}(u_T \mid \hat{h}_{T-1}, a_{T-1}, S \in S_{2T-1})$ to be $\{\hat{f}'(u_T) - \hat{f}'(2g(\hat{h}_{T-1}, a_{T-1}) - u_T)/2$, where $\hat{f}'(u_T \mid \hat{h}_{T-1}, a_{T-1})$ is the kernel density estimator for the derivative of the conditional density of $u_T = u_T$ given $(H_{T-1}, A_{T-1}) = (\hat{h}_{T-1}, a_{T-1})$. Kernel density estimation and the corresponding derivative density estimation were performed using a normal scale bandwidth \cite{Duong2007} from the \texttt{ks} \texttt{R} package. To avoid over-fitting, we obtained the estimate of $g(\hat{h}_{T-1}, a_{T-1})$ via a 2-fold cross-fitting and took the average as $\hat{g}(\hat{h}_{T-1}, a_{T-1})$. We estimated $\tilde{I}$ and the conditional expectation in equation\cite{Van2007} using SuperLearner \cite{Van2007} with a library containing generalized linear model, general additive model and elastic.
Appendix H  Estimand of interest, canonical gradients and additional results for the data illustration

We studied the associations between immune responses and baseline covariates in Kullback-Leibler projections onto univariate working logistic regression models. Specifically, for each baseline covariate of interest $Z_{1j}$, we are interested in estimating

$$\beta^0 := \arg\min_\beta E_{Q^0}[l(Z; \beta)],$$

where $l(Z; \beta)$ denotes the weighted quasi-log-likelihood loss function that accounts for two-phase sampling weights $w(Z)$ and is given by

$$l(z; \beta) := w(z) \{ -z_3 \log \mu(z_{1j}; \beta) - (1 - z_3) \log (1 - \mu(z_{1j}; \beta)) \},$$

where $\mu(z_{1j}; \beta) = 1/\exp(-\beta_0 - \beta_1 z_{1j})$ denotes the mean function. To derive the canonical gradients of $\beta^0$, we adopt the Z-estimation framework introduced in Appendix D.4. Following previous notations, our problem is equivalent to solving

$$0 = E_{P^0}[E_{P^0}[m_{\beta^0}(Z) \mid Z_1, S \in S_3] \mid S \in S_1],$$

where $m_{\beta}(z) = \partial l(z ; \beta) / \partial \beta \mid_{\beta = \beta^0}$. The canonical gradient of $\beta^0$ is thus given by,

$$D_{P^0}(z, s) = - \left( \frac{\partial E_{P^0}[E_{P^0}[m_{\beta}(Z) \mid Z_1, S \in S_3] \mid S \in S_1] \mid_{\beta = \beta^0}}{\partial \beta} \right)^{-1} F_{P^0}(z, s; \beta^0),$$

where

$$F_{P^0}(z, s; \beta) = \frac{1}{P^0(S \in S_3)} \frac{dP^0(z_1 \mid S \in S_1)}{dP^0(z_1 \mid S \in S_3)} (m_{\beta} - E_{P^0}[m_{\beta} \mid z_1, S \in S_3]) + \frac{1}{P^0(S \in S_1)} (E_{P^0}[m_{\beta} \mid z_1, S \in S_3] - E_{P^0}[E_{P^0}[m_{\beta} \mid z_1, S \in S_3] \mid S \in S_1]).$$

We examined the overlaps in distributions of baseline covariates across the two trials. Table 5 presents baseline characteristics of participants in STEP and Phambili. Figure 1 presents estimates of the distributions of baseline covariates of participants who had their immune responses measured. Table 6 presents the estimated coefficient in the univariate working logistic models considered.

We studied the associations between immune responses and baseline covariates in Kullback-Leibler projections onto univariate working logistic regression models. Specifically, for each baseline covariate of interest $Z_{1j}$, we are interested in estimating

$$\beta^0 := \arg\min_\beta E_{Q^0}[l(Z; \beta)],$$

where $l(Z; \beta)$ denotes the weighted quasi-log-likelihood loss function that accounts for two-phase sampling weights $w(Z)$ and is given by

$$l(z; \beta) := w(z) \{ -z_3 \log \mu(z_{1j}; \beta) - (1 - z_3) \log (1 - \mu(z_{1j}; \beta)) \},$$

where $\mu(z_{1j}; \beta) = 1/\exp(-\beta_0 - \beta_1 z_{1j})$ denotes the mean function. To derive the canonical gradients of $\beta^0$, we adopt the Z-estimation framework introduced in Appendix D.4. Following previous notations, our problem is equivalent to solving

$$0 = E_{P^0}[E_{P^0}[m_{\beta^0}(Z) \mid Z_1, S \in S_3] \mid S \in S_1],$$

where $m_{\beta}(z) = \partial l(z ; \beta) / \partial \beta \mid_{\beta = \beta^0}$. The canonical gradient of $\beta^0$ is thus given by,

$$D_{P^0}(z, s) = - \left( \frac{\partial E_{P^0}[E_{P^0}[m_{\beta}(Z) \mid Z_1, S \in S_3] \mid S \in S_1] \mid_{\beta = \beta^0}}{\partial \beta} \right)^{-1} F_{P^0}(z, s; \beta^0),$$

where

$$F_{P^0}(z, s; \beta) = \frac{1}{P^0(S \in S_3)} \frac{dP^0(z_1 \mid S \in S_1)}{dP^0(z_1 \mid S \in S_3)} (m_{\beta} - E_{P^0}[m_{\beta} \mid z_1, S \in S_3]) + \frac{1}{P^0(S \in S_1)} (E_{P^0}[m_{\beta} \mid z_1, S \in S_3] - E_{P^0}[E_{P^0}[m_{\beta} \mid z_1, S \in S_3] \mid S \in S_1]).$$

We examined the overlaps in distributions of baseline covariates across the two trials. Table 5 presents baseline characteristics of participants in STEP and Phambili. Figure 1 presents estimates of the distributions of baseline covariates of participants who had their immune responses measured. Table 6 presents the estimated coefficient in the univariate working logistic models considered.
Table 5: Baseline characteristics of participants in STEP and Phambili.

|                        | STEP (N=2979) | Phambili (N=801) |
|------------------------|--------------|-----------------|
| Age (years)            | 18-45        | 18-35           |
| Sex                    |              |                 |
| Male                   | 1844 (61.9%) | 441 (55.1%)     |
| Female                 | 1135 (38.1%) | 360 (44.9%)     |
| Race                   |              |                 |
| Black                  | 889 (29.8%)  | 793 (99.0%)     |
| Other                  | 2090 (70.2%) | 8 (1.0%)        |
| Adenovirus serotype-5 positivity | 2021 (67.8%) | 647 (80.8%)     |
| Circumcision (men only)| 1003 (54.3%) | 129 (29.3%)     |

Figure 1: Kernel density estimates and histograms describing the distributions of baseline covariates of participants who had their immune responses measured by ELISpot.

Appendix I Implementation and Possible Extensions

As mentioned in Section 4.1, the initial estimate \( \hat{P} \) of \( P_0 \) used to construct an efficient one-step estimator generally must reside in the model \( \mathcal{P} \) for guarantees on such estimators to hold. In practice, \( Q_{0,j}, j \in J \), can be estimated by pooling data from sources in \( S_j \) and setting \( \hat{P}_j(\cdot \mid \bar{z}_{j-1}, s) \) equal to that estimate of \( Q_{0,j} \) for those data sources \( s \). Sometimes it is only necessary to estimate certain components of \( P_0 \), namely the ones needed to evaluate \( \phi \) and the gradient. For example, constructing a one-step estimator of the longitudinal treatment effect in Section 4.3 does not require estimating the conditional distribution of the outcome \( U_T \) given the past; instead, only the conditional mean of \( U_T \) given the past must be estimated.

We conjecture that Condition 1 can often be relaxed. In particular, rather than needing to require exact equality between \( Q_{0,j}(\cdot \mid \bar{z}_{j-1}) \) and conditional distributions \( P_{0,j}(\cdot \mid \bar{z}_{j-1}, s) \) under aligning data sources \( s \in S_j \), we believe that it is typically only necessary to have certain features of \( P_{0,j}(\cdot \mid \bar{z}_{j-1}, s) \) – such as conditional expectations like \( E_{P_0}(Z_j \mid \bar{Z}_{j-1} = \cdot, S = s) \) – align with \( E(Z_j \mid \bar{Z}_{j-1} = \cdot) \). The particular features that need to align in any given
Table 6: Estimated coefficient in univariate working logistic model between baseline covariates and, Nef and Pol using the STEP and Phambili study data. Estimation results are presented as estimates (standard errors).

|                | Augmenting STEP | Augmenting Phambili |
|----------------|-----------------|---------------------|
|                | (N=979)         | (N=1072)            |
| **Nef**        |                 |                     |
| Age            | 0.03 (0.01)     | 0.03 (0.01)         |
| Circumcised    | 1.32 (0.13)     | 1.33 (0.12)         |
| Uncircumcised  | -0.40 (0.19)    | -0.40 (0.18)        |
| Female         | 0.32 (0.34)     | 0.37 (0.28)         |
| BMI            | -0.01 (0.02)    | -0.01 (0.02)        |
| Ad-5 positivity| -1.07 (0.20)    | -1.09 (0.20)        |
| **Pol**        |                 |                     |
| Age            | 0.02 (0.01)     | 0.01 (0.01)         |
| Circumcised    | 1.35 (0.13)     | 1.34 (0.11)         |
| Uncircumcised  | -0.15 (0.20)    | -0.12 (0.18)        |
| Female         | -0.97 (0.27)    | -1.06 (0.23)        |
| BMI            | -0.03 (0.02)    | -0.03 (0.02)        |
| Ad-5 positivity| -2.04 (0.25)    | -2.04 (0.24)        |

problem should be those that are needed to be able to evaluate the functional \( \phi \) and its canonical gradient relative to \( \mathcal{P} \). For example, in the longitudinal treatment effect problem that we have studied, we conjecture that data sources \( s \in S_{2T-1} \) would only need to be such that \( E_{\mathcal{P}_0}(U_T | \bar{H}_{T-1} = \bar{h}_{T-1}, A_{T-1} = a, S \in S_{2T-1}) = E_{Q_0}(U_T | \bar{H}_{T-1} = \bar{h}_{T-1}, A_{T-1} = a, S \in S_{2T-1}) \) under sampling from \( \mathcal{P}_0 \) has the same distribution as \( U_T | \bar{H}_{T-1} = \bar{h}_{T-1}, A_{T-1} = a \) under sampling from \( Q_0 \).

We have treated the data source \( S \) as a random variable in our developments. In fact, similar theoretical guarantees to those that we have established can also be established for the case where there are \( k \) datasets with fixed sample sizes \( n_1, \ldots, n_k \). The results for this new case are similar, but, in the expressions for the gradients, \( P(S \in S_j) \) is replaced by \( \{(\sum_{i=1}^k n_i (i \in S_j)) / (\sum_{i=1}^k n_i)\} \) and \( P_0^j(\cdot | \bar{z}_{j-1}, s) \) is replaced by the conditional probability of \( Z_j \) given \( Z_{j-1} \) for a random draw from data source \( s \). For estimation, a variable \( S \) can be introduced into the dataset, which takes the value of the data source from which an observation was drawn, and then the estimation can proceed as described in this work, treating \( S \) as though it were random. Under suitable regularity conditions, including that \( n_i / \sum_{j=1}^k n_j \) converges to a positive constant for each \( i \in [k] \), the resulting estimator can be shown to be semiparametrically efficient in the model where independent samples of deterministic sizes are drawn from each data source. Because the theoretical arguments needed to formalize this statement are nearly identical to those we have already given for the case where \( S \) is random, they are omitted. Instead, we compare simulation results from two data generating mechanisms, one with sample sizes fixed and one with \( S \) being random. The results are almost identical and are therefore omitted.
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