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ABSTRACT

Fully 3D cosmological simulations of scalar field dark matter with self-interactions, also known as Bose-Einstein condensate dark matter, are performed using a set of effective hydrodynamic equations. These are derived from the non-linear Schrödinger equation by performing a smoothing operation over scales larger than the de Broglie wavelength, but smaller than the self-interaction Jeans’ length. The dynamics on the de Broglie scale become an effective thermal energy in the hydrodynamic approximation, which is assumed to be subdominant in the initial conditions, but become important as structures collapse and the fluid is shock-heated. The halos that form have Navarro-Frenk-White envelopes, while the centers become cored due to the fluid pressures (thermal + self-interaction). The core radii are mostly determined by the self-interaction Jeans’ length, even though the effective thermal energy eventually dominates over the self-interaction energy everywhere, a result that is insensitive to the initial smallness of the thermal energy. Scaling relations for the simulated population of halos are compared with Milky Way dwarf spheroidals and nearby galaxies, assuming a Burkert halo profile, and are found to not match, also for core radii $R_c \approx 1\text{kpc}$, which has generally been the value expected to resolve the cusp-core issue. However, the simulations have a limited volume, and therefore a limited halo mass range, include no baryonic physics, and use fiducial cold dark matter initial conditions with a cut-off near the Jeans’ length at $z = 50$, all of which can affect the halo properties. For instance, decreasing the self-interaction strength and moving the cut-off to larger scales show hints of shifting the simulated scaling relations towards the observed trends, which is of particular interest as recent works in the literature suggest this region of parameter space to be in better agreement with large-scale observables and the halo mass function.
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1. Introduction

Unveiling the fundamental nature of dark matter (DM) — the dominant matter component of our universe — has been one of the Holy Grails of physics for many decades. Although its particle identity has remained elusive, the collisionless and cold DM (CDM) paradigm, along with a cosmological constant and inflationary initial conditions, has proven extremely successful at explaining a wide range of observables and is known as the $\Lambda$CDM model (Davis et al. 1985; Percival et al. 2001; Tegmark et al. 2004; Trujillo-Gomez et al. 2011; Vogelsberger et al. 2014; Planck Collaboration et al. 2016; Riess et al. 2016; Cyburt et al. 2016). Nevertheless, the quest for a complete theory of DM has spawned numerous expanded models, many of which aim to reproduce the success of CDM while attempting to fix discrepancies between $\Lambda$CDM and observations, finding physics beyond the standard model of particle physics (SM), or both.

Some of the tensions in $\Lambda$CDM are related to the formation and shape of small-scale structures. CDM, due to its cold and collisionless nature, is very efficient at forming structure at all scales. For instance, $N$-body simulations predict CDM halos to follow the universal Navarro-Frenk-White (NFW) profile (Navarro et al. 1996, 1997), which diverges near the center as $\rho(r) \sim r^{-1}$, whereas measurements instead indicate the central regions of DM profiles of low-mass halos to be flatter, i.e. that low-mass halos are cored rather than cuspy. Furthermore, $\Lambda$CDM predicts a large number of low-mass halos, as well as massive subhalos that should be too big to fail at forming stars, yet these are largely absent in our galactic neighborhood. These issues of $\Lambda$CDM, known as the "cusp-core", "missing-halo", and "too-big-to-fail" problems, respectively, might be due to limitations in accurately modeling baryonic physics and processes that are too small to be resolved in large-scale simulations (see Weinberg et al. (2015); Del Popolo & Le Delliou (2017); Bullock & Boylan-Kolchin (2017), and references therein for further discussion on these small-scale discrepancies in $\Lambda$CDM). Alternatively, the solution might lie in the dark sector.

A popular class of DM models beyond CDM involve ultralight scalar, or pseudo-scalar, particles that have a sufficiently small mass to exhibit wave-like behaviour on astrophysical scales. The free-field case, termed Fuzzy DM (FDM) (Dine & Fischler 1983; Preskill et al. 1983; Hu et al. 2000; Marsh 2016; Hui et al. 2017), with masses as low as $10^{-22}\text{eV}$, have large de Broglie wavelengths $\lambda_{\text{dB}} = 1/mv$ and produce solitonic cores of order $1\text{kpc}$ at the centers of DM halos. Unlike CDM, which clusters on all scales, FDM suppresses small-scale structure because of an effective Jeans’ length due to the large de Broglie wavelength. Furthermore, FDM produces interference patterns in its density distribution, which is a very distinct feature of FDM compared to CDM and other DM models, such as warm DM. However, a recent bound on the FDM mass from the Lyman-alpha forest constrains it to $m \geq 2 \times 10^{-20}\text{eV}$, and therefore seems to rule out the canonical mass-range generally considered to be needed to solve the small-scale problems of $\Lambda$CDM (Rogers & Peiris 2021).

Another kind of ultra-light DM are scalar fields with interactions. These can vary in complexity, from single-field DM with self-interactions (Lee & Koh 1996; Peebles 2000; Good-
man 2000; Arbey et al. 2002, 2003; Böhmer & Harko 2007; Chavanis 2011; Rindler-Daller & Shapiro 2012), to multi-field DM with non-trivial couplings that give rise to exotic properties (Matos et al. 2000; Bettoni et al. 2014; Berezhiani & Khoury 2015; Khoury 2016; Ferreira et al. 2019), though a common feature among these models is for the interactions to give rise to a fluid pressure that produces halo cores. The simplest scenario is single-field DM with quartic self-interactions and a negligible de Broglie wavelength, which, along with FDM, is often referred to as Bose-Einstein condensed DM, because they can be regarded as the zero-temperature limit of a boson gas, which in mean-field theory is described by a classical field (Pitaevskii & Stringari 2016). The term superfluid DM is also frequently used due to the close relationship between Bose-Einstein condensates and superfluidity, though in this work we will instead use "self-interacting Bose-Einstein condensed" (SIBEC) DM, in an effort to emphasize the importance of the self-interactions on the dynamics of the scalar field.

The non-linear structure of SIBEC-DM has largely been investigated near hydrostatic equilibrium, which finds SIBEC-DM halo cores to be independent of the total halo mass and core density. Fitting SIBEC-DM to nearby galaxies reproduces the observed rotation curves for core radii around 1kpc and larger (Zhang et al. 2018; Crăciu & Harko 2020). However, to obtain more realistic SIBEC-DM halo profiles from cosmological structure formation, which are expected transition into the NFW profile outside the cores, one needs to go beyond hydrostatic considerations and use numerical simulations, though some challenges arise in such an endeavor. For instance, the equation of motion for non-relativistic scalar fields, the non-linear Schrödinger equation (NLSE), is very computationally demanding to solve, even in the FDM-limit where the de Broglie wavelength is of astrophysical scale. For SIBEC-DM, where \( \lambda_{dB} \) is much smaller, but still needs to be resolved, the NLSE is even more computationally demanding. Simply setting the terms that describe the dynamics at \( \lambda_{dB} \)-scales to zero, which works in the hydrostatic case, does not work in non-linear simulations, as they play an important role in regularizing discontinuities and keeping the numerical solution well-behaved. A scheme that somehow incorporates the de Broglie-scale without actually needing to resolve it is therefore desired, and was recently employed by Dawoodbhoy et al. (2021) and Shapiro et al. (2021). They used a hydrodynamical formulation of the NLSE that incorporates the de Broglie wavelength as an effective thermal pressure, and performed 1D simulations of collapsing spherical overdensities of SIBEC-DM. They found that in a non-cosmological setting, SIBEC-DM halos with cores of order 1kpc provide a solution to the small-scale issues of the standard model. In fact, they found SIBEC-DM to provide a better solution to both the too-big-to-fail and cusp-core problems than FDM, which by itself struggles to fix these two issues at the same time (Robles et al. 2019). Moving to a cosmological setting, on the other hand, results in an overly large suppression of the formation of small-scale halos for these same core radii. The cores therefore have to be smaller than what is needed to provide a solution to e.g. the core-cusp issue in order to be compatible with the halo mass function. A similar conclusion was drawn by Hartman et al. (2022) using large-scale observables, albeit to a much lesser degree. However, for SIBEC-DM with a CDM-like matter power spectrum at late times (Harko 2011; Harko & Mocanu 2012; Velten & Wamba 2012; Freitas & Gonçalves 2013; Bettoni et al. 2014; de Freitas & Velten 2015; Hartman et al. 2022), these constraints are not necessarily true, and cosmological simulations may help test SIBEC-DM in such scenarios.

In this paper we build on the work of Dawoodbhoy et al. (2021) and Shapiro et al. (2021) by implementing the de Broglie-smoothed hydrodynamic formulation of SIBEC-DM into a modified version of the RAMSES code (Teyssier 2002). This code is then used to perform fully 3D cosmological simulations to explore the formation of SIBEC-DM structures and their non-linear dynamics. The paper is structured as follows: In section 2 the basic theoretical framework for modelling scalar field DM is reviewed, along with the smoothing procedure used to derive the hydrodynamic approximation for SIBEC-DM. In section 3 the numerical aspects of this paper are discussed, including a brief description of how the RAMSES code works, the initial setup of the SIBEC-DM fluid, and a discussion of the limitations of the simulations. Our main results are presented and discussed in section 4, with final conclusions in section 5. We use, for the most part, natural units.

2. Theory of self-interacting Bose-Einstein condensates dark matter

Ultra-light scalar DM can be described by a classical field theory, and one of the simplest realizations is the Lagrangian for a complex scalar field \( \Psi \) with self-interactions (Li et al. 2014),

\[
\mathcal{L} = \frac{1}{2m} \sqrt{\rho^2 + \nu^2} \partial \Psi \partial \dot{\Psi} - \frac{1}{2} |\psi|^2 - \frac{1}{2} g |\psi|^4,
\]

where \( m \) is the mass of the scalar field, and \( g \) is the coupling parameter for the self-interaction. In the early universe, where DM is much denser and the self-interaction of the scalar field dominates the energy density, the averaged pressure and energy of the field behave as radiation (Matos & Arturo Ureña-López 2001; Li et al. 2014). As the universe expands and becomes more diluted, the interaction energy eventually becomes smaller than the rest energy of the field, and it ceases to be radiation-like. In this non-relativistic phase we can define a new field, \( \Psi = \psi e^{-\nu S} \), whose dynamics are given by the NLSE (Ferreira 2020),

\[
i\frac{\partial \phi}{\partial t} = \left[ -\frac{\nabla^2}{2m} + V \right] \psi,
\]

where \( V = g|\psi|^2 + m\phi \) includes two-body contact interactions, and the gravitational potential \( \phi \). The NLSE can be reformulated in a hydrodynamical form by substituting for the wavefunction

\[
\psi = \sqrt{n}e^{\nu S},
\]

where \( n \) is the particle number density, \( \rho = mn \) the mass density, and the velocity field is defined by \( \nu = \nabla S/m \). This gives the Madelung equations (Madelung 1926),

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \nu) = 0,
\]

\[
\frac{\partial \nu}{\partial t} + (\nu \cdot \nabla) \nu + \nabla \left( \frac{\rho \nu}{m^2} - \frac{1}{2m^2} \frac{\nu^2}{\sqrt{\rho}} + \phi \right) = 0,
\]

which are readily recognizable as an equation for mass conservation, and a variant of the momentum equation. The largest difference from standard hydrodynamics is the absence of an energy equation, the presence of a self-interaction pressure

\[
P_{SI} = \frac{g |\psi|^4}{2m},
\]
and a so-called quantum potential

\[ Q = \frac{1}{2m} \frac{\nabla^2 \sqrt{\rho}}{\sqrt{\rho}}. \]  

The phenomenon of ultra-light DM depends crucially on whether the interaction pressure or the quantum potential dominates. This becomes apparent when considering halo properties of ultra-light DM at equilibrium. In the FDM limit the de Broglie wavelength of the ultra-light DM particles are much larger than the Jeans’ length of the self-interaction and is of astrophysical size, such that small-scale structure is stabilized against collapse due to the formation of solitonic cores for masses \( m < 10^{-21} \). The core radii of FDM halos at hydrostatic equilibrium are approximately (Chavanis 2011)

\[ R_{\text{FDM}} = \frac{10}{G M m^2}, \]  

where \( M \) is the total mass of the halo. The opposite limit \( Q \ll P_0/\rho \), which is the case we refer to as SIBEC-DM, but is also known as the Thomas-Fermi approximation, results in the hydrostatic density profile (Chavanis 2011)

\[ \rho(r) = \rho_0 \frac{\sin(Ar)}{Ar}, \]  

where \( A = \sqrt{4\pi Gm^2/g} \), and goes to zero at

\[ r = R_c = \sqrt{\frac{g}{4Gm^2}}. \]  

The soliton cores of massive FDM halos are smaller than low-mass halos, a feature confirmed by simulations (Chan et al. 2022), whereas the core radius \( R_c \) of halos in the Thomas-Fermi limit is independent of the total halo mass and central density, depending only on the combination \( g/m^2 \). Both the NLSE and its hydrodynamic Madelung formulation are widely used to study ultra-light DM across a wide range of scales, from the properties of low-mass halos and galaxies (Chavanis 2011; Chavanis & Delfini 2011; Rindler-Daller & Shapiro 2014; Hui et al. 2017; Zhang et al. 2018; Berezhiani et al. 2019; Craciun & Harko 2020; Lancaster et al. 2020) to large-scale simulations (Schive et al. 2014a,b; Schwabe et al. 2016; Mocz et al. 2017, 2018; Veltmaat et al. 2018; Nori & Baldi 2018; Mina et al. 2020a,b; Nori & Baldi 2021; May & Springel 2021). However, only the FDM limit has been thoroughly investigated using fully 3D cosmological simulations. No corresponding work has so far been carried out in the Thomas-Fermi limit, in part due to a number of challenges in simulating this kind of system. The hydrodynamic equations obtained by neglecting the quantum potential appear equivalent to regular hydrodynamics with an adiabatic index \( \gamma = 2 \), such that it seems standard numerical schemes should work, but as shock fronts and discontinuities arise the Thomas-Fermi approximation breaks down and the full equations are needed. However, both the NLSE and Madelung equations are computationally demanding to solve due to the high resolution needed to resolve the scales on which the quantum potential operates. This is already a challenge in FDM simulations, but even more so for SIBEC-DM where the characteristic scale of \( Q \) is much smaller than the scales of interest given by the interaction pressure, \( \lambda_{\text{AB}} \ll R_c \).  

### 2.1. Smoothed SIBEC hydrodynamics

An alternative hydrodynamic approximation of SIBEC-DM that includes the effect of the quantum potential without needing to actually resolve \( \lambda_{\text{AB}} \) was recently used by Dawoodbhoy et al. (2021) and Shapiro et al. (2021). It involves using a smoothed phase space representation of the wavefunction, known as the Husimi representation (Husimi 1940), which is obtained by essentially smoothing over \( \psi \) with a Gaussian window function of width \( \eta \) and Fourier transforming:

\[ \Psi(x, p, t) = \int \frac{d^3y}{(2\pi)^{3/2}} e^{i(x-y)^2/2\eta^2} (\eta \sqrt{\pi})^{3/2} \psi(y, t) e^{-i(p^2y^2)/2} \]  

Defining the phase space distribution function

\[ F(x, p, t) = |\Psi(x, p, t)|^2, \]  

and computing the derivative \( \partial F/\partial t \), using the NLSE \( i\hbar \partial \psi/\partial t = [-\nabla^2/2m + V] \phi \) and smoothing over scales larger than the de Broglie wavelength \( \lambda_{\text{AB}} \ll \eta \), gives an approximate equation of motion that is of the same form as the collisionless Boltzmann equation (Skodje et al. 1989; Widrow & Kaiser 1993);

\[ \frac{dF}{dt} = \frac{\partial F}{\partial t} + \frac{p_i}{m} \frac{\partial F}{\partial x_i} - \frac{\partial V}{\partial x_i} F = 0. \]  

The gravitational potential and the mean-field potential due to the field, obtained from \( F \) in the same way as from a standard phase space distribution function,

\[ \rho(x, t) = m \int d^3p F(x, p, t) = \int d^3y e^{i(x-y)^2/\eta^2} (\eta \sqrt{\pi})^{3/2} m |\psi(y, t)|^2. \]  

Hydrodynamic equations are obtained from the zeroth, first, and second moments of eq. (13), which, under the assumption that \( F \) is symmetric and isotropic in \( p \) around its mean value \( \langle p \rangle \) (Veltmaat et al. 2018), are

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot j = 0, \]  

\[ \frac{\partial j}{\partial t} + \nabla (P + P_{\text{SI}}) + \rho (\nabla \cdot v) + v (\nabla \cdot \rho v) = -\rho \nabla \phi, \]  

\[ \frac{\partial E}{\partial t} + \nabla \cdot [(E + P + P_{\text{SI}}) v] = -j \cdot \nabla \phi. \]  

There are two major changes in the above hydrodynamic description of BECs compared to the Madelung equations; first, there is no quantum potential; and second, there is an energy equation in addition to the continuity and momentum equations, with the total energy given by

\[ E = \frac{1}{2} \rho v^2 + U + U_{\text{SI}}, \]  

where \( P = \frac{1}{2} U \) and \( P_{\text{SI}} = U_{\text{SI}} \). In fact, the small-scale dynamics of the Madelung equations driven by the quantum potential, after smoothing over scales larger than the de Broglie wavelength, behave effectively as an ideal gas with adiabatic index \( \gamma = 5/3 \), with an additional pressure and internal energy due to the self-interactions. The fluid variables, such as the fluid density and
momentum, and the effective thermal internal energy and pressure, are defined in the same way as in classical statistical mechanics (Huang 1987), but using the smoothed phase space representation of the wavefunction rather than a phase space distribution function of classical point particles;

\[ n(x, t) = \int d^3 p \mathcal{F}(x, p, t), \]  

(19)

\[ j(x, t) = n \langle p \rangle = \int d^3 p \ p \mathcal{F}(x, p, t), \]  

(20)

\[ P(x, t) = \int d^3 p \ \frac{|p - \langle p \rangle|^2}{2m} \mathcal{F}(x, p, t), \]  

(21)

\[ U(x, t) = \int d^3 p \ \frac{|p - \langle p \rangle|^2}{2m} \mathcal{F}(x, p, t), \]  

(22)

\[ E(x, t) = U_{SI} + \int d^3 p \ \frac{p^2}{2m} \mathcal{F}(x, p, t). \]  

(23)

In the following we will sometimes refer to the "effective thermal" energy and pressure as simply "thermal".

2.2. Supercomoving hydrodynamics

Now that we have a set of fluid equations for SIBEC-DM, we would like to apply these to the growth of structure in a cosmological setting. A convenient set of coordinates for this purpose are the so-called supercomoving coordinates (Martel & Shapiro 1998), which uses the following change in variables in the case of a flat universe dominated by matter and a cosmological constant;

\[ \tilde{x} = \frac{1}{a} \frac{x}{L}, \quad \tilde{t} = H_0 \frac{t}{a}, \quad \tilde{\rho} = \frac{\rho}{\Omega_m \rho_0}, \]

\[ \tilde{u} = \frac{u}{H_0 a}, \quad \tilde{P} = \frac{P}{\Omega_m \rho_0 c_s^2 H_0^2 L^2}, \]

\[ \tilde{m} = m H_0 L, \quad \tilde{g} = g \frac{\Omega_m \rho_0}{a}, \]

(24)

where the peculiar motion \( u = v - Hr \) is introduced. \( L \) is a free length-scale parameter, \( \Omega_m \) is the fraction of matter today, and \( \rho_0 \) is the critical energy density today. In these coordinates, the fluid equations in an expanding universe are on a similar form as the standard equations on a static background;

\[ \frac{\partial \tilde{P}}{\partial \tilde{t}} + \nabla \cdot \tilde{j} = 0, \]  

(25)

\[ \frac{\partial \tilde{E}}{\partial \tilde{t}} + \nabla \cdot (\tilde{P}_{\text{tot}} \tilde{u}) = \nabla \cdot \tilde{j} = 0, \]  

(26)

\[ \nabla^2 \tilde{\phi} = \frac{3}{2} a \Omega_m (\tilde{\rho} - 1), \]  

(28)

and expressions for the energies, pressures, and so on, are the same as before, but with supercomoving quantities. A notable difference from regular hydrodynamics is the presence of the Hubble drag in the supercomoving energy equation, which vanishes for the ideal gas pressure with \( \gamma = 5/3 \), but not for the self-interaction pressure.

3. Numerical implementation

A modified version of RAMSES (Teyssier 2002) is used to simulate the formation of structure of SIBEC-DM in a cosmological setting. The halo catalogs are obtained using Amiga’s Halo Finder (AHF) (Gill et al. 2004; Knollmann & Knebe 2009), and plots of simulation snapshots are made using the python package YT (Turk et al. 2010). RAMSES is a grid based code that uses adaptive mesh refinement (AMR) to focus computational resources through a hierarchy of nested grids, increasing the local resolution in regions of interest. This is done by recursively splitting individual cells into \( N \) smaller cells, where \( N \) is the dimensionality, until a set of refinement criteria are satisfied, doubling the spatial resolution at each new level of refinement. For a box of length \( L \), the cell length at refinement level \( l \) is \( \Delta x^l = L/2^l \).

RAMSES was originally designed for cosmological simulations for the formation and evolution of structure at both large and small scales, using an \( N \)-body particle mesh code for CDM, with which the phase space distribution of DM is sampled through a computationally tractable number of collisionless macroparticles. The gravitational forces acting on these macroparticles are obtained by projecting the DM mass onto the AMR grid and solving the Poisson equation. RAMSES also includes code for studying gas dynamics, using the grid and a Godunov scheme to solve the hydrodynamic equations in supercomoving coordinates. It is this latter part of RAMSES that has been modified to solve the SIBEC-DM hydrodynamic equations, and we use a second-order Godunov scheme with the Rusanov flux (an HLLE Riemann solver) and the van Leer slope limiter to compute the flux at the cell interfaces (Toro 2006).

A number of simulations were run, with different SIBEC-DM interaction strengths (given by the core radius \( R_c \)), initial conditions, and box sizes to balance reaching sufficient spatial resolution to resolve the cores of the emerging SIBEC-DM halos, while also forming enough such halos to study their properties. Initial conditions were generated with the MUSIC code (Hahn & Abel 2011) using the standard CDM matter power spectrum, but with a cut-off in power below a certain scale to include the effect of a non-zero sound speed,

\[ P_{\text{SIBEC}}(k) = f_{\text{cut}}(k) P_{\text{CDM}}(k), \]  

(29)

\[ P_{\text{CDM}} \] is the standard CDM matter power spectrum, and \( f_{\text{cut}} \) is a cut-off factor, given by the Heaviside function \( f_{\text{cut}}(k) = \Theta(k_{\text{cut}} - k) \), where \( k_{\text{cut}} \) is the cut-off scale. We have taken this scale to be the Jeans’ length of SIBEC-DM at the time the simulation starts,

\[ k_{\text{cut}} = k_J = \frac{\pi}{R_c}. \]  

(30)

An alternative to the sharp cut-off above is a smooth cut-off, and a comparison with output from the Boltzmann code CLASS, modified to include SIBEC-DM (Hartman et al. 2022), shows that the function

\[ f_{\text{cut}}(k) = e^{-k/k_{\text{cut}}^3}, \]  

(31)
with \( k_{\text{cut}} \) given by the effective sound horizon \( r_s \) of SIBEC-DM,

\[
r_s = \int_0^{r_{\text{cut}}} \frac{dz}{c_s} = \int_0^{r_{\text{cut}}} \frac{dz}{\sqrt{c_s H}}
\]

(32)

provides a good fit to the suppression of power in a SIBEC-DM universe relative to \( \Lambda \)CDM. The SIBEC-DM sound speed \( c_s \), which includes the early radiation-like epoch during which the interaction energy dominates, is approximately given by (Hartman et al. 2022)

\[
c_s^2 = \frac{\partial P}{\partial \rho} = \frac{1}{3} \frac{1}{1 + a^3/6\omega_0},
\]

(33)

where \( \omega_0 \) is the SIBEC-DM equation of state today,

\[
\omega_0 = \frac{\bar{P}_0}{\bar{\rho}_0} = \frac{g_0 \rho_0}{2m^2} \approx 10^{-15} \left( \frac{R_c}{1 \text{ kpc}} \right)^2.
\]

(34)

The resulting cut-off scale is

\[
k_{\text{cut}} = \frac{1}{2.2} \frac{2\pi}{2.2} \approx 0.36 \text{Mpc}^{-1} \left( \frac{R_c}{1 \text{ kpc}} \right)^{-2/3},
\]

(35)

This form for \( k_{\text{cut}} \) provides more realistic initial conditions for SIBEC-DM as described by the Lagrangian eq. (1), but the sharp cut-off near the Jeans’ scale at the start of the simulation has the advantage of providing more initial power, such that a larger number of SIBEC-DM halos form inside the simulation box and can be used in our analysis. In fact, we can estimate the halo masses that are affected by the cut-off given by eq. (35).

\[
M_{\text{cut}} \approx \frac{4\pi}{3} \rho_{\text{dm,0}} \left( \frac{\pi}{k_{\text{cut}}} \right)^3 \approx 5 \times 10^{14} M_\odot \left( \frac{R_c}{1 \text{ kpc}} \right)^2.
\]

(36)

This poses a serious challenge for SIBEC-DM, as pointed out by Shapiro et al. (2021). Self-interacting scalar field DM with core radii of order 1 kpc strongly suppresses the formation of halos with masses below \( M_{\text{cut}} \approx 5 \times 10^{14} M_\odot \), making SIBEC-DM with these initial conditions an unfavorable candidate for explaining the cusp-core problem\(^1\). Furthermore, from a numerical point of view, the large difference between the cut-off scale \( \lambda_{\text{cut}} \approx \pi/k_{\text{cut}} \) and the SIBEC core radius \( R_c \), i.e. \( \lambda_{\text{cut}} \gg R_c \), also poses a challenge, since it requires a both a large simulation box and very high spatial resolution to simultaneously investigate the formation of SIBEC-DM structure and resolve the SIBEC-DM halo cores. For instance, \( R_c \approx 1 \) kpc gives the cut-off length scale \( \lambda_{\text{cut}} \approx 15 \) Mpc, while \( R_c \approx 10 \) pc (which Shapiro et al. (2021) finds as an upper limit to avoid overly suppressing the formation of small-scale halos) gives \( \lambda_{\text{cut}} \approx 0.7 \) Mpc. We therefore do not run simulations with the initial conditions given by eqs. (31) and (35). Nevertheless, the present work may provide an indication for how SIBEC-DM generally behaves in a cosmological setting, and will certainly help us better understand the properties of halos with \( R_c \sim 1 \) kpc and their populations in scenarios that assume a matter power spectrum close to CDM at late times, and are therefore not limited by eq. (36) (Harko 2011; Harko & Mocanu 2012; Velten & Wamba 2012; Freitas & Gonçalves 2013; Bettoni et al. 2014; de Freitas & Velten 2015; Hartman et al. 2022).

\(^1\) The cut-off given by eq. (35) that we found in an earlier work (Hartman et al. 2022) differs slightly from what Shapiro et al. (2021) obtained, but the conclusions regarding the over-suppression of halos remain the same.

Initial conditions for the effective thermal energy of SIBEC-DM present in eqs. (25), (26), and (27) must also be provided and is in principle given by the underlying wavefunction, although in the hydrodynamic approximation it has been integrated away with the smoothing kernel in eq. (11). We therefore make an ansatz that the effective thermal pressure \( P_{\text{SI}} \) is small compared to the interaction pressure \( P_{\text{SI}} \) at the start of the simulation, and set \( P_{\text{SI}}(z_{\text{init}}) = \zeta P_{\text{SI}}(z_{\text{init}}) \) with \( \zeta \ll 1 \). The supercompacting effective thermal pressure at the background level is constant in time, while the interaction pressure decreases as \( P_{\text{SI}} \propto a^{-1} \), so \( \zeta \) should be sufficiently small that \( \dot{P} \) is largely negligible until the first structures start to form, at which point the effective thermal energy increases rapidly as matter is accreted onto halos and is heated.

The simulations performed in this work are summarized in table 1, and an overview of the conservation of energy, resolution, and runtime for a few of these are shown in figure 1 at two different initial refinement levels. The conservation of energy is satisfied to within 1%, and the Jeans’ length is resolved in overdense regions with the use of AMR at all times, more so at later times as the initial perturbations collapse to form halos. On the other hand, the initial resolution of the grid, which is at the lowest level of refinement, places a lower bound on the halo masses that are accurately evolved. An estimate of this bound is the total mass enclosed by a minimum number of cells \( N_{\text{min}} \) on the initial grid,

\[
M_{\text{min}} = \rho_{\text{dm,0}} N_{\text{min}} \left( \frac{L}{2\Delta \text{in}} \right)^3.
\]

(37)

We find that \( N_{\text{min}} = 300 \), i.e. the mass enclosed by an approximately \( 7 \times 7 \times 7 \) cube, provides a reasonable estimate, as shown in figure 2. In this case \( M_{\text{min}} \approx 10^7 M_\odot \) for \( l_{\text{init}} = 8 \), whereas at \( l_{\text{init}} = 7 \) the mass limit is \( M_{\text{min}} \approx 10^6 M_\odot \). The profiles are largely the same except in the lowest mass bin, which is below \( M_{\text{min}} \) for \( l_{\text{init}} = 7 \). Additionally, the halo mass function (HMF) is suppressed below \( M_{\text{min}} \), hence halos with \( M_{200} < M_{\text{min}} \) are discarded in the following analysis. It should be noted that the higher resolution yields slightly denser halos even for the masses that are most resolved, and that the HMF above \( M_{\text{min}} \) is not exactly identical at the two refinement levels, as one would expect. This indicates our simulations would benefit from further grid refinement, in particular the R1 run, which has the highest ratio of both \( M_{\text{min}}/M_{\text{cut}} \) and \( \Delta_{\text{min}}/R_c \). Unfortunately, the computational cost of further increasing the resolution was prohibitive, since at \( l_{\text{init}} = 8 \) the simulation used up to a hundred thousand CPU hours to reach \( z = 0.5 \), while an increase to the next refinement level \( l_{\text{init}} = 9 \) is expected to use a few million CPU hours.

4. Results

In the cosmological simulations the SIBEC-DM collapses and forms halos with a cored inner structure and a CDM-like envelope, which we find to be well-fitted by a cored NFW (NFWc) profile,

\[
\delta_{\text{NFWc}}(r) = \left[ \delta_c^{-1} + \delta_{\text{NFW}}^2 \right]^{-1}.
\]

(38)

The profile is given in terms of over-density \( \delta = \rho/\bar{\rho} \), where \( \delta_c \) is the central over-density, and \( \delta_{\text{NFW}} \) is the NFW profile,

\[
\delta_{\text{NFW}}(r) = \frac{\delta_c}{\left( 1 + \frac{r}{r_s} \right)^2}.
\]

(39)
Table 1. An overview of the simulations run. All were run with initial/minimum refinement level 8 (7) and maximum level 15 (14) from $z = 50$ to $z = 0.5$. Unless stated otherwise, when simulation runs are referred to by only 1kpc, 3kpc, or 10kpc, it means Rc1, Rc3, and Rc10 with minimum refinement level 8.

| Label  | $R_c$ [kpc] | Cut-off and kcut | Initial $\zeta = P/P_{St}$ | Boxsize L [Mpc/$h$] | $M_{min} [M_\odot]$ | $M_{cut} [M_\odot]$ |
|--------|-------------|------------------|-----------------------------|---------------------|---------------------|---------------------|
| Rc1    | 1           | $k_3$            | $10^{-2}$                   | 2                   | $1.7 \times 10^7$  | $7.2 \times 10^6$   |
| Rc3    | 3           | $k_3$            | $10^{-2}$                   | 5                   | $2.6 \times 10^8$  | $1.9 \times 10^8$   |
| Rc3-b  | 3           | $k_1/2$          | $10^{-2}$                   | 5                   | $2.6 \times 10^8$  | $1.6 \times 10^8$   |
| Rc3-d  | 3           | $k_3$            | $0.1$                       | 5                   | $2.6 \times 10^8$  | $1.9 \times 10^8$   |
| Rc10   | 10          | $k_3$            | $10^{-2}$                   | 15                  | $7.1 \times 10^9$  | $7.2 \times 10^9$   |

Fig. 1. Energy conservation (top), the smallest physical cell length (middle), and the runtime in CPU hours (bottom) for the main suite of simulations. Runs with a minimum refinement level of 8 are shown in solid lines, and 7 in dotted lines.

We define the core radius $r_c$ as where the density has dropped to 50% of its central value, $\delta(r_c) = 0.5\delta(0)$. At hydrostatic equilibrium we would have $r_c \approx 0.6R_c$. A number of other cored profiles could also be used to fit the SIBEC-DM halos. In Li et al. (2020) several DM profiles were fitted to the Spitzer Photometry & Accurate Rotation Curves (SPARC) dataset of rotation curves of nearby galaxies (Lelli et al. 2016), such as the Burkert profile (Burkert 1995),

$$\delta_{Burkert}(r) = \frac{\delta_\xi}{\left(1 + \left(\frac{r}{r_\xi}\right)^{3}\right)}, \quad (40)$$

and the so-called Lucky13 profile (Li et al. 2020),

$$\delta_{13}(r) = \frac{\delta_\xi}{\left[1 + \left(\frac{r}{r_\xi}\right)^3\right]^3}. \quad (42)$$

These are fitted to the SIBEC-DM halos by minimizing the cost function

$$\chi^2 = \frac{1}{N_d - N_f} \sum_{i=1}^{N_d} \left[\delta_i - \delta(r_i)\right]^2, \quad (43)$$

with respect to the $N_f$ free parameters of the density function $\delta(r)$, where $N_d$ is the number of radial points $\delta_i$ from the simulation that we are fitting the density profile to. Each halo in the Einasto profile (Einasto 1965),

$$\delta_{Einasto}(r) = \delta_\xi \exp\left\{-\frac{2}{\alpha\epsilon}\left[\left(\frac{r}{r_\xi}\right)^{\alpha\epsilon} - 1\right]\right\} \quad (41)$$

the Einasto profile (Einasto 1965),

$$\delta_{Einasto}(r) = \delta_\xi \exp\left\{-\frac{2}{\alpha\epsilon}\left[\left(\frac{r}{r_\xi}\right)^{\alpha\epsilon} - 1\right]\right\} \quad (41)$$

and the so-called Lucky13 profile (Li et al. 2020),

$$\delta_{13}(r) = \frac{\delta_\xi}{\left[1 + \left(\frac{r}{r_\xi}\right)^3\right]^3} \quad (42)$$

These are fitted to the SIBEC-DM halos by minimizing the cost function

$$\chi^2 = \frac{1}{N_d - N_f} \sum_{i=1}^{N_d} \left[\delta_i - \delta(r_i)\right]^2, \quad (43)$$

with respect to the $N_f$ free parameters of the density function $\delta(r)$, where $N_d$ is the number of radial points $\delta_i$ from the simulation that we are fitting the density profile to. Each halo in the
simulation gives a value for $\chi^2$, and the corresponding cumulative distribution function (CDF) for the set of these tells us what fraction of the halos has $\chi^2$ smaller than a given value, and therefore how well the fitting function generally describes the halos. In figure 3 the CDF for the different types of profiles are shown, from which we find that the NFWc profile provides the best fit overall. Of the cored profiles used by Li et al. (2020) to fit the DM halos in the SPARC dataset, the Burkert and Einasto profiles are best suited and perform about the same, but as Burkert is the simpler of the two, we will use it in the following.

Both NFWc and Burkert fitted to binned SIBEC-DM halos with $R_c = 1\text{kpc}$ at $z = 0.5$ are shown in figure 4. The two profiles yield slightly different results for the core radius. Burkert is a bit steeper than NFWc near the core, and therefore generally gives a core radius $r_c$ of around half compared to NFWc (according to our definition $\delta(r_c) = 0.5\delta(0)$). The core density $\delta_c$ is also about twice as high for Burkert compared to NFWc. In the following we use the Burkert profile, even though the fit using NFWc is better, for two reasons; it is a simpler function, and we can readily compare the fitting parameters of the SIBEC-DM halos to observations, because the Burkert profile has previously been used for the DM component of nearby galaxies in the SPARC dataset (Li et al. 2020) and the dwarf spheroidal (dSph) satellites of the Milky Way (Salucci et al. 2012).

In order to investigate the general trend in the properties of the SIBEC-DM halos in our simulations, and compare these to observations, we introduce scaling functions for the core radius $r_c$, the central density $\delta_c$, and the mass enclosed inside the core radius, $M_c$:

$$ r_c(M_{200}) = r_{c,10} \left( \frac{M_{200}}{10^{10} M_\odot} \right)^\alpha, $$

$$ \delta_c(M_{200}) = \delta_{c,10} \left( \frac{M_{200}}{10^{10} M_\odot} \right)^\beta, $$

$$ M_c(M_{200}) = M_{c,10} \left( \frac{M_{200}}{10^{10} M_\odot} \right)^\gamma. $$

These are fitted using Theil-Sen regression (Theil 1950; Sen 1968). This method finds the slope $m$ and the $y$-intercept $b$ of the linear function $y(x) = b + mx$ (which eqs. (44), (45), and (46) are in log-space) by first computing the median of the slopes between all pairs of points $(y_i, x_i)$, which gives $m$, and then finding the median of $y_i - mx_i$ for all points, which gives $b$. This fitting procedure is robust against outliers, and provides a simple measure of the variation in $m$ and $b$ present in the data through e.g. the 1st and 3rd quartiles of the pairwise slopes and individual $y$-intercepts. Tables listing the scaling parameters fitted using this procedure are included in appendix A for several redshifts.

The properties of the Burkert profile fitted to SIBEC-DM halos are shown in figure 5 for $R_c = 1\text{kpc}$, $3\text{kpc}$, and $10\text{kpc}$, along with the above scaling relations. The fit to the nearby galaxy rotation curves in the SPARC dataset (Li et al. 2020) and Milky Way dSphs (Salucci et al. 2012) are also included in figure 5. While the halo catalogues in the simulation snapshots only span 2-3 orders in magnitude in mass and number 200-400 halos due to the limited volume of the simulated box, and the fitted parameters of the scaling functions show some time-dependence (the prefactors more so than the exponents), there are a number of interesting features to note. First of all, the halo core radii $r_c$ are scattered near $R_c$, and the dependence of $r_c$ on $M_{200}$ is nearly constant, as expected from hydrostatic considerations. Specifically, it is found that $r_c \sim M_{200}^{\alpha}$, with $\alpha \approx 0.05 - 0.1$, with the 1st and 3rd quartiles of $\alpha$ also consistent with $\alpha = 0$. The SIBEC-DM cores are generally larger compared to what we find from eq. (9), a consequence of the additional pressure and that the halo envelopes are rotationally supported, following the NFW profile. In fact, the thermal-like energy due to the hidden dynamics on the de Broglie-scale dominates the central regions of the
Fig. 5. The core radii \( r_c \) (left), core densities \( \delta_c \) (middle), and core masses \( M_c \) (right) versus \( M_{200} \) for halos in cosmological simulations of SIBEC-DM with \( R_c = 1\text{kpc} \), 3kpc, and 10kpc, using the Burkert profile. The upper plots show the scatter of halos at \( z = 0.5 \), with the fitted scaling eqs. (44), (45), and (46) shown in dashed lines, compared to the SPARC dataset (Li et al. 2020) and Milky Way dSphs (Salucci et al. 2012). The lower plots show the fitted median (solid) and the 1st and 3rd quartiles (shaded) at several redshifts using Theil-Sen regression. The results from SPARC and the dSphs are also shown. In the scatter plot for \( r_c \) the core radii \( R_c \) are indicated in dotted colored lines.

SIBEC-DM halos. This can be seen in figure 6, where the self-interaction, thermal, and gravitational potential energy densities of a sample halo are shown, with

\[
W = \frac{GM(<r)\rho}{r}.
\]  

As structure forms, the SIBEC-DM fluid is heated as it is accreted onto the growing halos, the kinetic energy of the in-falling matter being converted into effective thermal energy. The result are halos with a thermal energy much larger than the interaction energy throughout the halo, even in the core, where it is around a factor 10 times larger and dominates the overall dynamics. Additionally, the thermal energy is nearly isothermal. At the edge of the core the potential energy becomes larger than the internal energies, and the halo transitions to the NFW-like envelope.

We illustrate with the sample halo in figure 6, which is relatively isolated in the simulated box, that the SIBEC-DM halos in the simulations achieve approximate virial equilibrium. The virial \( V \) satisfies, under the assumption of spherical symmetry (Dawoodbhoy et al. 2021),

\[
V = 2T + W + 2U + 3U_{SI} + S + S_{SI} = 0,
\]  

where the various terms are cumulative energy contributions and surface terms,

\[
T = \frac{1}{2} \int v^2 \, dM - 2\pi r^2 \rho v^2 + \frac{1}{2} \frac{\partial (\rho v^2)}{\partial t},
\]  

\[
W = -\int \frac{GM}{r} \, dM,
\]  

\[
U = \int \frac{U}{\rho} \, dM, \quad U_{SI} = \int \frac{U_{SI}}{\rho} \, dM,
\]  

\[
S = -4\pi r^3 P, \quad S_{SI} = -4\pi r^3 P_{SI},
\]  

and \( U_{\text{tot}} = U + U_{SI} \).

The domination of thermal energy in the halo cores is in contrast to the spherically symmetric 1D simulations of Dawoodbhoy et al. (2021), who instead found the thermal energy to fall below the interaction energy inside the core. In their simulations many of the same processes takes place, but the cores are not heated and are dominated by the self-interaction pressure. Instead our 3D simulations look more like the isothermal profiles of Dawoodbhoy et al. (2021) with the thermal Jeans’ length on the order of \( R_c \). We attribute the difference between the results of our simulations to the absence of mixing in spherical symmetry. In the 1D simulations the halos form by the accretion of spherically symmetric shells that collapse onto the halos and are heated as they are slowed down, resulting in an accretion shock expanding outwards as shells collide, but do not cross. The cores themselves experience little heating as the fluid is decelerated smoothly and without a shock due to the self-interaction pressure. In fully 3D simulations the halos form as clumps — not perfect shells — of matter merge, which perturb the halos and causes the outer shock heated layers to mix with the interior. We demonstrate this difference between symmetrical and asymmetrical collapse using 2D simulations; one in which an initial
stationary over-density centered in the simulated box collapses symmetrically; and another with a second smaller over-density offset at \( x_2 \) that merges with the first in an asymmetrical manner. The initial density field in the two scenarios are \( \rho(x) = \rho_0 + \rho_0 \Delta \epsilon^{-|x|/R_1} \) and \( \rho(x) = \rho_0 + \rho_0 \Delta \epsilon^{-|x|/R_2} + \rho_0 \Delta \epsilon^{-|x-x_2|/R_2} \), and we use a periodic box of size \( L = 400 \text{kpc} \) with \( R_c = 1 \text{kpc} \), \( R_1 = 5 \text{kpc} \), \( R_2 = 2 \text{kpc} \), \( \Delta_1 = \Delta_2 = 99 \), \( \{x_2\} = 10 \text{kpc} \), and \( \rho_0 = \Omega_0 \rho_c, \) with the initial ratio \( \zeta = P/P_{\text{SI}} = 10^{-1} \). The simulations were run for \( 20 \text{Gyr} \), where \( \Omega_0 = 1/\sqrt{2\pi G \rho_0 \Delta_1} \) is the dynamical timescale of the central over-density. The final distributions of \( U/U_{\text{SI}} \) are shown in figure 7. In the symmetrical case, the thermal energy is dominant everywhere except in the core, whereas in the asymmetrical case the merging with the second over-density results in a strong mixing of the fluid layers, causing shock-heated fluid in the region outside the core to penetrate into the core.

In figure 8 the internal energies of SIBEC-DM with \( R_c = 1 \text{kpc} \) at \( z = 0.5 \) are shown, where the extended envelopes of high thermal energies compared to the interaction energy are clearly seen around the collapsed structures. In the same figure the density field is compared to standard CDM, which illustrates the smoothing of the DM density field, especially in the halo cores. The corresponding matter power spectrum is shown in figure 9 at several redshifts, as well as CDM with the same initial conditions, but without the cut-off, with

\[
\Delta^2(k) = \frac{k^3 P(k)}{2\pi^2},
\]

where

\[
(2\pi)^3 P(k) \delta^3(k - k') = \langle \delta(k) \delta(k') \rangle,
\]

and

\[
\delta(k) = \int d^3x \, \delta(x) e^{-ik \cdot x},
\]

with \( \delta^3 \) being the 3D Dirac delta function. At the largest scales the SIBEC-DM modes grow like CDM, while at smaller scales SIBEC-DM is suppressed compared to CDM due to the presence of fluid pressure.

The simulations are insensitive to the initial ratio \( P/P_{\text{SI}} \) as long as it is relatively small, as shown in figures 10 and 11. As soon as structure begins to form, the thermal energy increases due to the conversion of kinetic energy to internal energy. A small amount of initial thermal energy therefore matters little. Nevertheless, despite the effective thermal energy dominating the DM-halo cores, the scale of the self-interaction determines the characteristic size of the cores.

Another interesting feature is the dependence of \( \delta_\epsilon \) on the halo mass. The Burkert profile fitted to observational data prefers a negative slope, meaning massive halos are less dense. In N-body simulations of CDM, considering instead the characteristic over-density \( \delta_\epsilon \) of the halo in eq. (39), such mass dependence arises, in very simple terms, because \( \delta_\epsilon \) is proportional to the mean density at the time the halo forms, with low-mass halos generally collapsing at a higher redshift, when the universe was denser (Navarro et al. 1996). We might therefore expect processes that transform the CDM halo cusps into cores, for instance baryonic feedback, to produce core densities that inherits the same halo mass dependence (Ogiya et al. 2014). SIBEC-DM halos prefer instead a positive slope \( \beta \approx 0.5 \) at \( z = 0.5 \), such that more massive halos are also denser. Furthermore, the SIBEC-DM halo core masses \( M_c \) scales approximately as \( M_c \sim M_{200}^{2/3} \), and

\[
M_c \sim M_{200}^{2/3},
\]

which are in the neighborhood of what is obtained in the simulations. We can improve this scaling argument by including a small mass dependence in \( r_c \sim M_c^{\alpha} \), which gives

\[
M_c \sim M_{200}^{\alpha/3},
\]

with \( \gamma \approx 0.75 \) at \( z = 0.5 \). The scaling of both \( M_c \) and \( \delta_\epsilon \) can be qualitatively understood under the assumption of velocity dispersion tracing outside the core, i.e. that the circular orbital velocity is nearly constant (Chavanis 2019a,b; Padilla et al. 2019; Dawoodbhoy et al. 2021),

\[
v_c^2 = \frac{GM_c}{r_c} \approx v_{200}^2 = \frac{GM_{200}}{R_{200}},
\]

which we indeed see to be approximately true in figure 6, since \( v_{200}^2 = -W/v_c \). Inserting that \( r_c \) is constant, and \( M_{200} \sim r_{200}^3 \) gives

\[
M_c \sim M_{200}^{2/3},
\]

and

\[
\delta_\epsilon \propto \frac{M_c}{r_c^{2/3}} \sim \frac{M_{200}}{r_{200}^{2/3}},
\]

with \( \gamma \approx 0.75 \) at \( z = 0.5 \). The scaling of both \( M_c \) and \( \delta_\epsilon \) can be qualitatively understood under the assumption of velocity dispersion tracing outside the core, i.e. that the circular orbital velocity is nearly constant (Chavanis 2019a,b; Padilla et al. 2019; Dawoodbhoy et al. 2021),

\[
v_c^2 = \frac{GM_c}{r_c} \approx v_{200}^2 = \frac{GM_{200}}{R_{200}},
\]

which we indeed see to be approximately true in figure 6, since \( v_{200}^2 = -W/v_c \). Inserting that \( r_c \) is constant, and \( M_{200} \sim r_{200}^3 \) gives

\[
M_c \sim M_{200}^{2/3},
\]

and

\[
\delta_\epsilon \propto \frac{M_c}{r_c^{2/3}} \sim \frac{M_{200}}{r_{200}^{2/3}},
\]

which are in the neighborhood of what is obtained in the simulations. We can improve this scaling argument by including a small mass dependence in \( r_c \sim M_c^{\alpha} \), which gives

\[
M_c \sim M_{200}^{\alpha/3},
\]
\( \delta_c \sim M_{200}^{\alpha/3} \).

Inserting \( \alpha = 0.05 \) gives \( M_c \sim M_{200}^{0.7} \) and \( \delta_c \sim M_{200}^{0.55} \), while \( \alpha = 0.1 \) gives \( M_c \sim M_{200}^{0.74} \) and \( \delta_c \sim M_{200}^{0.41} \). For comparison, independent FDM simulations, using the full NLSE or the Madelung equations, find varying exponents, with \( M_c \sim M_{200}^{1/3} \) (Schive et al. 2014a,b; Veltmaat et al. 2018), \( M_c \sim M_{200}^{2/9} \) (Mocz et al. 2017; Mina et al. 2020b), or \( M_c \sim M_{200}^{0.6} \) (Nori & Baldi 2021), all of which are less steep than what we find for SIBEC-DM. Furthermore, as expected from hydrostatic equilibrium, the size of FDM halo cores have been found to be decreasing with the virial mass (Chan et al. 2022), as opposed to slightly increasing for SIBEC-DM.

Generally, we find the trends in \( r_c \), \( \delta_c \), and \( M_c \) for the values of \( R_c \) and initial conditions tested in this paper to be in conflict with the SPARC dataset and Milky Way dSphs, although their slopes are in less tension with observation than FDM. These trends are mostly insensitive to the initial ratio \( P/P_{SI} \ll 1 \), but they are dependent on the cut-off scale in the initial matter power spectrum (when it is not scaled along with \( R_c \) to match the Jeans’ length), as shown in figure 11. By moving the initial cut-off to larger scales, such that there is less initial power at small scales, the scaling exponents shift towards those inferred from the SPARC dataset and the Milky Way dSphs. On the flip-side, the prefactors shift away from the observations. For example, the total ratio \( P/P_{SI} \) increases as \( k_{cut} \) is lowered, meaning there is more thermal pressure, causing halos to have larger cores and lower central densities. However, as we saw in figure 5, decreasing the interaction strength, or equivalently, the core radius \( r_c \), hardly affects the scaling exponents, but moves the prefactors in the desired direction. Based on this observation, one could imagine that a sufficiently small \( R_c \) and strong cut-off might create a population of halos that alleviates to some degree the current tension with the observed trends. According to eqs. (59) and (60), a stronger mass dependence in the core radius \( r_c \sim M_{200}^{\alpha} \) will bring the SIBEC-DM trends towards the observed ones, and can come about by having a larger thermal Jeans’ length for massive halos, i.e. that more massive halos have a larger ratio of thermal energy to self-interaction energy, \( U/U_{SI} \), due to e.g. multiple mergers. However, caution is called for in making such a statement. For instance, the range of halo masses represented in the simulations is rather small, and baryonic physics are not at all included in the simulations, but are known to affect the distribution of DM in halos. Furthermore, the scaling function parameters have some time-dependence, primarily the prefactors, and our simulations were only run until \( z = 0.5 \), whereas the observed galaxies and dSphs are at \( z \approx 0 \). This is particularly true for the Rc3-b run with \( k_{cut} = k_J/2 \), which has a factor 1/4 fewer halos compared to \( k_{cut} = k_J \), and is therefore more sensitive to disruptions in parts of the simulated halo population due to e.g. merger events. We see this in figure 11 at \( z = 0.5 \), where the scaling parameters suddenly change, and the 1st and 3rd quartile-region becomes very large, signaling that the scaling relations generally do not provide a good fit to the halo population at that point.

5. Conclusion

In this paper a hydrodynamic approximation of the NLSE that includes the de Broglie-scale dynamics as an effective thermal energy was used to simulate the formation of structure of SIBEC-DM in a fully 3D cosmological setting. The advantage of such an approach is that the dynamics on the de Broglie-scale need not be resolved on the numerical grid, making the task of simulating SIBEC-DM simpler and computationally tractable. This is of particular importance for when the de Broglie wavelength is much smaller than the self-interaction Jeans’ scale that we are interested in. On the other hand, this approach introduces an additional equation for the effective thermal energy must be evolved through time, and information of the underlying wave-function is lost.

The self-interacting scalar field halos that are formed have NFW-like envelopes and cored interiors, and are well-described by a cored NFW profile such as eq. (38) or the Burkert profile. The halo core radii are on the order of the hydrostatic core radius \( R_c \), which is independent of the halo mass. Despite the self-interactions determining the scale of the cores, the effective thermal energy ends up dominating over the self-interactions throughout the halos due to significant heating during collapse, even in the cores. This is in contrast to previous 1D simulations that found the SIBEC-DM cores to not experience much heating and the thermal energy to fall sharply below the self-interaction energy inside the cores (Dawoodbhoy et al. 2021; Shapiro et al. 2021). This difference is due to the lack of mixing in spherically

---

**Fig. 7.** Final distributions of \( U/U_{SI} \) in 2D simulations with symmetrical (upper) and asymmetrical (lower) collapse, centered on the density peak. In the asymmetrical case, the second smaller over-density was initially located to the right. The minimum in the symmetrical case is \( U/U_{SI} \approx 2 \times 10^{-2} \), while in the asymmetrical case its is \( U/U_{SI} \approx 2 \).
Fig. 8. Projection plots of the DM density in cosmological simulations with \( L = 2 \text{Mpc}/h \) at \( z = 0.5 \) SIBEC-DM with \( R_c = 1 \text{kpc} \) (upper right) and CDM with the same initial conditions, but without a cut-off (upper left). The SIBCE-DM internal energies for the same snapshot showing the effective thermal energy \( U \) (lower left) and the self-interaction energy \( U_{SI} \) (lower right).

Symmetric 1D simulations, whereas in 3D simulations matter collapses onto the halos in clumps rather than shells, and causes the outer shock-heated layers to be mixed with the cores.

Scaling relations for the core radii \( r_c \), core densities \( \delta_c \), and core masses \( M_c \) as functions of the total halo mass \( M_{200} \) were fitted to the simulated halo populations, which largely agrees with hydrostatic considerations of the halo cores where \( r_c \) is nearly constant, and velocity dispersion tracing in the halo envelope, \( \sigma_c \approx v_{200} \). However, these trends do not agree with those obtained by fitting the Burkert profile to nearby galaxies in the SPARC dataset and the classical Milky Way dSphs. This poses an issue for SIBEC-DM models with \( R_c \gtrsim 1 \text{kpc} \) and a largely CDM-like matter power spectrum at late times (Harko 2011; Harko & Mocanu 2012; Velten & Wamba 2012; Freitas & Gonçalves 2013; Bettoni et al. 2014; de Freitas & Velten 2015; Hartman et al. 2022), as was used in our simulations. For SIBEC-DM given by the field Lagrangian eq. (1), on the other hand, the self-interaction is constrained to \( R_c < 1 \text{kpc} \), otherwise an early radiation-like period and a large comoving Jeans’ length washes out too much structure to be consistent with observations (Shapiro et al. 2021; Hartman et al. 2022). Halo masses affected in this way are given by eq. (36). In fact, using observational constraints on FDM as a proxy for SIBEC-DM by matching their transfer function cut-offs and HMFs suggest the SIBEC-DM self-interaction to be as low as \( R_c \sim 10\text{pc} \) (Shapiro et al. 2021). We were unable to probe such small values for \( R_c \) since the large gap between the halo cores and the cut-off scale requires both a large simulation box and very high spatial resolution, though we find that simultaneously decreasing \( R_c \) and increasing \( k_{cut} \) might alleviate the tension in the scaling relations. It should be noted that our SIBEC-DM-only simulations do provide a better agreement with the slopes in observed scaling relations than FDM. In particular, FDM simulations generally find \( M_c \sim M_{200}^{\gamma} \) with \( 1/3 < \gamma < 0.6 \), while we find \( \gamma \approx 0.75 \), which is closer to the observed \( \gamma \approx 1.1 \). Additionally, FDM has a core radius that \( r_c \) decreases with the halo mass, while we find...
The matter power spectrum for cosmological simulations $L = 2 \text{Mpc}/h$ at $z = 0.5$ for SIBEC-DM with $R = 1 \text{ kpc}$ (solid) and CDM (dashed). The comoving cut-off $k_{\text{cut}}$ is indicated with a dotted vertical line, and the spectrum at $z = 50$ is multiplied by 50 in the figure.

The evolution of the ratio of the total thermal energy and total self-interaction energy for the simulations run.

a slightly increasing trend, although not as steep as found in the SPARC dataset and the Milky Way dSphs.

The main results of the present work are summarized as follows:

- Using a hydrodynamic approximation and fully 3D cosmological simulations, SIBEC-DM halos are found to have NFW-like envelopes with central cores of radius $r_c$. The density profiles are therefore well-fitted by cored NFW profiles such as eq. (38) and the Burkert profile, eq. (40).

- The SIBEC-DM cores are largely independent of the halo virial mass and central density, as predicted by hydrostatic equilibrium.

- Despite the self-interaction energy initially dominating the internal energy and fluid pressure of the SIBEC-DM, as well as determining the general scale of the SIBEC-DM cores, the effective thermal energy ends up dominating throughout the halo. This result is insensitive to the initial smallness of the thermal energy relative to the self-interaction energy, since the final thermal energy comes from heating as SIBEC-DM collapses and forms structure.

- The SIBEC-DM halo core densities $\delta_c$ and core masses $M_c$ are found to scale with the virial mass $M_{200}$ as $\delta_c \sim M_{200}^{0.5}$ and $M_c \sim M_{200}^{0.75}$. This result is insensitive to changes to $R_c$ that is matched by a corresponding change in the cut-off scale, $k_{\text{cut}} \sim 1/R_c$. Velocity tracing in the halo envelope and a nearly constant core radius predict these relations to be $\delta_c \sim M_c \sim M_{200}^{0.3}$. Including a small mass dependence in $r_c$ improves the agreement with the simulations, e.g. $r_c \sim M_{200}^{0.05}$ gives $M_c \sim M_{200}^{0.5}$ and $\delta_c \sim M_{200}^{0.55}$.

The scaling relations for $r_c(M_{200})$, $\delta_c(M_{200})$, and $M_c(M_{200})$, eqs. (44), (45), and (46), assuming the Burkert profile for the SIBEC-DM halos, generally do not agree with trends of the classical Milky Way dSphs and nearby galaxies in the SPARC dataset for the SIBEC-DM parameters tested in this work. However, there is some time-dependence in the scaling relations in our simulations (which were only run to redshift $z = 0.5$), the prefactors more so than the exponents, and there is some dependence on the cut-off scale in the initial matter power spectrum used to generate the initial conditions. Nevertheless, the slopes of the scaling relations in our SIBEC-DM-only simulation are in better agreement with observations than in FDM-only simulations, and we find that they can be shifted towards the observed ones by making the dependence of $r_c$ on $M_{200}$ steeper, which can come about if massive halos have more thermal energy.

In future work, larger high-resolution simulations should be carried out to further investigate SIBEC-DM, as our current simulations have a limited box size and halo population. This is particularly relevant for probing SIBEC-DM with more realistic initial conditions and self-interactions that are consistent with the HMF (Shapiro et al. 2021) and large-scale observables (Hartman et al. 2022). It will be important to test the validity and accuracy of the smoothing procedure and the resulting hydrodynamic approximation used in this work, especially if it continues to be used to test SIBEC-DM models. Dawoodbhoy et al. (2021) showed analytically for a few idealized 1D cases that smoothing the exact solutions of the NLSE gives the same large-scale fluid properties, such as pressure and density, as the smoothed phase space distribution function. These tests should be extended to more complicated scenarios, such as self-gravitation and the formation of shock fronts, to check if, for instance, the heating of the effective thermal energy is accurately captured by the hydrodynamic approximation, or if the skewlessness of $f$ is a valid assumption, although this will require using numerical simulations.
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Table A.1. The fitted scaling parameters for $r_c(M_{200})$, eq. (44), at various redshifts. The results from the SPARC dataset and the Milky Way dSphs are included under the label "Data".

| $z$ | $r_{c,10}$ [kpc] | $\alpha$ |
|-----|-----------------|----------|
|     | 3   | 2.5 | 2   | 1.5 | 1   | 0.75 | 0.5 | 3   | 2.5 | 2   | 1.5 | 1   | 0.75 | 0.5 |
| Rc1 | 1.2 | 1.3  | 1.2  | 1.5  | 1.6  | 1.4  | 1.4  | 0.91 | 0.95 | 0.90 | 0.70 | 0.91 | 0.10 | 0.064 | 0.058 |
| Rc3 | 2.4 | 2.5  | 2.8  | 3.0  | 3.2  | 3.2  | 3.6  | 0.084 | 0.080 | 0.096 | 0.080 | 0.080 | 0.038 | 0.062 |
| Rc3-b | 2.7 | 2.9  | 3.4  | 3.8  | 4.2  | 4.3  | 3.5  | 0.17 | 0.17 | 0.16 | 0.14 | 0.11 | 0.11 | 0.29 |
| Rc3-c | 2.5 | 2.6  | 2.8  | 3.1  | 3.2  | 3.3  | 3.6  | 0.10 | 0.073 | 0.086 | 0.091 | 0.072 | 0.052 | 0.056 |
| Rc3-d | 2.6 | 2.8  | 3.1  | 3.3  | 3.5  | 3.6  | 3.7  | 0.096 | 0.080 | 0.11 | 0.10 | 0.082 | 0.080 | 0.044 |
| Rc10 | 5.5 | 6.0  | 6.6  | 7.2  | 8.3  | 8.5  | 9.0  | 0.081 | 0.081 | 0.097 | 0.092 | 0.079 | 0.084 | 0.080 |
| Data | 0.86 |       |     |     |     |     |     | 0.45 |       |     |     |     |     |     |

Table A.2. The fitted scaling parameters for $\delta_c(M_{200})$, eq. (45), at various redshifts. The results from the SPARC dataset and the Milky Way dSphs are included under the label "Data".

| $z$ | $\delta_{c,10} \times 10^3$ | $\beta$ |
|-----|---------------------|-------|
|     |                     |       |
| Rc1 | 11                  | 0.44  |
| Rc3 | 3.2                 | 0.45  |
| Rc3-b | 2.5                | 0.29  |
| Rc3-c | 2.7               | 0.41  |
| Rc3-d | 2.7              | 0.43  |
| Rc10 | 0.67               | 0.44  |
| Data | 630                | -0.33 |

Table A.3. The fitted scaling parameters for $M_c(M_{200})$, eq. (46), at various redshifts. The results from the SPARC dataset and the Milky Way dSphs are included under the label "Data".

| $z$ | $M_{c,10} [10^8M_\odot]$ | $\gamma$ |
|-----|--------------------------|--------|
|     |                          |       |
| Rc1 | 4.4                       | 0.72  |
| Rc3 | 9.8                       | 0.71  |
| Rc3-b | 11                  | 0.81  |
| Rc3-c | 10                 | 0.72  |
| Rc3-d | 10                   | 0.71  |
| Rc10 | 25                       | 0.69  |
| Data | 1.2                      | 1.1   |

Appendix A: Fitted scaling relation parameters

The fitted parameters for the scaling relations of $r_c(M_{200})$, $\delta_c(M_{200})$, and $M_c(M_{200})$, i.e. eqs. (44), (45), and (46), are shown in tables A.1, A.2, and A.3. These values correspond to the fits shown in figures 5 and 11 obtained using Theil-Sen regression, including the results for the SPARC dataset (Li et al. 2020) and the Milky Way dSphs (Salucci et al. 2012).