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INTRODUCTION

Vessel-selective angiograms and vascular territory maps allow collateral circulation in the brain to be visualized. Knowledge of collateral circulation can help understand the clinical condition of the brain and potential treatment of stroke and other cerebrovascular diseases (1,2). Vessel selectivity also allows the assessment of blood supply to lesions such as arteriovenous malformations and tumors.

The gold standard for acquiring vessel-selective information is X-ray digital subtraction angiography. X-ray digital subtraction angiography is an invasive method, requiring the insertion of a catheter to administer a contrast agent, carrying an associated risk of stroke or transient ischemic attack (3), and the use of ionizing radiation (4).

Vessel-selective arterial spin labeling is a noninvasive method for acquiring angiograms (5) and perfusion information in the brain. Vessel selectivity can be achieved in a variety of ways. For example, single vessels can be selected, or tagged, using localized radiofrequency pulses or via modulation of gradient waveforms (6–9). Alternatively, slabs containing only the artery or arteries of interest can be inverted (10–13). However, single artery selective methods are not signal-to-noise ratio (SNR) efficient when multiple arteries are of interest.

With vessel-encoded pseudocontinuous arterial spin labeling (VEPCASL) the labeling efficiency varies periodically across the plane in which vessels are tagged. The spatial frequency and phase of this “encoding function” can be adjusted to allow different combinations of vessels to be tagged and controlled for any given measurement (14). Pseudocontinuous arterial spin labeling has been shown to have higher SNR than pulsed arterial spin labeling (15), and VEPCASL yields an SNR comparable to that of standard pseudocontinuous arterial spin labeling (16). Additionally, compared with other vessel-selective methods, VEPCASL is capable of labeling vessels that are closer together (17).

VEPCASL can be performed without prior knowledge of the vessel locations by random encoding—that is, applying many random encoding functions to the labeling plane and combining the images to get vessel specific information (18). The random technique removes the need for user selection of vessels but requires the acquisition of more encoding cycles than would otherwise be necessary and thus reduces the achievable SNR efficiency. Planning-free VEPCASL is also possible, where a few fixed encodings are applied and vessel territory information is achieved using a voxel clustering method (19). The SNR efficiency of this method is vulnerable to the geometry of the vessels being labeled and is only designed to label four vessels in the neck.

Alternatively, it is possible to empirically choose a set of encoding functions that work relatively well in...
specific scenarios (16). For example, in the case of four vessels, an ideal encoding can be achieved if the vessels are approximately in a rectangular formation. However, such a perfectly encoded situation is rarely encountered in practice. If there are more than four vessels, achieving ideal encodings becomes increasingly difficult. Computational methods that attempt to find the most SNR-efficient encodings are also possible (20) but require extra calculation time that may not be possible in a clinical setting. As such, there is currently no method for automatically and rapidly calculating a minimal number of SNR-efficient encodings for nonregular arrangements of more than three vessels. We propose a rapid optimized encoding scheme (OES) that automates the choice of SNR-efficient encodings, regardless of the number or arrangement of vessels. This builds on work previously presented in abstract form (21).

THEORY

Encoding Schemes

An encoding scheme specifies which arteries are tagged or controlled during a given VEPCASL encoding cycle. The encoding matrix is the mathematical description of the encoding scheme from which the SNR efficiency can be derived according to Wong (14). The signal within each voxel is described mathematically as:

$$\mathbf{y} = \mathbf{A} \cdot \mathbf{x}$$  \hspace{1cm} (1)

where \( \mathbf{y} \) is the vector of measured signal intensities for all encoding cycles, \( \mathbf{A} \) is the encoding matrix, and \( \mathbf{x} \) is the unknown vector describing the signal contributions from each vessel plus static tissue (14).

Ideal encoding matrices are those whose SNR efficiency is equal to one for all vessels (14), which requires that the arteries are perfectly tagged (−1) and controlled (+1) an equal number of times. An example ideal encoding matrix for four vessels in the neck, described by Okell et al. (16), is shown below. The columns describe (from left to right) the label/control state of the right internal carotid artery, left internal carotid artery, right vertebral artery, left vertebral artery, and static tissue, respectively, for each encoding (or row).

$$\begin{bmatrix}
-1 & -1 & -1 & -1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
-1 & 1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 \\
-1 & -1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 & 1 \\
-1 & 1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1 & 1
\end{bmatrix}$$

The columns of this matrix have come from a Hadamard matrix – an encoding matrix consisting of columns from a Hadamard matrix will always have an SNR efficiency of one (14). The order of a Hadamard matrix must be 1, 2, or an order of 4. When the number of vessels of interest (plus static tissue) does not match the order of a possible Hadamard matrix, then ideal encodings can be composed of the columns of the Hadamard matrix closest in size to (but greater than) the number of vessels. Consequently, there may be more encodings than are strictly necessary to extract the information about all the vessels. However, these extra encodings give the overall encoding scheme the greatest SNR efficiency.

The OES Method

The OES method automates the choice of the encoding function used to tag/control the arteries of interest in a given VEPCASL cycle. It relies on defining an ideal encoding scheme and finding real encodings that match these as closely as possible. The method is structured as follows:

1. Construct an “image” of the vessel locations. Each vessel is represented by ±1, depending on the ideal encoding (Fig. 1a).
2. Zero-pad this “image.”
3. Take its Fourier transform (Fig. 1b).
4. Weight (Eq. 2) and mask the resulting Fourier space to up-weight lower spatial frequencies (Fig. 1c).
5. Find the maximum intensity in this weighted Fourier space (Fig. 1c).

The maximum intensity point in the weighted Fourier space provides the spatial frequency and phase of the optimized encoding function (Fig. 1d). This process is then repeated for each cycle of the ideal encoding scheme.

The algorithm constructs the “image” of the vessels following the manual input of the vessel locations. The vessels, represented by ±1, are placed in a matrix of zeros, at positions corresponding to their physical Cartesian coordinates within the labeling plane. Zero-padding the image increases resolution in Fourier space, allowing the optimal spatial frequency to be identified more precisely.

Up-weighting lower spatial frequencies while masking higher ones makes the method more robust to gross subject motion; if a chosen encoding function has a low spatial frequency, then should a subject move, the vessels of interest will remain close to the desired encoding. If the vessels of interest are close together, a larger spatial frequency is required to efficiently differentiate them. However, if the spatial frequency is too high, even a small amount of movement could shift a vessel from a label to a control location, leading to considerable deviation from the desired encoding. In addition, at very high spatial frequencies, there may be considerable variation in inversion efficiency across the diameter of a vessel, thereby reducing the average inversion efficiency and causing further deviations from the expected encoding.

The weighting function is present to ensure the algorithm has a tendency to choose lower spatial frequencies where there is a range of possible encoding functions that give a good match to the desired encoding. Note that there is no lower limit on the choice of spatial frequency, since encoding functions with wavelengths
much larger than the separation of the vessels cannot give a good match to the desired encoding and will therefore be excluded by the algorithm.

In practice, before the maximum intensity point is identified, the absolute value of the Fourier space is taken, normalized to its maximum value, and then the weightings are added. The weighting function is based on the position of each point in the Fourier space. For a given point at a distance $f$ from the center of the Fourier space, the weighting $w$ is:

$$w = \left(1 - \frac{f}{f_{\text{max}}} \right)$$

where $f_{\text{max}}$ is the maximum possible distance of any point from the center. The coordinates of the maximum intensity point in the normalized weighted and masked Fourier space give the spatial frequency and direction of the optimum encoding function, with phase extracted from the same point in the unnormalized, unweighted Fourier space.

The radius of the Fourier space mask is set so that the wavelengths of the chosen encoding functions are at least four times the maximum predicted subject motion. This helps to ensure that, should a subject move, a vessel that was intended to be in the tag condition will not be moved into a control condition and vice versa. The mask radius gives control over the trade-off between SNR efficiency and motion robustness, and can be tailored for each subject group. The mask also removes the redundant symmetric half of Fourier space.

The transverse gradients in the VEPCASL labeling pulse train used in this study are unipolar (18), i.e. for a given encoding function all have the same amplitude and direction. The inversion efficiency curve that results after subtraction of a label from a control situation is well represented by a sum of three Fourier coefficients (18). The OES method implicitly assumes that the periodic labeling efficiency in VEPCASL is sinusoidal. However, the root mean squared difference between the sum of these coefficients and a perfect sinusoid is small (only 0.12), so errors resulting from this assumption are likely to be minimal. Note that a more precise representation of the encoding function applied during each VEPCASL cycle can be used in postprocessing, allowing the resulting images to be better decoded into vessel-specific maps.

### METHODS

The robustness of the OES method was evaluated against two existing encoding methods: “standard” encoding for four vessels in the neck (16) and random encoding (18) through simulations and scans of healthy volunteers.

#### Encoding Schemes

**Standard Method**

When labeling the four main brain-feeding arteries in the neck, the encodings were chosen as described by Okell et al. (16):

- left–right (according to the magnet coordinate system) encodings tag/control the internal carotid arteries;
- anterior–posterior tag/control at the average internal carotid/vertebral artery positions;
- diagonal encoding tags the right carotid and left vertebral arteries whilst controlling the other two vessels, and vice versa.

**Random Method**

The random encodings were taken from those generated by Wong and Guo (18) so a direct comparison could be drawn between the OES method and this existing method. Where random encoding was used, two nonselective tag/control pairs of encodings were acquired along with 58 pairs of random encodings taken from Wong and Guo. A pair refers to the same encoding with a phase shift of 180°.

**OES Method**

When considering four vessels, the ideal encoding matrix described by Okell et al. (16) was used so that the OES and “standard” methods could be compared directly. When considering more than four vessels, the columns of a Hadamard matrix were used as the ideal vessel-encoding matrix. The calculations of the optimal encodings were performed in MATLAB (MathWorks, Natick, Massachusetts, USA). The calculation time for a set of encodings using a standard laptop was short: <2 s for four vessels and <3 s for nine vessels.

For all OES calculations, the “image” of the vessels was zero-padded into a 1024 × 1024 matrix to give the most accurate spatial frequencies and phases without unnecessarily increasing the computation time. The expected maximum subject motion was set to 4 mm in all cases, as the predicted motion of healthy volunteers is low. This value results in a Fourier space mask that allows some higher spatial frequencies to be chosen. Consequently, it is possible to differentiate between vessels close together, as would be expected in vessel configurations above the circle of Willis.

**Simulations**

Simulations were performed in MATLAB to test the robustness of the OES method to variability in the geometry of vessels of interest. Prior to this, the inversion efficiency of the VEPCASL pulse train was simulated from the Bloch equations. Laminar flow and a blood velocity of 0.3 m s⁻¹ were assumed and the inversion efficiency was adjusted to take this into account according to Dai et al. (22). Encoding values were then drawn from this curve to give a more accurate representation of the encoding matrices. The SNR efficiency was averaged across all vessels to simplify comparison between the different encoding methods.

**Four Vessel Rotation**

Four vessels, in an arrangement typical of the main brain-feeding arteries in the neck, were rotated in intervals of 2° up to 90°.

**Four Vessel Shifts**

Each vessel location in this typical arrangement was perturbed by a random distance and direction. The perturbations were chosen randomly from normal distributions (mean = 0) with increasing standard deviation.

**Above the Circle of Willis Vessel Shifts**

Each vessel in a set of nine, representative of the cerebral arteries above the circle of Willis, was perturbed by a random distance and direction. The perturbations were chosen randomly from normal distributions (mean = 0) with increasing standard deviation.

The first two simulations compared the SNR efficiencies of the encodings produced by the OES, standard, and random methods. The final simulation only involved the OES and random methods, as there is no automatic method for calculating encodings for more than four vessels. All simulations were compared with the theoretical SNR efficiency of the random encoding scheme (18).

**Subject Scans**

Scans were performed on healthy subjects under a technical development protocol that was approved by the local ethics and institutional committees. Data were acquired on a 3T TIM Verio system (Siemens Healthcare, Erlangen, Germany) with a 32-channel head coil. A threedimensional multislab time-of-flight angiography sequence was performed at the start of each scan to allow selection of a labeling plane and localization of vessels.

When labeling the four main brain-feeding arteries in the neck, the OES method was compared with the standard and random encoding methods in five healthy subjects (female, n = 2; male, n = 3; mean age, 26.8 y [range, 23–35 y]). The order of application of the different methods was randomized across subjects. To assess whether the OES method yields improved vascular territory images, regardless of the arrangement of vessels, two scenarios were tested: 1) the subject normally aligned in the scanner and 2) the subject’s head rotated to the left or right (10°–20°).

When considering more than four vessels above the circle of Willis, the OES and random methods were compared for a single subject to assess whether the OES method leads to more accurate identification of vascular territories.

The VEPCASL labeling scheme was combined with a single-shot echo planar readout to acquire perfusion data. The scanning parameters were the same as those used by Okell et al. (16): tag duration = 1.4 s, voxel size = 3.4 × 3.4 × 5 mm, number of measurements = 120, except a single postlabeling delay of 1 s was used. The total number of measurements was kept the same for all types of encodings and all numbers of vessels to ensure a fair comparison. Consequently, the acquisition time for each type of encoding was the same (7.18 min).

In certain cases where visualization of the encodings was desired, the readout region was reduced to a single slice and moved to the labeling plane itself. A single measurement was acquired for each encoding, with a tag duration of 300 ms, postlabeling delay of 16 ms, and repetition time of 500 ms to allow some T1 recovery. At a “tag” location within the labeling plane, static spins experience repeated radiofrequency pulses with the same phase.
leading to a saturated and therefore low tissue signal. At a "control" location, static tissue experiences radiofrequency pulses of alternating sign and therefore a relatively high signal. Once a control image is subtracted from an encoded image, the encoding functions are made visible. This allowed the location of the label/control troughs/peaks of the function to be assessed visually.

Image Analysis
Images were averaged across all repeats and analysis was performed in two ways:

Encoding Matrix Inversion
The simplest method of estimating the contribution of different arteries to the signal in a given voxel is to invert (or pseudo-invert) the encoding matrix. The encoding matrix that is achieved during a given measurement deviates from the ideal encoding scheme, so the simulated inversion profile of the blood magnetization following the VEPCASL pulse train was used to estimate the actual inversion efficiency at the vessel locations. Once the actual encoding matrix was calculated, it was (pseudo-)inverted to determine the signal arising from each feeding artery.

Bayesian Analysis
A Bayesian, maximum a posteriori (MAP) method was used to separate out vessel-specific information (23). This method considers subsets of the encoding matrix, hence it can deal with poorly conditioned encoding matrices without significant loss of SNR.

Two different comparisons were made: 1) the mean SNR of the vascular territory maps and 2) relative labeling efficiency maps.

Mean SNR of the vascular territory maps. In the vascular territory images obtained through matrix inversion and MAP analysis voxels considered to be within gray matter were used to calculate the SNR across the vascular territories. Only the signal from the dominant feeding vessel in each voxel was used in the calculation. This is consistent with the SNR calculations of Okell et al. (16). The gray matter masks applied to the images were created using partial volume maps for each subject, obtained with the FMRIB Software Library tool FAST from T1-weighted structural images (24). These gray matter masks were registered to the VEPCASL space using a linear registration (25) and thresholded with a value of 0.5. The SNR was averaged across all subjects and compared for the three encoding methods.

Relative labeling efficiency maps. When four vessels were encoded, the relative labeling efficiency maps were calculated by normalizing the selectively labeled pairs of images to the nonselectively labeled images, identical to the beta parameter described by Wong (14):

$$\beta = \frac{\text{selective tag pair subtraction}}{\text{non selective tag pair subtraction}} \times \text{mask.}$$

The selected tag pair subtraction is, for example, the right-labeled image minus the left-labeled image. The nonselective pair subtraction is the nonselective control minus the nonselective tag image. The mask is a rough gray matter mask calculated by thresholding the nonselective subtraction image. Only voxels with signal above the 99th percentile divided by two were retained. The resulting images show how efficiently the vessels were encoded during each VEPCASL cycle.

RESULTS
Simulations
Four-Vessel Rotation
The average SNR efficiency of the OES encodings remained close to the ideal value of one (mean ± standard deviation [SD] = 0.905 ± 0.001) (Fig. 2a). The average SNR efficiency of the standard encodings shifted away from the ideal after about a 20° rotation (mean ± SD = 0.429 ± 0.323). The average SNR efficiency of the random encodings was below that of the OES method (mean ± SD = 0.676 ± 0.025) and close to the theoretical optimal SNR efficiency of random encoding for well-separated vessels (0.74). According to a paired t test, the SNR efficiency of the OES encodings was significantly greater than that for the standard ($P \approx 10^{-12}$) and random ($P \approx 10^{-43}$) encodings. Similarly, the random encodings had a significantly greater SNR efficiency than that for standard encoding ($P \approx 10^{-5}$).
Four-Vessel Shifts

As the size of the vessel location perturbation increased, the average SNR efficiency of the OES encodings remained close to the ideal value of one (mean $\pm$ SD = 0.903 ± 0.003), whereas the average SNR efficiency of the standard encodings decreased and became more variable (mean $\pm$ SD = 0.772 ± 0.109) (Fig. 2b). Once again, the average SNR efficiency of the random encodings was below that of the OES method and close to the theoretical value (mean $\pm$ SD = 0.676 ± 0.019). The SNR efficiency of the OES encodings was significantly greater than that for the standard ($P = 0.004$) and random ($P \approx 10^{-12}$) encodings, and the SNR efficiency of the standard encodings was significantly greater than that for random encoding ($P = 0.009$).

Above the Circle of Willis Vessel Shifts

The average SNR efficiency of the OES encodings was greater than the random encodings in all cases, with a mean $\pm$ SD = 0.710 ± 0.013 for OES encodings and mean $\pm$ SD = 0.492 ± 0.013 for random encodings (Fig. 2c). The SNR efficiency of the two different encoding methods was significantly different ($P \approx 10^{-11}$). The SNR efficiency of the OES encodings for this number of vessels is on average lower than for four vessels. The theoretical SNR efficiency of random encoding exceeds the simulated values for random encoding in this scenario. Additional simulations (results not shown) demonstrated that OES and random encoding achieve the same SNR efficiency above the circle of Willis whether the vessels of interest were shifted or rotated.

Regardless of the number of vessels, the average SNR efficiency of the OES encodings was, on average, approximately 37% greater than for random encodings. Additionally, the minimum and maximum SNR efficiencies across all vessels for all the simulations followed the same trend as the average SNR efficiency.

Subject Scans: Four Vessels

For all subjects in both straight and rotated positions, the vascular territories were visually well separated using both the MAP and matrix inversion analyses.

Mean SNR of the Vascular Territory Images

For images produced using the matrix inversion analysis, the OES method maintained a similar mean SNR of the vascular territory images regardless of the alignment of the subject within the magnet. According to a paired $t$ test, the mean SNR of the OES images was significantly higher than images acquired using the random method when the subjects were aligned ($P = 0.007$) and when the subjects were rotated in the standard ($P = 0.013$) and random ($P = 0.024$) methods (Fig. 3). The SNR efficiency of the standard method was significantly greater than random encoding in the aligned case ($P = 0.010$). For images produced using the MAP analysis, similar trends were seen. Significant differences between the mean SNR of the OES and random images in the aligned ($P = 0.010$) and rotated ($P = 0.020$) cases were found. Similarly, the mean SNR of the standard encoding was greater than random encoding in both scenarios ($P = 0.027$ in the aligned case and $P = 0.008$ in the rotated case). The lack of a significant difference between the standard and OES methods is to be expected, as the MAP analysis is able to partially compensate for poorly conditioned encoding matrices (23).

Relative Labeling Efficiency Maps

The relative labeling efficiency maps revealed that the OES resulted in labeling efficiencies consistently close to the ideal values (±1). When the subjects were rotated, the relative labeling efficiency of the standard encoding scheme images tended to move away from the ideal particularly during the anterior–posterior encodings. In this case, the vessels were both less efficiently labeled and labeled opposite to the desired encoding. Figure 4 shows a single subject example.

Subject Scans: More than Four Vessels

When labeling above the circle of Willis, it was not possible to optimally encode the vessels of interest due to
B₀ field inhomogeneities at this level in the brain. The nonlinear inhomogeneities resulting from air in the sinuses and ear canals led to distortions in the encoding functions (Fig. 5). As a result, the vessels of interest were not labeled as expected, and only a few vascular territories were separable using MAP or matrix inversion analyses.

The labeling plane in the neck, where the two internal carotid and two vertebral arteries run approximately perpendicular to the transverse plane, does not suffer from similar levels of B₀ inhomogeneity. Multiphase PCASL (26) data from a previous study across four subjects and acquired using a labeling plane in the neck (results not shown) have found the mean absolute phase offset at this level to be approximately 0.220 ± 0.162 radians. Phase offsets of this magnitude will not interfere notably with the applied encodings.

DISCUSSION

The OES method proposed here is capable of rapidly calculating SNR optimal vessel encodings for any number and arrangement of arteries using the smallest number of possible encoding cycles. The OES has been shown in simulations and in experiments using healthy subjects to be more SNR-efficient than standard or random encoding methods when labeling four vessels, regardless of their arrangement. This is particularly useful in patient groups with irregular vascular geometry, such as subjects with arteriovenous malformations, where the vasculature can be unusual and complex. The method is computationally fast and would be simple to integrate with any scanner operating system, as it only requires basic mathematical functions and knowledge of the vessel locations.

Compared with random encoding, the OES method provides a higher SNR efficiency when labeling any
number of vessels, while still allowing a minimal number of encodings to be used. For vessel arrangements above the circle of Willis, simulations showed that random encoding does not achieve its theoretical SNR efficiency. This may be because some of these vessels are close together and the theoretical value relates to well-separated vessels (18). Using the original random encodings (18) allowed us to compare OES with an existing method, but additional simulations (results not shown) demonstrated that including shorter wavelengths when randomly encoding nine vessels can improve the SNR efficiency. However, the mean SNR efficiency still remained significantly below that of the OES encodings. In addition, with random encoding, a high number of encodings must be performed to ensure each artery is uniquely encoded; however, it is not always possible to take the time to perform so many encodings (especially in the case of angiography, where the acquisition time is lengthy for each image). Random encoding does, however, remove the need for planning the encodings, somewhat simplifying the acquisition process. One improvement to the OES method would be to automate the input of the vessel locations into the calculation of the encodings. This would simplify and speed up the planning process. One way this could be achieved would be to use a segmentation algorithm to find the vessel locations.

It should be noted that the OES method is somewhat dependent on the choice of function used to weight the Fourier space. In the present study, a gradually varying function, with a maximum value of 0.5, was chosen so that if an encoding function with a high spatial frequency led to the most SNR-efficient encoding it was still likely to be selected, despite the weighting. However, where a number of spatial frequencies give a similar match to the desired ideal encoding, this weighting function encourages the selection of the lower spatial frequency. A linear weighting function was used in this study, but we expect that other smooth, slowly varying weighting functions would yield similar results. It is also possible to adjust the Fourier space mask according to the predicted motion of a given subject population. This should make the OES method robust to subject motion, although if the wavelength is limited to values larger than the vessel separations, the SNR efficiency of the encodings is likely to drop.

One general limitation of this Fourier-based method is the implicit assumption that the encoding functions are sinusoids rather than a sum of Fourier coefficients. As such, it is an approximation, although both the sum of Fourier coefficients and the encoding function simulated using the Bloch equations are close to a sinusoid at the velocities typically found in the cerebral arteries (0.3–0.4 m s\(^{-1}\)) (27,28, Figure 6). It is also worth noting that the ideal encodings specify the labeling efficiency to be \(\pm 1\) at each vessel location. Therefore, as long as the peaks/troughs of the encoding function are in the correct locations, the shape of the function in between is less critical.

As with all vessel-selective methods, the OES is more likely to perform poorly if the vessels of interest are very close together. An encoding function with a sufficiently small wavelength is required to differentiate such vessels. However, if the motion of a subject is greater than the distance between vessels of interest, then vessel selectivity is not possible. The weighting and masking elements of the OES method are designed to encourage the choice of encodings that cope better with motion, while not completely excluding encodings with a wavelength small enough to differentiate vessels that are close together. If vessels are close together in a complex geometry, the use of a mask to limit the minimum possible wavelength could potentially reduce the SNR efficiency of the encodings. However, this is a reasonable tradeoff to ensure the method is more robust to subject motion.

The problem of closely spaced vessels is seen to a certain extent when simulating encodings on vessels above the circle of Willis (Figure 2c), where there are a larger number of vessels close together and the average SNR efficiency does not exceed 0.75. However, this is still a considerable improvement over random encoding, where the mean SNR efficiency does not exceed 0.55.

When scanning subjects, the OES method is currently unable to provide optimal encodings for vessels above the circle of Willis due to significant \(B_0\) field inhomogeneities at this level in the brain. However, if the true \(B_0\) field is known, it should be possible to base an ideal encoding scheme around the desired phase at a given vessel location. In this way, the expected shifts in the encoding functions, due to field inhomogeneities, could be incorporated into the selection of the optimal spatial frequency and phase to achieve the desired encoding.

This adaptation to the OES method is currently being developed.

**CONCLUSIONS**

We have presented a method to automatically and rapidly calculate a minimal number of optimized encodings to label any number and arrangement of vessels using VEP-CASL. The OES method works well in healthy subjects when labeling four vessels in any arrangement in the neck. Adaptations will be required to allow this method to succeed in other regions, such as above the
circle of Willis, where $B_0$ inhomogeneities affect the position of the encoding function.
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