Dynamics of spin-polarized impurity in ultracold Fermi gas
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We show that the motion of spin-polarized impurity (ferron) in ultracold atomic gas is characterized by a certain critical velocity which can be traced back to the amount of spin imbalance inside the impurity. We have calculated the effective mass of ferron in two dimensions. We show that the effective mass scales with the surface of the ferron. We discuss the impact of these findings; in particular, we demonstrate that ferrons become unstable in the vicinity of a vortex.

I. INTRODUCTION

The ultracold atomic gases with nonzero spin polarization offer the possibility to investigate the existence of metastable structures that may spontaneously occur in such systems. These include realizations of the Fulde-Ferrell-Larkin-Ovchinnikov phase (FFLO) [1, 2] leading to the possible formation of liquid crystals [3], supersolids [4], which also include polarized vortex cores [5–7], and the Sarma phase [8–10]. Although the experimental confirmation of these phases is still lacking, the progress in experimental techniques allow to treat spin imbalance as a controllable experimental “knob” and, thus, offers the possibility to investigate the superfluid gas as a function of spin polarization [11–14]. In particular, the evolution of spin-imbalanced systems from the deep BCS regime through the unitary limit to the Bose-Einstein condensate side is predicted to generate various exotic phases [15–17]. Although the phase diagram as a function of spin-polarization remains still merely a theoretical prediction, yet another question may be posed: Does the ultracold atomic gas with nonzero spin polarization admit the presence of metastable structures inside the superfluid, where the polarization could be effectively stored? One such structure in the form of a ferron, resembling the Larkin-Ovchinnikov droplet, has been recently investigated in Refs. [18, 19]. In this case, it was found that one can generate dynamically the local spin imbalance in the form of a droplet corresponding to the unitary Fermi gas. Due to the particular nodal structure of the pairing field, the ferron appears as an excitation mode of a metastable character. On the other hand, one may expect that under the condition of nonzero spin imbalance spatially separated ferrons may appear spontaneously in the cooling process. This situation may occur in the limit when the spin imbalance is too small to generate the FFLO phase in the bulk.

The structure of ferrons is stabilized by the existence of Andreev states, induced by the spatial variations of the pairing field $\Delta$ where the majority of spin particles are stored, see Fig. 1. It was shown that at the unitarity the structure of the droplet remains preserved even under dynamic evolution including stretching and collisions with other droplets [15]. In the case of a single ferron, the lowest-energy condition guarantees that the shape of the ferron remains spherical, and its radius is a function of polarization. The relation between radius and polarization reflects the fact that spin excess can be stored in Andreev states, and their number scales with the radius. Therefore, it is easy to realize that in the case of a spherical three-dimensional (3D) ferron, the size (radius) $R$ scales as $|N_{\uparrow} - N_{\downarrow}|^{1/2}$, whereas in the case of the 2D system (or cylindrical ferron), the relation is linear [19]. It is also possible to create a spherical ferron with multiple concentric nodal surfaces. Recently, the ferron-like structures have been generated within an extension of the Ginzburg-Landau (GL) approach, which allows for consideration of the spin-imbalanced system [20]. Within a certain parameter range of the GL model stable circular solutions in 2D have been found corresponding to circular ferrons with single or multiple nodal lines. They have been described as ring solitons although their structure coincides with that of ferrons.

FIG. 1. Schematic presentation of the ferron structure in two dimensions (2D). It is characterized by a nodal line where the order parameter $\Delta$ changes phase by $\pi$. The localized Andreev states reside around the nodal line (red area) and they accumulate majority (spin-up) particles. These states are almost degenerate, with excitation energies about $\frac{\mu_{\uparrow} - \mu_{\downarrow}}{2}$.
action between ferrons mediated by the superfluid has been determined [21].

In this paper, we investigate the dynamic properties of a ferron from the BCS regime towards the unitary point. We show that the ferron possesses a certain effective mass that scales with its surface. It is also characterized by a critical velocity that cannot be exceeded whereas moving through the superfluid environment, proportional to the chemical potential difference between the majority and the minority spin components. We discuss the implications of these findings.

II. EFFECTIVE MASS

In the case of nonzero polarization, the nodal line (surface) of the pairing field may acquire stability as soon as Andreev states become populated. Clearly, the nodal line shares the property of the vortex line (the phase changes abruptly by $\pi$) which cannot end inside a superfluid. It may either form the closed structure (e.g., sphere in 3D) or end at the boundary, where the density drops to zero. Similarly, as in the case of a vortex, one may ask the question: What are the laws of dynamics governing the motion of such nodal structures traveling through the superfluid? In the case of vortices, the answer to these questions gave rise to the formulation of the filament model, which accurately predicts dynamics of vortices and can be applied to describe turbulence phenomenon [22]. In order to be able to formulate an effective theory, one needs to extract the inertia of the object and determine the conservative and dissipative forces present when moving in a superfluid environment. In this paper, we focus on the effective mass of the ferron. Although, in general, the determination of the mass of an impurity immersed in a fermionic environment is a challenging problem [23] due to the presence of the pairing gap the problem facilitates considerably.

We determine the mass as the response of the system with ferron, being exposed to the superflow characterized by the wave-vector $2\mathbf{q}$. Namely, we consider the pairing field $\Delta(\mathbf{r})$ which in the limit of long-distance $R$ from the ferron behaves as $\lim_{R \to \infty} \Delta(\mathbf{r}) = |\Delta| \exp(i 2\mathbf{q} \cdot \mathbf{r} + i \phi)$, with $\phi$ being an arbitrary overall phase. However, instead of considering the superflow, we change the reference frame to the one moving with velocity $\mathbf{q}$ (we use units: $\hbar = m = 1$). In this case it is sufficient to apply the transformation: $u_{n,\uparrow}(\mathbf{r}) \to \exp(i \mathbf{q} \cdot \mathbf{r}) u_{n,\uparrow}(\mathbf{r}), v_{n,\downarrow}(\mathbf{r}) \to \exp(-i \mathbf{q} \cdot \mathbf{r}) v_{n,\downarrow}(\mathbf{r})$ to transform the initial Bogoliubov-de Gennes (BdG) equations (for $u_{n,\uparrow}, v_{n,\downarrow}$ components) with the superflow to

$$ \mathcal{H}(\mathbf{q}) \begin{pmatrix} u_{n,\uparrow}(\mathbf{r}) \\ v_{n,\downarrow}(\mathbf{r}) \end{pmatrix} = E_n \begin{pmatrix} u_{n,\uparrow}(\mathbf{r}) \\ v_{n,\downarrow}(\mathbf{r}) \end{pmatrix}, \quad (1) $$

with Hamiltonian,

$$ \mathcal{H}(\mathbf{q}) = \left(-\frac{1}{2}(\nabla + i \mathbf{q})^2 - \mu_{\uparrow} \right) \frac{\Delta(\mathbf{r})}{\Delta^*(\mathbf{r})} - \frac{1}{2}(\nabla - i \mathbf{q})^2 + \mu_{\downarrow}, \quad (2) $$

where $\mu_{\uparrow,\downarrow}$ are chemical potentials for two spin components. The quasi particle wave functions define densities,

$$ n_\sigma(\mathbf{r}) = \sum_n |v_{n,\sigma}(\mathbf{r})|^2 f_\beta(-E_n), \quad (3) $$

$$ \tau_\sigma(\mathbf{r}) = \sum_n |\nabla v_{n,\sigma}(\mathbf{r})|^2 f_\beta(-E_n), \quad (4) $$

$$ \nu(\mathbf{r}) = \sum_n v_{n,\downarrow}^*(\mathbf{r}) u_{n,\uparrow}(\mathbf{r}) f_\beta(-E_n) - f_\beta(E_n), \quad (5) $$

$$ \mathbf{j}_\sigma(\mathbf{r}) = \sum_n \text{Im}[v_{n,\sigma}(\mathbf{r}) \nabla v_{n,\sigma}^*(\mathbf{r})] f_\beta(-E_n), \quad (6) $$

where $\sigma$ denotes the spin orientation and $f_\beta(E_n) = 1/(e^{E_n/T} + 1)$ is the Fermi-Dirac distribution. The finite temperature $T$ has been used for numerical convenience with $T/T_c \approx 10^{-5}$, where the critical temperature is calculated from well-known BCS result $\Delta/T_c = 1.76$. The pairing field, $\Delta(\mathbf{r})$ is calculated self-consistently,

$$ \Delta(\mathbf{r}) = -g_{\text{eff}} \tau(\mathbf{r}), \quad (7) $$

where $g_{\text{eff}}$ is the coupling constant which is tuned to obtain the required strength of the pairing field. For more details of 2D calculations see Appendix A.

The transformation of $u_{n,\uparrow}, v_{n,\downarrow}$ amplitudes to the moving frame induces the transformation of the currents: $j_{\uparrow}(\mathbf{r}) \to j_{\uparrow}(\mathbf{r}) - \mathbf{q} n_{\uparrow}(\mathbf{r}), j_{\downarrow}(\mathbf{r}) \to \mathbf{q} n_{\downarrow}(\mathbf{r})$ where the term $\mathbf{q} n_{\uparrow}(\mathbf{r})$ corresponds to the uniform motion of spin-up ($n_{\uparrow}$) and spin-down ($n_{\downarrow}$) components, respectively. Consequently, in this reference frame, the resulting currents represent perturbation to the superflow induced by the presence of impurity. As a result we may define the effective mass of the ferron as a static response $R$,

$$ M_{\text{eff}} = \lim_{q \to 0} R(q) = \lim_{q \to 0} \frac{\int d^3r |j_\uparrow(r) + j_\downarrow(r)|}{|q|}. \quad (8) $$

The effective mass contains two components. The first one is related to the number of majority spin particles that are accumulated inside the ferron and are dragged through the superfluid by the nodal structure. The second component comes from the modification of the surrounding environment by moving impurity,

$$ M_{\text{eff}} = M_{\text{pol}} + \delta M = (N_{\uparrow} - N_{\downarrow}) + \delta M. \quad (9) $$

Note that the term $M_{\text{pol}}$ scales with the surface since $M_{\text{pol}} \propto R^2$ (in 2D) due to the relation between the polarization and the ferron radius (see Ref. [14]). The second term $\delta M$ scales with the volume of the impurity, but it also depends on the difference between densities inside and outside the ferron and vanishes when they are equal [see Eqs. (C5) and (C7)]. Consequently, in the limit of large ferron radius, the densities inside and outside become the same, and, therefore, the contribution $M_{\text{pol}}$ becomes dominant. On the contrary, for smaller radii, $\delta M$ may contribute significantly to the effective mass. One may also expect that the effective mass is modified with increasing pairing strength ($\Delta/\varepsilon_F$) as it
corresponds to moving towards the irrotational hydrodynamic limit.

In order to resolve quantitatively these issues we have performed a series of calculations in 2D and determined the response function \( R \). We have applied the BdG approach varying the value of \( \Delta/\varepsilon_F \) from 0.36 to 0.55. Subsequently, we have determined the limit \( |q| = q \to 0 \) numerically and extracted the effective mass as a function of spin-imbalance and pairing gap. The calculations have been performed in a box with lattice size 70\(^2\) with Fermi momenta for \( k_F \xi_F \approx 1 \). The W-SLDA toolkit has been used for the calculations \([24–26]\). We have evaluated the total current for a series of velocities \( q/v_F = 0.01, 0.02, 0.03, \ldots \) until the ferronic configuration is destroyed by the currents. For velocities \( q \lesssim 0.04 \), we found that the linear relation between the current and the velocity holds with very good accuracy. We have also analyzed the stability of the results with respect to the size of the box by evaluating effective mass, in a box with lattice size 100\(^2\) and found an agreement with accuracy better than 1\%. Finally, we have checked that extracted effective mass when plugged into equation \( E(q) = \frac{1}{2}M_{\text{eff}}q^2 \), reproduces reasonably well the behavior of the energy change (computed as the volume integral of the BdG functional) \( E_{\text{ex}}(q) = E(q) - E(0) \). Therefore, \( E_{\text{ex}}(q) \) gives the contribution to the energy coming from the ferron’s response to the superflow. In Fig. 2 we compare these values to the kinetic energy of the ferron moving in a superfluid environment \( E_{\text{f}}(q) \), where \( M_{\text{eff}} \) is extracted by means of Eq. \([8]\). For low-\( q \) values, good agreement between two approaches is obtained. For additional technical details of the effective-mass extraction procedure see Appendix B.

The results, for the effective mass, shown in the Fig. 3 indicate that the contribution coming from the flow which is induced in the superfluid medium \( \delta M \) is a correction to the dominating term \( M_{\text{pol}} \), except for the small ferron size of the order of coherence length. In order to understand this result one may notice that in pure irrotational hydrodynamics in 2D the contribution to \( \delta M \propto S n_{\text{in}}^2 n_{\text{out}}^2 \), where \( n_{\text{in}}, n_{\text{out}} \) correspond to superfluid density inside and outside impurity, respectively, and \( S \) is its area) and, thus, it vanishes if \( n_{\text{in}} \to n_{\text{out}} \). For more details on irrotational hydrodynamics, see Appendix C. Clearly, the largest discrepancy between the magnitude of the pairing field inside from its bulk value occurs for small ferrons (and weak pairing). In that case due to the fact that coherence length is on the order of the ferron size (i.e., \( \xi \approx R \)) the value of the pairing gap inside is smaller than outside. It also implies that the polarization inside the ferron does not vanish completely. As a consequence, there is a larger contribution coming from the flow than in the case of large ferron. In the latter case, the magnitude of the pairing field inside the ferron
Andreev states forming degenerate branches states which accumulate the spin polarization, there is a each state labeled by the orbital quantum number associ-
ing way: \( \Delta_{\pm} \approx \pm \frac{1}{2} \delta \mu \), where \( \delta \mu = \mu_\uparrow - \mu_\downarrow \) (see Appendix D). In the case of a small ferron the degeneracy is lifted due to the tunneling effect through the interior of the ferron, which, however, decreases exponentially with its size \[28\]. Due to circular (in 2D) or spherical (in 3D) symmetries of the ferron, the states can be labeled by quantum numbers associated with angular momenta. Namely, in the 2D case the magnetic quantum number \( m = \langle L_z \rangle / |\mathbf{v}_F(r)|^2 \) (\( i = \uparrow, \downarrow \)) can be used to label states (the \( z \) axis is perpendicular to the plane on which ferron resides). The spectrum of these states correspond to the range: \(-k_F R \lesssim m \lesssim k_F R\), where \( R \) is the ferron radius. The 3D ferron possesses the same structure of Andreev states with an additional \( 2L + 1 \) degeneracy of each state labeled by the orbital quantum number associated with the \( \hat{L}^2 \) operator. Apart from these degenerate states which accumulate the spin polarization, there is a small fraction of states with \( m \approx \pm k_F R \), which energy varies with angular momentum. These states can be interpreted as related to periodic orbits located in the nodal region representing trajectories between pairing potential of the same phase \[28\].

It is important to realize that the stability of the ferron is exclusively related to the structure of Andreev states. When the ferron is moving through the superfluid or, equivalently, when it is exposed to the superflow, the structure and energies of these states are modified. The perturbation is induced by the pairing field, which is affected by the superflow. In particular, the phase of the pairing field is modified on both sides of the nodal line, depending on its orientation with respect to the direction of superflow. Namely, the spherically symmetric pairing field becomes perturbed by the superflow in the following way: \( \Delta_0(r) \rightarrow \Delta(r) = \Delta_0(r) \exp(2i\mathbf{q} \cdot \mathbf{r}) \). Neglecting in the first approximation the modification of the magnitude of the initial pairing field associated with the ferron, i.e., \( \Delta_0(r) \approx \Delta_0(r) \), it is easy to show that energies of Andreev states forming degenerate branches \( E_{\pm} = \pm \frac{1}{2} \delta \mu \) will be splitted proportionally to \( q \) (see Appendix D). The modification of the spectrum of states inside the ferron can be seen in Fig. 4.

All Andreev states inside the ferron at rest have the vanishing expectation value of linear momentum. When the ferron is moving, they acquire a non zero component of momentum in the direction of the flow. The most affected states are those with small angular momenta. As the velocity increases, more states become affected, contributing to the splitting width. Eventually, at a certain superflow velocity, the splitting width becomes equal to \( \delta \mu \) and, consequently, the lowest positive energy Andreev state reaches zero energy. This can be seen in Fig. 4 where in the right panel the spectrum of states is plotted for various superflow velocities. At the critical velocity, the spectrum of states reaches zero energy, and quasiparticle excitations lead to ferron instability and subsequent decay. Consequently, one may attribute to each ferron a certain critical velocity \( v_{\text{crit}} \) which constitute its maximum velocity when moving through the uniform superfluid. Since the splitting width of Andreev states is proportional to the superflow (see Appendix D) one may conclude that critical velocity is proportional to the chemical potential difference between the majority and the minority spin components \( \delta \mu \).

In order to validate the above statement and to make a quantitative estimation of \( v_{\text{crit}} \) we have performed a series of numerical calculations in 2D. In Fig. 5 the critical velocity in units of Fermi velocity has been shown as a function of pairing gap and ferron size. It is of no surprise that the larger sizes of ferrons admit larger velocities. Clearly, it is related to the fact that they require larger spin polarization and, consequently, larger chemical potential difference. As a consequence, ferrons with larger polarizations can move with higher velocities through the medium. The relation between critical velocity and polarization that turn out to be approximately linear in 2D as expected (apart from deviations induced by deformation changes at the vicinity of critical velocities) represent an interesting manifestation of
the relation between spatial pairing field modulation and its dynamic properties. In 3D, all the arguments remain valid, however, one may expect that due to additional degeneracy, the relation between critical velocity and polarization will read $v_{\text{crit}} \propto \sqrt{\delta N}$. The deviations which are visible in Fig. 5 are attributed to the shell effects related to Andreev states. Namely, for velocities close to the $v_{\text{crit}}$, some ferrons become deformed, which can be seen in the inset in Fig. 5.

IV. INDUCED MOTION OF FERRON AND INTERACTION WITH A VORTEX

The results presented in the previous section can also be looked at from another perspective. Namely, assume that one creates a ferron as an excited configuration in an unpolarized superfluid medium. This can be achieved by dynamically applying a spin-selective potential, which will locally break Cooper pairs. If the potential is applied for a sufficiently long time, it allows the pairing field to adjust by developing a nodal surface. It was shown in Ref. [18] that such configuration is stable despite the fact that the ferron is surrounded by phonon excitations. Taking into account results from the previous section, one may ask the following question: What is going to happen if one attempts to accelerate ferron beyond the critical velocity? In order to investigate this issue, we have performed the following time-dependent simulations in 3D. We have applied a spin-selective potential in the form of the Gaussian, by following the procedure described in [18]. The procedure is based on the application of time-dependent potential of the form:

$$V_\lambda(r, t) = \lambda_\sigma A(t) \exp \left[ -\frac{(x_0 + v_{\text{drag}} t)^2 + y^2 + z^2}{2\sigma^2} \right].$$

(10)

This potential is repulsive for spin-up components, $\lambda_\uparrow = +1$, and attractive for spin-down components $\lambda_\downarrow = -1$. The width of the Gaussian potential $\sigma$ sets the size of the ferron. The amplitude $A(t)$ is a time-dependent function that starts as 0 and is slowly increased to its maximum value, and then it is decreased back to 0. Details of the implementation of the spin-selective potential are provided in Appendix E. When the ferron is created, we have accelerated the potential, which was dragging the ferron through the superfluid with velocity $v_{\text{drag}}$. Subsequently, we have removed the potential allowing the ferron to move freely. It has been found that the ferron, after switching off the potential, continues its motion although it always slows down to the velocity $v_{\text{final}}$ (see Fig. 6). Still, for velocities $v_{\text{drag}} \ll v_{\text{crit}}$, the relation between $v_{\text{drag}}$ and $v_{\text{final}}$ is approximately linear. However, when $v_{\text{drag}}$ becomes large enough, the velocity $v_{\text{final}}$ saturates and attempts to increase the ferron velocity beyond a certain value fail. Note that the results shown in Fig. 6 for different sizes of the ferron are consistent with the static results; the critical velocity increases with the size of the ferron.

The existence of the critical velocity has yet another important consequence when it comes to the possibility of creating vortices in the system with ferrons. Namely,
FIG. 7. Snapshots showing the attempt to create a stable ferron solution in the presence of the vortex. The time-dependent potential to generate the ferron is turned off at \( t_F = 150 \). The vortex, with the core located in the center, creates currents rotating counter-clockwise. It is visible that the ferron is destroyed because of these currents. The polarization inside the ferron is pushed to the boundary of the system. For detailed information and full movies see the Supplemental Material [27].

It is possible to have a coexistence of a vortex and a spherical ferron as long as the distance between the vortex core and the ferron is large enough. In this case, the superflow generated by a vortex is weak enough to support the existence of the ferron solution. On the other hand, an attempt to create a ferron in the vicinity of the vortex core fails which is shown in the Fig. 7. In this particular simulation we generated the ferron of radius \( r_F = 6 \) (by the spin-selective Gaussian potential) in the distance \( d_F = 24 \) from the core. At the point where the ferron is closest to the vortex, the induced velocity \( v = \frac{\hbar}{2m} \approx 0.028v_F \) is higher than the critical velocity for this case \( v_{\text{crit}} \approx 0.024v_F \). Therefore, the snapshots reveal stages of ferron decay. For more details on simulation, see Appendix E. One expects that large ferrons which are characterized by higher critical velocity may be created closer to the vortex core, however, in this case, effects related to non-uniformity of the superflow within the volume of the ferron may become important.

V. CONCLUSIONS

We have investigated the dynamical properties of ferrons related to their motion through the superfluid. We have extracted the effective mass of this object which turned out to be related mainly to spin imbalance with a small correction coming from induced superfluid flow. Only for small ferrons (of sizes on the order of a few coherence lengths), the latter contribution becomes important. It implies that the effective mass scales rather with the surface than the volume of impurity. We have also shown that each ferron is characterized by a certain critical velocity that cannot be exceeded whereas moving through the superfluid environment. The critical velocity is proportional to the chemical potential difference between the majority and the minority spin components, and consequently, it increases with the ferron size. It was demonstrated that it is not possible to accelerate the ferron dynamically by dragging it beyond a certain velocity. For the same reason, it is not possible to create a stable configuration of the ferron in the vicinity of the vortex core.
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Appendix A: Details of static BdG calculations in 2D systems

The total energy density of the system in the BdG approach is expressed through kinetic and anomalous densities:

\[
\mathcal{E}_{\text{BdG}} = \frac{\tau_\uparrow + \tau_\downarrow}{2} + g_{\text{aB}} \nu^\dagger \nu. \tag{A1}
\]

We obtain the stationary configuration by minimizing the following functional:

\[
F = E - \sum_{s=\{\uparrow, \downarrow\}} \mu_s N_s - \sum_{s=\{\uparrow, \downarrow\}} \int q \cdot j_s(r) dr, \tag{A2}
\]

where \( N_s = \int n_s(r) dr \) denotes the particle number of the spin-\( s \) component, \( \mu_s \)'s are corresponding chemical potentials, and \( E = \int \mathcal{E}_{\text{BdG}}(r) dr \) is the energy. The last term generates the flow in directions given by \( q \). Minimization of the \( F \) functional provides Eqs. (1) and (2).
from the main paper. In calculations we used velocity $q$ directed along the $x$ direction.

The ferronic solution corresponds to a particular choice of pairing field $\Delta(r)$ which involves a closed nodal line. To capture the ferron geometry we imposed the constraint on the pairing potential to have the form:

$$\Delta(r) = \begin{cases} -\Delta, & r < R_{in}, \\ \Delta, & r > R_{out}, \end{cases}$$  \quad (A3)$$

To get the ground state of the ferron, we applied the above constraint to the system for a couple of iterations during the energy minimization and, subsequently, released it. Values of $R_{in}$ and $R_{out}$ are selected in such a way that after convergence, the radius of the ferron is between these values. Consequently, the initially imprinted pairing potential captures the main features of the ferron, which consist of outer and inner areas where the phase of the pairing field varies by $\pi$ and the nodal region of the size of the coherence length where the pairing field vanishes.

The Andreev states inside the circular ferron (at $q = 0$) can be labeled by eigenvalues of the angular momentum operator component perpendicular to its area (which we denote by $\hat{L}_z$). However, due to the degeneracy of states corresponding to positive and negative eigenvalues of $\hat{L}_z$ these states are mixed in numerical calculations and do not have well-defined $L_z$ values. Therefore in order to remove this degeneracy we add a small perturbation to the system of Equations (2) in the form: $-\frac{1}{2}(\nabla + iq)^2 - \mu - \omega \hat{L}_z$ where $\omega$ is the radial frequency. We typically set this value to $\omega \approx 0.01 \varepsilon_F$. The perturbation is added only to extract and visualize the Andreev states (see Fig. 3 in the paper) and is not applied to get the self-consistent solution.

For 2D static calculations, we use a simulation box with a lattice size of $70k_F^{-1}$ in the $x$ and $y$ directions. We set the Fermi momentum $k_F = \sqrt{2\pi(n_{1\uparrow} + n_{1\downarrow})} \approx 1$.

**Appendix B: Extraction of the effective mass**

We introduce a superflow corresponding to the velocity of $q/v_F = 0.01, 0.02, 0.03$ and 0.04 and calculate the momentum to velocity ratio by executing the formula (9) from the main text. Next, we extrapolate results to the $q \to 0$ limit using the cubic Hermite interpolation. In Fig. 8 we show two examples for different pairing strengths. As shown in the main text, a ferron in a system with weaker pairing strength has lower critical velocity. Consequently in panel (a) of Fig. 8 the response function exhibit more pronounced dependence on $q$ than in the strong pairing limit shown in panel (b). This is due to the fact that in the former case the critical velocity is lower and the shape of the ferron becomes affected already at relatively small-$q$ values.

**FIG. 8.** The response function [see Eq. 8 in the main text] as a function of the superflow velocity $q$. Symbols correspond to numerical calculations. Lines are obtained as a result of interpolation. The value of effective mass is extracted in the limit of $q \to 0$ and denoted by symbols. The results for two values of the pairing field are shown: $\Delta/\varepsilon_F = 0.365$ [panel (a)] and for $\Delta/\varepsilon_F = 0.552$ [panel (b)]. The lattice size is $(70k_F^{-1})^2$ where $k_F \approx 1$.

**Appendix C: Mass of circular impurity in 2D irrotational hydrodynamics**

In this appendix, we present a derivation of the effective mass of circular impurity that can be obtained in irrotational hydrodynamics. Let us consider an impurity of radius $R$ moving with velocity $v$ through the superfluid characterized by the velocity potential $\Phi$,

$$\nabla^2 \Phi(r) = \left(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}\right) \Phi(r) = 0. \quad (C1)$$

Inside the impurity the density is denoted by $n_{in}$ whereas outside by $n_{out}$. Conditions for the velocity potential at infinity and at the boundary of impurity lead to

$$\lim_{r \to \infty} \Phi(r) = 0$$

$$\Phi(r) \big|_{r=R^{-}} = \Phi(r) \big|_{r=R^{+}} \quad (C2)$$

$$n_{in} \frac{\partial \Phi}{\partial r} \big|_{r=R^{-}} - n_{out} \frac{\partial \Phi}{\partial r} \big|_{r=R^{+}} = (n_{in} - n_{out})v \cdot n,$$

where the last equation is a consequence of the continuity relation for the fluid and $n$ denotes the unit vector, normal (outward) to the boundary. The solutions of eq. (C1) reads

$$\Phi_{in}(r) = \frac{n_{in} - n_{out}}{n_{in} + n_{out}} v \cdot r \quad (C3)$$

$$\Phi_{out}(r) = \frac{n_{in} - n_{out}}{n_{in} + n_{out}} \frac{R^2}{r^2} v \cdot r. \quad (C4)$$
One can now evaluate the energy of the system, which is stored in the flow,
\[
E = \frac{1}{2} \int_{r<R} n_{in} (\nabla \Phi_{in})^2 d^2 r + \frac{1}{2} \int_{r>R} n_{out} (\nabla \Phi_{out})^2 d^2 r = \frac{1}{2} \pi R^2 (n_{in} - n_{out})^2 n_{in} + n_{out} v^2. \tag{C5}
\]

From this relation it is clear that one can associate the effective mass of the impurity with the expression \(M_{eff} = \pi R^2 (n_{in} - n_{out})^2\).

Another way to extract the effective mass is to evaluate the component of the momentum of moving fluid in the direction of \(\mathbf{v}\),
\[
\frac{\mathbf{p} \cdot \mathbf{v}}{v} = \int_{r<R} n_{in} (\nabla \Phi_{in} \cdot \frac{\mathbf{v}}{v}) d^2 r + \int_{r>R} n_{out} (\nabla \Phi_{out} \cdot \frac{\mathbf{v}}{v}) d^2 r = \pi R^2 \frac{n_{in} - n_{out}}{n_{in} + n_{out}} n_{in} v. \tag{C6}
\]

The above expression allows to extract the effective mass \(M_{eff} = \pi R^2 \frac{n_{in} - n_{out}}{n_{in} + n_{out}} n_{in}\) which differs from \(M_{eff}\). Differences are due to the fact that in \(M_{eff}\) only the component of the current parallel to velocity \(v\) was taken into account. Note, however that both contributions are proportional to the area of impurity and both disappear when \(n_{in} \rightarrow n_{out}\).

**Appendix D: Andreev states in the presence of superflow**

We consider the impact of superflow on Andreev states inside the ferron. To capture the ferron geometry we use the schematic potential of the form:
\[
\Delta(r) = \Delta \left[ \theta(r - R_{out}) - \theta(R_{in} - r) \right] \exp(2i\mathbf{q} \cdot \mathbf{r}), \tag{D1}
\]
where \(\Delta\) is real and positive and \(\theta\) denotes the Heaviside step function. The pairing potential reflects the main features of the ferron, which consists of outer and inner areas of radii \(R_{out}\) and \(R_{in}\), respectively. The phase of the pairing field varies by \(\pi\) between inner and outer regions in the absence of superflow. The nodal region \([\Delta(r) = 0]\) is of the size of the coherence length \(\xi\). In the presence of the superflow, the phase pattern is modified by the factor \(\exp(2i\mathbf{q} \cdot \mathbf{r})\), where \(\mathbf{q}\) defines the direction and magnitude of the superflow.

According to the Andreev approximation, one decomposes amplitudes \(u\) and \(v\) by separating the fast oscillation at the length scale of the Fermi wavelength and slow variations related to \(\xi\). In the case of spin imbalanced system this prescription works as long as the difference between Fermi spheres of the majority and minority components is not too large. Providing that this is the case one may associate fast oscillations with \(k_F\), which is related to the average of chemical potentials \(\frac{1}{2} k_F^2 = \frac{1}{2} (\mu_1 + \mu_\downarrow)\) and BdG equations can be reduced to first-order differential equations,
\[
\begin{pmatrix}
-ik_F \cdot \mathbf{V} \\
\Delta(r)
\end{pmatrix}
\begin{pmatrix}
\tilde{u}_\uparrow(r) \\
\tilde{v}_\uparrow(r)
\end{pmatrix}
= E^{(+)} \begin{pmatrix}
\tilde{u}_\uparrow(r) \\
\tilde{v}_\uparrow(r)
\end{pmatrix}, \tag{D2}
\]
where \(E^{(+)} = E + \frac{\delta \mu}{2}\) and \(\delta \mu = \mu_\uparrow - \mu_\downarrow\). Another set of equations, for components \(\tilde{u}_\downarrow(r), \tilde{v}_\downarrow(r)\), one obtains by replacing \(\Delta(r) \rightarrow -\Delta(r)\) and \(E^{(+)} \rightarrow E^{(-)}\), where \(E^{(-)} = E - \frac{\delta \mu}{2}\). Thus, within the pure Andreev approximation (ie. neglecting small deviations of quasiparticle energies from the Fermi energy), each particle is exactly retroreflected as a hole, and the above equation describes, in practice, the family of one-dimensional problems associated with each trajectory. For the pairing field of the form \([D1]\) eq. \([D2]\) provides a quantization condition along each trajectory of length \(L\) which reads
\[
\frac{\frac{E_n^{(\pm)}}{k_F} L}{\arccos \left( \frac{E_n^{(\pm)}}{\Delta} \right)} + \frac{1}{2} \delta \varphi = \pi n, \tag{D3}
\]
where \(n\) is an integer and \(\delta \varphi\) denotes the difference of phases of the pairing field \(\Delta(r)\) between the points at which retro reflections occur. \(L\) is the length of the trajectory which the particle or hole follows during the retro reflections. Since \(L\) may vary continuously, the above formula provides a continuous set of solutions parameterized by the length of the trajectory. In the case of no superflow \((q = 0)\) the trajectory between inner \((R_{in})\) and outer \((R_{out})\) areas correspond to particle or hole bouncing back and forth inside the pairing potential of phase difference \(\delta \varphi = \pi\). One solution which always exists in such a case correspond to \(E^{(\pm)} = 0\) \((n = 0)\) and gives rise to two degenerate branches (if we neglect tunneling through the ferron interior) with energies \(E_{\pm} = \pm \frac{1}{2} \delta \mu\).
Since the quantization condition given by Eq. (D3) assumes retro reflection and does not provide a quantization condition for the transverse particle or hole motion the number of states in these branches cannot be deduced from this equation. The number of states can be found by associating with each trajectory quantum numbers related to angular momentum. This quantity is conserved in retro reflection and the quantization of angular momentum provides information about the number states. Note that Eq. (D3) provides the same result irrespective of dimensionality of the problem. Indeed the only difference between 2D (circular) and 3D (spherical) ferrons is related to the density of states, due to the fact that in the 2D case the number of states in each branch corresponds to the number of angular momentum eigenstates $L_z$, spanned between $±k_F R_{in}$, whereas in the 3D case, the number of states correspond to orbital quantum number varying between 0 and $k_F R_{in}$ with additional $2l + 1$ degeneracy. A typical spectrum of the 2D ferron, obtained by solving a full BdG equation, can be seen in Fig. 9.

The single branch of nearly degenerate states corresponding to $E_+ ≈ \frac{1}{2} \delta\mu$ is clearly visible. A small fraction of sub-gap states with absolute values of angular momenta exceeding $k_F R_{in}$ but less than $k_F R_{out}$ is seen as having energies strongly dependent on angular momentum.

In the case of imposed superflow, the situation is more complicated since the phase difference depends now on the orientation of a particular trajectory with respect to the direction of the superflow. Nevertheless, the phase differences vary between $δφ_− = π − 2qL$ and $δφ_+ = π + 2qL$. Solving eq. (D3) for these two limiting values $δφ_{±}$ for $|E/Δ| ≪ 1$ one gets for positive energy solutions,

$$ E_+ ≈ \frac{1}{2} \delta\mu ± \alpha(L) k_F q, \quad \text{(D4)} $$

where $\alpha(L) = \frac{1}{2} \frac{k_F q}{\frac{π}{2} ± \frac{π}{2} L}$. Therefore, one expects that the influence of the superflow on Andreev states will lead to splitting of initial spectrum $E_± = ±\frac{1}{2} \delta\mu$ which grows linearly with superflow velocity $q$. The numerical simulations presented in Fig. 4 show that this estimate works surprisingly well even for relatively large values of $q$ when the ferron is on the verge of instability. It can be also seen, in the inset of Fig. 4 that the amount of splitting does not depend on the ferron size. Namely, in the inset one can see Andreev states for various sizes of ferrons in the presence of superflow which was set to $q/v_F = 0.03$. Clearly the slope represented by states around $E = 0$ is practically the same for various sizes of impurity. Therefore, it is concluded that the coefficient $\alpha$ in eq. (D4) is weakly dependent on the ferron size.

**Appendix E: Details of 3D time-dependent simulations**

We start from the initial solution for unpolarized, unitary Fermi gas. Subsequently, to create local polariza-

![FIG. 10. The position of the moving ferron inside a box corresponding to lattice size $68 \times 40 \times 40$ which corresponds to $53\xi \times 31\xi \times 31\xi$ where $\xi$ is the coherence length. The width of the polarizing potential is $\sigma k_F = 6$ and its amplitude is $A_0 = 2\varepsilon_F$. The potential is switched on at $\varepsilon_F = 50$ and completely removed at $\varepsilon_F = 150$. Different data sets correspond to different dragging velocities.](image-url)
There are two effects responsible for this: When the final velocity gets closer to the critical value, the ferron undergoes deformation and finally ceases to exist. Moreover, during the acceleration of the ferron, the external potential excites phonons in the system. These phonons scatter inside the simulation box and interact with the ferron. Although for low dragging velocities the ferron is stable against these perturbations, for high velocities the strength of the perturbation increases with the number of excited phonons and eventually the ferron loses its stability. This effect hastens the destruction of the ferron.

The numerical simulations with the presence of a vortex are conducted at the unitary limit. For these calculations we have used a box with the lattice size of $80 \times 80 \times 32$ which corresponds to $62\xi \times 62\xi \times 25\xi$ with $k_F \approx 1$. A straight vortex line along the $z$ direction is obtained by imposing on the static solution the following structure of the pairing field: $\Delta(x, y) = |\Delta(x, y)| e^{i (\tan^{-1}(y/x))}$. Next, the ferron is generated dynamically by applying the spin selective potential $\mathbf{v}$ with $v = 0$ and $x_0$ controls the distance of the ferron from the vortex core.

In addition to the results presented in the main article, we present in the Supplemental Material [27] the dynamics of the ferron placed at the center of the vortex. The movie shows that the polarization that forms the ferron is absorbed into the vortex.
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