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Abstract This paper discusses the ability of explanationist theories of epistemic justification to account for the justification we have for holding beliefs about the future. McCain’s explanationist account of the relation of evidential support is supposedly in a better position than other theories of this type to correctly handle cases involving beliefs about the future. However, the results delivered by this account have been questioned by Byerly and Martin. This paper argues that McCain’s account is, in fact, able to deliver plausible results in cases involving such beliefs and that explanationism, if properly articulated, is illuminating with respect to the justification we have for holding such beliefs, as it manages to correctly distinguish evidence that only supports believing probabilistic claims about the future from evidence that is sufficient to believe that a particular event will happen.
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1 Introduction

Niels Bohr is supposed to have said that “prediction is very difficult, especially about the future”. Besides the humoristic touch of this statement, there is indeed something peculiar concerning beliefs about the future. This is, it seems, because of the particular type of evidence we have for holding such beliefs. In contrast to beliefs about the past, we cannot rely directly on our memories to form an opinion about what will happen. No perception of future events can be remembered. In contrast to beliefs about the present,
we cannot rely directly on our own current experiences to form an opinion about what will happen. Future events cannot be perceived. But surely, if we can rationally hold beliefs about the future, it has to be because our present and past evidence supports, in some cases, believing propositions about future events.

Several philosophers have recently argued that explanationist theories of epistemic justification, in particular, fail to account for the support that beliefs about the future can receive from past and present evidence. While such theories have sparked the interest of some philosophers because of the results they deliver in other kinds of cases, their supposed inability to account for the justification we have for holding beliefs about the future casts serious doubts on their plausibility. This paper discusses a problem for explanationism raised by beliefs about the future by examining whether McCain’s (2013, 2014b) definition of the evidential support relation can correctly account for a case involving such beliefs offered by Byerly (2013). Its aim is to show that the results delivered by McCain’s account in cases involving beliefs about the future are, in fact, plausible and that explanationism, if properly articulated, is illuminating with respect to the justification we have for holding such beliefs, as it manages to correctly distinguish evidence that only supports believing probabilistic claims about the future from evidence that is sufficient to believe that a particular event will happen.

To that end, I review, in Sect. 2, McCain’s account of the evidential support relation and the problem that Byerly’s case raises for it. In Sect. 3, I introduce the near neighborhood strategy considered by McCain to show that his account is, in the final analysis, able to meet the challenge constituted by Byerly’s case, and I present Byerly and Martin’s response to it. I then show that, if properly articulated, this strategy can succeed despite Byerly and Martin’s concerns regarding it. In Sect. 4, I argue that the result delivered by McCain’s account in the case offered by Byerly, given the near neighborhood strategy, has independent plausibility in light of the fact that statistical evidence, on its own, cannot support believing non-probabilistic claims. Finally, in Sect. 5, I show that McCain’s account of the evidential support relation is able to correctly track the distinction that can be made between statistical and non-statistical evidence and that this account is, therefore, able to correctly distinguish cases in which one is justified in believing that a particular event will occur from cases in which one is only justified in believing that there is a certain chance that a particular event will occur.

2 Explanationism and beliefs about the future

The renewed interest in explanationist conceptions of epistemic justification gave rise to a debate between, inter alia, McCain on the one side and Byerly and Martin on the other side, about the ability of explanationism to account for the justification we have for holding beliefs about the future. Explanationism takes epistemic justification to be fundamentally a matter of explanatory considerations. This is because the relation of evidential support which is both necessary and sufficient for some evidence to support believing that something is the case is taken by explanationists to be definable in terms of relations of best explanation. Thus, in its simplest form, explanationism about epistemic justification states that some evidence \( e \) supports believing that \( p \) if
Beliefs about the future are particularly difficult for explanationism to handle, for the following reason: if one’s overall evidence is constituted by events that precede in time the state of affairs represented by \( p \), then \( p \) cannot contribute to an explanation of that evidence. As beliefs about the future, if supported by one’s evidence, are always supported by some evidence constituted by past and present events, it is doubtful that one’s evidence can support believing that something will happen only because of the explanatory relation it bears to the content of that belief.\(^2\) To illustrate this problem for explanationism, Byerly offers the following case:

**Golfer Case:** Suppose I’m on the golf course on a sunny, calm day. My putting stroke has been working for me most of the day, and I’m now on the sixteenth green. It’s not a long putt—just six feet. I’m fairly confident. I rotate my shoulders, pulling the putter back, and then accelerate through the ball. It rolls toward the cup. The speed looks good. The line looks on. Yes, I believe it’s going in! (Byerly 2013, p. 235)

According to Byerly, the golfer is justified in believing that the ball will go into the cup, given the evidence that is available to him in this case. This evidence consists, presumably, of his present observation of the golf ball rolling toward the cup and of his past observations of golf balls rolling toward a cup in similar circumstances. But, as the fact that the ball will go into the cup cannot contribute to explain these past and present observations, explanationism appears unable to account for the justification the golfer has for believing that the ball will go into the cup.

While Byerly’s Golfer Case undeniably constitutes a serious challenge for the simplest form of explanationism, more sophisticated versions of this view might be in a better position with respect to such cases. Other cases offered in the epistemological literature\(^3\) led McCain (2013, 2014b) to argue that the relation of evidential support cannot be defined only in terms of relations of best explanation. According to him, a subject’s evidence does not only support believing the propositions that are part of the best explanation available to her for that evidence. A subject’s evidence also supports believing the propositions that are entailed by this explanation. McCain’s (2015, p. 334) account, which he calls ‘Explanationist Evidentialism’ (EE), thus defines the evidential support relation in terms of both relations of best explanation and relations of logical consequence:

**EE:** A person, \( S \), with evidence \( e \) at \( t \) is justified in believing \( p \) at \( t \) iff at \( t \) \( S \) has considered \( p \) and either:

---

1. Conee and Feldman (2008) endorse such a view.

2. The problem for explanationism is, therefore, more general than cases involving beliefs about the future. But as this problem is particularly salient in such cases, the debate has tended to focus on the issue of beliefs concerning future events. Note, however, that any solution that can show how explanationism can correctly handle beliefs about the future will generalize to other cases as well (thanks to an anonymous referee for pointing this out).

3. McCain (2013, pp. 300–301) reacts specifically to a case offered by Lehrer (1974, p. 166) and a case offered by Goldman (2011, pp. 277–278).
(i) \( p \) is part of the best explanation available to \( S \) at \( t \) for why \( S \) has \( e \), or
(ii) \( p \) is available to \( S \) as a logical consequence of the best explanation available to \( S \) at \( t \) for why \( S \) has \( e \).

According to McCain (2014a), because \( EE \) defines the evidential support relation in terms of relations of logical consequence as well as in terms of relations of best explanation, it is able to handle correctly Byerly’s case and, more generally, any case involving beliefs about the future. To show this, McCain distinguishes two possible version of the Golfer Case.

In the first version, the golfer observed that all the golf balls that have rolled toward the cup in circumstances \( C \) have gone into the cup and is observing that the golf ball is rolling toward the cup in circumstances \( C \). McCain suggests that, in this configuration of the case, the best explanation available to the golfer for his evidence plausibly includes the generalisation ‘all golf balls rolling toward the cup in circumstances \( C \) go into the cup’ and the proposition ‘the golf ball is currently rolling toward the cup in circumstances \( C \)’. It is, indeed, reasonable that the best explanation available to the golfer includes these two propositions as the first, if true, would explain why all the observed golf balls rolling toward the cup in circumstances \( C \) have gone into the cup and the second, if true, would explain the golfer’s current visual experience. Now, if the best explanation available to the golfer for her evidence includes these two propositions, \( EE \) straightforwardly delivers the result that the golfer is justified in believing that the ball will go into the cup, as the proposition ‘the ball will go into the cup’ is entailed by these propositions. Thus, in the first possible version of the case, condition (ii) of \( EE \) is easily met.

In the second version of the Golfer Case, the golfer observed that most but not all of the golf balls that have rolled toward the cup in circumstances \( C \) have gone into the cup. This version is more difficult for \( EE \) to handle because the generalisation ‘all golf balls rolling toward the cup in circumstances \( C \) go into the cup’ can obviously not be part of the best explanation available to the golfer for his evidence. McCain (2014a, pp. 106–108) considers three possible strategies that are all deemed ultimately unsatisfying by Byerly and Martin (2015, pp. 778–781).

In reaction to Byerly and Martin’s concerns, McCain (2015, p. 339) amends \( EE \) with respect to its second condition and offers a new definition of the evidential support relation which he takes to be in a better position regarding the second version of the Golfer Case:

\[
\text{EE*}: \text{A person, } S, \text{ with evidence } e \text{ at } t \text{ is justified in believing } p \text{ at } t \text{ iff at } t \text{ S has considered } p \text{ and either:}
\]

(i) \( p \) is part of the best explanation available to \( S \) at \( t \) for why \( S \) has \( e \), or
(ii) \( p \) is available to \( S \) as an explanatory consequence of the best explanation available to \( S \) at \( t \) for why \( S \) has \( e \).\(^4\)

Further objections have been raised by Byerly and Martin (2016) against \( EE^* \) to which McCain (2017) recently responded. In the present paper, however, I will focus on one

\[^4\] \( p \) is an explanatory consequence of the best explanation for why \( S \) has \( e \) iff \( p \), if true, would be better explained by the best explanation for why \( S \) has \( e \) than \( \neg p \), if true, would be.
of the strategies considered by McCain for EE to handle the second version of the Golfer Case, which has been labelled ‘the near neighborhood strategy’ by Byerly and Martin. I will argue that, contrary to what Byerly and Martin claim, this strategy succeeds and actually shows that EE is illuminating regarding the justification we have for holding beliefs about the future.

3 The near neighborhood strategy

The near neighborhood strategy aims to show that, although EE does not deliver the result that the golfer is justified in believing the proposition ‘the ball will go into the cup’ in the second version of the Golfer Case, it delivers the result that he is justified in believing a proposition that is in the near neighborhood of this proposition—that is, that ‘the ball will probably go into the cup’. For this strategy to succeed, it has to be the case that the proposition ‘the ball will probably go into the cup’ is a logical consequence of the best explanation available to the golfer for his evidence. In McCain’s (2014a, p. 107) view, in the second version of the Golfer Case, it is reasonable to think that the best explanation available to the golfer for his evidence includes the propositions ‘most golf balls rolling toward the cup in circumstances C go into the cup’ and ‘the golf ball is currently rolling toward the cup in circumstances C’. As he takes the proposition ‘the ball will probably go into the cup’ to be a logical consequence of these two propositions, McCain argues that EE delivers the result that the golfer is justified in believing that the ball will probably go into the cup and that, consequently, this account can handle the Golfer Case.

Byerly and Martin (2015, pp. 778–779) are ready to grant McCain that the propositions ‘most golf balls rolling toward the cup in circumstances C go into the cup’ and ‘the golf ball is currently rolling toward the cup in circumstances C’ are part of the best explanation available to the golfer for his evidence. However, they deny that these propositions entail that ‘the ball will probably go into the cup’. The reason is that a conjunction of the form ‘most Fs are Gs and x is a F’ does not entail a proposition of the form ‘probably x is a G’. In support of this, they consider the following case:

Sally is a woman over 35. Suppose most women over 35 are unable to run a 6-min mile. Do these claims entail that it is probable that Sally is unable to run a 6-min mile? They do not. Entailment is supposed to be monotonic. If \( p \) entails \( q \), then for any \( r \), \( p \land r \) entails \( q \). But, suppose that in addition to being a woman over 35, Sally is a world-class Olympic runner, and that almost all world-class Olympic runners are able to run 6-min miles. If anything, then, it is likely that she can run a 6-min mile. (Byerly and Martin 2015, pp. 778)

While Byerly and Martin are right in pointing out that the propositions ‘most golf balls rolling toward the cup in circumstances C go into the cup’ and ‘the golf ball is currently rolling toward the cup in circumstances C’ do not entail the proposition ‘the ball will probably roll into the cup’, I do not think that this undermines the viability of the near neighborhood strategy. This is because the propositions which are part of the best explanation available to the golfer for his evidence, and which are relevant for that strategy to succeed, are not the ones considered by McCain. To see why, let me
first underline that the term “probably” in the proposition ‘the ball will probably go into the cup’ represents the objective chance of some event to occur. In fact, McCain considers the near neighborhood strategy as an alternative to another one that relies on an epistemic notion of probability. Therefore, in the context of the near neighborhood strategy, the proposition ‘the ball will probably go into the cup’ is equivalent to the proposition ‘the chance that the ball will go into the cup is higher than 50%’.

Thus, for the near neighborhood strategy to succeed, what needs to be shown is that the best explanation available to the golfer for his evidence includes some propositions that jointly entail the proposition ‘the chance that the ball will go into the cup is higher than 50%’. Recall that, in the second version of the Golfer Case, the golfer’s evidence consists of her observations that most golf balls that have rolled toward the cup in circumstances C have gone into the cup and that the ball is rolling toward the cup in circumstances C. As outlined by McCain, it is reasonable to think that the proposition ‘the ball is rolling toward the cup in circumstances C’ is part of what could best explain these observations. It is also reasonable to think that the proposition ‘most golf balls that have rolled toward the cup in circumstances C have gone into the cup’ is part of that explanation. But, most importantly, it is plausible that the proposition ‘all golf balls rolling toward the cup in circumstances C have a chance to go into the cup higher than 50%’ is part of that explanation. This proposition, if true, would surely contribute to explaining why the golfer observed that the proportion of golf balls that have rolled toward the cup in circumstances C and gone into the cup is higher than the proportion of golf balls that have rolled toward the cup in the same circumstances and not gone into the cup.\(^5\) Propositions that concern the chance of an event that belongs to a certain class occurring are, in fact, often cited to explain the observed proportion of events that belong to that class.

Now, if the propositions ‘all golf balls rolling toward the cup in circumstances C have a chance to go into the cup higher than 50%’ and ‘the golf ball is currently rolling toward the cup in circumstances C’ are part of the best explanation available to the golfer for his evidence, it is clear that the proposition ‘the chance that the ball will go into the cup is higher than 50%’ is a logical consequence of that explanation. In addition, as, in the context of the near neighborhood strategy, the proposition ‘the chance that the ball will go into the cup is higher than 50%’ is equivalent to the

\(^5\) One might object that an explanation containing the proposition ‘most golf balls rolling toward the cup in circumstances C have a chance to go into the cup (significantly) higher than 50%’ is an equally good explanation of the golfer’s observations. After all, this proposition could also contribute to explaining why the golfer observed that most golf balls that have rolled toward the cup in circumstances C have gone into the cup. Note that this constitutes an objection only if ‘most golf balls rolling toward the cup in circumstances C have a chance to go into the cup (significantly) higher than 50%’ entails that a minority of the golf balls rolling toward the cup in circumstances C have a chance to go into the cup lower than 50%. Otherwise, this proposition is equivalent to the proposition ‘all golf balls rolling toward the cup in circumstances C have a chance to go into the cup higher than 50%’. It is, however, doubtful that an explanation which entails that a minority of the golf balls rolling toward the cup in circumstances C have a chance to go into the cup lower than 50% is an equally good explanation. If the golfer simply observed that most golf balls that have rolled toward the cup in circumstances C have gone into the cup, there is no reason to suppose that a minority of golf balls rolling toward the cup in these circumstances have a chance to go into the cup lower than 50%. An explanation stating that all golf balls rolling toward the cup in these circumstances have a chance to go into the cup higher than 50% is by far the simplest explanation of the golfer’s observations.
proposition ‘the ball will probably go into the cup’, this shows that the proposition ‘the ball will probably go into the cup’ is a logical consequence of the best explanation available to the golfer for his evidence. Given this articulation of the near neighborhood strategy, the proposition ‘the ball will probably go into the cup’ is not said to be a logical consequence of that explanation because, supposedly, a conjunction of the form ‘most Fs are Gs and x is a F’ entails a proposition of the form ‘x is probably a G’. Instead, it is said to be a logical consequence of that explanation because a conjunction of the form ‘all Fs are Gs and x is a F’ entails a proposition of the form ‘x is a G’. Thus, contrary to what McCain claims, the near neighborhood strategy does not succeed because the best explanation available to the golfer for his evidence in the second version of the Golfer Case contains the proposition ‘most golf balls rolling toward the cup in circumstances C go into the cup’ but, instead, because it contains the proposition ‘all golf balls rolling toward the cup in circumstances C have a chance to go into the cup higher than 50%’.

4 The problem of statistical evidence

Although the near neighborhood strategy succeeds in showing that, in the second version of the Golfer Case, EE delivers the result that the golfer is justified in believing that the ball will probably go into the cup, Byerly and Martin could still claim that this result is ultimately unsatisfying. After all, they offered the Golfer Case because they take the golfer to be justified in believing that the ball will go into the cup in both versions of the case and not merely in believing that it will probably go into the cup. They could, therefore, argue that the near neighborhood strategy, even if successful, is not satisfying as it does not show how EE can account for the fact that the golfer is justified in believing that the ball will go into the cup in the second version of the Golfer Case.

To counter this possible objection, one has to provide independent reasons for thinking that, in the second version of the Golfer Case, the golfer is only justified in believing that the ball will probably go into the cup. In support of that conclusion McCain (2014a, p. 107) considers the view according to which knowledge requires probability 1. He claims that if such a view turns out to be correct, then, as epistemic justification is, presumably, what makes a belief a good candidate for knowledge, it is reasonable to think that justification also requires probability 1. As, in the second version of the Golfer Case, the probability that the ball will go into the cup given the available evidence is lower than 1, this could support the conclusion that the golfer is only justified in believing that the ball will probably go into the cup. However, I do not think that one has to endorse such a demanding view of knowledge and epistemic justification to have reasons to think that the golfer, in the second version of the Golfer Case, is only justified in believing that the golf ball will probably go into the cup. Instead, one needs to pay attention to the statistical nature of the evidence available to the golfer in that version of the case and to the fact that such evidence can only enable someone to know that there is a certain chance that a particular event will occur.
Philosophers distinguish statistical evidence from non-statistical evidence because statistical evidence is particularly problematic when it comes to knowledge and epistemic justification. Consider, for instance, a fair lottery involving a high number of tickets. Suppose that a participant in this lottery knows that \( n \) tickets were sold and that only one of them is a winning ticket. Is this participant in a position to know, solely on the basis of her evidence—i.e. what she knows about the lottery—that her ticket or any of the \( n \) lottery tickets will turn out to be a losing ticket? It seems not. But what prevents her from knowing that a particular lottery ticket will turn out to be a losing ticket? After all, given her evidence, the chance that any of the \( n \) lottery tickets will turn out to be a losing ticket is quite high. According to several philosophers, what prevents the lottery participant from knowing that a particular lottery ticket will turn out to be a losing ticket is the purely statistical nature of the evidence available to her. As this evidence only conveys information about the proportion of lottery tickets that will turn out to be losing tickets relative to the proportion of lottery tickets that will turn out to be winning tickets and, in this sense, is purely statistical, it can only enable the lottery participant to know that there is a high chance that a particular lottery ticket will turn out to be a losing ticket.

In support of this, let me consider another case introduced in the literature concerning legal standards of proof to motivate the distinction between statistical and non-statistical evidence:

**Blue Bus Case**: Suppose it is late at night and an individual’s car is hit by a bus. This individual cannot identify the bus, but she can establish that it is a blue bus, and she can prove as well that 80 percent of the blue buses in the city are operated by the Blue Bus Company, that 20 percent are operated by the Red Bus Company, and that there are no buses in the vicinity except those operated by one of these two companies. Moreover, each of the other elements of the case—negligence, causation, and, especially, the fact and the extent of the injury—is either stipulated or established to a virtual certainty. (Schauer 2003, pp. 81–82)

The evidence available in this case is also statistical in the sense that it only conveys information about the proportion of buses operated in the city by the Blue Bus Company relative to the proportion of buses operated in the city by the Red Bus Company. In addition, it is quite clear that a subject could not know that the bus responsible for the accident belongs to the Blue Bus Company solely on the basis of the evidence available in this case. Knowing that a higher proportion of buses operated in the city belong to the Blue Bus Company cannot enable someone to know that the bus responsible for the accident belongs to the Blue Bus Company. It can only enable one to know that there is a higher chance that the bus responsible for the accident belongs to that company. The reason need not be that knowledge requires probability.

---

6 While many philosophers claim that a distinction should be made between statistical evidence and non-statistical evidence, there is no agreement among them concerning the features that make some evidence non-statistical as opposed to statistical. For possible accounts of non-statistical evidence see: Cohen (1977), Thomson (1986), Dant (1989), Pardo and Allen (2008), Enoch et al. (2012), Smith (2016, 2017) and Blome-Tillmann (2017).

7 In support of that claim, see Thomson (1986), Kaplan (1996), Nelkin (2000), Buchak (2014) and Smith (2017).
1. Nor is it, as Smith (2017, p. 17) emphasizes, that the nature of the circumstances described in the Blue Bus Case would make one’s true belief that the bus responsible for the accident belongs to the Blue Bus Company lucky. Irrespective of the circumstances, the evidence available in the Blue Bus Case is not sufficient, on its own, to enable someone to know that the bus responsible for the accident belongs to the Blue Bus Company. This is because statistical evidence alone is not sufficient to support believing non-probabilistic claims.

In the second version of the Golfer Case, the evidence available to the golfer is no less statistical than the evidence available in the Blue Bus Case. It only conveys information about the proportion of golf balls that have rolled toward the cup in circumstances C and gone into the cup relative to the proportion of golf balls that have rolled toward the cup in the same circumstances and not gone into the cup. As there are reasons to deny that the evidence available in the Blue Bus Case can enable someone to know that the bus responsible for the accident is operated by the Blue Bus Company because of its purely statistical nature, there are also reasons to deny that the evidence available to the golfer in the second version of the Golfer Case can enable him to know that the ball will go into the cup. This is so, not because knowledge requires probability 1 but, instead, because statistical evidence alone can only enable someone to know that there is a certain chance that a particular event will occur. Thus, to have reasons to think that the golfer, in the second version of the Golfer Case, is only justified in believing that the golf ball will probably go into the cup, one does not need to endorse the view that knowledge requires probability 1. One only needs to pay attention to the fact that statistical evidence cannot, on its own, enable someone to have non-probabilistic knowledge.

5 Statistical evidence and beliefs about the future

The statistical nature of the evidence available in the second version of the Golfer Case is a reason to deny that EE should deliver the result that the golfer is justified in believing that the ball will go into the cup. Yet, one might worry that this actually leads to a generalized skepticism concerning beliefs about the future as the evidence we have for holding such beliefs often seems to be statistical. In other words, one might worry that the response developed in the previous section actually amounts to arguing that, in fact, the only things that can be known and rationally believed about the future are probabilistic claims.

To dispel this worry, let me first show that EE correctly tracks the distinction between statistical and non-statistical evidence in cases that do not involve beliefs about the future. Consider Buchak’s variation of the Blue Bus Case:

Green Bus Case: Suppose it is late at night, and an individual’s car is hit by a green bus. The two bus companies in the area, the Green Bus Company and the Yellow Bus Company, each operate 50 percent of the green buses. There is an eyewitness, who identifies the bus as belonging to the Green Bus Company (the two bus companies operate busses with distinctive shapes). It is night-time, and so her vision is not ideal: let us say she makes mistakes 25% of the time. All of the other elements of the case remain the same. (Buchak 2014, p. 291)
Given the eyewitness testimony, the overall evidence available in this case is not statistical and appears sufficient to support believing that the bus responsible for the accident belongs to the Green Bus Company. EE conforms with this intuition. In the absence of other evidence that could be best explained by the fact that the eyewitness lied or misperceived, the best explanation for the evidence available in this case plausibly contains the proposition ‘the eyewitness saw that the bus responsible for the accident belongs to the Green Bus Company’. As this proposition entails the proposition ‘the bus responsible for the accident belongs to the Green Bus Company’, EE delivers the result that the evidence available in this case is sufficient to support believing that the bus responsible for the accident belongs to the Green Bus Company. In contrast, the proposition ‘the bus responsible for the accident belongs to the Blue Bus Company’ is neither part of, nor entailed by, what could best explain the evidence available in the Blue Bus Case. Thus, in cases like the Blue Bus Case and the Green Bus Case, EE correctly tracks the distinction between statistical and non-statistical evidence.\footnote{Incidentally, Dant (1989) as well as Pardo and Allen (2008) underline the importance of inferences to the best explanation for legal standards of proof to argue that, typically, one is not entitled to perform such inferences on the basis of statistical evidence alone if the inferred proposition consists of a non-probabilistic claim.}

Now, recall that, in the first version of the Golfer Case, EE does not deliver the result that the golfer is only justified in believing a probabilistic claim about the future but, instead, delivers the result that he is justified in believing that the ball will go into the cup. In light of EE’s ability to track the distinction between statistical and non-statistical evidence in other cases, this supports the conclusion that not all the evidence we have for holding beliefs about the future is statistical. If the best explanation available to a subject for her evidence entails a non-probabilistic claim about a future event, then that subject’s evidence is not purely statistical with respect to that claim and supports believing that an event will occur. Let me highlight the fact that while in the first version of the Golfer Case, the best explanation available to the golfer for his evidence entails a proposition about the future by virtue of containing a universally quantified proposition, EE does not entail that a subject is justified in believing something about the future only when she is also justified in believing a universally quantified proposition. Suppose, for instance, that I am waiting for a shop to open and someone passing by tells me that the shop will open at 9 a.m. If I have no particular reason to suspect that this person is lying to me or that she is not in a position to know that the shop will open at 9 a.m., it seems that I am justified in believing that the shop will open at 9 a.m. on the basis of this person’s testimony. Now, the best explanation I have in this case for the testimonial evidence I possess contains the proposition ‘the person who told me that the shop will open at 9 a.m. knows that it will open at 9 a.m.’. This proposition, in the absence of reasons to suspect that that person lied to me could surely contribute to explaining why she told me that the shop will open at 9 a.m. As the proposition ‘the person who told me that the shop will open at 9 a.m. knows that it will open at 9 a.m.’ entails the proposition ‘the shop will open at 9 a.m.’, EE delivers the result that the testimonial evidence I possess in this case supports believing that the shop will open at 9 a.m.\footnote{Thanks to an anonymous referee for suggesting this case.} But the reason is not,
in this case, that my evidence supports believing a universally quantified proposition that entails a proposition about the future. Hence, it does not follow from EE that our justification for believing non-probabilistic claims about the future always depends on the justification we have for believing universally quantified claims.

The articulation of the near neighborhood strategy offered in the present paper and the defense of the result delivered by EE (given this strategy) in cases involving beliefs about the future thus does not lead to a generalized skepticism regarding the justification we have for holding such beliefs. In fact, EE provides an illuminating response to this skepticism. While it can be tempting to adopt a skeptical attitude concerning what we can know and rationally believe about the future because our evidence for holding such beliefs often seems to be merely statistical, EE shows to what extent some of the evidence we have for holding beliefs about the future is not merely statistical and actually supports believing non-probabilistic claims concerning future events. According to this account, we are epistemically entitled to hold beliefs concerning what will happen in the future—and not only about what will *probably* happen—when what we believe about the future follows logically from the best explanation we have for what already happened and what is currently happening.

6 Conclusion

In this paper, I showed why the near neighborhood strategy considered by McCain to handle cases of justified beliefs about the future succeeds, contrary to what Byerly and Martin claim. In addition, I argued that this strategy does not entail the view that knowledge requires probability 1 or lead to the skeptical conclusion that one should only believe probabilistic claims concerning the future. Instead, the appeal of this strategy becomes apparent when we pay attention to the fact that statistical evidence cannot, on its own, support believing non-probabilistic claims. I showed that McCain’s initial account of the evidential support relation allows us to correctly distinguish situations in which one has only statistical evidence from situations in which one has evidence that is not merely statistical and, therefore, that the account allows us to see the extent to which our evidence for believing claims about the future is not always statistical. According to this account, if propositions about what will occur follow logically from what best explains our present and past evidence, we can be justified in believing that something will occur and not merely that there is a certain chance that it will occur. The ability of McCain’s initial account of the evidential support relation to correctly track the distinction that can be made between statistical and non-statistical evidence as well as the plausibility of the results it delivers in cases involving beliefs about the future ultimately supports the conclusion that explanationism about epistemic justification, if properly articulated, has no problem accounting for the justification we have for holding beliefs about the future. In fact, explanationism is illuminating regarding the problem raised by the justificatory status of our beliefs about the future.

Acknowledgements Thanks are due to Professors Gianfranco Soldati, Fabian Dorsch (1974–2017), Marcel Weber and two anonymous referees from this journal for comments on earlier drafts of this paper. This publication was made possible through the support of a grant from the Swiss National Science Foundation.
References

Blome-Tillmann, M. (2017). ‘More Likely Than Not’ knowledge first and the role of bare statistical evidence in courts of law. In A. Carter, E. Gordon, & B. Jarvis (Eds.), Knowledge first. Oxford: Oxford University Press.

Buchak, L. (2014). Belief, credence, and norms. Philosophical Studies, 169, 285–311.

Byerly, R. (2013). Explanationism and justified beliefs about the future. Erkenntnis, 78, 229–243.

Byerly, R., & Martin, K. (2015). Problems for explanationism on both sides. In Erkenntnis (Vol. 80, pp. 773–791).

Byerly, R., & Martin, K. (2016). Explanationism, super-explanationism, eclectic explanationism: persistent problems on both sides. Logos & Episteme, 7, 201–213.

Cohen, L. J. (1977). The probable and the provable. Oxford: Oxford University Press.

Conee, E., & Feldman, R. (2008). Evidence. In Q. Smith (Ed.), Epistemology: New essays (pp. 83–104). Oxford: Oxford University Press.

Dant, M. (1989). Gambling on the truth: The use of purely statistical evidence as a basis for civil liability. 22 Columbia Journal of Law and Social Problems, 31, 31–70.

Enoch, D., Spectre, L., & Fisher, T. (2012). Statistical evidence, sensitivity, and the legal value of knowledge. Philosophy & Public Affairs, 40, 197–224.

Goldman, A. (2011). Toward a synthesis of reliabilism and evidentialism? Or: Evidentialism’s troubles, reliabilism’s rescue package. In T. Dougherty (Ed.), Evidentialism and its discontents (pp. 254–280). New York: Oxford University Press.

Kaplan, M. (1996). Decision theory as philosophy. Cambridge: Cambridge University Press.

Lehrer, K. (1974). Knowledge. Oxford: Oxford University Press.

McCain, K. (2013). Explanationist evidentialism. Episteme, 10, 299–315.

McCain, K. (2014a). Evidentialism, explanationism, and beliefs about the future. Erkenntnis, 79, 99–109.

McCain, K. (2014b). Evidentialism and epistemic justification. New York: Routledge.

McCain, K. (2015). Explanationism: Defended on all sides. Logos & Episteme, 6, 61–73.

McCain, K. (2017). Undaunted explanationism. Logos & Episteme, 8, 117–127.

Nelkin, D. (2000). The lottery paradox, knowledge, and rationality. Philosophical Review, 109, 373–409.

Pardo, M. S., & Allen, R. J. (2008). Juridical proof and the best explanation. Law and Philosophy, 27, 223–268.

Schauer, F. (2003). Profiles, probabilities, and stereotyping. Cambridge, MA: Belknap Press.

Smith, M. (2016). Between probability and certainty: What justifies belief. Oxford: Oxford University Press.

Smith, M. (2017). When does evidence suffice for conviction? Mind, fzx026. https://doi.org/10.1093/mind/fzx026.

Thomson, J. J. (1986). Liability and individualized evidence. Law and Contemporary Problems, 49, 199–219.