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Abstract

We present a publicly available software for exponential integrators that computes the $\varphi_l(z)$ functions using polynomial interpolation. The interpolation method at Leja points have recently been shown to be competitive with the traditionally-used Krylov subspace method. The developed framework facilitates easy adaptation into any Python software package for time integration.
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1. Motivation and significance

Time-dependent partial differential equations (PDEs) are ubiquitous in various fields in science. Integrating PDEs in time with high accuracy whilst incurring as little computational cost as possible is highly desirable. Substantial amount of research has been devoted to the development of numerical algorithms and codes to perform high-resolution simulations with high fidelity.

Explicit temporal integrators are widely used in many scenarios owing to the simplicity of their algorithm and implementation. However, as the number of physical processes considered in a certain PDE increases or if the stiff nature of the underlying PDE becomes prominent, the performance of the explicit integrators is severely deteriorated owing to the stability constraints. The increase in the stiffness of an equation results in ever more stringent Courant–Friedrich–Levy (CFL) time step size limit. Implicit integrators have been widely used as alternatives to the explicit methods owing to their ability to take large step sizes. They can provide substantial boost to the simulations. In many practical cases, however, one has to resort to iterative schemes to solve large systems of linear equations. Furthermore, the use of preconditioners to speed-up the simulations is a common practice in many situations. In some cases, the simulations fail to converge without the use of a good preconditioner. The complexity involved in such an algorithm may make them unfavourable for intricate problems.

Exponential integrators are a class of temporal integrators that linearise the underlying PDE at every time step - the linear term is solved exactly (in time) and the nonlinear term is approximated with some explicit methods. An extensive review on exponential integrators have been presented by Hockbruck & Ostermann [1]. Let us consider the autonomous system

$$\frac{\partial u}{\partial t} = f(u(t)), \quad u(t = 0) = u^0,$$

where $f(u)$ is some nonlinear function of $u$. We re-write the above equation as

$$\frac{\partial u}{\partial t} = \mathcal{A}u + g(u),$$

where $\mathcal{A}$ is a matrix (usually the stiff linear part of $f(u)$) and $g(u)$ is the nonlinear part. An approximation to the solution of this equation is given by

$$u^{n+1} = u^n + \varphi_1(\mathcal{A}\Delta t)f(u^n)\Delta t,$$
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where $u^n$ is the solution at the $n^{th}$ time step. This is the first-order exponential Euler method. If $\mathcal{A}$ is replaced by the Jacobian of $f(u)$ evaluated at the respective time step, one obtains the Rosenbrock–Euler method, which is of second order. It is to be noted that replacing the linear part by the Jacobian allows for one to obtain higher-order schemes with fewer $\varphi(z)$ function evaluations. The $\varphi(z)$ functions are given by:

$$\varphi_{l+1}(z) = \frac{1}{z} \left( \varphi(z) - \frac{1}{l!} \right), \quad l \geq 0,$$

where $\varphi_0(z) = e^z$ corresponds to the matrix exponential. We compute these $\varphi(z)$ functions, the most expensive part of exponential integrators, using the method of polynomial interpolation at Leja points. Details on this iterative scheme are provided in Sec. 2.

Exponential integrators do not suffer from any CFL restrictions (unlike explicit integrators), are unconditionally stable, and can take much larger step sizes than implicit methods. This makes them highly attractive for solving time-dependent problems. Additionally, one can obtain the exact solution of a linear autonomous PDE (subject to the spatial discretisation) for any given step size. This is an added bonus over the implicit integrators, as they will always incur some error, irrespective of their order of convergence.

We make our tools and contributions available to the scientific community with the release of the LeXInt exponential integrators package. This is a cumulation of the algorithms implemented and tested out in our previous work where we studied the performance of an automatic step-size controller for improved computational efficiency [2] and analysed the performance of the Leja method with explicit, implicit, and Krylov-based exponential integrators for the set of equations of magnetohydrodynamics (MHD) [3]. We provide a user-friendly framework (i.e. Python) for a range of exponential integrators as well as the Leja interpolation method. This is to introduce the scientific community to integrators that are well-suited for temporal integration of stiff as well as general-purpose problems and the highly effective iterative techniques that are used in such integrators. To the best of our knowledge, this is the first open-access Leja-method-based compilation of exponential integrators package.

2. Software description

LeXInt comprises of several exponential integrators suited for both constant and variable step size implementation. The integrators are implemented in a modular format, in essence, any integrator can easily be integrated into the package and any integrator can be used for any given problem. However, it is to be noted that the performance of the integrators may vary with the problem under consideration. We primarily focus on integrators that are based on linearising the underlying PDE by computing the Jacobian at every time step: Exponential Rosenbrock (EXPRB) and Exponential Propagation Iterative Runge–Kutta (EPIRK) integrators. We have adopted the vertical implementation procedure, proposed by Rainwater & Tokman [4], for optimised performance. Although this was initially proposed only for the Krylov subspace algorithm, the vertical approach can, very well, result in substantial amount of computational savings for the Leja interpolation method.

For adaptive step size implementation, one requires an error estimate at every time step. One of the cheapest ways to compute the error estimate is if it is inherently embedded in the integrator, i.e. an embedded integrator. This is why we focus only on embedded exponential integrators, where the error estimate does not require additional internal stages. The list of embedded exponential integrators implemented in LeXInt include EXPRB32 [5, 6, 1], EXPRB43 [5, 6, 1], EPRB53s3 [7], EXPRB54s4 [7], EPIRK4s3 [8, 9], EPIRK4s3A [4], and EPIRK5P1 [10]. Each of these integrators have been implemented in LeXInt in a way that the integrator function returns the lower-order and the higher-order solutions. The difference between these two solutions yields an estimate of the error incurred. As there are a multitude of step-size controllers in the literature, we give the user full flexibility in choosing their desired step-sizing strategy. The function also returns the number of matrix-vector products computed at a given time step that can be considered as a proxy of the computational cost. Obviously, the cost of the matrix-vector products will depend on the size of the matrix and the vector, i.e. the number of grid points. However, we are only interested in the determining the cost of the algorithm and not on the dependence of the cost on the grid size. As such, we assume that the computational cost is normalised to the size to the matrix (and the vector). For constant step sizes, in addition to the aforementioned ones, we have implemented Rosenbrock–Euler [11], EXPRB42 [12], EPIRK4s3B [4],
and EPIRK5P2 [10]. In cases where the integrators do not possess an embedded error estimator, one can generate an error estimate using Richardson extrapolation.

The inputs to an integrator include the state variable(s), the right-hand-side (RHS) function, the step size, the scaling and the shifting factors (see following subsection), the set of predetermined Leja points, and the option to interpolate on real or imaginary Leja points depending on the problem under consideration. The interpolation method consists of computing the divided differences or the coefficients of the polynomial to be interpolated. This depends on the step size, shifting and scaling factors, the integrator coefficients, and the order of the \( \Phi(z) \) function. Once the coefficients are determined, the first term of the polynomial is computed by multiplying the function to be interpolated with the first coefficient. The subsequent terms are added to this polynomial one after another until the desired accuracy is reached (see following subsection).

**Polynomial Interpolation at Leja points**

One of the crucial aspects of efficient implementation of exponential integrators is an adept iterative scheme. Whilst the Krylov subspace algorithm has long been proposed as an effective iterative scheme for exponential integrators [13, 14, 1, 10, 15], it does have the drawback of having the need to compute inner products that becomes a serious impediment on massively parallel structures (GPUs). Recently introduced adaptive Krylov-based KIOPS [16] utilises incomplete orthogonalisation procedure which can reduce the number of inner products needed per Krylov iteration to as few as two. Thus, the use of incomplete orthogonalisation significantly alleviates the challenges associated with parallelisation of the computation of inner products. However, for problems where more Krylov vectors, and consequently, more inner products need to be computed, this issue persists. Additionally, even in the case of incomplete orthogonalisation, one needs to store a Krylov space which may be problematic for very large-sized problems.

We choose the method of polynomial interpolation at Leja points [17, 18, 19] that has been shown to be competitive with the Krylov-based methods [20, 21, 3]. This can be attributed mainly to the simplicity of the algorithm. One of the minor drawbacks of the Leja interpolation method is that it needs some approximation of the spectrum. It is to be noted that one needs only a crude estimate of the largest and the smallest eigenvalue of the matrix (for linear equations) or the Jacobian (for nonlinear equations). Explicitly forming the Jacobian matrix at every time step is computationally unattractive, which is why we only consider the action of the Jacobian matrix on the relevant vector. In the case of Jacobian-free (or even matrix-free) implementation, the method of power iterations can be employed to compute the spectrum every ‘n’ time steps. In Deka & Einkemmer [3], we have shown this to be an efficient technique for the highly nonlinear MHD equations. We note that the method of power iterations gives us only the magnitude of the largest eigenvalue. The nature of the problem, as in whether it is diffusion-dominated or advection-dominated, can be understood by comparing the diffusion and the advection CFL times. For diffusion-dominated problems, we assume that the largest eigenvalue (in magnitude) lies on the real axis and we set the smallest eigenvalue to 0, whereas for advection-dominated problems, we assume that the eigenvalues predominantly lie on the imaginary axis, and we interpolate the polynomial on imaginary Leja points. Here, the smallest eigenvalue is chosen to be the negative of the largest eigenvalue obtained using power iterations.

Now that we have an estimate of the largest \( (\alpha) \) and the smallest \( (\beta) \) eigenvalue (in magnitude), the scaling and the shifting factors can be defined as \( c = (\alpha + \beta)/2 \) and \( y = (\beta - \alpha)/4 \), respectively [22, 23]. For real eigenvalues, \( \beta = 0 \), whereas for imaginary eigenvalues, \( \beta = -\alpha \). The factor of 4 emerges from the fact that we have chosen Leja points \( \xi \) in the arbitrary spectral domain \([-2, 2]\). We compute the coefficients \( d \) of the polynomial, to be interpolated, using the divided differences algorithm. Then, we form the polynomial by adding an additional term at every iteration until the desired accuracy is reached. This can be mathematically written as

\[
p_{m+1}(z) = p_m(z) + d_{m+1} y_{m+1}(z),
\]

\[
y_{m+1}(z) = y_m(z) \left( \frac{z - c}{y - \xi_m} \right),
\]

where \( d_m \) is the \( m \)th coefficient of the polynomial, \( \xi_m \) is the \( m \)th Leja point, and \( p_m(z) \) is the \( m \)th term of the polynomial for \( m \geq 0 \). The polynomial is initialised as \( p_0 = d_0 y_0 \). Let us clearly state that \( p_m \) corresponds to the polynomial interpolation of \( \exp(\Delta t(c + y \xi)) \) if the divided differences have been computed for \( \exp(\Delta t(c + y \xi)) \) whereas if the coefficients have been computed for \( \Phi_t(\Delta t(c + y \xi)) \), \( p_m \) would be the polynomial interpolation of \( \Phi_t(\Delta t(c + y \xi)) \) \( v \) (for some vector \( v \)). If the values of the user-defined tolerances are too large or if the error incurred at a certain time step
becomes minuscule, a step size controller may allow for extremely large step sizes. Such large step sizes might cause the algorithm to diverge, which is why, we adopt a safety measure of checking that the error incurred does not exceed a certain threshold. Very large value of this error is an indication of impending divergence of the algorithm. In such a case, we reject the step size and restart the time step with a smaller step size. We note that $z$ is the Jacobian-vector product of the underlying PDE evaluated at $u^n$ and it changes at every iteration depending on the value of $y_m(z)$. The convergence is determined by the error incurred (i.e. $|d\omega|\|y_m\|$) being less than the user-defined tolerance (subject to a safety factor).

LeXInt has two functions for interpolating $\varphi(z)$ on real (‘realLejaPhi’) and imaginary (‘imagLejaPhi’) Leja points. To speed-up convergence, it is recommended that if the largest eigenvalue of the Jacobian under consideration is real, one interpolates the exponential-like function on real Leja points, whereas if the largest eigenvalue (in magnitude) is imaginary, the interpolation is performed on imaginary Leja points. If the magnitude of the largest real and imaginary eigenvalues are relatively similar, one could interpolate on either real or imaginary Leja points.

The exact solution (in time) of an autonomous homogeneous linear differential equation of the form

$$\frac{\partial u}{\partial t} = Au,$$

is given by $u^{n+1} = \exp(\Delta t)u^n$. LeXInt provides the functions ‘realLejaExp’ and ‘imagLejaExp’ to compute the matrix exponential by means of Leja interpolation on real and imaginary Leja points, respectively. In the case of autonomous nonhomogenous linear differential equations of the form

$$\frac{\partial u}{\partial t} = Au + S,$$

where $S$ is some forcing term, the exact solution, in time, is given by $u^{n+1} = u^n + \varphi_1(\Delta t)(Au^n + S)\Delta t$. We have provided the functions ‘realLejaPhiN’ or ‘imagLejaPhiN’ to compute the (exact) solutions of such equations. One can compute the exact solution (in time) for autonomous linear equations, which is why the functions for interpolation of the matrix exponential are provided only for constant step size implementation, i.e., without any error estimate. The desired accuracy can be chosen by the user by tuning the tolerance.

It is to be noted that LeXInt can work in fully matrix-free structure as well as in any given formulation of the matrix, provided that one has a well-defined RHS function (this is similar to how one would implement an explicit method). Obviously, a matrix-free formulation is preferable from the computational viewpoint.

3. Illustrative examples

We show the performance of a selected number of integrators for a couple of problems. These problems have been drawn from Refs. [24, 2]. In both these problems, we consider periodic boundary conditions on $[0, 1]$. We have used the second-order centered difference scheme to discretise the 1D Laplacian operator ($\partial^2/\partial x^2$) and third-order upwind scheme to discretise the advection term ($\partial/\partial x$). The first example is the Burgers’ equation,

$$\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + \frac{\eta}{2} \frac{\partial u^2}{\partial x},$$

where $\eta$ is the Péclet number and the initial condition is given by

$$u(x, t = 0) = 1 + \exp\left(1 - \frac{1}{1 - (2x - 1)^2}\right) + \frac{1}{2} \exp\left(-\frac{(x - x_0)^2}{2\sigma^2}\right),$$

with $x_0 = 0.9$ and $\sigma = 0.02$. We consider two different cases of the resolution, in terms of the number of grid points $(N)$, $\eta$, and the simulation time $t_f$: (a) $N = 64$, $\eta = 200$, $t_f = 10^{-3}$ and (b) $N = 256$, $\eta = 10$, $t_f = 10^{-2}$. The second example is the Allen—Cahn equation:

$$\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + 100 \left(u - u^3\right).$$

The initial condition is chosen to be

$$u(x, t = 0) = A (1 + \cos(2\pi x)),$$
with $A = 0.1$. Similar to the previous example, we consider two cases: (c) $N = 64, t_f = 0.1$ and (d) $N = 256, t_f = 0.1$, where the symbols have the usual meanings.

We show the order of convergence for a selected number of integrators in Fig. 1 for the Burger’s equation (1) with $N = 64$ and $\eta = 200$. In Figs. 2 and 3, we show the performance of a wide range of EXPRB and EPIRK integrators for a couple of representative problems (Eqs. (1) and (2)) with variable step size implementation. Let us clearly state that, here, we do not investigate the performance of the different integrators. We simply demonstrate the performance of the different integrators available in LeXInt rather than compare them.

4. Impact & future aspects

With the ever increasing need for high-resolution large-scale simulations in computational physics, there is a demand for ever more efficient and enhanced numerical algorithms. Efficiently integrating PDEs in time goes a long way in this regard. Exponential integrators have shown remarkable progress and promise in the last couple of decades. Various classes of exponential integrators have been shown to have superior performance to the traditional implicit and explicit methods for a wide range of problems usually considered in the mathematical literature. Additionally, their superiority have also been demonstrated for the MHD problems [25, 15, 3], kinetic plasma simulations [26, 27, 28, 29, 30], atmospheric and meteorological studies [31, 32, 33, 34, 35, 36, 37, 38], and in different fields in engineering [39, 40, 41, 8, 42, 43, 44].

Computing the exponential of a matrix constitutes a vital element for exponential integrators. Several approaches for the same have been outlined in the reviews by Moler and Van Loan [45, 14]. EXPINT \(^1\) [46] is a MATLAB package for exponential integrators that computes the $\varphi_t(z)$ functions using a modified form of scaling and squaring (method 3 in [14]). The Krylov-subspace algorithm has become increasingly popular over the last few years owing to their ability to treat large system of matrices effectively. EXPokit [13], phimp [47], and phim_simul_iom \(^2\) [34] are some the publicly available Krylov-based MATLAB software for efficiently computing the matrix exponential as well as

\(^1\)http://www.math.ntnu.no/num/expint/matlab
\(^2\)https://github.com/drreynolds/Phimp_simul_iom
computing the $\varphi_l(z)$ functions for exponential integrators. Further research in this field have shown that the method of polynomial interpolation [22, 21] is highly competitive with, if not better than, the Krylov-based methods. \texttt{expheja}$^3$ is one of the first Leja-interpolation based \textsc{Matlab} software that computes the matrix exponential times a vector or a matrix.

With the increasing popularity of exponential integrators in various fields in computational science, we provide an accessible framework for an efficient implementation of these methods. Whilst methods like Padé approximation, squaring and scaling, or diagonalising the corresponding matrix and computing the exponential of the resulting eigenvalues work well for small matrices, these methods become prohibitive for large systems. Libraries based on (parts of) these methods are already available in \textsc{Python}. We provide a library based on the the Leja polynomial interpolation method that is highly favourable for the computation of the exponential-like functions of large systems of matrices. As part of the software package, we present a multitude of (Leja-based) exponential integrators (from the literature) for temporal integration of nonlinear PDEs with constant and variable step sizes. The \textsc{Matlab} version of the Leja interpolation method for exponential integrators has been appended to the Krylov-

\footnote{https://www.mathworks.com/matlabcentral/fileexchange/44039-matrix-exponential-times-a-vector}
Figure 3: Illustration of the computational performance of a few embedded EXPRB and EPIRK integrators as a function of the user-defined tolerance (left panel) and the l2 norm of the global error incurred (right panel) for the Allen—Cahn equation (2). The top and the bottom rows correspond to cases (c) and (d), respectively.

Based EPIC library. Using EPIC, it has recently been shown by Gaudreault et al. [16], that an algorithm based on incomplete orthogonalisation of the basis vectors (KIOPS) may help in achieving a reasonable amount of improved performance over the state-of-the-art phi pm algorithm. This publicly available package can be obtained from https://faculty.ucmerced.edu/mtokman/#software. We have used this package in our study of performance comparison of the Leja method with the KIOPS algorithm [48] and to develop efficient integrators for anisotropic diffusion [49].

The release of the present package provides an effective implementation of the Leja-based method for people to get started on exploring such a method in a user-friendly environment. In the future, we will develop a parallel implementation of LeXInt and include other exponential integrators that are designed specifically for parallel computing and for high-performance computing (such as GPUs). LeXInt will be then implemented as a part of large software packages. As an example, in the near future, this package will be appended to the PICARD code [50] to solve the time-dependent cosmic-ray transport equation [51].
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