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Abstract

We study two members of the multi-component AKNS hierarchy. These are multi-NLS and multi-MKdV systems. We derive the Hirota bilinear forms of these equations and obtain soliton solutions. We find all possible local and nonlocal reductions of these systems of equations and give a prescription to obtain their soliton solutions. We derive also (2 + 1)-dimensional extensions of the multi-component AKNS systems.
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1 Introduction

Systems of integrable nonlinear evolution equations arise in many places. The best way to construct them is to write the associated Lax operators in various Lie algebras [1]-[3] (see [1] and the references therein). The simplest case is the $sl(2,\mathbb{R})$ algebra valued Lax operators with certain eigenvalue dependencies there arise the AKNS equations [4]. Changing the algebras one obtains many different coupled systems of integrable evolution equations.

The AKNS family of evolutions is also defined by their associated recursion operator $\mathcal{R}$,

\[ cu_n = \mathcal{R}^n u_x \text{ where } u = \begin{pmatrix} p \\ q \end{pmatrix} \text{ i.e. } \begin{pmatrix} \zeta_{tn} \\ \zeta_{tn} \end{pmatrix} = \mathcal{R}^n \begin{pmatrix} p_x \\ q_x \end{pmatrix}, \]  

(1.1)

for $n = 0, 1, 2, \ldots$, where

\[ \mathcal{R} = \begin{pmatrix} -p\partial^{-1}q + \frac{1}{2}\partial & -p\partial^{-1}p \\ q\partial^{-1}q & q\partial^{-1}p - \frac{1}{2}\partial \end{pmatrix} \]  

(1.2)
and \( c \) is an arbitrary constant. Here \( \partial \) is the total \( x \)-derivative operator and \( \partial^{-1} = f^x \) is the standard anti-derivative. First member \((n = 1)\) of the hierarchy is the standard AKNS system of equations or the nonlinear Schrödinger (NLS) system of equations:

\[
\begin{align*}
    c p_t &= \frac{1}{2} p_{xx} - p^2 q, \\
    c q_t &= \frac{1}{2} q_{xx} + q^2 p,
\end{align*}
\]

and the second member \((n = 2)\) of this hierarchy is the modified Korteweg-de Vries (MKdV) system of equations:

\[
\begin{align*}
    c p_t &= \frac{1}{4} p_{xxx} - \frac{3}{2} p q p_x, \\
    c q_t &= \frac{1}{4} q_{xxx} - \frac{3}{2} q p q_x.
\end{align*}
\]

In the last decades there have been considerable amount of works communicated on local and nonlocal reductions, and finding multiple soliton solutions of these systems. The NLS system \((n = 1)\) and its reductions [5]-[18], the multidimensional versions of NLS and their reductions [19]-[22], the MKdV system \((n = 2)\) and its reductions [6], [7], [23]-[26] have attracted many researchers to obtain interesting soliton solutions via inverse scattering method, Darboux transformations, and Hirota bilinear method. In [27], it was proved that nonlocal reductions are special cases of discrete symmetry transformations.

There are also some interests on higher members of the system (1.1) for \( n \geq 3 \) [28]-[43]. The solution methods, in particular the Hirota method [44] become more difficult or not available for the systems \( n \geq 3 \). Similar difficulties arise also for the negative AKNS hierarchy in \((2 + 1)\)-dimensions [45], [46].

There are various generalizations of the AKNS system. Among them the one introduced by Ma and Zhou [47], [48] is very interesting. This system is given as

\[
\begin{align*}
    c o p_t + p_{xx} + 2 Q p &= 0, \\
    c o q_t - q_{xx} - 2 Q q &= 0,
\end{align*}
\]

where both \( o \) and \( c \) are arbitrary constants, \( p \) and \( q \) are \( N \)-vectors. Here \( Q = p \cdot q \). Bi-Hamiltonian structures and Riemann-Hilbert problem have been already studied in [48].

Although we shall introduce these \((1 + 1)\)-dimensional multi-component AKNS systems (multi-AKNS system) of Ma and Zhou in the next section, we display here the first two members of this hierarchy for \( N = 2 \) (four fields) to show why such systems are called multi-NLS and multi-MKdV systems. The multi-NLS system for \( N = 2 \) is

\[
\begin{align*}
    c o q_t + q_{xx} + 2 Q q &= 0, \\
    c o p_t + p_{xx} + 2 Q p &= 0, \\
    c o r_t - r_{xx} - 2 Q r &= 0, \\
    c o s_t - s_{xx} - 2 Q s &= 0,
\end{align*}
\]
where $Q = qr + ps$. Indeed in [48], Ma constructed the multi-component AKNS hierarchy and the above system is the first member of this hierarchy for $N = 2$. By the application of the Riemann-Hilbert approach he obtained some soliton solutions of this integrable multi-component AKNS hierarchy. In [49], the authors derived a more general multi-component NLS hierarchy consisting the system (1.7)-(1.10).

The multi-MKdV system for $N = 2$ is

\[
\begin{align*}
c\alpha^2 q_t &= q_{xxx} + 3Qq_x + 3[q_x r + p_x s]q, \quad (1.11) \\
c\alpha^2 p_t &= p_{xxx} + 3Qp_x + 3[q_x r + p_x s]p, \quad (1.12) \\
c\alpha^2 r_t &= r_{xxx} + 3Qr_x + 3[r_x q + s_x p]r, \quad (1.13) \\
c\alpha^2 s_t &= s_{xxx} + 3Qs_x + 3[r_x q + s_x p]s, \quad (1.14)
\end{align*}
\]

where $Q = qr + ps$. If $p = q$ and $s = r$ the systems (1.7)-(1.10) and (1.11)-(1.14) reduce to NLS and MKdV systems, respectively. These equations can be defined also by their recursion operators which will be given in the following sections. We derive the Hirota bilinearizations of the first two members, namely the multi-NLS and the multi-MKdV systems of the multi-AKNS hierarchy in the general case. Then we obtain one-soliton solutions of these equations. We discuss the possible local and nonlocal reductions of multi-NLS and multi-MKdV systems for $N = 2$ (four fields) and obtain some new systems of nonlocal multi-NLS and multi-MKdV equations and give an approach to obtain soliton solutions of these reduced equations. Finally, we discuss negative multi-AKNS hierarchy. We obtain $(2 + 1)$-dimensional generalization of the multi-AKNS system first and then present $(2 + 1)$-extensions of multi-NLS and multi-MKdV equations. We shall communicate the soliton solutions of these equations elsewhere.

## 2 Multi-component AKNS systems

A multi-component AKNS system [48] is

\[
\begin{align*}
c\alpha p^i_t + p^i_{xx} + 2(\sum_{l=1}^{N} p^l q^i)p^i &= 0, \quad j = 1, \cdots, N, \quad (2.1) \\
c\alpha q^i_t - q^i_{xx} - 2(\sum_{l=1}^{N} p^l q^i)q^i &= 0, \quad j = 1, \cdots, N, \quad (2.2)
\end{align*}
\]

where $p^i = p^i(x,t), \; q^i = q^i(x,t), \; j = 1, \cdots, N$ are complex dynamical variables in general, $\alpha$ is a real constant, $c$ is an arbitrary constant. Recursion operator of the above system is
\( \mathcal{R}_N = J_2 J_1^{-1} \), such that \( (J_1, J_2) \) is the Hamiltonian pair given by

\[
    J_1 = \begin{pmatrix}
        0 & \alpha I_N \\
        -\alpha I_N & 0
    \end{pmatrix},
\]

(2.3)

\[
    J_2 = \begin{pmatrix}
        p^T \partial^{-1} p + (p^T \partial^{-1} p)^T & -\left( \partial + \sum_{j=1}^{N} p^j \partial^{-1} q^j \right) I_N - p^T \partial^{-1} q^T \\
        \left( \partial + \sum_{j=1}^{N} q^j \partial^{-1} p^j \right) I_N - q \partial^{-1} p & q \partial^{-1} p^T + (q \partial^{-1} q^T)^T
    \end{pmatrix},
\]

(2.4)

where \( I_N \) is the \( N \times N \) identity matrix for \( N \geq 1 \). Here \( p = (p_1, \ldots, p_N), q = (q_1, \ldots, q_N)^T \), and \( T \) stands for matrix transpose. We have the hierarchy of multi-component AKNS system written by

\[
    c U_t = (\mathcal{R}_N)^n U_x, \quad n = 1, 2, \ldots, \quad U = (p, q)^T,
\]

(2.5)

where

\[
    \mathcal{R}_N = \begin{pmatrix}
        R_1 & R_2 \\
        R_3 & R_4
    \end{pmatrix},
\]

(2.6)

for \( R_1, R_2, R_3, \) and \( R_4 \) are \( N \times N \) matrices which are given by

\[
    (R_1)^i_j = -\frac{1}{\alpha} \left( \partial + p_k \partial^{-1} q_k \right) \delta^i_j - \frac{1}{\alpha} p^i \partial^{-1} q_j,
\]

(2.7)

\[
    (R_2)^i_j = -\frac{1}{\alpha} \left( p^j \partial^{-1} p_j + p_j \partial^{-1} p^i \right),
\]

(2.8)

\[
    (R_3)^i_j = \frac{1}{\alpha} \left( q^j \partial^{-1} q_j + q_j \partial^{-1} q^i \right),
\]

(2.9)

\[
    (R_4)^i_j = \frac{1}{\alpha} \left( \partial + q_k \partial^{-1} p_k \right) \delta^i_j + \frac{1}{\alpha} q^i \partial^{-1} p_j,
\]

(2.10)

for \( i, j = 1, 2, \ldots, N \) and \( \delta^i_j \) is the Kronecker delta symbol. Then the evolution equations are obtained from

\[
    c p^i_t = (R_1)^i_j p^j_x + (R_2)^i_j q^j_x, \quad i = 1, 2, \ldots, N,
\]

(2.11)

\[
    c q^i_t = (R_3)^i_j p^j_x + (R_4)^i_j q^j_x, \quad i = 1, 2, \ldots, N.
\]

(2.12)

Here we have used the Einstein convention where repeated indices are summed up from 1 to \( N \). For \( N = 2 \) the above system reduces to

\[
    c p^1_t + p^1_{xx} + 2Qp^1 = 0,
\]

(2.13)

\[
    c p^2_t + p^2_{xx} + 2Qp^2 = 0,
\]

(2.14)

\[
    c a q^1_t - q^1_{xx} - 2Qq^1 = 0,
\]

(2.15)

\[
    c a q^2_t - q^2_{xx} - 2Qq^2 = 0,
\]

(2.16)
where \( Q = p^1 q^1 + p^2 q^2 \). The second member \((n = 2)\) of the hierarchy of the multi-component AKNS system is the multi-MKdV system which is given by

\[
\begin{align*}
\alpha p_i^t & = -\frac{1}{\alpha} \left( R_1 \right)_j^i \left( p_j^{xx} + 2Q p^j \right) + \frac{1}{\alpha} \left( R_2 \right)_j^i \left( q_j^{xx} + 2Q q^j \right), \quad i = 1, 2, \ldots, N, \\
& = \frac{1}{\alpha^2} \left( p_i^{xxxx} + 3Q p_i^x + 3(p_k p_x^k) p^j \right), \\
\alpha q_i^t & = -\frac{1}{\alpha} \left( R_3 \right)_j^i \left( p_j^{xx} + 2Q p^j \right) + \frac{1}{\alpha} \left( R_4 \right)_j^i \left( q_j^{xx} + 2Q q^j \right), \quad i = 1, 2, \ldots, N, \\
& = \frac{1}{\alpha^2} \left( q_i^{xxxx} + 3Q q_i^x + 3(q_k q_x^k) q^j \right),
\end{align*}
\]  

(2.17)

where \( Q = \sum_{l=1}^{N} p_l q_l \). For \( N = 2 \), the above system becomes

\[
\begin{align*}
\alpha^2 p_i^1 & = p_i^{1xxx} + 3Q p_i^1 + 3[p_i^1 q_1 + p_i^2 q_2] p_i^1, \\
\alpha^2 p_i^2 & = p_i^{2xxx} + 3Q p_i^2 + 3[p_i^1 q_1 + p_i^2 q_2] p_i^2, \\
\alpha^2 q_i^1 & = q_i^{1xxx} + 3Q q_i^1 + 3[q_i^1 p_1 + q_i^2 p_2] q_i^1, \\
\alpha^2 q_i^2 & = q_i^{2xxx} + 3Q q_i^2 + 3[q_i^1 p_1 + q_i^2 p_2] q_i^2.
\end{align*}
\]  

(2.19) (2.20) (2.21) (2.22)

In the next section we mainly focus on multi-NLS and multi-MKdV equations for \( N = 2 \) (four fields). These equations are simple generalizations of the NLS and MKdV systems. Hence we study the Hirota bilinearization of these systems of equations.

### 3 Hirota bilinear forms of the multi-component AKNS systems

For the multi-component AKNS system (2.1) and (2.2) which is the first member \((n = 1)\) of the hierarchy (2.5) that we call as the multi-NLS system, by letting \( p^j = \frac{g^j}{f} \) and \( q^j = \frac{h^j}{f} \), for \( j = 1, \ldots, N \) we get the Hirota bilinear form as

\[
\begin{align*}
\alpha^2 p_i^1 & = p_i^{1xxx} + 3Q p_i^1 + 3[p_i^1 q_1 + p_i^2 q_2] p_i^1, \\
\alpha^2 p_i^2 & = p_i^{2xxx} + 3Q p_i^2 + 3[p_i^1 q_1 + p_i^2 q_2] p_i^2, \\
\alpha^2 q_i^1 & = q_i^{1xxx} + 3Q q_i^1 + 3[q_i^1 p_1 + q_i^2 p_2] q_i^1, \\
\alpha^2 q_i^2 & = q_i^{2xxx} + 3Q q_i^2 + 3[q_i^1 p_1 + q_i^2 p_2] q_i^2.
\end{align*}
\]  

(3.1) (3.2) (3.3)

For the multi-MKdV system that is the second member \((n = 2)\) of the hierarchy (2.5), letting
\[ p_j = \frac{g_j}{f} \quad \text{and} \quad q_j = \frac{h_j}{f}, \text{for} \ j = 1, \ldots, N \] gives the Hirota bilinear form of (2.17) and (2.18) as
\[
(c_\alpha^2 D_t - D_x^3)\{g_j \cdot f\} + 3\tau_j = 0, \quad j = 1, \ldots, N, 
\]
\[
(c_\alpha^2 D_t - D_x^3)\{h_j \cdot f\} + 3\mu_j = 0, \quad j = 1, \ldots, N, 
\] (3.4)
\[
\sum_{m \neq j}^N h_m D_x\{g_j \cdot g_m\} = \tau f_j, \quad j = 1, \ldots, N, 
\] (3.6)
\[
\sum_{m \neq j}^N g_m D_x\{h_j \cdot h_m\} = \mu f, \quad j = 1, \ldots, N, 
\] (3.7)
\[
D_x^2\{f \cdot f\} = 2\sum_{l=1}^N g_j h_l, 
\] (3.8)
where \( \tau_j \) and \( \mu_j \), \( j = 1, \ldots, N \), are auxiliary functions of \((x,t) \in \mathbb{R}^2\).

### 3.1 Soliton solutions of the multi-NLS system for \( N = 2 \)

From (3.1)-(3.3) we get the Hirota bilinear form of the multi-NLS system for \( N = 2 \) as
\[
(c_\alpha^2 D_t + D_x^2)\{g^1 \cdot f\} = 0, 
\] (3.9)
\[
(c_\alpha^2 D_t + D_x^2)\{g^2 \cdot f\} = 0, 
\] (3.10)
\[
(c_\alpha^2 D_t - D_x^2)\{h^1 \cdot f\} = 0, 
\] (3.11)
\[
(c_\alpha^2 D_t - D_x^2)\{h^2 \cdot f\} = 0, 
\] (3.12)
\[
D_x^2\{f \cdot f\} = 2(g^1 h^1 + g^2 h^2), 
\] (3.13)

Similarly, the Hirota bilinear form of the multi-MKdV system for \( N = 2 \) is obtained from (3.4)-(3.8) as
\[
(c_\alpha^2 D_t - D_x^3)\{g^1 \cdot f\} + 3\tau = 0, 
\] (3.14)
\[
(c_\alpha^2 D_t - D_x^3)\{g^2 \cdot f\} + 3\rho = 0, 
\] (3.15)
\[
(c_\alpha^2 D_t - D_x^3)\{h^1 \cdot f\} + 3\mu = 0, 
\] (3.16)
\[
(c_\alpha^2 D_t - D_x^3)\{h^2 \cdot f\} + 3\sigma = 0, 
\] (3.17)
\[
h^2 D_x\{g^1 \cdot g^2\} = \tau f, 
\] (3.18)
\[
h^1 D_x\{g^2 \cdot g^1\} = \rho f, 
\] (3.19)
\[
g^2 D_x\{h^1 \cdot h^2\} = \mu f, 
\] (3.20)
\[
g^1 D_x\{h^2 \cdot h^1\} = \sigma f, 
\] (3.21)
\[
D_x^2\{f \cdot f\} = 2(g^1 h^1 + g^2 h^2), 
\] (3.22)
where \( \tau, \rho, \mu, \) and \( \sigma \) are auxiliary functions of \((x,t) \in \mathbb{R}^2\).
3.1.1 One-soliton solutions of the multi-NLS system for \( N = 2 \)

Use the following expansion in the Hirota bilinear form (3.9)-(3.13):

\[
\begin{align*}
g^1 &= \varepsilon g_1^1 + \varepsilon^3 g_3^1, \quad g^2 = \varepsilon g_1^2 + \varepsilon^3 g_3^2, \quad h^1 = \varepsilon h_1^1 + \varepsilon^3 h_3^1, \\
h^2 &= \varepsilon h_1^2 + \varepsilon^3 h_3^2, \quad f = 1 + \varepsilon^2 f_2 + \varepsilon^4 f_4,
\end{align*}
\]

where

\[
\begin{align*}
g^1 &= e^{\theta_1}, \quad g^2 = e^{\theta_2}, \quad h^1 = e^{\theta_3}, \quad h^2 = e^{\theta_4}
\end{align*}
\]

for \( \theta_j = k_j x + \omega_j t + \delta_j, \ j = 1, 2, 3, 4 \). We make the coefficients of \( \varepsilon^m, \ m = 1, 2, \cdots, 8 \) vanish.

The coefficients of \( \varepsilon \) give the dispersion relations

\[
\omega_1 = -\frac{1}{c\alpha} k_1^2, \quad \omega_2 = -\frac{1}{c\alpha} k_2^2, \quad \omega_3 = \frac{1}{c\alpha} k_3^2, \quad \omega_4 = \frac{1}{c\alpha} k_4^2.
\]

(3.26)

From the coefficient of \( \varepsilon^2 \) we get

\[
f_2 = \left[ \frac{e^{\theta_1 + \theta_3}}{(k_1 + k_3)^2} + \frac{e^{\theta_2 + \theta_4}}{(k_2 + k_4)^2} \right].
\]

(3.27)

The coefficients of \( \varepsilon^3 \) give

\[
\begin{align*}
g_3^1 &= \gamma_1 e^{\theta_1 + \theta_3 + \theta_4}, \quad g_3^2 = \gamma_2 e^{\theta_1 + \theta_2 + \theta_3}, \\
h_3^1 &= \gamma_3 e^{\theta_2 + \theta_3 + \theta_4}, \quad h_3^2 = \gamma_4 e^{\theta_1 + \theta_3 + \theta_4}
\end{align*}
\]

(3.28)

where

\[
\begin{align*}
\gamma_1 &= \frac{(k_1 - k_2)}{(k_1 + k_4)(k_2 + k_3)^2}, \quad \gamma_2 = -\frac{(k_1 - k_2)}{(k_2 + k_3)(k_1 + k_3)^2}, \\
\gamma_3 &= \frac{(k_3 - k_4)}{(k_2 + k_3)(k_2 + k_4)^2}, \quad \gamma_4 = -\frac{(k_3 - k_4)}{(k_1 + k_4)(k_1 + k_3)^2}.
\end{align*}
\]

(3.30)

(3.31)

From the coefficient of \( \varepsilon^4 \) we obtain the function \( f_4 \) as

\[
f_4 = M e^{\theta_1 + \theta_2 + \theta_3 + \theta_4},
\]

(3.32)

where

\[
M = \frac{(k_1 - k_2)(k_3 - k_4)}{(k_1 + k_4)(k_2 + k_3)(k_1 + k_3)^2(k_2 + k_4)^2}.
\]

(3.33)

The coefficients of \( \varepsilon^5, \varepsilon^6, \varepsilon^7, \) and \( \varepsilon^8 \) vanish directly. Without loss of generality take \( \varepsilon = 1 \). Hence one-soliton solution of the multi-NLS system (2.1) and (2.2) for \( N = 2 \) is given by
From the coefficient of \( \varepsilon \) we obtain the function \( f_4 \) as

\[
f_4 = M_1^1 + \tau_3 + \sigma_3 + \varepsilon^4,
\]

where the functions \( \gamma_j, j = 1, 2, 3, 4 \) are the same as in (3.26). From the coefficient of \( \varepsilon^4 \) we obtain the function \( f_4 \) as

\[
f_4 = M_1^1 + \tau_3 + \sigma_3 + \varepsilon^4,
\]

for \( \theta_j = k_j x + \omega_j t + \delta_j, j = 1, 2, 3, 4 \) satisfying the dispersion relations (3.26).

3.1.2 One-soliton solutions of the multi-MKdV system for \( N = 2 \)

Use the following expansion in the Hirota bilinear form (3.14)-(3.22);

\[
g^1 = \varepsilon g_1^1 + \varepsilon^3 g_3^3, \quad g^1 = \varepsilon g_1^1 + \varepsilon^3 g_3^1, \quad h^1 = \varepsilon h_1^1 + \varepsilon^3 h_3^1, \quad h^2 = \varepsilon h_1^2 + \varepsilon^3 h_3^2,
\]

\[
f = 1 + \varepsilon^2 f_2 + \varepsilon^4 f_4, \quad \tau = \varepsilon^3 \tau_3 + \varepsilon^5 \tau_5, \quad \rho = \varepsilon^3 \rho_3 + \varepsilon^5 \rho_5, \quad \mu = \varepsilon^3 \mu_3 + \varepsilon^5 \mu_5, \quad \sigma = \varepsilon^3 \sigma_3 + \varepsilon^5 \sigma_5.
\]

where

\[
g^1 = \varepsilon^1, \quad g^2 = \varepsilon^2, \quad h^1 = \varepsilon^3, \quad h^2 = \varepsilon^4
\]

for \( \theta_j = k_j x + \omega_j t + \delta_j, j = 1, 2, 3, 4 \). We make the coefficients of \( \varepsilon^m, m = 1, 2, \cdots, 9 \) vanish. The coefficients of \( \varepsilon \) give the dispersion relations

\[
\omega_j = \frac{1}{c a^2 k_j^3}, \quad j = 1, 2, 3, 4.
\]

From the coefficient of \( \varepsilon^2 \) we get

\[
f_2 = \left[ \frac{\varepsilon^{\theta_1 + \theta_4}}{(k_1 + k_3)^2} + \frac{\varepsilon^{\theta_1 + \theta_4}}{(k_2 + k_4)^2} \right].
\]

The coefficients of \( \varepsilon^3 \) give

\[
g_3^1 = \gamma_{1} \varepsilon^{\theta_1 + \theta_2 + \theta_4}, \quad g_3^2 = \gamma_{2} \varepsilon^{\theta_1 + \theta_2 + \theta_4},
\]

\[
h_3^1 = \gamma_{3} \varepsilon^{\theta_3 + \theta_5 + \theta_4}, \quad h_3^2 = \gamma_{4} \varepsilon^{\theta_1 + \theta_3 + \theta_4},
\]

\[
\tau_3 = (k_1 - k_2) \varepsilon^{\theta_1 + \theta_2 + \theta_4}, \quad \rho_3 = (k_1 - k_2) \varepsilon^{\theta_1 + \theta_2 + \theta_4},
\]

\[
\mu_3 = (k_3 - k_4) \varepsilon^{\theta_2 + \theta_4 + \theta_4}, \quad \sigma_3 = (k_3 - k_4) \varepsilon^{\theta_4 + \theta_3 + \theta_4},
\]

where the functions \( \gamma_j, j = 1, 2, 3, 4 \) are the same as in (3.30). From the coefficient of \( \varepsilon^4 \) we obtain the function \( f_4 \) as

\[
f_4 = M_1^1 + \tau_3 + \sigma_3 + \varepsilon^4,
\]
where $M$ is same with $(3.33)$. The coefficients of $\varepsilon^5$ give the functions $\tau_5, \rho_5, \mu_5,$ and $\sigma_5$ as

$$\tau_5 = -\frac{(k_1 - k_2)(k_3 - k_4)}{(k_1 + k_4)(k_1 + k_3)^2} e^{2\theta_1 + \theta_2 + \theta_3 + \theta_4}, \quad \rho_5 = \frac{(k_1 - k_2)(k_3 - k_4)}{(k_2 + k_4)(k_2 + k_3)^2} e^{\theta_1 + 2\theta_2 + \theta_3 + \theta_4},$$

$$(3.49)$$

$$\mu_5 = -\frac{(k_1 - k_2)(k_3 - k_4)}{(k_2 + k_3)(k_1 + k_3)^2} e^{\theta_1 + \theta_2 + 2\theta_3 + \theta_4}, \quad \sigma_5 = \frac{(k_1 - k_2)(k_3 - k_4)}{(k_1 + k_4)(k_2 + k_4)^2} e^{\theta_1 + \theta_2 + \theta_3 + 2\theta_4}.$$  

$$(3.50)$$

The coefficients of $\varepsilon^6, \varepsilon^7, \varepsilon^8,$ and $\varepsilon^9$ vanish directly. Take $\varepsilon = 1$. Hence one-soliton solution of the multi-MKdV system for $N = 2$ is exactly same with the multi-NLS system for $N = 2$ except the dispersion relations $(3.42)$ as in the case of coupled NLS and MKdV systems for $N = 1$ given in [20].

Here we have given only one-soliton solutions of multi-NLS and multi-KdV systems by using the Hirota method. We indeed have two-soliton solutions of these systems of equations but due to their lengths we are not presenting them here.

4 Reductions

For a given integrable system of nonlinear evolution equations we have mainly two kinds of reductions; local and nonlocal reductions. The reduced equations are also integrable and admit soliton solutions when the reductions are done consistently.

4.1 Local reductions

There are various kinds of reductions for the multi-component AKNS system. We shall discuss the reductions of this system when $N = 2$. For $N = 2$ the multi-NLS system is given by

$$c \begin{pmatrix} p^1 \\ p^2 \\ q^1 \\ q^2 \end{pmatrix}_t = \mathcal{R}_2^n \begin{pmatrix} p^1 \\ p^2 \\ q^1 \\ q^2 \end{pmatrix}_x.  \tag{4.1}$$

If we let $n = 1, p_1 = q, p_2 = p, q_1 = r, q_2 = s$ we get the following four-component NLS system [47]

$$c \alpha q_t + q_{xx} + 2Qq = 0, \tag{4.2}$$

$$c \alpha p_t + p_{xx} + 2Qp = 0, \tag{4.3}$$

$$c \alpha r_t - r_{xx} - 2Qr = 0, \tag{4.4}$$

$$c \alpha s_t - s_{xx} - 2Qs = 0, \tag{4.5}$$

where $Q = qr + ps$. 

9
Furthermore the multi-MKdV system is given by
\begin{align}
  c\alpha^2 q_t &= q_{xxx} + 3Qq_x + 3[q_xr + p_x s]q, \quad (4.6) \\
  c\alpha^2 p_t &= p_{xxx} + 3Qp_x + 3[q_xr + p_x s]p, \quad (4.7) \\
  c\alpha^2 r_t &= r_{xxx} + 3Qr_x + 3[r_xq + s_xp]r, \quad (4.8) \\
  c\alpha^2 s_t &= s_{xxx} + 3Qs_x + 3[r_xq + s_xp]s. \quad (4.9)
\end{align}

We obtain several new integrable systems of equations from the above systems by employing local and nonlocal reductions. The local reductions are of four kinds.

1) \( p = \rho_1 q, \ s = \rho_2 r \), where \( \rho_1, \rho_2 \) are arbitrary constants.

Then the multi-NLS system (4.2)-(4.5) reduces to
\begin{align}
  c\alpha q_t + q_{xx} + 2 \tilde{Q} q &= 0, \quad (4.10) \\
  c\alpha r_t - r_{xx} - 2 \tilde{Q} r &= 0, \quad (4.11)
\end{align}

where \( \tilde{Q} = (1 + \rho_1 \rho_2)q r \). By choosing \( \rho_1 \rho_2 = -1 \) the above system decouples and reduces to linear heat equations. Indeed such a limit exists for any \( N \). Similarly with the same reduction, the multi-MKdV system (4.6)-(4.9) reduces to
\begin{align}
  c\alpha^2 q_t - q_{xxx} - 3 \tilde{Q} q_x - 3 \rho q_x q r &= 0, \quad (4.12) \\
  c\alpha^2 r_t - r_{xxx} - 3 \tilde{Q} r_x - 3 \rho r_x q r &= 0, \quad (4.13)
\end{align}

where \( \rho = 1 + \rho_1 \rho_2 \). With the special case \( \rho_1 \rho_2 = -1 \), multi-MKdV system reduces to two decoupled linear third order differential equations. If \( r = \ell q \), for \( \ell \) constant, then the above system reduces to a MKdV equation for \( q \). If \( r \) is taken to be a constant then the above system of equations reduces to the KdV equation.

2) For the multi-MKdV system (4.6)-(4.9) we have a case \( s = 0 \) and \( r = r_0 \) constant, where this system reduces to the following KdV system of equations:
\begin{align}
  c\alpha^2 q_t - q_{xxx} - 6r_0 q q_x &= 0, \quad (4.14) \\
  c\alpha^2 p_t - p_{xxx} - 3r_0 (qp_x + q_x p) &= 0. \quad (4.15)
\end{align}

Such a KdV system has been discussed before [5].

3) \( p = \rho_1 \bar{q}, \ s = \rho_2 \bar{r} \), where \( \rho_1, \rho_2 \) are arbitrary constants. Here bar notation stands for complex conjugation.

Under this reduction, the multi-NLS system (4.2)-(4.5) reduces consistently to
\begin{align}
  c\alpha q_t + q_{xx} + 2(qr + \rho_1 \rho_2 \bar{q} \bar{r}) q &= 0, \quad (4.16) \\
  c\alpha r_t - r_{xx} - 2(qr + \rho_1 \rho_2 \bar{q} \bar{r}) r &= 0, \quad (4.17)
\end{align}
if \( c = \bar{c} \) and \( \rho_1 \rho_2 = 1 \). With the same conditions the multi-MKdV system (4.6)-(4.9) reduces to

\[
\begin{align*}
\alpha^2 q_t - q_{xxx} - 3(qr + \rho_1 \rho_2 \bar{q} \bar{r})q_x - 3(q_x r + \rho_1 \rho_2 \bar{q} \bar{r})q &= 0, \\
\alpha^2 r_t - r_{xxx} - 3(qr + \rho_1 \rho_2 \bar{q} \bar{r})r_x - 3(r_x q + \rho_1 \rho_2 \bar{q} \bar{r})r &= 0.
\end{align*}
\]

4) \( r = \rho_1 \bar{q}, s = \rho_2 \bar{p} \), where \( \rho_1, \rho_2 \) are arbitrary constants.

Here the multi-NLS system (4.2)-(4.5) reduces to

\[
\begin{align*}
\alpha q_t + q_{xx} + 2(q_1 \bar{q} \bar{q} + \rho_2 \bar{p} \bar{p})q &= 0, & (4.18) \\
\alpha p_t + p_{xx} + 2(q_1 \bar{q} \bar{q} + \rho_2 \bar{p} \bar{p})p &= 0, & (4.19)
\end{align*}
\]

consistently if \( c = -\bar{c} \) and \( \rho_1 = \bar{\rho}_1, \rho_2 = \bar{\rho}_2 \). By the same reduction the multi-MKdV system (4.6)-(4.9) reduces consistently to

\[
\begin{align*}
\alpha^2 q_t - q_{xxx} - 3(q_1 \bar{q} \bar{q} + \rho_2 \bar{p} \bar{p})q_x - 3(q_1 \bar{q} \bar{q} + \rho_2 \bar{p} \bar{p})q &= 0, \\
\alpha^2 p_t - p_{xxx} - 3(q_1 \bar{q} \bar{q} + \rho_2 \bar{p} \bar{p})p_x - 3(q_1 \bar{q} \bar{q} + \rho_2 \bar{p} \bar{p})p &= 0,
\end{align*}
\]

under the conditions \( c = \bar{c} \) and \( \rho_1 = \bar{\rho}_1, \rho_2 = \bar{\rho}_2 \) hold.

### 4.2 Nonlocal reductions

Similar to local reductions we shall discuss the nonlocal reductions also in the case of \( N = 2 \). What we mention in this special case can be easily extended to all \( N \).

1) \( p(x,t) = \rho_1 q(\epsilon_1 x, \epsilon_2 t) \) and \( s(x,t) = \rho_2 r(\epsilon_1 x, \epsilon_2 t) \), where \( \rho_1, \rho_2 \) are arbitrary constants and \( \epsilon_1^2 = \epsilon_2^2 = 1 \). Then the reduced nonlocal equations are

**Multi-NLS system**:

\[
\begin{align*}
\alpha q_t(x,t) + q_{xx}(x,t) + 2Q^e q(x,t) &= 0, & (4.20) \\
\alpha r_t(x,t) - r_{xx}(x,t) - 2Q^e r(x,t) &= 0, & (4.21)
\end{align*}
\]

where \( Q^e = q(x,t)r(x,t) + \rho_1 \rho_2 q(\epsilon_1 x, \epsilon_2 t)r(\epsilon_1 x, \epsilon_2 t) \). For consistency we have \( \rho_1 \rho_2 = 1 \) and \( (\epsilon_1, \epsilon_2) = (\pm 1, 1) \). The case \( (\epsilon_1, \epsilon_2) = (1, 1) \) corresponds to a local reduced multi-NLS system.

**Multi-MKdV system**:

\[
\begin{align*}
\alpha^2 q_t(x,t) - q_{xxx}(x,t) - 3Q^e q_x(x,t) - 3q_x r(x,t) + \rho_1 \rho_2 q_x(x,t) r(\epsilon_1 x, \epsilon_2 t) q(x,t) &= 0, \\
\alpha^2 r_t(x,t) - r_{xxx}(x,t) - 3Q^e r_x(x,t) - 3r_x q(x,t) + \rho_1 \rho_2 r_x(x,t) q(\epsilon_1 x, \epsilon_2 t) r(x,t) &= 0,
\end{align*}
\]

where \( Q^e = q(x,t)r(x,t) + \rho_1 \rho_2 q(\epsilon_1 x, \epsilon_2 t)r(\epsilon_1 x, \epsilon_2 t) \). For consistency we have \( \rho_1 \rho_2 = 1 \) and \( \epsilon_1 \epsilon_2 = 1 \).
2) \( p(x, t) = \rho_1 \tilde{q}(\epsilon_1 x, \epsilon_2 t) \) and \( s(x, t) = \rho_2 \tilde{r}(\epsilon_1 x, \epsilon_2 t) \), where \( \rho_1, \rho_2 \) are arbitrary constants and \( \epsilon_1^2 = \epsilon_2^2 = 1 \).

By this nonlocal reduction the multi-NLS system \((4.2)-(4.5)\) reduces to

\[
\begin{align*}
\text{co}_q q_t(x, t) + q_{xx}(x, t) + 2{\tilde{Q}^c} q(x, t) &= 0, \\
\text{co}_r r_t(x, t) - r_{xx}(x, t) - 2{\tilde{Q}^c} r(x, t) &= 0,
\end{align*}
\]

where \( {\tilde{Q}^c} = q(x, t)r(x, t) + \rho_1 \rho_2 \tilde{q}(\epsilon_1 x, \epsilon_2 t) \tilde{r}(\epsilon_1 x, \epsilon_2 t) \). Here for consistency we must have \( \rho_1 \rho_2 = 1 \) and \( c = \bar{c}\epsilon_2 \).

The reduced nonlocal multi-MKdV system is

\[
\begin{align*}
\text{co}^2 q_t(x, t) - q_{xxx}(x, t) - 3{\tilde{Q}^c} q_t(x, t) - 3[\rho_1 q_t(x, t)r(x, t) + \rho_1 \rho_2 q_x(\epsilon_1 x, \epsilon_2 t) \tilde{r}(\epsilon_1 x, \epsilon_2 t)]q(x, t) &= 0, \\
\text{co}^2 r_t(x, t) - r_{xxx}(x, t) - 3{\tilde{Q}^c} r_x(x, t) - 3[r_x(x, t)q(x, t) + \rho_1 \rho_2 r_x(\epsilon_1 x, \epsilon_2 t) \tilde{q}(\epsilon_1 x, \epsilon_2 t)]r(x, t) &= 0,
\end{align*}
\]

where \( {\tilde{Q}^c} = q(x, t)r(x, t) + \rho_1 \rho_2 \tilde{q}(\epsilon_1 x, \epsilon_2 t) \tilde{r}(\epsilon_1 x, \epsilon_2 t) \), \( \rho_1 \rho_2 = 1 \), and \( c = \bar{c}\epsilon_1 \epsilon_2 \).

3) \( r(x, t) = \rho_1 q(\epsilon_1 x, \epsilon_2 t) \) and \( s(x, t) = \rho_2 p(\epsilon_1 x, \epsilon_2 t) \), where \( \rho_1, \rho_2 \) are arbitrary constants and \( \epsilon_1^2 = \epsilon_2^2 = 1 \).

Under this nonlocal reduction the multi-NLS system \((4.2)-(4.5)\) consistently reduces to

\[
\begin{align*}
\text{co} q_t(x, t) + q_{xx}(x, t) + 2(\rho_1 q(x, t)q(\epsilon_1 x, \epsilon_2 t) + \rho_2 p(x, t)p(\epsilon_1 x, \epsilon_2 t))q(x, t) &= 0, \\
\text{co} r_t(x, t) + r_{xx}(x, t) + 2(\rho_1 q(x, t)r(\epsilon_1 x, \epsilon_2 t) + \rho_2 p(x, t)p(\epsilon_1 x, \epsilon_2 t))r(x, t) &= 0,
\end{align*}
\]

if \( \epsilon_2 = -1 \). By the same reduction the multi-MKdV system \((4.6)-(4.9)\) reduces consistently to

\[
\begin{align*}
\text{co}^2 q_t(x, t) - q_{xxx}(x, t) - 3W^c q_t(x, t) - 3[p_1 q_t(x, t)q(\epsilon_1 x, \epsilon_2 t) + \rho_2 p_x(\epsilon_1 x, \epsilon_2 t)p(\epsilon_1 x, \epsilon_2 t)]q(x, t) &= 0, \\
\text{co}^2 p_t(x, t) - p_{xxx}(x, t) - 3W^c p_x(x, t) - 3[r_x(x, t)q(x, t) + \rho_2 p_x(\epsilon_1 x, \epsilon_2 t)p(\epsilon_1 x, \epsilon_2 t)]p(x, t) &= 0,
\end{align*}
\]

where \( W^c = \rho_1 q(x, t)q(\epsilon_1 x, \epsilon_2 t) + \rho_2 p(x, t)p(\epsilon_1 x, \epsilon_2 t) \) and \( \epsilon_1 \epsilon_2 = 1 \).

4) \( r(x, t) = \rho_1 \tilde{q}(\epsilon_1 x, \epsilon_2 t) \) and \( s(x, t) = \rho_2 \tilde{p}(\epsilon_1 x, \epsilon_2 t) \), where \( \rho_1, \rho_2 \) are arbitrary constants and \( \epsilon_1^2 = \epsilon_2^2 = 1 \).

When we use this reduction the multi-NLS system \((4.2)-(4.5)\) consistently reduces to

\[
\begin{align*}
\text{co} q_t(x, t) + q_{xx}(x, t) + 2(p_1 q_t(x, t)q(\epsilon_1 x, \epsilon_2 t) + \rho_2 p(x, t)p(\epsilon_1 x, \epsilon_2 t))q(x, t) &= 0, \\
\text{co} p_t(x, t) + p_{xx}(x, t) + 2(p_1 q_t(x, t)q(\epsilon_1 x, \epsilon_2 t) + \rho_2 p(x, t)p(\epsilon_1 x, \epsilon_2 t))p(x, t) &= 0,
\end{align*}
\]

if \( c = -\bar{c}\epsilon_2 \), \( \rho_1 = \bar{\rho}_1 \), and \( \rho_2 = \bar{\rho}_2 \). In [52], Ma et al. studied the case when \( (\epsilon_1, \epsilon_2) = (-1, 1) \) and gave soliton solutions of this coupled nonlocal NLS system by the help of inverse scattering method.

Under the same reduction the multi-MKdV system \((4.6)-(4.9)\) reduces to

\[
\begin{align*}
\text{co}^2 q_t(x, t) - q_{xxx}(x, t) - 3\tilde{W}^c q_t(x, t) - 3[p_1 q_t(x, t)q(\epsilon_1 x, \epsilon_2 t) + \rho_2 p_x(\epsilon_1 x, \epsilon_2 t)p(\epsilon_1 x, \epsilon_2 t)]q(x, t) &= 0, \\
\text{co}^2 p_t(x, t) - p_{xxx}(x, t) - 3\tilde{W}^c p_x(x, t) - 3[r_x(x, t)q(x, t) + \rho_2 p_x(\epsilon_1 x, \epsilon_2 t)p(\epsilon_1 x, \epsilon_2 t)]p(x, t) &= 0,
\end{align*}
\]

where \( \tilde{W}^c = \rho_1 q(x, t)q(\epsilon_1 x, \epsilon_2 t) + \rho_2 p(x, t)p(\epsilon_1 x, \epsilon_2 t) \), \( c = \bar{c}\epsilon_1 \epsilon_2 \), \( \rho_1 = \bar{\rho}_1 \), and \( \rho_2 = \bar{\rho}_2 \).
4.3 Soliton solutions of the reduced multi-component AKNS equations

To obtain soliton solutions of the reduced multi-component AKNS equations we do not need to construct new Hirota bilinear forms or use another known techniques. For this purpose we need only the soliton solutions of the original equations and the related constraint equations. To illustrate our approach we shall focus on multi-NLS system and its two reductions (4.10), (4.11) and (4.20), (4.21).

i) Soliton solutions of the reduced equations (4.10), (4.11).

One-soliton solutions of the original multi-NLS equations (4.2)-(4.5) are given in (3.34)-(3.37) and the constraint equations are \( p = \rho_1 q, s = \rho_2 r \). Recall that we have taken \( p_1 = q, p_2 = p, q_1 = r, q_2 = s \), previously. The reduction equations put conditions on the parameters of the soliton solutions of the original multi-NLS equations. By Type 1 approach \([11], [17], [23]\) that is based on equating numerators and denominators separately, we obtain that in order that the soliton solutions (3.34)-(3.37) of the original multi-NLS (4.2)-(4.5) to satisfy the reduced equations (4.10), (4.11) the parameters must satisfy the following conditions:

\[
\begin{align*}
    k_2 &= k_1, & k_4 &= k_3, & e^{\delta_2} &= \rho_1 e^{\delta_1}, & e^{\delta_4} &= \rho_2 e^{\delta_3}; \\
    \omega_2 &= \omega_1, & \omega_4 &= \omega_3, & \gamma_j &= 0 & \text{for } j = 1, 2, 3, 4, & M = 0, & \text{and hence one-soliton solutions of the reduced local equations (4.10), (4.11) are given by} \\
    q &= \frac{1}{2} e^{\phi - \delta} \text{sech}(\psi), \\
    r &= \frac{1}{2} e^{-\phi - \delta} \text{sech}(\psi),
\end{align*}
\]

yielding \( \omega_2 = \omega_1, \omega_4 = \omega_3, \gamma_j = 0 \) for \( j = 1, 2, 3, 4, M = 0 \), and hence one-soliton solutions of the reduced local equations (4.10), (4.11) are given by

\[
q = \frac{1}{2} e^{\phi - \delta} \text{sech}(\psi), \quad r = \frac{1}{2} e^{-\phi - \delta} \text{sech}(\psi), \quad \text{where } \phi = \frac{(k_1 - k_3)}{2} x + \frac{(\omega_1 - \omega_3)}{2} t + \frac{(\delta_1 - \delta_3)}{2} \text{ and } \psi = \frac{(k_1 + k_3)}{2} x + \frac{(\omega_1 + \omega_3)}{2} t + \frac{(\delta_1 + \delta_3)}{2} + \delta \text{ for } \delta = \ln \left| \frac{\sqrt{2} \rho_1 \rho_2}{k_1 + k_3} \right|.
\]

ii) Soliton solutions of the reduced equations (4.20), (4.21).

Using the above prescription we find the following constraints to be satisfied by the parameters of one-soliton solution (3.34)-(3.37):

\[
\begin{align*}
    k_2 &= -k_1, & k_4 &= -k_3, & e^{\delta_2} &= \rho_1 e^{\delta_1}, & e^{\delta_4} &= \rho_2 e^{\delta_3}; \\
    \omega_2 &= \omega_1, & \omega_4 &= \omega_3, & \gamma_2 &= \gamma_1, & \gamma_4 &= \gamma_3. \quad \text{Recall that here we have } \rho_1 \rho_2 = 1. \text{ Hence one-soliton solutions of the reduced nonlocal system (4.20), (4.21) for } (\epsilon_1, \epsilon_2) = (-1, 1) \text{ are given by}
\end{align*}
\]

\[
\begin{align*}
    q &= \frac{e^{k_1 x + \omega_1 t + \delta_1} + \tilde{\gamma}_1 e^{-k_1 x + (2\omega_1 + \omega_3) t + 2\delta_1 + \delta_3}}{1 + \frac{2e^{(\omega_1 + \omega_3) t + \delta_1 + \delta_3}}{(k_1 + k_3)^2} \cosh((k_1 + k_3) x) + \tilde{M} e^{2(\omega_1 + \omega_3) t + 2(\delta_1 + \delta_3)}}, \\
    r &= \frac{e^{k_3 x + \omega_3 t + \delta_3} + \tilde{\gamma}_3 e^{-k_3 x + (\omega_1 + 2\omega_3) t + \delta_1 + 2\delta_3}}{1 + \frac{2e^{(\omega_1 + \omega_3) t + \delta_1 + \delta_3}}{(k_1 + k_3)^2} \cosh((k_1 + k_3) x) + \tilde{M} e^{2(\omega_1 + \omega_3) t + 2(\delta_1 + \delta_3)}},
\end{align*}
\]
where
\[
\tilde{\gamma}_1 = \frac{2k_1}{(k_1 - k_3)(k_1 + k_3)^2}, \quad \tilde{\gamma}_3 = -\frac{2k_3}{(k_1 - k_3)(k_1 + k_3)^2}, \quad \tilde{M} = -\frac{4k_1k_3}{(k_1 - k_3)^2(k_1 + k_3)^4}.
\] (4.28)

The approach outlined above is applicable also to all kinds of other reduced equations to find any multiple soliton solutions.

### 4.4 Integrability of the reduced equations

Let a system of evolutionary type of equations for the vectorial functions \(u\) and \(v\) be given by
\[
cu_t = F(u, v, u_x, v_x, \ldots, u_n, v_n), \quad (4.29)
\]
\[
cv_t = G(u, v, u_x, v_x, \ldots, u_n, v_n), \quad (4.30)
\]
be integrable. Here \(c\) is an arbitrary constant. Then there exist two operators \(R\) and \(K^*\) satisfying
\[
R_t = R K^* - K^* R \quad (4.31)
\]
where \(R\) is the recursion operator and \(K^*\) is given by
\[
K^* = \begin{bmatrix} \delta_u F & \delta_u G \\ \delta_v F & \delta_v G \end{bmatrix} \quad (4.32)
\]
where \(\delta_u F\) and \(\delta_v G\) are Fréchet derivatives of \(F\) and \(G\) in the directions of \(u\) and \(v\), respectively.

All integrable hierarchies of the systems are given by
\[
cU_t = R^n U_x, \quad n = 1, 2, \ldots \quad (4.33)
\]
where \(U = (u, v)^T\) and \(c\) is an arbitrary constant. Let \(v = ku(\epsilon_1 t, \epsilon_2 x)\) be a consistent reduction (local or nonlocal) of system (4.29), (4.30), i.e. the equation (4.30) is not independent anymore, it can be obtained from the equation (4.29). Here \(\epsilon_1^2 = \epsilon_2^2 = 1\) and \(k\) is a constant. If the reduction is done in a consistent way the reduced system of equations is also integrable [17]. This means that the reduced system admits a recursion operator and bi-Hamiltonian structure and the reduced system has \(N\)-soliton solutions. The inverse scattering method (ISM) can also be applied. Ablowitz and Musslimani have first found the nonlocal NLS equation from the coupled AKNS equations and solved it by ISM [5]-[7]. Recursion operator of the reduced system is \(R_\epsilon\) which is obtained from recursion operator \(R\) of the system by using the reduction. Then the integrable hierarchy of the reduced system is given by
\[
cU'_t = R^n_\epsilon U'_x, \quad n = 1, 2, \ldots \quad (4.34)
\]
where \( U^e = (u(x,t), u(\epsilon_1 x, \epsilon_2 t))^T \). It can be shown that the reduced recursion operator satisfies

\[
\mathcal{R}_{e,t} = \mathcal{R}_{e} \mathcal{K}^*_e - \mathcal{K}^*_e \mathcal{R}_{e},
\]

where \( \mathcal{K}^*_e \) is obtained from \( \mathcal{K}^* \) by using the reduction. The reduced system admits also bi-Hamiltonian structure. The Hamiltonian operators of the reduced system are \( \mathcal{J}_1^e \) and \( \mathcal{J}_2^e \) which are obtained from the Hamiltonian operators \( \mathcal{J}_1 \) and \( \mathcal{J}_2 \) by using the reductions. The recursion operator \( \mathcal{R}_{e} \) of the reduced system is given also as \( \mathcal{R}_{e} = (\mathcal{J}_1^e)^{-1} \mathcal{J}_2^e \). Hence we expect that the Hamiltonian operators \( \mathcal{J}_1 \) and \( \mathcal{J}_2 \) satisfy the Jacobi identities (taking into account of the remarks pointed out by Aich et al. [54]).

Although we studied the integrable reductions and gave examples in [17] we shall consider the hierarchy (2.5) for \( N = 2 \) as an example. The recursion operator for \( N = 2 \) can be explicitly given as

\[
\mathcal{R} = \frac{1}{\pi} \begin{pmatrix}
-\frac{\partial^2 + 2\partial^{-1}\tau + \partial^{-1}\rho^{e}}{2\tau^{-1}\rho^{e}} & -\frac{\partial}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} & -\frac{\partial\rho^{e}}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} \\
\frac{\partial^2 + 2\partial^{-1}\tau + \partial^{-1}\rho^{e}}{2\tau^{-1}\rho^{e}} & -\frac{\partial}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} & -\frac{\partial\rho^{e}}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} \\
\frac{\partial^2 + 2\partial^{-1}\tau + \partial^{-1}\rho^{e}}{2\tau^{-1}\rho^{e}} & -\frac{\partial}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} & -\frac{\partial\rho^{e}}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} \\
\frac{\partial^2 + 2\partial^{-1}\tau + \partial^{-1}\rho^{e}}{2\tau^{-1}\rho^{e}} & -\frac{\partial}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} & -\frac{\partial\rho^{e}}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} \\
\frac{\partial^2 + 2\partial^{-1}\tau + \partial^{-1}\rho^{e}}{2\tau^{-1}\rho^{e}} & -\frac{\partial}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} & -\frac{\partial\rho^{e}}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} \\
\end{pmatrix}. \tag{4.36}
\]

Let us apply the reduction \( p(x,t) = \rho_1 q(\epsilon_1 x, \epsilon_2 t) = \rho_1 q^e \) and \( s(x,t) = \rho_2 r(\epsilon_1 x, \epsilon_2 t) = \rho_2 r^e \) to the hierarchy (2.5) for \( N = 2 \). Recall that for consistency we have \( \rho_1 \rho_2 = 1 \) and \( (\epsilon_1, \epsilon_2) = (\pm 1, 1) \). Then we have

\[
\mathcal{R}_e = \begin{pmatrix}
-\frac{\partial^2 + 2\partial^{-1}\tau + \partial^{-1}\rho^{e}}{2\tau^{-1}\rho^{e}} & -\frac{\partial}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} & -\frac{\partial\rho^{e}}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} \\
\frac{\partial^2 + 2\partial^{-1}\tau + \partial^{-1}\rho^{e}}{2\tau^{-1}\rho^{e}} & -\frac{\partial}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} & -\frac{\partial\rho^{e}}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} \\
\frac{\partial^2 + 2\partial^{-1}\tau + \partial^{-1}\rho^{e}}{2\tau^{-1}\rho^{e}} & -\frac{\partial}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} & -\frac{\partial\rho^{e}}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} \\
\frac{\partial^2 + 2\partial^{-1}\tau + \partial^{-1}\rho^{e}}{2\tau^{-1}\rho^{e}} & -\frac{\partial}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} & -\frac{\partial\rho^{e}}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} \\
\frac{\partial^2 + 2\partial^{-1}\tau + \partial^{-1}\rho^{e}}{2\tau^{-1}\rho^{e}} & -\frac{\partial}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} & -\frac{\partial\rho^{e}}{\rho^{e}} & -\frac{2\partial^{-1}\rho^{e}}{\rho^{e}} \\
\end{pmatrix}. \tag{4.37}
\]

and

\[
\mathcal{K}_e^* = \begin{pmatrix}
-\frac{\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{2\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{2\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} \\
-\frac{\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{2\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{2\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} \\
-\frac{\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{2\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{2\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} \\
-\frac{\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{2\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{2\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} \\
-\frac{\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{2\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} & -\frac{2\partial^2 + 4\partial r + 2\partial r^e}{2\rho^{2}} \\
\end{pmatrix}. \tag{4.38}
\]

We take t-derivative of the operator (4.37) and use

\[
q_t = \frac{1}{\alpha}[-q_{xx} - 2(qr + qr^e)q],
\]

\[
q_t^e = \frac{1}{\alpha}[-q_{xx}^e - 2(qr + qr^e)q^e],
\]

\[
r_t = \frac{1}{\alpha}[r_{xx} + 2(qr + qr^e)r],
\]

\[
r_t^e = \frac{1}{\alpha}[r_{xx}^e + 2(qr + qr^e)r^e].
\]

It is straightforward to see that the condition (4.35) is satisfied by the operators \( \mathcal{K}_e^* \) and \( \mathcal{R}_e \). This proves that \( \mathcal{R}_e \) is the recursion operator of the reduced system above. The only restriction comes on \( \rho_1 \) and \( \rho_2 \) as \( \rho_1 = \rho_2 = 1 \).
5 Negative multi-AKNS system

We can easily obtain the negative hierarchy of the integrable system of equations if they admit a recursion operator [45], [46], [53]. By using this approach negative hierarchy of any integrable system of equations is obtained from the following equations:

\[ \mathcal{R}_N(U_t) - a \mathcal{R}_N(U_x) = bU_y, \quad n = 0, 1, 2, \ldots, \] (5.1)

for arbitrary constants \( a, b \). Here \( \mathcal{R}_N \) is the recursion operator and \( U = (p, q)^T \).

For \( n = 0 \) we have

\[
\begin{align*}
(R_1)_j^i \; p_j^i + (R_2)_j^i \; q_j^i &= ap^i_x + bp^i_y, \quad (5.2) \\
(R_3)_j^i \; p_j^i + (R_4)_j^i \; q_j^i &= aq^i_x + bq^i_y, \quad (5.3)
\end{align*}
\]

for \( i = 1, \ldots, N, \) or equivalently

\[
\begin{align*}
-\frac{1}{\alpha} (p^i_{xt} + p^i \partial^{-1}(p^i q^k)t) + p^i \partial^{-1}(p^i q^k) = ap^i_x + bp^i_y, \quad (5.4) \\
\frac{1}{\alpha} (q^i_{xt} + q^i \partial^{-1}(q^i k)t) + q^i \partial^{-1}(q^i k) = aq^i_x + bq^i_y. \quad (5.5)
\end{align*}
\]

For instance if we consider \( N = 2 \) we get explicitly

\[
\begin{align*}
-\frac{1}{\alpha} [p^1_{xt} + 2p^1 \partial^{-1}(p^1 q^1_t) + p^1 \partial^{-1}(p^1 q^2_t)] &= ap^1_x + bp^1_y, \quad (5.6) \\
-\frac{1}{\alpha} [p^2_{xt} + 2p^2 \partial^{-1}(p^2 q^2_t) + p^2 \partial^{-1}(p^2 q^1_t)] &= ap^2_x + bp^2_y, \quad (5.7) \\
\frac{1}{\alpha} [q^1_{xt} + 2q^1 \partial^{-1}(q^1 q^1_t) + q^1 \partial^{-1}(q^1 q^2_t)] &= aq^1_x + bq^1_y, \quad (5.8) \\
\frac{1}{\alpha} [q^2_{xt} + 2q^2 \partial^{-1}(q^2 q^2_t) + q^2 \partial^{-1}(q^2 q^1_t)] &= aq^2_x + bq^2_y. \quad (5.9)
\end{align*}
\]

For \( n = 1 \) we have

\[
\begin{align*}
(R_1)_j^i \; (p^i_j - ap^i_x) + (R_2)_j^i \; (q^i_j - aq^i_x) &= bp^i_y, \quad (5.10) \\
(R_3)_j^i \; (p^i_j - ap^i_x) + (R_4)_j^i \; (q^i_j - aq^i_x) &= bq^i_y, \quad (5.11)
\end{align*}
\]

for \( i = 1, \ldots, N. \) Particularly, for \( N = 2 \) the above system becomes

\[
\begin{align*}
-\frac{1}{\alpha} [p^1_{xt} + 2p^1 \partial^{-1}(p^1 q^1_t) + p^1 \partial^{-1}(p^1 q^2_t)] &= bp^1_y - \frac{a}{\alpha} [p^1_{xx} + 2(p^1 q^1 + p^2 q^2)p^1], \quad (5.12) \\
\frac{1}{\alpha} [p^2_{xt} + 2p^2 \partial^{-1}(p^2 q^2_t) + p^2 \partial^{-1}(p^2 q^1_t)] &= bp^2_y - \frac{a}{\alpha} [p^2_{xx} + 2(p^1 q^1 + p^2 q^2)p^2], \quad (5.13)
\end{align*}
\]
\[
\frac{1}{\alpha} [q^1_{xt} + 2q^1 \partial^{-1}(p^1 q^1)_t + q^1 \partial^{-1}(p^2 q^2)_t + q^2 \partial^{-1}(p^2 q^1)_t] = bq^1_y + \frac{a}{\alpha} [q^1_{xx} + 2(p^1 q^1 + p^2 q^2)q^1], \quad (5.14)
\]
\[
\frac{1}{\alpha} [q^2_{xt} + 2q^2 \partial^{-1}(p^2 q^2)_t + q^2 \partial^{-1}(p^1 q^1)_t + q^1 \partial^{-1}(p^1 q^2)_t] = bq^2_y + \frac{a}{\alpha} [q^2_{xx} + 2(p^1 q^1 + p^2 q^2)q^2]. \quad (5.15)
\]

For \( n = 2 \) we have
\[
(R_1)_j^1 w^1_1 + (R_2)_j^1 w^1_2 = bq^1_j, \quad (5.16)
\]
\[
(R_3)_j^1 w^1_1 + (R_4)_j^1 w^1_2 = bq^2_j, \quad (5.17)
\]

where
\[
w^1_1 = p^1_i + \frac{1}{\alpha} p^2_{xx} + \frac{2}{\alpha} Q p^1, \quad (5.18)
\]
\[
w^1_2 = q^1_i - \frac{1}{\alpha} q^2_{xx} - \frac{2}{\alpha} Q q^1, \quad (5.19)
\]

with \( Q = q^k p_k \) and \( i = 1, \cdots, N \). For a particular value of \( N \), e.g. \( N = 2 \), the above system turns to be
\[
-\frac{1}{\alpha} [p^1_{xt} + 2p^1 \partial^{-1}(p^1 q^1)_t + p^2 \partial^{-1}(p^1 q^2)_t + p^1 \partial^{-1}(p^2 q^2)_t] = bp^1_y + \frac{a}{\alpha} [p^1_{xxx} + 3(p^1 q^1 + p^2 q^2)p^1_x + 3(p^1 q^1 + p^2 q^2)p^1], \quad (5.20)
\]
\[
-\frac{1}{\alpha} [p^2_{xt} + 2p^2 \partial^{-1}(p^2 q^2)_t + p^1 \partial^{-1}(p^2 q^1)_t + p^2 \partial^{-1}(p^1 q^1)_t] = bp^2_y + \frac{a}{\alpha} [p^2_{xxx} + 3(p^1 q^1 + p^2 q^2)p^2_x + 3(p^1 q^1 + p^2 q^2)p^2], \quad (5.21)
\]
\[
\frac{1}{\alpha} [q^1_{xt} + 2q^1 \partial^{-1}(p^1 q^1)_t + q^1 \partial^{-1}(p^2 q^2)_t + q^2 \partial^{-1}(p^2 q^1)_t] = bq^1_y + \frac{a}{\alpha} [q^1_{xxx} + 3(p^1 q^1 + p^2 q^2)q^1_x + 3(q^1 p^1 + q^2 p^2)q^1], \quad (5.22)
\]
\[
\frac{1}{\alpha} [q^2_{xt} + 2q^2 \partial^{-1}(p^2 q^2)_t + q^2 \partial^{-1}(p^1 q^1)_t + q^1 \partial^{-1}(p^1 q^2)_t] = bq^2_y + \frac{a}{\alpha} [q^2_{xxx} + 3(p^1 q^1 + p^2 q^2)q^2_x + 3(q^1 p^1 + q^2 p^2)q^2]. \quad (5.23)
\]

As we observe from the above expressions, \((2+1)\)-extensions of the multi-AKNS systems are very complicated for all \( n \) and for all \( N \). The Hirota bilinearization and the soliton solutions of these equations will be communicated later.

### 6 Conclusion

We presented the first two members of a multi-component AKNS hierarchy, namely multi-NLS and multi-MKdV systems. We derived Hirota bilinear forms of these systems. We
obtained one-soliton solutions of them for $N = 2$ (four fields). One-soliton solutions of the multi-NLS and multi-MKdV systems for $N = 2$ are the same except the dispersion relations which is a known fact for the soliton solutions of the integrable equations in the same hierarchy [50].

We obtained some new local and nonlocal systems of nonlinear evolutionary partial differential equations by using local and nonlocal reductions of multi-NLS and multi-MKdV equations. We gave a method to find the soliton solutions of the reduced equations from the soliton solutions of the multi-NLS and multi-MKdV equations. We also analyzed the integrability of the reduced equations. We finally constructed $(2 + 1)$-dimensional negative multi-component AKNS hierarchy in general and gave examples for $N = 2$.
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