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Abstract. We give an example of an absolutely continuous measure \( \mu \) on \( \mathbb{R}^d \), for any \( d \geq 1 \), such that no minimizer of the 3-marginal harmonic repulsive cost with all marginals equal to \( \mu \) is supported on a graph over the first variable.

1. Introduction

Let \( \mu_1, \ldots, \mu_N \) be probability measures in \( \mathbb{R}^d \), \( c : (\mathbb{R}^d)^N \to \mathbb{R} \) be a cost function and denote by \( \Gamma(\mu_1, \ldots, \mu_N) \) the set of probability measures \( \gamma \in \mathcal{P}(\mathbb{R}^{dN}) \) having marginals \( \mu_1, \mu_2, \ldots, \mu_N \). We are interested in understanding the structure of the minimizers of the multi-marginal Monge-Kantorovich problem

\[
\inf_{\gamma \in \Gamma(\mu_1, \ldots, \mu_N)} \int_{\mathbb{R}^{dN}} c(x_1, \ldots, x_N) \, d\gamma(x_1, \ldots, x_N).
\]

The problem has been studied recently in the literature for different cost functions \( c \) motivated by problems in economics \([2, 3, 4]\), physics \([7, 8, 11, 13, 18]\) and mathematics \([1, 10, 14, 15]\). We refer to \([16]\) for an extensive discussion on multi-marginal optimal transport and to \([9]\) for an introduction to the topic and for references in the context of optimal transport and density functional theory.

Among the cost functions that are considered in the literature, we concentrate in this paper to the attractive harmonic or Gangbo-Swiech cost \( c_a \) \([1, 10]\) and to the repulsive harmonic cost \( c_w \) \([9, 19]\),

\[
c_a(x_1, \ldots, x_N) = \sum_{i=1}^{N} \sum_{j=i+1}^{N} |x_j - x_i|^2, \quad c_w(x_1, \ldots, x_N) = -\sum_{i=1}^{N} \sum_{j=i+1}^{N} |x_j - x_i|^2.
\]

Although the case \( N = 2 \) is well-understood for a wide class of cost functions depending on the distance, thanks to the celebrated Brenier’s theorem \([5]\), only partial results are currently known for the general case \( N \geq 3 \). In fact, when \( N = 2 \), if \( h : \mathbb{R}^d \to \mathbb{R}^+ \) is a strictly convex function, \( c(x_1, x_2) = h(|x_1 - x_2|) \), and \( \mu_1 \) is absolutely continuous, then the problem \((1.1)\) admits a unique solution \( \gamma = (id, T)_\sharp \mu_1 \), which is concentrated on the graph of a map \( T : \mathbb{R}^d \to \mathbb{R}^d \).

The main theorem of this paper is stated below. For simplicity, we denote by \( \Gamma_N(\mu) \) the set of probability measures in \( \mathbb{R}^{dN} \) with all the \( N \) marginals equal to \( \mu \).
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Theorem 1.1. Given \( d \in \mathbb{N} \) there exists an absolutely continuous measure \( \mu \) in \( \mathbb{R}^d \) with bounded support such that there is no minimizer for the quantity

\[
\min_{\gamma \in \Gamma(\mu)} \int_{\mathbb{R}^d} -|x_1 - x_2|^2 - |x_1 - x_3|^2 - |x_2 - x_3|^2 \, d\gamma(x_1, x_2, x_3)
\]

that is induced by a map from one of the marginals. Moreover, there is a unique symmetric minimizer.

We remark that when \( \mu \) has finite second moments (or bounded support) and \( N = 2 \) the problem (1.1) corresponding to the cost function \( c_{a}(x_1, x_2) = -|x_1 - x_2|^2 \) admits a unique solution \( \gamma = (\text{id}, G)^{\#} \mu \), where \( G \) is the gradient of a concave function. This is a simple consequence of Brenier’s theorem [5].

In [14], A. Moameni and B. Pass gave two general conditions on the cost functions in (1.1) which ensure that any solution must concentrate on either finitely many or countably many graphs. Moreover, the authors exhibit two examples of cost functions and marginals \( \mu_1, \mu_2, \mu_3 \) such that there exists a unique minimizer which is concentrated in two graphs [14, Example 4.2] and [13, Example 4.4].

A few words about the proof of Theorem 1.1: We will first construct a measure \( \mu \) on \( \mathbb{R} \) and after that show the general case \( d \geq 1 \). The measure \( \mu \) will be defined as a sum \( \mu = \mu^1 + \mu^2 \), where the measures \( \mu^1 \) and \( \mu^2 \) overlap so that this forces the optimal couplings to be non-graphical. The support of each measure \( \mu^k \) consists of three connected components that are separated so that any optimal coupling is forced to have one marginal in each of the components. We use mainly two ingredients in the proof: (i) the fact that the support of an optimal transport \( \gamma \) for the repulsive harmonic cost must be contained in the set \( \{ x_1 + \cdots + x_N = k \} \), where \( k \in \mathbb{R}^d \); (ii) The classical 2-marginal Brenier’s theorem [5]. The main ideas are given in the proofs of Theorem 3.5 and Lemma 3.6.

Structure of the paper: In Section 2 we recall the main results regarding the attractive and repulsive harmonic cost. In particular, we show that in the 2-marginal case the Monge-Kantorovich problem (1.1) for both costs coincide under the hypothesis that the measure \( \mu \) has finite second moments. Finally, in the Section 3 we present the main construction of the paper, namely prove the counterexample for the existence of Monge-type solutions in the repulsive harmonic case.

2. Multi-marginal optimal transport for the attractive and repulsive harmonic costs

2.1. The attractive harmonic cost. In [10], W. Gangbo and A. Swiech introduced the multi-marginal optimal transport problem for the attractive harmonic cost (also known as the Gangbo-Swiech cost)

\[
c_{a}(x_1, \ldots, x_N) = \sum_{i=1}^{N} \sum_{j=i+1}^{N} |x_i - x_j|^2,
\]

and showed that the Monge-Kantorovich problem

\[
\min_{\gamma \in \Gamma(\mu_1, \ldots, \mu_N)} \int_{\mathbb{R}^dN} c_{a}(x_1, \ldots, x_N) \, d\gamma(x_1, \ldots, x_N),
\]
admits a unique minimizer $\gamma_{\text{opt}}$ provided that the marginals $\mu_1, \ldots, \mu_N$ have finite second moments and are not concentrated in small sets. Moreover, $\gamma_{\text{opt}}$ is of Monge-type, that is, $\gamma_{\text{opt}} = (\text{id}, T_1, \ldots, T_{N-1})_\sharp \mu_1$, where $T_i : \mathbb{R}^d \to \mathbb{R}^d$ satisfy $T_i^\sharp \mu_1 = \mu_i$, for all $i \in \{1, \ldots, N-1\}$.

For the sake of completeness, we briefly present some heuristics on this result. First, by opening the squares of $c_a(x_1, \ldots, x_N)$, we notice that studying the minimizers of (2.2) is equivalent to studying the problem

$$
\min_{\gamma \in \Pi(\mu_1, \ldots, \mu_N)} \left( \int_{\mathbb{R}^{dN}} \sum_{i=1}^N \sum_{j=i+1}^N x_i \cdot x_j \, d\gamma(x_1, \ldots, x_N) \right).
$$

(2.3)

The main idea in [10] is to write the Kantorovich formulation of (2.3) as

$$
\sup \left\{ \int_{\mathbb{R}^d} u_i(x_i) \, d\mu_i : \sum_{i=1}^N u_i(x_i) \leq \sum_{i=1}^N \sum_{j=i+1}^N x_i \cdot x_j \right\},
$$

(2.4)

and to show that the above supremum is attained by some functions $u_i \in L^1(\mu_i)$. Then, letting $\gamma$ be an optimal transport plan for (2.3), and using the optimality conditions in (2.4), we see that the Kantorovich potentials $u_i$ must satisfy the equality

$$
u_1(x_1) + \cdots + \nu_N(x_N) = \sum_{i=1}^N \sum_{j=i+1}^N x_i \cdot x_j, \text{ on } \text{spt}(\gamma).
$$

(2.5)

Now, applying the operators $\nabla_j$, $j \in \{1, \ldots, N\}$, on both sides of (2.5), one aims at solving the following system of equations

$$
\begin{align*}
\nabla u_1(x_1) &= \sum_{i=2}^N x_i \\
\vdots \\
\nabla u_j(x_j) &= \sum_{i=1, i \neq j}^N x_i \\
\vdots \\
\nabla u_N(x_N) &= \sum_{i=1}^{N-1} x_i \\
\end{align*}
$$

or, equivalently,

$$
\begin{align*}
x_1 + \nabla u_1(x_1) &= \sum_{i=1}^N x_i \\
\vdots \\
x_j + \nabla u_j(x_j) &= \sum_{i=1}^N x_i \\
\vdots \\
x_N + \nabla u_N(x_N) &= \sum_{i=1}^N x_i
\end{align*}
$$

which is handily solvable provided that one can invert $\nabla x_j(|\cdot|^2 + u_j)(x_j)$ for all $j \in \{2, \ldots, N\}$. Indeed, we have that $\nabla x_j(|\cdot|^2 + u_1)(x_1) = \nabla x_j(|\cdot|^2 + u_j)(x_j)$ for all $j \in \{2, \ldots, N\}$. Therefore, $x_j = \nabla x_j^{-1}(\nabla x_1(|\cdot|^2 + u_1)(x_1)) =: T_j(x_1)$. In fact, one can show that the functions $u_i(x_i) + \frac{1}{2}|x_i|^2$ are strictly convex and thus $\nabla x_j\left(\frac{1}{2}|\cdot|^2 + u_j\right)(x_j)$ admits an inverse which is its convex conjugate $\nabla x_j^*$ (see [10], for details).

The above approach leads to the following result by Gangbo-Swiech [10].

**Theorem 2.1** (Gangbo-Swiech, [10]). Let $\mu_1, \ldots, \mu_N$ be non-negative Borel probability measures in $\mathbb{R}^d$ vanishing on $(d-1)$-rectifiable sets and having finite second moments, and let $c_a$ be the attractive harmonic cost (2.1). Then

1. The problem (2.4) admits maximizers $u_i$ which are $\mu_i$-differentiable.
2. There exists a unique minimizer $\gamma_{\text{opt}}$ in (2.2) such that $\gamma_{\text{opt}} = (\text{id}, T_1, \ldots, T_{N-1})_\sharp \mu_1$, where $T_i : \mathbb{R}^d \to \mathbb{R}^d$ are defined by $T_i(x_1) = \nabla x_i^*(\nabla x_1(|\cdot|^2 + u_1)(x_1))$ for $i = 2, \ldots, N$.

Theorem 2.1 was extended by H. Heinrich [12], allowing the inclusion of more general cost functions $c(x_1, \ldots, x_N) = l(x_1 + \cdots + x_N)$ with $l : \mathbb{R}^d \to \mathbb{R}^+$ concave. M. Agueh and G. Carlier [11] remarked that the attractive harmonic cost is equivalent to the so-called barycenter problem.
in multi-marginal optimal transport, which has many applications in inverse problems in imaging sciences. We refer to the survey [16] and the references therein for further applications and extensions of the attractive harmonic cost.

2.2. The repulsive harmonic cost. In this section, we consider cost functions of the type

\[
c_w(x_1, \ldots, x_N) = \sum_{i=1}^{N} \sum_{j=i+1}^{N} -|x_i - x_j|^2,
\]

or, more generally,

\[
c_h(x_1, \ldots, x_N) = h(x_1 + x_2 + \cdots + x_N), \quad \text{where } h : \mathbb{R}^d \to \mathbb{R}^+ \text{ is a convex function.}
\]

Costs in this class are said to be repulsive because optimal transport plans must place points \(x_i\) as far as possible from each other. We show in Subsection 2.3 that in the case where the number of marginals \(N\) is equal to 2, the attractive and repulsive costs are equivalent via Brenier’s theorem. In particular, the Monge-Kantorovich problem associated with the repulsive harmonic cost admits a unique minimizer which is of Monge-type.

This situation, however, changes drastically in the multi-marginal case where generally there is no hope of uniqueness of optimal transport plans for the Monge-Kantorovich problem associated with the cost \(c_w\). Moreover, examples of diffuse-like, fractal-like, and Monge-like solutions can be constructed [9].

Although the most interesting cost in the class of repulsive costs is the Coulomb one, since it plays an important role in density functional theory [11, 19], the repulsive harmonic cost has been used as a toy-model to study problems in that context. As observed by physicists [19, 6], it has several advantages compared to the Coulomb one, since easy Monge-type solutions can be constructed in any dimension \(d\) for specific densities. Additionally, the repulsive harmonic cost admits a very simple characterization for optimality (see Proposition 2.3).

We now recall a few results and central examples in the repulsive harmonic cost case. First, we notice that the Monge-Kantorovich problem associated with \(c_h\) is equivalent to the one associated with \(c_w\) when \(h(z) = |z|^2\).

**Proposition 2.2.** Assume that \(\mu_1, \ldots, \mu_N\) are probability measures in \(\mathbb{R}^d\) with finite second moments. Then,

\[
\arg\min_{\gamma \in \Gamma(\mu_1, \ldots, \mu_N)} \int_{\mathbb{R}^{dN}} c_w(x_1, \ldots, x_N) d\gamma = \arg\min_{\gamma \in \Gamma(\mu_1, \ldots, \mu_N)} \int_{\mathbb{R}^{dN}} |x_1 + \cdots + x_N|^2 d\gamma.
\]

As noticed in [9], the Monge-Kantorovich problem for cost functions \(c_h\) have a simple characterization.

**Proposition 2.3** (9). Assume that \(\mu_1, \ldots, \mu_N\) are probability measures in \(\mathbb{R}^d\) with finite second moments and \(c_h(x_1, \ldots, x_N) = h(x_1 + \cdots + x_N)\), where \(h : \mathbb{R}^d \to \mathbb{R}^+\) is a convex function. Then, if there exists a plan \(\gamma\) concentrated in some hyperplane \(\{x_1 + \cdots + x_N = k\}\), \(k \in \mathbb{R}^d\), then \(\gamma\) is an optimal transport plan for the problem

\[
\min_{\gamma \in \Gamma(\mu_1, \ldots, \mu_N)} \int_{\mathbb{R}^{dN}} h(x_1 + \cdots + x_N) d\gamma(x_1, \ldots, x_N).
\]

In this case, \(\tilde{\gamma} \in \Gamma(\mu_1, \ldots, \mu_N)\) is optimal in (2.6), if and only if,

\[
spt(\tilde{\gamma}) \subset \{(x_1, \ldots, x_N) \in \mathbb{R}^{dN} | x_1 + \cdots + x_N = k\}.
\]
In particular, the constant vector $k$ can be computed explicitly as

$$k = h \left( \sum_{j=1}^{N} \int x \, d\mu_j(x) \right).$$

In the multi-marginal setting, the optimality condition

$$\text{sp}(\gamma) \subset \{(x_1, \ldots, x_N) \in \mathbb{R}^{dN} \mid x_1 + \cdots + x_N = k\}$$

is much easier to handle than the $c$-cyclical monotonicity and the optimality conditions given by the Kantorovich problem.

We list some examples of minimizers in (2.6) that can be constructed via Proposition 2.3. An interesting case for repulsive costs is when all the $N$ marginals are the same and given by an absolutely continuous measure $\mu = \rho \mathcal{L}^d$.

- **Diffuse optimal plan or “fat” plan:**
  Suppose $d = 1$, $N = 3$ and the measure $\mu$ is defined by $\mu = \frac{1}{2} \mathcal{L}^d_{[-1,1]}$. Let $\gamma = \frac{1}{2} \mathcal{H}^2_H g(\max\{|x_1|,|x_2|,|x_3|\})$, where $H$ is defined as $H = \{x_1 + x_2 + x_3 = 0\} \cap \{|x| \leq 1, |y| \leq 1, |z| \leq 1\}$, $g(x) = \sqrt{x}$ and $\mathcal{H}^2$ denotes the 2-dimensional Hausdorff measure. Then, by Proposition 2.3 $\gamma$ is an optimal plan, since $\gamma \in \Pi_3(\mu)$ and $k = 3 \int x \, d\mu = 0$. Moreover, this plan is not concentrated on a graph of a map [9].

- **Fractal-like optimal plan concentrated on a graph of a map [9]:**
  Let $\mu = \mathcal{L}^d_{[0,1]^d}$ be the uniform measure in the $d$-dimensional unit cube and $N \geq 3$. Every point $z \in [0,1]$ can be represented in its $N$-th base. Namely, $z = \sum_{k=1}^{\infty} a_k/N^k$ with $a_k \in \{0,\ldots,N-1\}$. We define a map $T$ by permuting the $N$ symbols of $a_k$.

$$T : z \in [0,1] \mapsto T(z) = \sum_{k=1}^{\infty} S(a_k)/N^K \in [0,1],$$

where $S(i) = i + 1$ and $S(N - 1) = 0$.

One can show that [9], if $x_1 = (z_1, \ldots, z_N)$ the map $\tilde{T}(x_1) = (T(z_1), T(z_2), \ldots, T(z_N))$ preserves the uniform measure in the $d$-dimensional cube and has the property that

$$x_1 + \tilde{T}(x_1) + \cdots + \tilde{T}^{(N-1)}(x_N) = N/2 = N \left( \int_{\mathbb{R}^d} x \, d\mu(x) \right)^2.$$

Therefore, by Proposition 2.3 the plan $\gamma = (\text{id}, T, \ldots, \tilde{T}^{(N)})_{\sharp} \mu$ is optimal. The map $\tilde{T}$ is not continuous at any point [9].

- **Optimal plan concentrated on the graph of a regular cyclical map ($N$ even):** Suppose that, for all $i = 1, \ldots, 2k$, $\mu_i = \mu = \rho \mathcal{L}^d$ is such that $\rho(|x|) = \rho(x)$ for all $x \in \mathbb{R}^d$. Then $\gamma(x_1, \ldots, x_{2k}) = (\text{id}, T, T^{(2)}, \ldots, T^{(2k-1)})_{\sharp} \mu$ where $T : x \in \mathbb{R}^d \mapsto -x \in \mathbb{R}^d$ is an optimal plan for (2.6). In fact, $\int_{\mathbb{R}^d} x \rho(x) \, dx = 0$ and

$$x + T(x) + T^{(2)}(x) + \cdots + T^{(N-1)}(x) = 0.$$
2.3. Discussion on the $N = 2$ case and Brenier’s Theorem. We start by recalling the classical Brenier’s theorem in optimal transport. Notice that the attractive harmonic cost is a natural generalization of the distance squared cost when $N > 2$.

**Theorem 2.4** (Brenier, [5]). Let $\mu_1$ and $\mu_2$ be Borel probability measures in $\mathbb{R}^d$ with finite second moments. Assume that $\mu_1$ is absolutely continuous with respect to the Lebesgue measure. Then the problem

$$\min_{\gamma \in \Gamma(\mu_1, \mu_2)} \int_{\mathbb{R}^d \times \mathbb{R}^d} |x_1 - x_2|^2 d\gamma(x_1, x_2),$$

admits a unique minimizer $\gamma_{opt} = (id, T)_\sharp \mu_1$, where $T(x_1) = \nabla \phi(x_1)$, and $\phi : \mathbb{R}^d \to \mathbb{R}$ is a convex function. As a consequence, the Monge problem with squared distance cost

$$\min \left\{ \int_{\mathbb{R}^d} |x_1 - T(x_1)|^2 d\mu_1(x_1) : T : \mathbb{R}^d \to \mathbb{R}^d, T\sharp \mu_1 = \mu_2 \right\},$$

admits a unique minimizer.

We call the optimal map $T$ the Brenier’s map. In the two marginal case, a solution of the Monge-Kantorovich problem for the repulsive harmonic cost is an immediate consequence of Brenier’s theorem.

**Corollary 2.5.** Let $\mu_1$ and $\mu_2$ be Borel probability measures in $\mathbb{R}^d$ having finite second moments. Assume that $\mu_1$ is absolutely continuous with respect to the Lebesgue measure. Then the problem

$$\min_{\gamma \in \Gamma(\mu_1, \mu_2)} \int_{\mathbb{R}^d \times \mathbb{R}^d} -|x_1 - x_2|^2 d\gamma(x_1, x_2),$$

admits a unique minimizer $\gamma_{opt} = (id, T)_\sharp \mu_1$, where $T(x_1) = \nabla \psi(x_1)$, and $\psi : \mathbb{R}^d \to \mathbb{R}$ is a concave function.

**Proof.** First notice that, since $\mu_1$ and $\mu_2$ have finite second moments,

$$2 \int_{\mathbb{R}^d} |x_1|^2 d\mu_1 + 2 \int_{\mathbb{R}^d} |x_2|^2 d\mu_2 + \min_{T\sharp \mu_1 = \mu_2} \int_{\mathbb{R}^d} -|x_1 - T(x_1)|^2 d\mu_1$$

$$= \min_{G\sharp \mu_1 = \mu_2} \int_{\mathbb{R}^d} |x_1 - G(x_1)|^2 d\mu_1,$$

where $G = -T$ and $\tilde{\mu}_2 = (-id)_\sharp \mu_2$. By Brenier’s theorem the problem on the right-hand side has a unique solution $G = \nabla \phi$, with $\phi : \mathbb{R}^d \to \mathbb{R}$ a convex function. Then, $T = \nabla \psi$ is an optimal map for the repulsive harmonic cost, which is the gradient of a concave function $\psi = -\phi$. \hfill \Box

3. Repulsive Harmonic cost: Monge is equal to Monge-Kantorovich?

Let $\mu$ be an absolutely continuous probability measure with a finite second moment. It is natural to inquire if there exists a Monge-type minimizer for the Monge-Kantorovich problem ($N \geq 3$)

$$\min_{\gamma \in \Gamma_N(\mu)} \int_{\mathbb{R}^{dN}} c_w(x_1, \ldots, x_N) d\gamma(x_1, \ldots, x_N),$$

or, for the cost $c_h(x_1, \ldots, x_N) = h(x_1 + \cdots + x_N)$, with $h : \mathbb{R}^d \to \mathbb{R}_+$ strictly convex.
Figure 1. Example of an optimal map given by Corollary 2.5 in the one-dimensional case $d = 1$: $\mu = \mu_1 = \mu_2$ is the Gaussian-like shape density in the left-side picture. The map $G: \mathbb{R} \to \mathbb{R}$ is the anti-monotone map $G(x) = -x$ (right-hand picture).

A particular case of a theorem of A. Pratelli [17] states that the minimum of the Monge-Kantorovich problem coincides with the infimum of the Monge problem for a large class of cost functions, including Coulomb and $c_h$ cost functions.

**Theorem 3.1 (A. Pratelli, [17]).** Assume that $\mu$ is a Borel probability measure without atoms and $c: (\mathbb{R}^d)^N \to \mathbb{R} \cup \{+\infty\}$ is a continuous and bounded from below cost function. Then,

$$\min_{\gamma \in \Gamma_N(\mu)} \int_{\mathbb{R}^dN} c \, d\gamma = \inf \left\{ \int_{\mathbb{R}^d} c(x, T_1(x), \ldots, T_{N-1}(x)) \, d\mu(x) : \gamma_\sharp \mu = \mu \right\};$$

where $T_i: \mathbb{R}^d \to \mathbb{R}^d$ are Borel functions and $i \in \{1, \ldots, N - 1\}$.

In other words, we are interested in knowing if the above infimum in (3.1) is achieved. The following counterexample proves that this is generally not the case for the repulsive harmonic cost $c_w$ or, more generally, for cost functions $c_h(x_1, \ldots, x_N) = h(\sum x_i)$ depending on a convex function $h: \mathbb{R}^d \to \mathbb{R}$.

Let us recall the notion of a symmetric transport plan.

**Definition 3.2 (Symmetric measures).** A measure $\gamma \in \mathcal{P}(\mathbb{R}^{dN})$ is symmetric if

$$\int_{\mathbb{R}^{dN}} g(x_1, \ldots, x_N) \, d\gamma = \int_{\mathbb{R}^{dN}} g(\sigma(x_1, \ldots, x_N)) \, d\gamma,$$

for all $g \in \mathcal{C}(\mathbb{R}^{dN})$ and for all permutations of $N$ symbols $\sigma \in \mathfrak{S}_N$. We denote by $\Gamma_N^{sym}(\mu)$, the space of all $\gamma \in \Gamma_N(\mu)$ which are symmetric.

The following result follows by observing that

(i) $\Gamma_N^{sym}(\mu) \subset \Gamma_N(\mu)$;

(ii) if $\gamma \in \Gamma_N(\mu)$ then $\gamma^{sym} = \frac{1}{N!} \sum_{\sigma \in \mathfrak{S}_N} \sigma \sharp \gamma \in \Gamma_N^{sym}(\mu)$.

**Proposition 3.3.** If $\mu$ is an absolutely continuous measure in $\mathbb{R}^d$ with finite second moments, then

$$\min_{\gamma \in \Gamma_N(\mu)} \int_{\mathbb{R}^{dN}} c_w(x_1, \ldots, x_N) \, d\gamma = \min_{\gamma \in \Gamma_N^{sym}(\mu)} \int_{\mathbb{R}^{dN}} c_w(x_1, \ldots, x_N) \, d\gamma.$$  

(3.2)

3.1. **Construction of the counterexample.** The main goal of this section is to exhibit an absolutely continuous measure $\mu$ such that, for the repulsive harmonic problem (2.6), there is no Monge-type minimizer. We recall our main theorem.
Theorem 3.4. Given $d \in \mathbb{N}$ there exists an absolutely continuous measure $\mu$ in $\mathbb{R}^d$ with bounded support such that there is no minimizer for the quantity
\[
\min_{\gamma \in \Gamma_3(\mu)} \int_{\mathbb{R}^d} -|x_1 - x_2|^2 - |x_1 - x_3|^2 - |x_2 - x_3|^2 \, d\gamma(x_1, x_2, x_3) \tag{3.3}
\]
that is induced by a map from one of the marginals. Moreover, there is a unique symmetric minimizer.

Let us first define the absolutely continuous measure $\mu$ in $\mathbb{R}^3$, since all the ideas of the construction are present already in the one-dimensional case. Then, in Subsection 3.4 we give the necessary modifications for the higher dimensions.

The measure $\mu$ can be understood as a sum $\mu = \mu_1 + \mu_2$, where the support of both measures $\mu_k$ consists of three connected components that are separated so that any optimal coupling is forced to have one marginal in each of the components. Let us now define the connected components. Let
\[
C = [0, 1/2],
\]
and for $k \in \{1, 2\}$, let
\[
R^k = \left[3^k, 3^k + 1/2\right] \quad \text{and} \quad L^k = \left[-3^k - 1, -3^k\right].
\]
Using these we define $R = R^1 \cup R^2$ and $L = L^1 \cup L^2$.

In order to study the structure of the minimizers, let us consider $\mu$ as the a sum
\[
\mu = \frac{1}{3} (\mu_L + \mu_C + \mu_R), \tag{3.4}
\]
where different components correspond to the measure on the left, center and right, respectively. We define these parts as
\[
\mu_L = \frac{1}{2} \mathcal{L}|_L, \quad \mu_C = 2 \mathcal{L}|_C, \quad \mu_R = \mathcal{L}|_R. \tag{3.5}
\]

Figure 2. Sketch of the support of $\mu$.

3.2. Unique non-graphical minimizer in $\Gamma(\mu_C, \mu_R, \mu_L)$. Let us first state a version of Theorem 3.4 where the marginals are given by $\mu_C, \mu_R, \mu_L$. Theorem 3.5 contains the main ideas in the proof of Theorem 3.4, the existence of a unique non-graphical minimizer.

Theorem 3.5. Let $\mu_L, \mu_C, \mu_R$ be the absolutely continuous measures defined in (3.5). Then there exists a unique minimizer $\gamma_0$ of
\[
\min_{\gamma \in \Gamma(\mu_C, \mu_R, \mu_L)} \int_{\mathbb{R}^d} -|x_1 - x_2|^2 - |x_1 - x_3|^2 - |x_2 - x_3|^2 \, d\gamma(x_1, x_2, x_3) \tag{3.6}
\]
which is given by

$$\gamma_0 = \frac{1}{2} \sum_{k=1}^{2} \left( (H_k)_x \mathcal{L}|_C \right),$$

where

$$H_k(x) = (x, x + 3^k, -2x - 3^k).$$

In particular, this minimizer is not induced by a map from the first coordinate.

**Proof.** By construction, the projections of $\gamma_0$ are $\mu_C$, $\mu_R$ and $\mu_L$. Moreover, since for all $k \in \{1, 2\}$ and $x \in \mathbb{R}$, writing $H_k(x) = (x_1, x_2, x_3)$, we have

$$x_1 + x_2 + x_3 = x + x + 3^k - 2x - 3^k = 0,$$

we get from Proposition 2.3 that the measure $\gamma_0$ is a minimizer. Since the disintegration of $\gamma_0$ with respect to the projection to the first coordinate is for $\mu_C$-almost every $x \in \mathbb{R}$ unique and equal to

$$\frac{1}{2} \delta_{(x,x+3,-2x-3)} + \frac{1}{2} \delta_{(x,x+9,-2x-9)},$$

we conclude that $\gamma_0$ is not induced by a map from the first coordinate.

What remains to show is that $\gamma_0$ is the unique minimizer in (3.6). Let $\gamma$ be a minimizer of (3.6). Since for $\gamma_0$ we have by (3.7) that

$$\int_{\mathbb{R}^3} |x_1 + x_2 + x_3|^2 d\gamma_0(x_1, x_2, x_3) = 0,$$

we conclude that the same must hold for $\gamma$. Consequently, for any $(x_1, x_2, x_3) \in \text{spt}(\gamma)$ we have

$$x_1 + x_2 + x_3 = 0.$$  \hfill (3.8)

The idea of the proof is now to look at the variational problem

$$\min \left\{ \int |x_1 + x_3|^2 d\omega(x_1, x_3) \bigg| \omega \in \Gamma(\mu_L, \mu_R) \right\}.$$  

By Corollary 2.5 there exists a unique minimizer $\omega_a = (id, G)_x \mu_L$, which is given by the anti-monotone map $G$. Let $T(x_1, x_3) = -x_1 - x_3$. Since $\mathcal{L}|_C = T^*_x(\omega_a)$ and

$$\int |x_2|^2 dT_x(\omega)(x_2) = \int |x_1 + x_3|^2 d\omega(x_1, x_3),$$

we have that $\omega_a$ is the unique coupling of $\mu_L$ and $\mu_R$ that is pushed to $\mathcal{L}|_C$ by $T$. Recall that by Proposition 2.3 we have $x_2 = -x_1 - x_3$ for any $(x_1, x_2, x_3) \in \text{spt}(\gamma)$. Therefore, $\gamma = S^*_x(\omega_a) = \gamma_0$, with $S(x_1, x_3) = (x_1, -x_1 - x_3, x_3)$. We conclude that $\gamma_0$ is the unique minimizer of (3.6).

**3.3. Structure of the minimizers in in $\Gamma_3(\mu)$.** Let us now study the minimizers in the case where all the three marginals are $\mu$. We start with the following lemma.

**Lemma 3.6.** Let $\gamma$ be a minimizer in (3.3) and $(x_1, x_2, x_3) \in \text{spt}(\gamma)$. Then there exist $k \in \{1, 2\}$ and a permutation $\sigma$ of $\{1, 2, 3\}$ so that

$$x_{\sigma(1)} \in L^k, \quad x_{\sigma(2)} \in C, \quad x_{\sigma(3)} \in R^k.$$  \hfill (3.9)
Proof. We prove the claim by ruling out the other possibilities. By applying a permutation, if necessary, we may assume that $x_1 \leq x_2 \leq x_3$.

If $x_1, x_2, x_3 \in C \cup R^1 \cup R^2$, then \((3.8)\) forces $x_1 = x_2 = x_3 = 0$. Then by the definition of the support and the fact that $\mu\{0\} = 0$, there exist points $(\tilde{x}_1, \tilde{x}_2, \tilde{x}_3) \in \text{spt}(\gamma) \setminus \{(x_1, x_2, x_3)\}$ arbitrarily close to $(x_1, x_2, x_3)$. For close enough points, the form of $\mu$ then gives that $(\tilde{x}_1, \tilde{x}_2, \tilde{x}_3) \in C^3$ and thus $\tilde{x}_1 + \tilde{x}_2 + \tilde{x}_3 > 0$, contradicting \((3.8)\). Thus $x_1 \in L^1 \cup L^2$.

If now $x_2 \in L^1 \cup L^2$, then by \((3.8)\),

$$x_3 \in [6,8] \cup [12,14] \cup [18,20].$$

But then, $x_3 \notin \text{spt}(\mu)$, giving a contradiction. Therefore, $x_2, x_3 \in C \cup R^1 \cup R^2$.

If $x_2, x_3 \in C$, then $x_1 + x_2 + x_3 < 0$. Thus, $x_3 \in R^1 \cup R^2$. In order to $x_2 \in \text{spt}(\mu)$, the only possibility is then to have $x_1 \in L^1$ and $x_3 \in R^1$, or $x_1 \in L^2$ and $x_3 \in R^2$. In both cases, one must have $x_2 \in C$. This proves the claim.

Proof of Theorem 3.4. Let $\gamma$ be a minimizer in \((3.3)\). Let us translate the problem to the setting of Theorem 3.5 using the following mapping $F: \mathbb{R}^3 \to \mathbb{R}^3$ defined as

$$F((x_1, x_2, x_3)) = \begin{cases} 
(x_3, x_2, x_1), & \text{if } (x_1, x_2, x_3) \in L \times R \times C, \\
(x_3, x_1, x_2), & \text{if } (x_1, x_2, x_3) \in R \times L \times C, \\
(x_2, x_3, x_1), & \text{if } (x_1, x_2, x_3) \in L \times C \times R, \\
(x_2, x_1, x_3), & \text{if } (x_1, x_2, x_3) \in R \times C \times L, \\
(x_1, x_3, x_2), & \text{if } (x_1, x_2, x_3) \in C \times L \times R, \\
(x_1, x_2, x_3), & \text{otherwise}.
\end{cases}$$

The map $F$ permutes the coordinates differently in different parts of the space so that $\gamma$-almost every point will be mapped into $C \times R \times L$, due to Lemma 3.6. Since $F$ is pointwise just a permutation, we have that $\gamma$-almost every $(x_1, x_2, x_2) \in \mathbb{R}^3$ the point $(y_1, y_2, y_3) = F((x_1, x_2, x_3))$ satisfies

$$y_1 + y_2 + y_3 = 0.$$

Therefore, by Proposition 2.3, the measure $F_\sharp \gamma$ is an optimal coupling (for its marginal measures). We claim that $F_\sharp \gamma \in \Pi(\mu_C, \mu_R, \mu_L)$. Let us check this for the first marginal. Let $A \subset \mathbb{R}$. Then by Lemma 3.6 and the definition of $F$, we get

$$F_\sharp \gamma(A \times \mathbb{R} \times \mathbb{R}) = F_\sharp \gamma((A \cap C) \times \mathbb{R} \times \mathbb{R}) = \gamma((A \cap C) \times \mathbb{R} \times \mathbb{R}) + \gamma(\mathbb{R} \times (A \cap C) \times \mathbb{R}) + \gamma(\mathbb{R} \times \mathbb{R} \times (A \cap C)) = 3\mu(A \cap C) = \mu_C(A).$$

The claim for the other marginals follows similarly.

Thus, due to the optimality of $F_\sharp \gamma$, from Theorem 3.5, we conclude that $F_\sharp \gamma = \gamma_0$ with the measure $\gamma_0$ defined in Theorem 3.5. Now, the form of $\text{spt}(\gamma_0)$ forces

$$\left(\mathcal{P}_2\gamma\right)(\mathbb{R} \times \mathbb{R} \times \mathbb{R}) + \left(\mathcal{P}_3\gamma\right)(\mathbb{R} \times \mathbb{R} \times \mathbb{R}) = \frac{1}{2}\mu|_{C \cup L},$$

where $\mathcal{P}_i$ is the projection to the $i$:th coordinate. Similarly,

$$\left(\mathcal{P}_2\gamma\right)(\mathbb{R} \times \mathbb{R} \times \mathbb{R}) + \left(\mathcal{P}_3\gamma\right)(\mathbb{R} \times \mathbb{R} \times \mathbb{R}) = \frac{1}{2}\mu|_{C \cup R}. $$

(3.10)
Together (3.10) and (3.11) imply
\[(p_2)_\sharp(\gamma|_{C\times R\times R}) + (p_3)_\sharp(\gamma|_{C\times R\times R}) = \frac{1}{2}\mu|_{L\cup R}.\]

Therefore, again from the form of \(\gamma_0\), we conclude that for \(\mu\)-almost every \(x \in C\) the disintegration of
\[(p_1, p_2)_\sharp(\gamma|_{C\times R\times R}) + (p_1, p_3)_\sharp(\gamma|_{C\times R\times R})\]
with respect to the projection on the first coordinate gives positive measure for at least 4 points and thus \(\gamma|_C\) is not induced by a map from the first coordinate. Since the argument is symmetric with respect to the marginals, we conclude that \(\gamma\) is not induced by a map from any of the coordinates.

Let us then show the uniqueness of the symmetric minimizer in (3.3). First of all, by Proposition 3.3 we already know that there exists a symmetric minimizer. We will show that the unique symmetric minimizer is the plan \(\gamma_1 \in \Gamma^{sym}_3(\mu)\) defined by
\[
\gamma_1 = \frac{1}{6} \sum_\sigma \sigma^\sharp \gamma_0,
\]
where the sum is taken over all permutations of the marginals \(\sigma : \mathbb{R}^3 \to \mathbb{R}^3\). Since \(x_1 + x_2 + x_3 = 0\) for \(\gamma_1\)-almost every \((x_1, x_2, x_3)\), by Proposition 2.3 the plan \(\gamma_1\) is a minimizer. Now, let \(\gamma \in \Gamma^{sym}_3(\mu)\) be a minimizer of (3.3). By symmetry, we know that \(\sigma^\sharp (\gamma|_{\sigma^{-1}(C \times R \times L)}) = \gamma|_{C \times R \times L}\) for all permutations \(\sigma\) of the marginals. Thus by Lemma 3.6 and the fact that \(F^\sharp \gamma = \gamma_0\), we get
\[
\gamma_0 = \sum_\sigma \sigma^\sharp (\gamma|_{\sigma^{-1}(C \times R \times L)}) = 6\gamma|_{C \times R \times L},
\]
implying \(\gamma = \gamma_1\).

3.4. The higher-dimensional case. Let us generalize the previous example to the higher dimensions. Using the same notation \(C, L^k, R^k\) for \(k \in \{1, 2\}\) as in the one dimensional case, we write
\[
C_d = C^d, \quad L_d = (L^k)^d, \quad \text{and} \quad R_d = (R^k)^d
\]
and
\[
L_d = L_1^1 \cup L_2^1, \quad \text{and} \quad R_d = R_1^1 \cup R_2^1.
\]
Let us denote by \(\mathcal{L}\) the Lebesgue measure on \(\mathbb{R}^d\). The marginal measures are now
\[
\mu_L = \frac{1}{2} \mathcal{L}|_{L_d}, \quad \mu_C = 2^d \mathcal{L}|_{C_d}, \quad \mu_R = 2^{d-1} \mathcal{L}|_{R_d}.
\]
The optimal coupling \(\gamma_0\) in \(\Pi(\mu_C, \mu_R, \mu_L)\) now reads
\[
\gamma_0 = \sum_{k=1}^{2} \left( (H_k)_2 2^{d-1} \mathcal{L}|_{C_d} \right),
\]
where for \(k \in \{1, 2\}\), the maps \(H_k : \mathbb{R}^d \to \mathbb{R}^{3d}\) are given by
\[
T_k(x) = (x, x + (3^k, \ldots, 3^k), -2x - (3^k, \ldots, 3^k)).
\]
We again have the optimality condition (2.7). This gives us that for each minimizer \( \gamma \) of \( c \) we must have, for each point \((x_1, x_2, x_3) \in \text{spt}(\gamma)\) the equality
\[
x_1 + x_2 + x_3 = 0.
\]

The uniqueness of optimal \( \gamma_0 \in \Pi(\mu_C, \mu_R, \mu_L) \) follows as in the proof of Theorem 3.3 using the functional \( F: \Gamma(\mu_L, \mu_R) \to \mathbb{R} \)
\[
F(\omega) = \int_{\mathbb{R}^{2d}} \left( |x_1^1 + x_3^1|^2 + \cdots + |x_1^d + x_3^d|^2 \right) d\omega(x_1, x_3),
\]
and the component-wise anti-monotone transport \( \omega_a \) of \( \mu_L \) to \( \mu_R \).

The analysis of the minimizers with marginals \( \mu = \frac{1}{3}(\mu_C + \mu_L + \mu_R) \), Lemma 3.6 and the proof of Theorem 3.4 go as in the one dimensional case, by component-wise considerations.
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