A Framework of Cloud Model Similarity-Based Quality Control Method in Data-Driven Production Process
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Considering the problem that the process quality state is difficult to analyze and monitor under manufacturing big data, this paper proposed a data cloud model similarity-based quality fluctuation monitoring method in data-driven production process. Firstly, the randomness of state fluctuation is characterized by entropy and hyperentropy features. Then, the cloud pool drive model between quality fluctuation monitoring parameters is built. On this basis, cloud model similarity degree from the perspective of maximum fluctuation border is defined and calculated to realize the process state analysis and monitoring. Finally, the experiment is conducted to verify the adaptability and performance of the cloud model similarity-based quality control approach, and the results indicate that the proposed approach is a feasible and acceptable method to solve the process fluctuation monitoring and quality stability analysis in the production process.

1. Introduction

Intelligent manufacturing can discover the potential laws of the production process through data mining technology, and the intelligent decision model can be built by using this rule to realize green and intelligent manufacturing [1]. With the increasing use of personalization in large-, medium-, and small-batch manufacturing processes, the quality of products is also getting higher and higher expected requirements [2, 3]. In an actual production process, there are many influencing factors that affect the process fluctuation and exhibit temporal correlation, multidimensional coupling, dynamics, and high reliability [4, 5]. Once the stability of fluctuation state is not timely evaluated, it will lead the abnormal state to continue to transfer, accumulate, and grow to ultimately result in the process abnormalities [6, 7]. Thus, how to quantitative characterize the quality fluctuation and timely monitor the process state is the key link to guarantee the production process stability and product quality qualified, which will be of great significance to improve production efficiency and product quality, reduce energy and resource consumption, and finally realize the intelligent and green development in the production process.

To address this issue, this paper mainly focuses on the process fluctuation and proposes a data cloud model similarity-based quality-monitoring approach in the production process. The idea of process fluctuation cloud model construction, cloud model similarity calculation, and quality fluctuation monitoring of current process are successively adopted. The basic idea is to use the cloud model theory to model the process fluctuation, and the cloud model similarity is introduced to measure the fluctuation degree. Specifically, it includes three works. Firstly, the cloud digital features are calculated based on the data acquisition of key influence variables. Secondly, the triad is integrated to establish the process fluctuation cloud model, which is used to characterize process fluctuation. Finally, in order to monitor the process fluctuation amplitude, the cloud model similarity theory is introduced to calculate the similarity degree, which is used to monitor the current process fluctuation and the degree of internal stability by judging the amount of similarity. In this way, the dynamic fluctuation of process quality is obtained to support the production process quality.
monitoring and evaluation. It hopes that the proposed method will provide some useful suggestions for enhancing the process stability and product quality in the production process. The rest of this paper is organized as follows: Section 2 briefly states the related works and motivations. In Section 3, the theoretical modeling of the data cloud model driven-based quality-monitoring approach is reviewed, which includes the quality fluctuation characterization based on the data cloud model and process quality monitoring based on cloud model similarity analysis. Section 4 provides the experiments and results. Finally, the conclusions are drawn and some recommendations for future research are given in Section 5.

2. Related Works and Motivations

In this section, a literature review is summarized in the field of process state modeling and monitoring as well as the monitor model based on related algorithms.

2.1. Process Quality Modeling and Monitoring. Process quality modeling and monitoring is the crucial work to analyze the process stability of quality fluctuation in intelligent production process [8, 9]. In this field, several quality modeling methods have been put forward to guarantee the process fluctuation in the sustain-stable state. The statistical quality control [10, 11] and state-space model [12, 13] were successively proposed to analyze fluctuation state and quality errors in production process. With the development of artificial intelligence and information technology and its application in the manufacturing field, domestic and foreign scholars constantly explore the application of data-driven methods in process quality control and improvement technology [14], including the quality monitoring [15], capability performance analysis [16], and the change point technology [17, 18]. Yazid et al. [19] established an adaptive support vector machine-based temperature monitoring and surface quality evaluation model in continuous casting process. Online test results show an ideal implementable application effect. In order to improve process quality, Chang et al. [20] analyze the processes’ capability performance with multiple characteristics through the accuracy and precision index by applying the quality level concept of the six-sigma model. They developed a statistical hypothesis testing mode to evaluate production department effectiveness of implemented improvements by using the mathematical programming. Nestic et al. [21] proposed a modeling method to assess and optimize the quality of production process, which provides the theoretical basis for improvement of the production process quality.

In the field of process-monitoring aspects, there have been remarkable works on the quality stability monitoring for statistical process control [22, 23]. After nearly a hundred years of development and application, SPC has played an important role in the quality control and improvement of the production process. Aslam et al. [24] monitored the process quality by using attribute data combined with variable data to build the mixed control chart to achieve the goal. They discuss that the proposed mixed control chart provides quick and efficient indication than the existing method once the process is uncontrolled. Shongwe Graham [25] reported that only if an out-of-control event falls on one side of the center line, the modified side-sensitive (MSS) synthetic chart will report signals. Wang et al. [26] proposed a novel economic profit model for designing a fully adaptive control chart for monitoring continuous production processes, which are allowed to vary to maximize quality-related profit rather than minimize costs.

Through the above analysis, it can be seen that the existed research studies have been explored some useful ideas in quality state monitoring. Due to the strong uncertainty in the production process, the existing quality-monitoring methods still have many problems in the recognition of accuracy. How to use quality data from the perspective of multidimensional data flow to model and monitor quality fluctuations in the production process is still a key issue to be solved in the field of quality control.

2.2. Monitor Model Based on Related Algorithms. Appropriate algorithms-based evaluation model is useful for improving quality control effect. Generally, various history steady-state data are adopted to construct the monitor model and the real-time data are acquitted to analyze and monitor the degree of stability for the current process state. Many scholars have conducted the process state monitoring and analysis in-depth research. The monitoring and diagnosis of process-operating performance [27] and corresponding control charts’ monitoring [28] were proposed. For instance, Yazid et al. [19] proposed a surface quality evaluation and temperature-monitoring model for continuous casting process. The adaptive filtering-based ASVR technology provides an excellent evaluation result in the steel industry. Amdouni et al. [29] proposed a variable sampling interval control chart to monitor the variation coefficient in short production runs, and the die-casting hot-chamber actual data are adopted to illustrate the effective of the proposed approach. Although various modeling methods for the production process have relative advantages and disadvantages, various modeling methods are not good or bad, just to see which method is more suitable for a specific occasion. Due to the multidimensional time-varying, nonlinear, strong coupling, and uncertainty characteristics of modern production processes, it is more difficult to accurately model the process [30, 31]. Fortunately, modeling methods based on quality state data show unique advantages in solving the above problems. In addition, the computer-monitoring system of the modern production process records and stores a large amount of production process data and product quality data, providing a basis and guarantee for data-driven quality state control technology.

These studies mainly hold the steps that by obtaining sufficient sample data, the quality control model is constructed to monitor and evaluate the quality fluctuation. However, it is necessary to further study how to use data mining and analysis technology to describe and mine the relationship between quality data. On the other hand, how to
effectively use these data to model quality fluctuation and explore the quality fluctuation mechanism in the production process remains to be further studied. If the whole product manufacturing process is regarded as a comprehensive dynamic system which is open to the outside world, by using acquired quality data, the process quality fluctuation can be quantitative description and characterization. This makes it possible to use data mining techniques to study fluctuation mechanisms and the quality-monitoring method.

In the actual application process, the cloud model theory, as a typical representative of data modeling methods, is widely used for modeling the relationship between the lifetime of samples and testing stress levels [30], water quality assessment [31], and other fields. The main idea of the cloud model method is that by extracting the characteristics of state data related to the formation of quality states and calculating the data cloud drops, a cloud model capable of characterizing the state of things is constructed to evaluate the state level.

Based on the above analysis, this article transplants the superiority of the cloud model theory into the field of quality control. Its basic idea is that by combining the certainty of production process fluctuation and the randomness of fluctuation states, a qualitative and quantitative mutual mapping cloud model of the process quality state is constructed, which is used to characterize the quality fluctuation characteristics. Based on this, the current process fluctuations are compared with the fluctuation threshold of the stable process state to determine whether the current process fluctuations meet the desired stability criteria. Thus, the proposed method in this paper mainly concentrates on solving the following problems and exploring a data cloud model-driven-based quality-monitoring approach in production process.

(1) Real-time monitoring is the nature of dynamic process quality control. Due to the factors such as resource, stability, environment, and equipment, the formation process of product quality is real-time dynamic change. So, the production process fluctuation model should be built as a state measure for quality fluctuation monitoring.

(2) Calculating the fluctuation degree of state change is a critical step for process quality fluctuation monitoring. In fact, how to build the quality fluctuation measure strategy is the link. Therefore, the cloud model similarity analysis is used to evaluate the degree of internal stability by judging the amount of similarity.

3. Theoretical Modeling for Process Quality Monitoring

The idea of data cloud model similarity analysis includes three key technologies, which integrates to implement the process monitor. Figure 1 shows the proposed modeling logical flow.

It can be seen from in Figure 1 that there are three execution steps. Firstly, cloud digital feature triad is calculated to establish the process fluctuation cloud model and regarded as a standard for fluctuation monitoring. Secondly, in order to use the cloud model to monitor quality fluctuation of the production process, the cloud model similarity is defined and similarity measure matrix is calculated by real time to monitor the process quality fluctuation state. Finally, as for current quality fluctuation, the intersection overlap area of the cloud model boundary curve is calculated to accomplish the quality fluctuation monitoring.

The proposed approach has its special characteristics listed as follows: (1) the method considers the process quality fluctuation as a quality data flow along with the process ongoing, and the quality state is tracked by establishing the quality data cloud model between state variables. (2) The cloud model similarity is introduced to define the fluctuation amplitude, which is used to calculate the similarity of cloud models for different quality states. (3) The relationship between the fluctuation degree of production process and the cloud similarity degree for different process states is applied to build the quality cloud similarity-based monitoring model to calculate the quality fluctuation amount to achieve the quality monitor.

Based on the above characteristics, the proposed method shows some advantages listed as follows: (1) by extracting the influenced state factors, the cloud model is established from the level of digital features to qualitatively characterize process quality fluctuations, which could timely and dynamically track changes in quality fluctuations and avoid the drawbacks of statistical quality modeling. (2) The cloud model similarity principle is adopted to describe the similarity for different quality fluctuations, and the quality fluctuation monitoring model is built to reveal the evolution trend of abnormal quality. In summary, the proposed cloud model-driven approach realizes the quality state monitoring of the process stability, which may be suitable for the timely monitor quality state in the field of production process quality control.

3.1. Quality Fluctuation Characterization Using Cloud Model Theory

The quality fluctuation modeling of the production process refers to construct a qualitative and quantitative mapping by combining the fluctuation certainty and the state quality randomness. For the purpose, the constructed quality cloud model can reflect the state characteristics of quality fluctuations in the production process, which realizes the purpose of cloud model characterization and state monitoring for different quality fluctuation levels. Thus, the quality fluctuation cloud model is defined as follows.

Definition 1. The quality fluctuation cloud model $\mathcal{N}_m = (x_1, x_2, \ldots, x_n)$, where, $m$ is the quality state dimension and $n$ is the quality sample data size. The fluctuation degree of the quality state can be described through each quality feature, which refers to the cloud drops $x_1, x_2, \ldots, x_n$. The quantified cloud drop $x_n$ reflects the quantification degree of feature, the number of cloud drops, and degree of quantification directly affects the monitoring.
accuracy of quality state fluctuation. And the more the number of cloud drops, the higher the degree of quantification, which results in the higher accuracy of quality status monitoring effect.

Thus, the quality-monitoring cloud model is a triple model that composed of process quality state data to generate a set of cloud-drop features, which is used to reflect the level of quality state fluctuations. The expectation $\mu$ is the mean of information space, which is the index that best describes the fluctuation state and trajectory of the corresponding indicator. The entropy $\sigma$ is the measure of uncertainty of qualitative concepts, which is determined by the ambiguity and randomness of qualitative concepts. The superentropy $\Omega$ is a measure of the uncertainty for entropy, which reflects the thickness of cloud and the degree of deviation of each indicator data in the quality fluctuation space. This paper uses the cloud generator to convert the quality analysis data of the production process into a cloud model corresponding to the quality fluctuation. Thus, the cloud model construction process for quality monitoring of production processes is built as follows:

1. As for the $m$-dimensional quality state monitoring sample sequence $X = \{x_{1j}, x_{2j}, \ldots, x_{nj}\}$, the mean and variance are calculated as follows:

\[
\begin{align*}
\bar{x} &= (\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_m)^T, \\
\sigma^2 &= \frac{1}{N} \sum_{i=1}^{N} (x_{ij} - \bar{x}_j) (x_{ij} - \bar{x}_j)^T,
\end{align*}
\]

where $\bar{x}_j = (1/N) \sum_{i=1}^{N} x_{ij}$ ($j = 1, 2, \ldots, m$).

2. Calculating the $\mu$, $\sigma$, and $\Omega$, respectively, we get

\[
\begin{align*}
\mu &= \bar{x}, \\
\sigma &= \sqrt{\frac{\pi}{2} \times \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu)^2}, \\
\Omega &= \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - \mu)^2 - (\sigma)^2}.
\end{align*}
\]

3. The multidimensional inverse cloud generator is used to generate a central cloud drop $((x_1, x_2, \ldots, x_m), u_c)$, which is a cloud drop in quality fluctuation space.

4. Steps 1–3 are repeated until a sufficient number of desired cloud drops have been generated. Thus, the cloud drop group is obtained to characterize process quality fluctuations of the quality state space, which, respectively, corresponds to three numerical features in the quality fluctuation cloud model.

3.1.1. Quality Fluctuation Position. It is used to characterize the relative position of the current state to the stable state of the production process, which is divided into three categories that are fluctuation position center, fluctuation position left, and fluctuation position right. This indicator is determined by the quality characteristics of the production process.

3.1.2. Quality Fluctuation Amplitude. It is used to characterize the amplitude which the current state deviates from the relative position of the center of the steady state process,
3.1.3. Quality Fluctuation Maintenance Degree. It is used to characterize the maintenance degree of the quality fluctuation state over a period of time, which is divided into three categories that are state maintains good, normal, and poor. This indicator has relations with fluctuation factors and changes in processing equipment state.

3.2. Process Quality Monitoring Based on Cloud Model Similarity Analysis. This section is used to elaborate how to quantitatively monitor the quality fluctuations of current process in real time in detail. Considering the similarity strategy of the cloud model theory, the cloud model similarity is defined and the similarity measure matrix is calculated for process quality; thus, the real-time monitor quality level of the process is achieved. The process quality monitor based on cloud model similarity analysis is shown in Figure 2.

As shown in Figure 2, the cloud model similarity-based quality-monitoring strategy contains two parts. Firstly, by constructing the sample data cloud pool for quality fluctuation, the similarity measure of the cloud model for current fluctuation state and the cloud model for stable state levels is analyzed to obtain the similarity measure matrix. Then, the area of the overlap region based on the boundary curve of the quality state cloud model is used to characterize the similarity of different quality states in production process; thus, quality fluctuations in current processes are real-time monitored through the state-similar clouds analysis.

Definition 2. Cloud model similarity degree (CMSD) refers to proximity degree which the current fluctuation level of the quality state to the data cloud model corresponding to the zero-fluctuation ideal stable-state quality level.

The corresponding zero-fluctuation ideal stable process state cloud set ICS, and current fluctuation process state cloud CCS, of the production process quality in the t period are expressed as

\[
ICS_t = \left\{ (Ex_{t1}, En_{t1}, He_{t1}), (Ex_{t2}, En_{t2}, He_{t2}), \ldots, (Ex_{tn}, En_{tn}, He_{tn}) \right\},
\]

(3)

\[
CCS_t = \left\{ (Ex_{t1}, En_{t1}, He_{t1})^C, (Ex_{t2}, En_{t2}, He_{t2})^C, \ldots, (Ex_{tn}, En_{tn}, He_{tn})^C \right\}.
\]

(4)

According to the digital characteristics of the quality state cloud model, the cloud model similarity CMSD, can be obtained as

\[
CMSD_t = \frac{S_{ICS} \cap CCS_t}{S_{ICS} \cup CCS_t} = \frac{f(Ex_{t1}, En_{t1}, He_{t1}) \cap f(Ex_{tn}, En_{tn}, He_{tn})}{f(Ex_{t1}, En_{t1}, He_{t1}) \cup f(Ex_{tn}, En_{tn}, He_{tn})},
\]

(5)

where CMSD, is the cloud model similarity value at the time t in the production process. It represents the ratio of volume for the public area S to the total area St of the cloud model, which can be obtained by multiple integral of the cloud model boundary curve. f is the maximum boundary curve of the quality cloud model, which is calculated by the following formula:

\[
f(Ex, En, He) = \exp \left[ -\frac{(x - Ex)^2}{2(3He + En)^2} \right].
\]

(6)

Based on the above definition and analysis, the range of the CMSD for the quality cloud model is [0, 1] and CMSD,= 1 means that the process state is in a zero-fluctuation ideal stable level. For actual production process, due to the influence of human-machine environment and other factors existed along with process ongoing, CMSD, should be less than 1. CMSD,= 0 means that the process state is in a completely abnormal fluctuation level. For this characteristic, the index CMSD could be used as a similarity measure between the current quality and stable-state cloud model in production process. It can be seen that the similarity degree between current quality and stable quality state increases along with the value of CMSD, increases. Specifically, the larger the CMSD, is, the closer the process quality is to the zero-fluctuation ideal stable-state quality. Conversely, the smaller the CMSD, is, the farther the process state deviates from the zero-fluctuation ideal stable state, where the more likely the abnormal quality state occurs. Without loss of generality, for a binary variable group of the production process, the CMSD should be expressed as the volume ratio of the space boundary of the cloud model which surrounded by the three-dimensional image. Thus, according to the calculation result of cloud similarity for different quality fluctuations, it could realize the goal of real monitoring of the state fluctuation stability in production process.

4. Experiments and Results

4.1. Datasets Description. In order to demonstrate the application prospects of the proposed approach, this section uses an experiment case, which a cotton spinning process dataset is adopted to validate the effectiveness of the proposed model. During its production process, the fiber length and fiber uniformity are the two key quality features that have an important influence on the breaking strength of the yarn. It should be strictly controlled. Therefore, in order to effectively monitor the quality fluctuation of the yarn breaking strength, 3000 sample data for fiber length and fiber uniformity in a stable process state are collected for one yarn processing in the cotton spinning process. Based on these samples, the cloud digital feature triplet is calculated to build.
the cloud model for this ideal stable-state, and the cloud model triplet is \([0, 0], (1, 1), (0.1, 0.1)\), which is regarded as the benchmark for zero-fluctuation ideal stable-state. For the process of building cloud models for other fluctuation cases, the numerical simulation is used to obtain other three abnormal states. Specifically, other forms of datasets with different degrees of fluctuation are obtained by adding three different varying degrees of fluctuation amplitude perturbations on the basis of the stable-state quality dataset, which is used to calculate the cloud digital characteristics to obtain the corresponded cloud model. The triplet set of the cloud digital feature for these process fluctuation states are \([3, 3], (1.2, 1.2), (0.1, 0.1)\), \([-3, 3], (1.2, 1.2), (0.1, 0.1)\), and \([0, 0], (1.5, 1.5), (0.3, 0.3)\), and it is the foundation of constructing the quality fluctuation cloud model and cloud model similarity-based quality fluctuation monitor.

4.2. Cloud Model Construction. In order to construct the cloud model for the four different fluctuation states, the multidimensional inverse cloud generator is started, followed the cloud model building steps in Section 3.1 to generate desired cloud drops. In the actual modeling process, the number of quality data cloud-drops for each fluctuation state is 3000. Based on the generated cloud-drop datasets, four different types of cloud digital feature combinations for the quality state and their corresponding quality fluctuation types are shown in Table 1. According to the 4×3000 samples for four types of cloud-drop data, the cloud models for each quality fluctuation state in cotton spinning process are constructed and shown in Figure 3.

As shown in Figure 3, it can be seen in Figure 3(a) that the space center of the fluctuating cloud model is near the expectation value and the thickness of the cloud model is small, which indicates that the deviation of state data for the process quality in the cloud model space is close to the expected value of the stable-state process. Thus, the quality state mode is regarded as the standard to analyze and monitor other process fluctuation states. As shown in Figures 3(b) and 3(c), the fluctuating centers are deviated from the ideal position and diverge on other sides of the fluctuation center, which reveals the process quality is in an uncontrolled mode. Compared with the above circumstances, Figure 3(d) shows more thickness of space distribution than that of Figure 3(a), this means the process fluctuation states are in a controlled trend but with a poor maintain degree, which may easily cause abnormal process fluctuations. Furthermore, in order to real-time monitor the process fluctuation, the cloud model similarity-based quality-monitoring strategy is further applied to quantitative analyze the similarity degree of the quality state for each quality fluctuation mode in next subsection.

4.3. Quality Fluctuation Monitoring Based on Cloud Model Similarity. Without loss of generality, the proposed cloud model similarity method is implemented to qualify fluctuation monitoring for the above stable quality state (Figure 3(a)) and the abnormal fluctuation state (Figure 3(b)). State similar cloud and fluctuation cloud boundary are shown in Figure 4.

As shown in Figure 4(a), the space fluctuation position of the current quality cloud model has a certain degree of deviation from the stable quality space fluctuation position. Thus, by calculating the public area and total area volume composed of the wave boundary
surface for cloud drop collection, the cloud model similarity with the quality state is shown in Figure 4(b). It shows that the current process quality deviates from the fluctuation trajectory of the stable cloud model, which easily causes the occurrence of the abnormal quality state. Some measures should be taken to prevent the continued spread of abnormal quality.

What should be explained that this paper mainly focuses on the cloud model similarity degree-based quality monitor for production process, this proposed method has certain requirements on the continuity of the process state, so it could not be suitable for abnormal quality fluctuation monitoring for a short time. And it is not only limited for process quality monitoring but also for being suitable for other problems of production area such as capacity assessment and cloud prediction for machining quality.

4.4. Discussions on Proposed Method. As for the proposed approach, there are two key points for process quality monitoring, which are quality fluctuation cloud model construction and CMSD for quality stability monitoring. In summary, the theoretical value of applying the method proposed in this paper to actual process quality monitoring is listed as follows:

| No. | Cloud model parameters | Quality fluctuation types on different cloud digital features |
|-----|------------------------|-------------------------------------------------------------|
| 1   | \([0,0), (1,1), (0.1,0.1)]\) | Median fluctuation, small fluctuation amplitude, and state remains good |
| 2   | \((3,3), (1.2,1.2), (0.1,0.1)]\) | Left-side fluctuation, medium fluctuation amplitude, and state remains general |
| 3   | \((-3,-3), (1.2,1.2), (0.1,0.1)]\) | Right-side fluctuation, medium fluctuation amplitude, and state remains general |
| 4   | \([0,0), (1.5,1.5), (0.3,0.3)]\) | Median fluctuation, large fluctuation amplitude, and state remains poor |

Table 1: Quality fluctuation types corresponding to different cloud model parameters.
The quality fluctuation cloud model adapted to different processes is constructed to analyze the overall quality fluctuation, which uses the digital features of the cloud model. It better integrates the ambiguity and randomness in the qualitative and quantitative conversion of process quality and quality state parameters.

The cloud model similarity method is introduced to calculate the similarity of cloud models with different quality states. By comparing the similarity degree between the cloud model of the current process state and the cloud model of the zero-fluctuation ideal stable state, the stability monitoring of the current process state is realized.

Actually, in order to assure the proposed cloud model monitor method can be more rigorous and accurate for applied into actual industry production process possibility, much more repeatedly experiments should be tested on the proposed monitor model for its stability and reliability, such as test on larger samples or in different datasets, and even further quantitative theoretical proof process should be carried out as a support. Here, more quantitative theoretical proof process for the cloud model similarity-based quality control method is not provided. Although the proof process is just from the angle of qualitative level, to some extent, the proposed quality-control method implies some advantages and is sufficient to draw the theoretical value above. The authors will try to further explore the proposed approach in the future and perfect it.

5. Conclusions and Future Works

Aiming at the problem of quality fluctuation modeling and monitoring in production process, this paper proposes a process quality-monitoring method based on data cloud model similarity. The method quantifies the degree of fluctuation of process quality by entropy and superentropy, which reflects the process fluctuation variability and the quality state randomness. The contributions are drawn as follows:

1. Using the digital feature of the cloud model to analyze the quality state fluctuations as a whole, it better integrates the ambiguity and randomness in the quantitative conversion of processing quality and quality state parameters, and the digital features of the constructed cloud model can reflect the fluctuation characteristic of the quality state. At the same time, the constructed quality cloud model could represent the process fluctuation degree effectively.

2. Cloud model similarity technology is introduced to solve the similarity of quality cloud models with different fluctuation levels, in which it uses cloud model digital features to describe the similarity of the quality fluctuation state. The current quality volatility level is monitored based on the similarity calculation results. The monitoring results of the above cases show that the proposed cloud model similarity method can effectively capture the difference of quality state fluctuation information at different process stages.

However, what should be stated is that this approach is still in an early test stage and may have some application limitation. The proposed cloud model monitoring method gives the corresponding relationship between the CMSD and the stability degree of the process state just from a qualitative level. In order to ensure the rigor of the theoretical method, it is necessary to carry out a strict theoretical proof of the relationship between CMSD and the quality stability degree. Moreover, this method has certain requirements on the
continuity of the process state, so it could not detect the abnormal quality fluctuation of the process state in a short time, which is also the limitation of the method.

Future works will focus on two parts listed as follows: one is to deeply carry out theoretical research on the cloud model theory in the field of quality control, using multiple cases to verify the feasibility of the cloud model monitoring method and expand its application scope and the other is to explore the abnormal quality fluctuation warning method to predict and contain the quality state abnormal fluctuation, in which the multiple change point theory is considered to be introduced into quality warning for abnormal fluctuation.
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