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Abstract: The field of prognostic maintenance aims at predicting the remaining time for a system or component to continue being used under the desired performance. This time is usually named as Remaining Useful Life (RUL). The current study proposes a novel approach for the RUL estimation of coating segments placed on a hot rolling mill machine. A prediction method was developed, providing real-time updates of the RUL prediction during the rolling milling process. The proposed approach performs energy analysis on measurements of segment surface temperatures and hydraulic forces. It uses nonparametric statistical processes to update the predictions, within a prediction horizon/window, indicating the number of remaining products to be processed. To assess the probability of failure within the defined prediction window, Maximum Likelihood Estimation is used. The proposed methodology was implemented in a software prototype in the MATLAB environment and tested in an industrial use case coming from a steel parts manufacturer, facilitating testing and validation of the suggested approach. Real-world data were acquired from the operational machine, while the validation results support that the proposed methodology demonstrates reasonable performance and robustness against product type variations.
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1. Introduction

A continuous evolution concerning the methods for manufacturing high added value products is taking place nowadays, aiming to raise productivity rates and product quality, as well as reduce the number of defected products. The adoption of efficient maintenance strategies is a key element for manufacturing industries, as they cannot afford to perform corrective maintenance actions as soon as they have a critical failure (run-to-failure strategy). Maintenance is important from an economical point of view, since in many industrial plants the maintenance costs often exceed 30% of the operational costs. The occurrence of unscheduled maintenance in manufacturing industries can introduce costly delays and breakdowns if the problem cannot be rectified on time [1]. Furthermore, manufacturers cannot rely only on time-based preventive maintenance, since its results are vulnerable to unexpected variations in process parameters that are related to tool and machine conditions, material quality, and human intervention, affecting the effectiveness of such maintenance techniques. Such static approaches could end up with replacing parts that are still in good condition, or, on the other hand, they could result in unexpected failures. However, predictive maintenance strategies can be deployed for in-advance determining the needs and driving suitable maintenance activities. The expected outcomes of predictive maintenance in manufacturing processes include optimized part usage, reduced costs, increased machinery lifetime, and improved product quality [2]. In the context of Industry 4.0,
predictive maintenance (PdM) strongly relies on the Internet of Things (IoT) for timely data exchange. IoT-enabled PdM is attracting considerable investment from industries nowadays [3].

The problem of Remaining Useful Life (RUL) prognosis for tool components in manufacturing is important as prompt wear condition identification may lead to a reduction of downtime costs, lifetime increase, a better quality of surface finishing, and pre-scheduling of maintenance activities. Therefore, RUL estimation is straightforwardly correlated with tool-condition monitoring (TCM), since, although degradation is a non-stationary process, it is gradual [4].

Several approaches have been released within the last two decades, including implementations with machine learning (ML) methods, such as neural networks (NNs) systems, as well as based on mathematics–physics models. However, no general solution has been deployed yet. Irregular production conditions and non-stationary phenomena during production processes (e.g., cutting/rolling speed variations and production pauses) cause ML systems to face difficulties in providing such a generalized solution. However, the wide range of predefined methods and training algorithms throughout the literature has made them popular. On the other hand, approaches based on mathematics–physics models look more appropriate for production non-stationarities. Nevertheless, feature-selection along with the identification of the appropriate models and analysis procedures remains challenging.

The aim of this paper is to present a data-driven methodology for RUL estimation for the coating segments of a hot rolling mill that processes two different types of trailing arms. A prototype prediction software was designed and developed, to provide interval RUL estimations in terms of remaining products to process without quality degradation. The main contributions of this work are as follows: (1) the development of a novel method for the prediction of RUL in hot rolling milling machines that process different types of products, (2) the implementation of the RUL prediction method in a software prototype that enables the application in real industry cases and provides a graphical user interface for interacting with end-users, and (3) the evaluation of the method in an industrial case based on historical datasets. The results have shown that the method provides accurate predictions promptly. Since the proposed method is automated and can provide condition information without requiring specific skills or specialization from a maintenance operator, it could be used to improve the interaction of humans with automation technologies for supporting predictive maintenance and production sustainability, and essentially close the gap for the forthcoming Industry 5.0 paradigm. Although predictive maintenance solutions, such as the one presented in this work, are IoT solutions that may introduce new vulnerabilities for cyber-attacks in an industrial environment, cybersecurity has not been investigated in this work.

The remainder of this paper is organized as follows: Section 2 reviews the literature of condition monitoring and RUL prognostics in the context of cyber–physical production systems and predictive maintenance. Section 3 gives the theoretical framework behind the suggested approach. Section 4 describes the method’s implementation, while Section 5 includes a detailed description of the case study and presents the method’s validation. The conclusions of the study and suggestions for future work are summarized in Section 6.

2. Literature Review

2.1. Cyber–Physical Production Systems

The recent advances in information and computing technologies have resulted in a new industrial revolution, commonly referred to as the fourth industrial revolution, or Industry 4.0. This has introduced new practices and better service activities in the sphere of industrial production [5], while also establishing new initiatives, such as cyber–physical systems (CPSs), converting factories into intelligent, and reconfigurable systems [6]. Cyber–physical systems are systems that collaborate computational entities which are in intensive connection with the surrounding world and its ongoing processes, providing and using data-accessing and data-processing services available on the internet [7].
In other words, CPSs utilize sensors and actuators to make decisions based on their intelligence [8,9]. Hence, manufacturing or production processes can include hardware interfaces and computational software [8] to make decisions, communicate, and interact with humans (human-to-machine) or other machines (machine-to-machine) via communication channels. Apart from CPSs, innovations such as the Internet of Things (IoT), cloud computing (CC), and Big Data have enforced industries to take advantage of these technologies for successfully facing the recent changes in economic, social and environmental requirements. These developments have resulted in companies with networked assets producing a massive amount of data [2]. For useful data provision, cloud-based solutions are required [10,11], while the IoT is the key enabling technology for machine-to-machine interaction [3]. Communication between hardware, software, and other devices is usually described under the term “connectivity”. The expectations of CPSs include robustness, autonomy, self-organization, self-maintenance, self-repair, and efficiency [7].

2.2. Predictive Maintenance

The availability of massive data brings new opportunities for evolving maintenance practices. In networked factories, new technologies permit operators (or even intelligent systems) to monitor the machinery conditions. This has led to the investigation of PdM strategies. In the Industry 4.0 context, PdM strongly relies on IoT communications. IoT satisfies timely and correct information exchange, which is critical for the safe and effective behavior of the monitored components. An example of an industrial IoT solution that allows advanced PdM applications is presented in Civerchia, Federico et al. [12].

Predictive maintenance assumes that the monitored machine parts go through a measurable process of degradation, hence enabling the estimation of temporal windows for carrying out repair operations [2,13]. PdM comes to benefit from technological advances and predict the RUL of components through degradation measuring. Some examples of computer models for PdM in manufacturing nowadays include Auto-Regressive Integrated Moving Average (ARIMA) models for non-stationary processes, condition-based maintenance techniques [1], as well as Prognostics and Health Management (PHM), approaches using physics-based representations and analysis [14].

2.3. Methods for Assessing RUL

Tool prognostics, especially the RUL evaluation, and condition/wear monitoring have been widely investigated within the last two decades. Many approaches use features extracted from vibration data, force measurements, acoustic emission, and/or current signals [15]. The applied methods can be divided into two main categories: (1) data-driven methods, which utilize computational intelligence techniques, such as Machine Learning (ML); and (2) model-based methods, using mathematics/physics-based models to perform data analysis through statistical processes.

Several ML approaches for tool-wear monitoring and tool-condition identification have been released during the last two decades [4,16–29]. A monitoring strategy establishing a combination of four static and two dynamic NNs was presented by Scheffer et al. [4]. The static NNs were trained via the incremental Self-Organizing Map (SOM) algorithm, whereas the dynamic ones were trained with the Particle Swarm Optimization Algorithm (PSOA). This formulation has the advantage that the dynamic NNs can follow any development of wear, whereas protecting the monitoring system from possible data disturbances. Another technique was proposed by Scheffer and Heyns [16], which uses a series of NNs: one dynamic that is trained online with the PSOA method and four static that are trained offline with Levenberg–Marquardt back-propagation. Chen et al. [17] addressed several data fusion methods to extract features to use as input data for neural networks (NNs). The Index Multiplication Group (IMG) and the Indices Multiplication and Division Group (IMDG) fusion methods were found to be promising. In Haber and Alique [18], an artificial neural network (ANN) using a neural network output error (NNOE) model for predicting tool wear in machining process was
tested, but the attempt was characterized by lack of diagnosis capability and inconsistency with process variations.

In more recent ML approaches, an approach was released by Wu et al. [19], making use of the random forest algorithm. Experimental results have shown that the random forest algorithm can generate very accurate predictions. Amongst the most popular ML methods are the approaches that make use of fuzzy logic systems [20–23], such as the Adaptive Network Fuzzy Inference System (ANFIS) [20] or the Neuro-Fuzzy Network (NFN) [21]. Fuzzy logic systems appear to have great accuracy for tool-condition monitoring (TCM) in milling processes, but they are characterized by big computational times, affecting negatively their applicability for online monitoring. Support Vector Machines (SVM) are also popular ML alternatives [20,24–27]. SVMs exhibit more moderate accuracy compared to FL methods, but they are much faster and more suitable for online tool life prediction. A multisensor global feature extraction method has been researched in Zhou and Xue [28]. A Kernel-based Extreme Learning Machine (KELM) executes the monitoring model, and a modified genetic algorithm (GA) is implemented to search the optimal parameter combinations in a two-objective optimization model. It was found that the overall error of the predicted tool wear was small. Although ML techniques are widely used nowadays in milling processes, many of the most promising methods are difficulty adaptable in real industrial operations, due to insufficient generalization capabilities for different manufacturing process conditions. However, in 2020, Ou et al. [29] suggested a novel TCM approach based on order analysis (OA) and stacked sparse auto-encoder (SSAE), which was applied in actual industrial manufacturing data and appeared to outperform the most methods which utilize neural networks in varied manufacturing conditions.

On the other hand, the methods of the second category aim to measure several parameters that are indirectly correlated to tool performance and use statistics or physics models to estimate tool wear. Five methods were tested in Rother et al. [30] for strip rolling mills, namely short-time Fourier transform (SHFT), continuous wavelet transforms (CWT), discrete wavelet transforms (DWT), Wigner–Ville distribution (WVD), and empirical mode decomposition (EMD), for detecting specific system fault states. The CWT, DWT, and EMD methods exhibited good applicability in non-stationary signals. From these three, CWT appeared to have the highest computational requirements, whereas DWT has the lowest, and EMD’s computational load is considered as the medium. The EMD method has the highest resolution of these three methods. In Yamaguchi et al. [31], cutting forces and acoustic emission (AE) signals are used for cutting-tool life estimation. Wear-state identification is based on a spectral exponent. The approach has shown effectiveness for timely warning when the tool is nearing the end of its life due to wear, as the spectral exponent becomes greater than 1. Other studies released, include Bayesian-filter-based [6] and Hidden Markov models [32]. In Lamraoui et al. [33], cyclostationarity was applied to vibration acceleration signals. This study aimed to extract efficient features for tool wear monitoring in a hot rolling mill. It was shown that the synchronous angular statistic (average and variance, Kurtosis, integrated Wigner–Ville spectrum) methods express cyclostationarity at first and second order. Moreover, parameters, namely kurtosis, power, spectral correlation function, and Wigner–Ville spectrum, are efficient for early diagnosis of faults in high-speed machining, compared with the traditional stationary methods. In Chi et al. [34], vibration signals were decomposed through ensemble empirical mode decomposition (EEMD), and the intrinsic mode functions (IMFs), frequency spectrums of IMFs, and features related to amplitude changes of frequency were obtained. An algorithm was developed for real-time estimation of tool wear. The method proved to be very effective, with very low root mean square error. In Stavropoulos et al. [35], third-degree regression models were used for vibration and electrical current signals. It was found that tool-wear estimation predictability is affected by the mean vibration signal energy, while electrical current signals provided clearer prediction results.

A point at which ML outweighs model-based methods is the availability of predefined NNs, fuzzy-logic systems, and learning algorithms throughout the international literature. On the other hand, methods based in mathematics/physics models require one to build a model and develop the analysis
process on his/her own, specialized for the case study. However, ML techniques face difficulties in dealing with production non-stationarities (e.g., processing parameter variations, production pauses), and most of the existing ML methods only carry out with constant working conditions. In contrast, model-based methods do better in that section. Managing production non-stationarity is a key aspect for generating a good prognosis, as adapting to condition changes is necessary for detecting changes in the increase rate of wear. The approach described in this study is classified in the second category of methods. Considering tool wear as a result of material fatigue due to thermomechanical load alternations, the method uses a novel feature to model tool wear and generates prognosis using a mathematical framework. The feature is constructed by performing energy analysis [36] on force and temperature data.

In rolling mills, PdM techniques are nowadays implemented instead of traditional break-down or preventive maintenance strategies [37]. The majority of research studies concern fault detection in roller bearings, gearboxes and drivetrains, the tilting table, drivers, or the hydraulic systems [38–43]. Although there are studies for condition monitoring in rollers [44,45], no work was found dealing specifically with the coating segments, for which this paper’s method is applied. The method’s effectiveness was examined through nine Monte Carlo tool-replacement prediction simulations on real data. The performance was evaluated in terms of mean absolute percentage error (MAPE), a commonly used measure of accuracy in forecasting. The proposed method leads to timely warning for tool failure, deals well with production non-stationarities, and provides an effective and highly accurate alternative for TCM, RUL prognosis, and predictive maintenance.

3. Approach

3.1. Problem Definition

The approach presented in this work aims at enabling PdM in a hot rolling milling machine. The model of the rolling milling machine is presented in Figure 1. The rolling mill machine is composed of two rolling cylinders which rotate with the use of torque motors. The lower rolling cylinder has a fixed position and only the upper cylinder can move linearly (vertical), as shown in Figure 1. Each cylinder contains some coating segments. The segments have a wear-resistant coating that degrades over time. The segments’ coating degrades due to the forces, friction, and high temperatures during the process. At the end of their useful life, the segments are replaced with exactly similar segments in terms of geometry and material. However, in the problem under study, since they are replaced with identical spare parts, the dimensions of the segments are not considered as parameters of the problem and do not have a contribution to the RUL estimation method.

![Figure 1](image_url)

**Figure 1.** Industrial rolling mill with three segments at their end of operational life (red color) on cylinder B and three new (blue color). Cylinder A can move linearly in the vertical direction.

In many cases, the coating thickness cannot be measured during production, so an indirect measurement must be applied to indicate their wear. For this reason, temperature and hydraulic force
sensors are placed on the rolling mill, and the measurements are stored in a database. The analysis of the acquired data for RUL estimation is the main target of this study.

In particular, this study discusses on an energy-based RUL estimation methodology based on the assumption that each product that is loaded on the rolling mill machine charges the working tools with an excitation dynamic energy, resulting to machine segments wear. As segment usage is quite short-term in this use case (approximately 15 days), corrosion phenomena due to oil supply in the rolling cylinders do not affect segment wear significantly. Thus, tool fatigue is mainly dependent on each product’s energy contribution to degradation, resulting in the product’s contact with the segments. After the product is processed, the tool’s remaining embodied energy capacity decreases.

3.2. Method for RUL Prediction in Hot Rolling Mills

The flow of the proposed approach is presented next, in Figure 2:

![Flowchart of the proposed approach.](image)

Figure 2 shows that, in real-time and while the manufacturing process is underway, RUL (remaining products to proceed) is calculated based on the following:

1. The remaining embodied energy capacity of the segments.
2. The mean rate of wear progress.

In this case, RUL calculates the remaining products that can be produced before the coating of the segment reaches its useful life.

Under the assumption that someone a priori had decided to change the segments when they reach a certain wear stage, this energy level is considered as the segments’ embodied energy capacity. Tool breakage could also be selected as the aforementioned wear stage. The embodied energy capacity is calculated from past sensor data (baseline/historic data), measuring key parameters that affect wear and converting them into energy concentration. For each baseline session, the concentrated amount of energy from the beginning of usage of the segments until their replacement is calculated. Due to data disturbances (e.g., floor vibration from nearby machinery) [15], the baseline energies will probably have a small variance. The mean of the baseline energy values is defined as the tools’ embodied energy capacity. The number of baseline sessions is defined such that the variance of the baseline energies is low enough.
A feature representing the excitation energy from each processed product is constructed in real-time from the normalized force (F) and temperature (T) measurements. Normalization is performed by removing the data mean from the data values and then dividing with their standard deviation. After performing an energy analysis [36] on these two time-series for each machine’s cylinder, we found that each cylinder’s excitation energy is as follows:

$$W = \int_{f_a}^{f_b} G_{FF}(f) df + \int_{f_a}^{f_b} G_{TT}(f) df - \int_{f_a}^{f_b} |G_{TF}(f)| df$$

(1)

where $f$ is the frequency in Hz; $G_{FF}(f)$ and $G_{TT}(f)$ are the Power Spectral Densities (PSDs) of the normalized signals F and T, respectively; and $G_{TF}(f)$ is the cross-PSD between F and T. In Equation (1), the term that contains the cross-PSD of F and T is removed to remove the part of T that is due to (“linearly” explained by) F. It should be noted that W is a mathematical quantity that is proportional to the energy that the processing of each product adds to the system. The norm in the last term is used because the cross-PSD part is a complex function of frequency. Integration boundaries $f_a$ and $f_b$ are defined by the acquired signals’ bandwidth. For a sampling frequency $f_s$, according to Shannon theorem, the maximum frequency in which signal information can be accessed is $f_b = f_s/2$. The lower integration frequency, $f_a$, is determined from the sensor’s specifications. It is the lowest band that the sensor can record data information. Energy W is calculated after the end of the processing of each product, and it is added to the already stored energy of the measuring cylinder, reducing the remaining capacity of its segments.

The next step is to estimate the mean rate of wear progress. The mean rate of wear progress is the mean added energy from each product that would result in the same product size as in the present period. This is calculated in Equation (2). The values of each product’s energy contribution W are collected, forming a sample that is real-time updated after the machine finishes each product’s processing.

$$E\left(\frac{dW}{dN}\right) = \frac{\Delta W}{\Delta N} = \frac{\Sigma W}{N_t}$$

(2)

In Equation (2), $N_t$ is the number of completely processed products, $E$ is the mean value operator whereas the upper hyphen also stands for mean value, $\Delta W$ stands for the increase of the embodied energy in the system, $\Delta N$ is the increase of the number of fully processed products, and $\Sigma W$ the total excitation energy stored (the sum of the energy contributions $W$ of the products produced so far). The mean rate of wear progress is continuously updated as the production procedure goes on.

Given the embodied energy capacity ($W_p$) of the tool (or a group of tools depending on the case study structure), which has been offline estimated in the baseline phase, the remaining life is estimated as the number of pieces that are predicted to be processed until segment exchange. The RUL prediction $N$ is calculated via the following equation:

$$N = \left\lfloor \frac{W_p - W_N}{\left( \frac{dW}{dN} \right)_{N=N_t}} \right\rfloor$$

(3)

where $W_N$ is (equally to $\Sigma W$ mentioned in Equation (2) the total energy added from the previously processed products, and $N_t$ is the number of fully processed products. $\lfloor x \rfloor$ symbolizes the “floor” under x, i.e., the greater integer less or equal to x. This is because the RUL value must be an integer. To have
a more flexible prediction, a constant prediction tolerance of \( \mp \Delta N \) pieces is applied to the discrete RUL prediction \( N \). The prediction is then transformed into a closed interval, defined shown as below:

\[
\begin{align*}
\{ & [N - \Delta N, N + \Delta N] \quad , \quad N - \Delta N > 0 \\
& [0, N + \Delta N] \quad , \quad N - \Delta N \leq 0
\end{align*}
\]

The procedure described up to Equation (4) is performed to each cylinder separately. The machine’s final RUL forecast interval is the lower RUL interval among these two.

The interval prediction described in the mathematical format (4) is valid if and only if the mean rate of wear progress lays inside the open interval \((W_1, W_2)\):

\[
W_1 = \frac{W_p - W_N}{N + \Delta N + 1} \quad , \quad W_2 = \begin{cases} 
\frac{W_p - W_N}{N - \Delta N - 1} , & N > \Delta N + 1 \\
\infty , & N \leq \Delta N + 1 
\end{cases}
\]

The probability of the RUL interval prediction to be verified is computed by assuming a normal distribution for the mean rate of wear progress, integrating the distribution from \( W_1 \) to \( W_2 \).

\[
C = \int_{W_1}^{W_2} f\left(\frac{dW}{dN} \mid \mu, \sigma^2\right) \, d\left(\frac{dW}{dN}\right)
\]

The integral in Equation (6) is the confidence of the prediction for \( f(\mathbf{x} | \mu, \sigma^2) \) being the normal probability density function. The distribution parameters are defined with the Maximum Likelihood Estimation (MLE) method [46]. The designed prediction system saves the updates of the mean rate of wear progress, each time a product leaves the machine, and makes use of an updates vector to re-apply the MLE. The applied RUL estimation software is designed to provide displayed comments in a User Interface (UI) for each prediction’s confidence. A confidence assessment scale is adopted, accompanied by the assigned confidence labels. The procedure described up to here is repeated continuously, until it is time for replacing the segments. The assigned confidence labels are presented in Table 1.

| Confidence Score       | Assigned Labels       |
|------------------------|-----------------------|
| 100%                   | Sure prediction       |
| 85%–99.9%              | “Maximum”              |
| 70%–85%                | Extremely reliable prediction |
| 50%–70%                | “Extremely High” |
| 30%–50%                | Very reliable prediction |
| <30%                   | “Very High”           |
|                         | Reliable prediction   |
|                         | “High”                |
|                         | Moderate prediction   |
|                         | “Moderate”            |
|                         | Unreliable prediction |
|                         | “Poor”                |

4. Implementation

Prototype software was implemented for running the proposed approach in real time. The implementation and evaluation were carried out by using the MATLAB® R2019a environment in a 64-bit Windows® 10 operating system. MATLAB® is a proprietary multi-paradigm programming language and numerical computing environment developed by MathWorks, Inc. (Natick, Massachusetts, United States of America). The Symbolic Math Toolbox, the Signal Processing Toolbox, the Statistics and Machine Learning Toolbox, and the Statistics and Machine Learning Toolbox were acquired to execute the method and perform the MLE for prediction confidence assessment. The source code was wrapped into a standalone executable package that runs real-time prognostics in the machine. The standalone package also requires the Data Acquisition Toolbox for creating and managing the data acquisition interface. An illustration of the system’s architecture is presented in Figure 3a, while in Figure 3b, examples of the Graphical User Interface (GUI) indications are portrayed. The GUI shows
how many pieces have been produced by the used segments, the interval RUL forecast, and the forecast confidence.

![Layered architecture of the implemented approach](image1)

**Figure 3.** (a) Layered architecture of the implemented approach, (b) examples of RUL GUI indications.

The RUL prognosis application is designed to run in a PC outside the rolling mill machine. It was developed for exclusive use in the study of the rolling mill machine. Data from the machine’s sensor are provided from a database. The application offers the option to change three parameters: (1) the allowable embodied energy capacity, (2) the update horizon, and (3) the prediction tolerance mentioned in Equation (4) of Section 3. All can be adjusted from a configuration file. In the configuration file, the user determines the energy/wear level that the industry wants to replace the segments. This user-tuned parameter should not be higher than the energy level that corresponds to segment breakage, since it will generate invalid predictions. In the second line, the update rate is defined. For instance, a horizon value of 1 will provide RUL prediction updates after every single processed product, while a value of 100 will provide updates after every 100 products. For the third configuration parameter, the prediction tolerance is defined. Value selection of this parameter is subjective for each use case and depends on how strict or lenient forecast is demanded. A very low prediction tolerance increases prediction uncertainty. On the other hand, a tolerance value that is too high may lead to earlier and long-hour vigilance for carrying out maintenance. Taking into account the net processing time of each product can help define prediction tolerance, and thus avoid these issues.

5. **Industrial Case Study and Approach Validation**

5.1. **Manufacturing Process Description**

The proposed approach was implemented upon the forming/pressing process of trailing arms through a rolling-mill-type machine. Predicting and scheduling the replacement of the coated segments aims at increasing, on the one hand, their lifetime and, on the other, increasing the trailing arms’ quality.

The rolling mill machine consists of two rollers. Each roller is supported at each side by twin-row spherical roller bearings. The bearings are lubricated either by oil circulation or with grease. The oil conducts away from the heat that enters via the rollers. Each cylinder contains three coating segments, accordingly to the layout in Figure 1 of Section 3.1. It is assumed that, at the end of their useful life, the segments are replaced with exactly similar segments in terms of geometry and material; therefore, their dimensions are not considered as parameters of the RUL estimation method.

The production line of the trailing arms starts by heating steel bars. After heating, the arms are inserted into a hot rolling mill for the forming/pressing process, before production goes on with the hardening process. The rolling mill process is carried out as shown in Figure 4. A robot (R2) picks up a heated metal bar (step 1) and proceeds with the rolling process (step 2). Another robot (R3) cooperates with the robot (R2) (steps 3 and 4), and once the rolling process has been completed, the steel bar is transferred from the robot (R3) for inspecting the geometry of the steel bar (step 5). Two different types of trailing arms are worked by the rolling mill and the processing of each arm lasts about 45 s.
5.2. Data Gathering and Preprocessing

The rolling mill machine has sensors on it that measure the temperature and hydraulic forces. The data used for the energy $W$ estimation are (1) cylinder hydraulic forces in kNs and (2) segment surface temperatures in Celsius degrees. The diagram presented in Figure 5 depicts the data connections for the rolling mill machine. The data are collected from a total of four sensors implanted on the machine: two force and two temperature sensors on each cylinder. On the first level, the collected data from the hydraulic force sensors are stored to a local database in the motion controller and then transferred to a Programmable Logic Controller (PLC) database. The temperature data are directly stored in the PLC. The acquired data are transferred on a second level to the Historian database. The signals are transmitted in real-time into the processing PC via communication channels from the PLC database, once the processing of a single product has finished, to run the RUL estimation app. The incoming data are synchronized under common timestamps.

The historical data were used to validate our model. An example of data during a single trailing arm’s processing in the rolling mill machine is illustrated in Figure 6. There, the $x$-axis shows the processing time of the product, and the $y$-axis presents the hydraulic force (upper plot) and the segment surface temperature (lower plot). The collected data are being normalized before the execution of the proposed method. Normalization is performed by removing the data mean from the data values and then dividing them with their standard deviation (also see Section 3.2). Normalization is a mandatory process because data values must lie within a common numerical area, in order to avoid potential numerical problems.
process because data values must lie within a common numerical area, in order to avoid potential numerical problems.

Figure 6. Indicative data plots during the processing of a single trailing arm.

5.3. Prediction Method Testing and Validation

The data values provided by the industrial company were grouped based on their timestamps, according to the format presented in Table 2. There, the first column is the data timestamp, the second and the third refer to segment surface temperatures of the machine’s cylinders (top is for cylinder A and bottom is for cylinder B), and the last two refer to the hydraulic forces. Every two consecutive timestamps correspond to the processing of a single product. Table 3 presents the different datasets that contain historical data captured during production and were used for validating the method. These provided data correspond to periods where no change of the coating segments had occurred, but do not correspond on the full duration of segment usage (from the time they were first mounted to the time they were replaced).

Table 2. A dataset sample.

| Timestamp | Segment Top Surface Temperature (Celsius Degrees) | Segment Bottom Surface Temperature (Celsius Degrees) | Cylinder Hydraulic A Force (kilonewtons) | Cylinder Hydraulic B Force (kilonewtons) |
|-----------|-------------------------------------------------|-------------------------------------------------|---------------------------------------|---------------------------------------|
| 2020-01-22T09:26:09 | [189, 189, …, 102] | [548, 549, …, 90] | [−29, −16, …, −67] | [15, 3, …, −30] |
| 2020-01-22T09:26:37 | [262, 260, …, 158] | [542, 540, …, 527] | [−43, −49, …, −58] | [−18, 25, …, −24] |
| 2020-01-22T09:27:03 | [199, 198, …, 94] | [550, 550, …, 95] | [−46, −67, …, −61] | [−18, −9, …, −24] |
| 2020-01-22T09:27:31 | [256, 251, …, 147] | [548, 548, …, 496] | [−31, −17, …, −58] | [−2, 20, …, −34] |
| 2020-01-22T10:26:43 | [191, 187, …, 101] | [550, 550, …, 93] | [−46, −27, …, −61] | [−21, −6, …, −30] |
| 2020-01-22T10:29:11 | [260, 256, …, 157] | [544, 543, …, 536] | [−36, −21, …, −60] | [−21, −5, …, −24] |
| 2020-01-22T10:29:37 | [197, 195, …, 103] | [550, 550, …, 95] | [−58, −31, …, −61] | [−15, 13, …, −18] |
| 2020-01-22T10:30:05 | [259, 252, …, 152] | [550, 550, …, 511] | [−49, −24, …, −58] | [−21, −11, …, −34] |
| 2020-01-22T10:30:33 | [197, 194, …, 103] | [550, 550, …, 496] | [−16, −18, …, −61] | [12, 14, …, −36] |
Table 3. Data information.

| Prediction Session | Start/End Dates and Timestamps |
|--------------------|--------------------------------|
| 1                  | 22/01/2020 (06:16)–29/01/2020 (13:24) |
| 2                  | 14/02/2020 (00:00)–19/02/2020 (01:14) |
| 3                  | 19/02/2020 (14:15)–24/02/2020 (06:38) |
| 4                  | 10/01/2020 (00:38)–14/01/2020 (11:38) |
| 5                  | 20/01/2020 (00:00)–20/01/2020 (23:59) |
| 6                  | 02/03/2020 (00:00)–17/03/2020 (06:35) |
| 7                  | 17/03/2020 (16:02)–23/03/2020 (19:16) |
| 8                  | 07/04/2020 (22:02)–12/04/2020 (16:52) |
| 9                  | 23/04/2020 (11:49)–23/04/2020 (13:16) |

Each dataset corresponds to a different period, during which a specific set of six segments was used. Two different types and a different total number of trailing arms were processed during the periods captured by the available datasets. Moreover, a different number of trailing arms was processed in each captured period. To evaluate our approach, nine Monte Carlo prediction experiments were conducted, with each one using a single dataset as its input, to evaluate the prediction accuracy (output) of the discussed approach. In each prediction, the total energy that was absorbed from each cylinder is calculated and the higher of these two energies is considered as the dataset’s embodied energy capacity $W_p$. This capacity is assumed as the selected wear level for changing the segments for each distinct dataset. The objective of this validation strategy is to prove mathematically that the method’s prediction accuracy is independent of which wear level is selected as the replacing point of the segments so that the findings and the conclusions of the research are trustable. For performing the prediction experiments, the development of a specialized code in a software environment is required.

In the proposed approach, data PSD functions were estimated with Welch’s averaged periodogram, and numerical integration was performed via the trapezoidal method. The tolerance for constructing the RUL estimation interval was set to $\Delta N = \pm 40$ products. For the evaluation process, the prediction update horizon that is referred to in Section 4 was set to 1, to generate more predictions during the Monte Carlo experiments.

Indicative outcomes of prediction experiments are shown in Figures 7 and 8. In Figure 7, the resulted segment wear from each product is indicated, in terms of added energy. The $x$-axis indicates the number of pieces that have been produced, and it is used as a discretization of time, and the $y$-axis shows the energy $W$ that is added to each cylinder. Cylinder A refers to the upper cylinder of the rolling mill and cylinder B to the lower one. As it is shown in Figure 7, each processed trailing arm has a different energy contribution to segment wear, confirming the non-stationarity mentioned in Section 2. The statistical parameters of the added energy (mean, variance) change during the production timeline. Non-stationarity in wear exists because, in practice, it is impossible to attain the same processing conditions for each product.
Figure 7. Indicative added energy W time-series.

In Figure 8, an indicative simulation outcome of the predictions is illustrated. The horizontal axis shows the number of produced products, while the vertical axis indicates the remaining products to be processed. The black line is the actual RUL value in remaining pieces to be processed, i.e., the number of products finally processed after each prediction update. Each dataset contains data for a specific period during which some trailing arm products were produced. The initial value of the actual RUL is the number of totally processed products during this period, and the final value is set to zero at the end of the period. Thus, the black line has a slope equal to $-1$. The red curves delimit the prediction interval updates, as they are estimated through Equation (4) of Section 3.2.

The accuracy of the proposed method was evaluated via the mean absolute percentage error (MAPE) [47]. The error of each prediction update is calculated based on the projected total production
over the whole life of the machine’s segments. For example, when a discrete RUL prediction after \( N_t \) processed products is available and is equal to \( N_r \), then the total production forecast of the segments from the start to the end of their use will be as follows:

\[
N_{pf} = N_t + N
\]  

where \( N_{pf} \) is the total production forecast during the dataset, \( N_t \) is the number of products that have been completely processed on the time being, and \( N \) is the discrete RUL prediction in terms of remaining pieces to process (see Equation (3) in Section 3). As long as the actual total production of every simulation session is known before the simulation, the MAPE of each prediction simulation is calculated as follows:

\[
MAPE = E\left(\frac{|N_p - N_{pf}|}{N_p}\right)
\]  

where \( E \) is the mean value operator, \( N_{pf} \) is the forecasted total production, and \( N_p \) is the actual total production during the dataset. The accuracy results of the nine Monte Carlo prediction experiments which were conducted to evaluate the proposed approach are presented in Table 4.

| Prediction Session | MAPE  | Accuracy (100%-MAPE) | Prediction Session | MAPE  | Accuracy (100%-MAPE) |
|--------------------|-------|---------------------|--------------------|-------|---------------------|
| 1                  | 0.59% | 99.41%              | 6                  | 0.83% | 99.17%              |
| 2                  | 0.65% | 99.35%              | 7                  | 1.20% | 98.80%              |
| 3                  | 2.23% | 97.77%              | 8                  | 2.87% | 97.13%              |
| 4                  | 0.90% | 99.10%              | 9                  | 0.90% | 99.10%              |
| 5                  | 0.62% | 99.38%              |                    |       |                     |

Note: MAPE = mean absolute percentage error.

5.4. Discussion

Nine Monte Carlo predictions were performed to validate the proposed approach. Monte Carlo experiments are used to provide an interval estimation for an examined random variable, given a specified rate of reliability. Accuracy was considered as the examined variable in this case. Two different types of trailing arms were processed during the periods captured by the available datasets. Within a 99% confidence level, and according to Monte Carlo simulation theory [48], the accuracy of the method is, in general, estimated to be inside the open interval (98.11% and 99.49%). Independence among the MAPE and the maximum allowed embodied energy capacity (\( W_p \)) was examined via Pearson’s Correlation Coefficient. Covariance among them was measured equal to \( r_p \approx 0.3 \), which interprets that accuracy is independent of which wear level is selected as the segments’ exchange point.

In parallel, prediction confidence estimation via MLE (described in Section 3) was performed at the same time with the Monte Carlo simulations. Plotting the confidence values of the interval RUL prediction during the trailing arms’ processing (see Figure 9 that corresponds to dataset 6, with x-axis indicating the number of produced products and the y-axis the prediction confidence), the evidence has shown that, in confidence levels between 30% and 50%, the success of the predictions was in a critical point in most cases. “In critical point” means that either the prediction interval fails but it is still close on the actual RUL value, or the prediction interval is marginally successful. Prediction confidence increases as the tools get closer to the end of their life. In extreme cases in which prediction confidence remains within the “moderate” status area for a very long time after the start of usage, it may be due to huge variations on production rhythm, or it may be implied that the data quality from the measurement system is not sufficient. Predictions with confidence higher than 50% can be taken seriously into account, while “moderate-level” confidence predictions should not pass indifferently, either.
Prediction confidence also depends on the applied tolerance of the constructed forecast interval. A higher tolerance amplitude leads to a higher validity of the predictions, but selecting a very high tolerance value might not make sense, as it will result in too lenient forecasts. In the current case study, the selection of an interval tolerance amplitude of plus/minus 40 pieces (equally an 80 product-long interval) results in having a prediction with a maximum replacement time declination around 1 h, since the processing of each trailing arm lasts about 45 s. This prediction interval is austere enough, so the selection of a higher tolerance amplitude would also be acceptable in the current case.

6. Conclusions and Future Work

In this study, a novel method was developed for RUL prognosis in the hot rolling milling process. The RUL estimation methodology was implemented in a software application, along with a method for estimating the confidence of the predicted RUL values. The proposed approach was validated in a case study in which two different types of trailing arms were produced by a rolling mill machine. The prediction capability of the method was evaluated based on historical datasets available by the manufacturing company, and the results indicate that the proposed method is accurate enough to be used in industrial practice.

Based on the experimental results, it can be supported that, by using this method, the industry can accurately—and according to the production plan—predict which day the maintenance activities have to be performed. Moreover, the method is characterized by robustness, since its performance is affected neither by product type variations on the machine nor by the user-tuned maximum accepted wear level that defines the tool replacement point.

Future work will focus on (1) enrichment of the proposed energy analysis approach to include additional parameters affecting segment wear, such as rolling speed or oil pressure measurements; (2) application in a real-world industrial environment together with a maintenance tasks scheduling tool; (3) application of the proposed approach in other industrial equipment, to assess its generality; and (4) investigation of cybersecurity aspects.
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