Spontaneous particle-hole symmetry breaking of correlated fermions on the Lieb lattice
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We study spinless fermions with nearest-neighbor repulsive interactions ($t$-$V$ model) on the two-dimensional three-band Lieb lattice. At half-filling, the free electronic band structure consists of a flat band at zero energy and a single cone with linear dispersion. The flat band is expected to be unstable upon inclusion of electronic correlations, and a natural channel is charge order. However, due to the three-orbital unit cell, commensurate charge order implies an imbalance of electron and hole densities and therefore doping away from half-filling. Our numerical results show that below a finite-temperature Ising transition a charge density wave with one electron and two holes per unit cell and its partner under particle-hole transformation are spontaneously generated. Our calculations are based on recent advances in auxiliary-field and continuous-time quantum Monte Carlo simulations that allow sign-free simulations of spinless fermions at half-filling. It is argued that particle-hole symmetry breaking provides a route to access levels of finite doping, without introducing a sign problem.
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I. INTRODUCTION

Controlled and approximation free quantum Monte Carlo (QMC) simulations have been long considered to be limited to certain parameter regimes – unless one is willing to abandon the advantage of polynomial scaling of the algorithm and suffer the notorious fermionic sign problem. The origin and manifestation of the sign problem varies in different QMC algorithms. In the auxiliary-field approach the absence of sign problem relates to symmetry properties of the action in complex fermion or Majorana representations. A prominent niche are particle-hole symmetric systems (half-filling) with repulsive interactions which do not suffer from the sign problem for non-frustrated hopping and interactions. In this manuscript, we show that insight into properties away from half-filling may be obtained from finite-size simulations at particle-hole symmetry. The fact that particle-hole symmetry may only be broken spontaneously in the thermodynamic limit allows for QMC simulations, which sample the phase space of finite doping while remaining sign problem free.

We investigate the electronic correlation effects on the face-centered square, or Lieb lattice. The three-orbital unit cell structure of the lattice enables perfect destructive interference of electronic hopping processes, which generates localized states at zero energy that form a dispersionless band. While the Lieb lattice is reminiscent of the CuO$_2$ plane of high temperature superconductors, here we want to investigate the fundamental problem of the electronic instabilities when two linearly dispersing and one flat band meet at the Fermi level at a singular point in the Brillouin zone. An odd number of orbitals per unit cell make the system inherently prone to order, such as ferromagnetism in the case of SU(2)-symmetric electrons. In case of interacting spinless electrons, the system either has an unique or a doubly degenerate ground state. The robustness of the flat band of the Lieb lattice has been investigated for magnetic fields, spin-orbit interactions, Coulomb repulsion, attractive interactions, as well as disorder. Topological surface states also exhibit flat bands that are susceptible to interactions. A recent review on strongly correlated flat-band systems is presented in Ref. The Lieb lattice geometry has recently been realized in optical lattices. Populating these lattices with spin-polarized (spinless) fermionic atoms would allow to directly investigate the scenario presented in this manuscript.

Here, we apply continuous-time QMC simulations, auxiliary-field QMC simulations and exact diagonalization to investigate the correlation effects...
of spinless electrons subject to nearest-neighbor Coulomb repulsion on the Lieb lattice. Both QMC methods conserve the particle number and allow for simulations free of the sign problem at the particle-hole symmetric point. As argued in Refs. 34 and 35, particle-hole symmetry corresponds to an Ising order parameter, which in two dimensions can spontaneously condense at finite temperature. In the aforementioned references particle-hole symmetry breaking amounts to specific charge ordering below the transition, but the system remains half-filled. Here, the situation is notably different due to the fractional number of spinless fermions (3/2) per unit cell. In fact the symmetry broken states correspond to charge ordered states at filling factors 1/3 and 2/3 which are connected by a particle-hole transformation. During the stochastic sampling process in a particle-hole symmetric QMC simulation, both realizations of the broken symmetry are equally sampled. Nevertheless, the spontaneous symmetry breaking can be inferred from the finite-size extrapolation of correlation functions.

The main results and structure of the manuscript are the following. In Sec. II, we introduce the $t$-$V$ Hamiltonian, briefly review the non-interacting model and discuss the symmetries, which enable sign problem free QMC simulations. In Sec. III, we then introduce continuous-time QMC methods and the auxiliary-field QMC algorithm for spinless fermions. For this specific flat band model, the choice of the algorithm turns out to be crucial since depending upon the formulation heavy-tailed distributions for certain observables occur. Section IV contains exact diagonalization and QMC results. From real-space charge-charge correlations we extract the emergence of commensurate charge order below the critical temperature. We study the critical behavior by performing a finite-size scaling analysis of the order parameter and show that the phase transition belongs to the two-dimensional Ising universality class. We also discuss the single-particle spectral function. In Sec. V we conclude and discuss possible implications of our result, in particular the possibility of using spontaneous particle-hole symmetry breaking to access finite doping without introducing a sign problem.

II. MODEL & SYMMETRIES

We study spinless fermions on a two-dimensional Lieb lattice [cf. Fig. 1(a)] interacting via a nearest-neighbor Coulomb repulsion described by $\mathcal{H}_0 + \mathcal{H}_V$, with

$$\mathcal{H}_0 = -t \sum_{\langle i,j \rangle} (c_i^\dagger c_j + H.c.) \, ,$$

$$\mathcal{H}_V = V \sum_{\langle i,j \rangle} \left( n_i - \frac{1}{2} \right) \left( n_j - \frac{1}{2} \right) \, ,$$

where $c_i^\dagger$ creates a spinless electron on lattice site $i$, $t$ denotes the hopping amplitude and $V$ the interaction strength. The Fourier transformation of the non-interacting part of the Hamiltonian to momentum space generates $\mathcal{H}_0 = \sum_k \Psi_k^\dagger \mathbf{H}(k) \Psi_k$ with $\Psi_k = (c_{Ak}^\dagger, c_{Bk}^\dagger, c_{Ck}^\dagger)$ and expanding it to leading order around the $\mathbf{M}$-point at $(\pi, \pi)$ gives

$$\mathbf{H}(\mathbf{M} + \mathbf{q}) = -t(q_x S_x + q_y S_y) + O(q^2) \, .$$

Here the $S$ matrices are the spin $S = 1$ representation of the SU(2) Lie-Algebra. The eigenvalues are given by $\{0, \pm |\mathbf{q}| \}$ such that the Hamiltonian hosts a zero energy flat band and two linear dispersing modes as it is typical for a spin-1-cone. The spectrum for the whole Brillouin zone is depicted in Fig. 1(b).

The zero energy mode is not a coincidence, but rather a consequence of the particle-hole symmetry in Eq. (1) with the corresponding transformation

$$c_i^\dagger \rightarrow \begin{cases} c_1^\dagger, & i \in \text{sublattice } A \\ c_i^\dagger, & i \in \text{sublattices } B, C \end{cases} \, .$$

It guarantees that every eigenvalue comes as a $\pm \omega$ pair, hence there has to be a zero energy mode for an odd number of degrees of freedom within one unit cell.

The system’s particle-hole symmetry combined with the global $U(1)$ symmetry (charge conservation) generates a $O(2)$ symmetry in a suitably chosen Majorana basis, as we will show below: Recasting the interaction term [Eq. (2)] as a square of the hopping term [Eq. (3)] allows us to perform a Hubbard-Stratonovich transformation, which explicitly makes use of the $O(2)$ symmetry and thereby enables a sign problem free formulation of the auxiliary-field QMC algorithm presented in Sec. III. To show the invariance of the Hamiltonian, we first diagonalize the unitary part of the above particle-hole transformation by introducing the operators $d_1 = ic_4$ on sublattice $A$ and $d_{\gamma} = c_3$ on sublattices $B, C$. Secondly we define the Majorana operators $\gamma_1$ and $\eta_2$ as follows

$$d_1 = (\gamma_1 + i\eta_2)/2 \, , \quad d_1^\dagger = (\gamma_1 - i\eta_2)/2 \, .$$

The fermion commutation relation, $\{c_1^\dagger, c_j^\dagger\} = \delta_{ij}$, fixes the Majorana commutation relations to $\{\gamma_1, \gamma_2\} = \eta_1 \eta_2 = 2\delta_{ij}$ and $\{\gamma_1, \eta_2\} = 0$. The bond density can then be expressed in terms of the Majorana fermions

$$c_i^\dagger c_3 + c_3^\dagger c_i = i(d_i^\dagger d_j - d_j^\dagger d_i) = \frac{i}{2} (\gamma_i \gamma_j + \eta_i \eta_j) \, ,$$

which is invariant under $O(2)$ transformations of the Majorana basis.

The rotation group $O(2)$ consists of rotations and reflections represented by the rank two matrices $\mathbf{R}(\theta)$ and $\mathbf{P}$, respectively. The bond densities in the Majorana representation in Eq. (7) and consequently...
the Hamiltonians of Eq. [1] and [3] are invariant under the O(2) transformations \( R(\theta) \otimes I \) and \( P \otimes I \) acting globally on all sites. The group of special rotations SO(2) constitutes a subgroup of O(2) and is itself isomorphic to the circle group U(1). Therefore, the SO(2) invariance of the Hamiltonian when expressed with Majorana fermions [Eq. (7)] is equivalent to the U(1) charge conserving symmetry.

Now we show that the discrete reflections, that are part of O(2), correspond to the particle-hole transformation in the fermion language. Let us represent the reflection \( P \) by

\[
P = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \text{such that} \quad P \left( \begin{pmatrix} \gamma \\ \eta \end{pmatrix} \right) = \left( \begin{pmatrix} \gamma \\ -\eta \end{pmatrix} \right). \tag{8}
\]

From Eq. (6) one can see that \( P \) swaps creation and annihilation operators. Consequently, the Majorana reflection \( P \) corresponds to the aforementioned particle-hole transformation for fermions on bipartite lattices.

### III. QMC Methods

The many-fermion problem defined by the Hamiltonians of Eqs. [1]–[3] can be solved in many ways, without formally encountering a sign problem. The absence of the sign problem is a necessary, but not a sufficient condition for polynomial scaling of the computational effort. Below we will show that a method of choice such as the continuous-time QMC algorithm in the interaction expansion (CT-INT)\(^{33,39}\) shows fat-tailed distributions for some observables, rendering the central limit theorem inapplicable. To avoid this problem we have used the auxiliary-field QMC method (AF-QMC\(^{41}\)) in the Majorana representation. In this section we will first briefly introduce both methods, and then compare them. We finish on a note, suggesting that the continuous-time auxiliary-field algorithm (CT-AUX\(^{41}\)) may be the adequate continuous-time formulation for the problem.

#### A. Continuous-time QMC algorithm

First, we focus on the CT-INT algorithm which stochastically samples the grand-canonical partition function \( Z \). The formalism is action based where one distinguishes the Gaussian part \( S_0 \) and the interaction part \( S_I \)

\[
S_0 = -\sum_{ij} \int_0^\beta d\tau d\tau' \epsilon^\dagger_{i,\tau} G^{-1}_{\tau} (i-j, \tau ) \epsilon^\dagger_{j,\tau'}, \tag{9}
\]

\[
S_I = V \sum_{i,j} \int_0^\beta d\tau \left( \epsilon^\dagger_{i,\tau} \epsilon^\dagger_{j,\tau} - \frac{1}{2} \right) \left( \epsilon^\dagger_{i,\tau} \epsilon^\dagger_{j,\tau} - \frac{1}{2} \right), \tag{10}
\]

such that the partition function may be written as the interaction expansion

\[
Z = \text{Tr} \left[ e^{-\beta (H_0 + H_V)} \right] = Z_0 \sum_n \frac{(-1)^n}{n!} (S_I^n)_{0}, \tag{11}
\]

where we defined \((\ldots)_0 = Z_0^{-1} \int D[c^\dagger, c] \left[ T \ldots e^{-S_0} \right] \) and \( Z_0 = \text{Tr} \left[ e^{-\beta H_0} \right] \). Since the expectation value in Eq. (11) is taken with respect to the non-interacting part, we can use Wick’s theorem within each term of the Taylor series. In order to have a sign problem free simulation, the sign of the determinant for the given contribution has to cancel the alternating sign \((-1)^n\) such that the overall value is strictly positive. In Ref. 42 Huffman and Chandrasekharan have proven the absence of the sign problem for bipartite lattices with real hopping and repulsive density-density interactions both connecting sites of different sublattices only. Furthermore, the system has to be particle-hole symmetric which restricts the simulations to half-filling. The sign problem free CT-INT simulation is then based on sampling pairs of vertices, such that particle-hole symmetry is ensured for all Monte Carlo configurations. The \( t-V \) model\(^{[1,3]}\) fulfills all requirements such that we can employ the CT-INT method.

#### B. Auxiliary-field QMC algorithm

Secondly, we have implemented an AF-QMC algorithm, similar to Ref.\(^{13}\), but based on the recently presented Majorana QMC method\(^{15}\). Importantly, this method uses the manifestly O(2) symmetric Hubbard-Stratonovich decomposition, defined on a discretized imaginary-time axis with \( \beta = \Delta \tau N_\tau \):

\[
e^{-\Delta \tau V(n_i-\frac{1}{2})(n_j-\frac{1}{2})} = e^{\Delta \tau \sum_{\sigma} \left( c^\dagger_{i,\sigma} c^\dagger_{j,\sigma} + \text{H.c.} \right)} \tag{12}
\]

where \( \cosh(\lambda) = \exp(V \Delta \tau / 2) \). In the following, we partition all nearest-neighbor bonds into \( N_b = 4 \) groups: \( H_0 + H_V = \sum_{b=1}^{N_b} H_0^{(b)} + H_V^{(b)} \). Within each group \( M_b \) the bond terms \( c^\dagger_{i,\sigma} c^\dagger_{j,\sigma} + \text{H.c.} \) commute. The grand-canonical
partition function can be written as
\[ Z = \text{Tr} \left[ e^{-\beta(\mathcal{H}_0 + \mathcal{H}_V)} \right] \]
\[ = \text{Tr} \left[ \prod_{l=1}^{N_L} e^{-\Delta \tau(\mathcal{H}_0 + \mathcal{H}_V)} \right] \]
\[ = \text{Tr} \left[ \prod_{l=1}^{N_L} \prod_{b=1}^{N_b} e^{-\Delta \tau(\mathcal{H}_0(b) + \mathcal{H}_V(b))} \right] + O(\Delta \tau^2) \]
\[ \propto \sum_{\{\sigma\}} \text{Tr} \left[ \prod_{l=1}^{N_L} \prod_{b=1}^{N_b} B^{(l)}_{l-1} \right] + O(\Delta \tau^2) \]
\[ = \sum_{\{\sigma\}} \det \left[ 1 + \prod_{l=1}^{N_L} \prod_{b=1}^{N_b} B^{(l)}_{l-1} \right] + O(\Delta \tau^2), \quad (13) \]
where we use
\[ B^{(l)}_{l-1} = \prod_{(ij) \in \mathcal{M}_b} e^{(\Delta \tau - \lambda \sigma_{ij})(c_i \gamma_j + \text{H.c.})}, \quad (15) \]
and dropped a constant prefactor in Eq. (13) for simplicity. The sum \{\sigma\} extends over the auxilliary-field components \( \sigma_{ij} = \pm 1 \) on the space-time lattice. We now derive the positivity of the determinants in the partition function in Eq. (14) of our implementation of the AF-QMC method: The partition function in the Majorana representation reads
\[ Z = \sum_{\{\sigma\}} \text{Tr} \left[ \prod_{l=1}^{N_L} \prod_{b=1}^{N_b} e^{a_{ij} c_i^\dagger c_j + \text{H.c.}} \right] \]
\[ = \sum_{\{\sigma\}} \text{Tr} \left[ \prod_{l=1}^{N_L} \prod_{b=1}^{N_b} e^{\sum_{ij} a_{ij} (\gamma_i \gamma_j + \eta_i \eta_j)} \right] \]
\[ = \sum_{\{\sigma\}} \left[ \text{Tr} \left[ \prod_{l=1}^{N_L} \prod_{b=1}^{N_b} e^{\sum_{ij} a_{ij} (\gamma_i \gamma_j)} \right] \right]^2, \quad (16) \]
where \( a_{ij} = \Delta \tau - \lambda \sigma_{ij} \). The absence of negative sign problem amounts to showing that the trace is a real number. One will readily see this by reintroducing fermion operators. For \( i \in A \) and \( j \in B,C \), \( \frac{1}{2} a_{ij} \gamma_i \gamma_j = \frac{1}{2} a_{ij} (c_i^\dagger - c_i)(c_j^\dagger + c_j) \). Since \( a_{ij} \in \mathbb{R} \), the operator \( e^{\sum_{ij} a_{ij} (\gamma_i \gamma_j)} \) is real representable in real space such that the trace will be real. General considerations on how to avoid the sign problem within the Majorana representation can be found in Refs. [3][2] and [4].

C. Comparison of QMC methods

The CT-INT method stochastically evaluates the series expansion for the grand-canonical partition function in Eq. (14) to all orders, and imaginary time can be treated as a continuous parameter. In the AF-QMC algorithm, the path in imaginary time is discretized with a finite resolution \( \Delta \tau \), measured in units of inverse energy, \([k_B T]^{-1}\) [see Eq. (14)]. The systematic error introduced by the discretization is a cutoff at higher and higher energies, as \( \Delta \tau \to 0 \). Therefore, it is expected to leave in particular the low-energy physics invariant. For the AF-QMC simulations we use \( \Delta \tau t = 0.1 \) throughout the manuscript.

Interestingly, the different stochastic sampling procedures of the two methods can lead to markedly different distributions of observables. We observe that the tail of the distribution generated by the CT-INT simulation is decaying considerably slower than it is the case for the AF-QMC simulation (see Fig. 2). As long as the distribution variance is well defined (less than infinite), the central limit theorem applies. The Monte Carlo time scale necessary to obtain a stable variance however becomes unfavorably large in CT-INT simulations, making the method computationally very expensive for the present model. For certain observables and parameter ranges the CT-INT method produces fat-tailed distributions, which can be avoided by switching to AF-QMC algorithm. While also subject to a skewed distribution of the order parameter, the problem is significantly alleviated. The AF-QMC method may itself be affected by diverging variances which has been studied recently and a remedy has been proposed in Ref. [5].

The question then arises how to formulate an efficient sign problem free continuous-time QMC algorithm for the Lieb lattice. Here we briefly argue that the method of choice is the CT-AUX algorithm which is sign problem free in the Majorana representation. Consider the partition function

FIG. 2. Distribution of the (squared) order parameter for unbinned data from AF-QMC and CT-INT simulations. The data from the CT-INT simulation shows slowly decaying tails which renders the variance ill-defined.
\[
e^{\beta 4L^2 K} Z = \text{Tr} e^{-\beta (H_0 + \sum_{ij} V(n_i - \frac{1}{2})(n_j - \frac{1}{2}) - K)} = Z_0 \sum_{n=0}^{\infty} \frac{(K - V/4)^n}{n!} \int_0^\beta d\tau_1 \sum_{(i_1,j_1)} \cdots \int_0^\beta d\tau_n \sum_{(i_n,j_n)} \langle T H_{\text{int}}^{(i_1,j_1)}(\tau_1) \cdots H_{\text{int}}^{(i_n,j_n)}(\tau_n) \rangle_0,
\]

where \( K \) is a real parameter and

\[
H_{\text{int}}^{(ij)} = 1 - \frac{V}{K - V/4} \left[ \left( n_i - \frac{1}{2} \right) \left( n_j - \frac{1}{2} \right) - \frac{1}{4} \right] = 1 + \frac{V}{2K - V/2} \left( c_i^\dagger c_j + c_j^\dagger c_i \right)^2 = \frac{1}{2} \sum_{s=\pm 1} e^{s\alpha(c_i^\dagger c_j + c_j^\dagger c_i)}.
\]

The last identity follows from the special form of the Hamiltonian.

\[
e^{\beta 4L^2 K} Z = Z_0 \sum_{n=0}^{\infty} \frac{(K - V/4)^n}{2^n n!} \int_0^\beta d\tau_1 \sum_{(i_1,j_1),s_1} \cdots \int_0^\beta d\tau_n \sum_{(i_n,j_n),s_n} \langle T e^{s_n\alpha(c_{i_n}^\dagger c_{j_n} + c_{j_n}^\dagger c_{i_n})(\tau_n)} \cdots e^{s_1\alpha(c_{i_1}^\dagger c_{j_1} + c_{j_1}^\dagger c_{i_1})(\tau_1)} \rangle_0.
\]

The absence of the sign problem again follows directly from the Majorana representation discussed in Sec. III B. Using arguments presented in Ref. 46, the relation between the CT-AUX formulation and the AF-QMC algorithm becomes apparent in the respective limits \( K \to \infty \) and \( \Delta \tau \to 0 \). In these limits the number of vertices in the CT-AUX algorithm (which scales as \( \mathcal{O}(K) \) (see Ref. 47) diverges and they are homogeneously distributed in the imaginary-time interval \([0,\beta]\). Such a distribution is also achieved in the limit \( \Delta \tau \to 0 \). It is also interesting to note that the constraint \( K > V/4 \) implies that there is no path interpolating from the CT-AUX \( (K = 0) \) to the CT-AUX algorithm.

Generically, the continuous-time methods scale as the Euclidean volume cubed. Recently alternative formulations of the sampling\(^48,49\) allow for a linear scaling in inverse temperature and thereby place the continuous-time methods formally in the same efficiency class as the auxiliary-field method albeit without the systematic Trotter discretization error. Since the linear in \( \beta \) CT-INT and CT-AUX approaches sample the very same configuration space as the generic continuous-time methods, we expect the same distributions to occur in both formulations.

![FIG. 3. Ground-state energy \( E \) for fixed electron density \( n \) and various interaction strength \( V \) on a \( L = 2 \) lattice from exact diagonalization. The distribution of the charge density for the ground state with 1/3- and 2/3-filling is illustrated in the insets. Lines are guide to the eye only.](image)

**IV. RESULTS**

Due to the symmetry protected flat band at the Fermi level we expect a high susceptibility to interaction effects. We employ the exact diagonalization method to get a first insight. The ground-state energy versus the filling for various interaction strengths \( V \) on a lattice with linear dimension \( L = 2 \) is shown in Fig. 3. We observe the
expected thermodynamic instability driving the system away from the particle-hole symmetric point at half-filling towards a filling fraction of either $1/3$ or $2/3$. The ground state is unique for the two filling fractions stated above. For any other finite amount of particles the ground state is multiply degenerate. The insets depict the density distribution of ground state wave function for the $N = 4$ and $N = 8$ sector which is proportional to the area of the gray discs. It illustrates the formation of the charge order which accumulates the electrons on the sublattice $A$ ($B$ and $C$) for a filling fraction of $1/3$ ($2/3$). The energy of both states is degenerate, such that particle-hole symmetry may be broken spontaneously in the thermodynamic limit.

In the following we will confirm this intuition by studying larger lattice sizes with the QMC methods presented in Sec. IV. We therefore begin with the analysis of charge correlation functions and continue with the extraction of the corresponding order parameter and a finite-size scaling to investigate the critical behavior. Due to the severe tail of the distribution in Fig. 2 we used the AF-QMC method unless it is stated otherwise. We measure the density correlations

$$C(r) = \frac{1}{4L^2} \sum_{i,j} (\langle n_i n_j \rangle - \langle n_i \rangle \langle n_j \rangle) \delta(|i - j| - r),$$

where $i - j$ is taken along the lattice axes $a_{1,2}$. Figure 3(a) shows the spatial pattern of the charge distribution and the inset shows the decay of $|C(r)|$ on a semi-logarithmic scale from which a growing correlation length for lower temperatures can be inferred. This clearly confirms the formation of the expected charge order at low temperatures $\beta = 3$ ($T = 0.33$). Additionally, we have also measured current correlations to test for the emergence of a quantum anomalous Hall state. The absence of a signal in the current correlations allows us to exclude this competing order and hence the occurrence of time-reversal symmetry breaking (not shown).

Finite-Temperature phase transition – We measured the order parameter $m$ to study the phase transition between the unstable metal and the charge-ordered phase:

$$m(T, L) = \sqrt{\text{Tr}[\mathbf{N}(Q)]},$$

where $\mathbf{Q} = (0, 0)$ and the density-density correlation function $\mathbf{N}(Q)$ is a $3 \times 3$-matrix. Its elements are

$$N_{ab}(Q) = \frac{1}{L^2} \sum_x (n_x^a n_x^b) - \langle n_x^a \rangle \langle n_x^b \rangle,$$

where $n_x^a$ is the fermion density of orbital $a = \{1, 2, 3\}$ in unit cell $x = \{1, \ldots, L^2\}$. We have studied lattices of linear length $L = 4, 6, 8, 10, 12$, and $15$. The finite-size behavior of the (squared) order parameter, shown in Fig. 3(b) for $V/t = 2$, suggests that it acquires a finite value for inverse temperatures above $\beta t = 2.4$. We test the hypothesis that the phase transition belongs to the two-dimensional Ising universality class by performing a finite-size scaling analysis for $N_{\text{data}}$ sets of measurements $\{m_i, T_i, L_i\}$, at a given interaction strength $V$. The Ansatz is

$$m_i(T_i, L_i) = L_i^{-\beta/\nu} F[(T_i - T_c)/T_c L_i^{1/\nu}],$$

where $F$ is an unknown scaling function. We fix the critical exponents $\beta$ and $\nu$ to their two-dimensional Ising values, $\beta = 1/8$ and $\nu = 1$, and extract from Eq. 25 the value of $T_c$ which gives the best data collapse for various lattices sizes and temperatures close to the estimated critical temperature. We obtain the estimate $T_{c, \text{est}}$ from the crossing point of $m(L^{\beta/\nu}(T))$ using the largest and the second-largest lattice size. We then choose a data window $[T_{\min}, T_{\max}]$, with $T_{\min} < T_{c, \text{est}} < T_{\max}$, and fit the data $m_i(T_i, L_i)L_i^{\beta/\nu}$ to a low-order ($k_{\max} \leq 4$) polynomial of

![FIG. 4. Density correlation function for L = 12 and at V/t = 2 as a function of spatial separation along the lattice axes (a). The inset displays the growing correlation length on a semi-logarithmic scale. Panel (b) shows the the finite-size behavior of the (squared) order parameter on a double-logarithmic scale. The data is compatible with a phase transition between $\beta t = 2.4$ and $\beta t = 2.5$.](image)
the form:

$$\tilde{F}(x) = \sum_{k=0}^{k_{\text{max}}} u_k x^k.$$  \hfill (26)

To measure the goodness of fit, we compute the statistic $\chi^2/\text{d.o.f.}$, using

$$\chi^2 = \sum_{i=1}^{N_{\text{data}}} \left( \frac{m_i(T_i, L_i) L_i^{3/\nu} - \tilde{F}(\frac{(T_i - T_c)}{T_c} L_i^{1/\nu})}{\sigma_{m,i}} \right)^2,$$

where $\sigma_{m,i}$ is the statistical error of the Monte Carlo measurement of the order parameter $m$. We have also compared our finite-size scaling method to a recently proposed method based on Bayesian statistics, and we obtained the same critical temperatures within error bars (not shown).

We list the fit parameters in Tab. 1 and present the resulting data collapse of the squared order parameter in Fig. 4 for various interaction strengths. First this nicely confirms the compatibility with the two-dimensional Ising universality class for this phase transition. Secondly, we can extract the critical temperature $T_c(V)$ for the given interaction strength $V$ which is summarized by Fig. 5.\hfill (23)

However, as a consequence of many-body correlations, the QMC simulation result has a dominating quadratic contribution. For strong Coulomb repulsion $|V| \gg 1$ the mean field Ansatz can be expected to again correctly describe a linear behavior of $T_c$. Furthermore, in this limit the $t$-$V$ model maps onto a classical two dimensional Ising model, such that the critical temperature $T_{c,t-V} = T_{c,\text{Ising}}/V$ for the Ising model on the Lieb lattice we have computed the estimate $T_{c,\text{Ising}} = 1.310(1)$. The slope of the Ising-limit is indicated in Fig. 5(f).

| $V/t$   | 0.75 | 1.0 | 1.5 | 2.0 | 3.0 |
|---------|------|-----|-----|-----|-----|
| $T_c/t$ | 0.0619(2) | 0.1029(2) | 0.2277(5) | 0.4013(6) | 0.773(2) |
| $k$     | 3    | 4   | 3   | 3   | 3   |
| $\chi/\text{d.o.f.}$ | 21.92/15 | 41.21/20 | 18.24/12 | 19.35/14 | 4.45/8 |

TABLE I. For each interaction strength $V$ the critical temperature $T_c/t$ is obtained from the fit of the (squared) order parameter to a polynomial of order $k$.

Dynamics – The phase transition is equally observed in the single-particle excitations. We have obtained $A(k, \omega)$ by analytic continuation of the thermal imaginary-time displaced Green function $G(k, \tau)$, using the stochastic maximum entropy method.\hfill (24)

The dynamic Green functions have been measured with the CT-INT method. Above the critical temperature, the single-particle spectrum features three quasiparticle bands [Fig. 3(a)]. Their form is essentially given by the non-interacting
also empowers the very same to reveal properties of phase space previously thought to be unaccessible. In this manuscript we presented the troublesome distribution of observables in CT-INT simulations and compared them against the more favorable AF-QMC algorithm. Furthermore we conjectured the CT-AUX algorithm to be the more efficient implementation in the arsenal of continuous-time QMC algorithms. By means of ED we provided evidence that the half-filled ground state is inherently unstable towards commensurable charge order, which is incompatible with half-filling on the Lieb lattice. While the simulations were constrained to half-filling we have provided strong evidence for a spontaneously broken particle-hole symmetry in the thermodynamic limit by studying the squared order parameter. We also studied the finite-temperature phase transition from thermal disorder to the charge-ordered state at low temperature and determined the critical theory to be compatible with the two-dimensional Ising universality class. The behavior of the critical temperature at weak couplings shows a dominant $T_c^{QMC} \propto V^2$ scaling which stands at odds with the mean-field expectation $T_c^{MF} \propto V$. Furthermore our simulations allowed us to extract spectral properties away from half-filling: The single-particle spectra may be interpreted as the equal superposition of dispersions at different electronic densities related by a particle-hole transformation. We conjecture that the physics of the $t$-$V$ model on the Lieb lattice extends to other bipartite lattices with a similar, dispersion-less band at the particle-hole symmetric point, such as the Dice lattice.

The unique aspect of our model is that the symmetry broken state generates a non-zero expectation value of $\langle n_i - 3/2 \rangle$, where $n_i$ is the total charge per unit cell. The question arises if it is possible to use this aspect of the Lieb lattice to spontaneously generate chemical potential terms. In particular one can conceive a bilayer system where the first layer is described by the $t$-$V$ model on the Lieb lattice and the second layer is the model of interest. An interlayer coupling of the form $\mu(n_i^{(1)} - 3/2)(n_i^{(2)} - N/2)$ is particle-hole symmetric. Below $T_c$ – provided that the interlayer coupling does not alter the nature of the Ising transition – spontaneous charge ordering will imprint a chemical potential term on the second layer. This provides an intriguing possibility to access finite doping by simulating a larger system at half-filling.

**ACKNOWLEDGMENTS**

We thank S. Chandrasekharan and F. Parisen Toldin for useful discussions. MB thanks the Bavarian Competence Network for Technical and Scientific High Performance Computing (KONWIHR) for financial support. JSH thanks the DFG-funded SFB-1170 for financial support. FFA and TCL thank the DFG-funded...
FOR1807 for partial financial support. The authors gratefully acknowledge the computing time granted by the John von Neumann Institute for Computing (NIC) and provided on the supercomputer JURECA at Jülich Supercomputing Centre (JSC). The authors gratefully acknowledge the Gauss Centre for Supercomputing e.V. (www.gauss-centre.eu) for funding this project by providing computing time on the GCS Supercomputer SuperMUC at Leibniz Supercomputing Centre (LRZ, www.lrz.de).

1. R. Blankenbecler, D. J. Scalapino, and R. L. Sugar, Phys. Rev. D 24, 2278 (1981).
2. C. Wu and S.-C. Zhang, Phys. Rev. B 71, 155115 (2005).
3. Z.-X. Li, Y.-F. Jiang, and H. Yao, Phys. Rev. B 91, 241117 (2015).
4. Z.-X. Li, Y.-F. Jiang, and H. Yao, arXiv:1601.05780v2 (2016).
5. Z. C. Wei, C. Wu, Y. Li, S. Zhang, and T. Xiang, Phys. Rev. Lett. 116, 256001 (2016).
6. M. Holenadler, F. Parisen Toldin, I. F. Herbut, and F. F. Assaad, Phys. Rev. B 90, 085146 (2014).
7. E. H. Lieb, Phys. Rev. Lett. 62, 1201 (1989).
8. Z.-C. Wei, X.-J. Han, Z.-Y. Xie, and T. Xiang, Phys. Rev. B 92, 161105 (2015).
9. N. Goldman, D. F. Urban, and D. Bercioux, Phys. Rev. A 83, 063601 (2011).
10. C. Weeks and M. Franz, Phys. Rev. B 82, 085310 (2010).
11. W. Beugeling, J. C. Everts, and C. Morais Smith, Phys. Rev. B 86, 195129 (2012).
12. R. T. Scalettar, D. J. Scalapino, R. L. Sugar, and S. R. White, Phys. Rev. B 44, 770 (1991).
13. W. Nie, D. Zhang, and W. Zhang, arXiv:1607.08618v2 (2016).
14. K. Noda, K. Inaba, and M. Yamashita, Phys. Rev. A 91, 063610 (2015).
15. N. Costa, T. Mendes-Santos, T. Paiva, R. R. d. Santos, and R. T. Scalettar, Phys. Rev. B 94, 155107 (2016).
16. B. Jaworowski, A. Manolescu, and P. Potasz, Phys. Rev. B 92, 245119 (2015).
17. A. Dauphin, M. Müller, and M. A. Martin-Delgado, Phys. Rev. A 93, 043611 (2016).
18. V. T. Iglovikov, F. Hébert, B. Grémaud, G. G. Batrouni, and R. T. Scalettar, Phys. Rev. B 90, 094506 (2014).
19. A. Julku, S. Peotta, T. I. Hanala, D.-H. Kim, and P. Törnä, Phys. Rev. Lett. 117, 045303 (2016).
20. M. Niţa, B. Ostahie, and A. Aldea, Phys. Rev. B 87, 125428 (2013).
21. J. S. Hofmann, F. F. Assaad, and A. P. Schnyder, Phys. Rev. B 93, 201116 (2016).
22. C. Honerkamp, K. Wakabayashi, and M. Sigrist, EPL 50, 368 (2000) [cond-mat/9902026].
23. A. C. Potter and P. A. Lee, Phys. Rev. Lett. 112, 117002 (2014) [arXiv:1303.6056].
24. N. B. Kopnin, T. T. Heikilä, and G. E. Volovik, Phys. Rev. B 83, 220503(R) (2011) [arXiv:1103.2033].
25. G. Z. Magda, X. Jin, I. Hagymási, P. Vancso, Z. Osváth, P. Nemes-Ince, C. Hwang, L. P. Biró, and L. Tapasztó, Nature (London) 514, 608 (2014).
26. H. Feldner, Z. Y. Meng, A. Honecker, D. Cabra, S. Wessel, and F. F. Assaad, Phys. Rev. B 81, 115416 (2010). arXiv:0910.5360.
27. H. Feldner, Z. Y. Meng, T. C. Lang, F. F. Assaad, S. Wessel, and A. Honecker, Phys. Rev. Lett. 106, 226401 (2011) [arXiv:1101.1882].
28. E. Tang and L. Fu, Nature Physics 10, 964 (2014) [arXiv:1403.7523].
29. B. Roy, F. F. Assaad, and I. F. Herbut, Phys. Rev. X 4, 021042 (2014) [arXiv:1401.6453].
30. Y. Li, D. Wang, and C. Wu, New J. Phys. 15, 085002 (2013).
31. O. Derzhko, J. Richter, and M. Maksymenko, International Journal of Modern Physics B 29, 1530007 (2015).
32. S. Mukherjee, A. Spracklen, D. Choudhury, N. Goldman, P. Ohberg, E. Andersson, and R. R. Thomson, Phys. Rev. Lett. 114, 245504 (2015).
33. R. A. Vicencio, C. Cantillano, L. Morales-Inostroza, B. Real, C. Mejía-Cortés, S. Weimann, A. Szameit, and M. I. Molina, Phys. Rev. Lett. 114, 245503 (2015).
34. M. Feldbacher, F. F. Assaad, F. Hébert, and G. G. Batrouni, Phys. Rev. Lett. 91, 056401 (2003).
35. F. F. Assaad and T. Grover, ArXiv e-prints (2016), arXiv:1607.03912 [cond-mat.str-el].
36. D. Green, L. Santos, and C. Chamon, Phys. Rev. B 82, 075104 (2010).
37. W.-F. Tsai, C. Fang, H. Yao, and J. Hu, New Journal of Physics 17, 055016 (2015).
38. A. N. Rubtsov, V. V. Savkin, and A. I. Lichtenstein, Phys. Rev. B 72, 035122 (2005).
39. E. Gull, A. J. Millis, A. I. Lichtenstein, A. N. Rubtsov, M. Troyer, and P. Werner, Rev. Mod. Phys. 83, 349 (2011).
40. F. F. Assaad and H. Evertz, in Computational Many-Particle Physics, Lecture Notes in Physics, Vol. 739, edited by H. Fehske, R. Schneider, and A. Weiße (Springer, Berlin Heidelberg, 2008) pp. 277–356.
41. S. M. A. Rombouts, K. Heyde, and N. Jachowicz, Phys. Rev. Lett. 82, 4155 (1999).
42. E. F. Huffman and S. Chandrasekharan, Phys. Rev. B 89, 111101 (2014).
43. J. E. Gubernatis, D. J. Scalapino, R. L. Sugar, and W. D. Toussaint, Phys. Rev. B 32, 103 (1985).
44. L. Wang, Y.-H. Liu, M. Iazzi, M. Troyer, and G. Harcos, Phys. Rev. Lett. 115, 250601 (2015).
45. H. Shi and S. Zhang, Phys. Rev. E 93, 033303 (2016).
46. K. Mikeslos, A. Macridin, and M. Jarrell, Phys. Rev. E 79, 057701 (2009).
47. F. F. Assaad and T. C. Lang, Phys. Rev. B 76, 035116 (2007).
48. L. Wang, M. Iazzi, P. Corboz, and M. Troyer, Phys. Rev. B 91, 245151 (2015).
49. M. Iazzi and M. Troyer, Phys. Rev. B 91, 241118 (2015).
50. At $V/t = 5$, the resolution $\Delta t = 0.1$ of inverse temperatures is too coarse for an accurate fit of the scaling function. Therefore we used the crossing points of $mT^3/\nu(T)$ together with a conservative error to estimate $T_c(V/t = 5) = 1.51 \pm 0.06$. 

Alternatively one can break particle-hole symmetry explicitly on the Lieb lattice, by adding a staggered chemical potential. Within the Majorana representation, this will not introduce a sign problem (cf. Ref. 5).