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Abstract—We address the problem of super-resolution line spectrum estimation of an undersampled signal with block prior information. The component frequencies of the signal are assumed to take arbitrary continuous values in known frequency blocks. We formulate a general semidefinite program to recover these continuous-valued frequencies using theories of positive trigonometric polynomials. The proposed semidefinite program achieves super-resolution frequency recovery by taking advantage of known structures of frequency blocks. Numerical experiments show great performance enhancements using our method.
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I. INTRODUCTION

In many areas of engineering and science, it is desired to infer the spectral contents of a measured signal. In the absence of any a priori knowledge of the underlying statistics or structure of the signal, spectral estimation is a subjective craft [1][2]. However, in several applications, the knowledge of signal characteristics is available through previous measurements or prior research. By including such prior knowledge during spectrum estimation process, it is possible to mitigate the subjective character of spectral analysis.

One useful signal attribute could be its sparsity in spectral domain. In recent years, spectral estimation methods that harness the spectral sparsity of signals have attracted considerable interest [3][4][5][13]. These methods trace their origins to compressed sensing that allows accurate recovery of signals sampled at sub-Nyquist rate [6]. In the particular context of spectral estimation, the signal is assumed to have sparsity in a finite discrete dictionary such as Discrete Fourier Transform (DFT). As long as the true signal frequency lies in the center of a DFT bin, the discretization in frequency domain faithfully represents the continuous reality of the true measurement. If the true frequency is not located on this discrete frequency grid, then the aforementioned assumption of sparsity in DFT domain is no longer valid [7][8]. The result is an approximation error in spectral estimation often referred to as scalloping loss [9], basis mismatch [10], and gridding error [11].

Recent state-of-the-art research [5][13][12] has addressed the problem of basis mismatch by proposing compressed sensing in continuous spectral domain. This

off-the-grid compressed sensing approach [5][13] uses atomic norm minimization to recover super-resolution frequencies - lying anywhere in the continuous domain [0,1] - with few random time samples of the spectrally sparse signal, provided the line spectrum maintains a nominal separation.

However, this formulation of off-the-grid compressed sensing assumes no prior knowledge of signal other than sparsity in spectrum. In fact, in many applications, where signal frequencies lie in continuous domain such as radar [14], acoustics [15], communications [16], and power systems [17], additional prior information of signal spectrum might be available. Of particular interest to spectral estimation are spectrally block sparse signals where certain frequency bands are known to contain all the spectral contents of the signal. For example, a radar engineer might know the characteristic speed with which a fighter aircraft flies. This knowledge then places the engineer in a position to point out the ballpark location of the echo from the aircraft in the Doppler frequency spectrum. Similarly, in a precipitation radar, the spectrum widths of echoes from certain weather phenomena (tornadoes or severe storms) are known from previous observations [18]. This raises the question whether we can use signal structures beyond sparsity to improve the performance of spectrum estimation.

There are extensive works in compressed sensing literature which discuss recovering sparse signals using secondary signal support structures, such as structured sparsity [19] (tree-sparsity [20], block sparsity [21], and Ising models [22]), spike trains [23][24], nonuniform sparsity [25][26], and multiple measurement vectors (MMVs) [27]. However, for spectrum estimation, frequency parameters take continuous values rather than discrete support as in compressed sensing. Therefore, the techniques of using prior support information in discrete compressed sensing do not directly extend to spectrum estimation. Moreover, it is rather unclear as to how general signal structure constraints can be imposed for super-resolution recovery of continuous-valued frequency components.

In this paper, we propose a general way to perform super-resolution spectrum estimation, given the prior information about frequency bands within which true frequency components reside. We propose a precise semidefinite program for the atomic norm minimization to recover the frequency components. The key is to transform the dual of atomic norm minimization
to a semidefinite program through linear matrix inequalities (LMI). These linear matrix inequalities are in turn provided by theories of positive trigonometric polynomials [28]. Our new method has shown great performance improvement compared with methods using only signal sparsity information.

A. Relationship with prior work

There are a number of existing approaches for spectral estimation by including known signal characteristics in the estimation process. The classical Prony’s method can be easily modified to account for known frequencies [15]. Variants of the subspace-based frequency estimation methods such as MUSIC and ESPRIT have also been formulated [29] [30], where prior knowledge can be incorporated for parameter estimation. For applications wherein only approximate knowledge of the frequencies is available, the spectral estimation described in [31] incorporates for parameter estimation. For parameter estimation. For applications wherein only approximate knowledge of the frequencies is available, the spectral estimation described in [31] applies circular von Mises probability distribution on the spectrum. For irregularly spaced samples, sparse signal recovery methods which leverage on prior information have recently gained attention for general applications [25] [26] [32] as well as, specifically, spectral estimation [33]. Compressed sensing with clustered priors was addressed in [34] where the prior information on the number of clusters and the size of each cluster was assumed to be unknown.

Also, a number of generalizations of off-the-grid compressed sensing for specific signal scenarios have been attempted. A generalization to two-dimensional off-the-grid frequencies involves Hankel matrix completion, and guarantees robustness against corruption of data [35]. A heuristic approximation to atomic norm minimization for two-dimensional off-the-grid frequencies was proposed in [36]. Later, the open problem of precise optimization formulation of atomic norm minimization for two and higher dimensions was solved in [37] using theories of multivariate positive trigonometric polynomials. When some frequencies are precisely known, [38] proposed to use conditional atomic norm minimization to recover the off-the-grid frequencies. However, in practice, frequency components are seldom precisely known, and more often frequency locations are only approximately known. In this paper, we greatly broaden the scope of prior information by considering block priors -frequency subbands in which true spectral contents of the signal are known to exist - to enhance spectrum estimation performance.

II. System Model

We consider a frequency-sparse signal $x[i]$ expressed as a sum of $s$ complex exponentials,

$$x[i] = \sum_{j=1}^{s} c_j e^{2\pi f_j i} = \sum_{j=1}^{s} |c_j| a(f_j, \phi_j) |i|, \quad i \in \mathcal{N} \quad (II.1)$$

where $c_j = |c_j| e^{i\phi_j}$ ($i = \sqrt{-1}$) represents the complex coefficient of the frequency $f_j \in [0, 1]$, with amplitude $|c_j| > 0$, phase $\phi_j \in [0, 2\pi)$, and frequency-atom $a(f_j, \phi_j)[i] = e^{i(2\pi f_j i + \phi_j)}$. We use the index set $\mathcal{N} = \{1 \leq l \leq n - 1\}$, where $|\mathcal{N}| = n \in \mathbb{N}$, to represent the time samples of the signal.

We further suppose that the signal in (II.1) is observed on the index set $\mathcal{M} \subset \mathcal{N}$, $|\mathcal{M}| = m \ll n$ where $m$ observations are chosen uniformly at random. Then, the off-the-grid compressed sensing problem is to recover all the continuous frequencies with very high accuracy using this undersampled signal.

A. Off-the-grid compressed sensing

The signal in (II.1) can be modeled as a positive linear combination of the unit-norm frequency-atoms $a(f_j, \phi_j)[i] \in \mathbb{A} \subset \mathbb{C}^n$ where $\mathbb{A}$ is the set of all frequency-atoms. These frequency-atoms are basic units for synthesizing the frequency-sparse signal. This definition of frequency-sparse signal leads to the following formulation of the atomic norm $||\hat{x}||_\mathbb{A}$ - a sparsity-enforcing analog of $\ell_1$ norm for a general atomic set $\mathbb{A}$:

$$||\hat{x}||_\mathbb{A} = \inf_{\hat{x}} \left\{ \sum_{j=1}^{s} |c_j| : \hat{x}[i] = \sum_{j=1}^{s} c_j e^{2\pi f_j i}, \quad i \in \mathcal{M} \right\} \quad (II.2)$$

To estimate the remaining $\mathcal{N} \setminus \mathcal{M}$ samples of the signal $x$, [39] suggests minimizing the atomic norm $||\hat{x}||_\mathbb{A}$ among all vectors $\hat{x}$ leading to the same observed samples as $x$. Intuitively, the atomic norm minimization is similar to $\ell_1$-minimization being the tightest convex relaxation of the combinatorial $\ell_0$-minimization problem. The primal convex optimization problem for atomic norm minimization can be formulated as follows,

$$\text{minimize} \quad ||\hat{x}||_\mathbb{A}$$

subject to $\hat{x}[j] = x[j], \quad j \in T, \quad T = \{0, \cdots, n - 1\} \quad (II.3)$

Equivalently, the off-the-grid compressed sensing [13] suggests the following semidefinite characterization for $||\hat{x}||_\mathbb{A}$:

**Definition II.1.** Let $\mathbb{T}_n$ denote the $n \times n$ positive semidefinite Toeplitz matrix, $t \in \mathbb{R}^+$, $\text{Tr}(\cdot)$ denote the trace operator and $(\cdot)^*$ denote the complex conjugate. Then,

$$||\hat{x}||_\mathbb{A} = \inf_{\mathbb{T}_n, t} \left\{ \frac{1}{2|\mathcal{N}|} \text{Tr}(\mathbb{T}_n) + \frac{1}{2} t : \left[ \mathbb{T}_n \begin{bmatrix} \hat{x}^* \\ \hat{x} \end{bmatrix} \right] \succeq 0 \right\} \quad (II.4)$$

The positive semidefinite Toeplitz matrix $\mathbb{T}_n$ is related to the frequency atoms through the following Vandemonde decomposition result by Carathéodory [40]:

$$\mathbb{T}_n = U \mathbb{R} U^* \quad (II.5)$$

where $U_{ij} = a(f_j, \phi_j)[i]$, (II.6)

$$R = \text{diag}([b_1, \cdots, b_n]) \quad (II.7)$$

The diagonal elements of $R$ are real and positive, and $r = \text{rank}(\mathbb{T}_n)$.

Consistent with this definition, the atomic norm minimization problem for the frequency-sparse signal
recovery can now be formulated as a semidefinite program (SDP) with \( m \) affine equality constraints:

\[
\begin{aligned}
\text{minimize} & \quad \frac{1}{2|\mathcal{N}|} \text{Tr}(T_n) + \frac{1}{2} t \\
\text{subject to} & \quad \left[ -\sum_n T_n \hat{x} \right] \succeq 0 \\
& \quad \hat{x}[l] = x[l], \quad l \in \mathcal{M}
\end{aligned}
\]  

(II.8)

B. Frequency localization using dual norm

The frequencies in \( \hat{x} \) can then be identified by the frequency localization approach [13] based on computing the dual-polynomial \( Q_f^* = \langle q^*, a(f, 0) \rangle \), where \( (\cdot)^* \) denotes quantities corresponding to the solution of the following dual problem of (II.5):

\[
\begin{aligned}
\text{maximize} & \quad \langle q, x \rangle_R \\
\text{subject to} & \quad \|q\|_* \leq 1 \\
& \quad q_{\mathcal{N}\setminus\mathcal{M}} = 0
\end{aligned}
\]  

(II.9)

where \( \cdot \|_* \) represents the dual norm. This dual norm is defined as

\[
\|q\|_*^* = \sup_{\|x\|_A \leq 1} |\langle q, a(f, 0) \rangle| 
\]  

(II.10)

For the frequency localization, \( |Q_f| = 1 \), if \( f_j \) is one of the unknown frequencies of \( x \). Otherwise, \( |Q_f| < 1 \).

C. Using prior information

A common approach to harness the prior information of the sparse signal in compressed sensing algorithms is to replace the classical \( \ell_1 \) norm with the weighted \( \ell_1 \) norm [25, 26]. However, signals with continuous-valued frequencies do not lead to a trivial application of the weighted \( \ell_1 \) approach. When the frequencies are known to reside in a known set \( C \ a \ priori \), we can minimize a constrained atomic norm \( |\hat{x}|_{AC} \) [38]:

\[
|\hat{x}|_{AC} = \inf_{c_j, f_j \in C} \left\{ \sum_{j=1}^s |c_j| : \hat{x}[l] = \sum_{j=1}^s c_j e^{2\pi f_j l}, \ l \in \mathcal{M} \right\}
\]  

(II.11)

where \( C \) is a known set of frequencies. The dual problem of minimizing the conditional atomic norm is similar to its analog in (II.9):

\[
\begin{aligned}
\text{maximize} & \quad \langle q, x \rangle_R \\
\text{subject to} & \quad \|q\|_*^{AC} \leq 1 \\
& \quad q_{\mathcal{N}\setminus\mathcal{M}} = 0
\end{aligned}
\]  

(II.12)

While the Vandemonde decomposition holds for general positive semidefinite Toeplitz matrices, it is not clear how to further tighten the Toeplitz structure to reflect the known prior information. Thus for an arbitrary set \( C \), formulating a computable convex program is not trivial for the constrained atomic norm minimization. In this paper, we propose a precise semidefinite program for minimizing the conditional atomic norm when \( C \) corresponds to block priors.

D. System model with block priors

Let us now consider the case where all the \( s \) frequencies \( f_j \) of the spectrally sparse signal \( x \) are known \( a \ priori \) to lie only in a finite number of non-overlapping frequency bands or intervals within the normalized frequency domain \([0, 1] \). Here, the known set \( C \) is defined as the set \( B \) of all the known frequency bands. The prior information consists of the precise locations of all the frequency bands - the lower and upper cut-off frequencies \( f_{L_k} \) and \( f_{H_k} \) respectively for each of the band \( B_k \) - as shown in the Figure 1. We, therefore, have

\[
f_j \in B, \quad B = \bigcup_{k=1}^{p} B_k = \bigcup_{k=1}^{p} [f_{L_k}, f_{H_k}].
\]  

(II.13)

where \( p \) is the total number of disjoint bands known \( a \ priori \).

III. SEMIDEFINITE PROGRAM FORMULATION

As noted earlier, to recover all of the off-the-grid frequencies of the signal \( x \) given the block priors, the direct extension of a semidefinite program from (II.8) to minimize the constrained atomic norm is non-trivial. We address this problem by working with the dual problem of the constrained atomic norm minimization, and then transforming the dual problem to an equivalent semidefinite program by using theories of positive trigonometric polynomials.

We note that in the case of block priors, (II.10) can be written as

\[
\|q\|_*^{AC} = \sup_{f \in B} |\langle q, a(f, 0) \rangle| = \sup_{f \in B} |Q_f|
\]  

(III.1)

where \( Q_f \) is the dual polynomial.

Here, the primal atomic norm minimization problem is given by

\[
\begin{aligned}
\text{minimize} & \quad \|x\|_{AB} \\
\text{subject to} & \quad \hat{x}[l] = x[l], \ l \in \mathcal{M}
\end{aligned}
\]  

(III.2)
Similar to (II.9), we can formulate the corresponding dual problem as

\[
\begin{align*}
\text{maximize} & \quad \langle q, M \rangle_R \\
\text{subject to} & \quad q_{N \setminus M} = 0 \quad \text{(III.3)} \\
& \quad \|q\|_{A,B}^* \leq 1
\end{align*}
\]

or equivalently,

\[
\begin{align*}
\text{maximize} & \quad \langle q, M \rangle_R \\
\text{subject to} & \quad q_{N \setminus M} = 0 \quad \text{(III.4)} \\
& \quad \sup_{f \in B} |\langle q, a(f, 0) \rangle| \leq 1
\end{align*}
\]

Since \( B \) is defined as a union of multiple frequency bands, the inequality constraint in (III.4) can be expanded to \( p \) separate inequality constraints as follows:

\[
\begin{align*}
\text{maximize} & \quad \langle q, M \rangle_R \\
\text{subject to} & \quad q_{N \setminus M} = 0 \quad \text{(III.5)} \\
& \quad \sup_{f \in [f_1, f_{l_1}]} |\langle q, a(f, 0) \rangle| \leq 1 \\
& \quad \sup_{f \in [f_2, f_{l_2}]} |\langle q, a(f, 0) \rangle| \leq 1 \\
& \quad \vdots \\
& \quad \sup_{f \in [f_{l_p}, f_{h_p}]} |\langle q, a(f, 0) \rangle| \leq 1
\end{align*}
\]

Our objective is to change each of the inequality constraints in (III.5) to linear matrix inequalities, so that semidefinite programming is applicable to this problem.

### A. Gram matrix parametrization of positive trigonometric polynomials

We observe that \( Q_f = \langle q, a(f, 0) \rangle \) is a positive trigonometric polynomial in \( f \) since

\[
Q_f = \langle q, a(f, 0) \rangle = \sum_{l=0}^{n-1} q_l e^{-2\pi i f l}
\]

and, as remarked in Section II-B, \(|Q_f| \leq 1\) for every \( f \in B \). A trigonometric polynomial, which is also nonnegative on the unit circle, can be parameterized using a positive semidefinite, Gram matrix \( Q \) which allows description of such a polynomial using a linear matrix inequality [41]. For the trigonometric polynomial that is nonnegative only over a subinterval, we have the following theorem:

**Theorem III.1.** [41] *A trigonometric polynomial*

\[
R(z) = \sum_{k=n-1}^{n-1} r_k z^{-k}, \quad r_k = r_k^* 
\]

where \( R \in \mathbb{C}_n[z] \) for which \( R(\omega) \geq 0 \), for any \( z = e^{i\omega} \), \( \omega \in [\omega_L, \omega_H] \subset [-\pi, \pi] \), can be expressed as

\[
R(z) = F(z) F^*(z^{-1}) + D_{\omega_L, \omega_H}(z) G(z) G^*(z^{-1})
\]

where \( F, G \) are causal polynomials with complex coefficients, of degree at most \( n - 1 \) and \( n - 2 \), respectively. The polynomial

\[
D_{\omega_L, \omega_H}(z) = d_1 z^{-1} + d_0 + d_1^* z 
\]

where \( d_0 = -\frac{\alpha \beta + 1}{2} \) \quad (III.10)

\[
d_1 = \frac{1 - \alpha \beta + j \alpha + \beta}{4} \quad \text{(III.11)}
\]

\[
\alpha = \tan \frac{\omega_L}{2} \quad \text{(III.12)}
\]

\[
\beta = \tan \frac{\omega_H}{2} \quad \text{(III.13)}
\]

is defined such that \( D_{\omega_L, \omega_H}(\omega) \) is nonnegative for \( \omega \in [\omega_L, \omega_H] \) and negative on its complement.

Since \( F \) and \( G \) are causal polynomials, they can each be parameterized with Gram matrices \( Q_1 \) and \( Q_2 \) respectively, where \( Q_1 \in \mathbb{C}^{n \times n} \) and \( Q_2 \in \mathbb{C}^{(n-1) \times (n-1)} \) [41, p. 23]. The polynomial \( R \) can be parameterized using both of these Gram matrices as follows:

\[
r_k = \text{tr}(Q_1) + \text{tr}(d_1 Q_{k-1} + d_0 Q_k + d_1^* Q_{k+1}) \cdot Q_2 
\]

\[
\leq L_{k, \omega_L, \omega_H}(Q_1, Q_2) \quad \text{(III.14)}
\]

where \( Q_k \) is the elementary Toeplitz matrix with ones on the \( k \)-th diagonal and zeros elsewhere. In the argument of the second trace operator, we assume \( Q_k = 0 \) if \( k > n - 2 \).

If, instead of \([\omega_L, \omega_H] \subset [-\pi, \pi]\), the subbands are expressed in the normalized frequency domain as \([f_L, f_H] \subset [0, 1]\), then (III.14) can be written as,

\[
r_k = \mathcal{L}_{k, f_L, f_H}(Q_1, Q_2) \quad \text{(III.15)}
\]

where the translation of frequencies between the two domains is given by these relations:

\[
f_L = \begin{cases} 
2\pi \omega_L & : 0 \leq \omega_L \leq 0.5 \\
2\pi(\omega_L - 1) & : 0.5 < \omega_L \leq 1
\end{cases} \quad \text{(III.16)}
\]

\[
f_H = \begin{cases} 
2\pi \omega_H & : 0 \leq \omega_H \leq 0.5 \\
2\pi(\omega_H - 1) & : 0.5 < \omega_H \leq 1
\end{cases} \quad \text{(III.17)}
\]

The dual polynomial \( Q_f \) in (III.6) is nonnegative on multiple non-overlapping intervals, and can therefore be parameterized by \( p \) different pairs of Gram matrices \( \{Q_1, Q_2\} \).

### B. LMI representation

Based on the Bounded Real Lemma [41, p. 127] (which, in turn, is based on Theorem III.1), a positive trigonometric polynomial constraint of the type \(|R(\omega)| \leq 1\) can be expressed as a linear matrix inequality [41, p. 143]. Stating this result for the dual polynomial constraint over a single frequency band (such as those in (III.5)), we have \( \sup_{f \in [f_l, f_h]} |\langle q, a(f, 0) \rangle| \leq 1 \), if and only if there exist positive semidefinite matrices \( Q_1 \) and \( Q_2 \) such that,

\[
\delta_k = \mathcal{L}_{k, f_L, f_H}(Q_1, Q_2), \quad k \in H \\
\begin{bmatrix} Q_1 & q \\ q^* & 1 \end{bmatrix} \succeq 0 \quad \text{(III.18)}
\]
where $\delta_0 = 1$ and $\delta_k = 0$ if $k \neq 0$ and $H$ is a halfspace. This linear matrix inequality representation using positive semidefinite matrix $Q_1$ paves way for casting the new dual problem in (III.5) as a semidefinite program.

C. Continuous compressed sensing with block priors

We are now in a position to state our semidefinite program for continuous compressed sensing with block priors. For each of the inequality constraint in (III.5), we use a linear matrix inequality similar to that in (III.18) to cast the dual problem constraint into a semidefinite program. So, when all the frequencies are known to lie in $p$ disjoint frequency bands, then semidefinite program for the dual problem in (III.5) can be constructed by using $p$ constraints of the kind in (III.18).

\[
\begin{align*}
\text{maximize} & \quad \langle q_M, x_M \rangle_R \\
\text{subject to} & \quad q_{N\setminus M} = 0 \quad \text{(III.19)} \\
& \quad \delta_k = \mathcal{L}_{k,l_1} f_{l_1} (Q_{11}, Q_{21}), \\
& \quad k = 0, \ldots, (n-1) \\
& \quad \begin{bmatrix} Q_{11} & q \\ q^* & 1 \end{bmatrix} \geq 0, \\
& \quad \delta_k = \mathcal{L}_{k,l_2} f_{l_2} (Q_{12}, Q_{22}), \\
& \quad k = 0, \ldots, (n-1) \\
& \quad \begin{bmatrix} Q_{12} & q \\ q^* & 1 \end{bmatrix} \geq 0, \\
& \quad \vdots \\
& \quad \delta_k = \mathcal{L}_{k,l_p} f_{l_p} (Q_{1p}, Q_{2p}), \\
& \quad k = 0, \ldots, (n-1) \\
& \quad \begin{bmatrix} Q_{1p} & q \\ q^* & 1 \end{bmatrix} \geq 0,
\end{align*}
\]

where $Q_{11}, Q_{12}, \cdots, Q_{1p}$ and $Q_{21}, Q_{22}, \cdots, Q_{2p} \in \mathbb{C}^{n \times n}$, and $Q_{1p}, Q_{2p} \in \mathbb{C}^{(n-1) \times (n-1)}$.

IV. NUMERICAL EXPERIMENTS

We evaluated the performance of spectrum estimation with block priors through numerical simulations. We used SDPT3 [42] solver for the semidefinite program in (III.19).

We first illustrate our approach through an example in Figure 2. Here for $n = 64$, we drew $s = 5$ frequencies uniformly at random within $p = 3$ subbands in the domain $[0, 1]$ without imposing any minimum separation condition. Here, $B = (0.3500, 0.4800) \cup (0.6000, 0.8000) \cup (0.8500, 0.9000)$. The phases of the signal frequencies were sampled uniformly at random in $[0, 2\pi)$. The amplitudes $|c_j|, j = 1, \cdots, s$ were drawn randomly from the distribution $0.5 + \chi_j^2$ where $\chi_j^2$ represents the Chi-squared distribution with 1 degree of freedom. A total of $m = 20$ observations were randomly chosen from $n$ regular time samples to form the sample set $M$. In the absence of any prior information, we solve (II.9) and show the result of frequency localization in Figure 2a.

\[
\begin{align*}
\text{maximize} & \quad \langle q_M, x_M \rangle_R \\
\text{subject to} & \quad q_{N\setminus M} = 0 \quad \text{(III.19)} \\
& \quad \delta_k = \mathcal{L}_{k,l_1} f_{l_1} (Q_{11}, Q_{21}), \\
& \quad k = 0, \ldots, (n-1) \\
& \quad \begin{bmatrix} Q_{11} & q \\ q^* & 1 \end{bmatrix} \geq 0, \\
& \quad \delta_k = \mathcal{L}_{k,l_2} f_{l_2} (Q_{12}, Q_{22}), \\
& \quad k = 0, \ldots, (n-1) \\
& \quad \begin{bmatrix} Q_{12} & q \\ q^* & 1 \end{bmatrix} \geq 0, \\
& \quad \vdots \\
& \quad \delta_k = \mathcal{L}_{k,l_p} f_{l_p} (Q_{1p}, Q_{2p}), \\
& \quad k = 0, \ldots, (n-1) \\
& \quad \begin{bmatrix} Q_{1p} & q \\ q^* & 1 \end{bmatrix} \geq 0,
\end{align*}
\]

where $Q_{11}, Q_{12}, \cdots, Q_{1p}$ and $Q_{21}, Q_{22}, \cdots, Q_{2p} \in \mathbb{C}^{n \times n}$, and $Q_{1p}, Q_{2p} \in \mathbb{C}^{(n-1) \times (n-1)}$.

Here, it is difficult to pick a unique set of $s = 5$ poles for which the maximum modulus of the dual polynomial is unity (which will actually correspond to recovered frequency poles). On the other hand, when block priors are given, Figure 2b shows that solving (III.19) provides perfect recovery of all the frequency components, where the recovered frequencies correspond to unit-modulus points of the dual polynomial.

We then give a statistical performance evaluation of our new method, compared with atomic norm minimization without any priors (II.9). The experimental setup and block priors are the same as in Figure 2a and no minimum separation condition was assumed while drawing frequencies uniformly at random in the set $B$.

\[
\begin{align*}
\text{maximize} & \quad \langle q_M, x_M \rangle_R \\
\text{subject to} & \quad q_{N\setminus M} = 0 \quad \text{(III.19)} \\
& \quad \delta_k = \mathcal{L}_{k,l_1} f_{l_1} (Q_{11}, Q_{21}), \\
& \quad k = 0, \ldots, (n-1) \\
& \quad \begin{bmatrix} Q_{11} & q \\ q^* & 1 \end{bmatrix} \geq 0, \\
& \quad \delta_k = \mathcal{L}_{k,l_2} f_{l_2} (Q_{12}, Q_{22}), \\
& \quad k = 0, \ldots, (n-1) \\
& \quad \begin{bmatrix} Q_{12} & q \\ q^* & 1 \end{bmatrix} \geq 0, \\
& \quad \vdots \\
& \quad \delta_k = \mathcal{L}_{k,l_p} f_{l_p} (Q_{1p}, Q_{2p}), \\
& \quad k = 0, \ldots, (n-1) \\
& \quad \begin{bmatrix} Q_{1p} & q \\ q^* & 1 \end{bmatrix} \geq 0,
\end{align*}
\]

where $Q_{11}, Q_{12}, \cdots, Q_{1p}$ and $Q_{21}, Q_{22}, \cdots, Q_{2p} \in \mathbb{C}^{n \times n}$, and $Q_{1p}, Q_{2p} \in \mathbb{C}^{(n-1) \times (n-1)}$.

We evaluated the performance of our new method, compared with atomic norm minimization without any priors (II.9). The experimental setup and block priors are the same as in Figure 2a and no minimum separation condition was assumed while drawing frequencies uniformly at random in the set $B$. Figure 2 shows the probability $P$ of perfect recovery for the two methods for fixed $n = 64$ but varying values of $m$ and $s$. For every value of the pair $\{s, m\}$, we simulate 100 trials to compute $P$. We note that if the frequencies are approximately known, our method greatly enhances
the recovery of continuous-valued frequencies.

REFERENCES

[1] S. L. Marple Jr., Digital spectral analysis with applications. Englewood Cliffs, NJ, Prentice-Hall, Inc., 1987.
[2] P. Stoica and R. L. Moses, Spectral analysis of signals. Prentice Hall, 2005.
[3] M. Mishali and Y. C. Eldar, “From theory to practice: Sub-Nyquist sampling of sparse wideband analog signals,” IEEE Journal of Selected Topics in Signal Processing, vol. 4, no. 2, pp. 375–391, 2010.
[4] M. F. Duarte and R. G. Baraniuk, “Spectral compressive sensing,” Applied and Computational Harmonic Analysis, vol. 35, no. 1, pp. 111–129, 2013.
[5] E. J. Candès and C. Fernandez-Granda, “Towards a mathematical theory of super-resolution,” Communications on Pure and Applied Mathematics, vol. 67, pp. 906–956, 2013.
[6] D. L. Donoho, “Compressed sensing,” IEEE Transactions on Information Theory, vol. 52, no. 4, pp. 1289–1306, 2006.
[7] Z. Tan and A. Nehorai, “Sparse direction of arrival estimation using co-prime arrays with off-grid targets,” IEEE Signal Processing Letters, vol. 21, no. 1, 2014.
[8] T. Huang, Y. Liu, H. Meng, and X. Wang, “Adaptive matching pursuit with constrained total least squares,” EURASIP Journal on Advances in Signal Processing, vol. 2012, no. 1, pp. 1–12, 2012.
[9] F. J. Harris, “On the use of windows for harmonic analysis with the discrete Fourier transform,” Proceedings of the IEEE, vol. 66, no. 1, pp. 51–83, 1978.
[10] Y. Chi, L. L. Scharf, A. Pezeshki, and A. R. Calderbank, “Sensitivity to basis mismatch in compressed sensing,” IEEE Transactions on Signal Processing, vol. 59, no. 5, pp. 2182–2195, 2011.
[11] A. Fannjiang and W. Liao, “Coherence pattern-guided compressive sensing with unresolved grids,” SIAM Journal on Imaging Sciences, vol. 5, no. 1, pp. 179–202, 2012.
[12] G. Tang, B. N. Bhaskar, and B. Recht, “Sparse recovery over continuous dictionaries: Just discretize,” in Proceedings of Asilomar Conference on Signals, Systems, and Computers, 2013.
[13] G. Tang, B. N. Bhaskar, P. Shah, and B. Recht, “Compressed sensing off the grid,” IEEE Transactions on Information Theory, vol. 59, no. 11, pp. 7465–7490, 2013.
[14] M. I. Skolnik, Radar handbook, 3rd ed. McGraw-Hill, 2008.
[15] D. H. Trivett and A. Z. Robinson, “Modified Prony method approach to echo-reduction measurements,” The Journal of the Acoustical Society of America, vol. 70, p. 1166, 1981.
[16] S. Beygi and U. Mitra, “Multi-scale multi-lag channel estimation using low rank structure of received signal,” in IEEE International Conference on Acoustics, Speech and Signal Processing, ICASSP’14, 2014, to appear.
[17] J. Zygarlicki and J. Mroczka, “Prony’s method used for testing harmonics and interharmonics in electrical power systems,” Metrology and Measurement Systems, vol. 19, no. 4, pp. 659–672, 2012.
[18] R. J. Doviak and D. S. Zrnić, Doppler radar and weather observations, 2nd ed. Dover Publications, 2006, pp. 87–118.
[19] V. Cevher, P. Indyk, C. Hegde, and R. G. Baraniuk, “Recovery of clustered sparse signals from compressive measurements,” in International Conference on Sampling Theory and Applications, SAMPTA’09, 2009.
[20] R. G. Baraniuk, V. Cevher, M. F. Duarte, and C. Hegde, “Model-based compressive sensing,” IEEE Transactions on Information Theory, vol. 56, no. 4, pp. 1982–2001, 2010.
[21] M. Stojnic, F. Parvaresh, and B. Hassibi, “On the reconstruction of block-sparse signals with an optimal number of measurements,” IEEE Transactions on Signal Processing, vol. 57, no. 8, pp. 3075–3085, 2009.
[22] V. Cevher, M. F. Duarte, C. Hegde, and R. Baraniuk, “Sparse signal recovery using Markov random fields,” in Advances in Neural Information Processing Systems, 2008, pp. 257–264.
[23] C. Hegde, M. F. Duarte, and V. Cevher, “Compressive sensing recovery of spike trains using a structured sparsity model,” in Signal Processing with Adaptive Sparse Structured Representations, SPARS’09, 2009.
[24] J.-M. Azais, Y. De Castro, and F. Gamboa, “Spike detection from inaccurate samplings,” arXiv preprint arXiv:1301.5873, 2013.
[25] M. A. Khajehnejad, W. Xu, A. S. Avestimehr, and B. Hassibi, “Weighted ℓ1 minimization for sparse recovery with prior information,” in IEEE International Symposium on Information Theory, 2009, pp. 483–487.
[26] N. Vaswani and W. Lu, “Modified-CS: Modifying compressive sensing for problems with partially known support,” IEEE Transactions on Signal Processing, vol. 58, no. 9, pp. 4595–4607, 2010.
[27] M. F. Duarte and Y. C. Eldar, “Structured compressed sensing: From theory to applications,” IEEE Transactions on Signal Processing, vol. 59, no. 9, pp. 4053–4085, 2011.
[28] L. Fejér, “Über trigonometrische polynome,” Journal für die Reine und Angewandte Mathematik, vol. 146, pp. 53–82, 1915, in German.
[29] D. A. Linebarger, R. D. DeGroat, E. M. Dowling, P. Stoica, and G. L. Fudge, “Incorporating a priori information into MUSIC-algorithms and analysis,” Signal Processing, vol. 46, no. 1, pp. 85–104, 1995.
[30] P. Wirñalt, G. Bouleux, M. Jansson, and P. Stoica, “Subspace-based frequency estimation utilizing prior information,” in IEEE Statistical Signal Processing Workshop, 2011, pp. 533–536.
[31] D. Zachariah, P. Wirñalt, M. Jansson, and S. Chatterjee, “Line spectrum estimation with probabilistic priors,” Signal Processing, vol. 93, no. 11, pp. 2969–2974, 2013.
[32] S. Ji, Y. Xue, and L. Carin, “Bayesian compressive sensing,” IEEE Transactions on Signal Processing, vol. 56, no. 6, pp. 2346–2356, 2008.
[33] S. Bourguignon, H. Carfantan, and J. Idier, “A sparsity-based method for the estimation of spectral lines from irregularly
sampled data,” IEEE Journal on Selected Topics in Signal Processing, vol. 1, no. 4, pp. 575–585, 2007.

[34] L. Yu, H. Sun, J.-P. Barbot, and G. Zheng, “Bayesian compressive sensing for cluster structured sparse signals,” Signal Processing, vol. 92, no. 1, pp. 259–269, 2012.

[35] Y. Chen and Y. Chi, “Robust spectral compressed sensing via structured matrix completion,” arXiv preprint arXiv:1304.8126, 2013.

[36] Y. Chi and Y. Chen, “Compressive recovery of 2-D off-grid frequencies,” in Proceedings of Asilomar Conference on Signals, Systems, and Computers, 2013.

[37] W. Xu, J.-F. Cai, K. V. Mishra, M. Cho, and A. Kruger, “Precise semidefinite programming formulation of atomic norm minimization for recovering d-dimensional ($d \geq 2$) off-the-grid frequencies,” in IEEE Information Theory and Applications Workshop, 2014.

[38] K. V. Mishra, M. Cho, A. Kruger, and W. Xu, “Off-the-grid spectral compressed sensing with prior information,” arXiv preprint arXiv:1311.0950, 2013.

[39] V. Chandrasekaran, B. Recht, P. A. Parrilo, and A. S. Willsky, “The convex geometry of linear inverse problems,” Foundations of Computational Mathematics, vol. 12, no. 6, pp. 805–849, 2012.

[40] C. C. Carathéodory, “Über ber den variabilitätsbereich der fourierschen konstanten von positiven harmonischen funktionen,” Rendiconti del Circolo Matematico di Palermo (1884-1940), vol. 32, no. 1, pp. 193–217, 1911, in German.

[41] B. Dumitrescu, Positive trigonometric polynomials and signal processing applications. Springer, 2007.

[42] R. H. Tütüncü, K. C. Toh, and M. J. Todd, “Solving semidefinite-quadratic-linear programs using SDPT3,” Mathematical Programming, vol. 95, no. 2, pp. 189–217, 2003.