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Abstract
In this paper we focus on the almost-diagonalization properties of $\tau$-pseudodifferential operators using techniques from time-frequency analysis. Our function spaces are modulation spaces and the special class of Wiener amalgam spaces arising by considering the action of the Fourier transform of modulation spaces. Such spaces are nowadays called modulation spaces as well. A particular example is provided by the Sjöstrand class, for which Gröchenig (Rev Mat Iberoam 22(2):703–724, 2006) exhibits the almost diagonalization of Weyl operators. We shall show that such result can be extended to any $\tau$-pseudodifferential operator, for $\tau \in [0, 1]$. This is not surprising, since the mapping that goes from a Weyl symbol to a $\tau$-symbol is bounded in the Sjöstrand class. What is new and quite striking is the almost diagonalization for $\tau$-operators with symbols in weighted Wiener amalgam spaces. In this case the diagonalization depends on the parameter $\tau$. In particular, we have an almost diagonalization for $\tau \in (0, 1)$ whereas the cases $\tau = 0$ or $\tau = 1$ yield only to weaker results. As a consequence, we infer boundedness, algebra and Wiener properties for $\tau$-pseudodifferential operators on Wiener amalgam and modulation spaces.
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1 Introduction

It is widely known that the techniques of Time-frequency Analysis revealed to be very fruitful when dealing with diverse problems in quite different fields, from signal processing to harmonic analysis, but also from PDE’s to quantum mechanics (see, e.g., [2,10,13,17,30,33,33]). Besides the manifold achievements, Gabor analysis is a fascinating discipline in itself: the study of related functional-analytic problems is an inexhausted source of challenges and it happens to cast new light on established results, eventually. As an example, Gröchenig employed these methods in his work [25], almost diagonalizing Weyl operators with symbols in the Sjöstrand class via Gabor frames. This result has provided new insights on a number of well-known outcomes previously obtained by Sjöstrand within the realm of classical analysis [31,32] and, more importantly, has lead to far-reaching generalizations.

In this work we extend part of the results obtained in [25] and derive a number of relevant consequences on the boundedness of pseudodifferential operators. In particular, our study has been carried out within the unifying framework offered by $\tau$-representations and $\tau$-pseudodifferential operators. $\tau$-pseudodifferential operators can be either defined as a quantization rule or by means of the related time-frequency representation (cf. [1–3]). In the following section we give a more detailed account, but here we simply recall the latter. For $\tau \in [0, 1]$, the (cross-)$\tau$-Wigner distribution is given by

$$W_\tau(f, g)(x, \omega) = \int_{\mathbb{R}^d} e^{-2\pi i \omega y} f(x + \tau y) \overline{g(x - (1 - \tau)y)} \, dy, \quad f, g \in \mathcal{S}(\mathbb{R}^d),$$

(1)

whereas the $\tau$-pseudodifferential operator is defined by

$$\langle \text{Op}_\tau(a) f, g \rangle = \langle a, W_\tau(g, f) \rangle, \quad f, g \in \mathcal{S}(\mathbb{R}^d).$$

(2)

For $\tau = 1/2$ we recapture the Weyl operator studied in [25], if $\tau = 0$ the operator is called the Kohn–Nirenberg operator $\text{Op}_{\text{KN}}$, if $\tau = 1$ the related operator is named operator “with right symbol”.

For what concerns the symbol classes, we consider Banach spaces allowing a suitable measure of the time-frequency decay of distributions, i.e. modulation and Wiener amalgam spaces. These function spaces were introduced by Feichtinger in the ’80s (cf. [19,20]) and revealed to be the optimal setting for a large class of problems related to harmonic analysis and PDE’s (cf. [14,18,35]).

To fix notation, we write a point in phase space (in time-frequency space) as $z = (x, \omega) \in \mathbb{R}^{2d}$, and the corresponding phase-space shift (time-frequency shift) acting on a function or distribution as

$$\pi(z) f(t) = e^{2\pi i \omega t} f(t - x), \quad t \in \mathbb{R}^d.$$

(3)

When considering symbol functions, we shall work with time-frequency shifts $\pi(z, \zeta)$, with $z, \zeta \in \mathbb{R}^{2d}$ (the variables are doubled).
Consider a Schwartz function \( g \in S(\mathbb{R}^{2d}) \setminus \{0\} \). We define the modulation space \( M^{\infty,1}(\mathbb{R}^{2d}) \) (or Sjöstrand class) as the space of tempered distributions \( \sigma \in S'(\mathbb{R}^{2d}) \) such that
\[
\int_{\mathbb{R}^{2d}} \sup_{z \in \mathbb{R}^{2d}} |\langle \sigma, \pi(z, \xi) g \rangle| \, d\xi < \infty.
\]
For the properties of such space and its weighted versions we refer to the next section. Here the main focus is on symbols in the so-called Wiener amalgam space \( W(\mathcal{F}L^\infty, L^1)(\mathbb{R}^{2d}) = FM^{\infty,1}(\mathbb{R}^{2d}) \), where \( \mathcal{F} \) is the Fourier transform. Heuristically, symbols in \( W(\mathcal{F}L^\infty, L^1)(\mathbb{R}^{2d}) \) display locally a regularity of the type \( \mathcal{F}L^\infty(\mathbb{R}^{2d}) \) and globally decay as functions in \( L^1(\mathbb{R}^{2d}) \). For instance, the \( \delta \) distribution (in \( S'(\mathbb{R}^{2d}) \)) belongs to \( W(\mathcal{F}L^\infty, L^1)(\mathbb{R}^{2d}) \). Nowadays this class can be referred to as modulation space as well (although in a generalized sense, as suggested by Feichtinger in his retrospective [21]), see also [28].

The central issue of our work is the approximate diagonalization of \( \tau \)-pseudo-differential operators. This is a well-known problem, studied in several contexts of harmonic analysis: classical references are [27, 29]. See also, for the more general framework of Fourier integral operators, [8, 22] and references therein. In somewhat heuristic terms, the choice of certain type of symbols assures that these operators preserve the time-frequency localization, since their kernel with respect to continuous or discrete time-frequency shifts satisfies a convenient decay condition. To be precise, thanks to a covariance property for the \( \tau \)-Wigner distribution under the action of time-frequency shifts, we are able to prove the following claim, which extends [25, Theorem 3.2] proved for \( \tau = \frac{1}{2} \), i.e., for the Weyl quantization (see the subsequent Theorem 4.1 for the weighted version).

First, we recall the definition of a Gabor frame. Let \( \Lambda = A\mathbb{Z}^{2d} \), with \( A \in \text{GL}(2d, \mathbb{R}) \), be a lattice of the time-frequency plane. The set of time-frequency shifts \( \mathcal{G}(\varphi, \Lambda) = \{ \pi(\lambda) \varphi : \lambda \in \Lambda \} \) for a non-zero \( \varphi \in L^2(\mathbb{R}^d) \) (the so-called window function) is named a Gabor system. The set \( \mathcal{G}(\varphi, \Lambda) \) is a Gabor frame, if there exist constants \( A, B > 0 \) such that
\[
A \| f \|_2^2 \leq \sum_{\lambda \in \Lambda} \| \langle f, \pi(\lambda) \varphi \rangle \|_2^2 \leq B \| f \|_2^2, \quad \forall f \in L^2(\mathbb{R}^d). \tag{4}
\]

Our result is the following:

**Theorem** Fix a non-zero window \( \varphi \in S(\mathbb{R}^d) \) such that \( \mathcal{G}(\varphi, \Lambda) \) is a Gabor frame for \( L^2(\mathbb{R}^d) \). For any \( \tau \in [0, 1] \), the following properties are equivalent:

(i) \( \sigma \in M^{\infty,1}(\mathbb{R}^{2d}) \).

(ii) \( \sigma \in S'(\mathbb{R}^{2d}) \) and there exists a function \( H_\tau \in L^1(\mathbb{R}^{2d}) \) such that
\[
\| \mathcal{O}_\tau(\sigma) \pi(z) \varphi, \pi(w) \varphi \| \leq H_\tau(w - z), \quad \forall w, z \in \mathbb{R}^{2d}.
\]

(iii) \( \sigma \in S'(\mathbb{R}^{2d}) \) and there exists a sequence \( h_\tau \in \ell^1(\Lambda) \) such that
\[
\| \mathcal{O}_\tau(\sigma) \pi(\mu) \varphi, \pi(\lambda) \varphi \| \leq h_\tau(\lambda - \mu), \quad \forall \lambda, \mu \in \Lambda.
\]
This kind of control is a characterizing property of symbols in those spaces, in the following sense.

**Corollary** Under the hypotheses of the previous Theorem, let \( \tau \in [0, 1] \) be fixed and assume that \( T : S(\mathbb{R}^d) \to S'(\mathbb{R}^d) \) is continuous and satisfies one of the following conditions:

(i) \( |\langle T \pi(z) \varphi, \pi(w) \varphi \rangle| \leq H(w - z), \forall w, z \in \mathbb{R}^d \) for some \( H \in L^1 \).

(ii) \( |\langle T \pi(\mu) \varphi, \pi(\lambda) \varphi \rangle| \leq h(\lambda - \mu), \forall \lambda, \mu \in \Lambda \) for some \( h \in \ell^1 \).

Therefore, \( T = \text{Op}_\tau(\sigma) \) for some symbol \( \sigma \in M^{\infty,1}(\mathbb{R}^{2d}) \).

We remark that, if either the previous condition (i) or (ii) is satisfied, then it is well known that the operator \( T \) has Weyl symbol in the Sjöstrand’s class [25, Theorem 3.2]. On the other hand, the mapping that goes to a Weyl symbol to a \( \tau \)-symbol is bounded in the Sjöstrand’s class, and the previous corollary follows from [25, Theorem 3.2]. Novelty in this connection mainly resides in the weighted version, cf. Theorem 4.1 and Corollary 4.2 below.

A parallel pattern can be traced for symbols in \( W(\mathcal{F}L^\infty, L^1)(\mathbb{R}^{2d}) \) although it is somewhat more involved because of the peculiar way \( \tau \) comes across. This is not surprising if we notice that Weyl operators with symbols in \( L^1(\mathbb{R}^{2d}) \subset W(\mathcal{F}L^\infty, L^1)(\mathbb{R}^{2d}) \) are bounded on \( L^2(\mathbb{R}^d) \) (cf. [35]) but neither Kohn–Nirenberg operators (\( \tau = 0 \)) nor operators “with right symbol” (\( \tau = 1 \)) are, cf. [4–6], see also [7].

For \( \tau \in (0, 1) \), we introduce the symplectic matrix

\[
\mathcal{U}_\tau = - \left( \begin{array}{cc} \frac{\tau}{1-\tau} \mathbb{I}_{d \times d} & 0_{d \times d} \\ 0_{d \times d} & \frac{1-\tau}{\tau} \mathbb{I}_{d \times d} \end{array} \right) \in \text{Sp}(2d, \mathbb{R})
\]  

(see the next section for details). Our result is as follows:

**Theorem** Fix non-zero window \( \varphi \in S(\mathbb{R}^d) \). For any \( \tau \in (0, 1) \), the following properties are equivalent:

(i) \( \sigma \in W(\mathcal{F}L^\infty, L^1)(\mathbb{R}^{2d}) \).

(ii) \( \sigma \in S'(\mathbb{R}^{2d}) \) and there exists a function \( H_\tau \in L^1(\mathbb{R}^{2d}) \) such that

\[
|\langle \text{Op}_\tau(\sigma) \pi(z) \varphi, \pi(w) \varphi \rangle| \leq H_\tau(w - \mathcal{U}_\tau z), \forall w, z \in \mathbb{R}^{2d}.
\]

As easy example, we shall consider \( \sigma = \delta \in W(\mathcal{F}L^\infty, L^1) \) (cf. Example 4.4 below). In this case, it is easy to see that \( \text{Op}_\tau(\delta) \) is a linear change of variables and the estimate in (6) is an equality.

Another difference from the Sjöstrand symbol class concerns the discrete almost diagonalization, recovered only if \( \tau = \frac{1}{2} \), see the subsequent Corollary 4.5.

Even though

\[
w - \mathcal{U}_\tau z = 0
\]
Table 1  Boundedness results proved in the paper

| \( \tau \) | Symbol — (\( \mathbb{R}^{2d} \)) | Boundedness — (\( \mathbb{R}^{d} \)), \( 1 \leq p, q \leq \infty \) |
|--------|----------------------------------|--------------------------------------------------|
| (0, 1) | \( \sigma \in W(\mathcal{F}L^\infty, L^1) \) | \( \text{Op}_{\tau}(\sigma) : M^{p,q} \rightarrow M^{p,q} \) |
| [0, 1] | \( \sigma \in M^{\infty,1} \) | \( \text{Op}_{\tau}(\sigma) : W(\mathcal{F}L^p, L^q) \rightarrow W(\mathcal{F}L^p, L^q) \) |
| (0, 1) | \( \sigma \in W(\mathcal{F}L^\infty, L^1) \) | \( \text{Op}_{\tau}(\sigma) : W(\mathcal{F}L^p, L^q) \rightarrow W(\mathcal{F}L^p, L^q) \) |
| 0      | \( \sigma \in W(\mathcal{F}L^\infty, L^1) \) | \( \text{Op}_{\text{KN}}(\sigma) : M^{1,\infty} \rightarrow M^{1,\infty} \) |
| 1      | \( \sigma \in W(\mathcal{F}L^\infty, L^1) \) | \( \text{Op}_1(\sigma) : W(\mathcal{F}L^1, L^\infty) \rightarrow W(\mathcal{F}L^1, L^\infty) \) |

is not exactly the diagonal, by abuse of notation we use the term *almost diagonalization* also in this framework. In fact, (6) can be suitably interpreted as an estimate on the concentration of the time-frequency representation \( \text{Op}_{\tau}(\sigma) \) along the graph of \( \mathcal{U}_\tau \).

This kind of control on the kernels paves the way for proving relevant properties of \( \tau \)-operators. Here we mainly focus on boundedness results in different settings, where Wiener amalgam and modulation spaces play the role of symbol class and domain/target. In particular, we underline the connection with the theory of Fourier integral operators (FIOs): we have that, under suitable conditions, \( \tau \)-pseudodifferential operators admit a representation as type I FIOs, thus inheriting a number of features (including boundedness, algebra and Wiener properties) established in previous papers by two of the authors—see for instance [8,9,12]. In addition, we point out that even when this overlapping does not hold, the insightful proof strategies developed there can still be exploited. Apart from the technical assumptions on weights which will be specified later, our results can be collected in Table 1.

It is important to emphasize again the singular behaviour showed by the end-points \( \tau = 0 \) and \( \tau = 1 \), which is essentially due to weaker versions of the previous theorems, see Propositions 5.8 and 5.9 in the sequel.

We finally remark that, as said earlier, the results on approximate diagonalization allow a potentially large number of directions to be investigated, even in a more abstract framework (cf. for instance [23]). We wish to explore some of these routes in subsequent papers.

2 Preliminaries

**Notation** We define \( t^2 = t \cdot t \), for \( t \in \mathbb{R}^d \), and \( xy = x \cdot y \) is the scalar product on \( \mathbb{R}^d \). The Schwartz class is denoted by \( \mathcal{S}(\mathbb{R}^d) \), the space of tempered distributions by \( \mathcal{S}'(\mathbb{R}^d) \). We use the brackets \( \langle f, g \rangle \) to denote the extension to \( \mathcal{S}'(\mathbb{R}^d) \times \mathcal{S}(\mathbb{R}^d) \) of the inner product \( \langle f, g \rangle = \int f(t) \overline{g(t)} dt \) on \( L^2(\mathbb{R}^d) \). The Fourier transform of a function \( f \) on \( \mathbb{R}^d \) is normalized as
\[ \mathcal{F} f(\xi) = \int_{\mathbb{R}^d} e^{-2\pi i x \xi} f(x) \, dx. \]

The modulation \( M_\omega \) and translation \( T_x \) operators are defined as
\[ M_\omega f(t) = e^{2\pi i t \omega} f(t), \quad T_x f(t) = f(t - x). \]

The following result exhibits composition and commutation properties of the time-frequency shifts.

**Lemma 2.1** For \( x, x', \omega, \omega' \in \mathbb{R}^d \), we have

(i) **Commutation relations for TF-shifts:**
\[ T_x M_\omega = e^{-2\pi i x \omega} M_\omega T_x. \] (7)

(ii) **Compositions of TF-shifts:**
\[ \pi(x, \omega) \pi(x', \omega') = e^{-2\pi i x \omega'} \pi(x + x', \omega + \omega'). \] (8)

More explicitly,
\[ (M_\omega T_x)(M_{\omega'} T_{x'}) = e^{-2\pi i x \omega'} M_{\omega + \omega'} T_{x + x'}. \]

Let \( f \in \mathcal{S}'(\mathbb{R}^d) \). We define the short-time Fourier transform of \( f \) as
\[ V_g f(x, \omega) = \langle f, \pi(x, \omega) g \rangle = \mathcal{F}(f T_x g)(\omega) = \int_{\mathbb{R}^d} f(y) \overline{g(y - x)} e^{-2\pi i y \omega} \, dy. \] (9)

Recall the fundamental property of time-frequency analysis
\[ V_g f(x, \omega) = e^{-2\pi i x \omega} V_g \hat{f}(\omega, -x). \] (10)

Denote by \( J \) the canonical symplectic matrix in \( \mathbb{R}^{2d} \):
\[ J = \begin{pmatrix} 0_{d \times d} & I_{d \times d} \\ -I_{d \times d} & 0_{d \times d} \end{pmatrix} \in \text{Sp}(2d, \mathbb{R}), \]
where the symplectic group \( \text{Sp}(2d, \mathbb{R}) \) is defined by
\[ \text{Sp}(2d, \mathbb{R}) = \left\{ M \in \text{GL}(2d, \mathbb{R}) : M^\top J M = J \right\}. \]

Observe that, for \( z = (z_1, z_2) \in \mathbb{R}^{2d} \), we have \( Jz = J(z_1, z_2) = (z_2, -z_1) \), \( J^{-1}z = J^{-1}(z_1, z_2) = (-z_2, z_1) = -Jz \), and \( J^2 = -I_{2d \times 2d} \).
Lemma 2.2 For any $\tau \in (0, 1)$, consider the matrix

$$A_\tau = \begin{pmatrix} 0_{d \times d} & \sqrt{\frac{1-\tau}{\tau}} I_{d \times d} \\ -\sqrt{\frac{\tau}{1-\tau}} I_{d \times d} & 0_{d \times d} \end{pmatrix}.$$  \hfill (11)

The following properties hold:

1. $A_\tau \in \text{Sp}(d, \mathbb{R})$; in particular, $A_{1/2} = J$.
2. $A_\tau^\top = -A_{1-\tau}, A_\tau^{-1} = -A_\tau$.
3. $A_{1-\tau}A_\tau = A_\tau^\top A_\tau^{-1} = I_{2d \times 2d} - B_\tau$, where

$$B_\tau = \begin{pmatrix} \frac{1}{1-\tau} I_{d \times d} & 0_{d \times d} \\ 0_{d \times d} & \frac{1}{\tau} I_{d \times d} \end{pmatrix}.$$  \hfill (12)

4. $\sqrt{\tau (1-\tau)} (A_\tau + A_{1-\tau}) = \sqrt{\tau (1-\tau)} B_\tau A_\tau = J$.

Proof These properties follow by easy computations. \hfill $\square$

Although $A_\tau$ is well defined only for $\tau \in (0, 1)$, notice that the matrix

$$A'_\tau = \begin{pmatrix} 0_{d \times d} & (1-\tau) I_{d \times d} \\ -\tau I_{d \times d} & 0_{d \times d} \end{pmatrix}$$  \hfill (13)

is well defined for any $\tau \in [0, 1]$, though non-invertible and non-symplectic when $\tau \in \{0, 1\}$. In particular:

1. For $\tau \in (0, 1)$, $A'_\tau = \sqrt{\tau (1-\tau)} A_\tau$.
2. $(A'_\tau)^\top = -A'_{1-\tau}$.
3. $A'_\tau + A'_{1-\tau} = J$.

In the following we shall use the short-time Fourier transform of a $\tau$-Wigner distribution, which is contained in [7].

Lemma 2.3 Consider $\tau \in [0, 1], \varphi_1, \varphi_2 \in \mathcal{S}(\mathbb{R}^d), f, g \in \mathcal{S}(\mathbb{R}^d)$ and set $\Phi_\tau = W_\tau (\varphi_1, \varphi_2) \in \mathcal{S}(\mathbb{R}^{2d})$. Then,

$$V_{\Phi_\tau} W_\tau (g, f) (z, \xi) = e^{-2\pi i z_2 \xi_2} V_{\varphi_1} g (z - A'_{1-\tau} \xi) V_{\varphi_2} f (z + A'_\tau \xi),$$

where $z = (z_1, z_2), \xi = (\xi_1, \xi_2) \in \mathbb{R}^{2d}$ and the matrix $A'_\tau$ is defined in (13). In particular,

$$\left| V_{\Phi_\tau} W_\tau (g, f) \right| = \left| V_{\varphi_1} g (z - A'_{1-\tau} \xi) \right| \cdot \left| V_{\varphi_2} f (z + A'_\tau \xi) \right|.$$
2.1 Function Spaces

We first need to introduce the weight functions under our consideration.

**Weight Functions** Following [25, Sec. 2.3], we will work with so-called *admissible* weight functions, i.e. by $v$ we always denote a non-negative continuous function on $\mathbb{R}^{2d}$ such that

1. $v(0) = 1$ and $v$ is even in each coordinate:

$$v(±z_1, \ldots, ±z_{2d}) = v(z_1, \ldots, z_{2d}).$$

2. $v$ is submultiplicative, that is

$$v(w + z) \leq v(w) v(z) \quad \forall w, z \in \mathbb{R}^{2d}.$$

3. $v$ satisfies the Gelfand-Raikov-Shilov (GRS) condition:

$$\lim_{n \to \infty} v(nz)^{1/n} = 1 \quad \forall z \in \mathbb{R}^{2d}.$$ 

Every weight of the form $v(z) = e^{a|z|^b} (1 + |z|)^s \log^r (e + |z|)$, with real parameters $a, r, s \geq 0$ and $0 \leq b < 1$, is admissible. Weights of particular interest are provided by

$$v_s(z) = \langle z \rangle^s = \left(1 + |z|^2\right)^{s/2}, \quad z \in \mathbb{R}^{2d}, \ s \geq 0. \quad (14)$$

Observe that, for $s \geq 0$, the weight function $v_s$ is equivalent to the submultiplicative weight $(1 + |·|)^s$, that is, there exist $C_1, C_2 > 0$ such that

$$C_1 v_s(z) \leq (1 + |z|)^s \leq C_2 v_s(z), \quad z \in \mathbb{R}^{2d}.$$

A positive, even weight function $m$ on $\mathbb{R}^{2d}$ is called *$v$-moderate* if $m(z_1 + z_2) \leq C v(z_1)m(z_2)$ for all $z_1, z_2 \in \mathbb{R}^{2d}$. We simply write $\mathcal{M}_v$ for the class of $v$-moderate weights.

Here and elsewhere the conjugate exponent $p'$ of $p \in [1, \infty]$ is defined by $1/p + 1/p' = 1$. Moreover, in order to remain in the framework of tempered distributions, in what follows we shall consider weight functions $m$ on $\mathbb{R}^d$ or $\mathbb{R}^{2d}$ satisfying the following condition

$$m(z) \geq 1, \quad \forall z \in \mathbb{R}^d \quad \text{or} \quad m(z) \gtrsim \langle z \rangle^{-N}. \quad (15)$$

for a suitable $N \in \mathbb{N}$. The same holds for weights on $\mathbb{R}^{2d}$.

**Modulation Spaces** Given a non-zero window $g \in \mathcal{S}(\mathbb{R}^d)$, a $v$-moderate weight function $m$ on $\mathbb{R}^{2d}$ satisfying (15), and $1 \leq p, q \leq \infty$, the modulation space $\mathcal{M}_{m}^{p,q}(\mathbb{R}^d)$
consists of all tempered distributions $f \in S'(\mathbb{R}^d)$ such that $V_g f \in L^p_m(\mathbb{R}^{2d})$ (weighted mixed-norm space). The norm on $M^{p,q}_m$ is

$$
\|f\|_{M^{p,q}_m} = \|V_g f\|_{L^p_m} = \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |V_g f(x,\omega)|^p m(x,\omega)^p \, dx \right)^{q/p} \, d\omega \right)^{1/q}.
$$

If $p = q$, we write $M^p_m$ instead of $M^{p,p}_m$, and if $m(z) \equiv 1$ on $\mathbb{R}^{2d}$, then we write $M^{p,q}_m$ and $M^p_m$ for $M^{p,p}_m$ and $M^p_m$.

Then $M^{p,q}_m(\mathbb{R}^d)$ is a Banach space whose definition is independent of the choice of the window $g$. The class of admissible windows can be extended to $M^1_v$, as stated below ([25, Thm. 11.3.7]).

**Theorem 2.1** Let $m$ be a $v$-moderate weight satisfying (15) and $g \in M^1_v(\mathbb{R}^d) \setminus \{0\}$, then $\|V_g f\|_{L^p_m}$ is an equivalent norm for $M^{p,q}_m(\mathbb{R}^d)$.

Hence, given any $g \in M^1_v(\mathbb{R}^d)$ and $f \in M^{p,q}_m$ we have the norm equivalence

$$
\|f\|_{M^{p,q}_m} \asymp \|V_g f\|_{L^p_m}.
$$

The previous equivalence will be heavily exploited in this work. We recall the inversion formula for the STFT (see [24, Proposition 11.3.2]): assume $g \in M^1_v(\mathbb{R}^d) \setminus \{0\}$, $f \in M^{p,q}_m(\mathbb{R}^d)$, with $m$ satisfying (15) then

$$
f = \frac{1}{\|g\|_2^2} \int_{\mathbb{R}^{2d}} V_g f(z) \pi(z) g \, dz,
$$

and the equality holds in $M^{p,q}_m(\mathbb{R}^d)$.

The adjoint operator of $V_g$, defined by

$$
V^*_g F(t) = \int_{\mathbb{R}^{2d}} F(z) \pi(z) g \, dz,
$$

maps the Banach space $L^{p,q}_m(\mathbb{R}^{2d})$ into $M^{p,q}_m(\mathbb{R}^d)$. In particular, if $F = V_g f$ the inversion formula (17) reads

$$
\text{Id}_{M^{p,q}_m} = \frac{1}{\|g\|_2^2} V^*_g V_g.
$$

**Wiener Amalgam Spaces** Fix $g \in S(\mathbb{R}^d) \setminus \{0\}$. Consider even weight functions $u, w$ on $\mathbb{R}^d$ satisfying (15). Then the Wiener amalgam space $W(\mathcal{F}L^p_u, L^q_w)(\mathbb{R}^d)$ is the space of distributions $f \in S'(\mathbb{R}^d)$ such that

$$
\|f\|_{W(\mathcal{F}L^p_u, L^q_w)(\mathbb{R}^d)} := \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |V_g f(x,\omega)|^p u^p(\omega) \, d\omega \right)^{q/p} w^q(x) \, dx \right)^{1/q} < \infty.
$$
(obvious modifications for \( p = \infty \) or \( q = \infty \)). Using the fundamental identity of time-frequency analysis (10), we can write \(|V_g f(x, \omega)| = |\mathcal{F}(\hat{f} T_{\omega} \hat{g})(-x)|\) and (recall \( u(x) = u(-x) \))

\[
\|f\|_{M_{p,q}^{u,w}} = \left( \int_{\mathbb{R}^d} \|\hat{f} T_{\omega} \hat{g}\|^q_{\mathcal{F} L^p_u} w^q(\omega) \, d\omega \right)^{1/q} = \|\hat{f}\|_{W(\mathcal{F} L^p_u, L^q_w)};
\]

Hence the Wiener amalgam spaces under our consideration are simply the image under Fourier transform of modulation spaces

\[
\mathcal{F}(M_{p,q}^{u,w}) = W(\mathcal{F} L^p_u, L^q_w).
\] (19)

Using the relation (19) and Theorem 2.1 one can easily infer the following issue.

**Theorem 2.2** Let \( w_i \) be a \( v_i \)-moderate weight on \( \mathbb{R}^d \), \( i = 1,2 \) satisfying (15) and \( g \in W(\mathcal{F} L^1_{w_1}, L^q_{w_2}) \). Then \( \|V_g f(\cdot, \cdot)\|_{L^p_{w_2} L^q_{w_1}} \) is an equivalent norm for \( f \in W(\mathcal{F} L^p_{w_1}, L^q_{w_2}) \). In other words, the class of admissible windows for \( f \in W(\mathcal{F} L^1_{w_1}, L^q_{w_2}) \) can be extended to \( W(\mathcal{F} L^1_{w_1}, L^q_{w_2}) \).

### 2.2 \( \tau \)-Pseudodifferential Operators

In the spirit of the time-frequency-oriented presentation given in [24], let us introduce the \( \tau \)-pseudodifferential operators by means of superposition of time-frequency shifts, i.e.

\[
\text{Op}_\tau(\sigma) f(x) = \int_{\mathbb{R}^{2d}} \hat{\sigma}(\omega, u) e^{-2\pi i (1-\tau) \omega u} (\hat{T}_{-u} M_{\omega} f)(x) \, du \, d\omega, \quad x \in \mathbb{R}^d,
\] (20)

for any \( \tau \in [0, 1] \). The symbol \( \sigma \) and the function \( f \) belong to suitable function spaces, to be determined in order for the previous expression to make sense. For instance, with obvious modifications to [24, Lem. 14.3.1], we immediately get that \( \text{Op}_\tau(\sigma) \) maps \( S(\mathbb{R}^d) \) to \( S'(\mathbb{R}^{2d}) \) whenever \( \sigma \in S'(\mathbb{R}^{2d}) \).

Notice that the representation (20) is a well-defined absolutely convergent integral if \( \hat{\sigma} \in L^1(\mathbb{R}^{2d}) \) and \( f \in S(\mathbb{R}^d) \). Under these assumptions, easy computations allow to retrieve the usual integral form of \( \tau \)-pseudodifferential operators, i.e.,

\[
\text{Op}_\tau(\sigma) f(x) = \int_{\mathbb{R}^{2d}} e^{2\pi i (x-y) \omega} \sigma((1-\tau) x + \tau y, \omega) f(y) \, dy \, d\omega.
\]

We finally aim to represent \( \text{Op}_\tau(\sigma) \) as an integral operator of the form

\[
\text{Op}_\tau(\sigma) f(x) = \int_{\mathbb{R}^{2d}} k(x, y) f(y) \, dy.
\]
Let us introduce the operator $\mathcal{F}_\tau$ acting on functions on $\mathbb{R}^{2d}$ as

$$\mathcal{F}_\tau F (x, y) = F (x + \tau y, x - (1 - \tau) y), \quad \mathcal{F}_\tau^{-1} F (x, y) = F ((1 - \tau) x + \tau y, x - y),$$

and denote by $\mathcal{F}_i, i = 1, 2$, the partial Fourier transform with respect to the $i$-th $d$-dimensional variable (it is then clear that $\mathcal{F} = \mathcal{F}_1 \mathcal{F}_2$). Notice that

$$k (x, y) = \mathcal{F}_\tau^{-1} \mathcal{F}_2^{-1} \sigma (x, y) = \mathcal{F}_1^{-1} \hat{\sigma} ((1 - \tau) x + \tau y, y - x).$$

Since the operators $\mathcal{F}_\tau$ and $\mathcal{F}_i$ are continuous bijections on $S (\mathbb{R}^{2d})$, the kernel $k$ is well-defined (as a tempered distribution) also for symbols in $S' (\mathbb{R}^{2d})$ and we can finally recover the representation by duality given in the Introduction. We resume these remarks in the following result.

**Proposition 2.3** For any symbol $\sigma \in S' (\mathbb{R}^{2d})$ and any real $\tau \in [0, 1]$, the map $\text{Op}_\tau (\sigma) : S (\mathbb{R}^d) \to S (\mathbb{R}^d)$ is defined as integral operator with distributional kernel

$$k = \mathcal{F}_\tau^{-1} \mathcal{F}_2^{-1} \sigma \in S' (\mathbb{R}^{2d}),$$

meaning that, for any $f, g \in S (\mathbb{R}^d)$,

$$\langle \text{Op}_\tau (\sigma) f, g \rangle = \langle k, g \otimes f \rangle.$$

In particular, since the representation

$$W_\tau (f, g) (x, \omega) = \mathcal{F}_2 \mathcal{F}_\tau (f \otimes \overline{g}) (x, \omega)$$

holds for $f, g \in S (\mathbb{R}^d)$, we have

$$\langle \text{Op}_\tau (\sigma) f, g \rangle = \langle \sigma, W_\tau (g, f) \rangle.$$

The issues discussed insofar can be summed up in the following claim, whose proof is an application of the celebrated Schwartz’s kernel theorem (see for instance [24, Theorem 14.3.4]).

**Theorem 2.4** Let $T : S (\mathbb{R}^d) \to S' (\mathbb{R}^d)$ be a continuous linear operator. There exist tempered distributions $k, \sigma, F \in S' (\mathbb{R}^d)$ and $\tau \in [0, 1]$ such that $T$ admits the following representations:

(i) as an integral operator: $\langle Tf, g \rangle = \langle k, g \otimes \overline{f} \rangle$ for any $f, g \in S (\mathbb{R}^d)$;
(ii) as a $\tau$-pseudodifferential operator $T = \text{Op}_\tau (\sigma)$ with symbol $\sigma$;
(iii) as a superposition (in a weak sense) of time-frequency shifts:

$$T = \int_{\mathbb{R}^{2d}} F (x, \omega) e^{2(1-\tau)\pi i x \omega} T_\omega M_\omega dx d\omega.$$
The relations among \( k, \sigma \) and \( F \) are the following:

\[
\sigma = \mathcal{F}_2 \mathcal{\xi} k, \quad F = \mathcal{I}_2 \hat{\sigma},
\]

where \( \mathcal{I}_2 \) denotes the reflection in the second \( d \)-dimensional variable (i.e. \( \mathcal{I}_2 G (x, \omega) = G (x, -\omega), (x, \omega) \in \mathbb{R}^{2d} \)).

3 Covariance Property of \( \tau \)-Wigner Distribution Functions

The proof of the following lemmas is a matter of computation.

**Lemma 3.1** For \( \tau \in (0, 1) \), we define the operator

\[
A_\tau : f(t) \mapsto \mathcal{I} f \left( \frac{1 - \tau}{\tau} t \right),
\]

where \( \mathcal{I} \) is the reflection operator \( (\mathcal{I} g(t) = g(-t)) \). Then, for any \( z = (z_1, z_2) \in \mathbb{R}^{2d}, \)

\[
\pi (z_1, z_2) A_\tau = A_\tau \pi \left( -\frac{1 - \tau}{\tau} z_1, -\frac{1 - \tau}{\tau} z_2 \right),
\]

\[
A_\tau \pi (z_1, z_2) = \pi \left( -\frac{\tau}{1 - \tau} z_1, -\frac{1 - \tau}{\tau} z_2 \right) A_\tau.
\]

**Lemma 3.2** [3, Lemma 6.2] The \( \tau \)-Wigner distribution admits a representation as short-time Fourier transform for \( \tau \in (0, 1) \):

\[
W_\tau (f, g) (x, \omega) = \frac{1}{\tau^d e^{2\pi i \frac{1}{\tau} x \omega}} V_{A_\tau g} f \left( \frac{1}{1 - \tau} x, \frac{1}{\tau} \omega \right).
\]

Let us define the linear map \( B_\tau : \mathbb{R}^{2d} \rightarrow \mathbb{R}^{2d} \) as

\[
B_\tau (x) = B_\tau (x_1, x_2) = \left( \frac{1}{1 - \tau} x_1, \frac{1}{\tau} x_2 \right) = \begin{pmatrix} \frac{1}{1 - \tau} I_{d \times d} & 0_{d \times d} \\ 0_{d \times d} & \frac{1}{\tau} I_{d \times d} \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}.
\]

Under this convention, Eq. (24) becomes

\[
W_\tau (f, g) (x, \omega) = \frac{1}{\tau^d e^{2\pi i \frac{1}{\tau} x \omega}} V_{A_\tau g} f (B_\tau (x, \omega)).
\]

As it is customary, we use the symbol \( B_\tau \) also to denote the matrix

\[
B_\tau = \begin{pmatrix} \frac{1}{1 - \tau} I_{d \times d} & 0_{d \times d} \\ 0_{d \times d} & \frac{1}{\tau} I_{d \times d} \end{pmatrix}.
\]
Proposition 3.1 For $\tau \in (0, 1)$, $z = (z_1, z_2)$, $w = (w_1, w_2) \in \mathbb{R}^{2d}$, set

$$T_{\tau} (z, w) = \begin{pmatrix} (1 - \tau) z_1 + \tau w_1 \\ \tau z_2 + (1 - \tau) w_2 \end{pmatrix}, \quad z = (z_1, z_2), \ w = (w_1, w_2) \in \mathbb{R}^{2d}. \quad (28)$$

Then, for $f, g \in S(\mathbb{R}^d)$ we have

$$W_{\tau} (\pi(z)f, \pi(w)g) (x, \omega) = c_{\tau} M_{J(z-w)} T_{T_{\tau}(z, w)} W_{\tau} (f, g) (x, \omega) \quad (29)$$

where the phase factor $c_{\tau}$ is given by

$$c_{\tau} = e^{2\pi i [(z_1 - w_1)(\tau z_2 + (1 - \tau)w_2)]}. \quad (30)$$

Equivalently, formula (29) reads

$$W_{\tau} (\pi(z)f, \pi(w)g) (u) = c_{\tau} \cdot \pi(J(z - w)) W_{\tau} (f, g) (u), \quad u \in \mathbb{R}^{2d}, \quad (31)$$

where the phase factor $c_{\tau}$ is defined in (30).

Proof Formula (24) gives

$$W_{\tau} (\pi(z)f, \pi(w)g) (x, \omega) = \frac{1}{\tau^d} e^{2\pi i \frac{1}{\tau} x \omega} V_{T_{\tau} \pi(w)g} (\pi(z)f) \left( \frac{1}{1 - \tau} x, \frac{1}{\tau} \omega \right).$$

For what concerns the short-time Fourier transform above, we can write, using (23) and then (8),

$$V_{T_{\tau} \pi(w)g} (\pi(z)f) \left( \frac{1}{1 - \tau} x, \frac{1}{\tau} \omega \right) = \left\langle \pi(z)f, \pi \left( \frac{1}{1 - \tau} x, \frac{1}{\tau} \omega \right) A_{\tau} \pi(w)g \right\rangle$$
$$= \left\langle \pi(z)f, \pi \left( \frac{1}{1 - \tau} x, \frac{1}{\tau} \omega \right) A_{\tau} \pi(w)g \right\rangle$$
$$= \left\langle \pi(z)f, \pi \left( \frac{1}{1 - \tau} x, \frac{1}{\tau} \omega \right) A_{\tau} \pi(w)g \right\rangle$$
$$= \left\langle \pi(z)f, e^{-2\pi i \frac{1}{1 - \tau} x \omega} \pi \left( \frac{1}{1 - \tau} x, \frac{1}{\tau} \omega \right) A_{\tau} g \right\rangle$$
$$= \left\langle \pi(z)f, e^{-2\pi i \frac{1}{1 - \tau} x \omega} \pi \left( \frac{1}{1 - \tau} x, \frac{1}{\tau} \omega \right) A_{\tau} g \right\rangle$$
$$= e^{-2\pi i \frac{1}{1 - \tau} x \omega} \left\langle M_{T_{\tau} f, T_{\tau} g} M_{\omega - (1 - \tau) w_2} T_{\frac{x - \tau w_1}{1 - \tau}} A_{\tau} g \right\rangle$$
$$= e^{-2\pi i \frac{1}{1 - \tau} x \omega} \left\langle f, T_{-\tau} M_{\omega - (1 - \tau) w_2} T_{\frac{x - \tau w_1}{1 - \tau}} A_{\tau} g \right\rangle$$
$$= e^{-2\pi i \frac{1}{1 - \tau} x \omega} \left\langle f, T_{-\tau} M_{\omega - (1 - \tau) w_2} T_{\frac{x - \tau w_1}{1 - \tau}} A_{\tau} g \right\rangle.$$
The commutation relations for TF-shifts (7) give

\[
V_{A, \tau} (\pi (z) f, \pi (w) g) \left( \begin{matrix} x , \omega \\ 1 - \tau \end{matrix} \right) = e^{-2\pi i \frac{1}{\tau} x w_2} e^{-2\pi i \frac{1}{\tau} z_1 (\omega - (1 - \tau) w_2 - \tau z_2)} M_{\omega - (1 - \tau) w_2 - \tau z_2, \omega - (1 - \tau) z_1} A_{\tau} g.
\]

Coming back to the original problem, we can write

\[
W_{\tau} (\pi (z) f, \pi (w) g) (x, \omega) = \frac{1}{\tau^d} e^{2\pi i \frac{1}{\tau} x \omega} e^{-2\pi i \frac{1}{\tau} z_1 (\omega - (1 - \tau) w_2 - \tau z_2)} V_{A, \tau} g f \left( \frac{x - [((1 - \tau) z_1 + \tau w_1)}{1 - \tau}, \frac{\omega - [\tau z_2 + (1 - \tau) w_2]}{\tau} \right).
\]

Working on the phase factors, we obtain

\[
W_{\tau} (\pi (z) f, \pi (w) g) (x, \omega) = e^{-2\pi i \frac{1}{\tau} x w_2} e^{-2\pi i \frac{1}{\tau} z_1 (\omega - (1 - \tau) w_2 - \tau z_2)} e^{2\pi i \frac{1}{\tau} x (\tau z_2 + (1 - \tau) w_2)} e^{2\pi i \frac{1}{\tau} \omega ((1 - \tau) z_1 + \tau w_1)} T_{\tau T_{\tau} (z, w)} W_{\tau} (f, g) (x, \omega) = c_{\tau} M_{J (z - w)} T_{\tau T_{\tau} (z, w)} W_{\tau} (f, g) (x, \omega),
\]

where \(c_{\tau}\) is defined in (30). Finally, formula (31) is an easy computation. \(\Box\)

**Remark 3.2**  
(i) Notice that \(T_{\tau} (z, w) = T_{1 - \tau} (w, z)\) for every \(z, w \in \mathbb{R}^d\). Moreover, \(T_{\tau}\) is well-defined for any \(\tau \in [0, 1]\).

(ii) The proof of the covariance property heavily relies on the representation (24) and on the properties of the operator \(A_{\tau}\), which are both well-defined only when \(\tau \in (0, 1)\). We shall see in the sequel that the same formula (31) holds for the end-points \(\tau = 0\) and \(\tau = 1\).

We now state the covariance property for the Rihaczek distribution: as announced in the remark above, we can retrieve it by the naive substitution \(\tau = 0\) in (29) or, equivalently, (31).

**Proposition 3.3**  
Consider \(f, g \in \mathcal{S} (\mathbb{R}^d)\). For \(z = (z_1, z_2), w = (w_1, w_2) \in \mathbb{R}^d\),

\[
W_0 (\pi (z) f, \pi (w) g) (x, \omega) = c_0 e^{2\pi i [(x, \omega) J (z_1 - w_1, z_2 - w_2)]} W_0 (f, g) (x - z_1, \omega - w_2),
\]

(32)
where \( c_0 = e^{2\pi i(z_1-w_1)w_2} \) is a phase factor.

Equivalently, formula (32) reads

\[
W_0 (\pi (z), \pi (w) g) = c_0 \cdot \pi ((z_1, w_2), J (z - w)) W_0 (f, g).
\]

**Proof** We have

\[
W_0 (\pi (z_1, z_2) f, \pi (w_1, w_2) g) (x, \omega) \\
= e^{-2\pi i x \omega} M_{z_2} T_{z_1} f \cdot \mathcal{F} (M_{w_2} T_{w_1} g) (\omega) \\
= e^{-2\pi i x \omega} e^{2\pi i x w_2} f (x - z_1) \hat{T}_{w_2} M_{-w_1} \hat{g} (\omega) \\
= e^{-2\pi i x \omega} e^{2\pi i x z_2} e^{2\pi i w_1 (\omega - w_2)} f (x - z_1) \hat{g} (\omega - w_2) \\
= e^{2\pi i w_2 (z_1 - w_1)} e^{2\pi i x (z_2 - w_2)} e^{-2\pi i \omega (z_1 - w_1)} \\
\times W_0 (f, g) (x - z_1, \omega - w_2),
\]
as desired. \( \square \)

We finally state the covariance property for the conjugate Rihaczek distribution, whose proof follows almost at once from the preceding result. It is again important to notice that it can be inferred by the naive substitution \( \tau = 1 \) in (29).

**Proposition 3.4** Consider \( f, g \in \mathcal{S} (\mathbb{R}^d) \). For \( z = (z_1, z_2), w = (w_1, w_2) \in \mathbb{R}^{2d} \), we have

\[
W_1 (\pi (z) f, \pi (w) g) (x, \omega) = c_1 e^{2\pi i [(x, \omega) J (z_1 - w_1, z_2 - w_2)]} W_1 (f, g) (x - w_1, \omega - z_2),
\]

where \( c_1 = e^{2\pi i (z_1 - w_1)z_2} \) is a phase factor. Equivalently, formula (33) reads

\[
W_1 (\pi (z) f, \pi (w) g) = c_1 \cdot \pi ((w_1, z_2), J (z - w)) W_1 (f, g).
\]

**Proof** It follows by the covariance property for the Rihaczek distribution:

\[
W_1 (\pi (z) f, \pi (w) g) (x, \omega) \\
= W_0 (\pi (w) g, \pi (z) f) (x, \omega) \\
= e^{-2\pi i (w_1 - z_1)z_2} e^{2\pi i [(x, \omega) J (z_1 - w_1, z_2 - w_2)]} W_0 (g, f) (x - w_1, \omega - z_2) \\
= e^{2\pi i (z_1 - w_1)z_2} e^{2\pi i [(x, \omega) J (z_1 - w_1, z_2 - w_2)]} W_1 (f, g) (x - w_1, \omega - z_2).
\]

This completes the proof. \( \square \)

### 4 Almost Diagonalization

Lemma 3.1 in [25] has his analogous for \( \tau \)-pseudodifferential operators as follows.
Lemma 4.1 Fix a non-zero window $\varphi \in S(\mathbb{R}^d)$ and set $\Phi_\tau = W_\tau (\varphi, \varphi)$ for $\tau \in [0, 1]$. Then, for $\sigma \in S'(\mathbb{R}^{2d})$,

$$\left| \langle \text{Op}_\tau (\sigma) \pi (z) \varphi, \pi (w) \varphi \rangle \right| = \left| V_{\Phi_\tau} \sigma (T_\tau (z, w), J (w - z)) \right| = \left| V_{\Phi_\tau} \sigma (x, y) \right|$$

and

$$\left| V_{\Phi_\tau} \sigma (x, y) \right| = \left| \langle \text{Op}_\tau (\sigma) \pi (z (x, y)) \varphi, \pi (w (x, y)) \varphi \rangle \right|,$$  

(34)

for all $w, z, x, y \in \mathbb{R}^{2d}$, where $T_\tau$ is defined in (28) and

$$z (x, y) = \left( \begin{array}{c} x_1 + (1 - \tau) y_2 \\ x_2 - \tau y_1 \end{array} \right), \quad w (x, y) = \left( \begin{array}{c} x_1 - \tau y_2 \\ x_2 + (1 - \tau) y_1 \end{array} \right).$$  

(36)

Proof For $\tau \in (0, 1)$, we use the time-frequency representation of $\tau$-Wigner pseudodifferential operators and the covariance property in Prop. 3.1:

\begin{align*}
\langle \text{Op}_\tau (\sigma) \pi (z) \varphi, \pi (w) \varphi \rangle \\
= \langle \sigma, W_\tau (\pi (w) \varphi, \pi (z) \varphi) \rangle \\
= \langle \sigma, c_\tau M_{J (w-z)} T_{\tau} (w, z) W_\tau (\varphi, \varphi) \rangle \\
= \overline{c_\tau} V_{\Phi_\tau} \sigma (T_\tau (w, z), J (w - z)).
\end{align*}

Formula (35) follows by setting $x = T_\tau (w, z)$ and $y = J (w - z)$. For what concerns the case $\tau = 0$, we use formula (32) and calculate

\begin{align*}
\langle \text{Op}_0 (\sigma) \pi (z) \varphi, \pi (w) \varphi \rangle \\
= \langle \sigma, W_0 (\pi (w) \varphi, \pi (z) \varphi) \rangle \\
= \langle \sigma, c_0 M_{J (w-z)} T_{0} (w, z) W_0 (\varphi, \varphi) \rangle \\
= \overline{c_0} V_{\Phi_0} \sigma (T_0 (w, z), J (w - z)).
\end{align*}

Formula (35) follows by setting $x = T_0 (w, z)$ and $y = J (w - z)$. Solving the system for $z$ and $w$ gives (36). The case $\tau = 1$ follows the same pattern. Indeed, by (33),

\begin{align*}
\langle \text{Op}_1 (\sigma) \pi (z) \varphi, \pi (w) \varphi \rangle \\
= \langle \sigma, W_1 (\pi (w) \varphi, \pi (z) \varphi) \rangle \\
= \langle \sigma, c_1 M_{J (w-z)} T_{1} (w, z) W_1 (\varphi, \varphi) \rangle \\
= \overline{c_1} V_{\Phi_1} \sigma (T_1 (w, z), J (w - z)).
\end{align*}

Lemma 4.2 Let $v$ be an admissible weight function on $\mathbb{R}^{2d}$ and $1 \leq p \leq \infty$. 

Birkhäuser
(i) If \( \tau \in [0, 1] \), \( f \in M^1_v(\mathbb{R}^d) \), \( g \in M^p_v(\mathbb{R}^d) \) we have \( W_\tau(g, f) \in M^1_{\tau \odot \nu_0 J^{-1}}(\mathbb{R}^d) \), with

\[
\| W_\tau(g, f) \|_{M^1_{\tau \odot \nu_0 J^{-1}}} \lesssim_\tau \| f \|_{M^1_v} \| g \|_{M^p_v}.
\]  

(ii) If \( \tau \in (0, 1) \), \( f \in M^1_{\nu \odot \mathcal{L}_\tau}(\mathbb{R}^d) \), \( g \in M^p_v(\mathbb{R}^d) \), we have \( W_\tau(g, f) \in W(F^1, L^p_{\nu \odot \mathcal{B}_\tau})(\mathbb{R}^d) \), with

\[
\| W_\tau(g, f) \|_{W(F^1, L^p_{\nu \odot \mathcal{B}_\tau})} \lesssim [\tau (1 - \tau)]^{-d/p} \| f \|_{M^1_{\nu \odot \mathcal{L}_\tau}} \| g \|_{M^p_v},
\]

and the matrices \( \mathcal{B}_\tau \) and \( \mathcal{U}_\tau \) defined in (27) and (5), respectively.

**Proof** Fix \( \varphi_1, \varphi_2 \in S(\mathbb{R}^d) \), thus \( \Phi_\tau = W_\tau(\varphi_1, \varphi_2) \in S(\mathbb{R}^d) \). Therefore, by Lemma 2.3 we can write (observe that the norm below may depend on \( \tau \))

\[
A := \| W_\tau(g, f) \|_{M^1_{\tau \odot \nu_0 J^{-1}}} = \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |V_{\Phi_\tau} W_\tau(g, f)(z, \zeta)| \, dz \right)^p \right)^{1/p} v \left( J^{-1} \zeta \right)^p d\zeta.
\]

The substitution \( z' = z + \mathcal{A}_\tau \zeta \), the properties of \( \mathcal{A}_\tau \) provided in Lemma 2.2 (in particular \( \mathcal{A}_\tau + \mathcal{A}_\tau^{-1} = J \)) and the fact that \( v \) is an even function, give

\[
A = \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |V_{\varphi_1} g(z' - J \zeta)| \cdot |V_{\varphi_2} f(z')| \, dz' \right)^p \right)^{1/p} v \left( -J \zeta \right)^p d\zeta.
\]

Recall that \( V_{\varphi_1} g^*(z) = V_{\varphi_1} g(-z) \). In a similar fashion,

\[
B := \| W_\tau(g, f) \|_{W(F^1, L^p_{\nu \odot \mathcal{B}_\tau})} = \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |V_{\Phi_\tau} W_\tau(g, f)(z, \zeta)| \, dz \right)^p \right)^{1/p} v \left( B_\tau z \right)^p dz.
\]

\[
\left[ \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |V_{\varphi_1} g(z - \sqrt{\tau (1 - \tau)} A_{1 - \tau} \zeta)| \cdot |V_{\varphi_2} f(z + \sqrt{\tau (1 - \tau)} A_{1 - \tau} \zeta)| \, dz \right)^p \right]^{1/p} v \left( B_\tau z \right)^p dz.
\]
Consider now the substitution $\eta = z - \sqrt{\tau (1 - \tau)} A_{1 - \tau} \xi$; by the properties of $A_\tau$ provided in Lemma 2.2, we can write

$$B = [\tau (1 - \tau)]^{-d} \left( \int_{\mathbb{R}^{2d}} \left( \int_{\mathbb{R}^{2d}} |V_{\varphi_1} g (\eta)| \cdot |V_{\varphi_2} f (B_{1 - \tau} z + U_{1 - \tau} \eta)\right) d\eta \right)^p v (B_{\tau} z)^p dz \right) \frac{1}{p}.$$  

Notice that $I - B_\tau = U_\tau$ and $U_\tau^{-1} = U_{1 - \tau}$ (cf. (5)), hence

$$B = [\tau (1 - \tau)]^{-d} \left( \int_{\mathbb{R}^{2d}} \left( \int_{\mathbb{R}^{2d}} |V_{\varphi_1} g (\eta)| \cdot |V_{\varphi_2} f (U_{1 - \tau} (\eta + U_\tau B_{1 - \tau} z)| d\eta \right)^p v (B_{\tau} z)^p dz \right) \frac{1}{p}.$$  

Thanks to this property we are able to extend to $\tau$-pseudodifferential operators, $\tau \in [0, 1]$, the characterization (obtained only for Weyl operators) in [25, Theorem 3.2]. Namely,

**Theorem 4.1** Let $v$ be an admissible weight function on $\mathbb{R}^{2d}$. Consider $\varphi \in M^1_v (\mathbb{R}^d) \setminus \{0\}$ and a lattice $\Lambda \subseteq \mathbb{R}^{2d}$ such that $G (\varphi, \Lambda)$ is a Gabor frame for $L^2 (\mathbb{R}^d)$. For any $\tau \in [0, 1]$, the following properties are equivalent:

(i) $\sigma \in M_{1, 1}^{\infty, 1} (\mathbb{R}^{2d})$.

(ii) $\sigma \in S' (\mathbb{R}^{2d})$ and there exists a function $H_\tau \in L_v^1 (\mathbb{R}^{2d})$ such that

$$|\langle \text{Op}_\tau (\sigma) \pi (w) \varphi, \pi (w) \varphi \rangle| \leq H_\tau (w - z) \quad \forall w, z \in \mathbb{R}^{2d}. \quad (39)$$

(iii) $\sigma \in S' (\mathbb{R}^{2d})$ and there exists a sequence $h_\tau \in \ell_v^1 (\Lambda)$ such that

$$|\langle \text{Op}_\tau (\sigma) \pi (\mu) \varphi, \pi (\lambda) \varphi \rangle| \leq h_\tau (\lambda - \mu) \quad \forall \lambda, \mu \in \Lambda. \quad (40)$$

**Proof** The proof follows the pattern of the corresponding one for Weyl operators [25, Theorem 3.2]. We detail here only the case (i) $\Rightarrow$ (ii), to show where the $\tau$-dependence of the controlling function $H_\tau$ comes from. The case of the sequence $h_\tau$
is similar. Consider \( \varphi \in M_{1}^{1}(\mathbb{R}^{d}) \) as in the assumptions and set \( \Phi_{\tau} = W_{\tau}(\varphi, \varphi) \in M_{1}^{1}(\mathbb{R}^{2d}) \), by Lemma 4.2, part (i). This implies that the short-time Fourier transform \( V_{\Phi}, \sigma \) is well-defined for \( \sigma \in M_{1,\Phi_{\tau}}^{\infty}(\mathbb{R}^{2d}) \) (cf. [24, Theorem 11.3.7]). We now define \( \tilde{H}_{\tau}(v) = \sup_{u \in \mathbb{R}^{2d}} |V_{\Phi}, \sigma(u, v)| \). By definition of \( M_{1,\Phi_{\tau}}^{\infty}(\mathbb{R}^{2d}) \), we have \( \tilde{H}_{\tau} \in L_{1,\Phi_{\tau}}^{1}(\mathbb{R}^{2d}) \), so that Lemma 4.1 implies

\[
|\langle \text{Op}_{\tau}(\sigma) \pi(z) \varphi, \pi(w) \varphi \rangle| = |V_{\Phi}, \sigma(T_{\tau}(z, w), J(w - z))| \\
\leq \sup_{u \in \mathbb{R}^{2d}} |V_{\Phi}, \sigma(u, J(w - z))| \\
= \tilde{H}_{\tau}(J(w - z)).
\]

Setting \( H_{\tau} = \tilde{H}_{\tau} \circ J \) we obtain the claim. \( \square \)

**Corollary 4.2** Under the hypotheses of Theorem 4.1, let \( \tau \in [0, 1] \) be fixed and assume that \( T : S(\mathbb{R}^{d}) \to S'(\mathbb{R}^{d}) \) is continuous and satisfies one of the following conditions:

(i) \(|\langle T \pi(z) \varphi, \pi(w) \varphi \rangle| \leq H(w - z) \ \forall w, z \in \mathbb{R}^{2d} \text{ for some } H \in L_{1}^{1}\).

(ii) \(|\langle T \pi(\mu) \varphi, \pi(\lambda) \varphi \rangle| \leq h(\lambda - \mu) \ \forall \lambda, \mu \in \Lambda \text{ for some } h \in L_{1}^{1}\).

Therefore, \( T = \text{Op}_{\tau}(\sigma) \) for some symbol \( \sigma \in M_{1,\Phi_{\tau}}^{\infty}(\mathbb{R}^{2d}) \).

**Proof** Theorem 2.4 implies that \( T = \text{Op}_{\tau}(\sigma) \) for some \( \tau \in [0, 1] \) and some symbol \( \sigma \in S'(\mathbb{R}^{2d}) \). Then, the claim immediately follows from Theorem 4.1. \( \square \)

For \( \tau \in (0, 1) \) (but also for extremal values, see Theorem 4.7 in the sequel), we are able to prove a similar characterization for symbols in the Wiener amalgam space \( W\left(\mathcal{F}L^{\infty}, L_{1}^{1}\right) \) via almost diagonalization.

**Theorem 4.3** Let \( v \) be an admissible weight function on \( \mathbb{R}^{2d} \). Consider \( \varphi \in S(\mathbb{R}^{d}) \setminus \{0\} \). For any \( \tau \in (0, 1) \), the following properties are equivalent:

(i) \( \sigma \in W\left(\mathcal{F}L^{\infty}, L_{1}^{1}(\mathbb{B}_{\tau})\right)(\mathbb{R}^{2d}) \).

(ii) \( \sigma \in S'(\mathbb{R}^{2d}) \) and there exists a function \( H_{\tau} \in L_{v}^{1}(\mathbb{R}^{2d}) \) such that

\[
|\langle \text{Op}_{\tau}(\sigma) \pi(z) \varphi, \pi(w) \varphi \rangle| \leq H_{\tau}(w - U_{\tau}z) \ \forall w, z \in \mathbb{R}^{2d},
\]

where the matrices \( \mathcal{B}_{\tau} \) and \( \mathcal{U}_{\tau} \) are defined in (27) and (5), respectively.

**Proof** (i) \( \Rightarrow \) (ii). If \( \varphi \in S(\mathbb{R}^{d}) \subset M_{1}^{1}(\mathbb{R}^{d}) \cap M_{1,\Phi_{\tau}}^{\infty}(\mathbb{R}^{2d}), \varphi \neq 0 \), then by Lemma 4.2, part (ii), with \( \Phi_{\tau} = W_{\tau}(\varphi, \varphi) \in W(\mathcal{F}L^{1}, L_{1}^{1}(\mathbb{B}_{\tau})) \). Take \( \sigma \in W\left(\mathcal{F}L^{\infty}, L_{1}^{1}(\mathbb{B}_{\tau})\right) \), then \( V_{\Phi}, \sigma \) is well defined (cf. Theorem 2.2) and

\[
\tilde{H}_{\tau}(x) = \sup_{y \in \mathbb{R}^{2d}} |V_{\Phi}, \sigma(x, y)| \in L_{v}^{1}(\mathbb{R}^{2d}).
\]
From Lemma 4.1 we infer

\[ |\langle \text{Op}_\tau (\sigma) \pi (z) \varphi, \pi (w) \varphi \rangle| = |V_{\Phi, \sigma} (T_\tau (w, z), J (w - z))| \]

\[ \leq \sup_{y \in \mathbb{R}^d} |V_{\Phi, \sigma} (T_\tau (w, z), y)| \]

\[ = \tilde{H}_\tau (T_\tau (w, z)). \]

Notice that

\[ B_\tau (T_\tau (w, z)) = \left( \frac{w_1 + \tau z_1}{w_2 + \tau z_2} \right) = w - U_\tau z, \]

and thus \( \tilde{H}_\tau (T_\tau (w, z)) = \tilde{H}_\tau (B_\tau^{-1} (w - U_\tau z)). \) Define \( H_\tau = \tilde{H}_\tau \circ B_\tau^{-1} \), then \( H_\tau \in L^1_v (\mathbb{R}^d) \) since \( \| H_\tau \|_{L^1_v} = \| \tilde{H}_\tau \circ B_\tau^{-1} \|_{L^1_v} \times \| \tilde{H}_\tau \|_{L^1_v} < \infty. \)

Let us now show (ii) \( \Rightarrow \) (i). Assume that \( \sigma \in S' (\mathbb{R}^d) \) and that \( \text{Op}_\tau (\sigma) \) is almost diagonalized by the time-frequency shifts with dominating function \( H_\tau \in L^1_v (\mathbb{R}^d) \) as in (41). Equation (35) and the results in the previous step (in particular, set \( \tilde{H}_\tau = H_\tau \circ B_\tau \) and then \( H_\tau (w - U_\tau z) = \tilde{H}_\tau (T_\tau (w, z)) \) with \( U_\tau \) in (5)) allow to write

\[ |V_{\Phi, \sigma} (x, y)| = |\langle \text{Op}_\tau (\sigma) \pi (z (x, y)) \varphi, \pi (w (x, y)) \varphi \rangle| \]

\[ \leq H_\tau (w (x, y) - U_\tau z (x, y)) \]

\[ = \tilde{H}_\tau (T_\tau (w (x, y), z (x, y))) \]

and since by construction \( T_\tau (w (x, y), z (x, y)) = x \), we finally have

\[ |V_{\Phi, \sigma} (x, y)| \leq \tilde{H}_\tau (x), \quad \forall x \in \mathbb{R}^d. \]

Therefore,

\[ \| \sigma \|_W (\mathcal{F} L^\infty, L^1_v) = \int_{\mathbb{R}^d} \sup_{y \in \mathbb{R}^d} |V_{\Phi, \sigma} (x, y)| \, u (B_\tau (x)) \, dx \]

\[ \leq \int_{\mathbb{R}^d} \tilde{H}_\tau (x) \, u (B_\tau (x)) \, dx \leq \| \tilde{H}_\tau \|_{L^1_v} \times \| H_\tau \|_{L^1_v} < \infty \]

and thus \( \sigma \in W (\mathcal{F} L^\infty, L^1_v) \).

\[ \Box \]

**Example 4.4** Consider \( \sigma = \delta \in W (\mathcal{F} L^\infty, L^1_v) (\mathbb{R}^d). \) In this case, using formula (29),

\[ |\langle \text{Op}_\tau (\delta) \pi (z) \varphi, \pi (w) \varphi \rangle| = |\langle \delta, W_\tau (\pi (w) \varphi, \pi (z) \varphi) \rangle| \]

\[ = |\langle \delta, c_\tau M_{T_\tau (w, z)} W_\tau (\varphi, \varphi) \rangle| \]

\[ = |T_{T_\tau (w, z)} W_\tau (\varphi, \varphi) (0)| \]

\[ = |W_\tau (\varphi, \varphi) (-T_\tau (w, z))| \]

\[ = |W_\tau (\varphi, \varphi) (-B_\tau^{-1} (w - U_\tau z))| \]

\( \copyright \) Birkhäuser
Choosing $H(z) = |e^{i\tau} (\varphi, \varphi) (-B^{-1}_\tau(z))|$ we obtain (41), which reduces to an equality in this case.

We remark that in this framework the discrete characterization of Theorem 4.1 is lost. The main obstruction is the following: for a given lattice $\Lambda$, the inclusion $U_{\tau} \subset \Lambda$ holds if and only if $U_{\tau} = U_{1/2} = -I_{2d \times 2d}$, the (minus) identity matrix. In this particular framework, the matrix $B_{1/2}$ becomes $B_{1/2} = 2I_{2d \times 2d}$ and Theorem 4.3 can be improved as follows.

**Corollary 4.5** Let $v$ be an admissible weight function on $\mathbb{R}^{2d}$ and set $v_2 = v \circ 2I$. Consider $\varphi \in S(\mathbb{R}^d) \setminus \{0\}$ such that $G(\varphi, \Lambda)$ is a Gabor frame for $L^2(\mathbb{R}^d)$. For Weyl operators, the following properties are equivalent:

(i) $\sigma \in W(\mathcal{F}L^\infty, L^1_{v_2})(\mathbb{R}^{2d})$.

(ii) $\sigma \in S'(\mathbb{R}^{2d})$ and there exists a function $H \in L^1_v(\mathbb{R}^{2d})$ such that

$$\left|\langle Op_{1/2}(\sigma) \pi(z) \varphi, \pi(w) \varphi \rangle\right| \leq H(w + z) \quad \forall w, z \in \mathbb{R}^{2d}, \quad (42)$$

(iii) $\sigma \in S'(\mathbb{R}^{2d})$ and there exists a sequence $h \in \ell^1_v(\Lambda)$ such that

$$\left|\langle Op_{1/2}(\sigma) \pi(\mu) \varphi, \pi(\lambda) \varphi \rangle\right| \leq h(\lambda + \mu) \quad \forall \lambda, \mu \in \Lambda. \quad (43)$$

**Proof** The equivalence (i) $\iff$ (ii) is the consequence of Theorem 4.3, whereas the implications (i) $\Rightarrow$ (iii) and (iii) $\Rightarrow$ (i) follow the same pattern as in the proof of [25]. \(\square\)

Therefore, the symmetry of the Weyl quantization appears more powerful in this framework.

**Remark 4.6** Observe that the function space for the window $\varphi$ in Theorem 4.3 and Corollary 4.5 can be extended from $S(\mathbb{R}^d) \setminus \{0\}$ to $M^1_v(\mathbb{R}^d) \cap M^1_{volU_{\tau}}(\mathbb{R}^d)$, cf. Lemma 4.2.

The statement and the proof of Theorem 4.3 are not well suited for the degenerate cases $\tau = 0$ and $\tau = 1$ (notice that $B_\tau$ and $U_{\tau}$ are not even defined), thus the boundedness results which follow cannot be reproduced in this context. However, a weaker version of that result can be proved for any $\tau \in [0, 1]$.

**Theorem 4.7** Consider an admissible weight $v$ on $\mathbb{R}^{2d}$ and a non-zero window $\varphi \in S(\mathbb{R}^d)$. For any $\tau \in [0, 1]$, the following properties are equivalent:

(i) $\sigma \in W(\mathcal{F}L^\infty, L^1_{v_2})(\mathbb{R}^{2d})$.

(ii) $\sigma \in S'(\mathbb{R}^{2d})$ and there exists a function $H_\tau \in L^1_v(\mathbb{R}^{2d})$ such that

$$\left|\langle Op_\tau(\sigma) \pi(z) \varphi, \pi(w) \varphi \rangle\right| \leq H_\tau(T_\tau(w, z)), \quad (44)$$

where $T_\tau$ is defined in (28).
Proof (i) ⇒ (ii). Take \( \sigma \in W (\mathcal{F}L^{\infty}, L^{1}_v) \) and set
\[
H_t (x) = \sup_{y \in \mathbb{R}^{2d}} |V_{\Phi_t} \sigma (x, y)| .
\]

By definition of \( W (\mathcal{F}L^{\infty}, L^{1}_v) \) we have \( H_t \in L^{1}_v (\mathbb{R}^{2d}) \). Since the linear map \((w, z) \mapsto J (w - z)\) is surjective, from Lemma 4.1 we infer
\[
\left| \left\langle \text{Op}_t (\sigma) \pi (z) \varphi, \pi (w) \varphi \right\rangle \right| = \left| V_{\Phi_t} \sigma (T_t (w, z), J (w - z)) \right| \\
\leq \sup_{y \in \mathbb{R}^{2d}} \left| V_{\Phi_t} \sigma (T_t (w, z), y) \right| \\
= H_t (T_t (w, z)) .
\]

This gives the claim.

(ii) ⇒ (i). Assume that \( \sigma \in S' (\mathbb{R}^{2d}) \) and that \( \text{Op}_t (\sigma) \) is almost diagonalized by the time-frequency shifts with dominating function \( H_t \in L^{1}_v (\mathbb{R}^{2d}) \) as in (41). Equation (35) and the results in the previous step allow to write
\[
\left| V_{\Phi_t} \sigma (x, y) \right| = \left| \left\langle \text{Op}_t (\sigma) \pi (z (x, y)) \varphi, \pi (w (x, y)) \varphi \right\rangle \right| \\
\leq H_t (T_t (w (x, y), z (x, y))) ,
\]

and since by construction \( T_t (w (x, y), z (x, y)) = x \), we finally have
\[
\left| V_{\Phi_t} \sigma (x, y) \right| \leq H_t (x) \quad \forall x \in \mathbb{R}^{2d} .
\]

Therefore,
\[
\| \sigma \|_{W (\mathcal{F}L^{\infty}, L^{1}_v)} = \int_{\mathbb{R}^{2d}} \sup_{y \in \mathbb{R}^{2d}} \left| V_{\Phi_t} \sigma (x, y) \right| v (x) \, dx \\
\leq \int_{\mathbb{R}^{2d}} H_t (x) v (x) \, dx \leq \| H_t \|_{L^{1}_v} < \infty ,
\]
that is \( \sigma \in W (\mathcal{F}L^{\infty}, L^{1}_v) \).

[\Box]

5 Boundedness Results

5.1 Boundedness on Modulation Spaces

As a consequence of the diagonalization provided by Theorem 4.3, we infer the boundedness of \( \tau \)-pseudodifferential operators with symbols in the Wiener amalgam space \( W (\mathcal{F}L^{\infty}, L^{1}_{v_B}) \) on every modulation space, as follows.

Theorem 5.1 Fix \( m \in \mathcal{M}_v \) satisfying (15). For \( \tau \in (0, 1) \) consider a symbol \( \sigma \in W (\mathcal{F}L^{\infty}, L^{1}_{v_B}) (\mathbb{R}^{2d}) \), with the matrix \( B \) defined in (27). Then the operator \( \text{Op}_t (\sigma) \) is bounded from \( M^{p,q}_m (\mathbb{R}^{d}) \) to \( M^{p,q}_{m,t} (\mathbb{R}^{d}) \), \( 1 \leq p, q \leq \infty \).
Proof. The proof uses the techniques developed in [9, Theorem 3.3]. We fix \( g(t) = e^{-\pi t^2} \in M_1^0(\mathbb{R}^d) \) for every admissible weight \( v \). Observe that \( \| g \|_2 = 1 \), so that the inversion formula (18) is simply \( V^*_g V^*_g = \text{Id} \). Writing \( T \) as

\[
T = V^*_g T V^*_g V^*_g,
\]

then \( V_g T V^*_g \) is an integral operator with kernel

\[
K_T(w, z) = (T \pi(z)g, \pi(w)g), \quad w, z \in \mathbb{R}^d.
\]

By definition, \( V_g \) is bounded from \( M^1_m(\mathbb{R}^d) \) to \( L^1_m(\mathbb{R}^d) \) and \( V^*_g \) is bounded from \( L^P_m(\mathbb{R}^d) \) to \( M^P_m(\mathbb{R}^d) \). Hence, if \( V_g T V^*_g \) is bounded from \( L^P_m(\mathbb{R}^d) \) to \( L^P_{\text{mol}A}(\mathbb{R}^d) \), then \( T \) is bounded from \( M^P_m(\mathbb{R}^d) \) to \( M^P_{\text{mol}A}(\mathbb{R}^d) \). Observe that

\[
\mathcal{U}_\tau \circ B_{1-\tau} = -B_\tau
\]

so that \( v \circ \mathcal{U}_\tau \circ B_{1-\tau} = v \circ B_\tau \), and recall that \( \mathcal{U}^{-1}_{1-\tau} = \mathcal{U}_\tau \). Applying Theorem 4.3 with \( 1 - \tau \) in place of \( \tau \) and with the admissible weight \( v \circ \mathcal{U}_\tau \) in place of \( v \), for \( F \in L^P_m(\mathbb{R}^d) \),

\[
|V^*_g T V^*_g F(w)| = \left| \int_{\mathbb{R}^d} K_T(w, z) F(z) \, dz \right| \leq \int_{\mathbb{R}^d} |F(z)| |H_{1-\tau}(w - \mathcal{U}_{1-\tau}z)\, dz
\]

\[
= \int_{\mathbb{R}^d} |F(z)| (H_{1-\tau} \circ \mathcal{U}_{1-\tau})(\mathcal{U}_\tau w - z) \, dz
\]

\[
= F \ast (H_{1-\tau} \circ \mathcal{U}_{1-\tau})(\mathcal{U}_\tau w).
\]

By Theorem 4.3, \( H_{1-\tau} \) is in \( L^1_{\text{mol}A}\mathcal{U}(\mathbb{R}^d) \) and thus \( H_{1-\tau} \circ \mathcal{U}_{1-\tau} \) is in \( L^1_{\text{mol}A}(\mathbb{R}^d) \). Therefore, by Young’s inequality \( F \ast (H_{1-\tau} \circ \mathcal{U}_{1-\tau}) \in L^P_m(\mathbb{R}^d) \ast L^1_{\text{mol}A}(\mathbb{R}^d) \subset L^P_m(\mathbb{R}^d) \). This shows that \( V_g T V^*_g F \in L^P_{\text{mol}A}(\mathbb{R}^d) \), as desired. \( \square \)

If we limit the study to the polynomial weights \( v_s \) defined in (14), then the theory of Fourier integral operators (FIOs) developed in [9] tells us further issues of Theorem 4.3.

We recall [9, Definition 1.1].

Definition 5.2. Given \( A \in \text{Sp}(2d, \mathbb{R}) \), \( g \in S(\mathbb{R}^d) \), and \( s \geq 0 \), we say that a linear operator \( T : S(\mathbb{R}^d) \to S'(\mathbb{R}^d) \) is in the class \( FIO(A, v_s) \) if there exists a function \( H \in L^1_{v_s}(\mathbb{R}^d) \) such that the kernel of \( T \) with respect to time-frequency shifts satisfies the decay condition

\[
|\langle T \pi(z)g, \pi(w)g \rangle| \leq H(w - Az), \quad \forall w, z \in \mathbb{R}^d.
\]

Moreover, the generalized metaplectic operators that can be represented as FIOs of type I are as follows (cf. [9, Theorem 5.1]):
Theorem 5.3 Let $s \geq 0$ and $A = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{Sp}(2d, \mathbb{R})$ with $\det A \neq 0$, and let $T : S(\mathbb{R}^d) \to S'(\mathbb{R}^d)$ be a linear continuous operator. Then $T \in FIO(A, v_s)$ if and only if $T$ is a FIO of type I, i.e.

$$Tf(x) = \int_{\mathbb{R}^d} e^{2\pi i \Phi(x, \omega)} \sigma(x, \omega) \hat{f} (\omega) d\omega$$

with the quadratic phase $\Phi(x, \omega) = \frac{1}{2} xCA^{-1}x + \omega A^{-1}x - \frac{1}{2} \eta A^{-1}B \omega$ and a symbol $\sigma \in M^\infty_{1 \otimes v_s}(\mathbb{R}^{2d})$.

Observe that $v_s \circ B \asymp v_s$ (with the bounds depending on $\tau$). If the symbol $\sigma$ is in $W(\mathcal{F}L^\infty, L^1_{v_s})$ then Theorem 4.3 says that (41) holds for a suitable function $H_\tau \in L^1_{v_s}$, so that the $\tau$-operator $\text{Op}_\tau(\sigma)$ is in the class $FIO(\mathcal{U}_\tau, v_s)$. Moreover, the assumptions of Theorem 5.3 are satisfied and we can thus represent $\text{Op}_\tau(\sigma)$ as a type I FIO with phase $\Phi(x, \omega) = -\frac{1}{1-\tau} \omega x$ as follows:

$$\text{Op}_\tau(\sigma)f(x) = \int_{\mathbb{R}^d} e^{-2\pi i \frac{1-\tau}{\tau} \omega x} \rho(x, \omega) \hat{f}(\omega) d\omega,$$

for a suitable symbol $\rho \in M^\infty_{1 \otimes v_s}(\mathbb{R}^d)$. Finally, by Theorem 1.2 in [9] we obtain:

Corollary 5.4 If $\sigma \in W(\mathcal{F}L^\infty, L^1_{v_s})$, $s \geq 0$, then the operator $\text{Op}_\tau(\sigma)$ is bounded on every modulation space $M^p_{v_s}(\mathbb{R}^d)$, for $1 \leq p \leq \infty$ and $\tau \in (0, 1)$.

5.2 Boundedness on Wiener Amalgam Spaces

We now turn to consider $\tau$-pseudodifferential operators and their boundedness on Wiener amalgam spaces. We need two preliminary results.

Lemma 5.1 For any $\sigma \in S'(\mathbb{R}^{2d})$ and $\tau \in [0, 1]$,

$$\mathcal{F}\text{Op}_\tau(\sigma)\mathcal{F}^{-1} = \text{Op}_{1-\tau}(\sigma \circ J^{-1}).$$

Proof It is a particular case of the symplectic covariance property of Shubin calculus, see [15, Proposition 10]. We also refer to the books [16,26,36]. \hfill \Box

The proof of the following lemma is a straightforward computation.

Lemma 5.2 For any non-zero window $G \in S(\mathbb{R}^{2d})$ and $\sigma \in S'(\mathbb{R}^{2d})$, then

$$V_G(\sigma \circ J)(z, \zeta) = (V_{G_{\circ J^{-1}}}(\sigma) Jz, J\zeta).$$

Therefore, for any $1 \leq p, q \leq \infty$, weights $u, v$ on $\mathbb{R}^{2d}$ and $\tau \in [0, 1]$:
(i) \( \sigma J = \sigma \circ J \in M_{\mu \otimes J^{-1}}^{p,q} (\mathbb{R}^{2d}) \) if and only if \( \sigma \in M_{\mu \otimes v}^{p,q} (\mathbb{R}^{2d}) \). In particular,

\[
\sigma \in M_{1 \otimes v}^{\infty,1} (\mathbb{R}^{2d}) \iff \sigma J \in M_{1 \otimes (\mu \circ J^{-1})}^{\infty,1} (\mathbb{R}^{2d}).
\]

(ii) \( \sigma \in W (\mathcal{F}L_{\mu \circ J^{-1}}^{p}, L_{v \circ J^{-1}}^{q}) \) if and only if \( \sigma J \in W (\mathcal{F}L_{\mu}^{p}, L_{v}^{q}) \). In particular,

\[
\sigma \in W (\mathcal{F}L^{\infty}, L_{v \circ B_{r}}^{1}) \iff \sigma J \in W (\mathcal{F}L^{\infty}, L_{v \circ B_{r}}^{1}).
\]

**Proof** A direct computation shows that

\[
V G \sigma J (z, \zeta) = \langle \sigma J, M_{\zeta T_{z} G} \rangle = \int e^{-2\pi i \zeta (t, \omega)} \sigma J (t, \omega) \overline{G (t - z_{1}, \omega - z_{2})} dt d\omega
\]

\[
= \int e^{-2\pi i \zeta (t, \omega)} \sigma (J (t, \omega)) \overline{G (t - z_{1}, \omega - z_{2})} dt d\omega.
\]

With the substitution \((t', \omega') = J (t, \omega)\), we have

\[
V G \sigma J (z, \zeta) = \int e^{-2\pi i \zeta \cdot J^{-1}(t', \omega')} \sigma (t', \omega') \overline{G (J^{-1} [(t', \omega') - J z])} dt' d\omega'
\]

\[
= \langle \sigma, M_{J \zeta T_{Jz}} (G \circ J^{-1}) \rangle = \langle V G \circ J^{-1} \sigma (J z, J \zeta) \rangle.
\]

Therefore,

\[
\| \sigma J \|_{M_{\mu \circ J^{-1}}^{p,q}} = \left( \int_{\mathbb{R}^{2d}} \left( \int_{\mathbb{R}^{2d}} |V G \sigma J (z, \zeta)| \right)^{p} u (J^{-1} \zeta)^{p} dz \right)^{\frac{1}{p}} v (J^{-1} \zeta)^{q} d\zeta
\]

\[
= \left( \int_{\mathbb{R}^{2d}} \left( \int_{\mathbb{R}^{2d}} |V G \circ J^{-1} \sigma (J z, J \zeta)| \right)^{p} u (J^{-1} \zeta)^{p} dz \right)^{\frac{1}{p}} v (J^{-1} \zeta)^{q} d\zeta
\]

\[
= \left( \int_{\mathbb{R}^{2d}} \left( \int_{\mathbb{R}^{2d}} |V G \circ J^{-1} \sigma (z, \zeta)| \right)^{p} u (-\zeta)^{p} dz \right)^{\frac{1}{p}} v (-\zeta)^{q} d\zeta
\]

\[
\times \| \sigma \|_{M_{\mu \otimes v}^{p,q}}.
\]
where we used the even property of the weight functions. In a similar fashion,
\[
\|\sigma\|_{W(F^p L^p u, L^q v)} = \left( \int \int \left| V_G \sigma_J (z, \zeta) \right|^p u(\zeta) \frac{1}{|z|^q} \frac{dz}{d\zeta} \right)^{\frac{1}{q}}
\]
\[
\leq \|\sigma\|_{W(F^p L^p u \circ J^{-1}, L^q v \circ J^{-1})}.
\]

Another ingredient is the boundedness of \(\tau\)-pseudodifferential operators on modulation spaces, cf. Theorem 4.3 and Remark 4.5 in [34] (see also [25, Theorem 4.1] for Weyl operators).

**Theorem 5.5** Consider \(m \in M_{\nu}((\mathbb{R}^d))\) satisfying (15). For any \(\tau \in [0, 1]\) and \(\sigma \in M_{1 \otimes \nu \circ J^{-1}}^{\infty,1}\), the operator \(\text{Op}_\tau(\sigma)\) is bounded on \(M_{m}^{p,q}(\mathbb{R}^d)\), and there exists a constant \(C_\tau > 0\) such that
\[
\|\text{Op}_\tau(\sigma)\|_{M_{m}^{p,q}} \leq C_\tau \|\sigma\|_{M_{1 \otimes \nu \circ J^{-1}}^{\infty,1}}.
\]

We can now state the boundedness result for \(\tau\)-pseudodifferential operators on Wiener amalgam spaces.

**Theorem 5.6** Consider \(m = m_1 \otimes m_2 \in M_{\nu}((\mathbb{R}^d))\) satisfying (15). For any \(\tau \in [0, 1]\) and \(\sigma \in M_{1 \otimes \nu \circ J^{-1}}^{\infty,1}\), the operator \(\text{Op}_\tau(\sigma)\) is bounded on \(W(F^p L_{m_1}^p, L_{m_2}^q)(\mathbb{R}^d)\) with
\[
\|\text{Op}_\tau(\sigma)\|_{W(F^p L_{m_1}^p, L_{m_2}^q)} \leq C_\tau \|\sigma\|_{M_{1 \otimes \nu \circ J^{-1}}^{\infty,1}},
\]
for a suitable \(C_\tau > 0\).

**Proof** Consider the following commutative diagram:

\[
\begin{array}{ccc}
M_{m}^{p,q}(\mathbb{R}^d) & \xrightarrow{\text{Op}_1(\sigma_J)} & M_{m}^{p,q}(\mathbb{R}^d) \\
\downarrow{\mathcal{F}^{-1}} & & \downarrow{\mathcal{F}} \\
W(F^p L_{m_1}^p, L_{m_2}^q)(\mathbb{R}^d) & \xrightarrow{\text{Op}_\tau(\sigma)} & W(F^p L_{m_1}^p, L_{m_2}^q)(\mathbb{R}^d)
\end{array}
\]

Indeed, since \(\sigma \in M_{1 \otimes \nu \circ J^{-1}}^{\infty,1}(\mathbb{R}^d)\), \(\sigma_J \in M_{1 \otimes \nu (\circ J^{-1})}^{\infty,1}(\mathbb{R}^d)\) by Lemma 5.2. The operator \(\text{Op}_1(\sigma_J)\) is bounded on \(M_{m}^{p,q}(\mathbb{R}^d)\) by virtue of Theorem 5.5 with \(\tau' = 1 - \tau \in [0, 1]\) and the thesis follows at once thanks to the Lemma 5.1.

The same argument (with obvious modifications) allow to extend the boundedness result for \(\tau\)-pseudodifferential operators contained in Theorem 5.1 to Wiener amalgam spaces for symbols in suitable Wiener amalgam spaces.
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Theorem 5.7 Consider $m = m_1 \otimes m_2 \in \mathcal{M}_v(\mathbb{R}^{2d})$ satisfying (15). For any $\tau \in (0, 1)$ and $\sigma \in W(\mathcal{F}L^\infty, L^1_{v_0B_0J^{-1}})(\mathbb{R}^{2d})$, the operator $\text{Op}_\tau \sigma$ is bounded from $W(\mathcal{F}L^p_{m_1}, L^q_{m_2})(\mathbb{R}^d)$ to $W(\mathcal{F}L^p_{m_1 \circ (U_2)_1}, L^q_{m_2 \circ (U_2)_2})(\mathbb{R}^d)$, $1 \leq p, q \leq \infty$, where

$$\langle U_2 \rangle_1(x) = -\frac{\tau}{1 - \tau}x, \quad \langle U_2 \rangle_2(x) = -\frac{1 - \tau}{\tau}x, \quad x \in \mathbb{R}^d.$$ 

Proof Consider the following commutative diagram:

$$
\begin{array}{c}
M^p,q_m(\mathbb{R}^d) \xrightarrow{\text{Op}_{1-\tau}(\sigma_J)} M^p,q_{m_0\circ U_2}(\mathbb{R}^d) \\
\uparrow F^{-1} \quad \downarrow F \\
W(\mathcal{F}L^p_{m_1}, L^q_{m_2})(\mathbb{R}^d) \xrightarrow{\text{Op}_\tau(\sigma)} W(\mathcal{F}L^p_{m_1 \circ (U_2)_1}, L^q_{m_2 \circ (U_2)_2})(\mathbb{R}^d)
\end{array}
$$

Indeed, since $\sigma \in W(\mathcal{F}L^\infty, L^1_{v_0B_0J^{-1}})(\mathbb{R}^{2d})$, $\sigma_J \in W(\mathcal{F}L^\infty, L^1_{v_0B_0})(\mathbb{R}^{2d})$ by Lemma 5.2. The operator $\text{Op}_{1-\tau} \sigma_J$ is bounded by virtue of Theorem 5.1 with $\tau' = 1 - \tau \in (0, 1)$ and the thesis follows at once thanks to the Lemma 5.1.

\[\square\]

The Cases $\tau = 0$ and $\tau = 1$

Theorem 4.7 allows us to obtain some boundedness results for $\tau$-pseudodifferential operators with $\tau = 0$ or $\tau = 1$, having symbols in Wiener amalgam spaces.

Proposition 5.8 Assume $\sigma \in W(\mathcal{F}L^\infty, L^1)(\mathbb{R}^{2d})$. Then the Kohn–Nirenberg operator $\text{Op}_{KN}(\sigma) (\tau = 0)$ is bounded on $M^{1, \infty}(\mathbb{R}^d)$.

Proof Consider $H_0(T_0(w, z))$ with $H_0 \in L^1(\mathbb{R}^{2d})$ as in Theorem 4.7. The integral operator $T_{H_0}$ with kernel $H_0(T_0(w, z)) = H_0(w_1, z_2)$ can be written as

$$T_{H_0}(w) = \int_{\mathbb{R}^{2d}} H_0 \circ T_0(w, z) F(z) dz = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} H(w_1, z_2) F(z_1, z_2) d z_1 d z_2.$$ 

It is immediate to notice that $T_{H_0} : L^{1, \infty}(\mathbb{R}^{2d}) \to L^{1, \infty}(\mathbb{R}^{2d})$ is a bounded operator. Then, for a fixed non-zero window $g \in S(\mathbb{R}^d)$, we have that

$$T = V_g^* T_{H_0} V_g : M^{1, \infty}(\mathbb{R}^d) \to M^{1, \infty}(\mathbb{R}^d)$$

is a bounded operator. The claim then follows. \[\square\]

Proposition 5.9 Assume $\sigma \in W(\mathcal{F}L^\infty, L^1)(\mathbb{R}^{2d})$. Then the operator “with right symbol” $\text{Op}_1(\sigma) (\tau = 1)$ is bounded on $W(\mathcal{F}L^1, L^\infty)(\mathbb{R}^d)$.
Proof Again, we apply Theorem 4.7 and consider $H_1 (T_1 (w, z))$ with $H_1 \in L^1 (\mathbb{R}^{2d})$. The integral operator $T_{H_1}$ with kernel $H_1 (T_1 (w, z)) = H_1 (z_1, w_2)$ can be written as

$$T_{H_1} F (w) = \int_{\mathbb{R}^{2d}} H_1 \circ T_1 (w, z) F (z) \, dz = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} H_1 (z_1, w_2) F (z_1, z_2) \, dz_1 \, dz_2.$$  

It is immediate to notice that $T_{H_1} : L^\infty_{z_1} (L^1_{z_2}) (\mathbb{R}^{2d}) \to L^\infty_{w_1} (L^1_{w_2}) (\mathbb{R}^{2d})$ is a bounded operator. Then, for a fixed non-zero window $g \in S (\mathbb{R}^d)$, we have that

$$T = V_g^* T_{H_1} V_g : W \left( \mathcal{F}L^1, L^\infty \right) (\mathbb{R}^d) \to W \left( \mathcal{F}L^1, L^\infty \right) (\mathbb{R}^d)$$

is a bounded operator. This concludes the proof. \hfill \Box

The consequences of the almost diagonalization of $\tau$-operators are manifold. We notice that the results of this section can be extended by interpolation to symbols in $W (\mathcal{F}L^p, L^d) (\mathbb{R}^{2d})$, following the pattern of [11]. This subject with be further investigated in a subsequent paper.

6 Algebra and Wiener Properties

The connection with the theory Fourier integral operators established in the previous section allows to investigate further properties of $\tau$-operators. First of all, notice that for any $\tau_1, \tau_2 \in (0, 1)$,

$$\mathcal{U}_{\tau_1} \mathcal{U}_{\tau_2} = \left( \begin{array}{cc} \frac{\tau_1 \tau_2}{(1-\tau_1)(1-\tau_2)} I_{d\times d} & \frac{0_{d\times d}}{\tau_1 \tau_2} I_{d\times d} \\ \frac{0_{d\times d}}{(1-\tau_1)(1-\tau_2)} I_{d\times d} & \frac{1-\tau_1}{\tau_1 \tau_2} I_{d\times d} \end{array} \right).$$

In particular,

$$\mathcal{U}_{\tau} \mathcal{U}_{1-\tau} = \mathcal{U}_{1-\tau} \mathcal{U}_{\tau} = I_{2d\times 2d}.$$ 

Therefore, composition properties of operators in the class $FIO (\mathcal{A}, v_s)$ (see [9, Theorems 3.4] and Theorem 4.1) yield the following result.

Theorem 6.1 (Algebra property) For any $a, b \in W \left( \mathcal{F}L^\infty, L^1_{v_s} \right)$ and $\tau \in (0, 1)$, there exists a symbol $c \in M^{\infty, 1}_{1\otimes v_s}$ such that

$$\text{Op}_\tau (a) \text{Op}_{1-\tau} (b) = \text{Op}_{1/2} (c).$$

Remark 6.2 On the other hand, for any choice of $\tau_1, \tau_2 \in (0, 1)$, there is no $\tau \in (0, 1)$ such that $\mathcal{U}_{\tau_1} \mathcal{U}_{\tau_2} = \mathcal{U}_{\tau}$. This immediately implies that there is no $\tau$-quantization rule such that composition of $\tau$-operators with symbols in $W \left( \mathcal{F}L^\infty, L^1_{v_s} \right)$ has symbol
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in the same class. In a similar fashion, given \( a \in W(\mathcal{F}L^\infty, L^1_{v_s}) \), \( b \in M^\infty_{1 \otimes v_s} \) and \( \tau, \tau_0 \in (0, 1) \), we have

\[
\text{Op}_{\tau_0} (b) \text{Op}_\tau (a) = \text{Op}_\tau (c_1), \quad \text{Op}_\tau (a) \text{Op}_{\tau_0} (b) = \text{Op}_\tau (c_2),
\]

for some \( c_1, c_2 \in W(\mathcal{F}L^\infty, L^1_{v_s}) \). This means that, for fixed quantization rules \( \tau, \tau_0 \), the amalgam space \( W(\mathcal{F}L^\infty, L^1_{v_s}) \) is a bimodule over the algebra \( M^\infty_{1 \otimes v_s} \) under the laws

\[
M^\infty_{1 \otimes v_s} \times W(\mathcal{F}L^\infty, L^1_{v_s}) \to W(\mathcal{F}L^\infty, L^1_{v_s}) : (b, a) \mapsto c_1, \\
W(\mathcal{F}L^\infty, L^1_{v_s}) \times M^\infty_{1 \otimes v_s} \to W(\mathcal{F}L^\infty, L^1_{v_s}) : (a, b) \mapsto c_2,
\]

with \( c_1 \) and \( c_2 \) as before.

In conclusion, we provide a result whose proof easily follows by [9, Theorem 3.7] and by noticing that \( \mathcal{U}_\tau^{-1} = \mathcal{U}_{1-\tau} \) for any \( \tau \in (0, 1) \).

**Theorem 6.3** (Wiener property) For any \( \tau \in (0, 1) \) and \( a \in W(\mathcal{F}L^\infty, L^1_{v_s}) \) such that \( \text{Op}_\tau (a) \) is invertible on \( L^2(\mathbb{R}^d) \), we have

\[
\text{Op}_\tau (a)^{-1} = \text{Op}_{1-\tau} (b)
\]

for some \( b \in W(\mathcal{F}L^\infty, L^1_{v_s}) \).
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