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Abstract

This work develops a numerical solver based on the combination of isogeometric analysis (IGA) and the tensor train (TT) decomposition for the approximation of partial differential equations (PDEs) on parameter-dependent geometries. First, the discrete Galerkin operator as well as the solution for a fixed geometry configuration are represented as tensors and the TT format is employed to reduce their computational complexity. Parametric dependencies are included by considering the parameters that control the geometry configuration as additional dimensions next to the physical space coordinates. The parameters are easily incorporated within the TT-IGA solution framework by introducing a tensor product basis expansion in the parameter space. The discrete Galerkin operators are accordingly extended to accommodate the parameter dependence, thus obtaining a single system that includes the parameter dependency. The system is solved directly in the TT format and a low-rank representation of the parameter-dependent solution is obtained. The proposed TT-IGA solver is applied to several test cases which showcase its high computational efficiency and tremendous compression ratios achieved for representing the parameter-dependent IGA operators and solutions.
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1 Introduction

Pioneered by Tom Hughes and collaborators, isogeometric analysis (IGA) is a powerful computational method for solving partial differential equations (PDEs) by combining finite element analysis (FEA) with computer aided design (CAD) \cite{Hughes2005, Borden2010, Takacs2012}. Using the IGA formulation, both the computational domain and the solution to the PDE are parametrized and represented by means of B-splines, non-uniform rational B-splines (NURBS), or tensor products thereof in more than one dimensions. Galerkin projection is then applied to derive a linear system of equations, the solution of which provides an approximate solution to the PDE. A crucial advantage of IGA is the ability to represent complex geometries with minimal geometric approximation errors, due to the use of CAD tools. Another important benefit to using IGA instead of the standard finite element method (FEM) is the comparatively reduced number of degrees of freedom (dofs) in relation to the accuracy of the approximate PDE solution \cite{Hughes2005}. Owning to these advantages, IGA has been employed to resolve problems governed by PDEs in numerous domains of application, exemplarily, structural analysis \cite{Cheng2013, Borden2010, Takacs2012, Hughes2005}, fluid mechanics \cite{Cheng2013, Borden2010, Takacs2012, Hughes2005, Olsson2005, Hughes2005, Hughes2005}, and electromagnetics \cite{Cheng2013, Borden2010, Takacs2012, Hughes2005}.

On the downsides, a major disadvantage of IGA is the computationally expensive construction of the discrete Galerkin operators, in particular the mass and stiffness matrices. Especially challenging is the three-dimensional case, where the storage complexity is $O(n^3p^3)$ in sparse format \cite{Borden2010}, where $p$ is the maximum degree of the individual B-spline functions and $n$ is the maximum size of the univariate B-spline bases. Moreover, the complexity of explicitly computing the matrix entries is bounded from below by the storage complexity. This bottleneck is greatly exacerbated in cases where IGA-based models are utilized within parametric studies, such as shape optimization \cite{Borden2010, Takacs2012, Hughes2005}, uncertainty quantification (UQ) for stochastic geometry deformations \cite{Cheng2013, Borden2010, Takacs2012}, or studies utilizing shape morphing techniques \cite{Cheng2013}. These parametric studies demand that multiple, often numerous, geometry configurations must be
explored until an optimal shape or a statistical quantity of interest (QoI) can be estimated to sufficient accuracy. In turn, each geometry configuration corresponds to a computationally taxing re-assembly of the IGA system matrices, thus resulting to a possibly intractable computational cost for the full parametric study.

Several fast assembly procedures have been suggested in the literature, where the common idea is to exploit the Kronecker product \([60]\) (tensor product) structure of the IGA system matrices \([3, 29, 39, 40, 41, 51]\). To reduce the cost of the multidimensional quadratures that are used to compute the stiffness and mass matrix entries, approaches based on sum factorization \([3]\) and on integration by interpolation and look-up \([39]\) have been proposed. The latter method was later extended with the use of partial tensor decompositions \([57]\). In \([40]\) the stiffness and mass matrices are re-formatted as tensors and the canonical and Tucker tensor decompositions \([37]\) are employed to reduce the computational complexity of the Galerkin matrix assembly. A similar approach has been suggested for the parametrization of volumetric domains \([51]\). An extension to space-time discretization of parabolic PDEs can be found in \([11]\), while the same idea is employed in \([10]\) for PDE-constrained optimization, but using the so-called tensor train (TT) decomposition instead \([35, 50]\). In \([29]\), adaptive cross approximation (ACA) algorithms in two and three dimensions \([5, 17]\) are utilized to approximate the IGA stiffness matrix in a low-rank tensor format. However, all aforementioned works consider physical computational domains with a fixed geometry.

This work focuses on the solution of PDEs on parameter-dependent geometries by means of IGA. In this context, different parameter realizations result in variations in the shape of the physical domain, hence, the full computational domain is a tensor space constructed by combining the physical and the parameter domains \([26]\). To address this challenging case, a framework is developed for incorporating parameter-dependent geometries in IGA solvers by exploiting the tensor-product structures and the corresponding multidimensional arrays, equivalently, tensors, that arise when discretizing the physical domain and the parameter space. Parameter dependencies are accommodated by considering the geometrical parameters to be additional dimensions next to the physical coordinates of the problem under investigation. After both the physical domain and the parameter space have been suitably discretized, an approximation to the solution of the parameter-dependent PDE can be obtained by solving an extended system of equations, where the discrete operator (system matrix) as well as the discrete solution take the form of tensors. To reduce the storage and computational complexity, these tensors are approximated and represented in the TT format, where further complexity reduction is accomplished by exploiting the particular structure of the discrete operator and using the so-called quantics TT (QTT) format \([35, 39, 47]\). It is shown how the operator can be represented in the form of a TT-matrix and explicit expressions are given for the corresponding TT cores, i.e. the lower-dimensional tensors that the TT format consists of. This step only requires the TT representation of the discretized, parameter-dependent geometry map, which is computed using TT-based approximation algorithms \([48, 55]\). Once the system operators are available in the TT format, a multilinear solver based on the alternating minimal energy (AMEn) algorithm \([18]\) is used to compute a low-rank approximation of the parameter-dependent PDE solution.

While the TT-IGA solution framework proposed in this paper is novel, at least to the authors’ knowledge, there exist previous works which have explored numerical methods for approximating PDEs on parameter-dependent geometries. A rigorous study on the solution of PDEs on randomly deformed physical domains has been performed in \([11]\), where a stochastic collocation method is put forth to approximate the PDE over the parameter space. Similar studies also based on stochastic collocation methods can be found in \([12, 27, 28]\). In the same context, a TT-based stochastic Galerkin method is developed in \([21]\), where however the discretization of the PDE is not based on IGA. Similar to the latter work, the present paper also employs the TT format to reduce the complexity of the extended system matrices which are re-formatted as tensors, but now in the context of IGA-based discretizations. Additionally, the QTT format is employed to take advantage of the particular tensor-product structure of the spline-based geometry representations and further reduce the computational complexity. Moreover, the framework developed in this work is not confined to random geometry deformations, but is more generally applicable, e.g. it can be applied for shape optimization or design space exploration without any modification.

The remaining of this paper is organized as follows. In section 2 tensor notation and the TT format are introduced, along with a brief presentation of the multilinear solver and the TT-based cross-approximation method employed in this work. A short presentation of B-splines and the TT-based cross-approximation method employed in this work. A short presentation of B-splines and the TT-based cross-approximation method employed in this work. A short presentation of B-splines and the TT-based cross-approximation method employed in this work.
applied for solving the scalar Helmholtz equation within a waveguide with varying geometrical features. Concluding remarks are available in section 6.

2 Preliminaries and notation

2.1 Tensors and tensor notation

In the context of this work, a tensor is defined as a d-dimensional array and is denoted as \( \mathbf{x} \in \mathbb{R}^{N_1 \times \cdots \times N_d} \). The dimensions of a tensor are also referred to as modes or ways, i.e. the expressions d-dimensional, d-way, and d-mode tensor are equivalent. Tensor entries are denoted either as \( x_{n_1n_2\ldots n_d} \), \( n_k = 1, \ldots, N_k \), \( k = 1, \ldots, d \), or using the multiindex notation \( x_n \), where \( n = (n_1, n_2, \ldots, n_d) \) is a unique multiindex per tensor entry. Tensor fibers are the analog of matrix rows and columns and are denoted using the colon punctuation mark in the place of the corresponding index, e.g. \( x_{n_1n_2\ldots n_k-1; n_{k+1}, \ldots, n_d} \) is the \( k \)-th fiber. Tensor slices of higher order are denoted in an analogous fashion. A tensor-matrix, also referred to as a tensor-operator, is a generalization of the commonly used matrix-based operator to more than two dimensions and is denoted as \( \mathbf{A} \in \mathbb{R}^{(M_1 \times \cdots \times M_d) \times (N_1 \times \cdots \times N_d)} \). The product between a tensor-matrix \( \mathbf{A} \) and a tensor \( \mathbf{x} \in \mathbb{R}^{N_1 \times \cdots \times N_d} \) is defined similar to the standard matrix-vector product, and its result is a tensor of shape \( M_1 \times \cdots \times M_d \), the entries of which are given by

\[
(A\mathbf{x})_m = \sum_n A_{m,n} x_n. \tag{1}
\]

2.2 Tensor train decomposition

The storage complexity of a tensor \( \mathbf{x} \in \mathbb{R}^{N_1 \times \cdots \times N_d} \) is \( O(N^d) \), \( N = \max_k N_k \), \( k = 1, \ldots, d \), i.e. it scales exponentially with the tensor dimensions. Tensor-based (multilinear) algebraic operations such as element-wise addition, multiplication, or summation over indices, scale with the same complexity. To mitigate this so-called “curse of dimensionality”, several tensor formats that reduce the complexity of tensor storage and tensor-based algebraic operations have been suggested in the literature \cite{37}.

This work focuses on the so-called tensor train (TT) decomposition \cite{48}, where a d-dimensional tensor is represented using \( d \) three-dimensional tensors. Using element-wise notation, a tensor \( \mathbf{x} \in \mathbb{R}^{N_1 \times \cdots \times N_d} \) is represented in the TT format as

\[
x_i = \sum_{r_1=1}^{R_1} \sum_{r_2=1}^{R_2} \cdots \sum_{r_{d-1}=1}^{R_{d-1}} g_{1r_1}^{(1)} g_{2r_2}^{(2)} \cdots g_{dr_{d-1}i}^{(d)}, \tag{2}
\]

where \( g^{(k)} \in \mathbb{R}^{R_k \times N_k \times R_k} \) are called the TT-cores and \( \mathbf{R} = (1, R_1, \ldots, R_{d-1}, 1) \) is the vector of the so-called TT-ranks. The obtained storage complexity is \( O(R^2Nd) \), i.e. the TT format provides linear complexity with respect to the tensor dimensions, as opposed to the exponential complexity of the full tensor. Moreover, the complexity of basic multilinear algebraic operations scales linearly with the tensor dimension \( d \) and polynomially with respect to the TT-ranks \( \mathbf{R} \) and the mode sizes \( N_1, \ldots, N_d \) \cite{48}.

In general, an exact TT decomposition of a full tensor typically leads to high TT-ranks, thus increasing the computational complexity as well. However, in many cases, using a low-rank TT approximation \( \tilde{\mathbf{x}} \approx \mathbf{x} \) is sufficient. Given the full tensor, a TT approximation can be computed using \( d \) sequential singular value decompositions (SVDs) \cite{48} \cite{50}, up to a desired accuracy \( \varepsilon \) such that \( \|\mathbf{x} - \tilde{\mathbf{x}}\|_F \leq \varepsilon \), where \( \|\cdot\|_F \) denotes the Frobenius norm. Moreover, reducing the rank of a TT-decomposition while maintaining a prescribed accuracy \( \varepsilon \), an operation called TT rounding, can be performed with the complexity \( O(R^2Nd) \). Last but not least, assuming that the entries of a d-dimensional tensor stem from evaluating a d-dimensional function, the variables of which correspond to the tensor dimensions, e.g. \( x_{n_1, \ldots, n_d} = f(x_{1,n_1}, \ldots, x_{d,n_d}) \), \( n_k = 1, \ldots, N_k \), \( k = 1, \ldots, d \), TT-based cross approximation algorithms can be employed to compute a TT approximation of the full tensor without ever constructing the full tensor \cite{48} \cite{55}.

2.3 Multilinear systems

Of crucial interest in the context of this work is the solution of multilinear systems

\[
\mathbf{Ax} = \mathbf{b}, \tag{3}
\]
where \( A \in \mathbb{R}^{(N_1 \times \cdots \times N_d) \times (N_1 \times \cdots \times N_d)} \), \( x \in \mathbb{R}^{N_1 \times \cdots \times N_d} \), and \( b \in \mathbb{R}^{N_1 \times \cdots \times N_d} \). In element-wise notation, the system is equivalently written as

\[
\sum_n A_{m,n} x_n = b_m,
\]

which obviously corresponds to the product between a tensor-matrix and a tensor defined in formula (1). We assume that the operands \( A \) and \( b \) are given in the TT format and our goal is to represent the system’s solution \( x \) in the TT-format as well. Generalizations of Krylov-subspace solvers have been proposed in the literature [10], however, a common bottleneck of these approaches is the typically large number of solver iterations which in turn lead to numerous computationally expensive rounding operations. Alternatively, the solution can be computed by minimizing the residual of the system with respect to the TT-cores, which can be formulated as the nonlinear minimization problem

\[
\min_{g^{(1)},\ldots,g^{(d)}} \|Ax - b\|_F^2.
\]

However, if all TT-cores but one are fixed, the minimization [10] is transformed to a linear regression problem. The optimization can then be performed step-wise, such that only a single TT-core is optimized at each step, while all remaining cores remain fixed, a procedure known as alternating least squares (ALS) [30]. The main disadvantage of the ALS algorithm is that the TT-ranks must be chosen a priori. Alternatives that do not require a priori fixed TT-ranks have been proposed in the literature, such as the TT-based density matrix renormalization group (DMRG) [49] and the alternating minimal energy (AMEn) [18] algorithms. The DMRG algorithm proceeds similar to the ALS algorithm is that the TT-ranks must be chosen a priori. Alternatives that do not require a priori fixed

\[
\text{The optimized extended TT-core is then split into two separate cores using truncated SVD on a matricization of the extended core } \tilde{g}. \text{ which is constructed by contracting two neighboring TT-cores such that the extended core’s entries are given as}
\]

\[
\tilde{g}_{r_k-1}^{(1)}r_{k+1}r_{k+1}' = \sum_{r_k} \tilde{g}_{r_k-1}^{(k)}r_k \tilde{g}_{r_k}^{(k)}r_{k+1}r_{k+1}'.
\]

The optimized extended TT-core is then split into two separate cores using truncated SVD on a matricization of the extended core [10]. During the truncation step the rank can be adaptively chosen. The AMEn algorithm is also similar to ALS, however, in each AMEn iteration a basis enlargement is performed in order to tackle the rank adaptivity issue. In comparison to the DMRG, the AMEn algorithm offers a more favorable complexity with respect to the tensor mode sizes [18].

### 2.4 Computer aided design and B-splines

CAD-based geometry representations are commonly based on free-form curves which define a geometry via a projection map from a reference domain, commonly \([0,1]^d\), \(d \in \{1,2,3\}\), to the physical domain. B-splines, as well as their generalization, NURBS, play a central role in this procedure [53]. Let \( \zeta = [\zeta_1, \ldots, \zeta_{n+p+1}] \) with \( \zeta_k \leq \zeta_{k+1} \), \( \zeta_1 = \cdots = \zeta_{p+1} = 0 \), and \( \zeta_{n+1} = \cdots = \zeta_{n+p+1} = 1 \), be a knot vector, where \( n \) denotes the space dimension and \( p \) the polynomial degree. Then, the B-spline basis functions \( \{b_{k,p}\}_{k=1}^n \) of degree \( p \) are defined via the Cox–de Boor recursion formula

\[
b_{k,p}(x) = \begin{cases} 
\frac{x - \zeta_k}{\zeta_{k+1} - \zeta_k} b_{k,p-1}(x) + \frac{\zeta_{k+p+1} - x}{\zeta_{k+p+1} - \zeta_{k+1}} b_{k+1,p-1}(x), & p > 0, \\
1, & x \in [\zeta_k, \zeta_{k+1}), \\
0, & \text{otherwise}.
\end{cases}
\]

For the case \( p > 1 \), the B-spline basis functions are piecewise polynomials of degree \( p \) between the knots and \( p - 1 \) times continuous differentiable at the knots (see Figure 1 for specific examples). However, if certain knots \( \zeta_k \in (0,1) \) are repeated \( p - 1 \) times, the space spanned by the B-splines contains functions that are not differentiable at those knots but only continuous (see Figure 1).

Using B-splines as basis functions, any curve \( C \) can be defined through a smooth map

\[
F : [0,1] \to C.
\]
Surfaces and volumes can be similarly defined, where in those cases the basis functions are constructed as B-spline tensor products (Kronecker products). For example, considering a three-dimensional geometry $\Omega \subset \mathbb{R}^3$ and given knot vectors $\zeta_d$, degrees $p_d$, and number of basis functions $n_d$, $d = 1, 2, 3$, the trivariate B-spline basis functions are given by the product

$$b_{k, p}(x) = b_{k_1, p_1}(x_1)b_{k_2, p_2}(x_2)b_{k_3, p_3}(x_3),$$

where $k = (k_1, k_2, k_3)$ and $p = (p_1, p_2, p_3)$. Equivalently, the three-dimensional B-spline basis is obtained by the tensor product of the univariate B-spline bases, i.e.

$$\{b_{k, p}\} = \bigotimes_{d=1}^3 \{b_{k_d, p_d}\},$$

Accordingly, the three-dimensional knots, also referred to as the control points, form the tensor grid

$$Z = \bigotimes_{d=1}^3 \zeta_d.$$

Volume parametrizations can then be constructed using functions from the space

$$\text{span}\{b_{k, p}(x) : k_1 = 1, ..., n_1, k_2 = 1, ..., n_2, k_3 = 1, ..., n_3\},$$

and the corresponding map reads

$$G : [0, 1]^3 \rightarrow \Omega.$$ 

In the following, the index $p$, respectively, the multiindex $p$, will be omitted for the simplicity of notation. That is, unless stated otherwise, a common degree $p$ is employed for all univariate B-spline bases.

3 Model problem and discretization

We consider a three-dimensional physical domain $\Omega(\theta) \subset \mathbb{R}^3$, where $\theta = (\theta_1, \ldots, \theta_{N_p}) \in \Xi$ is a parameter vector that controls the shape of $\Omega$ and $\Xi = \Xi_1 \times \cdots \times \Xi_{N_p} \subset \mathbb{R}^{N_p}$ is a box domain which bounds the possible realizations of $\theta$. Assuming a spatial parametrization based on a tensor-product B-spline basis as defined in (10), the physical domain $\Omega(\theta)$ can be given via a map $G : [0, 1]^3 \times \Xi \rightarrow \mathbb{R}^3$, such that

$$G_s(y, \theta) \approx \sum_k p_{sk}(\theta)b_k(y),$$
where \( G_s, s \in \{1, 2, 3\} \) are the dimensional components of the map \( G, b_k(y) = b_{k_1}^{(1)}(y_1)b_{k_2}^{(2)}(y_2)b_{k_3}^{(3)}(y_3) \) is an element of the tensor-product B-spline basis, \( y \in [0, 1]^3 \), and the tensor \( p \in \mathbb{R}^{3 \times n_1 \times n_2 \times n_3} \) contains the control points that form the tensor grid \([12]\). Accordingly, the tensor fiber \( p_{k} \) represents one three-dimensional control point. For every parameter \( \theta \in \Xi \), \( G(\cdot, \theta) \) is assumed to be a continuous and piecewise smooth function. Moreover, for every point \( y \) in the reference domain \([0, 1]^3\), the function \( G(y, \cdot) \) is assumed to be sufficiently smooth for polynomial interpolation.

Next we consider the parameter-dependent boundary value problem (BVP)

\[
\begin{align*}
\nabla \cdot (\kappa(\cdot, \theta)\nabla u(\cdot, \theta)) + \rho u(\cdot, \theta) &= f(\cdot, \theta), \quad \text{in } \Omega(\theta), \\
u(\cdot, \theta) &= g(\cdot, \theta), \quad \text{on } \Gamma_D(\theta), \\
\partial_\nu u(\cdot, \theta) &= 0, \quad \text{on } \Gamma_N(\theta),
\end{align*}
\]

(16a) (16b) (16c)

where \( \rho \in \mathbb{R}, \partial_\nu \) denotes the normal derivative and \( \Gamma_D(\theta), \Gamma_N(\theta) \) are the Dirichlet and Neumann boundaries of \( \Omega(\theta) \), respectively. The coefficient function \( \kappa \in L^\infty(\Omega(\theta)) \) is assumed to be uniformly bounded from below for every \( \theta \in \Xi \). Moreover, the right hand side belongs to \( L^2 \) for every parameter \( \theta \). Under these assumptions, the problem is well posed for every parameter \( \theta \in \Xi \) with the solution \( u(\cdot, \theta) \in H^1(\Omega(\theta)) \) \([59]\).

### 3.1 Spatial discretization via IGA

In IGA, the discrete solution space \( V_{n, \theta} \subset H^1(\Omega(\theta)) \), \( n = (n_1, n_2, n_3) \), is constructed using the same B-spline basis employed for the geometry discretization, such that

\[
V_{n, \theta} = \text{span}\{b_k \circ G^{-1}(\cdot, \theta) : k_1 = 1, \ldots, n_1, k_2 = 1, \ldots, n_2, k_3 = 1, \ldots, n_3\},
\]

(17)

where \( G^{-1}(\cdot, \theta) \) denotes the inverse map for a fixed parameter \( \theta \in \Xi \). When discretizing the BVP (16) using the Galerkin projection \([33]\), the following mass and stiffness matrices must be constructed:

\[
M_{m,k}(\theta) = \omega_\theta^M(u_m(\cdot, \theta), v_k(\cdot, \theta)) = \int_{\Omega(\theta)} u_m(x, \theta)v_k(x, \theta)\,dx,
\]

(18)

\[
S_{m,k}(\theta) = \omega_\theta^S(u_m(\cdot, \theta), v_k(\cdot, \theta)) = \int_{\Omega(\theta)} \kappa(x, \theta)\nabla u_m(x, \theta) \cdot \nabla v_k(x, \theta)\,dx,
\]

(19)

where the trial and test functions \( u_m \) and \( v_k \), respectively, are the basis functions that span the solution space \( V_{n, \theta} \). Using the substitution rule for integrals, the parameter dependence in the integration domain can be moved inside the integral for both the stiffness and the mass matrices, such that

\[
M_{m,k}(\theta) = \int_{[0,1]^3} b_m(y)b_k(y)\omega(y, \theta)\,dy, \quad \omega(y, \theta) = |\det D_y G(y, \theta)|,
\]

(20)

\[
S_{m,k}(\theta) = \int_{[0,1]^3} \nabla b_m(y)^\top K(y, \theta)\nabla b_k(y)\hat{\kappa}(y)\,dy, \quad K(y, \theta) = D_y G(y, \theta)^{-\top} D_y G(y, \theta)^{-1}\omega(y, \theta),
\]

(21)

where \( D_y G(y, \theta) \) is the Jacobian of the geometry mapping \( G \) with respect to the reference coordinates and \( \hat{\kappa}(y, \theta) = \kappa(G(y, \theta), \theta) \) is the coefficient function represented in the reference domain. In the following, we denote with \( \hat{u}(\cdot, \theta) \in H^1([0,1]^3) \) the solution represented in the reference domain. The corresponding discrete space \( \hat{V}_{n, \theta} \) is obtained as the tensor product of the univariate B-spline bases.

### 3.2 Parameter space discretization

Thus far, the model problem is semidiscrete, i.e. no considerations regarding the discretization of the parameter space have been made. To accommodate the parameter dependence, we collocate the geometry approximation from
as well as the solution of the BVP \((16)\) on a tensor-product grid of parameter realizations, \(\Theta = \{\theta^{C,1}_{i_1}\}_{i_1=1}^{\ell_1} \times \{\theta^{C,2}_{i_2}\}_{i_2=1}^{\ell_2} \times \cdots \times \{\theta^{C,N_p}_{i_{N_p}}\}_{i_{N_p}=1}^{\ell_{N_p}} \subset \Xi\), where the superscript “C” is used to denote the collocation points. In this work, the univariate grids consist of Gauss-Legendre nodes, however, other collocation points can be chosen as well, e.g. Chebyshev nodes. The geometry parametrization \(15\) collocated on the grid \(\Theta\) is modified to \(G_s(y, \theta_i) \approx \sum_k p_{sk}(\theta_i)b_k(y) = \sum_k p_{sk_i}b_k(y),\) (22)

for \(\theta_i = (\theta^{C,1}_{i_1}, \ldots, \theta^{C,N_p}_{i_{N_p}}).\) The dofs of the fully discretized geometry map construct a \((1 + 3 + N_p)-dimensional\) tensor \(p\) of size \(3 \times n_1 \times n_2 \times n_3 \times \ell_1 \times \cdots \times \ell_{N_p}\), where the 4-dimensional slices \(p_i\) correspond to the dofs of the semidiscretized map for the parameter \(\theta_i\), see formula \((15).\) The fully discrete solution is similarly represented for every node \(\theta_i \in \Theta\) as \(u(x, \theta_i) = \hat{u}(y, \theta_i) = \sum_k u_{ki}b_k(y).\) (23)

The fully discrete solution takes the form of a tensor \(u \in \mathbb{R}^{n_1 \times n_2 \times n_3 \times \ell_1 \times \cdots \times \ell_{N_p}}\) and the continuous approximation of the solution can be (approximately) recovered using interpolation, such that \(\hat{u}(y, \theta) \approx \hat{u}_{n,\ell}(y, \theta) = \sum_{k,i} u_{ki}b_k(y)P^{(1)}_{ki}(\theta_1) \cdots P^{(N_p)}_{ki}(\theta_{N_p}) = \sum_{k,i} u_{ki}b_k(y)P_i(\theta),\) (24)

where \(\hat{u}_{n,\ell}\) denotes the approximate fully discrete solution and \(\{P^{(k)}_{ik}\}_{i,k=1}^{\ell_k}\) are univariate Legendre bases corresponding to the collocation points \(\{\theta^{C,1,\ell}_{ik}\}_{i,k=1}^{\ell_k}.\)

Formally, the discrete solution \(\hat{u}\) belongs to the tensor-product space \(\hat{V}_n \otimes (\mathcal{P}_{\ell_1} \otimes \cdots \otimes \mathcal{P}_{\ell_{N_p}}),\) where \(\hat{V}_n\) is the space spanned by the multivariate B-splines and \(\mathcal{P}_{\ell_k}\) are spaces of Legendre polynomials up to degree \(\ell_k - 1).\) The recovery of the solution can be achieved by solving \(\prod_{k=1}^{N_p} \ell_k\) multilinear systems \(\sum_k L_{m,k}(\theta_i)u_{ki} = f_m(\theta_i), \quad \forall m, i,\) (25)

where \(L(\theta) \in \mathbb{R}^{(n_1 \times n_2 \times n_3) \times (n_1 \times n_2 \times n_3)}\) is the discrete operator obtained from the Galerkin discretization and enforcing the boundary conditions, i.e. it includes both the stiffness and the mass terms. Alternatively, a single extended system can be derived by constructing an \((n_1 \times n_2 \times n_3 \times \ell_1 \times \cdots \times \ell_{N_p}) \times (n_1 \times n_2 \times n_3 \times \ell_1 \times \cdots \times \ell_{N_p})\) tensor-matrix and the corresponding right hand side, such that \(L_{mi,kq} = \delta^q\delta^i_{mk}L_{m,k}(\theta_i), \quad f_{mi} = f_m(\theta_i),\) (26)

where \(\delta^q\) denotes the (multidimensional) Kronecker delta. Finally, a multilinear system is solved to obtain the fully discrete solution \(u \in \mathbb{R}^{(n_1 \times n_2 \times n_3) \times (\ell_1 \times \cdots \times \ell_{N_p})}\), such that \(\sum_{k,q} L_{mi,kq}u_{kq} = f_{mi}, \quad \forall m, i.\) (27)

We introduce the following space for parameter-dependent functions defined on the physical domain \(L^2(\Xi, G, \alpha) = \{u(\cdot, \cdot) : u(\cdot, \theta) \in H^o(\Omega(\theta)) \forall \theta \in \Xi \text{ and } ||u||^2_{L^2(\Xi, G, \alpha)} < \infty\}, \quad \alpha \in \mathbb{Z},\) (28)

with the corresponding norm \(||u||^2_{L^2(\Xi, G, \alpha)} = \int_{\Xi} ||u||^2_{H^o(\Omega(\theta))} d\theta.\) (29)
Then, the solution represented in the reference domain belongs to a tensor-product space \( H^1([0,1]^3) \otimes L^2(\Omega) \). In \([11]\), a priori error estimates are derived for the case of random domain deformations combined with the FEM for elliptic PDEs. The main idea consists of using a map between the reference domain and the physical domain. This map includes the dependence of the outcome on the randomly deformed geometry. This parametric dependence is moved inside a density term in the integrals arising from the FEM discretization, thus reducing the problem to the particular case studied in \([4]\). The parameter-dependent IGA setting presented in this work follows exactly the same path due to the parameter-dependent geometry map \( G \) defined in \([15]\), respectively in \([22]\). The error between the actual solution and the approximation in the norm defined in \((29)\) can be split as

\[
\|\hat{u} - \hat{u}_{n,m}\|_{L^2(\Xi)}^2 \leq \epsilon_{\text{IGA}}(n) + \epsilon_{\Xi}(\ell),
\]

where \( \epsilon_{\text{IGA}} \) is the error arising from the IGA discretization and \( \epsilon_{\Xi} \) is the error arising from the parameter space discretization \([11]\). The error term \( \epsilon_{\text{IGA}} \) decreases with \( O(n^{-(p+1)}) \) for uniformly spaced B-spline bases of degree \( p \) \([15]\), while it holds that \( \epsilon_{\Xi} \leq C \sum_k e^{-\alpha_k \ell_k} \) for positive \( \alpha_k \) and \( C > 0 \) \([4, 11]\).

### 4 Low-rank representation of IGA operators

In section \([3]\) the problem setup and the parameter discretization were introduced, where the discrete solution as well as the discrete operators are represented in tensor format, taking advantage of the tensor-product structure of the solution space. However, the additional dimensions due to accommodating the parameter dependence, drastically increase the storage and computational requirements for both the solution and the operators. The TT decomposition is therefore employed to render the representation of the tensors affordable. To that end, an efficient way for constructing the discrete stiffness and mass tensor-matrices \( S \) and \( M \), respectively, as well as the right hand side \( f \) of the multilinear system \((27)\) is presented in the following. Once all tensors are represented in the TT format, a multilinear solver is employed to recover a TT approximation of the fully discrete parameter-dependent solution \( u \).

#### 4.1 Geometry interpolation

Before computing the discrete operators in the TT format, the tensors corresponding to the geometry representations given in \([22]\) must first be represented in the TT format. Using the cross-approximation method \([46]\), the three components of the map \( G \), here denoted with \( s \in \{1,2,3\} \), are evaluated on the joint Greville-parameter grid \([33]\), thus resulting in the corresponding tensors \( \mathbf{g}^s \) with entries

\[
\mathbf{g}^s_{m_i} = G_s \left( \mathbf{y}^{G,1}_{m_1}, \mathbf{y}^{G,2}_{m_2}, \mathbf{y}^{G,3}_{m_3}, \mathbf{G}^{1}_{i_1}, \cdots, \mathbf{G}^{N_p}_{i_{N_p}} \right),
\]

where \( \{ \mathbf{y}^{G,1}_{m_1}, \mathbf{y}^{G,2}_{m_2}, \mathbf{y}^{G,3}_{m_3} \} \) are the univariate Greville abscissae corresponding to the B-spline bases \([33]\). The Greville abscissae corresponding to a B-spline basis \( b_k \) with basis functions of degree \( p \) and the knot vector \( \xi \) are defined as \( \mathbf{y}^{G}_{m} = (\zeta_{m+1} + \cdots + \zeta_{m+p+1})/p \) and have the property that the matrix with entries \( (b_k(\mathbf{y}^{G}_{m}))/k_m \) is nonsingular. The following systems can be then solved to obtain the slices \( \mathbf{p}_{s,:}, s \in \{1,2,3\} \), of the control points tensor:

\[
\mathbf{B} \mathbf{p}_{s,:} = \mathbf{g}^s. \quad \mathbf{B}_{m_i,kq} = b_{k_1}(\mathbf{y}^{G,1}_{m_1}) b_{k_2}(\mathbf{y}^{G,2}_{m_2}) b_{k_3}(\mathbf{y}^{G,3}_{m_3}) \delta_{i_1}^{m_1}. \quad \mathbf{B}_{m_i,kq} = b_{k_1}(\mathbf{y}^{G,1}_{m_1}) b_{k_2}(\mathbf{y}^{G,2}_{m_2}) b_{k_3}(\mathbf{y}^{G,3}_{m_3}) \delta_{i_1}^{m_1}.
\]

A similar procedure can be applied to interpolate a function \( f(\cdot, \theta) \in H^1(\Omega(\theta)) \) by evaluating it on the Greville-parameter grid defined in \([31]\), which can be accomplished using an adaptive cross approximation method \([17, 46, 55]\). The following system is then solved to obtain the right hand side \( \mathbf{f} \) of the discrete representation:

\[
\sum_{n,q} \mathbf{B}_{m_i,nq} \mathbf{q}_{nq} = f(\mathbf{g}^1_{m_i}, \mathbf{g}^2_{m_i}, \mathbf{g}^3_{m_i}).
\]

Since the TT-operator \( \mathbf{B} \) has TT-rank \( R = 1 \), solving this system is computationally inexpensive.

#### 4.2 Discrete operators

We first consider the construction of the mass tensor-matrix. The integration over \([0,1]^3\) is performed by constructing a tensor-product grid of univariate quadrature points \( \{ y^{Q,1}_{i_1} \}_{i_1} \times \{ y^{Q,2}_{i_2} \}_{i_2} \times \{ y^{Q,3}_{i_3} \}_{i_3} \) and the corresponding
quadrature weights \( w_i = w_i^{(1)} w_i^{(2)} w_i^{(3)} \). The univariate quadrature grids are chosen according to the corresponding B-spline basis, such that they allow for exact polynomial integration in between the knots of the basis. The mass tensor-matrix is then approximated as

\[
M_{mikq} = \delta_q^j \int_U \omega(y, \theta_1^C) b_m(y) b_k(y) \, dy \approx \delta_q^j \sum_j w_j o_{ji} b_{m_1}(y_{j1}^{Q,1}) \cdots b_{m_3}(y_{j3}^{Q,3}) b_{k_1}(y_{j1}^{Q,1}) \cdots b_{k_3}(y_{j3}^{Q,3}),
\]

where the tensor \( o \) contains the value of the function \( \omega \) defined in formula (20), evaluated on the Cartesian product between the quadrature grid and the collocation grid. If the control points of the geometry discretization are given by \( x \in [0,1]^d \), the tensor \( o \) can also be represented in the TT format as well, such that

\[
o_{ji} = \frac{3}{\sigma} \sum_{\sigma = 1}^{3} \text{sgn}(\sigma) \prod_{s=1}^{3} \left(D_y G(y_j^{\sigma}, \theta_1^{\sigma})_{\sigma(s)} \right) = \sum_{\sigma = 1}^{3} \text{sgn}(\sigma) \prod_{s=1}^{3} \left((\partial_{\sigma(s)} B)_{p, s, i} \right),
\]

where \( \sigma(s) \) are permutations of the tuple \((1,2,3)\) and \( \left(\partial_{\sigma(s)} B\right)_{p, s, i} = \partial_{\sigma(s)} b_{i_1}^{(1)} y_{j_1}^{Q,1} y_{j_2}^{Q,2} y_{j_3}^{Q,3} \) are the components of a rank-1 TT-operator. Finally, the TT decomposition of the discrete mass operator is given by

\[
M_{mikq} = \prod_{r=1}^{3} \left( \sum_{s=1}^{3} o_{r-1,j,r,s}^{(s)} w_j^{(s)} b_{m_1}(y_{j1}^{Q,1}) b_{k_1}(y_{j1}^{Q,1}) \right) \prod_{s=4}^{3+N} \delta_{s-3}^{(s)} \prod_{r=1}^{3} \sum_{p=1}^{3-N,p} \delta_{r-3}^{(s)},
\]

where \( o^{(s)} \) are the TT cores of the tensor \( o \). The stiffness tensor-matrix can be constructed in the TT format in a similar way, such that

\[
S_{mikq} = \delta_q^j \int [1,0,0]^T K(y, \theta_1^C) \nabla b_k(\eta(y, \theta_1^C)) \, dy \approx \delta_q^j \sum_{\alpha, \beta = 1}^{3} \sum_j w_j \partial_{\alpha, \beta} b_m(y_{j1}^{Q,1}, y_{j2}^{Q,2}, y_{j3}^{Q,3}) \partial_{\alpha, \beta} b_k(y_{j1}^{Q,1}, y_{j2}^{Q,2}, y_{j3}^{Q,3}) K^{(\alpha, \beta)}_{ji},
\]

where \( K^{(\alpha, \beta)}_{ji} = K_{\alpha, \beta}(y_{j1}^{Q,1}, y_{j2}^{Q,2}, y_{j3}^{Q,3}, \theta_1^{C,1}, ..., \theta_N^{C,1}) \) and \( k_{ji} = \partial_{\alpha, \beta} \partial_{\alpha, \beta} b_k(y_{j1}^{Q,1}, y_{j2}^{Q,2}, y_{j3}^{Q,3}, \theta_1^{C,1}, ..., \theta_N^{C,1}) \). Note that the construction of the latter tensor in the TT format can be performed using a TT-based cross approximation method [17]. Compared to the mass matrix, assembling the stiffness matrix includes the elementwise inversion of the tensor \( o \), which is performed using the AMEn algorithm [18]. Moreover, summing over the components of the matrix \( K \) increases the TT rank of the stiffness tensor \( S \), thus leading to a higher assembly time. The size of the cores scales with \( O(n^2 R^2) \), however, as it turns out from the construction process, the TT cores have a band diagonal structure with respect to the inner two modes. During the construction process, we benefit from this structure by storing only the nonzero elements. However, the TT solver still requires the full format of the cores.

4.3 Quantized tensor train (QTT) decomposition

One way to speed up the computations in the TT format is to use the so-called quantized TT (QTT) decomposition [35]. The basic idea of the QTT format is to reshape a given tensor into a higher-dimensional one while simultaneously reducing the mode size. Let \( x \in \mathbb{R}^{N_1 \times \cdots \times N_d} \) be a tensor with mode sizes \( N_k \), \( k = 1, ..., d \), such that \( \log_2 N_k \in \mathbb{N} \). The tensor \( x \) can then be reshaped into a \( \left( \sum_k \log_2 N_k \right) \)-dimensional tensor and then be represented in the TT format. In many cases, this prior transformation in terms of tensor dimensions leads to a better storage and computational complexity compared to applying the TT decomposition to the original tensor [35, 36, 33]. If the tensor modes are not powers of 2, the reshaping operation can still be performed using the prime number decomposition of the individual modes. In the context of this work, the QTT format is used to speed up the construction of the stiffness tensor-matrix, in particular regarding the elementwise inversion of the tensor \( o \) which is necessary for computing the tensors \( K^{(\alpha, \beta)} \), see formula (37). Additionally, the QTT format can be used when solving the multilinear system [27], which often results in computational gains as well.
5 Numerical Results

In the following numerical investigations, we employ the TT-IGA framework proposed in this paper to solve PDEs on parameter-dependent geometries. Comparisons against alternative solution methods are also performed. The first numerical investigation presents a convergence analysis for the case of single parameter dependence. The second example showcases how the TT-IGA solver scales with an increasing number of parameters. The third test case concerns a parameter-dependent material jump within the computational domain. In the final numerical example, the scalar Helmholtz equation is solved within a waveguide structure subject to geometry deformations. All computations have been performed on a standard workstation with a 20-core/40-thread Intel Xeon CPU, 2.2 GHz, and 96GB RAM. The Python package torchtt\(^1\) which has been developed as part of this work, was used for all TT-based multilinear algebraic operations and system solutions.

5.1 Test case 1: TT-IGA solver performance for single parameter dependence

We first perform a numerical study to assess the performance of the proposed TT-IGA solution method in terms of convergence and computational cost. The latter is separated into simulation runtime, storage needs, and time needed for assembling the stiffness matrix. For this study, the computational domain is a cylinder which is deformed by varying a single parameter. Figure 2 shows the initial and the fully deformed geometry, which is given by the parametrization

\[
G(y, \theta) = \begin{pmatrix}
(2y_1 - 1) \sqrt{1 - \frac{(2y_2 - 1)^2}{2}} \left(1 + \cos\left(\frac{(2y_3 - 1)\pi}{2}\right) \theta + 1\right) \\
(2y_2 - 1) \sqrt{1 - \frac{(2y_1 - 1)^2}{2}} \left(1 + \cos\left(\frac{(2y_3 - 1)\pi}{2}\right) \theta + 1\right) \\
2y_3 - 1
\end{pmatrix}, \quad y_1, y_2, y_3, \theta \in [0, 1].
\]

(38)

In the parameter-dependent cylindrical domain \(\Omega(\theta)\), the Poisson equation

\[
\Delta u(x, \theta) = 0, \quad x \in \Omega(\theta),
\]

\[
u(x, \theta) = \sin(2x_1) \sin(3x_2) \exp(-\sqrt{13}x_3), \quad x \in \partial\Omega(\theta),
\]

(39a)

(39b)

is solved, the analytical solution of which is \(u(x, \theta) = \sin(2x_1) \sin(3x_2) \exp(-\sqrt{13}x_3)\). In the following, \(n\) denotes the size of a univariate B-spline basis and \(p\) the corresponding polynomial degree, which are common for all spatial dimensions.

\(^1\)https://github.com/ion-g-ion/torchTT
Figure 3: Test case 1: Solution convergence, solver runtime, memory requirements for storing the solution, and assembly time using IGA solvers based on TT, QTT, and GMRES. The TT and QTT-based IGA solvers resolve the parameter-dependent cylinder’s geometry, while the GMRES is used only for a single geometry configuration (corresponding to the largest element from the parameter grid). The parameter-dependence is resolved using a collocation grid of constant size $\ell = 8$. 

As a first study, the parameter dependence is resolved using a collocation grid of constant size $\ell = 8$. The corresponding results are presented in Figure 3. In Figure 3a, the convergence of the TT solver is shown for gradually refined linear, quadratic, and cubic B-spline bases. As expected from theory, the convergence order is $O(n^{-(p+1)})$. For the remaining results, a quadratic B-spline basis is used, however, we note that the results for linear and cubic bases are very similar to the presented ones. In Figure 3b, the TT and QTT formats are compared against one another in terms of computation time, where it is found that the TT solver has a slight advantage. In both cases, the TT-rank stagnates after a certain basis size. The complexity of both formats increases in similar fashion as the B-spline basis is refined. The scaling of a standard GMRES solver is additionally shown. In this case, the parameter-dependent deformation is omitted and only a single parameter value is considered. Nevertheless, it can be observed that the runtime of the GMRES solver increases much faster than that of the TT/QTT-IGA solvers, even though...
4.2 Test case 1: Solution convergence for collocation grids of increasing size.

Figure 4: Test case 1: Solution convergence for collocation grids of increasing size.

(a) Solution convergence with respect to the size of the collocation grid $\ell$ for a cubic B-spline basis of fixed size ($N = 128$).

(b) Solution convergence with respect to the size of the cubic B-spline basis $N$ and the size of the collocation grid $\ell$.

in the latter case the parameter dependence is taken into account as well. For a fairer comparison, the runtime of the GMRES solver must be multiplied by a factor of $\ell = 8$, which is the size of the parameter grid employed in the TT/QTT solvers. Regarding implementation specifics, it should be noted that neither the TT/QTT nor the GMRES solvers use preconditioning, however, the local systems solved during the AMEn iterations benefit from Jacobi preconditioning. In Figure 3e, the TT and QTT formats are compared with respect to memory requirements. It can be observed that the QTT format becomes the most memory-efficient option after $n = 60$ basis functions per spatial dimension. Finally, Figure 3f shows how the TT-based assembly significantly outperforms the conventional IGA assembly. Note that the assembly of the parameter-dependent TT-operators is orders of magnitude faster, even though the conventional approach is applied for a single parameter value only. The complexity of the assembly is reduced to $O(n^2)$ from the complexity of $O(n^3)$ corresponding to the conventional IGA stiffness assembler.

Using the same problem setting, a second study is performed to examine the convergence of the parameter-dependent solution with respect to the number of collocation points $\ell$. The results are presented in Figure 4 where an exponential decrease of the error is observed for an increasing size of the collocation grid. In this case, a cubic B-spline basis of fixed size $n = 128$ is used. It is also evident that the discretization of the physical domain becomes the limiting factor in terms of solution accuracy for $\ell \geq 7$. The same effect is further illustrated in Figure 4b, where the size of the cubic B-spline basis is increased along with the size of the collocation grid.

5.2 Test case 2: TT-IGA solver performance for multiple parameter dependencies

We now assess the performance of the TT-IGA solver for an increasing number of parameters affecting the geometry of the physical domain. To that end, a quarter of a C-shaped domain with a perturbed outer radius is considered, as shown in Figure 5a. The inner radius is $r_{in} = 1.5$, while the outer radius is given by

$$r_{out}(\alpha, \theta) = 2 + \sum_{k=1}^{N_p} \theta_k b_k^{(out)}(\alpha \pi / 4),$$

where $\alpha \in (0, \pi/4)$ is the angle spanning the domain, $N_p$ is the number of parameters, $\{b_k^{(out)}\}_{k=1}^{N_p}$ is a B-spline basis of size $N_p$, and $\theta_k \in [-0.05, 0.05]$. The parametrization of the domain $\Omega(\theta)$ is given by

$$G(y, \theta) = \begin{cases} 
(1.5 + y_1 r_{out}(y_2, \theta)) \cos(y_2 \pi / 4) \\
(1.5 + y_1 r_{out}(y_2, \theta)) \sin(y_2 \pi / 4)
\end{cases}, \quad y \in [0, 1]^3. \tag{41}
$$
(a) The C-shaped domain for different parameter combinations ($N_p = 8$).

(b) Solution in the $x_1x_2$-plane for $x_3 = 0.5$. A zero Dirichlet condition is enforced along the plane defined by the inner and outer radius and a zero Neumann boundary condition in the remaining boundaries.

Figure 5: Test case 2: Quarter of a C-shaped domain with parameter-dependent deformations.

The following equation with Dirichlet conditions on the exterior and interior circular surfaces and Neumann conditions on the remaining boundaries is solved on the parameter-dependent geometry described above:

\[
\Delta u(\cdot, \theta) = 0, \quad \text{in } \Omega(\theta),
\]

\[
\partial_{\nu} u = 0, \quad \text{on } \partial \Omega(\theta) \cap \{G(y, \theta) : y_1 \in (0, 1)\},
\]

\[
u = 1, \quad \text{on } \partial \Omega(\theta) \cap \{G(y, \theta) : y_1 = 1\},
\]

\[
u = 0, \quad \text{on } \partial \Omega(\theta) \cap \{G(y, \theta) : y_1 = 0\}.
\]

See Figure 5 for a representation of the solution for a specific parameter combination.

5.3 Test case 3: Domain with material discontinuity

In the next numerical investigation we consider the case where the coefficient function $\kappa$ in the model BVP (16) is piecewise discontinuous with respect to the coordinates of the physical domain. Exemplarily, this case becomes of great interest when modeling domains comprising materials with different properties. We restrict ourselves to the case where the material coefficient represented in the reference domain $\hat{\kappa}$ is smooth over Cartesian partitions of the reference domain $[0,1]^3$. The discontinuity of $\hat{\kappa}$ along the subdomain boundaries implies lack of smoothness for the solution along those surfaces. The B-spline basis needs to be chosen accordingly by inserting the bounds of the Cartesian partition in the knots vector with increased multiplicity, that is, the points need to appear $p$ times, where $p$ is the degree of the B-splines, also see Section 2.4.
| $N_p$ | Stiffness assembly [s] | Solver runtime [s] | Operator storage [MB] | Solution storage [MB] |
|-------|------------------------|-------------------|----------------------|-----------------------|
| 2     | 15.4                   | 2.2               | 14                   | 0.08                  |
| 3     | 28.2                   | 6.2               | 31                   | 0.14                  |
| 4     | 46.4                   | 15.4              | 49                   | 0.23                  |
| 5     | 68.7                   | 38.1              | 72                   | 0.39                  |
| 6     | 92                     | 87.3              | 94                   | 0.6                   |
| 7     | 148                    | 190               | 134                  | 0.88                  |
| 8     | 238                    | 355               | 165                  | 1.3                   |
| 9     | 331                    | 598               | 202                  | 1.8                   |
| 10    | 426                    | 1012              | 245                  | 2.4                   |

Table 1: Test case 2: Computational and storage costs for assembling the stiffness matrix and solving the system in the TT-format for an increasing number of parameters $N_p$.

(a) Computational domain for $\theta_2 = -0.05$, $\theta_3 = \theta_4 = 0.05$.  
(b) Computational domain for $\theta_2 = 0.05$, $\theta_3 = \theta_4 = 0.05$.

Figure 6: Test case 3: Cylindrical domain with material jump. The material coefficient is $\kappa = 5 + 0.5\theta_3$, $\theta_3 \in [-1,1]$, inside the subdomain corresponding to the material filling (denoted with green) and $\kappa = 1$ otherwise.

In particular, we consider a cylindrical domain with material filling, as shown in Figure 6. The cylinder has radius $r = 1$ and height $h = 1$ along the $x_3$-coordinate, such that $\Omega = \{(x_1, x_2, x_3) : x_1^2 + x_2^2 < 1 \land 0 < x_3 < 1\}$. The parameter-dependent BVP to be solved is the Laplace equation with Dirichlet boundary conditions applied on the top ($x_3 = 1$) and the bottom ($x_3 = 0$) boundaries of the cylinder, while Neumann boundary conditions are applied on the remaining boundary. The BVP reads

\[
\nabla \cdot (\kappa(\cdot, \theta) \nabla u(\cdot, \theta)) = 0, \quad \text{in } \Omega,
\]

\[
u(u(\cdot, \theta)) = 10, \quad \text{on } \partial \Omega \cap \{(x_1, x_2, x_3) : x_3 = 0\},
\]

\[
u(u(\cdot, \theta)) = 0, \quad \text{on } \partial \Omega \cap \{(x_1, x_2, x_3) : x_3 = 1\},
\]

\[
\partial \nu u(\cdot, \theta) = 0, \quad \text{on } \partial \Omega \cap \{(x_1, x_2, x_3) : 0 < x_3 < 1\}.
\]

The discontinuous material coefficient is given as

\[
\kappa(x, \theta) = \begin{cases} 
5 + 0.5\theta_1, & x \in \Upsilon(\theta_2, \theta_3, \theta_4), \\
1, & x \in \Omega \setminus \Upsilon(\theta_2, \theta_3, \theta_4),
\end{cases}
\]

where the parameter-dependent subdomain is defined as

\[
\Upsilon(\theta_2, \theta_3, \theta_4) = \{(x_1, x_2, x_3) : x_1^2 + x_2^2 < 1 \land x_1 < 0 \land 0.3 + \theta_4 < x_3 < 0.7 + \theta_3 + \theta_2 x_1\},
\]
and depends on 3 parameters, see Figure 6. The parameter support is chosen as $\Xi = [-1, 1] \times [-0.05, 0.05] \times [-0.05, 0.05] \times [-0.05, 0.05]$.

In Figure 7, the solution to problem (46) for $\theta_1 = \theta_2 = \theta_3 = \theta_4 = 0.05$ is plotted along the plane $x_2 = 0$. The size of the B-spline basis is $n = (80, 80, 80)$, while that of the collocation grid is $\ell = (12, 12, 12, 12)$. The relative accuracy of the AMEn solver is set to $\epsilon = 10^{-6}$. The IGA solution is compared against a high fidelity FEM solution obtained using the FEniCS software [2]. The FEM solver needs approximately 41 s for a single solution, equivalently, for a single realization of the parameter vector. In comparison, the runtime of TT-IGA solver is approximately equal to 23 s for an approximation over the entire parameter space. Accordingly, the number of floating point entries needed to store a single FEM solution is approximately equal to 293000, while the TT-based solution can be stored using merely 107000 entries for the combined state-parameter approximation. While discretizing the physical space, i.e. for increasing values $n$, the TT rank of the solution tensor as well as the TT rank of the discrete operator increase up to a plateau, as can be seen in Table 2.

Furthermore, the TT-IGA solver is compared against a classical GMRES solver in terms of computation time, see Table 2. Note that the TT-IGA solver addresses the parameter-dependent problem, while the GMRES solver is employed for a fixed geometry. In the former case, the parameter dependence is resolved using a collocation grid of size $\ell = (12, 12, 12, 12)$. For coarse spatial discretizations, the runtime of the GMRES solver is fast enough to allow the consideration of other techniques to resolve the parametric dependency, e.g. using stochastic collocation on sparse grids. However, for finer discretizations, equivalently, for higher $n$ values, solving the TT system for the entire tensor-product grid is faster even if compared to solving the system with the GMRES solver for a single parameter realization, equivalently, geometry configuration.

| B-spline basis terms per dimension | 20 | 30 | 40 | 50 | 60 |
|----------------------------------|----|----|----|----|----|
| TT-IGA runtime [s]               | 3.6| 6.7| 13.2| 22.6| 33.1|
| GMRES runtime [s]                | 0.21| 3.4| 21.7| 85 | 298 |
| mean TT rank, solution tensor    | 28.625| 29.875| 33.125| 32.375| 32.375|
| mean TT rank, tensor-operator    | 20.750| 21.625| 22.125| 22.250| 25.500|

Table 2: Test case 3: Runtime and rank comparison between the TT-IGA AMEn solver for the entire parameter grid and the GMRES solver for a fixed geometry, for an increasingly refined spatial discretization.
5.4 Test case 4: Waveguide problem

In this numerical example, the TT-IGA solver is applied to solve the scalar Helmholtz equation within a waveguide structure with parameter-dependent geometry. The BVP problem to be solved is

\[
\Delta u(\cdot, \theta) + \rho u(\cdot, \theta) = 0, \quad \text{in } \Omega(\theta),
\]

(49a)

\[
u(\cdot, \theta) = g(\cdot), \quad \text{on } \partial\Omega(\theta) \cap \{(x_1, x_2, x_3) : x_3 = -3\},
\]

(49b)

\[
u(\cdot, \theta) = 0, \quad \text{on } \partial\Omega(\theta) \setminus \{(x_1, x_2, x_3) : x_3 = -3\},
\]

(49c)

where the parameter-dependent waveguide geometry \(\Omega(\theta)\) is shown in Figure 8a. Therein, the black lines represent the contour of the nominal geometry, which corresponds to the parameter values \(\theta_1 = \theta_2 = \theta_3 = 0\). The red lines represent the maximum deformations of the geometry, corresponding to the vertices of the hypercube \(\Xi = [-0.2, 0.2] \times [-0.2, 0.2] \times [-0.3, 0.3]\). At the boundary plane \(x_3 = -3\), the Dirichlet boundary condition \(g(x_1, x_2) = \cos(\pi x_1) \sin(\pi x_2)\) is imposed, while the zero Dirichlet condition is assumed for the remaining boundaries.

In Figure 8b, the solution is plotted for the nominal geometry and \(\rho = 49\). For this computation, the B-spline basis consists of quadratic B-splines with dimensions \(n = (64, 64, 128)\). When resolving the parametric dependency, the parameter grid has size \(\ell = (8, 8, 8)\). For this discretization, the system matrix in the TT format is constructed within less than 3 s. The TT-rank of the operator tensor is \(R = (1, 6, 22, 13, 14, 8, 1)\), corresponding to approximately 43 MB of storage space. The solution has the TT-rank \(R = (1, 14, 36, 36, 10, 1)\), which corresponds to less than 2 MB of memory. This is less than the storage requirements for the full solution computed with an FEM solver for a fixed geometry, which exceed 4 MB. The TT-IGA solver is compared against the FEM solver for several geometry parameter realizations, to verify its correctness. Note that the GMRES solver used for the conventional FEM solution suffers from the lack of preconditioning. A similar increase in the computational time is also observed for the AMEn solver, however, the TT solver still remains more efficient. A speedup is observed if preconditioning of the local subsystems of the AMEn iterations is used.

6 Conclusion

This paper presented a numerical solver which uses the TT decomposition as a means to represent IGA-FEM discrete operators and solutions effectively in a low-rank tensor format for solving PDEs on parameter-dependent geometries. An explicit way for constructing the TT decomposition of the mass and stiffness discrete operators is
provided, prior to considering any parameter dependencies. Parameters affecting the shape of the computational domain are included in the framework by constructing a tensor product grid which combines the discretizations of the physical and the parameter space. To that end, the dimensionality of the solution tensor as well as of the corresponding tensor operators is extended in order to accommodate the parameter dependencies. Representing the combined solution tensor and tensor operators in a low-rank TT format can be very beneficial, since it can capture the dependencies between the solution and the domain deformations, an effect often referred to as the “blessing of dimensionality” [25]. One further advantage of the TT format is the existence of the AMEn solver for handling TT-based multilinear systems and computing the solution directly in the TT format as well. Therefore, all involved steps, i.e., constructing an IGA representation of the geometry, assembling the discrete operators, solving the multilinear system, and evaluating the solution, are performed using the TT format. Moreover, none of the aforementioned steps require to explicitly compute the full tensors, but merely TT approximations thereof, which are computed via TT-based cross approximation methods [46, 55].

The proposed TT-IGA solver has been verified using a series of numerical experiments to assess its performance and accuracy. The first test case consists of a convergence study considering of single parametric dependence, while the second test case examines the solver’s performance for an increasing number of geometry parameters. With respect to the latter, the conclusion is that the framework is able to handle a moderate number of parameters, typically up to 10-12 based on our investigations. Two further test cases are examined, namely, a test case featuring a material discontinuity and a test case concerning waveguide simulation, where the computational advantages of the TT-IGA solver are showcased against classical IGA or FEM-based solution methods. In both test cases, the AMEn solver is faster for finer discretizations, even if compared to traditional iterative solvers that resolve a single geometry realization. Regarding the storage requirements, the TT format is found to be particularly efficient, as it is able to store the parameter-dependent solution with less entries than the full tensor needed for a single geometry configuration by a standard solver. This result showcases the expressive power of the TT format for representing multidimensional structured data.

Future work in this direction will consider the addition of NURBS-based parametrizations with parameter-dependent knots and weights, as the present work considered B-spline basis functions only. Additionally desirable would be an extension of the method suggested in [51], such that the construction of IGA representations of computational domains in the low-rank TT format starting from boundary patches is applicable for the case of parameter-dependent domains.

Software

The code containing the implementation and the numerical tests is publicly available at: https://https://github.com/ion-g-ion/code-paper-tt-iga
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