Motion Design with Efficient Actuator Placement for Adaptive Structures that Perform Large Deformations
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Adaptive structures have great potential to meet the growing demand for energy efficiency in buildings and engineering structures. While some structures adapt to varying loads by a small change in geometry, others need to perform an extensive change of shape to meet varying demands during service. In the latter case, it is important to predict suitable deformation paths that minimize control effort. This study is based on an existing motion design method to control a structure between two given geometric configurations through a deformation path that is optimal with respect to a measure of control efficiency. The motion design method is extended in this work with optimization procedures to obtain an optimal actuation system placement in order to control the structure using a predefined number of actuators. The actuation system might comprise internal or external actuators. The internal actuators are assumed to replace some of the elements of the structure. The external actuators are modeled as point forces that are applied to the structure nodes. Numerical examples are presented to show the potential for application of the motion design method to non-load-bearing structures.
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INTRODUCTION

Sustainability and energy efficiency have become important design requirements for engineering structures. The ability to adapt to changing loading conditions enables adaptive structures to achieve material and energy savings. Through sensing and actuation, adaptive structures are able to counteract deflections and to homogenize the stress under varying loading conditions as shown in Sobek and Teuffel (2001) and Senatore et al. (2018). In so doing significant mass, embodied energy and carbon can be saved compared to conventional passive structures. Since these studies were primarily concerned with adaptive load-bearing structures, adaptation was limited to relatively small shape changes.

Adaptive structures can also adapt to varying usage requirements during service, for example, deployable structures in the form of retractable roofs, folding bridges and adaptive façades (e.g., Knippers and Schlaich 2000; Knippers et al., 2013). In these cases, the structure adapts through a series of geometry configurations that might differ significantly from each other. Transitioning from one geometry configuration to another is typically carried out through articulations such as joints and hinges, or in the case of compliant structures, by a targeted stiffness reduction in the direction of the desired deformation (Kota et al., 2001). Compliant structures (also called morphing structures) are able to deform in required shapes through strategic distribution of stiffness as shown in Hasse and Campanile (2009), and Masching and Bletzinger (2016). Several studies also exist on truss (Inoue 2008; Sofia et al., 2009; Reksowardjo et al., 2019) and tensegrity structures (Wijdeven and Jager 2005; Masic and Skelton 2005) that are able to perform large shape changes.
A critical aspect in structural adaptation is to consider the transition between shapes (i.e., geometry configurations) because changing shape causes stresses and requires energy. The shape change can be realized through different actuation types. Discrete (e.g., linear) and continuous (e.g., piezoelectric, shape-memory alloy) actuators have been employed for shape control (Irsich 2002, Mohd Jani et al., 2014, Senatore et al., 2018). The way the actuators are controlled is important to achieve satisfactory shape-control efficiency. Other approaches combine optimal control with mechanics (Preumont 2011; Ibrahimbegovic et al., 2004) as well as stochastic optimization with path-planning and machine learning (Veuve et al., 2017; Syichter and Smith 2018).

Optimal actuator placement is a key to shape control efficiency. This is a challenging task i.e., an active field of research. Generally, the better the choice of the actuator locations, the lower the energy for adaptation. Actuator placement has been carried out through numerical optimization formulations in Gupta et al. (2010) with a focus on the use of piezoelectric actuation. In Kwan and Pellegrino (1993), a simplex optimization approach was applied for actuator placement in pre-stressed deployable structures. Actuator placement formulations for discrete truss structures have been given by many. A genetic optimization algorithm was implemented for efficient structural vibration control in Abdullah et al. (2001). A greedy and inverse greedy algorithm was implemented by Wagner et al. (2018) for optimal compensation of external disturbances. In Teuffel (2004), optimal placement was implemented based on a heuristic measure of actuator efficiency for force and shape control. Senatore et al. (2019) and Wang and Senatore (2020) formulated new methods to design minimum energy adaptive structures. Embodied energy in the material and operational energy for control are minimized through combined optimization of structural sizing and actuator placement. Results have shown that minimum energy adaptive structures perform significantly better than conventional passive structures with regard to input material as well as energy and carbon requirements thus reducing adverse environmental impacts. These studies focused on load-bearing structures and thus were based on small strain and small displacement assumptions. Large deformations have been accounted for in Masching and Bletzinger (2016), where actuator locations were optimized based on a measure of control efficiency which is included in the shape optimization of shells. A multi-objective optimization formulation was given in Reysowardojo et al. (2020) to design truss structures that react to loading through shape adaptation accounting for large deformations. The structure is designed to “morph” into shapes that are optimal to take external loads. These target shapes are obtained through shape optimization. The actuator placement is then optimized so that the structure can be controlled into the target shapes. The inverse problem to obtain actuator commands that control the structure into the target shapes is solved through a Newton-Raphson scheme based on a geometrically nonlinear force method. It was shown that optimal shape adaptation enables significant stress homogenization which produces minimum mass structural solutions.

In this publication, heuristic algorithms for actuator placement are combined with an existing method for motion design presented in Sachse and Bischoff (2020) and further extended in Sachse et al. (2021). This method produces optimal deformation paths between two prescribed geometric configurations that might differ significantly from each other to meet varying demands during service. The method of motion design takes large deformations into account. Motion might involve element deformations, deployment through finite mechanisms and a combination of both. The integral of the strain energy over the deformation path is employed as the objective function, which is to be minimized. This objective can be interpreted as the “cost of deformation,” which is similar to the “cost of transport” employed in robotics (e.g., Seok et al., 2013). The “cost of deformation” gives an indication of the energy required to control the structure between two prescribed shapes. In Sachse and Bischoff (2020) this method was investigated for structures that move through finite mechanisms, incorporating instability behavior and inextendible deformations of shells. The optimal motion trajectory is first obtained. Then, actuation forces to realize such motion are back-calculated from equilibrium conditions. As a result, actuation forces may be required for all degrees of freedom, which is a limitation for most practical structures since the actuation system would be too complex. This limitation has been surpassed by adding suitable constraints to the motion design formulation so that resulting deformation paths can be realized through a specific number of external or internal actuators. The constrained motion design formulation is given in Sachse et al. (2021) and is summarized in Motion Design of Structures With Constraints of this paper for completeness. A method for optimal placement of external actuation forces to control the structure into required deformation paths is given in Motion Through External Actuation. In Motion Through Internal Actuation, a similar method is implemented for optimal placement of internal actuators.

In none of the methods presented in this work constraints on material strength and stability (local and global) are considered to ensure that structural integrity is preserved throughout the motion. Applying the formulation presented in this paper to load-bearing structures is not feasible and requires appropriate extensions.

MOTION DESIGN OF STRUCTURES WITH CONSTRAINTS

Basic Method of Motion Design
As described in Sachse and Bischoff (2020), the motion design method enables to identify an optimal deformation path between an initial undeformed geometry and a prescribed deformed configuration. Figure 1A shows an illustration of this method. The initial geometry (black), as well as the deformed final geometry (blue) of a two-bar truss, is given and the optimal trajectory of point P (red) is searched for. It is also possible to prescribe only parts of the end-configuration, e.g., only a vertical displacement. The method is developed for quasi-static problems that do not include dynamic effects and for geometrically nonlinear problems accounting for large deformations. The functional J,
i.e., the objective function that is to be minimized, is the integral of the strain energy $\Pi_{\text{int}}$ over the deformation path $s$

$$J = \int s \Pi_{\text{int}} ds \rightarrow \min. \quad (1)$$

Using the Green-Lagrange strain tensor $E$, second Piola-Kirchhoff stress $S$ and the linear, elastic and isotropic $S_t$. Venant-Kirchhoff material law for large deformations with the elasticity tensor $C$, the strain energy is therein defined as

$$\Pi_{\text{int}} = \int \frac{1}{2} E^T S \, d\Omega = \int \frac{1}{2} E^T C E \, d\Omega \quad (2)$$

$J$ is a measure for the “cost of deformation.” To solve this problem using variational calculus, two discretizations are introduced. The first is the well-known spatial discretization of the structure, i.e., the discretization with a number of finite elements $n_{\text{ele}}$. This allows the unknown displacement field to be approximated using $n_{\text{ele}}$ discrete displacement degrees of freedom (i.e., nodal displacements), which are combined in the vector $D(s)$. By using bar elements as in the illustrative example in Figure 1, the structure is already discretized in space by its nature. However, the method can also be used with other finite element formulations in two or three dimensions as well as with other spatial discretizations such as Lagrange and Non-Uniform Rational B-Spline (NURBS-) shape functions. The nodal displacements, i.e., the displacement field, are the variables that are searched for.

The nodal displacements are functions of the deformation path, since the displacement field changes throughout the motion. Due to this dependence on the motions, a second discretization of the deformation path is introduced, as illustrated in Figure 1B. This can be compared to space-time finite elements but differs in the fact that the deformation path depends on the displacement field while time is an autonomous value. The deformation path is discretized with $n_{\text{ele}}$ path elements between the initial configuration and the prescribed end-configuration. For clarity, $n_{\text{ele}}$ denotes the number of structural elements while $n_{\text{ele}}$ the number of motion-path elements (for brevity path elements). This way the integral in the objective function can be split into a sum over all motion-path elements:

$$J = \int s \Pi_{\text{int}} ds \approx \sum_{e=1}^{n_{\text{ele}}} \int_{s_e}^{s_{e+1}} \Pi_{\text{int}} ds_e. \quad (3)$$

$$\Pi_{\text{int}} = \int \frac{1}{2} E^T S \, d\Omega = \int \frac{1}{2} E^T C E \, d\Omega \quad (2)$$

The motion-path nodes are intermediate geometric configurations that are encountered throughout the motion. The relationship between the number of motion-path nodes $n_{\text{ele}}$ and elements $n_{\text{ele}}$ depends on the employed shape functions. The shape functions in this discretization interpolate the initial, intermediate and end-configuration. Generally, all types of shape functions, which interpolate the different geometric configurations, can be used for the deformation-path discretization, e.g., Lagrange polynomials as well as B-spline functions. Depending on the problem, a suitable discretization method should be chosen. The vector of total displacement degrees of freedom $D$ is extended since it contains degrees of freedom of all geometric configurations throughout the motion and therefore consists of $n_{\text{ele}}$ vectors

$$D = \begin{bmatrix} D^1 & \cdots & D^\text{end} \end{bmatrix}$$

where $D^1 = [0]$ and $D^\text{end}$ refer to the initial (undeformed) and end-configuration (prescribed target shape), respectively. The constraint of reaching the target shape is included by prescribing the displacement values within the vector $D^\text{end}$. In the example of Figure 1B a motion discretization of four linear elements is employed, which leads to

$$D = \begin{bmatrix} D^1 & D^2 & D^3 & D^4 & D^5 & D^6 & D^7 & D^8 \end{bmatrix}^T. \quad (6)$$

The superscripts indicate the geometric configuration throughout the motion while the subscripts indicate the nodal displacement degrees of freedom. Building the variation leads to a nonlinear system of equations that can be solved iteratively through linearization using the Newton-Raphson solution scheme. This way, the deformation path is obtained for all configurations at once rather than incrementally, as is the case in nonlinear structural analysis. As the end-configuration is prescribed, the value of the strain energy at the end of the deformation path cannot be changed. However, the intermediate configurations are varied such that the integral of the strain energy is minimized.
The solution of the motion of the two-bar-truss example using 14 linear path elements is illustrated in Figure 1C. A vertical snap-through with a successive motion to the right side causes less integrated strain energy than a linear interpolation between the initial and end-configuration. The solution is not unique because various discretizations may approximate the same curve. As a result, the problem is not well-posed and it has to be regularized by either enforcing equal size of the path elements or by controlling the increment of a chosen degree of freedom throughout the motion (Sachse and Bischoff, 2020).

The resulting motion is realized by applying forces to the structure. Equilibrium conditions have not been considered because equilibrium can be enforced for any resulting optimal deformation path since it is assumed that arbitrary forces can be applied at any degree of freedom. The internal forces are calculated throughout the entire deformation process using the displacement values. For equilibrium, the internal forces are then set as the external actuation forces required to realize the deformation path. In other words, external forces are determined that are in equilibrium with all deformed configurations. In practice, this means that external actuation forces (i.e., point forces at nodes), might need to be applied to all degrees of freedom. This is usually not of concern when the motion is realized through finite mechanisms (e.g., deployable structures). In such cases, considering frictionless finite mechanisms, absence of gravity and no external loading, the external actuation forces are zero. However, if the motion is not realized through finite mechanisms and for structures that are made of many elements, this assumption would lead to prohibitively complex actuation systems. In such cases, it is possible to formulate suitable constraints so that the motion is controlled through a prescribed number of internal or external actuators. This approach has been presented in Sachse et al. (2021) and it is summarized in the following.

**Constrained Motion Design With a Prescribed Number of Actuators**

Consider the configuration illustrated in Figure 2. In unconstrained motion design, all free degrees of freedom are controlled by forces \( F_1, F_2, \) and \( F_3 \) as in Figure 2A. In constrained motion design, the deformation path is controlled through a subset of forces, \( F_1 \) and \( F_2 \) as shown in Figure 2B. Therefore, \( F_3 \) is set to zero throughout the motion. This is a constraint on the solution and can be introduced in the functional by different constraint-enforcement techniques such as the Lagrange multiplier method or the penalty method. Using the Lagrange multiplier method, the functional is extended by the product of the Lagrange multipliers \( \lambda \) and the vector of constraints in a residual form \( g = 0 \) such as

\[
J = J + \lambda^T g. \quad (7)
\]

The vector of constraints contains the internal forces that must not contribute to motion and, therefore, are enforced to be zero during the entire deformation process. Enforcing this constraint also means that not all prescribed end-configurations can be reached using the available forces.
Depending on the prescribed end-geometry, two different processes may be required:

- If only a part of the end-geometry is prescribed, the rest of the deformed geometry can adjust to meet equilibrium conditions. However, the maximum number of prescribed displacement degrees of freedom must be smaller than the number of allowed actuation forces.
- If the complete end-geometry is prescribed, then such configuration must be in equilibrium with the allowed actuation forces. If this is not possible, a new end-configuration is calculated through shape optimization before starting the motion design process. The objective of this shape optimization process is to obtain an end-configuration, i.e., as close as possible to the desired end-configuration (minimizing the norm of the difference of node positions) subject to equilibrium constraints with the allowed actuation forces.

Figure 2B shows the solution obtained when no constrain on forces is applied. The motion path so obtained requires a total strain energy of $J = 600$. When only $F_1$ and $F_2$ are employed, the optimal deformation path so obtained requires a total strain energy of $J = 607$, which is larger compared to the unconstrained motion solution. When only one force is applied, no design variable (i.e., the relation between available actuation forces) is left for optimization, and thus the optimal deformation path reduces to that obtained from nonlinear structural analysis.

In addition to external actuation, which is modeled through external point forces, also internal actuation is considered by using linear actuators installed in series with structural elements (Sachse et al., 2021). An actuator element formulation is employed that is based on a bar element (tension/compression) but includes an additional parameter for the length change. A linear actuator can expand and contract its length. The total strain $E_d$ of an actuator element is divided into two parts: the elastic strain $E_{el}$ and the actuation strain $E_{act}$:

$$E_d = E_{el} + E_{act}. \quad (8)$$

The actuation strain is not calculated from displacement values, but on the basis of a length change.

$$l_a = (1 + \alpha)L. \quad (9)$$

The parameter $\alpha$ indicates the percentage of actuator length change, i.e., a value of $\alpha = 0.5$ results in 50% elongation for an actuator with free-free boundary conditions.

*MOTION THROUGH EXTERNAL ACTUATION*

In the constrained motion design method outlined in *Motion Design of Structures With Constraints*, the locations of actuation forces are predetermined. Reducing the number of actuation forces to control the structure deformation path, generally, results in an increase of the integrated strain energy. An optimization problem is formulated to minimize such an increase of the integrated strain energy through optimal placement of external actuators. In this context the actuation forces are external point forces applied to the structure, i.e., the actuators are not included in the structure.

**Efficient Placement of External Actuators**

The calculation of an optimal set of actuation force locations is a discrete optimization problem. Due to a large number of possible combinations, a brute force approach is often not feasible. Depending on the problem formulation, various optimization methods could be applied to obtain a solution, such as genetic algorithms, mixed-integer programming, heuristic algorithms and gradient-based optimization algorithms of first and second order. The focus of this work is not on obtaining a global optimum of the actuator placement problem but rather a heuristic that can be conveniently employed with the constrained motion design method. A simple inverse greedy method that was first introduced in Kruskal (1956) and later used in Wagner et al. (2018) is adopted. The objective is to identify a feasible set of actuation force locations to control the structure through an optimal deformation path obtained by motion design. This inverse greedy algorithm is a robust heuristic that can be implemented with little effort. However, this algorithm cannot guarantee global optimality. Since the examples presented in this work are simple, solution quality can be assessed through a brute force search.

All possible actuation force locations are first considered, i.e., an unconstrained motion design is performed. The resulting unconstrained optimized motion serves as a predictor for a subsequent application of constrained motion design. Using the inverse greedy algorithm, the point forces are removed one by one and a constrained motion design is carried out for each force removal. The point force that causes the smallest increase of the objective function (strain energy integrated over the motion path) is removed from the set of applied actuation forces. Enough actuators are assumed to be available in order to reach the prescribed end displacement values exactly. This process is repeated until the desired number of actuation forces is reached. A flowchart of the actuator placement optimization process is given in Figure 3.

An illustrative example of a statically indeterminate extended two-bar truss is given in Figure 4A. Two shallow arches are connected by a stiff element that is modeled with a larger cross-section area. The upper midpoint is to be moved downwards, i.e., its vertical displacement is prescribed. There are four free degrees of freedom in total, the horizontal and vertical degrees of freedom located at the upper and lower midpoint, respectively. First, an unconstrained motion design is carried out and an optimized motion path is obtained that requires integrated strain energy of $J = 1,617$. In this case, the upper node first rotates around the lower node and is then further moved downwards. This way, the large stiffness element is subjected to minimum strain, which avoids a significant increase of integrated strain energy. This deformation path requires all four actuation forces, as seen in Figure 4B1. It can be noted that although the problem description is symmetric, unsymmetric motion is obtained minimizing the integrated strain energy.
Applying the inverse greedy algorithm, each actuation force is removed separately and a constrained motion design is carried out for each removal. The actuation force that causes the least deterioration of the functional value is then removed from the available actuation locations. In this example, the vertical force at the lower node has the least influence on the strain energy. By removing this force location, the integrated strain energy increases from $J = 1,617$ to $J = 1,621$, which is less than a 1% difference. The resulting motion is illustrated in Figure 4B2. The motion and the trajectory of both midpoints during deformation do not change significantly although only three forces instead of four forces are applied. This process repeats for the three remaining actuation force locations. In this second iteration, a more significant change can be observed in the trajectory of the two moving points, as shown in Figure 4B3. Also, the integrated strain energy increases to $J = 1789$ by approximately 11% compared to the unconstrained motion design. However, the overall motion path remains similar. The prescribed displacement values are reached exactly as their number is less than or equal to the number of actuation forces.

This example has shown that through the inverse greedy algorithm it is possible to identify the location of external actuation forces to perform an efficient motion between two prescribed geometries. This way, it is possible to further reduce the integrated strain energy compared to that required for a motion obtained with a predefined set of actuation force locations (as in Sachse et al., 2021).

### Influence of the Prescribed End-Geometry

As explained in *Motion Design of Structures With Constraints*, it is possible to either fully prescribe the end-geometry or only parts of it. This choice has a significant influence on the actuator placement solution. Consider the simply supported truss example shown in Figure 5A. The structure is modeled with bar elements (black). The objective is to move the free top-chord nodes upwards. The end-geometry is defined as the deformed configuration that is computed through geometrically nonlinear analysis by applying a force $F = 200$ to each free top-chord node simultaneously.

A motion path discretization with eight linear elements is chosen and the vertical displacement of the upper mid node is controlled. In order to obtain reference solutions, a constrained motion design and an unconstrained motion design with a specific configuration of the entire end-geometry are performed. The solution obtained through constrained motion design using three vertical forces involves a simultaneous increase of the actuation forces during motion (see Figure 5B) and requires an integrated strain energy $J = 395$. This motion path is similar to that obtained through a nonlinear analysis during which the force applied to each node is increased simultaneously. In the unconstrained motion design (Figure 5C), the same end-configuration is reached. This happens because the end-configuration is fully prescribed and has been determined through analysis. However, additional forces are applied during the deformation process to enable a more efficient motion that requires lower strain energy. Accordingly, before reaching the end-geometry, the deformation path goes through an intermediate configuration where additional actuation forces are applied. This leads to a reduction of integrated strain energy from $J = 395$ for the constrained motion design solution to $J = 387$ for the unconstrained motion design solution.

To study the influence of the prescribed end-geometry, three different cases are investigated that differ in the number of prescribed displacement values.

1. **Figure 5D1**: the end-geometry is fully prescribed. In this case, since the number of prescribed displacements is higher than the number of actuators, it is in general not possible to reach...
equilibrium in the target shape. For this reason, shape optimization is carried out before motion design (see Constrained Motion Design With a Prescribed Number of Actuators). Through shape optimization, a deformation state is obtained that is close to the desired end-geometry and in equilibrium with the current actuation forces. This leads to slightly modified end-geometries for each inverse greedy step. As a result, the final end-geometry can be realized through different actuation forces as those initially considered and it requires integrated strain energy $J_{\text{B}} = 392$, which is slightly lower than that required for case B.

2. **Figure 5D2**: only a part of the end-geometry is prescribed, in this case the vertical position of the upper chord nodes. The same actuation forces as in case B result from actuation placement optimization. The strain energy required in this case is identical to that for case B. In this case, the number of prescribed displacements and actuation forces is identical. As only some displacements are prescribed and not the entire end-geometry, these values are strictly enforced. Hence, actuation forces in other locations cannot control the structure into the prescribed end-displacements and thus the solution is identical to that for case B.

3. **Figure 5D3**: a lower number of displacements than actuation forces is prescribed. In this case, only the vertical displacement of the upper mid node is specified. This way, further end-geometry variations and thus actuation force combinations are possible. A different end-geometry that requires significantly lower integrated strain energy $J_{\text{C}} = 286$ is obtained.

As expected, the prescribed end-geometry strongly influences the resulting actuation forces. In general, when more displacement values than available actuation forces are prescribed, shape optimization is employed to obtain a slightly different but feasible end-configuration that might require different actuation force locations compared to those initially assigned (**Figure 5D1**). When the prescribed number of displacements is equal to or lower than the available number of actuators, the prescribed end-configuration can be met exactly (**Figure 5D2**). Depending on design requirements, in order to reduce the integrated strain energy, the lowest number of displacements should be prescribed.

**Morphing Cantilever**

A morphing cantilever example is taken into consideration. The initial state is a hook-shaped configuration. The objective is to identify an efficient deformation path so that the free end-nodes reach the prescribed locations, as illustrated in **Figure 6A**. Motion is controlled through four actuation forces. The cantilever, which is fixed at the bottom, is modeled with 16 displacement-based plane four-node elements. The path is discretized with 18 linear elements.
First, an unconstrained motion design is carried out, whereby a deformation path is obtained so that the end-shape matches with the prescribed end-displacements. At this stage, all actuation forces are applied (Basic Method of Motion Design). The solution of this first process is given as starting point, i.e., a predictor motion, for a subsequent application of constrained motion design (Constrained Motion Design With a Prescribed Number of Actuators). In this second step, the motion is controlled through only four actuation forces, and therefore equilibrium constraints must be enforced throughout. The actuation force locations are identified through the placement method based on the inverse greedy algorithm (Efficient Placement of External Actuators). The solution of this second step is the location of the actuation forces as well as the deformation path enabled through such forces, as illustrated in Figure 6B. The four actuation forces are located at two nodes. The evolution of these four actuation forces throughout the deformation process is an output of motion design. The integrated strain energy required for this motion path is $J = 569$. The diagram in Figure 6C shows how the integrated strain energy varies as the actuation forces are removed (inverse greedy algorithm). This solution is compared to the result of a geometrically nonlinear analysis that is carried out by applying the same actuation forces obtained in B. Although the end-geometry is identical in both cases, the deformation path is dissimilar (cf. Figure 6D) because actuation forces are applied differently throughout the motion. In a geometrically nonlinear analysis, all forces are increased simultaneously and uniformly, whereas, through motion design, actuation forces are varied independently or simultaneously as required. This effect can be observed in the force-displacement diagram shown in Figure 6E, where the horizontal and vertical forces at point P are plotted over the horizontal displacement. When the end-geometry is reached, the force-displacement curves come together to the same point. The deformation caused by a uniform increase of forces results in integrated strain energy $J = 1,182$, which is significantly larger than that required through motion design.

Another approach to identifying efficient actuation force locations is to consider the location set that requires the lowest strain energy in the deformed end-state. This approach does not consider the entire motion, but it minimizes the strain energy in the end-configuration. Consequently, another set of actuation forces is obtained. This solution is illustrated in Figure 6F. The motion path is similar to that of case B. Although the end-geometry varies slightly, the prescribed two free end-node locations are satisfied. The strain energy required in this case is lower than the energy required by the solution of motion design in case B. To compare both approaches, the evolution of integrated strain energy as the point forces are successively removed (in an inverse greedy algorithm scheme) until the prescribed set of four forces remains, is illustrated in Figure 6C. The end-geometry in this second approach requires lower strain energy. However, all other force location combinations that include more than four actuators, require larger strain energy for case F (cf. Figure 6B). Owing to the inability of the inverse greedy algorithm to guarantee solution
optimality, the location of some of the forces considered in case F has been removed during the optimization process, which explains the larger integrated strain energy for case B when the number of actuator forces is reduced to four. That being said, both approaches give a good estimation of an efficient motion design and actuation force placement.

MOTION THROUGH INTERNAL ACTUATION

Elastic and Actuation Energy

In previous examples, the motion path has been controlled through external actuation forces. However, also internal actuators can be employed. Internal actuator elements are modeled using the formulation given in Sachse et al. (2021) that has been summarized in Constrained Motion Design With a Prescribed Number of Actuators. In this formulation, the intended actuator length change is treated as an additional variable of the motion design process. The actuator length changes are varied to control the structure into the required deformation path. The optimal deformation path and actuator length changes are outputs of motion design. In previous examples, the objective has been the minimization of strain energy integrated over the deformation path. However, as presented in Sachse and Bischoff (2020), other objectives can be employed, such as integrated stress or strain of the entire structure or only parts of it. The total strain energy is defined as

\[
\Pi_{\text{int}} = \int_{\Omega} \frac{1}{2} S^T (E_{\text{el}} + E_{\text{act}}) d\Omega = \int_{\Omega} \frac{1}{2} E_{\text{el}}^T C (E_{\text{el}} + E_{\text{act}}) d\Omega
\]

while the actuation energy is

\[
\Pi_{\text{int,act}} = \int_{\Omega} \frac{1}{2} E_{\text{act}}^T C E_{\text{act}} d\Omega
\]

In practice, even when the actuator moves under no force, a length change requires input energy, which could be included via an extra term in the actuation energy in Equation 12. However, this depends on the type of actuation technology. In the case of external actuation, the elastic energy is the total strain energy. In the general case, both energy shares are integrated over the deformation path and are a measure of the cost of
deformation. Depending on the problem and application, either of them may be used.

The actuation energy given in Eq. 12 does not differentiate between positive and negative actuation work. In other words, it is possible that through the deformation path, some of the elastic energy stored in a previous control step is released, because the model allows for energy harvesting. If energy harvesting is not possible, this formulation might lead to an underestimation of the actuation energy that is required to control the structure through the optimal deformation path. To avoid energy gains during motion, the objective function should become a discontinuous function as formulated in Senatore and Reksowardojo (2020), which, in this case, since large deformations are considered, would make the optimization formulation significantly more complex.

To reduce optimization complexity, in this work only the first energy share (elastic) is considered.

**Efficient Placement of Internal Actuators**

The location of internal actuators is sought to control the structure through the optimal deformation path using minimum elastic energy. For simplicity, only truss structures are investigated. The same example as that described in Influence of the Prescribed End-Geometry (Figure 5) is taken as a case study. The influence of different degrees of static indeterminacy is tested by adding two and four bars, which results in a degree of static indeterminacy of three and five, respectively. The specification of the end-geometry is carried out by prescribing one (as in Figure 5D2) and three end-displacements (as in Figure 5D3). As for the optimization of external actuator forces (Efficient Placement of External Actuators), it is assumed that enough actuators are available to reach the prescribed end-displacements exactly.

There are two ways to model internal actuators. Actuators can be installed in series and parallel with a truss element. With regard to parallel actuation, an actuator element is added in the same location of a truss element. Consequently, both elements are connected at the nodes and when the actuator element changes length, the truss element must also change length through deformation, which creates a resisting force. With regard to serial actuation as considered in this work, the actuator replaces (entirely or partially) a truss element. In this case, the actuator length change does not cause a deformation in a hosting truss element. However, deformation can still occur in the hosting element owing to resisting forces that develop through the stiffness of the rest of the structure.

Referring to the optimization method employed for the placement of external actuators (Efficient Placement of External Actuators), the application of an inverse greedy algorithm for internal actuator placement would require replacing all elements with actuators in the first step. In such a case, assuming that each actuator replaces its hosting element entirely, there would be no resistance from passive elements. Since the objective is the minimization of integrated elastic energy (no actuation energy is accounted for) and no stress/stability constraints are enforced, the motion design problem becomes highly ill-posed i.e., infinite optimal motion paths exist to reach the target geometry. Therefore, to avoid convergence issues, the optimal actuator placement is carried out by adopting a brute force search combined with a greedy algorithm, whereby actuators are added one by one in turn:

- Step 1: The number of actuators is progressively increased and all combinations are tested until the specified end-displacements are met.
- Step 2: If there are enough actuators such that the end-displacement specifications can be met, the combination that requires the lowest elastic energy is selected.
- Step 3: In case more actuators are considered, the solution obtained in step 2 is employed as a basis. The remaining truss elements are replaced by actuators in turn. The actuator location combination that results in the smallest functional value is selected. This step of the greedy algorithm is repeated until the desired number of actuators is reached.

An optimal actuator placement is sought that minimizes the elastic energy integrated over the motion path. Two cases are analyzed in the following. First, the minimum number and location of actuators are determined in order to reach the specified end-geometry through a finite mechanism. Second, an optimal placement of actuators is determined to reach the end-geometry through a deformation path that requires minimum elastic energy.

**Minimum Number of Actuators to Enable Motion Through Finite Mechanisms**

When a certain number of actuators replace truss elements a motion path through finite mechanisms can be identified that requires minimal (zero) strain energy (energy loss due to friction is not considered). However, whether such finite mechanisms exist depends on the structural topology, the degree of static indeterminacy \( n_s \), the number and location of the actuators as well as the number of prescribed displacements of the end-configuration. The number of actuators required to enable motion through a finite mechanism is calculated within step 1 of the algorithm for efficient placement of internal actuators (Efficient Placement of Internal Actuators). The number of actuators is gradually increased and all combinations are tested until the prescribed end-displacements are reached through a finite mechanism which is identified when the integrated elastic energy is zero. Often there exist several actuator location combinations that enable motion through a finite mechanism. Figure 7 shows finite mechanisms resulting from actuator placement for three different structures, which differ in the degree of their static indeterminacy, \( n_s = 1, n_s = 3 \) or \( n_s = 5 \).

In all examples, the length of truss elements that are not replaced by actuators remains identical in the initial and end-geometry. Therefore, the elastic energy is zero and thus an elastic-energy-free motion is possible. The minimum number of actuators \( n_{\text{act}} \) to enable such a motion depends on the structure topology and the prescribed end-displacements. For example, when only one end-displacement is prescribed, two actuators are needed for the first two topology examples even
though the degree of static indeterminacy $n_s$ is different. For the structure with $n_s = 5$, one additional actuator, i.e., three actuators are needed. In general, the more displacement values are prescribed, the more actuators are required. However, the actuator layout for a specific number of actuators $n_{act}$ to enable a finite mechanism is not unique. Examples of possible actuator layouts are illustrated in Figure 7. There exist other actuator location combinations that fulfill the defined requirements.

**Actuator Placement for Motion Through Deformation**

If there are not enough actuators available to enable motion through finite mechanisms, the actuator locations can be selected based on their contribution to control the structure through the required deformation path using minimum elastic energy. The algorithm for efficient placement of internal actuators (Efficient Placement of Internal Actuators) is applied. An illustrative example is given in Figure 8. Three displacement values are prescribed and the degree of statistical indeterminacy is $n_s = 3$. The result of step 2 is shown in Figure 8A. The end-displacements are reached exactly using three actuators. From all combinations of three actuators (only some combinations are shown in Figure 8), the placement that results in the elastic energy integrated over the motion path ($J = 135$) is chosen. Starting from this configuration, one additional truss element is replaced by an actuator, and a new actuator layout is obtained which requires lower integrated elastic energy as shown in Figure 8B.

**DISCUSSION**

This work has presented an extension of previous methods for motion design through a combination of heuristic algorithms for actuator placement. The methods presented in this paper are useful to identify a subset of external or internal actuator force locations that enable control of the structure through a required motion path between two significantly different geometric configurations. This work has focused on actuator placement through minimization of the elastic energy integrated over the motion path. No quantification of the actuation energy has been investigated. However, minimization of the integrated actuation energy in Eq. 12 can also be used to obtain suitable actuator placements. The choice of objective function depends on the intended application. If large element deformations must be prevented, minimization of the elastic energy should be employed. On the other hand, minimization of actuation energy could be chosen when control of the motion path requires large actuation energy. Future work could look into the quantification of actuator energy and testing different actuation technologies.

An inverse greedy algorithm has been applied to identify optimal locations of external actuators. This algorithm cannot guarantee global optimality, i.e., important actuation force locations may be excluded early in the optimization process. A combination of brute force and a greedy algorithm has been employed for the placement of internal actuators. Similar limitations regarding solution quality apply in this case. Owing to the iterative nature of motion design and its sequential application in combination with the heuristics adopted for actuator placement, the overall procedure has a high computational cost. The overall number of iterations can be reduced by using the solution obtained from a previous motion design as a predictor (i.e., starting configuration) for a subsequent iterative cycle. This reduces the overall computation time compared to a single motion design that starts from a naïve predictor (e.g., linear interpolation). Future work could look into implementing different algorithms that are better suited for large-scale numerical optimization.
The presented work has aimed to evaluate the application feasibility of the proposed motion design method through numerical examples. Making this method more relevant to practical applications will be the subject of future work. Among possible extensions, constraints on actuation could be added, for example, to limit the actuator length changes. In addition, constraints on material strength, structural element stability should be added to ensure that structural integrity is preserved throughout motion. The proposed method is also suitable to identify inextensible deformations of shells, which could be employed to control large geometry changes with low control effort.

**CONCLUSION**

The method of motion design has been successfully combined with heuristic algorithms for optimal actuator placement. While the heuristics implemented in this work do not guarantee global optimality, they generally allow the identification of efficient actuator layouts that enable control of the structure through the required motion path.

Constrained motion design is able to identify motion paths that are more efficient than those obtained from intuitive approaches. Numerical simulations have shown that strategically restricting actuation to a limited number of locations (i.e., degrees of freedom) does not significantly change the overall motion path obtained with unconstrained motion design. A naïve proportional increase of actuation forces to control the structure into a given target configuration requires a significantly larger cost of deformation (i.e., indication of control energy) than that required by a motion design solution. This is because the motion design method takes into account the entire deformation process, not only the final configuration. Generally, as expected, the fewer displacement values of the end-geometry are prescribed, the lower the cost of deformation.
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