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Abstract—In this work, we present a framework analysis of full-duplex (FD) systems for Millimeter Wave (mmWave) analog architecture. Given that FD systems can double the ergodic capacity, such systems experience large losses caused by the loopback self-interference (SI). In addition, systems with analog architecture also suffer from other forms of losses mainly incurred by the constant amplitude (CA) constraint. For this purpose, we propose the projected Gradient Ascent algorithm to maximize the sum rate under the unit-norm and CA constraints. Unlike previous works, our approach achieves the best spectral efficiency while minimizing the losses incurred by the CA constraint. We also consider an adaptive step size to compensate for the perturbations that may affect the cost function during the optimization. The results will show that the proposed algorithm converges to the same optimal value for different initializations while the number of iterations required for the convergence changes for each case. In this context, we primarily consider the gradient search method for a two-nodes FD systems and then we extend the analysis for a dual-hop FD relaying systems. Finally, we evaluate the robustness of our method in terms of rate and outage probability and compare with previous approaches.

Index Terms—Gradient search, full-duplex, constant amplitude constraint, millimeter wave, MIMO.

I. INTRODUCTION

FD systems have been intensively investigated in the literature due to its potential to double the spectral efficiency compared to half-duplex (HD) systems [1]–[9]. Hence, combining the mmWave technology and FD systems can provide ultra higher spectral efficiency. Such mmWave based FD systems gained enormous attention as it can be applied in wide ranges of applications requiring large bandwidth. For example, FD mmWave systems can be a practical solution for autonomous driving, platooning, vehicular clouding/security and advanced driving assistance systems (ADAS) [10]–[15]. Such applications require low latency, large bandwidth and efficient link budget to exchange big data and processing [16]. It is true that FD systems are rate-efficient, however, they suffer from the loopback self-interference (SI) caused by the transmission and reception at the same frequency/time resources. Without interference cancellation, related works have shown that this loopback SI can significantly reduce the spectral efficiency, making FD systems impractical. In this context, related works proposed various techniques to cancel the SI. Conventional approaches are hardware based such as antennas array structures (separation, isolation, polarization, directivity), analog and digital cancelling circuits [17]. For example, antennas isolation can achieve about 15 dB of SI reduction [18], [19], while hybrid analog-digital circuits can suppress up to 70 dB of SI leaving a residual interference of 3 dB higher than the noise floor and resulting in roughly 67-76% of rate improvement compared to HD systems [20], [21]. However, recent works have focused more on spatial beamforming based techniques as they are less susceptible to the hardware constraints. Literature proposed various beamforming approaches such as angle search, beam steering, minimum mean square error (MMSE), Zero-Forcing (ZF) max power design [22], [23]. Performances of these algorithms have been discussed and evaluated, however, they experienced severe losses incurred by the constant amplitude (CA) constraint. In fact, once the beamformers are optimally designed for each algorithm, the CA constraint violates the SI cancellation constraints resulting in huge rate losses. To address this limitation, [24] proposed a modified variant of ZF max power to efficiently introduce the CA constraint while minimizing the losses. In this context, we propose a robust gradient search beamforming to cancel the SI and minimize the rate losses incurred by the CA constraint. To the best of our knowledge, our proposed algorithm provides the smallest gap between the full-digital and analog beamforming with the CA constraint. The analysis of this paper follows these steps:

1) Present a detailed analysis about the systems architectures and the channels models.
2) Formulate the problems and derive the gradients.
3) Provide the Gradient search algorithm to solve the problem for the two-nodes FD network and then extend the method for the dual-hop FD relaying system.

This paper is organized as follows: Section II describes the system and channels models while Section III provides the analysis of the two-nodes full-duplex network along with the problem formulation and Gradient Ascent algorithm. Section IV extended the results for an application of dual-hop full-duplex relaying systems where we formulated the spectral efficiency along with the outage and error probabilities. Section V provides the numerical results while the concluding remarks and future direction are reported in Section VI.
II. SYSTEM MODEL

In this work, we adopt the geometric channel model based on clusters and rays as follows

\[ H = \sqrt{\frac{N_{\text{TX}} N_{\text{RX}}}{N_{\text{cl}} N_{\text{ray}}}} \sum_{k=1}^{N_{\text{cl}}} \sum_{\ell=1}^{N_{\text{ray}}} \alpha_{k,\ell} a_{\text{TX}}^{(k,\ell)}(\phi_{k,\ell}, \theta_{k,\ell}) a_{\text{RX}}^{(k,\ell)}(\phi_{k,\ell}, \theta_{k,\ell}) \]

where \( N_{\text{cl}} \) and \( N_{\text{ray}} \) are the number of clusters and rays, respectively, \( \alpha_{k,\ell} \) is the complex gain of the \( \ell \)-th ray in the \( k \)-th cluster, and \( a_{\text{TX}}^{(k,\ell)} \) and \( a_{\text{RX}}^{(k,\ell)} \) are the array steering and response vectors at transmitter (TX) and receiver (RX), respectively, evaluated at the angles of departure (AoD) and the angles of arrival (AoA).

![Fig. 1: Relative position of TX and RX arrays at FD node \( u \). Given that the TX and RX arrays are collocated, the far-field assumption that the signal impinges on the antenna array as a planar wave does not hold. Instead, for FD transceivers, it is more suitable to assume that the signal impinges on the array as a spherical wave for the near-field LOS channel.](image1)

The SI leakage is decomposed into a line of sight (LOS) component modeled by \( H_{\text{los}} \) and a non-line of sight (NLOS) leakage described by \( H_{\text{nlos}} \), which is a random complex Gaussian matrix. The LOS SI leakage matrix can be written as

\[ [H_{\text{los}}]_{pq} = \frac{1}{d_{pq}} e^{-j2\pi d_{pq}/\lambda} \]

where \( d_{pq} \) is the distance between the \( p \)-th antenna of the TX array and the \( q \)-th antenna of the RX array. The aggregate SI channel can be obtained by

\[ H_{\text{SI}} = \sqrt{\frac{\kappa}{\kappa+1}} H_{\text{los}} + \sqrt{\frac{1}{\kappa+1}} H_{\text{nlos}} \]

where \( \kappa \) is the Rician factor.

III. TWO-NODES FULL-DUPLEX NETWORK ANALYSIS

Fig. 2 presents an analog architecture of a mmWave two-nodes FD communicating with each others. Such structure supports single stream with one RF chain and each node consists of a transmit and receive antennas array. The received signals at the two nodes are expressed by

\[ y_1 = w_1^H (\sqrt{\rho_1} H_{21} f_1 s_1 + \sqrt{\tau_1} H_{11} f_1 s_1 + n_1) \]

\[ y_2 = w_2^H (\sqrt{\rho_2} H_{12} f_1 s_1 + \sqrt{\tau_2} H_{22} f_2 s_2 + n_2) \]

where \( s_1 \) is the information symbol sent by node \( u \), \( \rho_u \) is the average transmit power at node \( u \), \( \tau_u \) is the SI power leakage at node \( u \), \( f_u \) is the precoder applied at the transmit node \( u \), \( w_u \) is the combiner at the receive node \( u \), and \( n_u \) is the zero-mean AWGN noise with variance \( \sigma_u^2 I_{N_u} \). Consequently, the sum rate is given by

\[ I = \log \left( 1 + \frac{\rho_1 |w_1^H H_{21} f_2|^2}{\sigma_1^2 |w_1^H w_1 + \tau_1 |w_1^H H_{11} f_1|^2} \right) \]

\[ + \log \left( 1 + \frac{\rho_2 |w_2^H H_{12} f_1|^2}{\sigma_2^2 |w_2^H w_2 + \tau_2 |w_2^H H_{22} f_2|^2} \right) \]

![Fig. 2: Architecture of a two-nodes FD network. The channels \( H_{12} \) and \( H_{21} \) are the geometric channels defined by Eq. (1) while the SI channels \( H_{11} \) and \( H_{22} \) are defined by Eq. (3).](image2)

The goal of this design is to find the optimal precoders and combiners that maximize the objective function \( I \) under the unit-norm and CA constraints. The optimization problem can be formulated as follows

\[ P : \max_{f_u, w_v} I \]

subject to \( |f_1| = |f_2| = |w_1| = |w_2| = 1 \)

\[ w_1, w_2 \in \mathcal{G}^{N_{\text{RX}}} \text{ and } f_1, f_2 \in \mathcal{G}^{N_{\text{TX}}} \]

where \( \mathcal{G} \) is the unit-norm constraint, and \( \mathcal{G} \) is the CA constraint. Note that \( \mathcal{G}^M \) is the subspace of the unit-norm CA constraint of dimension \( M \) defined by

\[ \mathcal{G}^M = \left\{ g \in \mathbb{C}^M \mid g_m = \frac{1}{\sqrt{M}} e^{j\varphi_m}, m = 1, \ldots, M \right\} \]

The projected Gradient Ascent approach is to first evaluate the gradient of the cost function with respect to \( f_u \) and \( w_v \) and then project the solutions onto the subspace of the CA constraint.

Note that the optimization problem is not concave. Under the constraint \( \mathcal{G} \), the cost function \( I \) and its gradients are continuous, differentiable and upper bounded. Consequently, the Gradient Ascent of \( I \) is Lipschitz continuous with constant \( \beta > 0 \), i.e., for any \( x \) and \( y \), it exists a non-negative constant \( \beta \) such that

\[ ||\nabla I(y) - \nabla I(x)||_2 \leq \beta ||y - x||_2 \]

According to the following Theorem, we can prove the convergence of the Gradient Ascent as follows

\[ \text{Theorem 1: Since the cost function } I \text{ is differentiable and its gradients are Lipschitz continuous with a constant } \beta, \text{ then} \]
if we run Gradient Ascent for $n$ iterations with a step size (learning rate) $\delta < 1/\beta$, it will yield a solution $\mathcal{O}(n)$ satisfying

$$I(x^*) - I(x^{(n)}) \leq \frac{\|x^* - x^{(0)}\|^2}{2\delta n}$$

(12)

where $I(x^*)$ is the optimal value. Intuitively, this means that the Gradient Ascent is guaranteed to converge with rate $\mathcal{O}(1/n)$. As the gradient is non-zero, the best value for the step size is $1/\beta$ to guarantee that the cost function increases during the optimization cycle. In practice, however, $\beta$ is usually expensive to compute, and this step size is small. To check whether the selected step size efficiently works or not, we can control the evolution of the cost function during the optimization cycle. If the cost function experiences some perturbations, we can adaptively change the step size to guarantee the convergence stability. Differentiating the cost function at (0) for $(u \neq v)$, the gradients are expressed by (13) and (14).

$$\nabla_{w_u} I = \frac{\partial I}{\partial w_u} = -\sigma_u^2 w_u^* - \sigma_u^2 w_u^* + \tau_v |w_u H_{uv} f_u|^2 + \rho_u |w_u H_{uv} f_u|^2$$

(13)

$$\nabla_{f_u} I = \frac{\partial I}{\partial f_u} = \tau_v |w_u H_{uv} f_u|^2 + \rho_u |w_u H_{uv} f_u|^2$$

(14)

The gradient search algorithm is given by

**Algorithm 1 Adaptive Gradient Ascent**

**Input:** $\delta, \epsilon$, $H_{uu}$, $H_{uv}$, $H_{vu}$, $H_{uv}$ ($u, v \in \{0, 1\}, u \neq v$)

**Output:** $w_u^*, f_u^*$

1. **Initialize** $w_u = w_u^{(0)}$, $f_u = f_u^{(0)}$
2. **while** $|I^{(n+1)} - I^{(n)}| > \epsilon$ **do**
3. $w_u^{(n+1)} \leftarrow w_u^{(n)} + \delta \nabla_{w_u} I^{(n)}$  
4. $w_v^{(n+1)} \leftarrow \frac{w_v^{(n+1)}}{\|w_v^{(n+1)}\|}$  
5. $w_v^{(n+1)} \leftarrow \frac{w_v^{(n+1)}}{\|w_v^{(n+1)}\|}$  
6. $f_u^{(n+1)} \leftarrow f_u^{(n+1)} + \delta \nabla_{f_u} I^{(n)}$
7. $f_u^{(n+1)} \leftarrow f_u^{(n+1)} + \delta \nabla_{f_u} I^{(n)}$
8. $f_u^{(n+1)} \leftarrow f_u^{(n+1)} + \delta \nabla_{f_u} I^{(n)}$
9. **if** $I^{(n+1)} < I^{(n)}$ **then**
10. **Adapt** $\delta$
11. **end if**
12. **end while**
13. **return** $w_u^*, f_u^*$

Note that the objective of designing the optimal beamformers is to maximize the sum rate, i.e., maximizing the numerator and minimizing the denominator. This is perfectly translated into seeking for the best beam pair between TX and RX (maximize $|w_u^* H_{uv} f_u|^2$) and assigning null weights to the interference direction (minimize $|w_u^* H_{uv} f_u|^2$).

We also note that the Gradient Ascent convergence is also sensitive to the choice of the initialization as it affects the number of iterations required for the convergence. The best initialization is the one that achieves the convergence with the minimum number of iterations. Basically, we will consider the following initialization vectors for the precoder $f_u$ and combiner $w_v$.

1) Normalized complex Gaussian vectors.
2) The most right and left singular vectors of the singular value decomposition (SVD) of the channel $H_{uv}$.

To characterize the system performance, we further derive the upper bound of the achievable rate. Neglecting the interference ($H_{SI} = 0$) and applying the SVD on the channels $H_{12}$ and $H_{21}$, the upper bound is given by

$$I_{ub} = \log \left(1 + \lambda_{12} \frac{\rho_u}{\sigma_u^2}\right) + \log \left(1 + \lambda_{21} \frac{\rho_v}{\sigma_v^2}\right)$$

(15)

where $\lambda_{12}$ and $\lambda_{21}$ are the maximum singular values of $H_{12}$, and $H_{21}$, respectively. Although, the rate (15) is not achievable, it serves as a benchmarking tool to quantify the system performance.

**IV. APPLICATION OF DUAL-HOP FULL-DUPELEX RELAYING NETWORK**

![Fig. 3: Dual-hop FD relaying system. The TX and RX half-duplex nodes are the uplink and downlink users equipments (UEs) while the relay is considered as a full-duplex base station (BS). The uplink and downlink data of the UEs are independent.](image)

The received uplink signal at the relay is given by

$$y_u = \sqrt{\rho_u} w_u^* H_u f_u s_u + \sqrt{\tau_u} w_r^* H_{SI} f_r s_d + w_r^* n_r$$

(16)

where $H_u$ is the uplink channel matrix, $f_u$ is the analog precoder of UE, $w_r$ and $f_r$ are the combiner and precoder at the relay, $s_u$ and $s_d$ are the transmitted symbols for uplink and downlink, respectively. Also $\rho_u$ is the transmit power at the UE, $\tau_u$ is the SI power and $n_r$ is the noise at the relay.

For downlink scenario, the received signal $y_d$ is given by

$$y_d = \sqrt{\rho_d} w_d^* H_d f_d s_u + w_d^* n_d$$

(17)

where $w_d$ is the analog combiner of the UE, $\rho_d$ is the average transmit power at the relay and $n_d$ is the noise at the receive UE.
A. Spectral Efficiency

Capitalizing on the uplink and downlink signals formulation, the sum rate is expressed by

\[
I = \log\left(1 + \frac{\rho_u|w_u^H H_u f_u|^2}{\tau_u|w_u^H H_{SU} f_r|^2 + \sigma^2 w_r^H w_r}\right) + \log\left(1 + \frac{\rho_d|w_d^H H_d f_d|^2}{\sigma^2 w_d^H w_d}\right).
\]  

(18)

The goal is to design the optimal precoders and combiners to maximize the spectral efficiency \([\text{18}].\) Given that \((18)\) has the same generic form as \([\text{8}],\) the derivation of the gradients with respect to \(f_u, f_r, w_r\) and \(w_d\) follow the same rules as the analysis of the two-nodes FD network.

B. Outage Probability

Once a transmission strategy is specified, the corresponding outage probability for rate \(R\) \((\text{bits/s/Hz})\) is then

\[
P_{\text{out}}(\text{SNR}, R) = P[I(\text{SNR}) < R].
\]  

(19)

V. NUMERICAL RESULTS

| SYSTEM PARAMETERS |
|-------------------|
| **TABLE I**       |
| **Carrier frequency** | 28 GHz |
| **Bandwidth**      | 830 MHz |
| **Number of transmit antennas** | 16 |
| **Number of receive antennas** | 16 |
| **Antenna separation** | \(\frac{\lambda}{2}\) |
| **Antenna correlation** | None |
| **Number of clusters** | 6 |
| **Number of rays per cluster** | 8 |
| **Angular spread** | 20\(^\circ\) |
| **Distance between FD node arrays** | \(2\lambda\) |
| **Angle between FD node arrays** | \(\frac{\pi}{4}\) |
| **Self-interference power** | \(-10\) dB |
| **Rician factor** | 5 dB |
| **Step size (\(\delta\))** | 0.1 |
| **Convergence criterion (\(\epsilon\))** | \(1e-5\) |

In this section, we will provide the performance of the two-nodes FD network and the dual-hop FD relaying system following the discussion of the results. A practical choice of the learning rate is to start with \(\delta = 1\) and whenever the cost function experiences any possible perturbation during the optimization cycle, we adaptively divide the step size by half to guarantee the convergence stability. In addition, we run 1000 loops of Monte Carlo simulation to average the performance results. Unless otherwise stated, TABLE I summarizes the values of the system parameters.

A. Number of Antennas and Signal-to-Interference Ratio (SIR)

Fig. 4 illustrates the outage performance with respect to a given range of target rate requirements. We observe that the FD relaying system can support higher target rate requirements. For different SIR levels, we notice that the systems performances are roughly unchanged and this proves the resiliency of the proposed technique against the interference, i.e., the gradient search completely eliminates the interference for the suggested SI power values. Moreover, the massive number of antennas can provide further degree of freedom not only to cancel the interference but also to provide spatial multiplexing gain to improve the achievable rate and support higher target rate requirements.

B. Gradient Search Vs. Conventional Approaches

Fig. 5 illustrates the achievable sum rate performance of the two-nodes FD network for various approaches with respect to the average SIR. Clearly, we observe the detrimental effect of the CA constraint on the performance presented by [23]. It is widely known that the SVD beamforming approach is optimal since it diagonalizes the channels, however, the SVD does not
account for the interference in this case which results in a rate loss of roughly 3 bits/s/Hz compared to the upper bound at 5 dB of SNR. Around an average SNR of 5 dB, the rate for full-digital design (only unit-norm constraint) is roughly 18 bits/s/Hz and it completely coincides with the upper bound. In other terms, the unconstrained gradient completely eliminates the interference. Besides, the rate constrained by CA is 17 bits/s/Hz, resulting in a loss about 0.5 bits/s/Hz. Inversely and for a given rate of 17 bits/s/Hz, the proposed constrained approach requires around 2 dB of SIR to compensate for the CA loss and achieves the upper bound. We conclude that our approach substantially mitigates the losses incurred by the CA constraint compared to the other approaches and it requires an SIR of 2 dB to completely compensate for the CA losses which is commonly acceptable for practical design.

C. Duplex Modes

![Fig. 6: Rate performance results for relaying systems: Comparisons are made for CA constrained gradient. First comparison takes place between uplink, downlink in FD mode, HD and hybrid-duplex modes. For the later duplex mode, the time duration is equally divided into FD and HD operations at the BS. Note that the SIR is changing by fixing the transmit power (SIR = 10 dB) and varying the SI power. Note that the number of antennas at the relay and UE are 4x4 and 2x1, respectively.](image)

Fig. 6 illustrates the performance of the relaying system in terms of the achievable rate with respect to the SIR and for the CA constrained gradient search. Since the downlink FD and HD modes are interference-free, the corresponding rates are constant since the SNR is fixed at 10 dB. For a low SIR range from -80 to -40 dB which corresponds to a cell-edge user, the uplink rate is substantially degraded resulting in a practical null rate. Within the same range, the BS can operate in HD mode to avoid the severe interference and offers the uplink UE with relatively acceptable rate. However, this approach will also decrease the downlink rate from 14.5 to around 10 bits/s/Hz. A practical solution can be applied by introducing a new operating scheme called hybrid-duplex to establish a tradeoff between the uplink and downlink rates. In this case, the uplink cell-edge user still achieves an acceptable rate around 3.75 bits/s/Hz instead of HD (7.23 bits/s/Hz) but this duplex mode still offers a better downlink rate roughly 10 bits/s/Hz. Although hybrid-duplex improves the uplink cell-edge user at the expense of the downlink rate, the downlink UE still achieves better rate compared to HD mode. Starting from an SIR of -50 dB and up to 0 dB (for middle and near users), it is recommended to switch from hybrid-duplex operation to FD mode. These remarks lead to think about how to further improve the uplink and downlink spectral efficiency for hybrid-duplex mode. In other terms, we need to dedicate a careful attention on how to design two optimal switching points that have to be primarily adaptive to the SIR levels to maximize the uplink and downlink ergodic spectral efficiency. The first switching occurs within the hybrid-duplex mode, i.e., how to optimally allocate the time fractions for FD and HD, while the second switching occurs between hybrid and FD modes. For now, we defer the design of these optimal switching points as a future extension for this work.

D. Gradient Initializations

In the sequel, we focalize on the impacts of the gradient initializations on the number of iterations required for the convergence. We quantify the uplink rate metric for the FD relaying systems under CA constraint evaluated for different levels of SNR and SIR for cell-edge and near users. To evaluate the efficiency of the proposed technique, we further define a new metric called the rate gain to provide insights into the FD performance compared to the HD mode.

$$\Gamma[\%] = \frac{I_{FD}^{(SNR)} - I_{HD}^{(SNR)}}{I_{HD}^{(SNR)}} \times 100. \quad (20)$$

TABLE II

| SNR (dB) | Gain [%] | SVD | Gaussian |
|---------|---------|-----|----------|
| -30     | -99.998| 25  | 25       |
| 0       | -99.986| 27  | 32       |

TABLE II provides the uplink rate gain of the FD relaying system relative to HD mode as well as the number of iterations required for the convergence and for a couple of beamforming initializations. We note that the algorithm always converges regardless of the initial condition which means that the adaptive step size works efficiently.

Most importantly, the cost function (spectral efficiency) converges rapidly for the SVD approach since the initialized vectors implicitly acquire the prior knowledge of the channels which consequently speeds up the convergence. The Gaussian initialization requires more iterations to converge since it is blindly established without accounting for the channels information. We further observe that the FD system performance is severely degraded for the uplink cell-edge user which is exposed to the high SI power (60 dB). In agreement to the
results illustrated by Fig. 5, the proposed algorithm cannot reduce the SI power (around 60 dB) to some acceptable floor and result in absolute null spectral efficiency even for low and high SNIR. For near user, the algorithm achieves a high SI power reduction and realizes a gain of around 99%. Besides, the proposed technique enables the FD system to provide the uplink user with more than 2 times the rate achieved by HD for 0 and 10 dB of SNIR. In addition, we note that for near user, the convergence requires more iterations to maximize the rate gain and reduce the SI power below the noise floor. Unlike the near user, the analog-to-digital converter (ADC) is pronouncedly saturated by the high SI power (cell-edge user). Thereby, the cost function is bounded by an irreducible floor created by the SI power and the algorithm converges at early stage in few iterations without maintaining the interference below the noise floor.

VI. CONCLUSION

In this work, we proposed the adaptive Gradient Ascent to maximize the sum rate and minimizing the losses incurred by the CA constraint. Thanks to the adaptive step size, the results show that the proposed algorithm always converges regardless of the initial condition. We also prove that the number of iterations can be substantially reduced when the initial condition accounts for the knowledge of the channels. Furthermore, the results show the efficiency of our approach in comparison with HD mode and conventional beamforming designs implemented for FD systems. We observed that the proposed technique minimizes the losses introduced by the CA constraint (around 0.5 bits/s/Hz) and the system requires roughly 2 dB of SNIR to compensate for such a loss. Moreover, our approach seems to work much better for massive MIMO setting where substantial degree of freedom are provided for SI cancellation and spatial multiplexing gain resulting in relatively interference-free MIMO FD relaying system. In practice, the hardware impairments such as the power amplifier nonlinearity, phase noise, active/passive intermodulation, in phase and quadrature imbalance and channel estimation error have to accounted as additional sources of SI and most likely the SI channel is unknown. As a future direction, we will consider a channel estimation process of the aggregate interference and imperfection channel and we will implement a modified version of our approach to compensate for the inaccuracy of the channel estimation and the CA constraint to get an achievable rate with tolerant losses. In addition, we are planning to design the optimal switching points for the hybrid-duplex mode which deserve a careful attention.
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