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A B S T R A C T

One of the purposes of Artificial Intelligence tools is to ease the analysis of large amounts of data. In order to support the strategic decision-making process of the airlines, this paper proposes a Data Mining approach (focused on visualization) with the objective of extracting market knowledge from any database of industry players or competitors. The method combines two clustering techniques (Self-Organizing Maps, SOMs, and K-means) via unsupervised learning with promising dynamic applications in different sectors. As a case study, 30-year data from 18 diverse US passenger airlines is used to showcase the capabilities of this tool including the identification and assessment of market trends, M&A events or the COVID-19 consequences.

1. Introduction

From the time of the first digital data compilations around 1960, the amount of collected data has never stopped growing. During the last decades, database management systems have evolved until reaching advanced levels in terms of database size management, cloud storage capabilities or integration of sources, to name but a few. Nevertheless, these burgeoning amounts of data have become unmanageable and frequently the information or knowledge hidden inside them is not discovered or even tried to be disclosed due to the size and complexity of those databases. This situation has given rise to the well-known proverb data rich but information poor.

This is the reason behind the born of Data Mining (DM) which has become the favorite denomination to refer to other similar concepts such as Knowledge Discovery in Databases (KDD), knowledge mining from data, knowledge extraction, data or pattern analysis, data archaeology or data dredging. According to (Han et al., 2012), this term comprises advanced or intelligent techniques to analyze large data repositories (such as databases, data warehouses or web storages) in order to recover the most valuable knowledge from them. In the previous definition, knowledge may refer to implicit, previously unknown information; relationships between the original data or simply summaries of it. In any case, this process is expected to add understanding and wisdom to the data owner by easing its assessment and visualization or representation. It is a creative process whose implementation widely depends on aspects such as eventual objective (summarizing, clustering, visualization, etc.) and data traits (structure, size, type, amount, noise, etc.).

As explained in (Zhou, 2003), DM has a great relationship with several sciences and gathers technologies from different branches such as database management, Machine Learning (ML), Statistics, Data Visualization or Artificial Intelligence (AI). In addition, it can be used for a great variety of applications such as characterization, prediction, clustering or surveillance (Campos and Rubio, 2017).

At the beginning of the past decade, DM and Big Data had already become the top corporate priority for most of the aviation companies (GE and Accenture, 2014) and it still represents one of the most promising AI technologies for air transport. Furthermore, the growing amount of available data of different nature in the industry (finance, operations, flight, etc.) is allowing corporations to find new ways of improving their overall performance leveraging on that information. As it happens in
other sectors, this kind of technology is starting to deliver some added value but it still shows great room for improvement and its fast theoretical evolution has created a gap between academic research and business application. As (Akerkar, 2014) concludes, aviation companies (including airlines and airports to name but two) will be forced to develop strong capabilities regarding data acquisition and processing with the aim of improving its service offering and efficiency as well as maintaining its competitiveness.

On the other hand, AI shows great potential for application in management departments of transport organizations as the historical meta-analysis of (Pérez-Campuzano et al., 2021b) suggests. In particular, airlines may capitalize on this opportunity since the COVID-19 crisis has further stressed their sector where firms had historically struggled to sustain profitability. Their strategy and finance could be enhanced by the application of this kind of tools as a way to complement other potential initiatives for the recovery (Dubé et al., 2021). Especially, algorithms based on unsupervised learning (strongly related to DM) are envisaged as key potential facilitators for strategic market analysis in a broad sense (trends, rivalry, anomalies, etc.) even considering the impact of the COVID-19 pandemic in the business (Manenopoulou and Kotcharin, 2020).

In order to support the strategic decision-making process of the airlines, this paper proposes a DM approach (focused on visualization) with the objective of extracting market knowledge from any database (e.g. financial or operational) of industry players or competitors. Particularly, after a review of the state-of-the-art (section 2), a method that combines two clustering techniques (Self-Organizing Maps and K-means) is suggested for potential use in different sectors and with several promising dynamic applications (section 3). As a case study (section 4), after a preprocessing phase, 30-year data from 18 United States (US) passenger airlines are used to showcase the capabilities of this tool, which allows to draw general conclusions regarding the evolution of market trends and players, as well as particular observations in relation to relevant events, especially the COVID-19 consequences.

2. Literature review

Firstly, some state-of-the-art reviews are listed and briefly described in the following paragraphs, starting with and focusing on those more closely related to DM and database management techniques as well as to the air transport sector.

A review of aviation-related works from a DM perspective is gathered in (Akpinar and Karabacak, 2017). There, eight different topics are addressed including airlines and their marketing. As the authors state, DM implementation in the sector is still at an early stage and there is big room for innovation and improvement regarding the use of Business Intelligence (BI) tools in order to obtain more managerially interpretable knowledge. Similar conclusions are also drawn from the analysis carried out in (Akerkar, 2014).

Another review of the state of the art of BI applied to airports and airlines is found in (Zhang et al., 2011). In this case, the focus is not only on the DM techniques but also on data warehousing, which relates to the collection of information and how it is organized in a suitable manner. Since data is becoming increasingly available in the industry, authors conclude that BI will help decision-makers in making their actions more effective, reasonable, scientific and quick.

A holistic approach to Big Data-based analytics in the aviation sector is carried out in (Larsen, 2013): (i) databases are cited and briefly described, (ii) a generalist methodology for implementation is presented and (iii) some examples of application are shown. One of the outcomes of the work is that working with large aviation databases requires some effort for a reliable integration. This is caused by the lack of standardization, uniformity or defect controls in aviation data sources and the low homogeneity between publishers.

More recently, two literature reviews have been published regarding the application of general AI tools within the air transport sector: (Beecroft, 2019) addresses the current situation and future challenges for security in the public transport and (Chung et al., 2020) focuses on aspects such as air transport network management or forecasting. It is worth also mentioning two recent books on AI application cases: (Shmelova et al., 2019) and (Shmelova et al., 2020).

Secondly, some papers which have developed specific methods leveraging DM tools within the air transport industry are described hereunder.

One of the first studies where DM is applied to aviation data is (Nazeri and Zhang, 2002). There, a relevant role is given to the data preparation stage. Insights regarding the influence of weather on airspace system performance are obtained. This is achieved by means of using classification, regression and clustering techniques and generating classification rules.

Another work that focuses on the preprocessing stage, of airline data in this case, is (Gliribizzi et al., 2011). Several tools (regression, anomaly detection or classification) are applied in order to reduce the size of the original database. The traditional airline business model classification between Low Cost Carrier (LCC) and Full Service Network Carrier (FSNC) is questioned in (Urban et al., 2018). There, 42 operating airlines are clustered through the analysis of their current business model canvas (customer, value proposition, etc.) in search for new or arising standardized model groups or trends.

The competitiveness of 5 airlines operating 2 Taiwanese routes is assessed in (Wen and Chen, 2011) via Multiple Correspondence Cluster Analysis (MCCA). In addition to this technique, perceptual maps and clustering are applied to 21 service attributes gathered through 647 passenger surveys. This allows for an easy visualization of the results which indicate that two clusters of airlines (with common underlying strategies) are found in the market.

A similar visual approach is carried out in (Wen et al., 2014), where the factor-analytic choice map is used to illustrate the passenger perception of 5 different Asian airlines. The analysis of the results provides behavioral and managerial suggestions not only for airline managers but also for policy-makers.

Clustering techniques are also used with grouping purposes in (Vogel and Graham, 2013). Particularly, the financial performance of 73 airports is evaluated via 9 Key Performance Indicators (KPIs) giving rise to 3 different clusters. Real flight data is used to feed a random forest model in (Rodríguez-Sanz et al., 2021), which allows to analyze the passenger behavior at airport queues and obtain valuable knowledge to optimize its management through reinforced learning.

A model for estimating costs of 15 airlines was developed in (López-Lázaro et al., 2018) in order to assess the economic impact of environmental measures. Operational and financial data from 12 airlines was also used in (Pineda et al., 2017) for developing a method for the improvement of airline performance. It combines DM techniques along with Multiple Criteria Decision Making (MCDM) along with other tools for the extraction of critical features and an optimization method to find the most adequate alternative.

A comprehensive analysis of the air services available at certain cities is conducted in (O’Connor and Fuellhart, 2012) focusing on airlines and aircraft data. One of the authors’ conclusions is that a dynamic analysis would be useful to explore the changes over time due to evolution of fleet or demographics among other aspects.

Several works have tackled the safety topic in aviation through DM. Some of the most popular are: (Pagels, 2015) where 4 methods are applied for the identification of safety issues and how they happen; (Koteeswaran et al., 2019) which develops a method for predicting accidents and (Merzacher, 2019) which focuses on detecting explosives.

Other examples of works that have tackled the application of DM techniques to aviation data are: (Ayyan et al., 2013) developing predictive models based on flight data; (Liu and Tan, 2014) and (Bh and Mizrak, 2020) which mine tweets or text in order to analyze customer’s perception over carriers; or (Gorripati et al., 2017) where weather and traffic are analyzed for easing Air Traffic Management (ATM) decisions.
Thirdly, given the unprecedented impact the COVID-19 has had on air transport, abundant literature has addressed this topic. In fact, as analyzed in (Tanniverdi et al., 2020), much of the scientific production has focused on assessing the influence of the crisis on the business as well as on identifying potential recovery measures. In particular, both data and the opinion from a sample of aviation executives is examined in (Suau-Sanchez et al., 2020) in order to explore the forced transformation of the sector.

A couple of works that have tackled the practical application of ML algorithms during the pandemics are (Pérez-Campuzano et al., 2021a), which gathers and proposes a handful of strategic AI applications that could be implemented during these times of crisis, and (Tsai and Hung, 2021), where a model is modified to predict enterprise performance and compared against different engines such as Neural Networks.

All the aforementioned studies tackle the topic of using aviation-related data and apply DM techniques. However, none of them, to the knowledge of the authors, focuses on the analysis and visualization of the historical evolution of the market players (including the COVID-19 impact) neither in the use of Self Organizing Maps (SOMs), which is the objective of the proposed approach and main novelty of this paper.

3. Methodology: proposed Data Mining approach

This section defines the proposed DM approach including its main stages and characteristics as well as aspects to consider during the whole implementation process. A summary of this methodological workflow is featured in Fig. 1.

3.1. Model description

Firstly, it is worth mentioning that the collected raw database (which includes the information that will behave as the input for the model) will probably require a preprocessing phase including stages such as cleaning, integration, reduction, transformation or other statistical adjustments (Han et al., 2012). The objective is to prepare the data to be fed into the model, but the specific stages would be dependent on the nature, structure and quality of the raw data. In order to ease the process, it is advisable to build a database in which each individual or sample represents the performance or attributes (either financial or operational data) of each market player for a given timeframe (e.g. year or quarter).

The scope of the used variables or attributes is very flexible. For example, a comprehensive study could include high-level data of different areas of interest (e.g. financial, operational or even combined variables). On the other hand, and depending on the degree of detail of the raw database, the method could be applied at a lower level by only using variables from a specific area of expertise (e.g. direct and indirect expenses distributed in different allocations).

![Fig. 1. Methodological workflow.](image-url)

| Algorithm | Nesting | Exclusiveness | Completeness | Visualization |
|-----------|---------|--------------|--------------|--------------|
| SOM       | Partitioning | Exclusive | Absolute | Maps |
| K-means   | Partitioning | Exclusive | Complete | No |
| DBSCAN    | Partitioning | Exclusive | Partial | No |
| Hierarchical | Hierarchical | Overlapping | Complete | Dendrogram |
| Fuzzy     | Partitioning | Fuzzy | Complete | No |

With the aim of finding and understanding the underlying relationships between the different market players, the proposed model engine is based on an unsupervised cluster analysis. This exploratory science develops and assesses different methods for grouping or structuring datasets according to intrinsic characteristics or attributes (Jain, 2010). Furthermore, it represents a taxonomic tool whose main goal is to maximize the intraclass similarity while minimizing the interclass similarity. Clustering is usually comprised by tools based on unsupervised learning since no labels are available a priori for classification.

Several algorithms for clustering have been developed in the last decades. A comprehensive review can be found in (Jain, 2010) along with a description of the challenges and issues while using them. As stated by (Tan et al., 2013), clustering algorithms can be categorized according to the following features: nesting, exclusiveness, completeness and visualization. With the objective of selecting the most suitable tools for the purpose of the analysis, five techniques are preliminarily considered in this study, those shown in Table 1.

In this work, hierarchical, overlapping, fuzzy or partial algorithms are discarded due to the requirements of the clustering requirements (see description below). Eventually two different engines, sequentially applied, have been chosen for the method:

A. Self-Organizing Maps (SOMs). The main idea behind SOMs, in addition to clustering, is visualizing on a 2D map the multidimensional relationships (in terms of links and distances) between those clusters (Kohonen, 2001). This visualization of the inner relationships may ease the analysis in real business cases. In this type of neural network, neurons (also referred to as nodes or units) act as centroids for each cluster and are set up as an interconnected net which maintains the topology of the original dataset. In fact, if this neighbor concept was removed, their behavior would be similar to traditional K-means. Some SOM outputs that can be used for the analysis include not only the clusters built for each neuron (and their correspondent individuals) but also the distances between neurons (a proxy for similarity) and the relative weights of the attributes for each of the neurons (a proxy for the classification relevance).
shown in Table 1, SOM is not a pure complete algorithm (in the sense that all the samples are allocated to a given neuron or cluster, namely, no sample is left orphan). Instead, aiming at mapping the underlying structure of the information, there is also the possibility that some neurons may not be assigned any training sample (absolute). This is relevant when considering the potential subsequent use of the SOM to map or interpolate samples or individuals afterwards and independently from the training subset.

B. K-means. This is the most common algorithm for partitioning clustering purposes and it is based on the grouping of the samples into an a priori $k$ number of groups. It aims at minimizing the Sum of Squared Errors (SSE) or variance criterion, which is computed as the Euclidean distance between each individual and the cluster node to which it has been allocated (Bock, 2008). After initialization, the centroids of each cluster are moved iteratively following the points of the dataset which are assigned to it until the calculations converge. For the purposes of this work’s method, and in order to hypercluster the previously SOM neurons, the desired algorithm must be exclusive (including each individual in only one cluster) and complete (grouping all the individuals but without creating empty clusters). This is the reason behind the selection of the K-means for this second step given the features in Table 1.

These two algorithms have been extensively compared in the literature. While SOMs show fair capabilities for data visualization and representation of data in a lower dimension (Mangiameli et al., 1996), K-means may achieve better accuracy (Mingoti and Lima, 2006). Hence, the characteristics of the target dataset as well as the purpose of the analysis can be factors to take into account when deciding on which algorithm to use.

Attention must be paid in both cases (but specially for SOMs) to the training stage. During this phase, all the network parameters or cluster nodes and weights are defined by means of an unsupervised learning algorithm that aims to optimize a predefined objective function (usually minimizing the sum of errors estimated as the Euclidian distance between each individual and its designated node).

Another consideration is that SOMs, due to their 2D-interconnected neurons, may work better than K-means for multidimensional populations that are suspected to be warped in a lower-dimensional space (which can be the case when some variables are partially correlated). SOMs seem also to show a more robust behavior in the sense that K-means usually enforces clusters to be of a similar size, while some of the SOM neurons can be empty (with no individuals assigned, see description for absolute above).

One important parameter that requires special attention is the number of clusters (neurons in the case of SOMs) chosen during the analysis (Fraley and Raftery, 1998). Commonly, K-means is used with a low number of groups (2–10) while SOMs are usually comprised by nets in the order of 100 neurons (e.g. in a $10 \times 10$ grid). The eventual selection of this number of clusters should be the result of a trade-off between six main factors: (i) the desired outcome of the analysis, (ii) the easiness of visualization, (iii) the number of samples or individuals that are being clustered, (iv) the intra-cluster cohesion and intra-cluster separation, (v) the final sum of errors derived from the clustering, and (vi) computing resources required. Although the decision and unsupervised validation may be taken empirically (based on external expert decision for i or ii) or a priori (e.g. based on iii), there are qualitative techniques such as the silhouette coefficient (Kaufman and Rousseau, 1990) and the elbow or scree test (Pérez-Campuzano et al., 2018) that can help to find a preliminary estimate (based on iv and v respectively).

The approach proposed here consists in firstly set up the SOM with a relatively high number of neurons (based on i, ii and iii) and feeding it with the initial dataset of individuals and, after that, applying the K-means over the resulting neurons of the SOM, using this time a lower number of hyperclusters. This can eventually ease the analysis phase since the complex SOM can be broken down into fewer hyperclusters with similar features (thus grouping the individuals into a high-level classification) while also maintaining the topology of the network as well as its lower-level detail and 2D visualization.

3.2. Potential use cases

This proposed method offers several opportunities as potential use cases or applications. In terms of their time scope, they can be divided into the two categories below:

- **Historical analysis.** The most straightforward use is the assessment of the past evolution of the market by the direct application to actual historical data. Market trend identification and competitor surveillance are some of the potential outcomes.

- **Forecasting.** A prognosis could be carried out based on the actual past behavior and its future evolution either by assuming prospective market constraints or the impact of potential actions a company is assessing within its strategic roadmap.

In both cases, the method can be used to extract insights in many different aspects. Some of these are the impact of intrinsic or extrinsic crises or disruptive events (such as the 9/11 attacks, the financial crisis in 2008 or the COVID-19), the analysis of the variables or attributes (especially by the assessment of the neurons weights and their relative impact in each of the clusters) or the analysis and comparison of competitors.

The business model definition (FSNC, LCC, etc.) has been an historical research topic in the air transport literature (Sengur and Sengur, 2017). In the past, several models have been developed in order to classify the different carriers through the business model spectrum: (Mason and Morrison, 2008), (Lohmann and Koo, 2013) and (Jean and Lohmann, 2016). According to the DM method proposed in this paper, an examination of the network architecture and its underlying relationships with the variables employed could also lead to specific conclusions in this regard.

Another potential area of study is the Mergers & Acquisitions (M&A) activity. This could be addressed by analyzing the consequences of past mergers in terms of the evolution of both the acquiree and, specially, the acquirer or by feeding the model with potential individuals build based on the consolidated figures of two existing carriers. The results could be also compared with other conclusions extracted from the literature such as the relation between the profitability of the airlines involved in the M&A operation and its impact on the cost structure of the resulting firm (Gudmundsson et al., 2020).

Regulation is also a relevant topic in the air transport industry since it has played a major role in the past by means of impacting the procedures, operations or finance of the carriers. The method could be used in order to estimate the impact of future regulations in the industry as well as to support the definition of potential mandatory requirements such as those enforced after the COVID-19 outbreak (Abate et al., 2020).

A final consideration for the use of this method is that, once the SOM or K-means model is built and trained (i.e. all the network parameters or cluster nodes and weights are defined), it can be fed with new data (additional competitors, years, hypotheses, etc.). This can be useful in order to analyze in which clusters these new individuals (actual or based on assumptions) should be allocated. However, if any of these new samples fall outside the domain of the initial training set or population the resulting extrapolation may result inaccurate or biased; hence retraining with the extended dataset might be recommended.

4. Case study: historical evolution of the US airline industry

As a way to showcase the possibilities of the method, in this section the proposed approach is applied to a historical database of financial and operational data from 18 US airlines gathered through the years 1991–2020. The arrangement of the process workflow has been featured...
in the bottom half of Fig. 1.

4.1. Data preparation

As already mentioned, data preparation represents a very important (and resource consuming) process when dealing with DM or ML projects. In this section, the main actions taken in order to handle the data are described, from the raw sources up to the model input.

4.1.1. Raw data cleaning and integration

Data in this analysis is gathered from the Bureau of Transportation Statistics (BTS), one of the federal agencies in the US that collects data from transportation economics, multimodal freight and commercial aviation. In particular, data from the Form 41 and other air operational schedules is used in this study. Original sources can be found at (BTS, 2018) and a useful introduction to these resources is gathered in (Durso, 2007).

Aviation databases from BTS are available in a semi-structured format and each of the different forms and schedules shows a different attribute distribution and temporal scope, which difficulties its usage for data analysis. For example, while some databases are segregated by attribute distribution and temporal scope, which difficulties its usage for data analysis. For example, while some databases are segregated by airline and with annual data, others are built at a monthly aircraft level.

Table 3

| Carrier | IATA Code | Model | Recorded years | Revenue (b) | Δ |
|---------|-----------|-------|----------------|-------------|---|
| Existing |           |       |                |             |   |
| 1 | Delta Airlines | DL | FSNC | 30 91-20 | 47.1 | 17.1 | -64% |
| 2 | American Airlines | AA | FSNC | 30 91-20 | 45.8 | 17.3 | -62% |
| 3 | United Airlines | UA | FSNC | 30 91-20 | 43.3 | 15.4 | -65% |
| 4 | Southwest Airlines | WN | LCC | 30 91-20 | 22.4 | 9.0 | -60% |
| 5 | Alaska Air Group | AS | FSNC | 30 91-20 | 8.8 | 3.6 | -59% |
| 6 | JetBlue Airways | B6 | LCC | 21 00-20 | 8.1 | 3.0 | -63% |
| 7 | Spirit Airlines | NK | LCC | 29 02-20 | 3.8 | 1.8 | -53% |
| 8 | SkyWest Airlines | OO | Reg. | 18 03-20 | 2.9 | 2.1 | -28% |
| 9 | Hawaiian Airlines | HA | FSNC | 30 91-20 | 2.8 | 0.8 | -70% |
| 10 | Frontier | P9 | LCC | 27 94-20 | 2.5 | 1.3 | -50% |
| 11 | Allegiant Air | G4 | LCC | 23 08-20 | 1.7 | 0.9 | -47% |
| 12 | Envoy Air | MQ | Reg. | 30 91-20 | 1.4 | 1.0 | -29% |
| 13 | Republic Airlines | YX | Reg. | 16 05-20 | 1.3 | 1.0 | -27% |

| Extinct |           |       |                | Last 2 years revenue (b) | Merged into |
|---------|-----------|-------|----------------|------------------------|------------|
| 1 | US Airways | US | FSNC | 25 91-15 | 15.814 | 7.515 | AA |
| 2 | Northwest | NW | FSNC | 19 91-09 | 14.105 | 10.606 | DL |
| 3 | Continental | CO | FSNC | 21 01-11 | 14.610 | 16.211 | UA |
| 4 | AirTran | FL | LCC | 19 94-12 | 2.912 | 0.712 | WN |
| 5 | Virgin America | VX | LCC | 11 07-17 | 1.716 | 1.617 | AS |
levels (from higher to lower): airline, entity (airline’s market unit which operates one region) and aircraft. Not all the data is available at entity or aircraft level in the BTS repository so these databases comprise fewer variables or attributes than the one at airline level. The resulting aggregated databases include data from 1991 to 2020 and a summary of their main features can be read in Table 2.

4.1.2. Model input reduction and transformation

For this case study, one of the aforementioned aggregated databases was used, the one which gathers annual data at airline level. Particularly, the 18 airlines shown in Table 3 have been included in the analysis as a reduced population. This selection is originally based on the top 13 US passenger carriers in terms of revenues in 2019. In addition, 5 extinct airlines that were merged into some of the former in the recent past have been also included in the analysis (last five rows in Table 3). This aims to properly visualize how the M&A consolidation modified the industry landscape. In total, the population included in the simulation amounts to 439 individuals (total sum of the recorded years).

Regarding the variables used to feed the model, Table 4 shows the 12 different attributes analyzed for each carrier. The selection of these variables has been based on external a priori considerations such as (i) their capacity to represent the global business performance (thus combining some of the original variables), (ii) their availability in the BTS database (low ratio of missing values on the records) or (iii) the possibility of being accessible in other markets or organizations in order to reproduce and compare this analysis, or even to include airlines from other countries directly into this model. It must be also mentioned that the input dataset was transformed through standardization in order to avoid statistical bias in the model due to different orders of magnitude in the variables’ units.

4.2. Results

In this section, the results of the application of the methodology to the historical US case study are shown along with some observations arisen from its analysis and visualization. Firstly, the resulting network structure and parameters are discussed and later the analysis focuses on the specific individuals (carriers throughout the years) and their allocation in the network.

4.2.1. Network architecture

Once the model input has been prepared and preprocessed it is ready to be fed into the engines. In this case the SOM is preconfigured as a 15 × 15 neural network with hexagonal neurons (each one being connected to other 6). After training the SOM, the K-means is applied to the resulting neurons using 4 hyperclusters (Red, Green, Yellow and Blue). Both processes are carried out by means of ML engines and specifically with unsupervised learning algorithms, since no labelling or categorization was attached to the data a priori. As a way to better understand the relationships between neurons and between hyperclusters, Fig. 2 shows the non-dimensional multivariate distances among them.

It can be observed how the distances relatively resemble the results of the K-means grouping. The higher distances usually correspond to the borders between the hyperclusters built by the K-means engine. This is clearly visible in the Blue-Red-Yellow border around F13 or F10, in the Red-Yellow border in J1-H7 or in the Yellow-Green border in J15-K13-M13.

However, due to the complexity of the network, the distances represented in Fig. 2 also allow to extract a deeper detail in the relationship between neurons within the same hypercluster. For example, the upper area of the Yellow hypercluster seems quite homogeneous (small distances) while the Green hypercluster seems quite fragmented given that some specific neurons have been allocated far away from their neighbors (L15, O15 and O10).

Another type of analysis can be conducted by assessing the weights of the neurons assigned to each variable, represented in the maps of Fig. 3. This may be useful in order to assess the relevance of the attributes in the SOM architecture definition or to easily identify outliers among the
In some variables, the SOM has been automatically structured in such a way that the individuals with the highest values are clearly grouped towards specific areas, which may have eventually also influenced the definition of the hyperclusters. This happens for example for the **Op. Revenues** (top-left, corresponding with the Blue hypercluster) or the **Working Capital Ratio** (bottom-right).

Other variables seem quite biased due to outliers such as the **Op. Margin**, **Profit Margin** or the **CASM**, **RASM** and **Yield**, these last 3 also showing a certain level of correlation among them. It is worth mentioning that most of these outliers (L15, O15 and O10) have been allocated to the fragmented Green hypercluster.

For the rest of the variables, the distribution is more heterogeneous although some patterns can also be identified. For example, for the **Load Factor**, **Average Route Distance** and **Employee Yield** the values grow from right (Yellow-Green) to left (Red-Blue), while for the **Fuel Cost Ratio** this happens from top (Blue-Yellow-Green) to bottom (Red-Yellow).

This information regarding the distribution of the weights of neurons shows a certain level of correlation among them. It is worth mentioning that most of these outliers (L15, O15 and O10) have been allocated to the fragmented Green hypercluster.

For the rest of the variables, the distribution is more heterogeneous although some patterns can also be identified. For example, for the **Load Factor**, **Average Route Distance** and **Employee Yield** the values grow from right (Yellow-Green) to left (Red-Blue), while for the **Fuel Cost Ratio** this happens from top (Blue-Yellow-Green) to bottom (Red-Yellow).

This information regarding the distribution of the weights of neurons...
for each of the hyperclusters is qualitatively summarized in Table 5. Whenever the neurons within a certain hypercluster featured very different weights values a striped hexagon is shown with the range of different values.

4.2.2. Airline visualization and analysis

This section analyzes the allocation of the specific individuals through the network. As a general picture, the resulting individual allocation is represented in Fig. 4. Each hexagon represents one neuron and includes the individuals (airline and year) allocated to it. Hyperclusters resulting from the application of the K-means algorithm (Red, Green, Yellow and Blue) are also represented using colors.

In order to ease the visualization of each of the carriers’ evolution, the neurons where a certain airline is present have been colored and connected with lines following its annual evolution in Fig. 5. This leads to a representation that resembles star constellations and which illustrates how the individual has evolved throughout the SOM and along the years.

One of the main common behaviors shown in Fig. 5 is that most of the airlines move chronologically from right to left according to the SOM architecture. Additionally, the different business models seem to be allocated into certain regions of the SOM and the reasons may be partially explained by the value of the weights of the variables in Fig. 3 and Table 5. In particular, the big-scale FSNCs (DL, AA, UA, US, NW and CO) feature horizontal constellations that tend to be placed in the upper-left part of the SOM (Yellow and Blue hyperclusters) where the Op. Revenue and Average Route Distance are higher. Mid-scale LCCs occupy the mid-Yellow and Red hyperclusters, mainly characterized by high Load Factor, Fuel Efficiency and Employee Yield. Finally, Regionals (OO, MQ and YX) tend to populate the bottom-right area (Yellow) probably due to low Average Route Distance and Fuel Efficiency as well as high Fuel Cost Ratio.

It is worth noting that, while the general evolution seems quite smooth for most of the individuals (with relatively stable direction and small jumps from neuron to neuron or year over year), there are some events that seem to cause more erratic or sharp movements in the map.

The 3 major mergers included in the analysis (US into AA, NW into DL and CO into UA) represent one example of these sudden changes in the constellations (AA in B12-D15, DL in C11–C13 or UA in C12-A13). Probably due to the smaller scale of the acquirees, the rest of M&A operations (FL into WN and VX into AS) do not seem to have caused a severe impact in the chronological trajectory of the acquirer.

Another event that seems to cause entanglements (broad jumps as well as back-and-forth movements) in the constellations is the crisis in 2008 and subsequent years (e.g. DL in B11–C11, AA in D14-E14-E15, B6 in E2-E4, NK in F3-D4, HA in D3-E8, F9 in G4-G7 or CO in D13-D12). On the contrary, other airlines show a smoother evolution through those difficult years (e.g. WN in I3, AS in H4, OO in M2 or G4 in F2) as a potential sign of higher resilience.

The COVID-19 has caused an unprecedented shock in the airlines, which is clearly noticeable in the different constellations. Most of the airlines abruptly jumped in 2020 (dashed lines) towards the top-right area of the SOM (Green hypercluster) probably as a consequence of the sharp decline in operations, revenues and profits.

Another simplified way to represent the results and evaluate the underlying dynamic behavior of the population is to observe the evolution of the airlines over the years through their hypercluster allocation. This is shown in Fig. 6, where the historical evolution of each carrier is classified according to the results of the K-means engine.

The first observation arising from Fig. 6 is that most of the carriers were allocated to the Yellow hypercluster until the early 2000’s. Particularly, during the years 2004–06 there was a transition where
most of the airlines moved towards Blue (in the case of FSNCs) or Red (in the case of LCCs). Regional carriers (OO, MQ and YX) show a particularly different behavior, allocated mostly to Yellow and Green. This demonstrates how the model, given the defined input variables, seems to show certain capability to discern between these 3 business models or even to help on the identification of business model shifts over time from a particular carrier.

As some exceptions or anomalies, it is worth mentioning the Green case, which seems to accommodate those individuals with low profitability such as the first years of operation (F9, G4, FL or VX) or most of the 2020 individuals affected by the pandemics. In fact, only 3 out of the 13 existing carriers have managed to move towards the Yellow hyper-cluster rather than to the Green one (NK, F9 and G4). This may be a manifestation of higher resiliency of those organization in face of market disruptions such as COVID-19.

5. Conclusions

In order to support the strategic decision-making process of the airlines, this paper proposes a Data Mining (DM) approach (focused on visualization) with the objective of extracting market knowledge from any database (e.g. financial or operational) of industry players or competitors. Particularly, after a review of the state-of-the-art, a method that combines two clustering techniques (Self-Organizing Maps -SOMs- and K-means) is suggested for potential use in different sectors and with several promising dynamic applications. As a case study, after a preprocessing phase, 30-year data from 18 US passenger airlines is used to showcase the capabilities of this tool, which allows to draw general conclusions regarding the evolution of the market trends and players as well as particular observations in relation to relevant events, especially the COVID-19 consequences.

The model is configured as a SOM with a size of 15x15 hexagonal neurons which, after its training, are segregated into 4 different hyper-clusters using the K-means algorithm. A preliminary analysis of the resulting architecture helps to understand the underlying structure of the industry by examining the distances between neurons as well as the neurons weights that influence the allocation of the individuals according to the values of their variables.

A further analysis focusing on the specific carriers and their historical evolution throughout the network and hyperclusters allows to draw observations according to both their localization in the SOM as well as the degree of smoothness of its chronological trajectory. The former seems to show certain correlation with the corresponding business model and the hypercluster classification may be able to identify differences between FSNCs, LCCs and Regionals. Regarding the latter, the 3 biggest acquisitions included in the analysis cause sharp changes in the trajectory of the acquirers; this is not the case of the other 2 smaller mergers. Other events such as the 2008 crisis and, of course, the COVID-19.
19 shock are observable in the airlines’ behavior, being characterized by back-and-forth movements in the former case and by an abrupt jump towards the low-profit area of the map in the latter.

A final study regarding the hypercluster allocation per carrier through the 3 decades seems to show a certain capability by the model to discern between the 3 business models considered (FSNC, LCC and Regionals). Outliers and the evolution of the airlines can be also identified and assessed using this visualization.

As potential pathways for future developments, the nature of the analysis could be modified using as input databases segregated by data nature such as operational data, revenues, expenses, etc. This could give more insight regarding airline grouping by categories or business models, not only the traditional ones (FSNC, LCC, etc.) but also other alternative types such as the Airlines-within-Airlines (Pearson and Merkert, 2014). Segregation could be also carried out in terms of different aircraft, entities (markets served) or air service classes. Furthermore, players from other markets (EU, APAC, etc.), segments (passenger, cargo), modes (road, rail or water), value chain stages (manufacturers, airports, handling firms, etc.) or industries (renewable energy, banking, health, etc.) could be also studied using the proposed DM approach.

The model engine or clustering techniques used here could be also further explored. In particular, other unsupervised clustering tools could be applied to the databases such as t-Distributed Stochastic Neighbor Embedding (t-SNE), Uniform Manifold Approximation and Projection (UMAP), fuzzy c-means, or traditional hierarchical clustering algorithms as mentioned in (Li, S. & Shue, 2004).

In addition, anomaly detection techniques could be also used for finding anomalous cases in the industry, which may be useful to understand past events and foresee coming disruptions or failures. A similar approach has been applied in (Li et al., 2016) but for flight operation and safety monitoring in that case. Besides, supervised learning methods may be used for developing predictive or estimation models.

Regarding the variables used, a dimensionality reduction and feature selection stage could be also done using filters, wrappers or embedded methods with techniques such as autoencoders, correlation coefficients (both input-input or input-output), or Principal Component Analysis (PCA) as in (Pérez-Campuzano et al., 2016).

To conclude, this and many other similar papers show how new digital technologies may enable the extraction of additional wisdom from databases and complement the traditional decision-making process. Hopefully the approach showcased throughout this paper may encourage practitioners to start applying these Artificial Intelligence tools within the industry.
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