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Abstract
We demonstrate the implementation of a novel machine learning framework for probability density estimation and classification using quantum circuits. The framework maps a training data set or a single data sample to the quantum state of a physical system through quantum feature maps. The quantum state of the arbitrarily large training data set summarises its probability distribution in a finite-dimensional quantum wave function. By projecting the quantum state of a new data sample onto the quantum state of the training data set, one can derive statistics to classify or estimate the density of the new data sample. Remarkably, the implementation of our framework on a real quantum device does not require any optimisation of quantum circuit parameters. Nonetheless, we discuss a variational quantum circuit approach that could leverage quantum advantage for our framework.
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Introduction
Quantum machine learning (QML) is regarded as an early application of noisy intermediate-scale quantum computing that could leverage quantum advantage (Bharti et al. 2022; Huang et al. 2021a, b, c). During the last few years, there have been several proposals to perform different supervised and unsupervised QML tasks (Rebentrost et al. 2014; Schuld et al. 2015; Dunjko and Briegel 2018; Biamonte et al. 2017; Bharti et al. 2022). Most of the QML literature focuses on gradient-based algorithms that rely on hybrid approaches whereby a classical computer is used to update variational parameters of quantum circuits to minimise a given cost function (Benedetti et al. 2019a; Caro et al. 2021). However, gradient descent—applied to quantum circuits—is known for scaling poorly with the number of qubits, as the probability of the gradients being non-zero is exponentially small as a function of the number of qubits (McClean et al. 2018). This phenomenon is commonly addressed as the barren plateau problem and jeopardises the practical achievement of quantum advantage. For this reason, there has also been a general interest of using gradient-free techniques to train variational quantum circuits (Franken et al. 2020; Benedetti et al. 2019b; Peruzzo et al. 2014; Khatr et al. 2019; Leyton-Ortega et al. 2021) (despite some controversy (Arrasmith et al. 2021; authorname year; Cerezo et al. 2021)), as well as coming up with quantum-inspired gradient-free machine learning methods that can run both on classical and quantum computers (González et al. 2021a, b; Sergioli et al. 2019).

In this work, we report the implementation of an optimisation-free framework (González et al. 2021a, b), based on a kernel approximation strategy (Mengoni and Di Pierro 2019; Schuld and Killoran 2019; Havlíček et al. 2019; Blank et al. 2020), on real quantum devices for density estimation and classification1. This framework can be used for supervised and unsupervised machine learning tasks, which we exemplify through density estimation and classification. Its main feature is that a data set of arbitrarily many samples can be compressed into a quantum state of a fixed number of qubits. Once this quantum state is prepared, it is projected onto a quantum
state of a sample that is to be classified or whose density is to be estimated. The latter quantum state is built using a quantum feature map encoding. Therefore, classification or density estimation (unlike many quantum kernel methods) can be achieved by just a single estimation of a quantum state overlap between a quantum state that encodes an arbitrarily large data set and the corresponding quantum state of the sample of interest.

This paper is organised as follows. Section 2 explains the optimisation-free framework for density estimation and classification. Section 3 shows how to perform these tasks on a quantum computer. Then, Section 4 presents results for a couple of experiments carried out on real quantum devices. After that, Section 5 discusses the results in light of future challenges. Finally, Section 6 concludes.

1 Optimisation-free density estimation and classification

In this section, we outline the algorithms for density estimation and classification based on quantum measurements performed on general physical systems, which can be efficiently simulated in classical computers (González et al. 2021a, b).

The departure point for both algorithms is the availability of a quantum feature map (QFM) \( \psi : \mathcal{X} \to \mathcal{H}_X \), where \( \mathcal{X} \) is the space of classical data features, and \( \mathcal{H}_X \) is the Hilbert space of some physical system. Thus, the QFM maps a data sample to the quantum state of a physical system, i.e. \( \psi : x_i \mapsto |\psi_i\rangle = \psi(x_i) \), where \( i \) indexes a set of data samples.

A quantum state for a data set of \( N \) samples \( \mathcal{D} = \{x_i\}_{i=1,...,N} \) can be built through

\[
|\Psi\rangle = \mathcal{N}^{-1} \sum_{i=1}^{N} |\psi_i\rangle,
\]

where \( \mathcal{N} \) is a normalisation constant. Equation (1) shows that the data set state is a superposition of the states corresponding to each sample.

1.1 Density estimation

Density estimation can be seen as the question: how likely is it that a point \( x_* \in \mathcal{X} \) is sampled from a distribution from which a data set \( \mathcal{D} \) has already been sampled? The quantum state in Eq. (1) encodes an estimation of the underlying probability distribution of the training data set. The structure of the estimated probability distribution is given by the QFM. This view is rather useful in quantum mechanics, as the state \( |\Psi\rangle \) is naturally related to a probability distribution. We can evaluate this estimation through the usual Born rule, i.e. at a point \( x_* \), the estimated probability density is

\[
f(x_*) = |\langle \Psi | \psi(x_*) \rangle|^2 = |\langle \Psi | \psi_* \rangle|^2.
\]

Equation (2) exploits the especial relation between probability and geometry in quantum mechanics, whereby purely geometrical operations result in probability estimations. More explicitly, the prediction will be \( \mathcal{N} \sum_{i=1}^{N} |\langle \psi_i | \psi_* \rangle|^2 \), where—due to the superposition property shown in Eq. (1)—the argument of the square modulus resembles the Parzen-Rosenblatt estimator (Parzen 1962; Rosenblatt 1956) if \( |\psi_i | \psi_* \rangle = k(x_i - x_*) \), for some kernel function \( k \). Examples of such kernel functions will be given in Section 4.

1.2 Classification

To incorporate a class \( y_i \in \mathcal{Y} \) for each sample \( x_i \in \mathcal{X} \), we consider another QFM \( \phi : \mathcal{Y} \to \mathcal{H}_Y \), where \( \mathcal{Y} = \{1, \ldots, K\} \) is a discrete set of \( K \) elements or classes, and \( \mathcal{H}_Y \) is the Hilbert space of some physical system. Therefore, a labelled data set \( \mathcal{C} = \{(x_i, y_i)\}_{i=1,...,N} \) can be mapped to a quantum state via

\[
|\Psi\rangle = \mathcal{N}^{-1} \sum_{i=1}^{N} |\psi_i\rangle \otimes |\phi_i\rangle,
\]

where \( |\phi_i\rangle = \phi(y_i) \).

As explained in Ref. González et al. (2021a), the classification of a new data point \( x_* \) consists of projecting the \( \mathcal{X} \) part of the data set quantum state onto the corresponding new data point quantum state \( |\psi_*\rangle \). More formally, we represent the state of the new data point in the combined space \( \mathcal{H}_X \otimes \mathcal{H}_Y \) as \( |\psi_*\rangle \langle \psi_*| \otimes |\phi_y\rangle \), where \( |\phi_y\rangle \) represents the unknown state of the \( \mathcal{Y} \) component. We project this state onto the data set state \( |\Psi\rangle \langle \Psi| \). After normalising, we trace out the degrees of freedom corresponding to the \( \mathcal{X} \) part of the quantum system, leaving a reduced density matrix

\[
\rho_y(x_*) = \text{Tr}_X \left( \frac{|\Psi\rangle \langle \Psi| (|\psi_*\rangle \langle \psi_*| \otimes |\phi_y\rangle \otimes |\phi_y\rangle)}{\text{Tr}(|\Psi\rangle \langle \Psi| (|\psi_*\rangle \langle \psi_*| \otimes |\phi_y\rangle \otimes |\phi_y\rangle))} \right)
\]

from which we can obtain the probability

\[
P(k | x_*) = \langle \phi_k | \rho_y(x_*) | \phi_k \rangle \]

that \( x_* \) is of the class \( k \). Note that \( \rho_y(x_*) \) contains all the probabilities of \( x_* \) belonging to any class. However, we can directly calculate the probability through yet another application of the Born rule

\[
P(k | x_*) = \frac{|\langle \psi_* | (|\psi_*\rangle \otimes |\phi_y\rangle)|^2}{\text{Tr}(|\Psi\rangle \langle \Psi| (|\psi_*\rangle \langle \psi_*| \otimes |\phi_y\rangle \otimes |\phi_y\rangle))}.
\]
2 Circuit implementation

In Sections 3.1 and 3.2 we will show how density estimation and classification can be carried out when the QFMs map classical data onto the state of a multi-qubit system. Section 3.3 will discuss how the particular quantum circuit unitaries can be implemented to perform density estimation and classification.

2.1 Density estimation

A general quantum circuit for probability density estimation is given in Fig. 1(c), where the probability density at a point \( x_\star \) is computed using a training data set \( \mathcal{D} \). Similarly as in classification, the quantum circuit can be seen in two ways in order to grasp which states are being prepared: from left to right, the unitary \( U_{\phi} \) prepares the data set quantum state \( |\Psi\rangle = U_{\phi}|0\rangle^{\otimes N_X} \); and from right to left, the unitary \( U_\star \) prepares the sample data point quantum state \( |\psi_\star\rangle = U_{\star}|0\rangle^{\otimes N_X} \). Here, \( N_X \) is the number of qubits used to represent the data features. Thus, the complete circuit prepares the state \( U_{\star}^\dagger U_{\phi}|0\rangle^{\otimes N_X} \), whose projection onto \( |0\rangle^{\otimes N_X} \) gives the probability density at \( x_\star \).

The latter procedure allows the direct estimation of the probability density as shown in Eq. (2) by making \( M \) measurements of the quantum circuit and by computing

\[
\hat{f}(x_\star) = \frac{M_0}{M}
\]

, where \( M_0 \) is the number of times that the \( 0 \) bit string is measured. Explicitly, the complete protocol can be carried out as follows:

1. Given a QFM \( \psi_\star \), compute \( |\psi_i\rangle = \psi(x_i) \) for each data sample in \( \mathcal{D} \).
2. Compute the training data set using Eq. (1).
3. Use an arbitrary state preparation algorithm (see Section 3.3) to get the circuit \( U_{\phi} \) that prepares the state in Eq. (1) on a quantum computer.
4. Compute \( \psi(x_\star) \) for a new data point \( x_\star \).
5. Use the arbitrary state preparation algorithm in step 3 to get the circuit \( U_{\star} \) that prepares \( \psi(x_\star) \).
6. Run the circuit depicted in Fig. 1(c) \( M \) times to estimate \( M_0/M \) with whatever required precision you need.

Note that once the state in Eq. (1) has been computed, there is no need to perform steps 1–3 to estimate the density of new data points.

2.2 Classification

A general quantum circuit for classification is depicted in Fig. 1(a), where the probability that a new data point \( x_\star \) is of class \( k \) is computed using a training labelled data set \( \mathcal{C} \). The quantum circuit can be seen as follows. From left to right, the unitary \( U_{\mathcal{C}} \) prepares the quantum state of the data set \( \mathcal{C} \): \( |\Psi\rangle = U_{\mathcal{C}}|0\rangle^{\otimes N_X+N_Y} \), where \( N_Y \) is the number of qubits used to represent the data labels. From right to left, the unitary \( U_{\star} \) prepares the quantum state of the new data point along the \( k \)-th class direction: \( |\psi_\star\rangle \otimes |\phi_k\rangle = U_{\star} \otimes U_{k}|0\rangle^{\otimes N_X+N_Y} \). Therefore, the quantum circuit prepares a state \( (U_{\star}^\dagger \otimes U_{k}^\dagger)U_{\mathcal{C}}|0\rangle^{\otimes N_X+N_Y} \) such that its projection onto \( |0\rangle^{\otimes N_X+N_Y} \) gives the probability of \( x_\star \) being classified in class \( k \).
Thus, the classification probability can be estimated by sampling the quantum circuit $M$ times and counting the number of times $M_{0}$ that the $\mathbf{0}$ bit string is measured. Then, the estimated probability is $\hat{P}(k|\mathbf{x}) = M_{0}/M$.

To summarise, a recipe similar to the one shown in Section 3.1 can be followed to perform classification:

1. Given a pair of QFMs $\psi$ and $\phi$ for data features and labels, compute $\psi(x_{j})$ and $\phi(y_{j})$ for every pair in the classification data set $\mathcal{C}$.
2. Compute the training data set using Eq. (3).
3. Use an arbitrary state preparation algorithm (see Section 3.3) to get the circuit $U_{\psi}$ that prepares the state in Eq. (3) on a quantum computer.
4. Compute $\psi(x_{*})$ for a new data point $x_{*}$.
5. Use the arbitrary state preparation algorithm in step 3 to get the circuit $U_{\psi}$ that prepares $\psi(x_{*})$.
6. Run the circuit depicted in Fig. 1(a), where $U_{k}$ is not required if $\phi$ is the one-hot encoding, as explained in the Appendix. This circuit has to be run $M$ times to estimate $\hat{P}(k|x_{*})$ with a desired precision.

As in Section 3.1, once the state in Eq. (3) has been computed, there is no need to perform steps 1–3 to classify a new data point.

### 2.3 Multi-qubit quantum state preparation

The method that we have so far explored depends on the ability to compile the unitaries $U_{X}$ for $X = \mathcal{C}, \mathcal{D}, \mathcal{S}, \mathcal{K}$ into quantum circuits readable by current quantum computers. Most current quantum computers have primitive one- and two-qubit gates that allow universal quantum computation. Therefore, even though the general unitary $U_{X}$ is known, we need to decompose it into the primitive quantum gates of a quantum computer.

Several algorithms for arbitrary unitary decomposition have been suggested (Barenco et al. 1995; Möttönen et al. 2004; Krol et al. 2022; Li et al. 2013). In this work, we use the algorithm proposed in Ref. Shende et al. (2006), which offers a preparation of an $n$-qubit state using at most $2^{n+1} - 2n$ CNOT gates. This algorithm is implemented in the popular library for quantum computing Qiskit (Treinish et al. 2022), which we used to connect to publicly available quantum computers from IBM.

Remarkably, recent work has produced new ways to prepare arbitrary quantum states using shallow quantum circuits (Bausch 2020), by using additional ancillary qubits (Araujo et al. 2021; Zhang et al. 2021), by training parametrised quantum circuits in the so-called quantum machine learning setup (Schuld and Killoran 2019; Haug et al. 2020; Raktya and Zimborás 2020), or even by implementing tensor-network inspired gradient-free optimisation techniques (Shirakawa et al. 2021).

Regardless of the quantum state preparation algorithm, our density estimation and classification framework retains the advantage of condensing the complete, arbitrarily large data set into a single quantum state of fixed size.

### 3 Results

The quantum circuit shown in Fig. 1(a) was used to classify data in a XOR disposition, as shown in Fig. 1(c). Such toy data set is able to tell apart linear classifiers from non-linear classifiers. In our case, non-linearity is induced by the QFM. As an example, we consider the following QFM

$$\psi(x_{1}, x_{2}) = 2 \sum_{i=1}^{2} (\sin \pi x_{i}|0\rangle + \cos \pi x_{i}|1\rangle).$$

which ensures that the induced kernel $|\psi^{\dagger}(x)\psi(x')|^{2}$ is a pairwise cosine-like similarity measure $\cos(x_{1} - x_{1}') \cos(x_{2} - x_{2}')$. Regarding class labels, we selected the one-hot encoding as the QFM, such that red points are mapped to $|0\rangle$ and blue points are mapped to $|1\rangle$. Thus, a total of three qubits are used to perform the classification quantum circuit, with two qubits encoding the data features, and the remaining one encoding the class label.

Figure 2 shows three panels that display the probability that a point placed in $[0, 1] \times [0, 1]$ is assigned to the red class or the blue class. The three panels correspond to a classical simulation of the classification quantum circuit on the left, a classical simulation of the corresponding noisy quantum circuit on the middle, and the classification carried out on the IBM Bogotá quantum device on the right. The noise model for the quantum circuit, as modelled by IBM’s Qiskit (Treinish et al. 2022), applies imperfect gates that have been fit to experimental measurements to a Krauss noise model (Bogdanov et al. 2013). It is worth noting that the state of a noisy quantum circuit is never described by a state vector. Instead, it is described by a density matrix. However, this is not exactly how noise is modelled in Qiskit. Imperfect gates are applied instead of the ideal ones with a previously measured probability distribution for selecting the gate to apply. This way of applying noisy gates is analogous to the quantum trajectory approach (Dalibard et al. 1992; Mölmer et al. 1993), where the state vector of the quantum circuit is updated with the application of gates (called collapse operators in the open quantum system literature). The true quantum state, described by a density matrix, can be recovered by averaging many realisations of the noisy quantum
circuit, which is done by running the stochastic quantum circuit many times. The noisy processes that are taken into account are single-qubit readout errors, reset errors, single-qubit Pauli- and \( \sqrt{S} \)-gate errors, and two-qubit C-NOT gate errors (Chow et al. 2015). It is clear from the middle and right panels of Fig. 2 that the used noise model is not able to simulate the real noisy quantum circuit, most likely because such a simplified noise model does not account for the complex dynamics that the quantum circuit undergoes as an open quantum system (Berg et al. 2022).

A more general QFM that is not as hand-tailored as the one introduced in Eq. (5) is the random Fourier features (RFFs) QFM that we proposed in Ref. González et al. (2021a). The RFF method consists of mapping data features to a finite-dimensional space where the inner product approximates a given kernel (Rahimi and Recht 2007). Such a map can be written as \( \varphi_{\text{rff}} : \mathcal{X} \to \mathbb{R}^D \), where \( D \) is some number of dimensions, such that \((x, y) \approx \varphi_{\text{rff}}(x) \cdot \varphi_{\text{rff}}(y)\), for some given shift-invariant kernel function \( k : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \).

This result is supported on Bochner’s theorem (Reed and Simon 1975), which affirms that a shift-invariant kernel \( k \) is related to a particular probability measure \( p(w) \) through the Fourier transform. This allows us to write the \( i \)-th component of \( \varphi_{\text{rff}} \) as

\[
\varphi_{\text{rff}}(x)_i = \sqrt{\frac{2}{D}} \cos(x \cdot w_i + b_i),
\]  

where \( w_i \) is sampled from \( p \), and \( b_i \) is sampled uniformly from \([0, 2\pi)\). Finally, the RFFs obtained through \( \varphi_{\text{rff}} \) can be used to define a QFM, for instance, through a binarised amplitude encoding. In the case of the 1D data shown in Fig. 1(d), we can define the QFM \( \psi(x) \) through

\[
\psi(x) = \sum_{i=0}^{D-1} \varphi_{\text{rff}}(x)[\tilde{i}],
\]

where \([\tilde{i}]\) is the decimal representation of a bit string of length \( \log_2 D \). Remarkably, as we proved in González et al. (2021b), this technique enables the approximation of any probability distribution using finite-dimensional density matrices at the core of the algorithm.

We chose the map \( \varphi_{\text{rff}} \) to approximate the Gaussian kernel, with a given parameter \( \gamma = 80 \), such that \( \varphi_{\text{rff}}(x) \cdot \varphi_{\text{rff}}(x') \approx e^{-\gamma(x-x')^2} \) (Rahimi and Recht 2008). A total of eight RFFs were used so that the circuit in Fig. 1(c) consisted of three qubits.

In Fig. 3 we show the density estimation carried out in three different ways. The three panels correspond to a classical simulation of the density estimation quantum circuit on the left, a classical simulation of the density estimation noisy quantum circuit on the middle (the noise model is the same as the one for IBM Bogotá, with differences in the probabilities and noisy quantum gates), and the density estimation carried out on the IBM Lima quantum device on the right. In the three cases we get a good approximation of the probability density function from which training data was sampled. The discrepancy between the kernel density estimation lines and the quantum circuit ones, even in the ideal case (right panel of Fig. 3), comes from approximating the Gaussian kernel with a small number of random Fourier features. Finally, as in the classification case, we see that

\[
\text{In this work}, \ D = 8. \text{ Thus,} \ |0\rangle = |0, 0, 0\rangle, |1\rangle = |0, 0, 1\rangle, \ldots, |7\rangle = |1, 1, 1\rangle. \text{ If } D \text{ is increased, more qubits will be needed, and the depth of the circuit will increase. This will be reflected in a much noisier estimation of the density.} 
\]
quantum states of qubits. Nonetheless, a calculation of the complete state is required prior to physically encoding the classical data into the quantum computer. This sole fact puts in danger the algorithmic advantage of our proposal running on a quantum computer versus running on a classical computer, due to the easy classical access to the wave function entries of the data set state $|\Psi\rangle$ (Cotler et al. 2021).

As we mentioned before, the preparation of $|\Psi\rangle$ on a quantum computer can be done using several arbitrary quantum state preparation methods. This is only done once. If the data increases, so that a new state $|\Psi_{\text{new}}\rangle$ needs to be prepared, one can consider the simpler problem of preparing $|\Psi_{\text{new}}\rangle$ with $|\Psi\rangle$ as an initial state, instead of the usual initial state $|0\rangle$ (Haug and Kim 2021).

The preparation of $\psi(x)$ or $\phi(k)$ directly challenges the scalability of our proposal. In this work, we have prepared $\phi(k)$ using one-hot encoding, which is a completely deterministic QFM with $O(1)$ gates. However, the preparation of $\psi(x)$ requires exponentially many quantum gates as a function of the number of qubits of the QFM’s target physical system (Shende et al. 2006). We used such arbitrary state preparation algorithms in the experiments of this work for illustration; however, this procedure is not scalable. Instead, we can consider a parameterised quantum circuit $W(\theta, x)$ that maps data $x$ and parameters $\theta$ in the angles of parameterised quantum gates. Then, by minimising $\min_\theta \sum_x d(W(\theta, x), \psi(x))$, where $d(\bullet, \bullet)$ is a distance used to estimate every point on a (simulated or real) quantum computer. Confidence intervals are computed with the asymptotic normal approximation of the Bernoulli distribution from which measurements are sampled (fidelity (Raklya and Zimborás 2020), KL divergence of the probability distributions represented by the states (Liu and Wang 2018), classical shadows (Li et al. 2021; Sack et al. 2022), among others), one is able to obtain a variational circuit $W(\theta, x)$ that acts as a primitive circuit to approximately apply QFMs to new data points $x_\star$ without investing exponential resources.

This proposed setup would use the primitives for preparing the data set state $|\Psi\rangle$, and for preparing the quantum state of a single data point $\psi(x)$ to perform density estimation and classification, as shown in this paper. The numerical heavy-lifting that is exponential in the number of qubits of the system would need to be done just once when preparing the circuit primitives. However, classifying or estimating the density of a new data sample would involve just the evaluation of the primitive circuits. Of course, the feasibility of using this method for large-scale quantum machine learning is subjected to the progress of training parameterised quantum circuits, which amounts to overcoming the barren plateau problem (Sack et al. 2022; Haug and Kim 2021; Sim et al. 2021; Zhu et al. 2019; Grant et al. 2019; Thanasilp et al. 2021).

### 5 Conclusions

Quantum machine learning has dominantly focused on making quantum versions of classical machine learning algorithms, most of which use gradient-based optimisation of parameters. Recently, due to vanishing gradient issues, the community has started to switch to gradient-free techniques to address supervised and unsupervised learning with quantum hardware. This work departs from the general idea of optimising parameters and exploits the intrinsic relation between geometry and probability that quantum theory
offers. For this, we implemented a method (González et al. 2021a, b) to perform density estimation and data classification using quantum hardware. This was achieved through the deterministic preparation of a quantum state that represents the information contained in a classical training data set and a quantum state that represents the information of a single point to be classified or whose probability density is to be estimated. These quantum states are obtained by applying a quantum feature map to classical data points and are prepared using arbitrary quantum state algorithms.

One of the outstanding advantages of this method is the ability to approximate the probability distribution of arbitrarily large training data sets into finite-dimensional quantum states. We demonstrated density estimation and classification with toy data sets using quantum circuits of three qubits. We confirmed that the method’s performance on real quantum devices suffered from decoherence, as expected. However, the noise models provided by IBM’s Qiskit are far from describing the actual behaviour of the quantum device for the applications we explored. This shows that, even though the theory of open quantum systems has been well established, its practical application to large quantum systems has been a challenge. Thus, our work adheres to the experimental evidence that more effective noise models are needed to simulate decoherence in quantum circuits.

Regarding possible quantum advantages, we acknowledge that the preparation of arbitrary quantum states can lead to the performance degradation of our method. Nonetheless, the exponential effort needed to prepare the quantum state of the training data set needs to be done only once. Furthermore, we argued that the effort to prepare the quantum state of a new data point (to be classified or whose probability density is to be estimated) could also be made only just once by training a variational quantum circuit that performs the desired quantum feature map on an arbitrary input. However, the feasibility of this alternative is subject to the advance of methods to train variational quantum circuits avoiding the barren plateau problem.

Appendix. One-hot encoding quantum feature map
Suppose that the classification problem considers $K$ classes (2 for the XOR data set in Fig. 1(b)). Then, the one-hot encoding map is given by

$$\phi_{\text{o.h.e.}}(y_i) = \bigotimes_{j=1}^{K} (\delta_{y_i,j} |1\rangle + (1 - \delta_{y_i,j}) |0\rangle),$$  \hspace{1cm} (A1)

where $\delta_{ij} = 1$ if $i = j$ and is 0 otherwise. The advantage of this QFM for class labels over other QFMs is that we no longer need to prepare the unitary $U_k$ to estimate the probability that a new data point $x_*$ is of class $k$. Instead, let $b_k$ be the bit string defined as

$$b_k = \underbrace{0 \ldots 0}_{N_k} \underbrace{0 \ldots 1}_{k-1} \underbrace{0 \ldots 0}_{N_{k-1}}.$$  \hspace{1cm} (A2)

Then, the estimated probability becomes

$$\hat{P}(k|x_*) = M_{b_k}/M.$$  \hspace{1cm} (A3)
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