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ABSTRACT

Background: Pulmonary or benign nodules are classified as nodules with a diameter of 3 cm or less and defined as non-cancerous nodules. The early diagnosis of malignant lung nodules is important for a more reliable prognosis of lung cancer and less invasive chemotherapy and radiotherapy procedures.

Objective: This study aimed to introduce an improved hybrid approach for efficient nodule mask generation and false-positive reduction.

Material and Methods: In this experimental study, nodule segmentation preprocessing was conducted to prepare the input computed tomography (CT) scans for the U-Net convolutional neural network (CNN) model, and includes the normalization of CT scans and transfer of pixel values corresponding to the radiodensity of Hounsfield Units (HU). A U-Net CNN was developed based on lung CT scans for nodule identification.

Results: The U-net model converged to a dice coefficient of 0.678 with a sensitivity of 75%. Many false positives were considered in every real positive, at 11.1, reduced in the proposed CNN to 2.32 FPs (False Positive) per TP (True Positive).

Conclusion: Based on the disadvantages of the largest nodule, the similarity of extracted features of the current study with those of others was imperative. The improved hybrid approach introduced was useful for other image classification tasks as expected.
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Introduction

Lung cancer is considered the second cancer with the highest percentage of fatality than the others [1,2] with the uncontrolled extension of irregular cells, and developing tumors [3]. Lung cancer is confirmed by lung nodules illustrating the stage of malady [4,5]. Previous studies showed that advanced recognition of lung cancer is the only way to its cure and decrease the rate of fatality [6-8]. Lung nodules, also known as lung tumors, are irregular masses with a diameter from 3 mm to 3 cm [9]. The nodules are formed as cells expand uncontrollably outside the lung [10]. A miniaturized scale nodule and mass are considered smaller than 3 mm and bigger than 30 mm, respectively [11]. In most cases, lung nodules are represented as either benign or mass. Pulmonary or benign nodules are classified as nodules with a diameter of 3 cm or less, defined as non-cancerous nodules [12,13], and also associated with the early stages of lung cancer. However, lung nodules...
are usually spherical, they are encircled by an anatomical composition, such as vessels or pneumonic dividers [14].

Early prognosis of malignant pulmonary nodules is vital for cancer analysis, much less invasive chemo, and radiotherapy procedures [3]. Discovering lung nodules can be extremely difficult to discriminate between different types of lung nodules [15]. Moreover, lung cancers are recognized by some methods, including Magnetic Resonance Imaging (MRI), isotope, X-ray, and CT. In addition, X-ray chest radiography and Computer Tomography (CT) are famous anatomic imaging modalities used regularly to diagnose numerous lung illnesses and detect lung nodules [16-20]. A more reliable and standard approach for the diagnosis of lung cancer is a CT scan identifying lung nodules (roughly small spherical masses) [3]. The length of lung nodules can show the level of malignancy in lung cancer by some protocols, such as LungRADs and Fleischner [3,21,22], showing a minimum variety of parameters, such as nodule scale, morphology, texture, and location [3].

However, low-dose CT is an effective approach to more accurate identification of smaller nodules and early recognition of lung cancer [23,24], some signal-to-noise ratio in CT causes wrong classifications of areas with vulnerable or unordinary contours. Furthermore, lung cancers diagnosed by CT are typically dependent on the observer’s perspective, exhaustion, and emotion, leading to various results [3,25]. Therefore, the decision-making mechanism to identify nodule malignancy is a very useful approach to help physicians plan potential treatments [3,26]. Preprocessing, lung parenchyma segmentation, nodule identification, and false positive (FP) reduction are the four stages of most nodule detection approaches [19,27].

This study aimed to present an appropriate approach to assist radiologists in their examination. This section discusses some issues related to the proposed approach [28]. Manickavasagam and Selvan [29] proposed a method for the diagnosis of nodules and classification of the level of lung cancer. In their research, the Naïve Bayes classifier was utilized to classify input images as abnormal or normal. Moreover, they provided a Neuro-Fuzzy classifier with the Cuckoo Search algorithm to detect the four levels of lung cancer [29].

Convolutional neural networks have accomplished correct effects on pulmonary nodule detection. In the research conducted by Ali et al. [30], a transferable texture convolutional neural network (CNN) for reinforcing pulmonary nodules in CT scans changed. In their proposed structure, an Energy Layer (EN) for extraction of texture attributes from the convolutional layer was developed. Additionally, Tajbakhsh N et al. used a synthetic neural network and CNN to discover pulmonary nodules in CT images, and experimental consequences confirmed that the overall performance of the CNN become higher than that of the synthetic neural network [31].

Li et al. [32] introduced a strategy for the detection of pulmonary nodules based on CT images and presented an approach based on wavelet dynamic analysis for extracting and repairing the lung parenchyma to exclude the noise interference outside of the lung parenchyma. After locating the lung nodules, a CNN-based model on genetic optimization algorithm was introduced to extract the features of the CT images of pulmonary nodules. Techniques, such as oriented gradient histogram, wavelet transform-based features, and local binary patterns were used to extract the best feature for locating lung cancer nodules [33], and also a state-of-art fuzzy particle swarm optimization CNNs were applied for classifying the selected features. In the study of Li et al. [19], a faster region-based CNN was developed based on parameter optimization, spatial three-channel input construction, and transfer learning for locating the regions of the lung nodules. In addition, they introduced an FP reduction approach according to anatomical
characteristics to reduce FPs and preserve the true nodules.

Zhai et al. [34] used adaptive border marching and placed developed rules into the section lung parenchyma and candidate nodules, after classifying eleven sorts of grey and geometric capabilities of candidate nodules, primarily based on a Fuzzy min-max neural community with the diagnostic sensitivity of 84%.

Yan et al. [35] examined 3 CNNs with extraordinary inputs: a 2D slice stage CNN and a 2D and three-D nodule stage CNN with the accuracy of 86.7%, 87.3%, and 87.4%, respectively. Moreover, the result showed that three-D CNN has higher performance.

Wang et al. [36] proposed a principal focused-CNN to section lung nodules from heterogeneous CT images and also extract 3-d and 2D capabilities of lung nodules. For the classification of CT voxels, Wang et al. also supported a unique pooling layer, preserving extra facts across the voxel patch center.

Harsono et al. [9] presented a novel lung nodule recognition and classification model based on 13DR-Net one-stage detector. In the research conducted by Veronica et al. [5] the ELCAP (Early Lung Cancer Action Program) lung image database for lung nodule detection was analyzed, and Fuzzy C-Means (FCM) was used for segmenting the potential nodules.

Material and Methods

In this experimental study, the U-Net CNN design was used for the input images to locate the nodules. In the model training process, the extracted data were labeled into two categories: training data set and validation to reduce the false positives of the identified nodules.

Data Description

A dataset, including labeled nodule locations for image segmentation, was used. Further, the lung imaging database [38] includes digital images obtained from 1018 patients in lung CT scan format. Four experienced lung radiologists analyzed the scans to annotate the nodes in the data set. For each patient sample, these annotations consisted of the nodule’s area, diameter, and X, Y, and Z coordinates.

Each patient had 100-200 CT scan sections in 512×512 pixels, in a three-dimensional composition of the lung. The pixel values correspond to the radiodensity of HU, ranging from -1000 and 700-3000 HU for air and bones, respectively. The major lung tissues ranged from -500 HU.

Nodules could also range from -500 HU to more than 200 HU, which is a vital diagnostic criterion for radiologists. Figure 1 illustrates the lung CT scan and radiodensity of HU for lung tissue and lung nodule. Additionally, Figure 2 shows a scheme of the proposed method.
Data Preprocessing

Node segment preprocessing, including the normalization of CT scans, was performed to prepare the input CT scan for the CNN U-Net model. The CT scans were normalized into a range of 0-1 using mean normalization to fix the issue of a large gap in feature quantity leading to slow training and convergence. Normalization of CT images was achieved by subtracting the mean from the images and dividing it by the deviation. The normalization was done column-wise using the Equation (1) as follows:

\[ \text{Normalized Data} = \frac{X - \text{mean}(x)}{\text{stddev}(x)} \]  

(1)

X: Image
Mean(x): Simple average of the numbers
Stdev(x): The Standard Deviation is a measure of how spread out numbers are.

Lung CT was then performed based on the limitation on the radiodensity values and an increase in the number of some pixels on the lung walls to consider some nodules walls.

Discovered coordinates of nodules created by the radiologists on the LIDC-IDRI dataset (the lung image database consortium and image database resource initiative) were employed to generate the nodule mask and a nodule region of interest mask for the segmentation label. Threshold radiodensity values were set to -500 HU to dispose of whatever non-lung selected. All the nodules under 25 mm² were removed from the input data since these were unlikely malignant. Moreover, this method lessened the time and constructed a sturdy model, and all of the slices without any nodules were eliminated from the entered data.

Figure 1: a) A lung computed tomography (CT) scan with an arrow pointing to a labeled nodule coordinate, b) radiodensity of the lung tissue and lung nodule (cut off below – 500 HU)

Figure 2: Proposed method model
Figure 3 represents the processed lung image after normalizing and masking off areas that are not considered the lung tissue and the corresponding nodule mask generated to be used as a label for nodule segmentation in a U-Net CNN.

After processing the input images for nodule segmentation with U-Net CNN, the nodule malignancy was classified. In this section, nodules were prepared into 64×64 crops for training a convolution neural network. The largest nodule was selected for all nodules extracted from a single patient. A 64×64 crop of the largest nodule was created using the centroid coordinates. Mean normalization was performed to normalize the results.

The Proposed Deep Learning Approach

In the current research, U-Net CNN architecture was employed using the image as input and creating a mask for the output area. This network was operated by a feature vector similar to those of CNN and predicted the mask with a given vector of features. The proposed architecture was also divided into two main parts: 1) the left element referred to as a contracting path, constituted via a convolutional process, and 2) the right part was an expansive path, constituted using transposed two-dimensional convolutional layers. Each process was constructed by two convolutional layers and some channels changed since the depth of the image was increased by the convolution procedure. Max pooling procedure was applied to downsize operation on an image. In this study, this operation was repeated 3 times. In the expansive path (right part), transposed convolution was considered an unsampling technique, which expanded the dimensions of images.

After the displacement convolution, the image was magnified and then concatenated with the contraction path image. Similar to the previous section, this procedure was repeated 3 times.

Convolutional Network for nodule classification

Artificial intelligence was revolutionized using the latest advances in deep-learning methods [39,40]. The basic structure of CNN consists of three main parts, as follows: 1) a layer of convolution to extract features by filters on the inputs, 2) an integration layer to reduce the size for computational performance, and 3) a fully connected layer. Moreover, the inner parameters were fine-tuned for a particular task, including class or item recognition [41]. In the implementation of this architecture, 2-dimensional convolutional layers were used for the efficiency of these layers in dealing with visual data. The complexity of the parameter and the calculation cost in the customary con-
Convolutional algorithm is defined as follows:
\[ \rho = K \times K \times f_{in} \times f_{out} \]  
(2)

\[ k = \rho \times d_{in} \times d_{in} \]  
(3)

where, \( K \) represents the dimensions of the kernel; in the proposed model, these dimensions are considered \((3 \times 3)\). \( f \) indicates the dimensions of the input to the convolutional layer. In the first layer, images with resolution \((512 \times 512)\) are considered as input. In this model, 2 convolutional layers were used with the number of filters 8 and 16, respectively. After 2 layers of convolution, a pooling layer was used with a filter in dimensions \((2 \times 2)\) with step 2. The max-pooling layer was considered as a layer in the proposed model to reduce the mapping size of the network features and parameters.

CNN may be over-fitted by training on several data sets. Accordingly, two layers of Dropout were used to prevent this problem. The task of the Dropout layer was used to reset randomly some columns of a weight matrix in the network. The Relu activation function was used to scale the output on this network. The Adam optimizer was selected as an optimizer in the proposed CNN.

Binary labels, such as cancer and non-cancer were assigned to nodules. The CNN can extract the features from the image associated with each label class.

**Results**

Some suitable standards were used to assess the outcomes and display the accuracy of the proposed version of this research.

**Image segmentation**

The dice coefficient was considered a suitable loss function for image segmentation with a U-Net CNN. By minimizing the negative Dice coefficient, the model attained a maximal overlap of the predicted mask with the ground truth mask as follows:

\[ \text{Dice Coefficient} = \frac{2TP}{2TP + FN + 2TP + FP} \]  
(4)

where TP is defined a true positive, FN is defined as false negative, and FP is considered False Positive.

**Nodule extraction**

Sensitivity is useful for calculating the nodule extraction hit rate, or the percentage of true nodules observed. TP has referred the intersection of the predicted mask and the generated mask with the nodule coordinates with a sum of greater than 1 pixel. A second useful statistic minimized is the average number of false positives per scan.

\[ \text{Sensitivity} = \frac{TP}{FN + TP} \]  
(5)

\[ \text{Average # of false positives per scan} = \frac{FP}{\# \text{Scans}} \]

**Classification Accuracy**

Classification accuracy is perceived as the number of correct predictions and is the most common evaluation criterion for classification problems, as follows:

\[ \text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN} \]  
(6)

where TP is True Positive, TN is defined as True Negative, FN is considered False Negative, and FP is False Positive.

**Discussion**

**Validation and evaluation of the model**

**Model 1: U-Net CNN for nodule segmentation**

Figure 4 provides a comparison between the results of the proposed U-Net with the ground truth label predicted by the radiologists.

The data set was divided into two categories: educational data and validation ratio of 80:20. The U-net model converged to a dice coefficient of 0.678 in 20 epochs, showing a 67.8% overlap between expected and ground truth nodule masks (Figure 5). However, 75% of projected masks have at least one pixel of variance with the ground truth masks. Sensitivity and the number of false positives are required in each scanned sample to identify reliably the
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location of the nodules. There were some FPs per TP, at 11.1, which is further reduced in the second model.

**Model 2: CNN for lowering FP of detected nodules**

For training the proposed CNN to reduce the false positives of detected nodules, the extracted data was labeled and randomly divided into two sets: training and validation with a 70:30 percentage. After the model training and completed validation on the selected data set, the results were obtained. The classification accuracy of the data sets was used to evaluate the predictions and describe the results. The proposed CNN was trained at a total of 20 epochs on the training set and attained 94.58% accuracy and 0.1335 loss during the training section. In the validation set, the proposed model reached 84.37% accuracy and 0.4118 loss.

After performing the nodule classification, the false positive rate decreased to 2.32 from 11.1 per TP. Table 1 represents the performance of the U-Net model before and after classification.

In the study by Zhang et al. a two-step U-Net CNN segmentation method was proposed for different types of lung nodes in computed tomography images, providing a similar coefficient for Dice (0.8623) in division algorithms [42]. Banu et al. showed a fully automated deep-learning framework, including models of lung nodule detection and segmentation, and their results showed that their proposed model achieved a Dice score of 89.79% and 90.35%, and an intersection on the alliance of 82.34% and 83.21% [43]. On the other hand, Monkam

---

**Figure 4:** a) Processed computed tomography image, b) floor reality label, c) anticipated label

**Figure 5:** Reduction of the Dice coefficient to 0.678, showing a 67.8% overlap between the anticipated nodule masks and the ground truth nodule masks.
Mohammad Amin Moragheb, et al. showed that the overall performance of CNN models depended significantly on the number of convolution layers and the size of the patches, and also revealed that the CNN model with two layers of convolution could have the best performance with 88.28% accuracy, 0.87 AUC, 83.45% F score, and 83.82% sensitivity [44].

Considering the accuracy obtained in this research, increase inaccuracy can be due to the use of a combined model.

**Conclusion**

Overall, the end-to-end solution to estimate a diagnosis of cancer within a year of CT scan required multiple steps with multiple models, including image processing, nodule mask development, nodule identification, nodule false-positive reduction, the feature extraction, and malignancy classification. Many steps limited the accuracy of the prediction is as follows: 1) the generation of nodule masks was complicated by the fact that many nodules lacked well-defined edges; the decision to set the nodule’s threshold at -500 HU could have eliminated certain features from nodules, 2) after false-positive reduction procedure, U-Net could only locate 65 percent of the nodules, 3) the features only extracted on the largest nodule in each patient, and 4) the predicted nodule masks from the U-Net with errors that may prevent from generating accurate features.

The feature extraction from the largest nodule led to the investigation of the conformity in the extracted features matched with those in the literature. The probability of cancer for the diameter was very close to the prediction in the literature.

In further research, we tend to a dataset with nodules categorized by radiologists as malignant or non-malignant to train a model to higher classify malignancy. Moreover, adjusting the size of filters and converting the shape of the model, including adding layers, the residual blocks, and strengthening the data augmentation step, growth the accuracy of the proposed model to greater than 95% will be investigated. Further, we will plan to use the latest advances in convolutional neural network research to refine the proposed new architecture for deforming natural hostile shapes and patterns.

Therefore, the largest nodule is not necessarily the malignant nodule. Instead of isolating the largest nodule of each patient, it might be more informative to average the largest nodules.

**Acknowledgment**

The authors would like to thank all experts who freely participated in this study.

**Authors’ Contribution**

A. Badie and A. Noshad conceived the idea. The introduction of the paper was written by A. Noshad and MA. Moragheb. A. Badie and MA. Moragheb. gather the images and the related literature and also help with the writing of the related works. A comparison of thematic literature and works performed by A. Badie was performed. The method implementation was carried out by A. Noshad. All analysis was carried out by A. Noshad and A. Badie. All authors read, modified, and approved the final version of the manuscript.

**Ethical Approval**

In this study, a set of images of the Lung Image Database Consortium (LIDC-IDRI) was used,
which includes diagnostic computed tomography scans of the chest and lung cancer screening.

**Conflict of Interest**

None

**References**

1. Siegel RL, Miller KD, Jemal A. Cancer statistics, 2016. *CA Cancer J Clin*. 2016;66(1):7-30. doi: 10.3322/caac.21332. PubMed PMID: 26742988.

2. Bernard WS, Christopher PW. World cancer report 2014. World Health Organization; 2014.

3. Bonavita I, Rafael-Palou X, Ceresa M, Piella G, Ribas V, González Ballester MA. Integration of convolutional neural networks for pulmonary nodule malignancy assessment in a lung cancer classification pipeline. *Comput Methods Programs Biomed*. 2020;185:105172. doi: 10.1016/j.cmpb.2019.105172. PubMed PMID: 31710985.

4. Da Silva GLF, Valente TLA, Silva AC, de Paiva AC, Gattass M. Convolutional neural network-based PSO for lung nodule false positive reduction on CT images. *Comput Methods Programs Biomed*. 2018;162:109-18. doi: 10.1016/j.cmpb.2018.05.006. PubMed PMID: 29903476.

5. Veronica BK. An effective neural network model for lung nodule detection in CT images with optimal fuzzy model. *Multimedia Tools and Applications*. 2020;79(19):14291-311. doi: 10.1007/s11042-020-08618-x.

6. Petkovska I, Brown MS, Goldin JG, Kim HJ, McNitt-Gray MF, Aftin FG, Ghurabi RJ, Aberle DR. The effect of lung volume on nodule size on CT. *Acad Radiol*. 2007;14(4):476-85. doi: 10.1016/j.acra.2007.01.008. PubMed PMID: 17368218. PubMed PMCID: PMC2752296.

7. Jacobs C, Van Rikxoort EM, Twellmann T, Scholten ET, et al. Automatic detection of subsolid pulmonary nodules in thoracic computed tomography images. *Med Image Anal*. 2014;18(2):374-84. doi: 10.1016/j.media.2013.12.001. PubMed PMID: 24434166.

8. Silva GL, Carvalho Filho AO, Silva AC, Paiva AC, Gattass M. Taxonomic indexes for differentiating malignancy of lung nodules on CT images. *Research on Biomedical Engineering*. 2016;32:263-72. doi: 10.1590/2446-4740.04615.

9. Harsono IW, Llaviatimena S, Cenggorro TW. Lung nodule detection and classification from Thorax CT-scan using RetinaNet with transfer learning. *Journal of King Saud University-Computer and Information Sciences*. 2022;34(3):567-77. doi: 10.1016/j.jksuci.2020.03.013.

10. Badura P, Pietka E. Soft computing approach to 3D lung nodule segmentation in CT. *Comput Biol Med*. 2014;53:230-43. doi: 10.1016/j.compbiomed.2014.08.005. PubMed PMID: 25173811.

11. Bong CW, Lam HY, Khader AT, Kamarulzaman H. Adaptive multi-objective archive-based hybrid scatter search for segmentation in lung computed tomography imaging. *Engineering Optimization*. 2012;44(3):327-50. doi: 10.1080/0305215X.2011.639369.

12. Gonçalves L, Novo J, Campilho A. Hessian based approaches for 3D lung nodule segmentation. *Expert Systems with Applications*. 2016;61:1-5. doi: 10.1016/j.eswa.2016.05.024.

13. Javid M, Javid M, Shah SI, Rehman MZ. A novel approach to CAD system for the detection of lung nodules in CT images. *Comput Methods Programs Biomed*. 2016;135:125-39. doi: 10.1016/j.cmpb.2016.07.031. PubMed PMID: 27586466.

14. John J, Mini MG. Multilevel thresholding based segmentation and feature extraction for pulmonary nodule detection. *Procedia Technology*. 2016;24:957-63. doi: 10.1016/j.protcy.2016.05.209.

15. Keshani M, Azimifar Z, Tajeriourf F, Boostani R. Lung nodule segmentation and recognition using SVM classifier and active contour modeling: a complete intelligent system. *Comput Biol Med*. 2013;43(4):287-300. doi: 10.1016/j.compbiomed.2012.12.004. PubMed PMID: 23369568.

16. Park SC, Tan J, Wang X, Lederman D, Leader JK, Kim SH, Zheng B. Computer-aided detection of early interstitial lung diseases using low-dose CT images. *Physics in Medicine & Biology*. 2011;56(4):1139. doi: 10.1088/0031-9155/56/4/016.

17. Song Q, Zhao L, Luo X, Dou X. Using Deep Learning for Classification of Lung Nodules on Computed Tomography Images. *J Healthc Eng*. 2017;2017:3814740. PubMed PMID: 29065651. PubMed PMCID: PMC5569872.

18. Biederer J, Mirsadraee S, Beer M, Dolinari F, Hintze C, et al. MRI of the lung (3/3)-current applications and future perspectives. *Insights Imaging*. 2012;3(4):373-86. doi: 10.1007/s13244-011-0142-z. PubMed PMID: 22695943. PubMed PMCID: PMC3481076.

19. Li Y, Zhang L, Chen H, Yang N. Lung nodule detection with deep learning in 3D thoracic MR images. *IEEE Access*. 2019;7:37822-32. doi: 10.1109/ACCESS.2019.2905574.

20. Bach PB, Mirkin JN, Oliver TK, Azzoli CG, Berry DA, Brawley OW, Byers T, et al. Benefits and harms of CT screening for lung cancer: a systematic review. *JAMA*. 2012;307(22):2418-29. doi: 10.1001/jama.2012.5521. PubMed PMID: 22610500. PubMed PMCID: PMC3705956.

21. MacMahon H, Austin JS, Gamsu G, Herold C, Jett JR, et al. Guidelines for management of small pulmonary nodules detected on CT scans: a statement from the Fleischner Society. *Radiology*. 2005;237(2):395-400. doi: 10.1148/radiol.2372041887. PubMed PMID: 16244247.

22. American College of Radiology. Lung CT screening reporting and data system (lung-RADS). Reston: American College of Radiology; 2014.

23. National Lung Screening Trial Research Team, Aberle DR, Adams AM, Berg CD, Black WC, et al. Reduced
lung-cancer mortality with low-dose computed tomographic screening. *N Engl J Med*. 2011;365(5):395-409. doi: 10.1056/NEJMoa1102873. PubMed PMID: 21714641. PubMed PMCID: PMC4356534.

24. Moyer VA. Screening for lung cancer: U.S. Preventive Services Task Force recommendation statement. *Ann Intern Med*. 2014;160(5):330-8. doi: 10.7326/M13-2771. PubMed PMID: 24378917.

25. Patz EF Jr, Pinsky P, Gatsonis C, Sicks JD, Kramer BS, Tammemägi MC, et al. Overdiagnosis in low-dose computed tomography screening for lung cancer. *JAMA Intern Med*. 2014;174(2):269-74. doi: 10.1001/jamainternmed.2013.12738. PubMed PMID: 24322569. PubMed PMCID: PMC4040004.

26. Endo M, Aramaki T, Asakura K, Moriguchi M, Akimaruth et al. Content-based image-retrieval method in chest computed tomography for a solitary pulmonary nodule: method and preliminary experiments. *Int J Comput Assist Radiol Surg*. 2012;7(2):331-8. doi: 10.1007/s11548-011-0668-z. PubMed PMID: 22258753.

27. Valente IR, Cortez PC, Neto EC, Soares JM, De Albuquerque VH, Tavares JM. Automatic 3D pulmonary nodule detection in CT images: A survey. *Comput Methods Programs Biomed*. 2016;124:91-107. doi: 10.1016/j.cmpb.2015.10.006. PubMed PMID: 26652979.

28. Naqi SM, Sharif M, Jaffar A. Lung nodule detection and classification based on geometric fit in parametric form and deep learning. *Neural Computing and Applications*. 2020;32(9):4629-47. doi: 10.1007/s00521-018-3773-x.

29. Manickavasagam R, Selvan S. Automatic Detection and Classification of Lung Nodules in CT Image Using Optimized Neuro Fuzzy Classifier with Cuckoo Search Algorithm. *J Med Syst*. 2019;43(3):77. doi: 10.1007/s10916-019-1177-9. PubMed PMID: 30758682.

30. Ali I, Muzammil M, Haq IU, Khalig AA, Abdullah S. Efficient lung nodule classification using transferable texture convolutional neural network. *Ieee Access*. 2020;8:175859-70. doi: 10.1109/ACCESS.2020.3026080.

31. Tajbakhsh N, Suzuki K. Comparing two classes of end-to-end machine-learning models in lung nodule detection and classification: MTANNs vs. CNNs. *Pattern Recognition*. 2017;63:476-86. doi: 10.1016/j.patcog.2016.09.029.

32. Li G, Zhou W, Chen W, Sun F, Fu Y, Gong F, Zhang H. Study on the detection of pulmonary nodules in CT images based on deep learning. *IEEE Access*. 2020;8:67300-9. doi: 10.1109/ACCESS.2020.2984381.

33. Asuntha A, Srinivasan A. Deep learning for lung Cancer detection and classification. *Multimedia Tools and Applications*. 2020;79(11):7731-82. doi: 10.1007/s11042-019-09894-3.

34. Zhai Z, Shi D, Cheng Y, Guo H. Computer-aided detection of lung nodules with fuzzy min-max neural network for false positive reduction. In: 2014 sixth international conference on intelligent human-machine systems and cybernetics; Hangzhou, China: IEEE; 2014. p. 26-7.

35. Yan X, Pang J, Qi H, Zhu Y, Bai C, Geng X, Liu M, Terzopoulos D, Ding X. Classification of Lung Nodule Malignancy Risk on Computed Tomography Images Using Convolutional Neural Network: A Comparison Between 2D and 3D Strategies. Asian Conference on Computer Vision; Springer; Cham; 2017.

36. Wang S, Zhou M, Liu Z, Liu Z, Gu D, Zang Y, Dong D, Gevaert O, Tian J. Central focused convolutional neural networks: Developing a data-driven model for lung nodule segmentation. *Med Image Anal*. 2017;40:172-83.

37. El-Bana S, Al-Kabbany A, Sharkas M. A Two-Stage Framework for Automated Malignant Pulmonary Nodule Detection in CT Scans. *Diagnoses (Basel)*. 2020;10(3):131. doi: 10.3390/diagnoses10030131. PubMed PMID: 32122804. PubMed PMCID: PMC7151085.

38. Armato SG, McLennan G, Bidaut L, McNitt-Gray MF, Meyer CR, Reeves AP, et al. The Lung Image Database Consortium (LIDC) and Image Database Resource Initiative (IDRI): a completed reference database of lung nodules on CT scans. *Med Phys*. 2011;38(2):915-31. doi: 10.1118/1.3528204. PubMed PMID: 21452728. PubMed PMCID: PMC3041807.

39. LeCun Y, Bengio Y, Hinton G. Deep learning. *Nature*. 2015;521(7553):436-44. doi: 10.1038/nature14539. PubMed PMID: 26017442.

40. Krizhevsky A, Sutskever I, Hinton GE. Imagenet classification with deep convolutional neural networks. 25th International Conference on Neural Information Processing Systems; Lake Tahoe, Nevada: Curran Associates Inc; 2012. p. 1097–1105.

41. Ozturk T, Talo M, Yildirim EA, Baloglu UB, Yildirim O, Rajendra Acharya U. Automated detection of COVID-19 cases using deep neural networks with X-ray images. *Comput Biol Med*. 2020;121:103792. doi: 10.1016/j.compbiomed.2020.103792. PubMed PMID: 32568675. PubMed PMCID: PMC7187882.

42. Zhang X, Liu X, Zhang B, Dong J, Zhang B, Zhao S, Li S. Accurate segmentation for different types of lung nodules on CT images using improved U-Net convolutional network. *Medicine (Baltimore)*. 2021;100(40):e27491. doi: 10.1097/MD.0000000000027491. PubMed PMID: 34622882. PubMed PMCID: PMC8500581.

43. Banu SF, Sarker MM, Abdel-Nasser M, Puig D, Raswan HA. AWEU-Net: An Attention-Aware Weight Excitation U-Net for Lung Nodule Segmentation. *Applied Sciences*. 2021;11(21):10132.

44. Monkam P, Qi S, Xu M, Han F, Zhao X, Qian W. CNN models discriminating between pulmonary micro-nodules and non-nodules from CT images. *Biomed Eng Online*. 2018;17(1):96. doi: 10.1186/s12938-018-0529-x. PubMed PMID: 30012167. PubMed PMCID: PMC6048884.