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Abstract

The objectives of the study were to (1) investigate the potential of using monopolar psycho-physical detection thresholds for estimating spatial selectivity of neural excitation with cochlear implants and to (2) examine the effect of site removal on speech recognition based on the threshold measure. Detection thresholds were measured in Cochlear Nucleus® device users using monopolar stimulation for pulse trains that were of (a) low rate and long duration, (b) high rate and short duration, and (c) high rate and long duration. Spatial selectivity of neural excitation was estimated by a forward-masking paradigm, where the probe threshold elevation in the presence of a forward masker was measured as a function of masker-probe separation. The strength of the correlation between the monopolar thresholds and the slopes of the masking patterns systematically reduced as neural response of the threshold stimulus involved interpulse interactions (refractoriness and sub-threshold adaptation), and spike-rate adaptation. Detection threshold for the low-rate stimulus most strongly correlated with the spread of forward masking patterns and the correlation reduced for long and high rate pulse trains. The low-rate thresholds were then measured for all electrodes across the array for each subject. Subsequently, speech recognition was tested with experimental maps that deactivated five stimulation sites with the highest thresholds and five randomly chosen ones. Performance with deactivating the high-threshold sites was better than performance with the subjects’ clinical map used every day with all electrodes active, in both quiet and background noise. Performance with random deactivation was on average poorer than that with the clinical map but the difference was not significant. These results suggested that the monopolar low-rate thresholds are related to the spatial neural excitation patterns in cochlear implant users and can be used to select sites for more optimal speech recognition performance.
Introduction
One of the major factors that limit the processing of the electrical pulsatile stimulation with modern multichannel cochlear implants (CI) is channel interaction. Each electrode is assigned with a specific band of frequency information and should ideally stimulate an independent group of auditory fibers, maintaining the tonotopic organization of frequency coding. In reality, the electrodes often excite broader areas in the cochlea than desired, resulting in spatial overlapping in the neural excitation between channels. This explains why speech recognition saturates in quiet when the number of activated electrodes increases beyond eight [1], and why CI users do not demonstrate better performance in fluctuating noises than in steady state noise as normal-hearing listeners do [2]. Channel interactions are attributed to several factors related to pathology or position of the inserted electrode array. Electrodes located in cochlear regions with significant loss of spiral ganglion cells must stimulate a broad tonotopic region to recruit sufficient excitable neurons. Regions with high tissue impedance or abnormal anatomy might similarly require high current for stimulation resulting in spread of excitation. Broad current spread might also be produced by electrodes that are located far from the target nerve fibers. Because the variation patterns in pathology and electrode position are considerably different across the implanted ears [3–4], the neural spatial excitation pattern is also expected to be ear specific and site specific within ears.

It is important to develop clinically applicable methods that allow a time efficient estimation of the spatial neural excitation pattern along the array, because speech recognition might be improved if stimulation strategy can be customized to avoid regions that produce excessive spread of neural excitation. The goal of the current study was to investigate the potential of using a rather simplistic psychophysical method to measure spatial selectivity of neural excitation: the detection thresholds. In CI stimulation, the electrodes can be configured in several ways. In monopolar stimulation, the current is returned to one or two remote ground electrodes. In other stimulation modes (e.g., bipolar, tripolar, or partial tripolar), all or partial current is returned to one or more of the intracochlear electrodes on the electrode array, creating a more narrow current field compared to monopolar stimulation. In clinical mapping, detection thresholds are commonly measured in monopolar stimulation, where current is returned to ground electrodes outside the cochlea. It is also the only electrode configuration that is available in all implant device types.

We hypothesized that monopolar threshold can be used to estimate spatial selectivity of neural excitation, provided that neural response to the stimulus is minimally constrained by temporal inhibitive factors. In pulsatile stimulation, excitability of the single auditory fibers reduces as the rate or duration of the stimulus increases. When the stimulus is of relatively high-rate (1000 pps > rate >100 pps), after responding to a supra-threshold pulse in the pulse train, the probability of a neuron generating another action potential to the successive pulse depends on the neuron’s absolute and relative refractory period. The absolute refractory period measured in single neurons of cats is approximately 0.33 ms [5]. The relative refractory period can vary considerably across neurons and extends to a few milliseconds [5–6]. When the neurons are in a refractory status, they are said to have adapted to its prior activity. The neurons, however, can also adapt even though there is a lack of activity. If a pulse in the pulse train was below neural threshold and did not elicit an action potential, and if the cell membrane potential had returned back to rest by the time the following pulse occurred, the sub-threshold pulse would suppress the neuron’s excitability to the second pulse even though its amplitude was above neural threshold [7]. The sub-threshold pulse is said to desensitize the neuron, a mechanism known as sub-threshold adaptation that has been observed in human subjects with CIs [8]. It is important to distinguish this effect from the facilitative effect of accumulative partial depolarization, where the sub-threshold pulse partially depolarizes neural membrane and
facilitates its response to the subsequent pulse. The charge on the cell membrane would only accumulate and facilitate detection if the pulses were less than 400 μs apart [6, 9–10]. Another factor that might reduce neural excitability is spike-rate adaptation, where neural activity reduces over the course of stimulus duration [11–12]. Spike-rate adaptation is designed to reduce redundancy in neural representation of repetitive stimulation. Because the auditory nerve fibers can vary considerably in their recovery constant of refractoriness and the various forms of adaptation especially with pathology (e.g., [7, 13]), it can be a source that produces variation in thresholds for high-rate and/or long-duration stimuli that is not necessarily related to the spatial patterns of neural excitation. More importantly, consider a scenario where two stimulation sites contrast greatly in the extent of current spread. Threshold at the stimulation site with greater current spread, due to for example distant stimulation, would be higher than that with a narrower stimulation pattern [4, 14]. We predict however that this threshold difference would diminish or disappear if stimulus used for measuring the threshold is increased in stimulation rate. The reasoning is that detection threshold reduces with a significantly steeper slope with increasing stimulus rate in a broader stimulation pattern [15]. As stimulation rate increases, neurons at the more periphery locations of a broad current field might be activated when the excitability of the neurons in the center of the current field is reduced, whereas in a narrow current field, the number of neurons that are available to be further recruited as rate increases might be relatively small [15]. Therefore, a broad stimulation pattern might in fact facilitate detection. Given these considerations, it was hypothesized that the differences in the neural spatial excitation patterns would be best captured by threshold for detecting pulse trains of low-rates and that the thresholds would be systematically less predictive of spatial selectivity as detection involves more temporal factors.

The second aim of the study was to use monopolar detection thresholds to estimate the spatial neural excitation patterns along the electrode array and examine if speech recognition would improve if the stimulation sites estimated with broad stimulation patterns were deactivated. As discussed earlier, channel interaction is thought to be one of the greatest obstacles for speech understanding with CIs, particularly in noise. We hypothesized that deactivating stimulation sites with broad spread of neural excitation would improve speech recognition, based on the assumption that speech information is coded better with a small number of independent channels than with a large number of channels that interact.

The results of the study indicate that both hypotheses were true that when neural responses to the stimulus were not limited by the temporal inhibitive factors, monopolar detection thresholds predicted the spatial pattern of neural excitation and that site selection based on the threshold measure significantly improved speech recognition.

**Materials and Methods**

**Subjects and hardware**

Ten postlingually deafened adult subjects with the Cochlear Nucleus™ devices participated in the study. Some of the subjects were sequentially bilaterally implanted (see subject demographic information in Table 1). Eleven ears were tested in Experiment 1, where the relationship between spatial selectivity and monopolar thresholds were examined. S8R had zero speech recognition in noise and in quiet and therefore did not continue with the speech recognition testing in Experiment 2. Two additional ears were recruited for Experiment 2, resulting a total N of 12. All subjects provided written informed consent before participating in the study. This study was approved by the East Carolina University institutional review board.

All testing used a monopolar stimulation (MP 1+2) mode and biphasic pulse trains with a phase duration of 25 μs and an interphase interval of 8 μs. For psychophysical testing, a
Nucleus® Freedom processor (Cochlear Corporation, Englewood, CO) was used. The experiments were controlled by MATLAB programs interfacing with the NIC II research software. For speech testing, a laboratory owned processor that was the same as what the subject wore everyday was used. Speech testing material was delivered by a loudspeaker 1 meter from the subject at 0 degree azimuth in a double-walled sound booth.

Experiment 1

For each ear, two to three electrodes were tested for spatial selectivity and detection thresholds for biphasic pulse trains of three categories: (a) low rate and long duration, (b) high rate and short duration, and (c) high rate and long duration. The selection of the electrodes was arbitrary. The parameter details of the stimuli are given in Table 2. There were two stimuli under each category. Note that 40-pps and the 15.625-ms stimuli had the same number of pulses, so did the 80-pps and 31.25-ms stimuli. The 500-ms and 900-pps stimulus was chosen because it is commonly used clinically for measuring threshold level. Detection thresholds for the 6 stimuli were first estimated using the method of adjustment (MOA), where the subjects were instructed to increase the level of the stimulus sufficiently high so that the stimulus was confidently perceived and then bracket the level until the stimulus was just detectable. Current adjustments were made in 25, 5, or 1 CLU (clinical level unit). The MOA thresholds helped to set the starting point of the following adaptive procedures. The 3-interval forced choice paradigm (3IFC) started at 20 CLU above the MOA thresholds, and the level of the signal interval adapted following a 2-down 1-up criterion. The adapting step size was 10 CLU for the first reversal, 5 CLU for the second, 2 CLU for the third, and 1 CLU for the rest of the seven reversals. The levels at the last six reversals were averaged and the mean was taken as the threshold.

Table 1. Subject demographic.

| Subject number | Gender | Age (yrs) | Duration of implant use (yrs) | Duration of deafness (yrs) | Device type | Participated experiment |
|----------------|--------|-----------|------------------------------|---------------------------|-------------|------------------------|
| S1L            | M      | 75.3      | 12.2                         | 0.1                       | CI24R(CS)   | Exp 1 & 2              |
| S1R            | M      | 75.3      | 6.2                          | 6.0                       | CI24RE (CA) | Exp 1 & 2              |
| S2L            | F      | 48.4      | 2.0                          | 41.5                      | CI24RE (CA) | Exp 1 & 2              |
| S2R            | F      | 48.4      | 1.9                          | 41.5                      | CI24RE (CA) | Exp 1 & 2              |
| S4L            | F      | 54.8      | 2.4                          | 0.4                       | CI24RE (CS) | Exp 2                  |
| S5L            | F      | 79.8      | 4.3                          | 3.5                       | CI512       | Exp 1 & 2              |
| S6R            | F      | 82.3      | 2.1                          | 65.2                      | CI24RE (CS) | Exp 1 & 2              |
| S7R            | F      | 68.5      | 3.2                          | 27.9                      | CI24RE (CS) | Exp 1 & 2              |
| S8R            | M      | 78.9      | 3.2                          | 26.0                      | CI24RE (CS) | Exp 1                  |
| S9L            | M      | 70.2      | 4.2                          | 1.0                       | CI24RE (CS) | Exp 1 & 2              |
| S10L           | F      | 64.2      | 13.2                         | 0.8                       | CI24R (CS)  | Exp 2                  |
| S10R           | F      | 64.2      | 1.5                          | 12.4                      | CI24RE (CS) | Exp 1 & 2              |
| S12L           | M      | 81.2      | 2.3                          | 3.0                       | CI24RE (CS) | Exp 1 & 2              |

Table 2. Stimuli parameters.

| Stimuli category       | Stimulation rate (pps) | Duration (ms) | Number of pulses |
|------------------------|------------------------|---------------|------------------|
| Low rate               | 40                     | 250           | 10               |
|                        | 80                     | 250           | 20               |
| Short and high rate    | 640                    | 15.625        | 10               |
|                        | 640                    | 31.25         | 20               |
| Long and high rate     | 640                    | 250           | 160              |
|                        | 900                    | 500           | 450              |
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A forward-masking paradigm was used to measure spatial selectivity of neural excitation. It is a commonly used method for measuring neural interactions between channels, where a masker signal is presented forward in time followed by a short gap and then the probe signal [16–23]. If the masker and probe excited an overlapping populations of neurons, the neurons that had been activated by the forward masker would be less responsive to the probe causing the probe threshold to elevate. The amount of probe threshold elevation, quantified as forward masking, was measured as a function of the spatial separation between the masker and probe. If probe threshold were elevated by a masker spatially separated from the probe (i.e., off-site masker), it would indicate neural interaction between the probe and masker sites. The masker and probe stimuli used a high rate of 900 pps to ensure that, if there is any interaction between the masker and probe site, the interaction will cause the probe threshold to elevate. The forward masker was 300 ms long, followed by a 10-ms gap, and a 20-ms probe. The location of the probe was fixed while seven maskers were positioned around the probe such that three were apical to the probe, one on the same location as the probe, and three were basal to the probe (if spatially allowed). The threshold level of the probe and masker signals was first estimated using MOA. To determine the maximum comfortable level of the probe and maskers, the subject was instructed to find the level that corresponded to a 9 on a loudness scale of 1 to 10. The level of the maskers was initially set at 50% of the respective DR. The on-site maskers (the maskers that were on the same site as the probes) were loudness balanced to each other. The off-site maskers were then loudness balanced to the corresponding on-site masker. Finally, the seven maskers for a given probe location were swept in both directions before fine adjustments were made. Because the masker levels were loudness balanced, it was possible that a masker site in poorer condition would require a higher current level to achieve the designated loudness, thus producing greater excitation at the probe site compared to a masker with a lower absolute current level. The possible unequal excitation produced by the loudness-balanced maskers would produce some noise in the masking patterns. A similar caveat exists for using a forward-masked psychophysical tuning curve, where it is not possible to equate excitation produced by the probes at different tonotopic locations or across ears [22].

Detection threshold of the probe was first measured without masker and then with a spatially-varying masker using 3IFC. One of the intervals chosen at random contained the masker-probe signal while the other two intervals contained the masker only. The level of the probe started at 50% DR and adapted using a 2-down 1-up criterion. The amount of threshold elevation in dB was quantified as forward masking, which was calculated for each masker-probe separation condition. Each data point on the forward-masking function was then divided by peak masking (forward masking at 0 masker-probe separation) to remove the across-probe differences in masking decay at 10 ms [22]. The rate at which the normalized forward masking decays with the increasing probe-masker separation (slope) reveals the extent to which neural excitation produced by the probe overlaps with that produced by the masker (s). The forward masking slopes were calculated for both the apical and basal sides of the function by fitting a linear line to the amount of forward masking against the exact mm masker-probe spacing for each masker-probe separation condition (electrode spacing is not uniform for CI24RE and CI512). If forward masking decayed with increasing masker-probe separation in mm, the slope would be negative. It should be noted that a linear fit to the arbitrarily chosen masker-probe separations may not best describe the shape of all functions.

**Experiment 2**

Based on the results of Experiment 1, the strongest threshold-predictor for spatial selectivity was identified (i.e., 80-pps thresholds). For each tested, the threshold was then measured for the entire electrode array using MOA. The electrodes were rank ordered based on their
thresholds. The electrode with the highest threshold was chosen without replacement from the array. If the electrode was immediately adjacent to any of the previously chosen ones, the electrode with the next highest threshold was considered until a total of five electrodes with high thresholds were identified. These electrodes were turned off in experimental map 1. Frequencies were automatically reallocated following deactivation. The deactivation gave rise to an experimental map that was otherwise identical to the subjects’ everyday-use clinical map in terms of levels, volume, sensitivity, stimulation rate, mode, speech processing strategy, and smart sound settings. When there were electrodes that had already been deactivated in the clinical map due to impedance issues or perception discomfort, those electrodes remained deactivated in the experimental map. In addition, a control condition (experimental map 2) was created, where 5 randomly chosen electrodes that were also not immediately adjacent to each other were deactivated. Note that some of the randomly chosen electrodes overlapped with those selected for experimental map 1. Six ears were tested for experimental map 2. The subjects were asked to switch back and forth between the clinical and the experimental maps that were loaded on the processor to determine whether a volume adjustment was needed for either one. No subject required a volume increase for the experimental maps or the clinical map.

The maps were evaluated in random order for speech recognition in quiet and in noise. The order was kept blind to the subject but not to the experimenter. A speech reception threshold (SRT) for CUNY sentences [24] was measured twice for each map. The sentences were meaningful utterances that differed in length. The noise was a white noise amplitude modulated at 4 Hz with a 100% modulation depth. The level of the noise was kept at 55 dB (A) SPL with a raised cosine ramp applied to the onset and offset. The noise was presented alone for 1.5 sec before the target sentence, during the target, and for 0.5 sec alone after the target. The subjects were instructed to repeat the target sentence to the experimenter. The level of the target sentence started at 20 dB above the noise and adapted in step size of 2 dB based on the subject’s response. Following a one-down one-up criterion, the SRT corresponded to the 50% correct point on the psychometric function. Because the sentence level was adapted, at low signal to noise ratios (SNRs), it is possible that the threshold was underestimated. Four lists of CUNY sentences were used for measuring one SRT. There had not been a case where the number of sentences in the four lists was not sufficient for obtaining 12 reversals. The SNRs at the last 6 reversals was averaged and taken as the SRT. Speech recognition in quiet was evaluated using the TIMIT's sentences [25]. The TIMIT corpus contains recordings of 630 speakers of eight major dialects of phonetically rich American English. The sentences provide very limited contextual information. The root mean square values of all sentences were equalized and presented at a level of 65 dB (A) SPL. For each condition, two different sentence lists each containing 20 sentences were used. The number of words that the subject repeated correctly was used to calculate the percent correct score for a given condition.

**Results**

**Experiment 1**

The monopolar detection thresholds of the low rate and long duration (LR), high rate and short duration (SD), and high rate and long duration (HR) stimuli are shown in Fig 1. The thresholds were compared to the traditional measure of spatial selectivity of neural excitation, i.e., slope of the forward-masking functions. The raw forward masking functions are shown in Fig 2. In Fig 3, the amount of forward masking for each probe-masker separation condition was normalized to that at the 0 probe-masker separation. Shift of peak masking, that is, the maximum amount of masking occurring at probe-masker separation other than 0 mm, was often observed. The peak shifting was more often seen for masking functions that were shallow than those that were steep. The normalized forward masking did not always decay linearly
with the probe-masker separation, although for simplicity of data analysis, spatial selectivity was quantified by fitting linear slopes to the function. The slopes fit to the basal side of the masking function did not significantly differ from those fit to the apical side ($p > 0.05$), as revealed by an unequal-sample-size $t$ test not assuming equal variances. For probe sites that were masked for both the apical and basal directions, the basal and apical slopes were averaged and the average was used as the measure of spatial selectivity for neural excitation.

There were two sources of variance in the masking slopes, one between subjects and one between stimulation sites. Univariate general linear models were used to analyze whether the thresholds of various stimuli accounted for the between-subject and between-site variance of the masking slopes. The models used the forward-masking slopes as the dependent variable, subjects as the fixed variable, and threshold as the covariate. It is important to distinguish the between-subject and between-site effects, because only if thresholds explain the between-site variance in the masking slopes, would it provide rationale for using the thresholds to select stimulation sites in the processor maps (Experiment 2). The likelihood of each threshold explaining the between-site and between-subject variance in the masking slopes is indicated by the $p$ values in Table 3. The total variance in the masking slopes accounted for by thresholds of

---

**Fig 1. Thresholds for various stimulus types.** Data collected from different ears are shown in separate panels. In each panel, thresholds are shown from left to right for the LR1 (40pps/250ms), LR2 (80pps/250ms), SD1 (640pps/15.625ms), SD2 (640pps/31.25ms), HR1 (640pps/250ms), and HR2 (900pps/500ms) stimulus type. Symbols indicate stimulation sites.

doi:10.1371/journal.pone.0165476.g001
various stimuli ($R^2$) is also given in Table 3. Because both sources of variance were examined in the model, the correlation coefficient squared ($R^2$) was adjusted for degree of freedom. The scatter plots of the thresholds of various stimuli against the masking slopes are shown in Fig 4 with the adjusted $R^2$. The between-site variance in the masking slopes was accounted for by the thresholds of the two low-rate and the two short-duration stimuli. The general trend was that the predictive strength of threshold for spatial selectivity progressively decreased from the low-rate stimuli, to the short and high-rate stimuli, and to the high-rate and long stimuli. The strongest correlation was observed for thresholds detecting an 80-pps train.

Pearson's correlations were performed for all possible pairs of thresholds. The correlation coefficients are shown in Table 4. All correlations were significant after controlling for the family-wise Type I error by performing Bonferroni corrections (all $p$ values < 0.003).

Experiment 2

The 80-pps thresholds, which most strongly predicted the masking slopes, were measured for the whole electrode array for each ear, except for stimulation sites that had already been turned off in the subject's clinical map (Fig 5). The across-site variation in the 80-pps thresholds was

---

Fig 2. Raw forward masking as a function of probe-masker separation. Data collected from different ears are shown in separate panels. Symbols indicate stimulation sites. Probe-masker separations (in number of electrodes) left to 0 indicate masker locations basal to the probe. Missing data indicate that the probe site is close to either the basal or apical end of the electrode array. The y axis shows the amount of forward masking (threshold elevation) in dB. doi:10.1371/journal.pone.0165476.g002
larger for some ears than the others, ranging from 0.6 to 2.8 dB in standard deviations with a mean of 1.67 dB. Compared to the thresholds measured in the clinical maps using the default 500-ms 900-pps parameters, the across-site variation in the 80-pps thresholds was significantly greater \( t (11) = -2.9, p = 0.01 \).

Fig 3. Normalized forward masking as a function of probe-masker separation. The same as Fig 2. The y axis shows normalized forward masking, i.e., the amount of forward masking at each probe-masker separation divided by forward masking produced by the on-site masker (0 mm separation).

doi:10.1371/journal.pone.0165476.g003

Table 3. Univariate general linear models (dependent variable: forward masking slopes).

| Stimuli category | Threshold predictor (pps/ms) | Between stimulation sites (p value) | Between subjects(p value) | Corrected model (p value) | R² | Adjusted R² |
|------------------|------------------------------|-----------------------------------|--------------------------|--------------------------|----|-------------|
| Low rate         | 40/250                       | 0.002                             | 0.233                    | 0.141                    | 0.636 | 0.303       |
|                  | 80/250                       | < 0.0001*                        | 0.077                    | 0.025                    | 0.753 | 0.526       |
| Short and high rate | 640/15.625                  | 0.003                             | 0.281                    | 0.18                     | 0.613 | 0.258       |
|                  | 640/31.25                    | 0.005                             | 0.35                     | 0.221                    | 0.592 | 0.218       |
| Long and high rate | 640/250                     | 0.05                              | 0.681                    | 0.651                    | 0.419 | 0.114       |
|                  | 900/500                      | 0.143                             | 0.847                    | 0.852                    | 0.325 | 0.293       |

*The underlined p values reached statistical significance after Bonferroni correction for multiple correlations (p < 0.008).

doi:10.1371/journal.pone.0165476.t003
In Fig 5, the five stimulation sites with the highest 80-pps thresholds that were turned off in experimental map 1 were indicated by the grey color. Six subjects were tested for an experimental map 2 where five randomly chosen stimulation sites were turned off as indicated by the square symbol. Fig 6 shows speech recognition for TIMIT sentences in quiet and SRTs for CUNY sentence measured using the subjects’ clinical map and the two experimental maps. Repeated measure ANOVAs were performed to examine whether the experimental maps had a significant effect on SRTs and sentence recognition in quiet. Results showed that SRTs were significantly different across the map conditions \(F(2) = 7.02, p = 0.01\), so was recognition for the TIMIT sentences in quiet \(F(2) = 6.22, p = 0.01\). Planned comparisons showed that

Fig 4. Scatter plots of thresholds versus the slopes of the normalized forward-masking functions. Threshold stimulus type is indicated by the y-axis label. Symbols indicate individual ears. The \(R^2\) values were those that were adjusted for examining two sources of variation in the general linear models. The \(R^2\) values indicate the strength of correlation between the threshold and masking slopes across sites and ears.

doi:10.1371/journal.pone.0165476.g004
relative to the clinical map, experimental map 1 significantly improved subjects’ SRTs $[F (1) = 10.76, p = 0.02]$. Although the group mean performance with experimental map 2 was worse than that with the clinical map, the difference was not statistically significant $[F (1) = 0.943, p = 0.37]$. Similarly for TIMIT sentences in quiet, performance with experimental map 1 significantly improved relative to that using the clinical map $[F (1) = 9.18, p = 0.02]$. The reduced performance with experimental map 2 relative to that with the clinical map was not statistically significant $[F (1) = 0.733, p = 0.43]$. On average, SRTs improved by 4.01 dB and recognition of

| pps/ms | 40/250 | 80/250 | 640/15.625 | 640/31.25 | 640/250 | 900/500 |
|--------|--------|--------|------------|------------|--------|---------|
| 40/250 | 1      | 0.94   | 0.91       | 0.83       | 0.72   | 0.64    |
| 80/250 | 1      | 0.97   | 0.91       | 0.83       | 0.72   |         |
| 640/15.625 | 1 | 0.95 | 0.9 | 0.79 |
| 640/31.25 | 1 | 0.91 | 0.79 |
| 640/250 | 1      |        |            |            |        | 0.9     |
| 900/500 |        |        |            |            |        | 1       |

doi:10.1371/journal.pone.0165476.t004

Fig 5. Thresholds of the 80-pps 250-ms pulse train as a function of stimulation sites. Stimulation sites deactivated in experimental map 1 are shown in grey. The five randomly chosen stimulation sites deactivated in experimental map 2 are indicated by the square symbol.

doi:10.1371/journal.pone.0165476.g005
the TIMIT sentences improved by 11.14 percentage points with the deactivation based on the 80-pps thresholds.

Discussion

One of the greatest obstacles that limit the performance with cochlear implants is the lack of channel independence. This study examined the potential of using monopolar thresholds to estimate spatial selectivity of neural excitation in CI users. The results showed that the predictive power of the thresholds for spatial selectivity of neural excitation is dependent on parameters of the stimulus used for measuring the threshold. When neural responses to the stimulus is not likely limited by the temporal inhibitive factors such as refractoriness and adaptation, monopolar detection thresholds are strongly correlated with the slopes of the forward masking patterns. With the deactivation of the high-threshold stimulation sites estimated to produce channel interaction, speech recognition significantly improved both in quiet and in noise.

Predictive power of monopolar thresholds

In the current study, three types of pulse trains contrasted in stimulation rate and duration (Table 2) were used to measure detection thresholds in monopolar stimulation. Thresholds for

![Fig 6. Speech recognition results. SRTs (top panel) and percent correct scores for TIMIT sentences in quiet (bottom panel) are shown for individual subjects as well as the group mean using the clinical map (black bars), experimental map 1 (grey bars), and experimental map 2 (white bars). The error bars represent standard error. doi:10.1371/journal.pone.0165476.g006](image)
various stimulus types were then correlated with the slopes of the forward-masking functions to examine if they accounted for the between-subject and between-site variance in the masking slopes. Consistent with the hypothesis, the strongest predictor for spatial selectivity was threshold for the low-rate stimuli, i.e., 40 pps and 80 pps trains with a duration of 250 ms. From Figs 1 and 3, it can be seen that, within subjects, the stimulation site(s) that demonstrated a relatively broader masking pattern was always measured with a higher low-rate threshold. When the masking patterns were similar, their low-rate thresholds were also similar (S1L). However, when the threshold stimulus was increased in rate or duration, the differences in measured thresholds diminished (e.g., S5L, S6R, S7R, S9L), making these thresholds not as capable of differentiating sites that contrasted in spread of excitation. In other cases, the sign of the threshold difference between sites even reversed such as seen for S1L and S8R depending on stimulus type. For example, site 5 of S8R demonstrated a narrow masking pattern, which was reflected in its low low-rate threshold. However, one of the high-rate thresholds (HR1) measured at site 5 was found higher compared to site 12, the broad excitation site. Thresholds for the high-rate stimuli in these cases predicted a completely opposite spatial neural excitation patterns. The different across-site variation patterns in threshold produced stronger inter-correlation between some threshold pairs than others (Table 4).

The following provides some plausible explanations for the systematic change in the correlation strength between detection thresholds of the various stimulus types and spatial selectivity of neural excitation. At low rates, the interpulse intervals of these stimuli were likely long enough that neural responses to the stimuli did not involve any interpulse interaction. That is, the neurons would always be able to recover in time from their prior activity to respond to pulse that follows, based on what is known about the relative refractory period of the electrically stimulated auditory nerve [5, 6, 26]. The inhibitive effects of the sub-threshold pulses are also likely to be small given the large interpulse interval [7, 27]. Within a time period following stimulus onset, the number of spikes that single neurons generate following the low rates of stimulation would not be large enough for the neurons to adapt to their spiking rates [11, 12, 28]. Thresholds of the low-rate stimuli therefore were relatively free of any neural temporal response variables and were mostly subject to the spatial effects such as electrode-neuron distance, nerve loss or impedance. It is unclear however why the correlation with the masking patterns would be stronger for the 80-pps than the 40-pps thresholds.

When the pulses in the low-rate stimuli were pressed in time, such that the same number of pulses was presented in shorter time windows, i.e., 15.625 ms and 31.25 ms at 640 pps, neural responses to the stimulus become subject to interpulse interactions. If the high-rate stimulation continues for a long period of time, neural responses to the stimulus become subject to an additional factor of spike-rate adaptation or even central inhibition. With short interpulse intervals, excitability of the neurons can be reduced after they have fired to a preceding pulse, or have been desensitized by a sub-threshold one. Due to the differences in the absolute and relative refractory period of the auditory fibers, neural responses to high-rate pulse trains (400-2000 pps) typically exhibit an oscillating pattern in amplitudes [28–29]. With long stimulus duration, ECAP (electrically evoked compound action potential) amplitude can significantly reduce 30 ms into the stimulus at a rate of 500 pps, equivalent to stimulation of 15 pulses [28–29]. The more temporal factors that are involved in detection, the more “noisy” the threshold would be in reflecting any differences in the spatial spread of excitation for different electrodes.

Further, as mentioned above, high-rate thresholds were often quite similar for stimulation sites that contrast greatly in spatial excitation patterns (Fig 1). In extreme cases, threshold was found lower at a broad stimulation site compared to that with narrow stimulation. This is perhaps because a broad excitation pattern (not in case of sparse neural survival), can release some of the temporal constrains on single fibers by providing a larger number of excitable neurons in response to high-rate stimulation. Previous findings [13] (and those observed in the current
study) have suggested that detection threshold decreases more steeply with increasing rate with a broader stimulation pattern. ECAP growth functions were also found to be the steepest in the middle of the electrode array [30], where stimulation was often distant and broad. Broad stimulation may similarly reduce neural fatigue by exciting a large number of neurons thus lowering the amount of stimulation each neuron receives which in turn lowers their spiking rate [31]. Since a broad stimulation pattern can facilitate detection and lower threshold when stimulation is of high rate or long duration, these thresholds would not be as accurate for estimating the spatial excitation patterns. Threshold thus can be a complex function of the spatial factors, interpulse interactions (refractoriness and sub-threshold adaptation), and spike-rate adaptation, depending on stimulus parameters.

Taking together, the systematically weakened relationship between monopolar thresholds and the measure of spatial selectivity of neural excitation seems to be attributed to (1) the extent to which detection depends on the neural temporal response characteristics, and (2) the extent to which the spread of excitation facilitates detection when neural responses are inhibited by refractoriness and adaptation.

**Monopolar versus focused stimulation**

The weak or lack of correlation between monopolar thresholds and speech recognition and other psychophysical measures [32–33] has been attributed to the possibility that monopolar thresholds are not sensitive to the conditions local to the stimulation sites because the current is returned to remote ground electrodes. Previous studies have demonstrated that the relationship between thresholds and psychophysical tuning curves can be improved if a more focused stimulation mode is used where a portion of the current is returned to the intracochlear electrodes adjacent to the active ones. Bierer and colleagues [33–34] showed that psychophysical or EABR (electrically evoked auditory brainstem response) thresholds measured with partial tripolar configuration more strongly predicted the slopes of the apical side of forward-masked psychophysical tuning curves than those measured with monopolar stimulation. The results of the current study suggest that the weak correlation between the monopolar thresholds and the spread of excitation measure might also be due to stimulus parameters. It remains to be tested whether the predictive power of the low-rate thresholds for spread of excitation measures improves when a more focused stimulation mode is used.

**Across-site variation pattern in the low-rate thresholds**

The 80-pps threshold, which was the strongest predictor for spread of neural excitation, was measured across the stimulation sites for all ears. On average, the across-site variation in the 80-pps thresholds was significantly greater compared to that in the clinical thresholds that used the default 900-pps 500-ms parameters. This could be partly due to the diminished differences in thresholds when threshold stimulus is increased in rate or duration. As discussed above, a broad stimulation pattern facilitates detection by providing more excitable neurons that are not in an inhibited status, thus reducing the threshold difference compared to sites that receive narrow stimulation. It should be noted however that interpolation of threshold levels across electrodes that is often performed in clinical fitting can also reduce the across-site variation in the clinical thresholds. It would also be interesting to compare across-site variation patterns in the monopolar low-rate thresholds and focused thresholds.

**The effect of deactivation of stimulation sites**

Experiment 2 examined the effect of deactivating stimulation sites based on the 80-pps thresholds (experimental map 1) and stimulation sites that were randomly chosen (experimental
Deactivation of the stimulation sites resulted in an automatic reallocation of frequencies to the remaining active electrodes, such that the bandwidths assigned to the remaining stimulation sites were broadened. Using the experimental map that deactivated the five electrodes measured with the highest 80-pps thresholds, the majority of the subjects achieved improved SRTs and speech recognition in quiet. The averaged group performance was significantly better using experimental map 1 than the clinical map that had all electrodes active. Note that the distribution of the deactivated electrodes did not seem to contribute to performance. Deactivating more electrodes in the apical region did not produce performance improvement any different than deactivating more electrodes in the basal region, which suggests that it was not the tonotopic location but the condition at the location that contributed to speech recognition in ears with pathology. Random deactivation was detrimental in many cases, but for some subjects, performance did improve although the improvement was smaller than that resulted from turning off the five electrodes with the highest thresholds. For those subjects who benefited from the random deactivation, it seems that simply increasing the distance between any pair of active electrodes improved performance, which could suggest overall excessive channel interaction. The group mean with random deactivation was worse than that using the clinical map, but the difference was not significant perhaps due to the small sample size tested for experimental map 2. The results suggested that caution should be used if random deactivation was to be used, as it might be detrimental for some subjects, or it might not be as effective as targeting sites that produce the greatest interaction.

If channel interaction is present, a given neural population would receive and process a wider than expected band of speech information, because the neurons must process pulse trains delivered by the closest electrode as well as those imposed by the distant ones. However, it is not equivalent to simply stimulating the same subpopulation of neurons with a broadened frequency band; because with deactivation, the fewer stimulation sites each assigned with a relatively wide band produces better performance than using all stimulation sites that interact. These results seem to suggest that channel interaction might cause distortions in neural coding of the speech signal. When a subpopulation of neurons receives modulated pulse trains from multiple electrodes, the effective rate at which the neurons are being stimulated could be far greater than the single-electrode rate of 900 pps. As discussed earlier, multiple inhibitive factors can cause the neurons to reduce excitability in response to high-rate stimulation. If the pulses from remote electrodes are sub-threshold to the subpopulation of neurons, sub-threshold adaptation could occur preventing the neurons from responding to the pulses delivered by the closest electrode. The possible spatial summation of stimulation could explain why a full-array activation might not necessarily be optimal. The number of electrodes needed to be deactivated for optimal speech results is perceivably different for each ear given the individual differences in pathology and electrode position patterns. The fact that some subjects benefited from random deactivation suggests that for those individuals turning off five electrodes might not be sufficient. Because the thresholds were only predictive of the between-electrode variations in spread of excitation and not the between-subject variation, it has not been possible to determine the amount of deactivation needed based on the absolute threshold levels. The effects of deactivation were also acute in that the subjects were tested for the experimental maps without adapting to the changes in frequency allocation. It is possible that a greater effect would be observed if some experience were gained with the experimental maps.

There has not been consistent results indicating a relationship between measures of spatial selectivity of neural excitation and speech recognition across subjects [30]. The slopes of the spatial tuning curves averaged from three tonotopic locations for example did not correlate with the subjects’ speech recognition performance [16]. One explanation for the lack of correlation is that the sampled locations were not always representative of the spatial neural excitation...
pattern on the entire array. Another possibility is that the across-subjects correlation was
masked by subject variables such as cognitive abilities.

Site-selection strategies based on other psychophysical measures such as amplitude modula-
tion detection thresholds [35–36] and CT scans [37–38] have also shown to improve speech
recognition. It is yet to be examined whether these measures share the same underlying mecha-
nisms as detection thresholds. For example, it is unknown whether the difficulty with detecting
amplitude modulation is related to the detrimental effect of current spread or other variables
that might also be important for speech recognition with cochlear implants. Focused stimula-
tion has also been proposed to decrease channel interaction, although it has not consistently
provided benefit relative to monopolar stimulation [39–40]. Different from electrode deactiva-
tion, the outcome of focused stimulation may depend on whether the small-size subgroup of
neurons is healthy and whether they are able to process normal stimulation rates without
excessive adaptation.
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