A NON-COMMUTATIVE REIDEMEISTER-TURAEV TORSION OF HOMOLOGY CYLINDERS
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Abstract. We compute the Reidemeister-Turaev torsion of homology cylinders which takes values in the $K_1$-group of the $I$-adic completion of the group ring $\mathbb{Q}\pi_1\Sigma_{g,1}$, and prove that its reduction to $\mathbb{Q}\pi_1\Sigma_{g,1}/I^{d+1}$ is a finite-type invariant of degree $d$. We also show that the 1-loop part of the LMO homomorphism and the Enomoto-Satoh trace can be recovered from the leading term of our torsion.
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1. Introduction

The graph-valued invariant of a knot in $S^3$, called the Kontsevich invariant, was extended to an invariant of links in arbitrary closed 3-manifolds called the Le-Murakami-Ohtsuki invariant in [26]. Cheptea Habiro and Massuyeau [3] extended it to the case of 3-manifolds with boundary and constructed the LMO functor, which is a functor from some category of cobordisms between surfaces to a category of graphs.

Let $\Sigma_{g,1}$ be a compact oriented surface of genus $g$ with one boundary component. A homology cylinder over $\Sigma_{g,1}$ is a compact oriented 3-manifold...
which is homologically the same as the product $\Sigma_{g,1} \times [-1, 1]$. The set of homology cylinders $\mathcal{IC} = \mathcal{IC}_{g,1}$ forms a monoid, and by restricting the LMO functor to $\mathcal{IC}$, it induces a monoid homomorphism from $\mathcal{IC}$ to some Hopf algebra of Jacobi diagrams, where a Jacobi diagram is a uni-trivalent graph with additional information. We call the number of trivalent vertices in a Jacobi diagram the degree. Let us consider a Jacobi diagram without strut component whose univalent vertices are labeled by elements of $H$, and denote by $\mathcal{A}(H)$ the degree completion of the $\mathbb{Q}$-vector space spanned by such Jacobi diagrams modulo relations, called the AS, IHX, and multi-linear relations. The completion $\mathcal{A}(H)$ has a Hopf algebra structure, and Habiro and Massuyeau [16, Section 4] considered a monoid homomorphism $\kappa \circ \tilde{Z}^Y : \mathcal{IC} \to \mathcal{A}(H)$ called the LMO homomorphism, where $\tilde{Z}^Y$ is the “$Y$-part” of the LMO functor, and $\kappa$ is some isomorphism between spaces of Jacobi diagrams in [16] Section 4. See also Habiro and Massuyeau [15]. Jacobi diagrams have another grading given by the number of loops, and Massuyeau [30] showed that the 0-loop part of the LMO homomorphism $Z(M)$ for $M \in \mathcal{IC}$ is written in terms of the total Johnson map.

In this paper, we give an interpretation of the 1-loop part of the LMO homomorphism by considering a non-commutative Reidemeister(-Turaev) torsion of homology cylinders which takes values in $K_1(\widehat{\mathbb{Q}\pi})$, where $\pi = \pi_1\Sigma_{g,1}$ and $\widehat{\mathbb{Q}\pi}$ is the $I$-adic completion of the group ring $\mathbb{Q}\pi$. More precisely, we show that the torsion is a finite-type invariant of homology cylinders and that the “leading term” of the 1-loop part of the LMO homomorphism and the Enomoto-Satoh trace of homology cylinders are essentially equal to the “leading term” of the torsion. We also give a surgery formula of the torsion for $k$-loop graph claspers when $k \geq 1$.

Our work is motivated by the study of the loop expansion of the Kontsevich invariant and the LMO invariant. For a knot $K$ in the 3-sphere $S^3$, the 1-loop part of the logarithm $\log Z(K)$ of the Kontsevich invariant is known to be written in terms of the Alexander polynomial of $K$. See [45, (4.11)] for the explicit formula. This follows from the Melvin-Morton-Rozansky conjecture [33] proved by Bar-Natan and Garoufalidis [1]. See Ito [17] for another proof and Rozansky [44] for some generalization. The Alexander polynomial also plays an important role to describe higher loop parts. For a knot $K$ in an integral homology $3$-sphere $M$, the logarithm of the LMO invariant decomposes into an infinite sum of $n$-loop part $Q_n(M, K)$ for $n \geq 1$. Rozansky’s rationality conjecture [45] proved by Kricker [23] states that $Q_n(M, K)$ is described by some rational functions whose denominators are the Alexander polynomial for $n \geq 1$. See also Garoufalidis and Kricker [9] for the Kontsevich invariant of links.

The relation between the Alexander polynomial and the Reidemeister(-Turaev) torsion of 3-manifolds is given by Milnor and Turaev. In [34], Milnor
considered the Alexander polynomial of link complements and interpreted it as a kind of Reidemeister torsion. Turaev [51] generalized it to compact oriented 3-manifolds. Turaev also introduced an Euler structure to construct a refinement of the Reidemeister torsion in [51] and [52], which is now called the Reidemeister-Turaev torsion. Let $H = H_1(\Sigma_{g,1}; \mathbb{Z})$ and denote by $Q(\mathbb{Z}H_{\mathbb{Z}})$ the field of fractions of the group ring $\mathbb{Z}H_{\mathbb{Z}}$. For homology cylinders, Friedl-Juhász-Rasmussen [7] and Massuyeau-Meilhan [31] considered the (relative) Reidemeister-Turaev torsion which takes values in $K_1(Q(\mathbb{Z}H_{\mathbb{Z}}))$. Massuyeau and Meilhan also constructed a canonical Euler structure $\xi_0$ for homology cylinders, which they call the preferred Euler structure, and constructed a monoid homomorphism $\alpha : IC \rightarrow K_1(Q(\mathbb{Z}H_{\mathbb{Z}}))$ defined by the torsion. Our torsion $\tilde{\alpha} : IC \rightarrow K_1(\hat{\mathbb{Q}})$ is considered as a lift of their torsion, and we extend some of their results to our torsion.

The paper is organized as follows. In Section 2, we review the Reidemeister(-Turaev) torsion of pairs of CW-complexes and give precise definitions of homology cylinders and two filtrations on the homology cylinders called the $Y$-filtration and the Johnson filtration. In Section 3 we introduce a $K_1(\hat{\mathbb{Q}})$-valued torsion and construct a homomorphism $\tilde{\alpha} : IC \rightarrow K_1(\hat{\mathbb{Q}})$ using the preferred Euler structure $\xi_0$. We also show that our torsion $\tilde{\alpha}$ is essentially a lift of $\alpha : IC \rightarrow K_1(Q(\mathbb{Z}H_{\mathbb{Z}}))$. Let $H = H_1(\Sigma_{g,1}; \mathbb{Q})$. In Section 4 we determine the group structure of $K_1(\hat{\mathbb{Q}})$ as follows:

**Theorem 1.1.** The group $K_1(\hat{\mathbb{Q}})$ is isomorphic to $\mathbb{Q}^\times \oplus \prod_{n=1}^{\infty} (H^{\otimes n})_{\mathbb{Z}_n}$.

Here, the cyclic group $\mathbb{Z}_n$ acts on $H^{\otimes n}$ by the cyclic permutation. Note that the isomorphism in Theorem 1.1 is not canonical, and it depends on the choice of a Magnus expansion. In Section 5 we show that the I-adic reduction of $\tilde{\alpha} : IC \rightarrow K_1(\hat{\mathbb{Q}})$ is a finite-type invariant of homology cylinders. More precisely, we prove:

**Theorem 1.2.** Let $M \in IC$, and let $V_1, \ldots, V_d$ denote disjoint handlebodies embedded in $M$. Choose mapping classes $\varphi_i$ of the surface $\partial V_i$ which acts on $H_1(\partial V_i; \mathbb{Z})$ trivially. For a subset $J \subset \{1, 2, \ldots, d\}$, let us denote

$$M_J = \left( M \setminus \bigcup_{i \in J} \text{Int } V_i \right) \cup_{\{\varphi_i\} \in J} \bigcup_{i \in J} V_i.$$ 

Then we have

$$\prod_{J \subset \{1, 2, \ldots, d\}} \tilde{\alpha}(M_J)^{(-1)^{|J|}} \in \text{Ker} \left( K_1(\hat{\mathbb{Q}}) \rightarrow K_1(\hat{\mathbb{Q}}/I^d) \right).$$
In Section 6, we show that $\tilde{\alpha}$ does not change under $k$-loop clasper surgeries for $k \geq 2$ (Theorem 6.5). We also give a surgery formula (Theorem 6.8) for $\tilde{\alpha}$ with respect to 1-loop clasper surgeries.

Let $\{Y_d IC\}_{d \geq 1}$ denote the $Y$-filtration on the monoid $IC$ of homology cylinders. The precise definition is given in Section 2.4. Since the torsion series for $\tilde{\alpha}$ does not change under 1-loop clasper surgeries, it induces a homomorphism

$$Y_d IC / Y_{d+1} \to \text{Ker} \left( K_1(\widehat{\mathbb{Q}\pi}/\hat{I}^{d+1}) \to K_1(\widehat{\mathbb{Q}\pi}/\hat{I}^d) \right),$$

where $Y_d IC / Y_{d+1}$ denotes the abelian group consisting of $Y_{d+1}$-equivalence classes. Composing it with a canonical isomorphism given in Corollary 4.5, we write it as

$$\tilde{\alpha}_d: Y_d IC / Y_{d+1} \to (H^{\otimes d})_{Z_d}.$$

In Section 7, we prove the main theorem (Theorem 1.3) which relates $\tilde{\alpha}_d$ with the 1-loop part of the LMO homomorphism $\bar{Z}: IC \to A(H)$ and the Enomoto-Satoh trace.

Let us fix notation for the Johnson homomorphism and the Enomoto-Satoh trace. We write $J_d C \subset C$ for the $d$th submonoid of the Johnson filtration on $C$ (see Section 2.3) and $L_d(H_Z)$ for the degree $d$ part of the free Lie ring generated by $H_Z$. Let $x \cdot y \in Z$ denote the intersection number of $x, y \in H_Z$, and denote by $
abla_d: J_d C \to \text{Hom}(H_Z, L_{d+1}(H_Z)) \cong H_Z \otimes L_{d+1}(H_Z)$ the $d$th Johnson homomorphism, where the right isomorphism is induced by Poincaré duality $H_Z \cong H_Z^*$ which sends $x \mapsto x \cdot -$. It induces a homomorphism on the graded quotient $Y_d IC / Y_{d+1}$. The Enomoto-Satoh trace is defined by the composition map

$$\text{Tr}_d: H_Z \otimes H_Z^{\otimes (d+1)} \to (H_{Z}^{\otimes d})_{Z_d},$$

where the first homomorphism is the contraction

$$C(x \otimes x_1 \otimes x_2 \otimes \cdots \otimes x_{d+1}) = (x \cdot x_1)x_2 \otimes \cdots \otimes x_{d+1},$$

and the second one is the projection. Let $\tau: (H_{Z}^{\otimes d})_{Z_d} \to (H_{Z}^{\otimes d})_{Z_d}$ be an involution defined by

$$\tau(x_1 \otimes x_2 \otimes \cdots \otimes x_d) = (-1)^d x_d \otimes \cdots \otimes x_2 \otimes x_1,$$

and denote by $(H_{Z}^{\otimes d})^+_{Z_d}$ and $(H_{Z}^{\otimes d})^-_{Z_d}$ the $(+1)$- and $(-1)$-eigenspaces of $\tau$, respectively. As shown by Conant [5, Theorem 4.2(1)], the image of the composition map

$$\text{Tr}_d \circ \tau_d: J_d C \to (H_{Z}^{\otimes d})_{Z_d}$$

lies in $(H_{Z}^{\otimes d})^-_{Z_d}$. Here, we regard $L_{d+1}(H_Z)$ as a subgroup of $H_Z^{\otimes (d+1)}$ via $[x, y] = x \otimes y - y \otimes x$. 


Let $\mathcal{A}^c_d(H)$ denote the submodule of $\mathcal{A}(H)$ generated by connected Jacobi diagrams of degree $d$. The projection of the LMO homomorphism $Z: \mathcal{IC} \to \mathcal{A}(H)$ to the degree $d$ part induces a homomorphism $Z_d: Y_d\mathcal{IC}/Y_{d+1} \to \mathcal{A}^c_d(H)$, and we denote by $Z_{d,1}: Y_d\mathcal{IC}/Y_{d+1} \to \mathcal{A}^c_{d,1}(H)$ its projection to the 1-loop part. Let $p_+:(H^{\otimes d})_{\mathbb{Z}_d} \to \mathcal{A}^c_{d,1}(H)$ be a homomorphism defined by

$$p_+(x_1 \otimes x_2 \otimes \cdots \otimes x_d) = O(x_1, x_2, \ldots, x_d),$$

where

$$O(x_1, x_2, \ldots, x_d) = x_d \otimes x_2 \otimes \cdots \otimes x_1.$$

The homomorphism $p_+$ induces an isomorphism $(H^{\otimes d})_{\mathbb{Z}_d}^+ \to \mathcal{A}^c_{d,1}(H)$ as we can deduce from [38, Proposition 5.1]. We also denote by $p_-:(H^{\otimes d})_{\mathbb{Z}_d} \to (H^{\otimes d})_{\mathbb{Z}_d}^-$ the projection defined by

$$p_-(x_1 \otimes x_2 \otimes \cdots \otimes x_d) = \frac{1}{2}(x_1 \otimes x_2 \otimes \cdots \otimes x_d - (-1)^d x_d \otimes \cdots \otimes x_2 \otimes x_1).$$

Our main theorem describes the leading term $\tilde{\alpha}_d$ as follows:

**Theorem 1.3.** For $d \geq 1$, the diagram

$$\begin{array}{ccc}
Y_d\mathcal{IC}/Y_{d+1} & \xrightarrow{-\frac{1}{2}\text{Tr}_d \circ \tau_d} & \mathcal{A}^c_d(H) \\
\downarrow & & \downarrow \tilde{\alpha}_d \\
(H^{\otimes d})_{\mathbb{Z}_d}^- & \xrightarrow{p_-} & (H^{\otimes d})_{\mathbb{Z}_d}^+ \xrightarrow{p_+} \mathcal{A}^c_{d,1}(H)
\end{array}$$

commutes.

In other words, the $(+1)$- and $(-1)$-eigenspaces of $\tilde{\alpha}_d$ are essentially the 1-loop part of the LMO homomorphism and the Enomoto-Satoh trace, respectively.
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2. Preliminaries

In this section, we recall the definitions of the Reidemeister torsion and its refinement called the Reidemeister-Turaev torsion of pairs of CW-complexes. For details on the Reidemeister(-Turaev) torsion, see [35, Section 3], [50, Chapters I and II], [4, Chapters III and IV], and [29]. We also review homology cylinders and two filtrations on the monoid of homology cylinders called the \( Y \)-filtration and the Johnson filtration. Homology cylinders are introduced by Goussarov [12] and Habiro [14] in connection with finite-type invariants of 3-manifolds. See also [10], [15, 16] and [38, 39] for related topics.

In this paper, all homology groups are with rational coefficients, if not specified. Throughout this section, \( R \) denotes a local ring or a commutative PID.

2.1. The torsion of a chain complex. Here, we review the torsion of an acyclic chain complex over \( R \). Let \( C \) be an acyclic chain complex of finitely generated free \( R \)-modules:

\[
C_\ast = (0 \to C_m \xrightarrow{\partial_m} C_{m-1} \xrightarrow{\partial_{m-1}} \cdots \xrightarrow{\partial_2} C_1 \xrightarrow{\partial_1} C_0 \to 0).
\]

The submodule \( B_i = \text{Im} \partial_{i+1} \) is a free \( R \)-module of finite rank when \( R \) is a PID. Since \( C_\ast \) is acyclic, this is also true when \( R \) is a local ring as in [36, Lemma 1.2]. Since \( C_i \) and \( B_i \) are free \( R \)-modules for \( 0 \leq i \leq m \), we can choose and fix their ordered bases \( c_i \) and \( b_i \), respectively. Taking a lift \( \tilde{b}_{i-1} \) of \( b_{i-1} \), we obtain another ordered basis of \( C_i \) which we denote by \( b_i \). We compare it with \( c_i \), and denote

\[
[b_i \tilde{b}_{i-1}/c_i] = (\text{matrix expressing } b_i \tilde{b}_{i-1} \text{ w.r.t. the basis } c_i).
\]

**Definition 2.1.** The torsion of \( C_\ast \) based by \( c = \{c_i\}_{i=0}^m \) is defined by

\[
\tau(C_\ast, c) = \prod_{i=0}^m [b_i \tilde{b}_{i-1}/c_i]^{(-1)^{i+1}} \in K_1(R).
\]

**Remark 2.2.** The torsion \( \tau(C_\ast, c) \) does not depend on the choices of bases \( \{b_i\}_{i=0}^m \) and their lifts \( \{\tilde{b}_{i-1}\}_{i=0}^m \), where \( \tilde{b}_{-1} \) denotes the empty set.

**Lemma 2.3.** Let \( c_i \) and \( c_i' \) be ordered bases of \( C_i \). Then, we have

\[
\tau(C_\ast, \{c_i'\}) = \tau(C_\ast, \{c_i\}) \prod_{i=0}^m [c_i/c_i']^{(-1)^{i+1}},
\]

where \( [c_i/c_i'] \in K_1(R) \) is the matrix expressing \( c_i \) with respect to the basis \( c_i' \).

2.2. The torsion of a pair of CW-complexes. Let \( X \) be a connected finite CW-complex, and \( Y \) a connected subcomplex. Let \( p : \tilde{X} \to X \) be the universal covering, and choose points \( \ast \) in \( Y \) and \( \tilde{\ast} \) in \( p^{-1}(\ast) \). For a based loop \( \gamma \in \pi_1(X, \ast) \), we denote by \( t_{\gamma} \) the deck transformation which sends \( \tilde{\ast} \) to
\(\tilde{\gamma}(1)\), where \(\tilde{\gamma}\) is the unique lift of \(\gamma\) in \(\tilde{X}\) starting at \(\tilde{e}\). For a homomorphism \(\rho: \mathbb{Z}\pi_1(X, *) \to R\), consider the chain complex

\[
C_\ast(X, Y; R) = C_\ast(\tilde{X}, p^{-1}(Y); \mathbb{Z}) \otimes_{\mathbb{Z}\pi_1(X, *)} R,
\]

where the right action of \(\gamma \in \pi_1(X, *)\) on \(C_\ast(\tilde{X}, p^{-1}(Y); \mathbb{Z})\) is given by \(c \cdot \gamma = t^{-1}r(c)\) and the left action on \(R\) is given by \(\gamma \cdot r = \rho(\gamma)r\). Note that, in \([35]\) and \([50]\), chain complexes of the form \(R \otimes_{\mathbb{Z}\pi_1(X, *)} C_\ast(\tilde{X}, p^{-1}(Y); \mathbb{Z})\) are considered, and our torsion depends on the convention used in its definition.

The module \(C_\ast(X, Y; R)\) is a finitely generated free right \(R\)-module. Let \(E\) denote the set of cells in \(X \setminus Y\). For each cell \(e \in E\), we choose a lift \(\tilde{e}\) to \(\tilde{X} \setminus p^{-1}(Y)\). We denote by \(\tilde{E}\) the set of the lifted cells. We also put a total ordering on \(E\), and choose an orientation for each cell \(e \in E\). This double choice is denoted by \(oo\). The choice of \(\tilde{E}\) combined to \(oo\) induces a basis \(\tilde{E}_{oo}\) of \(C_\ast(\tilde{X}, p^{-1}(Y); \mathbb{Z})\), which defines itself a basis \(\tilde{E}_{oo} \otimes 1\) of \(C_\ast(X, Y; R)\).

**Definition 2.4.** The Reidemeister torsion with \(\rho\)-twisted coefficients of the pair \((X, Y)\) of CW-complexes is

\[
\tau(C_\ast(X, Y; R), \tilde{E}_{oo} \otimes 1) \in K_1(R)/\pm \rho(H_1(X; \mathbb{Z})),
\]

where \(\rho: H_1(X; \mathbb{Z}) \to K_1(R)\) is the induced homomorphism by \(\rho: \pi_1X \to R^\times\).

2.3. **The Reidemeister-Turaev torsion.** Turaev gives refinements of commutative Reidemeister torsions in \([52]\). Here, we review the construction following \([29]\), noting that the construction is also valid for non-commutative Reidemeister torsions.

In order to lift \(\tau(C_\ast(X, Y; R), \tilde{E}_{oo} \otimes 1)\) to an element in \(K_1(R)\), there are two ambiguities which come from the choice of a basis of \(C_\ast(\tilde{X}, p^{-1}(Y); \mathbb{Z})\); the sign indeterminacy and the \(\rho(H_1(X; \mathbb{Z}))\)-indeterminacy. The sign indeterminacy comes from the choice of \(oo\), and \(\rho(H_1(X; \mathbb{Z}))\)-indeterminacy comes from the choice of \(\tilde{E}\). When the chain complex \(C_\ast(X, Y; \mathbb{Q})\) is also acyclic, we can eliminate the sign indeterminacy.

**Lemma 2.5.** The element

\[
\tau^\rho(X, Y, \tilde{E}) = (\text{sign } \tau(C_\ast(X, Y; \mathbb{Q}), oo))\tau(C_\ast^\rho(X, Y; R), \tilde{E}_{oo} \otimes 1) \in K_1(R)
\]

does not depend on the choice of \(oo\).

We also denote

\[
\tau^\rho(X, Y) = (\text{sign } \tau(C_\ast(X, Y; \mathbb{Q}), oo))\tau(C_\ast^\rho(X, Y; R), \tilde{E}_{oo} \otimes 1) \in K_1(R)/\rho(H_1(X; \mathbb{Z}))
\]

which does not depend on the choices of \(\tilde{E}\) and \(oo\). To eliminate the \(\rho(H_1(X; \mathbb{Z}))\)-indeterminacy, we review the notion of fundamental family of cells. A family \(\tilde{E}\) of cells of \(\tilde{X} \setminus p^{-1}(Y)\) is said to be fundamental if each cell \(e\) of \(X \setminus Y\) has a unique lift \(\tilde{e}\) in \(\tilde{E}\). Two fundamental families of cells
\(\tilde{E}\) and \(\tilde{E}'\) are equivalent when the alternating sum
\[
\sum_{e \in \mathcal{E}} (-1)^{\dim(e)} \left[ \frac{e \cdot \tilde{e}}{e \cdot \tilde{e}} \right] \in H_1(X; \mathbb{Z})
\]
vanishes, where \(e \cdot \tilde{e} \in \pi_1X\) is the loop such that the covering transformation \(t_{\tilde{e}} \circ e\) maps \(\tilde{e}\) to \(\tilde{e}'\). For an equivalence class \([\tilde{E}]\) and \([\gamma] \in H_1(X; \mathbb{Z})\) represented by \(\gamma \in \pi_1X\), let us denote by \([\tilde{E}] + [\gamma]\) another equivalence class obtained by replacing one cell \(\tilde{e}\) of \(\tilde{E}\) with \(t_{\gamma}^{\epsilon}(\tilde{e})\), where \(\epsilon = (-1)^{\dim(\tilde{e})+1}\). Note that the sign \(\epsilon\) is different from \([52\text{ Section 3.2}]\) and \([29\text{ Section 7.2}]\). Denote by \(\overline{\text{Eul}}(X,Y)\) the set of equivalence classes of fundamental families of cells, which is an \(H_1(X; \mathbb{Z})\)-affine space under the above action and is identified with the set of combinatorial Euler structures in \([50]\) and \([29\text{ Section 7}]\).

For an equivalence class \(\xi = [\tilde{E}] \in \overline{\text{Eul}}(X,Y)\), let us denote
\[
\tau^\rho(X,Y,\xi) = \tau^\rho(X,Y,\tilde{E}) \in K_1(R),
\]
which does not depend on the choice of a representative \(\tilde{E}\). It is called the \textit{Reidemeister-Turaev torsion} of the pair \((X,Y)\) equipped with \(\xi\).

Let us denote the composition map
\[
\pi_1X \xrightarrow{\rho} R^\times \cong \text{GL}(1, R) \to K_1(R)
\]
by the same symbol as \(\rho : \mathbb{Z}\pi_1X \to R\). Note that it factors through \(H_1(X; \mathbb{Z})\) since \(K_1(R)\) is abelian. If we change an equivalence class \(\xi\) of fundamental families of cells, the Reidemeister-Turaev torsion changes as follows.

**Lemma 2.6.** For \(\gamma \in \pi\),
\[
\tau^\rho(X,Y,\xi + [\gamma]) = \rho(\gamma)\tau^\rho(X,Y,\xi) \in K_1(R),
\]
where \([\gamma] \in H_1(X; \mathbb{Z})\) is represented by \(\gamma\).

### 2.4. Homology cylinders and the \(Y\)-filtration.

Let \(\Sigma_{g,1}\) be a compact oriented surface of genus \(g\) with connected boundary. Let \(M\) be a compact oriented 3-manifold and let \(i : \partial(\Sigma_{g,1} \times [-1,1]) \to \partial M\) be an orientation-preserving homeomorphism. Two pairs \((M, i)\) and \((M', i')\) are said to be equivalent if there is an orientation-preserving homeomorphism \(f : M \to M'\) satisfying \(f \circ i = i'\). Let \(i_{\pm}\) denotes the restriction of \(i\) to \(\Sigma_{g,1} \times \{\pm 1\}\), respectively. A \textit{homology cobordism} over \(\Sigma_{g,1}\) is an equivalence class of a pair \((M, i)\) such that \(i_{\pm}\) induce isomorphisms \(H_\mathbb{Z} \to H_1(M; \mathbb{Z})\). The set of homology cobordisms \(\mathcal{C}\) over \(\Sigma_{g,1}\) forms a monoid by stacking operation defined by \((M, i) \circ (N, j) = (M \cup_{i_+=j_-} N, i_- \cup j_+)\). A homology cobordism \((M, i)\) is called a \textit{homology cylinder} if \(i_+\) and \(i_-\) induce the same isomorphism \(H_\mathbb{Z} \to H_1(M; \mathbb{Z})\). We write \(\mathcal{IC}\) for the submonoid consisting of homology cylinders.

Compact 3-manifolds \(M\) and \(N\) are called \textit{\(Y_d\)-equivalent} if \(N\) is obtained from \(M\) by a series of surgeries along connected claspers of degree \(d\), and we denote it as \(M \sim_{Y_d} N\). As in \([13\text{ Section 8.4.1}]\) (see \([28\text{ Lemma A.2}]\), for the proof), it is equivalent to saying that \(N\) is obtained from \(M\) by a series of
Torelli surgeries of class $d$, that is, surgeries along embedded surfaces $\Sigma_{h,1}$ by elements of the $d$th term $I_h,1(d)$ of the lower central series of the Torelli group $I_{h,1}$ (see Section 2.5). Let $Y_nIC$ denote the submonoid of $IC$ consisting of homology cylinders that are $Y$-equivalent to the trivial one $\Sigma_{g,1} \times [-1,1]$. This gives a descending series $IC = Y_1IC \supset Y_2IC \supset \cdots$, which is called the $Y$-filtration. It is known that the monoid $Y_nIC/Y_{n+1}$ consisting of the $Y_{n+1}$-equivalence classes is a finitely generated abelian group.

2.5. The Johnson filtration and the Johnson homomorphism. For a group $G$, we write $G(d)$ for the $d$th term of the lower central series of $G$, that is,

$$G(1) = G \text{ and } G(d) = [G(d-1), G].$$

Let $(M, i) \in C$ and $d \geq 1$. The embeddings $i_{\pm} : \Sigma_{g,1} \to M$ induce isomorphisms

$$(i_{\pm})_* : \frac{\pi}{\pi(d+1)} \to \frac{\pi_1(M)}{\pi_1(M)(d+1)}$$

by [49, Theorem 5.1]. This gives a monoid homomorphism

$$C \to \text{Aut}\left(\frac{\pi}{\pi(d+1)}\right)$$

defined by $(M, i) \mapsto (i_-)_*^{-1} \circ (i_+)_*$, and its kernel is denoted by $J_dC$. The series of submonoids

$$C \supset J_1C = IC \supset J_2C \supset \cdots$$

is called the Johnson filtration on $C$. See [16, Section 3], for more details. As in [16, (5.2)], there is an inclusion $Y_dIC \subset J_dC$.

Since $\pi$ is a free group, there is a natural isomorphism

$$\frac{\pi(d)}{\pi(d+1)} \cong L_d(H\mathbb{Z}),$$

where $L_d(H\mathbb{Z})$ is the degree $d$ part of the free Lie ring generated by $H\mathbb{Z}$. The $d$th Johnson homomorphism

$$\tau_d : J_dC \to \text{Hom}(H, L_d(H\mathbb{Z}))$$

is defined by

$$\tau_d(M, i)([x]) = ((i_-)_*^{-1} \circ (i_+)_*)(x)x^{-1} \in \frac{\pi(d+1)}{\pi(d+2)}$$

for $x \in \pi$. As in [18], the Johnson filtration was originally defined for the mapping class group $M$ of the surface $\Sigma_{g,1}$. We also denote the $d$th subgroup of the filtration as $J_dM = \text{Ker}(M \to \text{Aut}(\pi/\pi(d+1)))$. 
3. Two Reidemeister-Turaev torsions \( \tilde{\alpha} \) and \( \alpha \)

We set \( \pi = \pi_1 \Sigma_{g,1} \) and denote by \( \widehat{\mathbb{Q}}\pi = \varprojlim \mathbb{Q}\pi/I^n \) the \( I \)-adic completion of the rational group ring \( \mathbb{Q}\pi \), where \( I \) is the augmentation ideal. In this section, we construct a crossed homomorphism

\[
\tilde{\alpha}: \mathcal{C} \rightarrow K_1(\widehat{\mathbb{Q}}\pi)/\tilde{\rho}(H_\mathbb{Z}),
\]

where \( \tilde{\rho}: H_\mathbb{Z} \rightarrow K_1(\widehat{\mathbb{Q}}\pi) \) is induced by the natural inclusion \( \pi \hookrightarrow \widehat{\mathbb{Q}}\pi^\times \). The restriction of \( \tilde{\alpha} \) to \( \mathcal{I} \mathcal{C} \) lifts to a homomorphism

\[
\tilde{\alpha}: \mathcal{I} \mathcal{C} \rightarrow K_1(\widehat{\mathbb{Q}}\pi)
\]

which can be considered as a lift of the \( K_1(\mathbb{Q}(\mathbb{Z}H_\mathbb{Z})) \)-valued Reidemeister-Turaev torsion in [31].

3.1. The Reidemeister-Turaev torsion valued in \( K_1(\widehat{\mathbb{Q}}\pi) \). For \((M, i) \in \mathcal{C} \), let us denote \( \partial \pm M = i_\pm(\Sigma_{g,1}) \). First, we check that the chain complex \( C_*(M, \partial_- M; \widehat{\mathbb{Q}}\pi) \) is acyclic to obtain the Reidemeister torsion. The following lemma is proved in the same way as [21, Proposition 2.1].

**Lemma 3.1.** Let \( X \) be a finite connected CW-complex and \( Y \) a connected subcomplex satisfying \( H_*(X, Y; \mathbb{Z}) = 0 \). Let \( R \) be a local ring with maximal ideal \( \mathfrak{m} \). If a homomorphism \( \rho: \pi_1 X \rightarrow R^\times \) satisfies \( \rho(\pi_1 X) = \{1\} \subset \mathfrak{m} \setminus R \), the chain complex \( C_*(X, Y; R) \) is acyclic.

**Proof.** Let us fix a basis of \( C_*(X, Y; \mathbb{Z}) \) and denote by \( p: \tilde{X} \rightarrow X \) the universal covering. Lifting the basis to elements in \( C_*(\tilde{X}, p^{-1}(Y); \mathbb{Z}) \), we obtain a basis of \( C_*(X, Y; R) \) as a free right \( R \)-module. Denoting a chain homotopy \( D: C_*(X, Y; \mathbb{Z}) \rightarrow C_{*+1}(X, Y; \mathbb{Z}) \), we have

\[
D\partial + \partial D = \text{id}: C_*(X, Y; \mathbb{Z}) \rightarrow C_*(X, Y; \mathbb{Z}).
\]

We define a right \( R \)-module homomorphism

\[
\tilde{D}: C_*(X, Y; R) \rightarrow C_*(X, Y; R)
\]

by \( \tilde{D}(\tilde{e}) = \sum q_i \tilde{f}_i \) if \( D(e) = \sum q_i f_i \), where \( \tilde{e}, \tilde{f}_i \in C_* (\tilde{X}, p^{-1}(Y); \mathbb{Z}) \) are the chosen lifts of \( e, f_i \) in the basis of \( C_*(X, Y; \mathbb{Z}) \), respectively. Let us set

\[
\Phi = \tilde{D}\tilde{\partial} + \tilde{\partial}\tilde{D}: C_*(X, Y; R) \rightarrow C_*(X, Y; R),
\]

where \( \tilde{\partial}: C_*(X, Y; R) \rightarrow C_{*-1}(X, Y; R) \) is the boundary operator. Since \( \pi_1 X \) acts on \( \mathfrak{m} \setminus R \) from the right trivially, the induced endomorphism on \( C_*(X, Y; \mathfrak{m} \setminus R) \) by \( \Phi \) is the identity map. As in the proof of Proposition 2.2.4 in [43], the matrix representing \( \Phi: C_*(X, Y; R) \rightarrow C_*(X, Y; R) \) is invertible since its reduction to \( \mathfrak{m} \setminus R \) is invertible. Thus, we conclude that \( C_*(X, Y; R) \) is acyclic. \( \square \)

Consider the case when \( X = M \) and \( Y = \partial_- M \) for \( M \in \mathcal{C} \). Choosing a triangulation of the pair \((M, \partial_- M)\), we treat it as a pair of finite CW-complexes. If we have an acyclic chain complex \( C_*(M, \partial_- M; R) \) with local
system $\rho: \pi_1 M \to R^\times$, we obtain the torsion $\tau^\rho(M, \partial_- M) \in K_1(R)/\rho(H_Z)$, where we denote by the same symbol $\rho$ the induced homomorphism

$$H_Z \xrightarrow{(\iota_-),} H_1(M; \mathbb{Z}) \to K_1(R).$$

If we fix an equivalence class $\xi = \tilde{E}$ of families of cells, we obtain the Reidemeister-Turaev torsion $\tau^\rho(M, \partial_- M, \xi) \in K_1(R)$ as in Section 2.3.

In [31, Definition 3.8], Massuyeau and Meilhan constructed a canonical Euler structure called the preferred Euler structure for $M \in \mathcal{IC}$, and it gives a canonical equivalence class which we denote by $\xi_0 \in \widetilde{\text{Eul}}(M, \partial_- M)$. Let

$$\tilde{\rho}: \mathbb{Z}\pi_1 M \to \mathbb{Q}\pi_1 M \cong \mathbb{Q}\pi,$$

where the last isomorphism is induced by the embedding $\iota_-: \Sigma_{g,1} \to M$ using [49, Theorem 5.1] and [42]. See also [15, Theorem A.5]. Let

$$\rho: \mathbb{Z}\pi_1 M \to \mathbb{Z}(H_1(M; \mathbb{Z})) \cong \mathbb{Z}H_Z \to Q(\mathbb{Z}H_Z),$$

where $Q(\mathbb{Z}H_Z)$ is the field of fractions of $\mathbb{Z}H_Z$, and the second isomorphism is induced by $\iota_-$. For $M \in \mathcal{IC}$, let us denote

$$\tilde{\alpha}(M) = \tau^\rho(M, \partial_- M; \xi_0) \in K_1(\mathbb{Q}\pi),$$

$$\alpha(M) = \tau^\rho(M, \partial_- M; \xi_0) \in K_1(Q(\mathbb{Z}H_Z)).$$

For $M \in \mathcal{C}$, we also denote

$$\tau^\rho(M, \partial_- M) \in K_1(\mathbb{Q}\pi)/\tilde{\rho}(H_Z) \quad \text{and} \quad \tau^\rho(M, \partial_- M) \in K_1(Q(\mathbb{Z}H_Z))/\rho(H_Z)$$

by the same symbols $\tilde{\alpha}$ and $\alpha$, respectively.

**Remark 3.2.** The mapping class group $\mathcal{M}$ of the surface $\Sigma_{g,1}$ is embedded into $\mathcal{C}$. As in [31, Example 3.9], $\alpha(\varphi) = 0 \in K_1(Q(\mathbb{Z}H_Z))/\rho(H_Z)$ for $\varphi \in \mathcal{M}$. In the same way, we see that $\tilde{\alpha}(\varphi) = 0 \in K_1(\mathbb{Q}\pi)/\tilde{\rho}(H_Z)$.

By [7, Proposition 4.1] or [11, Proposition 3(1)], the torsion $\alpha(M) \in K_1(Q(\mathbb{Z}H_Z))$ under the identification $\text{det}: K_1(Q(\mathbb{Z}H_Z)) \cong Q(\mathbb{Z}H_Z)^\times$ is equal to the determinant of a square matrix with coefficients in $\mathbb{Z}H_Z$. Thus, we may consider that $\alpha(M)$ for $M \in \mathcal{IC}$ lies in $\mathbb{Z}H_Z$. See also [31, Proposition 3.5]. By [51, Theorem 1.1.1 and Lemma 1.11.4], the image of $\alpha: \mathcal{IC} \to \mathbb{Z}H_Z$ is contained in $(1 + IH_Z) \cup (-1 + IH_Z)$, and it is actually contained in $1 + IH_Z$ since we eliminated the sign indeterminacy. Let $\mathbb{Q}H_Z$ denote the completion of the group ring $\mathbb{Q}H_Z$ with respect to the augmentation ideal $IH_Z$.

**Proposition 3.3.** The diagram

$$\begin{array}{ccc}
\mathcal{IC} & \xrightarrow{\tilde{\alpha}} & K_1(\mathbb{Q}\pi) \\
\alpha \downarrow & & \downarrow \\
1 + IH_Z & \longrightarrow & K_1(\mathbb{Q}H_Z)
\end{array}$$
commutes, where the bottom homomorphism $1 + IH_Z \to \widehat{QH_Z}^\times \cong K_1(\widehat{QH_Z})$ is the natural inclusion, and the right vertical homomorphism is the induced map by the natural homomorphism $\widehat{\pi} \to \widehat{QH_Z}$.

Proof. Let us denote by $(QH_Z)\Gamma^{-1}$ the localization of $QH_Z$ with respect to the multiplicatively closed set $\Gamma = 1 + IH_Z \subset QH_Z$, and let
\begin{align*}
\rho' &: Z\pi_1 M \to ZH_1(M; Z) \cong ZH_Z \to \widehat{QH_Z}, \\
\rho'' &: Z\pi_1 M \to ZH_1(M; Z) \cong ZH_Z \to (QH_Z)\Gamma^{-1}.
\end{align*}
Since $\widehat{QH_Z}$ and $(QH_Z)\Gamma^{-1}$ are local rings, we obtain the Reidemeister-Turaev torsions
\begin{align*}
\alpha'(M) &= \tau'\rho(M, \partial M, \xi_0) \in K_1(\widehat{QH_Z}), \\
\alpha''(M) &= \tau''\rho(M, \partial M, \xi_0) \in K_1((QH_Z)\Gamma^{-1})
\end{align*}
by Lemma 3.1. We show that two diagrams
\[
\begin{array}{ccc}
\mathcal{IC} & \xrightarrow{\hat{a}} & K_1(\widehat{QH_Z}) \\
\downarrow{\alpha'} & & \downarrow{\alpha'} \\
K_1(\widehat{QH_Z}) & \xrightarrow{\gamma} & 1 + IH_Z \longrightarrow K_1(\widehat{QH_Z})
\end{array}
\]
commute. The first diagram commutes by the naturality of the Reidemeister-Turaev torsion. Let us denote by $\xi: (QH_Z)\Gamma^{-1} \to Q(ZH_Z)$ the composition of the natural homomorphism $(QH_Z)\Gamma^{-1} \to Q(QH_Z)$ and the isomorphism $Q(QH_Z) \cong Q(ZH_Z)$. It induces an injective homomorphism $\xi_*: K_1((QH_Z)\Gamma^{-1}) \to K_1(Q(ZH_Z))$ since $K_1((QH_Z)\Gamma^{-1}) \cong ((QH_Z)\Gamma^{-1})^\times$ and $QH_Z$ is an integral domain. The homomorphism $\xi'': (QH_Z)\Gamma^{-1} \to \widehat{QH_Z}$ defined by $f/g \mapsto fg^{-1}$ also induces an injective homomorphism $\xi_*: K_1((QH_Z)\Gamma^{-1}) \to K_1(\widehat{QH_Z})$. As a consequence, we have a commutative diagram
\[
\begin{array}{ccc}
\mathcal{IC} & \xrightarrow{\alpha} & K_1(Q(ZH_Z)) \\
\downarrow{\alpha''} & & \downarrow{\xi_*} \\
K_1((QH_Z)\Gamma^{-1}) & \xrightarrow{\xi''} & K_1(\widehat{QH_Z}).
\end{array}
\]
Since $K_1((QH_Z)\Gamma^{-1}) \to K_1(Q(ZH_Z))$ is injective, the homomorphism $\alpha'': \mathcal{IC} \to K_1((QH_Z)\Gamma^{-1})$ lifts to $\alpha: \mathcal{IC} \to 1 + IH_Z$ with respect to the injective homomorphism $1 + IH_Z \to K_1((QH_Z)\Gamma^{-1})$ defined by $f \mapsto f/1$, and we see that the second diagram commutes.

3.2. $\hat{a}$ is a crossed homomorphism. Given a homology cylinder $(M, i) \in \mathcal{C}$, we denote the automorphism
\[
\hat{\pi} \xrightarrow{i_*} \hat{\pi}_1(M) \xrightarrow{i_*^{-1}} \hat{\pi}
\]
by $\sigma_M$. It also induces an automorphism on $K_1(\widehat{\mathbb{Q}\pi})$. Here, we prove:

**Proposition 3.4.** The map $\tilde{\alpha}: C \rightarrow K_1(\widehat{\mathbb{Q}\pi})/\tilde{\rho}(H_{\mathbb{Z}})$ is a crossed homomorphism, that is,

$$\tilde{\alpha}(M \circ N) = \tilde{\alpha}(M) \cdot (\sigma_M)^* \tilde{\alpha}(N) \in K_1(\widehat{\mathbb{Q}\pi})/\tilde{\rho}(H_{\mathbb{Z}}).$$

Moreover, $\tilde{\alpha}: IC \rightarrow K_1(\widehat{\mathbb{Q}\pi})$ is also a crossed homomorphism.

Note that $\alpha: IC \rightarrow K_1(QH_{\mathbb{Z}})$ is shown to be a crossed homomorphism in [31, Lemma 3.14]. To prove Proposition 3.4, we need the following lemma.

**Lemma 3.5.** For $M \in IC$,

$$\tilde{\alpha}(M) = \tilde{\rho} \left( -\frac{1}{2} (C \circ \tau_1)(M) \right) \in K_1(\widehat{\mathbb{Q}\pi}/I^2),$$

where $\tilde{\rho}: H_{\mathbb{Z}} \rightarrow K_1(\widehat{\mathbb{Q}\pi}/I^2)$ is the induced homomorphism by $\tilde{\rho}: \pi_1M \rightarrow \widehat{\mathbb{Q}\pi}/I^2$.

**Proof.** In our convention for chain complexes, we have

$$\alpha(M) = \rho \left( -\frac{1}{2} (C \circ \tau_1)(M) \right) \in (1 + IH_{\mathbb{Z}})/(IH_{\mathbb{Z}})^2$$

by [31, Lemma 3.12]. By the commutative diagrams in the proof of Proposition 3.3, we have

$$\alpha'(M) = \rho' \left( -\frac{1}{2} (C \circ \tau_1)(M) \right) \in K_1(\widehat{\mathbb{Q}H_{\mathbb{Z}}}/(IH_{\mathbb{Z}})^2).$$

The determinant gives an isomorphism

$$K_1(\widehat{\mathbb{Q}H_{\mathbb{Z}}}/(IH_{\mathbb{Z}})^2) \simeq (\widehat{\mathbb{Q}H_{\mathbb{Z}}}/(IH_{\mathbb{Z}})^2)\times,$$

and it is isomorphic to the abelian group $(\widehat{\mathbb{Q}\pi}/I^2)^\times$, where the isomorphism is induced by the natural homomorphism $\mathbb{Q}\pi \rightarrow \mathbb{Q}H_{\mathbb{Z}}$. Thus, we have an isomorphism

$$K_1(\widehat{\mathbb{Q}\pi}/I^2) \simeq K_1(\widehat{\mathbb{Q}H_{\mathbb{Z}}}/(IH_{\mathbb{Z}})^2),$$

and we obtain

$$\tilde{\alpha}(M) = \tilde{\rho} \left( -\frac{1}{2} (C \circ \tau_1)(M) \right) \in K_1(\widehat{\mathbb{Q}\pi}/I^2)$$

by the commutative diagrams in the proof of Proposition 3.3. □

**Proof of Proposition 3.4.** Let $M, N \in C$. Similar to [2] Proposition 3.5, we obtain

$$\tilde{\alpha}(M \circ N) = \tilde{\alpha}(M) \cdot (\sigma_M)^* \tilde{\alpha}(N) \in K_1(\widehat{\mathbb{Q}\pi})/\pm \tilde{\rho}(H_{\mathbb{Z}}).$$

See also [35, Section 7], [46, Proposition 6.6], and [22, Proposition 3.10] for related results. Thus, there exists $\epsilon \in \{\pm 1\}$ such that

$$\tilde{\alpha}(M \circ N) = \epsilon \cdot \tilde{\alpha}(M) \cdot (\sigma_M)^* \tilde{\alpha}(N) \in K_1(\widehat{\mathbb{Q}\pi})/\tilde{\rho}(H_{\mathbb{Z}}).$$
If we map it by the induced map $K_1(\mathbb{Q}\pi) \to K_1(\mathbb{Q})$ by the augmentation map $\mathbb{Q}\pi \to \mathbb{Q}$, we see that $\epsilon = 1$ by Proposition 3.3. Next, suppose that $M, N \in \mathcal{IC}$. We see that

$$\tilde{\alpha}(M \circ N) = \tilde{\rho}(h) \cdot \tilde{\alpha}(M) \cdot (\sigma_M)_* \tilde{\alpha}(N) \in K_1(\mathbb{Q}\pi)$$

for some $h \in H_\pi$. By the equality (3.1), the homomorphism $\sigma_M$ induces the identity map on $K_1(\mathbb{Q}\pi/\hat{I}^2)$. Thus, Lemma 3.5 implies that

$$1 = \tilde{\rho}(h) \in K_1(\mathbb{Q}\pi/\hat{I}^2) \cong (\mathbb{Q}\hat{H}_\pi/(\hat{I}\hat{H}_\pi)^2)^\times,$$

and we have $1 = \tilde{\rho}(h) \in K_1(\mathbb{Q}\pi)$ by Corollary 4.5 below. 

3.3. Computing Reidemeister-Turaev torsions. In [11], Goda and Sakasai described the Reidemeister torsion from a presentation of the fundamental group of a homology cylinder. See also [7] Proposition 4.1, for a similar result in sutured 3-manifolds. Here, we apply their results to our torsion $\tilde{\rho}: \mathcal{C} \to K_1(\mathbb{Q}\pi)/\tilde{\rho}(H_\pi)$.

Let $(M, i) \in \mathcal{C}$. Recall that we denote by $i_\pm: \Sigma_{g,1} \to M$ the restriction of $i$ to the top and bottom surfaces $\Sigma_{g,1} \times \{\pm 1\}$, respectively. A presentation $P$ of $\pi_1 M$ of the form

$$(i_+(\gamma_1), \ldots, i_+(\gamma_{2g}), z_1, \ldots, z_{l}, i_-(\gamma_1), \ldots, i_-(\gamma_{2g}), | r_1, \ldots, r_{2g+l})$$

for some integer $l \geq 0$ is called balanced. For a balanced presentation $P$, let us consider the matrices

$$A = \left( \frac{\partial r_j}{\partial i_+(\gamma_i)} \right)_{1 \leq i \leq 2g, 1 \leq j \leq 2g+l} \quad \text{and} \quad B = \left( \frac{\partial r_j}{\partial z_i} \right)_{1 \leq i \leq 2g, 1 \leq j \leq 2g+l},$$

where each entry is defined by Fox’s free derivative and $\tilde{v} \in \hat{\pi}_1 M$ is obtained from $v \in \hat{\pi}_1 M$ by applying the involution induced from $x \mapsto x^{-1}$ for $x \in \pi_1 M$. We denote

$$A(P) = \begin{pmatrix} A \\ B \end{pmatrix}.$$

Remark 3.6. The matrix $A(P)$ corresponds to the transpose of the Alexander matrix in [50] Definition 16.4] after taking the bar of each entry. This is due to the convention for chain complexes we adopted.

Proposition 3.7 ([11] Proposition 3(1)). Let $\Gamma$ be a poly-torsion-free abelian group, and let $\rho: \hat{\pi}_1 M \to Q(\mathbb{Z}\Gamma)$ be a homomorphism induced by a group homomorphism $\pi_1 M \to \Gamma$. If $P$ is a balanced presentation of $\pi_1 M$, we have

$$\tau^\rho(M, \partial_- M) = \rho(A(P)) \in K_1(Q(\mathbb{Z}\Gamma))/\pm \rho(H_\pi).$$

Here we recall its proof to obtain a corresponding result in our situation. Goda and Sakasai showed that a square matrix with coefficients in $Q(\mathbb{Z}\Gamma)$ is invertible when its reduction to $\mathbb{Z}$-coefficients is invertible. The argument holds if we replace $Q(\mathbb{Z}\Gamma)$ and $\mathbb{Z}$ by a local ring $R$ and a skew field $m\backslash R$, respectively, as in the proof of Proposition 2.2.4 in [33]. Moreover, in the proof of the equality in [11] Proposition 3(1)], the case where a 3-manifold $M$
is irreducible is easy to treat. In the case where \( M \) is reducible, they need the fact that any homomorphism from a group whose abelianization is finite to a poly-torsion-free abelian group is trivial. We replace this argument by the fact that for a complete augmented algebra \( R \) over \( \mathbb{Q} \) (see [41, Appendix A.1] for the definition), any homomorphism from a perfect group to \( R^\times \) is trivial. Note that the augmented ideal \( I \) is the maximal ideal \( m \) for such an \( R \). Hence, we obtain the following.

**Lemma 3.8.** Let \( R \) be a complete augmented algebra over \( \mathbb{Q} \) and let \( \rho: \mathbb{Z} \pi_1 M \to R \) be a homomorphism satisfying \( \rho(\pi_1 M) \subset 1 + I \). If \( P \) is a balanced presentation of \( \pi_1 M \), we have

\[
\tau^\rho(M, \partial_- M) = \rho(A(P)) \in K_1(R)/\pm \rho(H_\mathbb{Z}).
\]

Furthermore, there exists a balanced presentation such that the equality in Lemma 3.8 holds as elements of \( K_1(R) \).

**Lemma 3.9.** Let \( R \) and \( \rho: \mathbb{Z} \pi_1 M \to R \) be as above. For any Euler structure \( \xi \) of \( M \in \mathcal{C} \), there exists a balanced presentation \( P \) such that

\[
\tau^\rho(M, \partial_- M, \xi) = \rho(A(P)) \in K_1(R).
\]

**Proof.** Let \( P \) be a presentation of \( \pi_1(M) \) as above. If we change the order of the relators \( r_1, \ldots, r_{2g+l} \), we may assume \( \epsilon(\rho(A(P))) = 1 \in K_1(\mathbb{Q}) \). Combining with [31, Lemma 3.12] and Proposition 3.3, we obtain

\[
\tau^\rho(M, \partial_- M) = \rho(A(P)) \in K_1(R)/\rho(H_\mathbb{Z}).
\]

Moreover, if we change the relator \( r_i \) to \( sr_is^{-1} \) for some generator \( s \) and \( 1 \leq i \leq 2g + l \), \( \rho(A(P)) \) is multiplied by \( \rho([s]) \) represented by the generator \( s \). Thus, we can change \( P \) into the one satisfying

\[
\tau^\rho(M, \partial_- M, \xi) = \rho(A(P)) \in K_1(R).
\]

\[\square\]

4. The \( K_1 \)-group of \( \hat{\mathbb{Q}}\pi \)

This section is devoted to showing Theorem 1.1 concerning \( \hat{\mathbb{Q}}\pi \). We first discuss a more general situation and prove some propositions and lemmas below. For a unital associative algebra \( \hat{R} \) over \( \mathbb{Q} \) with a surjective homomorphism \( \epsilon: \hat{R} \to \mathbb{Q} \), let \( I = \text{Ker} \epsilon \) and \( \hat{R} = \lim_{\leftarrow n} R/I^n \). Define \( \log: 1 + \hat{I} \to \hat{I} \) and \( \exp: \hat{I} \to 1 + \hat{I} \) by

\[
\log(1 + x) = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} x^n, \quad \exp(x) = \sum_{n=1}^{\infty} \frac{1}{n!} x^n,
\]

respectively. Since \( \log \) and \( \exp \) preserve the filtration, they are continuous with respect to the \( I \)-adic topology.
Proposition 4.1. The maps log and exp induce isomorphisms which fit into a commutative diagram

\[\begin{array}{cccccc}
H_1(1 + \hat{I}) & \overset{1 + \hat{I}}{\longrightarrow} & \frac{\text{cl}[1 + \hat{I}, 1 + \hat{I}]}{\text{cl}[\text{cl}[1 + \hat{I}, 1 + \hat{I}]]} & \overset{\lim_{\xi \rightarrow n}}{\longrightarrow} & H_1(1 + \hat{I}/\hat{I}^n) \\
\log \downarrow & & \log \downarrow & & \log \downarrow \\
\text{H}^1_{\text{Lie}}(\hat{I}) & \overset{\hat{I}}{\longrightarrow} & \frac{\text{cl}[\hat{I}, \hat{I}]}{\text{cl}[\text{cl}[\hat{I}, \hat{I}]]} & \overset{\lim_{\xi \rightarrow n}}{\longrightarrow} & \text{H}^1_{\text{Lie}}(\hat{I}/\hat{I}^n),
\end{array}\] (4.1)

Proof. First, the Baker-Campbell-Hausdorff formula shows that for any \(x, y \in \hat{I}\) there exist \(z, w \in \hat{I}\) such that

\[
\log(\exp(x) \exp(y)) = x + y + \frac{1}{2}[x, y] + \cdots = x + y + [x, z] + [y, w] \in \hat{I}.
\]

Thus, the map \(\log\) induces a homomorphism \(\log: H_1(1 + \hat{I}) \rightarrow H^1_{\text{Lie}}(\hat{I})\). In particular, we have \(\log([1 + \hat{I}, 1 + \hat{I}]) \subset [\hat{I}, \hat{I}]\), and hence \(\log(\text{cl}[1 + \hat{I}, 1 + \hat{I}]) \subset \text{cl}[\hat{I}, \hat{I}]\). It follows that \(\log\) induces a homomorphism \(\lim_{\xi \rightarrow n} \frac{\text{cl}[1 + \hat{I}, 1 + \hat{I}]}{\text{cl}[\text{cl}[1 + \hat{I}, 1 + \hat{I}]]} \rightarrow \frac{\hat{I}}{\text{cl}[\hat{I}, \hat{I}]}\).

Also, \(\log\) gives a homomorphism \(H_1(1 + \hat{I}/\hat{I}^n) \rightarrow H^1_{\text{Lie}}(\hat{I}/\hat{I}^n)\).

Next, by the Baker-Campbell-Hausdorff formula, we see that for any \(x, y \in \hat{I}\) there exist \(z, w \in \hat{I}\) such that

\[
\log(\exp(-y) \exp(-x) \exp(x + y)) = [x, z] + [y, w] \in \hat{I}.
\]

Lemma 4.2 below implies that \(\exp(-y) \exp(-x) \exp(x + y)\) lies in the commutator subgroup \([1 + \hat{I}, 1 + \hat{I}]\), and hence the map \(\exp\) induces a homomorphism \(\hat{I} \rightarrow H_1(1 + \hat{I})\). This map factors through \(H^1_{\text{Lie}}(\hat{I})\) by Lemma 4.2 again. The same argument as above shows that \(\exp\) derives homomorphisms \(\frac{\hat{I}}{\text{cl}[\hat{I}, \hat{I}]} \rightarrow \frac{1 + \hat{I}}{\text{cl}[1 + \hat{I}, 1 + \hat{I}]}\) and \(H^1_{\text{Lie}}(\hat{I}/\hat{I}^n) \rightarrow H_1(1 + \hat{I}/\hat{I}^n)\). Now, these three homomorphisms induced by \(\exp\) are respectively the inverse maps of the homomorphisms induced by \(\log\), and hence all the vertical maps in the diagram (4.1) are isomorphisms.

We next prove that the map \(\frac{\hat{I}}{\text{cl}[\hat{I}, \hat{I}]} \rightarrow \lim_{\xi \rightarrow n} H^1_{\text{Lie}}(\hat{I}/\hat{I}^n)\) in (4.1) is an isomorphism. Then the commutativity implies that \(\frac{1 + \hat{I}}{\text{cl}[1 + \hat{I}, 1 + \hat{I}]} \rightarrow \lim_{\xi \rightarrow n} H_1(1 + \hat{I}/\hat{I}^n)\) is an isomorphism as well. Since the inverse system \(\{[\hat{I}/\hat{I}^{n+1}, \hat{I}/\hat{I}^n]\}_n\) satisfies the Mittag-Leffler condition, we have an exact sequence

\[0 \rightarrow \lim_{\xi \rightarrow n} [\hat{I}/\hat{I}^n, \hat{I}/\hat{I}^n] \rightarrow \hat{I} \rightarrow \lim_{\xi \rightarrow n} H^1_{\text{Lie}}(\hat{I}/\hat{I}^n) \rightarrow 0.\]

Here a natural homomorphism \(\text{cl}[\hat{I}, \hat{I}] \rightarrow [\hat{I}/\hat{I}^n, \hat{I}/\hat{I}^n]\) induces \(\text{cl}[\hat{I}, \hat{I}] \rightarrow \lim_{\xi \rightarrow n} [\hat{I}/\hat{I}^n, \hat{I}/\hat{I}^n]\). If \(f\) is an isomorphism, then we conclude that \(\frac{\hat{I}}{\text{cl}[\hat{I}, \hat{I}]} \rightarrow \lim_{\xi \rightarrow n} H^1_{\text{Lie}}(\hat{I}/\hat{I}^n)\) is an isomorphism. The injectivity of \(f\) follows from \(\ker f \subset \bigcap_{n=1}^{\infty} \hat{I}^n = \{0\}\). Let \(\{x_n\}_n \in \lim_{\xi \rightarrow n} [\hat{I}/\hat{I}^n, \hat{I}/\hat{I}^n]\). Take a lift \(\tilde{x}_n \in [\hat{I}, \hat{I}]\) of \(x_n\).
Lemma 4.2. Let \( k \geq 1 \). For \( x_j, y_j \in \hat{I} \) \((j = 1, \ldots, k)\), \( \exp \left( \sum_{j=1}^{k} [x_j, y_j] \right) \) is written by a product of \( k \) commutators in \( 1 + \hat{I} \).

Proof. In this proof, we write \( \pi^{(k)} \) for the free group generated by \( a_1, \ldots, a_k, b_1, \ldots, b_k \). Let \( \hat{T}^{(k)} \) denote the completed tensor algebra generated by \( \pi_{ab}^{(k)} \otimes \mathbb{Q} \) and define an ideal \( \hat{I}_1^{(k)} \) by \( \hat{T}_1^{(k)} = \prod_{n=1}^{\infty} (\pi_{ab}^{(k)} \otimes \mathbb{Q})^{\otimes n} \). Choose a symplectic expansion \( \theta: \pi^{(k)} \to 1 + \hat{T}_1^{(k)} \), which was introduced in [30, Definition 2.15] and another construction was given in [25, Theorem 1.1]. By definition, we have

\[
\theta \left( \prod_{j=1}^{k} a_j b_j a_j^{-1} b_j^{-1} \right) = \exp \left( \sum_{j=1}^{k} [a_j, b_j] \right) \in 1 + \hat{T}_1^{(k)}.
\]

Define an algebra homomorphism \( \phi: T_1^{(k)} \to \hat{T}^{(k)} \) by \( \phi(a_j) = x_j \) and \( \phi(b_j) = y_j \). Since \( \phi \) preserves the filtration, it induces an algebra homomorphism \( \hat{\phi}: \hat{T}^{(k)} \to \hat{R} \). We obtain \( \prod_{j=1}^{k} (\phi \circ \theta)(a_j b_j a_j^{-1} b_j^{-1}) = \exp \left( \sum_{j=1}^{k} [x_j, y_j] \right) \) from the above equality by applying \( \hat{\phi} \).

Here, we define

\[
\text{log}: H_1(\hat{R}^x) \to \mathbb{Q}^x \oplus H_1^{\text{Lie}}(\hat{I})
\]

by \( x \mapsto (\epsilon(x), \log(x\epsilon(x)^{-1})) \).

Lemma 4.3. The homomorphism \( \text{log} \) is an isomorphism.

Proof. Define an isomorphism

\[
f: \hat{R}^x \to \mathbb{Q}^x \times (1 + \hat{I})
\]

by \( f(x) = (\epsilon(x), x\epsilon(x)^{-1}) \). It induces an isomorphism \( f_*: H_1(\hat{R}^x) \to \mathbb{Q}^x \oplus H_1(1 + \hat{I}) \). Then we have \( \log = (\text{id}_{\mathbb{Q}^x} \oplus \log) \circ f_* \). Since \( \log \) is an isomorphism by Proposition 4.1, so is \( \widetilde{\log} \).

Here, note that \( \hat{R} \) is a local ring since the set of non-unit elements is the ideal \( \hat{I} \). Thus, the Dieudonné determinant

\[
det: K_1(\hat{R}) \to (\hat{R}^x)^{ab}
\]

is defined. It is known to be an isomorphism as in [43, Corollary 2.2.6], and the inverse map is induced by the natural map

\[
\hat{R}^x \to \text{GL}(1, \hat{R}) \to K_1(\hat{R}).
\]

For a reference to Dieudonné determinant, see [43, Chapter 2.2] and [27, Theorem 1.3] for example. Also note that, in [43, Theorem 2.2.5(1)], it is
erroneously claimed that \( \det A = \det A^T \). When \( \hat{R} \) is a non-commutative local ring, it is not true in general.

On the other hand, in [32, Example A.4] (see also [24]), the “log-determinant” map

\[
\ell \det : K_1(\hat{R}) \to H^1_{\text{Lie}}(\hat{I})
\]

is constructed. We write \( M(N, R) \) for the ring of \( N \times N \) matrices over a ring \( R \), and denote by \( \epsilon : \text{GL}(N, \hat{R}) \to \text{GL}(N, \mathbb{Q}) \) the map which applies \( \epsilon : \hat{R} \to \mathbb{Q} \) to all entries. Define the logarithm map as

\[
\log B = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} (B - I_N)^n \in M(N, \hat{I})
\]

(4.2)

for \( B \in \text{Ker}(\epsilon : \text{GL}(N, \hat{R}) \to \text{GL}(N, \mathbb{Q})) \). The map \( \ell \det \) is a homomorphism defined by

\[
\ell \det(A) = (\text{tr} \circ \log)(A\epsilon(A)^{-1})
\]

for \( A \in \text{GL}(N, \hat{R}) \).

**Proposition 4.4.** The diagram

\[
\begin{array}{ccc}
K_1(\hat{R}) & \xrightarrow{\ell \det} & \mathbb{Q}^\times \oplus H^1_{\text{Lie}}(\hat{I}) \\
\downarrow \text{det} & & \downarrow \log \\
\hat{R}^\times_{\text{ab}} & \xrightarrow{\ell \det} & \text{det}(\hat{R}) \to \text{GL}(\hat{R})
\end{array}
\]

commutes and all the maps are isomorphisms, where \( \ell \det(A) = (\det \epsilon(A), \ell \det(A)) \).

**Proof.** First, the inverse of \( \det \) is the map induced by the inclusion \( \hat{R}^\times \hookrightarrow \text{GL}(\hat{R}) \). Hence we have

\[
\ell \det(\det^{-1}(x)) = \left( \epsilon(x), \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} (x \epsilon(x)^{-1} - 1)^n \right) = \log(x)
\]

for \( x \in \hat{R}^\times_{\text{ab}} \). This implies that the diagram is commutative. Finally, since \( \log \) is an isomorphism by Lemma 4.3, so is \( \ell \det \).

In the rest of this section, we focus on the case \( R = \mathbb{Q}\pi \) and \( \epsilon \) is the augmentation map. Let \( \hat{T} \) denote the completed tensor algebra generated by \( H \). If we choose a Magnus expansion \( \theta : \pi \to 1 + \hat{T}_1 \), it induces an isomorphism \( \hat{\mathbb{Q}\pi} \to \hat{T} \) as shown in [19, Theorem 1.3]. Here, for \( n \geq 1 \), let \( \hat{T}_n \) denote the ideal of \( \hat{T} \) consisting of elements whose lowest degrees are greater than or equal to \( n \).

**Proof of Theorem 1.1.** By Proposition 4.4, the map \( \ell \det : K_1(\hat{\mathbb{Q}\pi}) \to \mathbb{Q}^\times \oplus H^1_{\text{Lie}}(\hat{I}) \) is an isomorphism. Also, the map \( \theta \) induces an isomorphism \( H^1_{\text{Lie}}(\hat{I}) \to \)
Thus, it suffices to prove that a natural homomorphism

\[ \phi: H^\text{Lie}_1(\hat{T}_1) \to \varprojlim_n H^\text{Lie}_1(\hat{T}_1 / \hat{T}_n) = \prod_{n=1}^{\infty} (H^{\otimes n})_{\mathbb{Z}_n} \]

is an isomorphism. Note that a similar description of \( \hat{T} / \text{cl}[\hat{T}, \hat{T}] \) can be found in [20, Lemma 4.3.4]. We now have a natural homomorphism \( \prod_{n=1}^{\infty} H^{\otimes n} \to H^\text{Lie}_1(\hat{T}_1) \). Let us prove that it factors through \( \prod_{n=1}^{\infty} (H^{\otimes n})_{\mathbb{Z}_n} \), and thus it gives the inverse of \( \phi \). Here, since

\[ \text{Ker}(H^{\otimes n} \to (H^{\otimes n})_{\mathbb{Z}_n}) \subset \sum_{i+j=n} [\hat{T}_i, \hat{T}_j], \]

we have

\[ \text{Ker} \left( \prod_{n=1}^{\infty} H^{\otimes n} \to \prod_{n=1}^{\infty} (H^{\otimes n})_{\mathbb{Z}_n} \right) \subset \text{cl}[\hat{T}_1, \hat{T}_1] \]

as subspaces of \( \hat{T}_1 \). Therefore, it suffices to see that \( \text{cl}[\hat{T}_1, \hat{T}_1] = [\hat{T}_1, \hat{T}_1] \). Fix a basis \( \{a_1, \ldots, a_g, b_1, \ldots, b_g\} \) of \( H \). For \( h \in H \) and \( x, y \in \hat{T}_1 \), we have \( [hx, y] = [h, xy] + [x, yh] \). Using this equality inductively, one can check that

\[ [\hat{T}_1, \hat{T}_1] = \sum_{i=1}^g \left( [a_i, \hat{T}_1] + [b_i, \hat{T}_1] \right). \]

Furthermore, for \( d \geq 2 \), we have

\[ [\hat{T}_1, \hat{T}_1] \cap \hat{T}_d = \sum_{i=1}^g \left( [a_i, \hat{T}_{d-1}] + [b_i, \hat{T}_{d-1}] \right). \]

Indeed, any \( z = [\hat{T}_1, \hat{T}_1] \cap \hat{T}_d \) is expressed as \( z = \sum_{i=1}^g ([a_i, x_i] + [b_i, y_i]) \) for \( x_i, y_i \in \hat{T}_1 \), and then, for \( x'_i, y'_i \in \hat{T}_{d-1} \) obtained from \( x_i, y_i \) by eliminating terms of degree less than \( d - 1 \), the sum \( \sum_{i=1}^g ([a_i, x'_i] + [b_i, y'_i]) \) coincides with \( z \).

Here, let \( z \in \text{cl}[\hat{T}_1, \hat{T}_1] \). Then there is a sequence \( \{z_n\} \) in \( [\hat{T}_1, \hat{T}_1] \) satisfying \( \lim_{n \to \infty} z_n = z \) and \( z_{n+1} - z_n \in \hat{T}_{n+1} \). It follows from the above equality that \( z_{n+1} - z_n = \sum_{i=1}^g \left( [a_i, x'_{n,i}] + [b_i, y'_{n,i}] \right) \) for some \( x'_{n,i}, y'_{n,i} \in \hat{T}_n \). Since \( \sum_{i=1}^g x'_{n,i} \) and \( \sum_{i=1}^g y'_{n,i} \) lie in \( \hat{T}_1 \) for each \( i \), we conclude that \( z \in [\hat{T}_1, \hat{T}_1] \).

A Magnus expansion \( \theta \) induces an isomorphism

\[ \theta_*: \text{Ker} \left( H^\text{Lie}_1(\hat{I} / \hat{I}^{n+1}) \to H^\text{Lie}_1(\hat{I} / \hat{I}^n) \right) \cong (H^{\otimes n})_{\mathbb{Z}_n}, \]

and it does not depend on the choice of \( \theta \). Setting \( R = \mathbb{Q}_\pi / I^{n+1} \) and \( R = \mathbb{Q}_\pi / I^n \) in Proposition 4.4 we have the following.

**Corollary 4.5.** The homomorphism

\[ \ell \det_n: \text{Ker} \left( K_1(\mathbb{Q}_\pi / I^{n+1}) \to K_1(\mathbb{Q}_\pi / I^n) \right) \to (H^{\otimes n})_{\mathbb{Z}_n} \]
defined by \( \ell \det_n(A) = (\theta \circ \text{tr} \circ \log)(A \epsilon(A))^{-1} \) is an isomorphism, where \( A \in \text{GL}(N, \hat{\mathbb{Q}}\pi/I^{n+1}) \). In particular, \( \ell \det_1(A) = \theta \ast (\text{tr}(A \epsilon(A))^{-1} - I_N) \) for \( A \in \text{GL}(N, \hat{\mathbb{Q}}\pi/I^2) \).

5. Finite-type invariants

The \( I \)-adic reduction of the Reidemeister-Turaev torsion \( \alpha: IC \to \mathbb{Z} H_Z \) is proved to be a finite-type invariant in \([31, \text{Theorem 3.11}]\). In this section, we show Theorem 1.2, which states that the reduction \( \tilde{\alpha}: IC \to K_1(\hat{\mathbb{Q}}\pi/I^d) \) of \( \tilde{\alpha} \) is also a finite-type invariant for \( d \geq 1 \).

5.1. Torelli surgeries and Euler structures. Using Lemma 3.9, we prove that the \( I \)-adic reduction of our torsion is a finite-type invariant of homology cylinders.

Let \( M \in IC \), and let \( V_1, \ldots, V_d \) denote disjoint handlebodies embedded in \( M \). Pick points \( p \) in \( \partial_m M \) and \( q_k \) in \( \partial V_k \) for \( 1 \leq k \leq d \), and choose paths \( \alpha_1, \ldots, \alpha_d \) in \( M \setminus \bigcup_{k=1}^d \text{Int} V_k \) such that \( \alpha_k \) runs from \( p \) to \( q_k \) and \( \text{Int} \alpha_k \) are mutually disjoint. We denote by \( \{ \gamma_{i,j} \}_{i=1}^{2g} \) the standard basis of \( \pi_1 \Sigma_{g,1} \) in Figure 1. We also denote by \( x_{k,1}, \ldots, x_{k,2h_k} \) loops obtained by connecting the standard basis of \( \pi_1(\partial V_k) \) and the path \( \alpha_k \) for \( 1 \leq k \leq d \), where \( h_k \) is the genus of \( V_k \). Set \( M' = M \setminus \bigcup_{k=1}^d \text{Int}(V_k \cup N(\alpha_k)) \).

Figure 1. Oriented simple closed curves \( \gamma_1, \ldots, \gamma_{2g} \) on \( \Sigma_{g,1} \).

**Lemma 5.1.** The fundamental group \( \pi_1(M') \) has a presentation \( P_0 \) with generating set

\[
\{i_-(\gamma_1), \ldots, i_-(\gamma_{2g})\} \cup \{x_{k,1}, \ldots, x_{k,2h_k} \mid 1 \leq k \leq d\} \cup \{y_1, \ldots, y_l\}
\]

and some relations \( s_1, s_2, \ldots, s_{t+\sum_{k=1}^d h_k} \).

**Sketch of the proof.** The proof proceeds in the same way as \([11, \text{Lemma 4}]\), and we only sketch the proof. First, take a “suitable” triangulation of \( \partial M' \), and extend it to \( N \). Shrinking all 3-simplices into the 2-skeleton one after another and taking the quotient by a maximal tree of the 1-skeleton, we obtain a 2-dimensional CW-complex having only one vertex. By the Mayer-Vietoris exact sequence, we can compute the Euler number

\[
\chi(M') = 1 - \left( 2g + \sum_{k=1}^d h_k \right).
\]
Thus, if we denote the number of 1-simplices in the CW-complex by \(2g + 2 \sum_{k=1}^{d} h_k + l\), the number of 2-simplices is \(\sum_{k=1}^{d} h_k + l\). The desired presentation is obtained from this CW-complex. \(\square\)

We may assume that the loops \(x_{k,1}, \ldots, x_{k,h_k}\) in \(\partial V_k\) bound disjoint disks \(D_{k,1}, \ldots, D_{k,h_k}\) in \(V_k\) which cut \(V_k\) into a 3-ball. We also assume that \(x_{k,1}, \ldots, x_{k,2h_k}\) represent a symplectic basis of \(H_1(\partial V_k; \mathbb{Z})\), namely,

\[
[x_{k,i}] \cdot [x_{k,j}] = \begin{cases} 
1 & \text{if } i - j = -h_k, \\
-1 & \text{if } i - j = h_k, \\
0 & \text{otherwise},
\end{cases}
\]

for \(1 \leq i \leq 2h_k\) and \(1 \leq j \leq 2h_k\), where \(x \cdot y\) denotes the intersection number of \(x, y \in H_1(\partial V_k; \mathbb{Z})\). The element \(i_+ (\gamma_i) \in \pi_1(M')\) for \(1 \leq i \leq 2g\) is represented as a product of generators of \(P_0\). Add generators \(i_+ (\gamma_1), \ldots, i_+ (\gamma_d)\) and such relators to the presentation \(P_0\). We obtain a balanced presentation \(P\) of \(\pi_1(M)\) in Proposition 3.7 by adding relators \(x_{k,1}, \ldots, x_{k,h_k}\) for \(1 \leq k \leq d\) to \(P_0\). By Proposition 3.7, we have

\[
\epsilon(\tilde{\rho}(A(P))) = \pm 1 \in K_1(\mathbb{Q}),
\]

and by changing the order of generators or relators, we may assume \(\epsilon(\tilde{\rho}(A(P))) = 1\).

In Theorem 1.2, for a subset \(J \subset \{1, 2, \ldots, d\}\), we denote

\[
M_J = \left( M \setminus \bigcup_{i \in J} \text{Int } V_i \right) \cup \bigcup_{i \in J} V_i,
\]

where \(\varphi_i\) is a mapping class of \(\partial V_i\) which acts on \(H_1(\partial V_i; \mathbb{Z})\) trivially. Let \(N(q_k) = \partial V_k \cap N(\alpha_k)\), which is a neighborhood of \(q_k \in \partial V_k\). Denote by \(\pi_0 \text{Diff}_+ (\partial V_k, N(q_k))\) the mapping class group of \(\partial V_k\) which fixes \(N(q_k)\) pointwise, and let

\[
\mathcal{I}(\partial V_k, N(q_k)) = \text{Ker}(\pi_0 \text{Diff}_+ (\partial V_k, N(q_k)) \to \text{Aut} H_1(\partial V_k; \mathbb{Z}))
\]

be its Torelli subgroup. Choose a lift of \(\varphi_k\) to an element in \(\mathcal{I}(\partial V_k, N(q_k))\). Then, we obtain a presentation \(P_J\) of \(\pi_1(M_J)\) of the form in Lemma 5.1 by adding relators \(c_k(x_{k,1}), \ldots, c_k(x_{k,h_k})\) to \(P_0\) for \(1 \leq k \leq d\), where \(c_k\) is \(\text{id}_{\partial V_k}\) if \(k \notin J\), and \(\varphi_k\) if \(k \in J\). Let

\[
\tau_1 : \mathcal{I}(\partial V_k, N(q_k)) \to \Lambda^3 H_1(\partial V_k; \mathbb{Z})
\]

denote the first Johnson homomorphism, and define a contraction map \(C_k : \Lambda^3 H_1(\partial V_k; \mathbb{Z}) \to 2H_1(\partial V_k; \mathbb{Z})\) by

\[
C_k((x \cdot y)z) = 2((x \cdot y)z + (y \cdot z)x + (z \cdot x)y).
\]

**Lemma 5.2.** Let \(P\) and \(P_J\) denote the presentations of \(\pi_1 M\) and \(\pi_1 M_J\) as above, respectively. We have

\[
\tilde{\rho}(A(P)) = \tilde{\rho} \left( -\frac{1}{2} \sum_{k \in J} ((\text{incl}_k)_* \circ C_k \circ \tau_1)(\varphi_k) \right) \tilde{\rho}(A(P)) \in K_1(\hat{\mathbb{Q}}/\hat{\mathbb{Z}}),
\]
where \((\text{incl}_k)_*: H_1(\partial V_k; \mathbb{Z}) \to H_1(M; \mathbb{Z})\) is the induced homomorphism by the inclusion, and the first \(\tilde{\rho}\) in the right-hand side is the induced map by \(\tilde{\rho}: \pi_1(M) \to \overline{\mathbb{Q}}\pi / \overline{\mathbb{Q}}\pi / \mathbb{Z}^2\).

**Proof.** Let \(N = 2g + 2\sum_{k=1}^{d} h_k + l\). The matrices \(A(P)\) and \(A(P_J)\) are square matrices of size \(N\). We may assume that the relators are ordered so that the last \(\sum_{k=1}^{d} h_k\) relators are

\[
\{c_1(x_{1,1}), c_1(x_{1,2}), \ldots, c_1(x_{1,h_1}), \ldots, c_d(x_{d,1}), c_d(x_{d,2}), \ldots, c_d(x_{d,h_d})\}
\]

and that the generators are ordered so that the last \(2\sum_{k=1}^{d} h_k\) generators are

\[
x_{1,h_1+1}, \ldots, x_{1,2h_1}, x_{2,2h_2+1}, \ldots, x_{2,2h_2}, \ldots, x_{d,dh_d+1}, \ldots, x_{d,2h_d},
\]

\[
x_{1,1}, \ldots, x_{1,h_1}, x_{2,1}, \ldots, x_{2,h_2}, \ldots, x_{d,1}, \ldots, x_{d,h_d}.
\]

Since the presentation \(P_J\) differs from \(P\) only in relators coming from the meridian disks \(D_{k,1}\) of \(V_k\) for \(k \in J\), we see that \(\epsilon(A(P_J)) = \epsilon(A(P)) \in \text{GL}(N, \mathbb{Q})\). Denote it by \(\epsilon_0\).

The homology cylinder \(M\) is homotopy equivalent to

\[
M' \cup \left( \bigcup_{k=1}^{d} \left( \bigcup_{i=1}^{h_k} D_{k,i} \right) \right).
\]

The Mayer-Vietoris exact sequence for it implies that \(H_1(M'; \mathbb{Z})\) is freely generated by the homology classes \([i_{-}(\gamma_1)], \ldots, [i_{-}(\gamma_{2g})]\) and \([x_{k,1}], \ldots, [x_{k,h_k}]\) for \(1 \leq k \leq d\). Thus, every element in \(H_1(M'; \mathbb{Z})\) is written as a linear combination of these homology classes. In particular, we can write

\[
[x_{l,h_l+j}] = \sum_{i=1}^{2g} t_{l, (i,j)} [i_{-}(\gamma_i)] + \sum_{k=1}^{d} \sum_{i=1}^{h_k} t_{(k,i), (l,j)} [x_{k,i}] \in H_1(M'; \mathbb{Z})
\]

for \(1 \leq l \leq d\) and \(1 \leq j \leq h_l\). Set \(N_1 = 2g + l\) and \(N_2 = \sum_{k=1}^{d} h_k\). Note that the first \(N_1 + N_2\) columns of \(\epsilon_0\) correspond to relations of \(H_1(M'; \mathbb{Z})\).

Thus, after applying identical column addition transformations to the first \(N_1 + N_2\) columns of \(\rho(A(P_J))\) and \(\rho(A(P))\), we can write

\[
\epsilon_0 = \begin{pmatrix}
I_{N_1} & O_{N_1, N_2} & O_{N_1, N_2} \\
O_{N_2, N_1} & I_{N_2} & O_{N_2, N_2} \\
S & T & I_{N_2}
\end{pmatrix} \in \text{GL}(N, \mathbb{Q})
\]

for some matrices \(S\) of size \(N_2 \times N_1\) and \(T\) of size \(N_2 \times N_2\), where \(O_{m,n}\) denotes the zero matrix of size \(m \times n\). More precisely, setting

\[
T_{kl} = (t_{(k,i), (l,j)})_{1 \leq i \leq h_k, 1 \leq j \leq h_l}
\]

we can write \(T = (T_{kl})_{1 \leq k \leq d, 1 \leq l \leq d}\). If we glue 2-handles to \(M\) along the loops

\[
i_{+}(\gamma_2), i_{+}(\gamma_4), \ldots, i_{+}(\gamma_{2g}), i_{-}(\gamma_1), i_{-}(\gamma_3), \ldots, i_{-}(\gamma_{2g-1}),
\]

we obtain a homology cube as in [3] Theorem 2.10 and Lemma 2.12. We see that \(t_{(k,i), (l,j)}\)
corresponds to the linking number of the loops \( x_{k,h_k+i} \) and \( x_{l,h_l+j} \) in the homology cube. Thus, we obtain

\[
t_{(k,i),(l,j)} = t_{(l,j),(k,i)},
\]

namely, \( T \) is symmetric.

On the other hand, we can write

\[
\tilde{\rho}(A(P_J)) - \tilde{\rho}(A(P)) = \begin{pmatrix} O_{N_1,N_1} & O_{N_1,N_2} & O_{N_1,N_2} \\ O_{N_2,N_1} & O_{N_2,N_2} & W_J \\ O_{N_2,N_1} & O_{N_2,N_2} & X_J \end{pmatrix} \in M(\hat{N}, \hat{T}/\hat{I}^2),
\]

and it does not change under the above column transformations. Here, \( W_J = (\tilde{\rho}(W_{kl}))_{1 \leq k \leq d} \) and \( X_J = (\tilde{\rho}(X_{kl}))_{1 \leq k \leq d} \), where

\[
W_{kk} = \left( \frac{\partial c(x_{k,j})}{\partial x_{k,h_k+i}} \right)_{1 \leq i \leq h_k, 1 \leq j \leq h_k} \quad \text{and} \quad X_{kk} = \left( \frac{\partial c(x_{k,j})}{\partial x_{k,i}} \right)_{1 \leq i \leq h_k, 1 \leq j \leq h_k} - I_{h_k}
\]

and \( W_{kl} = X_{kl} = O_{h_k,h_l} \) if \( k \neq l \). Thus, we obtain

\[
\ell \det_1(\tilde{\rho}(A(P_J))) - \ell \det_1(\tilde{\rho}(A(P))) = (\theta_* \circ \text{tr})(\tilde{\rho}(A(P)) - \tilde{\rho}(A(P)) e_0) = (\theta_* \circ \text{tr})(-W_J T + X_J) \in H.
\]

First, we show that \( \text{tr}(W_J T) = 0 \). Let \( \pi' = \pi_1(\partial V_k \setminus \text{Int} N(q_k)) \), and let \( \text{ev}_{x_k,i,x_k,j} : H_1(\partial V_k; \mathbb{Z}) \otimes \mathbb{Q} \rightarrow H_1(\partial V_k; \mathbb{Z}) \) denote the map

\[
a \otimes b \otimes c \mapsto (a \cdot x_{k,i})(b \cdot x_{k,j})c
\]

for \( 1 \leq i \leq 2h_k \) and \( 1 \leq j \leq 2h_k \). Fox’s free derivative \( \frac{\partial}{\partial x_{k,i}} : \pi' \rightarrow \mathbb{Q}\pi' \) induces a homomorphism

\[
\frac{\partial}{\partial x_{k,i}} : \pi'(2) \rightarrow \frac{I_{\pi'}}{(I_{\pi'})^2} \cong H_1(\partial V_k; \mathbb{Z}),
\]

where \( I_{\pi'} \) denotes the augmentation ideal of \( \mathbb{Q}\pi' \). We can check that

\[
\frac{\partial \varphi_k(x_{k,j})}{\partial x_{k,h_k+i}} = \frac{\partial \varphi_k(x_{k,j} x_{k,j}^{-1})}{\partial x_{k,h_k+i}} = (\text{ev}_{x_{k,j},x_{k,i} \circ \tau_1})(\varphi_k) \in H_1(\partial V_k; \mathbb{Z})
\]

for \( 1 \leq i \leq h_k \) and \( 1 \leq j \leq h_k \). Since \( \tau_1(\varphi_k) \in \Lambda^3(H_1(\partial V_k; \mathbb{Z})) \), we see that

\[
\frac{\partial \varphi_k(x_{k,j})}{\partial x_{k,h_k+i}} = (\text{ev}_{x_{k,j},x_{k,i} \circ \tau_1})(\varphi_k) = -(\text{ev}_{x_{k,i},x_{k,j} \circ \tau_1})(\varphi_k) = -\frac{\partial \varphi_k(x_{k,j})}{\partial x_{k,h_k+j}}
\]

for \( 1 \leq i \leq h_k \) and \( 1 \leq j \leq h_k \). Thus, \( W_J \in M(N_2, \mathbb{Q}\pi/\hat{I}^2) \) is an alternating matrix, and we see that \( \text{tr}(W_J T) = 0 \).

Next, we compute \((\theta_* \circ \text{tr})(X_J)\). By the definition of \( C_k \), we have

\[
\frac{1}{2}(C_k \circ \tau_1)(\varphi_k) = \sum_{i=1}^{h_k} (\text{ev}_{x_{k,i},x_{k,h_k+i} \circ \tau_1})(\varphi_k) \in H_1(\partial V_k; \mathbb{Z}).
\]
On the other hand, we can check that

\[
\frac{\partial \varphi(x_{k,i})}{\partial x_{k,i}} - 1 = - (\text{ev}_{x_{k,i}x_{k,h_{k}+i}} \circ \tau_i)(\varphi_k) + H_1(\partial V_k; \mathbb{Z})
\]

for \(1 \leq i \leq h_k\). Thus, we obtain that

\[
(\theta \circ \text{tr})(X_J) = (\text{incl}_k)_* \left( \sum_{k \in J} \frac{\partial \varphi(x_{k,i})}{\partial x_{k,i}} \right)
\]

\[
\quad = - \frac{1}{2} \sum_{k \in J} ((\text{incl}_k)_* \circ C_k \circ \tau_i)(\varphi_k) \in H,
\]

where we identify \(H_1(M; \mathbb{Z}) \cong H_\varphi\). As a conclusion, we obtain

\[
\ell \det_1(\tilde{\rho}(A(P))) - \ell \det_1(\tilde{\rho}(A(P))) = - \frac{1}{2} \sum_{k \in J} ((\text{incl}_k)_* \circ C_k \circ \tau_i)(\varphi_k).
\]

Since

\[
\ell \det_1: \text{Ker} \left( K_1(\hat{\mathbb{Q}}/\hat{I}^2) \rightarrow K_1(\hat{\mathbb{Q}}/\hat{I}) \right) \rightarrow H
\]

is an isomorphism as in Corollary 4.5, we have

\[
\tilde{\rho}(A(P)) = \tilde{\rho} \left( - \frac{1}{2} \sum_{k \in J} ((\text{incl}_k)_* \circ C_k \circ \tau_i)(\varphi_k) \right) \tilde{\rho}(A(P)) \in K_1(\hat{\mathbb{Q}}/\hat{I}^2).
\]

The next theorem describes the change of the Johnson homomorphism on \(\hat{I}C\) under Torelli surgery along \(\Sigma_h\). Let \(M_{h,1}\) denote the mapping class group of the surface \(\Sigma_h\) which fixes the boundary pointwise. We consider \(\varphi \in M_{h,1}\) as a mapping class of the surface \(\Sigma_h\) by extending it by the identity map on the open disk \(\Sigma_h \setminus \Sigma_h\).

**Theorem 5.3** ([10, Theorem 2]). Let \((M, i) \in J_d C\) and let \(\iota: \Sigma_h \rightarrow M\) be an embedding. For \(\varphi \in J_d M_{h,1}\), let \(M_\varphi\) be the homology cylinder obtained from \(M \setminus \text{Int}(\iota(\Sigma_h) \times [-1, 1])\) and \(\Sigma_h \times [-1, 1]\) by the identification

\[
(\iota(x), 1) = (\varphi(x), 1) \quad \text{and} \quad (\iota(x), -1) = (x, -1).
\]

Then, the homology cylinder \(M_\varphi\) lies in \(J_d C\) and the equality

\[
\tau_d(M_\varphi) = \tau_d(M) + (i_-)_*^{-1} \circ \iota_*^{-1}(\tau_d(\varphi)) \in H_{\varphi} \otimes L_{d+1}(H_\varphi)
\]

holds.

We can describe the Euler structure corresponding to \(\tilde{\rho}(A(P))\). Let

\[
C: \Lambda^3 H_1(M) \xrightarrow{(i_+)^{-1}} \Lambda^3 H_1(\Sigma_{g,1}) \rightarrow H_1(\Sigma_{g,1})
\]

be the contraction map defined in the same way as \(C_k\).
Proposition 5.4. If $\tilde{\rho}(A(P)) = \tilde{\alpha}(M) \in K_1(\widehat{Q}\pi)$, the equality

$$\tilde{\rho}(A(P_J)) = \tilde{\rho} \left( \frac{1}{2} \sum_{k \in J} \left( - (\text{incl}_k)_* \circ C_k \circ \tau_1)(\varphi_k) + (C \circ (\text{incl}_k)_* \circ \tau_1)(\varphi_k) \right) \right) \tilde{\alpha}(M_J)$$

in $K_1(\widehat{Q}\pi)$ holds. In other words, if the presentation $P$ corresponds to the preferred Euler structure of $M$, the presentation $P_J$ corresponds to the Euler structure

$$\xi_0 + \frac{1}{2} \sum_{k \in J} \left( - (\text{incl}_k)_* \circ C_k \circ \tau_1)(\varphi_k) + (C \circ (\text{incl}_k)_* \circ \tau_1)(\varphi_k) \right),$$

where we also denote by $\xi_0$ the preferred Euler structure of $M_J$.

Proof. By Lemma 3.5,

$$\tilde{\alpha}(M) = \tau\tilde{\rho}(M, \partial_- M, \xi_0) = \tilde{\rho} \left( - \frac{1}{2} C \circ \tau_1(M) \right) \in K_1(\widehat{Q}\pi/\hat{I}^2).$$

By Lemma 5.2 we have

$$\tilde{\rho}(A(P_J)) = \tilde{\rho} \left( - \frac{1}{2} \sum_{k \in J} ((\text{incl}_k)_* \circ C_k \circ \tau_1)(\varphi_k) \right) \tilde{\rho}(A(P)) \in K_1(\widehat{Q}\pi/\hat{I}^2).$$

If $\tilde{\rho}(A(P)) = \tilde{\rho}(-\frac{1}{2} C \circ \tau_1(M)) \in K_1(\widehat{Q}\pi/\hat{I}^2)$, we have

$$\tilde{\rho}(A(P_J)) = \tilde{\rho} \left( - \frac{1}{2} \sum_{k \in J} ((\text{incl}_k)_* \circ C_k \circ \tau_1)(\varphi_k) - \frac{1}{2} C \circ \tau_1(M) \right)$$

$$= \tilde{\rho} \left( \frac{1}{2} \sum_{k \in J} \left( - (\text{incl}_k)_* \circ C_k \circ \tau_1)(\varphi_k) + (C \circ (\text{incl}_k)_* \circ \tau_1)(\varphi_k) \right) - \frac{1}{2} C \circ \tau_1(M_J) \right)$$

$$= \tilde{\rho} \left( \frac{1}{2} \sum_{k \in J} \left( - (\text{incl}_k)_* \circ C_k \circ \tau_1)(\varphi_k) + (C \circ (\text{incl}_k)_* \circ \tau_1)(\varphi_k) \right) \right) \tilde{\alpha}(M_J)$$

by Theorem 5.3 as elements in $K_1(\widehat{Q}\pi/\hat{I}^2)$, and it shows what we desired. □

Corollary 5.5. For $d \ge 2$,

$$\prod_{J \subset \{1, 2, \ldots, d\}} \tilde{\alpha}(M_J)^((-1)^{|J|}) = \prod_{J \subset \{1, 2, \ldots, d\}} \tilde{\rho}(A(P_J))^{(-1)^{|J|}} \in K_1(\widehat{Q}\pi).$$

5.2. Proof of Theorem 1.2 When $d = 1$, Theorem 1.2 is easy since

$$\epsilon(\tilde{\alpha}(M)) = \epsilon(\tilde{\alpha}(M_J)) = 1 \in K_1(Q).$$

Assume $d \ge 2$. By Corollary 5.5 and Proposition 4.4 it suffices to show that

$$\ell\text{det} \left( \prod_{J \subset \{1, 2, \ldots, d\}} \tilde{\rho}(A(P_J))^{(-1)^{|J|}} \right) \in \text{Ker} \left( H^{1\text{le}}_1(\hat{I}) \to H^{1\text{le}}_1(\hat{I}/\hat{I}^d) \right).$$
Define a map

$$\Delta_d: M(N, \hat{I}) \times M(N, \hat{I}) \times \cdots \times M(N, \hat{I}) \to H^1_{\text{Lie}}(\hat{I})$$

by

$$\Delta_d(A_1, \ldots, A_d) = \sum_{J \subset \{1, 2, \ldots, d\}} (-1)^{|J|} \ell \det(I_N + \sum_{j \in J} A_j^k) \in H^1_{\text{Lie}}(\hat{I})$$

where \(I_N\) denotes the identity matrix of size \(N\).

**Lemma 5.6.** Let \(A_1, A_2, \ldots, A_d \in M(N, \hat{I})\). Then, we have

$$\Delta_d(A_1, A_2, \ldots, A_d) \in \text{Ker} \left( H^1_{\text{Lie}}(\hat{I}) \to H^1_{\text{Lie}}(\hat{I}/\hat{I}^d) \right).$$

**Proof.**

$$\Delta_d(A_1, \ldots, A_d) = \sum_{J \subset \{1, 2, \ldots, d\}} (-1)^{|J|} \ell \det \left(I_N + \sum_{j \in J} A_j^k\right)$$

$$= \sum_{k=1}^{d-1} \frac{(-1)^{k-1}}{k} \text{tr} \left( \sum_{J \subset \{1, 2, \ldots, d\}} (-1)^{|J|} \left( \sum_{j \in J} A_j^k \right)^k \right) \in H^1_{\text{Lie}}(\hat{I}/\hat{I}^d).$$

Here, note that the \(k\)th powers of matrices satisfy the finiteness property, that is, \(\sum_{J \subset \{1, 2, \ldots, d\}} (-1)^{|J|} \left( \sum_{j \in J} A_j^k \right)^k = 0\) for \(1 \leq k \leq d - 1\). Thus, we obtain \(\Delta_d(A_1, A_2, \ldots, A_d) = 0 \in H^1_{\text{Lie}}(\hat{I}/\hat{I}^d)\). \(\square\)

Let us denote \(A_k = \tilde{\rho}(A(P_{\{k\}})) - \tilde{\rho}(A(P))\). In the same way as the proof of Lemma 5.2, we have

$$\tilde{\rho}(A(P_J)) = \tilde{\rho}(A(P)) + \sum_{k \in J} A_k.$$ 

Here, note that \(A_k \in M(N, \hat{I})\) since \(\varphi_k\) acts trivially on \(H_1(\partial V_k; \mathbb{Z})\). We obtain

$$\ell \det \left( \prod_{J \subset \{1, 2, \ldots, d\}} \tilde{\rho}(A(P_J))^{(-1)^{|J|}} \right) = \sum_{J \subset \{1, 2, \ldots, d\}} (-1)^{|J|} \ell \det \left( \tilde{\rho}(A(P)) + \sum_{k \in J} A_k \right)$$

$$= \sum_{J \subset \{1, 2, \ldots, d\}} (-1)^{|J|} \ell \det \left( I_N + \sum_{k \in J} A_k^k \right)$$

$$= \Delta_d(A_1', \ldots, A_d'),$$

where we denote \(A_k' = \tilde{\rho}(A(P))^{-1} A_k\). By Lemma 5.6, it is in the kernel \(\text{Ker} \left( H^1_{\text{Lie}}(\hat{I}) \to H^1_{\text{Lie}}(\hat{I}/\hat{I}^d) \right)\). This finishes the proof of Theorem 1.2.

6. A CLASPER SURGERY FORMULA

In this section, we investigate the behavior of \(\overline{\partial}(M)\) under surgeries along \(k\)-loop graph claspers for \(k \geq 1\). We first describe the fundamental group of a tubular neighborhood of a graph clasper embedded in a 3-manifold.
6.1. **A lower bound on the degree over the fundamental group.** A graph clasper is an embedded surface in a 3-manifold consisting of three kinds of constituents called leaves, nodes, and bands. By assigning vertices to leaves and nodes and assigning edges to bands, we obtain a uni-trivalent graph, which is similar to taking an inverse image in the surgery map in [13, Section 2.2]. Note that we consider a uni-trivalent graph without labels in univalent vertices.

Let $G$ be a graph clasper of degree $d$, and let $J$ be the corresponding uni-trivalent graph. We write $E_U$ for the set of edges of $G$ incident to univalent vertices and $E_T$ for the set of half-edges of $G$ contained in edges which connect trivalent vertices, where a half-edge of $G$ is a piece obtained by cutting an edge of $G$ at its midpoint. We also denote by $E(J) = E_U \cup E_T$. The clasper $G$ can be decomposed into $Y$-graphs by [14, Move 2], and there is a one-to-one correspondence between $E(J)$ and the set of leaves of the $Y$-graphs.

In this paper, we endow every leaf and node in $G$ with orientations. An edge is said to be twisted if the orientations of the nodes connected by the edge are not coherent. Unless otherwise stated, the visible side of a node is positively oriented in the figures of this paper. For $e \in E(J)$, we denote by $\alpha_e$ and $\beta_e$ a meridian and a longitude of the leaf, respectively (see Figure 2). Note that their orientations depend on the orientation of the node incident to $e$. Here, we care about only the conjugacy classes of $\alpha_e$ and $\beta_e \in \pi_1 N(G)$, and do not specify the basepoint in $N(G)$.

For $x \in \pi_1(N(G))$, we denote by

$$\deg(x) = \sup \{n \mid x \in \pi_1(N(G))(n)\} \in \mathbb{Z}_{\geq 1} \cup \{\infty\}.$$ 

Note that, if $\deg(x) = \infty$, we have $x = 1 \in \mathbb{Q}\pi_1 N(G)$. We use the fundamental (in)equalities

$$\deg(xy) \geq \min\{\deg x, \deg y\},$$

$$\deg(yxy^{-1}) = \deg x,$$

$$\deg[x, y] \geq \deg x + \deg y$$

throughout this paper. Here, we denote $[x, y] = xyx^{-1}y^{-1}$.

**Proposition 6.1.** Let $e \in E(J)$.

1. If $e \in E_U$, we have $\deg \beta_e = 1$.
2. If $e \in E_T$ and $J \setminus \text{Int } e$ is connected, we have $\deg \beta_e = \infty$.

We treat the case when $e \in E_T$ and $J \setminus \text{Int } e$ is disconnected in Proposition 6.4. Let $Y$ be a $Y$-graph, that is, a graph clasper of degree 1.
Lemma 6.2. The group $\pi_1(N(Y))$ has a presentation $P_Y$ with a generating set $\{\alpha_i, \beta_i\}_{i=1}^3$ as in Figure 2 and relators

$$r_1 = \alpha_1 \beta_3 \alpha_2 \beta_2^{-1} \alpha_2^{-1} \beta_3^{-1} \beta_2,$$

$$r_2 = \alpha_2 \beta_1 \alpha_3 \beta_3^{-1} \alpha_3^{-1} \beta_1^{-1} \beta_3,$$

$$r_3 = \alpha_3 \beta_2 \alpha_1 \beta_1^{-1} \alpha_1^{-1} \beta_2^{-1} \beta_1.$$

Proof. Let us describe a handlebody of genus 3 as the complement of a neighborhood of a tangle consisting of 3 arcs in $D^3$. The neighborhood $N(Y)$ is obtained by surgery along the link in the handlebody as in Figure 3. Denoting by the same symbol $a_{i,j}$ the meridian of the arc $a_{i,j}$ in Figure 3, we obtain a presentation with generating set $\{a_{i,j}\}_{1 \leq i \leq 3, 1 \leq j \leq 7}$ and relators

Figure 2. Meridians $\alpha_i$ and longitudes $\beta_i$.

Figure 3. Generators $a_{i,j}$ of the complement of a clasper.
twist induces the identity on \( \pi \) positively half-twisted. We consider that the leaf \( e \) may assume that the leaf corresponding to \( \alpha \) and the link, and the latter comes from attaching 2-handles by surgery. where the former relators come from the Wirtinger presentation of the tangle and the link, and the latter comes from attaching 2-handles by surgery. For example, the former relators for \( i = 1 \) correspond to the dotted circles in Figure 3. Using these relators, one can eliminate the generators \( \{ a \} \) This relation eliminates \( a \) by an edge \( e \) and \( v \) such that \( \alpha \) and \( \beta \) are connected to \( \alpha \) and \( \beta \) in the neighborhood \( \partial(N(G)) \) from the basepoint \( \tilde{z} \) in the neighborhood \( N(Y) \) to \( \tilde{z}' \) in \( N(Y') \) (see Figure 4). If the edge \( e \cup e' \) is half-twisted, we may assume that the leaf corresponding to \( e \) is half-twisted. Since the disk twist induces the identity on \( \pi_1(N(G)) \), we may assume that the leaf is positively half-twisted. We consider that the leaf \( e_1 \) depicted on the left of

\[
\begin{align*}
&\{ a_{i,1}a_{i+2,1}a_{i+1,1}^{-1}a_{i+2,3}, \\
&a_{i,1}a_{i+1,3}^{-1}a_{i+2,1}^{-1}a_{i+1,3}, \\
&a_{i,1}^{-1}a_{i+1,3}^{-1}a_{i+2,3}, \\
&a_{i,1}^{-1}a_{i+1,3}a_{i+2,3}, \\
&a_{i,2}^{-1}a_{i+1,3}^{-1}a_{i+2,3}, \\
&a_{i,2}^{-1}a_{i+1,3}a_{i+2,3}, \\
&a_{i,3}^{-1}a_{i+1,3}^{-1}a_{i+2,3}, \\
&a_{i,3}^{-1}a_{i+1,3}a_{i+2,3}, \\
&a_{i,4}^{-1}a_{i+1,3}^{-1}a_{i+2,3}, \\
&a_{i,4}^{-1}a_{i+1,3}a_{i+2,3}, \\
&a_{i,5}^{-1}a_{i+1,3}^{-1}a_{i+2,3}, \\
&a_{i,5}^{-1}a_{i+1,3}a_{i+2,3}, \\
&a_{i,6}^{-1}a_{i+1,3}^{-1}a_{i+2,3}, \\
&a_{i,6}^{-1}a_{i+1,3}a_{i+2,3}, \\
\}
\end{align*}
\]

where the former relators come from the Wirtinger presentation of the tangle and the link, and the latter comes from attaching 2-handles by surgery. For example, the former relators for \( i = 1 \) correspond to the dotted circles in Figure 3. Using these relators, one can eliminate the generators \( a_{i,j} \) for \( i = 1, 2, 3 \) and \( j = 2, 3, 5, 7 \), and obtain a relation \( a_{i,1} = a_{i+1,6}a_{i,4}^{-1}a_{i,6}a_{i,4}a_{i+1,6}^{-1} \). This relation eliminates \( a_{i,1} \)'s and gives a presentation with generating set \( \{ a_{i,4}, a_{i,6} \} \) and relators \( \{ a_{i,4}^{-1}a_{i+1,6}a_{i+1,4}a_{i,6}a_{i+1,4}^{-1}a_{i,6}a_{i+1,6}^{-1} \} \) 1 ≤ \( i \) ≤ 3. By denoting \( \alpha_i = a_{i,4}^{-1}, \beta_i = a_{i,6} \) as in Figure 2, the relators turn into \( \alpha_i\beta_i+2\alpha_{i+1}\beta_i^{-1}\alpha_i^{-1}\beta_i^{-1}\beta_i^{-1} \) for 1 ≤ \( i \) ≤ 3.

**Lemma 6.3.** Suppose that two trivalent vertices \( v \) and \( v' \) in \( J \) is connected by an edge \( e_1 \cup e' \), where \( e_1 \) and \( e' \) are half-edges incident to \( v \) and \( v' \), respectively. We also denote by \( e_2, e_3 \) ∈ \( E(J) \) the (half-)edges incident to \( v' \) other than \( e_1 \). Then, for \( \beta_{e_1}, \beta_{e_2}, \beta_{e_3} \in \pi_1N(G) \), we have

\[
\deg \beta_{e_1} \geq \deg \beta_{e_2} + \deg \beta_{e_3}.
\]

**Proof.** Let us denote by \( Y \) and \( Y' \) the \( Y \)-graphs corresponding to \( v \) and \( v' \), respectively. We also denote simply \( \alpha_i = \alpha_{e_i}, \beta_i = \beta_{e_i}, \alpha_i' = \alpha_{e_i'}, \) and \( \beta_i' = \beta_{e_i'} \) for 1 ≤ \( i \) ≤ 3. If the edge \( e \cup e' \) is untwisted, by van Kampen’s theorem, we have the relation

\[
\alpha_i' l = \beta_i^{-1}, \quad \beta_i' l = \alpha_i^{-1} \in \pi_1(N(G), \tilde{z}),
\]

where \( l \) is a path in \( \partial(N(G)) \) from the basepoint \( \tilde{z} \) in the neighborhood \( N(Y) \) to \( \tilde{z}' \) in \( N(Y') \) (see Figure 4). If the edge \( e \cup e' \) is half-twisted, we

**Figure 4.** A path \( l \) from \( \tilde{z} \) to \( \tilde{z}' \).
Proof of Proposition 6.1. (1) First note that
\[
l\alpha_1'\overline{l} = \beta_1^{-1}\alpha_1\alpha_1^{-1}\beta_1, \quad l\beta_1'\overline{l} = \beta_1^{-1}\alpha_1\beta_1.
\]
We may assume that the edges \(e_1', e_2', e_3'\) are ordered clockwise as in Figure 2. Then one has
\[
\alpha_1' = [\beta_2^{-1}, \beta_3]\beta_3[\beta_2^{-1}, \alpha_2']\beta_2^{-1}, \quad \alpha_2' = [\beta_3^{-1}, \beta_1']\beta_1'\beta_3^{-1}, \alpha_3']\beta_1^{-1}
\]
y by Lemma 6.2. Hence we obtain
\[
\deg \alpha_2' \geq \min\{\deg[\beta_3^{-1}, \beta_1'], \deg[\beta_3^{-1}, \alpha_3]\}
\]
\[
\geq \min\{\deg \beta_3' + \deg \beta_1', \deg \beta_3' + \deg \alpha_3'\}
\]
\[
> \deg \beta_3'.
\]
Therefore,
\[
\deg \beta_1 = \deg \alpha_1' \geq \min\{\deg[\beta_2^{-1}, \beta_3], \deg[\beta_3^{-1}, \alpha_2']\}
\]
\[
= \deg \beta_2' + \deg \beta_3'.
\]
\[\square\]

Proof of Proposition 6.1. (1) First note that
\[
\frac{\pi_1N(G)}{\pi_1N(G)(2)} = H_1(N(G); \mathbb{Z})
\]
is a free abelian group of rank \(#E_U + b_1(J)\), where \(b_1(J)\) denotes the first Betti number of \(J\). If \(e \in E_U\), then \(\beta_e\) is non-trivial in \(H_1(N(G); \mathbb{Z})\), and hence \(\deg \beta_e = 1\).

(2) Since \(J \setminus \text{Int } e\) is connected, there is a cycle \(C\) in \(J\) containing the half-edge \(e\). We denote by \(k\) the number of edges of \(C\). Applying Lemma 6.3 along \(C\) inductively, we obtain \(\deg \beta_e \geq \deg \beta_e + k\). Thus, we conclude that \(\deg \beta_e = \infty\).

\(\square\)

Using an isotopy, we have an embedding \(\iota_0 : G \hookrightarrow N_0(G)\) such that its image is disjoint from \(G \subset N_0(G)\). This map derives an embedding \(\iota : G \hookrightarrow N(G)\). Since \(\iota_0\) induces an isomorphism on \(H_1(\_ ; \mathbb{Z})\) and a surjection on \(H_2(\_ ; \mathbb{Z})\), the same holds for \(\iota\) by [10] Proposition 5.4 for instance. It follows from [49] Theorem 5.1 that \(\iota\) induces an isomorphism
\[
\frac{\pi_1G}{\pi_1G(n)} \cong \frac{\pi_1N(G)}{\pi_1N(G)(n)}
\]
between the nilpotent quotients for \(n \geq 1\). Furthermore, \(\iota\) gives an isomorphism
\[
\frac{\pi_1N(G)(n)}{\pi_1N(G)(n+1)} \cong L_n(H_1(G; \mathbb{Z})), \quad \text{where } L_n(H_1(G; \mathbb{Z})) \text{ denotes the degree } n \text{ part of the free Lie algebra generated by a module } H_1(G; \mathbb{Z}).
\]

Proposition 6.4. Suppose that \(J \setminus \text{Int } e\) is disconnected for a half-edge \(e \in E_T\). Let us denote by \(J_e\) a connected component of \(J \setminus \text{Int } e\) which does not contain the trivalent vertex incident to \(e\) in \(J\).
If $J_e$ is a tree, we regard the endpoint in $e$ as the root of $J_e$ and assign $[\beta_e] \in H_1(N(G;\mathbb{Z}))$ to each leaf $e' \in E_{V'}$ of $J_e$. Giving the cyclic order coming from the orientation of nodes in $G$ to the trivalent vertices in $J_e$, we regard $J_e$ as a Jacobi diagram. Let $n \geq 2$ be the number of leaves of $J_e$, and let $T_e \in L_n(H_1(G;\mathbb{Z}))$ denote the iterated Lie bracket encoded by $J_e$, which is denoted as $\text{comm}(J_e)$ in [16, Section 4.3]. Then, $\beta_e = (-1)^{k}T_e$ holds under the above isomorphism, where $k$ is the number of twists in $J_e$.

(2) If $J_e$ is not a tree, $\deg \beta_e = \infty$ holds.

Proof. (1) First note that $\deg \beta_e \geq n$ by Lemma 6.3, namely $\beta_e \in \pi_1N(G)(n)$. We use the same notation as in Lemma 6.3 by putting $e_1 = e$. Let us prove by induction on $n$. When $n = 2$, the graph $J_e$ is a $Y$-graph. It follows from the equalities in the proof of Lemma 6.3 that

$$\beta_e^{-1} = l\alpha_1 \tilde{l} = l[\beta_2^{-1}, \beta_3][\beta_2^{-1}, \alpha_2][\beta_3^{-1}\tilde{l}]$$

when $e_2$, $e_3$, and the edge containing $e$ are untwisted. If the edge is twisted, the leftmost $\beta_2^{-1}$ should be replaced with $\beta_2^{-1}\alpha_1\beta_2\alpha_3^{-1}\alpha_1$. Also, the sign of the exponent of $\beta_j'$ in the right-hand side should be switched if $e_j'$ is twisted for $j = 2, 3$. Since $\deg \alpha_2 > \deg \beta_3$, we have

$$\beta_e = (-1)^k[\beta_2', \beta_3'] = (-1)^kT_e \in \frac{\pi_1N(G)(2)}{\pi_1N(G)(3)}.$$

Suppose $n > 2$. The induction hypothesis implies

$$[\beta_2'^{-1}, \beta_3'] = (-1)^{k'}[-T_{e_2'}, T_{e_3'}] \in \frac{\pi_1N(G)(n)}{\pi_1N(G)(n + 1)},$$

where $k' = k$ if the edge containing $e$ is untwisted, and $k' = k - 1$ if it is twisted. By the same argument as in the case $n = 2$, we conclude that $\beta_e = (-1)^{k}[T_{e_2'}, T_{e_3'}] = (-1)^kT_e$.

(2) Since $J_e$ is not a tree, there is a cycle in $J_e$. Take a path from a trivalent vertex in the cycle to $e$. By Proposition 6.1(2), $\deg \beta_e = \infty$ for every half-edge in $C$. Applying Lemma 6.3 along the path inductively, we obtain $\deg \beta_e = \infty$. □

6.2. The invariance of $\tau$ under $k$-loop surgeries for $k \geq 2$. Here, we prove the following:

**Theorem 6.5.** Let $k \geq 2$, and let $G$ be a $k$-loop graph clasper in a homology cylinder $M$. We have

$$\bar{\alpha}(M_G) = \bar{\alpha}(M).$$

Theorem 6.5 follows from the two lemmas below.

**Lemma 6.6.** Let $Y$ be a $Y$-graph in a homology cylinder $M$ such that the longitudes of the three leaves represent $1 \in \mathbb{Q}\pi_1(M_Y)$. We have

$$\bar{\alpha}(M_Y) = \bar{\alpha}(M).$$
Lemma 6.7. Let $G$ be a graph clasper in a homology cylinder $M$, and let $J$ be the corresponding Jacobi diagram. If $G$ is a $k$-looped graph clasper for $k \geq 2$, there is a trivalent vertex in $J$ such that $\deg \beta_e = \infty$ for the three half-edges $e$ incident to the vertex.

Proof. Since $b_1(J) \geq 2$, there are two distinct cycles $C_1$ and $C_2$ in $J$. In the case $C_1 \cap C_2 \neq \emptyset$, there exists a trivalent vertex $v \in C_1 \cap C_2$. Proposition [6.1][2] implies that $v$ is what we want.

Next we consider the case $C_1 \cap C_2 = \emptyset$. Then there exists a path $P$ connecting $C_1$ and $C_2$ such that $P \cap C_j$ is a vertex, say $v_j$, for $j = 1, 2$. It follows from Proposition [6.1][2] that $\deg \beta_e = \infty$ for the two half-edges $e \subset C_j$ incident to $v_j$. Applying Lemma 6.3 along $P$ inductively, we also conclude that $\deg \beta_e = \infty$ for the half-edge $e \subset P$ incident to $v_2$. \hfill \Box

For a 3-manifold $M$ and a presentation $P$ of $\pi_1 M$ with generators $\{x_j\}_{j=1}^p$ and relators $\{r_i\}_{i=1}^q$, we denote by $A(P)$ the $p \times q$ matrix whose $(i, j)$-entry is $\overline{\partial r_i / \partial x_j} \in \mathbb{Q}\pi_1(M)$. Here, for $v \in \mathbb{Z}\pi_1 M, v \in \mathbb{Z}\pi_1 M$ is defined in Section 3.3.

First, we prove Lemma 6.6. Let $Y$ denote a tubular neighborhood of $Y$, and let $\{\alpha_i, \beta_i\}_{i=1}^3$ be a generating set of $\pi_1(N(Y))$ depicted in Figure 2.

Proof of Lemma 6.6. Since

$$\alpha_i = [\beta_{i+1}, \beta_{i+2}] \beta_{i+2}[\beta_{i+1}, \alpha_{i+1}] \beta_{i+2}^{-1} \in \pi_1(N(Y))$$

for $i = 1, 2, 3$, we see that $\alpha_i = 1 \in \mathbb{Q}\pi_1(M_G)$ if $\beta_{i+1} = 1 \in \mathbb{Q}\pi_1(M_G)$. With respect to the presentation $P_Y$ given in Lemma 6.2,

$$A(P_Y) = \begin{pmatrix} \frac{\partial r_1}{\partial \alpha_k} & 1 \leq k \leq 3 \ 1 \leq l \leq 3 \end{pmatrix}$$

where

$$\frac{\partial r_1}{\partial \alpha_k} = \begin{pmatrix} 1 & (\alpha_1 - \beta_2^{-1}) \beta_3 & 0 & (\alpha_3 - \beta_1^{-1}) \beta_2 \\ 0 & (\alpha_2 - \beta_3^{-1}) \beta_1 & 1 & 0 \\ 0 & (\alpha_2 - \beta_3^{-1}) \beta_1 & 1 & 0 \end{pmatrix},$$

$$\frac{\partial r_1}{\partial \beta_k} = \begin{pmatrix} 0 & \alpha_2 - \beta_3^{-1} & \beta_1^{-1}(1 - \beta_2 \alpha_1) \\ \alpha_1 - \beta_2^{-1} & 0 & \alpha_3 - \beta_1^{-1} \\ \beta_3^{-1}(1 - \beta_1 \alpha_3) & 0 & 0 \end{pmatrix}.$$

It is the same as that of the handlebody of genus three. Thus, if we replace the neighborhood of $G$ with the handlebody, the torsion does not change, and we obtain

$$\tilde{\alpha}(M_G) = \tilde{\alpha}(M).$$
6.3. Values on 1-loop surgeries. Here, we prove the following surgery formula of $\tilde{\alpha} : IC \to K_1(\mathbb{Q}\pi)$ for 1-loop graph claspers.

**Theorem 6.8.** Let $G$ be a 1-loop graph clasper of degree $d$ embedded in a homology cylinder $M$ as in Figure 5 where $\epsilon_i$ denotes a rectangle or a rectangle with a positive half-twist. We choose a path $l$ in $M$ from a basepoint $* \in m_-(\Sigma_{g,1})$ to $*_1$, and let $\gamma_i = lf_i l$ and $\delta = lf_0 l$. We also denote $\epsilon_i = 1, 0 \in \mathbb{Z}/2\mathbb{Z}$, which is the same symbol as the rectangle, depending on whether the rectangle $\epsilon_i$ is twisted or not. Then, we have the equality $\tilde{\alpha}(M_G) = \left( \delta + (-1)^{\epsilon_1} \prod_{i=1}^{d} (1 - \gamma_{d+1-i}) \right) \left( \delta^{-1} + (-1)^{\epsilon_1} \prod_{i=1}^{d} (1 - \gamma_{i}^{-1}) \right) \tilde{\alpha}(M)$ in $(\mathbb{Q}\pi)_\text{ab}$, where we identify $\mathbb{Q}\pi_1(M) \cong \mathbb{Q}\pi$ and denote $\epsilon = \sum_{i=1}^{d} \epsilon_i \in \mathbb{Z}/2\mathbb{Z}$.

![Figure 5. A 1-loop graph clasper with twists $\epsilon_j$, basepoints $*_j$, and loops $f_j$.](image)

**Remark 6.9.** A surgery formula of the $K_1(\mathbb{Z}H\mathbb{Z})$-valued torsion $\alpha$ of homology cylinders for 1-loop surgeries is given in [31, Lemma 3.15].

**Proof of Theorem 6.8.** Let us decompose $G$ into $Y$-graphs embedded in $M$ by splitting the edges in $G$ each of which connects two nodes. We denote by $Y_i$ the $Y$-graph containing the leaf whose one longitude represents the same free loop as $f_i$, and assign a positive half-twist to one leaf of $Y_i$ if $\epsilon_i$ is half-twisted for $1 \leq i \leq d$. The regular neighborhood $N_0(Y_i)$ can be considered as a handlebody of genus three, and we choose it so that $N_0(Y_i) = \bigcup_{i=1}^{d} N_0(Y_i)$ as in Figure 4. Let us also denote by $N(G)$ the corresponding neighborhood of $G$ in $M_G$, and we identify $M \setminus \text{Int} N_0(G)$ and $M_G \setminus \text{Int} N(G)$.

Let us denote by $*_i$ points in $\partial N_0(G)$ obtained by pushing the points $*_{i-1}$ depicted in Figure 5 to an identical normal direction. We also pick a path $l_i$ in $\partial N_0(G)$ connecting $*_i$ and $*_i+1$ in the same way as $l$ in Figure 4. Here, we denote $*_d+1 = *_1$.

We consider that the leaves $\beta_1$, $\beta_2$, and $\beta_3$ in Figure 2 correspond to the leaf of $Y_i$ whose longitude represents the same free loop as $f_i$, the half-edge connecting to $Y_{i+1}$, and the half-edge connecting to $Y_{i-1}$, respectively. For $1 \leq i \leq d$ and $1 \leq j \leq 3$, let us denote by $\alpha_{i,j} \in \pi_1(\partial N_0(G), *_1)$ (resp. $\beta_{i,j}$)
the loop obtained by connecting \(l_1l_2 \cdots l_{i-1}\) to the meridian corresponding to \(\alpha_j\) (resp. the longitude corresponding to \(\beta_j\)) in \(\partial N_0(Y_i)\). We also denote the loop \(\tilde{l} = l_1l_2 \cdots l_d\). By applying van Kampen’s theorem when we glue \(Y\)-graphs, we obtain a presentation \(P_N\) of \(\pi_1N(G)\) with the generating set

\[\{\alpha_{i,j}, \beta_{i,j} \mid 1 \leq i \leq d, 1 \leq j \leq 3\} \cup \{\tilde{l}\}\]

and relators

\[r_{i,1} = \alpha_{i,1}\beta_{i,3}\alpha_{i,2}\beta_{i,2}^{-1}\alpha_{i,2}^{-1}\beta_{i,1}^{-1}\beta_{i,2},\]

\[r_{i,2} = \alpha_{i,2}\beta_{i,1}\alpha_{i,3}\beta_{i,3}^{-1}\beta_{i,1}^{-1}\beta_{i,3},\]

\[r_{i,3} = \alpha_{i,3}\beta_{i,2}\alpha_{i,1}\beta_{i,1}^{-1}\beta_{i,2}^{-1}\beta_{i,1},\]

\[r_{i,4} = \begin{cases} 
\alpha_{i,2}\beta_{i+1,3} & \text{if } \epsilon_i = 0 \text{ and } i < d, \\
\beta_{i,2}^{-1}\alpha_{i,2}\beta_{i,2}^{-1}\beta_{i+1,3} & \text{if } \epsilon_i = 1 \text{ and } i < d, \\
\alpha_{d,2}\tilde{l}_{1,3}\tilde{l}^{-1} & \text{if } \epsilon_i = 0 \text{ and } i = d, \\
\beta_{d,2}^{-1}\alpha_{d,2}\beta_{d,2}\tilde{l}_{1,3}\tilde{l}^{-1} & \text{if } \epsilon_i = 1 \text{ and } i = d, 
\end{cases}\]

\[r_{i,5} = \begin{cases} 
\beta_{i,2}\alpha_{i+1,3} & \text{if } \epsilon_i = 0 \text{ and } i < d, \\
\beta_{i,2}^{-1}\alpha_{i,2}\beta_{i,2}^{-1}\beta_{i+1,3} & \text{if } \epsilon_i = 1 \text{ and } i < d, \\
\beta_{d,2}\tilde{l}_{1,3}\tilde{l}^{-1} & \text{if } \epsilon_i = 0 \text{ and } i = d, \\
\beta_{d,2}^{-1}\alpha_{d,2}\beta_{d,2}\tilde{l}_{1,3}\tilde{l}^{-1} & \text{if } \epsilon_i = 1 \text{ and } i = d. 
\end{cases}\]

By slightly pushing the endpoint of \(\tilde{l}\) attached to \(*_1\) in the normal direction of \(G\), we have a path connecting the basepoint \(* \in \mathcal{M}_{g,1}\) to \(*_1\). We may assume \(\tilde{l}\) is contained in \(M \setminus G\). Changing the basepoint of loops from \(*_{1,1}\) to \(\gamma_i\) via \(\tilde{l}\), the loops \(\beta_{i,3}\) and \(\tilde{l}\) are homotopic to \(\gamma_i\) and \(\delta\) in \(M\), respectively.

Under the isomorphism

\[\mathbb{Q}\pi_1(M, \ast) \cong \mathbb{Q}\pi_1(M_G, \ast) \cong \mathbb{Q}\pi_\infty\]

coming from [49] Theorem 5.1 and [42], we have

\[\alpha_{i,1} = \alpha_{i,2} = \alpha_{i,3} = \beta_{i,2} = \beta_{i,3} = 1, \quad \beta_{i,1} = \gamma_i, \quad \tilde{l} = \delta \in \mathbb{Q}\pi_\infty\]

by Proposition 6.4(2) and the relators \(r_{i,1}, r_{i,2}\), and \(r_{i,3}\).

Denote the generators of \(\pi_1(M_G, \ast)\) as

\[x_{6(i-1)+2j-1} = \alpha_{i,j}, \quad x_{6(i-1)+2j} = \beta_{i,j}, \quad x_{6d+1} = \tilde{l}\]

for \(1 \leq i \leq d\) and \(1 \leq j \leq 3\).

Let \(A_N\) be a \((6d + 1) \times 5d\) matrix defined by

\[A_N = \begin{pmatrix}
\frac{\partial r_{i,2}}{\partial x_k} & \frac{\partial r_{i,4}}{\partial x_k} & \frac{\partial r_{i,3}}{\partial x_k} & \frac{\partial r_{i,1}}{\partial x_k} & \frac{\partial r_{i,5}}{\partial x_k}
\end{pmatrix}_{k,l},
\]

where \(1 \leq k \leq 6d + 1\) and \(1 \leq l \leq d\). In the following, we consider the matrix \(A_N\) when \(d \geq 2\). Theorem 6.8 for the case when \(d = 1\) is proved in
the same way. We have

\[
\left( \frac{\partial r_{l,2}}{\partial x_k} \right)_{1 \leq k \leq 6d+1 \atop 1 \leq l \leq d} = \begin{pmatrix}
v_1 & 0 & \cdots & 0 & 0 \\
0 & v_2 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & v_{d-1} & 0 \\
0 & 0 & \cdots & 0 & v_d \\
0 & 0 & \cdots & 0 & 0
\end{pmatrix},
\]

\[
\left( \frac{\partial r_{l,4}}{\partial x_k} \right)_{1 \leq k \leq 6d+1 \atop 1 \leq l \leq d} = \begin{pmatrix}
e_3 & 0 & \cdots & 0 & (-1)^{e_d} e_6 \\
(-1)^{e_1} e_6 & e_3 & \cdots & 0 & 0 \\
0 & (-1)^{e_2} e_6 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & e_3 & 0 \\
0 & 0 & \cdots & (-1)^{e_{d-1}} e_6 & e_3 \\
0 & 0 & \cdots & 0 & 0
\end{pmatrix},
\]

where \( v_i = (0 \ 0 \ 1 \ 0 \ 0 \ 1 - \gamma_i^{-1})^T, \quad 0 = (0 \ 0 \ 0 \ 0 \ 0 \ 0)^T \), and \( e_i \in \mathbb{R}^6 \) is the \( i \)th standard unit vector for \( 1 \leq i \leq 6 \).

Applying column addition transformations to the submatrix \( L = \left( \frac{\partial r_{l,2}}{\partial x_k} \right)_{k,l} \left( \frac{\partial r_{l,4}}{\partial x_k} \right)_{k,l} \) of \( A_N \), one can change \( \left( \frac{\partial r_{l,2}}{\partial x_k} \right)_{k,l} \) into the form

\[
\begin{pmatrix}
e_3 & 0 & \cdots & 0 & 0 \\
0 & e_3 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & e_3 & 0 \\
0 & 0 & \cdots & 0 & v'_d \\
0 & 0 & \cdots & 0 & 0
\end{pmatrix},
\]

where \( v'_d = (0 \ 0 \ 1 + (-1)^{e+1} \delta \prod_{i=1}^d (1 - \gamma_i^{-1}) \ 0 \ 0 \ 0)^T \). Indeed, we first add \(-(-1)^{e_d-1}(1 - \gamma_d^{-1}) \) times the \((2d-1)\)st column and \((-1)^{e_d-1}(1 - \gamma_d^{-1}) \) times the \((d-1)\)st column of \( L \) to the \( d \)th column. Here, scalar multiplication is done from the right. Then, the \((6d - 6, d)\)-entry is \((-1)^{e_d-1}(1 - \gamma_{d-1}^{-1})(1 - \gamma_d^{-1}) \). We next continue this process and see that the \( d \)th column is \((0 \ \cdots \ 0 \ v'_d \ 0)^T \). Since \( 1 + (-1)^{e+1} \delta \prod_{i=1}^d (1 - \gamma_i^{-1}) \in \mathbb{Q}\pi \) is a unit, a similar procedure changes the \((d-1)\)st column into a standard unit vector. Continuing this process, we finally obtain the desired matrix.
We also have

\[
\frac{\partial r_{i,1}}{\partial x_k} = \begin{pmatrix}
e_1 & 0 & \cdots & 0 & 0 \\
0 & e_1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & e_1 & 0 \\
0 & 0 & \cdots & 0 & e_1 \\
\end{pmatrix},
\]

\[
\frac{\partial r_{i,5}}{\partial x_k} = \begin{pmatrix}
e_4 & 0 & \cdots & 0 & (-1)^{e_d} \delta^{-1} e_5 \\
(-1)^{e_1} e_5 & e_4 & \cdots & 0 & 0 \\
0 & (-1)^{e_2} e_5 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & e_4 & 0 \\
0 & 0 & \cdots & (-1)^{e_d-1} e_5 & e_4 \\
0 & 0 & \cdots & 0 & 0 \\
\end{pmatrix}.
\]

Let \( w_i = (1 - \gamma_i \ 0 \ 0 \ 1 - \gamma_i \ 1 \ 0)^T \). Applying column addition transformations to \( A_N \), one can also change the submatrix

\[
\frac{\partial r_{i,3}}{\partial x_k} = \begin{pmatrix}
w_1 & 0 & \cdots & 0 & 0 \\
0 & w_2 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & w_{d-1} & 0 \\
0 & 0 & \cdots & 0 & w_d \\
\end{pmatrix}
\]

into the form

\[
\begin{pmatrix}
w'_1 & 0 & \cdots & 0 & 0 \\
0 & e_5 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & e_5 & 0 \\
0 & 0 & \cdots & 0 & e_5 \\
0 & 0 & \cdots & 0 & 0 \\
\end{pmatrix}
\]

in the same way, where \( w'_1 = (0 \ 0 \ 0 \ 0 \ 1 + (-1)^{e_d} \delta^{-1} \prod_{i=1}^{d}(1 - (1 - \gamma_{d+1-i})) 0)^T \).

The presentation \( P_G \) of the fundamental group of \( M_G = (M \setminus \text{Int} N_0(G)) \cup N(G) \) is obtained by adding a generating set of \( \pi_1(M \setminus \text{Int} N_0(G)) \) and some relators to \( P_N \). On the other hand, the presentation \( P \) of \( \pi_1 M \) is obtained by adding the same generating set and relators of \( \pi_1(M \setminus \text{Int} N_0(G)) \) to \( P_N \) and changing the relators \( r_{i,1}, r_{i,2}, r_{i,3} \) into

\[
r_{i,1} = \alpha_{i,1}, \ r_{i,2} = \alpha_{i,2}, \ r_{i,3} = \alpha_{i,3}.
\]
The difference between the presentations of $\pi_1(M_G)$ and $\pi_1(M)$ only lies in $r_{i,1}$, $r_{i,2}$, and $r_{i,3}$. Thus, the difference between $A(P_G)$ and $A(P)$ is concentrated in $v_1'$ and $w_1'$, and we obtain the following equalities in $K_1(\widehat{\mathcal{Q}}\pi)/\pm H_{\mathbb{Z}}$:

$$\hat{a}(M_G) = \left(1 + (-1)^{\epsilon+1} \delta \prod_{i=1}^{d}(1 - \gamma_i^{-1})\right)\left(1 + (-1)^{\epsilon+1} \delta^{-1} \prod_{i=1}^{d}(1 - \gamma_{d+1-i})\right)\hat{a}(M)$$

$$= \left(\delta^{-1} + (-1)^{\epsilon+1} \prod_{i=1}^{d}(1 - \gamma_i^{-1})\right)\left(\delta + (-1)^{\epsilon+1} \prod_{i=1}^{d}(1 - \gamma_{d+1-i})\right)\hat{a}(M).$$

Since $\tau_1(M) = \tau_1(M_G)$, we have the same equality in $K_1(\widehat{\mathcal{Q}}\pi)$.  

Recall the surgery map defined in [14, Section 8.5] and [15, Section 2.2]. Let $J$ denote the set of connected Jacobi diagrams with at least one trivalent vertex and with univalent vertices colored by $H_{\mathbb{Z}}$ and totally ordered. The module $A^{<,c}(H_{\mathbb{Z}})$ is obtained by taking the quotient of free module $\mathbb{Z}J$ generated by $J$ with respect to the four relations called the AS, IHX, multilinear and STU-like relations.

The surgery map $\psi: A^{<,c}_d(H_{\mathbb{Z}}) \to Y_d\mathcal{IC}/Y_{d+1}$ is defined as follows. Let $J \in A^{<,c}(H_{\mathbb{Z}})$ be a connected Jacobi diagram whose labels of the univalent vertices are primitive elements in $H_{\mathbb{Z}}$. We construct a graph clasper $G(J)$ from $J$ below, and set $\psi(J) = (\Sigma_{d,1} \times [-1,1])_{G(J)}$. First, replace the vertices of $J$ to disks, and thicken the edges of $J$ to bands so that they respect the cyclic order of edges on each trivalent vertex. Then, we obtain a compact oriented surface $S$ with orientation induced by the cyclic orders on the nodes. Cutting a smaller disk in the interior of each disk coming from a univalent vertex, we obtain the oriented surface $G(J)$. We also endow the core of the resulting annulus, called a leaf, with the orientation induced by $OS$.

Next, we embed it in the trivial homology cylinder $\Sigma_{d,1} \times [-1,1]$ so that the core of each leaf represents the same homology class as the label of the univalent vertex. Moreover, we assume that each leaf lies in a horizontal slice of $\Sigma_{d,1} \times [-1,1]$ and that the vertical heights of leaves along $[-1,1]$ respect the total ordering of the univalent vertices of $J$.

Let $O(a_1, a_2, \ldots, a_d) \in A^{<,c}_d(H_{\mathbb{Z}})$ denote the Jacobi diagram appearing in Section 4, endowed with an arbitrary order in the univalent vertices. Noting that $\hat{a}_d$ is the composition map

$$Y_d\mathcal{IC}/Y_{d+1} \xrightarrow{\alpha} \text{Ker} \left(K_1(\widehat{\mathcal{Q}}\pi/\hat{d}^{d+1}) \to K_1(\widehat{\mathcal{Q}}\pi/\hat{d}^d)\right) \xrightarrow{\text{fdet}_{\mathfrak{d}_d}} (H^{\otimes d})_{\mathbb{Z}_d},$$

we have the following by Theorem 6.8 and Corollary 4.5

**Corollary 6.10.**

$$\hat{a}_d(\psi(O(x_1, x_2, \ldots, x_d))) = -x_1 \otimes x_2 \otimes \cdots \otimes x_d - (-1)^d x_2 \otimes \cdots \otimes x_1 \otimes x_d \in (H^{\otimes d})_{\mathbb{Z}_d}.$$
Lemma 7.1. Let \( d \geq 1 \). If \( M \) is \( Y_d \)-equivalent to \( N \), the mirror image \( \overline{M} \) is \( Y_d \)-equivalent to \( \overline{N} \).

In particular, if \( M \in Y_d\mathcal{IC} \), the mirror image \( \overline{M} \) also lies in \( Y_d\mathcal{IC} \). Here, recall that \( \tau_\beta: (H^{\otimes d})_{Z_d} \to A_{d,1}^\beta(H) \) is the homomorphism defined by
\[
p_+((x_1 \otimes x_2 \otimes \cdots \otimes x_d)) = O(x_1, x_2, \ldots, x_d),
\]
and \( \tau_-: (H^{\otimes d})_{Z_d} \to (H^{\otimes d})_{Z_d}^- \) is the projection given by
\[
p_-((x_1 \otimes x_2 \otimes \cdots \otimes x_d)) = \frac{1}{2}((x_1 \otimes x_2 \otimes \cdots \otimes x_d) - (-1)^d x_d \otimes \cdots \otimes x_2 \otimes x_1).
\]

Theorem 1.3 follows from the lemmas below.

Lemma 7.2. For \( M \in Y_d\mathcal{IC}/Y_{d+1} \),
\[
p_+(-\tilde{\alpha}_d(M) + \tilde{\alpha}_d(\overline{M})) = 0 \in A_{d,1}^\beta(H),
p_-(-\tilde{\alpha}_d(M) + \tilde{\alpha}_d(\overline{M})) = (\text{Tr}_d \circ \tau_d)(M) \in (H^{\otimes d})_{Z_d}.
\]

Lemma 7.3. For \( M \in Y_d\mathcal{IC}/Y_{d+1} \),
\[
(p_+ \circ \tilde{\alpha}_d)(M \circ \overline{M}) = -2Z_{d,1}(M \circ \overline{M}) \in A_{d,1}^\beta(H),
(p_- \circ \tilde{\alpha}_d)(M \circ \overline{M}) = 0 \in (H^{\otimes d})_{Z_d}.
\]

First, we prepare to prove Lemma 7.2. Let us briefly review the Magnus representation \( r: \mathcal{H} \to \text{GL}(2g, \widehat{\mathbb{Q}}\pi) \) on the homology cobordism group \( \mathcal{H} \) with coefficients in \( \widehat{\mathbb{Q}}\pi \) following [32]. Let \( (M, i) \in \mathcal{C} \). By Lemma 3.1 and the homology long exact sequence of the triples \((M, i_{\pm}(\Sigma_{g,1}), *)\), the homomorphisms
\[
(i_{\pm})*: H_1(\Sigma_{g,1}, *; i_{\pm}^* \widehat{\pi}_1 M) \to H_1(M, *; \widehat{\pi}_1 M)
\]
are right \( \widehat{\pi}_1 M \)-module isomorphisms, where \( i_{\pm}^* \widehat{\pi}_1 \) denote the pullbacks of the local system \( \widehat{\pi}_1 M \) on \( M \) under \( i_{\pm}: \Sigma_{g,1} \hookrightarrow M \). Let us denote
\[
r(M) = (i_+)_{-1} \circ (i_+)*: H_1(\Sigma_{g,1}, *; i_+^* \widehat{\pi}_1 M) \to H_1(\Sigma_{g,1}, *; i_+^* \widehat{\pi}_1 M).
\]
Using the spine \( S = \bigcup_{i=1}^{2g} \gamma_i \) in Figure 1, we have identifications
\[
H_1(\Sigma_{g,1}, *; i_+^* \widehat{\pi}_1 M) \cong C_1(S; i_+^* \widehat{\pi}_1 M) \cong (\widehat{\pi}_1 M)^{2g}. \tag{7.1}
\]
Thus, \( r(M) \) gives an element in \( \text{GL}(2g, \widehat{\pi}_1 M) \). Under the identification \( i_-: \widehat{\pi} \cong \widehat{\pi}_1 M \), we may regard \( r(M) \) as an element in \( \text{GL}(2g, \widehat{\pi}) \).
map \( r: C \rightarrow \text{GL}(2g, \hat{\mathbb{Q}}) \) is a crossed homomorphism, and is known to factor through the homology cobordism group \( \mathcal{H} \). See [46, Section 3], for example.

On the other hand, consider the composition map

\[
H_1(\Sigma_{g,1}, \ast; \hat{\mathbb{Q}}) \xrightarrow{\partial_*} H_0(\ast; \hat{\mathbb{Q}}) \cong \hat{\mathbb{Q}},
\]

where \( \partial_* \) is the connecting homomorphism of the homology long exact sequence of the pair \( (\Sigma_{g,1}, \ast) \). It sends \( \tilde{\gamma}_i \otimes u \mapsto (\gamma_i^{-1} - 1)u \), where \( u \in \hat{\mathbb{Q}} \), \( \{\gamma_i\}_{i=1}^{2g} \) is the standard basis of \( \pi_1\Sigma_{g,1} \), and \( \tilde{\gamma}_i \) is the lift of \( \gamma_i \) starting at the basepoint of the universal covering. Every element \( v \in \hat{I} \) uniquely decomposes into the form \( v = \sum_{i=1}^{2g} (\gamma_i - 1)\partial_iv \) for some \( \partial_i v \in \hat{\mathbb{Q}} \) as in [32, Proposition 5.3]. Thus, \( \partial_* \) induces an isomorphism \( \Psi: H_1(\Sigma_{g,1}, \ast; \hat{\mathbb{Q}}) \cong \hat{I} \) whose inverse map \( \Psi^{-1}: \hat{I} \rightarrow H_1(\Sigma_{g,1}, \ast; \hat{\mathbb{Q}}) \) is written as

\[
\Psi^{-1}(v) = -\sum_{i=1}^{2g} \tilde{\gamma}_i \otimes \gamma_i \partial_i v \in H_1(\Sigma_{g,1}, \ast; \hat{\mathbb{Q}}).
\]

(7.2)

In the same way as the proof of [32, Theorem 7.2], we have:

**Lemma 7.4.** The diagram

\[
\begin{array}{ccc}
(\hat{\mathbb{Q}})^{2g} & \xrightarrow{\cong} & H_1(\Sigma_{g,1}, \ast; \hat{\mathbb{Q}}) \\
r(M) \circ \sigma_M \downarrow & & \downarrow \sigma_M \\
(\hat{\mathbb{Q}})^{2g} & \xrightarrow{\cong} & H_1(\Sigma_{g,1}, \ast; \hat{\mathbb{Q}}) \\
\end{array}
\]

commutes for \( M \in C \), where the isomorphism \( H_1(\Sigma_{g,1}, \ast; \hat{\mathbb{Q}}) \cong (\hat{\mathbb{Q}})^{2g} \) is defined in the same way as (7.1), and \( \sigma_M = (i_-)_*^{-1} \circ (i_+)_* \in \text{Aut} \hat{\mathbb{Q}} \).

Massuyeau and Sakasai [32] related the Magnus representation over \( \mathcal{H} \) to Morita’s trace map and some variants. The Enomoto-Satoh trace is considered as a refinement of Morita’s trace map in [37]. In the following, we relate the Magnus representation \( r: \mathcal{H} \rightarrow \text{GL}(2g, \hat{\mathbb{Q}}) \) to the Enomoto-Satoh trace. Let \( \text{Aut} \hat{T} \) and \( \text{IAut} \hat{\mathbb{Q}} \) denote the group of filtration-preserving automorphisms of \( \hat{T} \) and \( \hat{\mathbb{Q}} \), respectively. We also denote by \( \text{IAut} \hat{T} \) and \( \text{IAut} \hat{\mathbb{Q}} \) the subgroups of the automorphisms which induce the identity at the graded levels. In [48] the degree-preserving \( \text{GL}(H) \)-equivariant \( \mathbb{Q} \)-linear map

\[
\text{Tr}: \text{Der}(\hat{T}, \hat{T}_2) \cong \text{Hom}(H, \hat{T}_2) \rightarrow H_1^{\text{Lie}}(\hat{T}_1) \cong \prod_{d=1}^{\infty} (H^d \otimes \mathbb{Z}_d)
\]

was constructed, whose degree \( d \) part is described by the composition map

\[
\text{Tr}_d: \text{Hom}(H, H^d \otimes H^{d+1}) \approx H^* \otimes H^{d+1} \xrightarrow{C} H^d \rightarrow (H^d \otimes \mathbb{Z}_d)
\]

in Section [1]. See also [6]. Let us define \( \text{Mag}: \text{IAut} \hat{\mathbb{Q}} \rightarrow \text{GL}(2g, \hat{\mathbb{Q}}) \) by

\[
\text{Mag}(\varphi): (\hat{\mathbb{Q}})^{2g} \xrightarrow{\varphi^{-1}} (\hat{\mathbb{Q}})^{2g} \xrightarrow{\Psi} \hat{I} \xrightarrow{\varphi} \hat{I} \xrightarrow{\Psi^{-1}} (\hat{\mathbb{Q}})^{2g},
\]
Note that $\text{Mag}(\sigma_M) = r(M)$ for $M \in \mathcal{H}$ by Lemma 7.4 and that $\text{Mag}$ is a crossed homomorphism. Consider the two logarithmic maps

$$\log: \text{IAut} \hat{T} \to \text{Der}(\hat{T}, \hat{T}_2),$$
$$\log: \text{Ker} \left( \text{GL}(2g, \widehat{\mathbb{Q}_\pi}) \to \text{GL}(2g, \mathbb{Q}) \right) \to M(2g, \hat{I}),$$

where the former is defined by $\log(\varphi) = \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{k} (\varphi - \text{id})^k$ and the latter is explained in (4.2). It is well-known that the image of the former logarithmic map is in $\text{Der}(\hat{T}, \hat{T}_2)$. The proof is almost the same as that of [30, Proposition 5.12].

Note that as in [32, Section 6.1], for $M \in \mathcal{J}_d \mathcal{C}$, the element $(\log \circ \theta_*)(\sigma_M)$ in $\text{Der}(\hat{T}, \hat{T}_{d+1}/\hat{T}_{d+2})$ coincides with the $d$th Johnson homomorphism $\tau_d(M) \in \text{Hom}(H, H^\otimes(d+1))$ under the natural identification. The diagram

$$\begin{array}{cccccc}
\text{IAut} \widehat{\mathbb{Q}_\pi} & \xrightarrow{\theta_*} & \text{IAut} \hat{T} & \xrightarrow{\log} & \text{Der}(\hat{T}, \hat{T}_2) & \xrightarrow{\text{Tr}} H^1_{\text{Lie}}(\hat{T}_1) \\
\text{Ker}(\text{GL}(2g, \widehat{\mathbb{Q}_\pi}) \to \text{GL}(2g, \mathbb{Q})) & \xrightarrow{\log} & M(2g, \hat{I}) & \xrightarrow{\text{tr}} & H^1_{\text{Lie}}(\hat{I})
\end{array}$$

describe some relation between the Enomoto-Satoh trace and the Magnus representation, where $\theta_*(\varphi) = \theta \circ \varphi \circ \theta^{-1}$ for $\varphi \in \text{IAut} \widehat{\mathbb{Q}_\pi}$. The diagram does not commute in general. However, in [32, Lemma 4.3], by taking some quotient of $\hat{T}$, Massuyeau and Sakasai treated a commutative diagram similar to the above. Here, we prove that the degree $d$ part of the above diagram commutes if we restrict to $\text{Ker}(\text{Aut} \widehat{\mathbb{Q}_\pi} \to \text{Aut}(\widehat{\mathbb{Q}_\pi}/\hat{I}_{d+1}))$. Let us denote by $\text{tr}_d: M(2g, \hat{I}^d) \to \hat{I}^d/\hat{I}^{d+1}$ the trace map, and denote by the same symbol $\theta_*$ the natural homomorphism $\hat{I}^d/\hat{I}^{d+1} \to (H^\otimes d)_{\mathbb{Z}_d}$ induced by $\theta$. Note that $\text{tr}_d$ is different from $\text{Tr}_d$ defined above.

**Lemma 7.5.** For $\varphi \in \text{Ker}(\text{Aut} \widehat{\mathbb{Q}_\pi} \to \text{Aut}(\widehat{\mathbb{Q}_\pi}/\hat{I}^{d+1}))$, we have

$$(\text{Tr}_d \circ \log \circ \theta_*)(\varphi) = (\theta_* \circ \text{tr}_d \circ \log \circ \text{Mag})(\varphi) \in (H^\otimes d)_{\mathbb{Z}_d}.$$ 

**Proof.** By definition, $\text{Mag}(\varphi) \in \text{Ker}(\text{GL}(2g, \widehat{\mathbb{Q}_\pi}) \to \text{GL}(2g, \widehat{\mathbb{Q}_\pi}/\hat{I}^d))$. Thus, we have

$$\log(\text{Mag}(\varphi)) = \text{Mag}(\varphi) - I_{2g} \in M(2g, \hat{I}^d/\hat{I}^{d+1}).$$

Note that we identify $H_1(\Sigma_{g,1}, *; \widehat{\mathbb{Q}_\pi})$ and $(\widehat{\mathbb{Q}_\pi})^{2g}$ by the right $\widehat{\mathbb{Q}_\pi}$-module isomorphism which sends $\tilde{\gamma}_i \otimes 1$ to the $i$th standard unit vector for $1 \leq i \leq 2g$. 
By the description of $\Psi^{-1}$ in (7.2), we obtain
\[
\text{tr}_d(\text{Mag}(\varphi) - I_{2g}) = \text{tr}_d(\Psi^{-1} \circ \varphi \circ \Psi^{-1} - I_{2g})
\]
\[
= - \sum_{i=1}^{2g} \partial_i((\varphi - \text{id}) \circ \Psi)(\gamma_i) \otimes 1)
\]
\[
= - \sum_{i=1}^{2g} \partial_i(\varphi(\gamma_i)^{-1} - \gamma_i^{-1})
\]
\[
= \sum_{i=1}^{2g} \partial_i(\varphi(\gamma_i) - \gamma_i) \in \hat{I}^d / \hat{I}^{d+1}.
\]
Here, the last equality follows from the fact that
\[
\varphi(\gamma_i)^{-1} - \gamma_i^{-1} = -\varphi(\gamma_i)^{-1}(\varphi(\gamma_i) - \gamma_i)\gamma_i^{-1} = -(\varphi(\gamma_i) - \gamma_i) \in \hat{I}^{d+1} / \hat{I}^{d+2}.
\]
On the other hand, as an element of $\text{Der}(\hat{T}, \hat{T}_2 / \hat{T}_{d+1}) = \text{Hom}(H, \hat{T}_2 / \hat{T}_{d+1})$,
\[
(\log \circ \theta_*)(\varphi) = \theta \circ \log \varphi \circ \theta^{-1} = \theta \circ \varphi \circ \theta^{-1} = \text{id}_H.
\]
We denote by $[x] \in H_2$ the homology class represented by $x \in \pi$. Every element $X \in \hat{T}_1$ uniquely decomposes into the form $X = \sum_{i=1}^{2g} \partial_i X$ for some $\partial_i X \in \hat{T}$. If we denote $\theta^{-1}([\gamma_i]) = (\gamma_i - 1) + v_i$ for some $v_i \in \hat{I}^2$, we have
\[
\text{Tr}_d(\theta \circ \varphi \circ \theta^{-1} - \text{id}_H) = \sum_{i=1}^{2g} \partial_i((\theta \circ \varphi \circ \theta^{-1}([\gamma_i]) - [\gamma_i])
\]
\[
= \sum_{i=1}^{2g} \partial_i(\theta(\varphi(\gamma_i) + v_i) - (\gamma_i + v_i)).
\]
Since
\[
\varphi(xy) - xy = (\varphi(x) - x)\varphi(y) + x(\varphi(y) - y) \in \hat{I}^{d+2}
\]
for $x, y \in \hat{I}$, we see that it is equal to
\[
\sum_{i=1}^{2g} \partial_i(\theta(\varphi(\gamma_i) - \gamma_i)) = \sum_{i=1}^{2g} \theta_*(\partial_i(\varphi(\gamma_i) - \gamma_i)) \in (\hat{I}^d)^2 \subset \hat{I}^{d+2}.
\]
Thus, we see that the degree $d$ part of the diagram commutes. \qed

The Magnus representation is related to our torsion as follows.

**Theorem 7.6.** For $M \in \mathcal{C}$,
\[
\tilde{\alpha}(M)^{-1} \cdot (\sigma_M)_* \tilde{\alpha}(M) = r(M) \in K_1(\hat{\mathbb{Q}}\pi) / \hat{\rho}(H\mathbb{Z}).
\]
Moreover, for $M \in \mathcal{I}\mathcal{C}$,
\[
\tilde{\alpha}(M)^{-1} \cdot (\sigma_M)_* \tilde{\alpha}(M) = r(M) \in K_1(\hat{\mathbb{Q}}\pi).
\]
Proof. The proof is almost the same as [17, Theorem 5.3(1)]. Consider the square matrix $A(P) = \begin{pmatrix} A \\ B \end{pmatrix}$ of size $2g + l$ for some balanced presentation of $\pi_1 M$ as in Section 3.3. Let $C$ be a $2g \times (2g + l)$-matrix defined by $C = \left( \frac{\partial r_j}{\partial \gamma_i} \right)_{1 \leq i \leq 2g, 1 \leq j \leq 2g + l}$. As in [46, Proposition 3.9(2)], we have
\[
\rho^{-1}(\tilde{\alpha}(M)) = C^{-1} \begin{pmatrix} I_{2g} \\ O_{l,2g} \end{pmatrix} \in \text{GL}(2g, \mathbb{Q}).
\]
Recall that the determinant map $\det : K_1(\hat{\mathbb{Q}}) \to (\hat{\mathbb{Q}}^\times)_{ab}$ is an isomorphism as in [43, Corollary 2.2.6]. Thus, as in the proof of [47, Theorem 5.3(1)], we obtain
\[
\rho^{-1}(\tilde{\alpha}(M)) = r(M) \in K_1(\hat{\mathbb{Q}})/\hat{\rho}(H_{\mathbb{Z}}).
\]
It implies that
\[
\tilde{\alpha}(M)^{-1} \circ (\sigma_M)_* \tilde{\alpha}(M) = r(M) \in K_1(\hat{\mathbb{Q}})/\hat{\rho}(H_{\mathbb{Z}})
\]
for $M \in \mathcal{C}$.

Next, let $M \in \mathcal{C}$. Since $\ell \text{det}_1 : \text{Ker} \left( \begin{array}{c} K_1(\hat{\mathbb{Q}}/\hat{I}^2) \\ K_1(\hat{\mathbb{Q}}/\hat{I}) \end{array} \right) \to H$ is an isomorphism, it suffices to show that
\[
\ell \text{det}_1(\tilde{\alpha}(M)^{-1} \circ (\sigma_M)_* \tilde{\alpha}(M)) = \ell \text{det}_1(\rho(M)) \in H.
\]
Since $\sigma_M$ acts on $K_1(\hat{\mathbb{Q}}/\hat{I}^2)$ trivially, by Lemma 3.5 we have
\[
\ell \text{det}_1(\tilde{\alpha}(M)^{-1} \circ (\sigma_M)_* \tilde{\alpha}(M)) = -\ell \text{det}_1(\tilde{\alpha}(M)) + \ell \text{det}_1(\tilde{\alpha}(M)) = (C \circ \tau_1)(M).
\]
On the other hand, noting that $\epsilon(r(M)) \in \text{GL}(2g, \mathbb{Q})$ is the identity matrix, by Lemma 7.5 we have
\[
\ell \text{det}_1(r(M)) = (\theta_* \circ \text{tr}_1 \circ \log)(r(M)) = (\text{Tr}_1 \circ \log \circ \theta_*)(\sigma_M) = (C \circ \tau_1)(M).
\]
Thus, we obtain the equality. \hfill \Box

Proof of Lemma 7.2. Recall the isomorphism
\[
\ell \text{det}_d : \text{Ker} \left( K_1(\hat{\mathbb{Q}}/\hat{I}^{d+1}) \to K_1(\hat{\mathbb{Q}}/\hat{I}^d) \right) \to (H \otimes_d \mathbb{Z}_d)
\]
defined in Corollary 4.5. As we can see from the isomorphism, $\sigma_M$ acts on $\text{Ker}(K_1(\hat{\mathbb{Q}}/\hat{I}^{d+1}) \to K_1(\hat{\mathbb{Q}}/\hat{I}^d))$ trivially. By Theorem 7.6 and Lemma 7.5, we have
\[
-\tilde{\alpha}_d(M) + \tilde{\alpha}_d(M) = \ell \text{det}_d(\tilde{\alpha}(M)^{-1} \circ (\sigma_M)_* \tilde{\alpha}(M)) = (\ell \text{det}_d \circ r)(M) = (\theta_* \circ \text{tr}_d \circ \log \circ r)(M) = (\text{Tr}_d \circ \log \circ \theta_*)(\sigma_M) = (\text{Tr}_d \circ \tau_d)(M)
\]
for $M \in Y_d \mathcal{IC}/Y_{d+1}$. Since the Enomoto-Satoh trace takes value in $(H^d)^{-}_{z_d}$ as shown in [5, Theorem 4.2(1)], we see that
\[ p_-(-\tilde{\alpha}_d(M) + \tilde{\alpha}_d(M)) = (\text{Tr}_d \circ \tau_d)(M), \quad p_+(-\tilde{\alpha}_d(M) + \tilde{\alpha}_d(M)) = 0. \]

□

Next, we prepare to prove Lemma 7.3. Let $G$ be a graph clasper in a 3-manifold $M$, which is an embedded compact connected surface consisting of 3 kinds of constituents called leaves, nodes, and bands. The clasper surgery is surgery along some framed link in $M$ associated with the graph clasper $G$, and there are two conventions for it. The first framed link is given in [14, Section 2], which is the same as that used in [40, Section 7 and Appendix E], [31], and [16], and let us denote it by $L(G)$. Let us denote by $L'(G)$ the framed link in [8, Figure 4], which is also used in [12] and [13]. We also denote by $M_L$ the 3-manifold obtained by surgery along a link $L$ in $M$.

![Figure 6. Claspers $Y_1$ (left) and $Y_2$ (right), where $\ominus$ represents a negative half-twist.](image)

**Lemma 7.7.** Let $Y_1$ and $Y_2$ be tree claspers of degree 1 in a 3-manifold $M$ as in Figure 6. Then, $M_{L'(Y_1)}$ is homeomorphic to $M_{L'(Y_2)}$.

**Proof.** Let us transform the framed link $L'(Y_1)$ as follows:

Here the first $\sim$ is obtained by isotopy and the second one follows from a Kirby move. The resulting framed link is $L'(Y_2)$.

□

**Lemma 7.8.** Let $G_1$ and $G_2$ be tree claspers of degree $d$ in a 3-manifold $M$ as in Figure 7. Then, $M_{L'(G_1)}$ is homeomorphic to $M_{L'(G_2)}$.

**Proof.** We give the proof for $d = 2$. The cases $d \geq 3$ are shown in much the same way. By [8, Theorem 2.4], $M_{L'(G_1)}$ is homeomorphic to $M_{L'(G_3)}$, where $G_3$ is the following clasper:
Figure 7. Claspers $G_1$ (left) and $G_2$ (right).

It follows from Lemma 7.7 that $M_{L'(G_3)}$ is homeomorphic to $M_{L(G_4)}$, where $G_4$ is the clasper on the left:

Here the right one is obtained by the flip of a leaf. Finally, [14, Move 2] completes the proof.

Lemma 7.9. Let $G$ be a graph clasper of degree $d$ embedded in $M$.

1. When $b_1(G)$ is odd, $M_{L(G)} \sim_{Y_{d+1}} M_{L'(G)}$.
2. When $b_1(G)$ is even, $M_{L(G')} \sim_{Y_{d+1}} M_{L'(G)}$, where $G'$ is a graph clasper obtained by applying a half-twist to one edge in $G$.

Proof. First, consider the case when $G$ is a tree clasper, namely, $b_1(G) = 0$. By the IHX relation (see [40, Lemma E.22] and [8, Theorem 4.11], for example), we may assume that the clasper $G$ is homeomorphic to $G_1$ in Figure 7 as surfaces. By Lemma 7.8, $M_{L'(G)}$ is homeomorphic to $M_{L(G_2)}$, and by the AS relation (see [40, Lemmas E.7 and E.9] and [8, Lemma 4.4 and Corollary 4.6], for example), $M_{L(G_2)}$ is $Y_{d+1}$-equivalent to $M_{L(G')}$. Next, consider the case when $b_1(G) > 0$. Applying Move 2 in [14, Figure 9] to several edges of $G$, we can replace $G$ by a tree clasper $G_1$ such that $L(G_1) = L(G)$. In the same way, applying [8, Theorem 2.4] to the same edges, we can also replace $G$ by another tree clasper $G_2$ such that $L'(G_2) = L'(G)$. The claspers $G_1$ and $G_2$ differ only in half-twists along the edges to which Move 2 in [14, Figure 9] or [8, Theorem 2.4] was applied. Thus, we have $M_{L(G_1)} \sim_{Y_{d+1}} M_{L(G_2)}$ when $b_1(G)$ is odd, and $M_{L(G_1)} \sim_{Y_{d+1}} M_{L'(G_2)}$ when $b_1(G)$ is even, where $G_2'$ is a graph clasper obtained by applying a half-twist to one edge in $G_2$. Since $b_1(G_2) = 0$, we also have $M_{L(G_2)} \sim_{Y_{d+1}} M_{L'(G_2)}$. In summary, when $b_1(G)$ is odd, we have $M_{L(G)} = M_{L(G_1)} \sim_{Y_{d+1}} M_{L(G_2)} \sim_{Y_{d+1}} M_{L'(G_2)} = M_{L'(G)}$. The case when $b_1(G)$ is even is proved in the same way.

□
For a connected Jacobi diagram $J \in \mathcal{A}_{d}^{<,c}(H_{\mathbb{Z}})$, let $\mathcal{J} \in \mathcal{A}_{d}^{<,c}(H_{\mathbb{Z}})$ denote the Jacobi diagram obtained by reversing the order among the vertices in $J$. Since the AS, IHX, multilinear, and STU-like relations are preserved, the involution $\tau: \mathcal{A}_{d}^{<,c}(H_{\mathbb{Z}}) \to \mathcal{A}_{d}^{<,c}(H_{\mathbb{Z}})$ defined by $\tau(J) = (-1)^{b_{1}(J)+1}J$ is well-defined. Here, we use the same symbol as $\tau: (H^{\otimes d})_{\mathbb{Z}_{d}} \to (H^{\otimes d})_{\mathbb{Z}_{d}}$ in Section 1.

**Proposition 7.10.** For $J \in \mathcal{A}_{d}^{<,c}(H_{\mathbb{Z}})$,

\[
\psi(J) = \psi(\tau(J)) \in Y_{d} IC/Y_{d+1}.
\]

**Proof.** Let $G(J)$ denote the graph clasper appeared right before Corollary 6.10 such that $\psi(J) = (\Sigma_{g,1} \times [-1,1])_{G(J)}$. If we take the mirror image, the vertical heights of the leaves of $G(J)$ are reversed, and the surface $G(J)$ is sent to $G(\mathcal{J})$ in $\Sigma_{g,1} \times [-1,1]$. Moreover, clasper surgery in Habiro’s sense along $G(J)$ turns into clasper surgery along $G(\mathcal{J})$ in Goussarov’s sense. Thus, by Lemma 7.9 we have equalities

\[
\psi(J) = (\Sigma_{g,1} \times [-1,1])_{L(G(J))} = (\Sigma_{g,1} \times [-1,1])_{L'(G(\mathcal{J}))} = (-1)^{b_{1}(J)+1}\psi(\mathcal{J}) = \psi(\tau(J))
\]

in $Y_{d} IC/Y_{d+1}$. \(\square\)

**Proof of Lemma 7.3.** We may assume $M = \psi(\sum_{k=0}^{\infty} J_{k}) \in Y_{d} IC/Y_{d+1}$, where $J_{k}$ is a sum of connected Jacobi diagrams whose first Betti numbers are $b$. Let $\text{color}(v) \in H_{\mathbb{Z}}$ denote the label of a uni-trivalent vertex $v$ in a Jacobi diagram. By the STU-like relation,

\[
\tau(J_{1}) = J_{1} + (\text{Jacobi diagrams with } b_{1} \geq 2),
\]

\[
\tau(J_{0}) = -J_{0} + C(J_{0}) + (\text{Jacobi diagrams with } b_{1} \geq 2),
\]

where $C(J_{0})$ denotes the sum of all ways of gluing two univalent vertices $v$ and $w$ in $J_{0}$ such that $v < w$ with coefficient $\text{color}(v) \cdot \text{color}(w) \in \mathbb{Z}$. Thus, we obtain

\[
\bar{\alpha}_{d}(M) + \bar{\alpha}_{d}(\overline{M}) = \bar{\alpha}_{d}(\psi(J_{0} + J_{1} + r(J_{0}) + r(J_{1}))) = \bar{\alpha}_{d}(\psi(C(J_{0}) + 2J_{1})).
\]

by Theorem 6.5. Let $\mathcal{A}_{d \geq 1}^{<,c}(H_{\mathbb{Z}})$ denote the submodule of $\mathcal{A}_{d}^{<,c}(H_{\mathbb{Z}})$ generated by $k$-loop Jacobi diagrams for $k \geq 1$. By the IHX-relation, we see that the module $\mathcal{A}_{d \geq 1}^{<,c}(H_{\mathbb{Z}})$ is generated by 1-loop Jacobi diagrams of the form $O(a_{1}, a_{2}, \ldots, a_{d})$ and $k$-loop Jacobi diagrams for $k \geq 2$ with arbitrary orders in the same way as \cite[Proposition 5.1]{38}. Thus, by Theorem 6.5 and Corollary 6.10 we see that

\[
(p_{-} \circ \bar{\alpha}_{d})(M \circ \overline{M}) = 0 \in (H^{\otimes d})_{\mathbb{Z}_{d}}.
\]

For a 1-loop Jacobi diagram $J \in \mathcal{A}_{d}^{<,c}(H_{\mathbb{Z}})$, let $\chi'_{d,1}(J) \in \mathcal{A}_{d,1}^{c}(H)$ denote the same Jacobi diagram obtained by forgetting the order, and for a $k$-loop Jacobi diagram $J \in \mathcal{A}_{d}^{<,c}(H_{\mathbb{Z}})$ where $k \geq 2$, set $\chi'_{d,1}(J) = 0 \in \mathcal{A}_{d,1}^{c}(H)$. 


The induced homomorphism $\chi_{d,1}': A_{d,1}^{<,c}(H_Z) \to A_{d,1}^c(H)$ is equal to the composition

$$A_{d,1}^{<,c}(H_Z) \xrightarrow{{\text{ind}}} A_{d}^{<,c}(H_Z) \xrightarrow{\chi_d^{-1}} A_d^c(H) \xrightarrow{{\text{pr}}} A_{d,1}^c(H),$$

where $\chi_d$ is the restriction of $\chi$ in [15] Section 3.1 to the degree $d$ part. By the definition of $p_+$ and Corollary 6.10 we have

$$(p_+ \circ \tilde{\alpha}_d)(M \circ M) = -2\chi_{d,1}'(C(J_0) + 2J_1) \in A_{d,1}^c(H).$$

On the other hand, by the commutative diagram in [16] Theorem 6.7 and [15] Proposition 3.1, we have

$$Z_{d,1}(M) = (Z_{d,1} \circ \psi) \left( \sum_{b=0}^{\infty} J_b \right) = \chi_{d,1}' \left( \frac{1}{2} C(J_0) + J_1 \right),$$

$$Z_{d,1}(\overline{M}) = \chi_{d,1}' \left( \frac{1}{2} C(J_0) + J_1 \right).$$

Thus, we obtain

$$(p_+ \circ \tilde{\alpha}_d)(M \circ M) = -2Z_{d,1}(M \circ M) \in A_{d,1}^c(H).$$

\[\square\]
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