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Abstract

Given a supercritical branching random walk \( \{Z_n\}_{n \geq 0} \) on \( \mathbb{R} \), let \( Z_n(A) \) be the number of particles located in a set \( A \subset \mathbb{R} \) at generation \( n \). It is known from Biggins (J Appl Probab 14:630–636, 1977) that under some mild conditions, for \( \theta \in [0, 1) \),

\[
\frac{n^{-1} \log Z_n([\theta x^* n, \infty))}{\log (E[Z_1(\mathbb{R})]) - I(\theta x^* )}
\]

converges almost surely to \( I(\theta x^* ) \) as \( n \to \infty \), where \( x^* \) is the speed of the maximal position of \( \{Z_n\}_{n \geq 0} \) and \( I(\cdot) \) is the large deviation rate function of the underlying random walk. In this work, we investigate its lower deviation probabilities, in other words, the convergence rates of

\[
P\left(\frac{Z_n([\theta x^* n, \infty))}{\log (E[Z_1(\mathbb{R})]) - I(\theta x^* )} < e^{an}\right)
\]

as \( n \to \infty \), where \( a \in [0, \log (E[Z_1(\mathbb{R})]) - I(\theta x^* )) \). Our results complete those in Chen and He (Ann Institut Henri Poincare Probab Stat 56:2507–2539, 2020), Gantert and Höfelsauer (Electron Commun Probab 23(34):1–12, 2018) and Öz (Latin Am J Probab Math Stat 17:711–731, 2020).
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1 Introduction and Main Results

1.1 Introduction

Given a probability distribution \( \{p_k\}_{k \geq 0} \) on \( \mathbb{N} \) and a real-valued random variable \( X \), a branching random walk (BRW) \( \{Z_n\}_{n \geq 0} \) with offspring law \( \{p_k\}_{k \geq 0} \) and step
size $X$ is defined as follows. At time 0, there is one particle located at the origin (i.e., $Z_0 = \delta_0$). The particle dies and produces progenies according to the offspring distribution $\{p_k\}_{k \geq 0}$. Afterward, the offspring particles move independently according to the law of $X$. This forms a point process at time 1, denoted by $Z_1$. For any $n \geq 2$, we define the point process $Z_n$ by the following iteration:

$$Z_n = \sum_{x \in Z_{n-1}} \tilde{Z}_x^1,$$

where $\tilde{Z}_x^1$ has the same distribution as $Z_1(\cdot - S_x) \cup \{\tilde{Z}_x^1 : x \in Z_{n-1}\}$ (conditioned on $Z_{n-1}$) are independent. Here and later, for a point process $\xi$, $x \in \xi$ means $x$ is an atom of $\xi$ and $S_x$ is the position of $x$ (i.e., $\xi = \sum_{x \in \xi} \delta_{S_x}$).

For $A \subset \mathbb{R}$, let

$$Z_n(A) := \#\{u \in Z_n : S_u \in A\},$$

i.e., $Z_n(A)$ is the number of particles located in the set $A$.

Let $m := \mathbb{E}[Z_1(\mathbb{R})]$ be the average number of particles in the first generation. According to Biggins [5, Theorem 2], if $1 < m < \infty$, $\mathbb{E}[X] = 0$ and $\mathbb{E}[e^{\kappa X}] < \infty$ for some $\kappa > 0$, then for $\theta \in [0, 1)$,

$$\lim_{n \to \infty} \frac{1}{n} \log Z_n(\{\theta x^* n, \infty\}) = \log m - I(\theta x^*), \quad \mathbb{P} - a.s. \text{ on non-extinction},$$

where $I(x) := \sup_{t \in \mathbb{R}} \{tx - \log \mathbb{E}[e^{tX}]\}$ is the rate function in Cramér’s theorem (see [13, Section 2.2]), and $x^* := \sup\{x \geq 0 : I(x) \leq \log m\}$ is the speed of the maximal position of a branching random walk (see [20]). This result tells us the number of particles located in the level set $[\theta x^* n, \infty)$. In this work, we are going to study the lower deviation probabilities of these level sets, i.e., the decay rate of

$$\mathbb{P}(Z_n([\theta x^* n, \infty)) < e^{an})$$

as $n \to \infty$, where $a \in [0, \log m - I(\theta x^*)]$.

In fact, there are some related results for the branching Brownian motion $\{Z_t\}_{t \geq 0}$. ÖZ [27] considered the lower deviation $\mathbb{P}(Z_t(\theta x^* t + B) < e^{at})$, where $B$ is a fixed ball. Aïdékon, Hu and Shi [1] considered the upper deviation $\mathbb{P}(Z_t([\theta x^* t, \infty)) > e^{at})$. We will see that for the branching random walk, the strategy to study this problem and the answers will be very different from theirs.

We also mention here that, since the last few decades, the model BRW has been extensively studied due to its connection to many fields, such as Gaussian multiplicative chaos, random walk in random environment, random polymer, random algorithms and discrete Gaussian free field; see [22], [23], [24], [8] and [1] references therein. One can refer to Shi [29] for a more detailed overview. Particularly, the large deviation probabilities (LDP) for BRW and branching Brownian motion (BBM) on real line have attracted many researcher’s attention. For example, Hu [21], Gantert and Höfelsauer...
[19] and Chen and He [12] considered the LDP and the moderate deviation probabilities of BRW’s maximum (for BBM’s maximum, see Chauvin and Rouault [10] and Derrida and Shi [14–16]). For the LDP of empirical distribution, see Chen, He [11] and Louidor, Perkins [25] and Zhang [30]. Some other related works include Rouault [28], Bhattacharya [4] and Buraczewski, M. Maślanka [9].

1.2 Main Results

Let $|Z_n| := Z_n(\mathbb{R})$. Recall that $\{p_k\}_{k \geq 0}$ is the offspring law, $X$ is the step size and $m = \mathbb{E}[|Z_1|]$. In the sequel of this work, we always need the following assumptions.

**Assumption 1.1**

(i) $\mathbb{E}[X] = 0$, $\mathbb{P}(X = 0) < 1$ and $\mathbb{E}[e^{\kappa X}] < \infty$ for some $\kappa > 0$;  
(ii) $p_0 = 0$, $p_1 < 1$ and $m = \mathbb{E}[|Z_1|] < \infty$;  
(iii) $\theta \in [0, 1)$, $a \in \left[0, \log m - I(\theta x^*)\right]$.

**Remark 1.1** In the above assumption, $\mathbb{E}[X] = 0$ and $p_0 = 0$ are not essential, but simplify the proof. The moment conditions for $X$ and $|Z_1|$ are necessary for the almost sure convergence of $\frac{1}{n} \log Z_n((\theta x^* n, \infty))$.

Usually, we call $\{|Z_n|\}_{n \geq 0}$ the branching process or the Galton–Watson process. $\{|Z_n|\}_{n \geq 0}$ is called a supercritical (critical, subcritical) branching process if $m > 1$ ($= 1$, $< 1$). In supercritical case, the branching process will survive with positive probability, otherwise it will die out almost surely (provided $p_1 \neq 1$). For a more detailed discussion, one can refer to [2]. From Assumption 1.1 (ii), it is easy to know that we always deal with the supercritical case. Whether $p_0 + p_1 > 0$ or $= 0$ will lead a crucial dichotomy for the lower deviation probabilities of a supercritical Galton–Watson process; see [18]. For this reason, some large deviation probabilities about the branching random walk also have phase transitions according to $p_0 + p_1 > 0$ or $= 0$; see [11], [12] and [19]. We say the branching process is in the Schröder case if $p_0 + p_1 > 0$, otherwise it is in the Böttcher case. Now, we are ready to show our main results. The first two theorems consider the Schröder case (i.e., $p_1 > 0$ under Assumption 1.1). Define

$$f(\rho) := \log m - I\left(\frac{\theta x^*}{1 - \rho}\right) - \frac{a}{1 - \rho}, \quad \rho \in [0, 1);$$
$$g_\rho(h) := \log m - I\left(\frac{h + \theta x^*}{1 - \rho}\right) - \frac{a}{1 - \rho}, \quad h \in [0, \infty).$$

**Theorem 1.1** (Schröder case, light tail) Assume $p_1 > 0$ and $\mathbb{E}[e^{\kappa X}] < \infty$ for some $\kappa < 0$. Then,

$$\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(Z_n((\theta x^* n, \infty)) < e^{an}) = \phi(\theta, a) \in (-\infty, 0),$$
where
\[
\phi(\theta, a) := -\inf_{\rho \in (0, \tilde{\rho})} \left\{ \rho \log \frac{1}{p_1} + \rho I\left( -\frac{d}{\rho} \right) \right\}
\]
and \( \tilde{\rho} \in (0, 1), \ d \in [0, \infty) \) are defined as follows:
\[
\tilde{\rho} := \tilde{\rho}(\theta, a) = \sup \{ \rho \in (0, 1) : f(\rho) \geq 0 \}
\]
\[
d := d(\rho, \theta, a) = \sup \{ h \in [0, \infty) : g_\rho(h) \geq 0 \}.
\]

**Remark 1.2** More specifically, we have the following characterizations about \( \tilde{\rho} \) and \( d \).

(i) Assume \( \log m - I(x^*) = 0 \). Then, \( \tilde{\rho} \) is the unique solution of
\[
f(\rho) = 0, \ \rho \in (0, 1 - \theta],
\]
and \( d \) is the unique solution of the following equation (w.r.t. \( h \)):
\[
g_\rho(h) = 0, \ h \in (0, (1 - \theta - \rho)x^*].
\]

(ii) Assume \( \log m - I(x^*) > 0 \). Then,
\[
\tilde{\rho} = 1 - \theta \text{ if } \frac{a}{\theta} < \log m - I(x^*),
\]
otherwise \( \tilde{\rho} \) is the unique solution of \( f(\rho) = 0, \ \rho \in (0, 1 - \theta] \). Moreover,
\[
d = (1 - \theta - \rho)x^* \text{ for } \rho \in \left[ 0, 1 - a/(\log m - I(x^*)) \right],
\]
and \( d \) is the unique positive solution of
\[
g_\rho(h) = 0, \ h \in (0, (1 - \theta - \rho)x^*]
\]
for \( \rho \in \left[ 1 - a/(\log m - I(x^*)), \tilde{\rho} \right] \).

**Remark 1.3** If \( a = 0 \), then \( \mathbb{P}(Z_n([\theta x^*n, \infty))) < e^{an} \) = \( \mathbb{P}(M_n < \theta x^*n) \), where \( M_n = \max_{u \in Z_n} S_u \) is the maximal position of the branching random walk at time \( n \). Thus, our results also give the lower deviation probabilities of maximum which are consistent with [19] and [12].

**Remark 1.4** If the step size \( X \) is a standard normal random variable, then \( x^* = \sqrt{2 \log m} \) and
\[
\phi(\theta, a) = -\inf_{\rho \in (0, 1 - a + \sqrt{a^2 + (2\theta \log m)^2}/(2 \log m))} \left\{ \rho \log \frac{1}{p_1} \right. 
\]
\[
+ \left( \sqrt{2(1 - \rho)^2 \log m - 2(1 - \rho)a - \theta \sqrt{2 \log m}}^2/(2\rho) \right) \right\}.
\]
So, if $\theta = 0$, then
\[
\phi(0, a) = \begin{cases} 
-2 \sqrt{(\log m - \log p_1)(\log m - a)} + a - 2 \log m, & a \in \left[0, \frac{-\log p_1 \log m}{\log m - \log p_1}\right]; \\
\frac{\log m - a}{\log m}, & a \in \left(-\log p_1 \log m, \log m\right).
\end{cases}
\]

If $a = 0$, then
\[
\phi(\theta, 0) = -2(1 - \theta) \left(\sqrt{\log m(\log m - \log p_1)} - \log m\right).
\]

If $a$ and $\theta$ are nonzero, since the zero root of a sixth-degree polynomial does not have a formula, the optimization problem above cannot be solved in the general case.

When the step size does not have a negative exponential moment, we will see, in the following theorem, the decay scale depends on the left tail of step size. As usual, $f(x) = \Theta(1)g(x)$ as $x \to +\infty$ means there exist constants $C \geq C' > 0$ such that $C' \leq |f(x)/g(x)| \leq C$ for all $x > 1$. $f(x) \sim g(x)$ as $x \to +\infty$ means
\[
\lim_{x \to \infty} f(x)/g(x) = 1.
\]

**Theorem 1.2** (Schröder case, heavy tail) Assume $p_1 > 0$. If $\mathbb{P}(X < -x) = \Theta(1)x^{-\alpha}$ as $x \to +\infty$ for some $\alpha > 0$, then
\[
\lim_{n \to \infty} \frac{1}{\log n} \log \mathbb{P}\left(Z_n([\theta x^* n, \infty)) < e^{\alpha n}\right) = -\alpha.
\]

If $\log \mathbb{P}(X \leq -x) \sim -\lambda x^\alpha$ as $x \to +\infty$ for some $\alpha \in (0, 1)$ and $\lambda > 0$, then
\[
\lim_{n \to \infty} \frac{1}{n^\alpha} \log \mathbb{P}\left(Z_n([\theta x^* n, \infty)) < e^{\alpha n}\right)
= \begin{cases} 
-\lambda[(1 - \theta)x^*]^\alpha, & a \in [0, \log m - I(x^*)]; \\
-\lambda \hat{c}^\alpha, & a \in (\log m - I(x^*), \log m - I(\theta x^*)),
\end{cases}
\]
where $\hat{c} \in (0, x^* - \theta x^*)$ is the unique positive solution of
\[
\log m - I(\theta x^* + \hat{c}) = a.
\]

**Remark 1.5** In fact, in the case of $\mathbb{P}(X < -x) = \Theta(1)x^{-\alpha}$, $\mathbb{E}[X] = 0$ can be removed in Assumption 1.1.

The next two theorems consider the Böttcher case (i.e., $p_1 = 0$ under Assumption 1.1). As we can see in the following, in this case, the decay rate is very sensitive to the left tail of step size $X$. Let $b := \min\{k \geq 0 : p_k > 0\}$.

**Theorem 1.3** (Böttcher case, bounded tail) Assume $p_1 = 0$ and $\text{ess inf} X = -L \in (-\infty, 0)$. Then,
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where 

\[
a^* := \left( \log m - I(x^*) \right) \frac{L + \theta x^*}{L + x^*} + \frac{(1-\theta)x^*}{L + x^*} \log b\right] \wedge \left[ \log m - I(\theta x^*) \right] and \ \hat{c} \ is \ the \ unique \ solution \ of \ the \ following \ equation \ on \ (0, 1):
\]

\[
\log m - I\left( \frac{\theta x^* + \hat{L} \hat{c}}{1 - \hat{c}} \right) - \frac{a - \hat{c} \log b}{1 - \hat{c}} = 0.
\]

Remark 1.6 If \( I(x^*) = \log m \), then we have \( a^* < \log m - I(\theta x^*) \). In fact, since \( I(0) = 0 \) and \( I(x) \) is convex, we have

\[
I(\theta x^*) = I((1-\theta)0 + \theta x^*) \leq (1-\theta)I(0) + \theta I(x^*) = \theta \log m.
\]

Thus,

\[
\frac{(1-\theta)x^*}{L + x^*} \log b + I(\theta x^*) < \frac{(1-\theta)x^*}{x^*} \log m + \theta \log m = \log m,
\]

which implies \( a^* < \log m - I(\theta x^*) \).

Remark 1.7 As we can see, there is a phase transition at \( a = a^* \). This is because \( e^{a^n} \) is the minimum population size that \( b^n \) branching random walks located at \( -Lt_n \) can contribute to \( [\theta x^n, \infty) \) in the remaining \( n - t_n \) time. Thus, when \( a < a^* \), to achieve \( \{Z_n([\theta x^n, \infty)) < e^{a^n}\} \) means there is no particle in \( [\theta x^n, \infty) \) at time \( n \). Hence, in this case, the lower deviation behavior is similar to the maximum of BRW (see [12, Theorem 1.1]).

The following theorem considers the Weibull step size. Recall that \( \hat{c} \) is the unique solution of \( \log m - I(\theta x^* + \hat{c}) = a \) on \( (0, x^* - \theta x^*) \).

Theorem 1.4 (Böttcher case, Weibull tail) Assume \( p_1 = 0 \) and \( \log P(X \leq -x) \sim -\lambda x^\alpha \) as \( x \to +\infty \) for some \( \alpha > 0 \) and \( \lambda > 0 \). Then,

\[
\lim_{n \to \infty} \frac{1}{n^\alpha} \log P \left( Z_n([\theta x^n, \infty)) < e^{a^n} \right) = -\lambda C(x^*, \theta, b, \alpha, m, a),
\]

where

\[
C(x^*, \theta, b, \alpha, m, a) = \begin{cases} 
\left( b(x^* - \theta x^*)^\alpha \right), & \alpha \in (0, 1], a \in [0, \log m - I(x^*)]; \\
b\hat{c}^\alpha, & \alpha \in (0, 1], a \in (\log m - I(x^*), \log m - I(\theta x^*)]; \\
\left( b \frac{1}{\alpha - 1} - 1 \right)^{\alpha - 1} (x^* - \theta x^*)^\alpha, & \alpha \in (1, \infty), a \in [0, \log m - I(x^*)]; \\
\left( b \frac{1}{\alpha - 1} - 1 \right)^{\alpha - 1} \hat{c}^\alpha, & \alpha \in (1, \infty), a \in (\log m - I(x^*), \log m - I(\theta x^*)].
\end{cases}
\]
Remark 1.8 In fact, using the same method of proof for Theorem 1.4, one could get the results below for Gumbel step size and Pareto step size.

(i) (Böttcher case, Gumbel tail) If \( p_1 = 0 \) and \( \mathbb{P}(X \leq -x) = \Theta(1) \exp(-e^{x^\alpha}) \) as \( x \to +\infty \) for some \( \alpha > 0 \), then

\[
\lim_{n \to \infty} \frac{1}{n \log n} \log \left[ -\log \mathbb{P} \left( Z_n([\theta x^* n, \infty)) < e^{an} \right) \right] = \begin{cases} 
\frac{\alpha}{1+\alpha} \log b - \frac{\alpha}{1+\alpha} \left( x^* - \theta x^* \right), & a \in [0, \log m - I(x^*)]; \\
\frac{\alpha}{1+\alpha} \log b - c \frac{\alpha}{1+\alpha}, & a \in (\log m - I(x^*), \log m - I(\theta x^*)].
\end{cases}
\]

(ii) (Böttcher case, Pareto tail) If \( p_1 = 0 \) and \( \mathbb{P}(X < -x) = \Theta(1)x^{-\alpha} \) as \( x \to +\infty \) for some \( \alpha > 0 \), then

\[
\lim_{n \to \infty} \frac{1}{n \log n} \log \mathbb{P} \left( Z_n([\theta x^* n, \infty)) < e^{an} \right) = -\alpha b.
\]

The rest of this paper is organized as follows. In Sects. 2 and 3, we study the Schröder case, where Theorems 1.1 and 1.2 are proved. Section 2 considers that the step size has a negative exponential moment. Section 3 is devoted to study the case when the step size has heavy tails. In Sects. 4 and 5, we consider the Böttcher case, where Theorems 1.3 and 1.4 are proved. In Sect. 4, the step size is assumed to be bounded below. Section 5 treats the Weibull step size, and this section is divided into two subsections: In the first section, we study the sub-Weibull case; in the second section, we study the super-Weibull case.

2 Proof of Theorem 1.1: Schröder Case, Light Tail

In this section, we are going to prove Theorem 1.1. We first present several lemmas. The following lemma can be found in [5, Theorem 2].

Lemma 2.1 Let \( \rho \) be a nonnegative constant.

If \( \rho \in [0, 1) \), then

\[
\lim_{n \to \infty} \frac{1}{n} \log Z_n((\rho x^* n, \infty)) = \log m - \log \mathbb{P} - a.s. \text{ on non-extinction}.
\]

If \( \rho \in (1, \infty) \), then

\[
\lim_{n \to \infty} Z_n((\rho x^* n, \infty)) = 0, \mathbb{P} - a.s.
\]

The following remark is a direct consequence of the above lemma.

Corollary 2.2 Let \( \{\rho_n\}_{n \geq 1} \) be a sequence of numbers such that \( \lim_{n \to \infty} \rho_n = \rho \).
If $\rho \in [0, 1)$, then
\[
\lim_{n \to \infty} \frac{1}{n} \log Z_n((\rho_n x^* n, \infty)) = \log m - I(\rho x^*), \quad \mathbb{P} - a.s.
\] (2.1)

If $\rho \in (1, \infty)$, then
\[
\lim_{n \to \infty} Z_n((\rho_n x^* n, \infty)) = 0, \quad \mathbb{P} - a.s.
\] (2.2)

**Remark 2.1** Biggins [6, 7] also studied the almost sure behavior of $Z_n(\theta x^* n + B)$, where $B$ is a bounded measurable set.

The next lemma is the well-known Cramér theorem; see [13, Theorem 2.2.3]. Here and later, for $n \geq 1$, we define $S_n := X_1 + X_2 + \cdots + X_n$, where $X_i, i \geq 1$ are i.i.d. copies of the step size $X$.

**Lemma 2.3** Let $x$ be a positive constant. Then,
\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(S_n \geq nx) = -I(x).
\]

The following lemma gives several properties of $I(x)$. Let
\[
\lambda^* := \sup \left\{ \lambda \geq 0 : \mathbb{E}[e^{\lambda X}] < \infty \right\} \quad \text{and} \quad \Lambda(\lambda) := \log \mathbb{E}[e^{\lambda X}] .
\]

**Lemma 2.4** $I(\cdot)$ is a continuous and strictly increasing function on
\[
\{y \in [0, \infty) : I(y) < \infty\},
\]
and it can be classified into the following three cases.

(i) If $\Lambda'(\lambda) \uparrow +\infty$ as $\lambda \to \lambda^* \in (0, \infty]$, then for any $x > 0$, there exists some $\lambda \in (0, \lambda^*)$ such that
\[
x = \Lambda'(\lambda), \quad I(x) = \lambda \Lambda'(\lambda) - \Lambda(\lambda).
\]
Furthermore, $\lim_{x \to +\infty} \frac{I(x)}{x} = \lambda^*$.

(ii) If $\lambda^* = +\infty$ and $\Lambda'(\lambda)$ converges to some finite limit as $\lambda \to \infty$, then $\Lambda'(\lambda) \uparrow \text{ess sup } X$, and
\[
I(x) = \begin{cases} 
\text{positive finite,} & x \in (0, \text{ess sup } X); \\
- \log \mathbb{P}(X = \text{ess sup } X), & x = \text{ess sup } X; \\
+\infty, & x \in (\text{ess sup } X, \infty).
\end{cases}
\]

Furthermore, as $x \uparrow \text{ess sup } X$, $I(x) \uparrow -\log \mathbb{P}(X = \text{ess sup } X)$.
If $0 < \lambda^* < +\infty$ and $\Lambda'(\lambda)$ converges to some finite limit $T$ as $\lambda \to \lambda^*$, then
\[ \mathbb{E}\left[e^{\lambda^* X}\right] < \infty \]
and
\[ I(x) = \begin{cases} \text{positive finite,} & x \in (0, T]; \\ \lambda^* x - \log \mathbb{E}\left[e^{\lambda^* X}\right], & x \in [T, \infty). \end{cases} \]

**Proof** In fact, all the statements above can be found in [17, Section 2.6] except $\lim_{x \to +\infty} I(x) x = \lambda^*$ in (i). So, we just prove this. Note that by the former part of (i), for any $x > 0$, there exists $\lambda \in (0, \lambda^*)$ such that $x = \Lambda'(\lambda)$. It is easy to see that $x \to +\infty$ implies $\lambda \to \lambda^*$. Furthermore, $\Lambda'(\cdot)$ is infinitely differentiable on $(0, \lambda^*)$ (see [13, Exercise 2.2.24]). Thus, by L'Hospital’s rule,
\[
\lim_{x \to +\infty} I(x) x = \lim_{\lambda \to \lambda^*} \frac{\lambda \Lambda''(\lambda) + \Lambda'(\lambda) - \Lambda'(\lambda)}{\Lambda''(\lambda)} = \lambda^*.
\]

The next lemma considers the lower deviation probabilities of a branching process, which can be found in [19, Theorem 2.1].

**Lemma 2.5** Assume $p_1 > 0$. Let $\{a_n\}_{n \geq 1}$ be a sequence of numbers such that $\lim_{n \to \infty} a_n = +\infty$ and for any $t > 0$, $\lim_{n \to \infty} a_n e^{-tn} = 0$. Then,
\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(|Z_n| < a_n) = \log p_1.
\]

Recall that in Assumption 1.1 (iii), we assume $\theta \in (0, 1)$ and $a \in [0, \log m - I(\theta x^*))$ are fixed constants. Recall that
\[
f(\rho) = \log m - I\left(\frac{\theta x^*}{1 - \rho}\right) - \frac{a}{1 - \rho}, \quad \rho \in [0, 1);
\]
\[
\bar{\rho} = \sup\{\rho \in (0, 1) : f(\rho) \geq 0\};
\]
\[
g_\rho(h) = \log m - I\left(\frac{h + \theta x^*}{1 - \rho}\right) - \frac{a}{1 - \rho}, \quad h \in [0, \infty);
\]
\[
d = d(\rho) = \sup\{h \in [0, \infty) : g_\rho(h) \geq 0\}.
\]

The following lemma gives several properties of $\bar{\rho}$ and $d$. Remark 1.2 can be deduced from its proof.

**Lemma 2.6** The following four properties hold.

(i) $\bar{\rho} \in (0, 1 - \theta)$, $d(\rho) \in (0, (1 - \theta - \rho)x^*)$ for $\rho \in (0, \bar{\rho})$.

(ii) $g_\rho(d + \varepsilon) < 0$ for any $\varepsilon > 0$, and $g_\rho(d - \varepsilon) > 0$ for $\varepsilon \in (0, d)$.

(iii) $d(0) > 0$, $d(\bar{\rho}) = 0$ and $d(\cdot)$ is decreasing and continuous on $[0, \bar{\rho}]$. 

Springer
(iv) Assume \( p_1 > 0 \) and \( \mathbb{E}[e^{\kappa X}] < \infty \) for some \( \kappa < 0 \). Then,

\[
\inf_{\rho \in (0,\bar{\rho})} \left\{ \rho \log \frac{1}{p_1} + \rho I \left( \frac{-d}{\rho} \right) \right\} \in (0, \infty).
\]

**Proof**  We first prove (i). Recall that \( x^* = \sup \{x \geq 0 : I(x) \leq \log m \} \). By Lemma 2.4, \( I(\cdot) \) is continuous on \([0, x^*]\). Write \( f(x+) := \lim_{y \to x^+} f(y) \) and \( f(x-) := \lim_{y \to x^-} f(y) \). By Assumption 1.1 (iii), we have

\[ f(0) = \log m - I(\theta x^*) - a > 0. \]

By the definition of \( x^* \), we have \( \log m - I(x^*) \leq 0 \). Thus,

\[ f((1 - \theta)+) = \log m - I(x^*) - \frac{a}{\theta} \leq -\frac{a}{\theta} \leq 0. \]

From Lemma 2.4, \( I(\cdot) \) must satisfy one of the following:

(a) there exists a constant \( B > x^* \) such that \( I(\cdot) \) is strictly increasing and continuous on \([x^*, B]\);

(b) \( I(x) = +\infty \) for \( x > x^* \) and \( x^* = \text{ess sup} \ x < \infty \).

In case (a), \( f(\rho) \) is continuous and strictly decreasing on \([0, 1 - \theta x^*/B]\), which implies \( f(\rho) < 0 \) for \( \rho \in (1 - \theta, 1 - \theta x^*/B]\). In case (b), we have \( f(\rho) = -\infty \) for \( \rho \in (1 - \theta, 1) \). Putting these together, we always have

\[ \bar{\rho} \in (0, 1 - \theta). \]

Fix \( \rho \in (0, \bar{\rho}) \). By the definition of \( \bar{\rho} \), we have \( f(\bar{\rho} -) \geq 0 \). This, combined with the fact that \( f(\cdot) \) is strictly decreasing on \([0, 1 - \theta]\), implies that

\[ g_\rho(0) = f(\rho) > f(\bar{\rho} -) \geq 0. \quad (2.3) \]

Observe that

\[ g_\rho((1 - \theta - \rho)x^*) = \log m - I(x^*) - \frac{a}{1 - \rho} \leq -\frac{a}{1 - \rho} \leq 0. \]

Similar reason as \( \bar{\rho} \in (0, 1 - \theta) \), we have \( d \in (0, (1 - \theta - \rho)x^*] \).

For (ii), since \( d \in (0, \infty) \) and \( g_\rho(\cdot) \) is decreasing on \([0, \infty) \), the result is a consequence of the definition of \( d \).

For (iii), \( d(0) > 0 \) follows by the fact that \( f(0) = \log m - I(\theta x^*) + a > 0 \) and \( I(\cdot) \) is continuous at \( \theta x^* \). Obviously, \( d(\bar{\rho}) = 0 \) if \( f(\bar{\rho}) = 0 \). If \( f(\bar{\rho}) > 0 \), then \( I(\cdot) \) must satisfy case (b). Therefore, if \( f(\bar{\rho}) > 0 \), then

\[ \frac{\theta x^*}{1 - \rho} = \text{ess sup} \ x = x^* < \infty, \]
and \( g_{\bar{\rho}}(\varepsilon) = -\infty \) for any \( \varepsilon > 0 \), which also implies \( d(\bar{\rho}) = 0 \). The fact that \( d(\rho) \) is decreasing follows from

\[
g_\rho(\cdot) > g_\rho(\cdot) \text{ for } \rho' < \rho.
\]

In the next, we shall prove that \( d(\cdot) \) is continuous on \([0, \bar{\rho}]\). Note that the function

\[
T_\rho(h) := \log m - I \left( \frac{h + \theta x^*}{1 - \rho} \right), \quad h \in [0, (1 - \theta - \rho)x^*]
\]

has its range

\[
\left[ \log m - I(x^*), \log m - I \left( \frac{\theta x^*}{1 - \rho} \right) \right].
\]

Moreover, \( T_\rho(h) < 0 \) if \( h > (1 - \theta - \rho)x^* \). By (2.3), for \( \rho \in [0, \bar{\rho}] \),

\[
\frac{a}{1 - \rho} \leq \log m - I \left( \frac{\theta x^*}{1 - \rho} \right).
\]

Thus, if \( \frac{a}{1 - \rho} \geq \log m - I(x^*) \), then the equation (w.r.t. \( h \))

\[
\log m - I \left( \frac{h + \theta x^*}{1 - \rho} \right) = \frac{a}{1 - \rho}
\]

has a unique solution on \([0, (1 - \theta - \rho)x^*]\), say \( h := d(\rho) \). Furthermore, since \( I(\cdot) \) is continuous and strictly increasing on \([0, x^*]\), \( d(\cdot) \) is continuous on

\[
\left( 1 - \frac{a}{\log m - I(x^*)} \right)^+, \bar{\rho} \right],
\]

where we take \( 0 = (1 - \frac{a}{0})^+ \) by convention. Thus, to complete the proof of (iii), we can further assume that

\[
\log m - I(x^*) > 0 \text{ and } 0 \leq a < \log m - I(x^*).
\]

Observe that if \( \frac{a}{1 - \rho} \leq \log m - I(x^*) \), by the definition of \( d \), then

\[
\frac{d(\rho) + \theta x^*}{1 - \rho} = x^*.
\]

Thus, \( d(\rho) = (1 - \theta - \rho)x^* \) is a continuous function on \([0, 1 - \frac{a}{\log m - I(x^*)}]\). Hence putting above together, we conclude that \( d(\rho) \) is a continuous function on \([0, \bar{\rho}]\).
We proceed to prove (iv). Although Lemma 2.4 considers the case of $x \to +\infty$, one can obtain analogous results for $x \to -\infty$ (since for a random walk $\{S_n\}_{n \geq 0}$, $\{-S_n\}_{n \geq 0}$ is also a random walk). Let

$$\kappa^* := \sup \{-\kappa : \kappa < 0, \, \mathbb{E}[e^{\kappa X}] < \infty\}.$$ 

By the assumption $\mathbb{E}[e^{\kappa X}] < \infty$ for some $\kappa < 0$, we have $\kappa^* \in (0, +\infty]$. So,

$$\lim_{x \to -\infty} \frac{I(x)}{-x} = \kappa^* > 0.$$ 

Note that since $d(0) > 0$ and $d(\cdot)$ is continuous at 0, $\lim_{\rho \to 0} d/\rho = \lim_{\rho \to 0} d(\rho)/\rho = +\infty$. Therefore,

$$\lim_{\rho \to 0} \rho I \left(-\frac{d}{\rho}\right) = \lim_{\rho \to 0} \frac{I(-d/\rho)}{d/\rho} d > 0.$$ 

Thus, there exist constants $\delta > 0$ and $\rho^* \in (0, \tilde{\rho})$ such that for every $0 < \rho \leq \rho^*$,

$$\rho \log \frac{1}{p_1} + \rho I \left(-\frac{d}{\rho}\right) > \delta.$$ 

Furthermore, for $\tilde{\rho} > \rho > \rho^*$,

$$\rho \log \frac{1}{p_1} + \rho I \left(-\frac{d}{\rho}\right) > \rho^* \log \frac{1}{p_1}.$$ 

Thus,

$$\inf_{\rho \in (0, \tilde{\rho})} \left\{ \rho \log \frac{1}{p_1} + \rho I \left(-\frac{d}{\rho}\right) \right\} > \delta \wedge \left( \rho^* \log \frac{1}{p_1} \right) > 0. \quad (2.4)$$

On the other hand, since $\lim_{\rho \to \tilde{\rho}} \frac{d(\rho)}{\rho} = 0$, we have

$$\lim_{\rho \to \tilde{\rho}} \rho \log \frac{1}{p_1} + \rho I \left(-\frac{d}{\rho}\right) = \tilde{\rho} \log \frac{1}{p_1} < \infty. \quad (2.5)$$

As a result, (2.4), together with (2.5), implies (iii). \qed

Now, we are ready to prove Theorem 1.1: If $p_1 > 0$ and $\mathbb{E}[e^{\kappa X}] < \infty$ for some $\kappa < 0$, then

$$\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(Z_n((\theta x^* n, \infty)) < e^{\varphi n}) = -\inf_{\rho \in (0, \tilde{\rho})} \left\{ \rho \log \frac{1}{p_1} + \rho I \left(-\frac{d}{\rho}\right) \right\}.$$ 

For the lower bound, the strategy is to force single births up to time $\rho n$ (where $\rho \in (0, \tilde{\rho})$), with the single particle alive at time $\rho n$ below the position $-dn$ (where $d$ is...
chosen such that $Z_{n-\rho_n}([dn+\theta x^* n, \infty)) \approx e^{an}$. Optimizing for $\rho$ yields the desired lower bound. The proof of the upper bound goes by showing that the above strategy is optimal; thus, we consider a series of intermediate times $[ni/k], 0 < i/k < 1$. To argue that sub-BRWs emanating from time $[ni/k]$ can easily produce $e^{an}$ descendants in $[\theta x^* n, \infty]$ at time $n$, we should insure that: (i) there exist adequate particles at time $[ni/k]$; (ii) each individual at time $[ni/k]$ locates in a not very low position. This motivates the definitions of the following $\rho_n$ and $E_i$.

**Proof Lower bound** Fix $\varepsilon \in (0, 1)$ and $\rho \in (0, \bar{\rho}]$. By Markov property, for $n$ large enough,

$$
\mathbb{P}\left( Z_n([\theta x^* n, \infty)) < e^{an} \right)
\geq \mathbb{P}\left( \left| Z_{\lfloor \rho n \rfloor} \right| = 1, Z_{\lfloor \rho n \rfloor}([-(d + \varepsilon)n, \infty)) = 0, Z_n([\theta x^* n, \infty)) < e^{an} \right)
\geq p_1^{\lfloor \rho n \rfloor} \mathbb{P}\left( S_{\lfloor \rho n \rfloor} \leq -(d + \varepsilon)n \right) \mathbb{P}\left( Z_{n-\lfloor \rho n \rfloor} \left( ((d + \varepsilon \theta x^*)n, \infty) \right) < e^{an} \right).
\tag{2.6}
$$

Since $g_\rho(d + \varepsilon) < 0$, by Corollary 2.2, for $n$ large enough,

$$
\mathbb{P}\left( Z_{n-\lfloor \rho n \rfloor} \left( ((d + \varepsilon \theta x^*)n, \infty) \right) < e^{an} \right)
= \mathbb{P}\left( \frac{1}{n - \lfloor \rho n \rfloor} \log Z_{n-\lfloor \rho n \rfloor} \left( \left\lfloor \frac{(d + \varepsilon \theta x^*)n}{n - \lfloor \rho n \rfloor} (n - \lfloor \rho n \rfloor), \infty) \right) \right)
- \frac{an}{n - \lfloor \rho n \rfloor} < 0 \geq 0.9.
$$

Thus, plugging the above into (2.6) yields that

$$
\mathbb{P}\left( Z_n([\theta x^* n, \infty)) < e^{an} \right) \geq 0.9 p_1^{\lfloor \rho n \rfloor} \mathbb{P}\left( S_{\lfloor \rho n \rfloor} \leq \frac{(d + \varepsilon)n}{\lfloor \rho n \rfloor} \right)
\geq 0.9 p_1^{\lfloor \rho n \rfloor} \exp \left\{ -I \left( \frac{d + 2\varepsilon}{\rho} \right) \lfloor \rho n \rfloor \right\},
$$

where the last inequality comes from the Cramér theorem. As a consequence, for every $\rho \in (0, \bar{\rho}]$ and $\varepsilon \in (0, 1),$

$$
\liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left( Z_n([\theta x^* n, \infty)) < e^{an} \right) \geq - \left\{ \rho \log \frac{1}{p_1} + \rho I \left( \frac{d + 2\varepsilon}{\rho} \right) \right\}.
$$

The desired lower bound follows by letting $\varepsilon \to 0$ and optimizing $\rho$ on $(0, \bar{\rho}]$.

**Upper bound** Fix $\delta \in (0, \bar{\rho}]$ and $k \geq \frac{1}{\rho^3}$ (hence $\lfloor (\bar{\rho} - \delta)k \rfloor \geq 1$). Since $d = d(\rho)$ is decreasing on $(0, \bar{\rho}]$ and $d(\bar{\rho}) = 0$ (see Lemma 2.6), there exists some constant $C_\delta > 0$ such that for every $1 \leq i \leq \lfloor (\bar{\rho} - \delta)k \rfloor$,

$$
d(i/k) > C_\delta.
$$
Fix $\varepsilon \in (0, C_\delta)$. Set

$$\rho_n := \sup\{\rho \in [0, 1] : Z_{\lfloor n \rho \rfloor} \leq n^3\};$$

$$E_i := \left\{ \forall u \in Z_{\lfloor ni/k \rfloor}, \ S_u \in \left[ -(d(i/k) - \varepsilon) n, +\infty \right) \right\}.$$

Let $Z_n^u$ be the $n$th generation of the sub-BRW emanating from particle $u$. By the branching property, we have

$$\mathbb{P}\left( Z_n([\theta x^* n, \infty)) < e^{an} \right)$$

$$= \mathbb{P}\left( Z_n([\theta x^* n, \infty)) < e^{an}, \rho_n \geq \frac{[(\bar{\rho} - \delta)k]}{k} \right)$$

$$+ \sum_{i=1}^{[(\bar{\rho} - \delta)k]} \mathbb{P}\left( Z_n([\theta x^* n, \infty)) < e^{an}, \frac{i-1}{k} \leq \rho_n < \frac{i}{k} \right)$$

$$\leq \sum_{i=1}^{[(\bar{\rho} - \delta)k]} \mathbb{P}\left( \sum_{u \in Z_{\lfloor ni/k \rfloor}} Z_n^u([\theta x^* n, \infty)) < e^{an}, E_i, \frac{i-1}{k} \leq \rho_n < \frac{i}{k} \right)$$

$$+ \mathbb{P}\left( E_i^c, \frac{i-1}{k} \leq \rho_n < \frac{i}{k} \right) + \mathbb{P}\left( \rho_n \geq \frac{[(\bar{\rho} - \delta)k]}{k} \right). \quad (2.7)$$

Let $Z_n^j$, $j \geq 1$ be i.i.d. copies of $Z_n$. For the first term on the r.h.s. of (2.7), by the branching property, there exists $N(k, \varepsilon)$ such that for all $1 \leq i \leq [(\bar{\rho} - \delta)k]$ and $n \geq N(k, \varepsilon)$,

$$\mathbb{P}\left( \sum_{u \in Z_{\lfloor ni/k \rfloor}} Z_n^u([\theta x^* n, \infty)) < e^{an}, E_i, \frac{i-1}{k} \leq \rho_n < \frac{i}{k} \right)$$

$$\leq \mathbb{P}\left( Z_n^{j}[\theta x^* n, \infty)) < e^{an}, 1 \leq j \leq n^3 \right)$$

$$\leq \mathbb{P}\left( \frac{1}{n - \lfloor ni/k \rfloor} \log \left( Z_n^{[ni/k]}([\theta x^* + d(i/k) - \varepsilon) n, \infty)) \right) < \frac{an}{n - \lfloor ni/k \rfloor} \right)$$

$$\leq e^{-n^3}, \quad (2.8)$$

where the last inequality follows by (2.1) and the fact that (see Lemma 2.6 (ii))

$$\log m - I \left( \frac{\theta x^* + d(i/k) - \varepsilon}{1 - i/k} \right) - a > 0.$$
Let $h_{n,i} := \lfloor ni/k \rfloor - \lfloor n(i - 1)/k \rfloor$. By the branching property,

$$
E \left[ |Z|_{ni/k} |1_{|Z|_{ni-1/k}| \leq n^3} \right] = E \left[ \sum_{u \in Z_{ni-1/k}} |Z|^u_{h_{n,i},i} |1_{|Z|_{ni-1/k}| \leq n^3} \right] \\
\leq E \left[ \sum_{k=1}^{n^3} |Z|^k_{h_{n,i},i} |1_{|Z|_{ni-1/k}| \leq n^3} \right] \\
= n^3 m^{h_{n,i}} \mathbb{P} \left( |Z|_{ni-1/k} \leq n^3 \right).
$$

(2.9)

Let $F := \sigma \left( |Z|_l, 1 \leq l \leq h_{n,i} \right)$. For the second term on the r.h.s. of (2.7), by the Markov inequality and (2.9), there exists $N'(k, \varepsilon)$ such that for all $1 \leq i \leq \lfloor (\rho - \delta)k \rfloor$ and $n \geq N'(k, \varepsilon),$

$$
\mathbb{P} \left( E^c_i, \frac{i - 1}{k} \leq \rho_n < \frac{i}{k} \right) \leq \mathbb{P} \left( \exists u \in Z_{ni/k}, \ S_u \leq -(d(i/k) - \varepsilon)n, \ Z_{ni-1/k} \leq n^3 \right) \\
\leq \mathbb{P} \left( \sum_{u \in Z_{ni-1/k}} Z|^u_{h_{n,i},i} \left( (-\infty, -(d(i/k) - \varepsilon)n) \right) > 1; \ Z_{ni-1/k} \leq n^3 \right) \\
\leq \mathbb{E} \left[ \sum_{u \in Z_{ni-1/k}} Z|^u_{h_{n,i},i} \left( (-\infty, -(d(i/k) - \varepsilon)n) \right) 1_{Z_{ni-1/k} \leq n^3} \right] \\
= \mathbb{E} \left[ \mathbb{E} \left[ \sum_{u \in Z_{ni-1/k}} Z|^u_{h_{n,i},i} \left( (-\infty, -(d(i/k) - \varepsilon)n) \right) 1_{Z_{ni-1/k} \leq n^3} | F \right] \right] \\
= \mathbb{E} \left[ |Z|_{ni/k} |1_{Z_{ni-1/k} \leq n^3} \right] \mathbb{P} \left( S_{ni/k} \leq -(d(i/k) - \varepsilon)n \right) \\
\leq n^3 m^{h_{n,i}} \mathbb{P} \left( |Z|_{ni-1/k} \leq n^3 \right) \mathbb{P} \left( S_{ni/k} \leq -(d(i/k) - \varepsilon)n \right) \\
\leq n^3 m^{h_{n,i} + 1} \exp \left\{ -I \left( -\frac{d(i/k) - 2\varepsilon}{i/k} \right) ni/k \right\} \\
\leq n^3 m^{h_{n,i} + 1} \exp \left\{ (\log p_1 + \varepsilon)ni/k - I \left( -\frac{d(i/k) - 2\varepsilon}{i/k} \right) ni/k \right\},
$$

(2.10)

where the second equality follows from the fact that the branching and motion are independent, the second last inequality follows from the Cramér theorem and the last inequality follows from Lemma 2.5.

For the third term on the r.h.s. of (2.7), again by Lemma 2.5, there exists $N(\rho, \delta, \varepsilon) > 0$ such that for $n \geq N(\rho, \delta, \varepsilon)$ and $k \geq 1,
\begin{align*}
\mathbb{P}\left(\rho_n \geq \frac{[\bar{\rho} - \delta)k]}{k}\right) & \leq \mathbb{P}\left(Z_{n[\bar{\rho} - \delta)k]} \leq n^3\right) \\
& \leq \exp\{(\log p_1 + \varepsilon)(\bar{\rho} - \delta)\}. \tag{2.11}
\end{align*}

Plugging (2.8), (2.10) and (2.11) into (2.7) yields that for fixed \(\varepsilon, k, \rho, \delta\) there exists \(N(\varepsilon, k, \rho, \delta)\) such that for \(n > N(\varepsilon, k, \rho, \delta)\),

\begin{align*}
\mathbb{P}\left(Z_n([\theta x^* n, \infty)) < e^{an}\right) & \leq 2n^3m^{(n/k)+1} \sum_{i=1}^{[\bar{\rho} - \delta)k]} \exp\{(\log p_1 + \varepsilon)ni/k - I\left(-\frac{d(i/k) - 2\varepsilon}{i/k}\right)ni/k\} \\
& + \exp\{(\log p_1 + \varepsilon)(\bar{\rho} - \delta)n\}.
\end{align*}

As a consequence,

\begin{align*}
\limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left(Z_n([\theta x^* n, \infty)) < e^{an}\right) & \leq \left[-\min_{1 \leq i \leq [\bar{\rho} - \delta)k]} \left\{(-\varepsilon - \log p_1)\frac{i}{k} - \frac{\log m}{k} + I\left(-\frac{d(i/k) - 2\varepsilon}{i/k}\right)i/k\right\}\right] \\
& \wedge \left[(-\varepsilon - \log p_1)(\bar{\rho} - \delta)\right].
\end{align*}

Letting \(\varepsilon \to 0\) and \(\delta \to 0\), it follows that

\begin{align*}
\limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left(Z_n([\theta x^* n, \infty)) < e^{an}\right) & \leq \left[-\min_{1 \leq i \leq [\bar{\rho} - \delta)k]} \left\{(-\log p_1)\frac{i}{k} - \frac{\log m}{k} + I\left(-\frac{d(i/k)}{i/k}\right)i/k\right\}\right] \\
& \wedge \left[(-\log p_1)\bar{\rho}\right] \\
& = \left[-\frac{\log m}{k} + \min_{1 \leq i \leq [\bar{\rho} - \delta)k]} \left\{(-\log p_1)\frac{i}{k} + I\left(-\frac{d(i/k)}{i/k}\right)i/k\right\}\right] \\
& \wedge \left[(-\log p_1)\bar{\rho}\right] \\
& \leq \left[-\frac{\log m}{k} + \inf_{\rho \in [0, \bar{\rho}]} \left\{(-\log p_1)\rho + I\left(-\frac{d}{\rho}\right)\rho\right\}\right] \\
& \wedge \left[(-\log p_1)\bar{\rho}\right].
\end{align*}

Letting \(k \to \infty\), then

\begin{align*}
\limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left(Z_n([\theta x^* n, \infty)) < e^{an}\right) & \leq \left[\inf_{\rho \in [0, \bar{\rho}]} \left\{(-\log p_1)\rho + I\left(-\frac{d}{\rho}\right)\rho\right\}\right] \\
& \wedge \left[(-\log p_1)\bar{\rho}\right] \\
& = \inf_{\rho \in [0, \bar{\rho}]} \left\{\rho \log \frac{1}{p_1} + \rho I\left(-\frac{d}{\rho}\right)\right\},
\end{align*}

where the last equality comes from the fact that \(I\left(-\frac{d}{\rho}\right) = I(0) = 0\); see Lemma 2.6 (iii). \qed
3 Proof of Theorem 1.2: Schröder Case, Heavy Tail

In this section, we are going to prove Theorem 1.2. We first present several lemmas. The first lemma can be found in [2, p40, Corollary 1], which considers the asymptotic behavior of the branching process’s generating function.

**Lemma 3.1** If $0 < s < 1$, then

$$\lim_{n \to \infty} \frac{\mathbb{E}[s |Z_n|]}{p_1^n} = C_0,$$

where $C_0$ is a positive constant depending only on $s$.

The next lemma concerns large deviation probabilities of sums of i.i.d. Pareto tail random variables.

**Lemma 3.2** Assume $\mathbb{P}(X < -x) = \Theta(1)x^{-\alpha}$ as $x \to +\infty$ for some $\alpha > 0$. Then, there exists some constant $C_\alpha > 0$ such that for all $x > 0$ and $n \geq 1$,

$$\mathbb{P}(S_n \leq -x) \leq C_\alpha n^2x^{-\alpha}.$$

**Proof** According to [26, Corollary 1.5], if $\mathbb{E}[|X|^t1_{\{X \leq 0\}}] < \infty$ for some $t \in (0, 1]$, then for any $x, y > 0$ and $n \geq 1$,

$$\mathbb{P}(S_n \leq -x) \leq n\mathbb{P}(X < -y) + \left(\frac{en\mathbb{E}[|X|^t1_{\{X \leq 0\}}]}{xy^{t-1}}\right)^{\frac{\alpha}{t}}. \quad (3.1)$$

Since $\mathbb{P}(X < x) = \Theta(1)x^{-\alpha}$, there exists some constant $C_1 > 0$ such that for all $x > 0$,

$$\mathbb{P}(X < -x) \leq C_1x^{-\alpha}.$$

Therefore, $\mathbb{E}[|X|^t1_{\{X \leq 0\}}] < \infty$ for $t = \frac{\alpha}{2} \land 1$. In particular, let $y = \frac{t}{\alpha} x$, (3.1) yields

$$\mathbb{P}(S_n \leq x) \leq n\mathbb{P}(X < -\frac{t}{\alpha} x) + \left(\frac{en\mathbb{E}[|X|^t1_{\{X \leq 0\}}]}{(\frac{t}{\alpha})^{t-1}x^t}\right)^{\frac{\alpha}{t}}$$

$$\leq C_1 \left(\frac{t}{\alpha}\right)^{-\alpha} x^{-\alpha} n + \left(\frac{e\mathbb{E}[|X|^t1_{\{X \leq 0\}}]}{(\frac{t}{\alpha})^{t-1}}\right)^{\frac{\alpha}{t}} n^{\frac{\alpha}{t}} x^{-\alpha}$$

$$\leq C_\alpha n^2x^{-\alpha}. \quad \square$$

The following lemma gives an upper bound of large deviation probabilities of sums of i.i.d. Weibull tail random variables, which is a direct consequence of [3, Theorem 2.1].
Lemma 3.3 Assume \( \log \mathbb{P}(X < -y) \sim -\lambda y^\alpha \) as \( y \to +\infty \) for some \( \alpha \in (0, 1) \). Let \( \{t_n\}_{n \geq 1} \) be a sequence of positive integer-valued numbers such that \( t_n \to +\infty \) and \( \lim_{n \to \infty} \frac{t_n}{n} < \infty \). For any given \( \varepsilon \in (0, 1) \) and \( x > 0 \), we have for \( n \) large enough,

\[
\mathbb{P}(S_n \leq -xn) \leq e^{-(1-\varepsilon)\lambda x^\alpha n^\alpha}.
\]

Let \( G(c) := \log m - I(\theta x^* + c) - a, \hat{c} := \inf \{c \geq 0 : G(c) < 0\} \).

Lemma 3.4 (i) If \( a \in [0, \log m - I(x^*)] \), then \( \hat{c} = (1 - \theta)x^* \). If \( a \in (\log m - I(x^*), \log m - I(\theta x^*)) \), then \( \hat{c} \) is the unique solution of \( G(c) = 0 \) on \((0, (1 - \theta)x^*)\).

(ii) If \( \varepsilon > 0 \), then \( G(\hat{c} + \varepsilon) < 0 \). If \( \varepsilon \in (0, \hat{c}) \), then \( G(\hat{c} - \varepsilon) > 0 \).

Proof If \( a \in [0, \log m - I(x^*)] \), without loss of generality, we assume \( \log m - I(x^*) > 0 \). By the definition of \( x^* \), we have \( x^* = \text{ess sup} X \in (0, \infty) \). Thus, by Lemma 2.4 (ii), \( G(c) = -\infty \) for \( c > (1 - \theta)x^* \). This, together with the fact that \( G(\cdot) \) is decreasing on \([0, (1 - \theta)x^*)\), implies \( \hat{c} = (1 - \theta)x^* \).

If \( a \in [\log m - I(x^*), \log m - I(\theta x^*)) \), then

\[
G(0) = \log m - I(\theta x^*) - a < 0, \quad G((1 - \theta)x^*) = \log m - I(x^*) - a > 0.
\]

Since \( G(\cdot) \) is continuous and strictly decreasing on \((0, (1 - \theta)x^*)\), \( \hat{c} \) is the unique solution of \( G(c) = 0 \). Thus (i) holds. By the above arguments, we can obtain (ii) easily.

Now, we are ready to prove Theorem 1.2:

(i) If \( p_1 > 0 \) and \( \mathbb{P}(X < -x) = \Theta(1)x^{-\alpha} \) as \( x \to \infty \) for some \( \alpha > 0 \), then

\[
\lim_{n \to \infty} \frac{1}{\log n} \log \mathbb{P}
\left(Z_n(\{\theta x^* n, \infty\}) < e^{an}\right) = -\alpha.
\]

(ii) If \( p_1 > 0 \) and \( \log \mathbb{P}(X \leq -x) \sim -\lambda x^\alpha \) as \( x \to \infty \) for some \( \alpha \in (0, 1) \) and \( \lambda > 0 \), then

\[
\lim_{n \to \infty} \frac{1}{n^\alpha} \log \mathbb{P}
\left(Z_n(\{\theta x^* n, \infty\}) < e^{an}\right) = \begin{cases} -\lambda[(1 - \theta)x^*)^\alpha, & a \in [0, \log m - I(x^*)]; \\
-\lambda\hat{c}^\alpha, & a \in (\log m - I(x^*), \log m - I(\theta x^*)). \end{cases}
\]

For the lower bound, the strategy is to let the initial particle produces exactly one child and force its child to reach below some \( -\hat{c}n \) (where \( \hat{c} \) is chosen such that \( Z_{n-1}(\{(\theta x^* n + \hat{c}n, \infty)\}) \approx e^{an} \)). Let \( t_n := \Theta(1) \log n \). For the upper bound, we first prove that under the event \( \{Z_{t_n}(\{-\hat{c}n, \infty)\}/|Z_{t_n}| \geq 2/3\} \), it is very hard for \( \{Z_n(\{\theta x^* n, \infty\}) < e^{an}\} \) to happen. Thus, the desired upper bound comes from the probability \( \hat{c} \) Springer
which is very easy to handle by a Markov inequality.

**Proof** Lower bound  
We first consider the case $P(X < -x) = \Theta(1)x^{-\alpha}$ as $x \to \infty$. There exists a constant $C_2 > 0$ such that for $x > 1$,

$$P(X < -x) \geq C_2 x^{-\alpha}.$$  

Fix $\varepsilon > 0$. Applying the Markov property at time $n = 1$, for $n$ large enough,

$$P\left(Z_n\left(\left[\theta x^* n, \infty\right)\right) < e^{an}\right) \geq P\left(|Z_1| = 1, S_1 \leq -(\hat{c} + \varepsilon)n\right) P\left(Z_{n-1}\left(\left[(\theta x^* + \hat{c} + \varepsilon)n, \infty\right)\right) < e^{an}\right) \geq 0.9 p_1 C_2 (\hat{c} + \varepsilon) n^{-\alpha},$$ (3.2)  

where the last inequality follows from Corollary 2.2 and the fact that $G(\hat{c} + \varepsilon) < 0$ (see Lemma 3.4). As a result,

$$\lim \inf_{n \to \infty} \frac{1}{\log n} \log P\left(Z_n\left(\left[\theta x^* n, \infty\right)\right) < e^{an}\right) \geq -\alpha.$$  

Now, we consider the Weibull case. For any $\delta > 0$, we have for $x$ large enough,

$$P(X < -x) \geq e^{-(\lambda + \delta)x^\alpha}.$$  

Similarly to (3.2), we have

$$P\left(Z_n\left(\left[\theta x^* n, \infty\right)\right) < e^{an}\right) \geq 0.9 p_1 e^{-(\lambda + \delta)(\hat{c} + \varepsilon)x^\alpha}.$$  

By Lemma 3.4 (i), we have

$$\lim \inf_{n \to \infty} \frac{1}{n^\alpha} \log P\left(Z_n\left(\left[\theta x^* n, \infty\right)\right) < e^{an}\right) \geq \begin{cases} - (\lambda + \delta)(1 - \theta)x^* + \varepsilon)^{\alpha}, & a \in [0, \log m - I(x^*)]; \\ - (\lambda + \delta)(\hat{c} + \varepsilon)^{\alpha}, & a \in (\log m - I(x^*), \log m - I(\theta x^*)). \end{cases}$$  

The desired lower bound follows by letting $\varepsilon \to 0$ and $\delta \to 0$.

**Upper bound**  
Again, we first consider the case $P(X < -x) = \Theta(1)x^{-\alpha}$ as $x \to \infty$. Let $t_n = \lfloor h \log n \rfloor$, where $h > \frac{\alpha}{\log p_1}$. Recall that $Z^u_n$ is the $n$th generation of the sub-BRW emanating from particle $u$, and $Z^i_n, i \geq 1$ are i.i.d. copies of $Z_n$. Fix $\varepsilon \in (0, \hat{c})$.

Observe that...
\[
P(Z_n([\theta^* n, \infty)) < e^{an})
\]
\[
\leq P \left( Z_{tn} \left( [-(\hat{c} - \varepsilon)n, \infty) \right) > \frac{2}{3}|Z_{tn}|, \sum_{u \in Z_{tn}} Z^u_{n-t_n} ([\theta x^* n, \infty)) < e^{an} \right)
\]
\[
+ P \left( \frac{1}{|Z_{tn}|} Z_{tn} \left( [-(\hat{c} - \varepsilon)n, \infty) \right) \leq \frac{2}{3} \right)
\]
\[
\leq P \left( \forall 1 \leq i < \frac{2}{3}|Z_{tn}|, Z^i_{n-t_n} ([\theta x^* + \hat{c} - \varepsilon)n, \infty)) < e^{an} \right)
\]
\[
+ P \left( \frac{1}{|Z_{tn}|} Z_{tn} \left( (-\infty, -(\hat{c} - \varepsilon)n) \right) > \frac{1}{3} \right). \tag{3.3}
\]

Note that since \(G(\hat{c} - \varepsilon) < 0\) (see Lemma 3.4), by (2.1), for \(n\) large enough,
\[
P(Z_{n-t_n} \left( [((\theta x^* + \hat{c} - \varepsilon)n, \infty)) < e^{an} \right) < e^{-1}. \tag{3.4}
\]

Let \(G = \sigma(|Z_{tn}|)\). For the first term on the r.h.s. of (3.3), since \(Z_{tn}\) and \(\{Z^i_{n}\}_{n \geq 1}, i \geq 1\) are independent, we have for \(n\) large enough,
\[
P \left( \forall 1 \leq i < \frac{2}{3}|Z_{tn}|, Z^i_{n-t_n} ([\theta x^* + \hat{c} - \varepsilon)n, \infty)) < e^{an} \right)
\]
\[
= \mathbb{E} \left[ \prod_{1 \leq i < \frac{2}{3}|Z_{tn}|} P \left( Z^i_{n-t_n} \left( [((\theta x^* + \hat{c} - \varepsilon)n, \infty)) < e^{an} \right| G \right) \right]
\]
\[
\leq \mathbb{E} \left[ P \left( Z_{n-t_n} \left( [((\theta x^* + \hat{c} - \varepsilon)n, \infty)) < e^{an} \right) \right)^{\frac{1}{3}|Z_{tn}|} \right]
\]
\[
\leq \mathbb{E} \left[ e^{-\frac{1}{3}|Z_{tn}|} \right]
\]
\[
\leq 2C_0 p_1^{h \log n}
\]
\[
\leq 2C_0 n^{-\alpha}, \tag{3.5}
\]

where the second, third and last inequalities follow from (3.4), Lemma 3.1 and the fact that \(h > \frac{\alpha}{-\log p_1}\), respectively. For the second term on the r.h.s. of (3.3), by Markov inequality,
\[
P \left( Z_{tn} \left( (-\infty, -(\hat{c} - \varepsilon)n) \right) > \frac{1}{3} \right)
\]
\[
\leq 3 \mathbb{E} \left[ \frac{1}{|Z_{tn}|} Z_{tn} \left( (-\infty, -(\hat{c} - \varepsilon)n) \right) \right]
\]
\[
= 3 \mathbb{E} \left[ \mathbb{E} \left[ \frac{1}{|Z_{tn}|} \sum_{u \in Z_{tn}} 1_{((-\infty, -(\hat{c} - \varepsilon)n)(S_u) \right| G} \right] \right].
\]
\[ P\left( S_{\lfloor h \log n \rfloor} < - (\hat{c} - \epsilon)n \right) \leq 3 C_{\alpha}(h \log n)^2 (\hat{c} - \epsilon)^{-\alpha} n^{-\alpha}, \quad (3.6) \]

where the second equality follows by the fact that the branching and motion are independent and the last inequality comes from Lemma 3.2. Plugging (3.5) and (3.6) into (3.3) yields that

\[ P\left( Z_n([\theta x^* n, \infty)) < e^{an} \right) \leq 2 C_0 n^{-\alpha} + 3 C_{\alpha}(h \log n)^2 (\hat{c} - \epsilon)^{-\alpha} n^{-\alpha}. \quad (3.7) \]

As a result,

\[ \limsup_{n \to \infty} \frac{1}{\log n} \log P\left( Z_n([\theta x^* n, \infty)) < e^{an} \right) \leq -\alpha. \]

For the Weibull case, the proof is similar, the main changes are to let \( t_n = \lfloor h^{\alpha} n \rfloor \) in the upper bound (where \( h > \frac{L_{\alpha^*}}{-\log P_1} \)) and use Lemma 3.3. We feel free to omit its proof here. \( \square \)

4 Proof of Theorem 1.3: Böttcher Case, Bounded Tail

In this section, we are going to prove Theorem 1.3. We first present a lemma. Recall that

\[ L = -\text{ess inf } X \in (0, \infty), \quad b = \min\{ k \geq 0 : p_k > 0 \}, \]

\[ a^* = \left( \log m - I(x^*) \right) \frac{L + \theta x^*}{L + x^*} + \frac{(1 - \theta) x^*}{L + x^*} \log b \] \( \land \left[ \log m - I(\theta x^*) \right]. \]

Let

\[ F_L(c) := \log m - I \left( \frac{\theta x^* + Lc}{1 - c} \right) - \frac{a - c \log b}{1 - c}, \quad c \in \left( 0, \frac{(1 - \theta) x^*}{L + x^*} \right]. \quad (4.1) \]

Lemma 4.1 Assume \( a^* < \log m - I(\theta x^*). \) Then, for any \( a \in (a^*, \log m - I(\theta x^*)), \)

(i) the equation \( F_L(c) = 0 \) has a unique solution on \( 0, \left( \frac{(1 - \theta) x^*}{L + x^*} \right), \) denoted by \( \tilde{c}(L) \) (or \( \hat{c} \));

(ii) \( \tilde{c}(L) \) is continuous w.r.t. \( L, \) and

\[ F_L(\tilde{c}(L) - \delta) > 0 \text{ for } \delta \in (0, \tilde{c}(L)); \quad F_L(\tilde{c}(L) + \delta) < 0 \text{ for } \delta > 0. \quad (4.2) \]

Proof It is easy to see that

\[ F_L(c) = \log m - \log b - I \left( \frac{\theta x^* + Lc}{1 - c} \right) + \frac{\log b - a}{1 - c}, \]
and \( F_L(\cdot) \) is differentiable on \((0, (1-\theta)x^*/L+x^*)\) (since \( \frac{\theta x^* + Lc}{1-c} < x^* \)). Thus,

\[
F_L'(c) = -\frac{1}{(1-c)^2} \left[ I'(\frac{\theta x^* + Lc}{1-c}) (L + \theta x^*) + a - \log b \right].
\]

Since \( I(\cdot) \) is strictly convex and differentiable on \((0, x^*)\) (see [13, Exercise 2.2.24]), \( I'(x) \) is strictly increasing on \((0, x^*)\). Therefore, \( F_L'(c) = 0 \) admits at most one solution on \((0, (1-\theta)x^*/L+x^*)\).

This implies the monotonicity of \( F_L(c) \) has the following three cases:

(a) increasing on \((0, (1-\theta)x^*/L+x^*)\);
(b) decreasing on \((0, (1-\theta)x^*/L+x^*)\);
(c) increasing on some \((0, h)\), then decreasing on \([h, (1-\theta)x^*/L+x^*)\).

Since \( F(0) = \log m - I(\theta x^*) - a > 0 \), the monotonicity implies that \( F_L(c) = 0 \) has at most one solution in all three cases. On the other hand, since \( a > a^* \), we have

\[
F_L(\frac{(1-\theta)x^*}{L+x^*}) = \log m - I(x^*) - \frac{a - \log b}{1 - \frac{(1-\theta)x^*}{L+x^*}} < 0.
\]

Hence, \( F_L(c) = 0 \) has a unique solution on \((0, (1-\theta)x^*/L+x^*)\). This concludes (i). For (ii), by implicit function theorem, it is easy to know that \( \tilde{c}(L) \) is continuous w.r.t. \( L \). (4.2) follows by the definition of \( \tilde{c}(L) \).

Now, we are ready to prove Theorem 1.3: If \( p_1 = 0 \) and \( \text{ess inf } X = -L \in (-\infty, 0) \), then

\[
\lim_{n \to \infty} \frac{1}{n} \log \left[ -\log P \left( Z_n \left( (\theta x^* n, \infty) \right) < e^{an} \right) \right] = \begin{cases} 
\frac{(1-\theta)x^*}{L+x^*} \log b, & a \in [0, a^*);
\tilde{c}(L) \log b, & a \in [a^*, \log m - I(\theta x^*)].
\end{cases}
\]

For the lower bound, the strategy is to force every particle that produces \( b \) children up to time \( c^*(L)n \). Then, let the displacement of every individual before time \( c^*(L)n \) be close enough to \(-L\). Optimizing for \( c^*(L) \) yields the desired lower bound. For the upper bound, our inspiration comes from the proof of Cramér’s theorem. By the branching property, \( Z_n((\theta x^* n, \infty)) \) can be bounded below by \( \sum_{i=1}^{b_n} Z_{n-i} \) (sums of i.i.d. copies of BRW). Thus, by Chebyshev’s inequality, one can get an upper bound. To let this bound tend to zero, we use the dominated convergence theorem (which motivates us to define the following event \( E_n \) and \( K_n \) to satisfy the dominated convergence theorem’s condition).

**Proof Lower bound** Let

\[
c^*(L) = \begin{cases} 
\tilde{c}(L), & a^* < \log m - I(\theta x^*) \text{ and } a \in (a^*, \log m - I(\theta x^*));
\frac{(1-\theta)x^*}{L+x^*}, & \text{else}.
\end{cases}
\]

\( \square \) Springer
For every $L' \in (0, L)$ and $\delta \in (0, 1 - c^*(L'))$, let $t_n := \lfloor (c^*(L') + \delta)n \rfloor$. Observe that
\[
\mathbb{P} \left( Z_n \left( (\theta x^* n, \infty) \right) < e^{an} \right) \\
\quad \geq \mathbb{P} \left( \left| Z_{t_n} \right| = b^{j_n}, \forall u \in Z_{t_n}, S_u \leq -L't_n, Z_n \left( (\theta x^* n, \infty) \right) < e^{an} \right) \\
\quad \geq p_b \sum_{k=0}^{t_n-1} b^k \mathbb{P} (X \leq -L') \mathbb{P} \left( Z_{n-t_n} \left( (\theta x^* n + L't_n, \infty) \right) < e^{an} \right) \frac{b^n}{b^{j_n}}. \tag{4.3}
\]

We first consider the case that $a^* < \log m - I (\theta x^*)$ and $a \in (a^*, \log m - I (\theta x^*))$. In this case, since $c^*(L)$ is continuous w.r.t. $L$ and $c^*(L) < \frac{(1-\theta)x^*}{L+x^*}$ (see Lemma 4.1), we have
\[
\lim_{L' \to L \delta \to 0} \frac{\theta x^* + L'(c^*(L') + \delta)}{1 - (c^*(L') + \delta)} = \frac{\theta x^* + Lc^*(L)}{1 - c^*(L)} < x^*.
\]

Hence, for $L'$ close enough to $L$ and $\delta > 0$ small enough,
\[
\frac{\theta x^* + L'(c^*(L') + \delta)}{1 - (c^*(L') + \delta)} < x^*.
\]

As a consequence, applying (2.1), for $n$ large enough,
\[
\mathbb{P} \left( Z_{n-t_n} \left( (\theta x^* n + L't_n, \infty) \right) < e^{an} \right) \\
\quad \geq \mathbb{P} \left( \frac{1}{n-t_n} \log Z_{n-t_n} \left( (\theta x^* n + L't_n, \infty) \right) < \frac{an - t_n \log b}{n-t_n} \right) \geq 0.9, \tag{4.4}
\]

where the last inequality follows by Corollary 2.2 and the fact $F_{L'} (c^*(L') + \delta) < 0$ (see Lemma 4.1).

In the next, we consider the case of $a^* \geq \log m - I (\theta x^*)$ or $a \in [0, a^*)$. Note that in this case $c^*(L) = \frac{(1-\theta)x^*}{L+x^*}$. Since $\frac{\theta x^* + L(c^*(L) + \delta)}{1 - (c^*(L) + \delta)} > \frac{\theta x^* + Lc^*(L)}{1 - c^*(L)} = x^*$, there exists some $L'$ close enough to $L$ such that
\[
\frac{\theta x^* + L'(c^*(L') + \delta)}{1 - (c^*(L') + \delta)} > x^*.
\]

Thus, by (2.2), for $n$ large enough,
\[
\mathbb{P} \left( Z_{n-t_n} \left( (\theta x^* n + L't_n, \infty) \right) < e^{an} \right) \geq 0.9. \tag{4.5}
\]

Plugging (4.4) or (4.5) into (4.3) yields that for $n$ large enough,
\begin{align*}
P\left( Z_n([\theta x^n, \infty)) < e^{an} \right) & \geq \frac{1}{b^n} \sum_{k=0}^{t_n-1} b^k \frac{\log \left( \frac{t_n}{k+1} \right)}{\log b} \\
& \geq \left[ 0.9 \frac{\log \left( \frac{t_n}{k+1} \right)}{\log b} \right]^{b^n},
\end{align*}

where the last inequality follows by the fact that \( \sum_{k=0}^{t_n-1} b^k < b^{t_n} \). As a consequence, for \( L' \) close enough to \( L \) and \( \delta \) small enough, we have

\[
\limsup_{n \to \infty} \frac{1}{n} \log \left[ -\log P\left( Z_n([\theta x^n, \infty)) < e^{an} \right) \right] \leq (c^*(L') + \delta) \log b.
\]

So, the desired lower bound follows by letting \( L' \to L \) and \( \delta \to 0 \).

**Upper bound** Let \( t_n := \lfloor (c^*(L) - \delta)n \rfloor \) for \( \delta \in (0, c^*(L)) \). Fix \( \epsilon \in (0, 1 - \log 2) \). By the branching property,

\[
P\left( Z_n([\theta x^n, \infty)) < e^{an} \right) \leq P\left( Z_{t_n}([-L, \infty)) \geq b^{t_n}, Z_n([\theta x^n, \infty)) < e^{an} \right) + P\left( |E_n| \geq \lfloor \epsilon b^{t_n} \rfloor \right),
\]

where \( Z^{(i)}_{t_n-t} \), \( 1 \leq i \leq b^{t_n} \) are i.i.d. copies of \( Z_{t_n-t} \) and

\[
E_n := \left\{ 1 \leq i \leq b^{t_n} : Z^{(i)}_{t_n-t}([\theta x^n + L, \infty)) \geq 1 \right\}.
\]

Set

\[
K_n := \left\{ \forall 1 \leq j \leq \lfloor \epsilon b^{t_n} \rfloor, Z^{(j)}_{t_n-t}([\theta x^n + L, \infty)) \geq 1 \right\}.
\]

Observe that, by Stirling’s formula \( \lim_{n \to \infty} \frac{n^\gamma}{\sqrt{2\pi n^{(3/2)}}} = 1 \), we have the following upper bound for combinatorial number: For \( n \) large enough,

\[
\left( \frac{b^{t_n}}{\lfloor \epsilon b^{t_n} \rfloor} \right) \leq \exp \left\{ - \left[ (1 - \epsilon) \log(1 - \epsilon) + \epsilon \log \epsilon \right]^{b^{t_n}} \right\} \leq e^{(\log 2)b^{t_n}}.
\]

Note that \( F_L(c^*(L) - \delta) > 0 \). (If \( c^*(L) = \frac{(1-\theta)x^*}{L+x^*} \) this comes from the definition of \( a^* \); if \( c^*(L) = \tilde{c}(L) \) this follows by Lemma 4.1 (ii).) Write

\[
T_\epsilon(n) := \frac{an - \log \lfloor \epsilon b^{t_n} \rfloor}{n - t_n}.
\]
As usual, write $P^n (\cdot) := (P (\cdot))^n$ and $E^n [\cdot] := (E [\cdot])^n$. For the first term on the r.h.s. of (4.6), for $n$ large enough,

$$
P \left( \sum_{i=1}^{b^n} Z_{n-t_n}^{(i)} ([\theta x^* n + L t_n, \infty)) < e^{a n}, |E_n| \geq [ \epsilon b^n ] \right)
$$

\begin{align*}
& \leq ( [ \epsilon b^n ] ) \mathbb{P} \left( \sum_{j=1}^{[ \epsilon b^n ]} \frac{1}{n-t_n} \log Z_{n-t_n}^{(j)} ([\theta x^* n + L t_n, \infty)) < T_\epsilon (n); K_n \right) \\
& \leq ( [ \epsilon b^n ] ) \mathbb{E} \left[ \exp \left\{ \frac{2}{\epsilon F_L (c^*(L) - \delta)} [T_\epsilon (n); [ \epsilon b^n ] \\
& \quad - \sum_{j=1}^{[ \epsilon b^n ]} \frac{1}{n-t_n} \log Z_{n-t_n}^{(j)} ([\theta x^* n + L t_n, \infty)) \right\}; K_n \right] \\
& = ( [ \epsilon b^n ] ) \mathbb{E} \left[ \exp \left\{ \frac{2}{\epsilon F_L (c^*(L) - \delta)} [T_\epsilon (n) \\
& \quad - \frac{1}{n-t_n} \log Z_{n-t_n} ([\theta x^* n + L t_n, \infty)) \right\}; Z_{n-t_n} ([\theta x^* n + L t_n, \infty)) \geq 1 \right],
\end{align*}

(4.8)

where the second inequality follows by the concavity of $g(x) = \log x$ and the third inequality comes from the exponential Chebyshev’s inequality. Note that

$$
\frac{\theta x^* + L (c^*(L) - \delta)}{1 - (c^*(L) - \delta)} < x^*.
$$

Thus, by (2.1), almost surely,

$$
\lim_{n \to \infty} \frac{2}{\epsilon F_L (c^*(L) - \delta)} \left[ T_\epsilon (n) - \frac{1}{n-t_n} \log Z_{n-t_n} ([\theta x^* n + L t_n, \infty)) \right] \\
= \frac{2}{\epsilon F_L (c^*(L) - \delta)} \left[ a - (c^*(L) - \delta) \log b \frac{1}{1 - (c^*(L) - \delta)} - \log m + I \left( \frac{\theta x^* + L (c^*(L) - \delta)}{1 - (c^*(L) - \delta)} \right) \right] \\
= - \frac{2}{\epsilon},
$$

(4.9)

where the last equality follows from (4.1). Therefore, by the dominated convergence theorem, for $n$ large enough, the expectation term in (4.8) is bounded above by $e^{-b^n}$. This, together with (4.7), yields that
\[
\mathbb{P}\left( \sum_{i=1}^{b^{|n|}} Z_{n-1}^{(i)} ([\theta x^* n + L_{t_n}, \infty)) < e^{a n}, |E_n| \geq |e b^{\alpha n}| \right) \leq e^{-(1-\log 2) b^{\alpha n}}. \quad (4.10)
\]

For the second term on the r.h.s. of (4.6), for \( n \) large enough,
\[
\mathbb{P}\left( |E_n| < |e b^{\alpha n}| \right) \leq \left( \frac{b^{\alpha n}}{1-\log 2} \right) \mathbb{P}\left( Z_{n-1}^{(i)} ([\theta x^* n + L_{t_n}, \infty)) = 0 \right) \leq e^{(1-\log 2) b^{\alpha n}} \leq e^{-(1-\log 2) b^{\alpha n}}. \quad (4.11)
\]

where the second inequality follows from (4.7) and the third inequality follows from (2.1). Plugging (4.10) and (4.11) into (4.6) yields that for \( \epsilon \in (0, 1-\log 2) \) and \( n \) large enough,
\[
\mathbb{P}\left( Z_n ([\theta x^* n, \infty)) < e^{a n} \right) \leq e^{-(1-\log 2) b^{\alpha n}} + e^{-[(1-\epsilon)-\log 2] b^{\alpha n}} \leq 2 e^{-[(1-\epsilon)-\log 2] b^{\alpha n}}.
\]

Therefore,
\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left( Z_n ([\theta x^* n, \infty)) < e^{a_n} \right) \geq (c^*(L) - \delta) \log b.
\]

So, the desired upper bound follows by letting \( \delta \to 0. \)

5 Proof of Theorem 1.4: Böttcher Case, Weibull Tail

In this section, we assume \( p_1 = 0 \) and \( \log \mathbb{P}(X \leq -z) \sim -\lambda z^\alpha \) as \( z \to \infty \) for \( \alpha, \lambda > 0 \). This section will be divided into two subsections. In the first subsection, we consider the sub-Weibull case (i.e., \( \alpha \in (0, 1) \)). In the second subsection, we consider the super-Weibull case (i.e., \( \alpha > 1 \)).

5.1 Sub-Weibull Tail: \( \alpha \in (0, 1) \)

In this subsection, we consider the sub-Weibull tail case, i.e., \( \log \mathbb{P}(X \leq -z) \sim -\lambda z^\alpha \), where \( \alpha \in (0, 1] \). We are going to prove the following:

\[
\lim_{n \to \infty} \frac{1}{n^\alpha} \log \mathbb{P}\left( Z_n ([\theta x^* n, \infty)) < e^{a_n} \right) = \begin{cases} 
-\lambda b (x^* - \theta x^*)^\alpha, & \alpha \in (0, 1], \ a \in [0, \log m - I(x^*)]; \\
-\lambda b \hat{c}^\alpha, & \alpha \in (0, 1], \ a \in (\log m - I(x^*), \log m - I(\theta x^*)),
\end{cases}
\]

where \( \hat{c} \) is the unique solution of \( \log m - I(\theta x^* + \hat{c}) = a \).

For the lower bound, the strategy is to let the initial particle produce exactly \( b \) children and force these children to reach below \(-\hat{c} n \) (where \( \hat{c} \) is chosen
such that \( Z_{n-1}(\theta x^n + \hat{c}, \infty)) \approx e^{an} \). Let \( t_n := \lfloor \frac{2a}{\log b} \log n \rfloor \). For the upper bound, we first prove that under the event \( \{ Z_{t_n}([-\hat{c}, \infty)) \geq b^{l_{n-1}} \} \), it is very hard for \( \{ Z_n(\theta x^n, \infty)) < e^{an} \) to happen. Thus, the leading order of \( \mathbb{P}(Z_n(\theta x^n, \infty)) < e^{an} \) comes from the probability \( \mathbb{P}(Z_{t_n}([-\hat{c}, \infty)) < b^{l_{n-1}}) \), which has been already considered in \([12, (3.11)-(3.12)]\).

**Proof Lower bound** Recall that \( G(c) = \log m - I(\theta x^* + c) - a, \hat{c} = \inf \{ c \geq 0 : G(c) < 0 \} \). We first consider the case \( a > \log m - I(x^*) \). In this case, we have shown (see Lemma 3.4):

\( \hat{c} \) is the unique solution of \( G(c) = 0 \) on \((0, (1 - \theta)x^*)\); \( G(\hat{c} + \delta) < 0 \) for \( \delta > 0 \).

Since \( \log \mathbb{P}(X \leq -z) \sim -\lambda z^\alpha \), for \( z \) large enough,

\[
\mathbb{P}(X \leq -z) \geq e^{-(\lambda + \delta)z^\alpha}. 
\] (5.1)

The branching property gives, for any \( \delta > 0 \) and \( n \) large enough,

\[
\mathbb{P}(Z_n(\theta x^n, \infty)) < e^{an})
\]
\[
\geq \mathbb{P}\left(Z_1 = b, \forall u \in Z_1, S_u \leq -(\hat{c} + \delta)n, \sum_{i=1}^b Z_{n-1}^{(i)}(\theta x^n + \hat{c} + \delta)n) < e^{an}\right)
\]
\[
\geq \mathbb{P}(Z_1 = b, \forall u \in Z_1, S_u \leq -(\hat{c} + \delta)n)
\]
\[
\times \mathbb{P}\left(Z_{n-1}^{(i)}(\theta x^n + \hat{c} + \delta)n, \infty) < e^{an}/b, \forall 1 \leq i \leq b\right)
\]
\[
\geq p_b e^{-(\lambda + \delta)(\hat{c} + \delta)n^\alpha b} \mathbb{P}\left(Z_{n-1}(\theta x^n + \hat{c} + \delta)n, \infty) < e^{an}/b\right)^b
\]
\[
\geq p_b e^{-(\lambda + \delta)(\hat{c} + \delta)n^\alpha b} \left(\frac{\log Z_{n-1}(\theta x^n + \hat{c} + \delta)n, \infty) \approx \frac{an - \log b}{n - 1}\right)^b
\]
\[
\geq 0.9 p_b e^{-(\lambda + \delta)(\hat{c} + \delta)n^\alpha b},
\] (5.2)

where the last inequality follows by (2.1) and the fact \( G(\hat{c} + \delta) < 0 \). Thus, for any \( \delta > 0 \),

\[
\liminf_{n \to \infty} \frac{1}{n^\alpha} \log \mathbb{P}(Z_n(\theta x^n, \infty)) < e^{an}) \geq -(\lambda + \delta)(\hat{c} + \delta)n^\alpha b.
\]

So, the desired lower bound follows by letting \( \delta \to 0 \).

**Upper bound** Let \( t_n := \lfloor \frac{2a}{\log b} \log n \rfloor \). Fix \( \delta \in (0, \hat{c}) \). Note that

\[
\mathbb{P}(Z_n(\theta x^n, \infty)) < e^{an})
\]
\[
\leq \mathbb{P}(Z_{t_n}([-\hat{c} - \delta n, \infty)) \geq b^{l_{n-1}}, Z_n(\theta x^n, \infty)) < e^{an})
\]
\[
+ \mathbb{P}(Z_{t_n}([-\hat{c} - \delta n, \infty)) < b^{l_{n-1}}).
\]
For the first term on the right-hand side above, note that by the branching property, for \( n \) large enough,

\[
\begin{align*}
\mathbb{P}
\left(Z_{t_n} \left(\{-(\hat{c} - \delta)n, \infty\}\right) &\geq b^{n-1}, \quad Z_n(\{\theta x^* n, \infty\}) < e^{an} \right) \\
&\leq \mathbb{P}
\left(\sum_{k=1}^{b^{n-1}} Z_{n-t_n}^{(i)}(\{((\theta x^* + \hat{c} - \delta)n, \infty\}) < e^{an} \right) \\
&\leq \mathbb{P}
\left(\frac{\log Z_{n-t_n}(\{((\theta x^* + \hat{c} - \delta)n, \infty\})}{n-t_n} < \frac{an}{n-t_n} \right) \\
&\leq 0.9^{b^{n-1}},
\end{align*}
\]

where the last inequality follows by (2.1) and the fact that \( G(\hat{c} - \delta) > 0 \) (see Lemma 3.4).

For the second term, since \(|Z_1| \geq b\), for any \( \epsilon \in (0, 1) \) and \( n \) large enough, we have

\[
\begin{align*}
\mathbb{P}
\left(Z_{t_n} \left(\{-(\hat{c} - \delta)n, \infty\}\right) &< b^{n-1} \right) \\
&\leq \mathbb{P}
\left(\forall u \in Z_1, Z_{t_n-1}^{u} \left(\{-(\infty, -(\hat{c} - \delta)n)\} \geq 1 \right) \\
&\leq \mathbb{P}
\left(Z_{t_n-1} \left(\{-(\infty, -(\hat{c} - \delta)n - X')\} \geq 1 \right) \\
&\leq \mathbb{E}\left[Z_{t_n-1} \left(\{-(\infty, -(\hat{c} - \delta)n - X')\}\right)\right] \\
&= \left[m^{(t_n-1)}\mathbb{P}\left(S_{t_n} \leq -(\hat{c} - \delta)n\right)\right]^b \\
&\leq m^{b(t_n-1)} e^{-\lambda(1-\epsilon)(\hat{c}-\delta)\alpha n^b}, \quad (5.3)
\end{align*}
\]

where \( X' \) is a copy of \( X \) and independent of \( Z_{t_n-1} \) and the last inequality follows from Lemma 3.3. Hence, for \( \delta \in (0, \hat{c}) \) and \( \epsilon \in (0, 1) \),

\[
\mathbb{P}
\left(Z_n(\{\theta x^* n, \infty\}) < e^{an} \right) \leq m^{b(t_n-1)} e^{-\lambda(1-\epsilon)(\hat{c}-\delta)\alpha n^b} + 0.9^{b^{n}} \\
\leq 2m^{b(t_n-1)} e^{-\lambda(1-\epsilon)(\hat{c}-\delta)\alpha n^b},
\]

which implies the desired upper bound.

Now, it remains to deal with the case that \( \log m - I(x^*) > 0 \) and \( a \in [0, \log m - I(x^*)] \). In this case, \( \hat{c} = (1 - \theta)x^* \). The proof is basically the same as above. The only difference is to replace (2.1) with (2.2). \( \square \)

### 5.2 Super-Weibull Tail: \( \alpha > 1 \)

In this subsection, we consider the super-Weibull tail case, i.e., \( \log \mathbb{P}(X \leq -z) \sim -\lambda z^\alpha \) for some \( \alpha \in (1, \infty) \). We are going to prove the following:

(i) If \( a \in [0, \log m - I(x^*)] \), then

\[
\lim_{n \to \infty} \frac{1}{n^\alpha} \log \mathbb{P}(Z_n(\{\theta x^* n, \infty\}) < e^{an}) = -\lambda \left(\frac{1}{b^{\alpha-1}} - 1\right)^{\alpha-1} (x^* - \theta x^*)^\alpha;
\]

\( \square \) Springer
(ii) If \( a \in (\log m - I(x^*), \log m - I(\theta x^*)) \), then

\[
\lim_{n \to \infty} \frac{1}{n^\alpha} \log \mathbb{P}(Z_n([\theta x^* n, \infty)) < e^{\alpha n}) = -\lambda \left( b^{\frac{1}{\alpha} - 1} \right)^{\alpha - 1} \hat{c}^\alpha.
\]

The upper bound uses the same method as sub-Weibull case. The proof of the lower bound that is given below uses a method similar to that of [12, Theorem 1.3]. We force the branching random walk to behave a \( b \)-regular tree up to some time \( t_n = \Theta(1) \log n \). Then, we let each individual on this regular tree to make displacement smaller than some \(-a_k\) with \( \sum_{k=1}^{t_n} a_k = \hat{c} n \) (where \( k \) is the generation of the individual and \( \hat{c} \) is chosen such that \( \sum_{i=1}^{b^{t_n}} Z_n^{(i)}[\theta x^* n + \hat{c} n, \infty) \approx e^{\alpha n} \)). Obviously, to make the lower bound as large as possible, \( \{a_k\}_{1 \leq k \leq t_n} \) should be the solution of

\[
\inf_{\sum_{k=1}^{t_n} a_k = \hat{c} n, a_k \geq 0, 1 \leq k \leq t_n} \sum_{k=1}^{t_n} a_k^{\alpha} b^k.
\]

In the next, we are going to solve this optimization problem. Let \( u_k := b^{\frac{1}{\alpha} - 1} \), \( 1 \leq k \leq t_n \). It is simple to see that

\[
u_k^{1-\alpha} b^k = 1 \quad \text{for} \quad 1 \leq k \leq t_n.
\]

By the Jensen inequality,

\[
\sum_{k=1}^{t_n} a_k^{\alpha} b^k = \left( \sum_{i=1}^{t_n} u_i^{1-\alpha} b^i \right)^\alpha \sum_{k=1}^{t_n} (a_k u_k)^\alpha \frac{u_k^{1-\alpha} b^k}{\sum_{i=1}^{t_n} u_i^{1-\alpha} b^i} \geq \left( \sum_{i=1}^{t_n} u_i^{1-\alpha} b^i \right)^1 \left[ \sum_{k=1}^{t_n} a_k u_k^{1-\alpha} b^k \right]^\alpha = \left[ \sum_{i=1}^{t_n} (b^{\frac{1}{\alpha} - 1} b^i) \right]^{1-\alpha} \left[ \sum_{k=1}^{t_n} a_k \right]^\alpha \geq \left[ \sum_{i=1}^{t_n} (b^{\frac{1}{\alpha} - 1} b^i) \right]^{1-\alpha} \left( \hat{c} n \right)^\alpha,
\]

(5.5)
where the third equality follows from (5.4). Through simple calculations,

\[
\sum_{i=1}^{t_n} \left( b^{\frac{1}{a-1}} \right)^i = \frac{b^{\frac{1}{a-1}} \left( 1 - b^{\frac{a-n}{a-1}} \right)}{1 - b^{\frac{1}{a-1}}} \sim \frac{1}{b^{\frac{1}{a-1}} - 1} = \frac{1}{b^\alpha - 1},
\]

where \( a_n \sim b_n \) means \( \lim_{n \to \infty} a_n / b_n = 1 \) and \( b^\alpha := b^{\frac{1}{a-1}} \). Note that the right-hand side of (5.5) is fixed (independent of \( \{a_k\}_{1 \leq k \leq t_n} \)). Thus, to achieve the lower bound, we must choose \( \{a_k\}_{1 \leq k \leq t_n} \) such that \( \{a_k u_k\}_{1 \leq k \leq t_n} \) are independent of \( k \).

Say,

\[
a_k u_k = (b^\alpha - 1) \hat{c} n \quad \text{for} \quad 1 \leq k \leq t_n.
\]

Hence,

\[
a_k = \frac{b^\alpha - 1}{b^{\alpha} \hat{c} n}, \quad 1 \leq k \leq t_n.
\]

By this means, we can replace \( \geq \) in (5.5) with \( = \). Plugging these into (5.5) yields that

\[
\sum_{k=1}^{t_n} a_k^\alpha b^k \sim \left( b^{1/(\alpha-1)} - 1 \right)^{\alpha-1} (\hat{c} n)^\alpha.
\]

Therefore, we conclude that

\[
\inf_{\sum_{k=1}^{t_n} a_k \geq \hat{c} n} \sum_{k=1}^{t_n} a_k^\alpha b^k \sim \left( b^{1/(\alpha-1)} - 1 \right)^{\alpha-1} (\hat{c} n)^\alpha.
\]

Note that the right-hand side of the above appears in the theorem. Now, we are ready to prove the theorem.

**Proof Lower bound** Recall that \( G(c) = \log m - I(\theta \bar{x}^* + c) - a \) and \( \hat{c} = \inf \{c \geq 0 : G(c) < 0\} \). Again, we first consider the case \( a > \log m - I(\bar{x}^*) \). Set \( t_n := \lfloor \frac{\alpha}{2 \log b} \log n \rfloor \) and \( a_k := \frac{b^{\alpha-n}}{b^{\alpha}} (\hat{c} + \delta) n \) for \( 1 \leq k \leq t_n \), where \( \delta \) is a positive constant. By a simple calculation, for \( n \) large enough,

\[
(\hat{c} + \delta / 2)n \leq \sum_{k=1}^{t_n} a_k \leq (\hat{c} + \delta) n, \quad \sum_{k=1}^{t_n} a_k^\alpha b^k \leq \left( b^{\frac{1}{a-1}} - 1 \right)^{\alpha-1} (\hat{c} + \delta)^\alpha n^\alpha.
\]

(5.7)

Denote by \( X_u \) the displacement of particle \( u \). By the branching property, for \( n \) large enough,

\[ \hat{c} \] Springer
\[
\mathbb{P}\left(Z_n((\theta x^* n, \infty)) < e^{an}\right) \\
\geq \mathbb{P}\left(|Z_{tn}| = b^{tn}; \forall u \in Z_i, 1 \leq i \leq t_n, X_u \leq -a|u|\right) \\
\times \sum_{i=1}^{b^{tn}} \mathbb{P}\left(Z_{n-tn}^{(i)}\left((\theta x^* n + \sum_{k=1}^{t_n} a_k, \infty)\right) < e^{an}\right) \\
\geq \prod_{k=0}^{t_n-1} b^k \mathbb{P}(X_k \leq -a) b^k \mathbb{P}^{b^n} \left(Z_{n-tn}^{(i)}\left((\theta x^* n + \sum_{k=1}^{t_n} a_k, \infty)\right) < e^{an}\right) \\
\geq p_b^{\sum_{k=0}^{t_n-1} b^k} \exp\left\{-\left(\lambda + \delta\right) \sum_{k=1}^{t_n} a^\alpha b^k\right\} \\
\times \mathbb{P}^{b^n} \left(\frac{1}{n-t_n} \log \mathbb{P}(Z_{n-tn}^{(i)}\left((\theta x^* n + \hat{c} + \delta/2)n, \infty)\right) < \frac{an - tn \log b}{n-t_n}\right), (5.8)
\]

where the last inequality follows from (5.1) and (5.7). Since (2.1) and \( G(\hat{c} + \delta/2) < 0 \) (see Lemma 3.4), for \( n \) large enough, we have

\[
\mathbb{P}\left(\frac{\log \mathbb{P}(Z_{n-tn}^{(i)}\left((\theta x^* n + \hat{c} + \delta/2)n, \infty)\right) < \frac{an - tn \log b}{n-t_n}}{n-t_n}\right) \geq 0.9. \tag{5.9}
\]

So, plugging (5.7) and (5.9) into (5.8) yields that

\[
\mathbb{P}\left(Z_n(\theta x^* n + B) < e^{an}\right) \\
\geq p_b^{\sum_{k=0}^{t_n-1} b^k} \left(0.9\right)^{b_n} \exp\left\{-\left(\lambda + \delta\right) \sum_{k=1}^{t_n} a^\alpha b^k\right\} \\
\geq (0.9 p_b)^{b_n+1} \exp\left\{-\left(\lambda + \delta\right) \left(b \frac{1}{\alpha-1} - 1\right)^{\alpha-1} (\hat{c} + \delta)^\alpha n^\alpha\right\} \\
\geq (0.9 p_b)^{bn^{\alpha/2}} \exp\left\{-\left(\lambda + \delta\right) \left(b \frac{1}{\alpha-1} - 1\right)^{\alpha-1} (\hat{c} + \delta)^\alpha n^\alpha\right\}, \tag{5.10}
\]

where the second inequality follows by the fact that \( \sum_{k=0}^{t_n} b^k < b^{n+1} \). Thus, for every small \( \delta > 0 \), we have

\[
\liminf_{n \to \infty} \frac{1}{n^\alpha} \log \mathbb{P}\left(Z_n((\theta x^* n, \infty) < e^{an}\right) \geq -\left(\lambda + \delta\right) \left(b \frac{1}{\alpha-1} - 1\right)^{\alpha-1} (\hat{c} + \delta)^\alpha.
\]

The desired lower bound finally follows by letting \( \delta \to 0 \).
Upper bound The upper bound is similar to the sub-Weibull tail case. Set \( t_n := \lfloor \frac{2\alpha}{\log b} \log n \rfloor \) and \( \delta_n := \lfloor \frac{\alpha}{2 \log b} \log n \rfloor \). For \( \delta \in (0, \hat{c}) \), we have

\[
\mathbb{P}(Z_n((\theta x^* n, \infty)) < e^{\alpha n}) \\
\leq \mathbb{P}(Z_{tn}([-(\hat{c} - \delta) n, \infty)) \geq b^{t_n - \delta n}, Z_n((\theta x^* n, \infty)) < e^{\alpha n}) \\
+ \mathbb{P}(Z_{tn}([-(\hat{c} - \delta) n, \infty)) < b^{t_n - \delta n}).
\]

For the first term on the r.h.s. above, note that by the branching property and (2.1), we have

\[
\mathbb{P}(Z_{tn}([-(\hat{c} - \delta) n, \infty)) \geq b^{t_n - \delta n}, Z_n((\theta x^* n, \infty)) < e^{\alpha n}) \leq (0.9)b^{t_n - \delta n}.
\]

For the second term, [12, (3.36)] gives that for any \( \epsilon > 0 \) and \( n \) large enough,

\[
\mathbb{P}(Z_{tn}([-(\hat{c} - \delta) n, \infty)) < b^{t_n - \delta n}) \\
\leq \exp \left\{ -\lambda(1 - \epsilon) \left( b^{\frac{1}{\alpha - 1}} - 1 \right)^{\alpha - 1} (1 - b^{-\delta n})^{1+\alpha} (\hat{c} - \delta)^{\alpha} n^{\alpha} \right\}.
\]

Thus, for any small \( \epsilon > 0 \) and \( \delta > 0 \), we have

\[
\limsup_{n \to \infty} \frac{1}{n^{\alpha}} \log \mathbb{P}(Z_n((\theta x^* n, \infty)) < e^{\alpha n}) \geq -\lambda(1 - \epsilon) \left( b^{\frac{1}{\alpha - 1}} - 1 \right)^{\alpha - 1} (\hat{c} - \delta)^{\alpha},
\]

which implies the result.

It remains to treat the case of \( \log m - I(x^*) > 0 \) and \( a \in [0, \log m - I(x^*)] \). In this case, one can show that \( \hat{c} = (1 - \theta)x^* \). The proof is basically the same as above. The only difference is to replace (2.1) with (2.2).
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