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Abstract: The inverse of a Vandermonde matrix has been used for signal processing, polynomial interpolation, curve fitting, wireless communication, and system identification. In this paper, we propose a novel fast recursive algorithm to compute the inverse of a Vandermonde matrix. The algorithm computes the inverse of a higher order Vandermonde matrix using the available lower order inverse matrix with a computational cost of $O(n^2)$. The proposed algorithm is given in a matrix form, which makes it appropriate for hardware implementation. The running time of the proposed algorithm to find the inverse of a Vandermonde matrix using a lower order Vandermonde matrix is compared with the running time of the matrix inversion function implemented in MATLAB.
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1. Introduction
The Vandermonde matrix and its inverse have been widely used in many applications, such as polynomial interpolation (Phillips, 2003), curve fitting (Wilf, 1958), system identification (Barker, Tan, & Godfrey, 2004), signal reconstruction (Olkkonen & Olkkonen, 2010), wireless communication (Wang, Scaglione, Giannakis, & Barbarossa, 1999), and signal processing (Ryan & Debbah, 2009). Computing the inverse of a Vandermonde matrix has been extensively studied over the last four decades. You
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The Vandermonde matrix and its inverse have been widely used in many applications, such as polynomial interpolation and signal processing. In this paper, a fast recursive algorithm is proposed to find the inverse of a Vandermonde matrix. We show that the inverse of $\alpha(n + 1) \times (n + 1)$ Vandermonde matrix can be computed recursively using the inverse of a reduced size $n \times n$ Vandermonde matrix. The size of $n \times n$ Vandermonde matrix can be further reduced until we reach to a size small enough that the inverse can be computed easily.

Furthermore, the proposed algorithm can be used for finding the inverse Vandermonde matrix when the entries are observed sequentially. The proposed algorithm in each iteration uses the new entry and the previous inverse matrix to compute the inverse of the increased size Vandermonde matrix.
(1964) and Wertz (1965) used the Lagrange interpolation formula and expressed the elements of the inverse of a Vandermonde matrix as the coefficients of a polynomial. Explicit formulas for finding the inverse of the Vandermonde matrix are given in Kaufman (1969), Neagoe (1996), El-Mikkawy (2003), Respondek (2016). Authors in Gautschi and Inglese (1988) found lower bounds for the condition number of the Vandermonde matrices and showed that the bounds grow exponentially as the size of the matrix increases. Therefore, the Vandermonde matrices are usually ill conditioned and the methods proposed in Kaufman (1969), Neagoe (1996), El-Mikkawy (2003) may fail to accurately compute the elements of the inverse matrix. In later works, fast algorithms are derived in $O(n^2)$ and $O(n^3)$ to compute the elements of the inverse of the Vandermonde matrix (Eisinberg & Fedele, 2006; Gohberg & Olshevsky, 1997).

In this paper, we propose a novel recursive algorithm for computing the inverse of the Vandermonde matrix. We show that the inverse of a $(n+1) \times (n+1)$ Vandermonde matrix can be computed recursively using the inverse of a reduced size $n \times n$ Vandermonde matrix. The size of $n \times n$ Vandermonde matrix can be further reduced until we reach to a size small enough that the inverse can be computed easily. One of the advantages of the proposed recursive algorithm is its capability to update the inverse matrix when the size of the matrix increases due to observing new incoming entries. The entries of the Vandermonde matrix can be considered as a sequence such that by observing each new entry, the size of the matrix increases by one. In the real-world applications, we may confront situations where a complete set of the entries is not available in advance and the matrix entries are observed sequentially (Aliyari Ghassabeh & Abrishami Moghaddam, 2013; Aliyari Ghassabeh, Rudzicz, & Abrishami Moghaddam, 2015). The proposed techniques in Kaufman (1969), Neagoe (1996), El-Mikkawy (2003), Gohberg and Olshevsky (1997), Eisinberg and Fedele (2006) require to have access to the whole entries in advance to find the inverse matrix. In contrast to the previously mentioned methods, the proposed recursive algorithm has the ability to observe the entries sequentially and update the new (increased size) inverse matrix simultaneously. The computational cost for computing the inverse of $(n+1) \times (n+1)$ Vandermonde matrix using $n \times n$ dimensional inverse matrix after observing the new entry is $O(n^2)$, which is considerably less than the usual matrix inversion techniques. Furthermore, the proposed recursive algorithm is presented in a matrix form that makes it suitable for hardware implementation and reduces the computational time and complexity.

The paper is organized as follows: Section 2 introduces the new recursive algorithm for computing the inverse of a Vandermonde matrix. The simulation results are given in Section 3, where the running time of the proposed algorithm for computing the inverse of a Vandermonde matrix is compared with the running time of the inverse function implemented in MATLAB. The concluding remarks are given in Section 4.

2. Proposed recursive algorithm

Let $A_n = A(a_1, a_2, \ldots, a_n), n \geq 1$ denote an $n \times n$ Vandermonde matrix defined over the set of all complex numbers $\mathbb{C}$,

$$A(a_1, a_2, \ldots, a_n) = \begin{pmatrix} 1 & 1 & \ldots & 1 \\ a_1 & a_2 & \ldots & a_n \\ \vdots & \vdots & \ddots & \vdots \\ a_1^{n-1} & a_2^{n-1} & \ldots & a_n^{n-1} \end{pmatrix}, \quad a_i \in \mathbb{C}, i = 1, \ldots, n.$$

The determinant of $A_n$ is given by $|A| = \prod_{1 \leq i < j \leq n}(a_j - a_i)$ (Mirsky, 2011). Therefore, the Vandermonde matrix is nonsingular if and only if the parameters $a_i, i = 1, \ldots, n$ are distinct.

**Definition 1** Let $B_n = B(a_1, a_2, \ldots, a_n), n \geq 1$ be an $n \times n$ matrix defined by
\[ \mathbf{B}_n = \mathbf{B}(a_1, a_2, \ldots, a_n) = \begin{pmatrix} a_1 & a_2 & \cdots & a_n \\ a_1^2 & a_2^2 & \cdots & a_n^2 \\ \vdots & \vdots & \cdots & \vdots \\ a_1^n & a_2^n & \cdots & a_n^n \end{pmatrix}, \quad a_i \in \mathbb{C}, i = 1, \ldots, n. \]

Then we have the following proposition

**Proposition 1** (Horn & Johnson, 1990) Suppose that \( \mathbf{A}_n \) and \( \mathbf{B}_n \) are defined as above. Let \( d \neq 0 \) denote the determinant of the Vandermonde matrix \( \mathbf{A}_n \) i.e. \( |\mathbf{A}_n| = d \). Assume \( a_i \neq 0, i = 1, \ldots, n \), then

\[ |\mathbf{B}_n| = d \prod_{i=1}^{n} a_i \quad \text{and} \quad \mathbf{B}^{-1}_n \text{is given by} \]

\[ \mathbf{B}^{-1}_n = \frac{1}{d} \begin{pmatrix} \text{cof } \mathbf{A}_{n1} & \text{cof } \mathbf{A}_{n2} & \cdots & \text{cof } \mathbf{A}_{nn} \\ \text{cof } \mathbf{A}_{n1} & \text{cof } \mathbf{A}_{n2} & \cdots & \text{cof } \mathbf{A}_{nn} \\ \vdots & \vdots & \cdots & \vdots \\ \text{cof } \mathbf{A}_{n1} & \text{cof } \mathbf{A}_{n2} & \cdots & \text{cof } \mathbf{A}_{nn} \end{pmatrix}, \]

where \( \text{cof } \mathbf{A}_{ni} \) denotes the \( i \)th cofactor of the matrix \( \mathbf{A}_n \).

Therefore, if \( \mathbf{A}_n^{-1} \) is available then \( \mathbf{B}_n^{-1} \) can be computed with complexity \( O(n^3) \) using Proposition 1.

Now we are in a position to prove the following lemma that introduces a recursive algorithm for finding the inverse of a Vandermonde matrix

**Lemma 1** Let \( \mathbf{A}_{n+1} = \mathbf{A}(a_1, a_2, \ldots, a_{n+1}) \) denote an \( (n+1) \times (n+1) \) Vandermonde matrix such that \( a_i \neq 0, i = 1, \ldots, n+1 \). Let \( \mathbf{B}_n = \mathbf{B}(a_1, a_2, \ldots, a_n) \) be an \( n \times n \) matrix according to Definition 1. Let \( \mathbf{I}_n \) denote the identity matrix of order \( n \). Furthermore, let \( \mathbf{b}_n \) denote the \( i \)th element of \( \mathbf{B}_n^{-1} \). Then the inverse of the Vandermonde matrix \( \mathbf{A}_{n+1} \) is given by the following recursive formula

\[ \mathbf{A}_{n+1}^{-1} = \mathbf{E}_{n+1} \mathbf{C}_{n+1} \mathbf{D}_{n+1}, \]

where

\[ \mathbf{D}_{n+1} = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 0 & \mathbf{B}_n^{-1} \\ \vdots \\ 0 \\ \end{pmatrix}, \quad \mathbf{C}_{n+1} = \begin{pmatrix} 1 & -1 & -1 & \cdots & -1 \\ -1 & 2 & 1 & \cdots & 1 \\ -1 & 1 & 2 & \cdots & 1 \\ \vdots & \vdots & \vdots & \cdots & \vdots \\ -1 & 1 & 1 & \cdots & 1 \end{pmatrix}, \quad \mathbf{E}_{n+1} = \begin{pmatrix} \frac{1}{c_{n+1}} & 0 & \cdots & 0 \\ \frac{c_{n+1}}{c_{n+1}} \\ \vdots \\ \frac{c_{n+1}}{c_{n+1}} \\ \frac{c_{n+1}}{c_{n+1}} \end{pmatrix} \mathbf{I}_n, \]

where \( \mathbf{B}_n^{-1} \) is computed using Proposition 1, \( \mathbf{C}_{n+1} \) is a constant matrix, and \( c_i, i = 1, \ldots, n+1 \) are given by

\[ \begin{align*} c_i &= 1 - a_{11} - a_{21} - a_{31} - \cdots - a_{n1}, \\ c_{i+1} &= a_{i1} - c_i, i = 1, \ldots, n, \\ a_{ij} &= b_1 a_{i+1, 0} + b_2 a_{i+1, 1} + \cdots + b_n a_{i+1, n}, i = 1, \ldots, n. \end{align*} \]

**Remark 1**

(a) The last two equations in (1) can be rewritten in matrix form as follows
\[
\begin{pmatrix}
\alpha_{11} \\
\alpha_{21} \\
\vdots \\
\alpha_{n1}
\end{pmatrix}
= B_n^{-1}
\begin{pmatrix}
\alpha_{n1} \\
\alpha_{n+1,1} \\
\vdots \\
\alpha_{n+1,n+1}
\end{pmatrix},
\begin{pmatrix}
\beta_2 \\
\beta_3 \\
\vdots \\
\beta_{n+1}
\end{pmatrix}
= B_n^{-1}
\begin{pmatrix}
\alpha_{n1} \\
\alpha_{n+1,1} \\
\vdots \\
\alpha_{n+1,n+1}
\end{pmatrix}
- c_1
\begin{pmatrix}
1 \\
1 \\
\vdots \\
1
\end{pmatrix}
. \quad (2)
\]

(b) For a two dimensional Vandermonde matrix \( A_2 = A(a_1, a_2) \), where \( a_1 \) and \( a_2 \) are nonzero and distinct, \( D_2, C_2 \), and \( E_2 \) are given as follows:

\[
D_2 = \begin{pmatrix}
1 & 0 \\
0 & \frac{1}{a_2}
\end{pmatrix},
C_2 = \begin{pmatrix}
1 & -1 \\
-1 & 2
\end{pmatrix},
E_2 = \begin{pmatrix}
\frac{a_2}{a_2 - a_1} & 0 \\
\frac{a_2 - a_1}{a_2 - a_1} & 1
\end{pmatrix}
. \quad (3)
\]

By multiplying these three matrices, we obtain

\[
E_2 C_2 D_2 = \frac{1}{a_2 - a_1}
\begin{pmatrix}
\alpha_2 & -1 \\
-\alpha_1 & 1
\end{pmatrix}
= A_2^{-1},
\]

which is the well-known formula for the inverse of a \( 2 \times 2 \) Vandermonde matrix \( \begin{pmatrix}
1 & 1 \\
1 & a_2
\end{pmatrix} \).

(c) To compute \( E_n' \), it appears that \( c_1 \) cannot be zero. The following lemma guarantees that \( c_1 \) is always non-zero.

**Lemma 2**  The coefficient \( c_1 \) defined in (1) is always a non-zero number.

Expressing the equations in a matrix form reduces the running time and makes the hardware implementation easier. Note that the coefficients \( c_i, i = 2, \ldots, n + 1 \) are needed to construct \( E_{n+1} \) and using (2) they can be computed in \( O(n^2) \). The complexity of computing the matrix product \( C_{n+1} D_{n+1} \) is \( O(n^2) \) and the complexity of multiplying the result by \( E_{n+1} \) is \( O(n) \), therefore the inverse of a \( (n + 1) \times (n + 1) \) Vandermonde matrix \( A_n^{-1} \) can be found using \( A_n^{-1} \) in \( O(n^2) \). The required steps for finding \( A_n^{-1} = A^{-1}(\alpha_1, \alpha_2, \ldots, \alpha_n) \) from \( A_n^{-1} = A^{-1}(\alpha_1, \alpha_2, \ldots, \alpha_n) \) is given as follows:

(a) Compute \( B_n^{-1} \) using Proposition 1.
(b) Construct \( C_{n+1}, D_{n+1} \), and \( E_{n+1} \) using (1) and (2).
(c) The inverse matrix is the product of the matrices in step (b), i.e., \( A_n^{-1} = E_{n+1} C_{n+1} D_{n+1} \). If the inverse of \( A_n \) is not available, we can represent \( A_n^{-1} \) as a function of \( A_{n-1} \) and continue the recursion procedure. The recursion continues until we reach a Vandermonde matrix with a known inverse matrix.

The recursive algorithm for finding the inverse of an \( n \times n \) Vandermonde matrix, \( A_n^{-1} \), can be summarized as follows:

**Algorithm 1:** Recursive algorithm for finding the inverse of the Vandermonde matrix

**Input:** \( A_n = A(a_1, a_2, \ldots, a_n) \), Vandermonde matrix.

**Output:** \( A_n^{-1} \), the inverse matrix.

**Function** \( \text{RecVandermonde} (A_n) \)

- **if** \( n = 1 \) **then**
  - **return** \( 1 \);
- **else**
  - \( \text{RecVandermonde} (A_{n-1}) \);
  - Compute \( B_{n-1}^{-1} \) using Proposition 1;
  - Construct \( C_n, D_n, \) and \( E_n \) using Lemma 1 and Equation (2);
  - **return** \( E_n C_n D_n \);
  - \(*\) From Lemma 1, \( A_n^{-1} = E_n C_n D_n \)

\*
Note that we also can start with a $2 \times 2$ Vandermonde matrix $A_p$ increase the dimension of the Vandermonde matrix by one in each iteration and compute its inverse using Lemma 1. The iterations stop until the Vandermonde matrix has the desired size. In the next section, we compare the running time of the proposed algorithm with the running time of the matrix inversion function implemented in MATLAB.

3. Simulation results
In the following simulations we compute the running time of the proposed algorithm to find the inverse of a Vandermonde matrix in an adaptive manner for polynomial interpolation. The running time is compared with the inverse function implemented in MATLAB. The algorithm is implemented in MATLAB and the simulations run on a PC with Intel Pentium 4, 2.6 GHz CPU, and 2048 Mb RAM.

Given a set of $n$ observations $(x_i, y_i), i = 0, 1, \ldots, n - 1$, where $x_i$s are distinct and $x_i \neq 0$, we can find a unique polynomial $p$ of degree $n - 1$ that passes through the given points. We assume that the interpolation polynomial $p$ is given by $p(x) = a_0 + a_1 x + a_2 x^2 + \ldots + a_{n-1} x^{n-1}$. Then the problem can be written in the following matrix form

$$
\begin{bmatrix}
1 & x_0 & x_0^2 & \cdots & x_0^{n-2} & x_0^{n-1} \\
1 & x_1 & x_1^2 & \cdots & x_1^{n-2} & x_1^{n-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & x_{n-1} & x_{n-1}^2 & \cdots & x_{n-1}^{n-2} & x_{n-1}^{n-1}
\end{bmatrix}
\begin{bmatrix}
a_0 \\
a_1 \\
\vdots \\
a_{n-1}
\end{bmatrix}
= \begin{bmatrix}
y_0 \\
y_1 \\
\vdots \\
y_{n-1}
\end{bmatrix}.
$$

It is a system of $n$ linear equations and the unknown coefficients $a_i, i = 0, 1, \ldots, n - 1$ are given by

$$
\begin{bmatrix}
a_0 \\
a_1 \\
\vdots \\
a_{n-1}
\end{bmatrix} = (A_n^{-1})^t \begin{bmatrix}
y_0 \\
y_1 \\
\vdots \\
y_{n-1}
\end{bmatrix},
$$

where $A_n = A(x_0, x_1, \ldots, x_{n-1})$ is an $n \times n$ Vandermonde matrix. It is clear from (5) that finding the unknown coefficients involves computing the inverse of the associated Vandermonde matrix and multiplying it by $[y_0, y_1, \ldots, y_{n-1}]^t$.

In the following simulations we assume that the observations are made sequentially and the observed data are used to find the polynomial $p$ that passes through the given points. We assume that the input data are observed in an increasing order, i.e. $0 < x_0 < x_1 < \ldots < x_{n-1}$. As the number of observed data increases the degree of the polynomial $p$ also linearly increases. For example, if we have $k$ pairs of input data, the degree of the polynomial $p$ is $k - 1$ and by observing the next pair of the data the degree of the polynomial increases to $k$. In other words, upon arrival of each observation the size of the associated Vandermonde matrix increases by one and we are required to compute the inverse of the new increased size Vandermonde matrix. After each observation, the current matrix inversion algorithms need the whole data set to compute the inverse of the Vandermonde matrix (e.g. the matrix inverse function in MATLAB requires the whole observations to find the inverse matrix). But the proposed algorithm uses only the current observation and the previous inverse matrix to update the inverse of the higher order Vandermonde matrix. As mentioned before, the computational cost for updating the Vandermonde matrix using the proposed algorithm is $O(n^3)$, which is much less than most regular matrix inversion techniques.

We compute the required time for updating the Vandermonde matrix using the proposed algorithm as a function of the size of the matrix. The results are compared with the running time of the function implemented in MATLAB for computing the inverse matrix. For each matrix size, we repeated the experiment 100 times and the average running time was found. The initial size of the Vandermonde matrix is 10 and by adding new entries (observing new data) it gradually increases to 80. For the sake of simplicity, the input elements of a $k \times k$ Vandermonde matrix are assumed to be
1, 2, …, k, i.e., \( A_k = A(1, 2, \ldots, k) \). As mentioned before, for finding the polynomial \( p \) with degree \( n - 1 \) we need \( n \) pairs of observations \((x_i, y_i)\), \( i = 1, 2, \ldots, n \). Since our goal here is to test the performance of the proposed algorithm for finding the inverse of the Vandermonde matrix, we just need the first element of each observation. Figure 1 compares the running times of the proposed algorithm with the MATLAB inverse function for finding the inverse of a Vandermonde matrix as a function of the matrix size. The \( x \)-axis in Figure 1 is the size of the Vandermonde matrix, and \( y \)-axis is the requires time (second) to find the inverse matrix. It can be observed from Figure 1 that the proposed algorithm is faster than the inverse function in MATLAB.\(^4\)

4. Conclusion
Computing the inverse of a Vandermonde matrix arises in many applications such as polynomial interpolation, curve fitting, and signal processing. In this paper, we proposed a fast recursive algorithm to find the inverse of a Vandermonde matrix. The proposed algorithm in each iteration uses the new entry and the previous inverse matrix to compute the inverse of the increased size Vandermonde matrix. The proposed algorithm can be implemented as a recursive function to find the inverse of a Vandermonde matrix recursively. The running times of the proposed algorithm to find the inverse of a Vandermonde matrix are compared with the inverse function implemented in MATLAB and the simulation results showed that for a sequential data the proposed algorithm is faster than the inverse function in MATLAB.

Funding
The author received no direct funding for this research.

Author details
Youness Aliyari Ghassabeh\(^1\)
E-mail: aliyari@cs.toronto.edu
\(^1\) Toronto Rehabilitation Institute (UHN), 550 University Avenue, Toronto, Canada M5G 2A2.

Citation information
Cite this article as: A recursive algorithm for computing the inverse of the Vandermonde matrix, Youness Aliyari Ghassabeh, Cogent Engineering (2016), 3: 1175061.

Notes
1. For the sake of simplicity, hereafter we use \( A \) to refer to an \( n \times n \) Vandermonde matrix \( A(\alpha_1, \alpha_2, \ldots, \alpha_n) \).
2. Note that \( \text{cof} A_{ij} / d, i, j = 1, \ldots, n \) is the \( j \)th element of \( A_{ij}^{-1} \) (Horn & Johnson, 1990).
3. We assume that the new entries are added from the left to the Vandermonde matrix. So, for a \( 2 \times 2 \) Vandermonde matrix \( A_2 = A(\alpha_1, \alpha_2) \), we have \( A_1 = 1 \) and \( B_1 = a_1 \).
4. Note that for the proposed algorithm, the required time for finding the inverse matrix using the previous inverse matrix and the new entry is reported.
5. Otherwise, the determinant of the Vandermonde matrix is zero and the inverse does not exist.
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Appendix 1

Proof of Lemma 1

Proof. We show that $D_{n+1}C_{n+1}D_{n+1}A_{n+1} = I_{n+1}$, where $I_{n+1}$ is a $(n+1) \times (n+1)$ identity matrix. To achieve this goal, we start by computing the product of $D_{n+1}$ and $A_{n+1}$.

$$D_{n+1}A_{n+1} = \begin{bmatrix} 1 & 0 & \ldots & 0 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \begin{bmatrix} a_{n+1} & a_1 & a_2 & \ldots & a_n \\ a_{n+1}^2 & a_1^2 & a_2^2 & \ldots & a_n^2 \\ \vdots & \vdots & \vdots & \ldots & \vdots \\ \vdots & \vdots & \vdots & \ldots & \vdots \\ a_{n+1}^n & a_1^n & a_2^n & \ldots & a_n^n \end{bmatrix}$$

It is straightforward to show that

$$D_{n+1}A_{n+1} = \begin{bmatrix} 1 & 1 & 1 & \ldots & 1 \\ a_{11} & 1 & 0 & \ldots & 0 \\ a_{21} & 0 & 1 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ldots & \vdots \\ a_{n1} & 0 & 0 & \ldots & 1 \end{bmatrix} \begin{bmatrix} 1 & 1 & 1 & \ldots & 1 \\ a_{11} \\ a_{21} \\ \vdots \\ a_{n1} \end{bmatrix} = \begin{bmatrix} 1 & 1 & 1 & \ldots & 1 \\ a_{11} \\ a_{21} \\ \vdots \\ a_{n1} \end{bmatrix}$$

where

$$\begin{align*}
a_{11} &= b_{11}a_{n+1} + b_{12}a_{n+1}^2 + \ldots + b_{1n}a_{n+1}^n, \\
a_{21} &= b_{21}a_{n+1} + b_{22}a_{n+1}^2 + \ldots + b_{2n}a_{n+1}^n, \\
&\vdots \\
a_{n1} &= b_{n1}a_{n+1} + b_{n2}a_{n+1}^2 + \ldots + b_{nn}a_{n+1}^n.
\end{align*}$$

(6)

The above equations can be written in the following compact matrix form
Now, we evaluate $C_{n+1}D_{n+1}A_{n+1}$.

$$
C_{n+1}D_{n+1}A_{n+1} = \begin{pmatrix}
1 & -1 & -1 & -1 & \ldots & -1 & -1 \\
-1 & 2 & 1 & 1 & \ldots & 1 & 1 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
-1 & 1 & 1 & 1 & \ldots & 1 & 2 \\
1 & 1 & 1 & \ldots & 1 & 1 & a_{n1} \\
0 & 1 & 0 & \ldots & 1 & 1 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 1 & 0 & 0 & 0 \\
0 & 0 & \ldots & 0 & 1 & 0 & 0 \\
\end{pmatrix}
$$

Using Equation (8), we obtain

$$
C_{n+1}D_{n+1}A_{n+1} = \begin{pmatrix}
c_1 & 0 & \ldots & 0 \\
c_2 & c_1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
c_n & \ldots & \ldots & c_1 \\
c_{n+1} & \ldots & \ldots & \ldots & c_1 \\
\end{pmatrix} = \begin{pmatrix}
c_1 \\
c_2 \\
\vdots \\
c_n \\
c_{n+1} \\
\end{pmatrix}
$$

where

$$c_1 = 1 - a_{11} - a_{21} - \ldots - a_{n1}, \quad c_2 = -1 + 2a_{11} + a_{21} + a_{31} + \ldots + a_{n1} = a_{11} - c_1,$$

$$c_3 = -1 + a_{11} + 2a_{21} + a_{31} + \ldots + a_{n1} = a_{21} - c_1,$$

$$c_n = -1 + a_{11} + a_{21} + 2a_{31} + \ldots + a_{n1} = a_{n1} - c_1,$$

$$c_{n+1} = -1 + a_{11} + a_{21} + a_{31} + \ldots + 2a_{n1} = a_{n1} - c_1.$$

The above equalities can be written in the following matrix

$$
\begin{pmatrix}
c_2 \\
c_3 \\
\vdots \\
c_{n+1} \\
\end{pmatrix} = \begin{pmatrix} a_{11} \\
a_{21} \\
\vdots \\
a_{n1} \end{pmatrix} - c_1 \begin{pmatrix} 1 \\
1 \\
\vdots \\
1 \end{pmatrix}
$$

It remains to show that $E_{n+1}C_{n+1}D_{n+1}A_{n+1} = I_{n+1}$. Using Equation (8), we obtain

$$E_{n+1}C_{n+1}D_{n+1}A_{n+1} = \begin{pmatrix}
\frac{1}{c_1} & 0 & \ldots & 0 \\
\frac{1}{c_2} & \frac{1}{c_1} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-\frac{1}{c_{n+1}} & -\frac{1}{c_n} & \ldots & \frac{1}{c_1} \\
\end{pmatrix} \begin{pmatrix} c_1 & 0 & \ldots & 0 \\
c_2 & c_1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
c_{n+1} & \ldots & \ldots & c_1 \\
\end{pmatrix} = I_{n+1}.
$$
Therefore,
\[ E_{n+1}C_{n+1}D_{n+1} = A_{n+1}^{-1}. \]

**Proof of Lemma 2**

*Proof.* We use contradiction to show \( c_1 \neq 0 \). Assume the coefficient \( c_1 \) is zero, i.e. \( c_1 = 0 \). Then using Equations (1) and (2), we have

\[
\begin{align*}
   a_{11} + a_{21} + \ldots + a_{n1} &= 1 \\
   \begin{pmatrix}
   a_{11} \\
   a_{21} \\
   \vdots \\
   a_{n1}
\end{pmatrix}
   &= \begin{pmatrix}
   a_{n+1} \\
   a_{n+1}^2 \\
   \vdots \\
   a_{n+1}^n
\end{pmatrix}, \\
   \begin{pmatrix}
   1 & 0 & \ldots & 0 \\
   a_1 & a_2 & \ldots & a_{n+1} \\
   a_1^2 & a_2^2 & \ldots & a_{n+1}^2 \\
   \vdots & \vdots & \ddots & \vdots \\
   a_1^n & a_2^n & \ldots & a_{n+1}^n
\end{pmatrix}
   &= \begin{pmatrix}
   0 \\
   0 \\
   \vdots \\
   0
\end{pmatrix}.
\end{align*}
\]

By combining Equations (9) and (10), we obtain

\[
\begin{align*}
   \begin{pmatrix}
   1 & 1 & \ldots & 1 \\
   a_1 & a_2 & \ldots & a_{n+1} \\
   a_1^2 & a_2^2 & \ldots & a_{n+1}^2 \\
   \vdots & \vdots & \ddots & \vdots \\
   a_1^n & a_2^n & \ldots & a_{n+1}^n
\end{pmatrix}
   &= \begin{pmatrix}
   0 \\
   0 \\
   \vdots \\
   0
\end{pmatrix}.
\end{align*}
\]

The first matrix in (15) is a \((n+1) \times (n+1)\) Vandermonde matrix \( A_{n+1} \). Since \( a_i, i = 1, \ldots, n+1 \) are distinct,\(^6\) therefore \( A_{n+1} \) is a nonsingular matrix and its inverse exists. By multiplying both sides of Equation (15) by \( A_{n+1}^{-1} \), we obtain

\[
\begin{align*}
   \begin{pmatrix}
   a_{11} \\
   a_{21} \\
   \vdots \\
   a_{n1}
\end{pmatrix}
   &= \begin{pmatrix}
   0 \\
   0 \\
   \vdots \\
   0
\end{pmatrix}.
\end{align*}
\]

The above equality implies that our assumption, \( c_1 = 0 \), is not correct. Therefore, \( c_1 \neq 0 \). \( \square \)