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It’s pointed out that the treatment of the resonant electromagnetic perturbation with the Lie transform method adopted in the gyrokinetic theory generates some nonphysical terms in the trajectory equations. By utilizing a modified application of this transform method, the resonant terms in the trajectory equations satisfying each resonant condition are found out up to the second harmonic resonance. Through separating the fast-dynamic terms from the slow-dynamic ones, the slow-dynamic trajectory equations including the resonant terms are derived for various resonant conditions. The slow-dynamic evolution equation of gyroangle reveals that the real gyrating frequency of the charged particle around the magnetic field line under driving by the resonant wave has a shift from the cyclotron frequency without the wave driving. To study the effect caused by the frequency shift, a simple example for the fundamental-frequency cyclotron resonance is presented.

I. INTRODUCTION

The radio frequency (RF) wave heating is a fundamental auxiliary method to heat the bulk plasma to the fusion temperature. There are two basic processes of RF wave in plasma: one is the mode conversion of the incident wave to another propagating wave in plasma; the other one is the wave-particle resonant interaction. The former one is responsible for the energy exchange between the different waves. Except for collision, the dissipation of energy of wave must be through the wave-particle resonant interaction to transfer the energy of the wave to the charged particles. The wave-particle resonant interaction includes Landau resonance and cyclotron resonance. The heating scheme in tokamak plasma usually uses the fundamental cyclotron frequency resonance for the minority heating and the second harmonic resonance for the majority heating.

One simple way to calculate the motion of the charged particle under the action of the resonant electromagnetic wave is to calculate the full physical orbit advanced by the Lorentz force. But this method is extremely time consuming. The other way is to separate the slow dynamics from the fast one by the gyro-center transform (GT). The commonly applied GT adopts Cary-Littlejohn single-parameter Lie perturbation theory (CLSLP) to decoupling gyroangle $\theta$ from other degrees of freedom. The derived trajectory equations based on this method is widely used in the numerical simulation. Compared with non-cyclotron resonant wave, the cyclotron resonant wave could introduce the secularity property to the gauge function $S$. To prevent this secularity, Ref. utilizes a method given in Ref. to remove the cyclotron resonant branch from the equation of gauge function. The original idea of the utility of this method in Ref. is to avoid the secularity of gauge function caused by the resonant perturbations, and is very similar to Von Zeipel method adopted in the canonical perturbation theory to remove the secularity of the generation function caused by the resonant perturbation. However, our inspection shows that the trajectory equations given by the Lagrangian 1-form derived from the foregoing treatment include some nonphysical terms, in particular, the nonphysical cyclotron resonant terms.
Instead, a modified application of CLSLP is adopted. The amplitude of each physical quantity for perturbation is formally given an order denoted by an independent parameter. Then, the new 1-form can be expanded order by order based on those independent parameters. For the application, those parameters can be replaced by the real values correspondingly. The truncation can be carried out at the designed order.

The resonant terms can be isolated out from those expanding terms based on the specific resonant conditions. In this paper, the resonant conditions are considered up to the second harmonic resonance. By getting rid of the fast-dynamic terms, a group of slow-dynamic trajectory equations are derived only including the effect of equilibrium field and the resonant contribution for each resonant condition. The equation for gyroangle \( \theta \) reveals that the gyrating frequency of charged particle under driving by the resonant wave is different from the original cyclotron frequency. This frequency shift would cause the optimal cyclotron resonant driving frequency to deviate from the original cyclotron frequency. This is proved by a simple numerical example presented in the context.

The arrangement of the remaining paper is as follows. Sec. II repeats the calculating with CLSLP for the resonant perturbation. Sec. III gives some comments about the results given in Sec. II. In Sec. IV a modified application of CLSLP is adopted to expanding the new 1-form and isolating out those resonant terms for the different resonant conditions. Sec. V presents an example to show the shift of resonant frequency for the fundamental-frequency cyclotron resonance. Sec. VI is summary and discussion.

II. CARRYING OUT RESONANT CLSLP OVER GUIDING CENTER LAGRANGIAN 1-FORM INCLUDING Rew

The purpose GT pursues is to find a near identical transform (NIT) of coordinate with the gyro-angle \( \theta \) in the new coordinate decoupled from other degrees of freedom up to some order of the small parameter which characterizes the amplitude of perturbation.

A. Normalizing physical quantities

The basic physical quantity will be used is the Lagrangian differential 1-form of the motion of charged particle chosen from the magnetized plasma with the equilibrium magnetic potential

\[
\gamma' = (qA(x) + mv) \cdot dx - \frac{1}{2}mv^2 dt. \tag{1}
\]

(\( x, v \)) is the full physical coordinate frame. By decoupling the gyroangle \( \theta \) from other degrees of freedom up to \( O(\varepsilon^2) \) with \( \varepsilon = \frac{\rho}{L_0} \), it gives the guiding center Lagrangian 1-form like

\[
\gamma_0 = (qA(X_1) + mU_1 b) \cdot dX_1 + \frac{m}{q} \mu_1 d\theta_1 - (\mu_1 B(X_1) + \frac{1}{2}mU^2_1) dt, \tag{2}
\]

where \( A(X_1) \) is the equilibrium magnetic potential. Then, differential 1-form for the perturbation wave is introduced

\[
\gamma_w = qA_w(X_1 + \rho, t) \cdot d(X_1 + \rho) - q\phi_w(X_1 + \rho, t) dt, \tag{3}
\]

with \( \rho = \rho_0 + (\cdots) \) and \( \rho_0 = \frac{1}{\sqrt{2m_i}} \left( -e_1 \cos \theta + e_2 \sin \theta \right) \). \((b, e_1, e_2)\) forms a right-hand cartesian coordinate frame, \( b \) is the unit vector directing along equilibrium magnetic field \( B(X) \), and \( \theta \) is the gyroangle. The rotation direction of ions around the magnetic field line is inverse to that of electrons. Symbol “(\( \cdots \))” means higher order terms. \( A_w, \phi_w \) denotes the perturbations of the magnetic potential and the electric potential, respectively. Here,
\( \mathbf{A}(\mathbf{X}_1) \) is the equilibrium magnetic potential, and the guiding center coordinates plus the time is denoted as \( \mathbf{Z}_1 = (\mathbf{X}_1, U_1, \mu_1, \theta_1, t) \). The other notations in Eqs. (2,3) can be referred to Ref. (3).

The test particle is chosen from a thermal equilibrium plasma ensemble, e.g., the thermal equilibrium plasma in tokamak. Therefore, \( \mathbf{A}, U_1, \mathbf{X}_1, t, \mathbf{B}, \phi_w, \mu_1 \) can be normalized by \( A_0 = B_0 L_0, U_0, L_0/v_t, B_0, A_0 v_t, m v_t^2 / B_0 \), respectively. \( B_0, L_0 \) are characteristic amplitude and spatial length of the magnetic field, respectively. \( v_t \) is the thermal velocity of the particle ensemble which contains the test particle. The small parameter representing the normalized amplitude of \( \mathbf{A}_w, \phi_w \) is extracted out, so that \( \mathbf{A}_w, \phi_w \) are re-formulated as \( \varepsilon_w \mathbf{A}_w, \varepsilon_w \phi_w \), respectively, with \( O(|\mathbf{A}_w|) \sim O(|\phi_w|) \sim O(1) \). Throughout the rest of the paper, all physical quantities are normalized.

The detailed normalization procedure is given by taking Eq. (2) as an example. First, divide both sides of Eq. (2) by \( m v_1 L_0 \). The first term of RHS of Eq. (2) is like \( \frac{q A_0}{m v_1} \mathbf{A}(\mathbf{X}_1), \frac{dX_1}{L_0} \), which is further written as \( \varepsilon \mathbf{A}(\mathbf{X}_1) \cdot d\mathbf{X}_1 \), with the replacement: \( \varepsilon = \frac{m v_1}{q A_0}, \frac{A(X_1)}{A_0} \rightarrow \mathbf{A}(\mathbf{X}_1), \frac{dX_1}{L_0} \rightarrow d\mathbf{X}_1 \). Other terms can be normalized in the same way. Eventually, we could derive a normalized Lagrangian 1-form like

\[
\frac{\gamma_0}{m v_1 L_0} = \left( \frac{1}{2} \mathbf{A}(\mathbf{X}_1) + U_1 \mathbf{b} \right) \cdot d\mathbf{X}_1 + \varepsilon \mu_1 d\theta_1 \\
- (\mu_1 B(\mathbf{X}_1) + \frac{1}{2} U_1^2) dt,
\]

by utilizing the normalization scheme given previously. Now, multiplying both sides by \( \varepsilon \), and rewriting \( \varepsilon \gamma_0 \) to be \( \gamma_0 \), we derive the normalized 1-form as follows

\[
\gamma_0 = \mathbf{A}(\mathbf{X}_1) \cdot d\mathbf{X}_1 + \varepsilon U_1 \mathbf{b} \cdot d\mathbf{X}_1 + \varepsilon^2 \mu_1 d\theta_1 \\
- \varepsilon \left( \frac{U_1^2}{2} + \mu_1 B(\mathbf{X}_1) \right) dt.
\]

Since a constant factor \( \varepsilon \gamma_0 \) doesn’t change the dynamics determined by the Lagrangian 1-form, the Lagrangian 1-form given by Eq. (3) is of the same dynamics with that given by Eq. (2). By utilizing the same normalization procedure, with \( \mathbf{A}_w, \phi_w \) changed to be \( \varepsilon_w \mathbf{A}_w, \varepsilon_w \phi_w \), respectively, Eq. (2) becomes

\[
\gamma_w = \varepsilon_w \mathbf{A}_w(\mathbf{X}_1 + \rho, t) \cdot d(\mathbf{X}_1 + \rho) + \varepsilon_w \phi_w(\mathbf{X}_1 + \rho, t) dt \\
\approx \varepsilon_w \exp(\varepsilon \rho_0 \cdot \nabla) \mathbf{A}_w(\mathbf{X}_1, t) \cdot \\
\bigg( \frac{d\mathbf{X}_1 + \varepsilon \frac{\partial \mathbf{A}_w}{\partial \rho_1} \mathbf{d}\mathbf{\rho}_1}{\partial \theta_1} + \frac{\partial \mathbf{A}_w}{\partial \theta_1} d\theta_1 \bigg) \\
- \varepsilon_w \exp(\varepsilon \rho_0 \cdot \nabla) \phi_w(\mathbf{X}_1, t) dt,
\]

where \( \varepsilon = \frac{m v_1}{q A_0}, \rho_1 = \frac{m v_1}{q A_0}, \rho_0 = \sqrt{2 m v_1} (-e_1 \cos \theta + e_2 \sin \theta) \). In Eqs. (6,7), all \( \varepsilon, \varepsilon_w \) takes part in calculation. If the small parameters \( \varepsilon, \varepsilon_w \) are just used as a symbol of the order of terms, they are denoted as \( \varepsilon^*, \varepsilon_w^* \). This rule is adopted throughout the rest of this paper.

**B. Carrying out the pullback transform and deriving the trajectory equations**

\( \gamma_0 + \gamma_w \) is the total Lagrangian differential 1-form with the fast angle \( \theta \) included in \( \rho_0 \).

To decouple \( \theta \) from other degrees of freedom, CLSLP is adopted with \( \varepsilon_w \) treated as the small order parameter, while \( \varepsilon \) as a normal quantity not involved in the order expanding. The gyrocenter frame plus the time is recorded as \( \mathbf{Z} = (\mathbf{X}, \mu, U, \theta, t) \). The coordinate transform should satisfy NIT and is formally recorded as \( \mathbf{Z}_1 = \exp(-\varepsilon_w g_i^1(\mathbf{Z}) \partial_i) \mathbf{Z} \) with \( O(\varepsilon_{w1}) \sim O(1) \) for all \( i \in \{ \mathbf{X}, U, \mu, \theta \} \). The time keeps the same before and after transform. All \( g_i^1 \)'s need to be solved. The new \( \Gamma \) induced by this coordinate transform is

\[
\Gamma = [\cdots T_2 T_1(\gamma_0 + \gamma_w)](\mathbf{Z}) + dS,
\]
with $T_i = \exp(-\varepsilon w L_{g_i}(Z)\partial Z)$. Expand $\Gamma$ in Eq. (7) as the following power series

$$\Gamma = \sum_{n \geq 0} \frac{1}{n!} \varepsilon^n \text{\Gamma}_i. \quad (8)$$

$O(\varepsilon_0^n)$ part of new $\text{\Gamma}$ is

$$\text{\Gamma}_0 = A(X) \cdot dX + \varepsilon U b \cdot dX + \varepsilon^2 \mu d\theta - \varepsilon H_0 dt, \quad (9)$$

with $H_0 = \frac{U^2}{2} + \mu B(X)$. The $O(\varepsilon_w)$ part is

$$\varepsilon \text{\Gamma}_1 = (- (B + \varepsilon U \nabla \times b) \times (\varepsilon w g_1^X) - \varepsilon \varepsilon w g_1^U b + \exp(\varepsilon \rho_0 \cdot \nabla) (\varepsilon w A_w) \cdot dX$$

$$+ \varepsilon (\varepsilon w g_1^X \cdot b) dU + \left( \exp(\varepsilon \rho_0 \cdot \nabla) (\varepsilon w A_w) \cdot \frac{\varepsilon \rho_0}{\varepsilon \partial \theta} - \varepsilon^2 \varepsilon w g_1^U \right) d\theta$$

$$- \left( \varepsilon^2 (\varepsilon w g_1^U) + \exp(\varepsilon \rho_0 \cdot \nabla) (\varepsilon w A_w) \cdot \frac{\varepsilon \rho_0}{\varepsilon \partial \mu} \right) d\mu$$

$$- \left( - \varepsilon w g_1^X \cdot \nabla H_0 \right) - \varepsilon w U g_1^U - \varepsilon w g_1^U B + \exp(\varepsilon \rho_0 \cdot \nabla) (\varepsilon w \phi_w) \right) dt + \varepsilon w dS. \quad (10)$$

Eq. (10) obviously shows the order confusion between $\varepsilon$ and $\varepsilon_w$. Current GT assumes the following identities

$$\text{\Gamma}_{1i} = 0, i \in (X, U, \mu, \theta). \quad (11)$$

Then, all of $g_i$’s can be derived based on Eqs. (10,11) as

$$g_1^X = - \frac{1}{b \times \exp(\varepsilon \rho_0 \cdot \nabla) A_w (X, t) + b \times \nabla S_1}{\frac{B^* \partial S_1}{\varepsilon \partial U}}, \quad (12)$$

where $B^* = B + \varepsilon U \nabla \times b$.

$$g_1^U = \frac{1}{\varepsilon} b \cdot \exp(\varepsilon \rho_0 \cdot \nabla) A_w (X, t) + \frac{1}{\varepsilon} b \cdot \nabla S_1, \quad (13)$$

$$g_1^\mu = \frac{1}{\varepsilon} \exp(\varepsilon \rho_0 \cdot \nabla) A_w (X, t) \cdot \frac{\partial \rho_0}{\varepsilon \partial \theta} + \frac{1}{\varepsilon^2} \frac{\partial S_1}{\varepsilon \partial \theta}, \quad (14)$$

$$g_1^\theta = - \frac{1}{\varepsilon} \exp(\varepsilon \rho_0 \cdot \nabla) A_w (X, t) \cdot \frac{\partial \rho_0}{\varepsilon \partial \mu} - \frac{1}{\varepsilon^2} \frac{\partial S_1}{\varepsilon \partial \mu}, \quad (15)$$

$$\frac{\partial S_1}{\partial t} + U b \cdot \nabla S_1 + \frac{B(X)}{\varepsilon} \frac{\partial S_1}{\varepsilon \partial \theta} = F + \Gamma_{1t}, \quad (16)$$

with

$$F = \exp(\varepsilon \rho_0 \cdot \nabla) \phi_w (X, t)$$

$$- U b \cdot \exp(\varepsilon \rho_0 \cdot \nabla) A_w (X, t)$$

$$- B(X) \exp(\varepsilon \rho_0 \cdot \nabla) A_w (X, t) \cdot \frac{\partial \rho_0}{\varepsilon \partial \theta}. \quad (17)$$

Smaller term $\varepsilon w g_1^X \cdot \nabla H_0$ and other higher order terms are ignored in Eq. (16).

For the low frequency perturbation, inequalities $|\frac{\partial S_1}{\partial t}| \ll \frac{|B \partial S_1|}{\varepsilon \partial \theta}$, $|U b \cdot \nabla S_1| \ll \frac{|B \partial S_1|}{\varepsilon \partial \theta}$ hold, and the lowest order equation of Eq. (16) is

$$\frac{B \partial S_1}{\varepsilon \partial \theta} = F + \Gamma_{1t}. \quad (18)$$
To avoid the secularity of $S_1$ over the integration of $\theta$, $\Gamma_{1t}$ is chosen to be

$$\Gamma_{1t} = -\langle F \rangle,$$  \hspace{1cm} (19)

where $\langle F \rangle$ means the averaging over $\theta$. The new $\Gamma$ approximated up to $O(\varepsilon_w)$ is 

$$\Gamma = (A(X) + \varepsilon Ub) \cdot dX + \varepsilon^2 \mu d\theta - (H_0 - \varepsilon_w \Gamma_{1t}) \, dt,$$  \hspace{1cm} (20)

with $H_0 = \varepsilon \left( \frac{U^2}{2} + \mu B(X) \right)$ and $\Gamma_{1t}$ given in Eq. (19).

For the high frequency perturbation satisfying the fundamental-frequency resonance $\omega \approx \Omega(X)$ with $\Omega(X) = B(X)/\varepsilon$ around the resonant region, the inequalities

$$|Ub \cdot \nabla S_1| \ll \left| \frac{\partial S_1}{\partial t} \right| \sim \left| \frac{B \partial S_1}{\varepsilon \partial \theta} \right|$$  \hspace{1cm} (21)

hold, and the lowest order equation of Eq. (16) is 

$$\frac{\partial S_1}{\partial t} + \frac{B}{\varepsilon} \frac{\partial S_1}{\partial \theta} = F + \Gamma_{1t}.$$  \hspace{1cm} (22)

In the resonant region, term $-B(X) \exp(\varepsilon \rho_0 \cdot \nabla) A_w(X,t) \cdot \frac{\partial \rho_0}{\partial \theta}$ included in $F$ can be divided into two parts as

$$-B(X) A_w(X,t) \cdot \frac{\partial \rho_0}{\partial \theta}$$

and

$$-B(X) \exp(\varepsilon \rho_0 \cdot \nabla) A_w(X,t) \cdot \frac{\partial \rho_0}{\partial \theta}$$

where $'$ represents that $n = 0$ term in the exponential expansion is deleted. The term $-B(X) A_w(X,t) \cdot \frac{\partial \rho_0}{\partial \theta}$ is responsible for the fundamental frequency cyclotron resonance, but not the true cyclotron resonant term as pointed out in Sec. (II). In the resonant region, the composite frequency of this term is almost zero. The time integral of the resonant branch is a secularity term. To avoid the secularity of $S_1$ over the time integration, $\Gamma_{1t}$ is chosen to be

$$\Gamma_{1t} = B(X) A_w(X,t) \cdot \frac{\partial \rho_0}{\partial \theta}$$

$$- \left( F + B(X) A_w(X,t) \cdot \frac{\partial \rho_0}{\partial \theta} \right).$$  \hspace{1cm} (23)

Eventually, up to order $O(\varepsilon_w)$, the new $\Gamma$ becomes

$$\Gamma = A(X) \cdot dX + \varepsilon Ub \cdot dX + \varepsilon^2 \mu d\theta - H dt.$$  \hspace{1cm} (24)

$$H = \varepsilon H_0 - \Gamma_{1t}$$

$$= \frac{\varepsilon U^2}{2} + \varepsilon \mu B(X) - \varepsilon_w B(X) A_w(X,t) \cdot \frac{\partial \rho_0}{\partial \theta}$$

$$+ \varepsilon_w \left( F + B(X) A_w(X,t) \cdot \frac{\partial \rho_0}{\partial \theta} \right).$$  \hspace{1cm} (25)

The Lagrangian given by Eq. (24) is 

$$L = A(X) \cdot \dot{X} + \varepsilon U b \cdot \dot{X} + \varepsilon^2 \mu \dot{\theta} - H.$$  \hspace{1cm} (26)

The Euler-Lagrangian equation of each variable based on the Lagrangian given by Eq. (26) gives the equations of motion.

First, the $X$ component of Euler-Lagrangian equation is 

$$\frac{d}{dt} \frac{\partial L}{\partial \dot{X}} = \frac{\partial L}{\partial X}.$$  \hspace{1cm} (27)

The following several formulas are needed

$$\frac{\partial L}{\partial X} = A(X) + 2\varepsilon U b - \varepsilon b \frac{\partial H}{\partial U}$$

$$= A(X) + \varepsilon U b,$$  \hspace{1cm} (27)
\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{X}} = X \cdot \nabla (A(X) + \varepsilon U b) + \varepsilon b \frac{dU}{dt},
\]
(28)

\[
\frac{\partial L}{\partial X} = \nabla (A(X) + \varepsilon U b) \cdot \dot{X} - \nabla H.
\]
(29)

The \( X \) component of Euler-Lagrangian equation becomes

\[
- \dot{X} \times B^* + \varepsilon b \frac{dU}{dt} = -\nabla H.
\]
(30)

with \( B^* = \nabla \times (A(X) + \varepsilon U b) \). By left cross multiplying Eq.(30) with \( b \), it’s found that

\[
\dot{X} = \frac{UB^*(X) + b \times \nabla H}{b \cdot B^*}.
\]
(31)

The dot product between \( B^* \) and Eq.(30) leads to

\[
\dot{U} = \frac{-(B^* \cdot \nabla H)}{\varepsilon b \cdot B^*}.
\]
(32)

Second, the \( \theta \) component of Euler-Lagrangian equation is \( \frac{d}{dt} \frac{\partial L}{\partial \dot{\theta}} = \frac{\partial L}{\partial \theta} \). With \( \frac{\partial L}{\partial \dot{\theta}} = \varepsilon^2 \mu \) and \( \frac{\partial L}{\partial \theta} = \varepsilon w B(X) A_w(X,t) \cdot \frac{\partial^2 \rho_0}{\partial \theta^2} \), it’s derived that

\[
\dot{\mu} = \frac{\varepsilon w B(X)}{\varepsilon^2} A_w \perp (X,t) \cdot \frac{\partial^2 \rho_0}{\partial \theta^2}.
\]
(33)

Third, the \( \mu \) component of Euler-Lagrangian equation is \( \frac{d}{dt} \frac{\partial L}{\partial \mu} = \frac{\partial L}{\partial \mu} \). With \( \frac{\partial L}{\partial \mu} = 0 \) and

\[
\frac{\partial L}{\partial \mu} = \varepsilon^2 \dot{\theta} - \varepsilon B(X) + \varepsilon w B(X) A_w \perp (X,t) \cdot \frac{\partial^2 \rho_0}{\partial \theta^2},
\]
(34)

it’s derived that

\[
\dot{\theta} = \frac{B(X)}{\varepsilon} - \frac{\varepsilon w B(X)}{\varepsilon^2} A_w \perp (X,t) \cdot \frac{\partial^2 \rho_0}{\partial \theta^2}
\]
\[
+ \frac{\varepsilon w}{\varepsilon^2} \frac{\partial}{\partial \mu} \left( F + B(X) A_w \perp (X,t) \cdot \frac{\partial \rho_0}{\partial \theta} \right).
\]
(35)

### III. Trajectory Equations Not Consistent with Real Physics

In Eq.(31) and (32), the contributions of the perturbations are mainly from the terms \( \frac{Ub \times \nabla A_w}{b \cdot B^*} \) and \( \frac{Ub}{\varepsilon B^*} \cdot \nabla A_w \), respectively. These terms are nonphysical, since \( A_w \) includes an arbitrary gauge term like \( \nabla f \) with \( f \) being an arbitrary function, and the term proportional to \( \nabla \nabla f \) can’t be cancelled. The real physical contribution should be like \( \frac{\partial A_w}{\partial t \times b} \) and \( -b \cdot \frac{\partial}{\partial \theta} A_w \), which are the \( E \times B \) drift produced by the inductive electric field, and the parallel inductive electric field acceleration of charged particle, respectively.

The error of motion equation of \( \mu \) given in Eq.(33) is not very easy to be observed. To make it exposure, we first construct a rectangular coordinate frame. As the usual way, the unit vector of the gyro radius may be written as

\[
\hat{\rho}_0 = -e_1 \cos \theta + e_2 \sin \theta
\]
(36)

where unit vectors \( e_1 \) and \( e_2 \) with \( e_1 \perp e_2 \) are locally perpendicular to the unit parallel magnetic vector \( b(x) \). Symbol \( (\cdot \cdot \cdot) \) represents unit vector, and \( \theta \) is the gyro angle. The
non-normalized Larmor radius vector is \( \rho = \frac{mv}{qB(x)} \hat{\rho}_0 \). As given before, the normalized edition of \( \rho \) is \( \varepsilon \rho_0 \) with \( \rho_0 = \sqrt{\frac{2\mu}{B(x)}} (\varepsilon \hat{e}_1 \cos \theta + \varepsilon \hat{e}_2 \sin \theta) \). The unit perpendicular velocity vector is
\[
\hat{v}_\perp = \hat{e}_1 \sin \theta + \hat{e}_2 \cos \theta.
\]
Then, the following relations can be derived
\[
\frac{\partial \hat{\rho}_0}{\partial \theta} = \hat{v}_\perp, \frac{\partial \hat{v}_\perp}{\partial \theta} = -\hat{\rho}_0.
\]
Then, Eq. (33) can be rewritten as
\[
\hat{\mu} = -\frac{\varepsilon_w B(X)}{\varepsilon^2} \sqrt{\frac{2\mu}{B(X)}} A_{w\perp} \cdot \hat{\rho}_0.
\]
Now we try to derive an approximate evolution equation of the magnetic moment simply from \( \frac{d}{dt} v = qv \times B + qE_w \) which can be normalized to be \( \frac{d}{dt} \varepsilon w = \frac{1}{\varepsilon} (v \times B + E_w) \). The electric field is assumed to be circularly polarized. The perpendicular velocity part responsible for the force imposed by the circularly polarized electric field can be extracted out as \( \frac{d}{dt} v = \frac{1}{\varepsilon} E_w \). Dot product both sides by \( \frac{B(x)}{B(X)} \) to get \( \frac{d}{dt} \frac{\varepsilon w}{B(X)} \varepsilon w = \frac{1}{\varepsilon} \sqrt{\frac{2\mu_1}{B(x)}} \hat{v}_\perp \cdot E_w \). Noticing that \( v_\perp = \sqrt{2\mu_1 B(x)} \), we could approximately derive
\[
\frac{d\mu_1}{dt} = \frac{1}{B(x)\varepsilon} \varepsilon w \cdot E_w
\]
\[
= \frac{1}{\varepsilon} \sqrt{\frac{2\mu_1}{B(x)}} \hat{v}_\perp \cdot E_w.
\]
We give a specific example to explain the difference between Eq. (39) and (40). A test circular polarized electric field is introduced as
\[
E_w(x, t) = E_w \left( \hat{e}_{1w} \sin(\theta_w - k \cdot x) + \hat{e}_{2w} \cos(\theta_w - k \cdot x) \right).
\]
where the polarized angle is \( \theta_w = \omega t + \theta_0 \) with \( \theta_0 \) an arbitrary initial phase, and \( E_w \) is the amplitude of the electric field. Unit vectors \( \hat{e}_{1w} \) and \( \hat{e}_{2w} \) with \( \hat{e}_{1w} \perp \hat{e}_{2w} \) are perpendicular to the wave vector \( k \).

The normalized magnetic vector potential \( A_w(X, t) \) is derived from the Faraday’s law \( E_w = -\frac{\partial}{\partial t} A_w \)
\[
A_w(x, t) = \frac{E_w}{\omega} \left( -\hat{e}_{1w} \cos(\theta_w - k \cdot x) + \hat{e}_{2w} \sin(\theta_w - k \cdot x) \right).
\]
Supposing \( b \parallel k \) and \( \hat{e}_1 = \hat{e}_{1w}, \hat{e}_2 = \hat{e}_{2w} \), Eq. (39) and Eq. (40) become
\[
\hat{\mu} = -\frac{\varepsilon_w B(X)}{\varepsilon^2} \sqrt{\frac{2\mu}{B(X)}} E_w \cos(\theta_w - \hat{\theta} - k \cdot X),
\]
\[
\mu_1 = \frac{\varepsilon_w E_w}{\varepsilon} \sqrt{\frac{2\mu_1}{B(X_1)}} \cos(\theta_{w1} - \hat{\theta}_1 - k \cdot X_1).
\]
In the resonant region, the normalized oscillation frequency exactly equals the gyro frequency as \( \omega = B(X_0)/\varepsilon \) at some position \( X_0 \). The absolute value of the coefficient of RHS of Eq. (42) and (43) almost equal in the resonant region. The main difference is the sign of the coefficient.
IV. UTILIZING A NEW METHOD TO FIND OUT RESONANT TERMS ON GYROCENTER FRAME

In this section, we present a modified application of CLSLP, which in principle can find out all resonant terms in gyrocenter frame. The Lagrangian 1-form for test charged particle including the perturbation of magnetic vector potential and electrostatic potential is written as

\[
\gamma = (A(x) + A_w(x, t)) \cdot dx + \varepsilon v \cdot dx
- \left(\frac{v^2}{2} + \phi(x, t)\right) dt,
\]

As for the perturbation, the fourier branch of frequency \(\omega\) and the wave vector \(k\) for each component of \(A_w(x, t)\) and \(\phi(x, t)\) can be written as the superposition of two Fourier basis \(\exp(\iota \omega t - \iota k \cdot x)\) and \(\exp(-\iota \omega t + \iota k \cdot x)\), e.g., \(\cos(\omega t - k \cdot x) = (\exp(\iota \omega t - \iota k \cdot x) + \exp(-\iota \omega t + \iota k \cdot x))/2\). The former basis is recorded as \(\Psi_+\), whilst \(\Psi_-\) for the latter one. Then, we use \(A_{w+}\Psi_+\) to denote the vector \((A_{w1+}\Psi_{+e1}, A_{w2+}\Psi_{+e2}, A_{w3+}\Psi_{+e3})\), where \(A_{wi+}\) for \(i \in \{1, 2, 3\}\) is the amplitude for the basis \(\Psi_{ei}\). This notation is also applied to \(A_{w-}\Psi_-\) and \(\phi_{w\pm}\Psi_{\pm}\). Then, we could get \(A_w = A_{w+}\Psi_+ + A_{w-}\Psi_-\) and \(\phi_w = \phi_{w+}\Psi_+ + \phi_{w-}\Psi_-\), respectively.

The following analysis focuses on the single mode of \((\omega, k)\).

The equations will be used:

\[
\nabla(A_{w\pm}\Psi_{\pm}, \phi_{\pm}\Psi_{\pm}) = \pm \iota k(A_{w\pm}\Psi_{\pm}, \phi_{\pm}\Psi_{\pm}),
\]

\[
\nabla \times (A_{w\pm}\Psi_{\pm}) = \pm \iota k \times A_{w\pm}\Psi_{\pm},
\]

\[
\rho_0 \cdot k = \rho_0 k_\perp \cos \alpha,
\]

where \(\alpha\) is the angle between direction of \(\rho\) and \(k\), and equals the sum of \(\theta\) and an constant angle,

\[
\rho_0 \cdot A_{w\pm} = \rho_0 \left(\frac{\iota \phi_0}{2} \left(\frac{e^{i\theta} + e^{-i\theta}}{e^{i\theta} - e^{-i\theta}}\right)\right) \cdot A_{w\pm}\Psi_{\pm},
\]

with \(\rho_0 = \rho_0 (-e_1 \cos \theta + e_2 \sin \theta)\) and \(\rho_0 = \sqrt{2\iota \mu_1} / \gamma(x)\). The normalized Faraday’s law is

\[
E_{\perp} = -\partial_t (A_{w\pm}\Psi_{\pm}) = \pm \iota \omega A_{w\pm}\Psi_{\pm}.
\]

The original velocity vector \(v\) can be decomposed as three parts \(v_{\parallel b}\), \(v_{\perp \hat{\nu}_{\perp}}\) and \(v_{d\hat{\nu}'_{\perp}}\) with \(\hat{\nu}_{\perp} \equiv e_1 \sin \theta + e_2 \cos \theta\) and \(\hat{\nu}'_{\perp}\) perpendicular to \(b\) but independent on gyrophase. \(v_{\parallel b}\) and \(v_{\perp \hat{\nu}_{\perp}}\) can be reexpressed in cylindrical coordinates by three components \((u, \mu, \theta)\) with \(u_1 = v \cdot b\), \(\mu_1 = v_{d\hat{\nu}'_{\perp}} / 2B(x)\). \(v_{d\hat{\nu}'_{\perp}}\) is the drift velocity perpendicular to the direction of equilibrium magnetic field. It is constituted by the drift velocity caused by the gradient and curvature of the magnetic field and the drift velocity caused by the electric field. The value of \(v_{d\hat{\nu}'_{\perp}}\) is usually much smaller than the other two velocities. So this drift velocity only appears in high order and is ignored in our model. Based on this approximation, \(\gamma\) becomes

\[
\gamma = \left(\frac{A(x) + A_{w\pm}\Psi_{\pm} + \iota \varepsilon u_1 b}{\iota \sqrt{2B(x)\mu_1} \hat{\nu}_{\perp}}\right) \cdot dx
- \left(\frac{u_1^2}{2} + \iota \varepsilon \mu_1 B(x) + \phi_{\pm}\Psi_{\pm}\right) dt.
\]

Since \(\Psi_+\) and \(\Psi_-\) are linearly independent from each other, their effects on the motion of particles are independently solved in Eq. \((50)\). Eq. \((50)\) can be separated into four parts

\[
\gamma_0 = A(x) \cdot dx,
\]
\[ \gamma_1 = \left( u_1 b + \sqrt{2B(x)} \mu_1 \tilde{v}_\perp \right) \cdot dx - \left( \frac{u_1^2}{2} + \mu_1 B(x) \right) dt, \]  

\[ \gamma_{0w} = A_{w\pm} \Psi_\pm \cdot dx. \]  

\[ \gamma_{0\sigma} = -\phi_\pm \Psi_\pm dt. \]

It’s assumed that there exists six independent parameters in this system. One is \( \varepsilon \). The other ones come from the following order assumption: \( O(|\nabla \times A_{w\pm}|) = O(\varepsilon_1) \), denoting the order of the amplitude of the perturbed magnetic field; \( O((\partial A_{w\pm}/\partial t)| = O(\varepsilon_2) \), denoting the order of the amplitude of the inductive electric field; \( O(\partial_{\perp} \ln |A_{w\pm}|) = O(\varepsilon_3^{-1}) \), denoting the order of the spatial gradient length of the perturbed magnetic vector potential; \( O((\nabla \phi_{\pm}(x, t)) = O(\varepsilon_4^{-1}) \), denoting the order of the amplitude of the electrostatic potential; \( O(\partial_{\perp} \ln |\phi_{\pm}(x, t)|) = O(\varepsilon_5) \), denoting the order of the spatial gradient length of the electrostatic potential. All the orders are basically general assumption. In real physical systems, these six parameters may be related to each other by various physical mechanisms. As for its application in a real physical system, it’s only needed to replace each parameter by its real value. Then, the following expanding is applied to this perturbation problem.

We utilize the following Cary-Littlejohn single-parameter Lagrangian 1-form:

\[ \Gamma = \exp \left( -\varepsilon L_{g_1^X} \right) \gamma(Z) + dS, \]  

which is transformed from the old one by the pullback transform. To use this formula, a assumption is made that before and after coordinate transform, the time and particle’s energy don’t change. Hence, generators like \( g^\mu, g^U, g^\theta, g^t \) are not introduced. The corresponding coordinate transform is \( x = \exp \left( -g_1^X \cdot \nabla \right) X, \mu_1 = \mu, u_1 = U \), and \( \theta \) doesn’t change. Different from Ref. (6), the gauge function is not used as a mean to cancel those unwanted terms. Eq. (55) can be expanded order by order according to the six parameters. To calculate the Lie derivative during the expanding, the following rules will be adopted

\[ L_{g_1^X} (f(Z) \cdot dX) = -g_1^X \times \nabla \times f(Z) \cdot dX \]

\[ -g_1^X \cdot (\partial_t f(Z)dt + \partial_\theta f(Z)d\theta + \partial_\mu f(Z)d\mu) + dS, \]  

and

\[ L_{g_1^\theta} (h(Z)dt) = g_1^\theta \cdot \nabla h(Z) dt + dS, \]

where \( f(Z) \) and \( h(Z) \) are arbitrary vector and scalar function of \( Z \), respectively. Among the expanding terms, the following terms are recorded as \( \Gamma_0 \)

\[ \Gamma_0 = (A(X) + A_{w\pm} \Psi_\pm) \cdot dX - \phi_\pm \Psi_\pm dt. \]  

In the 1-form, the terms \( A_{w\pm} \Psi_\pm \) and \( \phi_\pm \Psi_\pm \) can be resonant terms if resonant condition \( \omega - k \cdot \hat{X} \approx 0 \) is satisfied. They represent the Landau resonance.

The term of order \( O(\varepsilon) \) is recorded as

\[ \Gamma_{100000} = \varepsilon U b \cdot dX - \varepsilon \left( \mu B(X) + \frac{U^2}{2} \right) dt. \]  

Here, the subscripts of \( \Gamma_{m_0m_1m_2m_3m_4m_5} \) represent that \( \Gamma_{m_0m_1m_2m_3m_4m_5} \) is of order \( O(\varepsilon_{m_0}^m \varepsilon_{m_1}^1 \varepsilon_{m_2}^2 \varepsilon_{m_3}^3 \varepsilon_{m_4}^4 \varepsilon_{m_5}^5) \). It’s well-known that to reach Eq. (59), the formula \( g_1^X = -\rho_0 (-e_1 \cos \theta + e_2 \sin \theta) \) is adopted with \( \rho_0 = \sqrt{\frac{2u}{B(X)}} \).
The 1-form of order $O(\epsilon_1)$ is

$$\Gamma_{110000} = \epsilon \left[ g_1^X \times \nabla \times A_{w\pm} \Psi_\pm \right] \cdot dX$$

$$\approx \pm i\epsilon \left[ g_1^X \times (k \times A_{w\pm} \Psi_\pm) \right] \cdot dX$$

$$= \pm i\epsilon \left[ \frac{e_1}{2} \left( e^{i\vartheta} + e^{-i\vartheta} \right) \right] \cdot A_{w\pm} \Psi_\pm dX \tag{60}$$

In the last equality of Eq. (60), Eqs. (49) and (48) are applied. Eq. (60) includes resonant terms when resonant conditions $\omega \pm k \cdot \hat{X} \approx 0$ are satisfied.

The 1-form of order $O(\epsilon_2)$ is

$$\Gamma_{101000} = \epsilon g_1^X \cdot \partial_t A_{w\pm} \Psi_\pm dt$$

$$= \mp i\epsilon \varpi_0 \left( e_1 \left( e^{i\vartheta} + e^{-i\vartheta} \right)/2 \right) \cdot A_{w\pm} \Psi_\pm dt. \tag{61}$$

Eq. (61) includes resonant terms when resonant conditions $\omega \pm \Omega - k \cdot \hat{X} \approx 0$ are satisfied.

The 1-form of order $O(\epsilon^2 \epsilon_1 \epsilon_3)$ is

$$\Gamma_{210100} = \epsilon^2 \left[ g_1^X \times \nabla \times (g_1^X \times \nabla \times A_{w\pm} \Psi_\pm) \right] \cdot dX$$

$$\approx -\epsilon^2 \left[ g_1^X \times k \times (g_1^X \times (k \times A_{w\pm})) \right] \Psi_\pm \cdot dX$$

$$= \epsilon^2 \left( g_1^X \cdot k \right) \left( g_1^X \cdot A_{w\pm} \Psi_\pm k \cdot dX \right)$$

$$= \epsilon^2 \left( \frac{e_1}{2} \left( e^{i\vartheta} + e^{-i\vartheta} \right) \right) \cdot A_{w\pm} \Psi_\pm \cdot dX \tag{62}$$

Eq. (62) includes resonant terms when resonant conditions $\omega \pm 2\Omega - k \cdot \hat{X} \approx 0$ are satisfied.

The 1-form of order $O(\epsilon^2 \epsilon_1 \epsilon_2)$ is

$$\Gamma_{211000} = \epsilon^2 \left[ g_1^X \cdot \partial_t (g_1^X \times \nabla \times A_{w\pm} \Psi_\pm) \right] dt$$

$$\approx \epsilon^2 \omega \left[ g_1^X \cdot \left( g_1^X \cdot A_{w\pm} \Psi_\pm k \right) \right] dt = 0. \tag{63}$$

The 1-form of order $O(\epsilon^2 \epsilon_2 \epsilon_3)$ is

$$\Gamma_{201100} = -\epsilon^2 \left[ g_1^X \cdot \nabla \left( g_1^X \cdot \partial_t A_{w\pm} \Psi_\pm \right) \right] dt$$

$$\approx \epsilon^2 \omega \left( g_1^X \cdot k \right) \left( g_1^X \cdot A_{w\pm} \Psi_\pm \right) dt$$

$$= \frac{1}{2} \epsilon^2 \omega \rho_0^2 k \cdot \left( e^{i\vartheta} + e^{-i\vartheta} \right) \cdot \Psi_\pm \cdot dt \tag{64}$$

There are resonant terms in Eq. (64) when resonant conditions $\omega \pm 2\Omega - k \cdot \hat{X} \approx 0$ are satisfied.

The 1-form of order $O(\epsilon \epsilon_4)$ is

$$\Gamma_{100010} = \epsilon g_1^X \cdot \nabla \phi_\pm \Psi_\pm \cdot dt$$

$$\approx \pm i\epsilon \left( g_1^X \cdot k \right) \phi_\pm \Psi_\pm = \mp i\epsilon \rho_0 \left( e^{i\vartheta} + e^{-i\vartheta} \right) \phi_\pm \Psi_\pm. \tag{65}$$

Its resonant conditions are $\omega \pm \Omega - k \cdot \hat{X} \approx 0$.

The 1-form of order $O(\epsilon^2 \epsilon_4 \epsilon_5)$ is

$$\Gamma_{200011} = \epsilon^2 \left( g_1^X \cdot \nabla \right)^2 \phi_\pm \Psi_\pm \cdot dt$$

$$\approx -\epsilon^2 \left( g_1^X \cdot k \right) \phi_\pm \Psi_\pm \cdot dt$$

$$= \frac{1}{2} \epsilon^2 k^2 \rho_0^2 \left( 1 + \frac{e^{-i2\alpha}}{2} + \frac{e^{i2\alpha}}{2} \right) \phi_\pm \Psi_\pm \cdot dt. \tag{66}$$
Its resonant conditions are $\omega \pm 2\Omega - k \cdot \hat{X} \approx 0$.

The 1-form of order $O(\varepsilon^2)$ is recorded as

$$
\Gamma_{200000} = \frac{\varepsilon^2}{2} L_{k\lambda} \gamma_0 (Z) - L_{k\lambda} \gamma_1 (Z) + dS
= \mu d\theta + \Gamma_{2f}(Z),
$$

(67)

where $\Gamma_{2f}(Z)$ represents the fast part included by $\Gamma_{200000}$. $\Gamma_{200000}$ includes a term $\varepsilon^2 \mu d\theta$, which is like a action and angle term. This term helps to determine the evolution of $\mu$.

The expanding is stopped here. The higher order terms can be treated with the same procedure. The foregoing expanding is based on the assumption that all the parameters are independent from each other. As for application, each parameter is given a specific number. If two parameters are of the same order, the respective expanding for each parameter are combined together as the expanding upon this parameter. For example, if $O(\varepsilon_1) = O(\varepsilon_5)$, the sum of the expanding over $\varepsilon_1$ and $\varepsilon_5$ are treated as the expanding over this parameter.

We only consider up to the second harmonic resonance, since experiments in tokamak plasma usually use the fundamental frequency resonance for the minority heating and the second harmonic frequency resonance for the majority heating. So even the 1-form responsible for the third harmonic resonance is of order lower than $O(\varepsilon^2)$, it’s neglected in this paper. By summing all the expanding terms together, a new 1-form is obtained

$$
\Gamma_0 = (A (X) + A_1 (Z) + \varepsilon U b) \cdot dX + \varepsilon^2 \mu d\theta
- \left[\varepsilon \mu B (X) + \varepsilon \frac{U^2}{\varepsilon} + \phi_1 (Z)\right] dt,
$$

(68)

where $A_1 (Z)$ and $\phi_1 (Z)$ denote the sum of those expanding terms associated with the perturbations $A_w$ and $\phi_w$ in $X$ and $t$ components up to the second harmonic resonance, respectively. The trajectory equations derived from Eq.(68) are

$$
\dot{X} = \frac{UB^* + b \times \nabla (H_0 + \phi_1 (Z)) + \partial A_1 (Z)/\partial t \times b}{b \cdot B^*},
$$

(69)

$$
\dot{U} = \frac{-(b \cdot \nabla (H_0 + \phi_1 (Z))) + bt (\partial A_1 (Z)/\partial \theta \times b) \times B^*)}{\varepsilon^2 b \cdot B^*},
$$

(70)

$$
\dot{\theta} = \frac{B (X)}{\varepsilon} + \frac{1}{\varepsilon^2} \frac{\partial \phi_1 (Z)}{\partial \mu} - \frac{1}{\varepsilon^2} \frac{\partial A_1 (Z) \cdot \dot{X}}{\partial \mu},
$$

(71)

$$
\dot{\mu} = \frac{1}{\varepsilon^2} \frac{\partial A_1 (Z) \cdot \dot{X}}{\partial \theta} - \frac{1}{\varepsilon^2} \frac{\partial \phi_1 (Z)}{\partial \theta}.
$$

(72)

The cyclotron frequency $\frac{B(X)}{\varepsilon}$ is positive for particles of positive charge, and is negative for particles of negative charge.

In App. B, for each resonant condition, all resonant terms are isolated out from $A_1 (Z)$ and $\phi_1 (Z)$ to form the slow-dynamic terms $A_{1s}$ and $\phi_{1s}$. By substituting these terms back into Eqs.(69,72), evolution equations for the slow parts of $\{X_s, U_s, \mu_s\}$ as well as $\theta$ are derived. Here, subscript “s” is used as the symbol of the slow part.

One important character revealed by the trajectory equation of $\theta$ is that the frequency of $\theta$ is shifted from the normalized cyclotron frequency $\Omega_0 = B(X)/\varepsilon$ under the driving of resonant wave.
V. AN EXAMPLE FOR Fundamental-Frequency CYCLOTRON RESONANCE

In this section, a simple example of driving the proton by the circularly polarized wave is given to show the resonant effect and the shift of frequency described by the slow-dynamic trajectory equations. The spatially homogeneous magnetic field configuration is chosen to be directed in $z$ direction with the amplitude $1T$. The wave is only of the wave vector parallel to $e_2$. It’s circularly polarized and it’s expressed by the formula

$$
A_\sigma = 2\psi (e_1 \cos (\omega t - k\parallel z) - e_2 \sin (\omega t - k\parallel z))
$$

$$
= A_- \Psi_- + A_+ \Psi_+ ,
$$

(73)

with $A_- = \psi (e_1 - \frac{2\psi}{k})$ and $A_+ = \psi (e_1 + \frac{2\psi}{k})$. The quantities used for the normalization are $B_0 = 1T$, $v_i = 10^8 m/s$, $L_0 = 1m$. The normalization scheme is given before. With these quantities, it’s derived that $\varepsilon = 10^{-3}$. The normalized values of $\psi$ and $k\parallel$ are given to be $\psi = 10^{-4}$ and $k\parallel = 40.0$. The frequency $\omega$ will be determined later. Substituting Eq. (73) back into Eqs. (A1,A2), it’s derived that

$$
A_{1s} = 2\varepsilon \psi k\parallel \rho_0 \sin (\omega t - \theta - k\parallel z + \xi) ,
$$

(74)

$$
\phi_{1s} = -2\varepsilon \psi \omega \rho_0 \sin (\omega t - \theta - k\parallel z + \xi) ,
$$

(75)

where $\xi$ is an initial phase and can be an arbitrary angle. By substituting Eqs. (74) and (75) back into Eqs. (69)-(72), the slow-dynamic equations are derived

$$
X = U ,
$$

(76)

$$
\dot{U} = -4\psi \rho_0 k\parallel \omega \cos (\omega t - \theta - k\parallel z + \xi) ,
$$

(77)

$$
\dot{\theta} = \frac{1}{\varepsilon} - \frac{2\psi}{\varepsilon} \frac{1}{\sqrt{2\mu}} \sin (\omega t - \theta - k\parallel z + \xi) ,
$$

(78)

$$
\dot{\mu} = \frac{2\psi}{\varepsilon} \psi k\parallel \rho_0 \omega \cos (\omega t - \theta - k\parallel z + \xi) - \frac{4}{\varepsilon} \psi \omega \rho_0 \psi \omega \rho_0 \sin (\omega t - \theta - k\parallel z + \xi) ,
$$

(79)

where the subscript “s” is deleted for all variables for convenience. Here, although the phase $\omega t - \theta - k\parallel z + \xi$ depends on $\theta$, it’s not fast changing anymore, due to the resonance. One important point of this group of trajectory equations is that the frequency of $\theta$ is not the cyclotron frequency $\Omega_0 = 1/\varepsilon$ anymore, but is shifted by the wave driving. The shifting part is inversely proportional to $\sqrt{2\mu}$, while proportional to the amplitude of the driving electric field. Since $\mu$ changes by the wave driving with changing rate determined by Eq. (79), it’s impossible to choose a special frequency to satisfy the accurate cyclotron resonance for long time even ignoring the frequency mismatch caused by the changing of parallel velocity as Eq. (77) shows. A detailed investigation of the shift of the cyclotron resonant frequency is given in future work. Here, we present a simple example to show the shift of cyclotron resonant frequency and its influence on the resonant driving of magnetic moment.

The initial conditions for the test ion are chosen to be $U = 0.5$, $\mu = 0.125$, $X = Y = Z = 0$. The initial phase $\xi$ is chosen to be 1.3r. Enlightened by Eq. (78), we choose two waves of different frequency to make comparison. The first frequency is $\omega_1 = \Omega_0 + 20 + 0.64 \times \Omega_0 \psi / \varepsilon$, whilst the second one is $\omega_2 = \Omega_0 + 20$. The difference between $\omega_1$ and $\omega_2$ is about 1/10 of $\Omega_0$. The quantity 20 is introduced to cancel the initial phase frequency $Uk\parallel$. The real amplitude of the electric field with normalized $\psi$ is about $10^4 V/m$, which can be reached by currently applied ICRH heating.8

For numerical calculation, the time step is given to be $dt = 10^{-3}$. Attention should be given to the numerical simulation for the dependence of the frequency of $\theta$ on $\mu$, and
to the composite phase as well as the positive property of the value of $\mu$. The numerical comparison between the driving by the two waves is given in Fig. (1). The important point shown by Fig. (1) is that the wave of shifting resonance frequency $\omega_1$ is more effective to drive magnetic moment to a larger value, due to the longer time for the phase match between the driving electric field and the cyclotron motion of charged particle. Another phenomenon in Fig. (1) is that some wave troughs are wider than others. This is determined by the composite phase. For the wider trough, the changing rate of the composite phase at that time interval is slower to inverse the decelerating of the perpendicular velocity to the accelerating of perpendicular velocity. The inverse process is determined by Eq. (79).

![Fig. 1](image_url)

**FIG. 1.** The comparison of the driving effect for the normalized $\mu$ by the waves of frequency $\omega_1$ and $\omega_2$, respectively. With a shifting frequency deviating from the cyclotron frequency, the wave of frequency $\omega_1$ has a much better driving effect due to a longer time of phase match, and can drive the ion to a much higher kinetic energy.

**VI. SUMMARY AND DISCUSSION**

This paper pointed out that the application of Lie transform method in GT generates some nonphysical terms, in particular, the nonphysical cyclotron resonant term. A modified edition is developed to generate the resonant terms for various resonant conditions up to the second harmonic resonance. By getting rid of the fast-dynamical terms from the trajectory equations, the rest equations are governed by slow dynamics including the resonant effects. One important revelation of these trajectory equations is that the optimal driving frequency of the wave for the cyclotron resonance is not the original cyclotron frequency without the driving of the wave, but a frequency deviating from the original frequency.

One application of these slow-dynamic equations is to calculate straightforwardly the orbit of charged particle passing through the resonant layer driving by the resonant electromagnetic wave, and to observe the variation of energy and pitch angle.
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Appendix A: Resonant terms for various resonant conditions

Based on the identities $A_w = A_w^+\Psi^+ + A_w^-\Psi^-$ and $\phi_w = \phi_w^+\Psi^+ + \phi_w^-\Psi^-$, the resonant terms for various resonant conditions are derived as follows.

1. **Resonant condition** $\omega - k \cdot \mathbf{X} \approx 0$

   The terms responsible for this resonant condition are $A_w^\pm\Psi^\pm$ and $\phi_w^\pm\Psi^\pm$. The slow-dynamics parts of $A_1(Z)$ and $\phi_1(Z)$ in Eqs.(69,70) are $A_{s1} = A_w^+\Psi^+ + A_w^-\Psi^-$ and $\phi_{s1} = \phi^+_w\Psi^+ + \phi^-_w\Psi^-$, respectively. Other terms included in $A_1(Z)$ and $\phi_1(Z)$ are responsible for fast dynamics and are separated away. The evolution equation for $\mu$ is $\dot{\mu} = 0$.

2. **Resonant condition** $\omega - \Omega - k \cdot \mathbf{X} \approx 0$

   The terms satisfying this kind of resonant condition are of the phase like $\omega t - k \cdot \mathbf{X} - \theta + \xi$.

   For this resonant condition, the resonant terms corresponding to the slow-dynamic parts of $A_1$ and $\phi_1$ are

   \[
   A_{1s}(Z) = i\frac{\varepsilon \rho_0}{2} e^{i\theta} \left( e_1 - \frac{e_2}{i} \right) \cdot A_w^+\Psi^+ k - i\frac{\varepsilon \rho_0}{2} e^{-i\theta} \left( e_1 + \frac{e_2}{i} \right) \cdot A_w^-\Psi^+ k - i\frac{\varepsilon \rho_0 k_1}{2} \left( A_w^+\Psi^+ e^{i\alpha} - A_w^-\Psi^- e^{-i\alpha} \right),
   \]

   and

   \[
   \phi_{1s}(Z) \approx i\frac{\varepsilon \omega \rho_0}{2} e^{i\theta} \left( e_1 - \frac{e_2}{i} \right) \cdot A_w^+\Psi^+ - i\frac{\varepsilon \omega \rho_0}{2} e^{-i\theta} \left( e_1 + \frac{e_2}{i} \right) \cdot A_w^-\Psi^- - i\frac{\varepsilon \rho_0 k_1}{2} \left( e^{i\alpha} \phi^+_w\Psi^+ - e^{-i\alpha} \phi^-_w\Psi^- \right). \tag{A1}
   \]

   These terms can be responsible for the fundamental-frequency cyclotron resonance of particles of positive charge.

3. **Resonant condition** $\omega + \Omega - k \cdot \mathbf{X} \approx 0$

   The terms satisfying this kind of resonant condition are of the phase like $\omega t - k \cdot \mathbf{X} + \theta + \xi$.

   For this resonant condition, the resonant terms corresponding to the slow-dynamic parts of $A_1$ and $\phi_1$ are

   \[
   A_{1s}(Z) = i\frac{\varepsilon \rho_0}{2} e^{i\theta} \left( e_1 - \frac{e_2}{i} \right) \cdot A_w^-\Psi^- k - i\frac{\varepsilon \rho_0}{2} e^{-i\theta} \left( e_1 + \frac{e_2}{i} \right) \cdot A_w^+\Psi^+ k - i\frac{\varepsilon \rho_0 k_1}{2} \left( A_w^+\Psi^+ e^{-i\alpha} - A_w^-\Psi^- e^{i\alpha} \right),
   \]

   and

   \[
   \phi_{1s}(Z) \approx i\frac{\varepsilon \omega \rho_0}{2} e^{-i\theta} \left( e_1 + \frac{e_2}{i} \right) \cdot A_w^+\Psi^+ - i\frac{\varepsilon \omega \rho_0}{2} e^{i\theta} \left( e_1 - \frac{e_2}{i} \right) \cdot A_w^-\Psi^- - i\frac{\varepsilon \rho_0 k_1}{2} \left( e^{-i\alpha} \phi^+_w\Psi^+ - e^{i\alpha} \phi^-_w\Psi^- \right). \tag{A3}
   \]
For particles of negative charge, $\varepsilon < 0$ stands, leading to the negative value of $\Omega_0$ equaling $\frac{B(\mathbf{X})}{m}$. So these terms are responsible for the fundamental-frequency cyclotron resonance of particles of negative charges.

4. **Resonant condition** $\omega - 2\Omega - \mathbf{k} \cdot \mathbf{X} \approx 0$

The terms satisfying this kind of resonant condition are of the phase like $\omega t - \mathbf{k} \cdot \mathbf{X} - 2\theta + \xi$. For this resonant condition, the resonant terms corresponding to the the slow-dynamic parts of $A_1$ and $\phi_1$ are

\[
A_1 = \frac{\varepsilon^2 \rho_0^2 k_1}{4} e^{i(\alpha + \theta)} \left( e_1 - \frac{e_2}{i} \right) \cdot A_{w-} \Psi_+ k \\
+ \frac{\varepsilon^2 \rho_0^2 k_1}{4} e^{-i(\alpha + \theta)} \left( e_1 + \frac{e_2}{i} \right) \cdot A_{w-} \Psi_- k \\
- \frac{\varepsilon^2 k_1^2 \rho_0^2}{4} \left( e^{i2\alpha} A_{w+} \Psi_+ + e^{-i2\alpha} A_{w-} \Psi_- \right), \tag{A7}
\]

and

\[
\phi_{1s}(Z) \approx \frac{\varepsilon^2 \rho_0^2 k_1 \omega}{4} \left[ e^{i(\alpha + \theta)} \left( e_1 - \frac{e_2}{i} \right) \cdot A_{w+} \Psi_+ \\
+ e^{-i(\alpha + \theta)} \left( e_1 + \frac{e_2}{i} \right) \cdot A_{w-} \Psi_- \right] \\
+ \frac{\varepsilon^2 k_1^2 \rho_0^2}{4} \left( e^{-i2\alpha} \phi_- \Psi_- + e^{i2\alpha} \phi_+ \Psi_+ \right). \tag{A8}
\]

These terms can be responsible for the second harmonic cyclotron resonance of particles of positive charge.

5. **Resonant condition** $\omega + 2\Omega - \mathbf{k} \cdot \mathbf{X} \approx 0$

The terms satisfying this kind of resonant condition are of the phase like $\omega t - \mathbf{k} \cdot \mathbf{X} + 2\theta + \xi$. For this resonant condition, the resonant terms corresponding to the the slow-dynamic parts of $A_1$ and $\phi_1$ are

\[
A_1 = \frac{\varepsilon^2 \rho_0^2 k_1}{4} e^{i(\alpha + \theta)} \left( e_1 - \frac{e_2}{i} \right) \cdot A_{w-} \Psi_- k \\
+ \frac{\varepsilon^2 \rho_0^2 k_1}{4} e^{-i(\alpha + \theta)} \left( e_1 + \frac{e_2}{i} \right) \cdot A_{w+} \Psi_- k \\
- \frac{\varepsilon^2 k_1^2 \rho_0^2}{4} \left( e^{i2\alpha} A_{w-} \Psi_- + e^{-i2\alpha} A_{w+} \Psi_+ \right), \tag{A9}
\]

and

\[
\phi_{1s} = \frac{\varepsilon^2 \omega^3 k_1}{4} \left[ e^{i(\alpha + \theta)} \left( e_1 - \frac{e_2}{i} \right) \cdot A_{w-} \Psi_- \\
+ e^{-i(\alpha + \theta)} \left( e_1 + \frac{e_2}{i} \right) \cdot A_{w+} \Psi_- \right] \\
+ \frac{\varepsilon^2 k_1^2 \rho_0^2}{4} \left( e^{-i2\alpha} \phi_+ \Psi_+ + e^{i2\alpha} \phi_- \Psi_- \right). \tag{A10}
\]

These terms can be responsible for the second harmonic cyclotron resonance of particles of negative charge.
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