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Abstract. We define resonances for finitely perturbed quantum walks as poles of the scattering matrix in the lower half plane. We show a resonance expansion which describes the time evolution in terms of resonances and corresponding Jordan chains. In particular, the decay rate of the survival probability is given by the imaginary part of resonances and the multiplicity. We prove generic simplicity of the resonances, although there are quantum walks with multiple resonances.
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1. Introduction

Resonances have been studied in many situations including the wave equations and the Schrödinger equations, where they describe long time behavior of solutions (see e.g. [DyZw, Ya]). Especially the resonance expansion approximates a solution by a finite sum of “stationary” states corresponding to the resonances while the spectral decomposition needs to integrate the stationary states on the continuous spectrum.

Recently, the scattering problem is also one of the interests in discrete-time quantum walks on $\mathbb{Z}$. Quantum walks are time evolutions of a state, a $\mathbb{C}^2$-valued sequence on $\mathbb{Z}$, given by a unitary operator on $l^2(\mathbb{Z}; \mathbb{C}^2)$. Thus, the time evolution operator has its spectrum on the unit circle $e^{-i\xi}$ ($\xi \in \mathbb{R}$) in the complex plane. On the continuous spectrum, there are generalized eigenfunctions (see [KKMS, Mo]) in $l^\infty(\mathbb{Z}; \mathbb{C}^2)$. A generalized eigenfunction consists of an incident plane wave, a reflected wave and a transmitted wave. The scattering matrix is given by the reflection coefficients and the transmission coefficients. For example, the properties of the scattering matrix are studied by [FeHi, KKMS, RST, Su, Ti]. Moreover, a correspondence to quantum graphs or Schrödinger equations [HKSS, Hi, HiSe, Ta], the resonant-tunneling effect and the local-energy [MMOS, HKKMS] are also studied. These problems are considered on the continuous spectrum (unit circle) or its outside where the $l^2$-resolvent operator and scattering matrix are defined analytically. In this article, we continue meromorphically the scattering matrix with respect to the spectral parameter to the inside of the unit circle. Then resonances can be defined as poles of the scattering matrix in the study on quantum walks. In addition, we derive resonance expansions in the view of the time evolution of quantum walks, and focus on the rate of decay induced by the degeneration of resonances.
It is natural to start with compactly supported potentials in scattering problems for the wave equations and the Schrödinger equations [DyZw]. We consider the “finitely perturbed” discrete-time quantum walk on \( \mathbb{Z} \) to observe the resonance properties of quantum walks as a first step. Indeed, the finiteness of the perturbation tells us quite detail information on properties of resonances (Proposition 2.10, Proposition 2.11). This type of quantum walks appear in the correspondence given in [FeHi, MMOS, Hi] to the Schrödinger equation on the line, and also considered in [KKMS, HKKMS]. The arguments in this article are expected to be generalized to some larger classes of the perturbations considered in [Su, RST].

In Section 2, we set the quantum walk treated here, and define resonances for that. We show the existence of the corresponding resonant state, out-going “stationary” state (Proposition 2.8), the fact that the geometric multiplicity of a resonance is always one (Proposition 2.9) but the algebraic multiplicity can be larger (Proposition 2.9), and a symmetry of resonances and a relation between the number of resonances and the support of the perturbation (Proposition 2.10).

In Section 3, we give the resonance expansion and the “survival probability” of quantum walker. More precisely, we describe the time evolution by the finite superposition of (generalized) resonant states, and show that the decay rate of the survival probability is given by the imaginary part of a resonance. Here, the generalized resonant states should be considered only in the case that the algebraic multiplicity is larger than the geometric multiplicity (= 1). They are the corresponding object to the generalized eigenvectors for a non-diagonalizable matrix. The resonance expansion is obtained by the singular value decomposition of the finite-dimensional matrix which is the restriction of the time evolution to the perturbed part. In fact, we show that the time evolution of the perturbed part is given by this matrix. In particular, the singular value decomposition is replaced by the eigenvalue decomposition when every resonance is simple (the algebraic multiplicity is also one). Then the resonance expansion has a much simpler form, and the decay rate become faster.

In Section 4, we show the fact that the resonances are “generically” simple (multiple resonances are special). To discuss such a topological property, we introduce a topology to the space of finitely perturbed quantum walks. We write explicitly the quantization condition for the resonance, and prove the generic simplicity by applying Rouche’s theorem. However, there certainly exist multiple resonances. We give a simple example by a triple-barrier setting.

2. Definition and basic properties of resonances

Our objective of this section is to define resonances for a quantum walk, and to observe their basic properties.

2.1. Setting. We first recall the standard definition of two-state quantum walk model on \( \mathbb{Z} \) (see e.g. [MMOS]). The total Hilbert space is denoted by \( \mathcal{H} := l^2(\mathbb{Z}; \mathbb{C}^2) \cong l^2(\mathcal{A}; \mathbb{C}) \). Here \( \mathcal{A} \) is the set of arcs of one-dimensional lattice whose elements are labeled by \( \{(n; R), (n; L); n \in \mathbb{Z}\} \), where \( (n; R) \) and \( (n; L) \) represents the arcs “from \( n-1 \) to \( n \) (right)” and “from \( n+1 \) to \( n \) (left)”, respectively. The time evolution is given by a unitary operator \( \mathcal{U} \) on \( \mathcal{H} \) which is determined by a sequence \( (\mathcal{U}_n)_{n \in \mathbb{Z}} \) of \( 2 \times 2 \) unitary matrices, so called local quantum coins. It is defined by the equality

\[
(\mathcal{U}\psi)(n) = P_{n+1}\psi(n+1) + Q_{n-1}\psi(n-1) \quad \psi \in \mathcal{H},
\]
where we put the matrix valued weights associated with the motion from $n$ to left and to right by

$$P_n := |L\rangle \langle L| U_n, \quad Q_n := |R\rangle \langle R| U_n,$$

with $|L\rangle := (1, 0)^T$, $|R\rangle := (0, 1)^T$, $\langle L| := (1, 0)$, $\langle R| := (0, 1)$. We denote the entries of these matrices by

$$U_n = \begin{pmatrix} a_n & b_n \\ c_n & d_n \end{pmatrix}, \quad P_n = \begin{pmatrix} a_n & b_n \\ 0 & 0 \end{pmatrix}, \quad Q_n = \begin{pmatrix} 0 & 0 \\ c_n & d_n \end{pmatrix}.$$  

We identify $\mathcal{H} = l^2(\mathbb{Z}; \mathbb{C}^2)$ and $l^2(A)$ by the following correspondence:

$$\begin{cases} (n; R) \mapsto |R\rangle \psi(n), \\
(n; L) \mapsto \langle L| \psi(n), \end{cases} \quad \text{for } \psi \in l^2(\mathbb{Z}; \mathbb{C}^2).$$

The time evolution of the free quantum walk is given by the operator $U_0$ defined by

$$(U_0\psi)(n) = |L\rangle \langle L| \psi(n + 1) + |R\rangle \langle R| \psi(n - 1) \quad \psi \in \mathcal{H}.$$  

In other words, every quantum coin of the free quantum walk is the identity matrix $I_2$. In this manuscript, we consider finitely perturbed quantum walks:

**A1** There exists $n_0 \in \mathbb{N}$ such that $U_n = I_2$ for any $n \in \mathbb{Z} \setminus \{0, 1, \ldots, n_0\}$.

We put $[n_0] := \{0, 1, \ldots, n_0\}$ and introduce an operator $\mathcal{K}$ which is a restriction of $\mathcal{U}$ to $l^2([n_0]; \mathbb{C}^2) = \mathbb{C}^{2(n_0 + 1)}$ determined by

$$\begin{aligned}
(K\psi)(n) &= \langle U\psi\rangle(n), & n = 1, 2, \ldots, n_0 - 1, \\
(K\psi)(0) &= P_1\psi(1), & \quad (K\psi)(n_0) := Q_{n_0 - 1}\psi(n_0 - 1).
\end{aligned}$$  

Note that for any $v = (v(n))_{n=0}^{n_0} \in \mathbb{C}^{2(n_0 + 1)}$, we have

$$\|Kv\|_{l^2(\mathbb{Z}; \mathbb{C}^2)}^2 + \|P_0v(0)\|_{l^2(\mathbb{Z}; \mathbb{C}^2)}^2 + \|Q_{n_0}v(n_0)\|_{l^2(\mathbb{Z}; \mathbb{C}^2)}^2 = \|v\|_{l^2(\mathbb{Z}; \mathbb{C}^2)}^2,$$

since $U_n$ are unitary, and consequently the operator norm $\|K\|$ is bounded by 1.

**Remark 2.1.** Under (A1), the following are equivalent:

1. $\#\{n \in \mathbb{Z}; a_n = 0\} \geq 2.$
2. There exists an eigenvalue of the operator $\mathcal{U}$ as an operator on $\mathcal{H}$.
3. There exists an eigenvalue of $\mathcal{K}$ with its absolute value 1.

**Proof.** We first suppose (3). Let $v \in \mathbb{C}^{2(n_0 + 1)}$ be an eigenvector of $\mathcal{K}$ associated to an eigenvalue $\lambda$ with $|\lambda| = 1$. By definition (2.1) of $\mathcal{K}$, we have $\langle R| (K\psi)(0) = \langle L| (K\psi)(n_0) = 0.$

Then $Kv = \lambda v$ implies that

$$\langle L| v(0) = \langle L| v(n_0) = 0.$$  

The equality (2.2) implies that

$$P_0v(0) = Q_{n_0}v(n_0) = 0.$$  

The equalities (2.3) and (2.4) imply that by putting

$$\psi(n) = v(n) \quad \text{for } n \in [n_0], \quad \psi(n) = 0 \quad \text{for } n \in \mathbb{Z} \setminus [n_0].$$

$\psi \in \mathcal{H}$ is an eigenvector associated with the same eigenvalue as $v$, that is, (2) holds. Moreover, when $a_0 \neq 0$ (resp. $d_0 \neq 0$),

$$P_0v(0) = a_0 \langle L| v(0) |L\rangle = 0, \quad \text{resp. } Q_{n_0}v(n_0) = d_{n_0} \langle R| v(n_0) |R\rangle = 0.$$
shows \(v(0) = 0\) (resp. \(v(n_0) = 0\)). This shows inductively that \(v = 0\) if (1) does not hold. We conclude here that (3) implies (1) and (2).

We next suppose (1). There exist \(0 \leq n_1 < n_2 \leq n_0\) such that \(a_{n_1} = a_{n_2} = 0\) and \(a_n \neq 0\) for any \(n_1 < n < n_2\). Then the restriction of \(K\) to \(l^2(A_{n_1,n_2}) \cong \mathbb{C}^{2(n_2-n_1)}\) \((A_{n_1,n_2} := \{(n;R), (k;L); n_1 < n \leq n_2, n_1 \leq k < n_2\})\) is a unitary matrix, hence it has \(2(n_2-n_1)\) eigenvalues with its absolute value 1. The corresponding eigenvector can be extended as an eigenvector of \(K\) corresponding to the same eigenvalue. This implies (3).

We finally suppose (2). Then there exists an eigenvalue \(\lambda\) with \(|\lambda| = 1\) and corresponding eigenvector \(\psi \in \mathcal{H}\) since \(U\) is unitary on \(\mathcal{H}\). This implies that \(\psi\) is supported only on \([n_0]\). In fact, if there exists \(n_1 \in \mathbb{Z} \setminus [n_0]\) such that \(\psi(n_1) \neq 0\), say \(\psi(-1) = |R\rangle\), then we have \(\psi(-n) = \lambda^{n-1} |R\rangle\) and consequently \(\psi \notin \mathcal{H}\). The restriction of \(\psi\) to \([n_0]\) is an eigenvector of \(K\) with the same eigenvalue.

To introduce the scattering matrix, we also assume the following (A2):

(A2) \(a_n \neq 0\) holds for any \(n \in \mathbb{Z}\).

The operator \(U\) can be extended as a linear operator on a weighted space \(\mathcal{H}_w := l^2(\mathbb{Z}; C^2; (|n|!)^{-1})\) associated with the inner product

\[
(\psi^1, \psi^2)_{\mathcal{H}_w} := \sum_{n \in \mathbb{Z}} \frac{1}{|n|!} (\psi^1(n), \psi^2(n))_{C^2}, \quad \psi^j \in \mathcal{H}_w.
\]

Note that the operator \(U\) is no longer unitary on \(\mathcal{H}_w\).

We first show the unique continuation principle, the existence and uniqueness of generalized stationary state, which is a generalization of the one in [Mo] for real \(\xi\) to complex one.

**Lemma 2.2.** For any \(\xi \in \Xi := [-\pi, \pi] + i\mathbb{R}\), \(v \in \mathbb{C}^2\) and \(n_1 \in \mathbb{Z}\), there uniquely exists \(\psi \in \mathcal{H}_w\) to the equation

\[
(2.5) \quad U\psi = e^{-i\xi}\psi
\]

satisfying \(\psi(n_1) = v\). In particular, the space of the solutions to the equation (2.5) is two-dimensional.

**Proof.** We introduce \(\Pi_n : \mathcal{H}_w \to \mathbb{C}^2\) by

\[
\Pi_n \psi = (L| \psi(n) |L) + (R| \psi(n+1) |R),
\]
Lemma 2.5.

We call the chosen.

Theorem 2.4.

2.2. Definition of resonances.

We give a definition of the scattering matrix by the Jost solutions (see also [Hi]). This coincides with the definition by the spectral decomposition [Mo, Su, RST].

Definition 2.3. There exist solutions $\psi_{in}^\pm(\cdot; \xi), \psi_{out}^\pm(\cdot; \xi) \in \mathcal{H}_w$ to the equation satisfying the following incoming and outgoing property at $\pm\infty$:

$$
\psi_{in}^-(n; \xi) = e^{in\xi} |R\rangle, \quad \psi_{out}^-(n; \xi) = e^{-in\xi} |L\rangle \quad n \leq -1,
$$

$$
\psi_{in}^+(n; \xi) = e^{-in\xi} |L\rangle, \quad \psi_{out}^+(n; \xi) = e^{in\xi} |R\rangle \quad n \geq n_0 + 1.
$$

We call them the Jost solutions. We define the scattering matrix $\Sigma = \Sigma(\xi)$ as a $2 \times 2$-matrix valued function by

$$(\psi_{in}^+(\xi), \psi_{in}^-(\xi)) = (\psi_{out}^-(\xi), \psi_{out}^+(\xi)) \Sigma(\xi).$$

We call the $(1,1)$ (resp. $(2,2)$) -entry left (resp. right) transmission coefficient, and denote it by $t_-$ (resp. $t_+$). We call the $(1,2)$ (resp. $(2,1)$) -entry left (resp. right) reflection coefficient, and denote it by $r_-$ (resp. $r_+$).

2.2. Definition of resonances. We here define resonances by the meromorphic continuation of the scattering matrix.

Theorem 2.4. The scattering matrix $\Sigma(\xi)$ is unitary for real $\xi$, holomorphic near $\Xi_+ = [-\pi, \pi] + i[0, +\infty)$, and meromorphic on $\Xi$. The number of the poles of scattering matrix is at most $2n_0$. In particular, $|t_\pm|^2 + |r_\pm|^2 = 1$ holds for real $\xi$, where the signs $\pm$ are arbitrarily chosen.

To prove this theorem, we show the following lemma.

Lemma 2.5. Let $\psi_1, \psi_2 \in \mathcal{H}_w$ be two solutions to the equation (2.5). We denote the determinant by

$${\mathcal{W}}_n(\psi_1, \psi_2) := \det(\Pi_n \psi_1, \Pi_n \psi_2)$$

for each $n \in \mathbb{Z}$. Then the absolute value $|{\mathcal{W}}_n(\psi_1, \psi_2)|$ does not depend on $n \in \mathbb{Z}$. Moreover, we have

$$
\Sigma(\xi) = \frac{1}{{\mathcal{W}}_n(\psi_{out}^+, \psi_{out}^-)} \left( \begin{array}{cc}
{\mathcal{W}}_n(\psi_{in}^+, \psi_{out}^+) & {\mathcal{W}}_n(\psi_{in}^-, \psi_{out}^-) \\
{\mathcal{W}}_n(\psi_{out}^+, \psi_{in}^+) & {\mathcal{W}}_n(\psi_{out}^-, \psi_{in}^-)
\end{array} \right)
$$

for any $n \in \mathbb{Z}$ provided $\mathcal{W}_n(\psi_{out}^-, \psi_{out}^+) \neq 0$. 

and the local transfer matrix $T_n = T_n(\xi)$ by

$$
T_n(\xi) = \begin{pmatrix}
ed^{i\xi}/\bar{a}_n & -\bar{c}_n/a_n \\
-c_n/d_n & e^{-i\xi}/d_n
\end{pmatrix}, \quad T_n(\xi)^{-1} = \begin{pmatrix}
e^{-i\xi}/a_n & -b_n/a_n \\
b_n/d_n & e^{i\xi}/d_n
\end{pmatrix}.
$$

Then the equation (2.5) is equivalent to the condition

$$
T_n \Pi_n \psi = \Pi_{n-1} \psi \quad \text{for each} \quad n \in \mathbb{Z}.
$$

We construct a solution $\psi$ satisfying $\psi(n_1) = v$ by

$$
\Pi_{n_1} \psi = \langle L \mid v \mid L \rangle + e^{i\xi} Q_{n_1} v
$$

for $n < n_1$, and

$$
\Pi_n \psi = T_{n+1} T_{n+2} \cdots T_{n_1} \Pi_{n_1} \psi \quad \text{for} \quad n > n_1.
$$

Conversely, a solution has to satisfy the above equalities, and is unique. □
Suppose here that there exists a proof of Theorem 2 of the corresponding pair of solutions to the Schrödinger equation. We immediately see that det $T_n(\xi)$ is independent of $\xi \in \Xi$. Since $U_n$ is unitary, we have $|\det T_n(\xi)| = 1$ for any $n \in \mathbb{Z}$, and consequently

$$|\det(\Pi_n \psi_1, \Pi_n \psi_2)| = |\det(\Pi_{n-1} \psi_1, \Pi_{n-1} \psi_2)|$$

for any $n \in \mathbb{Z}$. Since we have

$$\det(\Pi_n \psi_1, \Pi_n \psi_2) = (\Pi_n \psi_{\text{in}}^-(\xi), \Pi_n \psi_{\text{in}}^+ (\xi))(\Pi_n \psi_{\text{out}}^-(\xi), \Pi_n \psi_{\text{out}}^+ (\xi))\Sigma(\xi)$$

for any $n \in \mathbb{Z}$, the formula (2.6) follows. \(\square\)

**Remark 2.6.** If we assume $a_n = d_n$ for each $n \in \mathbb{Z}$, it follows that the determinant of $T_n$ is one, and that $\mathcal{W}_n$ does not depend on $n \in \mathbb{Z}$. Then this plays the role of the Wronskian of two solutions to the equation. In fact, by the correspondence given in [Hi] between the solutions to the Schrödinger equation and the one to the equation (2.5), this coincides with the Wronskian of the corresponding pair of solutions to the Schrödinger equation.

**proof of Theorem 2.4.** We see that each element of $T_n(\xi)$ depends analytically on $\xi \in \Xi$, and hence the Jost solutions are $\mathcal{H}_w$-valued analytic functions on $\xi \in \Xi$. This means that if $\mathcal{W}(\psi_{\text{out}}^-, \psi_{\text{out}}^+)$ does not vanish at a point $\xi_0$, then each element of the scattering matrix is analytic near $\xi_0$. Here $\mathcal{W}_n(\psi_{\text{out}}^-, \psi_{\text{out}}^+)$ vanishes if and only if $(\psi_{\text{out}}^-, \psi_{\text{out}}^+)$ is linearly dependent. Suppose here that there exists $\xi_0 \in \Xi$ such that $(\psi_{\text{out}}^-, \psi_{\text{out}}^+)$ is linearly dependent when $\xi = \xi_0$. Then the restriction of $\psi_{\text{out}}$ to $[n_0]$ is an eigenvector of $\mathcal{K}$ associated to the eigenvalue $e^{-i\xi_0}$. According to Lemma 2.1 with the assumption (A2), $\xi_0$ does not belong to $\Xi_+$ since $|e^{-i\xi_0}| = e^{\text{Im} \xi_0} < 1$ provided $\xi_0 \in \Xi \setminus \Xi_+$. The number of the eigenvalues of $\mathcal{K}$ is at most $2(n_0 + 1)$. In addition, $0$ is an eigenvalue of $\mathcal{K}$ and its multiplicity is at least $2$. In fact, $v_0, v_{n_0} \in \mathbb{C}^{2(n_0+1)}$ given by $v_0(n) := \delta_0(n)(d_0 - c_0)^T$, $v_{n_0}(n) := \delta_{n_0}(b_{n_0} - a_{n_0})^T$ are two eigenvectors. \(\square\)

**Definition 2.7.** We define the resonances of the quantum walk produced by $\mathcal{U}$ satisfying (A1) and (A2) as the poles $\xi \in \Xi$ of the determinant of the scattering matrix. We denote the set of resonances of the quantum walk generated by the operator $\mathcal{U}$ by $\text{Res}(\mathcal{U})$.

2.3. **Some basic properties.** We briefly see some basic properties of resonances. We first give some equivalent definitions of resonances. Put the transfer matrix $T := T_0 T_1 \cdots T_{n_0}$ ($T_n = I_2$ for $n \notin [n_0]$). By definition, the Wronskian $\mathcal{W}_n(\psi_{\text{out}}^-, \psi_{\text{out}}^+)$ at $n = -1$ can be computed by

$$\mathcal{W}_{-1}(\psi_{\text{out}}^-, \psi_{\text{out}}^+) = \det(\Pi_{-1} \psi_{\text{out}}^-, T \Pi_{n_0} \psi_{\text{out}}^+) = e^{i(n_0 + 2)\xi} T_{22},$$

where $T_{22}$ stands for the $(2, 2)$-entry of $T$. According to the argument in the proof of Theorem 2.4 with the above fact, we obtain the following proposition.

**Proposition 2.8.** For $\xi \in \Xi$, the follows are equivalent:

1. $\xi$ is a resonance.
2. There exists an outgoing solution $\psi \in \mathcal{H}_w$ to the equation (2.5).
3. $e^{-i\xi}$ is a (non-zero) eigenvalue of $\mathcal{K}$.
4. $T_{22}$ vanishes at $\xi$.

We say a state $\psi \in \mathcal{H}_w$ is outgoing if there exists $N_0 \geq 0$ such that $\langle R \psi(-n) \rangle = \langle L \psi(n_0 + n) \rangle = 0$ holds for any $n \geq N_0$. Here, the outgoing solution satisfies this condition with $N_0 = 0$. 
We will show in Appendix A that the condition (3) in Proposition 2.8 is equivalent to that $e^{-i\xi}$ is a pole of the outgoing resolvent. We call an outgoing solution $\varphi \in \mathcal{H}_w$ to (2.5) a resonant state corresponding to the resonance $\xi$. We define the geometric multiplicity of a resonance as the dimension of the space of the associated resonant states which coincides with the dimension of the eigenspace associated with the eigenvalue $e^{-i\xi}$ of $K$.

The following is a consequence of Lemma 2.2.

**Proposition 2.9.** The geometric multiplicity of each resonance is one.

By the above fact, we need to consider only the algebraic multiplicity which is defined as the multiplicity of the zero $\xi$ of $W(\psi_{\text{out}}^-, \psi_{\text{out}}^-)$ which coincides with the dimension of the generalized eigenspace associated with the eigenvalue $e^{-i\xi}$ of $K$. We denote it by $m_R(\xi)$:

$$m_R(\xi) = \text{rank} \oint_\xi (e^{-i\xi}I - K)^{-1}d\zeta = \oint_\xi T_{22}^i(\xi)T_{22}^{i'}d\zeta,$$

where the integrals are over a small circle. The algebraic multiplicity is not always one but generically one. We will give a simple example of a resonance with $m_R(\xi) > 1$, and show the generic simplicity in Sec. 4. We here give the upper bound of the multiplicity.

**Proposition 2.10.** The algebraic multiplicity of each resonance is at most $n_0$.

**Proof.** By induction, we see that there exists a polynomial $p$ of degree $n_0$ such that $e^{-(n_0+1)i\xi}T_{22} = e^{-2i\xi}p(e^{-2i\xi})$. Since $e^{-(n_0+1)i\xi}$ does not vanish, $\xi \in \mathbb{R}$ is a resonance if and only if $e^{-2i\xi}$ is a zero of $p$, and the algebraic multiplicity coincides with the multiplicity of $e^{-2i\xi}$ as a zero of $p$. □

The equality $e^{-2i\xi} = e^{-2i(\xi + \pi)}$ for any $\xi \in \mathbb{R}$ with the above argument shows the following fact:

**Proposition 2.11.** There exist at most $2n_0$ resonances, where each resonance is counted as many times as its multiplicity. $\xi \in [-\pi, 0] + i\mathbb{R}$ is a resonance if and only if $\xi + \pi$ is a resonance.

**Remark 2.12.** This tells that the resonances appear periodically with its period $\pi$. This fact can be generalized to the cases where $U_n = I_2$ except $n \in k\mathbb{Z} \cap [n_0]$ ($k \in \mathbb{N}$). In that case, the period will be $\pi/k$.

We have seen that each eigenvector of $K$ can be extended to a resonant state. Similarly, each generalized eigenvector can be extended to a generalized resonant state. The structure of the Jordan chains are also conserved.

**Proposition 2.13.** Let $\xi \in \mathcal{R}$ be a resonance and $m := m_R(\xi)$. Then there uniquely exist outgoing states $\varphi^1, \varphi^2, \ldots, \varphi^m \in \mathcal{H}_w$ such that

$$(U - e^{-i\xi})^k\varphi^l = \varphi^{l-k} \quad (1 \leq k \leq l \leq m)$$

holds with $\varphi^0 = 0$ and $(\varphi^k|_{[n_0]}, \varphi^{l'}|_{[n_0]})_{\mathbb{C}^2(n_0+1)} = \delta_{k,l}$ (Kronecker’s delta).

**Proof.** We denote the normalized resonant state by $\varphi^1$ and its restriction to $[n_0]$ by $v^1 \in \mathbb{C}^2(n_0+1)$. Then $v^1$ is a normalized eigenvector of $K$, and is a basis of the eigenspace. By
the Jordan normal form of the matrix $K$, there exist $v^1, \ldots, v^m \in \mathbb{C}^{2(n_0+1)}$ such that $(K - e^{-it}\xi)k v^l = v^{l-k}$ with $(v^k, v^l)_{\mathbb{C}^{2(n_0+1)}} = \delta_{k,l}$. Note that we have $\langle R \rangle v^l(0) = \langle L \rangle v^l(n_0) = 0$ for any $l$. Then we extend them inductively, that is, we give $\varphi^k(-n)$ and $\varphi^k(n_0 + n)$ for $k > 1$, $n \geq 1$ by
\[
\begin{align*}
\varphi^k(-n) &= e^{i\xi}(a_{-n+1}\varphi^k(-n+1) - \varphi^{k-1}(-n)), \\
\varphi^k(n_0 + n) &= e^{i\xi}(d_{n_0+n}\varphi^k(n_0 + n - 1) - \varphi^{k-1}(n_0 + n)).
\end{align*}
\]
In particular, $\varphi^k$ is outgoing.

\section{Resonance expansions}

An important application of the resonance is the following resonance expansion which is an analogue of the one for the wave equation and the Schrödinger equation.

\subsection{Results}

We state the theorems on resonance expansions. We will prove them after a demonstration in the simplest case. We introduce vector subspaces $H^\text{out}_w$, $H^\text{in}_w$ of $H_w$ by
\[
\begin{align*}
H^\text{out}_w := \bigcup_{N \geq 0} H^\text{out}_N, \quad H^\text{out}_N &= \{ \psi \in H_w; \langle R \rangle \psi(-n) = \langle L \rangle \psi(n_0 + n) = 0 \text{ for } n \geq N \}, \\
H^\text{in}_w := \bigcup_{N \geq 0} H^\text{in}_N, \quad H^\text{in}_N &= \{ \psi \in H_w; \langle L \rangle \psi(-n) = \langle R \rangle \psi(n_0 + n) = 0 \text{ for } n \geq N \},
\end{align*}
\]
and denote by $\nu(\psi) \in \mathbb{N} = \{0, 1, \ldots\}$ for $\psi \in H^\text{out}_w$ the length of incoming support, that is, the minimum number which satisfies $\psi \in H^\text{out}_0$. Recall that we always assume (A1–2). The time evolution of an initial state $\psi_0 \in H^\text{out}_w$ can be expanded into a sum of “generalized resonant states” given in Proposition 2.13 as follows:

\begin{theorem}
Let $\{\xi_j; 0 \leq j \leq 2J\} = \text{Res}(U)$ be the set of resonances, and let $\{\varphi^k_j; 0 \leq j \leq 2J, 1 \leq k \leq m_R(\xi_j)\} \subset H^\text{out}_w$ be the corresponding normalized resonant states and the states given in Proposition 2.13. There exists $\{\phi^k_j\} \subset H^\text{in}_0$ such that for any initial state $\psi_0 \in H^\text{out}_w$,
\[
\psi_t(n) = (U^t \psi_0)(n) = \sum_{j} e^{-it\xi_j} \sum_{k=1}^{m_R(\xi_j)} \langle \phi^k_j, \psi_0 \rangle \left( \sum_{l=0}^{k} \binom{k}{l} e^{il\xi_j} \varphi^{k-l}(n) \right)
\]
holds for any $-(t - \nu(\psi_0)) \leq n \leq t + n_0 - \nu(\psi_0)$. Here, the coefficients $\langle \phi^k_j, \psi_0 \rangle \in \mathbb{C}$ is given linearly by the finite sum
\[
\langle \phi^k_j, \psi_0 \rangle = \sum_{n \in \mathbb{Z}} (\phi^k_j(n), \psi_0(n))_{\mathbb{C}^2} = \sum_{n = -\nu(\psi_0)}^{n_0 + \nu(\psi_0)} (\phi^k_j(n), \psi_0(n))_{\mathbb{C}^2},
\]
where $(u, v)_{\mathbb{C}^2} = u^* v = \overline{u}^T v$ is the inner product in $\mathbb{C}^2$, and
\[
\binom{t}{s} = \begin{cases} 
\frac{t!}{s!(t-s)!} & (t \geq s \geq 0), \\
0 & (s < 0),
\end{cases}
\]
\end{theorem}
stands for the binomial coefficient.

This gives us the following decay rate of survival probability:

**Corollary 3.2.** Let \( M := \max_{\xi \in \text{Res}(\mathcal{U})} |e^{-i\xi}| \) and \( m := \max_{\xi \in \text{Res}(\mathcal{U})} m_R(\xi) \) (0 \( \leq M < 1 \), \( 1 \leq m \leq n_0 \)). For any initial state \( \psi_0 \in H_{\text{out}} \), there exists \( C > 0 \) such that

\[
\|\psi_t\|_{L^2([n_0]; C^2)} \leq Ct^{m-1}M^t, \quad \psi_t = \mathcal{U}_t\psi_0, \quad t \geq 1.
\]

Moreover, for any initial state \( \psi_0 \in H_{\text{out}} \), there exist \( 0 \leq M_0 \leq M \), \( 1 \leq m_0 \leq m \) and \( C_0 > 0 \) such that

\[
\|\psi_t\|_{L^2([n_0]; C^2)} \leq C_0t^{m_0-1}M_0^t, \quad t \geq 1.
\]

We will see in Sec. 4 that resonances are “generically” simple. Then, the resonance expansion is much simpler:

**Corollary 3.3.** Assume that every resonance is simple. Let \( \{\xi_j\}_{j=1}^{2J} = \text{Res}(\mathcal{U}) \) be the set of resonances, and \( \{\varphi_j\}_{j=1}^{2J} \subset H_0^{\text{out}} \) be the corresponding normalized resonant states, i.e., \( \|\varphi_j\|_{L^2([n_0]; C^2)} = 1 \). Then there exists the set \( \{\phi_j\}_{j=1}^{2J} \subset H_0^{2n} \) of incoming states such that for any initial state \( \psi_0 \in H_{\text{out}} \),

\[
\psi_t(n) = (\mathcal{U}_t\psi_0)(n) = \sum_j e^{-it\xi_j} \langle \phi_j, \psi_0 \rangle \varphi_j(n)
\]

holds for any \(- (t - \nu(\psi_0)) \leq n \leq t + n_0 - \nu(\psi_0)\). In particular, we have the estimates

\[
\|\psi_t\|_{L^2([n_0]; C^2)} \leq \sum_j \|e^{-it\xi_j}\|^t \|\langle \phi_j, \psi_0 \rangle\| \quad \text{for } t \geq \nu(\psi_0),
\]

and

\[
(3.1) \quad \|\psi_t\|_{L^2([n_0]; C^2)} \leq \sum_j \|e^{-it\xi_j}\|^t \left( \sum_{n \in \mathbb{Z}} \|\langle \phi_j(n), \psi_0(n) \rangle_{C^2}\| \right) \quad \text{for } t \geq 0.
\]

**Remark 3.4.** Let \( \psi_0 \in H_w \). If the sequences \( \{\gamma_{j,l}^k\}_{l \in \mathbb{N}} \) (1 \( \leq j \leq 2J \), \( 1 \leq k \leq m_R(\xi_j) \)) given by

\[
\gamma_{j,l}^k := \sum_{n=-l}^{n_0+l} \langle \phi_j^k(n), \psi_0(n) \rangle_{C^2}
\]

converge to \( \gamma_j^k \in \mathbb{C} \) as \( l \to +\infty \), we have

\[
\|\psi_t(n) - \sum_{j}^{2J} e^{-it\xi_j} \sum_{k=1}^{m_R(\xi_j)} \gamma_j^k \left( \sum_{l=0}^{k} \left( \frac{t}{k-l} \right) e^{i\xi_j} \varphi_j^{k-l}(n) \right) \|_{C^2} \to 0 \quad \text{as } t \to +\infty
\]

for each \( n \in \mathbb{Z} \). Moreover, Corollary 3.2 is also true, and the estimate (3.1) still holds if the convergence is absolute. This is satisfied for example when there exist \( \delta > 0 \), \( C > 0 \) such that

\[
\|\psi_0(n)\|_{C^2} \leq C \|n\|^{-m-\delta} \min_{\xi \in \text{Res}(\mathcal{U})} |e^{-i\xi}| \left| n \right| \quad \text{for any } n \in \mathbb{Z}.
\]
3.2. **Demonstration on double barrier problem.** We first show explicitly the resonance expansion in the simplest case, double barrier problem. We assume (A3):

(A3) (A1) holds with \( n_0 = 1 \), and \( U_0, U_1 \) are not diagonal.

**Remark 3.5.** There is no resonance when \( U_n \)'s are diagonal except at one point. There are many other settings which satisfy (A1–2) and represent the double barrier. However, each of them can be reduced to a quantum walk satisfying (A3).

**Proposition 3.6.** Assume (A2) and (A3). Then resonances are the two roots \( \xi^\pm \in \Xi \) of \( e^{2i\xi^\pm} = c_0b_1 \) where \( \text{Re}\xi^+ \in [0, \pi) \), \( \text{Re}\xi^- \in [-\pi, 0) \). The (not normalized) resonant state \( \varphi^\pm \) associated with \( \xi^\pm \) is given by

\[
\psi^\pm(n) = \begin{cases}
\pm b_1(\pm\lambda)^n |L\rangle & n \leq 0, \\
\pm (\pm\lambda)^{2-n} |R\rangle & n \geq 1,
\end{cases}
\]

where we denote by \( e^{i\xi^\pm} = \pm\sqrt{c_0b_1} = \pm\lambda \). Here, we chose the branch of the square root of \( c_0b_1 \in \mathbb{C} \setminus [0, +\infty) \) such that the imaginary part is positive.

The above Proposition 3.6 is obtained by computing the eigenvalues and the eigenvectors of the representation matrix of the restricted operator \( K \) given by

\[
K = \begin{pmatrix}
0 & 0 & a_1 & b_1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
c_0 & d_0 & 0 & 0
\end{pmatrix}.
\]

**Proposition 3.7.** For any initial state \( \psi_0 \in \mathcal{H}^{\text{out}} \), we have

\[
(3.2) \quad \psi_t(n) = (U^t\psi_0)(n) = \sum_{\pm} (\pm\lambda)^t \langle \phi^\pm, \psi_0 \rangle \psi^\pm(n)
\]

for any \(-t + \nu(\psi_0) \leq n \leq t + 1 - \nu(\psi_0)\), where \( \phi^\pm \in \mathcal{H}^{\text{in}}_0 \) are given by

\[
2(\phi^\pm(n))^* = \begin{cases}
\pm\lambda^{-2} \langle R| Q_0 & (n = 0), \\
b_1^{-1}\lambda^{-1} \langle L| P_1 & (n = 1), \\
\pm d_0(\pm\lambda)^{-|n|+2} \langle R| & (n < 0), \\
\pm a_1b_1^{-1}(\pm\lambda)^{-n} \langle L| & (n > 1).
\end{cases}
\]

In particular, there exists \( C > 0 \) such that

\[
(3.3) \quad \|\psi_t\|_{L^2([1];\mathbb{C}^2)} \leq C |\lambda|^t,
\]

holds for any \( t \in \mathbb{N} \). The constant \( C > 0 \) is given by \( C^2 = |b_1|(|b_1| + |c_0|) \sum_{\pm} |\gamma^\pm|^2 \).

**Proof.** If the resonance expansion (3.2) is true, then the estimate (3.3) is clear since

\[
\|\psi^\pm\|_{L^2([1];\mathbb{C}^2)}^2 = |b_1|^2 + |\lambda|^2 = |b_1|(|b_1| + |c_0|).\]
Let us prove the expansion. By the singular value decomposition and the diagonalization, we obtain

\[
K^t = \begin{pmatrix} b_1 & -b_1 \\ 0 & 0 \\ 0 & 0 \\ \lambda & \lambda \end{pmatrix} \begin{pmatrix} \lambda^t & 0 \\ 0 & (-\lambda)^t \end{pmatrix} \begin{pmatrix} c_0 & d_0 & a_1b_1^{-1}\lambda & \lambda \\ -c_0 & -d_0 & a_1b_1^{-1}\lambda & \lambda \end{pmatrix} \\
= \sum_\pm (\pm\lambda)^t \chi_{[1]}(\psi^\pm)(2\lambda^2)^{-1} (\pm c_0 & \pm d_0 & a_1b_1^{-1}\lambda & \lambda).
\]

Here, \( \chi_{[0]} : \mathcal{H}_w \to \mathbb{C}^{(n_0+1)} \) is the restriction operator. We decompose the initial state \( \psi_0 \) into three parts

\[
\psi_0 = \psi_0^{\text{comp}} + \psi_0^{\text{in}} + \psi_0^{\text{out}},
\]

with

\[
\begin{align*}
\psi_0^{\text{comp}}(0) &= \psi(0), & \psi_0^{\text{comp}}(1) &= \psi(1), & \psi_0^{\text{comp}}(n) &= 0 & (n \neq 0, 1), \\
\psi_0^{\text{in}}(n) &= \langle R | \psi_0(n) | R \rangle & (n \leq -1), & \psi_0^{\text{in}}(n) &= \langle L | \psi_0(n) | L \rangle & (n \geq 2), \\
\psi_0^{\text{out}}(n) &= \langle L | \psi_0(n) | L \rangle & (n \leq -1), & \psi_0^{\text{out}}(n) &= \langle R | \psi_0(n) | R \rangle & (n \geq 2).
\end{align*}
\]

Then the time evolution of \( \psi_0^{\text{out}} \) is obvious. For each \( t \), we have \( (U^t \psi_0^{\text{out}})(n) = 0 \) for any \( -t \leq n \leq 1 + t \). We next treat \( \psi_0^{\text{comp}} = U^t \psi_0^{\text{comp}} \). Since the restriction \( \chi_{[1]}(\psi_0^{\text{comp}}) \) is given by \( K^t \chi_{[1]}(\psi_0^{\text{comp}}) \), we have

\[
\chi_{[1]}(\psi_t^{\text{comp}}) = \sum_\pm \gamma_\pm^{\text{comp}} (\pm\lambda)^t \chi_{[1]}(\psi^\pm)
\]

with

\[
\gamma_\pm^{\text{comp}} = \frac{\pm 1}{2\lambda^2} \langle R | Q_0 \psi_0^{\text{comp}}(0) \rangle + \frac{1}{2b_1\lambda} \langle L | P_1 \psi_0^{\text{comp}}(1) \rangle.
\]

It follows that for each \( t \in \mathbb{N} \),

\[
\psi_t^{\text{comp}}(n) = \sum_\pm \gamma_\pm^{\text{comp}} (\pm\lambda)^t \psi^\pm \quad -t + 1 \leq n \leq t.
\]

To treat \( \psi_0^{\text{in}} \), we consider the time evolution of

\[
\psi^{\alpha,\beta}(n) = \alpha_0(n) | R \rangle + \beta \delta_1(n) | L \rangle \in \mathcal{H}_c \quad \alpha, \beta \in \mathbb{C}.
\]

Since this is supported only on [1], the time evolution is given by

\[
(U^t \psi^{\alpha,\beta})(n) = \sum_\pm \gamma_\pm^{\alpha,\beta} (\pm\lambda)^t \psi^\pm \quad -t + 1 \leq n \leq t
\]

with

\[
\gamma_\pm^{\alpha,\beta} = \frac{\pm 1}{2\lambda^2} \langle R | Q_0 \psi^{\alpha,\beta}(0) \rangle + \frac{1}{2b_1\lambda} \langle L | P_1 \psi^{\alpha,\beta}(1) \rangle = \frac{\pm d_0}{2\lambda^2} \alpha + \frac{a_1}{2b_1\lambda} \beta.
\]

Note that by setting \( \psi_k^{\alpha}(n) := 1_{(-k,1+k)}(n)\psi_0^{\text{in}}(n) \), we have \( U^k \psi_0^{\alpha} = \psi^{\alpha_k,\beta_k} \) for \( \alpha_k = \langle R | \psi_0(-k) \), \( \beta_k = \langle L | \psi_0(1+k) \), and consequently, we have

\[
\psi_j^{k}(n) = \sum_\pm \gamma_\pm^{\alpha_k,\beta_k}(\pm\lambda)^{t-k} \psi^\pm \quad -t + k + 1 \leq n \leq t - k
\]

for \( t > k \). We obtain the resonance expansion (3.2) by the linearity of the time evolution. \( \Box \)
3.3. **Proof of Theorem 3.1.** We then give a proof for the theorems on resonance expansions. The argument is essentially the same as above. We decompose the initial state $\psi_0$ into three parts

$$\psi_0 = \psi_0^{\text{comp}} + \psi_0^{\text{in}} + \psi_0^{\text{out}},$$

with

$$\psi_0^{\text{comp}}(n) = \psi(n) \quad (n \in [n_0]), \quad \psi_0^{\text{comp}}(n) = 0 \quad (n \notin [n_0]),$$

$$\psi_0^{\text{in}}(n) = \langle R | \psi_0(n) | R \rangle \quad (n \leq -1), \quad \psi_0^{\text{in}}(n) = \langle L | \psi_0(n) | L \rangle \quad (n \geq n_0 + 1),$$

$$\psi_0^{\text{out}}(n) = \langle L | \psi_0(n) | L \rangle \quad (n \leq -1), \quad \psi_0^{\text{out}}(n) = \langle R | \psi_0(n) | R \rangle \quad (n \geq n_0 + 1).$$

Then the time evolution of $\psi_0^{\text{out}}$ is obvious. The restriction of $\psi_0^{\text{comp}}$ to $[n_0]$ can be written uniquely by the linear combination of the generalized eigenvectors of $K$ which correspond to the generalized resonant states $\varphi_k^n$. Then we obtain the expansion of the time evolution of $\psi_0^{\text{comp}}$. For the incoming part $\psi_0^{\text{in}}$, by a similar argument as the case of double barrier, it is reduced to the time evolution of

$$\psi^{\alpha,\beta}(n) = \alpha \delta_0(n) |R\rangle + \beta \delta_{n_0}(n) |L\rangle \in \mathcal{H}_c \quad \alpha, \beta \in \mathbb{C}.$$ 

This is done similarly as for $\psi_0^{\text{comp}}$ since $\psi^{\alpha,\beta}$ is only supported on $[n_0]$.

### 4. Algebraic multiplicity of resonances

In the previous section, we have seen that the resonance expansion is much simpler when every resonance is simple, the algebraic multiplicity is one. We have also seen that resonances are simple in the double barrier problem. In this section, we first give an example of multiple resonances in the triple barrier problem. After that, we show the generic simplicity which tells us that multiple resonances are special.

#### 4.1. An example for multiple resonances. Let us consider the triple barrier problem.

(A4) (A1) holds with $n_0 = 2$, and $U_0$, $U_1$, $U_2$ are not diagonal.

**Proposition 4.1.** Assume (A2) and (A4). Then the two roots $\xi_\pm \in \Xi \setminus \Xi_+$ of $e^{-2i\xi} = (c_1 b_2 + c_0 b_1)/2$ are resonances whose algebraic multiplicity is two, if and only if

$$\quad (c_1 b_2 + c_0 b_1)^2 + 4c_0 b_2 \det U_1 = 0. \quad (4.1)$$

**Proof.** By a straight calculation, we have

$$e^{-i\xi} d_0 d_1 d_2 T_{22} = (e^{-2i\xi})^2 - (c_1 b_2 + c_0 b_1) e^{-2i\xi} - c_0 b_2 \det U_1.$$ 

This is a polynomial of degree 2 of $e^{-2i\xi}$. This has a multiple root if and only if (4.1) holds. \(\square\)
The condition (4.1) is complicated. A necessary condition is given by
\[ |b_1| = \frac{2\sqrt{|c_0 b_2|}}{|c_0 + b_2 (c_1 / b_1)|} \geq \frac{2\sqrt{r_0 r_2}}{r_0 + r_2}, \quad r_n := |b_n| = |c_n|. \]
The assumption (A2) implies \(|b_1| < 1\), and the right hand side is equal to one when \(r_0 = r_2\). Thus, \(r_0 \neq r_2\) is required, where Let us restrict ourselves to the case that \(a_n = d_n = \sqrt{1 - r_n^2}\), \(b_n = -c_n = r_n\). Then the condition (4.1) turns into
\[ r_1 = \frac{2\sqrt{r_0 r_2}}{r_0 + r_2}. \]
Then for any \(r_0 \neq r_2\), there uniquely exists \(0 < r_1 < 1\) which satisfies this condition. We give an example:
\[ r_0 = \frac{3}{4}, \quad r_1 = \frac{12}{13}, \quad r_2 = \frac{1}{3}. \]

4.2. Generic simplicity. To discuss the “generic” property, we have to introduce a topology to a class of quantum walks. Let \(S\) and \(T\) be the sets of \(2 \times 2\) matrices given by
\[ T = \{ e^{i\theta} T; \; T \in \text{SL}(2), \; T_{11} = T_{22}, \; T_{21} = T_{12}, \; \theta \in [0, \pi) \}, \]
\[ S = \{ S \in U(2); \; S_{11} \neq 0 \}. \]
Note that each coin matrix \(U_n\) and the scattering matrix for real \(\xi\) belong to \(S\), and that local and global transfer matrices \(T_n, \bar{T}\) for real \(\xi\) belong to \(T\). For each element \(T \in T, \; S \in S\), there uniquely exists \((p, q, \theta) \in \{(z, w) \in \mathbb{C}^2; |z|^2 - |w|^2 = 1\} \times (\mathbb{R} / 2\pi \mathbb{Z})\) such that \(\theta \in [0, \pi) + 2\pi \mathbb{Z}\) and
\[ T = T_{p, q, \theta} := e^{i\theta} \begin{pmatrix} p & \bar{q} \\ q & \bar{p} \end{pmatrix}, \quad S = S_{p, q, \theta} := \bar{p}^{-1} \begin{pmatrix} e^{i\theta} & \bar{q} \\ -q & e^{-i\theta} \end{pmatrix}. \]
Here, we define an equivalence relation \((p, q, \theta) \sim (-p, -q, \theta - \pi)\) since we have \(T_{p, q, \theta} = T_{-p, -q, \theta - \pi}\) and \(S_{p, q, \theta} = S_{-p, -q, \theta - \pi}\). Then \(T\) and \(S\) are topological spaces induced by the topology of \(\{(z, w) \in \mathbb{C}^2; |z|^2 - |w|^2 = 1\} \times (\mathbb{R} / 2\pi \mathbb{Z})\) divided by \(\sim\), the product of a subset of \(\mathbb{C}^2\) and the torus \(\mathbb{R} / 2\pi \mathbb{Z}\). The topological space \(T\) forms a topological group with respect to the usual product of matrices, and \(S\) forms a topological group with respect to the product \(*\) and the topology induced by the bijection \(M : T \rightarrow S\) given by \(M(T_{p, q, \theta}) := S_{p, q, \theta}\). We denote the operator \(U\) determined by the sequence \((U_n)_{n \in \mathbb{Z}}\) by \(U((U_n)_{n \in \mathbb{Z}})\), and introduce
\[ S([n_0]) := \{ U((U_n)_{n \in \mathbb{Z}}); \; U_n \in S \text{ for } n \in [n_0], \; U_n = I_2 \text{ for } n \notin [n_0] \} \cong S^{n_0 + 1}. \]
Remark that we have the inclusion \(S([n_0]) \subset S([n_0 + 1])\) for any \(n_0 \in \mathbb{N}\), and \(S([n_0])\) is closed in \(S([n_0 + 1])\). Then the topology for the space \(\lim_{\rightarrow n \in \mathbb{N}} S([n_0])\) of finitely perturbed quantum walks satisfying (A1–A2) is determined.

Remark 4.2. For each element \(S \in S\), we have
\[ S = \begin{pmatrix} a & b \\ c & d \end{pmatrix} = S_{p, q, \theta}, \quad (ad \neq 0, \quad c = -\bar{d}^{-1} a \bar{b}) \]
for the parameters given by \(p = |a|^{-1} e^{i(\text{arg} a / 2)}, \; q = |a|^{-1} \bar{b} e^{i(\text{arg} a / 2)}, \; \theta = 2^{-1}(\text{arg}(a / d))\). Consequently, the inverse of \(M\) satisfies
\[ M^{-1}(S) = \frac{e^{i(\text{arg}(a / d) / 2)}}{|a|} \begin{pmatrix} e^{i(\text{arg} a / 2)} & \bar{b} e^{i(\text{arg} a / 2)} \\ \bar{b} e^{i(\text{arg} a / 2)} & e^{-i(\text{arg} a / 2)} \end{pmatrix} = \begin{pmatrix} a^{-1} & b / d \\ \bar{b} / \bar{a} & d^{-1} \end{pmatrix}. \]
Remark 4.3. Define the subspaces $T_0 \subset \mathcal{T}$ and $S_0 \subset \mathcal{S}$ by
\[ T_0 = \{ T_{p,q,0} \in \mathcal{T}; \theta = 0 \}, \quad S_0 = \{ S_{p,q,0} \in \mathcal{S}; \theta = 0 \}. \]
They are enough to consider quantum walks corresponding to the Schrödinger operators in the meaning of [Hi].

The following theorem asserts that resonances are generically simple.

Theorem 4.4. For each $n_0$, there exists a dense subset $\mathcal{V} \subset \mathcal{S}(\{n_0\})$ such that for any $U \in \mathcal{V}$, every resonance is simple.

To prove this theorem, we apply the following [DyZw, Lemma 2.26].

Lemma 4.5 ([DyZw]). Let $\varepsilon \mapsto f_\varepsilon(z)$ be a family of functions holomorphic in a complex disc $D(0,r_0) = \{ z \in \mathbb{C}; |z| \leq r_0 \}$ satisfying
\[ f_\varepsilon(z) = z^m - \varepsilon + O(\varepsilon^2) + O(\varepsilon |z|), \quad |z| \leq r_0. \]
Then for $\varepsilon$ sufficiently small, $f_\varepsilon(z)$ has exactly $m$ simple zeros in $D(0,r_0)$.

proof of Theorem 4.4. We denote by $\lambda(\xi) = e^{-i\xi}$. Let $U \in \mathcal{S}(\{n_0\})$ have resonances $\xi_0, \xi_0 + \pi \in \Xi$ whose algebraic multiplicity is $m > 1$. Then there exist a polynomial $\sigma$ of degree $n_0$ and $\sigma, \tau$ of degree $n_0 - 1$ such that
\[ \lambda^{n_0 + 1} \mathbb{T}_{22} = \lambda^2 \sigma(\lambda^2) \left( \lambda \bar{\sigma}(\lambda^2) \right), \]
and $\lambda_0^2 := \lambda(\xi_0)^2 = e^{-2i\xi_0}$ is a zero of $\sigma$ with its multiplicity $m$. We fix $\phi \in [-\pi, \pi)$ and consider a family of perturbed operators $(U_{\varepsilon, \phi} := U((\bar{U}_n(\varepsilon, \phi))_{n \in \mathbb{Z}}))_{\varepsilon > 0} \subset \mathcal{S}(\{n_0\})$ given by $\bar{U}_n = U_n$ for $n \in \mathbb{Z} \setminus \{0\}$ and
\[ \bar{U}_0(\varepsilon, \phi) := S_{p,q,0} * U_0 \in \mathcal{S}, \quad p(\varepsilon, \phi) = \frac{1 + e^{i\phi} \varepsilon}{\sqrt{1 + 2 \varepsilon \cos \phi}}, \quad q(\varepsilon, \phi) = \frac{\varepsilon e^{i\phi}(1 + e^{i\phi} \varepsilon)}{\sqrt{1 + 2 \varepsilon \cos \phi}}. \]
Then we have $(p(\varepsilon, \phi), q(\varepsilon, \phi)) \to (1, 0)$, that is, $S_{p,q,0} \to I_2$ as $\varepsilon \to 0_+$, and
\[ \lambda^{n_0 + 1} \mathbb{T}_{22}(\varepsilon, \phi) = k_{\varepsilon, \phi} \lambda^2 \sigma(\lambda^2) + \varepsilon (\bar{a}_0^{-1} \alpha_\phi \bar{\tau}(\lambda_0^2) + \bar{\lambda}_0^2 \bar{d}_0^{-1} \alpha_\phi \bar{\sigma}(\lambda_0^2)), \]
where we set $\alpha_\phi = e^{i\phi} + \bar{b}_0 e^{-i\phi}$, $k_{\varepsilon, \phi} = (1 + 2 \varepsilon \cos \phi)^{-1/2}$. By the Taylor expansion at $\lambda(\xi_0)^2$, we have
\[ \lambda^{n_0 - 1} \mathbb{T}_{22}(\varepsilon, \phi) = \frac{\lambda_0^{-1}}{k_{\varepsilon, \phi}} \mathbb{T}_{22}(\varepsilon, \phi) = z^m + \varepsilon (\bar{a}_0^{-1} \alpha_\phi \bar{\tau}(\lambda_0^2) + \lambda_0^2 \bar{d}_0^{-1} \alpha_\phi \bar{\sigma}(\lambda_0^2)) + O(z^{m+1}) + O(\varepsilon z) \]
with $z = \lambda^2 - \lambda_0^2$. Since the determinant of each $T_n(\xi)$ does not vanish, $\bar{\sigma}, \bar{\tau}$ does not vanish at the same time, and we fix $\phi$ so that $\bar{a}_0^{-1} \alpha_\phi \bar{\tau}(\lambda_0^2) + \lambda_0^2 \bar{d}_0^{-1} \alpha_\phi \bar{\sigma}(\lambda_0^2)$ does not vanish. The implicit function theorem shows that Lemma 4.5 is applicable to the family $f_\varepsilon(z) = \frac{\lambda^{n_0 - 1}}{k_{\varepsilon, \phi}} \mathbb{T}_{22}(\varepsilon, \phi)$, and the simplicity of the resonances of $U_{\varepsilon, \phi}$ near $\xi_0$ for small $\varepsilon > 0$ follows. Note that the choice of $\phi \in [-\pi, \pi)$ only depends on $\xi_0$. Since the number of the resonances is at most $2n_0$, we can take $\phi \in [-\pi, \pi)$ such that every resonance for $U_{\varepsilon, \phi}$ is simple for small $\varepsilon > 0$. The fact that $U_{\varepsilon, \phi} \to U$ as $\varepsilon \to 0_+$ implies the density.
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Appendix A. Meromorphic continuation of the resolvent

We give another standard way to introduce resonances. We first compute an explicit expression of the resolvent for \( \xi \in \mathbb{C}_+ = \{ z \in \mathbb{C}; \text{Im} z > 0 \} \), and continue it meromorphically to the lower half plane. Then resonances are the poles of this operator. In addition, the expression clearly shows that \( \xi \) is a resonance if and only if \( e^{-i\xi} \) is an eigenvalue of \( \mathcal{K} \). It means that this definition is equivalent to the one in Definition 2.7 (see Proposition 2.8).

**Proposition A.1.** Assume (A1–2). For \( f \in \mathcal{H} \) and \( \xi \in \mathbb{C}_+ \), we define an operator \( R(\xi) \) by

\[
R(\xi)f(n) := e^{-in\xi}P_0v(0) + \sum_{k=0}^{n-1} e^{i(k+1)\xi} \langle L | f(n + k) | L \rangle + \sum_{k=0}^{\infty} e^{i(k+1)\xi} \langle R | f(n - k) | R \rangle,
\]

for \( n < 0 \),

\[
R(\xi)f(n) := v(n),
\]

for \( n \in [n_0] \), and

\[
R(\xi)f(n) := \sum_{k=0}^{\infty} e^{i(k+1)\xi} \langle L | f(n + k) | L \rangle + e^{i(n-n_0)\xi}Q_{n_0}v(n_0) + \sum_{k=0}^{n-n_0-1} e^{i(k+1)\xi} \langle R | f(n - k) | R \rangle,
\]

for \( n > n_0 \), where we have set \( v, \tilde{f} : [n_0] \to \mathbb{C}^2 \) by

\[
v = (e^{-i\xi}I - \mathcal{K})^{-1} \tilde{f},
\]

\[
\tilde{f}(n) = f(n) + \delta_{0}(n) \sum_{k=0}^{\infty} e^{i(k+1)\xi} \langle R | f(-k) | R \rangle + \delta_{n_0}(n) \sum_{k=0}^{\infty} e^{i(k+1)\xi} \langle L | f(n_0 + k) | L \rangle.
\]

Then this is the \( l^2 \)-resolvent, that is, we have \( (e^{-i\xi}I - \mathcal{U})R(\xi)f = f \) and \( R(\xi)f \in \mathcal{H} \). Moreover, this resolvent operator \( R(\xi) \) maps \( \mathcal{H} \cap \mathcal{H}_N^{\out} \) to itself \( (\forall N \geq 0) \).

Here, the \( l^2 \)-boundedness of \( R(\xi) \) is essentially shown by the facts that \( ||g*h||_2 \leq ||g||_2 ||h||_1 \) and \( (e^{in\xi})_{n \geq 0} \in l^1 \).

**Corollary A.2.** The operator \( R(\xi) \) can be extended meromorphically for \( \xi \in \mathbb{C} \) as an operator \( \mathcal{H}^{\out} \to \mathcal{H}^{\out} \). Its poles coincide with the ones of \( (e^{-i\xi}I - \mathcal{K})^{-1} \). In other words, \( \xi \) is a pole of \( R(\xi) \) if and only if \( e^{-i\xi} \) is an eigenvalue of \( \mathcal{K} \).
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