Updated Lagrangian unsaturated periporomechanics for extreme large deformation in unsaturated porous media
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Abstract

Unsaturated periporomechanics is a strong nonlocal poromechanics based on peridynamic state and effective force concept. In the previous periporomechnics the total Lagrangian formulation is adopted for the solid skeleton of porous media. In this article as a new contribution we formulate and implement an updated Lagrangian unsaturated periporomechanics framework for modeling extreme large deformation in unsaturated soils under drained condition, e.g., soil column collapse. In this new framework the so-called bond-associated sub-horizon concept is utilized to enhance the stability and accuracy at extreme large deformation of solid skeleton. The stabilized nonlocal velocity gradient in the deformed configuration is used to update the effective force state from a critical state based visco-plastic model for unsaturated soils. The updated Lagrangian periporomechanics is implemented numerically through an explicit Newmark scheme for high-performance computing. Numerical examples are presented to demonstrate the efficacy of the updated Lagrangian periporomechanics and its robustness in modeling unsaturated soil column collapse under drained condition.
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1. Introduction

Unsaturated periporomechanics (e.g., [1–4], and a brief introduction in Section 2.1) is a strong nonlocal formulation of classical poromechanics (e.g., [5–7]) based on peridynamic states [8, 9] and effective force state concept (e.g.,[10]). In periporomechanics the solid skeleton of porous media is described by the total Lagrangian framework [1, 11, 12], following the lines in the original peridynamics for solids (e.g., [8, 9, 13, 14]). The total Lagrangian framework for solid mechanics and poromechanics could become unreliable if extreme large deformation occurs (e.g.,[5, 15–17]). For peridynamics for solids, a few studies have been focused on an updated Lagrangian or Eulerian formulation (e.g., [17, 18]). Bergel and Li [17] proposed an updated Lagrangian peridynamic model for solids in which the horizon of a material point is updated in the deformed configuration. The influence function [9] is determined in terms of the relative position of material points in the deformed configuration. The deformation gradient operator and shape tensor are reformulated in the updated Lagrangian framework. Silling et al. [18] presented a Eulerian peridynamic model that define bond forces based on only the current configuration. In [18] the authors demonstrated the thermodynamic consistency of the formulation and the efficacy of the formulation in modeling shock waves and fluid motion. While the Eulerian peridynamic formulation in [18] is robust in the aforementioned applications, it is difficult to simulate history-dependent deformation, e.g., plasticity or viscoplasticity. In this article to realistically simulate the mechanical behavior of unsaturated porous media at extreme large deformation (e.g., unsaturated soil column collapse) we formulate an updated Lagrangian unsaturated periporomechanics framework under drained conditions (i.e., constant
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negative pore water pressure or matric suction). In this updated Lagrangian periporomechanics framework, it is hypothesized that the horizon of a mixed material point is the same uniform sphere as in the referenced and current/deformed configurations of solid skeleton. In line with this hypothesis, the internal variables of the plastic or viscoplasticity model are stored on Lagrangian material points. In the new framework, the multiphase correspondence constitutive principle in periporomechanics (e.g., [2, 10, 12]) is reformulated in the updated Lagrangian framework, which will be discussed in what follows.

It is known that both the original single-phase (i.e., solids) and multiphase (i.e., porous media) peridynamic correspondence constitutive models exhibit zero-energy deformation mode instability (e.g., [4, 9, 12, 19]). Silling [19] showed that the numerical oscillation in peridynamic correspondence constitutive models for solids is a material instability instead of a pure numerical instability related to the spatial meshless discretization [20]. The reasons of instability and numerical oscillations are (i) the weak dependence of the force state in a bond on its own deformation and (ii) the loss of the non-uniform deformation due to the integration over the whole horizon of a material point. In [12] the authors demonstrated that the multiphase correspondence principle in periporomechanics inherits the zero-energy mode instability in the original peridynamic correspondence principle [9]. We note that numerous techniques have been proposed to circumvent the instability of the original peridynamic correspondence constitutive model for solids under extreme large deformation and/or dynamic loading (e.g., [19, 21–25, 25–28], among others). One technique that could eliminate the instability of peridynamic correspondence material models is the so-called sub-horizon or bond-associated peridynamic correspondence material model [25, 26, 29]. In [29], the authors proposed to decompose the spherically symmetric horizon into discrete sub-horizons that would effectively disturb the radial symmetry of peridynamics. As a material point, each sub-horizon has its own deformation gradient that can remove the smoothing effect of assembling the deformation gradient over the entire horizon. Chen [26] formulated a bond-associated peridynamics for correspondence mate- rial models for solids which is consistent with the sub-horizon concept. Different from the work in [29] the sub-horizons are associated with individual bonds and include only the neighboring material points that are around the bond (i.e., sub-horizon). Gu et al. [25] enhanced the bond- associated sub-horizon peridynamics using the higher-order deformation gradient to improve its accuracy for modeling solids. Note that the sub-horizon or bond-associated peridynamics was proposed for stabilizing peridynamic correspondence constitutive models for single-phase solids. Recently the authors [12] formulated a stabilized multiphase correspondence principle for unsaturated periporomechanics in the total Lagrangian framework.

In this study, as a new contribution, we demonstrate that the updated Lagrangian periporomechanics formulation inherits the stability of the original multiphase correspondence principle in the total Lagrangian formulation of solid skeleton in periporomechanics. Then we implement the bond-associated sub-horizon concept to stabilize the formulated updated Lagrangian periporomechanics. The updated Lagrangian periporomechanics is implemented numerically through an explicit Newmark scheme with Open MPI [30] for high-performance computing. Numerical examples are presented to demonstrate the efficacy of the updated Lagrangian periporomechanics and its robustness in modeling unsaturated soil column collapse under drained conditions. We model unsaturated soil column collapse as an application of the proposed stabilized updated Lagrangian periporomechanics framework in that the soil column collapse is of great relevance in a number of geological and industrial processes such as debris flows [31, 32], landslides [33] and pyroclastic flows [34, 35]. For instance, debris flows during avalanches and mudslides are major geohazards on Earth because debris can travel extensive distances and destroy civil infrastructure such as buildings and roadways. We refer to the literature for numerous studies of soil column collapses under gravity load through physical testing and numerical modeling (e.g., [36–41], among many others).

We note that the periporomechanics model is computationally more demanding than other continuum-based computational methods (e.g., the finite element method) for modeling the mechanics and physics of porous media. We refer to the literature for coupling peridynamics with the finite element method (e.g., [14, 42, 43]) for porous materials. In summary, the new contributions of this article include (i) the formulation of an updated Lagrangian periporomechanics model for extreme large deformation in unsaturated porous media under drained
2. Updated Lagrangian unsaturated periporomechanics

Periporomechanics has been formulated based on the total Lagrangian approach [10, 44] in which the deformation of solid skeleton is referred to the reference/unreformed configuration of skeleton and the fluid flow is described through the relative Eulerian framework referring to the skeleton in the current configuration. In periporomechanics, it is hypothesized that a porous media body can be conceptualized as a collection of a finite number of mixed material points with two kinds of degree of freedom, i.e., displacement and fluid pressure. A material point \( \mathbf{X} \) has poromechanical and physical interactions with any material point \( \mathbf{X}' \) within its neighborhood, \( \mathcal{H} \). Here \( \mathcal{H} \) is a spherical domain around \( \mathbf{X} \) with radius \( \delta \), i.e., the horizon for the porous medium, in the initial configuration. A stabilized multiphase constitutive correspondence principle (e.g., [10, 12]) has been proposed to incorporate the classical constitutive models for unsaturated soils and physical laws for unsaturated fluid flow in porous media. In this section we reformulate total Lagrangian periporomechanics using the updated Lagrangian framework for extreme large deformation in unsaturated porous media under drained conditions (i.e., constant matric suction).

2.1. Updated Lagrangian formulation

For the updated Lagrangian periporomechanics, the equation of motion of a porous body is formulated referring to the current configuration instead of the initial configuration of the same porous body. Figure 1 schematically represent 3 configurations of a porous material body, i.e., the initial/undeformed configuration, current configuration and next configuration following the current configuration. For conciseness of notations, in the current configuration the peridynamic state variable without a prime denotes the variable evaluated at \( \mathbf{x} \) on the associated bond \( \mathbf{x}' = \mathbf{x} \) and the peridynamic state variable with a prime stands for the variable evaluated at \( \mathbf{x}' \) on the associated bond \( \mathbf{X} \mathbf{X}' \), e.g., \( T = T(\mathbf{x})\mathbf{x}' \mathbf{x} \) and \( T' = T(\mathbf{x}')\mathbf{x} \mathbf{x}' \). The spatial positions of materials points \( \mathbf{X} \) and \( \mathbf{X}' \) in the initial/undeformed configuration are denoted by \( \mathbf{x} \) and \( \mathbf{x}' \) in the current/deformed configuration, respectively. Let \( \mathbf{u} \) and \( \mathbf{u}' \) be...
the displacement vectors of \( \mathbf{x} \) and \( \mathbf{x}' \) referring to the current configuration. The bond between \( \mathbf{x} \) and \( \mathbf{x}' \) is denoted by \( \mathbf{\zeta} \), i.e., \( \mathbf{\zeta} = \mathbf{x}' - \mathbf{x} \). For the updated Lagrangian periporomechanics formulation, it is hypothesized that the horizon variable \( \delta \) is constant. In this sense, the family \( \mathcal{H} \) (i.e., horizon) of a material point \( \mathbf{x} \) in the current configuration is defined as

\[
\mathcal{H} := \{ \mathbf{x}' \mid \mathbf{x}' \in \mathcal{B}, 0 \leq |\mathbf{\zeta}| \leq \delta \},
\]

where \( \mathcal{B} \) denotes a porous media body. Note that this hypothesis is consistent with the Eulerian formulation of peridynamics for solids in [18]. However, the material points of solid skeleton is described by their motions. In this sense, with deformation, the set of material points in the horizon of material point \( \mathbf{x} \) can be different from time to time in extreme large deformation regime. Therefore, with this hypothesis the extreme distortion of the horizon for extreme large deformation of the solid skeleton in the total Lagrangian formulation can be avoided. As in the total Lagrangian formulation, in the updated Lagrangian formulation the total force vector state at material point \( \mathbf{x} \) along bond \( \mathbf{\zeta} \) under the assumption of passive pore air pressure can be decomposed into

\[
\mathcal{T} = \mathcal{T}_0 - S_r \mathcal{T}_w,
\]

where \( \mathcal{T}_0 \) and \( \mathcal{T}_w \) are the effective force state of the porous media and the water force states, respectively, and \( S_r \) is the degree of saturation in the current configuration. Assuming weightless pore air the density of the mixture \( \rho \) can be written as

\[
\rho = \rho_s(1 - \phi) + S_r \rho_w \phi,
\]

where \( \rho_s \) is the intrinsic density of the solid and \( \rho_w \) is the intrinsic density of water, and \( \phi \) is the porosity in the current configuration.

Let \( \mathbf{u} \) be the displacement vector of material point \( \mathbf{x} \) in the current configuration. Following the lines in the total Lagrangian periporomechanics [3], the equation of motion of the updated Lagrangian periporomechanics can be written as

\[
\rho \ddot{\mathbf{u}} = \int_{\mathcal{H}} (\mathcal{T}[\mathbf{x}](\mathbf{\zeta}) - \mathcal{T}'[\mathbf{x}'](\mathbf{\zeta}')) d\mathcal{V}' + \rho \mathbf{g},
\]

where \( \mathcal{T}[\mathbf{x}](\mathbf{\zeta}) \) and \( \mathcal{T}'[\mathbf{x}'](\mathbf{\zeta}') \) are the total force vector state at material points \( \mathbf{x} \) and \( \mathbf{x}' \) in the current configuration, respectively, \( \ddot{\mathbf{u}} \) is the acceleration, and \( \mathbf{g} \) is gravity acceleration vector.

Following [3], the spatial shape tensor \( \mathcal{H} \) in the current configuration can be defined as

\[
\mathcal{H} = \int_{\mathcal{H}} \omega(\mathbf{\zeta}) \mathbf{\zeta} \otimes \mathbf{\zeta} d\mathcal{V}',
\]

where \( \omega(\mathbf{\zeta}) \) is an influence function. Then it follows from the notion of original reduction operator [9, 11] (i.e., referring to the initial configuration), we can define the spatial gradient operator [12] in the current configuration as

\[
\mathcal{G}(\mathbf{z}) = \int_{\mathcal{H}} \omega(\mathbf{\zeta})(\mathbf{z}' - \mathbf{z}) \otimes \mathbf{\zeta} d\mathcal{V}' \mathcal{H}^{-1}
\]

where \( \mathbf{z}' \) and \( \mathbf{z} \) are vector variables at material points \( \mathbf{x}' \) and \( \mathbf{x} \), respectively. Using (6) we can define the velocity gradient \( \mathcal{L} \). Recall from nonlinear continuum mechanics that \( \mathcal{L} \) as the spatial gradient of the velocity vector \( \mathbf{\dot{u}} \) reads

\[
\mathcal{L} = \frac{\partial \mathbf{\dot{u}}}{\partial \mathbf{x}}.
\]

Next, it follows from (6) and (7) we obtain the nonlocal velocity gradient as

\[
\mathcal{L} = \mathcal{G}(\mathbf{\dot{u}}) = \left( \int_{\mathcal{H}} \omega(\mathbf{\zeta}) \mathbf{\zeta} d\mathcal{V}' \right) \mathcal{H}^{-1},
\]
Given (8), the rate of nonlocal deformation can be readily obtained as

$$\mathcal{D} = \frac{1}{2} [\mathcal{L} + \mathcal{L}^T].$$  \hfill (9)

The rate of deformation tensor can be used to determine the effective Cauchy stress tensor $\sigma$ through a classical constitutive model for unsaturated soils (e.g., [1, 45]). Then, the rate form of the strain energy of the solid skeleton of an unsaturated porous material body $B$ under pure elastic deformation reads [9, 10],

$$\dot{\Psi} = \int_{\mathcal{B}} \sigma_{ij} \dot{D}_{ij} \, dV$$

$$= \int_{\mathcal{B}} \sigma_{ij} \mathcal{L}_{ij} \, dV$$

$$= \int_{\mathcal{B}} \sigma_{ij} \left( \int_{\mathcal{B}} \frac{\partial \gamma}{\partial \zeta_j} \cdot \frac{\partial \zeta_i}{\partial \gamma'} \right) \kappa^{-1}_{pi} \, dV$$

$$= \int_{\mathcal{B}} \left( \int_{\mathcal{B}} \frac{\partial \gamma}{\partial \zeta_j} \cdot \frac{\partial \zeta_i}{\partial \gamma'} \right) \kappa^{-1}_{pj} \sigma_{ji} \, dV$$

$$= \int_{\mathcal{B}} \int_{\mathcal{B}} \omega \zeta_p \kappa^{-1}_{pj} \sigma_{ji} \, d\gamma' \, dV,$$  \hfill (10)

where $i, j, p = 1, 2, 3$. The rate of strain energy of the solid skeleton of porous media under pure elastic deformation referring to the current configuration reads [10],

$$\dot{\Psi} = \int_{\mathcal{B}} \int_{\mathcal{B}} \overline{\mathcal{F}}_{ij} \dot{y}_{ij} \, d\gamma' \, dV.$$  \hfill (11)

It follows from (10) and (11) that the effective force state can be expressed as

$$\overline{\mathcal{F}} = \omega \zeta \kappa^{-1} \sigma.$$  \hfill (12)

Through the effective force state concept (see equation 2) the fluid force state can be expressed as

$$\mathcal{F}_{w} = \omega \zeta \kappa^{-1} (p_w 1).$$  \hfill (13)

Finally, substituting (12), (13) and (2) into (4) the motion of equation can be written as

$$\rho \ddot{u} = \int_{\mathcal{B}} \left[ \omega \zeta \kappa^{-1} (\sigma - S_r p_w 1) - \omega' \zeta' \kappa'^{-1} (\sigma' - S'_{r} p'_{w} 1) \right] \, d\gamma' + \rho g.$$  \hfill (14)

The degree of saturation $S$ can be determined from the soil-water retention curve (e.g., [46, 47]) that depends on the volume strain of the solid skeleton (e.g., porosity). In this study, we adopt the one in [15, 16, 48] which reads

$$S_r (\mathcal{F}, \phi, p_w) = \left\{ 1 + \left[ -a_1 \left( \frac{\mathcal{F}}{1 - \phi} - 1 \right)^{a_2} \right] p_w \right\}^{(n-1)/n},$$  \hfill (15)

where $a_1$, $a_2$, and $n$ are all material parameters. The evolution of porosity can be written as

$$\phi (\mathcal{F}) = 1 - \frac{1 - \phi}{\mathcal{F}},$$  \hfill (16)

where $\mathcal{F}$ is the determinant of the spatial deformation gradient $\mathcal{F}$. From (6), the spatial deformation gradient can be written as

$$\mathcal{F} = \mathcal{D} = \left[ \int_{\mathcal{B}} \omega \gamma \otimes \zeta \, d\gamma' \right] \kappa^{-1}.$$  \hfill (17)
It can be proved as follows. Given that the spatial deformation gradient $\mathcal{F}$ maps $\zeta$ onto $\mathbf{y}$,

$$\mathbf{y} = \mathcal{F} \zeta.$$  \hfill (18)

Substituting (18) into (17)

$$\mathbf{y}(x) = \int_{\mathbb{R}^3} \mathbf{y}(x') \otimes \xi(x') \left[ \int_{\mathbb{R}^3} \xi(x') \otimes \xi(x') \right]^{-1},$$

$$= \int_{\mathbb{R}^3} \mathbf{y}(x') \otimes \xi(x') \left[ \int_{\mathbb{R}^3} \xi(x') \otimes \xi(x') \right]^{-1},$$

$$= \mathcal{F} \int_{\mathbb{R}^3} \xi(x') \otimes \xi(x') \left[ \int_{\mathbb{R}^3} \xi(x') \otimes \xi(x') \right]^{-1}$$

$$= \mathcal{F}.$$  \hfill (19)

In what follows, we demonstrate that the nonlocal spatial gradient defined in (17) only represent the uniform deformation state. Thus, the spatial correspondence principle inherits the zero-energy mode instability issue. The nonuniform part of the solid spatial deformation state reads

$$\mathcal{R} = \mathbf{y} - \mathcal{F} \zeta.$$  \hfill (20)

Substituting (20) into the nonlocal spatial deformation gradient in (17),

$$\mathcal{F}(x) = \left( \int_{\mathbb{R}^3} \mathbf{y}(x') \otimes \xi(x') \right) \mathcal{H}^{-1},$$

$$= \int_{\mathbb{R}^3} \mathbf{y}(x') \otimes \xi(x') \left( \int_{\mathbb{R}^3} \xi(x') \otimes \xi(x') \right)^{-1},$$

$$= \int_{\mathbb{R}^3} \mathbf{y}(x') \otimes \xi(x') \left( \int_{\mathbb{R}^3} \xi(x') \otimes \xi(x') \right)^{-1},$$

$$= \mathcal{F} - \mathcal{F} \mathcal{H} \mathcal{H}^{-1} = 0.$$  \hfill (21)

It follows from (21) that the nonuniform part of the deformation state is missing in the spatial deformation gradient. Next, we present a stabilization scheme for the spatial corresponding model for the solid skeleton based on the bond-associated sub-horizon concept.

2.2. Stabilization through the sub-horizon based method

![Figure 2: Schematic of the sub-horizon concept for the updated Lagrangian framework.](image)

In this study, we apply the sub-horizon concept (e.g., [25, 26, 29]) to circumvent the zero-
energy mode instability of correspondence material models for solid skeleton in the updated Lagrangian periporomechanics. We refer to the literature for other stabilization techniques (e.g., [12, 19, 25]). Figure 2 plots the bond-associated sub-horizon concept both in the initial/reference and current/deformed configurations of a porous material body. As shown in Figure 2, in the horizon of material point \( \mathbf{x} \) each bond is endorsed with a sub-horizon composed of material points around the bond that is used to determine the nonlocal deformation gradient, the effective stress and the effective force state on that bond. Therefore the sub-horizon stabilized scheme can guarantee a non-unique mapping between between the deformation gradient and the force state on individual bond. We note that the original bond-associated sub-horizon formulation was based on the total Lagrangian approach (i.e., the sub-horizon refers to the initial/undeformed configuration). In the updated Lagrangian periporomechanics formulation, this bond-associated sub-horizon concept is reformulated in the current/deformation configuration with updated material points in the horizon of a material point and the sub-horizon for individual bond. Referring to Figure 2 the sub-horizon \( H_s \) for the bond \( \xi \) at material point \( \mathbf{x} \) in the current configuration of the solid skeleton reads

\[
H_s = H \cap H^T. \tag{22}
\]

It follows from (17), (5) and (22) that the sub-horizon based spatial shape tensor and deformation gradient can be written as

\[
\mathcal{K}_s = \int_{H_s} \mathbf{\omega}_{y'y'} \mathbf{\xi} \otimes \mathbf{\xi} \; dV', \tag{23}
\]

\[
\mathcal{F}_s = \left( \int_{H_s} \mathbf{\omega}_{y'y'} \mathbf{\xi} \otimes \mathbf{\xi} \; dV' \right) \mathcal{K}^{-1}. \tag{24}
\]

From (8), the sub-horizon based spatial velocity gradient reads,

\[
\mathcal{L}_s = \left( \int_{H_s} \mathbf{\omega} \otimes \mathbf{\xi} \; dV' \right) (\mathcal{K}_s)^{-1}, \tag{25}
\]

With (25) the sub-horizon based rate of deformation reads

\[
\mathcal{D}_s = \frac{1}{2} [\mathcal{L}_s + \mathcal{L}_s^T]. \tag{26}
\]

Given (26) the effective Cauchy stress tensor \( \sigma \) can be determined in the current configuration through the classical constitutive model.

Next, we derive the effective force state on a bond \( \xi \) at material point \( \mathbf{x} \) following the lines in the updated Lagrangian formulation in Section 2.1. The rate of strain energy density at \( \mathbf{x} \) on the bond \( \xi \) that is determined by the bond-associated sub-horizon method can be written as

\[
\dot{W}_s(\xi) = \int_{H_s} \mathbf{\overline{\xi}} \cdot \mathbf{\dot{\mathcal{\omega}}} \; dV', \tag{27}
\]

where the sub-horizon effective force state on bond \( \xi \) in the current configuration. \( \dot{W}_s(\xi) \) can be related to the rate total strain energy density \( \dot{W} \) at \( \mathbf{x} \) through a volume fraction factor \( \varphi_s \) as

\[
\dot{W}_s(\xi) = \varphi_s \dot{W}, \tag{28}
\]

with

\[
\varphi_s = \frac{\int_{H_s} 1 \; dV'}{\int_{H} 1 \; dV'}. \tag{29}
\]

From the local theory the rate of strain energy density at material point \( \mathbf{x} \) reads
\[ \mathcal{W} = \dot{\mathcal{W}} = s_t : \mathcal{D}_s = \mathcal{W} : \left( \int_{\mathcal{H}_s} \omega \, \mathcal{W} \otimes \zeta \, d\mathcal{Y}' \right) (\mathcal{H}_s)^{-1} = \int_{\mathcal{H}_s} \omega \, \zeta (\mathcal{H}_s)^{-1} \dot{\mathcal{W}} \, d\mathcal{Y}'. \] (30)

It follows from (27), (28) and (30) the sub-horizon based effective force state can be expressed as

\[ \mathcal{F}_s = \varphi_s \omega \, \zeta (\mathcal{H}_s)^{-1} \dot{\mathcal{W}}. \] (31)

From the effective force state concept and (31), the sub-horizon based total force state reads

\[ \mathcal{F}_s = \varphi_s \omega \, \zeta (\mathcal{H}_s)^{-1} (\mathcal{F}_s - S_{\tau P_{\omega}}). \] (32)

Then, the equation of motion (14) can be rewritten as

\[ \dot{\mathcal{F}} + \mathcal{F} = \int_{\mathcal{H}_s} \left[ \varphi_s \omega \, \zeta (\mathcal{H}_s)^{-1} (\mathcal{F}_s - S_{\tau P_{\omega}}) - \varphi'_s \omega' \, \zeta' (\mathcal{H}_s')^{-1} (\mathcal{F}'_s - S'_{\tau P_{\omega}'}) \right] \, d\mathcal{Y}' + \rho \mathbf{g}. \] (33)

In what follows, we demonstrate that the updated Lagrangian sub-horizon correspondence constitutive model satisfies the sufficient condition (e.g., [12, 13]) that mitigates the zero-energy mode instability. This criterion in terms of the rate form of the effective force state and deformation state can be written as

\[ \int_{\mathcal{H}_s} \mathcal{F} \, d\mathcal{Y}' > 0. \] (34)

It follows from (31) that this condition can be expressed using the sub-horizon based effective force state as

\[ \int_{\mathcal{H}_s} \left( \int_{\mathcal{H}_s} \mathcal{F} \, d\mathcal{Y}' \right) \, d\mathcal{Y}' > 0, \] (35)

where

\[ \mathcal{F}_s = \frac{1}{\varphi_s} \mathcal{F}_{s,i}, \quad \mathcal{F}_{s,i} = \omega \, \zeta_k (\mathcal{H}_s)^{-1} \mathcal{F}_{s,k,i}. \] (36)

Assuming a local elastic material model, we have

\[ \mathcal{F}_{s,i} = C_{ijklmn} \mathcal{D}_{s,lmn} = C_{ijklmn} \mathcal{L}_{s,lmn}, \] (37)

where \( C_{ijklmn} \) is the fourth-order elastic stiffness tensor, and \( m, n = 1, 2, 3 \). Substituting (37) into (35) yields

\[
\int_{\mathcal{H}_s} \left( \int_{\mathcal{H}_s} \mathcal{F} \, d\mathcal{Y}' \right) \, d\mathcal{Y}' = \int_{\mathcal{H}_s} \left( \int_{\mathcal{H}_s} \left( \omega \, \zeta_k (\mathcal{H}_s)^{-1} \mathcal{F}_{s,k,i} \right) \mathcal{D}_{s,lmn} \, d\mathcal{Y}' \right) \, d\mathcal{Y}' = \int_{\mathcal{H}_s} \left( \int_{\mathcal{H}_s} \omega \, \zeta_k (\mathcal{H}_s)^{-1} \mathcal{F}_{s,k,i} \, d\mathcal{Y}' \right) \, d\mathcal{Y}' = \int_{\mathcal{H}_s} \left( \mathcal{F}_{s,i} \int_{\mathcal{H}_s} \omega \, \zeta_k (\mathcal{H}_s)^{-1} \, d\mathcal{Y}' \right) \, d\mathcal{Y}' = \int_{\mathcal{H}_s} \left( \mathcal{F}_{s,i} \mathcal{L}_{s,lmn} \right) \, d\mathcal{Y}' = \int_{\mathcal{H}_s} \left( \mathcal{L}_{s,lmn} C_{ijklmn} s_{lmn} \right) \, d\mathcal{Y}' > 0. \] (38)
It follows from (23) and (33) that (35) holds given $\mathcal{W} > 0$ (i.e., nonzero increment of deformation state). Therefore, the sub-horizon based correspondence constitutive model is stable in the updated Lagrangian formulation. In this study we assume $\delta = \delta'$ that implies $\mathcal{L}_s = \mathcal{L}'_s$. By this assumption, it will guarantee

$$\overrightarrow{\mathcal{F}}_s = -\overrightarrow{\mathcal{F}}'_s.$$  \hfill (39)

Next, we introduce a classical viscoplastic model for unsaturated porous media that will be implemented in the updated Lagrangian periporomechanics framework.

2.3. Constitutive models for unsaturated soil

In this section, we briefly introduce the key element of a critical state viscoplasticity model for unsaturated soils using the Perzyna model of viscoplasticity [49]. For the local viscoplastic constitutive model, the yield function reads

$$f(\tilde{p}, q, \tilde{p}_c) = \frac{q^2}{M^2} + \frac{1}{3} (\tilde{p} - \tilde{p}_c),$$  \hfill (40)

where $\tilde{p} = \text{tr}(\sigma)/3$ is the mean effective stress, $q = \sqrt{3/2}\|\sigma - \tilde{p}1\|$ is the equivalent shear stress, $\sigma$ is the effective stress tensor, $M$ is the slope of the critical state line, and $\tilde{p}_c$ is the effective pre-consolidation pressure that evolves with the viscoplastic volumetric strain $\varepsilon^{vp}_v$ and matric suction (i.e., $-p_a$) assuming passive pore air pressure. The effective mean stress $\tilde{p}$ and the shear stress $q$ can be written as

$$\tilde{p} = K\varepsilon^e_v, \quad q = 3\mu_\varepsilon \varepsilon^e_v,$$  \hfill (41)

where $K$ and $\mu_\varepsilon$ are the elastic bulk and shear moduli, respectively, and $\varepsilon^e_v = \text{tr}(\epsilon^e)$ and $\varepsilon^e = \sqrt{3/2}(\epsilon^e - \frac{1}{3}\varepsilon^e \mathbf{1})$ are elastic volumetric strain and shear strain.

The total strain rate is decomposed into

$$\dot{\epsilon} = \dot{\epsilon}^e + \dot{\epsilon}^{vp}.$$  \hfill (42)

Assuming the Perzyna type of viscoplasticity, the rate of viscoplastic strain tensor $\dot{\epsilon}^{vp}$ can be expressed as

$$\dot{\epsilon}^{vp} = \frac{\langle f \rangle}{\eta} \frac{\partial f}{\partial \sigma},$$  \hfill (43)

where $\langle f \rangle$ is the viscosity coefficient and here are the Macaulay brackets operator

$$\langle f \rangle = \begin{cases} 0 & f \leq 0 \\ f & f > 0. \end{cases}$$  \hfill (44)

The apparent pre-consolidation pressure $\tilde{p}_c$ can be written as

$$\tilde{p}_c = -\exp(b_1)(-p_a)b_2$$  \hfill (45)

where $b_1$ and $b_2$ are variables depending on the degree of saturation and matric suction (see [11, 50] for more details) and $p_a$ reads

$$\tilde{p}_c = \frac{-p_a}{\tilde{\lambda} - \tilde{\kappa}} \text{tr}(\epsilon^{vp}),$$  \hfill (46)

where $\tilde{\lambda}$ and $\tilde{\kappa}$ are compression index and swell index, respectively.

3. Numerical implementation

3.1. Discretization in space

The equation of motion (33) is discretized in space by an updated Lagrangian meshfree scheme. In this method, a porous continuum material is discretized into a finite number of mixed material points (i.e., solid skeleton and pore water). Under the assumption of drained
condition, each material point has one kind of degree of freedom (i.e., displacement) because the negative pore water pressure (matric suction) is constant at each individual material point under drained condition (i.e., one-way coupling). The uniform grid is used to spatially discretize the problem domain in which all material points have an identical size. Figure 3 provides a flowchart of the global solution procedure and Algorithm 1 summarizes the detailed steps for updating the total force states (i.e., effective force and fluid force states) at load step \( n + 1 \) from time step \( n \). At time step \( n \) the material points in the family of a material point are updated through a search algorithm and each individual neighboring material points are described by their material coordinates (i.e., Lagrangian). For time step \( n + 1 \), calculations of all variables (e.g., sub-horizon, deformation gradient, velocity gradient) are referred to the configuration of solid skeleton at time step \( n \) (i.e., updated Lagrangian formulation) instead of the initial/undeformed configuration of solid skeleton (i.e., total Lagrangian formulation).

Let \( \mathcal{P} \) denote the number of total material points in the problem domain and \( \mathcal{N} \) be the number of material points in the horizon of material point \( i \). The spatially discretized equation of motion can be written as

\[
\mathcal{A}^P_{i=1} \left( \mathcal{M}_i \ddot{u}_i - \mathcal{T}_i + \mathcal{F}_{w,i} + \mathcal{F}_i \right) = 0,
\]

where \( \mathcal{A} \) is a global linear assembly operator [2, 51], \( \mathcal{M}_i \) is the mass matrix at material point \( i \), \( \mathcal{T}_i \) is the vector of effective force, \( \mathcal{F}_{w,i} \) is the vector of fluid force, \( \mathcal{F}_i \) is the vector of gravity force. In the current configuration of solid skeleton, the three variables can be written as

\[
\mathcal{M}_i = \left[ \rho_s (1 - \phi_i) + \rho_w S_{r,i} \phi_i \right] \mathcal{V}_i \mathbf{1},
\]

\[
\mathcal{T}_i = \sum_{j=1}^{\mathcal{N}_i} \left( \mathcal{T}_{(ij)} - \mathcal{T}_{(ji)} \right) \mathcal{V}_j \mathcal{V}_i,
\]

\[
\mathcal{F}_{w,i} = \sum_{j=1}^{\mathcal{N}_i} \left( S_{r,i} \mathcal{F}_{w,(ij)} - S_{r,j} \mathcal{F}_{w,(ji)} \right) \mathcal{V}_j \mathcal{V}_i,
\]

where \( \mathcal{V}_i \) and \( \mathcal{V}_j \) are the volumes of material points \( i \) and \( j \), respectively, in the current configuration.
In (49) and (50), the effective force state and the water force state are written as

\[ \mathcal{F}_{(ij)} = \mathcal{F}_{(ij)} \varepsilon_{(ij)} \xi_{(ij)} \mathcal{R}_{(ij)}^{-1} \sigma_{(ij)}, \]

(51)

\[ \mathcal{F}_{(ji)} = \mathcal{F}_{(ji)} \varepsilon_{(ji)} \xi_{(ji)} \mathcal{R}_{(ji)}^{-1} \sigma_{(ji)}, \]

(52)

\[ \mathcal{F}_{(w,ij)} = \mathcal{F}_{(w,ij)} \varepsilon_{(ij)} \xi_{(ij)} \mathcal{R}_{(ij)}^{-1} \mathbf{p}_{w,i}, \]

(53)

\[ \mathcal{F}_{(w,ji)} = \mathcal{F}_{(w,ji)} \varepsilon_{(ji)} \xi_{(ji)} \mathcal{R}_{(ji)}^{-1} \mathbf{p}_{w,i}, \]

(54)

The weighting factors \( \mathcal{W}_{(ij)} \) and \( \mathcal{W}_{(ji)} \) in (51)–(54),

\[ \mathcal{W}_{(ij)} = \frac{\sum_{k=1}^{N_{(ij)}} \mathcal{W}_{k}}{\sum_{i=1}^{N_{(ij)}} \mathcal{W}_{i}}, \]

(55)

\[ \mathcal{W}_{(ji)} = \frac{\sum_{k=1}^{N_{(ji)}} \mathcal{W}_{k}}{\sum_{i=1}^{N_{(ji)}} \mathcal{W}_{i}}, \]

(56)

where \( N_{(ij)} \) is the number of material points in the sub-horizon \( \mathcal{H}_{(ij)} \) and \( N_{(ji)} \) is the number of material points in the sub-horizon \( \mathcal{H}_{(ji)} \).

The velocity gradient is written as

\[ \mathcal{L}_{(ij)} = \left[ \sum_{k=1}^{N_{(ij)}} \left( \xi_{(ij)} \xi_{(ik)} \xi_{(ik)} \right) \right] (\mathcal{R}_{(ij)})^{-1}. \]

(57)

The rate of deformation tensor reads

\[ \mathcal{D}_{(ij)} = \frac{1}{2} \left[ \mathcal{L}_{(ij)} + \mathcal{L}_{(ji)} \right], \]

(58)

Then the increment in strain reads

\[ \varepsilon_{(ij)} = \Delta t \mathcal{D}_{(ij)}. \]

(59)

Given (59) a classical constitutive model for unsaturated porous media can be used to compute \( \sigma_{(ij)} \) as described in Section 3.2.1. Next, we introduce the temporal discretization through an explicit Newmark scheme.

3.2. Integration in time

The Newmark scheme \([51]\) is adopted to integrate the motion of equation in time. Let \( \mathbf{u}_n, \dot{\mathbf{u}}_n \) and \( \ddot{\mathbf{u}}_n \) be the displacement, velocity, and acceleration vectors at time step \( n \). The predictors of displacement and velocity in a general Newmark scheme read

\[ \hat{\mathbf{u}}_{n+1} = \mathbf{u}_n + (1 - \beta_1) \Delta t \ddot{\mathbf{u}}_n, \]

(60)

\[ \check{\mathbf{u}}_{n+1} = \mathbf{u}_n + \Delta t \dot{\mathbf{u}}_n + \frac{\Delta t^2}{2} (1 - 2 \beta_2) \ddot{\mathbf{u}}_n, \]

(61)

where \( \beta_2 \) and \( \beta_1 \) are numerical integration parameters. Given (60) and (61), the acceleration \( \ddot{\mathbf{u}}_{n+1} \), is determined by the recursion relation,

\[ \mathbf{u}_{n+1} = \mathcal{M}_{n+1}^{-1} \left( \mathbf{F}_{n+1} - \mathcal{F}_{n+1} + \mathbf{F}_{w,n+1} \right), \]

(62)

where \( \mathcal{F}_{n+1} \) and \( \mathbf{F}_{w,n+1} \) are determined from (61) and the local constitutive model. From (62), the displacement and velocity at time step \( n + 1 \) can be updated as

\[ \mathbf{u}_{n+1} = \hat{\mathbf{u}}_{n+1} + \beta_1 \Delta t \ddot{\mathbf{u}}_{n+1}, \]

(63)

\[ \mathbf{u}_{n+1} = \check{\mathbf{u}}_{n+1} + \beta_2 \Delta t^2 \ddot{\mathbf{u}}_{n+1}. \]

(64)
In this study, we adopt the explicit central difference solution scheme [51] in which \( \beta_1 = 0.5 \) and \( \beta_2 = 0 \). We note that the explicit method is efficient and robust to model dynamic problems.

Algorithm 1 Given \( \mathbf{u} \) construct effective force vector \( \mathbf{F} \) and pressure force vector \( \mathbf{F}_w 

\begin{algorithm}
1: Execute neighbor search: \( \forall j \in \mathcal{B} \), if \( |\xi_{(ij)}| \leq \delta_i \) add \( j \) to the neighbor list of \( i \), the set \( \mathcal{H}_i \)
2: for all points \( i \) do
3: for all neighboring points \( j \) do
4: Search for the sub-horizon neighbors: \( \forall k \in \mathcal{H}_i \), if \( |\xi_{jk}| \leq \delta_j \), then \( k \in \mathcal{H}_{(ij)} \)
5: for all sub-horizon neighbors \( k \) do
6: Compute contribution of bond \( ik \) to the shape tensor \( \mathbf{K}_{(ij)} \) using \( (23) \)
end for
8: Compute the sub-horizon based deformation gradient \( \mathbf{F}_{(ij)} \) using \( (24) \)
end for
10: Compute deformation gradient \( \mathbf{F}_i \) and its determinant \( \mathbf{J}_i \) using \( (17) \)
end for
12: for all points \( i \) do
13: for all neighboring points \( j \) do
14: for all sub-horizon neighbors \( k \) do
15: Compute the contribution of bond \( ik \) to the velocity gradient \( \mathbf{L}_{(ij)} \) using \( (25) \)
end for
17: Compute the rate of deformation \( \mathbf{D}_{(ij)} \) using \( (26) \)
18: Compute the strain increment using \( (59) \)
19: Compute Cauchy stress \( \mathbf{\sigma}_{(ij)} \) at \( n + 1 \)
end for
21: Compute the degree saturation \( S \), using \( (15) \)
end for
23: for all points \( i \) do
24: for all neighboring points \( j \) do
25: Compute \( \mathbf{T}_{(ij)} \) using \( (51) \)
26: Compute \( \mathbf{T}_{w,ij} \) using \( (53) \)
end for
27: end for
28: end for
29: for all points \( i \) do
30: Compute \( \mathbf{F}_i \) using \( (49) \)
31: Compute \( \mathbf{F}_{w,i} \) using \( (50) \)
32: end for
\end{algorithm}

with extreme large deformation [20]. Figure 4 plots a flowchart of the algorithm and Algorithm 2 summarizes the central difference time integration scheme.

For the numerical stability of the explicit algorithm, the critical time step is determined through a simple method originally formulated for the bond-based peridynamics for solids (e.g., [20])

\[
\Delta t_c = \sqrt{\frac{2(1 - \varphi) \rho_s}{\sum_{j=1}^{N} \gamma_j C_{ij}|\xi_{(ij)}|}},
\]

where \( \varphi \) is the porosity and \( \rho_s \) is the intrinsic density of solid skeleton as defined previously, and \( C_{ij} \) is the micro-mechanical elastic modulus for a bond \( ij \) [12, 20]. We note that \( (65) \) can provide a conservative estimate for state-based peridynamics [52]. However, for the extreme large deformation analysis involving visco-plasticity and contact the numerical instability could occur even when \( (65) \) is followed. Thus we perform an energy balance check to ensure stability of the algorithm. The internal energy, external energy and kinetic energy of the system at
Figure 4: Flowchart for the computation at the material point level for the sub-horizon based updated Lagrangian periporomechanics.

Time step $n+1$ can be written as

$$
W_{\text{int},n+1} = W_{\text{int},n} + \frac{\Delta t}{2} \left( \dot{u}_n + \frac{1}{2} \Delta t \dot{u}_n \right) \left[ (\mathcal{F}_n - \mathcal{F}_{\text{w},n}) + (\mathcal{F}_{n+1} - \mathcal{F}_{\text{w},n+1}) \right],
$$

$$
W_{\text{ext},n+1} = W_{\text{ext},n} + \frac{\Delta t}{2} \left( \dot{u}_n + \frac{1}{2} \Delta t \dot{u}_n \right) \left( \mathcal{F}_n + \mathcal{F}_{n+1} \right),
$$

$$
W_{\text{kin},n+1} = \frac{1}{2} \dot{u}^2_{n+1} - \dot{u}_{n+1} \mathcal{F}_{n+1}.
$$

Then energy conservation requires that

$$
W_{\text{int},n+1} + W_{\text{kin},n+1} - W_{\text{ext},n+1} \leq \varepsilon \max(W_{\text{kin},n+1}, W_{\text{int},n+1}, W_{\text{ext},n+1}),
$$

where $\varepsilon$ is a small tolerance on the order of $10^{-2}$ [53].

For self-completeness, in what follows we summarize the numerical integration algorithm for the local constitutive model.

3.2.1. Integration of the local constitutive model

The backward Euler integration scheme is adopted to numerically implement the adopted viscoplasticity model for unsaturated soil in the updated Lagrangian periporomechanics model (e.g., [1]). Given $\Delta \mathbf{e}_{n+1} = \mathbf{e}_{n+1} - \mathbf{e}_n$, the trial effective stress tensor can be computed.
from the elastic model. For the elastic loading case, the trial effective stress tensor is the real effective stress state. For the visco-plastic loading case (i.e., \(f > 0\)), the effective stress state and apparent pre-consolidation pressure can be solved in the stress invariant \((\bar{p}, q)\) space as follows. At time step \(n + 1\), \(\bar{p}, q, p_c\) can be written as

\[
\bar{p} = \bar{p}^{tr} - K \frac{f \Delta t}{\eta} \left( \frac{\partial f}{\partial \bar{p}} \right),
\]

\[
q = q^{tr} - 3 \mu_a \frac{f \Delta t}{\eta} \left( \frac{\partial f}{\partial q} \right),
\]

\[
\bar{p}_c = \bar{p}_{c,n} \exp \left[ \frac{f \Delta t}{(\lambda - \tilde{\kappa})\eta} \left( \frac{\partial f}{\partial \bar{p}} \right) \right].
\]

The values of \(\bar{p}, q, \bar{p}_c\) at time step \(n + 1\) can be determined through Newton’s method by defining a residual vector \(r = \{r_1, r_2, r_3\}^T\) as

\[
r_1 = \bar{p} - \bar{p}^{tr} + K \frac{f \Delta t}{\eta} \left( \frac{\partial f}{\partial \bar{p}} \right),
\]

\[
r_2 = q - q^{tr} + 3 \mu_a \frac{f \Delta t}{\eta} \left( \frac{\partial f}{\partial q} \right),
\]

\[
r_3 = \bar{p}_c - \bar{p}_{c,n} \exp \left[ \frac{f \Delta t}{(\lambda - \tilde{\kappa})\eta} \left( \frac{\partial f}{\partial \bar{p}} \right) \right],
\]

where \(\bar{p}^{tr}\) and \(q^{tr}\) are the trial values by freezing the viscoplastic deformation at time step \(n + 1\) [33]. Let the local unknown vector be \(x = \{\bar{p}, q, p_c\}^T\), through Newtsont’s method \(x\) can be solved as

\[
x^{k+1} = x^k - A^{-1} r^k(x),
\]

where \(k\) is the iteration counter and \(A\) is the local tangent operator that reads

\[
A = \begin{bmatrix}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{bmatrix}.
\]
The individual elements of $\mathbf{A}$ can be written as

\begin{align*}
A_{11} &= 1 + K \frac{\Delta t}{\eta} \left( \frac{\partial f}{\partial \bar{p}_c} \frac{\partial f}{\partial \bar{p}} + f \frac{\partial^2 f}{\partial \bar{p}_c \partial \bar{p}_c} \right) \frac{\partial \bar{p}_c}{\partial \bar{p}} , \\
A_{12} &= K \frac{\Delta t}{\eta} \left( \frac{\partial f}{\partial \bar{q}} \frac{\partial f}{\partial \bar{p}_c} \right) , \\
A_{13} &= K \frac{\Delta t}{\eta} \left( \frac{\partial f}{\partial \bar{p}_c} \frac{\partial f}{\partial \bar{p}} + f \frac{\partial^2 f}{\partial \bar{p}_c \partial \bar{p}_c} \right) \frac{\partial \bar{p}_c}{\partial \bar{p}} , \\
A_{21} &= 3\mu_s \frac{\Delta t}{\eta} \left( \frac{\partial f}{\partial \bar{p}_c} \frac{\partial f}{\partial \bar{q}} \right) \frac{\partial \bar{p}_c}{\partial \bar{p}_c} , \\
A_{22} &= 1 + 3\mu_s \frac{\Delta t}{\eta} \left[ f \frac{\partial^2 f}{\partial \bar{q}^2} + \left( \frac{\partial f}{\partial \bar{q}} \right)^2 \right] , \\
A_{23} &= 3\mu_s \frac{\Delta t}{\eta} \left( \frac{\partial f}{\partial \bar{p}_c} \frac{\partial f}{\partial \bar{q}} \right) \frac{\partial \bar{p}_c}{\partial \bar{p}_c} , \\
A_{31} &= -\bar{p}_c \frac{\Delta t}{(\lambda - \kappa)\eta} \left( \frac{\partial f}{\partial \bar{p}_c} \frac{\partial f}{\partial \bar{p}} + f \frac{\partial^2 f}{\partial \bar{p}_c \partial \bar{p}_c} \right) \frac{\partial \bar{p}_c}{\partial \bar{p}} , \\
A_{32} &= -\bar{p}_c \frac{\Delta t}{(\lambda - \kappa)\eta} \left( \frac{\partial f}{\partial \bar{q}} \frac{\partial f}{\partial \bar{p}_c} \right) , \\
A_{33} &= -\bar{p}_c \frac{\Delta t}{(\lambda - \kappa)\eta} \left( \frac{\partial f}{\partial \bar{p}_c} \frac{\partial f}{\partial \bar{p}} + f \frac{\partial^2 f}{\partial \bar{p}_c \partial \bar{p}_c} \right) \frac{\partial \bar{p}_c}{\partial \bar{p}_c} ,
\end{align*}

where

\begin{align*}
\frac{\partial f}{\partial \bar{p}_c} &= -\bar{p}, \\
\frac{\partial^2 f}{\partial \bar{p}_c \partial \bar{p}} &= -1, \\
\frac{\partial \bar{p}_c}{\partial \bar{p}} &= b_2 \exp(b_1)(-p_c)^{b_2 - 1} , \\
\frac{\partial \bar{p}_c}{\partial \bar{p}} &= \frac{b_2 \Delta t \bar{p}_c}{\eta(\lambda - \kappa)} \left[ \frac{\partial f}{\partial \bar{p}} \right]^2 + \frac{\partial^2 f}{\partial \bar{p}^2} .
\end{align*}

4. Numerical simulations

4.1. Uniaxial compression test

This example deals with the stability analysis of the sub-horizon based updated Lagrangian periporomechanics model. We simulate the uniaxial compression of a rectangular specimen with zero matric suction under quasi-static and dynamic conditions. The problem geometry and loading protocol are presented in Figure 5. The problem is discretized into 12,000 uniform material points. The distance between two adjacent material point centers is $\Delta = 0.005$ m. An isotropic elastic correspondence constitutive model is utilized for the solid skeleton. The material parameters adopted are bulk modulus $K = 25$ MPa, shear modulus $\mu_s = 15$ MPa, solid skeleton density $\rho_s = 2200$ kg/m$^3$ and initial porosity $\phi = 0.2$. The simulation is repeated
using two horizons, i.e., \( \delta_1 = 0.01 \) m and \( \delta_2 = 0.015 \) m. The ratios of \( \delta/\Delta \) are \( m = 2 \) and \( m = 3 \), respectively.

The total applied displacement is \( u_x = 0.5 \times 10^{-3} \) m. The total loading time is \( t = 0.1 \) s. The time increment for the quasi-static simulation is \( \Delta t_1 = 0.001 \) s and the time increment for the dynamic loading case is \( \Delta t_2 = 3 \times 10^{-6} \) s that meets the critical time step criterion. The numerical results are presented in Figures 6 - 11. For clarity, in what follows the stabilized correspondence constitutive model means that local constitutive models for porous media is implemented using the sub-horizon based correspondence principle formulated in this study. The standard correspondence constitutive model means that the local constitutive model for porous media is implemented using the original multiphase correspondence principle [97].

Figure 6 presents the contours of \( \sigma_x \) from the simulations through the standard correspondence constitutive model with two values of \( m \). For comparison, Figure 7 plots the contours of \( \sigma_x \) from the simulations using the stabilized correspondence constitutive model. The contours of \( \sigma_x \) in Figure 6 show noticeable oscillations. Figure 7 shows that the oscillations have disappeared in the results with the stabilized correspondence constitutive model.

Figure 6: Contours of \( \sigma_x \times 100 \) kPa from the quasi-static simulations using the original correspondence elastic constitutive model with (a) \( m = 2 \) and (b) \( m = 3 \) at \( u_x = 0.5 \times 10^{-3} \) m.

Figure 7: Contours of \( \sigma_x \times 100 \) kPa from the quasi-static simulations using the stabilized correspondence constitutive model with (a) \( m = 2 \) and (b) \( m = 3 \) at \( u_x = 0.5 \times 10^{-3} \) m.

Figure 8 compares the variations of \( \sigma_x \) along the x axis of the specimen from the simulations with stabilized and standard correspondence material models. The results show that the higher value of \( m \) produces larger oscillations in \( \sigma_x \) from the simulations using the standard correspondence constitutive model. For the simulations using the stabilized correspondence constitutive model the oscillations have been eliminated for both values of \( m \) ratios.

Figures 9 and 10 present the contours of \( \sigma_x \) from the dynamic simulations with two values of \( m \) using the standard and stabilized correspondence constitutive models, respectively. Figure 11 compares the variations of \( \sigma_x \) along the x axis of the specimen. It is found that the numerical instabilities in the simulations with the standard correspondence constitutive models are more noticeable for the dynamic loading case than the static simulations. Overall, the results in both figures show that the simulations with the stabilized correspondence constitutive model eliminates the oscillations in \( \sigma_x \).
4.2. Unsaturated soil column collapse in two dimensions

In this example, through the proposed sub-horizon based updated Lagrangian periporome-chanics we simulate unsaturated soil column collapse by gravity loading under drained condi-tions (i.e., one-way coupled) in two dimensions. We first simulate the collapse of a dry column to demonstrate the ability of the formulation to model extreme large plastic deformation in porous media. We then investigate the influence of the aspect ratio, initial matric suction and sub-grade roughness on the characteristics of collapse. All the simulations are conducted using 64 CPU (central processing unit) cores with a total 512 GB (gigabyte) of dedicated memory. Next, we introduce the problem set up, input material parameters, initial conditions, and the contact model for the soil column and the rigid substrate.

The problem geometry is depicted in Figure 12. The solid skeleton is modeled using the visco-plastic constitutive model introduced in Section 3.2.1. The rigid substrate is modeled using an isotropic elastic model. For the solid skeleton the material parameters are: $K = 25$ MPa, $\mu_s = 15$ MPa, $\rho_s = 2200$ kg/m$^3$, $\rho_w = 1000$ kg/m$^3$, initial porosity $\varphi = 0.2$ M =
Figure 11: Comparison of $\sigma_x$ along the x axis of the specimen from the dynamic loading case with (a) $m=2$ and (b) $m = 3$.

Figure 12: Problem setup for unsaturated soil column collapse in two-dimensions (a) initial configuration, (b) final configuration.

11. \( \tilde{\lambda} = 0.12, \tilde{\kappa} = 0.04, \eta = 1000 \text{ Pa}^{3/5} \) and an over-consolidation ratio of 1.25 (i.e., slightly overconsolidated soil). The parameters for the soil-water retention curve are: \( a_1 = 0.038, a_2 = 3.49 \) and \( n = 1.25 \). The initial geostatic stress in the soil is prescribed through a quasi-static loading step. Subsequently, the lateral constraints on the soil column are relaxed to allow it to collapse onto the rigid substrate.

A contact model for the interface of the soil and the substrate is needed to model the spreading of soil over the substrate. In this study we adopt the short range force model in [20]. In this contact model, contact interactions are modeled using spring-like repulsive forces acting along the normal to the substrate surface. The contact forces act along virtual bonds that carry only contact force (i.e., no material interaction). The repulsive forces act between pairs of material points within a cut-off distance of each other, \( \delta_c \). The repulsive contact force and frictional contact force \[54\] are defined as

\[
T_c = -C_s \left( \delta_c - \left| \nabla \right| \right) \frac{\nabla}{\left| \nabla \right|},
\]

\[
T_f = -\mu_f \text{ sign} \left( \frac{\partial}{\partial t} \left| \nabla \right| \right) T_c, \tag{92}
\]

where \( C_s \) is the contact stiffness and \( \mu_f \) is the friction coefficient. Given (91) and (92), the equation of motion with the contact model is written as

\[
\rho \ddot{u} = \int_{\mathcal{H}_c} \left( \bar{T} - S_r \bar{T}_w \right) - \left( \bar{T} - S_r \bar{T}_w \right) \text{d}V' + \int_{\mathcal{H}_c} \left[ \left( T_c + T_f \right) - \left( T_c' + T_f' \right) \right] \text{d}V' + b, \tag{93}
\]

where \( H_c \) is the contact neighborhood defined by \( \delta_c \). Figure 13 depicts the contact interaction between the soil column and the substrate. The initial contact domain is specified in the input file of the numerical model. A search algorithm is used to detect contact pairs in a radius \( r_c \) around each individual material point in the defined contact domain. The input parameters for the contact model are: \( C_s = 4 \times 10^6 \text{ N/m}^2, \mu_f = 0.25, \delta_c = 0.8 \Delta, \) and \( r_c = 3 \Delta \).
4.2.1. Influence of initial aspect ratios

We first study the influence of initial aspect ratios (width over height) on the characteristics (e.g., run-out distance and final deposit height) of the soil column collapse under completely dry conditions. Our numerical results are compared with the experimental data in the literature [36, 37]. We run the simulations with three aspect ratios, $a_1 = 2$, $a_2 = 1$, and $a_3 = 0.5$. All three specimens have the same initial width $w = 0.1$ m. Figure 14 plot the contours of the initial vertical stress in the three specimens.

![Figure 13: Schematic of the contact model for the soil column and the substrate.](image)

In what follows we study the influence of initial aspect ratio, initial matric suction, and substrate roughness on the soil column collapse.

Figures 15, 16 and 17 plot the snapshots of the contours of $\varepsilon_s$ for the three aspect ratios. The results show that the aspect ratio could affect the soil column collapse processes and final deposit morphologies which are consistent with the experimental results in the literature [36, 37]. As shown in Figures 15 (a) and 16 for the specimens with $a_1 = 2$ and $a_2 = 1$, banded zone of extensive shear develops during the collapse process. For the specimen with $a_3 = 0.5$, the collapse pattern is clearly different from the simulations using larger aspect ratios. The results confirms the existence of two moving layers observed in the experimental testing. Initially, the contour show that the upper half of the column moves directly downward with little horizontal movement, while the base rapidly spreads outward. Subsequently, the upper half of the column moves laterally and creates two lateral moving fronts, the so-called "Mexican-hat" morphology observed in experimental testings of soil column collapse [36, 37]. It is likely that the inertial effects contribute to the change in behavior observed for the simulation with $a_3 = 0.5$. Figures 18, 19 and 20 presents the snapshots of the contour of $\sigma_y$ for the three aspect ratios. The results show that the aspect ratio could significantly impact the vertical stress states in the final deposit. Both the contours of equivalent shear strains and vertical stresses demonstrate there could be an underlying and undisturbed region in the soil column throughout the collapse process.

![Figure 14: Contours of initial effective vertical stress $\sigma_y$ in the specimens with (a) $a_1 = 2$, (b) $a_2 = 1$ and (c) $a_3 = 0.5$.](image)
Next, we present the contact force along the base in the final deposit configuration for the simulations with three aspect ratios. Figures 21 and 22 plot the normal and frictional components of the contact force acting along the base of the final deposit configuration. The results show that both normal and frictional forces along the interface have oscillations along the base of final deposit configurations. The general trend observed from the results in figures 21 and 22 is that the normal and shear forces are larger for the specimen with a smaller aspect ratio (i.e., taller soil column).

To validate our numerical results, the final deposit height and runout distance are compared against the experiment testing results in the literature. Here the final runout distance is the distance between the lateral front of the final deposit and the center along the substrate. The
deposit height is measured from the substrate to the highest point of the final deposit. The final height and runout distance are normalized by the initial width of the soil column. Figure 23 plots the normalized final runout distance from the numerical simulations and the experimental data for three aspect ratios. The numerical results that are consistent with the experimental data demonstrate that the final runout distance decreases with the increase of aspect ratios. Figure 24 compare the normalized final deposit heights from our numerical simulations and the experimental data for three aspect ratios are presented in the literature. It can be conclude from the results in Figures 23 and 24 that the update Lagrangian periporomechanics formulation can be applied to model soil column collapse under gravity loading that involves extreme large deformation.
4.2.2. Influence of initial matric suction

The initial matric suction could have a strong impact on the soil collapse process under unsaturated condition. To test this hypothesis, we run simulations of soil column collapse with

---

Figure 21: Variation of the magnitude of the vertical reaction force along the base of the column for 3 aspect ratios.

Figure 22: Variation of the magnitude of the horizontal reaction force along the base of the column for 3 aspect ratios.

Figure 23: Comparison of the normalized run-out distance with experimental data for different aspect ratios.
three different initial suctions, i.e., $s_1 = 0$ kPa, $s_2 = 25$ kPa, and $s_3 = 50$ kPa. The corresponding degrees of saturation $S_r = 1.0$, 0.92 and 0.88 respectively. The simulations are repeated for the above three aspect ratios. All simulations are conducted under drained conditions with a constant matric suction. The degree of saturation $S_r$ varies with the deformation through the porosity $\phi$ (i.e., equation (15)).

The numerical results are presented in Figures 25 - 30. Figures 25, 26, and 27 plot the snapshots of $\varepsilon_s$ in the final deposit configurations from simulations of the soil column with three different initial aspect ratios and matric suctions. The results in Figures 25, 26, and 27 demonstrate that the initial matric suction could significantly affect the final deposit morphology of the soil. The impact of the initial matric suction on the contour of deviatoric strain in the final configuration may depend on the initial aspect ratio of the soil column. For instance, for $a_1 = 2$, as shown in Figure 25 the initial matric suction affects the maximum deviatoric strain in the soil. However, this influence become rather mild when $a_1 = 0.5$ with the same initial column width (i.e., larger initial height of the soil column). Moreover, as shown in Figure 28 the increase of initial matric suction in the soil column reduces the final runout distance for the same aspect ratio. Under the same initial matric suction, the specimen with the larger aspect ratio generates the smaller final runout distance. The final deposit height is generally larger for the specimen with a larger initial matric suction under the same aspect ratio. These observations can be explained by the fact that increasing matric suction generally increases the cohesion of soils (e.g., [1, 55]).

To show the sensitivity of shear strains to initial matric suctions, Figure 30 plots $\varepsilon_s$ over time at the selected material points (see Figure 14) in the specimens with different aspect ratios. The results in Figure 30 demonstrate that $\varepsilon_s$ is smaller in the specimen with smaller
Figure 26: Contours of $\varepsilon_s$ on the final deposit configuration from simulations with (a) $s_1 = 0$ kPa, (b) $s_2 = 25$ kPa, and (c) $s_1 = 50$ kPa for $a_2 = 1$.

Figure 27: Contours of $\varepsilon_s$ on the final deposit configuration from simulations with (a) $s_1 = 0$ kPa, (b) $s_2 = 25$ kPa, and (c) $s_1 = 50$ kPa for $a_2 = 0.5$.

Figure 28: Normalized final runout distance for simulations with different initial matric suctions.

Initial matric suction at the same time for $a_1 = 2$ or $a_2 = 1$. For the specimen with $a_3 = 0.5$ the simulations has the similar shear strains in the early stage of the collapse. However, the equivalent shear strain at the same location becomes larger at the later stage of collapse for the larger initial matric suction. It may be concluded that the impact of initial matric suction on collapse could also depend on aspect ratios.
Figure 29: Normalized final deposit height for simulations with different initial matric suctions.

Figure 30: Comparison of $\varepsilon_d$ at the selected locations from simulations using different initial matric suctions with (a) $a_1 = 2$, (b) $a_2 = 1$ and (c) $a_3 = 0.5$.

4.2.3. Influence of substrate roughness

We investigate the influence of substrate roughness on the soil column collapse by running simulations with different friction coefficients of the substrate, i.e., $\mu_f 1 = 0$, $\mu_f 2 = 0.25$, and $\mu_f 3 = 0.5$. The simulations are repeated for the specimens with the above three initial aspect ratios. Figures 31, 32 and 33 present the contours of $\varepsilon_d$ in the final deposit configuration for the simulations with different initial aspect ratios. The results show that the roughness of the substrate could strongly influence the final deposit morphology. This effect increases with smaller aspect ratios. For $a_1 = 2$, the final deposit morphology is in a triangular shape when the substrate is perfectly smooth. Increasing the surface roughness of the substrate causes the final deposit morphology to transition to a more parabolic shape. For $a_2 = 1$ as shown in
Figure 32 for a smooth substrate the final deposit morphology has concave slopes. Increasing the substrate roughness changes the final morphology to a more convex shape. For the case of \( a_1 = 0.5 \) increasing the substrate friction reduces the runout distance of the bottom layer along the substrate while the upper layer of soil has a larger runout distance as \( \mu_f \) increases. Figures 34 and 35 present the normalized final runout distance and the deposit height. The results show that the increasing substrate friction could decrease the final runout distance for the specimens with all aspect ratios. For the specimens with larger aspect ratios the deposit height generally increases with larger substrate frictions. However, for the specimen with \( a_1 = 2 \), the substrate friction has mild influence on the final deposit height as shown in Figure 35.

Figure 31: Contours of \( \varepsilon_s \) from the simulations using (a) \( \mu_f = 0 \), (b) \( \mu_f = 0.25 \), and (c) \( \mu_f = 0.5 \) for \( a_1 = 2 \).

Figure 32: Contours of \( \varepsilon_s \) from the simulations using (a) \( \mu_f = 0 \), (b) \( \mu_f = 0.25 \), and (c) \( \mu_f = 0.5 \) for \( a_2 = 1 \).

Figure 33: Contours of \( \varepsilon_s \) from the simulations using (a) \( \mu_f = 0 \), (b) \( \mu_f = 0.25 \), and (c) \( \mu_f = 0.5 \) for \( a_3 = 0.5 \).

Finally, Figure 36 compare \( \varepsilon_s \) at the selected point from the simulations using different substrate frictions \( \mu_f \) (see Figure 14). The results in Figure 36 show that \( \varepsilon_s \) at the point is independent of the substrate friction in the early stages of the collapse for all aspect ratios while
the substrate friction does affect the maximum shear strain. It could be concluded that the substrate friction influences the final run-out distance and flow behavior but not the collapse triggering mechanism.

5. Closure

In this article, we have proposed an updated Lagrangian periporomechanics for modeling extreme large deformation in unsaturated porous media under drained conditions (i.e., constant matric suction). In this updated Lagrangian framework it is hypothesized that the family of a material point is a uniform spherical shape (i.e., constant horizon) independent of deformation. In this study the bond-associated sub-horizon concept is utilized to eliminate the zero-energy modes at extreme large deformation of solid skeleton when using the correspondence constitutive models of unsaturated porous media. The stabilized nonlocal velocity gradient in the deformed configuration is used to numerically implement a critical state based visco-plastic model for unsaturated soils. The updated Lagrangian periporomechanics framework is numerically implemented through the explicit Newmark scheme for high-performance computing. The uni-axial compression testing of a rectangular porous material specimen under static and dynamic loads is first presented to demonstrate the stability performance of the updated Lagrangian periporomechanics framework. We then conduct the numerical modeling of soil column collapse to demonstrate the efficacy and robustness of the updated Lagrangian periporomechanics in modeling extreme large deformation in unsaturated porous media under drained conditions. The numerical results have been validated against the experimental...
Figure 36: Comparison of $\varepsilon_s$ at the marked point for (a) $a_1 = 2$, (b) $a_2 = 1$ and (c) $a_1 = 0.5$ from simulations using different substrate frictions.

data in the literature. We also investigate the influence of initial matric suction and substrate friction on the final deposit morphology. The preliminary numerical results have shown that the impact of initial matric suction on the final run-out distance and deposit height may also depend on the initial aspect ratio.
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