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\section*{Abstract}

Demand response (DR), as one of the important energy resources in the future’s grid, provides the services of peak shaving, enhancing the efficiency of renewable energy utilization with a short response period, and low cost. Various categories of DR are established, e.g. automated DR, incentive DR, emergency DR, and demand bidding. However, with the practical issue of the unawareness of residential and commercial consumers’ utility models, the researches about demand bidding aggregator involved in the electricity market are just at the beginning stage. For this issue, the bidding price and bidding quantity are two required decision variables while considering the uncertainties due to the market and participants. In this paper, we determine the bidding and purchasing strategy simultaneously employing the smart meter data and functions. A two-agent deep deterministic policy gradient method is developed to optimize the decisions through learning historical bidding experiences. The online learning further utilizes the daily newest bidding experience attained to ensure trend tracing and self-adaptation. Two environment simulators are adopted for testifying the robustness of the model. The results prove that when facing diverse situations the proposed model can earn the optimal profit via off/online learning the bidding rules and robustly making the proper bid.
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Acronyms

CBL  Customer Baseline Load.
DB  Demand Bidding.
DBE  Demand Bidding Event.
DDPG  Deep Deterministic Policy Gradient.
DQN  Deep Q Network.
DR  Demand Response.
DSO  Distribution System Operator.
EMS  Energy Management System.
ISO  Independent System Operator.
MCP  Market Clearing Price.
MDP  Markov Decision Process.
RL  Reinforcement Learning.
SM  Smart Meter.
TSO  Transmission System Operator.

Nomenclature

Sets and Indices

Λi  The customer i’s participation plan

Parameters

αt  Incentive ratio

λi,t  The price of the customer i submitting to curtail at time t
$\lambda_{M,t}$ Market Clearing Price at time $t$

$CBL_{i,t}$ The $i$’s Customer Baseline Load at time $t$

$p_{i,t}$ The actual consumption for customer $i$ at time $t$

$q_{act,t}$ The actual total load shedding at time $t$

$t^e$ The ending time of Demand Bidding Event

$t^s$ The starting time of Demand Bidding Event

**Variables**

$a_t$ Action variable

$\lambda_{bid,t}$ The bidding price of aggregator

$\xi_t$ The execution rate at time $t$

$P$ The profit during one DB event

$Q^\pi(s_t, a_t)$ Action-value function

$q_{bid,t}$ The bidding quantity of aggregator

$r$ Reward

$R_t$ Cumulative discounted reward

$s_t$ State variable

1. **Introduction**

The serious environmental challenges are caused by the increasing massive consumption of fossil fuels. Meanwhile, energy shortage becomes a worldwide global issue. Take Taiwan as an example, the reserve rate at peak hour recently drops on the verge of restriction on electricity use and brings dramatic risk to the power system [1]. To solve the crisis issue, the development of renewable and sustainable energy sources is encouraged. Demand response (DR) is also adopted by many independent system operators (ISOs) with the role of flexible demand resources to improve economic efficiency and system reliability [2].
Nowadays, most ongoing DR programs have industrial customers as the target participants but neglecting a large amount of available DR potential from residential and commercial customers, especially for the demand bidding framework[3]. Meanwhile, the research discussing the DR program on residential and commercial customers is always set prior hypothesis, e.g., the awareness of consumers’ utility function[4] or the load is directly controllable[5, 6], which makes it not practical to the realistic application. Specifically, the residential and commercial sectors accounted for about 40% of total U.S. energy consumption in 2018 [7]. On the other hand, smart meters (SMs) and energy management system (EMS) have been vastly deployed in different phases around residential and commercial customers recently. All the above calls for the research on the DR program targeting residential and commercial loads with good practicability.

Different from the industrial customer who individually has higher average consumption and can be enrolled in DR programs directly, the residential and commercial customers need to be aggregated jointly participating in the program to have a finger in the pie. Generally, we name the aggregated entity as aggregator. The aggregator acts as a broker between DR resources and the system operator and a manager who aims to maximize the DR profit.

For all kinds of DR programs, demand bidding is the most complicated type, which, to our best knowledge, still lacks comprehensive problem formulation, especially for commercial and residential consumers. In this paper, we stand in the view of the aggregator considering two fundamental issues. One is the unawareness of the time-varying and consumer-varying comfort requirement of consumers while another is the unawareness of the prices in the market. Specifically, we aim to help the profit-oriented aggregator to determine its purchase strategy to the customers and its bidding strategy to the market through the data collected by Smart Meters. The contributions of our work can be concluded as:

- **Model-Free Strategy with Win-Win solution:** Employing a two-agent deep deterministic policy gradient method, our Reinforcement Learning (RL)-based strategy model generates a solution benefiting for both aggregator and consumers without the awareness of consumers’ utility model;

- **Uncertainties Consideration:** The uncertainties, no matter coming from the price in the market or from the comfort requirement among consumers, are simultaneously measured in the decision-making model.
Through learning from the growing amount of experience, the model obtains the strategies approaching the profit maximized;

- **Self-Adjusting and Learning Ability:** With the state-of-the-art RL method and structure of dynamic learning, the proposed two-agent model can adapt to the implicit market trend and the consumers’ comfort preference variation by the online training structure;

- **Robustness in Variation:** We design an environment simulator to evaluate the robustness of our model. The results exhibit the adaptivity and the profit-pursuing ability of the model under various uncertainties. Moreover, both the online and offline models perform stable decision-making abilities especially after more and more experience is involved.

The remainder of this paper is organized as follows. We review the related works and research in Section 2. We detail the framework and the proposed methodology in Section 3 and 4. We discuss the simulation results in Section 5 and conclude this paper in Section 6.

2. Literature Review

Generally DR management is considered as a demand-side management problem [8, 9, 10], especially when formulating the problem in price-based DR. The loads of the consumer are distinctively divided into 2 categories: elastic and inelastic type. These two types can further be detailed to the elastic appliances with a memory-less property, elastic appliances with a full memory property, elastic appliances with a partial memory property, inelastic appliances with an interruptible operation, and inelastic appliances with an uninterruptible operation [11]. Based on the classification, the works in [8] develop the methods to schedule the elastic and interruptible loads, i.e., appliances, to gain the benefit from DR. Most of these assume the load can be directly controlled and thus are designed either for peak load reduction [9] or regulation services [10]. Indirect load control methods are typically extensions of direct load control methods that include additional control components to convert incentive signals, e.g., prices, to comfort signals, e.g., thermostat offsets [12]. Simultaneously, the comfort of users participating in DR is counted in the scheduling, represented by minimum waiting time of appliances or thermal comfort set in the constraints or the utility of consuming in the objective function. However, how to quantify comfort is still
a big issue, as even to the user itself, the understanding of self-consuming requirements lacks a comprehensive knowledge for varying times and dates, especially for the residential and commercial consumer.

Therefore, when standing in the view of the aggregator side, the problem becomes more complicated, let alone when the aggregator joining in DB program. To win the bids and make the profit in the DB, the uncertainties both from the market clearing price (MCP) and customers' consumption behavior are the key factors to be considered. Some Research discusses how aggregator determines the purchase strategy to allocate the proper quantity in the DB market. The authors in [13] propose a purchase strategy to find the combination of purchase status and then minimize the total bidding cost aiming to respond to the offered load curtailment. Acting as a price-taker, the aggregator in [14] constructs a two-stage nested bilevel model for the optimal bidding strategy in day-ahead and balancing markets. However, these works assume the curtailment quantity is provided by the seller, e.g., consumer, (the same issue we mentioned before) just following the signal of incentive or curtailment. In other words, customers are required to submit their curtailment quantity and no bidding strategy is considered in the study. P. Li et al. raise an online learning model to estimate the cost function of consumers by sending varying price signals [15]. Even though still lacking the consideration of the price uncertainty aggregator received from the utility, this work inspires us with the idea of formulating the consumer response to price through a model-free methodology.

Some works discuss the methodology to deal with the price uncertainty when bidding under the electricity market mechanism, where robust optimization [16], stochastic programming [17], chance-constrained optimization [18], and conditional value at risk (CVaR) schemes are mostly used. A bidding strategy for the DR aggregator is proposed by [20]. It utilizes stochastic programming to simulate different scenarios regarding price uncertainty, and then employs robust optimization with forecast values and bounded price intervals to manage uncertainty and seek solutions under different robustness. Concerning a microgrid operator who manages the intermittent distributed generation, storage, dispatchable DR, and price responsive loads, robust optimization is also utilized to manage uncertainties associated with the renewable generation intermittence, the MCP, and customers’ behavior to maximize profit or minimize operating cost [16, 21, 22]. Other works use risk-constrained optimization for aggregators to deal with uncertainties by setting their acceptable risk when aggregator bids in the energy pool market.
Nevertheless, the decision-makers, e.g. aggregator and system operator, in these studies are all treated as the price-taker, namely, they are fully aware of the price it can gain. Moreover, the stochastic optimization is done offline using historical data which is incompetent to handle continuous real-time bidding situations effectively.

Therefore, a technical framework is required to implement effective DB programs from the aggregator’s point of view. The framework must be both automated and able to sense and minimize user discomfort while bidding and maximizing the profit in the market-based program. Meanwhile, the correlation between the purchase and bidding strategy must be seriously counted in the framework. As a model-free learning algorithm, Reinforcement Learning (RL) is an agent-based AI algorithm where the agents learn the optimal set of actions, i.e., the optimal policy, through the interaction with the environment [26]. The literature [27] collects the articles focused on RL implemented DR strategy for both utility companies and consumers in detail. The RL models, e.g., on-policy and off-policy learning, have been mostly utilized in the energy systems to evaluate the human factor, i.e., comfort, desire to consume less energy, and to pay a lower energy bill [28, 29]. The work of [30] also supports that the RL techniques can be used to maximize user comfort or minimize the energy consumption while adapted and applied to DR just by adding a few additional states, e.g., price. Moreover, RL is applied to the bidding strategy problem to decide the bidding curve to the electricity market as well [31]. However, the factors affecting consumer’s energy consumption and price elasticity in the previous research are still based on a great prior hypothesis. This motivates us to develop a systematic framework to generate the purchasing and bidding strategies for the aggregator in DB program simultaneously and in a model-free way.

3. Framework of The Proposed Method and Demand Bidding Program

DB, as a market-based program, is the most complicated type of DR. For the aggregator, to participate in the DB, it is responsible to submit the bidding order, including the bidding price and quantity while considering the uncertainties that come from both market and consumers. By collecting the consumption data and price signal from consumers’ sides (through SM) and the reserve and price information from the market side, our proposed scheme achieves the bidding decision. We introduce the framework of our study and
the rules of DB program we followed to construct our problem in this section. These are the foundation of our following research.

3.1. Framework of The Proposed Bidding Strategy

![Figure 1: The Framework of The Research](image)

We consider residential households, commercial buildings, and small industrial facilities as the consumers who are willing to participate in the DB program through the aggregator. The overall framework is illustrated in Fig. 1. The SM is installed in each consumer and equipped with real-time electricity consumption monitoring and recording function. Bidirectional communication among the electricity consumers, the aggregator, Distribution System Operator (DSO), and Transmission System Operator (TSO) is also functioned to provide remote metering and signal reception. DSO collects the end users’ consumption information in real-time and is informed of the bidding quantity of the aggregator after the DB market is cleared. Meanwhile, TSO continuously receives the information from the markets, aggregators,
and DSOs which supports the maintenance of the system. Besides, each participant in our study is assumed to possess EMS, e.g. household EMS (HEMS) and building EMS (BEMS), which are all abbreviated to EMS in the following description. In this paper, the communication function of EMS enables the users to send bidding information to the aggregator and receive the execution signal of DR. It should be noted that this work concentrates the substratum strategy with the consumers, e.g., purchase strategy, and the superstratum strategy in the DB market, e.g., bidding strategy. The scheduling strategy of participants' EMS during the DR event will not be discussed in the paper. Specifically, the purchase policy of the aggregator is determined based on the bids submitted by customers to quantify the comfort level and DR potential. And the uncertainties contributed by the market clearing price are taken as the main issue when making a bidding strategy. For the situation that the consumer does have the EMS installed, an app developed for recording the meter ID-correlated participation plan can also achieve the information communication between consumer and aggregator which also works for our framework. The bidding and purchase strategy are interacted and mutually reinforcing, which is thus considered in parallel in our following model formulation.

3.2. DB Program

As mentioned in [32], dynamic price signals can motivate consumers to adjust their electricity consumption accordingly and be combined with automation in end-use systems to have the potential to deliver more benefits to operators and consumers. We therefore modify the DB program proposed by Taipower Company [33], where only the high-voltage consumer with the contract capacity higher than 100W is allowed to participate through aggregator. The modification makes all the end-use consumers allowed to participate while the rules except the admittance threshold are kept. We have the rules detailed as below:

1. The DB market is independent of other electricity markets. The DB event (DBE) is called ahead of the day when the system operator estimates an energy or system flexibility shortage. After the call, the participants submit the bidding price and quantity. The market operator clears the market by 18:00 and announces the MCP;
2. Aggregators who bid lower than the MCP win the bidding and should practically curtail their aggregated loads and get the actual total load
shedding as close to the bidding quantity as possible during the DBE intervals;

3. The Customer Baseline Load (CBL) of each consumer is determined by the average of the maximum demand during the same time window(s) as DBE in the previous five days (with DBE days, off-peak days, and weekends excluded);

4. The consumer’s DB reduction is evaluated distinctly as the difference between the maximum actual consumption and CBL during DBE. We take an example in Figure 2 to clarify the relationship between CBL and DB reduction. The amount of the reduction collected from the consumers under an aggregator represents the actual total load shedding of the aggregator;

5. The overall incentive for each participant is calculated based on the pay-as-bid mechanism and execution rate of its bidding curtailment quantity in this DR event;

6. The program is a risk-free program, viz. the participant gains the rewards as the requested amount is met; otherwise, no penalty is given.

Figure 2: Example for the calculation of CBL and DB reduction

The rules are all formulated and the details will be given in Section 4. It should be noted the formulation can be adapted according to the other realistic DB application, e.g., modifying the penalty in the objective function according to the rules of risky DB program.
4. Problem Formulation and Proposed Strategies

4.1. System Model

The aggregator acts as a participant in the DB market. Namely, the aggregator needs to obey the rule of DB described in Section 3.2. The bidding steps can be described as:

The market operator firstly notifies the starting and ending time, e.g., $t^s$ and $t^e$, of the DBE before the market open. The consumers are then notified of $t^s$ and $t^e$ by the aggregator. Afterward, each consumer $i$ submits its participation plan $\Lambda_i$ to aggregator which contains the information on which periods they want to participate and the price for curtailment. The aggregator is required to submit the bid including price $\lambda_{bid,t}$ and quantity $q_{bid,t}$ for the period starting from time $t^s$ and ending at time $t^e$ in one event, where $t \in [t^s, t^s+\Delta t, \ldots, t^s+n\Delta t, \ldots, t^s+(N-1)\Delta t]$ and $t^s + N\Delta t = t^e$. $\Delta t$ represents the time slot and the number of time slots included in one event is counted with $n = [0, \ldots, N - 1]$. $\Delta t$ is a contracted value between aggregator and user, which assumed to be 15 minutes in our study and can be adjusted to meet the requirements of other cases. $t^s$ and $t^e$ are broadcasted by the market operator in advance. After winning the bid, the aggregator needs to commit the promised curtailment quantity. The customer $i$’s participation plan $\Lambda_i$ is defined as follows.

$$\Lambda_i = [\lambda_{i,t^s}, \lambda_{i,t^s+\Delta t}, \ldots, \lambda_{i,t^s+n\Delta t}, \ldots, \lambda_{i,t^s+(N-1)\Delta t}]$$ (1)

$\lambda_{i,t}$ stands for the price of the customer $i$ submitting to curtail at time $t$ while $\lambda_{i,t} = 0$ means the customer $i$ has no willing to curtail at this time.

As described in the Fig. 1, the problem mainly deals with three uncertainty issues. One comes from the consumers’ curtailment, one from the market price, while another from the bidding settlement. We thus detail the formulation of the problem into three concepts.

4.1.1. The Uncertainty Contributed by The Customers

In the real application, most customers have no sense about their actual electricity usage, let alone their possible DR quantity. Based on the assumption that the report price from customers reflects the comfort requirement, in the framework of our method, the aggregated customers do not need to submit their DR quantity but the price $\lambda_{i,t}$. Namely, the responsibility of the DR quantity prediction is shifted from the consumer side to the aggregator side, which fits the realistic situation. Therefore, a model for predicting the
total aggregated DR quantity, i.e., the bidding quantity $q_{bid,t}$, is introduced accordingly. The accuracy of the prediction depends on how well the aggregator understands the price elasticities $\epsilon_{i,t}$ of its customers, which describes how sensitive the demand changes in response to their order price $\lambda_{i,t}$.

Moreover, the prediction accuracy of $q_{bid,t}$ influences the profit of the aggregator. In other words, we target to minimize the difference between prediction DB quantity $q_{bid,t}$ and the actual total load shedding $q_{act,t}$. $q_{act,t}$ is the summation of the reduction from individual CBL to the actual consumption $p_{i,t}$ for customer $i$ as

$$q_{act,t} = \sum_{i=1}^{I} q_{act,i,t} = \sum_{i=1}^{I} \max(0, CBL_{i,t} - p_{i,t}).$$ (2)

The execution rate $\xi_t$ at time $t$ can then be calculated as

$$\xi_t = \frac{q_{bid,t}}{q_{act,t}}.$$ (3)

Generally, we aim to make the $\xi_t$ determined by our model-generating $q_{bid,t}$ approaching 1, i.e.,

$$\lim \xi_t = 1.$$ (4)

4.1.2. The Uncertainty Contributed by The Market

The Genco bidding problems mostly consider the factors affecting the MCP to optimize the bidding decisions [35]. The decision of bidding price $\lambda_{bid,t}$ is affected by the uncertainty of MCP $\lambda_{M,t}$. In other words, to win the bid, $\lambda_{bid,t}$ must be lower than or equal to $\lambda_{M,t}$. Meanwhile, the $\lambda_{bid,t}$ needs to approach $\lambda_{M,t}$ to earn as much profit as possible, i.e.,

$$\lim \lambda_{bid,t} = \lambda_{M,t}.$$ (5)

Conclusively, we target to decide the bidding price $\lambda_{bid,t}$ which can achieve tracking $\lambda_{M,t}$ and then maximize the profit for the aggregator.

Considering the system information generally open on the ISO website [36], we make the forecasting system reserve $V_t$ as the input of our decision model to optimize the bidding strategy. The reason for considering the reserve rate is because it is a key factor to $\lambda_{M,t}$. Especially when the reserve rate of the system is low, namely, the system is on the edge of restrictions of electricity use, the MCP will rise.
To consider the uncertainties from consumer side and market side, the aggregator collects the information of the customers’ participation plan $\Lambda_i$ and system’s forecasting reserve $V_t$. Its decision model jointly generates the bidding strategy, e.g., $\lambda_{bid,t}$, and purchasing strategy, e.g., $q_{bid,t}$ to achieve the targets, e.g., \cite{4} and \cite{5}. The decision is made with the boundaries, i.e., $\lambda_{bid,t} \in [\lambda_{bid,t}^{\min}, \lambda_{bid,t}^{\max}]$ and $q_{bid,t} \geq 0$, where $\lambda_{bid,t} = \lambda_{bid,t}^{\min} = 0$ represents a non-participant state.

4.1.3. The Bidding Settlement

Once the bidding price $\lambda_{bid,t}$ for time $t$ is determined, the aggregator’s purchase strategy is settled down. The customers, whose plan price $\lambda_{i,t}$ is lower than the bidding price $\lambda_{bid,t}$ are informed to win the bid. This strategy ensures the cost of aggregator paying to customers is lower than or equal to the profit gained from the demand bidding market. The auxiliary variable $x_{i,t}$ declaring whether customer $i$ wins the bid for time $t$ is defined as

$$x_{i,t} = \begin{cases} 1, & \lambda_{i,t} \leq \lambda_{bid,t}, \\ 0, & \lambda_{i,t} > \lambda_{bid,t}, \end{cases}$$

(6)

where $x_{i,t} = 1$ means a win bid for $i$. According to the incentive rule, the profit during one DB event for the aggregator can be calculated as the difference of the profit owning from the DB market and the cost paying to the consumers’ curtailment, i.e.,

$$P = \sum_{t=t^s}^{t^s+N\Delta t} (\alpha_t \times \lambda_{bid,t} \times q_{act,t} - \sum_{i=1}^{I} x_{i,t} \times \lambda_{i,t} \times q_{i,act,t}) \times \Delta t,$$

(7)

where $\alpha_t$ denotes as the incentive ratio, which is correlated with the execution rate $\xi_t$. Specifically, in the DB program in Taiwan, the incentive ratio $\alpha_t$ is determined as

$$\alpha_t = \begin{cases} 1.1, & 0.8 \leq \xi_t \leq 1.2, \\ 1.05, & 0.6 \leq \xi_t < 0.8 \; \text{or} \; 1.2 < \xi_t \leq 1.5, \\ 1, & 0 \leq \xi_t < 0.6 \; \text{or} \; 1.5 < \xi_t. \end{cases}$$

(8)

We utilize the incentive ratio determined by Equation (8) in the following studies. Moreover, by adjusting the incentive ratio rule according to different DB program, the calculation of $P$ can be made and further used in the proposed model.
Considering our target of maximizing the profit $P$ in (7), based on the uncertainties and settlement framework introduced in this subsection, we employ a two-agent Deep Deterministic Policy Gradient (DDPG) reinforcement learning method to construct our decision model and obtain the bidding and purchase strategies.

4.2. Markov Decision Process (MDP)-Based Two-Agent Learning Mechanism

In this subsection, we demonstrate the proposed two-agent RL structure for the aggregator to establish the bidding and purchase policy. State, action, and reward compose the basic structure for RL, which allows the agent-based aggregator to achieve online learning-by-doing and gradually optimizing its policy. As estimates in Fig. 3, the two agents in our proposed model operate in parallel while sharing the information from the environment states, utilize the same reward function, and finally obtain the policies at the same time. We name the two agents as price agent and quantity agent separately. The former determines the bidding price $\lambda_{\text{bid},t}$ and the later determines the bidding quantity $q_{\text{bid},t}$. These two decision variables are involved in the model as the action $a_t$, which generated based on the state $s_t$ and the reward $r_t$. The following definitions clarify how to embed our problem into RL formulation:

- **State variable $s_t$**: The two agents share the state variable, including the information the model receiving and updating noted by time $t$. The

---

**Figure 3: MDP-Based Two-Agent Learning Mechanism**

- **State variable $s_t$**: The two agents share the state variable, including the information the model receiving and updating noted by time $t$. The
information consists of system reserve forecast $V_t$, consumers’ participation plan \{$\lambda_{i,t}, i = 1, \ldots, I$\}, and the corresponding time-related stamps, e.g., time $t$, date $d$, and weekday/weekend category $w$. For each time, the state can be described as

$$s_t = [t, d, w, \lambda_{i,t}, V_t].$$

(9)

- **Action variable $a_t$:** The action variables composed of bidding price $a_{\lambda,t}$ and curtailment quantity $a_{q,t}$ are distinctly determined by price agent and quantity agent. The actions are generated by the policies of the two agents which equally represent the bidding price and quantity and are determined within the market constraints, i.e.,

$$\lambda_{bid,t} = a_{\lambda,t}, \ s.t., \ \lambda_{min} \leq a_{\lambda,t} \leq \lambda_{max},$$

(10)

$$q_{bid,t} = a_{q,t}, \ s.t., \ a_{q,t} \geq 0$$

(11)

- **Reward $r_t$:** The reward $r_t$ is defined referring to Equation (7). It is utilized and calculated jointly by the two agents as well. The reward is gained after the two actions, e.g., $a_{\lambda,t}$ and $a_{q,t}$, made while the state transfers from $s$ to $s'$, which is denoted as $\mu(a_{q,t}, a_{\lambda,t}, s, s')$. The expected total reward along the training episode evaluates the policy, which thus helps to improve the bidding and purchasing strategies.

MDP provides a framework that is widely used for modeling agent-environment interactions. An MDP can be represented by a tuple $(s, a, r)$, where $s$ and $a$ are the two sets of the states and possible actions. We utilize the DDPG method to construct the model.

### 4.3. DDPG Method

In this paper, DDPG learning method [37] is used to solve the agent-based aggregator bidding model. As an off-policy RL model, DDPG not only combines the advantages of DQN, policy gradient, and actor-critic but also adopts the deterministic policy to accelerate the converge time. Fig. 4 shows how agents interact with the environment to attain experience and then instantly updates their parameters to optimize the actions. The agents constantly store the newest experience to achieve online learning so that it can adapt to the implicit market trend in real-time. With the same learning structure, offline and online learning models are constructed sequentially. The offline
learning uses a large amount of historical data to train the model iteratively. And online learning utilizes the trained model to make the strategies and also real-timely learns the up-to-date experience during the DR event.

**Figure 4: Online Learning Process for Agents**

1) Preliminary

We construct the agent with a neural network structure to act and learn in a stochastic environment by sequentially making actions over time steps under the MDP structure. We model the DB problem as MDP which consists of state $s_t$, action $a_t$, stationary transition dynamics distribution $p(s_{t+1}|s_t, a_t)$ for any trajectory $(s_1, a_1, \ldots, s_t, a_t, \ldots, s_e, a_e)$, and reward function $r_t$, where $t \in [t^s, t^s+\Delta t, \ldots, t^s+n\Delta t, \ldots, t^s+(N-1)\Delta t]$. A stochastic policy $\pi_\theta(a_t|s_t)$ is used to select actions in MDP. It is the set of probability measures on $a_t$ associated with the policy when the agent is at state $s_t$ and determined by a set of parameters $\theta \in \mathbb{R}^n$. The parameters $\theta$ are implemented by the neural network and can be adjusted by agent to affect the policy.

2) Action-Value Function

The agent follows the policy $\pi_\theta(a_t|s_t)$ to interact with the environment, which is the demand bidding market and the consumers’ interaction in our problem. The reward and a trajectory are gained sequentially. Cumulative discounted reward of this trajectory is defined as

$$R_t = \sum_{k=t}^{\infty} \gamma^{k-t} r_k,$$

where $\gamma \in [0, 1]$ is a discounted factor for the agent to decide the weight of focusing on the future reward. The objective for the model is to maximize
The action-value function,

\[ Q^\pi(s_t, a_t) = E_{s\sim\tau^\pi, a\sim\pi_\theta}[R_t|s_t, a_t] \]

\[ = E_{s\sim\tau^\pi, a\sim\pi_\theta}[r(s_t, a_t) + \gamma E_{s\sim\tau^\pi, a\sim\pi_\theta}[Q^\pi(s_{t+1}, a_{t+1})]], \tag{13} \]

stands for the expected discounted return while \( \tau^\pi \) is denoted as the state visitation distribution after choosing action \( a_t \) in state \( s_t \) following the policy \( \pi_\theta \). The function is utilized to evaluate the chosen action during the learning process and can also be expressed in a recursive relationship known as the Bellman equation. The agent learns the policy by maximizing Equation (13).

The DDPG algorithm we employed can be referred to [37], which based on the structure of actor-critic algorithm along with deterministic action policy and policy gradient update. The advantages of off-policy training, e.g. replaying buffer and targeting Q network from DQN, are utilized. Actions \( a_t \) are stochastically sampled from the distribution of policy \( \pi_\theta(a_t|s_t) \) in actor-critic as \( a \sim \pi_\theta \). With the functions of DDPG, e.g., adding noise to deterministic actor policy, replay buffer, and parameter updating, our continuous bidding problem can be efficiently solved and converged. Online learning in Fig. 4 can also be thus achieved on daily base.

5. Environment Simulator and Simulations

To test the robustness and learning ability of our method, two simulators are developed and detailed before the simulation. The results of offline learning over learning cases are shown to demonstrate the learning ability. Moreover, we use the trained model to do online learning and test the effectiveness of the system in the meantime.

5.1. Environment Simulator

The market clearing price \( \lambda_{M,t} \) and the actual curtailment quantity of aggregated customers \( q_{act,t} \) are the required data when training our proposed model. As the robustness target of our proposed model, the realistic data based simulators are proposed. The price simulator is constructed by historical MCP data from the bidding platform of Taiwan Power Company, while the curtailment simulator imitates the real consumption of each participants according to [34].

Specifically, we adopt a second order surface fitting function of \( V_t \) to build the price simulator based on the historical data. The MCP \( \lambda_{M,t} \) can be derived under arbitrary simulated cases with input of period \( t \) and system reserve rate \( V_t \) to verify whether the bidding price \( \lambda_{bid,t} \) from the agent wins
Table 1: The Parameter Settings of the Simulators

| Parameters of the Simulators | MCP Simulator | Curtailment Simulator |
|-----------------------------|---------------|-----------------------|
| $p_1$                       | -0.00042      | $\epsilon_{i,P}$     |
|                             |               | [-0.4,0]              |
| $p_2$                       | 126.7125      | $\epsilon_{i,SP}$    |
|                             |               | [-0.6,-0.4]           |
| $p_3$                       | -0.06412      | $\epsilon_{i,OP}$    |
|                             |               | [-1,-0.6]             |
| $p_4$                       | 0.04937       |                       |
| $p_5$                       | -55.07590     |                       |
| $p_6$                       | 7.45740       |                       |

Given historical MCP data of demand bidding market and the corresponding reserve rate in 2017 from Taiwan Power Company, we adopt second order surface fitting function to construct the simulator for the MCP $\lambda_{M,t}$:

$$\lambda_{M,t} = p_1 \times t^2 + p_2 \times V_t^2 + p_3 \times V_t \times t + p_4 \times t + p_5 \times V_t + p_6. \tag{14}$$

Least square method is used to derive the parameters $[p_1, p_2, \ldots, p_6]$ of the function and the results are shown in TABLE 1. By learning the data, the agent is educated to capture the inner relationship as (14). To estimate the robustness of the learning, a noise is also randomly added following a normal distribution. The range of the noises is determined based on the difference between realistic data and the simulated data.

Regarding customers’ actual consumption during DR event, the relationship between their electricity consumption quantity $p_{i,t}$ and their bidding price $\lambda_{i,t}$ can be modeled through the coefficients of price elasticity $\epsilon_{i,t} \in [-1,0]$ describing how sensitive their demands would change in response to their bidding price:

$$\epsilon_{i,t} = \frac{(p_{i,t} - p_{i,t}^0)/p_{i,t}^0}{|\lambda_{i,t} - \lambda_{ToU,t}|/\lambda_{ToU,t}}, \tag{15}$$

where $p_{i,t}^0$ indicates the original load for customer $i$ at time $t$ obtaining from the load forecasting and $\lambda_{ToU,t}$ refers the Time of Use rate of the consumption $34$. As estimated in Table 1, the range of $\epsilon_{i,t}$ varies according to the time intervals, e.g., peak (P), off-peak(OP), and semi-peak(SP). The elasticity of changing the load during OP is highest. And there are 16 customers are assumed aggregated under the aggregator with individual $\epsilon_{i,t}$, which is constant during the time interval $t$ for each consumer $i$. 

5.2. Offline Learning

We apply grid search [38] on the validation dataset and \( \text{SuccessRate} \geq 90\% \) as the evaluation rule. \( \text{SuccessRate} \) is calculated by how much percentage of periods can earn profit among the total training periods. We found that at least 120 data are needed to train a qualified model. That is, 15 days dataset of DR events, which contains a total of 120 periods (15 mins per data and 2 hours considered in a day) from simulators, is needed to iteratively train the bidding system. As the noises found to range from 0 – 0.5, three scenarios for validating the robustness are proposed with diverse noise modeled by normal distribution \( N \sim (\mu, \sigma^2) \) to the simulated data, e.g., standard deviation \( \sigma \) equals to 0, 0.2, and 0.5.

5.2.1. Bidding Price and Quantity

After offline training, the testing results of bidding price and bidding quantity for three scenarios in 120 time intervals are shown in Fig. 5, 6, and 7 respectively. Take the results in Fig. 5(a) as the example, the bidding price made by the bidding system in the blue line can be maintained slightly lower than the MCP in the red dash line, namely successfully tracing the MCP when confronting the state \( s_t \) from the environment. The bidding quantity made by the bidding system represented as the orange line is nearly equal to the actual curtailment represented as the purple dash line in Fig. 5(b). Moreover, according to the incentive ratio \( \alpha \) demonstrated in Equation 8 and involved in the reward function, the range between 0.8 and 1.2 of the actual curtailment is represented by the lavender area while the range between 0.6 and 1.4 is displayed by lilac area. It demonstrates the ability of agent structure employed to predict the actual curtailment quantity of aggregated customers. Particularly, though some bidding quantities are not exactly the same as the actual curtailment, they lie in between the range of 0.8 and 1.2 in most of the situations.

A similar performance is revealed in Fig. 6 and 7. The proposed method employed does capture all the trends and relationships within the reserve rate, time stamp, and offered price by the customers. Ultimately, even the noises, e.g., \( \sigma = 0.2 \) and 0.5, added to the simulator, our proposed method achieves good performance and performs outstanding robustness.

Overall, the details of offline learning results for three scenarios are shown in TABLE 2. The success rate of Scenario 2 is 97.5% which is quite near to 98.3% of Scenario 1. Even for Scenario 3, the case with the highest noise in the simulator, the success rate still can be maintained as 93.3%. All
effectively demonstrate the robustness of learning ability for the proposed bidding system. For the execution rate $\xi$, it demonstrates the performance of the bidding quantity. The aggregator can gain a bonus when $0.6 \leq \xi \leq 1.5$ referring to the DR rule shown in TABLE I. Thus, we calculate the achievement rate of $0.8 \leq \xi \leq 1.2$ and $0.6 \leq \xi \leq 1.5$. The results turn out that the average rate for the former one is around 73%, and the latter one reaches around 82% for the three scenarios, which shows good predictivity of the method employed under a limited amount of 120 periods of data.

5.2.2. Cumulative Profit over Iteration

Cumulative profit is defined as the total profit the aggregator can earn for each episode by the proposed learning structure. The cumulative profits, changing by the training for three scenarios are shown in Fig. 8 with the orange line for Scenario 1, the grey line for Scenario 2, and the green line for
Scenario 3. We can see that the cumulative profit increases with the training processing. It gradually becomes stable within a range after 120-th episode which reveals the bidding system has learned to determine a bidding strategy that is approach to optimal solution.

5.3. Online Learning Results

With the same evaluation mechanism as offline learning while \( \text{SuccessRate} \geq 85\% \) is set, 50 days dataset for offline training and 5 days dataset for online training are found to be required for a qualified online bidding system. The parameters of the model are firstly obtained by the offline and sequential developed by online training and then tested in the online mode. Now, we test the model for 5 days which contains a total of 40 periods and verify the performance of online learning. Online learning is feasible to the real situation that the aggregator participates in the bidding market. In addition to the results shown in Section 5.2.2 have fully demonstrated the robustness
and adaptivity of the proposed bidding system from 3 scenarios, we consider the 3 scenarios with the same standard deviation setting in this section to test the efficiency of online learning. The performance is shown in Fig. 9, 10, and 7. As estimated (a) and (b) in the figures, not only the bidding price but the quantity, the strategy made by our model can markedly capture the trend and accordingly submit bidding. Specifically, the performance of the bidding strategy can be evaluated from the approaching degree from bidding price to the MCP and the difference between actual curtailment and bidding quantity. Moreover, we evaluate the situation where the aggregator wins the bid and customers have the actual curtailment at time $t$ as a win deal. The win flag in (c) of Fig. 9, 10, and 11 estimates a win deal if the value is 1 and the corresponding profit for aggregator is shown in (d). It represents high bidding winning rates, e.g., 97.5%, 92.5%, and 85.0%, which is to say only one failure during 40 bidding periods in Scenario 1. Nevertheless, there is no significant gap between the profits owned by the bidding strategy in 3
Table 2: Offline learning results for three scenarios

| Scenario | Success rate | Rate of $0.8 \leq \xi \leq 1.2$ | Rate of $0.6 \leq \xi \leq 1.5$ |
|----------|--------------|-------------------------------|-------------------------------|
| 1        | 98.3%        | 85.4%                         | 90.0%                         |
| 2        | 97.5%        | 83.3%                         | 85.5%                         |
| 3        | 93.3%        | 51.1%                         | 70.6%                         |

The proposed model is compared with a neural network (NN) based benchmark model. Two NNs, namely price model and quantity model, are employed to determine the bidding price and bidding quantity individually. The hyperparameters are set the same as the network in our model, e.g., 4 layers and the layers separately have 300, 600, 400, and 200 neurons. In other words, compared with our model the networks do not share the input or loss function but make the decision distinctly, which is the general structure to solve these kinds of problems. The training data for the models are the same as the proposed bidding model where the factors considered are time $t$, weekday/weekend category $w$, and reserve rate $V_i$ for the price model.
while $t$, $w$, and report prices from customers $\lambda_{i,t}$ for the quantity model. We list the average results of the online learning results for our model and benchmark model in 3 scenarios in Table 3. The success rate over 40 periods obtained by proposed is up to 97.50% shown in the table, which ensuring the aggregator can nearly earn a profit every time and learn the trend of MCP. And the execution rate is 76.9% in the range $0.8 \leq \xi \leq 1.2$, which advances the profit increase. On the other hand, the performance of the benchmark model, which without the experience sharing among the agents nor the interaction considered in the situation, only achieves 42.5% of success rate and 57.5% of execution rate in the range of $0.8 \leq \xi \leq 1.2$. Overall, the proposed two-agent DDPG scheme outperforms superiorly to the NN-based model.

6. Conclusion

We have developed a machine learning-based bidding and purchasing methodology for aggregators to participate in the DR program. The state-of-
the-art DDPG reinforcement learning algorithm has been utilized and developed into a two-agent structure. The model refines and updates the bidding decisions through offline and online learning with the bidding experience. The uncertainties from the MCP and the customers’ consumption behavior confronted by the aggregator have thus been well measured and considered in the reward functions. Besides, to simulate the real situations the aggregator may face and to test the robustness of our proposed scheme, the simulators of MCP and customers’ consumption reduction are introduced. Among all
Figure 11: Online learning results for Scenario 3

the scenarios, the proposed method has been proved to achieve a good performance and have a stable bidding ability especially after more and more bidding experiences are involved. In particular, the indices of bidding success rate and execution rate achieved from the proposed method perform well, as observed from the scenarios even with higher uncertainties. The results further verify the capability and robustness of the proposed method.

For future work, based on the work we already developed, we plan to apply our online interactive model to other types of DR programs, e.g., price-driven and incentive-driven programs. As estimated, our model achieved good performance on learning the consumption behaviors behind the bidding plan submitted by the consumer. However, our study is based on the rule that the consumer needs to submit the willing price to the aggregator. It makes some limitations on the application. By utilizing the model and learning the reaction of consumers to the price or incentive signal, we believe the DR quantity and potential of end-users developed in other DR programs can be
also well evaluated.
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