Hierarchical multi-stage MCMC follow-up of continuous gravitational wave candidates
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Leveraging Markov chain Monte Carlo (MCMC) optimization of the $F$-statistic, we introduce a method for the hierarchical follow-up of continuous gravitational wave candidates identified by wide-parameter space semi-coherent searches. We demonstrate parameter estimation for continuous wave sources and develop a framework and tools to understand and control the effective size of the parameter space, critical to the success of the method. Monte Carlo tests of simulated signals in noise demonstrate that this method is close to the theoretical optimal performance.

I. INTRODUCTION

A target for the advanced gravitational wave detector network of LIGO [1] and Virgo [2] are long-lived quasi-periodic continuous gravitational waves (CWs) from neutron stars. Detection of such signals would provide unique astrophysical insights and has hence motivated numerous searches [3–8].

The gravitational wave signal strain from a rotating neutron star $h(t, \mathbf{A}, \lambda)$ [9] has two distinct sets of parameters: $\mathbf{A} = \{ h_0, \cos \psi, \phi, \phi_0 \}$, a set of the four amplitude parameters and $\lambda$, a set of the phase-evolution parameters consisting of the sky-location, frequency $f$, any spin-down terms $\{ f, \dot{f}, \ldots \}$ and binary orbital parameters, if required (see Prix [10] for a review).

CW searches are often based on a fully coherent matched-filtering method whereby a template for $h(t; \mathbf{A}, \lambda)$ is convolved against the data, resulting in a detection statistic. Four search categories can be identified dependent on the level of prior knowledge about certain parameters: targeted searches for a signal from a known pulsar where the phase-evolution parameters are considered known; an extension to targeted searches are narrow-band searches which allow some uncertainty in the frequency and its derivatives; directed searches in which the sky-location is considered known, but not the other phase evolution parameters (i.e., searching for the neutron star in a supernova remnant which does not have a known pulsar); and all-sky searches where none of the phase-evolution parameters are known. Unknown parameters must be searched over either numerically using a template bank, or analytically maximized.

Wide-parameter space searches (directed or all-sky) often use a semi-coherent search because at fixed computing cost it is typically more sensitive to unknown signals than a fully coherent search [10–12]. Generically speaking, a semi-coherent search involves dividing the total observation span $T$ into $N_{\text{seg}}$ segments, in each segment computing a fully coherent detection statistic, then recombining the detection statistic in each segment into a semi-coherent detection statistic; for details of specific variations on this principle, see [13–18].

The result of a semi-coherent wide-parameter space search is a list of any candidates which pass a predefined detection threshold. To further vet these candidates, they are subjected to a hierarchical follow-up: a process of increasing the coherence time, eventually aiming to calculate a fully coherent detection statistic over the maximal span of data. In essence, the semi-coherent search is powerful in detecting unknown signals as it spreads the significance of a candidate over a wider area of parameter space allowing for a sparser template covering. Subsequently, the follow-up attempts to reverse this process and recover the maximum significance and tightly constrain the candidate parameters (cf. Section V for an illustration and introduction to other hierarchical follow-up methods). In this work, we propose a hierarchical follow-up procedure using MCMC optimization.

MCMC optimization has been used in parameter estimation for gravitational waves from compact binary coalescence events [19–23]. For the problem of detecting CWs, MCMC-based methods have been developed for directed searches with unknown frequency and spin-down [24, 25]. In Veitch [26], a method was developed and applied for a directed search for CWs from Supernova remnant 1987A and more recently for CWs from known pulsars [27] (since this time, an improved nested sampling based approach has instead been used for known pulsars [3, 28, 29]).

MCMC searches for simulated CW signals using these methods converge to the correct solution in a reasonable amount of time, provided the volume of parameter space occupied by a signal (a concept we define in Section IV B) is a significant fraction of the total prior volume. When this is not the case, convergence becomes problematic; Umstätter [30] discussed this in the context of frequency and spin-down uncertainty, but uncertainties in sky location will cause similar issues.

In this work, we provide methods to understand the conditions under which MCMC searches are effective. We then apply this to develop a follow-up method for candidates from semi-coherent wide-parameter space searches.

We begin in Section II with a description of MCMC samplers and then discuss how these can be used in CW searches in Section III. In Section IV we introduce meth-
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ods to understand the conditions for which an MCMC search is suitable before describing and testing the follow-up procedure in Section V. Finally, in Section VI we give a timing model to predict computing costs before concluding in Section VII.

The methods introduced in this paper have been implemented in the open source Python package PyFstat [31]. Source code along with all examples in this work can be found at https://gitlab.aei.uni-hannover.de/GregAshton/PyFstat.

II. MCMC SAMPLERS

Given some data \( x \) and a hypothesis \( H \) about the generative model which produced the data, we can infer the posterior distribution for the set of model parameters \( \theta \) from Bayes theorem

\[
P(\theta|x, H) = \frac{P(x|\theta, H) P(\theta|H)}{P(x|H)}. \tag{1}
\]

In this expression, \( P(x|\theta, H) \) is the likelihood of observing the data for the generative model at hand, \( P(\theta|H) \) is the prior probability distribution for the model parameters, and \( P(x|H) \) is a normalization constant.

For many problems, it is not possible to solve Eq. (1) analytically. MCMC algorithms provide a means to instead sample from \( P(\theta|x, H) \), the posterior distribution, allowing inferences about the model parameters to be made using these samples. Since the normalization constant is independent of \( \theta \), it is only necessary to sample from the unnormalized distribution, i.e.,

\[
P(\theta|x, H) \propto P(x|\theta, H) P(\theta|H). \tag{2}
\]

In the rest of this Section, we introduce the details of the MCMC sampler used in this investigation. For a general introduction to MCMC samplers, see, e.g., MacKay [32] or Gelman et al. [33].

A. The ptemcee sampler

In this work we use the ptemcee MCMC ensemble sampler [34, 35], an implementation of the affine-invariant ensemble sampler proposed by Goodman and Weare [36]. This choice addresses a key issue with the use of MCMC samplers, the choice of proposal distribution. At each step of the MCMC algorithm, the sampler generates from a proposal distribution a jump to a new point in parameter space. Usually, this proposal distribution must be “tuned” so that the MCMC sampler efficiently walks the parameter space without either jumping too far, or taking such small steps that it takes a long time to traverse the peak [32, 33].

Ensemble samplers use a number of parallel walkers. The proposal jump for each walker is generated by the stretch move (see Goodman and Weare [36]): the new position is determined by the position of a complementary walker from the ensemble and a scaling variable. The scaling variable is a random variable, for the particular form used here see Foreman-Mackey et al. [35], with a single proposal scale parameter. This scale parameter does not require tuning and can typically be left at its default value. As such, ensemble samplers do not use a proposal distribution which requires tuning; in effect the proposal is determined by the position of the others walkers in the ensemble.

Moreover, by applying an affine transformation, the efficiency of the algorithm is not diminished when the parameter space is highly anisotropic. Aside from the parallel tempering functionality (which we discuss momentarily), this sampler has three tuning parameters: a proposal scale, the number of walkers \( N_w \), and the number of steps to take. For the number of walkers, it is recommended [35] to use as many as possible (limited by memory constraints); for our purposes we typically find that \( N_w = 100 \) is sufficient. We will discuss the number of steps in Section II C.

When setting up an ensemble MCMC sampler, one must also consider how to initialize the sampler, choosing the initial parameter values for each walker. Typically, we want to explore the entire prior parameter space and therefore the initial position of each walker can be selected by a random draw from the prior distribution. However, instances do occur when one would like to initialize the walkers from a different distribution, e.g., if a search has already been performed and the signal localized to a small region of the prior volume and one would solely like to perform parameter estimation.

B. Parallel tempering: sampling multimodal posteriors

Beyond the standard ensemble sampler, the ptemcee sampler also uses parallel-tempering. A parallel tempered MCMC sampler [37] runs \( N_t \) simulations in parallel with the likelihood in the \( i \)th simulation raised to a power \( 1/t_i \), where \( t_i \) is referred to as the temperature. Eq. (2) for the \( i \)th temperature is then rewritten as

\[
P(\theta|x, t_i, H) \propto P(x|\theta, H)^{1/t_i} P(\theta|H). \tag{3}
\]

Setting \( t_0 = 1 \) with \( t_i > t_0 \) \( \forall i > 0 \), such that the \( i = 0 \) temperature recovers Eq. (2) while for higher temperatures the likelihood is broadened. During the simulation, the algorithm swaps the position of the walkers between the different temperatures. This allows the \( t_0 \) walkers (from which we draw samples of the posterior) to efficiently sample from a multimodal posterior. This method introduces additional tuning parameters for the choice of temperatures. Unless stated otherwise, all examples in this work use a default setup: 3 temperatures logarithmically spaced between 1 and \( 10^{0.5} \). In testing
III. MCMC AND THE $F$-STATISTIC

In this section, we give a brief introduction to the application of the $F$-statistic in a hypothesis testing framework and then show how this can be used in a CW MCMC search.

A. Hypothesis testing framework: fully coherent

In Priy and Krishnan [44], a framework was introduced demonstrating the use of the $F$-statistic [9, 45] in defining the Bayes factor,

$$B_{S/G}(x) = \frac{P(x|H_S)}{P(x|H_G)},$$

between the signal hypothesis and the Gaussian noise hypothesis computed on some data $x$; we now briefly review this framework.

The noise hypothesis $H_G$ states that the data $x$ contains only Gaussian noise $n$, while the signal hypothesis $H_S$ states that there is an additive signal in the data, i.e. $x = n + s(A, \lambda)$. As mentioned in the introduction, the signal $s$ is generally expressed as depending on two sets of parameters, namely the four amplitude parameters $A$, and a number of phase-evolution parameters $\lambda$, such as the frequency, spindown and sky-position of the source.

With this one obtains an explicit analytic expression (not given here for brevity, e.g. see [10]) for the likelihood-ratio function, defined as

$$\mathcal{L}(x; A, \lambda) \equiv \frac{P(x|H_S, A, \lambda)}{P(x|H_G)}.$$  

Assuming independent priors for the amplitude parameters $A$ and the phase-evolution parameters $\lambda$, and noting that $P(x|H_G)$ does not depend on these signal parameters, we can express the Bayes factor of Eq. (4) as

$$B_{S/G}(x) = \int \int \mathcal{L}(x; A, \lambda) P(A|H_S) P(\lambda|H_S) \, dA \, d\lambda.$$  

(6)

It was shown by Priy and Krishnan [44] (see also Whelan et al. [46] for a more detailed discussion) that with an appropriate choice of $P(A|H_S)$, the marginalization over the amplitude parameters

$$B_{S/G}(x; \lambda) = \int \mathcal{L}(x; A, \lambda) P(A|H_S) \, dA,$$

(7)

can be performed analytically. We refer to the Bayes factor $B_{S/G}(x; \lambda)$ for a fixed value of the phase-evolution parameters $\lambda$ as a “targeted” Bayes factor. Once $B_{S/G}(x; \lambda)$ is computed, the full Bayes factor of Eq. (6) can be calculated by numerical integration over the phase-evolution parameters, i.e.

$$B_{S/G}(x) = \int B_{S/G}(x; \lambda) P(\lambda|H_S) \, d\lambda.$$  

(8)
In this work, we use the amplitude prior choice suggested in Prix et al. [47], which results in
\[
B_{S/G}(x; \lambda) \equiv \frac{70}{4} \rho_{\max}^2 e^{\tilde{F}(x; \lambda)},
\]
where $\tilde{F}$ is the fully coherent $F$-statistic. This statistic was originally found [9, 45] as a frequentist amplitude-maximized likelihood-ratio statistic, i.e.
\[
\tilde{F}(x; \lambda) \equiv \max_A \ln \mathcal{L}(x; A, \lambda),
\]
which can be expressed in closed analytic form for any given $\lambda$. The $\mathcal{F}$-statistic follows a (non-central) $\chi^2$ distribution with four degrees of freedom, with expectation value
\[
E\left[2\tilde{F}\right] = 4 + \tilde{\rho}^2,
\]
where $\tilde{\rho}$ defines the coherent signal-to-noise ratio (SNR), and $\tilde{\rho}^2$ is the non-centrality parameter of the $\chi^2$ distribution.

We note that the “modified ad-hoc $\mathcal{F}$-statistic prior” of Prix et al. [47] leading to Eq. (9) is somewhat unphysical in that it introduces an arbitrary cutoff $\rho_{\max}$ for the signal strength and is not uniform in $\cos \iota$. One could circumvent this by numerically integrating Eq. (8) with physical amplitude priors. However, by using the $\mathcal{F}$-statistic instead, we can use fast and mature codes implementing this statistic (namely XLALComputeF-stat() [48]) and thereby greatly improving the speed at which a search can be run with very little loss of detection power [44].

The MCMC class of optimization tools are formulated to solve the problem of inferring the posterior distribution for some general model parameters given some data $x$. In this case, we are concerned with the posterior distribution for $\lambda$, the phase-evolution parameters which cannot be marginalized analytically. In analogy with Eq. (2), this distribution is given by
\[
P(\lambda|x, H_S) \propto P(x|\lambda, H_S)P(\lambda|H_S).
\]
Dividing through by $P(x|H_G)$, we can then write this as
\[
P(\lambda|x, H_S) \propto B_{S/G}(x; \lambda)P(\lambda|H_S).
\]
We use an MCMC algorithm to perform a CW search by applying Eq. (9) as the likelihood along with a prior for the phase-evolution parameters. In this way, the log-likelihood function is proportional to $\tilde{F}$.

### B. Hypothesis testing framework: semi-coherent

Eq. (13) is the posterior distribution using a fully coherent statistic (i.e., the log-likelihood is given by $\tilde{F}$). It was shown by Prix et al. [47], that the semi-coherent $\mathcal{F}$-statistic naturally arises by splitting the likelihood into $N_{\text{seg}}$ independent non-overlapping segments and allowing for independent choices of the amplitude parameters in each segment. Specifically, the semi-coherent targeted Bayes factor is
\[
B_{S/G}(x; \lambda, N_{\text{seg}}) \equiv \frac{70}{\rho_{\max}^2} e^{\tilde{F}},
\]
where the semi-coherent $\mathcal{F}$-statistic is
\[
\tilde{F} = \sum_{\ell=1}^{N_{\text{seg}}} \tilde{F}(x_{(\ell)}; \lambda),
\]
and $x_{(\ell)}$ refers to the data in the $\ell$th segment. This semi-coherent $\mathcal{F}$-statistic follows again a (non-central) $\chi^2$-distribution, but with $4 N_{\text{seg}}$ degrees of freedom, and non-centrality parameter
\[
\tilde{\rho}^2 = \sum_{\ell=1}^{N_{\text{seg}}} \tilde{\rho}^2_{\ell},
\]
with per-segment SNRs $\tilde{\rho}_{\ell}$, and expectation
\[
E\left[2\tilde{F}\right] = 4 N_{\text{seg}} + \tilde{\rho}^2.
\]

The posterior distribution for $\lambda$, Eq. (13), naturally generalizes using a semi-coherent statistic to
\[
P(\lambda|x, N_{\text{seg}}, H_S) \propto B_{S/G}(x; \lambda, N_{\text{seg}})P(\lambda|H_S).
\]
and hence can equally be applied in an MCMC algorithm. One can consider the fully coherent case as a special instance of the semi-coherent case with $N_{\text{seg}} = 1$. Any methods developed for parameter estimation using the fully coherent $\mathcal{F}$-statistic can easily be generalized to the semi-coherent case. Therefore, in the remainder of this Section, we discuss the general intricacies of setting up and running an MCMC search using the simpler fully coherent $\mathcal{F}$-statistic. In Section V, we turn to the primary goal of this paper, the hierarchical multi-stage follow-up of candidates found in semi-coherent searches.

### C. Example: fully coherent MCMC optimization for a signal in noise

In order to familiarize the reader with the features of an MCMC-CW search, we will now describe a simple directed search (over $f$ and $f$) for a simulated signal in 100 days of Gaussian-noise data. The signal is generated with an amplitude $1.0 \times 10^{-24}$ while for the Gaussian noise $\sqrt{\nu}_n = 1.0 \times 10^{-23}$ Hz$^{-1/2}$ (at the fiducial frequency

\footnote{We identify semi-coherent quantities by a “hat” and fully coherent quantities with a “tilde”.}
of the signal), such that the signal has a sensitivity depth of

\[ D \equiv \frac{\sqrt{S_n}}{h_0} = 10.0 \text{ Hz}^{-1/2}. \]  

The remaining signal parameters are chosen randomly and labeled \( \lambda^s \) and \( \lambda^a \) such that the simulated frequency and spin-down values are \( f^s \) and \( \dot{f}^s \); we also choose the reference time to coincide with the middle of the data span.

First, we must define a prior for each search parameter. Typically, we use either a uniform prior bounding the area of interest, but a more informative distribution centered on the target with some uncertainty could also be used. For this example, we use a uniform prior with a center of \( 100 \text{ Hz} \) and a spin-down range of \( 1.8 \times 10^{-13} \text{ Hz/s} \) both centered on the simulated signal frequency and spin-down rate. These values were chosen such that the approximate number of unit-mismatch templates is \( N^s \approx 10 \) (defined in Section IV B), which, as we discuss in Section IV D, is sufficiently small to ensure the MCMC search is effective.

Having defined the prior, we initialize the positions of the 100 walkers randomly from the prior. The final setup step is to define the number of burn-in and production steps the sampler should take: this is a tuning parameter of the MCMC algorithm, but should be informed by the maximum ACT (see Sec. II C). For this example, we find this to be \( \sim 30 \), so to ensure the burn-in length is sufficient \( N_{\text{burn}} \geq 300 \) (i.e., 10 times the ACT), while to generate \( \sim 1000 \) independent samples, we need each walker to perform \( N_{\text{prod}} = 300 \) steps.

Using these choices, the simulation is run. To illustrate the full MCMC process, in Fig. 1 we plot the progress of all 100 individual walkers (each represented by an individual line) as a function of the total number of steps. The portion of steps to the left of the dashed vertical line are burn-in samples (see Section II C) and hence discarded. From this plot we see why: the walkers are initialized from the uniform prior and initially spend some time exploring the whole parameter space before converging. The production samples from the converged region, those to the right of the dashed vertical line, can be used to generate summary statistics or posterior plots.

IV. UNDERSTANDING THE SEARCH SPACE

In general, MCMC samplers are highly effective in generating samples of the posterior in multi-dimensional parameter spaces. However, they will perform poorly if the volume occupied by the signal is small compared to the prior volume; in this Section we define exactly what is meant by this for CW searches.

A. The metric

In a traditional CW search that uses a template bank, the spacing of the grid is chosen such that the loss of relative SNR is bounded. The optimal choice of grid then consists of minimizing the computing cost while respecting this bound [12, 49–51]. We now discuss how the work on setting up these grids can be applied to the problem of determining whether the setup is appropriate for an MCMC method.

For an F-statistic search on data containing a signal with phase-evolution parameters \( \lambda^s \), we define the mismatch \( \mu \) at a template point \( \lambda \) as

\[ \mu(\lambda^s; \lambda) \equiv \frac{\rho^2(\lambda^s; \lambda^s) - \rho^2(\lambda^s; \lambda)}{\rho^2(\lambda^s; \lambda^s)} \in [0, 1], \]  

where \( \rho^2(\lambda^s; \lambda) \) is the non-centrality parameter at \( \lambda \), given a signal at \( \lambda^s \); as such \( \rho^2(\lambda^s; \lambda^s) \) is the perfectly-matched non-centrality parameter, which is generally proportional to the squared SNR (with equality only in the fully coherent case of \( N_{\text{seg}} = 1 \)).

For small offsets \( \Delta \lambda \equiv \lambda - \lambda^s \) between the template and signal, the mismatch of Eq. (20) can be approximated by Taylor-expanding in small \( \Delta \lambda \), defining the metric mismatch [11, 52, 53] as

\[ \mu(\lambda, \Delta \lambda) \equiv 
\]
where \( g_{ij} \) is referred to as the *metric* and provides a measure of distances in parameter space. Generally, Eq. (21) is a good approximation up to \( \mu \gtrsim 0.3 - 0.5 \) \([50, 54]\).

In general, no analytic approximation of the full phase-metric exists, although analytic solutions can be found when searching at a single point in sky for the frequency and spin-down components. A numerical approximation was formulated by Wette and Prix \([50]\) for the fully coherent phase-metric which uses a coordinate transformation, to the so-called reduced supersky metric \( \tilde{g}_{ij} \), which, of significance in the next section, is well-conditioned. In Wette \([51]\), the work was further generalized to the semi-coherent case \( \tilde{g}_{ij}^{\text{rss}} \) when there are \( N_{\text{seg}} \) segments; in the following we use this later definition, with the understanding that when \( N_{\text{seg}} = 1 \), \( \tilde{g}_{ij}^{\text{rss}} = g_{ij} \).

**B. The number of templates**

When constructing a lattice of search templates (a template bank) to cover an \( n \)-dimensional parameter space \( \mathbb{P} \) at a fixed maximal mismatch of \( \mu_0 \), it can be shown \([11, 52, 54-56]\) that the required number of templates is given by

\[
N = \theta \mu_0^{-n'/2} \int_{\mathbb{T}^n} \sqrt{\det g} \ d^n \lambda,
\]

(22)

where \( g_{ij} \) the parameter space metric, \( \mathbb{T}^n \subseteq \mathbb{P} \) is the \( n' \leq n \) dimensional space spanned by the template bank, and \( \theta \) is the normalized thickness, which depends on the geometric structure of the covering.

A way to understand the “size” of a given parameter space compared to the size a signal would occupy is to define

\[
N^*_{n'} \equiv \int_{\mathbb{T}^n} \sqrt{\det g} \ d^n \lambda,
\]

(23)

the approximate number of templates needed to cover the parameter space at a mismatch of unity. It is the approximate number in the sense that we neglect the effects of the normalized thickness, assuming that \( \theta = 1 \). In general, \( \theta \) will depend on the geometric structure of a given covering and the number of dimensions (see, e.g., Prix \([54]\) or Messenger et al. \([55]\)). Nevertheless, we fix \( \theta = 1 \) in order to give a rough order of magnitude estimate.

A subtle point \([12, 13, 57]\) is that \( n' \), the number of dimensions of the template bank space \( \mathbb{T}^n \) may be less than \( n \), the number of dimensions of the search parameter space \( \mathbb{P} \). This is because a given dimension of the search space may be under-resolved and hence require only one signal template. When calculating the approximate number of templates, only those dimensions which are fully resolved should be included. Pragmatically, as done in \([11-13, 57]\), this can be calculated as

\[
N^* = \max_{n'} N^*_{n'},
\]

(24)

which we refer to as the approximate number of unit-mismatch templates needed to cover a given search parameter space. We use this to quantify the size of the parameter space.

For follow-up searches, typically the size of our uncertainties are small compared to the scale of parameter space correlations, in other words the metric can be assumed to be constant over that space. As such, Eq. (23) can be approximated as

\[
N^*_{n'} \approx \sqrt{\det g} \ \text{Vol}(\mathbb{T}_{n'}) \equiv \mathcal{N}^*_{n'},
\]

(25)

where \( \text{Vol}(\mathbb{T}_{n'}) \) is the coordinate-volume of the template-bank parameter space.

In the context of an MCMC search, for a uniform prior, the search parameter space is a hypercube and so \( \text{Vol}(\mathbb{T}_{n'}) \) can be calculated from the product of the edges. However, the metric in the usual coordinate systems is often ill-conditioned and for dimensions above 3 it becomes difficult numerically to calculate the determinant. To circumvent this issue, we compute the volume in the reduced supersky coordinates for which the metric is well-conditioned \([50]\). In this coordinate system, the search parameter space will in general be a parallelope for which the volume can be computed after appropriate transformation of the search parameter space hypercube. The numerical computation of the reduced supersky metric and associated coordinate transformations are handled by \texttt{COMPUTE_SUPERSKY_METRICS()}, a routine in \texttt{LALPULSAR} \([48]\).

For an MCMC search, its possible to initially restrict the search to a subset of the prior volume by appropriate initialization of the walkers. In this instance, \( N^*_{n'} \) should be calculated using the volume of this subset, and not the prior volume.

**C. The topology of the likelihood**

We use the \( F \)-statistic as a log-likelihood in our MCMC searches. To understand how such an MCMC search may behave, it is worthwhile to acquaint ourselves with the typical topology of the \( 2 \tilde{F} \) surface, i.e., how the detection statistic varies over the unknown parameters in the presence of noise, or a signal and noise.

The expectation of \( 2 \tilde{F} \) is 4 in Gaussian noise alone, but in the presence of a signal is \( 4 + \rho^2 \) \([9, 45]\) where \( \rho^2 \) is the non-centrality parameter, see Eqs. (11) and (17). To illustrate the behavior in noise alone, in Fig. 2 we plot \( 2 \tilde{F} \) over the template frequency for a random instance of Gaussian detector noise with \( \sqrt{S_n} = 1.0 \times 10^{-23} \) Hz\(^{-1/2}\) lasting for 100 days: we see fluctuations with multiple maxima.

Taking the same instance of Gaussian noise, we add to the data a simulated signal \( (h_0 = 1.7 \times 10^{-25}) \) with a frequency \( f^* \) (other parameters are chosen arbitrarily and not critical for this illustrative example). In Fig. 2, in the presence of a signal, the \( 2 \tilde{F} \) surface peaks close to the
simulated signal frequency. In addition to this central peak, secondary signal-maxima can be seen; indeed, it can be shown analytically (i.e., using Eq. (11) of Prix and Itoh [58] with $\Delta \Phi(t) = 2\pi t (f - f_s)$) that in the presence of a signal, $\tilde{\mathcal{F}}$ follows a sinc$^2$ behavior. Away from the signal peak, the $\tilde{\mathcal{F}}$ surface approximately agrees with the noise-only result as expected.

In addition to the sinc$^2$ response for a signal, there are additional sideband peaks spaced at intervals of the inverse sidereal day; the presence of these can be deduced from Eq. (12) and (13) of Jaranowski et al. [9], but for a detailed discussion see Sammut et al. [59]. To demonstrate this, in Fig. 3 we plot the $\tilde{\mathcal{F}}$ surface over the frequency for a signal lasting 5 days, such that the sideband spacing is approximately an order of magnitude larger than the signal width.

Here, there are 9 peaks (8 of which are distinctive in this figure) spaced in intervals of the inverse sidereal day (the central peak being at the simulated signal frequency). The relative prominence of each side-peak varies strongly as a function of the declination in the sky and $\iota$, the angle between the spin-axis of the neutron star and the line of sight.

In Fig. 2 and 3, we have demonstrated that a signal in noise can have a complicated topology in the frequency space alone: having a main peak with associated sinc$^2$ structure, sidebands, and other peaks due to Gaussian noise. In practice, we simultaneously search over other dimensions such as derivatives of the frequency and sky location which will also have a complicated structure with multiple peaks.

When running an MCMC simulation we must therefore be aware that in addition to the signal peak, the likelihood will contain multiple modes which may be either noise fluctuations, secondary peaks of the signal, or the signal peak itself. It is for these reasons that the parallel-tempered MCMC sampler (see Sec. II B) is applied which can efficiently sample from such a multimodal posterior.

D. Maximum size of prior parameter space

For a fixed sized search parameter space, any optimization routine, given finite resources, will fail if this space is too large. We quantify the size of a given space by $N^*$, the approximate number of unit-mismatch templates. We now investigate the maximum $N^*$ that this MCMC search can efficiently explore and explain what happens beyond this point.

An MCMC search is efficient if the walkers converge to the global maxima of the search space, an example can be seen in Fig. 1. On the other hand, if the search parameter space is too large compared to the size that the signal occupies, the walkers do not converge. Typically, this results in the walkers sampling the noisy background. In such cases, the search is, at best, an approximation of a random template bank [55], but more often we find that the walkers end up getting stuck in multiple isolated maxima. As an example, in Fig. 4, we repeat the directed search shown in Fig. 1, but with a factor $10^3$ larger prior width in both $\Delta f$ and $\Delta \dot{f}$ such that the approximate number of templates is $N^* \approx 10^7$. Clearly, the MCMC search does not converge.

To quantify whether or not a simulation has converged, let us consider the resulting set of samples $\theta_{im}$, where $\theta \subseteq \lambda$, the upper index $i \in [1, N]$ labels the sample number, while the lower index $m \in [1, M]$ labels the walker number (recalling that we use an ensemble sampler). If we define the per-walker mean and variance as $\bar{\theta}_m$ and $\sigma_m^2$.
FIG. 4: The progress of each walker in the MCMC simulation for a simulated signal in Gaussian noise, searching over a large directed search parameter space: the approximate number of unit-mismatch templates, defined in Section IV B, is $N^* \approx 10^7$.

and the mean over all walkers and steps to be $\hat{\theta}$, then the between-walker variance and the within-walker variance are given by

$$B_\theta \equiv \frac{N}{M - 1} \sum_{m=1}^{M} (\hat{\theta}_m - \hat{\theta})^2$$

and

$$W_\theta \equiv \frac{1}{M} \sum_{m=1}^{M} (\hat{\theta}_m)^2.$$ (27)

We can then define an intuitive way to quantify if the walkers have converged by calculating the ratio

$$Q_\theta \equiv \frac{B_\theta}{W_\theta}.$$ (28)

for $Q_\theta \gg 1$, the within-walker variance is much smaller than the variance between walkers, indicative that they are not converged, as in Fig. 4, while $Q \sim 1$ indicates they have converged, as in Fig. 1.

This ratio is closely related to the Gelman-Rubin statistic [60, 61] which was developed to monitor convergence of single-chain samplers by running multiple independent MCMC simulations. There are however theoretical issues in using the Gelman-Rubin statistic for ensemble samplers that go beyond the scope of this paper. For now, we find it is sufficient to use the intuitive ratio defined in Eq. (28) to assess safe values of $N^*$. A possible alternative might be to use the ACT. However, to safely calculate this (using the methods defined in Vousden et al. [34], Foreman-Mackey et al. [35]), one needs to run the simulation until convergence. Since we want to investigate when (in a reasonable amount of computation time) the walkers do not converge, it is simpler to use $Q_\theta$.

In a data set of 10 days, we simulate Gaussian noise and a signal with a sensitivity depth (defined in Eq. (19)) of $D = 40$. Then, we perform a directed search (over $f$ and $\dot{f}$). The prior for the search is uniform in frequency and spin-down centered on the simulated signal and chosen such that the effective number of templates is $N^*$.

Taking four different search setups (including the default setup used throughout this work, $N_t = 3$ and 300 burn-in and production steps), we repeat the process 500 times in a Monte Carlo (MC) study. For each setup, we vary $N^*$ and in Fig. 5 we plot the mean maximum of $Q_f$ and $Q_\dot{f}$. For the default setup, we also plot the individual results from the MC study to illustrate the variability about the mean.

This figure illustrates that using a greater number of temperatures and steps can improve the convergence efficiency. For the default setup, we conservatively define $N^*_{\text{max}} \equiv 1000$ in order to ensure that the $Q \sim 1$ such that the sampler will converge.
V. HIERARCHICAL MULTISTAGE FOLLOW-UP

Semi-coherent detection statistics trade candidate significance for computational cost to detect a candidate. To illustrate how, in Fig. 6, we compare the significance, expressed as a p-value\(^2\), as a function of frequency for a fully coherent and two semi-coherent searches of a signal in Gaussian data. This demonstrates that while the maximum significance of the fully coherent search is the largest (in that its p-value is the smallest of the three), the semi-coherent searches have wider peaks. For a template bank search, using a semi-coherent detection statistic means that fewer templates are required to cover the search space.

A semi-coherent search (e.g., an all-sky or directed search) may result in a list of promising candidates; these are then processed in a hierarchical follow-up in which the number of segments is decreased from \(N_{\text{seg}}^{(0)}\), the number used in the initial search, to \(N_{\text{seg}}^{(j_{\text{max}})}=1\) (i.e., fully coherent). The ultimate aim of such a process is to either localize the candidate using a fully coherent detection statistic (i.e., calculate the maximum available significance) or refute the candidates as not being a standard CW if the detection statistic does not increase as expected.

The hierarchical follow-up can be done in two stages (cf. Brady and Creighton [13]) with an initial semi-coherent stage followed directly by a fully coherent search. However, it was shown in a numerical study by Cutler et al. [57] that a multi-stage hierarchical follow-up search using a decreasing ladder of segment numbers \(\{N_{\text{seg}}^{(j)}\}\) can significantly improve the efficiency: ultimately they concluded that for template bank searches three semi-coherent stages provide the best trade-off between sensitivity and computational cost. For further examples of follow-up searches, see Shaltev and Prix [62] which used a “Mesh Adaptive Direct Search” algorithm for optimization or Abbott et al. [6, 7], Papa et al. [63] for multi-stage gridded approaches.

In this work, we define a method to perform MCMC follow-up searches; we will make use of the idea that in a semi-coherent MCMC search, \(N_{\text{seg}}\) can be thought of as a free parameter which adjusts the width of signal peaks (since the \(F\)-statistic is proportional to our log-likelihood, cf. Eq. (18)).

The general principle is that, given a ladder of segment numbers, we run the MCMC sampler for each stage of the ladder, allowing enough time for the walkers to converge before moving to the next stage of the ladder. At each new stage, the previously converged walkers will now be overdispersed with respect to the new posterior distribution and will begin to converge, provided the change in the number of segments is sufficiently small so that they do not lose the signal. Repeating this process over the ladder of coherence times, at each stage the signal is better localized until the final fully coherent step\(^3\). In the next Section, we define how to optimally choose the ladder of segment numbers.

It is worth noting that we do not test for convergence after each stage. Should the chains fail to converge, e.g., as in Fig. 4, then it is likely subsequent stages will remain unconverged. A potential future improvement is to implement convergence checking, allowing stages to be curtailed if convergence is reached before some maximum allowed number of steps.

A. Optimal ladder of coherence times

Consider a candidate from a semi-coherent search at the \(j\)th stage with \(N_{\text{seg}}^{(j)}\) segments and parameter uncertainty \(\Delta \lambda^{(j)}\) (defined momentarily). The size of the signal within that uncertainty can be quantified by writing Eq. (23) with an explicit dependence on the number of segments and the parameter uncertainty,

\[
N^*\left(N_{\text{seg}}^{(j)}, \Delta \lambda^{(j)}\right) = \sqrt{\text{det}g\left(N_{\text{seg}}^{(j)}\right)\text{Vol}(\Delta \lambda^{(j)})}. \tag{29}
\]

---

\(^2\) Calculated by computing the \(\tilde{F}\) and \(\hat{F}\) values at each frequency, and then using that the background distribution for a fully coherent search in Gaussian noise is \(\chi^2\)-distributed with 4 degrees of freedom while for a semi-coherent search it is \(\chi^2\)-distributed with \(4N_{\text{seg}}\) degrees of freedom.

\(^3\) In some sense, this method bears a resemblance to simulated annealing [32], in which the likelihood is raised to a power (the inverse temperature) and subsequently “cooled”. For a discussion and examples of using simulated annealing in the context of CW searches see Veitch [26].
For an MCMC search to be effective we need \( N^* (N_{\text{seg}}^{(j-1)}, \Delta \lambda^{(j-1)}) \leq N^*_{\text{max}} \) (see Section IV D).

For the \( j = 0 \) stage, the parameter uncertainty, \( \Delta \lambda^{(0)} \), depends on the details of the initial search. However, if the initial search was too coarse for the MCMC method to be effective (i.e., \( \Delta \lambda^{(0)} \) is too large), a template bank refinement can first be performed to reduce the uncertainty and ensure that \( N^* (N_{\text{seg}}^{(j)}, \Delta \lambda^{(j)}) \leq N^*_{\text{max}} \). If we then run the MCMC search using \( N_{\text{seg}} = N_{\text{seg}}^{(0)} \) and a uniform prior based on \( \Delta \lambda^{(0)} \), after convergence the walkers will be approximately bound in a posterior parameter space \( \Delta \lambda^{(1)} \leq \Delta \lambda^{(0)} \). In a hierarchical search, one then proceeds to increase the coherence time to \( N_{\text{seg}}^{(1)} < N_{\text{seg}}^{(0)} \) and again localize the signal. For our MCMC search, we similarly continue the MCMC simulation, but with fewer segments, better localizing the signal.

There are two considerations to be made in defining the ladder of coherence times. Firstly, the change in \( N_{\text{seg}} \) between any two stages must be sufficiently small such that the walkers converge to the new posterior, formally this means that

\[
N^* (N_{\text{seg}}^{(j)}, \Delta \lambda^{(j)}) \leq N^*_{\text{max}}. \tag{30}
\]

The second consideration is that we want to minimize the computational cost of the follow-up. This is achieved by choosing the maximal allowable decrease in \( N_{\text{seg}} \) while still respecting Inequality (30).

The size of \( \Delta \lambda^{(j+1)} \) is not known prior to running the \( j \)th stage of the search. However, since \( \sqrt{g(N_{\text{seg}}^{(j)})} \) is the coordinate size a signal will occupy at a metric mismatch of one, (i.e., where the \( F \)-statistic or log-likelihood is small compared to the peak value), it is conservative to assume that \( N^* (N_{\text{seg}}^{(j-1)}, \Delta \lambda^{(j)}) \approx 1 \). Dividing this through Inequality (30) and taking the equality to minimize the computational cost, we see that one needs to find the largest \( T_{\text{coh}}^{(j)} \) which satisfies

\[
N^*_{\text{max}} \approx \frac{\sqrt{g(T_{\text{coh}}^{(j)})}}{\sqrt{g(T_{\text{coh}}^{(j-1)})}}. \tag{31}
\]

This can be done by increasing \( T_{\text{coh}}^{(j)} \) in steps until this criteria is satisfied; for efficiency, we instead define it as a minimization problem and use standard numerical solvers. Given an initial prior volume and coherence time, the optimal ladder of coherence times can then be precomputed saving computation time during the run (useful as the same setup can be applied to multiple candidates).

### B. Example

We now provide an illustrative example of the follow-up method. We consider a directed search in 100 days of data from a single detector, with \( \sqrt{\mathcal{S}_n} = 1.0 \times 10^{-23} \) Hz\(^{-1/2}\) (at the fiducial frequency of the signal). The simulated signal has an amplitude \( h_0 = 2.5 \times 10^{-25} \) Hz\(^{-1/2}\) in the noise. We choose arbitrary phase-evolution parameters of \( f^s = 30 \) Hz, \( f^p = 10^{-10} \) Hz/s, and the sky location of the Crab pulsar. The initial prior uncertainty, \( \Delta \lambda^{(0)} \), is \( \Delta f = 2.0 \times 10^{-5} \) Hz and \( \Delta f = 1.8 \times 10^{-11} \) Hz/s. The optimal ladder of coherence times is precomputed using \( N_{\text{max}} = 1000 \) (i.e., the size of the fully coherent parameter space) and the resulting setup is given in Table I.

Fig. 7 shows the progress of the MCMC sampler during the follow-up. For illustrative purposes, in this example we use 100 steps per-stage, rather that the default 300 as suggested in Section III C. As expected from Table I, during stage 0 the signal peak is broad with respect to the size of the prior volume, therefore the MCMC simulation quickly converges to it. At each subsequent stage, when the number of segments is reduced, the peak narrows and the samplers similarly converge to this new solution.

### C. Monte Carlo studies

In order to quantify how well the MCMC follow-up method works, we test its ability to successfully identify simulated signals in Gaussian noise. This will be done in a Monte Carlo (MC) study, with independent random realizations of the Gaussian noise. Such a method is analogous to the studies performed in Shaltev and Prix [62], except that we present results as a function of the injected sensitivity depth, rather than the squared-SNR.

In Section V C 1 and V C 2, we perform MC studies for the follow-up of directed and all-sky searches. For both studies, we simulate an isotropic distribution of source orientations by drawing the amplitude parameters for each signal uniformly from \( \phi \in [0, 2\pi] \), \( \psi \in [-\pi/4, \pi/4] \), and \( \cos \ell \in [-1, 1] \). However, we do not draw \( h_0 \) randomly, but run the MC study at a range of selected \( h_0 \) values to show how the MCMC follow-up performs as a function of sensitivity depth (we fix \( \sqrt{\mathcal{S}_n} = 1 \times 10^{-23} \)). The selection of phase-evolution parameters is discussed separately for each study.

The success of an MCMC follow-up search is evaluated

### Table I: The search setup used in Fig. 7, generated with \( N_{\text{max}}^* = 1000 \). The final column provides the approximate number of unit-mismatch templates at each stage calculated over the prior volume.

| Stage | \( N_{\text{seg}} \) | \( T_{\text{coh}}^{\text{days}} \) | \( N^* (N_{\text{seg}}^{(0)}, \Delta \lambda^{(0)}) \) |
|-------|-----------------|-----------------|-----------------|
| 0     | 100             | 1.0             | 2.2             |
| 1     | 35              | 2.9             | 18.0            |
| 2     | 5               | 20.0            | 8.8 \times 10^2 |
| 3     | 1               | 100.0           | 1.0 \times 10^4 |
FIG. 7: We show the progress of the 100 parallel walkers (see Fig. 1 for a description) during the MCMC simulation for the directed search parameters. Each vertical dashed line indicates the start of a new stage of the search (numbered on the top axis), the details of all stages are listed in Table I.

by the maximum 2\(\tilde{F}\) value found in the final, fully coherent stage of the search. We begin each MC study by first estimating a background distribution for the maximum 2\(\tilde{F}\) value found in noise and using this to define a threshold value 2\(\tilde{F}\)\(_{th}\); for the simulated signals in noise we then ascribe results with a maximum 2\(\tilde{F}\) above this threshold as “recovered” whilst those falling short are not recovered.

The hierarchical multi-stage MCMC search may fail to detect a candidate for two distinct reasons: (i) the simulated signal is not sufficiently loud with respect to the background noise to be detected and (ii) the simulated signal is sufficiently loud, but the MCMC fails to recover it. The first reason can be understood as saying that, even for a template bank search which covers the search space with infinite resolution, for sufficiently weak signals, the proportion of recovered candidates tends to zero. More precisely this behavior is the expected theoretical optimal performance detection probability for an infinitely dense fully coherent search of data containing isotropically-distributed signals as calculated by Wette [64]. In this study, we want to understand how the MCMC follow-up performs with respect to reason (ii). Therefore, we will plot the recovered fraction (in the MC study) as a function of the sensitivity depth, and compare this against the theoretical optimal performance as discussed earlier, given the threshold. The figure demonstrates that the recovery power of the MCMC follow-up shows negligible losses compared to the theoretical optimal performance.

1. Follow-up of candidates from a directed search

For the directed MC study, we simulate signals following the example described in Sec. V B, except that the simulated frequency and spin-down are selected randomly from the inner half of the initial prior uncertainty. As in the example, the prior is defined to be uniform over the full uncertainty box and the duration is 100 days. Therefore, the optimal setup is also the same and given in Table I. Each stage is run for 300 steps before moving to the next stage of the ladder, after the final stage an additional 300 production steps are taken.

Characterizing the search in Gaussian noise without a signal first, we simulate 1 \(\times\) 10\(^3\) realizations and perform the follow-up search on these. The largest observed value was found to be 50.9. From this, we can set an arbitrary threshold for the detection statistic of 2\(\tilde{F}\)\(_{th}\) = 60.

Running 500 MC simulations of Gaussian noise with a simulated signal, in Fig. 8 we plot the fraction of the MC simulations which where recovered (i.e., 2\(\tilde{F}\)\(_{max}\) > 2\(\tilde{F}\)\(_{th}\) = 60) and compare this against the theoretical optimal performance as discussed earlier, given the threshold. The figure demonstrates that the recovery power of the MCMC follow-up shows negligible losses compared to the theoretical optimal performance.

FIG. 8: Recovery fraction for the directed follow-up. The MC results come from random draws searches using the setup described in Table I.

2. Follow-up of candidates from an all-sky search

We now test the follow-up method when applied to candidates from an all-sky search which, by definition, have uncertain sky-position parameters \(\alpha\) and \(\delta\). Searching over these parameters, in addition to the frequency
and spin-down not only increases the parameter space volume that needs to be searched, but also adds difficulty due to correlations between the sky-position and spin-down.

To replicate the condition of candidates from an all-sky search, we draw the candidate positions isotropically from the unit sphere (i.e., $\alpha$ uniform on $[0, 2\pi]$ and $\delta = \sin^{-1}(u)$ where $u$ is uniform on $[-1, 1]$). We then place an uncertainty box containing the candidates with a width $\Delta \alpha = \Delta \delta = 0.05$; this box is chosen in such a way that the location of the candidate has a uniform probability distribution within the box. This neglects the non-uniform variation in $\delta$ due to correlations between the sky-position and spin-down. The frequency, spin-down, and amplitude parameters are chosen in the same way as for the directed search (Section V C 1). The optimal setup is precomputed for this prior and given in Table II. Each stage is run for 300 steps before moving to the next stage of the ladder, after the final stage an additional 300 production steps are taken.

### TABLE II: Run-setup for the all-sky follow-up MC study, generated with $N_{\text{max}} = 1000$. The approximate number of unit-mismatch templates over the initial search space was computed at the equator (i.e., $\delta = 0$) which produces the largest volumes.

| Stage | $N_{\text{seg}}$ | $T_{\text{sh}}^{\text{days}}$ | $N^* (N^*_{\text{seg}}, \Delta \lambda(0))$ |
|-------|-------------------|---------------------|---------------------------------|
| 0     | 100               | 1.0                 | 8.4                             |
| 1     | 35                | 2.9                 | $5.6 \times 10^2$               |
| 2     | 6                 | 16.7                | $5.2 \times 10^3$               |
| 3     | 1                 | 100.0               | $2.5 \times 10^7$               |

Again, we first characterize the behavior of the all-sky follow-up by applying it to $1 \times 10^3$ realizations of Gaussian noise. The largest $2\mathcal{F}$ value was found to be 58.4. This is larger than the value found for the directed search, although both use the same number of Gaussian noise trials, and therefore must result from an increased number of independent templates. As a result we correspondingly increase our arbitrary detection threshold for the all-sky search to $2\mathcal{F}_{tr} = 70$.

Running 500 MC simulations of Gaussian noise with randomly drawn signals, the resulting recovery fraction as a function of the injected sensitivity depth is given in Fig. 9. We find that the all-sky Monte Carlo has a detection efficiency close to the theoretical optimal performance.

### VI. COMPUTATION TIME ESTIMATES

In this section, we will provide an approximate timing model for the MCMC search method implemented in PYFSTAT.

The computation time of an MCMC search can be split into two contributions, the evaluation of the $\mathcal{F}$-statistic and all other operations, which we refer to as the PYFSTAT-overhead (i.e., computing the prior probabilities, generating the proposal jumps, evaluating the jumps and other minor contributions).

Timing the evaluation of the “Demod” $\mathcal{F}$-statistic (used in this analysis) is discussed in Prix [65]. The time to compute a single-$\lambda$ template for a single detector can be written as $\tau_{\mathcal{F}} = N_{\text{SFT}} T_{\text{LD}}$, where $N_{\text{SFT}}$ is the number of short Fourier transforms (SFTs) (the core data product used in CW searches), which will depend on the data duration and SFT length (typically 1800 s). We can further decompose $\tau_{\text{LD}}$ as

$$\tau_{\text{LD}} = \tau_{\text{core,LD}} + b \tau_{\text{buffer,LD}},$$

where $\tau_{\text{core,LD}}$ is the core time to compute a single $\mathcal{F}$-statistic evaluation (excluding the time to compute any buffered quantities), $\tau_{\text{buffer,LD}}$ is the time to compute the buffered quantities, and $b \in [0, 1]$ the “buffer miss fraction” quantifies how often the buffer needs to be recomputed between evaluations Prix [65]. For our purposes, it is sufficient to note that for all-sky searches $b = 1$ (if the sky position changes between steps), but for directed searches $b \approx 1$.

The PYFSTAT-overhead will depend on whether the search is fully or semi-coherent. We now discuss each of these in turn.

#### A. Fully coherent timing model

For any fully coherent search using the PYFSTAT code, the time per-call is given by

$$\tau_{\text{FC}} = (\tau_{\text{SFT}}(0) + \tau_{\text{LD}} N_{\text{SFT}}),$$

![Fig. 9: Recovery fraction for the all-sky follow-up. The MC results come from random draws searches using the setup described in Table II.](image-url)
such that the total time for a fully coherent MCMC search with \(N_w\) walkers and \(N_t\) temperatures is

\[
\tau^\text{MCMC}_\text{FC} = \tau_C(N_{\text{burn}} + N_{\text{prod}})N_wN_t. \tag{34}
\]

Note that this timing model is independent of the state of the MCMC sampler, i.e., whether or not it has converged to a single peak.

To estimate these timing coefficients, we run MC studies of MCMC searches for various data spans ranging from 25 days to 100 days. Profiling the run times, we estimate \(\tau_{\text{LD}}\) from the calls to XLAL\textit{ComputeFstat()}(\ldots), then \(\tau^{(0)}_S\) as the remaining run time. The resulting estimates are given in Table III.

The estimated \(\tau_{\text{LD}}\) differs between the all-sky and directed searches since \(b = 1\) in the former, but \(0\) for the latter. The estimated values of \(\tau_{\text{LD}}\) are in agreement with values found using gridded searches on the same machine, and the values found in Prix [65]. From this table, we see that the evaluation of the \(F\)-statistic will dominate the timing when \(N_{\text{SFT}} \gtrsim 900\) (200), which for 1800 s SFTs corresponds to \(\sim 18\) (4) days for the directed (all-sky) search.

The dominant factor required to determine the cost of a run is the number of steps (typically one uses a few hundred walkers and two or three temperatures). The number of steps depends on the ACT. For the directed MC study we found the largest ACT to be \(\sim 15\). To safely account for burn-in we therefore suggest the total number of steps be \(\sim 20 \times 15 = 300\). Meanwhile, for the all-sky MC study we found the largest ACT to be \(\sim 90\), so an all-sky search requires a factor of 6 more steps. These numbers are approximate and will depend on the other search setup parameters (i.e., using only a single temperature will require a larger numbers of steps); a MC simulation could be run prior to a follow-up to tune \(N_w, N_t\), and the number of required burn-in and production steps.

B. Semi-coherent timing model

The current implementation of \textsc{pyfstat} implements a semi-coherent search by using the \textsc{ComputeTransientFstatMap}() functions of LALSUITE. This is done to avoid repeated computation of intermediate data products, but itself incurs additional computational cost proportional to the number of segments. We can model this by introducing a new timing coefficient \(\tau^{(0)}_T\) such that the semi-coherent timing per-call is

\[
\tau^\text{SC} = \left[\tau^{(0)}_S + \tau^{(0)}_C N_{\text{seg}} + \left(\tau_{\text{LD}} + \tau^{(0)}_T N_{\text{seg}}\right) N_{\text{SFT}}\right], \tag{35}
\]

with the total time being

\[
\tau^\text{MCMC}_\text{SC} = \tau^\text{SC}(N_{\text{burn}} + N_{\text{prod}})N_wN_t. \tag{36}
\]

Again running a MC study, we present estimates of these timing constants in Table III.

C. Follow-up timing model

The computing cost for a given follow-up run setup can be estimated by summing the cost for each stage using Eq. (34) and (36). As an example, the directed search run setup given in Table I has an estimated run time of \(\sim 432\) s while the all-sky run setup in Table II has an estimated run time of \(\sim 2200\) s. The limitation of this method is that it requires the candidate to be sufficiently well localized at the coherence time of the original search. Therefore, an additional refinement stage may be required prior to the MCMC follow-up which will add an additional overhead.

VII. CONCLUSION

We investigate the use of an MCMC method in continuous-gravitational-wave searches. Compared to template-bank searches, these enable efficient exploration of the parameter space and posterior parameter inference. However, these advantages may only be reaped when the signal occupies a reasonably large fraction of the prior volume. We quantify this through \(\Lambda^{\star}\), the approximate number of unit-mismatch templates required to cover the prior volume. In particular, the prior volume must be sufficiently small in the sense that \(\Lambda^{\star} \lesssim \Lambda_{\text{max}}^{\star}\). For this reason, MCMC methods are generally not suitable as an initial search method in wide parameter spaces where this condition is not met.

We have investigated \(\Lambda_{\text{max}}^{\star}\) for the \textsc{ptemcee} sampler with a particular setup (see Sec. II B) and fixed number of steps, and found \(\Lambda_{\text{max}}^{\star} \sim 1000\) to be a reasonably safe choice. In general, this value will depend on the sampler, setup, and number of steps. However, we expect our general conclusion to hold for different samplers (including nested sampling methods), but \(\Lambda_{\text{max}}^{\star}\) could differ. In the future we hope to extend this work to use a variety of samplers, in which case \(\Lambda_{\text{max}}^{\star}\) will provide a method to compare their efficiency.

We furthermore propose an MCMC-based hierarchical multi-stage follow-up for signal candidates found in semi-coherent wide-parameter-space searches. The MCMC methods are again found to be suitable in this context. We define a method to determine the optimal setup, balancing computational efficiency against robustness to losing signals. Testing against the theoretical optimal performance (i.e., an infinitely fine template bank), we find that the loss of signals inherently due to the MCMC procedure is small.
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TABLE III: Estimates of the fundamental timing coefficients made on a Lenovo T460p with an Intel(R) Core(TM) i5-6300HQ CPU @ 2.30GHz.

|                | $\tau_{LD}$ [s] | $\tau_{\Delta t}^{(0)}$ [s] | $\tau_{x}^{(0)}$ [s] | $\tau_{C}^{(0)}$ [s] |
|----------------|-----------------|-----------------------------|---------------------|---------------------|
| Directed       |                 |                             |                     |                     |
| fully coherent | $7.4 \times 10^{-8} \pm 27\%$ | $6.4 \times 10^{-8} \pm 14\%$ | $5.5 \times 10^{-6} \pm 14\%$ |                     |
| semi-coherent  | $1.3 \times 10^{-7} \pm 35\%$ | $1.5 \times 10^{-8} \pm 6\%$ | $1.0 \times 10^{-7} \pm 19\%$ |                     |
| All-sky        |                 |                             |                     |                     |
| fully coherent | $5.0 \times 10^{-7} \pm 14\%$ | $1.2 \times 10^{-4} \pm 25\%$ | $5.8 \times 10^{-6} \pm 19\%$ |                     |
| semi-coherent  | $5.2 \times 10^{-7} \pm 18\%$ | $1.5 \times 10^{-8} \pm 6\%$ |                     |                     |
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