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Abstract—It is a challenging problem to detect and recognize targets on complex large-scene Synthetic Aperture Radar (SAR) images. Recently developed deep learning algorithms can automatically learn the intrinsic features of SAR images, but still have room for improvement on large-scene SAR images with limited data. In this paper, based on learning representations and multi-scale features of SAR images, we propose an efficient and robust deep learning based target detection method. Especially, by leveraging the effectiveness of adversarial autoencoder (AAE) which influences the distribution of the investigated data explicitly, the raw SAR dataset is augmented into an enhanced version with a large quantity and diversity. Besides, an auto-labeling scheme is proposed to improve labeling efficiency. Finally, with jointly training small target chips and large-scene images, an integrated YOLO network combining non-maximum suppression together. Since a large amount of data is necessary to train a CNN model, another way to deal with the problem of limited data is to train a ConvNets model with fewer degrees of freedom by only using a sparsely connected convolution architecture [14] and in the meanwhile randomly sampling relatively smaller patches from the original SAR images to expand the training set.

As in the above methods, the commonly used data augmentation approaches are horizontal flipping, randomly cropping, and foe identification, battlefield surveillance, environmental monitoring, disaster relief, etc. And it can operate under all-weather and all-time conditions while producing high resolution images with a long standoff capability. Therefore, the SAR image interpretation is of critical importance and the development of automatic target recognition (ATR) system is practical and necessary.

The typical Synthetic Aperture Radar automatic target recognition (SAR-ATR) system can be divided into three parts: target detection, target discrimination and target classification [6]. In the first part, a constant false alarm rate (CFAR) detector is used to extract potential targets from SAR images. These potential targets not only consist of true targets such as armored vehicles, rocket launcher and tanks, but also some background clutters such as trees, buildings and rivers. To reduce false alarm rate, the second discrimination part is designed to train a two-class (target and background) model into capturing the true targets by feature extraction. Finally, the third classification part helps decide which category the target belongs to. However, the traditional SAR-ATR system has several disadvantages [7]. Firstly, it relies heavily on hand-crafted features, needs large computational space and has poor robustness. Besides, the accuracy will degrade significantly while any of these three stages is not well designed. Lastly, when it comes to both localizing and classifying the multiple targets in the complex background, it is neither effective nor efficient.

To solve this problem, a novel Moving and Stationary Target Acquisition and Recognition (MSTAR) system was developed by the Air Force Research Laboratory and the Defense Advanced Research Projects Agency (AFRL/DARPA) [8]. This dataset contains not only small target chips that are abstracted from the collected data but also simple and complex large-scene backgrounds since it is costly to directly acquire large-scene SAR images with targets. Based on this dataset, a lot of experiments have been conducted which can be summarized into two aspects: classification on small target chips and detection on synthesized large-scene SAR images [9].

With the emergence of deep learning methods, neural networks have been gradually applied to those two aspects owing to its superior performance on SAR image processing [10], [11]. Different from the traditional feature extraction methods which need to design the algorithms manually, neural networks are capable of capturing the inherent feature of the input images. As to the first aspect which is to classify the targets on small target chips, the most commonly used deep learning architecture CNN model [12] is adopted to conduct ten-class classification on MSTAR target chips, which verifies the validity of deep neural network in the field of SAR target recognition. However, the sample number of each type is limited, thus the experimental results lack some commonality.

To tackle with the problem of limited training data, domain-specific data augmentation operations combined with CNN [13] provides a new way to deal with the problem of translation of target, randomness of speckle noise and lack of pose images together. Since a large amount of data is necessary to train a CNN model, another way to deal with the problem of the limited data is to train a ConvNets model with fewer degrees of freedom by only using a sparsely connected convolution architecture [14] and in the meanwhile randomly sampling relatively smaller patches from the original SAR images to expand the training set.

As in the above methods, the commonly used data augmentation approaches are horizontal flipping, randomly cropping,
rotation, translation or randomly sampling, which means we need to manually control the variety of the additional images by randomly deciding on how many and which ways we are to use. Recently, a newly appeared Generative Adversarial Nets (GAN) proposed by Goodfellow [15] is employed to produce more labeled SAR data [16]. Though thousands of data can be generated conveniently, not all of them are helpful for classification, so a certain number of generated samples should be carefully selected and it is difficult to find an objective standard to evaluate the quality of the generated images. To avoid the dilemma, another way to make full use of GAN is to train a super-resolution generative adversarial network (SRGAN) [17] directly to enhance the original images and improve the visual resolution and feature characterization ability of targets in the SAR images. These two methods verify the effective application of the adversarial networks in the SAR image recognition area.

However, GAN-based models have several disadvantages: first, they operate on observation space, which means a large number of parameters are needed during the training process, making it hard to converge; second, due to the high-noise characteristic of SAR dataset, the latent space is more able to capture the main feature of the target in the image which excludes the disturbance of the background. For the sake of solving these two problems, we use a new generative model called Adversarial Autoencoders (AAE) [18]. Different from GANs, AAE blazes a new trail by making the most of latent space. It absorbs the idea of autoencoder [19], [20] and attempts to push the latent vector close to the distribution of the specific input sample. In this way, AAE is much easier to converge and consumes less space, and our experiment further shows that it also reaches higher quality on generated SAR images. Therefore, in this paper, the AAE network is used to realize data augmentation, and experiments are conducted for improvement on complex large-scene SAR images detection.

So far the above SAR-ATR algorithms are nearly all constructed on CNN framework and the main goal is to classify the targets after the corresponding small chips are abstracted from real large-scene images. In real conditions, however, the targets are randomly scattered into different areas in a real large-scene image with high resolution, and the complex background including trees, buildings, rivers and so on makes it rather hard to accurately detect and recognize them in real-time. Therefore it is under critical research for detecting and recognizing targets on complex large-scene SAR images. Two kinds of algorithms are widely used: two-stage ones, such as R-CNN series [21]–[23] and one-stage ones, e.g., SSD [24] and YOLO series [25]–[27]. The two-stage method Faster R-CNN generally reaches higher accuracy than one-stage methods SSD and YOLOv3 but is time-consuming, too computationally intensive for embedded systems and not suitable for real-time applications. Modified Faster R-CNN models and single shot multibox detector (SSD) are conducted to address SAR-ATR [28]. It has been shown that MobileNet-SSD and SSD-Inception though have lower accuracy, perform hundreds of times faster than Faster R-CNNs. The work of 27 proposed an improved YOLO network which is known as YOLOv3. This network derives from the older version of YOLO with unique features such as bounding box prediction, class prediction, predictions across scales, feature extractor and training method. The experiment shows that it is three times faster than SSD on COCOs while reaching close detection accuracy. So far, the YOLOv3 network has proved its superiority in many fields such as novel landmark localization [29], 3-D human detection [30], and thermal imaging [31]. Following aforementioned state-of-art works in the literature, in this paper, we adopt the YOLOv3 as the backbone for realizing effective and efficient SAR-ATR.

When it comes to detecting multiple objects in a large complex SAR background [32], [33], a fast sliding method can be used to segment the scene image into sub-images and then detection network is applied to locate the targets. The process of target segmentation and synthesis is of rather importance since it is costly to directly gain the large-scene SAR images with multiple targets inside, therefore this process plays a critical part in the final detection and recognition result.

In this paper, we propose a deep learning framework for detection and recognition on complex large-scene SAR images. Before training the network, AAE is firstly adopted to realize the data augmentation of small SAR chips. Such an operation is simple but useful for the extraction of key feature and enhancing the variety of generated images. In addition, instead of manual labeling, an automatic labeling method is then proposed to mark the targets. Due to the limited number of complex large-scene SAR images, we fully take advantage of small chips and then propose a target segmentation and synthesis method to establish a complex large-scene SAR database for study. After establishing the database, a fast sliding method on large-scene images is proposed to avoid obtaining abundant slices without targets or with incomplete targets. When training the YOLOv3 network, we pretrain the weights of the proposed deep learning method using the well-known COCOO dataset by leveraging the advantages of the transfer learning [34]. At the training stage, the expanded small target chips and large-scene images after fast sliding are simultaneously fed into the network. Finally, non-maximum suppression on sub-images is conducted to obtain the unique bounding box for each target. The results show that our method exhibits superior accuracy on complex large-scene images and also demonstrates great real-time performance. Furthermore, numerical simulations demonstrate that the proposed method can accurately detect and recognize the targets with high anti-noise performance.

The remainder of this paper is organized as follows. Section II elaborates a target detection and recognition framework for complex large-scene SAR images. In Sec. III, we verify the effectiveness and efficiency of our proposed approach on a variety of experiments using the MSTAR dataset. The analysis and conclusions are drawn in Sec. IV.

II. The ATR Framework

In this section, we will introduce our target detection and recognition framework on complex large-scene SAR images. Since we need to obtain small target chips for joint training, we will first introduce how to expand SAR target chips and
conduct automatic labeling in Sec. II-A. Then Sec. II-B gives a further description of how to establish our large-scene SAR database, and use YOLOv3 for detection.

A. Process on Small SAR Target Chips

The proposed ATR model on SAR target chips is shown in Fig. 1. It is composed of three parts: data augmentation by AAE, automatic labeling, target detection and recognition. The last part is realized by YOLOv3 after automatically labeling these targets, which means we can not only detect the target but also recognize it with limited samples and without manual labeling. These expanded labeled small chips are fed into the network with large-scene images to enhance the detection accuracy on complex background.

In Fig. 1, we use MSTAR four-target dataset, including 2S1, BTR60, BRDM2 and D7 as an example to illustrate the AAE augmentation method and automatic labeling.

1) Data augmentation: One of the key points in SAR image recognition is that SAR images suffer from the speckle noise due to the characteristic of the imaging system. And SAR images for training a robust ATR system is insufficient. For instance, in MSTAR four-target dataset, there are only 1152 images for training, which may lead to an overfitting problem and reduce the generalization effect.

To solve the problem of insufficient training samples, data augmentation is necessary. The classic methods of data augmentation are mostly operating on the images through flipping, cropping, zooming, etc. This may result in data redundancy and therefore can not obviously enhance the variety of image characteristics.

The adversarial autoencoder (AAE) is a combination of autoencoder and GAN, and it achieves competitive performance on generating SAR target chips. As is shown in Fig. 2, the top row is a standard autoencoder that reconstructs an image \( x \) from a latent code \( z \).

\[
q(z) = \int_x q(z|x)p_d(x)dx \tag{1}
\]

The goal of the adversarial autoencoder is to match the aggregated posterior \( q(z) \) to \( p(z) \), which is an arbitrary prior (e.g., Gaussian distribution). The encoder of the autoencoder \( q(z|x) \) acts as the generator of the adversarial network, attempting to fool the discriminative adversarial network into recognizing the hidden code \( q(z) \) as the prior distribution \( p(z) \). In the meanwhile, the autoencoder attempts to reconstruct the input image \( x \) from the latent code vector \( z \).

Different from GAN, in which the input noise lacks semantic information and the output distribution is uncontrollable, AAE largely increases the diversity of the output samples by making the latent code vector simulate the prior distribution. Therefore we can directly expand the training dataset through the generated samples by AAE without carefully selecting which image to use.

2) Automatic labeling: After collecting all the training images, an automatic labeling method is developed to avoid manual labeling, which reduces a large amount of redundant work. The detailed design is shown in Algorithm 1, and the process is shown in Fig. 3.

\[
\text{Algorithm 1 Automatic labeling.} \tag{1}
\]

Input:
- The original SAR target chip.

Output:
- The target coordinate \((x, y, w, h)\) and its corresponding category.
1: Binarize the original image;
2: Set a threshold of the white pixels’ number and traverse the binarized image from 4 directions;
3: Count the number of white pixels for each row or column;
4: Stop traversing when reaching the threshold in each direction;
5: Form the corresponding rectangle;
6: Expand rectangle concentrically to a certain extent, e.g., 50%, to produce a rectangle of proper size.
7: return The target label information.

First, we need to binarize the original image using a
thresholding method which will be introduced in Sec. II-B1. Though this binarization method can correctly segment the object, in a few cases there are still some small white spots in the background. To eliminate the effect of white spots in automatic labeling, we set a threshold of white pixel number to filter those spots and finally capture the object accurately. For each row or column, if the number of white pixels is lower than the threshold, we consider it not to constitute the target. We traverse the binarized image from 4 directions (up, down, left and right) to count the number of white pixels for each row or column, and stop traversing when reaching the threshold, formulating a rectangle which contains the center of the target. However, the edge of the target may also not reach the threshold thus may be filtered, so we need to expand the rectangle concentrically by a certain extent, which according to our experiment, is around 50%, and the white pixel threshold of ten-class target usually lies in the interval [8, 12].

B. The ATR Framework on Complex Large-scene SAR Images

After obtaining labeled small target chips with data augmentation, in this part, we will apply our ATR framework to detect multiple targets on complex large-scene SAR images. As is shown in Fig. 4, firstly to prepare the large-scene database, we need to segment the target and its shadow from the speckle background; then the target is synthesized into the large-scene background which is acquired under the same depression degree; later a fast sliding method is used to divide the synthesized large-scene image into different sizes and a YOLOv3 network is adopted to train large-scene images and small target chips simultaneously to gain the final result on large-scene images with target categories, confidences and bounding boxes.

1) Database preparation: Since it is costly to directly obtain large-scene SAR images with multiple targets, a target segmentation and synthesis method is first proposed to establish a training database. For the target segmentation part, we segment the object and its shadow in two steps, which are represented in Fig. 5. The first step is to segment the object without its shadow. The image is firstly smoothed by Gaussian blur, with the convolution kernel determined adaptively by the image itself. A blurred image has fewer noises and then can be binarized. The selection of the threshold is semi-adaptive and it is the most critical step. Since there is only one target lying in the approximate center in the SAR target chip and it is obviously distinguished from the background, the binarization rule is set as:

\[
(x', y') = \begin{cases} 
255 & \text{if } (x, y) > p \\
0 & \text{otherwise}
\end{cases}
\]

where \( p \) denotes the threshold. The threshold can be determined by the pixel value proportion of the target in the whole image. The value \( p \) is selected around 90% in most circumstances, which can be estimated from the intuitive area ratio. As is shown in Fig. 6, the object takes up about 10% of the image, so we choose \( p = 121 \) in this example as the threshold and apply the binarization rule. This method proves its effectiveness on MSTAR target chips since it can successfully separate more than 95% objects in the original images.

In the second step, the object and its shadow are segmented...
Fig. 6. The pixel value distribution of the SAR image. The left column is the original image and its histogram, and the right column is the result of applying our selected threshold $p = 121$.

in the meantime, which is exhibited in Fig. 7. Firstly the segmented object from step one is shadowed to a comparatively small pixel value, then the binarization rule is adopted to highlight both the object and its shadow. After Gaussian blur, an adaptive threshold selection algorithm OTSU is adopted to segment them directly, since the present image has low noise. Then morphological operations are used to improve the segmentation result.

Usually the object and its shadow are separated after binarization, so the closing operation is first adopted for connection, and then the opening operation is applied to clear up small spots while keeping the main body unchanged, at last we add some edge details by dilation to produce the final segmentation result. It is clear to see that the object and its shadow are successfully segmented using our method.

After segmentation, it is of the same importance to synthesize the large-scene image with multiple targets naturally. As is shown in Fig. 8, the target synthesis process also goes through two steps. The first one is to design and record the target distribution in the large-scene SAR image. We randomly select 20 coordinates to put four-class targets and each class targets occupy five positions. Since there are some obstacles such as trees, buildings and rivers in the background, and the shadows of these obstacles have a certain direction due to the specific shooting angle and time, it is necessary to carefully select those targets which have the similar direction of shadow

and finally design the location of the targets to ensure that they will not fall into the obstacles. After choosing the proper target and its coordinate, the second step is to cut a slice of the large-scene image in the corresponding designed position, which has the same shape as the target chip, then the mask produced by target segmentation and its inverse mask are used to perform the bitwise-and operation on the original image and the scene cut respectively. Finally these two operation results are combined to get the final natural synthesized large-scene image.

2) Fast sliding: Since the number of the large-scene images in the MSTAR dataset is limited, directly feed them into the YOLOv3 network will cause severe overfitting problems. Therefore, we can use a fast sliding method to expand the training dataset while still containing complex background information. However, if we randomly set the size of the sliding window and its stride, the target in the scene is likely to be divided into several parts and we may also obtain a large number of slices without targets which will increase the input data redundancy. Therefore, a fast sliding method is proposed which uses sliding windows to cut a synthesized large-scene image into small slices to expand the input data volume. Different from the method in work [9], we do not need to make sure that the size of the sliding window is fixed, so when the sliding window almost reaches the edge of the large-scene image, the remaining part which is smaller than the setted size can be directly cut from the image and saved for training. The fast sliding method is shown in Fig. 9.

When calculating the corresponding target coordinate in the cropped slice, we respectively use $\text{height}'$ and $\text{width}'$ to represent the number of slices that can be obtained from the vertical and horizontal direction (including the last possible
incomplete slice). \((i, j)\) denotes the coordinate of a slice in the large-scene image, while \((x, y)\) along with \((x', y')\) respectively denote the coordinate of a target in the large-scene image and the cropped slice. For each sliding window \((i, j)\), we traverse the coordinates of the targets and if there is any target which could meet the following conditions simultaneously, we consider it falling into this sliding window completely.

\[
x_{\text{min}} > i \times \text{stride}
\]
\[
x_{\text{max}} < (i + 1) \times \text{stride} + \text{size}
\]
\[
y_{\text{min}} > j \times \text{stride}
\]
\[
y_{\text{max}} < (j + 1) \times \text{stride} + \text{size}
\]

(3)

Meanwhile, the slice will be automatically abandoned if there is no target falling into it or the target is incomplete and the sliding window will move on to the next one until the whole image is covered. In this paper, we choose four sizes \(128 \times 128, 256 \times 256, 512 \times 512, 1024 \times 1024\) to apply fast sliding.

3) Training on YOLOv3 network: With expanded small target chips and large-scene image slices, we feed them into the YOLOv3 network using pre-trained weight on the COCO dataset. The main idea of YOLO is to divide the input image into \(S \times S\) grids and if the center of an object falls into one grid cell, then that grid cell is responsible for predicting the object.

Confidence is defined as \(\Pr(\text{Object}) \times \text{IOU}_{\text{truth}}^{\text{pred}}\), which reflects how confident the model is that the bounding box contains an object and indicates the accuracy of the prediction. \(\Pr(\text{Class}_i|\text{Object})\) denotes the probabilities that each grid cell predicts \(C\) classes.

\[
\Pr(\text{Class}_i|\text{Object}) = \Pr(\text{Class}_i) \times \text{IOU}_{\text{truth}}^{\text{pred}}
\]

(4)

By multiplying these two parts, we can obtain both the probability of that class appearing in the box and how well the predicted box fits the object. The loss function is defined as:

\[
\text{loss} = \lambda_{\text{coord}} \sum_{i=0}^{S^2} \sum_{j=0}^{B} \sum_{b}^{\text{obj}} [(x_{i} - \hat{x}_{b})^2 + (y_{i} - \hat{y}_{b})^2]
\]
\[
+ \lambda_{\text{coord}} \sum_{i=0}^{S^2} \sum_{j=0}^{B} \sum_{b}^{\text{obj}} [(\sqrt{x_{i}} - \sqrt{\hat{x}_{b}})^2 + (\sqrt{y_{i}} - \sqrt{\hat{y}_{b}})^2]
\]
\[
+ \sum_{i=0}^{S^2} \sum_{j=0}^{B} \sum_{b}^{\text{obj}} (C_{i} - \hat{C}_{b})^2 + \sum_{i=0}^{S^2} \sum_{j=0}^{B} \sum_{b}^{\text{obj}} \sum_{c \in \text{classes}} (p_{i}(c) - \hat{p}_{i}(c))^2
\]
\[
+ \lambda_{\text{noobj}} \sum_{i=0}^{S^2} \sum_{j=0}^{B} \sum_{b}^{\text{noobj}} (C_{i} - \hat{C}_{b})^2
\]

(5)

where \(\text{obj}\) denotes whether the object appears in cell \(i\), and \(\text{obj}_{ij}\) denotes that the \(j\)th bounding box in cell \(i\) is responsible for the prediction. \(\lambda_{\text{coord}}\) is used to increase the loss from bounding box coordinate predictions and \(\lambda_{\text{noobj}}\) is to decrease the loss from confident predictions for boxes that don’t contain objects. YOLOv3 has represented superior performance on both accuracy and speed. Compared with Faster R-CNN, which needs to repeatedly train the region proposal network (RPN) and Fast R-CNN, YOLOv3 is much faster without training on RPN and just need to “Look Once” to obtain both the location and classification of the object. As to SSD, which is also fast but inferior on small target detection due to low semantic value for the bottom layer, YOLOv3 is even faster based on the logistic loss while containing the competitive accuracy on detecting small targets since higher resolution layers can obtain higher semantic values.

When the training process is finished, each detected object’s bounding box information, including (coordinates \((x, y, w, h)\), \(\text{class}\) and \(\text{confidence}\)), is automatically set down for non-maximum suppression.

To conduct non-maximum suppression on sub-images, firstly, the bounding boxes information of targets on each sub-image is mapped to the large-scene image using coordinate conversion, and then non-maximum suppression is applied to the targets with multiple bounding boxes, which means the bounding box with the highest score remains and other boxes which have \(\text{IOU} > 0.7\) with it are deleted. Fig. 11 shows how it works on one target. In the end, we can easily obtain large-scene images with multiple targets detected and recognized.

### III. EXPERIMENTAL RESULTS

#### A. MSTAR Dataset

We use the MSTAR dataset to complete our experiments. The MSTAR dataset includes thousands of SAR images, including ten categories of ground military vehicles (armored personnel carrier: BMP2, BRDM2, BTR60, and BTR70; tank: T62 and T72; rocket launcher: 2S1; air defense unit: ZSU234; truck: ZIL131; and bulldozer: D7). They were collected under an X-band SAR sensor, in a 1-ft resolution spotlight mode, full aspect coverage (in the range of \(0^\circ\) to \(360^\circ\)). The MSTAR
dataset is widely used to test the performance of a SAR-ATR system. Fig. 12 shows the optical images and the corresponding SAR images. The number of images for training in our experiment is summarized in Table I. Besides small target chips, the MSTAR dataset also provides simple and complex scene images without targets, and these backgrounds include river, sea surface, forest and so on.

### B. Experiment of Automatic Labeling

We use the MSTAR ten-class training dataset to conduct the experiment of automatic labeling. The result of the automatic labeling method is shown in Table II. We can see that the average error rate is 1.15%, and six-class targets including D7, T62, ZSU234, BMP2, BTR70 and T72 are perfectly labeled without missing or not correctly marked, which proves the effectiveness and efficiency of our approach.

### C. Detection and Recognition on SAR Target Chips

In this part, we firstly conduct some experiments on the small SAR target chips to show the effectiveness of the AAE data augmentation method. Since the targets locate right in the center of the image chips, the result can only consist of three aspects: target not detected, target not correctly detected and target correctly detected. Therefore we will use accuracy (ACC) and False Negative Rate (FNR) as indicators, which shows how many targets we have missed and not correctly detected during detection. ACC and FNR are respectively defined as:

\[
ACC = \frac{TP}{TP + FN}
\]

(6)

\[
FNR = \frac{FN}{TP + FN}
\]

(7)

FN denotes the number of not correctly detected targets and the missing targets; TP denotes the number of correctly detected targets.

1) Experiment without data augmentation: The first experiment is conducted under the YOLOv3 framework without data augmentation, aiming to detect and classify these ten targets. The total 2747 image chips acquired under 17° depression angle are used for training and the 2426 image chips obtained under 15° are tested.

Our YOLOv3 network parameters are shown as follow: anchors = 10, 14, 23, 27, 37, 58, 81, 82, 135, 169, 344, 319; class = 10; ignore_thresh = 0.7; true_thresh = 1; random = 1, and the basic network parameters are set as: batch_size = 64; subdivisions = 2; momentum = 0.9; decay = 0.0005; learning_rate = 0.001; epoch = 200. Besides that, we use the pretrained weights on COCO image set, and then feed SAR images into our network.

As is presented in Table III, the worst accuracy is 92.31%, which is caused by T62 since 19 targets are recognized as ZSU234. Besides, targets 2S1, BTR60 and BMP2 are also not well correctly detected and classified.

2) Experiment on different generative networks: In order to improve the classification accuracy, we adopt AAE to expand our dataset. We choose BTR60 (size 128 × 128) and set 200 training epochs in this experiment to illustrate the effectiveness of the AAE method. Fig. 13 shows the generated SAR images under different generative models. To further illustrate the effectiveness of the AAE model, we use Fréchet Inception Distance (FID) [35] to further evaluate the variety of the generated objection, which is defined in Eq. (8). The FID score of different generative models is shown in Table IV.

\[
FID = ||\mu_r - \mu_g||^2 + TR(\sum_{r} + \sum_{g} -2(\sum_{r} \sum_{g})^{1/2})
\]

(8)
TABLE III
CONFUSION MATRIX FOR TEN-CLASS SAR IMAGE DETECTION AND RECOGNITION WITHOUT AAE.

| class       | 2S1 | BRDM2 | BTR60 | D7  | T62  | ZIL131 | ZSU234 | BMP2 | BTR70 | T72  | None | ACC(%) | FNR(%) |
|-------------|-----|-------|-------|-----|------|--------|--------|------|-------|------|------|--------|--------|
| 2S1         | 269 | 0     | 0     | 0   | 1    | 1      | 0      | 0    | 0     | 0    | 0    | 98.18   | 1.82    |
| BRDM2       | 271 | 0     | 1     | 0   | 0    | 0      | 4      | 0    | 0     | 0    | 0    | 96.91   | 3.09    |
| BTR60       | 1   | 186   | 0     | 0   | 0    | 0      | 6      | 0    | 0     | 0    | 0    | 94.38   | 5.62    |
| D7          | 0   | 0     | 268   | 0   | 0    | 0      | 0      | 0    | 0     | 0    | 0    | 97.81   | 2.19    |
| T62         | 1   | 0     | 0     | 0   | 252  | 0      | 19     | 0    | 0     | 0    | 1    | 92.31   | 7.69    |
| ZIL131      | 0   | 0     | 0     | 0   | 274  | 0      | 0      | 0    | 0     | 0    | 0    | 100     | 0       |
| ZSU234      | 0   | 0     | 0     | 0   | 0    | 274    | 0      | 0    | 0     | 0    | 0    | 100     | 0       |
| BMP2        | 0   | 0     | 0     | 0   | 0    | 0      | 191    | 0    | 0     | 5    | 0    | 97.45   | 2.55    |
| BTR70       | 0   | 0     | 0     | 0   | 0    | 0      | 196    | 0    | 0     | 0    | 0    | 100     | 0       |
| T72         | 0   | 0     | 0     | 0   | 0    | 0      | 196    | 0    | 0     | 0    | 0    | 100     | 0       |
| Average     | 97.98 | 2.025 |       |     |      |        |    |      |      |      |      | 97.98   | 2.025   |

Fig. 13. Generated SAR images based on different generative models.

TABLE IV
FID SCORE ON DIFFERENT GENERATIVE MODELS.

|        | AAE   | GAN   | DCGAN | WGAN  | InfoGAN |
|--------|-------|-------|-------|-------|---------|
| FID    | 195.943 | 226.687 | 401.827 | 353.254 | 399.678 |

where \( \mu_r \), \( \mu_g \) and \( \sum_r \), \( \sum_g \) are the respective means and covariance matrices of real and generated images.

3) Experiment with data augmentation: To evaluate the effectiveness of this data augmentation method, we implement it in the ten-class SAR target task. The number of images generated for training will strongly influence the classification results and a better classification result emerges when the number of generated images equals to half of the number of original images [16]. However, it is not sufficient enough to derive the most proper ratio in order to gain the best classification result. In our experiment, the targets, which are more likely to be recognized by mistake, are 2S1, BTR60, D7 and T62. So we first separately generated 100 images to add to the four-target dataset. However, BTR60 and T62 still occupy a high error rate, thus additional 100 generated images are added into BTR60 and T62 dataset. The final result shows that the accuracy of BTR60 increases by 0.45%, while the accuracy of T62 raises up by 5.86%. When we continuously increase the generated image proportion, the outcome does not improve.

Fig. 14. The classification accuracy of proposed method versus some previous methods and state-of-the-art methods.

As is shown in Table V, the average accuracy rate reaches 98.89%, while the FNR is controlled around 1.2%. The main error is caused by ZSU234, since some images of BTR60 and D7 are recognized as ZSU234 by mistake.

4) Comparison among different ATR methods: Fig. 14 illustrates the performance of the proposed method compared to other SAR recognition methods. It has been shown that our method outperforms many methods, i.e., conditionally gaussian model (Cond Gauss) [36], support vector machines (SVM) [37], adaptive boosting (AdaBoost) [38], sparse representation of monogenic signal (MSRC) [39], monogenic scale space (MSS) [40], tri-task joint sparse representation (TJSR) [41], supervised discriminative dictionary learning and sparse representation (SDDL) [42], joint dynamic sparse representation (JDSR) [43] and All-in-one CNN [13]. In addition, our method achieves a competitive performance compared to the state-of-the-art methods A-ConvNets [14], CNN-TL-bypass [44], discriminative statistical dictionary learning (DSDL) [2], random convolution features and ensemble extreme learning machines (RCFEELM) [45].

5) Experiment of anti-noise performance: In order to test the anti-noise performance of our model, we randomly select a certain proportion of pixels in the test dataset and replace them with samples generated from a uniform distribution, which is shown in Fig 15. This noise simulation method is consistent with the approach in [14], [39] and the variance of noise can be...
TABLE V
CONFUSION MATRIX FOR TEN-CLASS SAR IMAGE DETECTION AND RECOGNITION WITH AAE.

| Class   | 2S1 | BRDM2 | BTR60 | D7   | T62 | ZIL131 | ZSU234 | BMP2 | BTR70 | T72 | None | ACC(%) | FNR(%) |
|---------|-----|-------|-------|------|-----|--------|--------|------|-------|-----|------|--------|--------|
| 2S1     | 273 | 0     | 0     | 0    | 0   | 0      | 0      | 0    | 0     | 0   | 0    | 99.64  | 0.36   |
| BRDM2   | 0   | 272   | 0     | 0    | 0   | 1      | 0      | 0    | 0     | 0   | 0    | 99.27  | 0.72   |
| BTR60   | 1   | 2     | 184   | 0    | 0   | 0      | 5      | 0    | 0     | 0   | 3    | 95.83  | 5.64   |
| D7      | 0   | 0     | 0     | 271  | 0   | 0      | 3      | 0    | 0     | 0   | 0    | 98.91  | 1.09   |
| T62     | 2   | 0     | 0     | 0    | 268 | 1      | 1      | 0    | 0     | 0   | 1    | 98.17  | 1.83   |
| ZIL131  | 0   | 0     | 0     | 1    | 0   | 273    | 0      | 0    | 0     | 0   | 0    | 99.64  | 0.36   |
| ZSU234  | 0   | 0     | 0     | 0    | 0   | 0      | 274    | 0    | 0     | 0   | 0    | 100    | 0      |
| BMP2    | 0   | 0     | 0     | 0    | 0   | 0      | 1      | 193  | 0     | 2   | 0    | 98.47  | 1.53   |
| BTR70   | 0   | 0     | 0     | 0    | 0   | 0      | 0      | 196  | 0     | 0   | 100   | 0      | 0      |
| T72     | 0   | 0     | 0     | 0    | 0   | 0      | 0      | 1    | 0     | 195 | 0    | 99.49  | 0.51   |
| Average |     |       |       |      |     |        |        |      |       |     |      | 98.89  | 1.204  |

(a) Original image            (b) 1% noise corruption    (c) 5% noise corruption
(d) 10% noise corruption  (e) 15% noise corruption  (f) 20% noise corruption

Fig. 15. Illustration of random noise corruption. (a) is the original image. (b)-(f) are images respectively with 1%, 5%, 10%, 15% and 20% noise corruption.

easily obtained by many methods [46], [47]. With the network previously trained by the ten-class SAR dataset, we feed these test images into our model. The anti-noise performance is shown in Fig. 16, in which we compared the proposed method with four competing methods: SVM, A-ConvNets, MSRC, DSDL. The result shows that with noise proportion added to 20%, the accuracy of our method is still beyond 98%, while the other four methods have a comparatively significant drop.

D. Detection and Recognition on Large-scene SAR Images

The large-scene SAR images used in this paper were also collected under an X-band SAR sensor, in a 1-ft resolution spotlight mode, with a high resolution of $0.3 \times 0.3$ in both range and azimuth, which is the same as the small target chips. Therefore, it is reasonable to embed these targets from the $128 \times 128$ image chips into the large-scene SAR images.

When conducting experiments on complex large-scene SAR images, the evaluation indicators we use are accuracy (ACC), False Negative Rate (FNR), and False Positive Rate (FPR). FNR indicates how many targets we have missed or not correctly detected during detection, and FPR demonstrates the probability that we recognize clutters in the background as the true targets. FPR is defined in Eq. (9):

$$FPR = \frac{FP}{TN + FP}$$

1) Experiments on target segmentation and synthesis method: For the purpose of selecting the appropriate threshold to segment the object without shadow from small target chips, we compare our thresholding method with the most popular adaptive thresholding method OTSU. These two methods are applied to the MSTAR ten-class target chips and the result is summarized in Table VI. The accuracy (ACC) denotes the percentage of the targets which can be correctly segmented from the target chips. Our proposed thresholding method leads to a better performance than the adaptive thresholding method OTSU. As to target D7, T62, ZSU234, BMP2, BTR70 and T72, which have comparatively lower noise, our proposed method does not have an obvious advantage in accuracy. However, when encountering with higher background noises, such as the target 2S1, BRDM2, BTR60 and ZIL131, the accuracy using OTSU drops significantly, especially in BRDM2 and BTR60, where OTSU cannot segment over a half of the total images. The segmentation result on low and high noise images based on these two methods is shown in Fig.
As shown in Fig. 18, the method bitwise operation and masking has better synthesis performance, since the object and its shadow are infused naturally into the background. The Poisson image fusion with segmented target softens the edges to a large extent so that it is hard to recognize the infused target. The third method which is to cut a small piece of the original SAR image chip and apply Poisson image fusion, solves the problem of over-softening, but the edge of the original image is still recognizable and it is hard to match the various background of target chips to the same large-scene image. In summary, the first method exhibits better generalization performance and is more suitable for the SAR target synthesis task.

2) Detection and recognition on complex large-scene SAR images: Four MSTAR targets including 2S1, BRDM2, BTR60 and D7 are chosen to be synthesized on the complex large-scene background. There are five same category targets on one large-scene image, which means 20 targets in each image. In the training process, 35 synthesized large-scene images are randomly chosen and divided into four different sizes (128 × 128, 256 × 256, 512 × 512, 1024 × 1024), and 5 synthesized images are divided for testing. The final size 1024 × 1024 is chosen to conduct fast sliding on the testing images, which has the highest detection accuracy rate in the validation part since it is of better robustness with more complex background information. After fast sliding, the total number of training images is 4338, which includes 1091 large-scene images and 3247 expanded small target chips. The number of testing images is 150. The detection results is shown in Fig. 19. Fig. 20 shows the normalized confusion matrix, which reflects four-class targets detection outcome. The accuracy rate raises from 93% to 94% after jointly training, and from 91% to 94% after data augmentation by AAE. In the meantime, by combining jointly training strategy and AAE method, FNR decreases by 1%, and FPR drops from 1.33% to 1%.

Table VII shows the detection and recognition performance based on our proposed method and other widely used object detection methods. It is noted that the proposed method is a comprehensive detection framework including target segmentation and synthesis, data augmentation method AAE, automatic labeling, fast sliding and jointly training through YOLOv3 network. For large-scene image detection, it has been demonstrated by the experimental results that the proposed method has 23% performance gain on accuracy when compared with the one directly applying YOLOv3 network. In addition, it is about 4.2 times faster than the well-established Faster R-CNN method, reaching a 5% higher accuracy rate, and 3 times faster than SSD, which proves its superior real-time performance.

Thus, in respect of both effectiveness and efficiency, our method reaches 94% on ACC and only cost 0.038s per image with 6% FNR and 1% FPR, which proves that it is a promising framework to deal with real-time detection and recognition on complex large-scene SAR images.

To further prove the robustness of our method, a more challenging experiment is conducted. We selected three large-scene images with the most complex background, and laid the targets alongside the trees, as is shown in the following Fig. 21. Besides, we darkened the targets by 40%, so there is lower contrast between the metallic targets and their background. Then we use our original trained weight to perform detection, and the results are shown in Fig. 22 and Table VIII.

It is seen from Table VIII that low contrast leads to targets been treated as background, since being close to the tree brings much speckle noise interruption and these trees have nearly equal brightness with the targets. Besides, BTR60 and D7 have been recognized as 2S1. The reason may be that 2S1 target is darker as a whole, so the darkening process makes it hard to distinguish some objects from 2S1. However, the
TABLE VI
THRESHOLDING METHOD COMPARISON ON MSTAR TEN-CLASS TARGET CHIPS.

|       | 2S1 | BRDM2 | BTR60 | D7  | T62 | ZIL131 | ZSU234 | BMP2 | BTR70 | T72 | Average |
|-------|-----|-------|-------|-----|-----|--------|--------|------|-------|-----|---------|
| Number| 274 | 274   | 195   | 274 | 273 | 274    | 299    | 233  | 233   | 232 | -       |
| Our method | | | | | | | | | | | |
| Threshold(%) | 92  | 88    | 90    | 92  | 90  | 90     | 95     | 95   | 95    | 95  | -       |
| Acc(%)    | 93.43 | 87.23 | 86.67 | 99.27 | 99.65 | 95.11 | 100    | 100  | 100   | 100 | 96.28   |
| OTSU | | | | | | | | | | | |
| Acc(%)    | 53.65 | 32.85 | 43.08 | 98.91 | 88.64 | 79.06 | 100    | 100  | 100   | 100 | 79.95   |

Fig. 19. Detection result on three complex large-scene SAR images.

Fig. 20. Normalized confusion matrix of large-scene SAR images. (a) is the result with AAE data augmentation method; (b) is the result with jointly training strategy; (c) is the result with AAE data augmentation method and jointly training strategy.
Fig. 21. Synthesized images with darkened-targets and tricky position.

Fig. 22. Detection results of synthesized images with darkened-targets and tricky position.

### TABLE VII
DETECTION AND RECOGNITION RESULTS ON LARGE-SCENE SAR IMAGES.

| Method                                | ACC(%) | FNR(%) | FPR(%) | Time cost for detection/seconds |
|---------------------------------------|--------|--------|--------|---------------------------------|
| Our method                            | 94     | 6      | 1      | 5.572                           |
| YOLOv3 (applied with fast sliding)    | 93     | 7      | 1.33   | 5.627                           |
| YOLOv3 (applied without fast sliding) | 71     | 15     | 2.73   | 2.506                           |
| Faster R-CNN (applied with fast sliding) | 89    | 5      | 0.33   | 23.441                          |
| Faster R-CNN (applied without fast sliding) | 79 | 9      | 0      | 19.440                          |
| SSD (applied with fast sliding)       | 85     | 7      | 1.45   | 16.329                          |
| SSD (applied without fast sliding)    | 73     | 13     | 3.63   | 9.267                           |

The proposed method’s average accuracy remains above 91% even under such a tricky condition, proving the effectiveness and robustness of the proposed method.

### IV. DISCUSSIONS AND CONCLUSIONS

A. Discussions

In this subsection, we will discuss several experimental results. Firstly, in data augmentation experiments, we found that the generated images by GANs are of far less variety when training epochs are under 200, and it costs much time and space to generate images when the size reaches $128 \times 128$. On the contrary, the images generated by the AAE framework are of high quality and rich diversity. Besides, the training process of the AAE framework can be completed in an efficient manner (the stable result can be obtained within 200 epochs, costing less than 3 seconds). What’s more, the FID score of

### TABLE VIII
CONFUSION MATRIX FOR FOUR-CLASS LARGE-SCENE SAR IMAGE DETECTION AND RECOGNITION.

| class | 2S1 | BRDM2 | BTR60 | D7 | None | ACC(%) | FNR(%) | FPR(%) |
|-------|-----|-------|-------|----|------|--------|--------|--------|
| 2S1   | 15  | 0     | 0     | 0  | None | 100    | 0      | 0      |
| BRDM2 | 0   | 13    | 0     | 2  | 0    | 86.67  | 13.33  | 0      |
| BTR60 | 2   | 0     | 13    | 0  | 0    | 86.67  | 0      | 13.33  |
| D7    | 1   | 0     | 0     | 14 | 0    | 93.33  | 0      | 7.14   |
| Average|     |       |       |    |      | 91.67  | 3.33   | 5.12   |
AAE is the lowest compared with GAN-based methods, which proves that the generated images are of richer diversity, thus we choose AAE as our data augmentation method.

Secondly, we conduct an experiment of target recognition on ten-class MSTAR dataset. From Table V, we can see that some targets in class BRDM, BTR60, D7, T62 and BMP2 are recognized as ZSU234, which leads to the decrease of final detection accuracy. The reason for that may be that the background of target ZSU234 is darker than other objects, thus the shadow around the targets may misguide the final judgment, as the recognition depends on the detected region. Besides, the FNR is largely caused by BTR60 since some targets in BTR60 have nearly the same pattern so the network treats the noise as the target, thus it is rather hard to tell them apart. But we can clearly see that the accuracy after data augmentation raises to nearly 99%, and FNR drops from 2.025% to 1.204%, which proves the effectiveness of AAE data augmentation method on small target chips.

Thirdly, in the noise corruption experiment, we can see that our framework exhibits high noise immunity. As shown in Fig. 16, with noise proportion raises up to 20%, the accuracy still remains above 98%. Such superior performance can be explained by the fact that the proposed method is capable of telling the object from its background. As a result, the noise corruption in the background can be further learned as disturbance so that our method can significantly maintain the original object and recognize which category it belongs to.

Finally, the experiment conducted on large-scene images shows that the detection accuracy raises up by 1% and FNR drops by 1%, FPR drops by 0.33% after we simultaneously train the expanded small SAR chips and sliced large-scene SAR images. This can be explained by noticing that the training process of small target chips can make the network learn more about the textural feature of SAR images since the target in small chips is comparatively a rather large object while in large-scene images is only a small object. Therefore, small chips act like a supplementary, assisting the recognition of SAR objects on large-scene images. Besides, the experiment on the more tricky dataset we provided proves that our network learns target textual feature rather than the pure edge information, therefore, it is much more robust. But the false positive cases still remain an intractable problem. We suppose that the following ideas may be able to reduce the false positive cases. 1) Adopting more data augmentation methods on the objects which are easily detected incorrect, enabling the model to learn more diverse target features and enhance the model’s robustness; 2) Methods like hard example mining [48] and focal loss [49] will increase the weight of hard example in training process, which may be beneficial to minimize the false positive cases. While in some situations, however, the shadow may share the same feature with the targets. Under such condition, pre-training can be an effective method to solve this problem. For instance, contrastive learning [50], [51], targeting at learning an encoder that is able to map positive pairs to similar representations while push away those negative samples in the embedding space. In this way, the pre-trained model may have stronger generalization and feature extraction capability, thus effectively distinguishing target from its shadow.

B. Conclusions

In this paper, an efficient and robust deep learning based target detection method has been proposed based on a novel customized learning representations and multi-scale features of SAR images method. The framework of AAE has been employed for advanced data augmentation which was confirmed by a high variety of the generated samples. An automatic labeling method has been proposed to avoid the labor-intensive manual labeling. By jointly training the neural network with the small target chips and large-scene images, the proposed integrated target detector has been proposed to realized multi-ple targets detection and recognition. The experimental results confirmed our method reached competitive accuracy on complex large-scene SAR images with rapid speed. Besides, our method can obtain robust detection performance in terms of the different noise levels, even in the extreme case that the corrupted pixels reach 20%.

It is noted that there are still some potential problems needed to be tackled in the future: 1) The detection accuracy varies among different categories, and some categories, such as BRDM2, are hard to recognize since their feature is similar to the background; 2) It was found that SAR targets have different rotation angles. Therefore, using rotated anchors to perform targets detection may enhance the final detection accuracy.
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