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Short-term traffic flow has the characteristics of complex, changeable, strong timeliness, and so on. So the traditional prediction algorithm is difficult to meet its high real-time and accuracy requirements. In this paper, a multiscale and high-precision LSTM-GASVR short-term traffic flow prediction algorithm is proposed. This method uses 15 min traffic flow data of the first 16 sections as input and completes the data preprocessing operation through reconstruction, normalization, and rising dimension by working day factor; establishing the prediction model based on the long- and short-term memory network (LSTM) and inverse normalization; and proposing the GA-SVR model to optimize the prediction results, so as to realize the real-time high-precision prediction of traffic flow. The prediction experiment is carried out according to the charge data of a toll station in Xi’an, Shaanxi Province, from May 2018 to May 2019. The comparison and analysis of various algorithms show that the prediction algorithm proposed in this paper is 20% higher than the LSTM, GRU, CNN, SAE, ARIMA, and SVR, and the $R^2$ can reach 0.982, the explanatory variance is 0.982, and the MAPE is 0.118. The proposed traffic flow prediction algorithm provides strong support for traffic managers to judge the state of the road network to control traffic and guide traffic flow.

1. Introduction

High-precision and short-term traffic flow forecast shows the future trend of traffic development [1]. For intelligent traffic management, road network planning provides future traffic flow data [2]. It is not only helpful to alleviate traffic congestion, but also important for autonomous vehicles [3]. Traffic flow prediction refers to forecast traffic flow in the next period based on several historical traffic flow data [4]. A prediction one to several hours ahead of schedule is often called a short-term prediction [5, 6]. As a hot theme in Intelligent Transportation [7–9], there were lots of relating research studies about short-term traffic flow prediction. Wang et al. [10] proposed a hybrid short-term traffic speed prediction framework based on empirical mode by decomposition (EMD) and autoregressive integrated moving average (ARIMA) and achieved short-term traffic flow prediction of expressway in different scenarios, but there are great differences in the prediction effect for different types of vehicles. Vasantha Kumar and Vanajakshi [11] developed a SARIMA short-term traffic flow prediction model under constrained data. The model needed high stable data and was weak at generalization. A two-step prediction method based on stochastic differential equation (SDE) was implemented in reference [12], which improves the prediction accuracy of a periodic data, but neglects the prediction effect of periodic traffic flow. Salamantis et al. [13] studied a density-based clustering method which can accurately predict traffic flow under normal and abnormal conditions. The prediction effect is good, but the time complexity is high and the feasibility is slightly lower. Neuhold et al. [14] established a model to predict traffic flow and an algorithm to optimize lane allocation in front of the toll plaza in Austria. The prediction model and optimization algorithm are not site specific and can be applied to different toll plaza or expressway bottlenecks (such as road engineering, transit, and
highway intersections). But for the data that are one-day or one-hour interval traffic flow, this model cannot fully meet the intelligent traffic management needs. A prediction model based on deep recurrent neural network (RNN) was designed in reference [15]. While the prediction effect is better, there are great differences in the prediction effect of a periodic data. Qu et al. [16] used historical traffic flow data and environmental factor data to predict all-day traffic flow based on deep neural networks, using multilayer supervised learning algorithm to train predictors, mining the potential relationship between traffic flow data and key contextual factors, an intermittent training method for reducing training time. But the prediction effect for smaller traffic flow data is poor. In [17], based on the BP neural network to predict the expressway traffic flow, the incentive function of the model is improved, and to some extent, the prediction effect is improved, but it is not suitable for all highways, and the limitation is great. In reference [18], the traffic flow information acquisition technology and combination model of video image analysis were applied to the traffic flow prediction to reduce the error and time for establishment. But the prediction effect is affected by the accuracy of data acquisition and fluctuates greatly. Luo et al. [7] implemented a CNN-SVR (convolutional neural networks-support vector regression) short-term traffic flow prediction model. The Adam optimization algorithm was used to ensure the completeness of the time-space flow characteristics, which reduces the interference of external factors and can effectively predict the traffic flow. However, because the data are relatively single, the generalization ability of the model is not strong. In reference [19], a stationary short-time traffic flow prediction method was proposed. The support vector machine predicts the traffic flow data after stationary, which solves the influence of the asymmetric distribution of the data on the prediction effect, but caused a bad prediction effect of the extreme point. Wang et al. [20] proposed an improved BP neural network model based on thought evolution algorithm. The accuracy of the prediction model was improved by phase space reconstruction of traffic flow time series using chaotic theory. However, because the model uses less data, lacks credibility, and did not consider the prediction effect of special time periods such as holidays, it is not universal. A traffic flow prediction model based on convolutional neural network is implemented in reference [21], and the paper considered the spatial-temporal correlation of regional traffic flow, which improves the prediction accuracy and stability of the model. Only taxi traffic flow data were studied, which do not fully reflect the road state. Previous neural network models used values from previous days or weeks as inputs to predict future traffic flow data [22, 23], and the real time is poor, which exists the problem of gradient vanishing. To address this, LSTM (Long Short-Term Memory) neural network was used to predict traffic flow [24–27], but the influence of commuting traffic flow on urban traffic state was not considered.

Tidal traffic flow phenomenon is one of the important factors causing congestion in toll stations. Accurate and real-time prediction of short-term traffic flow provides strong support for traffic management departments to guide traffic flow. And it plays an important role in the information communication system [28]. This paper presents a multi-scale and high-precision LSTM-GASVR (Long Short-Term Memory Genetic Algorithm Support Vector Regression) short-term traffic flow prediction algorithm. Data preprocessing was utilized to filter, normalize, and reconstruct the data and improve the data dimension by workday flags, which effectively improves the convergence speed and prediction accuracy of the model; building prediction model based on the output LSTM, Long Short-Term Memory network, and GA-SVR model was proposed to optimize the prediction results to achieve real-time and high-precision prediction of short-term traffic flow. The proposed traffic flow prediction algorithm improves the prediction accuracy and stability and improves the generality and feasibility of the traffic flow prediction model.

2. Short Traffic Flow Data Preprocessing

In order to obtain the appropriate amount of data and the required data format, traffic flow data need to be preprocessed by data merging, expanding the amount of data, and data resampling to obtain time traffic volume. The preprocessing of short-term traffic flow data is divided into the following steps, as shown in Figure 1:

(i) Data normalization makes the data model training have better convergence
(ii) Considering the occasional and violent weekend and holiday tidal traffic flow, it is necessary to enhance the data dimension
(iii) Data reconstruction aims to obtain a specific data format

Step 1: extract the data and merge the data for n consecutive months as needed to expand the dataset.
Step 2: resample the data as needed. Table 1 shows the charge data of Shaanxi Provincial Toll Station in August 2018; “STARTTIME” is the computer boot time; the “ENTRYLANE” is the entrance lane number; the “ENTRYTIME” indicates the vehicle entry time; and the “VECHILETYPE” is the vehicle type; 0, 1, and 2, respectively, indicate the uncertain vehicle type, passenger car, and freight car; “VECHILELICENSE” represents the license plate number. To extract the “ENTRYTIME” column of Table 1, we regard one line of data as a vehicle entering the station. These data are resampled according to 15 min, and the data shown in Table 2 are obtained. The “Value” represents the traffic volume within 15 min with the starting time of “Date.”
Step 3: data normalization. For a better convergence of the prediction results and the better results, the data are normalized by the maximum and minimum value standardization, assuming that the x is the traffic volume of a certain period of time, and it is normalized as follows:

\[ x' = \frac{x - \min}{\max - \min} \tag{1} \]
Table 1: Partial data of a toll station in Shaanxi Province.

| Date        | Value |
|-------------|-------|
| 2018/8/1 8:00 | 186   |
| 2018/8/1 8:15 | 239   |
| 2018/8/1 8:30 | 300   |

Table 2: Partial traffic data of 15 min at Qujiang Toll Station, Shaanxi Province.

| Date       | Value |
|------------|-------|
| 2018/8/1 8:30 | 300   |
| 2018/8/1 8:15 | 239   |
| 2018/8/1 8:00 | 186   |
| ...         | ...   |

The prediction results of time series need to evaluate each prediction model through indicators and adjust the parameters, so as to determine the high-precision short-term traffic flow prediction model. Equations (2)–(9) are evaluation indicators of time series prediction [2]. fi represents the predicted value of sample i, yi represents the actual value of sample i, ӯ represents the average value of the real data, and n is the sample size.

① MAE (mean absolute error):

$$\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |f_i - y_i|.$$  

② MSE (mean square error is one of the most commonly used performance measures for regression tasks):

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (f_i - y_i)^2.$$  

③ RMSE (root mean squared error):

$$\text{RMSE} = \sqrt{\text{MSE}} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (f_i - y_i)^2}.$$  

④ MAPE (mean absolute percentage error) often used to measure prediction accuracy:

$$\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - f_i}{y_i} \right|.$$  

⑤ Explanatory variance:

The explanatory variance represents the extent to which the regression model explains the variation of the variance of the dependent variable (i.e., fitting effect of the regression model to the true value), which is a common evaluation index for the regression model:

$$\text{Explained variance}(y, f) = 1 - \frac{\text{Var}[y - f]}{\text{Var}[y]}.$$  

The explanatory variance is between [0, 1], and the closer to 1 indicates the better the prediction effect.

⑥ R² (R-squared):

$$R^2 = 1 - \frac{\text{SSres}}{\text{SStot}}$$
4. Short-Term Traffic Flow Prediction Algorithm Based on LSTM-GASVR

4.1. Optimize the Model Based on GA-SVR. Genetic algorithm (GA) is used to optimize the parameters \((C, \epsilon, r)\) in the SVR model, where the \(C\) is the penalty coefficient, \(r\) is the kernel function coefficient, and \(\epsilon\) is the insensitive coefficient, which has the following main steps:

1. Constructing the chromosome assemblage \((C, \epsilon, r)\) and formulating the fitness calculation function of genetic algorithm
2. Determining the parameters of selection, crossover, mutation, and so on in the GA, and setting the iterative termination condition of the algorithm
3. Initializing the GA and generating the initialization population
4. Calculating individual fitness in chromosome populations
5. Generation of next-generation chromosomes through selection, crossover, variation, etc.

\(R^2\) is the ratio of the sum of squared residuals to the sum of the total deviation squares, indicating the degree to which the regression equation can explain the variation of the dependent variable, and \(R^2\) is the fitting effect of the regression equation on the true value.

The sum of squared residuals:

\[
SS_{res} = \sum_{i=1}^{n} (f_i - y_i)^2.
\]  
(7)

The sum of total deviation squares:

\[
SS_{tot} = \sum_{i=1}^{n} (y_i - \bar{y})^2,
\]  
(8)

\[
R^2 = 1 - \frac{SS_{res}}{SS_{tot}} = 1 - \frac{\sum_{i=1}^{n} (f_i - y_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}.
\]  
(9)

The value of \(R^2\) is between 0 and 1. The closer \(R^2\) is to 1, the more accurate the model and the better the regression prediction effect. It is generally considered that the model fit is higher when \(R^2\) exceeds 0.8.

Because \(\circlearrowleft \circlearrowright \circlearrowleft\) use the mean error, and the mean error is more sensitive to outliers, if there is a large difference between a certain regression value fitted by the regressor and the true value, it will lead to a large average error, which will have a great influence on the final evaluation value, that is, the mean value is not robust. According to Table 4, it is found that the value of \(\circlearrowleft \circlearrowright \circlearrowright \) increases with the increase of \(y_i\), so the reliability is low. By comparing and analyzing the curve fitting effect in Figures 2–13, in combination with the value of evaluation indicators in Tables 4–6, it is found that the evaluation value of \(\circlearrowright \circlearrowright \circlearrowright \) is more consistent with the curve fitting effect. By analyzing and comparing the above evaluation indicators, take \(\circlearrowright \circlearrowright \circlearrowright\) as the main index to evaluate traffic flow prediction and \(\circlearrowright \circlearrowleft\) as the auxiliary index.

### Table 4: Comparison of short-term traffic flow prediction effect at different time intervals.

| Time intervals | \(R^2\) | Explanatory variance | MAPE | MAE | RMSE |
|---------------|--------|---------------------|------|-----|------|
| 5             | 0.980  | 0.980               | 0.232| 7.705| 11.532|
| 10            | 0.979  | 0.981               | 0.186| 13.408| 19.777|
| 15            | 0.982  | 0.982               | 0.160| 21.406| 27.960|
| 20            | 0.980  | 0.980               | 0.156| 28.095| 40.394|
| 25            | 0.974  | 0.977               | 0.219| 36.871| 54.758|
| 30            | 0.971  | 0.972               | 0.168| 49.940| 69.037|

(6) If the iterative termination condition of the algorithm is satisfied or not, jump to (4).

(7) Termination of the iteration to determine the optimal parameters \((C, \epsilon, r)\). Figure 14 shows a flowchart of GA solving SVR optimal parameters \((C, \epsilon, r)\).

4.2. Chromosome Coding. Genetic method is based on chromosome coding, selection, crossover, and mutation, and other operations of the algorithm effectively depend on the chromosome coding method to some extent. Considering that the SVR model parameter selection itself is a constrained problem, we code the SVR model parameter by real number. That is the gene of each chromosome consists of three decimal float.

4.3. Population Initialization. Population number is an important parameter that affects the efficiency and convergence of the algorithm. In this paper, the population size \(\text{pop}\_\text{size}\) is set to 50, and the population initialization state is evenly distributed in the solution space. And \(C \in [275,285]\), \(\epsilon \in [0.4,0.6]\), and \(\sigma \in [0.001,0.003]\).

4.4. Fitness Function Selection. GA is used to find the best parameters of the SVR model, so the fitness function is chosen as average relative error percentage between the prediction results and the actual value, and the fitness function can be designed as follows:

\[
\text{MAPE} = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{y_i - f(x_i)}{y_i} \right|
\]  
(10)

Among them, the MAPE is the average relative error percentage between the prediction results and the actual value of the algorithm. \(t_0\) is the initial time of training data, \(y_i\) represents the actual driving speed of the road at the time \(t_0 + i \times 15\) min, and the prediction result of the time \(t_0 + i \times 15\) min is \(f(x_i)\).

4.5. Selection Operations. The selection operation used in this paper is the combination of roulette and elite strategy. The key of the roulette selection method is to produce offspring population by calculating the probability of each individual appearing in the offspring, that is, the greater the probability of individual selection when the adaptation value is higher. The probability of individual appearance is shown in Table 7. Roulette selection algorithm refers to the
generation of random numbers in the interval \([0, 1)\), which falls within a certain probability interval shown in Table 7, which corresponds to individuals inherited to the next generation. For example, the random number generated is \(0.3\), which corresponds to individual 2, so individual 2 is inherited to the next generation. The disadvantage of this method is that it is easy to fall into local optimum when the range of adaptive value interval is small.

The elite strategy is to keep the better individuals in the last generation population and increases the number of the better individuals so as to guarantee the global optimum, but it is easy to fall into the local optimum when the proportion of the better individuals is large. Elite strategies retain better individuals by copy better individuals into the next generation or cross and mutation better individuals in the population, and we select the latter method.

Therefore, the paper adopts the combination of roulette and elite strategy to keep the better population number in elite strategy proportionally dynamic, so as to get the solution of the population number, as shown in the following equation:

\[
\text{GoodPop}_{\text{size}} = \min \left( \text{Pop}_{\text{size}}, \frac{k \times \text{current}_{\text{Gen}}}{\text{Max}_{\text{Gen}}} \right).
\]  

\(11\)
Figure 4: 15 min LSTM training and prediction. (a) 15 min LSTM loss function and (b) 15 min LSTM prediction results.

Figure 5: 20 min LSTM training and prediction. (a) 20 min LSTM loss function and (b) 20 min LSTM prediction results.

Figure 6: 25 min LSTM training and prediction. (a) 25 min LSTM loss function and (b) 25 min LSTM prediction results.
The GoodPop_size in equation (11) is to retain the number of better individuals, Pop_size represent the number of populations, \( k \) is the sum of the parent and the offspring at each run time of the algorithm, current_Gen is the number of runs of the current algorithm, and Max_Gen is the maximum number of iterations set in advance for the algorithm. Equation (11) provides a corresponding guarantee for the efficiency and optimization performance.

4.6. Genetic Operator Design. Genetic operator mainly includes cross operator and mutation operator. Cross operation is one of the main operations of offspring innovation in GA. By simulating the cross inheritance of chromosome weight, the individual genes are exchanged according to certain probability. The mutation operation is to simulate the process of chromosome compilation and recombination to change some genes in individuals according to certain probability. Cross operator and mutation operator are a way to produce innovation.

4.6.1. Cross Operator. During the evolution of natural organisms, the recombination of biological genetic genes is very important, and cross operators cannot be replaced in GA. The arithmetic cross operator is selected in the paper, as shown in equation (12). \( a \) in equation (12) represents the random number between 0 and 1 of the values of cross probability. \( P_i \) and \( P_{i+1} \) represent gene value \( P_i \) and \( P_{i+1} \) after cross operator, and \( i \) and \( i+1 \) are gene positions:

\[
P'_i = aP_i + (1-a)P_{i+1}, \quad P'_{i+1} = (1-a)P_{i+1} + aP_i.
\]
4.6.2. Mutation Operator. Mutation operator is the operation of changing individual gene value $x_j$ in chromosome population, as shown in equation (13). A random function Random$(a_i, b_i)$ is used to generate a random number, and $a_i$ and $b_i$ are the upper and lower limits of the gene. And a gene position $j$ in the chromosome is set to the value generated by the random function:

$$x_j = \begin{cases} \text{Random}(a_i, b_i), & i = j, \\ x_j, & i \neq j. \end{cases}$$ \hspace{1cm} (13)

4.7. Stop Sign. The stop flag is the maximum number of iterations set for the experiment, and the value is set to 200 in the experiment.

During the GA training as shown in Figure 15, the blue boxes indicates where the optimal value goes up and the optimal value increased to 0.86 after 30 iterations. The red curve in the figure represents the accuracy of the optimal parameter SVR of the prediction model. Because of the elite retention strategy, the green curve gradually approaches red, that is, the average accuracy tends to the optimal value. The SVR model parameters of the final GA tuning parameter ($C, \varepsilon, r$) are (276.7, 0.05998, 0.001595).

4.8. LSTM Prediction of Short-Term Traffic Flow Based on GA-SVR Optimization. Based on the research and analysis of various algorithms, it is found that the LSTM model prediction evaluation index $R^2$ is higher, that is, the fitting degree between the predicted data and the real traffic flow data is higher, which is more consistent with the real data trend, and the prediction results are more reliable. GA-SVR prediction model evaluation index MAPE is smaller, the
model prediction value is closer to the real traffic flow data numerically, and the error is smaller. To balance the fitting degree and error of short-term traffic flow prediction model, this neural network model LSTM combined with SVR is optimized by GA, and the short-term traffic flow prediction model based on LSTM-GASVR is obtained.

The structure of LSTM-GASVR is shown in Figure 16. The neural network is partly composed of the input layer, two layers of LSTM, dropout layer, and full connection layer. The output of the neural network is processed by the SVR to obtain the output results. Next moment workday flags \( h^n \) input to the first layer contain 64 LSTM networks and get 64 features. The 64 features and \( v_0 \), which is the traffic volume of period 0 to form a new vector, then input to the second layer in the network and get 64 features. These characteristics and traffic flow data of the next time step constitute a new vector input to 64 LSTM networks and get 64 LSTM characteristics. And so on, the first LSTM layer outputs \((m + 1) \times 64\) data as input of the second LSTM layer. The output from last time step of the second LSTM will input to the dropout layer; finally, the results will be output by the dense layer of the model. The average of the results and the traffic flow at the previous moment inputs to the SVR model and then outputs the final results. “A in Figure 16” is shown in Figure 17, it is LSTM unit structure. \( C_{t-1} \) is the cell state, \( h_{t-1} \) is the output of the last LSTM, and \( X_t \) is the input of LSTM. \( f_{t}, i_{t}, \) and \( o_t \) are output of forget gate, input gate, and output gate. \( \sigma \) and \( \tanh \) is activation function. \( C_t \) is the new cell state, and \( h_t \) is the output of LSTM. \( t \) means the last moment, and \( t + 1 \) is the current moment.

The LSTM-GASVR prediction process is shown in Figure 18. The input traffic data are preprocessed using MinMaxScaler normalization. According to the current short-term traffic flow data affected by the previous \( m \) data.
and the workday flag, the array is reconstructed to $[m + 1 : 1]$. The data are divided into training set and test set, training set is used to train the model, and test set is used to test the prediction effect of the model. The data input to the neural network composed of LSTM, dropout, and dense, and then training of neural network. And the test data input neural network to make the preliminary prediction. The prediction results are renormalized, and the data are reset to the average of the LSTM model prediction results and the traffic flow at the previous time. The average input SVR model then optimizes the parameters of the model by the GA. After that, SVR model is trained according to the optimal parameters.

Finally, input the test data into the LSTM-GASVR model for prediction, and output the prediction results.

The prediction effect of the LSTM-GASVR model is shown in Figure 19. The time interval of the model is 15 minutes and the time step is 16. The green line in the figure represents the real traffic flow, and the red line represents the LSTM-GASVR model prediction value. It can be seen the prediction results of the LSTM-GASVR model are very close to the real value, which shows slightly higher error of prediction results at peak, but the error is small on the whole. $R^2$ is 0.982, explanatory variance is 0.982, and MAPE is 0.118, and these are evaluation indicators of the model.

#### 5. LSTM Prediction Model Parameter Determination

The batch size is 64, the epoch is 200, and the loss function is “rmsprop” as quantitative in the training of the LSTM model. The optimal performance of the model under different sampling time intervals and time steps is analyzed to determine the optimal sampling interval and time steps.

| Algorithm   | $R^2$ | Explanatory variance | MAPE  | MAE  | RMSE |
|-------------|-------|----------------------|-------|------|------|
| LSTM        | 0.983 | 0.983                | 0.153 | 19.758 | 28.595 |
| GRU         | 0.982 | 0.982                | 0.206 | 20.781 | 27.233 |
| CNN         | 0.952 | 0.962                | 0.293 | 33.297 | 45.206 |
| SAE         | 0.976 | 0.976                | 0.374 | 24.813 | 31.744 |
| ARIMA       | 0.975 | 0.975                | 0.222 | 23.313 | 32.381 |
| GASVR       | 0.966 | 0.967                | 0.144 | 26.092 | 37.995 |
| LSTM-GASVR  | 0.982 | 0.982                | 0.118 | 20.156 | 28.237 |

The batch size is 64, the epoch is 200, and the loss function is “rmsprop” as quantitative in the training of the LSTM model. The optimal performance of the model under different sampling time intervals and time steps is analyzed to determine the optimal sampling interval and time steps.

#### 5. LSTM Prediction Model Parameter Determination

| Algorithm   | $R^2$ | Explanatory variance | MAPE  | MAE  | RMSE |
|-------------|-------|----------------------|-------|------|------|
| LSTM        | 0.983 | 0.983                | 0.153 | 19.758 | 28.595 |
| GRU         | 0.982 | 0.982                | 0.206 | 20.781 | 27.233 |
| CNN         | 0.952 | 0.962                | 0.293 | 33.297 | 45.206 |
| SAE         | 0.976 | 0.976                | 0.374 | 24.813 | 31.744 |
| ARIMA       | 0.975 | 0.975                | 0.222 | 23.313 | 32.381 |
| GASVR       | 0.966 | 0.967                | 0.144 | 26.092 | 37.995 |
| LSTM-GASVR  | 0.982 | 0.982                | 0.118 | 20.156 | 28.237 |

The batch size is 64, the epoch is 200, and the loss function is “rmsprop” as quantitative in the training of the LSTM model. The optimal performance of the model under different sampling time intervals and time steps is analyzed to determine the optimal sampling interval and time steps.

#### 5. LSTM Prediction Model Parameter Determination

The batch size is 64, the epoch is 200, and the loss function is “rmsprop” as quantitative in the training of the LSTM model. The optimal performance of the model under different sampling time intervals and time steps is analyzed to determine the optimal sampling interval and time steps.

![Figure 13: 24 steps LSTM training and prediction.](image)

- **(a)** 24 steps LSTM loss function
- **(b)** 24 steps LSTM prediction results

**Table 5: Comparison of short-term traffic flow prediction effect in different time steps.**

| Time step | $R^2$ | Explanatory variance | MAPE  | MAE  | RMSE |
|-----------|-------|----------------------|-------|------|------|
| 4         | 0.976 | 0.976                | 0.285 | 24.134 | 32.012 |
| 8         | 0.976 | 0.979                | 0.177 | 22.846 | 31.753 |
| 12        | 0.979 | 0.980                | 0.155 | 22.304 | 30.140 |
| 16        | 0.983 | 0.983                | 0.153 | 19.758 | 28.595 |
| 20        | 0.965 | 0.966                | 0.329 | 28.814 | 38.456 |
| 24        | 0.963 | 0.963                | 0.394 | 30.845 | 39.793 |

**Table 6: Comparison of short-term traffic flow prediction effect of different prediction algorithms.**

| Algorithm   | $R^2$ | Explanatory variance | MAPE  | MAE  | RMSE |
|-------------|-------|----------------------|-------|------|------|
| LSTM        | 0.983 | 0.983                | 0.153 | 19.758 | 28.595 |
| GRU         | 0.982 | 0.982                | 0.206 | 20.781 | 27.233 |
| CNN         | 0.952 | 0.962                | 0.293 | 33.297 | 45.206 |
| SAE         | 0.976 | 0.976                | 0.374 | 24.813 | 31.744 |
| ARIMA       | 0.975 | 0.975                | 0.222 | 23.313 | 32.381 |
| GASVR       | 0.966 | 0.967                | 0.144 | 26.092 | 37.995 |
| LSTM-GASVR  | 0.982 | 0.982                | 0.118 | 20.156 | 28.237 |
of 0.002 at 50 epochs. As shown in Figure 3(b), the prediction difference is mostly labeled in the red boxes. From Figure 3, we can see that the LSTM model training speed of 10 min data is slow, and there are some deviations from the prediction results.

The LSTM of the analyzed 15 min downsampling data training is shown in Figure 4(a), and the loss function reaches a stable value of 0.002 at 50 epochs. As shown in Figure 4(b), the part marked by the red boxes is the larger part of the prediction difference. From Figure 4 the 15 min LSTM model has a fast training speed, and the prediction results are general, and the prediction error is large at the peak and fluctuation.

The LSTM, trained under 30 min downsampling data, is shown in Figure 7(a). The loss function reaches a stable value of 0.003 at 75 epochs. As shown in Figure 7(b), the red boxes indicate that the prediction results showed slightly larger error. From the figure, the 30 min LSTM model training speed of the data is slightly slower, the loss function value is higher, the prediction results are general, and the prediction result error is larger at the peak and fluctuation.

Since the difference judgment of the fitting curve is difficult, the prediction results of the LSTM network model with different sampling intervals are again compared and analyzed by various evaluation indexes. As shown in Table 4, the model evaluation trained by the data of 15 min is the best.

5.2. LSTM Prediction Model Time Step Determination.

The LSTM model predicts the short-term traffic flow data of 15 min downsampling with different time steps \( n \) (the current moment is affected by the previous \( n \) moment). The most suitable time step is selected by analyzing the stability of the training process, the value of the loss function, and the curve of the fitting degree of the predicted results to the real value.

The LSTM model is trained with 15-minute interval downsampling data at 4 time steps. Its loss function image is
shown in Figure 8(a), and the loss function is stable around 0.002 at 50 epochs. The prediction results are shown in Figure 8(b). The red boxes are marked with a large prediction difference. The training speed of the LSTM model with 4 time steps is slightly slower, the loss function value is higher, the prediction results are general, and the prediction result error at peak is very high.

Analyzing the 15 min of downsampling data trained at 8 time steps LSTM, as shown in Figure 9(a), the loss function is stabilized around 0.003 at 75 epochs. As shown in Figure 9(b), the part marked in the red boxes shows that the prediction difference is large. The training speed of the LSTM model with 8 time steps is slow, the loss function value is slightly larger, the overall prediction results are general, and the prediction results at peak and fluctuation are obviously poor.

The LSTM model of downsampling data trained at 12 time steps and the loss function are shown in Figure 10(a), the loss function reaches a stable value of 0.002 at 50 epochs, the prediction results are shown in Figure 10(b), and the prediction difference is mostly marked in red boxes. It can be seen from the figure that the LSTM model with 12 time steps has a fast training speed, accurate prediction results, but a large error in the prediction results at the peak and with large fluctuations.

The LSTM model, trained with 15 min interval downsampling data at 16 time steps, is shown in Figure 11(a), and the loss function reaches a stable value of 0.003 at 50 epochs. As shown in Figure 11(b), the red boxes are marked with a
large difference in prediction. The LSTM model with 16 time steps shows better training speed, and the loss function value is low. Overall, the prediction results are accurate, but slightly higher error of prediction results at peak.

The LSTM with downsampling interval of 15 min was trained at 20 time steps. As shown in Figure 12(a), the loss function at 50 epochs is stable at around 0.002. As shown in Figure 12(b), the prediction difference of red boxes part is large. The training speed of LSTM model with 20 time steps is general, the prediction results are general, and the error of peak, fluctuation, and valley bottom part is very high.

The LSTM model were trained of the data sampled at intervals of 15 min at 24 time steps, and the loss function is shown in Figure 13(a), reaching a stable value of 0.003 at 50 epochs. As shown in Figure 13(b), the part marked by the red boxes is the larger part of the prediction difference. From the figure, the training speed of LSTM model with 24 time steps is general, and the predicted results are general. The prediction error is large at the peak and the fluctuation, and the prediction results of the valley bottom are very high too.

The LSTM model predicts the short-term traffic flow data of 15 min downsampling with different time steps \( n \) (the current moment is affected by the previous \( n \) moment). Then, we compare the prediction results according to various evaluation indexes. As shown in Table 5, it is found that the prediction effect of 16 time steps is the best.

The optimal performance of the LSTM model under different sampling time intervals and time steps is analyzed, and the sampling interval is finally determined to be 15 min at 16 time steps. The LSTM model training speed is the fastest at this time, the loss function reaches the stable value at 25 epochs and the loss function value is small, and the prediction accuracy is the highest.

6. Comparative Analysis of Short-Time Traffic Flow Prediction Model

Through LSTM, GRU (gated recurrent unit), CNN (convolutional neural networks), SAE (stacked autoencoder), ARIMA (auto regressive integrated moving average), SVR,
LSTM-GASVR prediction of 15 minutes short time traffic volume, in this paper, the training speed and loss function of LSTM, GRU, CNN, and SAE in training are compared and analyzed, the prediction results of seven algorithms are compared to fit the curve of real value, and the prediction effect is analyzed.

Analyzing the LSTM model trained with the down-sampling interval of 15 min data at the 16 time steps, as shown in Figure 20(a), the loss function reaches a stable value of 0.002 at 25 epochs. As shown in Figure 20(b), the part marked in the red boxes is the larger part of the prediction difference, the training speed of the LSTM model is faster, the prediction results are generally more accurate, and the error of the prediction results at the peak is slightly larger.

The data sampled by 15 min are trained to GRU model at the 16 time steps, and the loss function is stable around 0.002 at 75 epochs as shown in Figure 21(a). As shown in Figure 21(b), the partial prediction difference is marked by the red boxes. From the figure, we can see that the model training speed is general, the prediction accuracy is general, and the prediction result error at the peak is very large.

The 1D CNN model of 15 min downsampling data trained at 16 time steps is analyzed. As shown in Figure 22(a), the 50-epoch training sets get a stable training set loss function value of 0.007, and the validation set loss function stability value of 0.003. As shown in Figure 22(b), the red boxes are marked with a large difference in prediction, the model training speed is general, the loss function value is large, the prediction accuracy is not high, and the prediction error is large.

The SAE model trained with 15 min downsampling data at 16 time steps is analyzed. The loss function reaches a stable value of 0.001 at 100 epochs, as shown in Figure 23(a). As shown in Figure 23(b), the difference in prediction is mostly marked in red boxes, the SAE model training speed is average, the loss function value is small, the prediction accuracy is not high, and the prediction effect is very poor at peak, fluctuation, and turning point.

The ARIMA model and the GASVR model were used to predict 15 min of short-term traffic flow, respectively. The prediction results of the ARIMA model are shown in Figure 24, the red boxes are marked with a large part of the prediction difference, it can be seen that the prediction accuracy of peak value is low, and it takes a long time in the prediction process of the ARIMA model, which does not meet the real-time requirement of short-term traffic flow prediction. As shown in Figure 25, for the prediction results of the GASVR model, the red boxes are marked with a large part of the prediction difference. It can be seen that the prediction accuracy is slightly lower at the peak value, and the GASVR model prediction curve is shifted backward compared with the real value.

In Figure 26, the prediction results of the LSTM-GASVR model show that the model effectively improves the migration phenomenon of the GASVR and improves the accuracy of the LSTM model. These are some differences were marked by the red boxes, the prediction accuracy of the LSTM-GASVR model is not enough at the peak of traffic flow. But it has a little influence on the results of the algorithm, and the LSTM-GASVR model predicted the most accurate results.

The timeliness of the LSTM-GASVR model is normal compared with other algorithms. The prediction time of the model is 0.003 s longer than GASVR, and the time is 2 s shorter than ARIMA. Compared with the LSTM model, the prediction time of the LSTM-GASVR is 0.001 s longer than that of the LSTM model. In addition, compared with CNN, SAE, and GRU models, the LSTM-GASVR model takes time to predict that traffic flow is same almost.

However, the LSTM-GASVR model’s timeliness is normal compared with other algorithms and the accuracy is
Figure 21: GRU training and prediction. (a) GRU loss function and (b) GRU prediction results.

Figure 22: CNN training and prediction. (a) CNN loss function and (b) CNN prediction results.

Figure 23: SAE training and prediction. (a) SAE loss function and (b) SAE prediction results.
According to the above algorithm, the 15-minute downsampling data are predicted, and the prediction results are compared and analyzed according to various evaluation indexes. As shown in Table 6, it is found that the comprehensive prediction effect of the LSTM-GASVR model is the best.

Six prediction algorithms LSTM, GRU, CNN, SAE, GASVR, and LSTM-GASVR are analyzed and compared and the conclusions are summarized in Table 8.

### Table 8: Analysis of short-time traffic flow prediction algorithm for different prediction algorithms.

| Algorithm          | Summary                                                                 |
|--------------------|-------------------------------------------------------------------------|
| LSTM               | The prediction effect is good and timeliness is general, but there are big differences for different models trained |
| GRU                | Simpler than the LSTM structure, but the traffic flow prediction at the turning point is less effective |
| CNN                | It is suitable for predicting stable traffic flow, and the prediction effect is not good when the volatility is large |
| SAE                | SAE model has large prediction error when traffic flow data is small |
| ARIMA              | ARIMA model prediction error is general and timeliness is poor          |
| GASVR              | The prediction effect is good and timeliness is better, but there is a certain shift phenomenon |
| LSTM-GASVR         | The timeliness of the model is normal, and a variety of time interval data prediction effect is better and more stable |

7. Conclusion

Based on the charging data from May 2018 to May 2019 at a toll station around Shaanxi Province, the data normalization and reconstruction are adopted. And the working day flag bit is added to enhance the data dimension and to realize the data preprocessing of short-term traffic flow. Comparing and analyzing the evaluation indexes of various time series, an effective combination evaluation index of short-term traffic flow prediction is established. Through analyzing the neural network prediction model and other machine learning prediction models and using GA to optimize the SVR model parameters, a short-term traffic flow prediction model based on LSTM-GASVR is proposed. By analyzing and comparing different time intervals in the multiple groups of experimental results, we selected 15 min as the time interval, and the time step is 16. This model is used to predict the short-term traffic flow data, and various prediction models are analyzed by combination index. The LSTM-GASVR model has normal timeliness and the best and stable prediction effect, $R^2$ is 0.982, explanatory variance is 0.982, and $MAPE$ is 0.118. The next step is to optimize the prediction accuracy at the peak traffic volume.
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