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Abstract—We propose and analyze a new shadowing field model mean to capture spatial correlations. The interference field associated with this new model is compared to that of the widely used independent shadowing model. Independent shadowing over links is adopted because of the resulting closed forms for performance metrics, and in spite of the well-known fact that the shadowing fields of networks are spatially correlated. The main purpose of this paper is to challenge this independent shadowing approximation. For this, we analyze the interference measured at the origin in networks where 1) nodes which are in the same cell of some random shadowing tessellation share the same shadow, or 2) nodes which share a common mother point in some cluster process share the same shadow. By leveraging stochastic comparison techniques, we give the order relation of the three main user performance metrics, namely coverage probability, Shannon throughput and local delay, under both the correlated and the independent shadowing assumptions. We show that the evaluation of the considered metrics under the independent approximation is systematically pessimistic compared to the correlated shadowing model. The improvement in each metric when adopting the correlated shadow model is quantified and shown to be quite significant.

I. INTRODUCTION

A. Motivation

In wireless system level analysis, most models analyze propagation using distance-based path loss functions [1], [2]. Such a modeling is justified in the free space case but does not capture real-world environments with obstacles. By introducing a shadowing term, it is possible to model the effect of obstacle blockage. This term accounts for the fact that the received signal power is strongly attenuated by obstacles on the propagation path between transmitter and receiver. For a single link, this attenuation is typically modeled by a lognormal distribution [2], which is justified by the multiplicative blockage loss and the central limit theorem [3]. However, this does neither capture the fact that nearby links are often blocked by common obstacles nor the fact that the shadowing statistics highly depend on the spatial geometry of obstacles.

Stochastic geometry has been widely studied to analyze the performance of both infrastructure (e.g., cellular) and infrastructureless (e.g., D2D) networks. The papers in this research field provide highly tractable performance evaluation results in several scenarios. Since shadowing is a significant part of wireless communication, it is important to incorporate this feature in stochastic geometric models. However, as explained above, even though the shadowing effect is spatially correlated in real networks [4], most previous stochastic geometric models assume that shadowing is spatially independent over links.

The main purpose of this paper is to question this independence assumption and to analyze the effect of correlated shadowing fields when using stochastic geometry. For this, we provide the Laplace transforms of the interference associated with Poisson networks under spatially correlated and independent shadowing assumptions, and prove general ordering relations between them. Using the Laplace stochastic ordering [5], we also give the ordering of some important performance metrics of the two shadowing models. Especially when the metric is coverage probability, Shannon throughput or local delay, we show that the performance metric under the independent shadowing is in fact always evaluated in a pessimistic way compared to the correlated case.

B. Related Works

1) Correlated Shadowing: In real networks, shadowing fields are spatially correlated [2]. However, few generative or tractable models have been proposed to represent this correlation. Gudmundson proposed the first model of correlation [4] to model the lognormal shadowing random process between a fixed base station and a moving user by an autoregressive process with an exponentially decaying autocorrelation. As a result, the spatial dependence of shadowing can be formulated by joint Gaussian distributions. The multi-base station [6] and multi-hop network [7] cases were also considered based on similar ideas. This approach also forms the basis of the models suggested by the 3GPP [8] and the 802.11 standardization groups [9].

These models have shortcomings. It is hard to give a clear physical interpretation to the joint Gaussian distribution used to model spatially correlated shadowing. These models give limited intuition on large and dense wireless networks. Also, complex simulation platforms are required.

2) Stochastic Geometry and Shadowing Models: Over the past decades, stochastic geometric models, and most notably the planar Poisson point process (PPP) model, have become popular for the analysis of network performance in wireless communications, in both the D2D [10]–[13] and the cellular contexts [14]–[16]. While an independent shadowing field can easily be incorporated into the basic models [17]–[19], there is no known approach to combine general stochastic geometry...
models with correlated shadowing where links at nearby locations can be blocked by the same physical obstacles. Recently, by using a Poisson line process, correlated shadowing fields of urban networks \cite{20, 21} and inbuilding networks \cite{22} have been analyzed in a way taking this correlation into account. However, these models use blockage-based path loss functions and fail taking the distance based-term into account.

3) Comparison of Point Processes: Stochastic comparison tools have been used to investigate the clustering properties among point processes by evaluation of the Ripley K function, the pair-correlation function or the empty space function \cite{23}. To quantify the impact of clustering properties among point processes, the directionally convex order on point processes \cite{24} and the properties of positive and negative association \cite{25, 26} have been proposed. This was for instance used to compare certain point processes with the Poisson point process \cite{27}.

In this paper, we consider a new type of comparison which is that of interference fields when a shadowing random field is introduced to model the blockage effects. We compare the cases where this random field is spatially correlated or not. Other propagation effects such as reflection are not considered.

C. Problem Statement and Main Contributions

As already explained, most of the previous research papers assigned shadowing variables to links independently by using an empirical distribution \cite{2} or based on link length when topology is incorporated \cite{17}–\cite{19}. We will call these models (spatially) independent shadowing models.

A typical instance of the independent shadowing model is provided in \cite{19}. Under this model, both the centers of blockages and the base stations are deployed as Poisson point processes. The shadowing random variable of a given link is determined by an independent Poisson random variable with mean proportional to the length of the link.

In contrast, in the present paper, in order to represent the spatial correlation property, we assign some shadowing value based on the obstacle topology. For example, in Fig. 1 obstacles are random segments and the plane is divided into cells in which all base stations are blocked by the same number of obstacles, when seen from the origin. Such cells are not necessarily convex but connected. Another example is depicted in Fig. 2 when the base stations form a cluster process. In this network, we assign the same shadowing random variable to the base stations which share the same mother point. In contrast to the situation of Fig. 1, even very close-by points can have different shadowing random variables. This is meant to model the situation where each cluster is located at a different altitude and has different shadowing properties. From these observations, we introduce the concept of Shadowing cell where base stations in the same Shadowing cell have the same shadowing random variable. Each base station should not belong to more than one Shadowing cell.

The main question of this paper is the comparison of the interference distribution under the correlated and the independent shadowing models in the stochastic ordering sense. To provide a fair comparison, we use the same marginal shadowing laws in both cases. We compute the Laplace transforms of the interference observed by the typical user which is located at the origin under these two models, and we then provide the ordering relation of the three metrics for the typical user, i.e., 1) coverage probability, 2) Shannon throughput, and 3) local delay. We show that these three metrics are completely monotone functions of the interference. From well known results on the relation between the Laplace transform ordering and completely monotone functions, we obtain the ordering relations under the two shadowing assumptions.

For the case where base stations form either a homogeneous Poisson point process or a Matérn cluster process on $\mathbb{R}^2$, we provide exact expressions for the Laplace transform of interference. These expressions are provided conditioned on the Shadowing cells, but provide a general ordering relation of the above metrics by deconditioning. Especially, if the Shadowing cells are Matérn disks \cite{28}, we can obtain further closed form expressions by deconditioning with respect to the Shadowing cells.

Our key findings can be summarized as follows:

- We provide closed-form expressions for the Laplace transform of the interference measured at the origin under the two shadowing assumptions for some generic network examples.
- We investigate the Laplace transforms of interference and their ordering relationship for point processes with the same point configuration but different joint shadowing distributions.
- By using the Laplace stochastic ordering and the formalism of completely monotone functions, we also give the ordering relation of the three key performance metrics under the two different shadowing assumptions.

II. LAPLACE STOCHASTIC ORDERING AND COMPLETELY MONOTONE FUNCTIONS

We first introduce some mathematical preliminaries. The following results and definitions are borrowed from \cite{29}. They will be used to investigate the ordering of the network performance metrics in the next sections.

Definition 1 (Laplace stochastic ordering): Let $X$ and $Y$ be random variables in $\mathbb{R}^+$. $X$ is said to be less than $Y$ in the Laplace stochastic ordering (written $X \preceq_L Y$), if the Laplace transforms $\mathcal{L}_X(s) = \mathbb{E}[e^{-sX}]$ and $\mathcal{L}_Y(s) = \mathbb{E}[e^{-sY}]$ satisfy

$$\mathcal{L}_X(s) \geq \mathcal{L}_Y(s) \quad \text{for all } s > 0. \quad (1)$$

Definition 2 (Completely monotone function): A real function $f$ is called completely monotone if all its derivatives $f^{(n)}$ exist and satisfy

$$(-1)^n f^{(n)}(x) \geq 0 \quad \text{for all } x \text{ and for all } n = 0, 1, 2, \ldots \quad (2)$$

Example 1: The following functions are completely monotone:

$$e^{-\alpha x}, \quad \text{for } \alpha > 0; \quad \frac{1}{(\lambda + \mu x)^\nu}, \quad \text{for } \lambda, \mu, \nu > 0;$$
\[
\ln \left( b + \frac{c}{x + d} \right), \quad \text{for } b \geq 1, c, d \geq 0.
\]

Remark 1: If \( f(x) \) and \( g(x) \) are completely monotone functions, so are following functions:

\[
a f(x) + b g(x), \quad \text{with } a, b \geq 0, \\
f(x) g(x), \quad f^{(2m)}(x), \quad - f^{(2m+1)}(x).
\]

The following theorem states the connection between the expectation of completely monotone functions and the Laplace transform order.

**Theorem 1:** \( X \leq_L Y \) holds if and only if

\[
\mathbb{E} f(X) \geq \mathbb{E} f(Y),
\]

for all functions \( f \) with a completely monotone derivative, for which the integral exists.

**Proof:** See [29].

\[
\square
\]

III. SYSTEM MODEL

A. Network Model, Signal Model and Interference

In this paper, we consider a generic point process which features an infinite collection of base stations scattered on the 2-dimensional Euclidean space \((\mathbb{R}^2)\). Let \( \Phi = \{X_i\} \) be the point process giving the locations of base stations. This point process is assumed stationary and with intensity \( \lambda \). A typical user is located at the origin \((o)\) of \( \mathbb{R}^2 \). To circumvent technical difficulties, we assume that the serving base station of the typical user is not part of the point process, \( \Phi \).

We use a path-loss model based on a distance-based power law. The received signal power at \( y \) from \( x \) \((x \in \mathbb{R}^2)\) is

\[
P_{x\rightarrow y} = P_{TX} h_{xy} S_{xy} d_{xy}^{-\alpha},
\]

where \( P_{TX} \) is the transmit power, \( h_{xy} \), \( S_{xy} \) and \( d_{xy} \) are the channel fading coefficient, the shadowing coefficient, and the length of the channel from \( x \) to \( y \), respectively. Here, \( \alpha \) is the path-loss exponent. We assume \( \alpha > 2 \). Without loss of generality, we assume \( P_{TX} = 1 \), since this does not affect the signal to interference power plus noise ratio (SINR) distribution after proper rescaling of the thermal noise power. The fading coefficients of different links are assumed independent and we also assume all links are subject to Rayleigh fading, which is caused by multipath reception. The channel fading coefficients are hence modeled as exponential random variables, \((\text{i.e.}, h_{xy} \sim \exp(1))\). We introduce a separate term \( S_{xy} \) to model the blockage effect. Since we only compute the sum interference measured at \( o \), for simple notation, we use \( h_x, S_x \) and \( d_x \) for representing the fading coefficient, the shadowing coefficient, and the distance of channel from \( x \) to \( o \).

In previous wireless stochastic geometric research, the shadowing random variable, \( S_x \), is either following a log-normal distribution or is a function of the length of that link which implicitly counts the number of obstacles. However, these assumptions cannot capture common blockages by the same obstacles. In contrast, the correlated shadowing model we propose is obtained by assigning the shadowing random variables in function of the obstacle topology. For example, in Fig. 1 there are 2 common blockages between all points of region \( R_3 \) and the origin, which defines the correlated shadowing field. One of the main simplifications in this paper is to only consider blockage and to ignore other effects such as scattering, reflection and so on.

Let \( \{R_i\}_{i \in \mathbb{N}} \) be the set of shadowing cells in which base stations share a common shadowing random variable to the origin. One example is illustrated in Fig. 1. In this example, the shadowing cells are determined by the position of the end points of the segments. Here, shadowing cells are connected but not necessarily convex. Another example is given in Fig. 2 where \( \Phi \) is a Matérn cluster process. In this example, each \( R_i \) is a logical partition which is a set of daughter points sharing a common mother point. We assume that each mother point assigns a common shadowing variable to her daughter points. Further, instead of the realization of obstacles, consider a network in which the base stations with the same shadow are clustered. By assigning a shadow random variable \( S_x \) to all \( x \in R_i \), namely by taking \( S_x = S_i \) for all \( x \in R_i \), it is possible to give different shadowing properties to different clusters.

For a fair comparison between the correlated and the independent shadowing fields, in both models, we use the same shadowing probability law for the points in the same shadow cell. The main difference between these two shadow assumptions is that the shadowing random variables are pathwise the same for all points in the same shadowing cell under the correlated shadowing, while they are i.i.d. under the independent shadowing model.

We provide results for general \( T_i \), but for computational analysis, we consider some specific examples. For example, we will consider the case where the shadowing random variable of all base station in \( R_i \) by \( T_i = K^{n_i} \), where \( K(<1) \) is the attenuation factor and \( n_i \) is the number of obstacles between the typical user and base stations in \( R_i \). Another possible scenario is that where we pick a representative point for each \( R_i \) and assign the shadowing random variable as a function of the link length between this point and the origin.

Associated with a point process \( \Phi \), the interference field measured at the typical user is defined as

\[
I(o) \triangleq \sum_{x \in \Phi} P_{x\rightarrow o} = \sum_{x \in \Phi \cap R_i} h_x T_{i,x} d_x^{-\alpha},
\]

where \( T_{i,x} \) follows the distribution \( f_{T_i} (\cdot) \). \( T_{i,x} \) is the shadowing coefficient of \( x \) seen by the typical user when \( x \) is in \( R_i \).

Under the correlated model, \( T_{i,x} = T_i \) for all \( x \in R_i \), while under the independent model, the random variables \( T_{i,x} \) are i.i.d. The main comparison results bear on the difference of the distribution of \( I(o) \) under independent and correlated \( S_x \).

B. SINR Distribution and Performance Metrics

The performance metrics we consider are all related to the SINR of the typical user, which is defined as

\[
\text{SINR}_o = \frac{P_{o\rightarrow o}}{\sum_{i \in \Phi \cap R_i} h_x T_{i,x} d_x^{-\alpha} + N},
\]

where \( P_{o\rightarrow o} \) is the transmit power at the typical user.
This model requires a time-space structure.

In this setting, the realization of the set of transmitters $\Phi$ remains unchanged over time, while channel coefficients vary over time. More precisely, for a sequence of time slots $n = 1, 2, \ldots$, $\Phi(n) = \Phi$, where $\Phi(n)$ is the transmitter process at time $n$ but $h_{xy}(n)$ for all $x, y \in \mathbb{R}^2$ are i.i.d. channel random variables with respect to $n$.

The local delay given $\Phi$ is defined as the first $n$ when the SINR of the typical link at the $n$-th time is larger than some threshold $T$, i.e.,

$$L_\Phi = \inf\{n \geq 1 : \text{SINR}_o[n] \geq T|\Phi\}. \quad (8)$$

Here, $\text{SINR}_o[n]$ is the typical user’s SINR measured at time $n$:

$$\text{SINR}_o[n] = \frac{h_{xy}[n]T_\delta d_{xy}^{-\alpha}}{\sum_i \sum_{x \in \Phi \cap R_i} h_x T_{ix} d_{ix}^{-\alpha} + N}, \quad (9)$$

where $h_{xy}[n]$, $T_y$, $d_y$ are the fading coefficient of the link between $y$ and the typical user at time $n$, the shadowing random variable of $y$ seen by the typical user, and the link length between $y$ and the typical user, respectively, where $y \in \{x \in \Phi, \delta \text{ (serving base station)}\}$.

IV. INTERFERENCE FIELD OF POISSON SHADOWING WITH COMMON RANDOMNESS

In this section, we provide the Laplace transforms of the interference field at the origin under Poisson assumptions for both the correlated and the independent shadowing fields.

There are several types of Poisson networks modeling both cellular and ad-hoc networks. We mainly consider two types of networks where $\Phi$ is modeled by 1) a homogeneous PPP or 2) a Poisson cluster process (PCP). These point processes are widely used to model communication networks [14], [31]. We denote the interference measured at the origin under the homogeneous PPP model with the independent and the correlated shadowing by $I_{\text{ind,pp}}(o)$ and $I_{\text{cor,pp}}(o)$, respectively, and by $I_{\text{ind,c}}(o)$ and $I_{\text{cor,c}}(o)$ under the homogeneous PCP model, respectively.

A. Poisson Point Process Network Model

Consider the case where $\Phi$ is a homogeneous PPP.

**Theorem 2:** When $\Phi$ is a homogeneous PPP with intensity $\lambda$ and the channels are subject to Rayleigh fading, the conditional Laplace transforms of $I(o)$ given the shadowing cells $\{R_i\}$ are

$$\mathcal{L}_{I_{\text{ind,pp}}(o)\mid \{R_i\}}(s) = \prod_i \exp \left(-\lambda \int_{R_i} \left(1 - \mathbb{E}_{T_i} \left[\frac{1}{1 + s\|x\|^{-\alpha}T_i}\right]\right) dx\right), \quad (10)$$

under the independent shadowing assumption, and

$$\mathcal{L}_{I_{\text{cor,pp}}(o)\mid \{R_i\}}(s) = \prod_i \mathbb{E}_{T_i} \left[\exp \left(-\lambda \int_{R_i} \left(1 - \frac{1}{1 + s\|x\|^{-\alpha}T_i}\right) dx\right)\right], \quad (11)$$

under the correlated shadowing assumption.

**Proof:** See Appendix B
Corollary 1: The mean interferences observed by the typical user under the correlated shadowing and the independent shadowing are the same.

\[ \mathbb{E}[I_{cor,p}(o)] = \mathbb{E}[I_{ind,p}(o)]. \] (12)

The means of the interference fields under the two shadowing assumptions are the same. This substantiates the claim of fairness of the comparison between the two shadowing assumptions.

Corollary 2: The variance of the interferences observed by the typical user under the correlated shadowing and the independent shadowing satisfy

\[ \text{var}[I_{cor,p}(o)] \geq \text{var}[I_{ind,p}(o)]. \] (13)

Proof: The mean and variance of a random variable can be obtained by differentiating its Laplace transform at \( s = 0 \).

\[ \mathbb{E}[X] = -\frac{d}{ds} \mathcal{L}(s)|_{s=0}, \]

\[ \text{var}[X] = \mathbb{E}[X^2] - (\mathbb{E}[X])^2 = \frac{d^2}{ds^2} \mathcal{L}(s)|_{s=0} - \left( \frac{d}{ds} \mathcal{L}(s)|_{s=0} \right)^2. \] (15)

By leveraging these relations, we can obtain the conditional mean and the variance of the interference given the shadowing cell \( \{R_i\}_{i \in \mathbb{N}} \) as

\[ \mathbb{E}[I_{cor,p}(o) \mid \{R_i\}_{i \in \mathbb{N}}] = \mathbb{E}[I_{ind,p}(o) \mid \{R_i\}_{i \in \mathbb{N}}] \]

\[ \lambda \sum_{i \in \mathbb{N}} \mathbb{E}[T_i] \int_{R_i} x^{-\alpha} dx, \] (16)

\[ \text{var}[I_{ind,p}(o) \mid \{R_i\}_{i \in \mathbb{N}}] \]

\[ = 2\lambda \sum_{i \in \mathbb{N}} \mathbb{E}[T_i^2] \int_{R_i} x^{-2\alpha} dx + \lambda^2 \sum_{i \in \mathbb{N}} \mathbb{E}[T_i]^2 \left( \int_{R_i} x^{-\alpha} dx \right)^2, \] (17)

\[ \text{var}[I_{cor,p}(o) \mid \{R_i\}_{i \in \mathbb{N}}] - \text{var}[I_{ind,p}(o) \mid \{R_i\}_{i \in \mathbb{N}}] \]

\[ = \lambda^2 \sum_{i \in \mathbb{N}} \text{var}[T_i] \left( \int_{R_i} x^{-\alpha} dx \right)^2 \geq 0. \] (18)

We obtain (12) and (13) by deconditioning with respect to \( \{R_i\}_{i \in \mathbb{N}} \).

Remark 2: When two random variables, \( X \) and \( Y \) have the same mean but \( X \) has bigger variance, the Laplace transform of \( X \) is bigger than that of \( Y \) for very small \( s \). This comes from a Taylor series expansion of \( e^{-s} \), and higher order terms are neglected for small \( s \). So, for small \( s \), \( \mathcal{L}_{I_{cor,p}}(s) \geq \mathcal{L}_{I_{ind,p}}(s) \). We can obtain the following and stronger ordering relation in the next corollary.

Theorem 3: For all \( s > 0 \),

\[ \mathcal{L}_{I_{cor,p}}(s) \geq \mathcal{L}_{I_{ind,p}}(s). \] (19)

Proof: This relation simply comes from Jensen’s inequality by comparing Equations (10) and (11). We obtain (19) by deconditioning with respect to \( \{R_i\}_{i \in \mathbb{N}^+} \).

Remark 3: From Corollary 2, the difference between \( \text{var}[I_{cor,p}(o) \mid \{R_i\}_{i \in \mathbb{N}}] \) and \( \text{var}[I_{ind,p}(o) \mid \{R_i\}_{i \in \mathbb{N}}] \) is

\[ \lambda^2 \sum_{i \in \mathbb{N}} \text{var}[T_i] \left( \int_{R_i} x^{-\alpha} dx \right)^2. \] Since \( \text{var}[T_i] \neq 0 \), equality holds if and only if \( \left( \int_{R_i} x^{-\alpha} dx \right)^2 \). This is achieved when the sizes of each \( R_i \) goes to zero. This relates to the fact that when all \( R_i \) are very small, all points have independent shadowing random variables almost surely and the model converges to the independent model.

B. Matérn Cluster Process Network Model

The PCP model is also widely used in wireless communications. Especially in urban networks, users tend to move to hot spot areas and this is quite well represented by PCPs. In this model, we assume the shadowing cells are equivalent to the collection of daughter areas sharing the same mother area. This is a quite reasonable assumption since the mother point can be thought as the representative point of that area. As already explained, two daughter points with different mother points may be close in the Euclidean sense and yet have different shadows; we may think of this as the situation where these transmitters are at different heights and hence have different shadowing.

There are several types of PCP models. In what follows, we mainly consider the Matérn cluster process. In this model, the daughter points are uniformly located in a disk with radius \( r_d \) centered on its mother point. However, the result may be generalized to other PCP models by changing the function \( f(\cdot) \). The only assumption on \( f(\cdot) \) is that \( \int_{\mathbb{R}^2} f(x) dx < \infty \), which means the mean number of daughter points per mother point is finite. \( f(\cdot) \) is used below to represent the density of the first moment measure of daughter points relative to their mother point.

We denote the density of the mother point process by \( \lambda_m \), and each mother point has some daughter point process which is a nonhomogeneous point process with intensity \( \frac{\lambda_m}{\pi r_d^2} \) in a disk of radius \( r_d \) centered on the mother point, and 0 outside. So, the density of the PCP is \( \lambda_m \cdot \lambda_d \).

Let \( T_y \) be the shadowing random variable of the shadowing cell centered at \( y \).

Theorem 4: In the Poisson cluster process with independent marks on each cluster, under independent shadowing, the Laplace transform of the interference measured at the typical user is

\[ \mathcal{L}_{I_{ind,c,c}}(s) \]

\[ = \exp \left( - \lambda_m \int_{\mathbb{R}^2} \left[ 1 - \exp \left( - \lambda_d \int_{\mathbb{R}^2} \frac{1}{1 + s(|x+y|^{-\alpha}T_y)} f(x) dx \right) \right] dy \right). \] (20)

where

\[ f(x) = \begin{cases} \frac{1}{r_d}, & \text{if } ||x|| \leq r_d \\ 0, & \text{otherwise}. \end{cases} \] (21)
In the Poisson cluster process with under correlated shadowing, the Laplace transform of the interference measured at the typical point is
\[
\mathcal{L}_{I_{\text{cor},c}(o)}(s) = \exp \left( -\lambda_m \int_{\mathbb{R}^2} \left[ 1 - \mathbb{E}_{T_y} \left[ \exp \left( -\lambda_d \int_{\mathbb{R}^2} \left( 1 - \frac{1}{1 + \pi(x+y)^{-\alpha} T_y} \right) f(x) dx \right) \right] \right] dy \right). \tag{22}
\]

**Proof:** See Appendix C.

**Theorem 5:** As in Theorem we can obtain the following ordering relation by Jensen’s inequality.
\[
\mathcal{L}_{I_{\text{cor},c}(o)}(s) \geq \mathcal{L}_{I_{\text{ind},c}(o)}(s). \tag{23}
\]

**Corollary 3:** The mean interferences observed by the typical user under the correlated shadowing and the independent shadowing are
\[
\mathbb{E}[I_{\text{cor},c}(o)] = \mathbb{E}[I_{\text{ind},c}(o)] = \lambda_m \lambda_d \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \mathbb{E}[T_y]|x+y|^{-\alpha} f(x) dxdy. \tag{24}
\]

**Corollary 4:** The variances of the interference observed by the typical user under the correlated shadowing and the independent shadowing are
\[
\text{var}[I_{\text{ind},c}(o)] = 2\lambda_m \lambda_d \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \mathbb{E}[T_y^2]|x+y|^{-2\alpha} f(x) dxdy \\
+ \lambda_m \lambda_d^2 \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} |x+y|^{-2\alpha} \mathbb{E}[T_y]^2 f(x) dxdy, \tag{25}
\]
\[
\text{var}[I_{\text{cor},c}(o)] = \text{var}[I_{\text{ind},c}(o)] + \lambda_m \lambda_d^2 \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} |x+y|^{-2\alpha} \text{var}[T_y] f(x) dxdy. \tag{26}
\]

**Remark 4:** When \( \lambda = \lambda_m \lambda_d \) is fixed, as \( \lambda_m \) increases (or equivalently as \( \lambda_d \) decreases), the variances become the same. Since as \( \lambda_d \) decreases, the shadowing random variable of points become more independent and the correlated model converges to the independent one.

**V. PERFORMANCE METRICS ANALYSIS**

We are now in a position to give the ordering of the network performance metrics for the correlated and the independent shadowing field models.

**A. Coverage Probability**

In our network models, we assume that the serving base station of the typical user, \( \delta \), is not included in \( \Phi \). We assume that the distance between the typical user and \( \delta \) is \( d_{\text{link}} \). The links between \( x \in \Phi \) and the typical user are assumed to be subject to Rayleigh fading, whereas the channel between \( \delta \) and the typical user is subject to any of the following fading conditions.

1) **Rayleigh Fading:** The instantaneous signal power is an exponential random variable with mean 1. So, the coverage probability under Rayleigh fading is
\[
\mathbb{P}[\text{SINR}_o > \theta] = \mathcal{L}_{I(o)}(s)|_{s = \frac{\theta}{\text{link}}}. \tag{27}
\]

2) **Rician Fading:** Rician fading is similar to Rayleigh fading except for the existence of a dominant component. This component, for instance, can be the line-of-sight wave. When the power ratio of the dominant component over the other component, the so called Rician factor, is \( \kappa \), the coverage probability is
\[
\mathbb{P}[\text{SINR}_o > \theta] = e^{-\kappa} \sum_{n=0}^{\infty} \left(-1\right)^n \frac{\kappa^n \theta^n}{n!} \int_{0}^{\infty} \frac{d}{ds} \mathcal{L}_{I(o)}(s)|_{s = \frac{\theta}{\text{link}}}, \tag{28}
\]
which comes from the CCDF of Rician distribution.

Since the Laplace transform of a random variable \( X \), \( \mathcal{L}_X(s) = \mathbb{E}[e^{-sx}] \), is a completely monotone function, from Remark 4, the expressions in Equations (27), (28) are also completely monotone functions. So, we can apply Theorem 1 to get the following ordering relations of coverage probabilities under these fading cases.

**Theorem 6:** When the channel fading of the signaling link is Rayleigh or Rician, the coverage probability under correlated shadowing is better than under independent shadowing for all \( \theta \geq 0 \):
\[
\mathbb{P}[\text{SINR}_{o,\text{cor}} > \theta] \geq \mathbb{P}[\text{SINR}_{o,\text{ind}} > \theta], \tag{29}
\]
where \( \text{SINR}_{o,\text{cor}} \) and \( \text{SINR}_{o,\text{ind}} \) are the SINR measured at the typical user under the correlated and the independent shadowing field, respectively.

**B. Shannon Throughput**

Shannon throughput is one more example of completely monotone functions of interference. The following ordering result then follows:

**Theorem 7:** The mean Shannon throughput is always larger under the correlated shadowing than under the independent shadowing, i.e.,
\[
\mathbb{E}[\log_2(1 + \text{SINR}_{o,\text{cor}})] \geq \mathbb{E}[\log_2(1 + \text{SINR}_{o,\text{ind}})]. \tag{30}
\]

**C. Local Delay**

**Lemma 1:** Let \( I = \sum_{x \in \Phi} G_i / l(|X_i|) \) denote the spatial interference field measured at the typical user, where \( \Phi \) is some homogeneous PPP with intensity \( \lambda \) on \( \mathbb{R}^2 \), \( \{G_i\} \) are i.i.d. random variables with Laplace transform \( \mathcal{L}_G(s) \) and \( l(r) \) is any response function. Let \( \mathcal{L}_I(s|\Phi) = \mathbb{E}[e^{-x|\Phi|}] \) denote the conditional Laplace transform of \( I \) given \( \Phi \). Then,
\[
\mathbb{E} \left[ \frac{1}{\mathcal{L}_I(s|\Phi)} \right] = \exp \left( -2\pi \lambda \int_{0}^{\infty} v \left( 1 - \frac{1}{\mathcal{L}_G(s/l(v))} \right) dv \right). \tag{31}
\]

The proof can be found in [30].

We now give the local delay expression under fast Rayleigh fading. Fast Rayleigh fading is the case where fading coefficients are resampled at every time slot.
where

\[ N \]

is the local delay of the tagged user. Since the local delay is proportional to the inverse of the local delay given \( \Phi \), we can conclude that

\[ \mathbb{E}[L_{\Phi}] = \exp(N \theta d_{\text{link}}^{-\alpha} (\mathcal{L}_{1} \theta d_{\text{link}}^{-\alpha}))^{-1}, \]

(32)

where \( N \) is the thermal noise power, \( l(\cdot) \) is the path-loss function and \( d_{\text{link}} \) is the distance between the typical receiver and its associated transmitter.

Proof: In the fast Rayleigh fading case,

\[ \mathbb{P}[F d_{\text{link}}^{-\alpha} \geq \theta (N + I(\Phi))] = \exp(-N \theta d_{\text{link}}^{-\alpha} \mathcal{L}_{1} \theta d_{\text{link}}^{-\alpha}), \]

where \( F \) is the Rayleigh fading coefficient of the serving base station with mean 1. So, the conditional expectation of the local delay given \( \Phi \) is

\[ \mathbb{E}[L_{\Phi}] = \sum_{n \geq 1} \mathbb{P}[L \geq n | \Phi] = \sum_{n \geq 1} (1 - \exp(-N \theta d_{\text{link}}^{-\alpha} \mathcal{L}_{1} \theta d_{\text{link}}^{-\alpha}))^{n-1} = \exp(N \theta d_{\text{link}}^{-\alpha} (\mathcal{L}_{1} \theta d_{\text{link}}^{-\alpha}))^{-1}. \]

(33)

Corollary 5: From Theorem 8, we can conclude that

\[ \mathbb{E}[L_{\text{cor}}(\Phi)] \leq \mathbb{E}[L_{\text{ind}}(\Phi)], \]

(34)

since the local delay is proportional to the inverse of the Laplace transform.

VI. Computational Results

A. Comparison Settings

1) Poisson Point Process on Grid Shadowing Tessellations: For the shadowing tessellation case, we focus on the example of Fig. 5 where \( \{R_i\} \) consists of squares with length \( \varDelta \) and the origin is located at the center of one square.

We consider three cases: \( \varDelta = 1, 5, 15 \) with \( \alpha = 4 \), \( \lambda = 1, 5 \), \( K = 0.1 \). For the correlated shadowing model, as \( \varDelta \) increases, more points will be in a square, which implies more points will share the same shadowing random variable. As \( \varDelta \) goes to zero, the shadowing random variables of different points become independent and the model converges to that in [19].

Denote the square which contains the origin by \( R_{00} \), and label the other squares by their relative positions with respect to \( R_{00} \) as on Fig. 5. We denote the shadowing random variable of \( R_{ij} \) by \( T_{ij} \) and assume \( T_{ij} = K^{r_{ij}} \), where \( 0 \leq K \leq 1 \) and \( r_{ij} \) is a Poisson random variable with mean \( \lambda_b \sqrt{\varDelta^2 + j^2} \). Here, \( K \) is the attenuation factor when signal crosses an obstacle, and \( r_{ij} \) is the number of obstacles between the origin to any point in \( R_{ij} \). In numerical evaluation, we assume \( K = 0.1 \).

Remark 5: In Remark 3 and 4, we showed that the variance of the correlated model converges to that of the independent model as the sizes of all \( R_i \) or \( \lambda_m \) decrease. From Fig. 4 and 5, we can observe more general results about the convergence of higher order moments of interference between the two shadowing assumptions. The coverage probability is proportional to the Laplace transform with some positive argument when
the link between the typical user and the serving base station is subject to Rayleigh fading, since
\[
\mathbb{P} \left( \frac{h d^{-\alpha}_{\text{link}}}{T + N} > T \right) = e^{-d_{\text{link}}^\alpha} \times \mathcal{L}_I(s) \Big|_{s = T d_{\text{link}}^\alpha},
\]
where \( h \sim \exp(1) \) is the channel fading coefficient. In Fig. 4 and 5 the gap of coverage probability between the two shadowing assumptions is reduced as \( \Delta \) (equivalently \( R_i \)) decreases or \( \lambda_d \) decreases. From these experimental results, we can see that the Laplace transforms (or equivalently higher order moments) of the interference of the two shadowing models become asymptotically similar.

Now, we provide the coverage probability results of the well known network example which is discussed in [19]. The base stations form a homogeneous PPP with a density \( \lambda \) and the obstacles are represented by a Boolean model [22], where the centers of obstacles are distributed as a homogeneous PPP with intensity \( \lambda_b \). We assume the obstacles are line segments with length \( l \). See Fig. 1. For this network, we use the path loss model presented in (4) under both the correlated and the independent shadowing. Further, we assume the shadowing random variable of base station \( x \in \Phi \) seen by the typical user is \( K^{N_x} \), where \( 0 < K < 1 \) is the attenuation factor and \( N_x \) is the number of obstacles on the path between \( x \) and the typical user.

In Fig. 6 we give the simulation results on the independent setting and the Monte Carlo simulation of the ground truth. Under the independent setting, \( N_x \) is distributed as a Poisson random variable with a mean \( \sum_{x} 2 \lambda_b \times \text{length of } \Phi_x \). Under the Monte Carlo simulation, we deploy all bases stations and obstacles, and count \( N_x \) for each \( x \in \Phi \) of the realized network. For both cases, we assume \( \lambda = 1, K = 0.01, N = 0 \) and consider the cases with \( (\lambda_b, l) = (0.1, 5), (0.5, 5) \), and \( (0.5, 10) \), and assume all channels are subject to Rayleigh fading. Further, we assume \( d_{\text{link}} = 0.5 \) with no obstacles.

Again, from Fig. 6 we can see that the coverage probability under the correlated model is better than that under the independent approximation. Also, as \( \lambda_b \) or \( l \) increase, the coverage probability becomes larger since more interference power is blocked by obstacles. For a quantitative result, we pick the case with \( (\lambda_b, l) = (0.5, 5) \). In this case, the Monte Carlo simulation of the ground truth compared to the independent approximation is 23% better at 0dB and 79% better at 10dB.

2) Shannon Throughput: We summarize the result for Shannon throughput under the models of Sec. VI-A1 and VI-A2 in Table I. The network setting is the same as that of Fig. 4 and Fig. 5. For both models, the mean Shannon throughput under the correlated shadowing is larger than that under the independent approximation as shown in Theorem 7. As for the coverage probability, as \( \Delta \) and \( \lambda_d \) decrease, the Shannon throughput of the correlated case converges to that of the independent approximation. Under the model in Sec. VI-A1, the mean Shannon rate of the correlated case compared to that of the independent approximation is from 2% to 72% better as \( \Delta \) increases from 1 to 15, and under the model in Sec. VI-A2 the benefits of the correlated case over the independent approximation ranges from 6% to 27% as \( \lambda_d \) increases from 1 to 10.

3) Local Delay: Fig. 7 and Fig. 8 illustrate the local delays under the models introduced in Sec. VI-A and Sec. VI-B. In both figures, the \( x \)-axis is in dB scale for a better visualization, and the \( y \)-axis is the probability that the local delay is larger than \( x \). For example, in Fig. 7 when \( \Delta = 5 \) under the independent case, the probability that the local delay is larger than 1 is 0.45. From this interpretation, we can see that the local delay under the correlated case is less than that under the independent approximation. The probabilities that the local delay is larger than 1 under the correlated case are from 3.3% to 11.7% below those under the independent approximation when \( \Delta = 1.15 \) in Fig. 7 and from 1.7% to 7.6% when \( \lambda_d = 1.10 \) in Fig. 8.

For both figures, we can see that the probabilities that the local delay exceeds 100 are nonzero. We consider that if a network with a given topology cannot succeed in transmitting a packet in 100 time slots, it is possible to transmit packets in that topology.
In Equation (35), we have:

\[ L_\Phi(f) = \mathbb{E}[e^{-\sum_{x \in X} f(x,M_x)}] = \exp \left( -\lambda \int_{\mathbb{R}^2} \left( 1 - \int_{\mathbb{R}^l} e^{-f(x,M)} F_x(dM) \right) \right), \tag{36} \]

for all functions \( f : \mathbb{R}^{2+l} \to \mathbb{R}^+ \).

From Lemmas 2 and 3, we can obtain the Laplace transform of the interference fields of Poisson networks. There are several types of Poisson networks modeling both cellular and ad-hoc networks. We mainly consider two types of networks where \( \Phi \) is modeled by 1) a homogeneous PPP or 2) a Poisson cluster process (PCP). These are widely used point processes to model communication networks. We denote the interference measured at the origin under the homogeneous PPP model with the independent and the correlated shadowing by \( I_{ind,p}(o) \) and \( I_{cor,p}(o) \), respectively, and by \( I_{ind,c}(o) \) and \( I_{cor,c}(o) \) under the homogeneous PCP model, respectively.

**APPENDIX B**

**PROOF OF THEOREM 2**

When \( \Phi \) is a homogeneous PPP with intensity \( \lambda \), the conditional Laplace transform of \( I_{ind,p}(o) \) given \( \{R_i\} \) is

\[ L_{I_{ind,p}(o)|\{R_i\}}(s) = \mathbb{E}[e^{-sI_{ind,p}(o)}|\{R_i\}] = \mathbb{E}[e^{-s\sum_{x \in \Phi} h_x S_x d_x^{-\alpha}|\{R_i\}}] = \mathbb{E}[e^{-s\sum_{x \in \Phi \cap R_i} h_x T_i d_x^{-\alpha}|\{R_i\}}]. \]

By deconditioning \( h_x \sim \exp(1) \) and using Lemma 3, the conditional Laplace transform of \( I_{ind,p}(o) \) given \( \{R_i\} \) becomes

\[ L_{I_{ind,p}(o)|\{R_i\}}(s) = \prod_i \exp \left( -\lambda \int_{R_i} \left( 1 - \mathbb{E}_{T_i,h_x} \left[ e^{s h_x \|x\|^{-\alpha} T_i} \right] dx \right) \right) \]

In the same manner, we can obtain the Laplace transform of \( I_{cor,p}(o) \) as

\[ L_{I_{cor,p}(o)|\{R_i\}}(s) = \prod_i \mathbb{E}_{T_i} \left[ e^{-s\sum_{x \in \Phi \cap R_i} h_x T_i d_x^{-\alpha}} \right] \]

**APPENDIX A**

**PROBABILITY GENERATING FUNCTIONAL OF A POISSON POINT PROCESS**

We first give a classical lemma for the probability generating functional (PGFL) \( \mathbb{E}\left[ \prod_{x \in \Phi} f(x_i) \right] \) of a Poisson point process (PPP).

**Lemma 2:** Let \( \Phi \) be a homogeneous PPP with intensity \( \lambda \) on \( \mathbb{R}^2 \) and \( f(\cdot) : \mathbb{R}^2 \to [0, 1] \). Then,

\[ \mathbb{E}\left[ \prod_{x \in \Phi} f(x_i) \right] = \exp \left( -\lambda \int_{\mathbb{R}^2} (1 - f(x)) dx \right). \tag{35} \]

In Equation (35), \( X_i \) denotes both point \( X_i \) and its coordinate.

For the proofs in the next chapter, we state the definition of an independent marking of a point process \( [\ref{marking}] \) and a lemma.

**Definition 3 (Independently marked point process):** A marked point process is said to be independently marked if, given the location of the points, the marks are mutually independent random vectors, and if the conditional distribution of mark \( M_i \) of a point \( x_i \in \Phi \) depends only on the location of \( x_i \) it is attached to; i.e., \( \mathbb{P}[M_i \in A|\Phi] = \mathbb{P}[M_i \in A|x_i] = F_{x_i}(dM) \) for some probability kernel function.

**Lemma 3:** For an independently marked homogeneous PPP with density \( \lambda \) on \( \mathbb{R}^2 \) and marks with distribution \( F_x(dM) \) on \( \mathbb{R}^l \), its Laplace transform is

\[ L_\Phi(f) = \mathbb{E}[e^{-\sum_{x \in X} f(x,M_x)}] = \exp \left( -\lambda \int_{\mathbb{R}^2} \left( 1 - \int_{\mathbb{R}^l} e^{-f(x,M)} F_x(dM) \right) \right), \tag{36} \]

Fig. 7: Local delay under the model in Sec. [IV-A]

Fig. 8: Local delay under the model in Sec. [IV-B]

**VII. CONCLUSIONS**

In this paper, we analyzed the impact of correlated shadowing fields using stochastic geometry and stochastic ordering. We have shown that the Laplace transform of the interference experienced by the typical user is always larger than under the independent approximation. From this Laplace stochastic ordering, we could derive further ordering results on network performance. The main result is that when ignoring the spatial correlations of shadowing, widely used metrics such as coverage probability, Shannon throughput, local delay are systematically evaluated in a pessimistic way. For better understanding this physical phenomenon, we have provided two network examples where we could derive the exact Laplace transform of the interference distribution under the correlated and independent assumptions. By using the fact that the three key metrics are completely monotone functions, we could also prove ordering results on these metrics under the two shadowing settings.
\[= \prod_i \mathbb{E}_{T_i} \left[ \exp \left( -\lambda \int_{R_i} \left( 1 - \frac{1}{1 + s\|x\|^{-\alpha T_i}} \right) dx \right) \right]. \quad (38)\]

The main difference between (37) and (38) is the location of the expectation, \(\mathbb{E}_{T_i}\).

**Appendix C**

**Proof of Theorem 4**

For a given mother point, its daughter points and their common shadowing random variable (for the correlated case) or their i.i.d. shadowing random variables are independent mark of the mother point. So, by applying Lemma 5 we can obtain the Laplace transform of interference.

Let \(\Phi\) be the Mat\'er cluster process with a Mat\'ern radius \(R_d\), the intensity of mother Poisson point process \(\lambda_m\), and the mean number of daughter points per mother \(\lambda_d\). The generating functional of Mat\'ern process is also given by [23].

\[
\mathbb{E}\left[ \prod_{x \in \Phi} g(x) \right] = \exp \left( -\lambda_m \int_{\mathbb{R}^2} \left[ 1 - M \left( \int_{\mathbb{R}^2} g(x+y)f(y)dy \right) dx \right) \right), \quad (39)
\]

where \(M(z) = \exp(-\lambda_d(1-z))\) and \(f(\cdot)\) is in (21).

Under the independent shadowing field, the Laplace transform of \(I_{\text{ind},c}(0)\) is

\[
\mathcal{L}_{I_{\text{ind},c}(0)}(s) = \mathbb{E}[e^{-sI_{\text{ind},c}(0)}] = \mathbb{E}\left[ \prod_{x \in \Phi} e^{-sh_xS_x\|x\|^{-\alpha}} \right]
\]

\[
\overset{(a)}{=} \exp \left( -\lambda_m \int_{\mathbb{R}^2} \left[ 1 - M \left( \mathbb{E}_{h_x,T_y} \left[ \int_{\mathbb{R}^2} h_xT_y\|x+y\|^{-\alpha} f(y)dy \right] dx \right) \right) \right)
\]

\[
\overset{(b)}{=} \exp \left( -\lambda_m \int_{\mathbb{R}^2} \left[ 1 - \exp \left( -\lambda_d \int_{\mathbb{R}^2} \left( 1 - \mathbb{E}_{T_y} \left[ \frac{1}{1 + s\|x+y\|^{-\alpha T_y}} \right] f(x)dx \right) dy \right) \right) \right). \quad (40)
\]

where (a) comes from Lemma 3 and (39), and (b) is by deconditioning the channel fading coefficient \(h_x\) and the shadowing random variable \(T_y\). In the same manner, the Laplace transform of \(I_{\text{cor},c}(0)\) is obtained as

\[
\mathcal{L}_{I_{\text{cor},c}(0)}(s) = \exp \left( -\lambda_m \int_{\mathbb{R}^2} \left[ 1 - \mathbb{E}_{T_y} \left[ \exp \left( -\lambda_d \int_{\mathbb{R}^2} \left( 1 - \frac{1}{1 + s\|x+y\|^{-\alpha T_y}} \right) f(x)dx \right) \right) \right) \right) \right). \quad (41)
\]

As in Theorem 2 the main difference is the location of the expectation of \(T_y\) induced by common and independent random variables.
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