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Abstract. In this paper we study composition operators on discrete spaces $L^2(\mu)$. We establish the classification of underlying graphs of such operators. We obtain the characterization of $m$-isometric composition operators such that the underlying graph has one cycle. The paper contains also the solution of the Cauchy dual subnormality problem in the class of such composition operators.

1. Introduction

The composition operators form the important class of operators. The study of such a class of operators is motivated by the Banach-Stone theorem (see [9]), which states that a linear surjective isometry between spaces of continuous functions on compact spaces is in fact a weighted composition operators. The composition operators appear also naturally in ergodic theory (so-called Koopman operator, which is a composition operator induced by measure-preserving transformation). The class of composition operators has been studied extensively for a long time (see e.g. [22], [27]). In [12] Budzyński et.al. presented an example of unbounded non-hyponormal composition operators having graph with one cycle, which generates the Stieltjes moment sequence. In [24] Pietrzycki obtained an analytic model for a weighted composition operator on discrete space under the assumption that the underlying graph of this operator has finite branching index.

$m$-isometric operators were introduced by Agler in [2] and investigated in details in [3] (as well as its subsequent parts). From that time on there have been published many papers devoted to study properties of $m$-isometries (see e.g. [11], [8], [29], [17], [19]). In [1] and [10] $m$-isometric weighted shifts were studied and, eventually, the characterization of weights of $m$-isometric shift by real monic polynomials of degree at most $m - 1$ was obtained (see [1] Theorem 1). In [18] Jabłoński and Kośmider investigated $m$-isometricity of composition operator on discrete space such that the graph associated to this operator has one cycle and one branching point.
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The Cauchy dual $T' = T(T^*T)^{-1}$ of a left-invertible operator $T \in \mathcal{B}(H)$ was introduced by Shimorin in [26] on the occasion of his study of Wold-type decompositions. From [7, Proposition 6] it follows that the Cauchy dual of a completely hyperexpansive weighted shift is always a subnormal contraction. In [13] there was posed a question whether it is true for every completely hyperexpansive operator. In [5] Chavan et. al. were considering this problem in the more restricted class of 2-isometries and obtained a negative answer. They also provided several sufficient conditions for 2-isometry to have subnormal Cauchy dual. The Cauchy dual subnormality problem was studied also in [6] and [14].

The present paper is devoted to study $m$-isometric composition operators on discrete spaces in a more general setting than in [18]. It is organized as follows. In Section 2 we introduce the notation and recall basic definitions and some standard results needed in further parts of the paper. The aim of Section 3 is to fully classify self-maps of a countable set. If we associate a certain graph to such a map, it turns out that if this graph is assumed to be connected, then there are only two possibilities for its geometry: either this graph is a rootless directed tree or it consists of rooted directed trees connected by a cycle (see Theorem 3.5). In Section 5 we investigate the composition operators (viewed as certain weighted shifts) connected to graphs of the second type, that is, the ones having a cycle. We generalize the results presented in [18], where the very particular case of graph with a cycle and the only one branching point was studied. The assumption that the graph has a cycle allows us to obtain certain recursive formulas (see Lemma 4.4), which are key tools in further considerations. The main result of Section 5 is Theorem 5.5, which gives us the characterization of $m$-isometricity in terms of the rank of certain matrices. We also prove that the notions of complete hyperexpansivity and 2-isometricity coincide in the class of composition operators having graphs with one cycle. Section 6 is devoted to study the Cauchy dual subnormality problem for 2-isometric composition operators on graphs with one cycle. In Theorem 6.2 the surprising characterization of composition operators having subnormal Cauchy dual is presented. It turns out that if the Cauchy dual is subnormal, then for every vertex $v$ lying on the cycle the measure representing the sequence $\left(\|T^n e_v\|^2\right)_{n=0}^{\infty}$ is two-atomic. Using this result, we provide an example of a composition operator on graph with one cycle, for which the Cauchy dual is not subnormal.

2. Preliminaries

Denote by $\mathbb{N}$ and $\mathbb{Z}$ the set of non-negative integers and integers, respectively and by $\mathbb{R}$ and $\mathbb{C}$ the field of real and complex numbers, respectively. For $p \in \mathbb{N}$ we set

$$\mathbb{N}_p = \{n \in \mathbb{N} : n \geq p\}.$$ 

If $K \in \{\mathbb{R}, \mathbb{C}\}$, then $K_n[x]$ stands for the set of all polynomials of degree at most $n$ with coefficients in $K$. From the binomial formula we can derive the following simple fact.

**Observation 2.1.** If $p \in K_n[x]$ for some $n \in \mathbb{N}_1$ and $\kappa \in K$, then

$$p(\cdot) - p(\cdot + \kappa) \in K_{n-1}[x].$$

The next lemma will play a crucial role in our considerations.
Lemma 2.2. Let \( m \in \mathbb{N}_1 \). Suppose \((p_i)_{i=0}^\infty \subset \mathbb{K}_m[x]\) and for every \( i \in \mathbb{N} \) write \( p_i(x) = \sum_{k=0}^m a_k^{(i)} x^k \). Assume that for every \( k \in \mathbb{N} \cap [0,m] \) the series
\[
b_k := \sum_{i=0}^\infty a_k^{(i)}
\]
is absolutely convergent. Then the series
\[
p(x) := \sum_{i=0}^\infty p_i(x)
\]
is absolutely convergent for every \( x \in \mathbb{K} \) and \( p \in \mathbb{K}_m[x] \). Moreover,
\[
p(x) = \sum_{i=0}^m b_k x^k, \quad x \in \mathbb{R}.
\]

Proof. If \( x \in \mathbb{K} \) and \( n \in \mathbb{N} \), then
\[
\sum_{i=0}^n |p_i(x)| \leq \sum_{k=0}^m |x|^k \sum_{i=0}^n |a_k^{(i)}|.
\]
Hence, the series (2.1) is absolutely convergent. Set \( q(x) = \sum_{k=0}^m b_k x^k, \quad x \in \mathbb{K} \). For every \( x \in \mathbb{K} \) we have
\[
\sum_{i=0}^n p_i(x) = \sum_{k=0}^m x^k \sum_{i=0}^n a_k^{(i)} \rightarrow \sum_{k=0}^m b_k x^k = q(x).
\]
Thus, \( p(x) = q(x) \) for \( x \in \mathbb{K} \). Consequently, \( p \in \mathbb{K}_m[x] \).

For a topological space \( X \) we denote by \( \mathcal{B}(X) \) the \( \sigma \)-algebra of Borel subsets of \( X \); if \( x \in X \), then by \( \delta_x \) we denote the Dirac delta measure. For \( A \subset X \), \( \chi_A \) stands for characteristic function of \( A \); we abbreviate \( \chi_x = \chi_x(x) \) for \( x \in X \). If \( H \) is a complex Hilbert space, then \( \mathcal{B}(H) \) stands for the \( C^* \)-algebra of all linear and bounded operators on \( H \).

By a discrete measure space we mean a pair \((X, \mu)\), where \( X \) is an at most countable set and \( \mu : 2^X \rightarrow [0, \infty] \) is a positive measure on \( X \) such that \( \mu(\{x\}) \in (0, \infty) \) for every \( x \in X \); for simplicity we write \( \mu(x) := \mu(\{x\}) \) for \( x \in X \). If \( (X, \mu) \) is a discrete measure space and \( T : X \rightarrow X \) is a transformation on \( X \), then \( \mu \circ T^{-1} \) is absolutely continuous with respect to \( \mu \), where \( \mu \circ T^{-1} : 2^X \rightarrow [0, \infty] \) is a positive measure on \( X \) defined by
\[
\mu \circ T^{-1}(A) = \mu(T^{-1}(A)), \quad A \subset X.
\]
Denote by \( h_T \) the Radon-Nikodym derivative of \( \mu \circ T^{-1} \) with respect to \( \mu \); we can easily compute that
\[
h_T(x) = \frac{\mu(T^{-1}(\{x\}))}{\mu(x)}, \quad x \in X.
\]
Assuming additionally that \( h_T \in L^\infty(\mu) \), we define the composition operator \( C_T \in \mathcal{B}(L^2(\mu)) \) as follows:
\[
C_T f = f \circ T, \quad f \in L^2(\mu).
\]

For more details about general theory of composition operators we refer to [22].

We say that \( S \in \mathcal{B}(H) \) is normal if \( S^* S = SS^* \); \( S \) is called subnormal if there exists a Hilbert space \( K \) containing (an isometric embedding of) \( H \) and a normal
operator $N \in \mathcal{B}(K)$ such that $N|_{H} = S$. Recall that $S \in \mathcal{B}(H)$ is completely hyperexpansive if
\[
\sum_{k=0}^{n} (-1)^{k} \binom{n}{k} S^{k} S^{k} \leq 0, \quad n \in \mathbb{N}_{1}.
\]
We say that $S \in \mathcal{B}(H)$ is $m$-isometric ($m \in \mathbb{N}_{1}$), if
\[
\sum_{k=0}^{m} (-1)^{m-k} \binom{m}{k} S^{k} S^{k} = 0.
\]
For an at most countable set $V$ we define
\[
\ell^{2}(V) = \left\{ f : V \to V \mid \sum_{v \in V} |f(v)|^{2} < \infty \right\} ;
\]
this is a Hilbert space with the norm given by:
\[
\|f\| = \sqrt{\sum_{v \in V} |f(v)|^{2}}, \quad f \in \ell^{2}(V).
\]
The vectors $e_{v}$ ($v \in V$) defined as follows:
\[
e_{v}(u) = \begin{cases} 1, & \text{if } u = v \\ 0, & \text{otherwise} \end{cases},
\]
form an orthonormal basis of $\ell^{2}(V)$.

In the subsequent part of this section we introduce some basic notions of graph theory (for more details see \cite{23} and \cite{4}). By a directed graph we mean a pair $G = (V, E)$, where $V$ is a non-empty at most countable set and $E \subseteq V \times V$; elements of $V$ are called vertices and elements of $E$ are called edges. Every pair $G_{1} = (V_{1}, E_{1})$ such that $V_{1} \subseteq V$ and $E_{1} \subseteq (V_{1} \times V_{1}) \cap E$ is called a subgraph of $G$. For a vertex $v \in V$ we define its in-degree, out-degree and degree as follows:
\[
\deg_{\text{in}} v = \#\{w \in V : (w, v) \in E\} \\
\deg_{\text{out}} v = \#\{w \in V : (v, w) \in E\} \\
\deg v = \deg_{\text{in}} v + \deg_{\text{out}} v.
\]
If $v, w \in V$, then a path from $v$ to $w$ in $G$ is a sequence $(v_{0}, \ldots, v_{k}) \subseteq V$ such that $v_{0} = v$, $v_{k} = w$ and $(v_{i}, v_{i+1}) \in E$ for every $i \in \mathbb{N} \cap [0, k-1]$. A path $(v_{0}, \ldots, v_{k})$ is called a cycle if $v_{0} = v_{k}$; the cycle is said to be simple if the vertices $v_{j}$ ($j \in \mathbb{N} \cap [0, k-1]$) are distinct.

Graph $G$ is said to be connected if for every two distinct vertices $v, w \in V$ there exists a sequence $(v_{0}, \ldots, v_{k}) \subseteq V$ such that $v_{0} = v$, $v_{k} = w$ and $(v_{i}, v_{i+1}) \in \tilde{E}$ for $i \in \mathbb{N} \cap [0, k-1]$, where
\[
\tilde{E} = \{(v, w) \subseteq V : (v, w) \in E \lor (w, v) \in E\}.
\]
If $G = (V, E)$ is a directed graph, then its subgraph $G_{1} = (V_{1}, E_{1})$ is called a connected component if $G_{1}$ is connected and for each connected subgraph $G'_{1} = (V'_{1}, E'_{1})$ of $G$ satisfying $V_{1} \subseteq V'_{1}$ and $E_{1} \subseteq E'_{1}$ we have $G_{1} = G'_{1}$. In other words, connected components of $G$ are maximal connected subgraphs of $G$.

A connected graph $G = (V, E)$ is called a directed tree if $G$ has no cycles and for every $v \in V$ we have $\deg_{\text{in}} v \leq 1$. If $G$ is a directed tree, then there is at most one vertex $\omega \in V$ such that $\deg_{\text{in}} \omega = 0$; if it exists, we call this vertex the root of
G (see [13 Proposition 2.1.1]). The reader can verify that for rooted directed trees the following induction principle holds.

**Lemma 2.3.** Let \( G = (V, E) \) be a directed tree with root \( \omega \). Let \( V' \subseteq V \) satisfy the following conditions:

(i) \( \omega \in V' \),

(ii) for every \( v \in V' \) we have \( \{ u \in V : (v, u) \in E \} \subseteq V' \).

Then \( V' = V \).

We say that a graph \( G \) is strongly connected if for any two distinct vertices \( v, w \in V \) there is a path from \( v \) to \( w \) and a path from \( w \) to \( v \) (in other words, \( v \) and \( w \) lie on a common cycle). For a directed graph \( G = (V, E) \) we define a relation \( SC_G \subset V \times V \) in the following way: \( (v, w) \in SC_G \) if and only if either \( v = w \) or there exists a path from \( v \) to \( w \) in \( G \) and a path from \( w \) to \( v \) in \( G \). It is a matter of routine to verify that \( SC_G \) is an equivalence relation on \( V \). Each equivalence class \( C \subset V \) of \( SC_G \) induces a subgraph \( G_C = (C, E_C) \), where \( E_C = E \cap (C \times C) \), which is called a strongly connected component of \( G \).

### 3. Classification of graphs of self-maps of countable sets

In [15] Lemma 4.3.1] there was proved that weighted shifts on rootless directed trees with positive weights are unitarily equivalent to composition operators on certain discrete spaces (see also [12 Lemma 3.1.4]). In [12 Theorem 3.2.1] the authors classified composition operators on discrete spaces, for which the associated graph is connected and has at most one vertex of out-degree greater than 1. In [28 Proposition 2.4] composition operators on graphs with the property that every vertex has out-degree 1 are characterized. In this section, using graph-theoretical approach, we give the full classification of graphs of self-maps of at most countable set. This classification was mentioned in [24 p.898]; however, the proof was not provided there.

Suppose \( X \) is an at most countable set and \( T : X \to X \) is a transformation on \( X \); for \( x \in X \) we abbreviate: \( Tx = T(x) \). Consider the graph \( G_T = (V_T, E_T) \), where \( V_T = X \) and \( E_T = T^{-1} = \{(Tx, x) : x \in X\} \). In the next few results we investigate the geometry of graph \( G_T \).

**Observation 3.1.** Suppose \( X \) is an at most countable set and \( T : X \to X \). Then, for every \( v \in V_T \) we have \( \deg v = 1 \). Moreover, if for \( v, w \in V_T \), \( v \neq w \), there exists a path from \( v \) to \( w \), then there is the unique path from \( v \) to \( w \) consisting of distinct vertices.

**Proof.** The first part can be easily derived from the definition of \( G_T \). Let us prove the ”moreover” part. Obviously, we can always find a path from \( v \) to \( w \) consisting of distinct vertices, so we only have to prove uniqueness. Let \( v = v_0, v_1, \ldots, v_n, v_{n+1} = w \) and \( v = u_0, u_1, u_2, \ldots, u_m, u_{m+1} = w \) be paths connecting \( v \) and \( w \) such that \( v_j \neq u_k \) for every \( j, k \in \mathbb{N} \cap [0, n+1] \), \( j \neq k \) and \( u_j \neq u_k \), \( j, k \in \mathbb{N} \cap [0, m+1] \) for every \( j \neq k \); without loss of generality we can assume \( n \leq m \). Since \( \deg w = 1 \), we have that \( v_n = u_m \). Proceeding by induction, we can show that \( v_{n-k} = u_{m-k} \) for all \( k \in \mathbb{N} \cap [0, n] \). In particular, we have \( v_0 = u_{m-n} \). This, by the choice of \( u_0, \ldots, u_m \), implies that \( m = n \) and \( v_j = u_j \) for all \( j \in \mathbb{N} \cap [0, n] \). \( \square \)
The proceeding results reveal the structure of strongly connected components of $G_T$. Lemma 3.2 shows that every connected component of $G_T$ may contain at most one non-trivial strongly connected component.

**Lemma 3.2.** Suppose $X$ is an at most countable set and $T : X \to X$ is such that $G_T$ is connected. Then $G_T$ contains at most one strongly connected component $G_0$ with non-empty set of edges (that is, $G_0 \neq (\{v\}, \emptyset)$, where $v \in V_T$).

**Proof.** Suppose to the contrary that $G_0 = (V_0, E_0)$ and $G_1 = (V_1, E_1)$ are two different strongly connected components of $G_T$ with non-empty sets of edges. Obviously, $V_0 \cap V_1 = \emptyset$. Let $v_0 \in V_0$ and $v_1 \in V_1$. We will show that there exists a path from $v_0$ to $v_1$. Since $G_T$ is connected, there exists a sequence $(u_0, \ldots, u_{n+1}) \subset V_T$ ($n \in \mathbb{N}$) such that $u_0 = v_0$, $u_{n+1} = v_1$ and \{1, $u_k, u_{k+1}\} \in \tilde{E}_T$ for every $k \in \mathbb{N} \cap [0, n]$.

If $(u_1, v_0) \in \tilde{E}_T$, then from the fact that $G_0$ is strongly connected, $E_0 \neq \emptyset$ and $\deg_{\text{in}} u_1 \geq 1$ we obtain that $u_1 \in V_0$. This implies that there exists a path from $v_0$ to $u_1$ in $G_T$. Hence, possibly after extending a sequence $(u_0, \ldots, u_{n+1})$, without loss of generality we can assume that $(u_0, u_1) \in \tilde{E}_T$. If $(u_k, u_{k+1}) \in \tilde{E}_T$ for every $k \in \mathbb{N} \cap [0, n]$, then the sequence $(u_0, \ldots, u_{n+1})$ is the path from $v_0$ to $v_1$. Suppose that it is not the case; in particular, $n \geq 1$. Set $k_0 = \min\{k \in \mathbb{N} \cap [1, n]: (u_{k+1}, u_k) \in \tilde{E}_T\}$.

Since $(u_{k+1}, u_k) \in \tilde{E}_T$, $(u_{k-1}, u_k) \in \tilde{E}_T$ and $\deg_{\text{in}} u_k = 1$, it follows that $u_{k+1} = u_{k-1}$. If $k_0 = n$, then we have $u_{n-1} = u_{n+1} = v_1$. Thus, $(u_0, \ldots, u_{n+1})$ is the path from $v_0$ to $v_1$. If $k_0 < n$, then the sequence $(u'_0, \ldots, u'_{n}) = (u_0, \ldots, u_{k_0-1}, u_{k_0+2}, \ldots, u_{n+1})$ have the property that $(u'_k, u'_{k+1}) \in \tilde{E}_T$ for every $k \in \mathbb{N} \cap [0, n-1]$, so the above procedure can be applied to this sequence. Proceeding this way, we eventually obtain the path from $v_0$ to $v_1$. By symmetry, there exists also a path from $v_1$ to $v_0$. Since $G_0$ and $G_1$ are strongly connected, we have $v_1 \in V_0$ and $v_0 \in V_1$, which is a contradiction.

The next result shows that non-trivial strongly connected components of $G_T$ are of very special type.

**Lemma 3.3.** Suppose $X$ is an at most countable set and $T : X \to X$ is such that $G_T$ is connected and has a unique strongly connected component $G_0 = (V_0, E_0)$ with non-empty set of edges. Then $G_0$ is a simple cycle.

**Proof.** If $\#V_0 = 1$, then the conclusion obviously holds. Assume $\#V_0 \geq 2$. Let $v, w \in V_0$, $v \neq w$. By the strong connectedness of $G_0$, $v$ and $w$ lie on the common cycle; we will prove that this cycle is actually the whole graph $G_0$. By Observation 3.1 there exist paths from $v$ to $w$ and $w$ to $v$ consisting of distinct vertices; call by $v = v_0, v_1, \ldots, v_n, v_{n+1} = w$ the vertices of such a path from $v$ to $w$ and by $w = w_0, w_1, \ldots, w_m, w_{m+1} = v$ the vertices of such a path from $w$ to $v$. Set $V' = \{v, v_1, \ldots, v_n, w, w_1, \ldots, w_m\} \subset V_0$. It is enough to show that $V' = V_0$. Suppose to the contrary that it is not the case and let $u \in V_0 \setminus V'$. Let $u = u_0, u_1, \ldots, u_k, u_{k+1} = w$ be the path connecting $u$ and $w$ and consisting of distinct vertices. If $\ell \leq n$, then the reasoning as in the proof of Observation 3.1 gives us that $u_i = v_{i+n-\ell}$ for $i \in \mathbb{N} \cap [0, \ell]$, which implies that $u = u_0 = v_{n-\ell} \in V_0$. If $\ell > n$, then the same reasoning gives us that $v = u_{\ell-n}$. Since it necessarily holds
that \( \ell - n \leq m \), we have \( u = u_0 = w_{m+1+n-\ell} \in V_0 \). In both cases we get a contradiction. \( \square \)

The following lemma says that after removing non-trivial strongly connected component from \( G_T \) we actually obtain a family of directed trees.

**Lemma 3.4.** Suppose \( X \) is an at most countable set and \( T: X \to X \) is such that \( G_T \) is connected and has a unique strongly connected component \( G_0 = (V_0, E_0) \) with non-empty set of edges. Set \( G' = (V_T \setminus V_0, E') \), where \( E' = \{(u,v) \in E_T : u,v \in V_T \setminus V_0 \} \). If \( G'_0 = (V'_0, E'_0) \) is a connected component of \( G' \), then \( G'_0 \) is a rooted directed tree.

**Proof.** From Lemma 3.2 it follows that \( G'_0 \) has no cycles. This, together with Observation 3.1 implies that \( G'_0 \) is a directed tree. It remains to prove that \( G'_0 \) has a root. Let \( v \in V_0 \) and \( w \in V'_0 \). Proceeding as in the proof of Lemma 3.2 we obtain that there exists a path from \( v \) to \( w \) in \( G_T \). Let \( v = v_0, v_1, \ldots, v_m, v_{m+1} = w \) be the path from \( v \) to \( w \) consisting of distinct vertices. Set \( M = \min \{ k \in \mathbb{N} \cap [0, m+1] : v_k \notin V_0 \} \). From the fact that \( \text{deg in} \ v_M = 1 \) and that \( (v_{m-1}, v_M) \in E_T \) is the only edge coming to \( v_M \) it follows that \( v_M \) has in-degree 0 in \( G'_0 \). This implies that \( v_M \) is the root of \( G'_0 \). \( \square \)

Now we are in the position to state the main results of this section, which classifies graphs of self-maps \( T: X \to X \).

**Theorem 3.5.** Suppose \( X \) is an at most countable set and \( T: X \to X \) is such that \( G_T \) is connected. Then exactly one of the following holds:

(i) \( G_T \) is a rootless directed tree,

(ii) \( G_T \) satisfies the conditions below:

(a) there exist \( \kappa \in \mathbb{N}_1 \) and distinct vertices \( v_0, \ldots, v_{\kappa-1} \in V_T \) such that \( (v_j, v_{j+1}) \in E_T \) for \( j \in \mathbb{N} \cap [0, \kappa - 2] \) and \( (v_{\kappa-1}, v_0) \in E \)

(b) there exists a partition \( R \) of \( V_T \setminus \{v_0, \ldots, v_{\kappa-1}\} \) such that for every \( R \in R \) the graph \( (R,E_R) \), where \( E_R = \{(u,w) \in E_T : u,w \in R \} \), is a rooted directed tree with the root \( \omega_R \) having the property that there exists exactly one \( i_R \in \mathbb{N} \cap [0, \kappa - 1] \) satisfying \( (v_{i_R}, \omega_R) \in E_T \).

**Proof.** First, suppose \( G_T \) has no non-trivial strongly connected components. This implies that \( G_T \) has no cycles. By Observation 3.1, \( G_T \) is a rootless directed tree, so in this case (i) holds. Assuming now that \( G_T \) has a non-trivial strongly connected component, by calling Lemmata 3.3 and 3.4 we derive that \( G_T \) satisfies the conditions in (ii). \( \square \)

In Figure 1 we present the example of graph \( G_T \) satisfying Theorem 3.5(ii); for the convenience, we denote \( \{R_i, k\}^N_{k=1} = \{ R \in R : i_R = i \} \) for \( i \in \mathbb{N} \cap [0, \kappa - 1] \), where \( N_i \) is the cardinality of the set on the right hand side.

4. Composition operators as weighted shifts on directed graphs

In this section we present how to transform a composition operator on discrete space into a weighted shift on a directed graph; we prove several routine results about this weighted shift. Suppose that \( (X, \mu) \) is a discrete measure space and
$T: X \to X$ is a transformation on $X$ such that $h_T \in L^\infty(\mu)$. Define the family of weights $\Lambda_T = (\lambda_v)_{v \in V_T}$ by

$$\lambda_v = \frac{\sqrt{\mu(v)}}{\sqrt{\mu(Tv)}}, \quad v \in V_T,$$

From (2.2) it can be easily derived that

$$\sup_{u \in V_T} \sum_{v \in V_T \atop Tv = u} \lambda_v^2 < \infty \iff h_T \in L^\infty(\mu).$$

Since we assume that $h_T \in L^\infty(\mu)$, the above allows us to define the operator $S_{\lambda_T} \in B(\ell^2(V_T))$ as follows:

$$S_{\lambda_T} e_u = \sum_{v \in V_T \atop Tv = u} \lambda_v e_v, \quad u \in V_T.$$

It is a matter of routine to prove the following lemma.

**Lemma 4.1.** Let $(X, \mu)$ be a discrete measure space. Suppose $T: X \to X$ is such that $h_T \in L^\infty(\mu)$. Then the operator $U: \ell^2(V_T) \to L^2(\mu)$ given by

$$U e_v = \frac{1}{\sqrt{\mu(v)}} \chi_v, \quad v \in V_T = X,$$

makes $C_T$ and $S_{\lambda_T}$ unitarily equivalent.
Proof. First, we show that $U$ is unitary. For $v, w \in V_T$ we have
\[
\langle U e_v, U e_w \rangle = \left\langle \frac{1}{\sqrt{\mu(v)}} \chi_v, \frac{1}{\sqrt{\mu(w)}} \chi_w \right\rangle = \frac{1}{\sqrt{\mu(v)}} \cdot \frac{1}{\sqrt{\mu(w)}} \int_X \chi_v \cdot \chi_w \, d\mu.
\]
If $v \neq w$, then $\int_X \chi_v \cdot \chi_w \, d\mu = 0$; if $v = w$, then
\[
\frac{1}{\sqrt{\mu(v)}} \cdot \frac{1}{\sqrt{\mu(w)}} \int_X \chi_v \cdot \chi_w \, d\mu = \frac{1}{\mu(v)} \cdot \mu(v) = 1.
\]
Hence,
\[
\langle U e_v, U e_w \rangle = \begin{cases} 0, & \text{if } v \neq w, \\ 1, & \text{if } v = w. \end{cases}
\]
which implies that $\langle U e_v, U e_w \rangle = (e_v, e_w)$. Since $\{e_v\}_{v \in V_T}$ is the orthonormal basis of $\ell^2(V_T)$, it follows that $(U f, U g) = (f, g)$ for $f, g \in \ell^2(V_T)$, that is, $U$ is isometry. In turn, $\text{Lin} \{e_v : v \in V_T\} = L^2(\mu)$, so $U(\ell^2(V_T)) = L^2(\mu)$. Therefore, $U$ is unitary.

Next, if $v \in V_T$, then
\[
C_T U e_v = \frac{1}{\sqrt{\mu(v)}} \chi_v \circ T = \frac{1}{\sqrt{\mu(v)}} \chi_{T^{-1}(\{v\})}
\]
and
\[
US_{\lambda_T} e_v = U \sum_{u \in V_T \atop T u = v} \lambda_u e_u = \frac{1}{\sqrt{\mu(v)}} \sum_{u \in V_T \atop T u = v} \lambda_u \chi_u \chi_{T^{-1}(\{v\})} - \frac{1}{\sqrt{\mu(v)}} \sum_{u \in V_T \atop T u = v} \chi_u \chi_{T^{-1}(\{v\})}.
\]
Hence, $C_T U = US_{\lambda_T}$, what completes the proof. \hfill \square

The lemma below states that connected components of $G_T$ induce reducing subspaces of $S_{\lambda_T}$, so we can restrict our investigation to the case when the graph $G_T$ is connected.

**Lemma 4.2.** Suppose $(X, \mu)$ is a discrete measure space and $T : X \to X$ is a transformation on $X$ such that $h_T \in L^\infty(\mu)$. Let $G_0 = (V_0, E_0)$ be a connected component of $G_T$. Then the space $M = \text{Lin} \{e_v : v \in V_0\}$ is a reducing subspace for $S_{\lambda_T}$.

**Proof.** Let $v \in V_0$. Since $G_0$ is a connected component of $G_T$ we have that for every $u \in V_T$ satisfying $(v, u) \in E_T$, $u \in V_0$ and $(v, u) \in E_0$. Hence, $S_{\lambda_T} e_v \in M$, which implies that $S_{\lambda_T} M \subset M$. Next, we will prove that $M^\perp$ is also invariant for $S_{\lambda_T}$. It can be easily seen that $(u, v), (v, u) \notin E$ for every $v \in V_0$ and every $u \in V_T \setminus V_0$. From this it follows that $S_{\lambda_T} e_u \in M^\perp$ for every $u \in V_T \setminus V_0$. This implies that $S_{\lambda_T} M^\perp \subset M^\perp$, what completes the proof. \hfill \square

It turns out that the operator $S_\lambda$ preserves the orthonormality of the standard orthonormal basis of $\ell^2(V_T)$. 


Observation 4.3. Suppose \((X, \mu)\) is a discrete measure space and \(T : X \to X\) is a transformation on \(X\) such that \(h_T \in L^\infty(\mu)\) and that \(G_T\) is connected. Then \(S_{\lambda_T} e_u \perp S_{\lambda_T} e_v\) for every vertices \(u, v \in V_T, v \neq u\).

Proof. Let \(v, u \in V_T\) be distinct vertices. By Observation 3.1, we have
\[
\{w \in V_T : (v, w) \in E_T\} \cap \{w \in V_T : (u, w) \in E_T\} = \emptyset.
\]
Since \(e_{w_1} \perp e_{w_2}\) for every two distinct vertices \(w_1, w_2 \in V_T\), we deduce from the above that
\[
\langle S_{\lambda_T} e_u, S_{\lambda_T} e_v \rangle = \sum_{w_1 \in V_T} \sum_{(u, w_1) \in E_T} \lambda_{w_1} \langle e_{w_1}, e_{w_2} \rangle = 0.
\]
Hence, \(S_{\lambda_T} e_u \perp S_{\lambda_T} e_v\). □

Set
\[
\Lambda_{m, i} := \prod_{j=m+1}^{m+i} \lambda_{v_j \mod \kappa}, \quad m \in \mathbb{N} \cap [0, \kappa - 1], i \in \mathbb{N}.
\]
For the further use we emphasize several formulas.

Lemma 4.4. Suppose \((X, \mu)\) is a discrete space and \(T : X \to X\) is such that \(h_T \in L^\infty(\mu)\) and that \(G_T\) is connected and satisfies Theorem 3.5.(ii).

(i) For every \(m \in \mathbb{N} \cap [0, \kappa - 1]\), \(\Lambda_{m, \kappa} = 1\).

(ii) For every \(k \in \mathbb{N}\) and every \(m \in \mathbb{N} \cap [0, \kappa - 1]\) we have
\[
S_{\lambda_T}^k e_{vm} = \Lambda_{m, k} e_{v(m+k) \mod \kappa} + \sum_{i=0}^{k-1} \Lambda_{m, i} \sum_{R \in \mathbb{R}} \lambda_{\omega_R} S_{\lambda_T}^{k-i-1} e_{\omega_R};
\]

(iii) For every \(n \in \mathbb{N}\) and every \(m \in \mathbb{N} \cap [0, \kappa - 1]\) the following recursive formula is satisfied:
\[
S_{\lambda_T}^{n+k} e_{vm} = S_{\lambda_T}^n e_{vm} + \sum_{i=0}^{\kappa-1} \Lambda_{m, i} \sum_{R \in \mathbb{R}} \lambda_{\omega_R} S_{\lambda_T}^{n+k-i-1} e_{\omega_R}.
\]

Proof. (i). It follows from the definition of weights \(\lambda_i, i \in \mathbb{N} \cap [0, \kappa - 1]\).

(ii). We prove it by induction. For \(k = 0, 1\) the equality (4.2) holds. If (4.2) holds
for \( k \in \mathbb{N} \), then

\[
S_{\lambda_T}^{k+1} e_{v_m} = S_{\lambda_T} \left( \Lambda_{m,k} e_{v_{(m+k) \mod \kappa}} + \sum_{i=0}^{k-1} \Lambda_{m,i} \sum_{R \in \mathcal{R}} \lambda_{\omega_R} S_{\lambda_T}^{k-i} e_{\omega_R} \right)
= \Lambda_{m,k+1} e_{v_{(m+k+1) \mod \kappa}} + \Lambda_{m,k} \sum_{R \in \mathcal{R}} \lambda_{\omega_R} e_{\omega_R}
+ \sum_{i=0}^{k-1} \Lambda_{m,i} \sum_{R \in \mathcal{R}} \lambda_{\omega_R} S_{\lambda_T}^{k-i} e_{\omega_R}
= \Lambda_{m,k+1} e_{v_{(m+k+1) \mod \kappa}} + \sum_{i=0}^{k} \Lambda_{m,i} \sum_{R \in \mathcal{R}} \lambda_{\omega_R} S_{\lambda_T}^{k-i} e_{\omega_R}.
\]

Hence, (4.2) holds for \( k + 1 \).

(iii) It is enough to apply the operator \( S_{\lambda_T}^n \) to both sides of (4.2) with \( k = \kappa \) and use (i).

\[\Box\]

5. \textit{m-isometric Composition Operators: Graphs with One Cycle}

In [18] the authors studied composition operators with the property that the associated graphs have one cycle and one branching point. In this paper we also limit our considerations to operators such that related graphs have one cycle, but with no further assumptions on degrees of vertices. From now on we fix a discrete space \((X, \mu)\) and a self-map \( T : X \to X \) such that \( h_T \in L^\infty(X) \), so that \( C_T \) (and consequently \( S_{\lambda_T} \)) is bounded. Since, by Observation 4.1, the composition operator \( C_T \) is unitarily equivalent to \( S_{\lambda_T} \), we investigate \( m \)-isometricity of \( S_{\lambda_T} \). Whenever we assume that the associated graph \( G_T \) defined in Section 5 satisfies Theorem 3.5, we stick to the notation introduced there.

Let us start from the general result concerning \( m \)-isometric composition operators on discrete spaces.

\textbf{Lemma 5.1} (cf. [18] Proposition 2.5]). Suppose \( T : X \to X \) is such that \( G_T \) is connected and such that \( h_T \in L^\infty(\mu) \). For \( m \in \mathbb{N}_1 \) the following conditions are equivalent:

(i) \( S_{\lambda_T} \) is \( m \)-isometric,
(ii) for every \( f \in \ell^2(V_T) \) there exists a polynomial \( p_f \in \mathbb{R}_{m-1}[x] \) satisfying
\[
p_f(n) = \| S_{\lambda_T}^n f \|^2, \quad n \in \mathbb{N},
\]
(iii) for every \( v \in V_T \) there exists a polynomial \( p_v \in \mathbb{R}_{m-1}[x] \) satisfying
\[
p_v(n) = \| S_{\lambda_T}^n e_v \|^2, \quad n \in \mathbb{N}.
\]

Before we state the proof we need the following observation.

\textbf{Observation 5.2}. Suppose \( T : X \to X \) is such that \( G_T \) is connected and such that \( h_T \in L^\infty(\mu) \). Let \( m \in \mathbb{N}_1 \). Let \( v \in V_T \) and suppose that \( p_v(x) = \sum_{i=0}^{m-1} a_i x^i \in \mathbb{R}_{m-1}[x] \) is polynomial satisfying (5.1). Then there exists a constant \( C \in [0, \infty) \) depending only on \( m \) and \( S_{\lambda_T} \) such that \( |a_i| \leq C \) for \( i \in \mathbb{N} \cap [0, m - 1] \).
Proof. First, note that the coefficient \( a_0, \ldots, a_{m-1} \) form the unique solution of the following system of linear equations\(^2\):

\[
\begin{bmatrix}
0^0 & 0^1 & \cdots & 0^{m-1} \\
1^0 & 1^1 & \cdots & 1^{m-1} \\
\vdots & \vdots & \ddots & \vdots \\
(m-1)^0 & (m-1)^1 & \cdots & (m-1)^{m-1}
\end{bmatrix}
\begin{bmatrix}
a_0 \\
a_1 \\
\vdots \\
a_{m-1}
\end{bmatrix}
= \begin{bmatrix}
\| S_{\lambda_T}^0 e_v \|^2 \\
\| S_{\lambda_T}^1 e_v \|^2 \\
\| S_{\lambda_T}^i e_v \|^2 \\
\| S_{\lambda_T}^{m-1} e_v \|^2
\end{bmatrix}.
\]

Applying Cramer’s rule (see [21, Theorem 3.36.(7)]) to the above system of linear equations, we obtain that there exist constants \( M_{\ell,j,m} \in \mathbb{R} \) \((j, \ell \in \mathbb{N} \cap [0, m-1])\) depending on \( j, \ell \) (not on the operator \( S_{\lambda_T} \)) satisfying

\[
a_\ell = \sum_{j=0}^{m-1} M_{\ell,j,m} \| S_{\lambda_T}^j e_v \|^2, \quad \ell \in \mathbb{N} \cap [0, m-1].
\]

Then, for every \( \ell \in \mathbb{N} \cap [0, m-1] \)

\[
|a_\ell| \leq \sum_{j=0}^{m-1} |M_{\ell,j,m}| \cdot \| S_{\lambda_T}^j e_v \|^2 \leq \sum_{j=0}^{m-1} |M_{\ell,j,m}| \cdot \| S_{\lambda_T}^j \|^2.
\]

Hence, the constant \( C = \sup_{0 \leq \ell \leq m-1} \sum_{j=0}^{m-1} |M_{\ell,j,m}| \cdot \| S_{\lambda_T}^j \|^2 \) satisfies \( |a_\ell| \leq C \). Obviously, \( C \) depends only on \( m \) and \( S_{\lambda_T} \). \( \Box \)

Proof of Lemma \([5,7]\). The equivalence of (i) and (ii) follows from remarks in [3, p. 389]; the implication (ii) \( \implies \) (iii) obviously holds. It remains to prove that (iii) implies (ii). Enumerate \( V_T = \{v_j\}_{j=0}^N \), where \( N \in \mathbb{N} \cup \{\infty\} \). Let \( f = \sum_{j=0}^N \alpha_{v_j} e_{v_j} \in \ell^2(V_T) \). Then, by Observation \([4,3]\)

\begin{equation}
(5.2) \quad \| S_{\lambda_T}^k f \|^2 = \sum_{j=0}^N |\alpha_{v_j}|^2 \| S_{\lambda_T}^k e_{v_j} \|^2, \quad k \in \mathbb{N}.
\end{equation}

For \( v \in V_T \) let \( p_v = \sum_{\ell=0}^{m-1} a_{v,\ell} x^\ell \in \mathbb{R}_{m-1}[x] \) be the polynomial satisfying \((5.1)\). Let \( C \) be the constant given by Observation \([5,2]\) Then, for every \( \ell \in \mathbb{N} \cap [0, m-1] \),

\[
\sum_{j=0}^N |\alpha_{v_j}|^2 \cdot |a_{v,\ell}|^2 \leq C \sum_{j=0}^N |\alpha_{v_j}|^2.
\]

Hence, the series \( \sum_{j=0}^N |\alpha_{v_j}|^2 \cdot a_{v,\ell}^j \) is absolutely convergent for every \( \ell \in \mathbb{N} \cap [0, m-1] \). By Lemma \([2,2]\)

\[
p_f(x) := \sum_{j=0}^N |\alpha_{v_j}|^2 p_{v_j}(x) \in \mathbb{R}_{m-1}[x].
\]

From \((5.2)\) and \((5.1)\) it follows that \( p_f(n) = \| S_{\lambda_T}^n f \|^2 \) for every \( n \in \mathbb{N} \). \( \Box \)

In the next results we characterize \( m \)-isometric composition operators such that the graph \( G_T \) has one cycle. Let us begin with the following lemma.

\( \footnote{\text{We stick to the convention that } 0^0 = 1.} \)
Lemma 5.3. Suppose $T : X \to X$ is such that $G_T$ is connected and satisfies Theorem 3.5(ii). Assume $h_T \in L^\infty(\mu)$ and let $m \in \mathbb{N}_2$. Suppose that for every $R \in \mathcal{R}$ there exists a polynomial $p_{\omega_R} \in \mathbb{R}_{m-1}[x]$ satisfying (5.1) with $v = \omega_R$. Then for every $k \in \mathbb{N} \cap [0, \kappa - 1]$ the formula
\[ q_k(x) := \sum_{R \in \mathcal{R}} \lambda_{\omega_R}^2 p_{\omega_R}(x), \quad x \in \mathbb{R}, \]
defines a polynomial of degree at most $m - 1$. Moreover,
\[ \deg q_k = \max \{ \deg p_{\omega_R} : R \in \mathcal{R}, \ i_R = k \}, \quad k \in \mathbb{N} \cap [0, \kappa - 1]. \]  
Proof. Let $k \in \mathbb{N} \cap [0, \kappa - 1]$. Enumerate $\{ R \in \mathcal{R} : i_R = k \} = \{ R_j \}_{j=0}^N$, where $N \in \mathbb{N} \cup \{ \infty \}$ is the cardinality of the set on the left hand side. Write $p_{\omega_R}(x) = \sum_{i=0}^{m-1} a_i^R x^i$, $x \in \mathbb{R}$, $R \in \mathcal{R}$. We will check that the series
\[ \sum_{j=0}^N \lambda_{\omega_{R_j}}^2 a_{i_R}^{R_j} \]
is absolutely convergent for every $i \in \mathbb{N} \cap [0, m - 1]$. Since, by Observation 4.3 for every $\ell \in \mathbb{N} \cap [0, m - 1]$,
\[ \| S_{\lambda_{\omega_R}} e_{v_{\lambda}} \|^2 = \lambda_{\omega_{\mathcal{R}_1}}^2 \]
it follows that the series $\sum_{j=0}^N \lambda_{\omega_{R_j}}^2$ is convergent. Using Observation 5.2 we obtain that the series $\sum_{j=0}^N \lambda_{\omega_{R_j}}^2 a_{i_R}^{R_j}$ is absolutely convergent. By Lemma 2.2 $q_k \in \mathbb{R}_{m-1}[x]$. Since $p_{\omega_R}(n) \geq 0$ for every $n \in \mathbb{N}$, the leading coefficient of $p_{\omega_R}$ is non-negative for every $R \in \mathcal{R}$. Hence, (5.3) holds. This completes the proof. \qed

It turns out that if $S_{\lambda_{\omega_R}}$ is $m$-isometric, then on 'tree parts' of $G_T$ it is actually $(m - 1)$-isometric. The similar result is presented in [18, Theorem 2.10] for composition operators such that the graph $G_T$ has one cycle and one branching point; however, there is no clear way how to adjust the proof in a way to obtain the same conclusion in a more general situation. In our proof we use a different approach to prove this result in full generality.

Lemma 5.4. Suppose $T : X \to X$ is such that $G_T$ is connected and satisfies the condition as in Theorem 3.5(ii). Assume $h_T \in L^\infty(\mu)$ and let $m \in \mathbb{N}_2$. Suppose $S_{\lambda_{\omega_R}} \in \mathcal{B}(\ell^2(V_T))$ is $m$-isometric. Then for every $v \in V_T \setminus \{ v_0, \ldots, v_{\kappa - 1} \}$ the polynomial $p_v$ satisfying (5.1) is of degree at most $m - 2$.

Proof. First, we prove that for every $R \in \mathcal{R}$, the polynomial $p_{\omega_R}$ satisfying (5.1) with $v = \omega_R$ is of degree at most $m - 2$. By Lemma 5.1 there exist $p_{\omega_R} \in \mathbb{R}_{m-1}[x]$ and $p_{\omega_R} \in \mathbb{R}_{m-1}[x] \ (R \in \mathcal{R})$ satisfying (5.1). Combining (5.1) and (4.3) we obtain that for every $n \in \mathbb{N}$,
\[ p_{\omega_R}(n + \kappa) - p_{\omega_R}(n) = \sum_{i=0}^{\kappa - 1} \lambda_{\omega_R}^2 a_{i_R}^{R} \sum_{R \in \mathcal{R}} \lambda_{\omega_R}^2 p_{\omega_R}(n + \kappa - i - 1). \]
From Observation 2.1 we deduce that the polynomial \( q(x) = p_{v_0}(x + \kappa) - p_{v_1}(x) \) is of degree less than or equal to \( m - 2 \). By Lemma 5.3, the formula

\[
q(x) = p_{v_0}(x + \kappa - 1), \quad x \in \mathbb{R},
\]

defines a polynomial of degree at most \( m - 1 \). We infer from Lemma 5.3 that \( q = r \) and, consequently, \( r \in \mathbb{R}_{m-2}[x] \). From Lemma 5.3 it follows that \( p_{v_0} \in \mathbb{R}_{m-2}[x] \). Next, if \( R \in \mathcal{R} \) and \( v \in \mathcal{R} \) is such that \( pv \in \mathbb{R}_{m-2}[x] \), then proceeding as in the proof of Lemma 2.3 we obtain that

\[
q_v(x) := \sum_{u \in V_T(v,u) \in E_T} \lambda_u^2 p_u(x-1), \quad x \in \mathbb{R},
\]
is the polynomial of degree at most \( m - 1 \). For every \( n \in \mathbb{N}_1 \),

\[
q_v(n) = \sum_{u \in V_T(v,u) \in E_T} \lambda_u^2 p_u(n-1) = \sum_{u \in V_T(v,u) \in E_T} \lambda_u^2 \|S_{\beta}^{-1} e_u\|^2 = \|S_{\beta} v\|^2.
\]
Hence, \( q_v = p_v \). Since for every \( u \in V_T \) the leading coefficient of \( p_u \) is non-negative, it follows that \( \operatorname{deg} p_u \leq \operatorname{deg} p_v \). Therefore, \( p_u \in \mathbb{R}_{m-2}[x] \). The application of Lemma 2.3 completes the proof.

Let us introduce the following notation: for \( m \in \mathbb{N}_2 \) and \( \kappa \in \mathbb{N}_1 \) we set

\[
A_{m,\kappa} = \begin{bmatrix}
d_{1,1} & 0 & 0 & \ldots & 0 & 0 \\
d_{1,2} & d_{2,1} & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
d_{1,m-1} & d_{2,m-2} & d_{3,m-3} & \ldots & d_{m-1,1} & 0 \\
0 & 0 & 0 & \ldots & 0 & 1
\end{bmatrix},
\]

where \( d_{i,j} = \binom{m-1}{j-i} \kappa^j, \quad i, j \in \mathbb{N}, \quad j + i \leq m \), and if \( \kappa > 1 \),

\[
B_{m,\kappa} = \begin{bmatrix}
1^{m-1} & 1^{m-2} & \ldots & 1^0 \\
2^{m-1} & 2^{m-2} & \ldots & 2^0 \\
\vdots & \vdots & \ddots & \vdots \\
(\kappa - 1)^{m-1} & (\kappa - 1)^{m-2} & \ldots & (\kappa - 1)^0
\end{bmatrix}.
\]

Now we are in the position to state the main result of this section.

**Theorem 5.5.** Suppose \( T : X \to X \) is such that \( G_T \) is connected and satisfies Theorem 3.3 (ii). Assume \( h_T \in L^\infty(\mu) \). For \( m \in \mathbb{N}_2 \) the following conditions are equivalent:

(i) \( S_{\lambda} \) is m-isometric,

(ii) for every \( v \in V_T \setminus \{v_0, \ldots, v_{\kappa-1}\} \) there exists the unique polynomial \( p_v \in \mathbb{R}_{m-2}[x] \) satisfying (5.1) and if \( \kappa > 1 \), \( m = \operatorname{rank} A_{m,\kappa} = \operatorname{rank} B_{m,\kappa} \), where

\[
A_{m,\kappa} = \begin{bmatrix} A_{m,\kappa} & b \end{bmatrix}, \quad B_{m,\kappa} = \begin{bmatrix} A_{m,\kappa} & b \\ B_{m,\kappa} & a \end{bmatrix},
\]

\[
b = [b_{m-2} \ b_{m-3} \ \ldots \ b_0 \ 1]^T, \quad a = [a_1 \ a_2 \ \ldots \ a_{\kappa-1}]^T,
\]
Since, by Lemma 5.3, the formula 
\[ q(x) = \sum_{i=0}^{m-1} b_i x^i \]  
implies that \( q(x) = \sum_{i=0}^{m-1} b_i x^i \in \mathbb{R}_{m-2}[x] \) is the polynomial defined by the formula. \(^3\)

Moreover, if (ii) holds, then \( p_{v_0}(x) = \sum_{j=0}^{m-1} c_j x^j \), where \( c = (c_{m-1}, \ldots, c_0) \) is the solution of

\[ (5.7) \quad A_{m,\kappa} c = b \]

Proof. \( (i) \implies (ii). \) By Lemma 5.1, for every \( v \in V_T \) there exists \( p_v \in \mathbb{R}_{m-1}[x] \) satisfying (5.1). By Lemma 5.4, for every \( R \in \mathcal{R} \) and every \( v \in R, p_v \in \mathbb{R}_{m-2}[x]. \)

Next, writing \( p_{v_0}(x) = \sum_{j=0}^{m-1} c_j x^j \) and using the binomial formula, we have

\[ p_{v_0}(x) - p_{v_0}(x) = \sum_{\ell=0}^{m-2} \left( \sum_{j=\ell+1}^{m-1} \binom{j}{\ell} c_j \kappa^{j-\ell} \right) x^\ell. \]

Since, by Lemma 5.3, the formula

\[ q(x) = \sum_{i=0}^{m-1} b_i x^i \]

defines a polynomial of degree at most \( m - 2 \) satisfying, by (4.3),

\[ q(n) = p_{v_0}(n + \kappa) - p_{v_0}(n), \quad n \in \mathbb{N}, \]

writing \( q(x) = \sum_{\ell=0}^{m-2} b_\ell x^\ell \) we obtain

\[ (5.8) \quad b_\ell = \sum_{j=\ell+1}^{m-1} \binom{j}{\ell} c_j \kappa^{j-\ell}, \quad \ell \in \mathbb{N} \cap [0, m - 2]. \]

Hence, \((c_{m-1}, \ldots, c_0)\) satisfies (5.7). Moreover, since the determinant of \( A_{m,\kappa} \) is non-zero, we infer from Cramer’s rule that \( c = (c_{m-1}, \ldots, c_0) \) is the only solution of this system. By the Kronecker-Capelli theorem (see [21] Theorem 3.36,(1)-(3)) this implies that \( m = \text{rank} \ A_{m,\kappa}. \)

Assume now \( \kappa > 1. \) From the equality \( p_{v_0}(i) = a_i \) \( (i \in \mathbb{N} \cap [0, \kappa - 1]) \) we get that \( c \) is also the solution of the following system of linear equations:

\[ b_\ell = \sum_{j=\ell+1}^{m-1} \binom{j}{\ell} c_j \kappa^{j-\ell}, \quad \ell \in \mathbb{N} \cap [0, m - 2], \]

\[ a_\ell = \sum_{j=0}^{m-1} c_j \ell^j, \quad \ell \in \mathbb{N} \cap [1, \kappa - 1]; \]

the matrix representation of this system takes the form:

\[ (5.9) \quad \begin{bmatrix} A_{m,\kappa} & B_{m,\kappa} \end{bmatrix} c = \begin{bmatrix} b \\ a \end{bmatrix} \]

\(^3\)The fact that this formula defines a polynomial of degree at most \( m - 2 \) follows from Lemma 5.3.
Again, by the Kronecker-Capelli theorem, \( m = \text{rank } \tilde{B}_{m, \kappa} \), which gives (ii).

(ii) \( \implies \) (i). By Lemma 5.1, it is enough to find the polynomials \( p_{v_0} \in \mathbb{R}[x] \) \((k \in \mathbb{N} \cap [0, \kappa - 1])\) satisfying [5.1]. First, observe that for every \( k \in \mathbb{N} \cap [1, \kappa - 1] \) the polynomial \( p_{v_0} \) is uniquely determined by \( p_{v_0} \) and \( p_v \) \((v \in V \setminus \{v_0, \ldots, v_{\kappa - 1}\})\).

Indeed, assuming we have \( p_{v_0} \) satisfying (5.1) and using (4.2), we obtain

\[
\|S_{\lambda_1} e_{v_0}\|^2 = \Lambda_{0,k}^{-2} (p_{v_0}(n + k) - \sum_{i=0}^{k-1} \Lambda_{0,i}^2 \sum_{R \in \mathcal{R}_{\kappa}} \lambda_{\omega_R} p_{\omega_R}(n + k - i - 1)), \quad n \in \mathbb{N}.
\]

By Lemma 5.3

\[
p_{v_0}(\cdot) := \Lambda_{0,k}^{-2} (p_{v_0}(\cdot + k) - \sum_{i=0}^{k-1} \Lambda_{0,i}^2 \sum_{R \in \mathcal{R}_{\kappa}} \lambda_{\omega_R} p_{\omega_R}(\cdot + k - i - 1))
\]

is a polynomial of degree at most \( m - 1 \), which satisfies (5.1). Hence, we have to find only the polynomial \( p_{v_0} \). By Cramer’s rule, (5.7) has only one solution; call \( c = (c_{m-1}, \ldots, c_0) \) this unique solution and define \( p_{v_0}(x) = \sum_{j=0}^{m-1} c_j x^j \) for \( x \in \mathbb{R} \).

By (ii) and the Kronecker-Capelli theorem, \((c_{m-1}, \ldots, c_0)\) has to satisfy also (5.9). Therefore,

\[
p_{v_0}(n) = \sum_{j=0}^{m-1} c_j n^j = a_j = \|S_{\lambda_1} e_{v_0}\|^2, \quad n \in \mathbb{N} \cap [0, \kappa - 1].
\]

Since \((c_{m-1}, \ldots, c_0)\) satisfies (5.8), we get that \( p_{v_0}(\cdot + \kappa) - p_{v_0}(\cdot) = q(\cdot) \). Thus, from (4.3) we obtain that \( p_{v_0}(n) = \|S_{\lambda_1} e_{v_0}\|^2 \) for every \( n \in \mathbb{N} \). The 'moreover' part easily follows from the above reasoning. \( \square \)

In [18] the authors proved that in the class of composition operators such that the graph \( G_T \) has one cycle and one branching point every completely hyperexpansive operator is 2-isometric. Using different approach, with the aid of Theorem 5.5 we are able to prove this result in full generality.

**Theorem 5.6** (cf. [18 Corollary 2.15]). Suppose \( T : X \to X \) is such that \( G_T \) is connected and satisfies Theorem 3.5 (ii). Suppose \( h_T \in L^\infty(\mu) \). The following conditions are equivalent:

(i) \( S_{\lambda_1} \) is 2-isometric,

(ii) \( S_{\lambda_1} \) is completely hyperexpansive.

**Proof.** (i) \( \implies \) (i). By Lemma 5.1, if \( S_{\lambda_1} \) is 2-isometric, then it is \( m \)-isometric for every \( m \in \mathbb{N}_2 \). Combining this with [3 Proposition 1.5] we obtain that \( S_{\lambda_1} \) is completely hyperexpansive.

(ii) \( \implies \) (i). From (ii), by [7 Remark 2], it follows that for every \( v \in V_T \) there exists the measure \( \tau_v : \mathcal{B}([0, 1]) \to [0, \infty) \) satisfying

\[
(5.10) \quad \|S_{\lambda_1} e_v\|^2 = 1 + \int_{[0,1]} (1 + t + \ldots + t^{n-1}) \, d\tau_v(t), \quad n \in \mathbb{N}_1.
\]
Inserting (5.10) into (4.3) we obtain that for every $n \in \mathbb{N}_1$,

$$1 + \int_{[0,1]} (1 + \ldots + t^{n+\kappa-1}) \, d\tau_{vm}(t) = 1 + \int_{[0,1]} (1 + \ldots + t^{n-1}) \, d\tau_{vm}(t)$$

(5.11) 

$$+ \sum_{i=0}^{\kappa-1} \sum_{i \in R \ mod \ \kappa} \lambda^2_{m,i} (1 + \int_{[0,1]} (1 + \ldots + t^{n+\kappa-i-2}) \, d\tau_{\omega_R}(t))$$

If $v \in V_T$, then for every $n \in \mathbb{N}$ we have

$$\lambda^2_u \int_{[0,1]} t^n \, d\tau_u(t) \leq \lambda^2_u (1 + \int_{[0,1]} (1 + \ldots + t^n)) \, d\tau_u(t), \quad u \in V_T, (v, u) \in E_T.$$ 

By (5.10) and Observation 4.3, for every $n \in \mathbb{N}$,

$$\sum_{u \in V_T} \sum_{(v, u) \in E_T} \lambda^2_u (1 + \int_{[0,1]} (1 + \ldots + t^n)) \, d\tau_u(t) = \sum_{u \in V_T} \sum_{(v, u) \in E_T} \lambda^2_u \|S^m_{\lambda_T} e_u\|^2 = \|S^m_{\lambda_T} e_u\|^2.$$ 

Thus, the series

$$\sum_{u \in V_T} \sum_{(v, u) \in E_T} \lambda^2_u \int_{[0,1]} t^n \, d\tau_u(t)$$

is convergent for every $v \in V_T$ and $n \in \mathbb{N}$. By (5.10), we have that

$$\int_{[0,1]} t^{n+\kappa} \, d\tau_{vm}(t) = \|S^m_{\lambda_T} e_{vm}\|^2 - \|S^{m+\kappa} e_{vm}\|^2$$

$$= (1 + \int_{[0,1]} (1 + \ldots + t^{n+\kappa}) \, d\tau_{vm}(t)) - (1 + \int_{[0,1]} (1 + \ldots + t^{n+\kappa}) \, d\tau_{vm}(t))$$

Using (5.11) with $n$ replaced with $n + 1$, we get that for every $n \in \mathbb{N}_1$,

$$\int_{[0,1]} t^{n+\kappa} \, d\tau_{vm}(t) = \int_{[0,1]} t^n \, d\tau_{vm}(t)$$

$$+ \sum_{i=0}^{\kappa-1} \sum_{i \in R \ mod \ \kappa} \lambda^2_{m,i} \int_{[0,1]} t^{n+\kappa-i-1} \, d\tau_{\omega_R}(t),$$

which implies that

$$\int_{[0,1]} t^n (t^{\kappa - 1}) \, d\tau_{vm}(t) = \sum_{i=0}^{\kappa-1} \sum_{i \in R \ mod \ \kappa} \lambda^2_{m,i} \int_{[0,1]} t^{n+\kappa-i-1} \, d\tau_{\omega_R}(t).$$

Since $t^{\kappa - 1} \leq 0$ for every $t \in [0, 1]$, the integral on the left-hand side is non-positive. On the other hand, we have $\lambda_u > 0$ for every $v \in V_T$, so each term in the sum on the right-hand side is non-negative. Therefore, we get that for all $m \in \mathbb{N} \cap [0, \kappa - 1], \ n \in \mathbb{N}_1$,

(5.12) 

$$\int_{[0,1]} t^n (t^{\kappa - 1}) \, d\tau_{vm}(t) = 0$$

and for all $R \in \mathcal{R}$,

(5.13) 

$$\int_{[0,1]} t^{n+\kappa-i-1} \, d\tau_{\omega_R}(t) = 0, \quad i \in \mathbb{N} \cap [0, \kappa - 1], \ i + m = i_R \ mod \ \kappa.$$
By \([5.13]\), \(\tau_{\omega_R}(0, 1) = 0\). This implies that for all \(R \in \mathcal{R}\), \(\tau_{\omega_R} = C_R \delta_0\) with some \(C_R \in [0, \infty)\). In turn, by \([5.12]\), \(\tau_{\omega_m}(0, 1) = 0\). Hence, for all \(m \in \mathbb{N} \cap [0, \kappa - 1]\), \(\tau_{\omega_m} = C_m \delta_0 + D_m \delta_1\) with some constants \(C_m, D_m \in [0, \infty)\). Inserting these into \([5.11]\) we obtain that for every \(n \in \mathbb{N}_2\) and every \(m \in \mathbb{N} \cap [0, \kappa - 1]\),

\[
1 + C_m + (n + \kappa)D_m = 1 + C_m + nD_m + \sum_{i=0}^{\kappa-1} \sum_{i_R=i+m \mod \kappa} \Lambda_{m,i}^2 \lambda_{\omega_R}^2 (1 + C_R).
\]

Hence,

\[
(5.14) \quad \kappa D_m = \sum_{i=0}^{\kappa-1} \sum_{i_R=i+m \mod \kappa} \Lambda_{m,i}^2 \lambda_{\omega_R}^2 (1 + C_R).
\]

If \(\kappa > 1\), then, using \([4.3]\) with \(n = 0\) and \([5.10]\) with \(v = v_m\), we get that

\[
1 + C_m + \kappa D_m
= 1 + \sum_{i=0}^{\kappa-2} \sum_{i_R=i+m \mod \kappa} \Lambda_{m,i}^2 \lambda_{\omega_R}^2 (1 + C_R) + \Lambda_{m,\kappa-1}^2 \sum_{i_R=m-1} \lambda_{\omega_R}^2
= 1 + \sum_{i=0}^{\kappa-1} \sum_{i_R=i+m \mod \kappa} \Lambda_{m,i}^2 \lambda_{\omega_R}^2 (1 + C_R) - \Lambda_{m,\kappa-1}^2 \sum_{i_R=m-1} \lambda_{\omega_R}^2 C_R;
\]

if \(\kappa = 1\), by \([4.2]\) applied with \(k = 1\), we have

\[
1 + C_0 + \kappa D_0
= 1 + \sum_{i_R} \Lambda_{\omega_R}^2
= 1 + \sum_{i_R} \Lambda_{\omega_R}^2 (1 + C_R) - \sum_{i_R} \lambda_{\omega_R}^2 C_R;
\]

Combining the above with \([5.14]\), we obtain

\[
1 + C_m + \kappa D_m = 1 + \kappa D_m - \Lambda_{m,\kappa-1}^2 \sum_{i_R=m-1} \lambda_{\omega_R}^2 C_R,
\]

which implies that

\[
C_m = -\Lambda_{m,m+\kappa-1}^2 \sum_{i_R=m-1} \lambda_{\omega_R}^2 C_R.
\]

Since \(\lambda_v > 0\) for all \(v \in V_T\), we have that \(C_m \leq 0\) for \(m \in \mathbb{N} \cap [0, \kappa - 1]\). On the other hand, \(C_m \geq 0\). Therefore, \(C_m = 0\) for all \(m \in \mathbb{N} \cap [0, \kappa - 1]\), and, consequently, \(C_R = 0\) for every \(R \in \mathcal{R}\). Hence,

\[
\tau_{\omega_R} = 0, \quad R \in \mathcal{R},
\]

and

\[
\tau_{\omega_m} = D_m \delta_1, \quad m \in \mathbb{N} \cap [0, \kappa - 1].
\]

By \([5.10]\), this implies that \(\|S^n e_{\omega_R}\| = 1\) for \(n \in \mathbb{N}\) and that \(\|S^n e_{\omega_m}\|^2 = 1 + nD_m\) for \(n \in \mathbb{N}\). It remains to show that

\[
\tau_v = 0, \quad v \in V_T \setminus \{v_0, \ldots, v_{\kappa-1}\}, n \in \mathbb{N},
\]
which implies that
\[ \| S_{\lambda_T}^n e_v \| = 1, \quad v \in V_T \setminus \{v_0, \ldots, v_{k-1}\}, n \in \mathbb{N}. \]
Since we have already proved this for \( v = \omega_R, R \in \mathcal{R} \), by Lemmata 3.4 and 2.3 it is enough to show that if \( \tau_v = 0 \) for some \( v \in V_T \setminus \{v_0, \ldots, v_{k-1}\} \), then \( \tau_u = 0 \) for every \( u \in V_T \) satisfying \((v, u) \in E_T\). Assume \( v \in V_T \setminus \{v_0, \ldots, v_{k-1}\} \) is such that \( \tau_v = 0 \). Since
\[ S_{\lambda_T}^{n+1} e_v = \sum_{u \in V_T \atop (v, u) \in E_T} \lambda_u S_{\lambda_T}^n e_u, \quad n \in \mathbb{N}, \]

it follows from (5.10) that
\[ 1 = \sum_{u \in V_T \atop (v, u) \in E_T} \lambda_u^2 \int_{[0,1]} (1 + \ldots + t^n) \, d\tau_u(t), \quad n \in \mathbb{N}. \]

If we replace \( n \) with \( n + 1 \) in the above equality, we obtain
\[ 1 = \sum_{u \in V_T \atop (v, u) \in E_T} \lambda_u^2 \left( 1 + \int_{[0,1]} (1 + \ldots + t^n) \, d\tau_u(t) \right) \]
\[ = \sum_{u \in V_T \atop (v, u) \in E_T} \lambda_u^2 \left( 1 + \int_{[0,1]} (1 + \ldots + t^n) \, d\tau_u(t) \right) + \sum_{u \in V_T \atop (v, u) \in E_T} \lambda_u^2 \int_{[0,1]} t^n \, d\tau_u(t) \]
\[ = 1 + \sum_{u \in V_T \atop (v, u) \in E_T} \lambda_u^2 \int_{[0,1]} t^n \, d\tau_u(t). \]

Hence,
\[ 0 = \sum_{u \in V_T \atop (v, u) \in E_T} \lambda_u^2 \int_{[0,1]} t^n \, d\tau_u(t), \quad n \in \mathbb{N}, \]

which implies that for every \( u \in V_T \) satisfying \((v, u) \in E_T\) we have \( \tau_u((0,1]) = 0 \). Thus, \( \tau_u = C_u \delta_0 \) with some \( C_u \in [0, \infty) \). Then (5.15) takes the form
\[ 1 = \sum_{u \in V_T \atop (v, u) \in E_T} \lambda_u^2 (1 + C_u), \quad n \in \mathbb{N}. \]

But
\[ 1 = \| S_{\lambda_T} e_v \|^2 = \sum_{u \in V_T \atop (v, u) \in E_T} \lambda_u^2. \]

Combining these two equalities we obtain that \( C_u = 0 \) for every \( u \in V_T \) satisfying \((v, u) \in E_T\). \( \square \)

As another corollary of the equality (1.3) we obtain that in our setting graphs of isometric composition operators consist only of cycles.

**Corollary 5.7.** Suppose \( T : X \to X \) is such that \( G_T \) is connected and satisfies Theorem 2.5 (ii). Suppose \( h_T \in L^\infty(\mu) \). If \( S_{\lambda_T} \in B(\ell^2(V_T)) \) is isometric, then \( \mathcal{R} = \emptyset \), that is, \( V_T = \{v_0, \ldots, v_{k-1}\} \). In particular, \( \ell^2(V_T) \) is finite dimensional and \( S_{\lambda_T} \) is unitary.
Proof. If \( S_{\lambda_T} \) is isometric, then so is \( S_{\lambda_T}^n \) for every \( n \in \mathbb{N} \). Thus, from (1.3) it follows that

\[
\sum_{i=0}^{\kappa-1} A_{m,i}^2 \sum_{R \in \mathcal{R}} \lambda^2_{\omega_R} \| S_{\lambda_T}^{n+\kappa-i-1} e_{\omega_R} \|^2 = 0, \quad m \in \mathbb{N} \cap [0, \kappa - 1], \; n \in \mathbb{N}.
\]

Since \( \Lambda_{m,i} > 0 \) for all \( i, m \in \mathbb{N} \cap [0, \kappa - 1] \), we have that

\[
\sum_{R \in \mathcal{R}} \lambda^2_{\omega_R} \| S_{\lambda_T}^{n+\kappa-i-1} e_{\omega_R} \|^2 = 0, \quad i, m \in \mathbb{N} \cap [0, \kappa - 1], \; n \in \mathbb{N}.
\]

From this it follows that

\[
\sum_{R \in \mathcal{R}} \lambda^2_{\omega_R} = 0, \quad i \in \mathbb{N} \cap [0, \kappa - 1].
\]

Since \( \lambda_{\omega_R} > 0 \) for all \( R \in \mathcal{R} \), the only possibility for the above sum being zero is that the set of indices is empty, that is, \( \mathcal{R} = \emptyset \). This implies that \( \ell^2(V_T) \) is finite dimensional. Hence, \( S_{\lambda_T} \) is invertible and, by [3, Proposition 1.23], unitary. \( \square \)

In the end of this section we provide an example of use of Theorem 5.5. We characterize 3-isometric composition operators on graphs, in which the only branching points are the vertices on the cycle. Let \( \kappa \in \mathbb{N}_1 \) and \( \{N_i\}_{i=0}^{\kappa-1} \subset \mathbb{N}_1 \cup \{\infty\} \). Denote

\[
X = \{0, 1, \ldots, \kappa - 1\} \cup \{(i, j, k): i \in \mathbb{N} \cap [0, \kappa - 1], \; j \in \mathbb{N} \cap [1, N_i], \; k \in \mathbb{N}\}.
\]

Define \( T: X \to X \) by the formula

\[
T(x) = \begin{cases} 
\kappa - 1, & \text{if } x = 0 \\
x - 1, & \text{if } x \in \mathbb{N} \cap [1, \kappa - 1] \\
i, & \text{if } x = (i, j, 0), 0 \leq i \leq \kappa - 1, 0 \leq j \leq N_i \\
i, j, k - 1, & \text{if } x = (i, j, k), k \geq 1, 0 \leq i \leq \kappa - 1, 0 \leq j \leq N_i
\end{cases}.
\]

Then the graph \( G_T = (V_T, E_T) \) takes the form

\[
V_T = X,
\]

\[
E_T = \{(i, (i + 1) \mod \kappa): i \in \mathbb{N} \cap [0, \kappa - 1]\}
\]

\[
\cup \{(i, (i, j, 0)): i \in \mathbb{N} \cap [0, \kappa - 1], j \in \mathbb{N} \cap [1, N_i]\}
\]

\[
\cup \{((i, j, k), (i, j, k + 1)): i \in \mathbb{N} \cap [0, \kappa - 1], j \in \mathbb{N} \cap [1, N_i], k \in \mathbb{N}\};
\]

we present this graph in Figure 2.

**Theorem 5.8.** Let \( X \) and \( T \) be defined as above and let \( \mu: 2^X \to [0, \infty] \) be a measure on \( X \) such that \( \mu(x) \in (0, \infty) \) for every \( x \in X \). Assume that \( h_T \in L^\infty(\mu) \). The following conditions are equivalent:

(i) \( C_T \in \mathcal{B}(L^2(\mu)) \) is 3-isometric,

(ii) for all \( i \in \mathbb{N} \cap [0, \kappa - 1], j \in \mathbb{N} \cap [1, N_i] \),

\[
\mu((i, j, k)) = (\mu((i, j, 1)) - \mu((i, j, 0)))k + \mu((i, j, 0)), \quad k \in \mathbb{N},
\]

(5.16)
Figure 2. Graph $G_T$, in which the only branching points are the vertices on the cycle

\[ \mu(i) = q_0(i) - \sum_{\ell=0}^{i-1} \sum_{j=1}^{N_i} \mu((\ell, j, i - \ell - 1)), \quad i \in \mathbb{N} \cap [1, \kappa - 1], \]

where $q_0(x) = \frac{A}{2\kappa} x^2 + \frac{2B - Ax}{2\kappa} x + \mu(0) \in \mathbb{R}_2[x]$ and

\[ A = \sum_{i=0}^{\kappa-1} \sum_{j=1}^{N_i} (\mu((i, j, 1)) - \mu((i, j, 0))), \]

\[ B = \sum_{i=0}^{\kappa-1} \sum_{j=1}^{N_i} [(\mu((i, j, 1)) - \mu((i, j, 0)))(\kappa - i - 1) + \mu((i, j, 0))]. \]

Proof. (i)$\implies$(ii). If $C_T$ is 3-isometric, then so is $S_{\lambda_T}$. By Theorem 5.5, this implies that for every $i \in \mathbb{N} \cap [0, \kappa - 1]$ and $j \in \mathbb{N} \cap [1, N_i]$ there exists a polynomial $p_{i, j} \in \mathbb{R}_1[x]$ satisfying (5.1) with $v = (i, j, 0)$; it is a matter of routine to verify that $p_{i, j}$ takes the form

\[ p_{i, j}(x) = (\lambda_{(i,j,1)} - 1)x + 1, \quad x \in \mathbb{R}. \]

Since, by (4.1),

\[ p_{i,j}(n) = \|S_{\lambda_T}^n e_{(i,j,0)}\|^2 = \prod_{k=1}^{n} \lambda_{i,j,k}^2 = \frac{\mu((i,j,n))}{\mu((i,j,0))}, \quad n \in \mathbb{N}_1, \]

\[ 4\text{Note that under the assumption } h_T \in L^\infty(\mu) \text{ we have that for every } i \in \mathbb{N} \cap [0, \kappa - 1], \sum_{j=1}^{N_i} \mu((i,j,0)) = \mu(T^{-1}(\{i\})) < \infty; \text{ similar argument shows that } \sum_{j=1}^{N_i} \mu((i,j,1)) < \infty. \]
it follows that the polynomial $q_{i,j} = \mu((i, j, 0))p_{i,j}$ satisfies the equality $q_{i,j}(k) = \mu((i, j, k))$ for every $k \in \mathbb{N}$; moreover, by (5.18) and (4.1), $g_{i,j}$ takes the form

$$q_{i,j}(x) = (\mu((i, j, 1)) - \mu((i, j, 0)))x + \mu((i, j, 0)), \quad x \in \mathbb{R}.$$ 

Hence, (5.16) holds. Next, by (4.1) and (5.18), the polynomial $\mu$ takes the form

$$q(x) = \sum_{i=0}^{\kappa-1} \sum_{j=1}^{N_i} \frac{\mu(i)}{\mu(0)} p_{i,j}(x + \kappa - i - 1)$$

$$= \frac{1}{\mu(0)} \sum_{i=0}^{\kappa-1} \sum_{j=1}^{N_i} [(\mu((i, j, 1)) - \mu((i, j, 0)))x + \mu((i, j, 0))]$$

$$= \frac{1}{\mu(0)} [Ax + B], \quad x \in \mathbb{R}.$$ 

By Theorem 5.5, the polynomial $p_0 \in \mathbb{R}_2[x]$ satisfying (5.1) with $v = 0$ takes the form $p_0(x) = c_2 x^2 + c_1 x + c_0$, where $(c_2, c_1, c_0)$ is the solution of the system

(5.19) \[ \begin{bmatrix} 2\kappa & 0 & 0 \\ \kappa^2 & \kappa & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} c_2 \\ c_1 \\ c_0 \end{bmatrix} = \begin{bmatrix} \frac{1}{\mu(0)} A \\ \frac{1}{\mu(0)} B \end{bmatrix} \]

Solving the above system of equations, we obtain that $p_0 = \frac{1}{\mu(0)} q_0$. From (4.2) and (4.1) it follows that for every $i \in \mathbb{N} \cap [1, \kappa - 1]$,

$$q_0(i) = \mu(0)||S_{\lambda}^i e_0||^2 = \mu(i) + \sum_{\ell=1}^{i-1} \sum_{j=1}^{N_i} \mu((\ell, j, i - \ell - 1)).$$

After rearrangement we get (5.17).

(ii) $\Rightarrow$ (i). Using (5.16), it can be verified that for every $i \in \mathbb{N} \cap [0, \kappa - 1]$, $j \in \mathbb{N} \cap [0, N_i]$ the polynomial

$$p_{i,j,0}(x) = (\lambda_{i,j,1}^2 - 1)x + 1, \quad x \in \mathbb{R},$$

satisfies (5.1) for $v = (i, j, 0)$. Next, from the equality

$$||S_{\lambda}^n e_{(i,j,k)}||^2 = \frac{||S_{\lambda}^{n+k} e_{(i,j,0)}||^2}{\prod_{\ell=1}^{k} \lambda_{i,j,\ell}^2}, \quad k \in \mathbb{N}_1,$$

it follows that for every $i \in \mathbb{N} \cap [0, \kappa - 1]$, $j \in \mathbb{N} \cap [0, N_i]$ and $k \in \mathbb{N}_1$ the polynomial

$$p_{i,j,k}(x) = \left(\prod_{\ell=1}^{k} \lambda_{i,j,\ell}^2\right)^{-1} p_{i,j,0}(x + k), \quad x \in \mathbb{R},$$

satisfies (5.1) with $v = (i, j, k)$. Assume now $\kappa > 1$. We check that rank $\tilde{B}_{3,\kappa} = \text{rank } \tilde{B}_{3,\kappa}$. Set $p_0 = \frac{1}{\mu(0)} q_0$. As in the proof of converse implication, we obtain that the coefficients of $p_0$ satisfies (5.19). Combining (5.17) with (4.2) and (4.1) we deduce that $p_0$ satisfies

$$||S_{\lambda}^n e_0||^2 = p_0(n), \quad n \in \mathbb{N} \cap [0, \kappa - 1].$$
This implies that the coefficients of $p_0$ satisfies also the following system of equations:

$$
\begin{bmatrix}
A_{3,\kappa} & B_{3,\kappa}
\end{bmatrix}
\begin{bmatrix}
c_2 \\
c_1 \\
c_0
\end{bmatrix}
= \begin{bmatrix}
\frac{1}{\mu(0)}A \\
\frac{1}{\mu(0)}B \\
a_1 \\
\vdots \\
a_{\kappa-1}
\end{bmatrix}
$$

where $a_\ell = \|S_{\lambda_\ell}^*e_0\|^2$, $\ell \in \mathbb{N} \cap [1, \kappa - 1]$. From the Kronecker-Capelli theorem it follows that $\text{rank } A_{3,\kappa} = \text{rank } B_{3,\kappa}$. The application of Theorem 5.5 completes the proof.

6. Subnormality of Cauchy dual of composition operator

In [18] the authors studied the Cauchy dual subnormality problem for 2-isometric composition operators with the property that the graph $G_T$ has one cycle and one branching point and obtained the solution in case of graphs with cycle of length 1. In this section we investigate the Cauchy dual subnormality problem for 2-isometric composition operators with graphs having one cycle in full generality. Again, we stick to the notation of Theorem 3.5.(ii). First, we are going to derive formulas for $S_{\lambda_T}^*$ and $S_{\lambda_T}'$.

**Lemma 6.1.** Suppose $T : X \to X$ is such that $G_T$ is connected and satisfies Theorem 3.5.(ii). Suppose $h_T \in L^\infty(\mu)$. Then

(i) $S_{\lambda_T}^*e_v = \lambda_v e_w$ for every $v \in V_T$, where $w \in V_T$ is the only vertex satisfying $(w, v) \in E_T$, that is $S_{\lambda_T}^*$ is the weighted shift on $(V_T, E_T^{-1})$, where $E_T^{-1} = \{(u, v) \in V_T \times V_T : (v, u) \in E_T\}$,

(ii) $S_{\lambda_T}^*S_{\lambda_T}e_v = \|S_{\lambda_T}e_v\|^2 e_v$ for every $v \in V_T$,

(iii) if $S_{\lambda_T}^*$ is left-invertible, then

$$
S_{\lambda_T}'e_v = \sum_{u \in V_T} c_v \lambda_u e_u,
$$

where $c_v = \|S_{\lambda_T}e_v\|^{-2}$, $v \in V_T$; in particular, $S_{\lambda_T}'$ is the weighted shift on $G_T$.

**Proof.** (i). Let $v \in V$. Then

$$
\langle S_{\lambda_T}^*e_w, e_v \rangle = \begin{cases} 
\lambda_w, & \text{if } (w, v) \in E_T \\
0, & \text{otherwise}
\end{cases}.
$$

Hence, $\langle S_{\lambda_T}^*e_v, e_w \rangle \neq 0$ if and only if $(w, v) \in E_T$. By Observation 3.1, there is only one vertex $w \in V_T$ satisfying $(w, v) \in E_T$; for this vertex $w$ we have $S_{\lambda_T}^*e_v = \lambda_v e_w$.

(ii) and (iii) are simple consequences of (i).

Note that if $S_{\lambda_T}'$ is assumed to be 2-isometric, then, by [25, Lemma 1], it is also an expansion, so that $c_v \in (0, 1]$, $v \in V_T$.

Assume that $G_T$ is connected and satisfies Theorem 3.5.(ii). Suppose $S_{\lambda_T} \in B(\ell^2(V_T))$ is 2-isometric. For further applications let us emphasize two formulas.
For every \( m \in \mathbb{N} \cap [0, \kappa - 1] \) and \( n \in \mathbb{N} \) we have

\[
S_{\lambda_T}^{mn} e_{v_m} = \Lambda'_{m,n} e_{v_{m+n \mod \kappa}} \\
+ \sum_{i=0}^{n-1} e_{v_{i \mod \kappa}} \Lambda'_{m,i} \sum_{R \in \mathcal{R}} \lambda_R S_{\lambda_T}^{m-i-1} e_{\omega_R}
\]

and

\[
S_{\lambda_T}^{m+n} e_{v_m} = \Lambda'_{m,n} S_{\lambda_T}^{m} e_{v_m} \\
+ \sum_{i=0}^{k-1} e_{v_{i \mod \kappa}} \Lambda'_{m,i} \sum_{R \in \mathcal{R}} \lambda_R S_{\lambda_T}^{m+n-i-1} e_{\omega_R},
\]

(6.1)

where

\[
\Lambda'_{m,i} = \prod_{j=m+1}^{m+i} \lambda_{v_{j \mod \kappa}} e_{v_{(j-1) \mod \kappa}}, \quad m \in \mathbb{N} \cap [0, \kappa - 1], \ i \in \mathbb{N}.
\]

The above formulas are consequences of Lemma 6.1.(iii) and the fact that for 2-isometric \( S_{\lambda_T} \) every \( c_v \ (v \in V_T \setminus \{v_0, \ldots, v_{\kappa-1}\}) \) is equal 1 (see Lemma 5.4). Note also that \( \Lambda'_{m,n} = \Lambda'_{0,0} \) for every \( m \in \mathbb{N} \cap [1, \kappa - 1] \).

It is well-known (see e.g. [5]) that the Cauchy dual of 2-isometric operator is always a contraction (in our setting it can be easily derived from Lemma 6.1.(iii)). This observation will be crucial in our considerations about subnormality of the Cauchy dual of \( S_{\lambda_T} \).

Note that if \( \mathcal{R} = \emptyset \), then \( \ell^2(V_T) \) is finite dimensional. In such a case every 2-isometric operator is automatically invertible and, by [3, Proposition 1.23], unitary. Since \( U' = U \) for every unitary operator \( U \), if \( \mathcal{R} = \emptyset \) and \( S_{\lambda_T} \) is 2-isometric, \( S_{\lambda_T}^* \) is obviously subnormal. In the further investigation we always assume that \( \mathcal{R} \neq \emptyset \). Let us present the main result in this section.

**Theorem 6.2.** Let \( T : X \to X \) be such that \( G_T \) is connected, satisfies Theorem 3.5.(ii) with additional assumption that \( \mathcal{R} \neq \emptyset \). Assume that \( h_T \in L^\infty(\mu) \). If \( S_{\lambda_T} \in \mathcal{B}(\ell^2(V_T)) \) is 2-isometric, then the following conditions are equivalent:

(i) \( S_{\lambda_T}' \) is subnormal,

(ii) for every \( m \in \mathbb{N} \cap [0, \kappa - 1] \),

\[
\|S_{\lambda_T}^{mn} e_{v_m}\|^2 = \int_{[0,1]} t^n \, d\mu_{v_m}(t), \quad n \in \mathbb{N} \cap [0, \kappa - 1],
\]

with \( \mu_{v_m} = (1 - \alpha_m) \delta_{\sqrt{D}} + \alpha_m \delta_1 \), where

\[
D = \Lambda'^2_{0,\kappa} = \prod_{j=0}^{\kappa-1} c_{v_j}^2,
\]

\[
\alpha_m = \frac{C_m}{1 - D}, \quad m \in \mathbb{N} \cap [0, \kappa - 1],
\]

\[
C_m = \sum_{j=0}^{\kappa-1} c_{v_j \mod \kappa} \Lambda'^2_{m,i} \sum_{R \in \mathcal{R}} \lambda_R^2, \quad m \in \mathbb{N} \cap [0, \kappa - 1].
\]
Proof. (i) $\implies$ (ii). From [20] Theorems 3.1 and 2.2 and the fact that $S^\lambda_T$ is contractive it follows that for every $v \in V_T$ there exists the measure $\mu_v : \mathcal{B}([0,1]) \to [0,1]$ such that

$$\|S^m_T e_v\|^2 = \int_{[0,1]} t^n \, d\mu_v(t), \quad n \in \mathbb{N}.$$ 

In turn, by Theorem 5.5 and Lemma 6.1 we have

$$\|S^m_T e_v\| = 1, \quad v \in V_T \setminus \{v_0, \ldots, v_{\kappa-1}\}, \quad n \in \mathbb{N};$$

which implies that $\mu_v = \delta_1$ for $v \in V_T \setminus \{v_0, \ldots, v_{\kappa-1}\}$. From this and (6.1) we derive that for every $m \in \mathbb{N} \cap [0, \kappa - 1]$,

$$\|S^{m+\kappa}_T e_v\|^2 = D\|S^m_T e_v\|^2 + C_m, \quad n \in \mathbb{N}.$$ 

Hence,

$$\int_{[0,1]} t^{n+\kappa} \, d\mu_v(t) = D \int_{[0,1]} t^n \, d\mu_v(t) + C_m, \quad n \in \mathbb{N}.$$ 

Since $\mu_v$ is regular, it follows that

$$(6.2) \quad (t^{\kappa} - D) \, d\mu_v(t) = C_m \delta_1, \quad m \in \mathbb{N} \cap [0, \kappa - 1].$$

Since $\mathcal{R} \neq \emptyset$, by Corollary 5.7 we have that $D < 1$. This implies that for all $m \in \mathbb{N} \cap [0, \kappa - 1]$, $\mu_{v_m}(0, \sqrt{D}) \cup (\sqrt{D}, 1) = 0$. Thus,

$$(6.3) \quad \mu_v = (1 - \alpha_m) \delta_{\sqrt{D}} + \alpha_m \delta_1$$

with some $\alpha_m \in [0,1]$. In turn, for every $m \in \mathbb{N} \cap [0, \kappa - 1]$ we have

$$D(1 - \alpha_m) + \alpha_m \int_{[0,1]} t^{\kappa} \, d\mu_v = D \mu_v([0,1]) + C_m = D + C_m.$$ 

The above equality implies that $\alpha_m = \frac{C_m}{1-D}$.

(ii) $\implies$ (i). From Theorem 5.5 it follows that

$$\|S^m_T e_v\| = 1, \quad v \in V_T \setminus \{v_0, \ldots, v_{\kappa-1}\}, \quad n \in \mathbb{N},$$

which implies, by Lemma 6.1 that

$$\|S^m_T e_v\| = 1, \quad v \in V_T \setminus \{v_0, \ldots, v_{\kappa-1}\}, \quad n \in \mathbb{N}.$$ 

We check that

$$(6.4) \quad \|S^m_T e_v\|^2 = \int_{[0,1]} t^n \, d\mu_v(t), \quad n \in \mathbb{N}, \quad m \in \mathbb{N} \cap [0, \kappa - 1].$$
Since \((6.4)\) holds for \(n \in \mathbb{N} \cap [0, \kappa - 1]\), it is enough to check that if \((6.4)\) holds for some \(n \in \mathbb{N}\), then it also holds for \(n + \kappa\). By \((6.1)\) we have
\[
\|S_{\lambda T}^{n+\kappa} e_v\|^2 = D\|S_{\lambda T}^n e_v\|^2 + C_m = D \int_{[0,1]} t^n d\mu_{\alpha_m}(t) + C_m
\]
\[
= D(1 - \alpha_m) \sqrt{D^m} + D\alpha_m + C_m
\]
\[
= (1 - \alpha_m) \sqrt{D^{n+\kappa}} + \frac{DC_m}{1 - D} + C_m
\]
\[
= (1 - \alpha_m) \sqrt{D^{n+\kappa}} + \frac{C_m}{1 - D}
\]
\[
= \int_{[0,1]} t^{n+\kappa} d\mu_{\alpha_m}(t).
\]
Using \([20]\) Theorems 3.1 and 2.2 we obtain subnormality of \(S_{\lambda T}^n\). \(\square\)

In \([18]\) the authors proved that the Cauchy dual of 2-isometric composition operator on graph with one cycle of length 1 and one branching point is subnormal. As a corollary, we get the same result in a more general version.

**Corollary 6.3** (cf. \([18]\) Theorem 4.6]). Assume that \(G_T\) is connected and satisfies Theorem 3.5(ii) with additional assumptions that \(R \neq \emptyset\) and \(\kappa = 1\). If \(S_{\lambda T} \in \mathcal{B}(l^2(V_T))\) is 2-isometric, then \(S_{\lambda T}^n\) is subnormal.

In \([5]\) Example 6.6] the authors gave an example of 2-isometry, for which the Cauchy dual is not subnormal. With the help of Theorems 5.5 and 6.2 we can give another example.

**Example 6.4.** Let \(V_T = \{0, 1, 2\} \cup \{\{0, 1, 2\} \times \mathbb{N}\}\) and \(E_T = \{(0, 1), (1, 2), (2, 0)\} \cup \{(i, (i, 0)): i \in \{0, 1, 2\}\}\)
\[
\cup \{((i, j), (i, j + 1)): i \in \{0, 1, 2\}, j \in \mathbb{N}\}.
\]
The graph \(G_T = (V_T, E_T)\) is exactly the graph defined at the end of Section 5 taken with \(\kappa = 3\) and \(N_0 = N_1 = N_2 = 1\) (see Figure 2). Set \(\lambda = \{\lambda_0, \lambda_1, \lambda_2\} \cup \{\lambda_{i,j}: i \in \{0, 1, 2\}, j \in \mathbb{N}\}\) as follows
\[
\lambda_1 = a, \quad \lambda_2 = 1, \quad \lambda_0 = \frac{1}{a},
\]
\[
\lambda_{0,0} = \lambda_{1,0} = 1, \quad \lambda_{2,0} = z,
\]
\[
\lambda_{i,j} = 1, \quad i \in \{0, 1, 2\}, j \in \mathbb{N}.
\]
where \(a, z \in (0, \infty)\). It is easy to verify that \(S_{\lambda} \in \mathcal{B}(l^2(V_T))\); moreover, \(\|S_{\lambda} e_v\| = 1\) for every \(v \in \{(0, 1, 2)\} \times \mathbb{N}\) and \(n \in \mathbb{N}\), so the polynomial \(p_v = 1\) satisfies \((5.1)\) with \(v \in \{(0, 1, 2)\} \times \mathbb{N}\). The polynomial \(q \in \mathbb{R}[x]\) given by the formula \((5.6)\) takes the form
\[
q(t) = 1 + a^2 + a^2 z^2, \quad t \in \mathbb{R}.
\]
Hence, in view of Theorem 5.5, \(S_{\lambda}\) is 2-isometric if and only if rank \(\tilde{A}_{2,3}\) = rank \(\tilde{B}_{2,3}\). The latter holds if and only if the polynomial
\[
p_0(t) = \frac{1}{3} \left(1 + a^2 + a^2 z^2\right) t + 1, \quad t \in \mathbb{R},
\]
satisfies the equalities \( p_0(1) = \|S_\lambda e_0\|^2 \) and \( p_0(2) = \|S_\lambda^2 e_0\|^2 \), which is equivalent to the following system of equations

\begin{align}
(6.5) & \quad a^2 + 1 = \frac{1}{3} \left(1 + a^2 + a^2 z^2\right) + 1 \\
(6.6) & \quad 2a^2 + 1 = \frac{2}{3} \left(1 + a^2 + a^2 z^2\right) + 1
\end{align}

Assume \( S_\lambda \) is 2-isometric. By Theorem 6.2 if \( S_\lambda' \) is subnormal, then there exists \( \alpha \in (0, 1) \) satisfying

\[ \begin{cases} 
\alpha \sqrt{D} + 1 - \alpha = \|S_\lambda' e_0\|^2 \\
\alpha \sqrt{D^2} + 1 - \alpha = \|S_\lambda^2 e_0\|^2 
\end{cases} \]

which implies that

\[ \frac{\|S_\lambda' e_0\|^2 - 1}{\sqrt{D} - 1} = \frac{\|S_\lambda^2 e_0\|^2 - 1}{\sqrt{D^2} - 1} \]

Note that

\[ \|S_\lambda' e_0\|^2 = \frac{1}{a^2 + 1} \]
\[ \|S_\lambda^2 e_0\|^2 = \frac{a^2}{2(a^2 + 1)^2} + \frac{1}{(a^2 + 1)^2} \]

and

\[ D = \frac{1}{4(a^2 + 1)^2(a^2 + 2z^2)^2} \]

To obtain 2-isometric operator \( S_\lambda \), the Cauchy dual of which is not subnormal, it is enough to find \( a, z \in (0, \infty) \), which satisfy (6.5) and (6.6) and does not satisfy (6.7); this holds if we take, for instance, \( a = \frac{2}{\sqrt{7}}, \quad z = \frac{1}{2} \).
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