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Abstract

The development of autonomous vehicles generates a tremendous demand for a low-cost solution with a complete set of camera sensors capturing the environment around the car. It is essential for object detection and tracking to address these new challenges in multi-camera settings. In order to address these challenges, this work introduces novel Single-Stage Global Association Tracking approaches to associate one or more detection from multi-cameras with tracked objects. These approaches aim to solve fragment-tracking issues caused by inconsistent 3D object detection. Moreover, our models also improve the detection accuracy of the standard vision-based 3D object detectors in the nuScenes detection challenge. The experimental results on the nuScenes dataset demonstrate the benefits of the proposed method by outperforming prior vision-based tracking methods in multi-camera settings.

1. Introduction

Object detection and tracking have become two of the most critical tasks in autonomous vehicles (AV). Recent developments in deep learning methods have dramatically boosted the performance of object understanding and tracking in

∗equal contribution
The object tracking problem in AVs is far apart from multiple camera multiple object tracking (MC-MOT) in surveillance settings where cameras are stationary, i.e., their positions are fixed, but their poses may change in PTZ cameras cases. For clarity, MC-MOT in surveillance settings is referred to as static MC-MOT and MC-MOT in AVs as dynamic MC-MOT on-the-move since cameras are moving with the vehicle. Other works consider tracking the activities of people from multiple moving cameras, where the movements are subtle with large overlapping regions between cameras. In contrast, our camera setting in this paper contains large movements and small overlapping regions between cameras as the traveling car passes by other objects. Such a setup with some redundancy, i.e., certain overlapping fields-of-view, presents some new challenges for MOT to work with 3D object detectors to track objects and maintain the stability of predictions across video frames in multiple views.

As a result, camera-based tracking methods in the current leaderboard of
autonomous driving datasets, e.g., nuScenes [3] and Waymo [41], appear to be using only single-camera settings. However, the datasets were collected in multi-camera settings as shown in [1]. Thus, this work aims to use redundant data to improve detection and tracking performance.

In the MC-MOT settings, traditional two-stage approaches [4, 7, 31, 24] track objects on each camera independently, i.e., single-camera tracking (SCT), then link-local tracklets across cameras via global matching steps based on Re-ID features. Applying such a two-stage approach to dynamic MC-MOT settings on AVs leads to a problem with the global matching that relies on complicated graph structures to assign a global ID to all detection. In addition, this approach
cannot handle scenarios when the detector fails to detect objects from one of the cameras [25, 18, 19, 56]. Moreover, it requires additional steps to merge many local IDs, as shown in Fig. 2. Therefore, there are better solutions than using SCT multiple times.

1.1. Contributions of this Work

This work presents a single-stage MC-MOT approach directly using the outputs of an object detector as the inputs instead of SCT trajectories. To achieve this goal, we mathematically reformulate association steps in static MC-MOT into a single global association step as a one-to-many assignment problem to match one target, i.e., tracked objects in the world coordinate, with multiple detection, i.e., objects appear in multi-camera overlapping regions. This assignment can be solved efficiently via our proposed Fractional Optimal Transport Assignment (FOTA) method. Moreover, since this assignment problem can be defined in both the traditional track-by-detection scheme and the more recent track-by-attention scheme, we demonstrate its ability in both our proposed Single-Stage Global Assignment (SAGA) schemes as SAGA-Track and SAGA-TrackNet, respectively. Evaluate proposed methods with a comprehensive evaluation criterion to demonstrate their robustness compared to previous frameworks. The proposed method reduces the IDSwitch error from 3,807 to 870 and improves the tracking performance by up to 6.4% on the nuScenes Test Set benchmark.

2. Related Work

The MOT problem on AVs has recently received much attention in the research community. Recent methods in static MC-MOT settings have been reviewed in [31], while dynamic MC-MOT settings are still an open research area. The most recent work reviewed in this section is focused on the assignment or association formulation in SC-MOT and static MC-MOT.

Assignment in SC-MOT. While many works [2, 51] calculated the assignment costs between tracklets and detection by using some distance measurements
over deep features or locations, some approaches directly computed the similarity scores. Xiang et al. [52] built a bipartite graph over the affinity computed by the LSTM as edge cost and solved the association by the Hungarian algorithm. Ran et al. [34] proposed a Pose-based Triple Stream Network to extract three kinds of similarity scores, i.e., appearance, motion, and interaction, and then fuse the average strategy into a final similarity score in a bipartite graph by the greedy match algorithm.

Assignment in Static MC-MOT. He et al. [15] constructed a global similarity matrix from local tracklets in all single views and then estimated targets’ trajectory by offline performing Matrix Factorization. Ristani and Tomasi [37] solved the ID assignment task by correlation clustering, then executed interpolation and elimination to fill the gap and filter indecisive tracks. Quach et al. [31] proposed a dynamic graph to transform pre-computed Re-ID features into new context-aware ID features. Hence it performs better clustering and yields more accurate results. Yoon et al. [54] maintained a set of track hypotheses all the time by the Multiple Hypothesis Tracking algorithms and also reduced the excess by introducing a gating mechanism for tree pruning. Zhang et al. [55] utilized the Re-Ranking algorithm [57] on the global cost matrix to cluster IDs. However, directly applying these approaches to the dynamic setting on AVs suffers from a significant real-time performance decrease, computation complexity, and domain irrelevance. Therefore, several methods to solve object tracking on the fly have been proposed, as referred to in the following parts.

Using Motion Models. Weng et al. [47] proposed a simple yet effective baseline to utilize a classic state estimator (the Kalman Filter) for tracking 3D bounding boxes. These bounding boxes can be obtained from a LiDAR point cloud object detector [38, 61, 28, 29, 60] or an image-based object detector [35, 59, 39, 16]. Chiu et al. [8] improved the Kalman Filter tracking system using the Mahalanobis distance between the predicted states and observations. The method is reasonably effective in filtering outliers and handling partially and fully occluded objects.

Using Appearance Models. Zhou et al.’s approaches [59, 58] are widely
used for single-camera tracking. These approaches simplify the tracking procedure by treating objects as points, which usually involves many computationally intensive steps from detection to assigning object ID. Hu et al. \cite{16} estimated robust 3D box information from 2D images and adopted 3D box-reordering and LSTM as a motion module to link objects across frames.

**Using Hybrid Approaches.** Chaabane et al. \cite{6} trained the object detection and the object association task simultaneously by adding a feature extractor and a matching head after the object detector. In addition, an LSTM instead of a Kalman Filter is used for motion prediction. Yin et al. \cite{53} followed a similar process but performed feature extraction on point cloud maps.

**Using Modern Approaches.** Graph Neural Network \cite{49}, Self-Attention \cite{62}, and Transformer \cite{43} have led to a new learning-from-context paradigm. This paradigm has attracted considerable research attention recently because of its promising performance in a wide range of tasks from natural language processing \cite{26,11,32,21} to computer vision \cite{12,6,33,42,64}. A limited number of these methods have been applied for dynamic MC-MOT in autonomous vehicles \cite{24}, apart from many SC-MOT approaches \cite{13,9,40,23,63,48,50}. Weng et al. \cite{48} proposed the first feature interaction method that leverages a Graph Neural Network to adapt features from one object to another individual. Meinhardt et al. \cite{23} proposed a new tracking-by-attention paradigm (compared to the existing tracking-by-regression, tracking-by-detection, and tracking-by-segmentation) to deal with occlusions and determine the tracker’s Spatio-temporal correspondences. Sun et al. \cite{63} utilized the Query-Key mechanism to perform joint detection-and-tracking and disentangle complex components in previous tracking systems.

Compared to these prior works, the critical difference in our approach is that it uses a world coordinate system in AV’s multi-camera system to solve the global one-to-many association step. It is possible by matching one tracked object with multiple detection. Thus, it eliminates the need for another association step, i.e., using Re-ID, and reduces the effort of adopting several empirical rules and heuristics to handle overlapping FOVs.
3. Our Proposed Method

This section presents the proposed dynamic MC-MOT approaches with a one-to-many global assignment method.

3.1. Problem Definition

Given video frames from $K$ cameras at the $t$-th time step, denoted by the set $\mathcal{I}^{(t)} = \{I_{1}^{(t)}, \ldots, I_{k}^{(t)}, \ldots, I_{K}^{(t)}\}$, MC-MOT system provides a set of detected objects $\mathcal{O}^{(t)} = \{o_{j}^{(t)}\}$ associated with their identities. Object bounding boxes and classes can be predicted using an object detector given each frame in $\mathcal{I}^{(t)}$ separately. The identities of objects are obtained by associating with tracklets, i.e., a set of bounding boxes with a track ID $i$ as $\mathcal{T}_i = \{\text{tr}_{i}^{(t_1)}, \text{tr}_{i}^{(t_2)}, \cdots\}$. Objects detected on each camera and track are represented by 3D bounding boxes in world coordinates. Note that tracklets are shared across cameras and are often referred to as a global track ID. During $T$ frames of a video sequence, the sub-sequence of $(t_1, t_2, \cdots)$ is the time steps when the tracked object appears within the camera views. Each track $\text{tr}_{i}^{(t)}$ is estimated using a motion model from the previous frame $t - 1$ and then updated with the detection of the corresponding tracked objects as follows,

$$
\text{tr}_{i}^{(t)} = M_{\text{pred}}(\text{tr}_{i}^{(t-1)})
$$

$$
\text{tr}_{i}^{(t)} = M_{\text{update}}(\text{tr}_{i}^{(t)}, o^{(t)}[i])
$$

where $o^{(t)}[i] = \begin{cases} 
  o_{j}^{(t)} & \text{if detected object } o_{j}^{(t)} \text{ associates with the } i\text{-th tracklet} \\
  \emptyset & \text{if no object associates with the } i\text{-th tracklet}
\end{cases}$

Here, $M_{\text{pred}}$ is a function or a network to predict the following location of the track based on the motion model, and $M_{\text{update}}$ is a function to update the location of the track in the current time step $t$. In this paper, we use two different motion models, i.e., linear Kalman Filter and Non-linear Transformer-based Network. To know which detected object $j$ is being used to update the corresponding tracklet $i$. Each detection is then assigned to a tracklet based on a matching algorithm with a cost function. It also determines whether the
detection is a new or existing object from the previous frame. Generally, the cost functions to match detection with tracklets can be defined as in Eqn. (3).

\[ c_{ij} = C_{\text{match}}[i,j] = d(\hat{\text{tr}}_i^{(t)}, o_j^{(t)}) \]  

(3)

where \(d(\cdot, \cdot)\) is the distance between the detected and tracked objects. Several distance metrics can be adopted for \(d(\cdot, \cdot)\) such as Mahalanobis distance \[22\] implemented in \[8\], 2D or 3D GIoU \[36\].

\[ d_{\text{Mahalanobis}}(\hat{\text{tr}}_i^{(t)}, o_j^{(t)}) = \sqrt{(o_j^{(t)} - \hat{\text{tr}}_i^{(t)})^T S^{(t)}^{-1} (o_j^{(t)} - \hat{\text{tr}}_i^{(t)})}, \]  

(4)

\[ d_{\text{GIoU}}(\hat{\text{tr}}_i^{(t)}, o_j^{(t)}) = 1 - \left( \frac{|o_j^{(t)} \cap \hat{\text{tr}}_i^{(t)}|}{|o_j^{(t)} \cup \hat{\text{tr}}_i^{(t)}|} - \frac{|\text{cv}_{ij}^{(t)} \setminus (o_j^{(t)} \cup \hat{\text{tr}}_i^{(t)})|}{|\text{cv}_{ij}^{(t)}|} \right), \]  

(5)

Here, \(S^{(t)}\) is the covariance that represents the uncertainty of the predicted object state as implemented in \[8\]. In addition, \(\text{cv}_{ij}^{(t)}\) is the smallest enclosing convex shape of \(o_j^{(t)}\) and \(\hat{\text{tr}}_i^{(t)}\). Note that multi-view geometry is implicitly applied when we compute the distance metrics above.

3.2. Single-Stage Global Assignment Tracking Approach (SAGA-Track)

With the cost matrix defined above, the assignment algorithm has to assign the detected objects to the correct tracklets. To assign detection to tracklets, a straightforward approach is to pool all detection and tracks into two corresponding sets and perform an one-to-one matching algorithm, i.e., Hungarian algorithm, based on a cost matrix similar to the SC-MOT case. However, in dynamic MC-MOT settings, one object can appear in several cameras simultaneously due to camera overlapping. That means two or more detected objects \(o_j^{(t)}\) in different cameras should be matched to one tracklet \(\hat{\text{tr}}_i^{(t)}\) only. Therefore, the one-to-one matching algorithm cannot handle detection from multiple cameras put together as only one instance of an object in a camera can be matched to the target tracklet causing the remaining detection of that object in other cameras to be unmatched. These unmatched instances may create new tracklets during the tracking process, and a second association step is needed to connect them. It is referred to as the global baseline association in our experiments.
To further equip a tracking system with the capability of tracking multiple instances of the same objects in different cameras, we propose to cast this assignment process to a distribution matching task where tracklets and all detected objects at $t$-th time step can be formed into two distributions. Formally, let $\mathcal{X} = \{\hat{\text{tr}}_i^{(t)}\}_{i=1}^N$ and $\mathcal{Y} = \{o_j^{(t)}\}_{j=1}^M$ be the sets of $N$ current tracklets and $M$ detected objects from all $K$ cameras at the $t$-th time step. Let $p$ and $q$ be the empirical distributions defined over $\mathcal{X}$ and $\mathcal{Y}$, respectively. The set of all possible couplings $\Pi(p,q)$ to transport the mass, i.e., number of object entities, from $\mathcal{X}$ to $\mathcal{Y}$ is defined as in Eqn. (6).

$$\Pi(p,q) = \left\{ \pi \in \mathbb{R}^{p \times q} : \pi_{i,q} \leq p_i, \pi_{i,p} \leq q_j, \pi_{i,p} + \pi_{i,q} = s \right\}$$

where $\pi_{ij}$ denotes the amount of a mass $p_i$ at $\hat{\text{tr}}_i^{(t)}$ being associated with the mass $q_j$ at $o_j^{(t)}$. The inequality in Eqn. (6) indicates the possibility of fractional entities being matched between the two distributions as (1) one tracklet in $\mathcal{X}$ can associate with no detection (i.e., the tracked object does not appear in all cameras) or many detections (i.e., the tracked object appears in many cameras); and (2) one detection in $\mathcal{Y}$ can be assigned to zero or one tracklet in $\mathcal{X}$. Moreover, different from the standard Optimal Transport (OT) based approach [44] where the two distributions are required to have the same total probability mass, i.e., $\|p\|_1 = \|q\|_1$, and all the mass has to be transported. Eqn. (6) focuses on transporting only a fraction $s$ of the mass between two distributions.

Thus, we named this approach as **Fractional OT Assignment (FOTA).**

Let $C = (c_{i,j})$ be the transportation cost matrix where $c_{i,j}$ measures a cost to associate from $\hat{\text{tr}}_i^{(t)}$ to $o_j^{(t)}$. The proposed FOTA addresses the problem of finding the best assignment solution $\pi$ that minimizes the transportation cost between two distributions:

$$\min_{\pi \in \Pi(p,q)} \langle C, \pi \rangle_F = \min_{\pi \in \Pi(p,q)} \sum_{i=1}^N \sum_{j=1}^M c_{i,j} \pi_{i,j}$$

To address the constraints of only transporting a fraction $s$ of mass in Eqn. (6), we propose attaching one more row and column in the cost matrix to handle the
mass difference between two distributions as in Eqn. (8).

\[
\mathcal{C} = \begin{bmatrix}
C & \mathcal{E}_{|q|} \\
\mathcal{E}^\top_{|p|} & 2\mathcal{E} + \max(C)
\end{bmatrix}
\]

where \( \mathcal{E} \) is a scalar for the bound. If we set the mass of the additional track and object as \( p_{N+1} = \|q\|_1 - s \) and \( q_{M+1} = \|p\|_1 - s \), finding the best assignment solution \( \pi \) can be reduced to an unconstrained problem \( \min_{\bar{\pi} \in \Pi(\bar{p},\bar{q})} \langle \bar{C}, \bar{\pi} \rangle_F \), where \( \bar{p} = [p, \|q\|_1 - s] \) and \( \bar{q} = [q, \|p\|_1 - s] \).

**Solving the One-to-many Assignment.** From the above formula for the Optimal Transport-based Assignment problem in Eqn. (7), one can solve it in polynomial time as it is a linear program. However, when there are multiple detected objects and tracklets, the resulting linear program can be large. This issue can be addressed by a fast iterative solution named Sinkhorn-Knopp [10], which converts the optimization target in Eqn. (7) into a non-linear but convex form by adding a regularization term \( \mathcal{E} \) as in Eqn. (9).

\[
\min_{\bar{\pi} \in \Pi(\bar{p},\bar{q})} \sum_{i} \sum_{j} c_{ij} \bar{\pi}_{ij} + \gamma E(\bar{\pi}_{ij})
\]

where \( E(\bar{\pi}_{ij}) = \bar{\pi}_{ij} (\log(\bar{\pi}_{ij}) - 1) \). Here, \( \gamma \) is a constant regularization term. The constraint optimization target in Eqn. (9) can be converted to a non-constraint target using the Lagrange Multiplier method as in Eqn. (10).

\[
\min_{\bar{\pi} \in \Pi(\bar{p},\bar{q})} \sum_{i} \sum_{j} c_{ij} \bar{\pi}_{ij} + \gamma E(\bar{\pi}_{ij}) + \alpha_{j} \left( \bar{\pi}^\top \mathbf{1}_{|p|} - \bar{q} \right) + \beta_{i} \left( \bar{\pi} \mathbf{1}_{|q|} - \bar{p} \right)
\]

where \( \alpha_{j} (j = 1, 2, ..., M) \) and \( \beta_{i} (i = 1, 2, ..., N) \) are Lagrange multipliers. By letting the derivatives of the optimization target equal 0, the optimal plan \( \bar{\pi}^\star \) is resolved as:

\[
\bar{\pi}_{ij}^\star = \exp \left( -\frac{\alpha_{j}}{\gamma} \right) \exp \left( -\frac{c_{ij}}{\gamma} \right) \exp \left( -\frac{\beta_{i}}{\gamma} \right)
\]

Let \( u_{j} = \exp \left( -\frac{\alpha_{j}}{\gamma} \right), v_{i} = \exp \left( -\frac{\beta_{i}}{\gamma} \right), W[i,j] = \exp \left( -\frac{c_{ij}}{\gamma} \right) \), the following constraints can be enforced:

\[
\sum_{i} \bar{\pi}_{ij} = u_{j} \left( \sum_{i} W[i,j] v_{i} \right) = \|q\|_1
\]

\[
\sum_{j} \bar{\pi}_{ij} = \left( u_{j} \sum_{i} W[i,j] v_{i} \right) = \|p\|_1
\]
To constraint these two equations simultaneously, one can calculate $v_i$ and $u_j$ by alternately updating the following:

\[
\begin{align*}
u_{i+1}^j &= \frac{\|q_i\|_1}{\sum_i W[i,j]v_i^{t+1}} , \quad v_{i+1}^t &= \frac{\|p_i\|_1}{\sum_j W[i,j]u_j^{t+1}} \\
\end{align*}
\]  
\text{Eqn. (14)}

Eqn. (14) is also known as the Sinkhorn-Knopp Iteration updating equations. After repeating this iteration $T$ times, the approximate optimal plan $\pi^*$ can be obtained:

\[
\pi^* = \text{diag}(v)W \text{ diag}(u)
\]  
\text{Eqn. (15)}

where $\gamma$ and $T$ are empirically set to 0.1 and 50.

In summary, as shown in Fig. 3, SAGA-Track with a multi-camera matching algorithm is performed in the following steps:

1. Estimating the next location of the track $\mathbf{tr}_i^{(t-1)}$ using motion model, e.g., Kalman filter.
2. Computing world-coordinate-based distance metrics between $\mathbf{tr}_i^{(t)}$ and $\mathbf{o}_j^{(t)}$.
3. Solving One-to-many FOTA assignments as in Eqn. (15).
4. Updating $i$-th tracklet $\mathbf{tr}_i^{(t)}$ based on assigned objects.

Figure 3: The SAGA-Track workflow.
In addition to the proposed track-by-detection scheme for multi-camera, we introduce a novel end-to-end framework including detector, motion model, tracker, and assignment steps in a single model in the next section 3.3. This end-to-end framework can be fully aware of objects’ movement globally rather than taking pre-computed detection as SAGA-Track.

3.3. End-to-end Learning MC-MOT via FOTA Loss

In this section, we further leverage the proposed FOTA into the design of the end-to-end learning network for MC-MOT, named SAGA-TrackNet.

Our proposed architecture consists of an encoder, two decoders, and a box-matching layer. The one-to-many assignment algorithm is implemented to provide the final tracking results from detection and tracked boxes as in Fig. 4.

3.3.1. Model Structure

The SAGA-TrackNet structure is based on transformer encoder, and decoder tracking frameworks and contains multi-head attention layers. These layers can be self-attention or cross-attention, i.e., keys and queries are the same or different.

Encoder. Features of the current and previous frame from a camera are extracted by a backbone CNN network, e.g., Resnet-50, and stacked together.
with other cameras. Features of the previous frame were saved to avoid re-computation. The encoder of SAGA-TrackNet then encodes those feature maps into keys for being used in the following decoders.

**Object Decoder.** To detect new objects on each camera, the model takes multiple sets of learnable parameters, named object queries, as a set of objects of interest in the images to match with keys, i.e., the feature maps generated by the encoder, and provides the outputs as "detected boxes."

**Track Decoder and Matching.** Simultaneously, the model takes tracked objects in the previous frames as the track query to infer the location of the corresponding tracked objects in the current frame and provides "tracked boxes." It is performed using the decoder block as it learns object motion similar to the Kalman filter. We can also utilize this Track Decoder block as a motion model to refine any off-the-shelf 3D object detectors by treating the track queries as placeholders and feeding detector predictions to this block. The motion modeling ablative study is further discussed in Subsection 4.3. During testing, the matching layer then performs the association of detected objects and tracked objects via FOTA. During training, a set prediction loss is computed for all $M + N$ output predictions in two steps: (a) loss for detecting object at frame $t - 1$ using $M$ object queries; (b) loss for tracking objects from (a) and detecting new objects at frame $t$ with all $M$ object queries and $N$ track queries from the frame $t - 1$. This prediction loss, computed based on the assignment obtained from FOTA between ground truth and prediction, is described in the following Subsection 3.3.2.

### 3.3.2. Model Training

This section presents the procedure for training our proposed end-to-end learning networks. **Training Data.** We train our proposed SAGA-TrackNet on a large-scale dataset, i.e., nuScenes, a training set with 750 scenes of 20s each, and use its validation set for our ablation study. Each training sample contains a chunk size of two consecutive frames from a training sequence.

**FOTA Loss for Modeling Training.** To compute this loss function, we
also need to compute the assignment $\pi_{ij}$ between one of the ground-truth tracks $T_i^*$ or background to the joint set of object and track query predictions $\hat{o}_j^{(t)}$. Similar to the OT-based assignment described in Subsection 3.2, the assignment is computed based cost matrix using a pre-defined distance between bounding boxes. Let us denote $G^{(t)} \subset G$ as the subset of ground-truth track ID at time step $t$. Then we assign each detection from step (a) to its corresponding ground-truth track ID $i$ from the set $G^{(t-1)} \subset G$. These two sets are explicitly assigned to the ground-truth objects in frame $t$ as $G^{(t)} \cap G^{(t-1)}$. Another set of ground-truth track ID is $G^{(t)} \setminus G^{(t-1)}$, which includes tracks not visible at time $t$. The last set is the new object not yet being tracked ground-truth objects, i.e., new objects, as $G^{(t-1)} \setminus G^{(t)}$ to be matched with $M$ object queries.

\[
\min_{\bar{\pi} \in \Pi(\bar{p}, \bar{q})} \langle \bar{C}, \bar{\pi} \rangle_F = \min_{\bar{\pi} \in \Pi(\bar{p}, \bar{q})} \sum_{i=1}^{M} \sum_{j=1}^{N} c_{ij} \pi_{ij} \quad (16)
\]

Using a similar extension as in Eqn. (8), the cost matrix $C$ can now be defined as in Eqn. (17).

\[
C = (c_{ij}) = -\hat{p}_{\pi_{ij}}(\text{cls}_i) + C_{\text{box}}(T_i^*(t), \hat{o}_j^{(t)})
\]

where $\text{cls}_i$ is the class id of the object and $C_{\text{box}}$ term penalizes bounding box differences by a linear combination of a $\ell_1$ distance and a Generalized Intersection over Union [36] as defined in Eqn. (5).

\[
C_{\text{box}} = \lambda_{\ell_1} \| T_i^*(t) - \hat{o}_j^{(t)} \|_1 + \lambda_{\text{GIoU}} C_{\text{GIoU}}(T_i^*(t), \hat{o}_j^{(t)})
\]

We use set prediction loss to measure the set of predictions for $M$ detection and $N$ tracklets compared with ground-truth tracks in terms of classification and location (bounding boxes). Set-based loss is based on the optimal bipartite matching (described in Sections 3.2 and 3.3) between $M$ detection and ground-truth objects while $N$ tracklets will be matched with boxes from previous frames. The final MC-MOT set prediction loss is defined as in Eqn. (19).

\[
L_{\text{MC-MOT}}(T^*, \hat{o}^{(t)}, \pi) = \sum_{j=1}^{M+N} L_{\text{query}}(T^*, \hat{o}_j^{(t)}, \pi)
\]

The output predictions that do not match any ground-truth tracks will be assigned to the background class $\text{cls}_i = 0$. We indicate the ground-truth track
matched with prediction \( i \) by \( \pi_{ij} = 1 \) and define the loss per query as in Eqn. (20).

\[
L_{\text{query}}(T^*, \hat{o}_j^{(t)}, \pi) = \begin{cases} 
-\hat{p}_{\pi_{ij}}(\text{cls}_i) + L_{\text{box}}(T^*_i, \hat{o}_j^{(t)}) & \text{if } \pi_{ij} = 1 \\
-\hat{p}_{\pi_{ij}}(0) & \text{if } \pi_{ij} = 0 
\end{cases} 
\]

(20)

where \( L_{\text{box}} \) is the combination of the \( \ell_1 \) loss and the generalized Intersection over Union (IoU) \([36]\) for 3D boxes.

3.3.3. Model Inference

During testing, SAGA-TrackNet performs feature encoding, object decoding, and track decoding, then one-to-many matching for two consecutive frames from all cameras. The output features from the backbone network are stored in combination with the subsequent frames. We also keep tracked objects alive and allow them to rebirth to handle occlusion or disappearing quickly.

4. Experimental Results

In this section, we detail the benchmark datasets and metrics in Subsection 4.1. Then, the setups for all experiments and the ablation study will be presented in Subsection 4.2 and 4.3 respectively. The comparisons with the SOTA methods will be detailed in Subsection 4.4 on a large-scale Tracking Challenge, i.e. nuScenes Vision Track.

4.1. Benchmark Datasets and Metrics

nuScenes Dataset \([3]\) is one of the large-scale datasets for Autonomous Driving with 3D object annotations. It contains 1,000 videos of 20-second shots in a setup of 6 cameras, i.e. 3 front and 3 rear ones, with a total of 1.4M images. It also provides 1.4M manually annotated 3D bounding boxes of 23 object classes based on LiDAR data. This dataset has an official split of 700, 150, and 150 videos for training, validation, and testing, respectively.

\(^3\)License CC BY-NC-SA 4.0
Table 1: 3D object detectors with and without using our motion model in terms of detection metrics on the nuScenes validation set for Vision Detection challenge. MM - indicates using our SAGA-TrackNet motion decoder.

| Method   | MM | mAP ↑ | NDS ↑ | mATE ↓ | mASE ↓ | mAOE ↓ | mAVE ↓ |
|----------|----|--------|--------|--------|--------|--------|--------|
| MonoDIS  | X  | 0.2976 | 0.3685 | 0.7661 | 0.2695 | 0.5839 | 1.3619 |
|          | ✓  | 0.3019 | 0.3893 | 0.6558 | 0.2410 | 0.6787 | 1.3209 |
| CenterNet| X  | 0.3027 | 0.3262 | 0.7152 | 0.2635 | 0.6158 | 1.4254 |
|          | ✓  | 0.3487 | 0.4016 | 0.5417 | 0.2023 | 0.6317 | 1.3094 |
| KM3D     | X  | 0.2763 | 0.3201 | 0.7495 | 0.2927 | 0.4851 | 1.4322 |
|          | ✓  | 0.3503 | 0.4117 | 0.6998 | 0.2323 | 0.4661 | 1.5341 |

The proposed method is evaluated using both detection and tracking metrics described in [3].

**Detection Metrics.** A commonly used metric, i.e. *Mean Average Precision (mAP)*, is defined as a match using a 2D center distance on the ground plane instead of intersection over union cost for nuScenes detection challenges.

Similarly, other motion-related metrics are also defined in nuScenes, such as *Average Translation Error (ATE)* measuring Euclidean center distance in 2D in meters, *Average Scale Error (ASE)* computing as $1 - IOU$ after aligning centers and orientation, *Average Orientation Error (AOE)* measuring the smallest yaw angle difference between prediction and ground-truth in radians, *Average Velocity Error (AVE)* measuring the absolute velocity error in m/s and *Average Attribute Error (AAE)* computing $1 - acc$, where $acc$ is the attribute classification accuracy. We also use the *nuScenes Detection Score (NDS)* that is based on a simple additive weighting of the mean of all metrics above.

**Tracking Metrics.** The tracking performance is measured using the popular *CLEAR MOT* metrics [1] including *MOTA, MOTP, ID switch (IDS)*, mostly tracked (*MT*), mostly lost (*ML*), fragmented (*FRAG*). Similar to nuScenes, we use two accumulated metrics introduced in [47] as the main metrics, including the average over the MOTA metric (*Average MOTA (AMOTA)*)) and the average over the MOTP metric (*Average MOTP (AMOTP)*).
Table 2: Motion Errors comparison of different motion models. **MM** - indicates using our SAGA-TrackNet motion decoder

| Method   | mATE ↓ | mASE ↓ | mAOE ↓ | mAVE ↓ |
|----------|--------|--------|--------|--------|
| 3D KF [47] | 0.8153 | 0.5155 | 0.7382 | 1.6186 |
| LSTM [6]  | 0.8041 | 0.4548 | 0.6744 | 1.6139 |
| MM       | 0.7132 | 0.4388 | 0.5677 | 1.4189 |

4.2. Experiments Setup

The proposed SAGA-TrackNet is trained with two consecutive frames where the extracted features in the previous time step \( t - 1 \) are stored and stacked with the features of the current time step to encode object key features to predict the location of new and existing objects at time step \( t \). Then, Mini-batch (chunk of two) gradient descent is employed with an Adam optimizer to learn all the parameters in the attention layers. All the layers and algorithms are implemented in PyTorch [27], based on Trackformer [28], TransTrack [40] and Deformable DETR [64]. The best configuration of layers is chosen empirically as three stacking self-attention layers with four heads and three stacking cross-attention layers with 16 heads. With a batch size of 512 chunks, the model converged at about 100 epochs.

4.3. Ablation Study

In this section, we present some experiments to ablate the effect of each component of the proposed framework. Particularly, this section aims to demonstrate the following: 1. how this motion modeling can help improve 3D object detectors; 2. better motion modeling with track decoder layers in SAGA-TrackNet; 3. how the combination of the external input and data association method affects the tracking performance. We also compare the processing time of these methods as well as the end-to-end solution.

**Improving 3D Object Detector.** Table 1 demonstrates that the combination of baselines object detector and our motion model (i.e. the Track Decoder) achieves better results than the original detector. In this experiment, we initialize
Table 3: Comparison of tracking metrics between Kuhn-Munkres (KM) and our proposed FOTA for different types of distance. The computation cost in terms of FPS is measured on both constructing the distance metric and optimizing the cost assignment.

| Cost matrix  | Association | AMOTA | AMOTP | MOTAR | MOTA | MOTP | MT | ML | IDS | FRAG | FPS |
|--------------|-------------|-------|-------|-------|------|------|----|----|-----|------|-----|
| 2D GIoU [36] | KM          | 0.071 | 1.475 | 0.298 | 0.065| 0.923| 327| 3.965| 6.421| 3.254| 34.7|
|              | FOTA        | 0.088 | 1.604 | 0.375 | 0.097| 0.908| 356| 3.650 | 6.313 | 3.124 | 31.8|
| 3D GIoU [23] | KM          | 0.093 | 1.512 | 0.423 | 0.032| 0.932| 396| 3.661 | 4.586 | 2.725 | 32.9|
|              | FOTA        | 0.104 | 1.563 | 0.445 | 0.102| 0.883| 481| 3.588 | 2.250 | 2.219 | 29.2|
| Mahalanobis [8] | KM        | 0.143 | 1.473 | 0.501 | 0.143| 0.690| 478| 3.678 | 1.596 | 1.847 | 25.6|
|              | FOTA        | 0.242 | 1.541 | 0.551 | 0.234| 0.823| 1,419| 2,980 | 522  | 1,590 | 21.3|

The Role of Motion Model. Motion models are particularly essential in dynamic MC-MOT settings since cameras are moving with the vehicle. In this experiment, we evaluate the effectiveness of different motion modeling methods on detection performance. We use the locations predicted by motion models to compare with ground-truth locations in terms of motion-related metrics. In such a way, we can evaluate how well the motion model captures and predicts the motion of tracked objects. We compare with two other commonly used motion models, i.e. 3D Kalman Filter [47] and LSTM [6]. As shown in Table 2, our SAGA-TrackNet gives better results than a classical object state prediction technique, i.e. 3D Kalman Filter used in [47] and a deep learning-based technique, i.e. LSTM module, used in [6].

Comparison of Different Distance Cost and Matching Algorithms. The proposed assignment module operates on a global cost matrix, which is computed from a detection set and a track set by different types of distance, i.e. Mahalanobis distance [8] as defined in Eqn. (4), Bird’s Eye View 2D, and 3D bounding box GIoU [36] as defined in Eqn. (5) between the estimated object states and the detected object bounding boxes. Then, the Sinkhorn
Table 4: Comparison of 3D tracking performance of different tracklet-detection matching approaches

| Inputs | Assoc.   | MOTA ↑ | MOTP ↓ | IDS ↓ | FRAG ↓ |
|--------|----------|--------|--------|-------|--------|
| MOT    | Re-ID [30] | 0.197  | 0.838  | 1,691 | 2,036  |
| DET    | AB3DMOT  [47] | 0.164  | 0.853  | 1,608 | 1,733  |
| DET    | FOTA     | 0.234  | 0.823  | 522   | 1,590  |
| SAGA-TrackNet | 0.237   | 0.833  | 732    | 2,000  |

Figure 5: Our proposed MC-MOT method (top) can recognize a positive tracking case compared with an SC-MOT system that has no object correlation linking module across all cameras (bottom). Green arrows indicate true positive tracking samples, red arrows indicate false negative tracking samples. Best viewed in color and zoom in.

iterative is employed as described in Section 3.2 with the maximum number of iterations being 100. Compared to Kuhn-Munkres (KM) algorithm, our framework inherits the merit of one-to-many matching and yields better results on assignment metrics and tracking metrics with a slight increase in computation cost in distance matrices construction and optimization (shown in Table 3). The performance of our proposed FOTA algorithm is also better than other tracklet-detection matching methods as shown in Table 4.
Table 5: Comparison of 3D tracking performance on the nuScenes validation set for Vision Track challenge.

| Method                        | Glo. Assoc. | AMOTA | AMOTP | MOTAR | MOTA | MOTP | RECALL | MT | ML | IDS | FRAG |
|-------------------------------|-------------|-------|-------|-------|------|------|--------|----|----|-----|------|
| MonoDIS [39] + AB3DMOT [47]   | ×           | 0.045 | 1.781 | 0.837 | 0.067 | 0.056 | 555    | 0.635| 3,882| 5,873| 0.299|
| CenterTrack [58]              | ×           | 0.684 | 1.541 | 0.349 | 0.061 | 0.774 | 0.222  | 724 | 4,378| 2,673| 1.982|
| DEFT [6]                      | ×           | 0.233 | 1.532 | 0.491 | 0.183 | 0.805 | 0.4     | 1,701| 2,552| 5,160| 2.721|
| QD-3DT [17]                   | ×           | 0.243 | 1.536 | 0.586 | 0.216 | 0.841 | 0.399  | 1,668| 2,307| 5,486| 2.592|

Table 6: Comparison of 3D tracking performance on the nuScenes test set for Vision Track challenge.

| Method                        | Glo. Assoc. | AMOTA | AMOTP | MOTAR | MOTA | MOTP | RECALL | MT | ML | IDS | FRAG |
|-------------------------------|-------------|-------|-------|-------|------|------|--------|----|----|-----|------|
| CenterTrack [58]              | ×           | 0.056 | 1.578 | 0.231 | 0.043 | 0.753 | 0.231  | 573 | 5,235| 3,807| 1.733|
| DEFT [6]                      | ×           | 0.177 | 1.564 | 0.484 | 0.156 | 0.770 | 0.338  | 1,951| 3,232| 6,061| 3,420|
| QD-3DT [17]                   | ×           | 0.207 | 1.530 | 0.560 | 0.308 | 0.773 | 0.375  | 1,891| 2,970| 6,901| 3,001|
| SAGA-Track (Ours)             | × (Baseline)| 0.241 | 1.546 | 0.751 | 0.236 | 0.823 | 0.375  | 1,419| 2,980| 522  | 1,506|
| SAGA-TrackNet (Ours)          | × (End-to-end)| 0.261 | 1.485 | 0.636 | 0.237 | 0.833 | 0.4     | 1,392| 2,976| 722  | 2,000|

4.4. Comparison against State-of-the-Art Methods

In this section, we compare our proposed framework with other vision-based (without using LiDAR or RADAR information) tracking approaches, which are the top in nuScenes vision only tracking challenge leaderboard.

Comparison against Tracking Methods on Validation set. This experiment compares our proposed method with other vision-based methods, including QD-3DT [17], MonoDIS [39] + AB3DMOT [47], CenterTrack [58], and DEFT [6] which are the tops of nuScenes vision-only tracking challenge. As we can see in Table 5 we outperform the top approach, i.e. QD-3DT, in most of the metrics. Fig. 5 illustrates the key factor that helps improve the tracking performance: we perform appearance matching across cameras in addition to motion modeling. It shows that our proposed method (top) can assign object ID globally between cameras compared with DEFT [6] (bottom). Our method beats the SOTA method, i.e. QD-3DT [17] on most of the main metrics, such as AMOTA, AMOTP, MOTAR, MOTA, Recall, IDS, and FRAG, which are related to how well our method groups tracklet IDs and regresses object’s bounding boxes. For fair comparison and to preserve the originality and uniqueness of
those methods, such as the LSTM motion model of DEFT [6], the offset head of CenterTrack [58], we implement a simple global association as the baseline, which takes MOT output results from those approaches and then adopts several empirical rules and heuristics to determine and filter out duplicated objects, including IOU thresholding and box merging as similar to ELECTRICITY [30].

**Comparison against Tracking Methods on Test set.** We submitted our result on the official competition platform EvalAI[4] As it can be referred to the tracking challenge leaderboard on Vision track at nuScenes’ homepage[5] and Table 6, our method performs better than QD-3DT [17] and DEFT [6] significantly on IDS (870 vs. 6,856 and 6,901) and slightly on AMOTA (0.242 vs. 0.217 and 0.177), this behavior is similar to the validation results in Table 5.

5. Conclusions

This paper has introduced a new global association approach to solving the dynamic MC-MOT problem for AV. The proposed framework can learn how to perform tracking frame-by-frame in an end-to-end manner given frames from multi-camera to extract features, encode object key features, decode new objects’ locations, decode tracked objects’ locations, and global association tracklets with detection. These tasks are enhanced with self-attention and cross-attention layers to capture structures and motion across cameras. The experiments have shown performance improvements up to 6.4% and a decrease in IDSwitch error from 3,807 to 870 in a large-scale AV dataset regarding vision-based detection and tracking accuracy.

[4]https://eval.ai/web/challenges/challenge-page/476/leaderboard/1321
[5]https://www.nuscenes.org/tracking/
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