Identify Abusive and Offensive Language in Indonesian Twitter using Deep Learning Approach
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Abstract. Indonesia has a huge number of Twitter users and a lot of them often communicate using abusive language. Not only in the context of jokes, many Indonesian netizens often use abusive language to curse (offense) someone. Research about abusive language detection in Indonesian Twitter has been done using classical machine learning approach. However, the performance was still not too good, especially in differentiating whether the tweet is an abusive but not offensive or an offensive language. This paper implements a deep learning approach to enhance the performance when identifying abusive but not offensive or an offensive language. We use Long Short-Term Memory (LSTM) with word embedding because our literature study found that LSTM with word embedding is good for text classification (both for English or Indonesian text classification). The experiment result shows that LSTM with word embedding can increase the $F_1$-Score from the previous work until 19.44%, from 70.06% to 83.68%.

1. Introduction

Indonesia is one of the countries that have a huge number of social media users. In the social media, people are free to get any hot news, advertising something, establish communication with a new friend, sharing their activities, or just share what they were feeling at the time. However, the freedom of use of social media often leads many netizens to communicate using abusive language [1].

In Indonesia, the abusive language (expression that contains abusive/dirty word/phrase) are commonly come from unpleasant condition such as mental disorder, sexual deviation, physical disability, lack of modernization, condition where someone does not have etiquette, conditions that are not allowed by God or religion, and other conditions that related to unfortunate circumstances; animals that have bad characteristic, disgusting, and forbidden in certain religion; astral beings that often interfere with human life; a dirty and bad smell object; a part of the body and an activity that related to sexual activity; and low-class profession that forbade by religion [2-4].

Nowadays, in a modern conversation, not every abusive language is used to offense someone (use as offensive language). The abusive language is often used to express astonishment, wonder, amazement, etc. [2]. However, although not every abusive language is used to offend someone and just used in the context of jokes, the use of abusive language on social media can lead to misunderstandings and trigger conflict among netizens [5]. Furthermore, the use of abusive language that is not in place on social media also can cause children and adolescent learn the inappropriate language for their age [6].

To avoid conflict among netizens and protect the children and adolescent from learning the inappropriate language because of the use of abusive language that is not in place, the abusive language in the social media is must to be filtered. However, identify the abusive language in the social media is
not easy because it cannot just use word matching [7]. When speech an abusive language in the social media, netizens often use a very informal spelling and grammar. Especially on Twitter, the limitation character of a tweet is lead netizens to use abbreviations when posting a tweet. In Indonesia, the informal words often used by netizens when posting a tweet are words that show feelings, character repetition, changing vowels to numbers, and using slang words [8].

In recent years, many researches have been done on abusive language identification in various social media with the various approach. Many researchers are using several machine learning algorithms such as Naive Bayes (NB), Random Forest Decision Tree (RFDT), Support Vector Machine (SVM), k-Nearest Neighbor (kNN), etc.; with several features such as word n-grams, character n-grams, Term Frequency-Inverse Document Frequency (TFIDF), linguistic features, etc. [1, 6, 7]. In order to address the machine learning issue where heavily depends on the feature engineering and enhance the performance of abusive language identification system, some researchers implement several deep learning algorithms in building an abusive language identification system [5, 9, 10].

For the Indonesian language, research in abusive language detection is still very rare (based on our knowledge). We just found one previous work [4] about abusive language detection in the Indonesian language. In [4], they used a machine learning approach with simple word n-grams and character n-grams feature to identify the abusive language in the Twitter dataset. Their approach is good enough to identify whether a tweet is an abusive language or not. Unfortunately, their approach is poor enough when trying to classify the tweet into three labels which are not abusive language, abusive but not offensive, and offensive language. Here, their approaches faced difficulties to differentiate whether the tweet is an abusive but not offensive (abusive language in the context of jokes or a vulgar conversation) or offensive language.

In this paper, we use a deep learning approach to identify the abusive language in Indonesian Twitter dataset in order to address the issue in [4]. We use Long Short-Term Memory (LSTM) [11] as deep learning method with word embedding. LSTM is one of deep learning approach that can give an excellent performance when used for text classification [5, 10], including when used for Indonesian text classification [12].

The rest of this paper is organized as follows. Section 2 discusses related work, Section 3 discusses the dataset and proposed method, Section 4 presented the experiment result, and Section 5 discusses the conclusions and future works.

2. Related Work
Many researches have been done on abusive language detection in several social media with various language using various approach. In [6], they used NB and SVM with word n-grams (1-5 grams), appraisal approach, and lexical syntactical features to identify abusive language in English YouTube comment board.

Research about abusive language detection also has been done in the Thai language by [1] in Facebook comment dataset using several machine learning based-classifier such as kNN, NB, SVM, RFDT, etc.; with word n-grams (word unigram and word bigrams) and TFIDF for feature extractions. Their maximum performance reaches 86.01% of $F_1$-Score when using Discriminative Multinomial Naive Bayes (DMNB) as the classifier with IDF for feature extraction.

In recent years, many researchers used deep learning approach for text classification in order to address the machine learning issue where heavily depends on the feature engineering and enhance the performance [12]. In [5], they used Bi-Directional LSTM (BLSTM) and standard LSTM for inappropriate text detection on English web search queries and conversation. For inappropriate web search queries detection, they create a dataset that consist of 79,041 unique web search queries annotated by human judges (inappropriate/clean); while for inappropriate conversation detection they used Xbox conversations and Zo conversations\textsuperscript{1} dataset. Their experiment result shows that BLSTM can give slightly better performance with 81.49% of $F_1$-Score compared to standard LSTM with 78.50% of $F_1$-

\textsuperscript{1}https://www.zo.ai/
Score for web search queries dataset. For Zo conversations dataset, BLSTM also can give slightly better performance with 89.30% of $F_1$-Score compared to standard LSTM with 87.90% of $F_1$-Score. However, for Xbox conversations dataset, BLSTM cannot give better performance compared to the LSTM (78.60% of $F_1$-Score while using BLSTM and 78.90% while using LSTM).

Another researcher also implements LSTM for offensive language detection. In [10], they build an architecture to classify English Twitter dataset into three labels (neutral, sexism, and racism). They used multiple LSTM with special word embedding (word embedding with additional features for each class) that implemented using Keras\textsuperscript{2}. From the experiment result, multiple LSTM with special word embedding can give slightly better performance (93.20% of $F_1$-Score) compared with single LSTM with standard word embedding (no additional feature, 91.96% of $F_1$-Score).

For the Indonesian language, [4] have done a preliminaries research on abusive language identification in social media using Indonesian Twitter dataset. They used several traditional machine learning algorithms which are NB, SVM, and RFDT with simple word n-grams (unigram, bigrams, and trigrams) and character n-grams (4, 5 grams) features to classify the Twitter dataset. Their experiment results show that their approach is good enough when classifying tweet just into two labels (not abusive language and abusive language) with 86.43% of $F_1$-Score for maximum performance when using NB with word unigram feature. However, all their approach difficulties to differentiate whether the tweet is an abusive but not offensive or offensive language. They just reach 70.06% of $F_1$-Score for the maximum performance when classifying the tweet into three labels (not abusive language, abusive but not offensive, and offensive language) using NB with the combination of word unigram and word bigrams features.

In order to enhance the research result of [4], we use LSTM with word embedding for abusive language identification in Indonesian Twitter dataset. Some research results have shown that LSTM is good for resolving text classification [5, 10, 13]. Not only for text classification in English, but some research results also have shown that LSTM is good for Indonesian text classification [12]. In [12], they used LSTM with word embedding for Indonesian hate speech identification. They used Indonesian Twitter dataset provided by [14]\textsuperscript{3}. Their experiment results show that the LSTM with word embedding can give excellent performance with 95.39% of $F_1$-Score.

3. Dataset and Method
In this research, we use the LSTM network with word embedding, as done in [12]. The LSTM \textsuperscript{11} is one of Recurrent Neural Network (RNN) variant, which falls into deep learning approach. This method specializes in prediction with the sequential type of data. The LSTM model was adapted such that it could be applied for the multiclass classification task.

We used two pre-trained word embeddings\textsuperscript{4} built on FastText method introduced in [15] and Word2Vec method introduced in [16], both as the reflections of the word distributions. These could be used as a semantic representation which supports the learning process. In general, this research flowchart can be seen in Figure 1.

![Flowchart](image)

Figure 1. The research flowchart

\textsuperscript{2} https://github.com/keras-team/keras
\textsuperscript{3} https://github.com/ial_na/id-hatespeech-detection
\textsuperscript{4} https://github.com/Kyubyong/wordvectors
In order to compare the research result of [4], in this research we used their dataset that is open for public\(^5\). They crawled the Twitter data using Twitter API and Tweepy Library\(^6\) with a set of the abusive word as the query. For more detail about the dataset that we used including how they annotate the dataset, the reader is referred to [4].

We also applied a sort of cleansing processes to all tweets as done in [4], such as lower casing, retweet marks (RT) removal, Twitter username removal, URL removal, and excessive white spaces and line breaks handling. After the cleansing processes were done, a transformation was applied to change some non-formal words into formal ones. We used an Indonesian non-formal word dictionary given by [4].

After the data set was ready, we performed some preparations on the normalized data set and the word embedding, similar to what was done in [12]. Tokenization by space was the first thing applied to the data set. This process produced a dictionary which mapped token to incremental index. Then, we converted the tokens in the tweets and the words in the word embedding into an index using the dictionary mentioned previously. However, one issue that we encountered was the gaps in term of the vocabulary between the tweets and the word embedding. Since the words in the tweets were noisy and full of non-formal and slang words, it was possible to have some words in the tweets unavailable in the word embedding and vice versa. To handle the issue, we expanded the word-to-index dictionary with the words in the word embedding which did not exist in the tweets. From this point, both the data set and the word embedding were represented by numbers. Finally, the data set and the embedding were fed into the model.

To evaluate our classifier configuration, we used the 10-fold cross validation strategy [17]. This strategy will divide the dataset into 10 parts where 9/10 from the dataset will become the training data the others will become the testing data. The training and testing process will be repeated 10 times (10-fold) and each data will alternately become training data and testing data. For every fold, we use \(F_1\)-Score as the metric evaluation [18]. To avoid bad classification result because of the unbalanced data [19], we use Synthetic Minority Over-sampling Technique [20] that implemented using the SMOTE library for handling the unbalanced data problem.

4. Experiments and Discussions
In this experiment, we run our LSTM implementation that implemented using Keras deep learning framework\(^7\) and we set the backend to Tensorflow [21]. We use two alternate word embedding that are from Word2Vec and FastText and the results with the baseline from the previous work [4]. We configured the LSTM layer to 100, epoch count to 1, and batch size to 32, as done in [12]. At the final layer, we set the output final layer size into 3 as we wanted to classify the text to three labels as described before. Then, we set Adam [22] as the model optimizer and categorical cross entropy of Keras as the loss function. Our experiment result can be seen in Table 1.

From Table 1, we can see that our proposed method can outperform the result of [4]. Our LSTM implementation can increase the \(F_1\)-Score from previous work until 19.44%, from 70.06% to 83.68%. The LSTM with word embedding that we used successfully can differentiate whether a tweet is abusive but not offensive or offensive language better that all approach that used in [4].

\(^5\) [https://github.com/okkyibrohim/id-abusive-language-detection](https://github.com/okkyibrohim/id-abusive-language-detection)

\(^6\) [http://www.tweepy.org/](http://www.tweepy.org/)

\(^7\) [https://keras.io/](https://keras.io/)
Table 1. The $F_1$-Score of experiment results.

| Features                       | Baseline (NB) [4] | Proposed (LSTM) |
|--------------------------------|------------------|-----------------|
| word unigram                   | 69.50%           | -               |
| word bigrams                   | 50.75%           | -               |
| word trigrams                  | 27.33%           | -               |
| word unigram + bigrams         | 70.06%           | -               |
| word unigram + bigrams + trigrams | 69.64%     | -               |
| char trigrams                  | 66.67%           | -               |
| char quadgrams                 | 69.55%           | -               |
| Word2Vec                       | -                | 81.34%          |
| FastText                       | -                | 83.68%          |

5. Conclusions and Future Works

Research in abusive language identification in social media is very important to avoid conflict which caused by the used of abusive words/phrases that not in place on social media and also to create more safety social media for children and adolescent. We have discussed several previous studies working on the same problem with classical machine learning and then we compared the result of our implementation against the baseline method. In this research, we used the LSTM method which falls into a deep learning approach and equipped with pre-trained word embedding built on Word2Vec and FastText containing vocabulary in Indonesian. The result shows that our implementation gives 83.68% of $F1$-Score, increasing around 19.44% from the baseline that just reached 70.06% at maximum. Between the two pre-trained word embedding, the FastText one gave slightly better classification than Word2Vec one, specifically when distinguishing abusive but not offensive and offensive language.

For future work, we suggest using embedding built on the large-sized social media corpus to capture more semantics in the learning process. This might be needed to handle the high noise or variety of writing in the dataset. Another type of embedding such as emotion embedding also one of the potential areas to be researched. Besides, the dataset itself should be increased in quantity or tested to other datasets to see if our model generalizes well to unseen data.
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