Measuring Cosmological Distances Using Cluster Edges as a Standard Ruler
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ABSTRACT
The line-of-sight velocity dispersion profile of galaxy clusters exhibits a “kink” corresponding to the spatial extent of orbiting galaxies. Because the spatial extent of a cluster is correlated with the amplitude of the velocity dispersion profile, we can utilise this feature as a gravity-calibrated standard ruler. Specifically, the amplitude of the velocity dispersion data allows us to infer the physical cluster size. Consequently, observations of the angular scale of the “kink” in the profile can be translated into a distance measurement to the cluster. Assuming the relation between cluster radius and cluster velocity dispersion can be calibrated from simulations, we forecast that with existing data from the Sloan Digital Sky Survey (SDSS) we will be able to measure the Hubble constant with 3.0 % precision. Implementing our method with data from the Dark Energy Spectroscopic Instrument (DESI) will result in a 1.3 % measurement of the Hubble constant. Adding cosmological supernova data improves the uncertainty of the DESI measurement to 0.7 %.
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1 INTRODUCTION
One of the greatest challenges to the standard model of modern cosmology is the 4.4σ tension between the Hubble constant ($H_0$) inferred from the Cosmic Microwave Background (CMB; Planck Collaboration et al. 2018) and that from supernova measurements by the SH0ES team (Riess et al. 2019). This discrepancy could be the first hint of a breakdown of the standard model of cosmology, and has therefore led to a broad range of new theoretical ideas for how this tension can be resolved (for a very nice review see Knox & Millea 2020). To unambiguously establish the need for new physics, an independent confirmation of the Hubble tension must be achieved.

Despite tremendous progress in this regard (for a discussion of recent results see e.g. Verde et al. 2019), the picture is not yet clear: while the predicted value for the Hubble constant from early-universe physics is quite robustly predicted, the local value of the Hubble constant is less robustly determined. Specifically, an independent distance ladder calibration of the Hubble constant using the tip of the red giant branch method results in a lower Hubble constant value ($h = 0.696 \pm 0.019$, Freedman et al. 2020). Distance calibrations via surface brightness fluctuations results in an intermediate Hubble constant, consistent with the SH0ES and early-universe estimates ($h = 0.705 \pm 0.034$, Kheton et al. 2020), while cosmic chronometers also favour low Hubble values (e.g. Haridasu et al. 2018; Gómez-Valent & Amendola 2019). Early strong lensing constraints from the H0LICOW team favoured a high Hubble value ($h = 0.733 \pm 0.017$, Wong et al. 2020), but these values are sensitive to the detailed radial profile assumed for the lenses (Kochanek 2020). Allowing for greater freedom in the mass models for the lenses while incorporating galaxy velocity dispersion data results in a low Hubble constant estimate ($h = 0.674 \pm 0.04$, Birrer et al. 2020). On the other hand, megamaser-based geometric distances lead to a high $H_0$ value ($h = 0.74 \pm 0.03$, Pesce et al. 2020). While gravitational waves may soon be able to resolve this dichotomy, current constraints are still limited by low number statistics (The LIGO Scientific Collaboration & the Virgo Collaboration 2019). Additional discussion can be found in Di Valentino et al. (2020).

In light of the current state of affairs, any new independent distance estimator is of great interest, provided the measurement can achieve percent level precision. In this paper, we propose one such method. Our method makes use of the cluster edge radius identified by Tomooka et al. (2020; hereafter Paper I) and the corresponding dark matter halo edge radius identified by Aung et al. (2020; hereafter Paper II). These radii appear to be intimately related to (but are somewhat larger than) the more well known splashback radius (see e.g. Bertschinger 1985; Adhikari et al. 2014; More et al. 2015; Diemer 2020). While the splashback radius of galaxy clusters can also be inferred from the galaxy distribution of the clusters (e.g. More et al. 2016; Chang et al. 2018; Zürcher & More 2019; Shin et al. 2019; Murata et al. 2020) and through weak lensing (Uematsu & Diemer 2017; Contigiani et al. 2019), this radial feature is much less pronounced than the edge radius identified in Paper I. In addition, splashback detection via galaxy distributions is known to be sensitive to selection effects (Busch & White 2017; Sunayama & More 2019). A similar bias may take place when measuring edge radii with velocity dispersions, though one benefits from the fact that cluster selection is done based on the galaxy density and not the velocity dispersion itself. Consequently, we expect such biases to be reduced.
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Here, we treat the cluster edge radius in the velocity dispersion as a standard ruler which can be calibrated in simulations. Combined with the model of the phase space structure of clusters presented in Paper I, we show that we are able to measure the angular diameter distance using the relative line-of-sight velocities of galaxies around clusters. The structure of this paper is as follows. We describe our method in section 2. In section 3 we demonstrate our method on current data and in section 4, and predict how our method will perform with near-future data. Our conclusions are presented in section 5. Throughout the paper, unless otherwise stated, we assume a fiducial Flat ΛCDM cosmology with $h = 0.7$ and $\Omega_m = 0.3$. We emphasise that this paper is not presenting a new measurement of the Hubble constant. Rather, our goal is simply to determine whether the method proposed here is sufficiently interesting to merit further investigation.

2 METHODOLOGY

2.1 The Key Idea

Fig. 1, taken directly from Paper I, shows the radial profile of the stacked line-of-sight velocity dispersion of galaxies relative to the central galaxy of SDSS redMaPPer clusters. The points with error bars are the SDSS measurements, while the blue band corresponds to the best fit model of Paper I. The key feature we would like to highlight is the obvious “kink” on this plot. This kink was interpreted in Paper I as the spatial extent of galaxies orbiting redMaPPer clusters, and we referred to this scale as the edge radius. This interpretation received theoretical support from Paper II, which analysed the three dimensional analysis of substructure velocities around dark matter halos in a numerical simulation, and established the presence of a qualitatively similar feature in the three-dimensional velocity field. They also demonstrated that this edge radius is a simple re-scaling of the traditional splashback radius. In upcoming work, we will establish that the three dimensional “edge radius” observed in Paper II does in fact exactly corresponds to the “kink” in the line-of-sight velocity dispersion profile shown in fig. 1 (Aung et al, in preparation).

Our idea then is simple: it is relatively obvious that halos with larger line-of-sight velocity dispersions must also have larger edge radii. In other words, more massive halos occupy more space. We assume that we can use numerical simulations to calibrate a scaling relation between the velocity dispersion and edge radius of a halo, $R_{\text{edge}} = A\sigma_v^\alpha$. Using spectroscopic data, we can empirically measure $\sigma_v^\alpha$, which in turn determines the halo edge. At the same time, the same spectroscopic observations used to determine $\sigma_v$ allow us to measure the velocity dispersion profile as a function of angular separation $\theta$, thereby determining the angular scale $\theta_{\text{kink}}$ corresponding to the “kink” feature in fig. 1. The distance to a galaxy clusters is then recovered via

$$D_A(z_{\text{cluster}}) = \frac{R_{\text{edge}}}{\theta_{\text{kink}}} = \frac{A\sigma_v}{\theta_{\text{kink}}}$$

where $D_A$ is the angular diameter distance, and $A$ and $\alpha$ are to be calibrated from simulations. With measurements of $D_A(z)$ at a variety of redshifts we can readily recover the Hubble parameter $h$.

In practice, things are a little more complicated: clusters do not have a single velocity dispersion: orbiting and infalling galaxies are kinematically distinct, and the line-of-sight velocity dispersion of both components varies with radius. Moreover, one must stack the signals of many clusters to achieve a high signal-to-noise measurement. However, one can readily accommodate these additional difficulties using forward-modelling as detailed below.

![Figure 1](image)

**Figure 1.** The radial dependence of the velocity dispersion of galaxies dynamically associated with SDSS redMaPPer clusters. At small radii, the velocity dispersion decreases with increasing radius. At large radii, the velocity dispersion appears constant with radius. The boundary between these two regimes is the cluster “edge radius” which we seek to use as a standard ruler. Recreated from the right panel of Figure 2 of Paper I.

2.2 Full Forward Model

Following Paper I (albeit with slightly updated notation), we assume that the radial dependence of the line-of-sight velocity dispersion of orbiting galaxies in a cluster is given by

$$\sigma_v = \frac{\sigma_{\text{orb}}}{\sqrt{1 + k R/R_{\text{edge}}}}$$

In the above equation, $k$ is a shape parameter, which could be fit from the data, or which could be calibrated from numerical simulations. Here, we will conservatively assume that this shape parameter is fit from data rather than known a priori, but we will discuss the impact of such prior information throughout. The amplitude of the velocity dispersion profile for orbiting galaxies is governed by the parameter $\sigma_{\text{orb}}$. We assume in turn that this parameter is related to the halo edge radius via a simple power-law,

$$R_{\text{edge}} = R_p \left( \frac{\sigma_{\text{orb}}}{\sigma_{\text{orb}}^0} \right)^a \left( \frac{1 + z_{\text{cen}}}{1 + z_p} \right)^b$$

where $\sigma_{\text{orb}}^0$ is a pivot scale set by the experimenter. Based on the results from Paper I, we chose $\sigma_{\text{orb}}^0 = 788 \text{ km s}^{-1}$. Note that we have included a possible redshift dependence in the relation between velocity dispersion and edge radius. We assume the parameters $R_p$, $a$, and $b$ are calibrated from simulation. These parameters could in principle be cosmology-dependent. Our naive expectation is that any such dependence will be weak, as the dynamical structure of the halo should primarily reflect the halo’s absolute mass. In practice, however, a dedicated calibration effort is clearly needed. For this work, our fiducial results will assume that $R_p$, $a$, and $b$ are known, though we also consider how our results degrade as the uncertainty in these parameters increases. With these assumptions, the velocity dispersion profile of galaxy clusters is governed by either one or two parameters ($\sigma_{\text{orb}}, k$), depending on whether we assume the shape of the profile is fixed a priori or not.
When fitting survey data we are unable to fit each cluster individually. Instead, we consider a stack of galaxy clusters binned according to some mass proxy, e.g. the richness $\lambda$ of redMaPPer clusters (though a similar analysis can be carried out for clusters stacked based on X-ray or SZ mass proxies). Here, we will assume the velocity dispersion of orbiting galaxies in a galaxy cluster is perfectly correlated with cluster richness, so that we can write

$$\sigma_{\text{orb}}(\lambda) = \sigma_{\text{p,orb}} \left( \frac{\lambda}{\lambda_p} \right) a_{\text{orb}} \left( \frac{1 + \frac{z}{1 + z_p}}{1 + \frac{z}{1 + z_p}} \right)^{\beta_{\text{orb}}}$$

Of course, in practice there will necessarily be scatter between the two mass tracers. Since our goal is to determine whether this type of analysis can in principle reach high precision, we will postpone the investigation of how scatter impacts our analyses to future work.

To summarise: eqn. (4) characterises the amplitude of the orbiting velocity dispersion profile as a function of richness. The edge radius of a cluster is a function of this orbiting velocity dispersion, and is given by eqn. (3). The radial dependence of the velocity dispersion profile is given by eqn. (2), where the shape parameter $k$ can either be fit by the data or calibrated using numerical simulations. With this model in hand, the probability that an orbiting galaxy observed at a separation angle $\theta$ from the central galaxy of a cluster have line-of-sight velocity $v$ is given by a Gaussian of zero mean and velocity dispersion $\sigma_{v,\text{orb}}(R)$ with $R = D_A \theta$.

The parameters so far only take into account the orbiting galaxies, while in fact, infalling and background galaxies must also be associated with the cluster (infalling or orbiting) is set to 0.

The prior has mean zero, with the standard deviation in $\Delta$ characterise the uncertainty in the input parameters $R_p$, $\alpha$, and $b$ linking the velocity dispersion to the cluster edge radius. To quantify the sensitivity of our measurement to this uncertainty, we repeat our measurement allowing for uncertainty in our calibration parameters. Specifically, we modify eqn. (3) by introducing three new parameters, $\Delta_p$, $\Delta_\alpha$, and $\Delta_b$, as per eqn. (10).

$$R_{\text{edge}} = R_p \left( 1 + \Delta_p \right) \left( \frac{\sigma_{\text{orb}}(\lambda, z)}{\sigma_{\text{orb}}} \right)^{a + \Delta_\alpha} \left( \frac{1 + \frac{z}{1 + z_p}}{1 + \frac{z}{1 + z_p}} \right)^{b + \Delta_b}$$

We consider varying each of these new parameters, one at a time, while holding the other two fixed. When varying the calibration parameters $\Delta$, we adopt a Gaussian prior for the parameter being varied. The prior has mean zero, with the standard deviation in $\Delta$ varied over the range 0.001 to 0.1. That is, the parameters $\Delta$ characterise the uncertainty with which the parameters $R_p$, $\alpha$, and $b$ are known. We find that the posterior in $h$ is not sensitive to variations of these magnitudes in $\alpha$ or $b$. For the pivot radius $R_p$, however, we do see that $\sigma_h$ increases with increasing calibration uncertainty as shown in fig. 2. The black dashed line in fig. 2 is the fiducial uncertainty, and the blue points are the recovered uncertainty when allowing $\Delta_p$ to vary. The orange line is our naive expectation due to error propagation.
Unsurprisingly, the quality of the recovered Hubble constant constraint is sensitive to uncertainties in the calibration of the relation between the halo edge and the halo velocity dispersion. In other words, enabling a percent level calibration of the Hubble constant using halo edges requires that halo edges be calibrated with better than percent level accuracy.

4 DESI FORECAST

In our SDSS forecast, we only considered variations in the Hubble parameter $h$ in our analysis of SDSS data. By contrast, the DESI analysis will both reach higher precision and extend to higher redshifts, which will render the measurement sensitive to additional cosmological parameters. To determine the constraining power of our method in this case, we note that our measurement is intrinsically sensitive to $D_A$, which is itself proportional to $h^{-1}$. Consequently, we simply forecast the percent error for $h$ in DESI with all other cosmological parameters fixed for a narrow redshift bin, and then reinterpret this error as a percent uncertainty in $D_A$. By doing this across a grid of redshifts, we arrive at an array of predicted constraints on $D_A$ along this grid. The resulting Hubble diagram can then be fit to recover the cosmological parameters of interest.

Our DESI forecast assumes that the redMaPPer cluster catalogue is extended to redshift $z = 1$ across the full footprint. This is a best case scenario, but as we show below, it ends up helping with the interpretation of our results. The cluster density out to redshift $z = 1$ is estimated using the Dark Energy Survey (DES) Year 1 redMaPPer catalogue (McClintock et al. 2019). Specifically, we fit a power law to the number of redMaPPer clusters at low redshifts, and use this power law to estimate the number density at larger redshifts. We also estimate the galaxy density that is expected for the DESI survey from Figures 3.2 and 3.8 of DESI Collaboration et al. (2016). We use the estimated density of the Bright Galaxy Sample (BGS) for redshifts $z \in [0.1, 0.4]$. At redshifts $z \geq 0.4$, we use the average of the estimates from COSMOS (Ilbert et al. 2009) and SDSS for the percent error as a function of the uncertainty in the pivot radius (blue points). The orange line is the naive expectation from error propagation (see eqn. (11)). The black dashed line is the fiducial estimate in the case of a perfect calibration.

Figure 3. The number densities as a function of redshift used for the DESI BGS (blue solid line), DESI LRG (orange dashed line), and DES redMaPPer cluster (green dash-dotted line) samples. These number densities are used for the forecast, as described in section 4. Note that the DES number density is obtained by fitting a power law to the number of clusters as a function of redshift at lower redshifts, and then extending that power law to higher redshifts.

Luminous Red Galaxy (LRG) sample. The number density for both DESI galaxy samples as well as the cluster number density can be seen in fig. 3.

In the absence of systematics, we expect that the measured error on $h$ will scale with the square-root of the number of galaxies used to estimate it, which we call $N_m$, where the subscript $m$ indicates that these spectroscopic galaxies must be matched to a cluster. The expected uncertainty in $h$ from a single redshift bin measurement, and assuming all other cosmological parameters are fixed, is given by

$$\sigma_h^{\text{DESI}}(z) = \sqrt{\frac{N_m^{\text{DESI}}}{N_m^\star}} \sigma_h^{\text{SDSS}},$$

where $N_m^\star$ is the number of matched galaxies found for survey $x$ (SDSS or DESI). $\sigma_h^{\text{SDSS}} = 0.021$ is the measured error on $h$ in SDSS as estimated in the previous section. The number of galaxies matched to a cluster in a redshift bin should be proportional to the number of clusters in that redshift bin times the average number of galaxies per cluster:

$$N_m(z) = C N_{cl}(z) N_{cl, cl}(z),$$

where $C$ is a proportionality constant.

The first term in eqn. (13) can be found as the number density of clusters times the volume within the redshift bin:

$$N_{cl}(z) = n_{cl}(z)V(z).$$

The second term in eqn. (13) is the number density of galaxies times the volume within which a galaxy is considered a match to the cluster, $V_m$:

$$N_{cl, cl}(z) = n_g(z)V_m(z).$$

For the match volume, we consider the same criteria as in Paper I (section 3.1), assuming all clusters have a richness equal to the

Figure 2. The uncertainty in $h$ as a function of the uncertainty in the calibration of the pivot radius (blue points). The orange line is the naive expectation from error propagation (see eqn. (11)). The black dashed line is the fiducial estimate in the case of a perfect calibration.
median richness of the redMaPPer clusters. Our matching volume takes the form
\[
V_m(z) = \frac{25\pi}{h^2} \left( \frac{\Lambda(z)}{100} \right)^{0.4} \left[ \chi(z + \Delta z) - \chi(z - \Delta z) \right]
\]  
(16)

where \(2\Delta z\) is the width of the redshift bin of interest. The richness \(\Lambda(z)\) should in principle be the median richness within the redshift bin. In practice, however, the median richness of redMaPPer clusters was found to be largely independent of redshift, so for simplicity we used the median richness of all clusters when estimating the matching volume.

We determine the proportionality constant \(C\) in eqn. (13) using the SDSS data set. With these assumptions in hand, we can estimate the error \(\sigma_h\) inferred from clusters in redshift bins of width \(\pm \Delta z = 0.05\) between \(z = 0.1\) and \(z = 1\). As noted earlier, in practice, our measurement is sensitive to \(D_A, h\), so we re-interpret the predicted error in \(h\) as a percent error on \(D_A\) at a grid of redshifts \(z = 0.15, 0.25, \ldots, 0.95\). Fig. 4 shows \(D_A(z)\) for our fiducial model, along with the predicted error on \(D_A\). The green dashed lines show the change in \(D_A\) when \(h\) changes by 0.01. The lower panel shows the residual from the fiducial angular diameter distance.

We consider the cosmological constraints that could be derived from such a data set. To do so, we generate an artificial data vector comprised of the fiducial angular diameter distance and the errors from fig. 4, and fit for the cosmological parameters \(h\) and \(\Omega_m\) assuming a flat \(\Lambda CDM\) model. The results are shown as the blue contours in fig. 5. We find \(\sigma_m \approx 0.009\), corresponding to a 1.3% measurement of \(h\). The uncertainty in the recovered matter density parameters is large: \(\sigma_{\Omega_m} \approx 0.042\). This can be compared to the constraint derived from the combined Pantheon supernova sample from Scolnic et al. (2018), shown in fig. 5 as a green band (\(\Omega_m = 0.298 \pm 0.022\)). Adding the Pantheon data set as an external prior, our constraint on the Hubble parameter improves to \(\sigma_h \approx 0.005\), or 0.7%. This is shown as the red contours in fig. 5.

The large uncertainty in the recovered matter density parameter in our analysis demonstrates that the sensitivity of the proposed measurement to matter density and dark energy is quite limited: this measurement is simply not competitive with supernova measurements. This could in principle change if the cluster density is increased, and provided all shape parameters can be calibrated from simulations, but our analysis suggests such prospects are dim. Indeed, assuming all known nuisance parameters that can be calibrated from simulations are perfectly known, the error in \(w_0\) for flat \(\Lambda CDM\) cosmology is \(\sigma_{w_0} = 0.26\). By contrast, the predicted uncertainty in the Hubble parameter is exciting, and provides strong evidence that implementing the proposed measurement in the DESI data set, particularly within the context of the Bright Galaxy Survey, may result in highly competitive measurements of the Hubble constant. We emphasise that these constraints would be enabled by the relation between cluster size and galaxy velocity dispersion as calibrated from numerical simulations. As such, this standard-ruler measurement is calibrated exclusively through our understanding of gravity. While baryonic physics could in principle impact these predictions, the fact that the cluster radii are large suggests that baryonic effects on \(R_{\text{edge}}\) will be small, though this will need to be quantitatively characterised in simulations. Given these features, our measurement is much more akin to a sound-horizon based measurement than the supernova measurements. That is to say, our calibration would ultimately be based on well understood physical processes, specifically, gravity.

5 CONCLUSIONS

We have presented a novel method for measuring cosmological distances using the spatial extent of orbiting galaxies in halos as a standard ruler. Conceptually, a measurement of the galaxy velocity dispersion allows us to infer a halo’s size. This size can in turn be detected as a specific angular scale, thereby enabling a measurement of the distance to the galaxy cluster. Critically, this is a first-principles physics-based calibration, and therefore does not rely on distance ladder measurements. At the same time, it shares no theoretical systems with baryon acoustic oscillation and CMB measurements.

To determine whether this measurement is interesting in principle, we adopted a fiducial model for the calibration between velocity dispersion and size, and proceeded to measure the Hubble constant, using spectroscopic galaxies from SDSS DR14 and photometrically-selected galaxy clusters from the SDSS redMaPPer algorithm. We emphasise that since we have assumed the scaling relation between cluster velocity dispersion and halo radii, the central value of our Hubble constant measurement is meaningless. Our goal is only to forecast the precision of this newly proposed measurement. Our baseline uncertainty in the dimensionless Hubble constant as measured in the SDSS is \(\sigma_h \approx 0.021\) (3%). Unsurprisingly, this precision is degraded if the calibration of the cluster edge radius in eqn. (3) is uncertain. Conversely, if all halo structure parameters are held fixed, the recovered uncertainty in the Hubble constant in the SDSS is \(\sigma_h = 0.0088\) (1.2%).

We also performed a forecast of the constraining power of our method when using DESI data. We assumed a cluster catalogue extending to \(z = 1\), where the cluster density was estimated using the DES Y1 redMaPPer cluster sample. Adopting a flat \(\Lambda CDM\) cosmology, we recover a 1.3% of the Hubble constant, which is dominated by low-redshift distance measurements. As we noted earlier, assuming that the redMaPPer catalogue could be extended to redshift \(z = 1\) across the full DESI footprint is likely over-optimistic. Even with this assumption, however, we find that the corresponding error on the matter density is large: our proposed method is not competitive as a probe of dark energy. Thus, our proposed measurement works best as a low redshift technique for precisely measuring the Hubble constant. When we include a prior of \(\Omega_m = 0.298 \pm 0.022\) from the combined Pantheon supernova analysis of Scolnic et al. (2018), our constraints improve to a 0.7% uncertainty on the Hubble constant. This level of precision more than suffices for unambiguously distinguishing between local and CMB-based values of the Hubble constant at high confidence.

There are, of course, additional obstacles that will need to be resolved in order to enable the proposed measurement, most notably characterising the impact of cluster selection effects on the recovered Hubble parameter. While such systematics may well increase the final delivered error substantially, there also exists the possibility of significant improvements relative to our forecast, particularly by calibrating additional halo structural parameters, e.g. the galaxy density profiles and the in-fall velocity dispersion profiles. Overall, our results provide strong motivation for aggressively pursuing the calibration and systematics tests necessary to enable the proposed Hubble constant measurement. If successful, such a program could provide smoking gun evidence either in favour or against the current Hubble tension problem.
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