Casimir interaction between a cylinder and a plate at finite temperature: Exact results and comparison to proximity force approximation
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We study the finite temperature Casimir interaction between a cylinder and a plate using the exact formula derived from the Matsubara representation and the functional determinant representation. We consider the scalar field with Dirichlet and Neumann boundary conditions. The asymptotic expansions of the Casimir energy and the Casimir force when the separation $a$ between the cylinder and the plate is small are derived. As in the zero temperature case, it is found that the leading terms of the Casimir energy and the Casimir force agree with those derived from the proximity force approximation when $rT \gg 1$, where $r$ is the radius of the cylinder. When $aT \ll 1 \ll rT$ (the medium temperature region), the leading term of the Casimir energy is of order $T^2$ whereas for the Casimir force, it is of order $T^2$. In this case, the leading terms are independent of the separation $a$. When $1 \ll aT \ll rT$ (the high temperature region), the dominating terms of the Casimir energy and the Casimir force come from the zeroth Matsubara frequency. In this case, the leading terms are linear in $T$, but for the energy, it is inversely proportional to $a^3$, whereas for the force, it is inversely proportional to $a^5$. The first order corrections to the proximity force approximations in different temperature regions are computed using perturbation approach. In the zero temperature case, the results agree with those derived in [Bordag, Phys. Rev. D 73, 125018 (2006)].

PACS numbers: 12.20.Ds, 03.70.+k.

I. INTRODUCTION

In the past ten year, there has been a tremendous interest in the Casimir interaction between two objects. This is in part due to the advent in the precise measurement of the Casimir force [1–9]. The breakthrough in the methods for effective computations of the Casimir force has helped to make possible the exact and numerical computations of the Casimir force beyond the precision afforded by the proximity force approximation. Some of the methods developed for computing the Casimir interactions include the semi-classical approximation [10, 11], the optical path method [12–14], the worldline approach [15–18], the functional determinant or the multiple scattering method [19–27], and the exact mode summation method [28, 29]. These methods have been used to compute the Casimir interactions of a number of geometric configurations. Among the most popularly studied configurations are the sphere-plane [10–16, 18, 20, 21, 23, 31, 34], the cylinder-plane [16, 18, 21, 27, 29, 35, 36], the cylinder-cylinder [26, 29, 33, 37, 38] and the sphere-sphere [11, 22, 26, 29, 40] configurations. It has been shown that all the different approaches give leading order approximations to the Casimir force at zero temperature that agree with those obtained using proximity force approximations. There is an intense interest in computing the corrections to the proximity force approximations.

Among the methods mentioned above, the functional determinant or multiple scattering approach and the mode summation approach can give an exact formula for the Casimir energy or the Casimir force that is valid at all separations between the objects. In general, it is easy to deduce the asymptotic behavior of the Casimir force from the exact formula when the separation between the objects are large. When the separation is small, this become numerically complicated. Therefore, this hampers the comparison between the results obtained numerically using approximation methods and the result computed from the exact formula. In the pioneering work [19], Bordag has introduced an analytical method to obtain the first order correction to the proximity force approximation for the configuration of a cylinder in front of a plate. This is later generalized to the configuration of a sphere in front of a plane [31, 34].

In recent years, there is a growing interest in the thermal correction to the Casimir interaction from both the theoretical and the experimental sides [1, 2]. However, the finite temperature Casimir interaction between two compact objects have been less studied compared to the zero temperature case. Weber and Gies [41, 42] extended the worldline
algorithm to the finite temperature case and showed that there is an interesting interplay between temperature and geometry. Both the sphere-plane and the cylinder-plane configurations were considered. However, as in the zero temperature case, so far the worldline method has only been developed for the case of Dirichlet boundary conditions. In [43, 44], the functional determinant representation of the finite temperature Casimir interaction between a sphere and a plane was derived which also took into account dielectric materials. The Casimir interactions at medium and large separations were obtained half analytically and half numerically. In [45, 46], Bordag and Pirozhenko studied analytically the finite temperature Casimir interaction between a sphere and a plane. The asymptotic behaviors at small separation is computed to the leading orders and they are found to be coincide with the proximity force approximations at medium and high temperature [45].

Among the different two-object configurations, the sphere-plane configuration is the most studied since this has been extensively used in Casimir experiments [1, 7]. However, it has been proposed that the cylinder-plane setup has some of the advantages of both the parallel-plane and the sphere-plane setups [9, 47, 48]. In [49], Klimchitskaya and Romero have explored the possibility of obtaining stronger constraints on Yukawa-type corrections to Newtonian gravity from measuring the Casimir force between a cylinder and a plane. Thus the cylinder-plane configuration is becoming increasingly important in the study of Casimir effect. The exact Casimir interaction between a cylinder and a plane at finite temperature has been discussed briefly in [21]. The low temperature asymptotic behavior of the thermal correction has been obtained for large separation. So far no work has considered the exact finite temperature Casimir interaction between a cylinder and a plane at small separation. The purpose of this paper is to fill in this gap.

In this paper, we derive the functional determinant representation of the finite temperature Casimir interaction between a cylinder and a plane using the Matsubara formalism. The exact expression allows us to conclude that the Casimir force is attractive at any temperature for both the Dirichlet and the Neumann boundary conditions, and hence for the perfect electric conductor condition. We then derive the small separation asymptotic behaviors of the Casimir force in different temperature regions. The leading order terms are compared to those obtained using proximity force approximation. The first order corrections are also computed analytically.

In this paper, we use units with $\hbar = c = k_B = 1$.

II. PROXIMITY FORCE APPROXIMATION

In this section, we use the proximity force approximation (PFA) to find the leading asymptotic behavior of the Casimir force between a cylinder and a plate when the separation between them is small. This has been considered in [42] but we use a different approach here that would show explicitly the leading contributions in each of the temperature regions.

![FIG. 1: The cross section of a cylinder in front of a plate.](image)

As shown in Fig. 1 a cylinder length $L$ and radius $r$ is placed in front of a plate. The distance between the cylinder and the plate is $a$, and the distance from the center of the cylinder to the plate is equal to $a + r$, which we denote by $H$. 
The finite temperature Casimir force density for a pair of parallel Dirichlet/Neumann plates separated by a distance $d$ is given by [50]:

$$ F_{\parallel}^{\text{Cas}}(d) = -\frac{\pi^2}{480d^4} - \frac{\pi^2 T^4}{90} + \frac{\pi T}{2d^3} \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \frac{k^2 l}{l} \exp \left( -\frac{\pi kl}{dT} \right), \quad (1) $$

or

$$ F_{\parallel}^{\text{Cas}}(d) = -\frac{\zeta_R(3) T}{8\pi d^3} - \frac{T}{\pi} \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \left( \frac{2\pi^2 l^2 T^2}{kd} + \frac{\pi l T}{k^2 d^2} + \frac{1}{4k^3 d^3} \right) e^{-4\pi kldT}. \quad (2) $$

Eq. (1) is the low temperature expansion. It shows that in the low temperature region (i.e., $dT \ll 1$), the Casimir force density is dominated by the zero temperature term

$$ F_{\parallel}^{\text{Cas}=0}(d) = -\frac{\pi^2}{480d^4}. \quad (3) $$

The leading term of the thermal correction is the $d$-independent term

$$ \Delta_T F_{\parallel}^{\text{Cas}} \sim -\frac{\pi^2 T^4}{90}, \quad (4) $$

and the remaining terms go to zero exponentially fast as $dT \to 0$. Eq. (2) is the high temperature expansion. It shows that in the high temperature region (i.e., $dT \gg 1$), the Casimir force is dominated by the term

$$ F_{\parallel}^{\text{Cas},\text{cl}}(d) = -\frac{\zeta_R(3) T}{8\pi d^3}, \quad (5) $$

which is called the classical term. The remaining terms go to zero exponentially fast when $dT \to \infty$.

![FIG. 2: The cross section of the cylinder-plate system in the $xz$–plane.](image)

Applying the proximity force approximation to the cylinder-plate configuration with either Dirichlet or Neumann boundary conditions, we need to integrate the Casimir force density between the parallel plates $F_{\parallel}^{\text{Cas}}(a)$ over the rectangle $\{(x,y) : -r \leq x \leq r, 0 \leq y \leq L\}$. At the point $(x,y)$, the distance between the cylinder and the plate is $a + r(1 - \cos \theta)$, where $x = r \sin \theta$ (see Fig. 2). Therefore, the proximity force approximation for the force is

$$ F_{\parallel}^{\text{PFA}} = 2L \int_0^r F_{\parallel}^{\text{Cas}}(a + r \theta) dx. $$

Let $t = 1 - \cos \theta$. Then

$$ F_{\parallel}^{\text{PFA}} = 2Lr \int_0^1 F_{\parallel}^{\text{Cas}}(a + rt)(1-t) \frac{dt}{\sqrt{2t-t^2}}. \quad (6) $$
For the Casimir energy, the proximity force approximation gives

$$E_{\text{PFA}}^\text{Cas} = 2Lr \int_0^1 \mathcal{E}_{\text{Cas}}^\parallel (a + rt)(1 - t) \frac{dt}{\sqrt{2t - t^2}},$$

where $\mathcal{E}_{\text{Cas}}^\parallel$ is the finite temperature Casimir energy density for a pair of parallel Dirichlet/Neumann plates given by

$$\mathcal{E}_{\text{Cas}}^\parallel (d) = -\pi^2 \frac{d^3}{1440} + \sum_{i=1}^\infty \sum_{k=1}^\infty \left( \frac{kT^2}{2l^2d} + \frac{T^3}{2\pi l^3} \right) e^{-\frac{\pi kl}{d}},$$

or

$$\mathcal{E}_{\text{Cas}}^\parallel (d) = -\frac{T}{16\pi d^2} \zeta_R(3) - T \sum_{i=1}^\infty \sum_{k=1}^\infty \left( \frac{\pi l T}{2k^2d} + \frac{1}{8k^3d^3} \right) e^{-\frac{\pi kl}{d}}.$$

Obviously,

$$F_{\text{PFA}}^\text{Cas} = -\frac{\partial E_{\text{PFA}}^\text{Cas}}{\partial a}.$$

As in [19], we study the proximity force approximation in the following three regions:

1. Low temperature: $aT \ll rT \ll 1$,
2. Medium temperature: $aT \ll 1 \ll rT$,
3. High temperature: $1 \ll aT \ll rT$.

A. The low temperature region

In the low temperature region, the Casimir force is dominated by the zero temperature term. Substitute the zero temperature Casimir force density (3) into (6), we find that the proximity force approximation of the zero temperature Casimir force is

$$F_{\text{PFA}}^\text{Cas} = -\frac{\pi^2 Lr}{240} \int_0^1 \frac{1}{(a + rt)^4} (1 - t) \frac{dt}{\sqrt{2t - t^2}}.$$

Making a change of variables $t \mapsto au$, we find that

$$F_{\text{PFA}}^\text{Cas} = -\frac{\pi^2 Lra}{240} \int_0^\frac{1}{a} \frac{1}{(a + au)^4} \frac{1 - au}{\sqrt{2au - a^2u^2}} du \sim -\frac{\pi^2 Lr}{240\sqrt{2a^2}} \int_0^\infty \frac{1}{(1 + ru)^4} \sqrt{u} du = -\frac{\pi^3 L \sqrt{r}}{768 \sqrt{a^2}}.$$

This agrees with the leading term found by using exact method in [19]. For the thermal correction, the leading term in the low temperature region comes from the distance independent term [19], which gives

$$\Delta_T F_{\text{PFA}}^\text{Cas} \sim -\frac{\pi^2 T^4 Lr}{45} \int_0^1 \frac{1}{(1 - t)} \frac{dt}{\sqrt{2t - t^2}} = -\frac{\pi^2 T^4 Lr}{45}.$$

For the remaining terms in (1), since $aT \ll rT \ll 1$,

$$\exp \left( -\frac{1}{(a + rt)T} \right) \ll 1$$

for any $0 \leq t \leq 1$. Therefore, they give exponentially small contributions. In other words, we find that in the low temperature region, the proximity force approximation gives

$$F_{\text{PFA}}^\text{Cas} = -\frac{\pi^3 L \sqrt{r}}{768 \sqrt{2a^2}} + \ldots,$$
and the leading term of the thermal correction is

\[ \Delta_T E_{\text{Cas}}^{\text{PFA}} \sim -\frac{\pi^2 T^4 Lr}{45} + \ldots. \]  

(9)

Notice that this term is independent of \( a \). In the same way, we find that for the Casimir energy,

\[ E_{\text{Cas}}^{\text{PFA}} = -\frac{\pi^3 L \sqrt{T}}{1920 \sqrt{2\pi^2}} + \ldots. \]

For the thermal correction to the Casimir energy, we have

\[ \Delta_T E_{\text{Cas}} \sim \frac{\pi^2 Lr T^4}{45} \int_0^1 (a + rt)(1 - t) \frac{dt}{\sqrt{2t - t^2}} = \frac{\pi^2 Lr T^4}{45} \left( 1 - \frac{3}{4} \right) + \frac{\pi^2 T^4 Lr}{45}. \]

The first term is independent of \( a \) and so it does not contribute to the Casimir force. The second term gives rise to the leading contribution to the thermal correction of the Casimir force [9].

**B. The medium temperature region**

In the medium temperature region, one cannot ignore the contribution to the proximity force from the exponential terms in \( (1) \). In fact, when \( aT \ll 1 \ll rT \), the function

\[ \exp \left( -\frac{1}{(a + rt)T} \right) \]

is small if \( t \to 0 \) but it becomes \( \sim 1 \) when \( t \to 1 \). The contribution of these exponential terms to the proximity force approximation is given by

\[
I = \pi Lr T \sum_{k=1}^{\infty} \frac{k^2}{l} \int_0^1 \frac{1}{(a + rt)^3} \exp \left( -\frac{\pi k l}{(a + rt)T} \right) (1 - t) \frac{dt}{\sqrt{2t - t^2}}
\]

\[
\xrightarrow{a \to 0} \frac{\pi LT}{r^2} \sum_{k=1}^{\infty} \frac{k^2}{t} \int_0^1 \frac{1}{t^3} \exp \left( -\frac{\pi k l}{r T} \right) (1 - t) \frac{dt}{\sqrt{2t - t^2}}
\]

\[
= \frac{\pi LT}{r^2} \sum_{k=1}^{\infty} \frac{k^2}{t} \int_1^\infty \exp \left( -\frac{\pi k l}{r T} \right) t(t - 1) \frac{dt}{\sqrt{2t - t^2}}.
\]

To find the asymptotic behavior of this term when \( rT \gg 1 \), we use the inverse Mellin transform formula

\[
e^{-v} = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(z)v^{-z}dz,
\]

which gives

\[
I = \frac{\pi LT}{r^2} \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(z) \left( \frac{rT}{\pi} \right)^z \zeta_R(z - 2) \zeta_R(z + 1) A(z)dz,
\]

(11)

where \( A(z) \) is the function

\[
A(z) = \int_1^\infty \frac{t^{-z}(t - 1)}{\sqrt{2t - 1}} dt.
\]

A change of variables \( t \mapsto (t + 1)/2 \) gives

\[
A(z) = 2^{z-3} \int_1^\infty (t + 1)^{1-z}(t - 1) \frac{dt}{\sqrt{t}}
\]

\[
= 2^{z-3} \left( \int_0^\infty \frac{t^{\frac{1}{2}}}{(t + 1)^{z-1}} dt - \int_0^\infty \frac{t^{-\frac{1}{2}}}{(t + 1)^{z-1}} dt + \int_0^1 (t + 1)^{1-z}(1 - t) \frac{dt}{\sqrt{t}} \right)
\]

\[
= 2^{z-3} \left( -\sqrt{\pi(z - 3)} \frac{\Gamma \left( \frac{z - 2}{2} \right)}{\Gamma(z - 1)} + \int_0^1 (t + 1)^{1-z}(1 - t) \frac{dt}{\sqrt{t}} \right).
\]
The last integral is convergent for any \( z \). Therefore, \( \mathcal{A}(z) \) has poles at \( z = 5/2, 3/2, 1/2, -1/2, \ldots \). Moreover, for \( j = 0, 1, 2, \ldots \),

\[
\text{Res}_{z=j} \left( \Gamma(z) \mathcal{A}(z) \right) = \frac{\sqrt{\pi}}{2j+\frac{3}{2}} (-1)^j \left( \frac{j+\frac{1}{2}}{j} \right) \frac{(\frac{j}{2} - j)}{j!}.
\]

The integrand in (11) has simple poles at \( z = 5/2, 3/2, 1/2, -1/2, \ldots \) and at \( z = 0 \) and \( z = 3 \). Evaluate the residues gives the asymptotic behavior for \( I \) when \( rT \gg 1 \). Namely:

\[
I \sim \frac{\pi^2 L}{r^3} \left( 2 \left( \frac{rT}{\pi} \right)^4 \zeta_R(4) \mathcal{A}(3) + \zeta_R(-2) \left( \frac{rT}{\pi} \right) \lim_{z \to 0} \Gamma(z) \mathcal{A}(z) \right.
\]

\[
+ \sum_{j=0}^{\infty} \left( \frac{rT}{\pi} \right)^{2-j} \zeta_R \left( \frac{1}{2} - j \right) \zeta_R \left( \frac{7}{2} + j \right) \frac{\sqrt{\pi}}{2j+\frac{3}{2}} (-1)^j \left( \frac{j+\frac{1}{2}}{j} \right) \frac{(\frac{j}{2} - j)}{j!} \right).
\]

Since \( \mathcal{A}(3) = 1 \) and \( \zeta_R(-2) = 0 \), we find that

\[
I \sim \frac{\pi^2 L r T^4}{45} + L T^2 \sqrt{T} \frac{3}{4 \sqrt{2} \pi} \zeta_R \left( \frac{1}{2} \right) \zeta_R \left( \frac{7}{2} \right) - \frac{LT^2}{\sqrt{T}} \frac{3}{8 \sqrt{2}} \zeta_R \left( \frac{1}{2} \right) \zeta_R \left( \frac{9}{2} \right) - \frac{\pi L T^2}{r^2} \frac{5}{32 \sqrt{2}} \zeta_R \left( -\frac{3}{2} \right) \zeta_R \left( \frac{11}{2} \right) + \ldots.
\]

The first term, \( \frac{\pi^2 L r T^4}{45} \), cancel with the term \( \frac{7}{7} \) coming from (11). Therefore we find that if \( aT \ll 1 \ll rT \), the asymptotic behavior of the thermal correction is

\[
\Delta T F_{\text{Cas}}^{\text{PFA}} \sim L T^2 \sqrt{T} \frac{3}{4 \sqrt{2} \pi} \zeta_R \left( \frac{1}{2} \right) \zeta_R \left( \frac{7}{2} \right) - \frac{LT^2}{\sqrt{T}} \frac{3}{8 \sqrt{2}} \zeta_R \left( \frac{1}{2} \right) \zeta_R \left( \frac{9}{2} \right) - \frac{\pi L T^2}{r^2} \frac{5}{32 \sqrt{2}} \zeta_R \left( -\frac{3}{2} \right) \zeta_R \left( \frac{11}{2} \right) + \ldots.
\]

In particular, the leading term is

\[
\Delta T F_{\text{Cas}}^{\text{PFA}} \sim L T^2 \sqrt{T} \frac{3}{4 \sqrt{2} \pi} \zeta_R \left( \frac{1}{2} \right) \zeta_R \left( \frac{7}{2} \right) \sim -0.2778 L T^2 \sqrt{T}.
\]

This agree with the result obtained in [42]. The leading term of the Casimir force is still given by the zero temperature term \( \zeta \) since \( aT \ll 1 \).

For the Casimir energy, a similar computation computation gives

\[
\Delta T E_{\text{Cas}}^{\text{PFA}} \sim \frac{L \sqrt{T}}{4 \sqrt{2} \pi} \zeta_R \left( \frac{5}{2} \right) \zeta_R \left( \frac{3}{2} \right) + \frac{3 L T^2}{32 \sqrt{2}\pi} \zeta_R \left( \frac{3}{2} \right) \zeta_R \left( \frac{5}{2} \right) + \ldots,
\]

which is independent of \( a \). In particular, the leading term of the thermal correction to the Casimir energy is

\[
\Delta T E_{\text{Cas}}^{\text{PFA}} \sim -\frac{L \sqrt{T}}{4 \sqrt{2} \pi} \zeta_R \left( \frac{5}{2} \right) \zeta_R \left( \frac{3}{2} \right) = -0.1972 L T^2 \sqrt{T}.
\]

### C. High temperature region

In the high temperature region, the Casimir force is dominated by the classical term. Substitute the term \( \zeta \) into \( \zeta \), the proximity force approximation gives

\[
F_{\text{Cas}}^{\text{PFA}} = -\frac{\zeta_R(3) L r T}{4\pi} \int_0^1 \frac{1}{(a + rT)^3} \frac{dt}{\sqrt{2t - t^2}}.
\]

Making a change of variable \( t \mapsto a u \), we obtain

\[
F_{\text{Cas}}^{\text{PFA}} = -\frac{\zeta_R(3) L r T}{4\sqrt{2} \pi a^2} \int_0^{\frac{1}{a}} \frac{1}{(a + r u)^3} \frac{du}{\sqrt{2au - a^2 u^2}} \sim -\frac{3 \zeta_R(3) L \sqrt{T}}{32 \sqrt{2} a^2}.
\]
For the remaining terms in (2), since
\[ \exp(-4\pi(a + rt)T) \]
is exponentially small when \( 1 \ll aT \ll rT \), they give exponentially small contribution to the proximity force approximation. In other words, in the high temperature region, the proximity force approximation gives
\[ F_{\text{PFA}}^{(\text{Cas})} = -3\zeta R(3)L\sqrt{rT} + \ldots \]
For the Casimir energy, one has
\[ E_{\text{Cas}}^{(\text{PFA})} = -\frac{\zeta R(3)L\sqrt{rT}}{16\sqrt{2a^2}} + \ldots \] (15)

The results obtained above are for a cylinder above a plate with Dirichlet or Neumann boundary conditions on both the cylinder and the plate. For perfectly conducting cylinder and plate, all the results have to be multiplied by two due to the TE and TM modes.

### III. EXACT FINITE TEMPERATURE CASIMIR ENERGY

In this section, we consider exact expressions for the Casimir energy of the cylinder-plate system. The exact zero temperature Casimir interaction energy of the cylinder-plate system is given by
\[ E_{\text{Cas}}^{T=0} = \frac{L}{2\pi^2} \int_0^\infty \int_0^\infty \text{Tr} \ln \left( 1 - M \left( \sqrt{\xi^2 + k^2} \right) \right) dk \]
where \( M(\xi) \) is an infinite matrix with elements \( M_{jk}(\xi), -\infty < j, k < \infty \),
\[ M_{jk}(\xi) = M^D_{jk}(\xi) = \frac{I_k(r\xi)}{K_j(r\xi)}K_j(2H\xi) \]
for Dirichlet boundary conditions, and
\[ M_{jk}(\xi) = M^N_{jk}(\xi) = -\frac{I'_k(r\xi)}{K'_j(r\xi)}K_j(2H\xi) \]
for Neumann boundary conditions. For perfectly conducting boundary conditions, the Casimir energy is the sum of the Casimir energy for Dirichlet boundary conditions and the Casimir energy for Neumann boundary conditions. These formulas have been proved by using the mode summation approach [29] and the path integral approach [19, 21].

Using the Matsubara formalism, one then finds that the finite temperature Casimir energy is given by
\[ E_{\text{Cas}} = \frac{TL}{\pi} \sum_{l=0}^{\infty} \int_0^{\xi_l} \text{Tr} \ln \left( 1 - M \left( \sqrt{\xi_l^2 + k^2} \right) \right) dk \]
\[ = \frac{TL}{\pi} \sum_{l=0}^{\infty} \int_0^{\xi_l} \frac{\xi}{\sqrt{\xi_l^2 - \xi_l^2}} \text{Tr} \ln(1 - M(\xi)) d\xi, \] (17)
where \( \xi_l = 2\pi lT \) are the Matsubara frequencies. This formula is suitable for studying the high temperature behavior of the Casimir energy. In particular, in the high temperature region, the Casimir energy is dominated by the classical term corresponding to zero Matsubara frequency:
\[ E_{\text{Cas}} \sim E_{\text{Cas}}^{(\text{cl})} = \frac{TL}{2\pi} \int_0^{\xi_0} \text{Tr} \ln(1 - M(\xi)) d\xi. \]

To study the low temperature behavior, one can use the Poisson summation formula
\[ \sum_{l=0}^{\infty} f(l) = \int_0^{\xi_0} f(x) dx + 2 \sum_{l=1}^{\infty} \int_0^{\xi_0} f(x) \cos 2\pi lx \]
with
\[ f(x) = \frac{TL}{\pi} \int_{2\pi x T}^{\infty} \frac{\xi}{\sqrt{\xi^2 - (2\pi x T)^2}} \text{Tr} \ln(1 - M(\xi)) d\xi. \]

Then the term \( \int_{0}^{\infty} f(x) dx \) reproduces the zero temperature Casimir energy \( \text{Cas}_0 \). The thermal correction to the Casimir energy is

\[ \Delta_T E_{\text{Cas}} = 2 \int_{0}^{\infty} f(x) \cos 2\pi l x dx = \frac{2TL}{2\pi^2 T} \int_{0}^{\infty} \frac{\xi}{\sqrt{\xi^2 - x^2}} \text{Tr} \ln(1 - M(\xi)) d\xi \cos \frac{lx}{T} dx \]

\[ = \frac{L}{\pi^2} \int_{0}^{\infty} \xi \int_{0}^{\xi} \frac{1}{\sqrt{\xi^2 - x^2}} \cos \frac{lx}{T} dx \text{Tr} \ln(1 - M(\xi)) d\xi \]

\[ = \frac{L}{2\pi} \int_{0}^{\infty} \xi J_0 \left( \frac{l \xi}{T} \right) \text{Tr} \ln(1 - M(\xi)) d\xi. \]

Therefore, the low temperature expansion for the Casimir energy is given by

\[ E_{\text{Cas}} = E_{\text{Cas}}^{T=0} + \frac{L}{2\pi} \sum_{l=1}^{\infty} \int_{0}^{\infty} \xi J_0 \left( \frac{l \xi}{T} \right) \text{Tr} \ln(1 - M(\xi)) d\xi. \]

Alternatively, one can apply the Abel-Plana summation formula to the first line of (17) to obtain

\[ E_{\text{Cas}} = E_{\text{Cas}}^{T=0} + \frac{L}{2\pi^2} \int_{0}^{\infty} \int_{0}^{k} i \left( \text{Tr} \ln(1 - M(i \sqrt{\xi^2 - k^2})) - \text{Tr} \ln(1 - M(-i \sqrt{\xi^2 - k^2})) \right) \frac{d\xi dk}{e^{\xi^2/k^2} - 1}. \]

The second term is the thermal correction \( \Delta_T E_{\text{Cas}} \). By a change of variables, it is equal to

\[ \Delta_T E_{\text{Cas}} = \frac{L}{2\pi^2} \int_{0}^{\infty} \int_{0}^{k} i \left( \text{Tr} \ln(1 - M(i \xi)) - \text{Tr} \ln(1 - M(-i \xi)) \right) \frac{\xi d\xi dk}{e^{\xi^2 + k^2} - 1}. \]

Since

\[ \int_{0}^{\infty} \frac{1}{e^{\xi^2 + k^2} - 1} \frac{dk}{\sqrt{\xi^2 + k^2}} = \int_{0}^{\infty} \frac{du}{e^u - 1} = \sum_{l=1}^{\infty} \int_{0}^{\infty} e^{-\frac{u}{l}} \frac{du}{\sqrt{u^2 - l^2}} = \sum_{l=1}^{\infty} K_0 \left( \frac{l \xi}{T} \right), \]

we find that

\[ \Delta_T E_{\text{Cas}} = \frac{L}{2\pi^2} \sum_{l=1}^{\infty} \int_{0}^{\infty} \left\{ i \left[ \text{Tr} \ln(1 - M(i \xi)) - \text{Tr} \ln(1 - M(-i \xi)) \right] \right\} K_0 \left( \frac{l \xi}{T} \right) d\xi. \]

Notice that this term can be obtained from (18) by a rotation \( \xi \rightarrow i \xi \) using \( J_0(z) = \text{Re} H_0^{(1)}(z) \) and \( H_0^{(1)}(iz) = -\frac{2i}{\pi} K_0(z) \). The integrand does not have singularities since we are considering an open geometry whose spectrum is purely continuous \[43\].

For the Casimir force, one has

\[ F_{\text{Cas}} = -\frac{\partial E_{\text{Cas}}}{\partial a} = -\frac{2TL}{\pi} \sum_{l=0}^{\infty} \int_{\xi_l}^{\infty} \frac{\xi^2}{\sqrt{\xi^2 - \xi_l^2}} \text{Tr} \left\{ (1 - M(\xi))^{-1} Q(\xi) \right\} d\xi, \]

where

\[ Q_{jk}(\xi) = Q_{jk}^{[D]}(\xi) = \frac{I_k(r\xi)}{K_j(r\xi)} K'_{j+k}(2H\xi) \]

for Dirichlet boundary conditions, and

\[ Q_{jk}(\xi) = Q_{jk}^{[N]}(\xi) = \frac{I_j(r\xi)}{K_j'(r\xi)} K'_{j+k}(2H\xi) \]

for Neumann boundary conditions. Since \( M_{jk}(\xi) \) and \( Q_{jk}(\xi) \) are positive functions, using \( (1 - M)^{-1} = 1 + M + M^2 + \ldots \), one concludes that the Casimir force is always attractive at any temperature.
Define the dimensionless parameter
\[ \varepsilon = \frac{\alpha}{r}. \]

The first two leading terms of the zero temperature Casimir energy at small separation \( \varepsilon \ll 1 \) have been obtained by Bordag in [19]. It was found that for Dirichlet conditions on both the cylinder and the plate,
\[ E_{\text{Cas}}^{D,T=0} = -\frac{\pi^3 L^{\sqrt{r}}}{1920\sqrt{2a^2}} \left( 1 + \frac{7}{36} \varepsilon + \ldots \right); \]
whereas for Neumann conditions on both the cylinder and the plate,
\[ E_{\text{Cas}}^{N,T=0} = -\frac{\pi^3 L^{\sqrt{r}}}{1920\sqrt{2a^2}} \left( 1 + \left[ \frac{7}{36} - \frac{40}{3\pi^2} \right] \varepsilon + \ldots \right). \]

For the Casimir force, one then obtains
\[ F_{\text{Cas}}^{D,T=0} = -\frac{\pi^3 L^{\sqrt{r}}}{768\sqrt{2a^2}} \left( 1 + \frac{7}{60} \varepsilon + \ldots \right), \]
\[ F_{\text{Cas}}^{N,T=0} = -\frac{\pi^3 L^{\sqrt{r}}}{768\sqrt{2a^2}} \left( 1 + \left[ \frac{7}{60} - \frac{8}{\pi^2} \right] \varepsilon + \ldots \right). \]

In the following, we would derive the asymptotic behavior of the Casimir energy and the Casimir force at finite temperature. This has been studied numerically in [12] using worldline method. The approach used here is similar to the one used in [19] for the zero temperature case. The leading asymptotic behavior would be computed analytically using the exact formula for the Casimir energy and compared to the proximity force approximation. We would also discuss the limitation of this method when trying to obtain the first order correction analytically.

The starting point is the formula [17]. Making a change of variable \( \xi = \omega/r \), one obtains
\[ E_{\text{Cas}} = \frac{TL}{\pi r} \sum_{l=0}^{\infty} \int_{\xi_0}^{\infty} \frac{\omega}{\sqrt{\omega^2 - \pi^2 \xi^2}} \text{Tr} \ln(1 - A(\omega)) d\omega, \]
where
\[ A_{jk}^{D}(\omega) = \frac{I_k(\omega)}{K_j(\omega)} K_{j+k}(2\omega(1+\varepsilon)), \quad A_{jk}^{N}(\omega) = -\frac{I'_k(\omega)}{K'_j(\omega)} K_{j+k}(2\omega(1+\varepsilon)). \]

Expanding the logarithm, we find that
\[ E_{\text{Cas}} = -\frac{TL}{\pi r} \sum_{s=0}^{\infty} \frac{1}{s+1} \sum_{l=0}^{\infty} \int_{\xi_0}^{\infty} \frac{\omega}{\sqrt{\omega^2 - \pi^2 \xi^2}} \sum_{j_0=-\infty}^{\infty} \ldots \sum_{j_s=-\infty}^{\infty} \prod_{i=0}^{s} A_{j_i,j_{i+1}}(\omega) d\omega. \]

Debye asymptotic expansions of Bessel functions give an expansion of \( A_{\nu_1,\nu_2}(\omega) \) in the form:
\[ A_{\nu_1,\nu_2}^{D}(\omega) \sim \frac{1}{\sqrt{2\pi}} \sqrt{\frac{\nu_1}{\nu_2\nu_3}} \left( \frac{1 + \omega^2}{(1 + \omega_1^2)(1 + \omega_3^2)} \right)^{\frac{3}{2}} \exp \left( -\frac{\nu_3 \eta(\omega_3)}{\nu_1} + \frac{\nu_1 \eta(\omega_1)}{\nu_2} + \frac{\nu_2 \eta(\omega_2)}{\nu_3} \right) \times \left( 1 + \frac{u_1(t(\omega_1))}{\nu_1} + \frac{u_1(t(\omega_2))}{\nu_2} - \frac{u_1(t(\omega_3))}{\nu_3} \right), \]
\[ A_{\nu_1,\nu_2}^{N}(\omega) \sim \frac{1}{\sqrt{2\pi}} \sqrt{\frac{\nu_1}{\nu_2\nu_3}} \left( \frac{1 + \omega^2}{(1 + \omega_1^2)(1 + \omega_3^2)} \right)^{\frac{3}{2}} \exp \left( -\frac{\nu_3 \eta(\omega_3)}{\nu_1} + \frac{\nu_1 \eta(\omega_1)}{\nu_2} + \frac{\nu_2 \eta(\omega_2)}{\nu_3} \right) \times \left( 1 + \frac{v_1(t(\omega_1))}{\nu_1} + \frac{v_1(t(\omega_2))}{\nu_2} - \frac{v_1(t(\omega_3))}{\nu_3} \right), \]
where

\[
\begin{align*}
\omega_1 &= \frac{\omega}{\nu_1}, \quad \omega_2 = \frac{\omega}{\nu_2}, \quad \omega_3 = \frac{2(1 + \varepsilon)\omega}{\nu_3}, \\
\eta(z) &= \sqrt{1 + z^2} + \log \frac{z}{1 + \sqrt{1 + z^2}}, \quad t(z) = \frac{1}{\sqrt{1 + z^2}}, \\
u_1(t) &= -\frac{5t^3 - 3t}{24}, \quad v_1(t) = \frac{7t^3 - 9t}{24}.
\end{align*}
\]

Observe that after interchanging the subscripts 1 and 2 in the first line of (22), it coincides with the first line of (21).

One can show that the expression \(-\nu_3 \eta(\omega_3) + \nu_1 \eta(\omega_1) + \nu_2 \eta(\omega_2)\) has a maximum value of 0 when \(\nu_1 = \nu_2 = 0\). This suggests that we rename \(j_0\) as \(m\), and \(j_i\) as \(m + n_i\) for \(1 \leq i \leq s\), and treat \(n_1, \ldots, n_s\) as perturbed variables. Making a change of variables \(\omega \mapsto m \omega\), and replacing the summation over \(n_i\) to integration (which is the leading term after applying Poisson resummation), we find that

\[
E_{\text{Cas}} \sim -\frac{2TL}{\pi r} \sum_{s=0}^{\infty} \frac{1}{s + 1} \sum_{i=0}^{s} \sum_{m=0}^{\infty} ^{m} \int_{-\infty}^{\infty} \frac{\omega}{\sqrt{\omega^2 - \frac{r^2\varepsilon^2}{m^2}}} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{i=0}^{s} A_{m + n_i, m + n_{i+1}}(m \omega) d\nu_1 \cdots d\nu_s d\omega. \tag{23}
\]

Treating \(\varepsilon\) and \(n_1, \ldots, n_s\) as perturbed variables, one can expand \(A_{m + n_i, m + n_{i+1}}(m \omega)\) with the help of computer. In fact, for the term \(-\nu_3 \eta(\omega_3) + \nu_1 \eta(\omega_1) + \nu_2 \eta(\omega_2)\), where \(\nu_1 = m + n_i, \nu_2 = m + n_{i+1}, \nu_3 = 2m + n_i + n_{i+1}\), we have an expansion of the form

\[
-\nu_3 \eta(\omega_3) + \nu_1 \eta(\omega_1) + \nu_2 \eta(\omega_2) \sim \sum_{k=0}^{N_1} \sum_{j=0}^{N_2} \varepsilon^j m^{1-k} \mathcal{F}_{kj}(n_i, n_{i+1}) \mathcal{G}_{kj}(\omega),
\]

where \(\mathcal{F}_{kj}(n_i, n_{i+1})\) is a homogeneous polynomial of degree \(k\) in \(n_i\) and \(n_{i+1}\). The leading terms are

\[
-\nu_3 \eta(\omega_3) + \nu_1 \eta(\omega_1) + \nu_2 \eta(\omega_2) \sim -2\varepsilon m \sqrt{1 + \omega^2} - \frac{(n_i - n_{i+1})^2}{4m \sqrt{1 + \omega^2}}.
\]

From here, we see that the leading contribution comes from \(m \sim \varepsilon^{-1}, n_i, n_{i+1} \sim m^{1/2} \sim \varepsilon^{-1/2}\). Consequently, the term \(\varepsilon^j m^{1-k} \mathcal{F}_{kj}(n_i, n_{i+1})\) is of order \(\varepsilon^{j+k-1}\). To keep everything to the order \(\varepsilon\), we need to expand up to the terms with \(j + k/2 \leq 2\). Doing similar order analysis to the other terms, and expanding the terms that are of order \(\sqrt{\varepsilon}\) and \(\varepsilon\) in the exponential using \(e^x = 1 + x + x^2/2 + \ldots\), we find that

\[
A_{m + n_i, m + n_{i+1}}(m \omega) \sim \frac{1}{2\sqrt{\pi m}(1 + \omega^2)^{\frac{3}{2}}} \exp \left( -2\varepsilon m \sqrt{1 + \omega^2} - \frac{(n_i - n_{i+1})^2}{4m \sqrt{1 + \omega^2}} \right) (1 + c(n_i, n_{i+1}) + b(n_i, n_{i+1}) + \ldots), \tag{24}
\]

where \(c(n_i, n_{i+1})\) and \(b(n_i, n_{i+1})\) are terms of order \(\sqrt{\varepsilon}\) and \(\varepsilon\) respectively. In the case of Dirichlet boundary conditions,

\[
\begin{align*}
c^D(n_i, n_{i+1}) &= \frac{n_i - 3n_{i+1}}{4m(1 + \omega^2)} + \frac{(n_i + n_{i+1})(n_i - n_{i+1})^2}{8m^2(1 + \omega^2)^2} - \varepsilon^2 \frac{1}{\sqrt{1 + \omega^2}}(n_i + n_{i+1}) \\
b^D(n_i, n_{i+1}) &= -\frac{5n_i^2 + 2n_i + 19n_{i+1}^2}{32m^2(1 + \omega^2)^2} - \frac{\omega^2}{2(1 + \omega^2)} \\
&\quad + \frac{(n_i - 3n_{i+1})(n_i + n_{i+1})(n_i - n_{i+1})^2}{32m^2(1 + \omega^2)^2} - \varepsilon^2 \frac{(n_i - 3n_{i+1})(n_i + n_{i+1})}{4m(1 + \omega^2)^2} \\
&\quad + \frac{(n_i + n_{i+1})^2(n_i - n_{i+1})^2}{128m^2(1 + \omega^2)^3} + \frac{\omega^2}{2(1 + \omega^2)}(n_i + n_{i+1})^2 - \varepsilon^2 \frac{1}{8m^2(1 + \omega^2)^2}(n_i + n_{i+1})^2(n_i - n_{i+1})^2 \\
&\quad - \varepsilon^2 \frac{(n_i - n_{i+1})^2}{4m(1 + \omega^2)^2} - (2 - \omega^2) \frac{(n_i - n_{i+1})^2(7n_i^2 + 10n_i + 1 + 7n_{i+1}^2)}{192m^3(1 + \omega^2)^2} + \varepsilon^2 \frac{m}{\sqrt{1 + \omega^2}} - \frac{2 - 3\omega^2}{16m(1 + \omega^2)^2}.
\end{align*}
\]

Only the last term of \(b^D(n_i, n_{i+1})\) comes from the second line of (21). Therefore, for the case of Neumann boundary conditions, a comparison between (21) and (22) shows that

\[
\begin{align*}
c^N(n_i, n_{i+1}) &= c^D(n_i+1, n_i), \\
b^N(n_i, n_{i+1}) &= b^D(n_i+1, n_i) - \frac{\omega^2}{m(1 + \omega^2)^2}.
\end{align*} \tag{25}
\]
These relations between $c^N$ and $c^D$, and between $b^N$ and $b^D$ can help us to derive the asymptotic behavior for the Neumann case from the asymptotic behavior for the Dirichlet case.

Substituting (24) into (23), we find that

$$E_{Cas} \sim -\frac{TL}{\pi^2 r} \sum_{s=0}^{\infty} \frac{1}{(s+1)^3} \sum_{t=0}^{\infty} \sum_{m=0}^{\infty} \frac{m^s}{\sqrt{t^2 + \epsilon^2}} \int_{-\infty}^{\infty} \frac{\omega^s}{\sqrt{\omega^2 - \frac{t^2}{m^2}}} (1 + \omega^2)^{-\frac{s}{2}} \exp \left(-2\epsilon(s+1)m\sqrt{1+\omega^2}\right) (1 + \omega^s) d\omega,$$

where

$$\mathcal{A}^s = \sum_{i=0}^{s} \sum_{j=i+1}^{s+1} \mathcal{B}^s_{ij} + \sum_{i=0}^{s-1} \sum_{j=i+1}^{s} \mathcal{C}^s_{ij},$$

$$\mathcal{B}^s_{ij} = \frac{\sqrt{s+1}}{2s\pi^2 m \pi (1 + \omega^2)^{\frac{s}{2}}} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \exp \left(-\frac{(n_i - n_{i+1})^2}{4m\sqrt{1+\omega^2}}\right) b(n_i, n_{i+1}) d_1 \ldots d_n,$$

$$\mathcal{C}^s_{ij} = \frac{\sqrt{s+1}}{2s\pi^2 m \pi (1 + \omega^2)^{\frac{s}{2}}} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \exp \left(-\frac{(n_i - n_{i+1})^2}{4m\sqrt{1+\omega^2}}\right) c(n_i, n_{i+1}) c(n_j, n_{j+1}) d_1 \ldots d_n.$$

We have used the fact that

$$\int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \exp \left(-\frac{(n_i - n_{i+1})^2}{4m\sqrt{1+\omega^2}}\right) d_1 \ldots d_n = \frac{2s\pi^2 m \pi (1 + \omega^2)^{\frac{s}{2}}}{\sqrt{s+1}}.$$

$\mathcal{A}^s$ is the term of order $\epsilon$. The term with order $\sqrt{\epsilon}$ has dropped out since $c(n_i, n_{i+1})$ is odd in $n_i$ or $n_{i+1}$.

$\mathcal{B}^s_{ij}$ and $\mathcal{C}^s_{ij}$ are Gaussian integrals. They can be computed in the same way as explained in [10]. With the help of a machine, we find that for the case of Dirichlet boundary conditions,

$$\mathcal{B}^s_{1j} = \frac{\epsilon^3}{2} \left(-4i + 2 + \frac{(2i + 1)^2}{s + 1}\right) + \frac{\epsilon}{16m} \left(-\frac{8i + 4}{s + 1} + \frac{24i^2 + 24i + 7}{(s + 1)^2}\right) \frac{1}{(1 + \omega^2)^{\frac{s}{2}}} + \epsilon^2 m \left(4i + 2 - \frac{(2i + 1)^2}{s + 1}\right) \frac{1}{(1 + \omega^2)^{\frac{s}{2}}}$$

$$\mathcal{C}^s_{ij} = \frac{\epsilon^3}{2} \left(-4i + 2 + \frac{(2i + 1)^2}{s + 1}\right) + \frac{\epsilon}{16m} \left(-\frac{8i + 4}{s + 1} + \frac{24i^2 + 24i + 7}{(s + 1)^2}\right) \frac{1}{(1 + \omega^2)^{\frac{s}{2}}} + \epsilon^2 m \left(4i + 2 - \frac{(2i + 1)^2}{s + 1}\right) \frac{1}{(1 + \omega^2)^{\frac{s}{2}}}.$$

Therefore,

$$\mathcal{A}^s_{D} = \frac{\epsilon^3 m^s}{3} \left((s + 1)^3 + 2(s + 1)\right) \frac{1}{(1 + \omega^2)^{\frac{s}{2}}} + \frac{\epsilon}{6} \left((s + 1)^2 + 2\right) \frac{1}{1 + \omega^2} + \frac{1}{16m} \left(-7(s + 1) + \frac{2}{s + 1}\right) \frac{1}{(1 + \omega^2)^{\frac{s}{2}}}$$

$$-\frac{\epsilon}{6} \left(2(s + 1)^2 + 1\right) + \frac{1}{16m} \left(4(s + 1) - \frac{1}{s + 1}\right) \frac{1}{(1 + \omega^2)^{\frac{s}{2}}}.$$

For the case of Neumann boundary conditions, the relations (24) suggest that we can make a change of variables $n_i \mapsto n_{s+1-i}$. Then it is easy to see that $\mathcal{C}^{s, N}_{ij} = \mathcal{C}^{s, D}_{s-j, s-i}$ and

$$\mathcal{B}^{s, N}_{1j} - \mathcal{B}^{s, D}_{s-i} = -\frac{\sqrt{s+1}}{2s\pi^2 m \pi (1 + \omega^2)^{\frac{s}{2}}} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \exp \left(-\frac{(n_i - n_{i+1})^2}{4m\sqrt{1+\omega^2}}\right) \frac{\omega^2}{m(1 + \omega^2)^{\frac{s}{2}}} d_1 \ldots d_n = -\frac{\omega^2}{m(1 + \omega^2)^{\frac{s}{2}}}.$$

Therefore,

$$\mathcal{A}^{s, N} - \mathcal{A}^{s, D} = -\frac{\omega^2}{m(1 + \omega^2)^{\frac{s}{2}}} (s + 1).$$

Return to the Casimir energy (23), the inverse Mellin transform formula gives

$$\exp \left(-2\epsilon m(s + 1)\sqrt{1 + \omega^2}\right) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(z)(2\epsilon)^{-z} m^{-z}(s + 1)^{-z}(1 + \omega^2)^{-\frac{s}{2}} dz.$$
Therefore,

\[
\exp \left( -2\varepsilon m \sqrt{1 + \omega^2} \right) A^{s,D} = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(z + 2)(2\varepsilon)^{-z} \left( \frac{m}{z} \right)^{-1} \left( 1 + \omega^2 \right)^{\frac{z}{2} - 1} \frac{e^{2m}}{3} \left( (s + 1)^3 + 2(s + 1) \right) \frac{1}{(1 + \omega^2)^2} dz \\
+ \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(z + 1)(2\varepsilon)^{-z} \left( \frac{m}{z} \right)^{-1} \left( 1 + \omega^2 \right)^{\frac{z}{2} - 1} \frac{e^{2m}}{6} \left( (s + 1)^2 + 2 \right) \frac{1}{1 + \omega^2} - \frac{e^{2m}}{6} (2(s + 1)^2 + 1) dz \\
+ \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(z)(2\varepsilon)^{-z} \left( \frac{m}{z} \right)^{-1} \left( 1 + \omega^2 \right)^{\frac{z}{2} - 1} \frac{e^{2m}}{16m} \left( -7(s + 1) + \frac{2}{s + 1} \right) \frac{1}{(1 + \omega^2)^{\frac{z}{2}}} + \frac{1}{16m} \left( 4(s + 1) - \frac{1}{s + 1} \right) \frac{1}{(1 + \omega^2)^{\frac{z}{2}}} dz
\]

Using

\[
\int_{c-i\infty}^{c+i\infty} \frac{\omega}{\sqrt{\omega^2 - r^2\xi^2}} \frac{1}{(1 + \omega^2)^{\frac{z}{2}}} d\omega = \frac{\sqrt{\pi}}{2} \frac{m^{2\mu - 1}}{(m^2 + r^2\xi^2)^{\mu - \frac{1}{2}}} \Gamma \left( \mu - \frac{1}{2} \right)
\]

we finally obtain

\[
E_{\text{Cas}} \sim E_{\text{Cas}}^0 + E_{\text{Cas}}^1,
\]

where \( E_{\text{Cas}}^0 \) is the leading order term and \( E_{\text{Cas}}^1 \) is the first order correction term. For the case of Dirichlet boundary conditions, they are given respectively by

\[
E_{\text{Cas}}^{0,D} \sim \frac{-TL}{2\pi i} \sum_{s=0}^{\infty} \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(z)(2\varepsilon)^{-z} \frac{\mathcal{P}_1(z)}{\Gamma \left( \frac{2z + 1}{4} \right)} \left( \frac{m}{z} \right)^{-1} \left( 1 + \omega^2 \right)^{\frac{z}{2} - 1} \frac{1}{(s + 1)^{z + \frac{1}{2}}} dz,
\]

and

\[
E_{\text{Cas}}^{1,D} \sim \frac{-TL}{2\pi i} \sum_{s=0}^{\infty} \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(z)(2\varepsilon)^{-z} \left\{ \frac{\mathcal{P}_2(z)}{\Gamma \left( \frac{5z + 3}{4} \right)} \left[ \frac{(2z + 7)(2z - 3)}{48} \right. \frac{1}{(s + 1)^{z + \frac{1}{2}}} + \left. \frac{(2z + 1)(2z + 3)}{24} \frac{1}{(s + 1)^{z + \frac{3}{2}}} \right] \\
+ \frac{\mathcal{P}_1(z + 1)}{\Gamma \left( \frac{2z + 5}{4} \right)} \left[ \frac{2z - 3}{12} \frac{1}{(s + 1)^{z + \frac{1}{2}}} - \frac{4z + 3}{48} \frac{1}{(s + 1)^{z + \frac{3}{2}}} \right] \right\} dz,
\]

where

\[
\mathcal{P}_1(z) = \Gamma \left( \frac{2z - 1}{4} \right) \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} \frac{1}{(m^2 + r^2\xi^2)^{\frac{2z + 1}{4}}},
\]

\[
\mathcal{P}_2(z) = \Gamma \left( \frac{2z + 5}{4} \right) \sum_{l=0}^{\infty} \sum_{m=1}^{\infty} \frac{m^2}{(m^2 + r^2\xi^2)^{\frac{2z + 3}{4}}},
\]

For the case of Neumann boundary conditions, the leading order term is the same as the Dirichlet case, i.e., \( E_{\text{Cas}}^{0,N} = E_{\text{Cas}}^{0,D} \), whereas for the first order correction term,

\[
E_{\text{Cas}}^{1,N} - E_{\text{Cas}}^{1,D} \sim \frac{-TL}{2\pi i} \sum_{s=0}^{\infty} \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(z)(2\varepsilon)^{-z} \left\{ \frac{\mathcal{P}_2(z)}{\Gamma \left( \frac{5z + 3}{4} \right)} - \frac{\mathcal{P}_1(z + 1)}{\Gamma \left( \frac{2z + 5}{4} \right)} \right\} \frac{1}{(s + 1)^{z + \frac{1}{2}}} dz.
\]
The functions $\mathcal{D}_1(z)$ and $\mathcal{D}_2(z)$ have expansions (Chowla-Selberg formulas) of the form

$$
\mathcal{D}_1(z) = \frac{1}{4\sqrt{\pi T}} \Gamma \left( \frac{2z - 3}{4} \right) \zeta_R \left( z - \frac{3}{2} \right) + \frac{1}{2} \Gamma \left( \frac{2z - 1}{4} \right) \zeta_R \left( z - \frac{1}{2} \right) (2\pi T)^{\frac{1}{2} - z} \mathcal{D}_{1,L,0}(z) + \frac{1}{\sqrt{\pi T}} \sum_{l=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{2mrT} \left( \frac{l}{2mrT} \right)^{\frac{2z-3}{4} - 1} K_{\frac{2z-3}{4}} \left( \frac{lm}{rT} \right),
$$

$$
\mathcal{D}_2(z) = \frac{1}{4\sqrt{\pi T}} \Gamma \left( \frac{2z + 3}{4} \right) \zeta_R \left( z - \frac{1}{2} \right) + \frac{1}{\sqrt{\pi T}} \sum_{l=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{2mrT} \left( \frac{l}{2mrT} \right)^{\frac{2z+3}{4} - 1} K_{\frac{2z+3}{4}} \left( \frac{lm}{rT} \right),
$$

or

$$
\mathcal{D}_1(z) = \frac{1}{2} \Gamma \left( \frac{2z - 1}{4} \right) \zeta_R \left( z - \frac{1}{2} \right) + \sqrt{\pi} \Gamma \left( \frac{2z - 3}{4} \right) \zeta_R \left( z - \frac{3}{2} \right) (2\pi T)^{\frac{1}{2} - z} \mathcal{D}_{1,T,0}(z) + \frac{\sqrt{\pi}}{4} \sum_{l=1}^{\infty} \sum_{m=1}^{\infty} \frac{m}{2mrT} \left( \frac{m}{2mrT} \right)^{\frac{2z-3}{4}} K_{\frac{2z-3}{4}} \left( 4\pi^2 lm rT \right),
$$

$$
\mathcal{D}_2(z) = \frac{1}{2} \Gamma \left( \frac{2z + 5}{4} \right) \zeta_R \left( z + \frac{1}{2} \right) + \sqrt{\pi} \Gamma \left( \frac{2z - 1}{4} \right) \zeta_R \left( z - \frac{1}{2} \right) (2\pi T)^{\frac{1}{2} - z} \mathcal{D}_{2,T,1}(z) + \frac{\sqrt{\pi}}{4} \sum_{l=1}^{\infty} \sum_{m=1}^{\infty} \frac{m}{2mrT} \left( \frac{m}{2mrT} \right)^{\frac{2z+3}{4}} K_{\frac{2z+3}{4}} \left( 4\pi^2 lm rT \right).$$

From these, one can deduce that $\mathcal{D}_1(z)$ only has simple poles at $z = 5/2$ and $z = 1/2$, whereas $\mathcal{D}_2(z)$ only has simple pole at $z = 3/2$.

Now we can derive the asymptotic behaviors of the Casimir energy at small separation in different temperature regions. First we consider the leading order term. Substituting (30) into (27), we can obtain the low temperature leading behavior. In fact, the first term in (30), $\mathcal{D}_{1,L,0}(z)$, is the term corresponding to the zero temperature Casimir energy. The residue at the largest pole at $z = 5/2$ gives the zero temperature leading term:

$$
E_{0,T=0}^{0} \sim -\frac{TL}{2\pi} \sum_{s=0}^{\infty} \text{Res}_{z=\frac{5}{2}} \left( \Gamma(z)(2\varepsilon)^{-\frac{1}{2}} \frac{\mathcal{D}_{1,L,0}(z)}{\Gamma \left( \frac{2z+1}{4} \right)} \frac{1}{(s+1)^{2+m}} \right) = -\frac{\pi^3 L}{1920\sqrt{2}\varepsilon^{\frac{3}{2}}},
$$

which is exactly the leading term obtained by using proximity force approximation. Although $\mathcal{D}_{1,L,0}(z)$ also has a pole at $z = 3/2$, this is canceled out by the pole at $z = 3/2$ of the second term $\mathcal{D}_{1,L,1}(z)$, which is the term corresponding to $m = 0$.

Next, consider the contribution of the term $\mathcal{D}_{1,L,2}(z)$ in (30) to the thermal correction of the Casimir energy. Since this term does not have any poles, we find that the leading term of the thermal correction is of order $\varepsilon^0$, coming from the pole of $\Gamma(z)$ at $z = 0$. This term would not contribute to the Casimir force since it is independent of $\varepsilon$. Therefore, let us also consider the term of higher order in $\varepsilon$ by taking the residue at $z = -1, -2, \ldots$. We have

$$
\Delta_{T,2}E_{\text{Cas}}^{0} \sim -\frac{TL}{2\pi} \sum_{j=0}^{\infty} \sum_{s=0}^{\infty} \text{Res}_{z=-j} \left( \Gamma(z)(2\varepsilon)^{-\frac{1}{2}} \frac{\mathcal{D}_{1,L,2}(z)}{\Gamma \left( \frac{2z+1}{4} \right)} \frac{1}{(s+1)^{2+m}} \right) = -\sum_{j=0}^{\infty} \frac{(-1)^j 2^{-j+1} \varepsilon^{j} L \zeta_R \left( \frac{3}{2} - j \right) \frac{2^{j+3}}{4}}{\pi^2 \varepsilon^j (2mrT)^{\frac{2j+3}{4}}} K_{\frac{2j+3}{4}} \left( \frac{lm}{rT} \right).$$

order $\varepsilon^j$ term
Notice that for the residue at \( z = -j \), \( j \leq 1 \), the summation over \( s \) is divergent, but we analytically continued it to obtain the value \( \zeta_R(3/2 - j) \).

The terms in (34) are exponentially small when \( rT \ll 1 \). But we cannot use this to conclude that the thermal correction is exponentially small when \( rT \ll 1 \). The Debye asymptotic expansion cannot be used to study the asymptotic behavior of the thermal correction in the low temperature region since all the terms in the asymptotic expansion would contribute, and summing over infinitely exponentially small terms would lead to polynomial order terms. Nevertheless, we can use (34) to study the leading behavior of the thermal correction in the medium temperature region where \( aT \ll 1 \leq rT \). Using the formula (10) again, we have

\[
\sum_{l=1}^{\infty} \sum_{m=1}^{\infty} \left( \frac{l}{2mrT} \right)^{2j+3} K_{2j+3} \left( \frac{lm}{rT} \right)
\]

\[
= \frac{1}{2} \sum_{l=1}^{\infty} \sum_{m=1}^{\infty} \int_{0}^{\infty} t^{-2j+1} \exp \left( -\frac{l}{2T} t - tm^2 \right) dt
\]

\[
= \frac{1}{4} \pi \sum_{l=1}^{\infty} \sum_{m=1}^{\infty} \int_{-\infty}^{\infty} t^{-2j+1} \exp \left( -tm^2 \right) dt dz
\]

\[
= \frac{1}{\pi} \Gamma \left( \frac{2j+3}{4} \right) \zeta_R \left( j + \frac{5}{4} \right) (2rT)^{j+\frac{1}{2}} - \frac{1}{4} \Gamma \left( \frac{2j+3}{4} \right) \zeta_R \left( j + \frac{3}{4} \right) (2rT)^{j+\frac{1}{2}} + O(T).
\]

Notice that from the term \( D_{1;1}(z) \), we have

\[
\Delta_{T;1} E_{\text{Cas}}^{0} \sim -\frac{TL}{2\pi rT} \sum_{j=0}^{\infty} \sum_{s=0}^{\infty} \text{Res}_{z=-j} \left( \frac{\Gamma(z)(2e)}{\Gamma(2z+1)} \zeta_R \left( \frac{3}{2} - j \right) \right)
\]

\[
= -\sum_{j=0}^{\infty} \frac{(-1)^j 2^{j-1} e^j L \zeta_R \left( \frac{3}{2} - j \right)}{\pi r} \times \frac{1}{2} \Gamma \left( \frac{2j+1}{4} \right) \zeta_R \left( -j - \frac{1}{2} \right) (2rT)^{\frac{1}{2} + j}
\]

\[
= -\sum_{j=0}^{\infty} \frac{(-1)^j 2^{j-1} e^j L \zeta_R \left( \frac{3}{2} - j \right)}{\pi r} \times \frac{1}{4} \Gamma \left( \frac{2j+3}{4} \right) \zeta_R \left( j + \frac{3}{4} \right) (2rT)^{j+\frac{1}{2}},
\]

where we have used the identity

\[
\Gamma \left( \frac{3}{2} \right) \zeta_R(s) = \pi^{s-\frac{1}{2}} \Gamma \left( \frac{1-s}{2} \right) \zeta_R(1-s).
\]

This term cancel with the second term in the last line of (35). Therefore, we find that in the medium temperature region, the leading asymptotic behavior of the thermal correction is given by

\[
\Delta_{T} E_{\text{Cas}}^{0} \sim -\frac{L}{8\pi rT^2} \sum_{j=0}^{\infty} e^j \frac{(-1)^{j-1} 2^{j} \zeta_R \left( j + \frac{5}{2} \right)}{j!} \frac{2j+5}{4} \left( \frac{2j+3}{4} \right) \zeta_R \left( j + \frac{5}{2} \right) (2rT)^{j+\frac{1}{2}}
\]

\[
= -\frac{L \sqrt{T} \hat{T}^2}{4 \sqrt{2} \pi} \zeta_R \left( \frac{5}{2} \right) \zeta_R \left( \frac{3}{2} \right) - e L r \hat{T}^2 \zeta_R \left( \frac{1}{2} \right) \zeta_R \left( \frac{1}{2} \right) + e^2 L r \hat{T}^2 \zeta_R \left( \frac{15}{8} \right) \zeta_R \left( \frac{9}{2} \right) + \ldots,
\]

coming from the first term of (35). In fact, one can also obtain these terms by using the term \( D_{1;1} \) in (32) and taking the residue of (21) at \( j = 0, -1, -2, \ldots \). The first term in (37) is the leading term of the thermal correction to the Casimir energy in the medium temperature region. It agrees with the result of proximity force approximation (14). For the Casimir force, taking derivative of (37) with respect to \( a \) gives

\[
\Delta_{T} F_{\text{Cas}}^{0} \sim L r \hat{T}^2 \zeta_R \left( \frac{3}{4} \right) \zeta_R \left( \frac{7}{2} \right) - e L r \hat{T}^2 \zeta_R \left( \frac{15}{8} \right) \zeta_R \left( \frac{9}{2} \right) + \ldots.
\]

Again, the leading (first) term agree with the result of proximity force approximation (12). In fact, the second term which is equal to 0.1851 \( r \hat{T}^2 \) can also be predicted by proximity force approximation (see [42]).
Now let us consider the high temperature region. In this case, the Casimir energy is dominated by the terms with \( l = 0 \). Substitute the \( l = 0 \) term \( \mathcal{D}_{1:T,0} \) in (22) into (27), and taking the residue at the largest pole of \( \mathcal{D}_{1:T,0} \) at \( z = 3/2 \), we find that the leading term of the Casimir energy in the high temperature region is given by

\[
E_{\text{Cas}}^{0,1} \sim -\frac{TL}{2\pi r} \sum_{s=0}^{\infty} \text{Res}_{z=\frac{1}{2}} \left( \frac{1}{\Gamma(z)} \frac{1}{\Gamma\left(\frac{2z+1}{4}\right)} \frac{1}{(s+1)^{z+\frac{3}{2}}} \right) = -\frac{LT}{16\sqrt{2\pi} \varepsilon^{\frac{3}{2}}} \zeta_R(3),
\]

agreeing with the result of proximity force approximation (13). As in the case of \( \mathcal{D}_{1:L,0} \), the pole of \( \mathcal{D}_{1:T,0} \) at \( z = 1/2 \) would actually cancel with the \( m = 0 \) term which is not explicit in this case.

From these discussions, we find that the leading order terms of the Casimir energy (27) which is derived from the exact formula agree with the proximity force approximations in the zero temperature, medium temperature and high temperature regions. Let us now consider the first order approximation from the term (28). For the zero temperature Casimir energy, substitute \( \mathcal{D}_{1:L,0}(z+1) \) and \( \mathcal{D}_{2:L,0}(z) \) into (28), and taking the residue at \( z = 3/2 \) give

\[
E_{\text{Cas}}^{1,D,T=0} \sim -\frac{TL}{2\pi r} \sum_{s=0}^{\infty} \text{Res}_{z=\frac{1}{2}} \left( \frac{1}{\Gamma(z)} \frac{1}{\Gamma\left(\frac{2z+1}{4}\right)} \frac{1}{(s+1)^{z+\frac{3}{2}}} \right) \left\{ \frac{\mathcal{D}_{2:L,0}(z)}{\Gamma\left(\frac{2z+3}{4}\right)} \right\} \frac{1}{(s+1)^{z+\frac{3}{2}}} = -\frac{7\pi^3 L}{69120\sqrt{2\pi} \varepsilon^{\frac{3}{2}}} \times \frac{7}{36} = \frac{\pi^3 L}{144\sqrt{2\pi} \varepsilon^{\frac{3}{2}}} \times \left( \frac{7}{36} - \frac{40}{3\pi^2} \right) \varepsilon.
\]

(39) and (40) agree with the first order correction for the zero temperature Casimir energies (19) and (20) obtained by Bordag 19.

For the thermal correction, we have

\[
\Delta T E_{\text{Cas}}^{1,D} \sim -\frac{TL}{2\pi r} \sum_{j=0}^{\infty} \sum_{s=0}^{\infty} \text{Res}_{z=\frac{1}{2}} \left\{ \frac{1}{\Gamma(z)} \frac{1}{\Gamma\left(\frac{2z+1}{4}\right)} \frac{1}{(s+1)^{z+\frac{3}{2}}} \right\} \left\{ \frac{\mathcal{D}_{2:T,1}(z)}{\Gamma\left(\frac{2z+3}{4}\right)} \right\} \frac{1}{(s+1)^{z+\frac{3}{2}}} = -\frac{T^4 L}{24\sqrt{2\pi} \varepsilon^{\frac{3}{2}}} \zeta_R \left( -\frac{1}{2} \right) \left( 2\zeta_R \left( -\frac{1}{2} \right) - \zeta_R \left( \frac{5}{2} \right) \right) + \frac{\pi L T^2}{6\sqrt{2}} \zeta_R \left( -\frac{3}{2} \right) \left( 10\zeta_R \left( -\frac{1}{2} \right) + \zeta_R \left( \frac{3}{2} \right) \right) + \ldots
\]

for the case of Dirichlet boundary conditions. For Neumann boundary conditions, (29) gives

\[
\Delta T E_{\text{Cas}}^{1,N} \sim \Delta T E_{\text{Cas}}^{1,D} \sim -\frac{TL}{2\pi r} \sum_{j=0}^{\infty} \sum_{s=0}^{\infty} \text{Res}_{z=\frac{1}{2}} \left\{ \frac{1}{\Gamma(z)} \frac{1}{\Gamma\left(\frac{2z+1}{4}\right)} \frac{1}{(s+1)^{z+\frac{3}{2}}} \right\} \left\{ \frac{\mathcal{D}_{2:T,1}(z)}{\Gamma\left(\frac{2z+3}{4}\right)} \right\} \frac{1}{(s+1)^{z+\frac{3}{2}}} = -\frac{T^4 L}{24\sqrt{2\pi} \varepsilon^{\frac{3}{2}}} \zeta_R \left( -\frac{1}{2} \right) \left( 18\zeta_R \left( -\frac{1}{2} \right) - \zeta_R \left( \frac{5}{2} \right) \right) + \frac{\pi L T^2}{6\sqrt{2}} \zeta_R \left( -\frac{3}{2} \right) \left( -6\zeta_R \left( -\frac{1}{2} \right) + \zeta_R \left( \frac{3}{2} \right) \right) + \ldots
\]

These terms are of order \( 1/(rT) \) smaller than the leading term. For the Casimir force, we find that

\[
\Delta T F_{\text{Cas}}^{1,D} \sim -\frac{\pi L T^2}{6\sqrt{2} \varepsilon^{\frac{3}{2}}} \left( 10\zeta_R \left( -\frac{1}{2} \right) + \zeta_R \left( \frac{3}{2} \right) \right) + \ldots = -0.1975 L r^{-\frac{3}{2}} T^2 + \ldots,
\]
and

\[ \Delta_T F_{\text{Cas}}^{1,N} \sim -\frac{\pi L T^2}{6\sqrt{2}} \left( -6\zeta_R \left( -\frac{1}{2} \right) + \zeta_R \left( \frac{3}{2} \right) \right) + \ldots = -1.4290 L T^2 + \ldots \]

For the high temperature (classical) term, substitute \( \mathcal{D}_{1:1,0}(z+1) \) and \( \mathcal{D}_{2:1,0}(z) \) into (28), and taking the residue at \( z = 1/2 \) give

\[ F_{\text{Cas}}^{1,D,cl} \sim -\frac{LT}{2\pi r} \sum_{s=0}^{\infty} \text{Res}_{z=z/2} \left\{ \Gamma(z)/(2\pi)^s \left[ \frac{(2z+7)(2z-3)}{48} \frac{1}{(s+1)^{z+\frac{1}{2}}} + \frac{(2z+1)(2z+3)}{24} \frac{1}{(s+1)^{z+\frac{1}{2}}} \right] \right\}_{s=1}^{4} + \mathcal{D}_{1:1,0}(z+1) \left[ \frac{2z-3}{12} \frac{1}{(s+1)^{z+\frac{1}{2}}} - \frac{4z+3}{48} \frac{1}{(s+1)^{z+\frac{1}{2}}} \right] \right\}_{s=1}^{4} \]

\[ = -\frac{LT}{64\sqrt{2}r} \zeta_R(3) \]

(41)

For the term \( \Lambda_1 \), we have taken the residue at \( z = 1/2 \) before taking the sum with respect to \( s \), which give the value zero because of the factor \( (2z - 1) \). If we sum over \( s \) first before taking the residue, then we have the term \( \zeta_R(z+1/2) \) which has a pole at \( z = 1/2 \). Using the fact that \( \lim_{z \to 1/2} (2z - 1) \zeta_R(z+1/2) = 2 \), we find that we should add

\[ \frac{LT}{32\sqrt{2}r} \]

to \( E_{\text{Cas}}^{1,D,cl} \). In the former case where we do not sum over \( s \) before taking the residue, we find that in the high temperature region, the Casimir energy has asymptotic behavior

\[ E_{\text{Cas}}^{D,cl} \sim -\frac{LT}{16\sqrt{2}r} \zeta_R(3) \left( 1 + \frac{\varepsilon}{4} + \ldots \right) ; \]

and hence the Casimir force has asymptotic behavior

\[ F_{\text{Cas}}^{D,cl} \sim -\frac{3LT}{32\sqrt{2}r} \zeta_R(3) \left( 1 + \frac{\varepsilon}{12} + \ldots \right) . \]

(42)

But we sum over \( s \) first, then

\[ F_{\text{Cas}}^{D,cl} \sim -\frac{3LT}{32\sqrt{2}r} \zeta_R(3) \left( 1 + \frac{\varepsilon}{12} - \frac{1}{6\zeta_R(3)} \right) + \ldots \]  

(43)

The term \( \frac{1}{12} - \frac{1}{6\zeta_R(3)} = -0.0533 \) is negative. In [42], Weber and Gies used worldline numerical method to show that the first order correction has the same sign as the leading term. Therefore, the result [42] is more agreeable. In fact, one would also obtain [42] if one approximate the summation over \( m \) by an integral, as in the work of Bordag [19], for the zero temperature Casimir energy.

For the case of Neumann boundary conditions, using (29), one finds that

\[ E_{\text{Cas}}^{1,N,cl} \sim E_{\text{Cas}}^{1,D,cl} - \frac{LT}{2\pi r} \sum_{s=0}^{\infty} \text{Res}_{z=z/2} \left\{ \Gamma(z)/(2\pi)^s \left[ \frac{(2z+7)(2z-3)}{48} \frac{1}{(s+1)^{z+\frac{1}{2}}} + \frac{(2z+1)(2z+3)}{24} \frac{1}{(s+1)^{z+\frac{1}{2}}} \right] \right\}_{s=1}^{4} + \mathcal{D}_{1:1,0}(z+1) \left[ \frac{2z-3}{12} \frac{1}{(s+1)^{z+\frac{1}{2}}} - \frac{4z+3}{48} \frac{1}{(s+1)^{z+\frac{1}{2}}} \right] \right\}_{s=1}^{4} \]

\[ = E_{\text{Cas}}^{1,D,cl} + \frac{LT}{8\pi r} \sum_{s=0}^{\infty} \text{Res}_{z=z/2} \left\{ \Gamma(z)/(2\pi)^s \left[ \frac{(2z+7)(2z-3)}{48} \frac{1}{(s+1)^{z+\frac{1}{2}}} + \frac{(2z+1)(2z+3)}{24} \frac{1}{(s+1)^{z+\frac{1}{2}}} \right] \right\}_{s=1}^{4} + \mathcal{D}_{1:1,0}(z+1) \left[ \frac{2z-3}{12} \frac{1}{(s+1)^{z+\frac{1}{2}}} - \frac{4z+3}{48} \frac{1}{(s+1)^{z+\frac{1}{2}}} \right] \right\}_{s=1}^{4} \]

\[ = E_{\text{Cas}}^{1,D,cl} + \frac{LT}{8\sqrt{2}r} \sum_{s=0}^{\infty} \frac{1}{s+1} , \]
which is divergent. If we sum over \( s \) first, then

\[
E_{\text{Cas}}^{1,1} \sim E_{\text{Cas}}^{1,1} + \frac{LT}{8\pi r} \text{Res}_{z=\frac{1}{2}} \left\{ \Gamma(z)(2\varepsilon)^{-\frac{1}{2}} \Gamma \left( \frac{2z+1}{2} \right) \zeta_R \left( \frac{z+1}{2} \right) \right\}
\]

\[
= -\frac{LT}{64\sqrt{2}r \varepsilon^2} \zeta_R(3) + \frac{LT}{32\sqrt{2}r \varepsilon^2} + \frac{LT}{8\sqrt{2}r \varepsilon^2} \left( \psi \left( \frac{1}{2} \right) - \ln(2\varepsilon) + \frac{1}{2} \psi \left( \frac{1}{2} \right) - \frac{1}{2} \psi(2) - 2\psi(1) \right)
\]

\[
= -\frac{LT}{16\sqrt{2}r \varepsilon^2} \left( 2\ln \varepsilon + \frac{\zeta_R(3)}{4} + 8\ln 2 - 2C + \frac{1}{2} \right),
\]

where \( C \) is the Euler constant. We see that there is a term of order \( \varepsilon \ln \varepsilon \) for the first order correction. For the Casimir force, one finds that

\[
F_{\text{Cas}}^{N,1} \sim -\frac{3LT}{32\sqrt{2}r \varepsilon^2} \zeta_R(3) \left( 1 + \varepsilon \left( \frac{1}{12} + \frac{1}{\zeta_R(3)} \right) \frac{2}{3} \ln \varepsilon + \frac{8}{3} \ln 2 - \frac{2}{3} \ln \varepsilon + \frac{7}{6} \right) + \ldots.
\]

From the discussion above, we see that there is some ambiguities regarding whether one should sum over \( s \) first before taking the residue. The summation over \( s \) appears because we have expanded the logarithm. The divergence in \( s \) is possibly due to the fact that we have expanded each term in the expansion perturbatively, by treating \( \varepsilon \) and \( n_r/m \) as small variables. When we obtain a divergent sum in \( s \), we need to question whether the perturbation is legitimate. For the leading order term of the Casimir force in the medium temperature region, we have found that correct result is obtained by summing over \( s \) first, performing analytic continuation before taking the residue. However, for the first correction term to the Casimir energy in the high temperature region, this seems to lead to a result that does not agree with that obtained using numerical approach. The latter might also be special because we are facing the divergence series \( \sum_{s=0}^{\infty} 1/(s + 1) \), which is formally \( \zeta_R(1) \), infinity.

V. CONCLUSION

In this article, we have studied analytically the exact Casimir interaction between a cylinder and a plate at finite temperature for a scalar field with Dirichlet and Neumann boundary conditions. By taking the sum of the Dirichlet and Neumann Casimir interactions, one obtains the Casimir interaction for electromagnetic field with perfect conductor conditions. We rederive the proximity force approximations to the Casimir energy and the Casimir force in three temperature regions: the low temperature region where \( aT \ll rT \ll 1 \), the medium temperature region where \( aT \ll 1 \ll rT \) and the high temperature region where \( 1 \ll aT \ll rT \). These were compared to the leading terms computed from the exact expression. It is shown that in the zero temperature, the medium temperature and the high temperature regions, the leading terms derived from the exact expression agree completely with the proximity force approximations. In fact, for the zero temperature case, the agreement between the proximity force approximation and the exact result has been shown in [10]. Using a similar perturbation developed in [10], we apply the inverse Mellin transform representation of the exponential function to derive the first analytic corrections to the proximity force approximations. In the zero temperature limit, the results obtained in [10] were recovered.
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