Enhanced performance of a quantum-dot-based nanomotor due to Coulomb interactions
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We study the relation between quantum pumping of charge and the work exchanged with the driving potentials in a strongly interacting ac-driven quantum dot. We work in the large-interaction limit and in the adiabatic pumping regime, and we develop a treatment that combines the time-dependent slave-boson approximation with linear response in the rate of change of the ac-potentials. We find that the time evolution of the system can be described in terms of equilibrium solutions at every time. We analyze the effect of the electronic interactions on the performance of the dot when operating as a quantum motor.

The main two effects of the interactions are a shift of the resonance and an enhancement of the efficiency with respect to a non-interacting dot. This is due to the appearance of additional ac-parameters accounting for the interactions that increase the pumping of particles while decreasing the conductance.

PACS numbers: 73.23.-b, 72.10.Bg, 73.63.Kv, 73.50.Lw, 72.15.Qm

I. INTRODUCTION

The understanding and description of energy conversion processes in nanoscale devices is crucial for the development of novel nanotechnologies. In particular, the manipulation of charge and energy fluxes, and the control of energy dissipation are strategic tasks for the design of energy-efficient circuits. Nanostructures working at low temperatures, as for example, quantum dots, are perfect candidates because the energy-filter effect is maximized by the discrete energy spectrum and their electronic and optical properties can be controlled through suitable changes of composition, size and shape [1, 2].

Previous studies have shown remarkable performances of quantum dots in thermoelectric devices [3–6], in which the conversion between electrical and thermal energy takes place due to the application of dc-drivings through both temperature and voltage biases. The thermoelectric properties and performance as heat-engines of quantum dots systems have been widely addressed [7–29]. The small size of these setups makes quantum interference and Coulomb interaction important. The effect of the latter has been considered [12–17] either in the Coulomb-blockade [18–23] or Kondo regimes [24–28], mostly within the linear response regime and, to a lesser extent, for heat engines operating in the nonlinear regime [16, 19, 20, 27–29]. It has been indeed reported [20, 22, 26, 27] that the presence of Coulomb interactions leads to an improvement of the thermoelectric performance in quantum dots by enhancing the thermopower and decreasing the thermal conductance.

Another route to boost the thermoelectric response is the application of time-dependent gate voltages. Refs. [30, 31] report an enhancement of the thermopower during the transient regime following a sudden change of the gating potential. The thermoelectric response under ac-drivings (time-periodic) has been studied in [32–34].

All these studies have focused on quantum-dot-based devices converting heat into electricity, or vice versa. Nevertheless, when dc and ac drivings are applied at the same time, an exchange of energy between the different kinds of driving sources can occur. In this way, the system not only allows for thermoelectric effects, but it can also behave as a quantum machine that transforms electrical or thermal energy into another form of energy, that could be for example mechanical work [35]. Consequently, regarding this latter kind of energy conversion, other operational modes appear: (i) Quantum motors and generators, when the system is driven by a bias voltage together with the application of ac-potentials; (ii) Heat engines and heat pumps, when the device involves a temperature gradient instead of a bias voltage.

The response of nanostructures working in these last operational modes has been less studied in the literature, and therefore, the search for mechanisms boosting their efficiency is still an open field. Among the first works, Ref. [36] considered a driven double quantum dot operating as a generator or a heat pump/heat engine, while in Refs. [35, 37] quantum motors based on Thouless pumps have been discussed. Furthermore, a cold-atom-based ac-driven quantum motor was explored in Ref. [38].

The performance of such nanomotors and nanoengines is based on the quantum pumping effect [39, 40], that consists in the generation of a dc current at zero bias voltage, by merely applying local ac-drivings to a quantum coherent conductor. When the driving period is much larger than any other characteristic time scale of the system, the pumping is called adiabatic. The key for the operation of these machines is built on the relation between the output power $P_{out}$ and the charge (for a motor/generator) or heat (for heat engines/pumps) pumped through the system during one period of the ac-driving. In the case of an adiabatic quantum motor it reads [35]

$$P_{out} = Q_p V/\tau,$$  \(1\)

where $Q_p$ is the pumped charge per period, $V$ is the ap-
We introduce the model and the time-dependent slave-boson mean-field. Sec. III presents the solution of the slave-boson approximation within the adiabatic response regime. In Sec. IV we apply this formalism to study the performance of ac-driven quantum dots as nanomotors. In Sec. V, taking the case $\varepsilon_d(t) = 0$ as an illustrative example, we analyze in detail the effects of the electron-electron interactions on the linear-response transport coefficients and on the efficiency at maximum power. Finally Section VI is devoted to the summary and conclusions.

II. MODEL AND FORMALISM

We consider a simple setup featuring all the necessary ingredients to analyze the effects of the electron-electron interaction in quantum dots-based motors. It consists in a single level quantum dot connected to two non-interacting electronic reservoirs at the same finite temperature $T$. The setup is shown in Fig. 1. Charge and energy fluxes in the system are driven by both an applied small bias voltage $V$ between the leads, and the time-periodic modulation of the energy level $\varepsilon_d(t)$ and the couplings $w_\alpha(t)$. The time-dependent driving can be implemented by the local application of three ac-gate voltages, one for shifting the energy of the level, while the other two for controlling the transparency of the tunneling barriers. We allow only the module of $w_\alpha$ to vary in time, but not its phase, since a time-dependent phase would correspond to a time-dependent bias voltage. We assume an adiabatic $ac$-driving, which corresponds to a driving period much larger than the typical dwell time for the electrons inside the driven structure. Being $\omega$ the typical frequency of the periodic drivings, and $\Gamma$ the hybridization with the reservoirs, the adiabatic condition requires $\hbar \omega \ll \Gamma$.

The system is described by the Hamiltonian

$$H(t) = H_d(t) + H_T(t) + H_{leads},$$

where the first term corresponds to the interacting quantum dot

$$H_d(t) = \sum_{\sigma} \varepsilon_d(t) d^\dagger_\sigma d_\sigma + Un_\uparrow n_\downarrow,$$

with $d^\dagger_\sigma$ and $d_\sigma$ being, respectively, the creation and destruction operators of an electron with spin $\sigma = \uparrow, \downarrow$. The second term, that depends on the occupation number operator $n_\sigma = d^\dagger_\sigma d_\sigma$, describes the Coulomb repulsion between electrons, with an interaction energy $U$. The non-interacting leads are represented by the Hamiltonian

$$H_{leads} = \sum_{\alpha=L,R} \sum_{\varepsilon \sigma} \varepsilon_{k_\alpha} c^\dagger_{k_\alpha \sigma} c_{k_\alpha \sigma},$$

where $\varepsilon_{k_\alpha}$ is the energy band of the reservoir $\alpha$ and the operator $c^\dagger_{k_\alpha \sigma}$ ($c_{k_\alpha \sigma}$) creates (destroys) an electron with momentum $k_\alpha$ and spin $\sigma$ in the reservoir $\alpha$. Finally, the
coupling between the dot and the reservoirs is represented by the following tunneling Hamiltonian

$$H_T(t) = \sum_{\alpha,k,\sigma} w_\alpha(t)c_{k,\sigma}^\dagger d_\alpha + h.c.$$  (5)

A. Time-dependent slave-boson approximation

In this work we focus on the strongly interacting limit $U \to \infty$, which we address by means of the time-dependent slave-boson mean-field theory [42–44], which extends Coleman slave-boson equilibrium approach [45] to the case of ac-driven quantum dots. We choose the slave-boson mean-field approach as a minimal theoretical framework which captures the main effect of strong correlations but still allows for an analytical treatment which is easily combinable with our linear-response framework. The present study can be seen as the basic brick for more advanced treatments employing accurate solutions of the quantum dot problem. An obvious extension would be the use of the Kotliar-Ruckenstein formalism to consider the system at finite values of $U$ [46].

Within the slave boson formalism the fermion in the strongly interacting limit can be represented in terms of a bosonic field $b$ and a pseudofermionic operators $f_\sigma$. Then, the operators of the quantum dot can be written in terms of the bosonic and quasi-fermionic operators as: $d_\alpha \to b^\dagger f_\sigma, \, d_\alpha^\dagger \to f^\dagger b$. Plugging these expressions into Eq. (2), the slave-boson Hamiltonian of our system can be written as

$$H_{SB}(t) = H_{leads} + \sum_{\sigma} (\varepsilon_d(t) + \lambda(t)) f_\sigma^\dagger f_\sigma$$

$$+ \sum_{\alpha,k,\sigma} w_\alpha(t) b^\dagger c_{k,\sigma}^\dagger f_\sigma + h.c.$$  (6)

$$+ \lambda(t)(b^\dagger b - 1),$$

where $\lambda(t)$ is a Lagrange multiplier enforcing the constraint preventing double occupancy at any time

$$N_d(t) + \langle b^\dagger b \rangle = 0,$$  (7)

where $N_d = \sum_{\sigma} \langle f_\sigma^\dagger f_\sigma \rangle$. For our problem the Lagrange multiplier $\lambda$ will be time-periodic due to the application of the external ac-potentials. The bosonic operator $b$ evolves according to the equation of motion

$$i\hbar \partial_t b = [b, H_{SB}] = \lambda(b) + \sum_{\alpha,k,\sigma} w_\alpha(t) c_{k,\sigma}^\dagger f_\sigma.$$  (8)

As customary, we treat the slave-boson operator in the mean-field (MF) approximation replacing the slave-boson operator $b$ with its expectation value $\langle b \rangle = B(t)$, while neglecting its fluctuations. This assumption is justified within the adiabatic regime, in which the evolution of the system is quasi-static, so that the slow variation of the ac-potentials do not significantly affect the condensation of the bosons. As a consequence of the MF approximation, the original problem turns out to be described by a constrained non-interacting theory with the time-dependent MF Hamiltonian

$$H_{SB}^{MF}(t) = H_{leads} + \sum_{\sigma} (\varepsilon_d(t) + \lambda(t)) f_\sigma^\dagger f_\sigma$$

$$+ \sum_{\alpha,k,\sigma} w_\alpha(t) B^*(t)c_{k,\sigma}^\dagger f_\sigma + h.c.$$  (9)

and the following set of non-linear equations to be solved in order to find the unknown parameters $\lambda(t)$ and $B(t)$

$$\lambda(t)B(t) + \sum_{k,\sigma} w_\alpha(t)\langle c_{k,\sigma}^\dagger f_\sigma \rangle = i\hbar \partial_t B(t)$$  (10a)

$$N_d(t) + |B(t)|^2 - 1 = 0.$$  (10b)

III. DYNAMICS WITHIN THE ADIABATIC RESPONSE REGIME

We now develop a method to solve the non-linear set of equations in (10) within the adiabatic approximation. In this regime, all the ac-potentials slowly evolve in time, being their rates of change very small (while their amplitude can be arbitrary) which allows us to keep only the contributions up to first order in the temporal variation of the ac-driving. Within this linear-response approximation, the slave-boson field $B(t)$ can be taken as a real number, as it is generally considered in the stationary case. Nevertheless, it is important to mention that the phase must be considered to work beyond linear response in the rate of change of the ac-potentials. We can start by multiplying the equation of motion in (10a) by $B(t)$, and separating it into its real part

$$\lambda(t)B^2(t) + \sum_{\alpha,k,\sigma} \text{Re}\left\{w_\alpha(t)\langle c_{k,\sigma}^\dagger f_\sigma \rangle\right\} = 0,$$  (11)

and imaginary part

$$\frac{1}{\hbar} \sum_{k,\sigma} 2 \text{Im}\left\{w_\alpha(t)\langle c_{k,\sigma}^\dagger f_\sigma \rangle\right\} = \partial_t B^2(t).$$  (12)

This leaves us with three equations to be solved, (10b), (11) and (12), and two unknown parameters. This means that the system of equations is overdetermined. In fact, we find that Eqs. (12) and (10b) are related. In order to show that, we notice that the left-hand side of the above equation is exactly the total flux of particles entering the leads $\dot{N}_{leads}(t) = \sum_{\alpha=L,R} \dot{N}_\alpha(t)$, with

$$\dot{N}_\alpha(t) = \frac{i}{\hbar} \sum_{k,\sigma} \langle [H_{SB}^{MF}, c_{k,\sigma}^\dagger c_{k,\sigma}] \rangle$$

$$= \frac{1}{\hbar} \sum_{k,\sigma} 2 \text{Im}\left\{w_\alpha(t)B(t)\langle c_{k,\sigma}^\dagger f_\sigma \rangle\right\},$$  (13)
Due to the conservation of the number of particles of the full system, the current entering the leads must be equal to the one leaving the dot, \( \dot{N}_{\text{leads}}(t) = -\dot{N}_d(t) \). Therefore Eq. (12) can be written as \( \dot{N}_d(t) + \partial_t^* B^2(t) = 0 \), that is just the derivative in time of the constraint on the occupation of the dot in Eq. (10b). This means that within the adiabatic response regime, the set of equation in (10), can be reduced to a 2 \( \times \) 2 system containing only Eqs. (10b) and (11).

In order to express this system in terms of the variables \( \lambda(t) \) and \( B(t) \), we can follow the steps detailed in Appendix A for slow adiabatic drivings, and write the expectation value \( \langle c_{k_{\alpha},\sigma}^\dagger f_{\alpha}(t) \rangle \) in terms of the Fourier transforms of the retarded Green function \( G^r_{\sigma}(t,t') = -i\theta(t - t')\langle \{f_{\alpha}(t), f_{\sigma}^\dagger(t')\} \rangle \) and lesser Green function \( G^<_{\sigma}(t,t') = i\langle f_{\sigma}^\dagger(t) f_{\alpha}(t) \rangle \) of the quantum dot

\[
G^r_{\sigma}(t,t') = \int_{-\infty}^{\infty} \frac{d\varepsilon}{2\pi} e^{-i\varepsilon(t-t')} G^r_{\sigma}(t,\varepsilon),
\]

which can be obtained by solving a Dyson equation [47]. The lesser Green function is related to the occupation number of the dot through \( \dot{N}_d(t) = -i \sum_{\sigma} G^<_{\sigma}(t,\varepsilon) \).

In this way the slave-bosons equations read

\[
\lambda(t) B^2(t) = -\sum_\sigma \int \frac{d\varepsilon}{\pi} \left[ \dot{\Gamma}_\sigma(t) \text{Re} \left( G^r(\varepsilon,\varepsilon) f_\sigma(\varepsilon) + \frac{G^<_{\sigma}(\varepsilon,\varepsilon)}{2} \right) \right] - \frac{\hbar}{2} \dot{\Gamma}_\sigma(t) \text{Im} \left\{ \partial_\varepsilon G^r(\varepsilon,\varepsilon) \right\} f_\sigma(\varepsilon)
\]

\[
B^2(t) - 1 = -\int \frac{d\varepsilon}{\pi} \text{Im} \left\{ G^<(\varepsilon,\varepsilon) \right\},
\]

where we have assumed a spin-symmetric solution \( G^r_{\sigma} = G^r_{\uparrow} = G^r_{\downarrow} \). The function \( f_\sigma(\varepsilon) = \left[ e^{\varepsilon - \mu_\sigma}/(k_B T) + 1 \right]^{-1} \) is the Fermi-Dirac distribution of the reservoir \( \sigma \), with \( k_B \) being the Boltzmann’s constant. We have also defined \( \dot{\Gamma}_\sigma(t) = B^2(t) \Gamma_\sigma(t) \) as the renormalized hybridization of the lead \( \sigma \) due to the interactions, where \( \Gamma_\alpha(t) = |w_\alpha(t)|^2 \rho_\alpha \) is the hybridization in the non-interacting case and \( \rho_\alpha \) is the density of states of the lead. We consider the wide-band limit, in which the densities \( \rho_\alpha \) and therefore the hybridizations \( \Gamma_\alpha \) are energy-independent. It is important to notice that the derivative \( \dot{\Gamma}_\sigma(t) \) involves not only the small rate of change of tunneling elements, inside \( \dot{\Gamma}_\sigma(t) \), but also the temporal variation of the bosonic field \( B \). As a result of the slow evolution in time of the applied ac-drivings, the temporal variation of the parameters accounting for the interactions, \( \lambda \) and \( B \), are also small. For this reason, in Eq. (15a), we only keep the terms up to linear order in \( \dot{\Gamma}_\sigma(t) \).

We can obtain exact results by expanding \( G^r(\varepsilon,\varepsilon) \) and \( G^<_{\sigma}(t,\varepsilon) \) up to first order in the temporal variation of all the \( \alpha \)-parameters of the MF Hamiltonian (9) [48, 49] (see Appendix B for details). Moreover, we can also evaluate the integrals of Eq. (15) in linear response in the small bias voltage by expanding the Fermi distribution as \( f_{\sigma} \sim \lambda + f_L \), with \( f = f_L \). Then,

\[
\lambda(t) B^2(t) = -\int \frac{d\varepsilon}{\pi} f(\varepsilon) \rho(\varepsilon,\varepsilon)(\varepsilon - \varepsilon_d(t)) \]

\[
-\int \frac{d\varepsilon}{\pi} \partial_\varepsilon f(\varepsilon) \rho(\varepsilon,\varepsilon)(\varepsilon - \varepsilon_d(t)) \times \quad (16a)
\]

\[
\left[ eV \left( \Gamma_{R(t)} + \frac{\hbar}{2} \rho(t,\varepsilon) \dot{\Gamma}(t) \right) \right] \left( \varepsilon - \varepsilon_d(t) \right) \varepsilon \varepsilon_d(t) \right) \right),
\]

and

\[
B^2(t) - 1 = -\int \frac{d\varepsilon}{\pi} f(\varepsilon) \rho(\varepsilon,\varepsilon) \times \quad (16b)
\]

\[
\left[ eV \left( \Gamma_{R(t)} + \frac{\hbar}{2} \rho(t,\varepsilon) \dot{\Gamma}(t) \right) \right] \left( \varepsilon - \varepsilon_d(t) \right) \varepsilon \varepsilon_d(t) \right) \right),
\]

where \( \dot{\Gamma}(t) = B^2(t) \Gamma(t) \), with \( \Gamma(t) = \Gamma_L(t) + \Gamma_R(t) \), is the total hybridization, \( \varepsilon_d(t) = \varepsilon_d(t) + \lambda(t) \) is the renormalized energy level of the quantum dot, and \( \rho(t,\varepsilon) = \Gamma(t)(\varepsilon - \varepsilon_d(t))^2 + (\Gamma(t)/2)^2 \) corresponds to the density of states describing the regime in which the electrons instantaneously adjust its potential to the ac-fields. The first terms on the right hand side in Eqs. (16a) and (16b) describe the system as being at equilibrium [50] at every frozen time \( t \), while the last ones represent the corrections due to the small dc-driving \( V \) and the slow (but not necessarily weak or small) ac-drivings.

### A. Leading-order solutions

For low driving frequencies \( \omega \) and small bias voltages \( V \), we propose the following solution for the non-linear system of equations in Eq. (16):

\[
\lambda(t) = \lambda^f(t) + \Delta \lambda^V(t) + \Delta \lambda^\omega(t),
\]

and

\[
B^2(t) = B^{f2}(t) + \Delta B^{V2}(t) + \Delta B^{2\omega}(t),
\]

since Eqs. (16a) and (16b) depend quadratically on the bosonic expectation value. Here, \( \lambda^f(t) \) and \( B^{f2}(t) \) are the frozen solutions considering that the system is at equilibrium at every time, as in a sequence of snapshots. They are obtained by solving numerically the following non-linear system of equations

\[
\lambda^f(t) B^{f2}(t) = -\int \frac{d\varepsilon}{\pi} f(\varepsilon) \rho^f(t,\varepsilon)(\varepsilon - \varepsilon_d^f(t)) \quad (19a)
\]

\[
B^{f2}(t) - 1 = -\int \frac{d\varepsilon}{\pi} f(\varepsilon) \rho^f(t,\varepsilon),
\]

where \( \rho^f = \rho(\lambda = \lambda^f, B^2 = \Delta B^{\omega}) \) is the frozen density of states, and \( \varepsilon_d^f = \varepsilon_d + \lambda^f \). \( \Delta \lambda^{V\omega} \) and \( \Delta B^{V\omega} \) are the corrections due to the presence of the bias voltage \( V \) and the
ac-drivings with frequency \( \omega \). Since the time derivative of the ac-potentials is proportional to the driving frequency, the first-order corrections are \( \Delta \lambda^\omega, \Delta B^{2\omega} \propto \omega \).

Similarly, \( \Delta \lambda^V, \Delta B^{2V} \propto V \).

To compute the corrections we have to plug Eqs. (17) and (18) into (16), and perform an expansion up to first order in \( \Delta \lambda^\omega \) and \( \Delta B^{2\omega} \). After that, we find two independent \( 2 \times 2 \) systems of linear equations of the form

\[
\sum_{j=1}^{2} M_{ij}(t)X_j^\beta(t) = C_i^\beta(t) \quad \text{for} \quad i = 1, 2
\]

where \( \beta = V, \omega \), as before, is an index indicating the nature of the correction, i.e. if it is due to the \( dc \)-driving or the \( ac \)-drivings. The vectors \( \vec{X}^\beta \) collect the unknown corrections of both the Lagrange multiplier and the bosonic field, \( \vec{X}^V = (\Delta \lambda^V, \Delta B^{2V}) \) and \( \vec{X}^\omega = (\Delta \lambda^\omega, \Delta B^{2\omega}) \). The matrix \( M \) contains the coefficients of the system

\[
M_{11}(t) = M_{22}(t) = 1 + \int \frac{dz}{\pi} \partial_z f \rho^f(t, z) \left( \frac{\varepsilon - \varepsilon_d(t)}{B^2(t)} \right) (2-i)
\]

\[
M_{21}(t) = -M_{12}(t) \left( \frac{2}{\Gamma(t)} \right)^2 = \int \frac{dz}{\pi} \partial_z f \rho^f(t, z), \quad (21)
\]

and, finally, the components \( C_i^{V\omega} \) with \( i = 1, 2 \), are the independent terms

\[
C_i^V(t) = -eV \frac{\Gamma_R(t)}{\Gamma(t)} \int \frac{dz}{\pi} \partial_z f \rho^f(t, z) \left( \frac{\varepsilon - \varepsilon_d(t)}{B^2(t)} \right) (2-i)
\]

\[
C_i^\omega(t) = -\frac{h}{2} \tilde{\Gamma}^f(t) \int \frac{dz}{\pi} \partial_z f \rho^f(t, z) \times
\]

\[
\partial_z \left( \frac{\varepsilon - \varepsilon_d(t)}{\tilde{\Gamma}^f(t)} \right) \left( \frac{\varepsilon - \varepsilon_d(t)}{B^2(t)} \right) (2-i),
\]

where \( \tilde{\Gamma}^f = B^2 \Gamma \). The solutions of the systems of equations in (20) read

\[
\Delta \lambda^\beta(t) = \frac{C_i^\beta(t)M_{22}(t) - C_2^\beta(t)M_{12}(t)}{\det[M(t)]}, \quad (23)
\]

\[
\Delta B^{2\beta}(t) = \frac{C_2^\beta(t)M_{11}(t) - C_1^\beta(t)M_{21}(t)}{\det[M(t)]}, \quad (24)
\]

and therefore we can see, from the expressions of the coefficients in Eqs. (21) and (22), that the dynamic of the system within the adiabatic regime is fully determined by the frozen equilibrium solutions of Eq. (19), since the linear response corrections \( \Delta \lambda^V(t) \) and \( \Delta B^{2\omega}(t) \) are evaluated only with the frozen \( \lambda(t) \) and \( B^2(t) \).

IV. NANOMOTORS

In this section we apply the formalism developed in Sec. III to study the performance of ac-driven quantum dots as nanomotors that convert electrical energy into work through the exchange of energy between the \( dc \)-source (the battery maintaining the bias voltage \( V \)) and the \( ac \)-sources of the time-dependent driving.

These processes of energy conversion are described by non-equilibrium thermodynamics in terms of generalized driving forces \( X_i \), and the fluxes \( J_i \) induced by those applied forces. More specifically, it was recently shown in Ref. [41] that in the case of nanomotors, the relevant forces are \( X_1 = eV/T \) and \( X_2 = \hbar \omega/T \), and their respective conjugated variables (or fluxes) are the particle current \( J_1 = I/e \) entering the reservoir at lower chemical potential, and \( J_2 = P^{ac}/\hbar \omega \), with \( P^{ac} \) being the power (work per unit of time) performed by the \( ac \)-potentials. We stress that we are focusing on the performance of the system after a complete cycle of the machine, so that all the fluxes are averaged over one period of the \( ac \)-driving.

A. Linear response and conservation laws

In the adiabatic regime, and for a small bias voltage, the generalized forces are small and the relationship between fluxes and forces is linear

\[
\left( \frac{I/e}{P^{ac}/\hbar \omega} \right) = \tilde{L} \left( \frac{eV/T}{\hbar \omega/T} \right),
\]

where the linear response coefficients collected in the matrix \( L \) are known as Onsager coefficients, each with a clear physical meaning. The coefficient \( L_{11} \) is proportional to the electrical conductance \( G \), \( L_{12} \) describes the adiabatic quantum pumping of particles due to the \( ac \)-driving. On the other hand, the frequency-dependent part of the \( ac \)-power is described by \( L_{22} \), whereas \( L_{21} \) captures its modifications due to the applied bias voltage. The latter, is the coefficient related to the exchange of energy between \( dc \) and \( ac \) sources, and its sign depends on whether the machine is operating as a motor, or in reverse, as a generator. In this work, we are focusing on the performance as a motor, for which \( L_{21} < 0 \), meaning that the system is performing work on the \( ac \)-sources. Then, we will say that this off-diagonal coefficient is related to the output power \( P_{out} \), in the sense that it corresponds to the energy flux that could be later transformed, in a proper setup, into another kind of energy, say mechanical energy. More precisely, the relations between the Onsager elements and the transport coefficients read

\[
G = e^2 L_{11}/T, \quad Q_p = \hbar e L_{12}/T,
\]

\[
P_{out} = -L_{21} \hbar e V/T, \quad P_{diss}^{ac} = L_{22} \left( \frac{\hbar}{\tau} \right)^2,
\]

where \( Q_p \) is the pumped charge per driving period \( \tau = 2\pi/\omega \), and \( P_{diss}^{ac} \), as it will be shown later, is the portion of the power developed by the \( ac \)-sources that is related to dissipation due to heating of the system.
Within linear response, the rate of entropy production averaged over one period of the \textit{ac}-drivings is $\dot{S} = \dot{J} \cdot \dot{X}$, which for a nanomotor reads

$$T \dot{S} = I \cdot V + P_{ac},$$

where we can identify $P_{dc} = I \cdot V$ as the power developed by the battery maintaining the bias voltage (i.e. the power of the \textit{dc}-source). From Eqs. (25) and (26), it can be seen that in terms of the transport coefficients the power developed by the driving sources are

$$P_{dc} = GV^2 + Q_p V/\tau,$$

and

$$P_{ac} = -P_{out} + P_{diss}^{ac}.$$  \hfill (29)

On the other hand, it was also shown in Ref. [41] that systems with time-reversal symmetry, thus without an applied magnetic field, satisfy the following Onsager reciprocal relation for the crossed coefficients:

$$L_{12} = -L_{21}. \hfill (30)$$

Thus, we can notice from Eq. (26) that the above reciprocal relation leads to Eq. (1), $P_{out} = Q_p V/\tau$. The latter is a positive quantity for a motor, and captures the physics of its operation: the conversion between electrical energy into work performed on the \textit{ac}-sources.

In irreversible processes, the entropy production is associated with the power dissipated within a cycle, $P_{diss}$, through $\dot{T} \dot{S} = P_{diss}$, which corresponds to dissipation as heat inside the reservoirs [48]. Then, from Eqs. (27), (28) and (29)

$$P_{diss} = P_{dc} + P_{ac} = P_{diss}^{dc} + P_{diss}^{ac},$$  \hfill (31)

where we have defined $P_{diss}^{dc} = GV^2$ as the power dissipated by the voltage source. The second law of thermodynamics, meaning that $\dot{S} \geq 0$, imposes some conditions on the linear response transport coefficients. In this case, since the conductance is positive defined, the positivity of the entropy production leads to $P_{diss}^{ac} \geq 0$.

The above equation together with Eq. (1) constitute the laws for the conservation of the energy in the system. Eq. (31) tells that the total power developed by the driving sources, both \textit{dc} and \textit{ac}, must be equal to the net dissipation in the system. Moreover, Eq. (1), establishes that part of the power developed by the \textit{dc} source is transferred to the \textit{ac} sources through the adiabatic quantum pumping of charge. In each cycle, $Q_p$ changes are pumped into the reservoir at lower chemical potential, and the gain in electrical energy ($Q_p V$) is used to perform work on the \textit{ac}-sources ($\tau P_{out}$). This is illustrated in Fig. 2, as an electronic circuit. The system, which is composed by the quantum dot and the two reservoirs, is represented by a box. In the motor mode, both \textit{dc} and \textit{ac} sources drive an electric current $I$ flowing from left to right, in the same direction as the voltage drop. And, as a result of this charge flow, part of the energy injected by the sources is dissipated as heat (schematized as a cloud), while an amount $P_{out}$ is delivered by the system to the \textit{ac}-sources.

![FIG. 2. Schematic circuit of the system and the driving sources. The box represents the quantum dot together with the two reservoirs. $P_{dc}$ is the power developed by the battery maintaining the bias voltage $V$ between the reservoirs, while $P_{ac}$ corresponds to the power developed by the \textit{ac}-sources. As a result of the driving a current $I$ flows through the system. The cloud represents the power that is dissipated as heat inside the reservoirs, $P_{diss} = P_{ac}^{p} + P_{dc}^{diss}$. On the other hand, an energy flux $P_{out}$ is transfered from the \textit{dc}-source to the \textit{ac}-sources.]

\underline{B. Efficiency at maximum power}.

The efficiency of a motor is defined as the ratio between the power performed by the system on the \textit{ac}-sources, $P_{s\rightarrow ac} = -P_{ac}^{p}$, and the power injected by the voltage source $P_{dc}$,

$$\eta = \frac{P_{s\rightarrow ac}}{P_{dc}}. \hfill (32)$$

We are interested in analyzing the efficiency of the system at maximum power $P_{s\rightarrow ac}^{max}$. For that, we write the \textit{ac} power in terms of the fluxes and forces

$$P_{s\rightarrow ac} = -TX_2 J_2 = -T(L_{21}X_1X_2 + L_{22}X_2^2). \hfill (33)$$

Then we can see that, as a function of $X_2$, it is maximum for

$$X_2 = -\frac{L_{21}}{2L_{22}} X_1^1, \hfill (34)$$

taking the value

$$P_{s\rightarrow ac}^{max} = \frac{L_{21}^2}{4L_{22}} X_1^2 T = \frac{P_{out}^2}{4P_{diss}^{ac}}. \hfill (35)$$

Thus, the maximum power that can be performed on the \textit{ac}-sources is dictated by the relation between the power
\( P_{\text{out}} \) transferred from the voltage source to the \( ac \)-sources, and the power \( P_{\text{diss}}^{ac} \), that is dissipated by the \( ac \)-sources. The efficiency at maximum power can be obtained by evaluating Eq. (32) at the relation (34). For systems obeying the Onsager’s relation (30), it reads

\[
\eta(P_{\text{max}}^{ac}) = \frac{1}{2} \xi + 2,
\]

with

\[
\xi = \frac{L_{12}}{L_{11}L_{22}} = \frac{P_{\text{out}}}{P_{\text{diss}}^{ac}},
\]

being the figure of merit introduced in Ref. [41]. The efficiency in Eq. (36) is a monotonically increasing function of \( \xi \), with \( \eta(P_{\text{max}}^{ac}) = 0 \) when \( \xi = 0 \) and \( \eta(P_{\text{max}}^{ac}) \to 1/2 \) for \( \xi \to \infty \). In this way, large values of the figure of merit are needed to achieve high efficiencies, which in turn requires a large pumping of charge coefficient \( L_{12} \) (high values for \( P_{\text{out}} = Q_p V/\tau \) along with a small product \( L_{11}L_{22} \) (low dissipation of the \( de \)-source and/or the \( ac \)-sources).

C. Transport coefficients

The coefficients of the Onsager matrix \( \hat{L} \) can be written, within the non-equilibrium Green’s function formalism, in terms of the Green’s functions of the central quantum dot [41, 47] in Eq. (14). For that, we have to compute the fluxes \( J_1 = I/e \) and \( J_2 = P^{ac}/\hbar \omega \), and collect the terms which are first order in the small forces \( X_1 = eV/\tau \) and \( X_2 = \hbar \omega/\tau \).

The charge flux \( I \) flowing through the system can be computed in terms of the current of particles entering the reservoirs (see Eq. (13)) as \( I/e = \tilde{N}_R(t) = -\tilde{N}_L(t) \), where the line on top denotes the temporal average over a period \( \tau \) of the \( ac \)-drivings: \( \tilde{O} = \int_0^\tau O(t)/\tau \). We have also used the fact that the time-dependent MF Hamiltonian in Eq. (9) conserves the charge (and the energy). In this way, the time-averaged particle flux leaving the left reservoir must be equal to the flux entering the right one, since no net charge can be stored in the quantum dot.

Now, by following the steps detailed in Appendix A for slow driving, the resulting flux reads

\[
I = \frac{2e}{\hbar} \int_0^\tau \frac{dt}{\tau} \int \frac{d\varepsilon}{\pi} \left[ \tilde{\Gamma}_R(t) \text{Im} \left\{ G^< (t, \varepsilon) f_R(\varepsilon) + \frac{G^> (t, \varepsilon)}{2} \right\} \right] + \frac{\hbar}{2} \tilde{\Gamma}_R(t) \text{Re} \left\{ \partial_\varepsilon G^> (t, \varepsilon) \right\} f_R(\varepsilon).
\]

On the other hand, the power developed by the \( ac \)-sources is defined as \( P^{ac} = (\partial_\varepsilon H_{\text{MF}}^{SB}) \). Using equations (10b) and (11), it is easy to show that the derivative in time of the MF Hamiltonian in (9) reads

\[
\langle \partial_\varepsilon H_{\text{MF}}^{SB} \rangle = \hat{\varepsilon}_d(t) N_d(t) + \sum_{\alpha, \kappa, \sigma} 2 \text{Re} \left\{ \hat{\omega}_\alpha(t) B(t) \langle \hat{c}_{\kappa, \alpha, \sigma} f_\sigma \rangle \right\},
\]

from which we can see that, as expected, the work is performed on the system due to the change in time of the applied \( ac \)-potentials, \( \hat{\varepsilon}_d(t) \) and \( \hat{\omega}_\alpha(t) \), while the variation in time of the additional \( ac \)-parameters accounting for the interactions \( \hat{\lambda}(t) \) and \( \hat{\mathcal{B}}(t) \) indirectly contributes through the evolution of the expectation values \( \tilde{N}_d(t) \) and \( \langle \hat{c}_{\kappa, \alpha, \sigma} f_\sigma \rangle(t, t) \). Similarly as for the charge current \( I \) (see Appendix A for details), we find that the power can be written in terms of the Green’s functions of the dot as

\[
P^{ac} = \sum_\alpha \int_0^\tau \frac{dt}{\tau} \int \frac{d\varepsilon}{\pi} \left[ \tilde{\Gamma}_R(t) \mathcal{B}_\alpha^\alpha(t) \text{Re} \{ G^> (t, \varepsilon) \} f_\alpha(\varepsilon) \right] \frac{\hbar}{2} \tilde{\Gamma}_R(t) \text{Re} \left\{ \partial_\varepsilon G^> (t, \varepsilon) \right\} f_\alpha(\varepsilon)
\]

In order to find the linear-response Onsager coefficients \( L_{11} \) and \( L_{12} \), we need to collect the terms in the current \( I \) which are first order in \( eV \) and \( \hbar \omega \). Nevertheless, in order to express \( J_2 = P^{ac}/\hbar \omega \) within linear response and compute \( L_{21} \) and \( L_{22} \), it is necessary to keep the second order terms in \( P^{ac} \) that are proportional to \( (eV/\hbar \omega)^2 \). We note that \( P^{ac} \) has no linear or quadratic terms in \( eV \) since no \( ac \)-power can be generated in the static situation \( (\omega = 0) \). Moreover, its linear term in \( \hbar \omega \) is zero because it is related to the change of the entropy in reversible processes, which vanishes under a cycle that begins and ends at the same equilibrium state [48].

Similarly as in Section III, we expand the retarded and lesser Green’s functions in Eqs. (38) and (40) up to first order in the change of the \( ac \)-parameters, \( \hat{\varepsilon}_d(t) \) and \( \tilde{\Gamma}_R(t) \) (see Appendix B). Besides, we combine this treatment with an expansion of the Fermi functions of the reservoirs \( f_\alpha(\varepsilon) \) in powers of \( eV \). In this way, we find that

\[
L_{11} = -\frac{T}{\hbar \pi} \int_0^\tau \frac{dt}{\tau} \int d\varepsilon \frac{\hbar \Gamma_d(t) \tilde{\Gamma}_R^\star(t)}{\Gamma_f(t)} \rho^f(t, \varepsilon),
\]

and

\[
L_{12} = \frac{T}{\hbar \pi} \int_0^\tau \frac{dt}{\tau} \int d\varepsilon \rho^l(t, \varepsilon) \frac{\hbar \Gamma_d(t)}{\Gamma_f(t)} \partial_\varepsilon \left( \frac{\varepsilon - \varepsilon_d^f(t)}{\Gamma_R} \right).
\]

In the case of \( P^{ac} \), since it is a second-order quantity, it has a contribution not only of the \textit{frozen} solutions but also of the corrections \( \Delta \mathcal{A}^\omega(t) \) and \( \Delta \mathcal{B}^\omega(t) \). Explicit expressions of the Onsager coefficients \( L_{21} \) and \( L_{22} \) in terms of the frozen solutions and the corrections can be found in Appendix C, where we also show the validity of the Onsager reciprocal relation (30), and that the dissi-
The correct equations for the linear response coefficients are evaluated only at the frozen equilibrium solutions of Eq. (19). Furthermore, we find that Eqs. (41), (42) and (43) are the same as those obtained for the non-interacting quantum dot (by evaluating the Hamiltonian (3) at $U = 0$) with the substitutions $\Gamma_\alpha(t) \rightarrow \tilde{\Gamma}_\alpha(t)$ and $\varepsilon_d(t) \rightarrow \tilde{\varepsilon}_d(t)$.

V. RESULTS

As an illustrative example, we consider the case $\varepsilon_d(t) = 0$, with hybridizations $\Gamma_L(t) = \Gamma^{dc} + \Gamma^{ac}\cos(\omega t)$ and $\Gamma_R(t) = \Gamma^{dc} - \Gamma^{ac}\sin(\omega t)$. The hybridization with the reservoirs must oscillate with a relative phase lag, since at least two different time-dependent parameters are needed in order to have quantum pumping within the adiabatic regime [40]. We also focus on the situation in which the reservoirs are at the same temperature $T = 0$.

As was shown in the previous section, the Onsager coefficients describing the linear-response charge and energy transport through the driven interacting quantum dot (see Eqs. (41), (42) and (43)), are evaluated only at the frozen parameters $\lambda^f(t)$ and $\beta^f(t)$. The latter are found by solving the non-linear system of equations in (19) at every frozen time $t$. We emphasize again that in this frozen picture the system is considered to be at equilibrium at every time $t$ as in a sequence of snapshots, so that the variable $t$ is treated as a parameter. In Fig. 3 we show the average value over one driving period of the Lagrange multiplier $\overline{\lambda^f(t)}$, together with the bosonic field $\beta^f(t)$ as a function of the chemical potential $\mu$ of both of the reservoirs (since in Eq. (19) the bias is $eV = 0$).

We can see that when the level of the dot is deep below the chemical potential ($\mu > 0$), the average density of holes vanishes $\overline{\beta^f(t)} \rightarrow 0$, which means that the level is occupied with only one electron. Moreover, in the same limit, the effective energy of the level is in resonance with the chemical potential $\tilde{\varepsilon}_d(t) = \lambda^f(t) \sim \mu$, as expected in the Kondo regime. In the opposite situation when the dot has an energy far above the Fermi level $\mu \ll 0$, the field $\beta^f(t) \sim 1$ so that the quantum dot is empty.

Now, we turn to the behavior of the linear response transport coefficients in Eqs. (41), (42) and (43) as functions of the chemical potential. The results can be found in Fig. 4, where for comparison we also show (bottom panel) the same coefficients for non-interacting electrons. In the $U = 0$ limit, the conductance $G = e^2L_{11}/T$ reaches its maximum value when the chemical potential is in resonance with the energy level of the dot (i.e. $\mu = 0$). Driving the system with two barriers oscillating with a phase lag $\delta = \pi/2$, decreases the conductance and favors pumping by dynamically putting the system off resonance. Therefore, the pumping coefficient $L_{12}$ vanishes for $\mu = 0$ and attains its peaks when the chemical potentials is apart from the resonance [41, 51].

In the strongly interacting limit $U \rightarrow \infty$, the extra $ac$-parameters, $\lambda^f(t)$ and $\beta^f(t)$, are introduced through a renormalized hybridization with the reservoirs, $\Gamma_\alpha(t)\beta^f(t)$, and an effective energy level $\tilde{\varepsilon}_d(t) = \lambda^f(t)$. As can be seen from Fig. 3 and the top panel in the top panel of Fig. 4, the Lagrange multiplier $\lambda^f(t)$ has the effect of moving the resonance from its non-interacting value $\mu = 0$, to energies far above the dot level $\mu > 0$ (Kondo peak of the conductance [50]). However the extra $ac$-parameters introduced by the interactions between the electrons in the dot do not only shift the resonance (as in $dc$-transport), but also contribute to the pumping of particles. Remarkably we find that for some values of $\mu$ the pumping coefficient $L_{12}$ is enhanced with respect to the non-interacting problem, and it is also bigger than the conductance $L_{12} > L_{11}$. This different behavior arises from the new time-dependent quantities introduced by interactions. As in the non-interacting prob-
lem, the pumping coefficient vanishes at the resonance, which in this case occurs when $\mu \gg 0$. This can be easily proved by taking at $T = 0$ the limit $\lambda f \to \mu$ and $B_{ij}^2 \to 0$ in Eq. (42). On the other hand, $L_{12}$ decays as $|\tilde{\varepsilon}_f^f(\mu_{max}) - \mu_{max}|^{-1}$ when $\mu \ll 0$. To analyze in more depth the behavior of the pumping coefficient, we focus on the energy $\mu = \mu_{max}$ at which $L_{12}$ reaches its maximum value. Then, we study the relation between the energy distance $(\tilde{\varepsilon}_f^f(t) - \mu_{max})$ and the width of the frozen density of states, which is proportional to the total hybridization $\Gamma f(t)$. The results are shown in Fig. 5. We find that the maximum of the time-averaged pumping coefficient occurs when the two quantities become comparable, i.e., $(\tilde{\varepsilon}_f^f(\mu_{max}) - \mu_{max}) \sim \Gamma f(\mu_{max})$, so that the effect of the modulation of the hybridizations can be felt. A similar behavior of the pumping coefficient was reported in Refs. [43, 51].
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**FIG. 4.** Onsager coefficients as a function of the chemical potential $\mu$ of the reservoir on the left. Top panel corresponds to the strongly interacting case $U \to \infty$, while the bottom panel shows the results for non-interacting electrons $U = 0$. All the parameters are the same as in Fig. 3.

Note that in the case with $U = 0$, the pumping coefficient changes sign as $\mu$ passes the resonance ($\mu = 0$). This means that the system switches from the motor mode with $L_{12} > 0$ (when $\mu > 0$) to the generator mode with $L_{12} < 0$ (for $\mu < 0$). However, in the limit $U \to \infty$, the pumping of particles vanishes for $\mu < 0$, and therefore the system operates only as a motor.

Finally, we turn to the dissipative coefficient $L_{22}$. We can see from Eq. (43) that it has two contributions. The first one, as for the pumping coefficient in Eq. (42), results in a peak at $\mu = \mu_{max}$ and vanishes for $\mu \gg 0$, while the second one leads to a finite value at the Kondo peak (see top panel of Fig. 4). We can also observe a significant increase of the maximum value of dissipation (around $L_{22}^{max} \sim 0.55 h^{-1}$) with respect to the non-interacting problem ($L_{22}^{max} \sim 0.32 h^{-1}$). An increment of the dissipation in nanomotors due to electronic interactions was also reported in [37]. This effect can be traced back to the fact that there are more $ac$-parameters in the interacting problem, that contribute to the pumping of charge as well as to the dissipation.

![Image of Fig. 5](image_url)

**FIG. 5.** Time average of the energy difference $\tilde{\varepsilon}_{ij}^f(t) - \mu$ vs the averaged effective total hybridization $\Gamma f$, evaluated at the chemical potential $\mu_{max}$ for which the pumping coefficient $L_{12}$ achieves its maximum value. The $dc$ component is $\Gamma^{dc} = 0.51 t^0$, while the parameter $\Gamma^{ac}$ was varied from $10^{-2} t^0$ to $10^{2} t^0$.

As discussed in Sec. IVB, the enhancement of the pumping effect along with the reduction of the product $L_{11} L_{22}$ favors the improvement of the efficiency in Eq. (36). This is why, as we can see in Fig. 6, higher efficiencies can be attained for $U \to \infty$ in comparison with the non-interacting problem. The improvement of the performance occurs for energies around $\mu_{max}$, for which the pumping coefficient is maximized, and its maximum value is around three times larger than the one obtained for $U = 0$ ($\eta_{max}^{U \to \infty} \sim 3 \eta_{max}^{U = 0}$). Moreover, not only an enhancement of the efficiency can be obtained due to Coulomb interactions, but also the maximum power done by the system on the $ac$-sources is larger. This is illustrated in Fig. 7, where we show the maximum power divided by the square of the affinity $eV$ (or force) driving the motor, $P_{max}^{ac}/(eV)^2$, as a function of the efficiency at which the latter power is delivered by the system $\eta(P_{max}^{ac})$. It can be noticed that, in the strongly interacting limit, the maximum power that is done by the system is higher, and it is delivered more efficiently.
VI. CONCLUSIONS

In this work we studied the effects of electron-electron interactions on the performance of a quantum-dot-based nanomotor. To address this problem, we considered the simplest meaningful setup consisting in a two-terminal device with an interacting quantum dot in the middle, as it is illustrated in Fig. 1. Charge and energy transport through the system is driven by a voltage difference between the reservoirs, along with the application of ac-potentials to control the transparency of the tunneling barriers and vary the energy level of the dot.

We focused on the strongly-interacting limit, and on the adiabatic response regime for which the ac-driving potentials slowly evolve in time. In this context, we developed a method to describe analytically the interacting quantum dot that combines the time-dependent slave-boson mean-field theory with a linear response treatment in the small rate of change of the ac-parameters of the MF Hamiltonian. The advantage and beauty of the formalism we presented here is that the dynamics of the system turns out to be simply described in terms of frozen equilibrium solutions at every time. Moreover, the approach is not restricted to the strongly interacting limit or the linear response regime, since the slave-boson approach can also be implemented in the finite-U case using for example the Kotliar-Ruckenstein formalism, and one can keep higher order contributions in the adiabatic parameter.

In order to study the performance of our system as a motor, we analyzed the relation between the charge current flowing through the quantum dot and the power developed by the ac-driving sources. We computed the relevant transport coefficients and we showed that they satisfy Onsager reciprocity relations. We found that, similarly to the stationary case, all the linear response transport coefficients are obtained from the expressions for a non-interacting quantum dot with correlation-induced renormalizations of the dot energy level and hybridizations with the reservoirs.

Finally, as an illustrative example, we considered the system being at zero temperature and with a constant energy level of the dot. We found that the additional ac-parameters introduced by the interactions, due to the temporal dependence of the Lagrange multiplier and the bosonic field, lead to two main effects. One is the shift of the resonance from its non-interacting value to energies deep below the Fermi level (Kondo peak), and the second one is the enhancement of the efficiency with respect to a non-interacting dot. The latter can be understood from the fact that the extra ac-parameters accounting for the interactions increase the pumping of particles while decreasing the electrical conductance.
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Appendix A: Non-equilibrium Green’s function formalism and linear response approximation

The expectation value \( \langle c_{k\sigma}^\dagger f_\sigma(t,t) \rangle \) is a Green’s function that involves operators of the reservoirs as well as from the dot. By solving the Dyson equation and using Langreth rules [52], the above function can be expressed...
as follows

\[
\sum_{k,\sigma} \langle \epsilon_{k,\sigma} | f_{\alpha}(t, t) \rangle = -i \int dt \dot{\tilde{w}}_{\alpha}(t) (G_{\alpha}^r(t, t') g_{\alpha,\sigma}(t'-t)
+ G_{\sigma}^< (t, t') g_{\alpha,\sigma}(t'-t)), \tag{A1}
\]

with \( \tilde{w}_{\alpha}(t') = w_{\alpha}(t') B(t') \), and \( G_{\alpha}^r(t, t') = -i \theta(t - t') \{ f_{\alpha}(t) f_{\alpha}^\dagger(t') \} \) and \( G_{\sigma}^< (t, t') = -i \hat{f}_{\sigma}(t') f_{\sigma}(t) \) being respectively the retarded and the lesser Green’s functions of the quantum dot connected to the leads. On the other hand, within the wide band limit, the corresponding Green’s functions of the uncoupled reservoirs are

\[
\begin{align*}
g_{\alpha,\sigma}^<(t-t') &= i \rho_\alpha \int \frac{d\varepsilon}{2\pi} f_{\alpha}(\varepsilon) e^{-i \hat{\pi}(t-t')} \
g_{\alpha,\sigma}^r(t-t') &= i \delta(t-t') \rho_\alpha \frac{\partial}{\partial \varepsilon}. \tag{A2, A3}
\end{align*}
\]

where \( \rho_\alpha \) is the constant density of states of the reservoir \( \alpha \) and \( f_{\alpha}(\varepsilon) \) corresponds to its the Fermi-Dirac distribution.

Now, for slow \( ac \)-driving, we perform the following linear approximation in the temporal variation of the tunneling elements

\[
\tilde{w}_{\alpha}(t') \sim \tilde{w}_{\alpha}^n(t) + \frac{d\tilde{w}_{\alpha}^n(t)}{dt} (t'-t). \tag{A4}
\]

In this way, Eq. (A1) reads

\[
\begin{align*}
\sum_{k,\sigma} \langle \epsilon_{k,\sigma} | f_{\alpha}(t, t) \rangle &= \tilde{w}_{\alpha}^n(t) \rho_\alpha \int \frac{d\varepsilon}{2\pi} \left( G_{\alpha}^r(t, \varepsilon) f_{\alpha}(\varepsilon) + G_{\alpha}^< (t, \varepsilon) \right) \\
+ i \rho_\alpha \frac{d\tilde{w}_{\alpha}^n(t)}{dt} \int \frac{d\varepsilon}{2\pi} \partial_\varepsilon G_{\alpha}^r(t, \varepsilon) f_{\alpha}(\varepsilon). \tag{A5}
\end{align*}
\]

with \( G_{\alpha}^r(t, \varepsilon) \) and \( G_{\alpha}^< (t, \varepsilon) \) being the Fourier transforms of the Green’s functions of the dot, which are defined in Eq. (14).

**Appendix B: Low frequency expansion**

In the slow driving regime, for which the typical driving frequency of the \( ac \)-fields is small \( (\omega \to 0) \), an exact analysis up to linear order in \( \omega \) can be done by expanding the Green functions \( G^r(t, \varepsilon) \) and \( G^<(t, \varepsilon) \) up to first order in the temporal variation of \( ac \)-parameters of the Hamiltonian of the full system [48, 49, 53]. In the case of the MF Hamiltonian in Eq. (9), the Green’s functions of the dot read

\[
G^r(t, \varepsilon) = G_0(t, \varepsilon) + i \hbar \partial_\varepsilon G_0(t, \varepsilon) \left[ \hat{\varepsilon}_d - i \frac{\hat{T}}{2} \right] G_0(t, \varepsilon), \tag{B1}
\]

and

\[
G^<(t, \varepsilon) = G_0^< (t, \varepsilon) + i \hbar \partial_\varepsilon G_0(t, \varepsilon) \left[ \hat{\varepsilon}_d - i \frac{\hat{T}}{2} \right] G_0(t, \varepsilon) + \frac{i \hbar}{2} \partial_\varepsilon G_0(t, \varepsilon) \left( G_0^< (t, \varepsilon) - \partial_\varepsilon G_0^< (t, \varepsilon) G_0(t, \varepsilon) \right) \tag{B2}
\]

\[
+ i \hbar \partial_\varepsilon G_0(t, \varepsilon) G_0(t, \varepsilon) \partial_\varepsilon G^< (t, \varepsilon),
\]

with

\[
G_0(t, \varepsilon) = \left[ \varepsilon - \hat{\varepsilon}_d(t) + i \left( \hat{T}(t) - \frac{\hat{\varepsilon}_d(t)}{2} \right) \right]^{-1}, \tag{B3}
\]

being the retarded Green function describing the regime in which the electrons instantaneously adjust its potential to the \( ac \)-fields. The lesser Green function is defined as \( G_0^< (t, \varepsilon) = |G_0(t, \varepsilon)| \Sigma^< (t, \varepsilon) \), with \( \Sigma^< (t, \varepsilon) = i \sum_{\alpha=L,R} f_{\alpha}(\varepsilon) \hat{\Gamma}_\alpha(t) \).

**Appendix C: Linear response coefficients of the flux \( J_2 \) and validity of the Onsager’s relation**

By keeping the terms in Eq. (40) which are proportional to \( eV \hbar \omega \), we find that

\[
L_{21} = \frac{T}{\hbar} \int_0^\tau dt \left\{ \int \frac{d\varepsilon}{\pi} \partial_\varepsilon f \rho^f \left[ \hat{\varepsilon}_d \hat{\Gamma}_R + \hat{\Gamma}_R (\varepsilon - \hat{\varepsilon}_d) \right] \right\} \left[ \frac{C^V}{\lambda^2} - \Delta B^2 V \right] \tag{C1}
\]

\[
+ \frac{i \hbar \partial_\varepsilon}{eV \lambda} \left[ C^V - \Delta \lambda^2 - \lambda^f \frac{\Delta B^2 V}{\beta^2} \right].
\]

On the other hand, from the term \( \propto (\hbar \omega)^2 \) we get

\[
L_{22} = - \frac{T}{\hbar} \int_0^\tau dt \left\{ \int \frac{d\varepsilon}{2\pi} \partial_\varepsilon f \rho^f \left[ \partial_\varepsilon \hat{\varepsilon}_d \hat{\Gamma}_d \right] \right\} \left[ \frac{C^W}{\lambda^2} - \Delta \lambda^2 \right] \tag{C2}
\]

\[
+ \frac{\rho^f}{\hbar \varepsilon_0} \left[ \hat{\varepsilon}_d - \hat{\varepsilon}_d \hat{\Gamma}_d \right] \left[ \frac{C^W}{\lambda^2} - \Delta \lambda^2 \right] \left[ \frac{\Delta B^2}{\beta^2} \right].
\]

The expressions for the vectors \( \tilde{C} V^\omega(t) \) and the corrections \( \Delta \lambda^2 \omega^2(t) \) and \( \Delta B^2 \omega^2(t) \) can be found, respectively, in Eqs. (22), (23) and (24). In the above two equations
we have avoided the explicit energy and temporal dependences of the integrands in order to make the expressions more compact.

Now, in order to prove the validity of the Onsager reciprocity relation in Eq. (30), we will show that \( \Delta = L_{12} + L_{21} = 0 \). For that, we start from Eqs. (22), (42) and (C1), and find

\[
\Delta = \frac{T}{eV_{\hbar}} \int_0^t dt \left\{ \left( C_2^V(t) \dot{\lambda}^f(t) + C_1^V(t) \dot{B}^{f2}(t) \right) \\
+ \dot{\varepsilon}_d(t) \left[ C_2^V(t) - \Delta B^{2V}(t) \right] \\
+ \frac{\dot{\Gamma}(t) B^{f2}(t)}{\Gamma(t)} \left[ C_1^V(t) - \Delta \lambda^V(t) - \lambda^f(t) \frac{\Delta B^{2V}(t)}{B^{f2}(t)} \right] \right\}. \tag{C3}
\]

Then, by performing the temporal derivative of the system of non-linear equations in Eq. (19), we get another set of linear equations for finding \( \dot{\lambda}^f(t) \) and \( B^{f2}(t) \) in terms of the frozen \( \lambda^f(t) \) and \( B^{f2}(t) \) and the derivatives in time of the applied \( ac \)-fields, \( \varepsilon_d(t) \) and \( \dot{\Gamma}(t) \). The solutions read

\[
\dot{\lambda}^f(t) = \dot{\Gamma}(t) \left( M_{22}(t) \lambda^f(t) - M_{12}(t) B^{f2}(t) \right) \\
+ \dot{\varepsilon}_d(t) \left( \frac{M_{22}(t)}{\det[M(t)]} - 1 \right), \tag{C4}
\]

and

\[
\dot{B}^{f2}(t) = - \frac{\dot{\Gamma}(t) B^{f2}(t)}{\Gamma(t)} \left( 1 + \frac{\lambda^f(t) M_{21}(t)}{B^{f2}(t)} \frac{\det[M(t)]}{\det[M(t)]} - \frac{M_{11}(t)}{\det[M(t)]} \right) \\
- \frac{\dot{\varepsilon}_d(t) M_{21}(t)}{\det[M(t)]}, \tag{C5}
\]

where the elements of the matrix \( \dot{M}(t) \) are the same as in Eq. (21). Finally, by replacing Eqs. (C4) and (C5) into (C3), and using the expressions for the corrections in (23) and (24), we find that at every instant of time

\[
\frac{C_2^V(t) \dot{\lambda}^f(t) + C_1^V(t) \dot{B}^{f2}(t)}{\Gamma(t)} = - \dot{\varepsilon}_d(t) \left( C_2^V(t) - \Delta B^{2V}(t) \right) \\
- \frac{\dot{\Gamma}(t) B^{f2}(t)}{\Gamma(t)} \left( C_1^V(t) - \Delta \lambda^V(t) - \lambda^f(t) \frac{\Delta B^{2V}(t)}{B^{f2}(t)} \right), \tag{C6}
\]

and therefore \( \Delta = 0 \).

Analogously, by replacing Eqs. (C4) and (C5) into (C2), we get Eq. (43).
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