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Abstract: The purpose of our study is to identify the nature of the link between government spending and economic growth, in order to test the two theories of Wagner and Keynes, in the case of Romania. On the one hand, Keynes argues that public spending is an important tool to stimulate growth. On the other hand, Wagner says that increased public spending is a result of economic growth. We analyzed the long-term dynamics of the two time series through Johansen’s cointegration approach and, in the short term, with the help of Granger’s causality test. The obtained results do not indicate the existence of long-term cointegration vectors, but they support the double causality relation in the short term. Therefore, not only does GDP represent a Granger cause for government spending but also vice versa. Our results validate the liberal criticism of the state’s involvement in supporting economies. As the critics of the monetarist school said, the effect of multiplying government spending on national income is short-term. The long-term effect appears under the action of inflationary macroeconomic bottlenecks.
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1. Introduction

Modern economies involve a substantial presence of the state which, very often, is no longer limited to being an arbitrator. The attributes of the state have become much broader with the economic advantage of the modern world. Thus, in order to cope with the multiple responsibilities that are assumed, more and more resources are required. Our study presents two different approaches. On the one hand, the opinion issued by Wagner at the end of the 19th century [1] is that the economic growth entails an increase in government spending.

Adolph Wagner’s law, though considered by some analysts to be simplistic, had the power to synthesize the transformations of the era in which it was enunciated. In the second half of the 19th century, Germany, as with the rest of the Western European countries, was undergoing an intense industrialization process. This was putting pressure on the increasing role of the state and its attributes in the social area. In the period when Marxism began to be known, Wagner, following the German Historical School more, noted that governments should increase their protective and administrative actions in order to meet the demands of an increasingly active economy. Then, as Wagner said, “cultural and welfare” spending, and especially those related to health and education, should increase as the economy develops. Moreover, as Smith also mentioned in the Wealth of Nations [2], Wagner argues that governments should sometimes interfere when the private initiative is not interested in doing so.

Wagner’s law was reinforced again in the second half of the 20th century. Benefiting from the new econometric techniques and the existence of long-term observations, authors such as Peacock and Wiseman [3], Musgrave [4], Michas [5], Mann [6] and Khan [7] have...
succeeded in certifying the validity of the law. Moreover, the law was improved. Pryor [8] tested the relationship between GDP and government consumption expenditure, Goffman [9] analyzed the link between the total government expenditure and GDP per capita, Peacock and Wiseman [3] studied the functional relationship between the percentage of total government expenditure in GDP and the evolution of GDP and Gupta [10] investigated the influence of the evolution of GDP per capita on total government expenditure per capita. Meanwhile, Musgrave [4] analyzed the influence of the evolution of GDP per capita on the percentage of government spending in the total output [11].

On the other hand, Keynes [12] argued that government spending can be actively used as a tool for inducing economic growth. Although not completely original, Keynes managed to impose his ideas for a long time. Using an exceptional econometric argumentation and gaining a large popularity, both because of his personal abilities and of the elitist environment in which he acted, Keynes has overwhelmingly influenced economic policies since the 1950s. Starting from the simple idea that the failures of the free market can be corrected with public policy instruments, he emphasized the role of public spending in increasing the effective demand and in boosting economic growth.

Strongly criticized by liberal authors, starting with the Austrians Hayek and Mises and continuing with the liberal American schools (Friedman’s monetarists, Public Choice supporters—Tullock and Buchanan) and the ultra-liberals (Rothbard, de Soto and many others), Keynes’ theory is, even nowadays, the subject of some analyses meant to confirm or refute its validity.

In the present study, we intend to analyze if there is a connection between economic growth and the increase in public spending in Romania and to identify its direction. The paper is structured as follows: in the next section, we present a brief literature overview of the theoretical and empirical approaches conducted on the topic. Section 3 underlines the data and the methods used, Section 4 discusses the results of our analysis and underlines some policy implications, and Section 5 concludes the paper.

2. Literature Review

The nature and the direction of the link between economic growth and public spending have been analyzed in various studies. However, the findings were not able to provide a clear picture, because, very often, they were contradictory.

Some studies, which assumed that there is a link between the two variables, tried to identify the direction of this connection. Ram [13], Ahsan et al. [14], Holmes and Hutton [15] and Singh and Sahni [16] noticed a positive influence. Other authors, such as Barth et al., 1990 [17] and Landau [18,19], have shown that the increase in public spending had a negative effect on economic growth.

Meanwhile, there are other studies that validated Wagner’s law. Thus, the unidirectional causality, from GDP to public expenditures, has been found in the long term in the analysis of Bayrakdar et al. [20], conducted in the case of Turkey. Gül and Yavuz [21], in a study on several developing countries, including Romania, identified the same type of causality. In a research study focused on the case of India, Srinivasan [22] found that the one-way causality runs from economic growth to public expenditure in both the short and long run. In a G7 case study, Bohl [23] identified the positive link only in the case of UK and Canada. Similar results were found by Chletos and Kollias [24] for Greece, by Ghali [25] for 10 OECD states and by Rehman et al. [26] for Pakistan. Al-Faris [27], analyzing the Gulf Cooperation Council countries and using multivariate cointegration and Granger causality tests, validated Wagner’s law in most cases. The majority of the studies that validated Wagner’s law have been conducted in developing countries. However, it seems that the best usage of the law can be noticed in developed states [28].

There are several studies that have identified the interactions between the two variables in both directions. Devlin and Hansen [29] and Biswal et al. [30] have succeeded in showing that both Wagner’s law and Keynes’ hypothesis are validated.
From the methodological point of view, there is also great diversity in the analysis of the link between government spending and economic growth. Some studies used cointegration analysis to show the long-term relationship between the two variables [31–33]. Meanwhile, other research has followed the two-step method from Engle and Granger’s cointegration approach. For example, Ghali uses this methodology for states that implemented the IMF debt-stabilization programs and he concludes that public investment has a negative short-term impact on private investment and a negative long-term effect on both private investment and economic growth [25]. Meanwhile, Ashan et al. [14], also using the two-step method from Engle and Granger’s cointegration approach, find that the long-term validity of Wagner’s hypothesis is maintained. Another group of studies used mixed techniques. Jalles [34], willing to assess the responses of different categories of government spending to changes in economic activity, used panel data instrumental variables and time-series SUR approaches. He found out that Wagner’s law is more prevalent in advanced economies than in emerging ones. Meanwhile, Babatunde [35] used the bounds test approach, based on an unrestricted error correction model, and Granger noncausality tests. The results of both tests showed that there is no long-term relationship between government expenditure and output in Nigeria. The analyzed sample also varies. While some studies used cross-country analysis, such as Ghali [25] who focused on 10 OECD countries, Ram [36] who took into account 115 economies or Quah [33] who investigated different types of states according to income level, others focused only on one country: Chletsos and Kollias [24] on Greece, Bayrakdar et al. [20] on Turkey and Babatunde [35] on Nigeria. As it is a long-term analysis, they are usually applied for long periods of time.

Another group of studies is represented by those research works in which a clear causality between economic growth and public spending has not been identified. Conducting cross-country studies, authors such as Afxentiou and Serletis [37], Ansari et al. [38] and Abizadeh and Yousefi [39] did not find clear evidence in favor of Wagner’s law. In the case of Turkey, there are many approaches. For example, Bagdigen and Cetintas [40], and Başar et al. [41], using Granger’s causality test, concluded that there is no clear long-term causality between economic growth and public spending. Similar results were obtained in the case of Pakistan [11,42] and in India, for the period 1950–1981 [11].

There are also studies that have shown a bi-directional causality [32], especially in certain types of expenditures and fiscal instruments.

There are many research works that validate Keynes’ theory: Jiranyakul and Brahmasrene [43] for Thailand, Holmes and Hutton [15] and Pradhan [44] for India, Babatunde [35] and Ighodaro and Oriakhi [31] for Nigeria, Magazzino [45] for Italy. Tang and Chrissquo [46], conducting a cross-country study in five Asian countries and using Granger’s causality test, found a Keynesian connection only in the case of Philippines.

From the methodological point of view, many researchers used Granger’s causality test and cointegration test. Thus, Chletsos and Kollias [24] suggest that in the case of Greece, only the growth of defense expenditure may be explained in terms of Wagner’s law. Yet, Abu-Bader and Abu-Qarn [32] suggest that military burden negatively affects economic growth for all the countries, and that civilian government expenditures cause positive economic growth in Israel and Egypt. Meanwhile, Ansari et al. [38] noticed that Keynes’ law does not apply to Ghana, Kenya and South Africa. In the case of Turkey, neither Wagner’s Law nor Keynes hypothesis is valid [40]. Interesting results were obtained by Nurudeen and Usman [47] in the case of Nigeria. They found out that, in this country, government total capital expenditure, total recurrent expenditures and government expenditure on education have negative effects on economic growth. On the contrary, an increased level of government expenditure on transport and communication and health leads to an increase in economic growth. An explanation of these different results in the empirical studies may be offered by Hsieh and Lai [48], who argued that the relationship between government spending and growth can vary significantly across time as well as across the major industrialized countries.
Despite the large amount of studies available in the literature, only a very small number of research studies analyzed the relationship between public spending and economic growth in countries of Central and Eastern Europe, including Romania. For example, Alexiou [49] used, for the first time, two different panel data methodologies with seven transition economies in South Eastern Europe (SEE) and found that government spending on capital formation has a positive and significant effect on economic growth. Analyzing the twelve new members of the EU—Bulgaria, Cyprus, Czech Republic, Estonia, Hungary, Lithuania, Latvia, Malta, Poland, Romania, Slovenia and Slovakia—Dritsaki and Dritsaki [50] suggest that Keynes’ law is supported in the case of Romania and Bulgaria, while Wagner’s law was demonstrated in Cyprus, Poland, and Romania. Yet, Brasoveanu [51] indicates that there is a negative effect of defense expenditures on economic growth in Romania. Similar results were found by Chang [52], not only for Romania, but also for the rest of the European and Middle East/South Asian states.

Most of the studies on Eastern Europe were conducted for the case of Turkey. Using Johansen’s cointegration test and Granger’s causality test for the period 1975–2014, Uzuner et al. [53] confirm Wagner’s law through the existence of a long-term relationship between public expenditures and economic growth in Turkey. Moreover, Sagdic et al. [54] provide strong support not only for Wagner’s law but also for Keynes’ hypothesis in the case of the 81 provinces of Turkey. Focusing on health expenditure, Atilgan et al. [55] concluded that there is a dynamic causal relationship between them and economic growth in Turkey. Meanwhile, military spending does not promote growth in the long run [56].

Since studies on Romania’s case show that there is a positive impact of public spending on growth [57], this somehow contradicts the reality. The fact that there are researchers that, starting from the dissonance of the ideas of Wagner and Keynes, come to the conclusion that Keynes is right in the case of Romania [58], is somewhat contradictory for us. Romania, although it has made major progress over the last 30 years [59], has lost important steps precisely due to inadequate fiscal policies, massive misappropriation of public money and erroneous budget allocation decisions [60]. Most of Romania’s economic growth was not due to adequate public policies [61] but, rather, the public sector has benefited from increasing resources due to the continuous expansion of the private sector. Our study comes to test this hypothesis.

3. Data and Method

The purpose of our study is to identify the nature of the link between government expenditure (exgov) and economic growth (gdp) in order to test the two theories belonging to Wagner and Keynes, for the case of Romania (see Figure 1). To achieve this objective, we used half-yearly data, for the period 1995–2018. For government expenditures (exgov), we used the collective final consumption expenditure of the general government (adjusted series) and price indices in % against 2000. The seasonally adjusted series was obtained by removing this effect from the unadjusted series, by means of correction coefficients, selected according to the regression model that was used—additive or multiplicative [62]. For the Gross Domestic Product series (gdp), we used quarterly gross domestic product—seasonally adjusted series, price indices in % against 2000. The seasonally adjusted GDP is obtained through the direct method, thus leading to a statistical discrepancy between the GDP and the sum of its components, which are independently and seasonally adjusted [63].

On the one hand, the analysis aims to identify a long-term cointegration link between the two variables using Johansen’s cointegration model. On the other hand, we intend to identify a short-term causality between the variables through Granger’s causality model.
3.1. Augmented Dickey–Fuller (ADF) Test

In order to talk about cointegration, the series must be non-stationary at level 0 and stationary at level 1 or higher. For this, the Dickey–Fuller test can be applied. The autocorrelation problem may appear in the original test. To solve this situation, the Augmented Dickey–Fuller test can be used, adding various lagged dependent variables.

The general form of the regression function used in the ADF test is defined by the following formula:

$$\Delta Y = \mu + \gamma Y_{t-1} + \sum_{j=1}^{p} \alpha_j \Delta Y_{t-j} + \beta t + \omega_t. \quad (1)$$

If we want to emphasize the inverse dependence, then the equation is:

$$\Delta G_t = \mu + \gamma G_{t-1} + \sum_{j=1}^{p} \alpha_j \Delta G_{t-j} + \beta t + \omega_t. \quad (2)$$

In our case, $Y$ represents the growth rate of GDP in the adjusted series, against 2000, and $G$ represents the growth rate of the government expenditure in the adjusted series, against 2000.

Meanwhile, $\mu$ is the drift term, $t$ denotes the time trend and $p$ is the largest lag-length used. Equations have both intercept and trend. The value of $p$ (number of lags) can be determined by making reference to a commonly produced information criteria, such as the Akaike criteria (AIC), Schwarz–Bayesian (SBIC) criteria or Hannan and Quinn information criteria (HQIC). The most stable method is AIC.

Since we use growth indexes against a reference period, we cannot talk about a drift effect, especially because the series were adjusted by eliminating the seasonal effect from the gross series, so that $\mu = 0$. The trend effect, which can be easily noticed in the graphical analysis of the two series of data, is present.

3.2. DF-GLS Test

This test is additional to the ADF test, as a test for a unit root for time series. It is a powerful test, based on removing the means and linear trends for those series that may be non-stationary. This test uses the null hypothesis that a series contains a unit root.
3.3. Phillipps–Perron Test

This test involves fitting \( \Delta y_t = \rho y_{t-1} + (\text{constant, time trend}) + \mu_t \). Its results are used for calculating t statistics. They estimate \( y_t = \pi y_{t-1} + (\text{constant, time trend}) + \mu_t \).

The PP test, unlike the ADF test, ignores any serial correlation in the regression test.

3.4. Ng Perron Test

This test modifies the basic equation of Z statistics, leading to a modification of the unit root test. For this reason, the Stata software does not include it in its list of specific tests. Therefore, Eviews was used for this test.

3.5. Johansen Cointegration Analysis

We can say that the two series are cointegrated when there is a linear combination of two processes—more precisely, when \( I(t) \) process becomes an \( I(t-1) \) process. As Johansen [64,65] mentioned, cointegration implies common stochastic trend and long-term equilibrium. Granger [66] defines cointegration as a phenomenon in which non-stationary processes can have linear combinations that are stationary.

Cointegration will be tested using the Vector Autoregressive (VAR) approach. Being two stationary time series, a vector of variables is modeled as depending on its own lags and on the lags of each variable. A VAR system will contain \( m \) variables (two in our case). Each of these is expressed as a linear function of \( p \) lags of itself and of all other \( m-1 \) variables and an error term. If we consider two variables \( y \) and \( z \), then:

\[
y_t = a_{10} + a_{11} y_{t-1} + a_{12} z_{t-1} + \epsilon_{yt}, \quad (3)
z_t = a_{20} + a_{21} y_{t-1} + a_{22} z_{t-1} + \epsilon_{zt}, \quad (4)
\]

where \( \epsilon_{yt} \) and \( \epsilon_{zt} \) are white noise disturbances.

Equations (3) and (4) represent first-order VAR, meaning that the introduced \( p \) lag is equal to 1.

If we have \( p \) lags and the variables are \( y \)—the rate of GDP growth (gdp) and \( z \)—the growth rate of public expenditure (exgov), then the VAR system will be:

\[
\begin{bmatrix}
exgov \\
gdp
\end{bmatrix}
= a_0 + A_1 \begin{bmatrix}
exgov_{t-1} \\
gdp_{t-1}
\end{bmatrix} + \ldots + A_p \begin{bmatrix}
exgov_{t-p} \\
gdp_{t-p}
\end{bmatrix} + \begin{bmatrix}
\epsilon_{1t} \\
\epsilon_{2t}
\end{bmatrix}, \quad (5)
\]

where \( a_0 \) is a vector of intercept terms and \( A_i \) represents the matrix of the coefficients.

3.6. Granger Causality Analysis

The Granger causality test can be used to analyze the direction of the short-term link between the variables. A variable \( x \) Granger causes \( y \) if \( y \) can be better predicted using the histories of both \( x \) and \( y \) than only using the history of \( y \).

The most common method for testing Granger causality is to use \( y \) in the regression on its own lagged values and on the lagged values of \( x \) and to test the null hypothesis that the estimated coefficients on the lagged values of \( x \) are jointly zero. The acceptance of the null hypothesis means that \( x \) has no Granger-cause on \( y \) (Granger-cause \( y \)) [66].

Therefore, with the two variables \( x \) and \( y \), we first use \( y \) in the regression on \( y \) lags without \( x \) lags, meaning that a restricted model is constructed:

\[
y_t = \alpha_1 + \sum_{j=1}^{m} \gamma_j y_{t-j} + \epsilon_t. \quad (6)
\]

After that, we add the \( x \) lags and we regress again, which leads to an unrestricted model:

\[
y_t = \alpha_1 + \sum_{i=1}^{p} \beta_i x_{t-i} + \sum_{j=1}^{m} \gamma_j y_{t-j} + \epsilon_t. \quad (7)
\]

Finally, the null hypothesis is tested (\( \beta_{i=0} \forall i \)), by using an F-test.
If the analyzed series are not cointegrated, then the best method to use for the causality analysis is that developed by Toda and Yamamoto [67]. It is an improved version of Granger’s method, which offers the possibility to test the causality between integrated variables based on the asymptotic theory.

4. Results and Discussions
4.1. Cointegration Analysis

According to Levin and Lin [68], the first step for testing cointegration in the case of non-stationary series is to determine the order of VAR (p). For this, the VAR function is created:

\[
\begin{bmatrix}
    x_t \\
    y_t
\end{bmatrix} = B_0 + B_1 \begin{bmatrix}
    x_{t-1} \\
    y_{t-1}
\end{bmatrix} + \begin{bmatrix}
    \sim v_{xt} \\
    \sim v_{yt}
\end{bmatrix},
\]

where \(B_0\) is the vector of constants and \(B_1\) represents the matrix of lag coefficients, \(y\) is gdp and \(x\) is exgov.

As can be noted in Table 1, the tests indicate a different number of lags. Since the AIC test is considered to be the strongest, we will consider eight lags.

Table 1. Selection order determination.

| lag | LL   | LR   | df | p       | FPE  | AIC  | HQIC | SBIC |
|-----|------|------|----|---------|------|------|------|------|
| 0   | -1107.01 | 4.0 \times 10^{-6} | 8  | 25.4945 | 25.5174 | 25.5512 |
| 1   | -860.603 | 492.82 | 4  | 0.000 | 1.5 \times 10^{-6} | 19.9219 | 19.9904 | 20.092 |
| 2   | -780.768 | 159.67 | 4  | 0.000 | 269.165 | 18.1786 | 18.2927 | 18.462 |
| 3   | -776.194 | 9.149 | 4  | 0.057 | 265.752 | 18.1654 | 18.3252 | 18.5622 |
| 4   | -742.95 | 66.488 | 4  | 0.000 | 135.785 | 17.4931 | 17.6985 | 18.0033 |
| 5   | -719.798 | 46.304 | 4  | 0.000 | 87.5341 | 17.0528 | 17.3039 | 17.6764 * |
| 6   | -713.294 | 13.008 * | 4  | 0.011 | 82.785.6 | 16.9953 | 17.292 * | 17.7322 |
| 7   | -708.593 | 9.4013 | 4  | 0.052 | 81.662.7 * | 16.9791 | 17.3215 | 17.8295 |
| 8   | -704.581 | 8.0248 | 4  | 0.091 | 81.903.1 | 16.9789 * | 17.3669 | 17.9426 |

* \(p \leq 0.05\). Endogenous: exgov gdp. Exogenous: _cons.

Subsequently, the augmented Dickey–Fuller test for unit root is applied. The non-stationarity in the level and the stationarity in the first difference are tested. Applying the test in the level shows that the series is non-stationary if \(p\) of \(z\) is higher than 0.01, 0.05 or 0.1. Alternatively, when comparing the computed test statistics and critical value, the null hypothesis has to be rejected if computed value is smaller than the critical value. Afterwards, the stationarity for the first difference is tested (that is, the ADF test is applied to the stationary series by the difference method). If \(p\) is less than 0.01, 0.05 or 0.1, then the series is stationary in the first difference with a lag = 2, so the series is integrated by the first order and the analysis can move to the second step. If not, the ADF test is used again on the series processed according to the difference method.

In order to verify the results of the ADF test, we will also apply the DF-GLS stationarity test, with the null hypothesis “Series has a unit root”. If the critical value is higher than the statistical test, then the null hypothesis is rejected.

Since the two tests are irrelevant for a 10% level, we also apply the Phillips–Perron (PP) and Ng Perron (NGP) tests. The only test that shows non-stationarity for 10% for the exgov variable is the Phillips–Perron test.

We apply the stationarity tests in the level (see Table 2).
Table 2. Stationarity in the level.

| Test         | Critical Value | Statistic | Prob  | Stat | Test         | Critical Value | Statistic | Prob  | Stat |
|--------------|----------------|-----------|-------|------|--------------|----------------|-----------|-------|------|
| Exgov-0      |                |           |       |      | Gdp-0        |                |           |       |      |
| ADF          | −3.2595        | 0.0795    | non-stat |      | ADF          | −2.8794        | 0.1739    | non-stat |      |
| 1%           | −4.0586        |           | non-stat | 1%   | −4.0586      |                |           |       |      |
| 5%           | −3.4583        |           | non-stat | 5%   | −3.4583      |                |           |       |      |
| 10%          | −3.1551        |           | stat   | 10%  | −3.1551      |                |           |       |      |
| DF_GLS       | −3.0198        |           | non-stat |      | DF_GLS       | −2.652         |           | non-stat |      |
| 1%           | −3.6028        |           | non-stat | 1%   | −3.6028      |                |           |       |      |
| 5%           | −3.0492        |           | non-stat | 5%   | −3.0492      |                |           |       |      |
| 10%          | −2.758         |           | stat   | 10%  | −2.758       |                |           |       |      |
| PP           | −3.2993        | 0.0727    | non-stat |      | PP           | −3.0786        | 0.1175    | non-stat |      |
| 1%           | −4.0586        |           | non-stat | 1%   | −4.0586      |                |           |       |      |
| 5%           | −3.4583        |           | non-stat | 5%   | −3.4583      |                |           |       |      |
| 10%          | −3.1551        |           | non-stat | 10%  | −3.1551      |                |           |       |      |
| NG-Perron    | −15.2214       |           | non-stat |      | NG-Perron    | −12.2895       |           | non-stat |      |
| 1%           | −23.8          |           | non-stat | 1%   | −23.8        |                |           |       |      |
| 5%           | −17.3          |           | non-stat | 5%   | −17.3        |                |           |       |      |
| 10%          | −14.2          |           | stat   | 10%  | −14.2        |                |           |       |      |

It can be noticed that both series are non-stationary in the level for intervals of 1% and 5%. We will now test the stationarity in the first and second differences. The sgd\texttt{p} and sexgov\texttt{v} series were calculated by using the first difference level method and the ssg\texttt{d}p and ssexgov\texttt{v} series were determined with the help of the second difference level method, if testing will be needed for the second difference. Then, the above-mentioned tests are applied again (see Table 3).

Table 3. Stationarity for the first difference.

| Test         | Critical Value | Statistic | Prob  | Stat | Test         | Critical Value | Statistic | Prob  | Stat |
|--------------|----------------|-----------|-------|------|--------------|----------------|-----------|-------|------|
| Sexgov-1     |                |           |       |      | Sgd\texttt{p}-1 |                |           |       |      |
| ADF          | −10.11         | 0         | stat  |      | ADF          | −9.5333        | 0         | stat  |      |
| 1%           | −4.0597        |           | stat  | 1%   | −4.0597      |                |           |       | stat |
| 5%           | −3.4588        |           | stat  | 5%   | −3.4588      |                |           |       | stat |
| 10%          | −3.1554        |           | stat  | 10%  | −3.1554      |                |           |       | stat |
| DF_GLS       | −10.22         |           | stat  |      | DF_GLS       | −9.6322        |           | stat  |      |
| 1%           | −3.6066        |           | stat  | 1%   | −3.6066      |                |           |       | stat |
| 5%           | −3.0524        |           | stat  | 5%   | −3.0524      |                |           |       | stat |
| 10%          | −2.761         |           | stat  | 10%  | −2.761       |                |           |       | stat |
| PP           | −10.14         | 0         | stat  |      | PP           | −9.5333        | 0         | stat  |      |
| 1%           | −4.0597        |           | stat  | 1%   | −4.0597      |                |           |       | stat |
| 5%           | −3.4588        |           | stat  | 5%   | −3.4588      |                |           |       | stat |
| 10%          | −3.1554        |           | stat  | 10%  | −3.1554      |                |           |       | stat |
| NG-Perron    | −46.31         |           | stat  |      | NG-Perron    | −46.4991       |           | stat  |      |
| 1%           | −23.8          |           | stat  | 1%   | −23.8        |                |           |       | stat |
| 5%           | −17.3          |           | stat  | 5%   | −17.3        |                |           |       | stat |
| 10%          | −14.2          |           | stat  | 10%  | −14.2        |                |           |       | stat |

As can be observed, in all the tests, the series are stationary in level 1, which means that we can apply the cointegration test (Table 4).
Table 4. Johansen test for cointegration.

| Trend: trend | Sample: 1997q1–2018q3 | Number of obs = 87 | Lags = 8 |
|--------------|------------------------|---------------------|----------|
| maximum rank | params                 | LL                  | eigenvalue | trace statistic | 5% critical value |
| 0            | 32                     | $-704.92957$        | .         | 8.5487*         | 18.17            |
| 1            | 35                     | $-700.71974$        | 0.09224   | 0.1291          | 3.74             |
| 2            | 36                     | $-700.6552$         | 0.00148   |                 |                  |

* $p \leq 0.05$.

Since trace statistics are smaller than the critical value at $r = 0$ for both the trend model and the restricted trend model, the null hypothesis is accepted, meaning that there is no cointegration vector. Therefore, the \( \text{gdp} \) and \( \text{exgov} \) series are not cointegrated. There is no reason to believe that there was a significant influence of the evolution of government spending on GDP, during the analyzed period.

Many multiple testing problems in the time-series literature have been solved by defining an estimator that minimizes an information criterion with known asymptotic properties. Selecting the lag-length in an autoregressive model is probably the best-known example. Gonzalo and Pitarakis [69] and Aznar and Salvador [70] have shown that this approach can be applied to determine the number of cointegrating equations in a VECM. As in the lag-length selection problem, choosing the number of cointegrating equations that minimizes either the Schwarz–Bayesian information criterion (SBIC) or the Hannan and Quinn information criterion (HQIC) provides a consistent estimator of the number of cointegrating equations.

As noted in Table 5, the HQIC and SBIC criteria do not show that there could be a cointegration vector.

Table 5. Johansen test while minimizing the information criterion.

| Trend: trend | Sample: 1997q1–2018q3 | Number of obs = 87 | Lags = 8 |
|--------------|------------------------|---------------------|----------|
| maximum rank | params                 | LL                  | eigenvalue | SBIC      | HQIC      | AIC       |
| 0            | 32                     | $-704.92957$        | .         | 17.84791* | 17.30613* | 16.94091  |
| 1            | 35                     | $-700.71974$        | 0.09224   | 17.90513  | 17.31256  | 16.9131   |
| 2            | 36                     | $-700.6552$         | 0.00148   | 17.95498  | 17.34548  | 16.9346   |

* $p \leq 0.05$.

Therefore, we can support the null hypothesis that the two analyzed series are not cointegrated.

4.2. Granger Testing According to Toda and Yamamoto Approach

We will test Granger causality, which can show if there is a short-term relationship in the variables' changes. Theoretically, failure to reject the null hypothesis is equivalent to failing to reject the hypothesis that \( x \) does not Granger-cause \( y \) (Granger, 1969).

Since the series are not cointegrated and they are stationary at the second level, then we will use Toda and Yamamoto’s (1995) improved method.

The VAR model can be described with the help of the following equations:

\[
y_t = \mu + \sum_{i=1}^{\ell'} \alpha_i y_{t-i} + \sum_{i=1}^{\ell'} \beta_i x_{t-i} + u_{1t}, \tag{9}
\]

\[
x_t = \mu + \sum_{i=1}^{\ell'} \gamma_i x_{t-i} + \sum_{i=1}^{\ell'} \delta_i y_{t-i} + u_{2t}. \tag{10}
\]

The order of integration is tested for each time series. We apply the ADF test for \( \text{gdp} \) and \( \text{exgov} \) variables (Table 6). It can be observed that both series are stationary at level two \( \text{I} \) (2). We retain the value \( m = 2 \).
Table 6. ADF test for \( \textit{gdp} \) and \( \textit{exgov} \) variables.

| lag  | LL       | LR       | df | p       | FPE   | AIC      | HQIC   | SBIC   |
|------|----------|----------|----|---------|-------|----------|--------|--------|
| 0    | −1080.35 |          |    |         | 3.9 \times 10^6 | 25.4671 | 25.4902 | 25.5245 |
| 1    | −841.843 | 477.01   | 4  | 0.000   | 1.6 \times 10^6 | 19.9492 | 20.0186 | 20.1217 |
| 2    | −764.434 | 154.82   | 4  | 0.000   | 281,111 | 18.222  | 18.3376 | 18.5094 |
| 3    | −760.134 | 8.6012   | 4  | 0.072   | 279,263 | 18.2149 | 18.3676 | 18.6172 |
| 4    | −727.152 | 65.963   | 4  | 0.000   | 141,327 | 17.533  | 17.7411 | 18.0503 |
| 5    | −705.211 | 43.884   | 4  | 0.000   | 92,781.3 | 17.1108 | 17.3651 | 17.7431 |
| 6    | −698.812 | 12.798   | 4  | 0.012   | 87,857.8 | 17.0544 | 17.3549 | 17.8016 |
| 7    | −694.25  | 9.1227   | 4  | 0.058   | 86,933.3 | 17.0412 | 17.3879 | 17.9033 |
| 8    | −690.335 | 7.8298   | 4  | 0.098   | 87,409.6 | 17.0432 | 17.4362 | 18.0202 |
| 9    | −684.414 | 11.842   | 4  | 0.019   | 83,916.7 | 16.999  | 17.4372 | 18.09   |
| 10   | −681.756 | 5.3163   | 4  | 0.256   | 87,088  | 17.0296 | 17.515  | 18.2365 |

\( *p \leq 0.05. \) Endogenous: \( \textit{gdp} \) \( \textit{exgov} \). Exogenous: _cons.

Next, we will determine the appropriate max length for the VAR model.

Three out of five tests show that \( p = 9 \). Even if we have two tests with lower values, it is advisable to take the highest value.

We test the VAR model for the serial correlation in residuals, applying the Lagrange-multiplier test (Table 7).

Table 7. Lagrange-multiplier test.

| lag  | chi2   | df | Prob > chi2 |
|------|--------|----|-------------|
| 1    | 4.0611 | 4  | 0.39779     |
| 2    | 2.9691 | 4  | 0.56301     |
| 3    | 5.4116 | 4  | 0.24761     |
| 4    | 2.4621 | 4  | 0.65143     |
| 5    | 2.8816 | 4  | 0.57783     |
| 6    | 4.6867 | 4  | 0.32098     |
| 7    | 4.5915 | 4  | 0.33184     |
| 8    | 4.7217 | 4  | 0.31706     |
| 9    | 4.1258 | 4  | 0.38924     |

H0: no autocorrelation at lag order.

This test gives no hint of model misspecification.

Therefore, since we have stationary series at the second level and the max length is 9, then \( p' + m' = 11 \).

We rewrite the VAR model:

\[
y_t = \mu + \sum_{i=1}^{p' + m'} \gamma_i y_{t-i} + \sum_{i=1}^{p' + m'} \delta_i y_{t-i} + u_{1t}, \quad (11)
\]

\[
x_t = \mu + \sum_{i=1}^{p' + m'} \alpha_i y_{t-i} + \sum_{i=1}^{p' + m'} \beta_i x_{t-i} + u_{1t}. \quad (12)
\]

We have the value of \( p' + m' = 11 \) for unrestricted VAR and \( p' = 9 \) for restricted VAR. The non-causality Granger for unrestricted VAR is further tested (see Table 8).
Table 8. Granger causality test’s results.

| Test for exgov Granger Causality to gdp                                      | Test for gdp Granger Causality to exgov |
|-----------------------------------------------------------------------------|-----------------------------------------|
| (1) \([gdp]L.exgov = 0\)                                                   | (1) \([exgov]L.gdp = 0\)                |
| (2) \([gdp]L2.exgov = 0\)                                                  | (2) \([exgov]L2.gdp = 0\)               |
| (3) \([gdp]L3.exgov = 0\)                                                  | (3) \([exgov]L3.gdp = 0\)               |
| (4) \([gdp]L4.exgov = 0\)                                                  | (4) \([exgov]L4.gdp = 0\)               |
| (5) \([gdp]L5.exgov = 0\)                                                  | (5) \([exgov]L5.gdp = 0\)               |
| (6) \([gdp]L6.exgov = 0\)                                                  | (6) \([exgov]L6.gdp = 0\)               |
| (7) \([gdp]L7.exgov = 0\)                                                  | (7) \([exgov]L7.gdp = 0\)               |
| (8) \([gdp]L8.exgov = 0\)                                                  | (8) \([exgov]L8.gdp = 0\)               |
| (9) \([gdp]L9.exgov = 0\)                                                  | (9) \([exgov]L9.gdp = 0\)               |
| (10) \([gdp]L10.exgov = 0\)                                                | (10) \([exgov]L10.gdp = 0\)             |
| • chi2(10) = 18.51                                                          | • chi2(10) = 16.62                       |
| • Prob > chi2 = 0.0470                                                      | • Prob > chi2 = 0.0832                   |

The test shows that `exgov` is Granger causality for `gdp` (significant at 0.05 level), while `gdp` is Granger causality for `exgov` (significant at 0.1 level). Therefore, in the short term, there is causality in both directions for a 0.1 level of significance.

Additional to our analysis, we will test the impulse–response function (see Figure 2). In order to identify the effects of shocks on domestic product growth and on government spending, we will try to identify, as a matter of priority, as the Granger analysis suggested, whether GDP growth influences government spending growth. We will test the reverse path.

![Figure 2. Results of testing the impulse–response function.](image-url)

4.3. Policy Implications

Over the last half of the 20th century, economic growth represented a target for all governments’ working agenda. Under the influence of the Keynesian theories that proliferated and had relative success during the 1950s and the 1970s, states developed complicated public systems to implement Keynes’ ideas. The fragile liberal critic from
that period failed to temper this enthusiasm. A vicious circle occurred. The need for more serious involvement of the state in issues considered to be vital, such as infrastructure, education, health, defense, research-innovation, etc., was argued. Abandoning the idea that stimulating effective demand is the engine of growth, endogenous growth theories have largely supported the view that the state should allocate resources for those sectors with the highest impact on sustainable growth. Thus, starting from Solow’s conclusions, according to which most economic growth is based on innovation and technical progress, researchers have provided models in which the role of public spending is extremely important. Thus, whether we speak about the Keynesian or the neoclassical view, public policies and the state budget have been considered essential elements in sustaining wellbeing.

Despite all of these approaches, other studies, and also our research, confirmed that there is no clear evidence that, in the long term, there is a link between increased public spending and economic growth, for developing countries. As analysis of the shock response shows, the response effect from GDP tends asymptotically to zero, so it is quite weak. On the contrary, GDP growth may influence, albeit with a delayed response, the increase in government spending.

As the above-mentioned theories cannot be supported by empirical evidence, then the governments and, in our case, the Romanian government, should be much more careful in how they approach the problem of public finances. Since no cointegration vector can be found between the two variables, the whole scenario must be rethought. The smartest decision would be to continuously reduce the public sector, in order to avoid the eviction phenomenon through which the resources from the private sector could be redirected to the public sector. The efficiency of the private sector is clearly superior and this reality should dominate the criteria of taxation and the shaping of public budgets.

Considering that the restructuring of the public sector is an objective only possible to achieve in the long run, the Romanian government should pay more attention to the destination of public spending. The focus should be on the major implications in terms of employment, the leverage of decisional and functional interdependence and the dependence behavior on public money, developed over time. We already know, from the long-term experience of developed countries, that stimulating investments has the strongest multiplying impact on growth and that social spending produces increases in consumers’ demand without an impact on the growth of domestic supply. In open economies, any stimulation of consumers’ demand tends to be balanced with supply, by increasing the trade deficit and, implicitly, the balance of payments. This makes a Keynesian-type growth impossible to achieve. Considering that Romania, as with many other states, has a huge trade deficit and its external debt has increased considerably, especially in recent years, the government should be concerned by the structure of the current account and should insist more on policies that stimulate supply.

In Romania, there is a shortage in domestic supply. The destruction of the capital in the 1990s, the lack of financial capital necessary to start new businesses, the hesitant legislative framework and the incoherence of the political decisions of that period led to an insufficient maturation of domestic production capacities. The attitude of rejecting foreign capital up to 2004 made Romania lag behind most of its former socialist neighbors. This situation was reflected in a household welfare gap, high unemployment rates and a huge need for social assistance, which put pressure on the country’s budget and, perhaps most importantly, led to a change in the behavior of individuals, negatively influencing their attitude towards work and entrepreneurial initiative.

Therefore, beyond the popularity governments can gain by implementing generous social assistance programs, with short-term effects on stimulating demand and, implicitly, growth, one should be aware that the nation’s interest is to achieve a stable growth in the long term. Or, as it results from our study, there is no clear evidence that the involvement of the state through budgetary resources could lead to such an effect.

Even if there is evidence of short-term causality between government spending and GDP increase, they are still quite weak. Therefore, politicians should take into account the
long-term interests of the country and its citizens. Unfortunately, as long as policymakers are politicians, they will subordinate their decisions to the purpose of being re-elected, as Buchanan and Tullock [71] stated.

Meanwhile, it can be mentioned that, due to the existence of short-term causality, public spending can be used as a cyclical adjustment tool [60]. If the increase in expenses stimulates economic growth in the short term, then this mechanism can be used in the opposite direction, in order to temper the expansion periods, specific to the Romanian economy. As it happened during the period 2004–2008, in these phases, too much tension accumulates, which, eventually, can severely destabilize the economy (as noticed during the period 2009–2011). Thus, the fact that government spending is Granger-causes for gross domestic product shows that countercyclical policies can be successful, although quite temperate, as the shock response shows. Moreover, this idea is supported by the fact that the causality can also be noticed in the opposite direction. The economic growth from the expansion period would allow the accumulation of important budgetary reserves that could be used during recession times, thus alleviating the economic and social shocks.

Moreover, as mentioned before, in the absence of long-term evidence regarding the meaning and magnitude of the budget spending’s influence on the economy’s positive response, the government should better analyze the level of involvement in sizing the effective demand. Policies to encourage investment, to attract foreign capital, and to educate the population in an entrepreneurial spirit could be considered more appropriate, especially since there are so many opportunities generated by the possibility of accessing European funds.

5. Conclusions

In our attempt to test the dynamics of the link between the increase in government spending and the growth of gross domestic product in Romania, from the perspective of Wagner’s law and Keynes’ hypothesis, we have shown that there is no vector of cointegration between the variables in the long-term equilibrium.

Instead, in the short term, both theories are validated. We found that not only does GDP represent a Granger cause for government spending, but also vice versa. Therefore, our results validate the liberal criticism of the state’s involvement in supporting economies. As the critics of the monetarist school said, the effect of multiplying government spending on national income is short-term. The long-term effect appears under the action of inflationary macroeconomic bottlenecks.

Moreover, the fact that Wagner’s law was not validated in the long run supports the theory of the inefficient state, largely debated by the Public Choice School. Although economic growth may attract additional budgetary resources, allocating them to the public sector often leads to inefficiency than to increased welfare.

Our study considered the link between collective government spending and GDP. In future research, a possible development of this model could take into account the destination of this spending, in order to test if there are certain types of expenditures that could provide a clearer proof of the dynamics of the link (particularly attention must be paid to education and health spending). These analyses may underline the presence of some cointegration vectors, which would confirm the hypotheses of the Human Capital Theory’s models.
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