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Abstract. We consider the following question: when is the manifold obtained by gluing together two knot complements an \( L \)-space? Hedden and Levine proved that splicing 0-framed complements of nontrivial knots never produces an \( L \)-space. We extend this result to allow for arbitrary integer framings. We find that splicing two integer framed nontrivial knot complements only produces an \( L \)-space if both knots are \( L \)-space knots and the framings lie in an appropriate range. The proof involves a careful analysis of the bordered Heegaard Floer invariants of each knot complement.

1. Introduction

For a rational homology 3-sphere \( Y \), the rank of \( \hat{HF}(Y) \) is bounded below by the order of \( H_1(Y, \mathbb{Z}) \); if the rank of \( \hat{HF}(Y) \) is equal the order of \( H_1(Y, \mathbb{Z}) \), \( Y \) is called an \( L \)-space. Examples of \( L \)-spaces include manifolds with finite fundamental group [7] and branched double covers of alternating links [8]. There is significant interest in determining exactly which 3-manifolds are \( L \)-spaces [1, 2, 3, 5].

In [3], Hedden and Levine use a cut and paste argument to answer this question for homology spheres which are obtained by splicing together two 0-framed knot complements. Given a knot \( K \) in a 3-manifold \( Y \), let \( X_K \) denote the manifold with boundary \( Y \setminus K \) along with the curves \( \mu_K \) and \( \lambda_K \) in \( \partial X_K \) given by the meridian and Seifert longitude of \( K \), respectively. \( X_K \) is the 0-framed knot complement of \( K \). Given two knots \( K_1 \subset Y_1 \) and \( K_2 \subset Y_2 \), let \( Y(K_1, K_2) \) denote the 3-manifold obtained by gluing \( X_{K_1} \) to \( X_{K_2} \) via a map \( \phi : \partial X_{K_1} \to \partial X_{K_2} \) taking \( \mu_{K_1} \) to \( \lambda_{K_2} \) and \( \lambda_{K_1} \) to \( \mu_{K_2} \). We refer to gluing knot complements in this way as splicing. The main result of [3] can be stated as follows:

**Theorem 1.** For any homology sphere \( L \)-spaces \( Y_1 \) and \( Y_2 \) and any nontrivial knots \( K_1 \subset Y_1 \) and \( K_2 \subset Y_2 \), the manifold \( Y(K_1, K_2) \) obtained by splicing \( X_{K_1} \) and \( X_{K_2} \) is not an \( L \)-space.

The proof is based on understanding the bordered Heegaard Floer invariants of the two pieces \( X_{K_1} \) and \( X_{K_2} \). The existence of certain special generators in the bordered invariants implies the existence of generators in \( \hat{HF}(Y(K_1, K_2)) \). In this way, it can be shown that the rank of \( \hat{HF}(Y(K_1, K_2)) \) is at least two. The result follows using the fact that splicing 0-framed knot complements produces an integral homology sphere, so if \( Y(K_1, K_2) \) is an \( L \)-space then \( \text{rk}(\hat{HF}(Y)) = 1 \).

In this paper, we extend Theorem [3] by considering splicing knot complements with non-zero framings. That is, we allow the Seifert longitude \( \lambda_K \) in \( \partial X_K \) to be replaced by any integer framed longitude. For a knot \( K \subset Y \), let \( X_K^{[n]} \) denote \( Y \setminus K \), along with the curves \( \mu_K \) and \( \lambda_K^{[n]} = \lambda_K + n \mu_K \) in \( \partial X_K \). Given two knots \( K_1 \subset Y_1 \) and \( K_2 \subset Y_2 \), define \( Y(K_1^{[n_1]}, K_2^{[n_2]}) \).
Theorem 2. For nontrivial knots $K_1$ and $K_2$ in $L$-space integral homology spheres, the manifold $Y(K_1^{[n_1]}, K_2^{[n_2]})$ described above in an $L$-space if and only if all of the following hold:

- $K_1$ and $K_2$ are $L$-space knots;
- $n_i \geq 2\tau(K_i)$ if $\tau(K_i) > 0$ and $n_i \leq 2\tau(K_i)$ if $\tau(K_i) < 0$;
- if $\tau(K_1)$ and $\tau(K_2)$ have the same sign, then $n_1 \neq 2\tau(K_1)$ or $n_2 \neq 2\tau(K_2)$.

The definition and basic properties of $L$-space knots are recalled in Section 2.4. Here $\tau(K)$ denotes the Ozsváth-Szabó concordance invariant.

The if direction of Theorem 2 can be seen by explicit tensor product computations, since the bordered Heegaard Floer invariants of an $L$-space knot complement have a well understood form; we do this in Section 3.5. The rest of Section 3 is devoted to the proof of the only if direction, which is broadly similar to the proof of Theorem 1. We first prove that the relevant bordered Heegaard Floer invariants contain generators satisfying certain properties. These generators, which we call durable generators, are defined in Section 3.1, the definition is motivated by the generators used in [3]. Using the existence of durable generators, we can find at least two generators in $\widehat{CF}(Y(K_1^{[n_1]}, K_2^{[n_2]}))$ that survive in homology.

Unlike the 0-framed case, finding two generators in $\widehat{HF}(Y(K_1^{[n_1]}, K_2^{[n_2]}))$ is not enough to prove that $Y(K_1^{[n_1]}, K_2^{[n_2]})$ is not an $L$-space, since splicing integer framed knot complements does not, in general, produce an integral homology sphere. The key to solving this problem is the $\mathbb{Z}_2$ grading on (bordered) Heegaard Floer homology. By understanding the $\mathbb{Z}_2$ gradings of the durable generators we pick out in each bordered Heegaard Floer invariant, we can show that the two resulting generators in $\widehat{HF}(Y(K_1^{[n_1]}, K_2^{[n_2]}))$ have different $\mathbb{Z}_2$ gradings. This, it turns out, is sufficient to show that $\widehat{HF}(Y(K_1^{[n_1]}, K_2^{[n_2]}))$ is not an $L$-space.
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2. Background

2.1. Bordered Heegaard Floer homology. Bordered Heegaard Floer homology is an invariant of 3-manifolds with parametrized boundary introduced in [4]. We assume the reader is familiar with the basics of bordered Heegaard Floer homology in the torus boundary case, but we review the most important definitions here.

Bordered Heegaard Floer homology associates a differential algebra to each parametrized surface. The algebra $\mathcal{A} = \mathcal{A}(T^2)$ associated to the torus is generated as a vector space over $\mathbb{F} = \mathbb{Z}_2$ by eight elements: two idempotents, $t_0$ and $t_1$, and six Reeb elements $\rho_1, \rho_2, \rho_3, \rho_{12}, \rho_{23}$, and $\rho_{123}$. The idempotents satisfy $t_it_j = \delta_{ij}t_i$, and the identity element is $1 = t_0 + t_1$. Let $\mathcal{I}$ denote the ring of idempotents. The Reeb elements interact with idempotents on either side as follows:

$$t_0\rho_1 = \rho_1t_1 = \rho_1, \quad t_1\rho_2 = \rho_2t_0 = \rho_2, \quad t_0\rho_3 = \rho_3t_1 = \rho_3,$$

$$t_0\rho_{12} = \rho_{12}t_0 = \rho_{12}, \quad t_1\rho_{23} = \rho_{23}t_1 = \rho_{23}, \quad t_0\rho_{123} = \rho_{123}t_1 = \rho_{123}.$$
The only nonzero products of Reeb elements are \( \rho_1 \rho_2 = \rho_{12}, \rho_2 \rho_3 = \rho_{23}, \) and \( \rho_1 \rho_{23} = \rho_{123}. \) The differential on \( \mathcal{A} \) is zero. For a more detailed treatment of the torus algebra see [4 Sec 11.1].

To a 3-manifold \( Y \) with torus boundary and a parametrization \( \phi : T^2 \to \partial Y \), we associate a right type \( A \) module \( \widehat{CFA}(Y, \phi) \) if \( \phi \) is orientation-preserving or a left type \( D \)-module \( \widehat{CFD}(Y, \phi) \) if \( \phi \) is orientation-reversing (the map \( \phi \) is often suppressed from the notation). These modules are invariants of the pair \((Y, \phi)\) up to homotopy equivalence. Recall that a type \( A \) module over \( \mathcal{A} \) is a right \( \mathcal{A}_\infty \)-module \( M \) over \( \mathcal{A} \) (we can think of \( \mathcal{A} \) as an \( \mathcal{A}_\infty \)-algebra with trivial higher products). Such a module has multiplication maps

\[
m_{k+1} : M \otimes_{\mathcal{I}} \overbrace{\mathcal{A} \otimes_{\mathcal{I}} \cdots \otimes_{\mathcal{I}} \mathcal{A}}^{k \text{ times}} \to M
\]

satisfying certain \( \mathcal{A}_\infty \) relations (see [4 Definition 2.5]). A type \( D \) module over \( \mathcal{A} \) is a \( \mathbb{Z}_2 \)-vector space \( N \) with a left action of \( \mathcal{I} \) such that \( N = i_0N \oplus i_1N \) and a map

\[
\delta_1 : N \to \mathcal{A} \otimes_{\mathcal{I}} N
\]

such that

\[
(\mu \otimes \text{id}_N) \circ (\text{id}_A \otimes \delta_1) \circ \delta_1 = 0,
\]

where \( \mu \) denotes multiplication on \( \mathcal{A} \).

For a type \( D \) module over \( \mathcal{A} \), we will use the notation of coefficient maps described in [4 Section 11.1]. Let \( V \) be the underlying \( \mathbb{Z}_2 \)-vector space of the type \( D \)-module. Let \( \mathcal{R} \) denote the set of increasing sequences of consecutive integers in \( \{1, 2, 3\} \) and let \( \mathcal{R}' = \mathcal{R} \cup \{0\} \). Note that the set of Reeb elements in \( \mathcal{A} \) is \( \{\rho_I | I \in \mathcal{R}\} \). For simplicity, we define \( \rho_0 = 1 \). We define coefficient maps

\[
D_I : V \to V
\]

for each \( I \in \mathcal{R}' \) such that for each \( v \in V \),

\[
\delta_1(v) = \sum_{I \in \mathcal{R}'} \rho_I \otimes D_I(v).
\]

A type \( D \) module can be represented by a directed graph: vertices correspond to generators and for generators \( x \) and \( y \) there is an arrow from the vertex \( x \) to the vertex \( y \) labelled with \( D_I \) if the coefficient of \( y \) in \( D_I(x) \) is nonzero.

We say that a type \( A \) module \( M \) is \emph{bounded} if there is some \( K \) such that for all \( x \in M \), \( k \geq K \) and any \( I_1, \ldots, I_k \in \mathcal{R}' \), \( m_{k+1}(x, \rho_{I_1}, \ldots, \rho_{I_k}) = 0 \). We say that a type \( D \) module \( N \) is \emph{bounded} if there is some \( K \) such that for all \( x \in M \), \( k \geq K \) and any \( I_1, \ldots, I_k \in \mathcal{R}' \), \( (D_{I_k} \circ \cdots \circ D_{I_1}) (y) = 0 \). If either \( M \) or \( N \) is bounded, we can define the \emph{box tensor product} \( M \boxtimes N \) to be the vector space \( M \otimes_{\mathcal{I}} N \) equipped with the differential

\[
\partial^I (x \otimes y) = \sum_{I_1, \ldots, I_r \in \mathcal{R}} m_{r+1}(x, \rho_{I_1}, \ldots, \rho_{I_r}) \otimes (D_{I_r} \circ \cdots \circ D_{I_1})(y).
\]

Bordered Heegaard Floer invariants satisfy the following pairing theorem [4, Theorem 1.3]: If \( \widehat{CFA}(Y_1, \phi_1) \) and \( \widehat{CFD}(Y_2, \phi_2) \) are bordered Heegaard Floer invariants and at least one of them is bounded, then

\[
(1) \quad \widehat{CFA}(Y_1, \phi_1) \boxtimes \widehat{CFD}(Y_2, \phi_2) \cong \widehat{CF}(Y_1 \cup_{\phi_2 \circ \phi_1} Y_2).
\]

Finally, recall that given a type \( D \) invariant for a bordered manifold, the corresponding type \( A \) invariant can be computed using an algorithm described in [3 Section 2.3]. There
is a one-to-one correspondence between generators of $\widehat{CFD}$ and generators of $\widehat{CFA}$, and $A_\infty$ operations in $\widehat{CFA}$ are derived from chains of sequential coefficient maps in $\widehat{CFD}$. As a convention, we will denote type $A$ generators with a bar to distinguish them from their type $D$ counterparts.

2.2. $\mathbb{Z}_2$ gradings with torus boundary. First, we review the $\mathbb{Z}_2$ grading in the closed case. For a closed 3-manifold $Y$, the relative $\mathbb{Z}_2$ grading on $\widehat{HF}(Y)$ can be defined in terms of a genus $g$ Heegaard diagram for $Y$ with oriented $\alpha$ and $\beta$ curves. A generator $x$ of $\widehat{HF}(Y)$ corresponds to a $g$-tuple of intersection points $(x_1, \ldots, x_g)$, where $x_i \in \alpha_i \cap \beta_{\sigma_x(i)}$ and $\sigma_x$ is a permutation of $\{1, \ldots, g\}$. The permutation $\sigma_x$ has a sign, and the orientation on the $\alpha$ and $\beta$ curves gives rise to a sign $s(x_i)$ for each intersection point $x_i$. The grading of $x$, $gr(x)$, is defined to be the element of $\mathbb{Z}_2$ such that

$$(-1)^{gr(x)} = \text{sign}(\sigma_x) \left( \prod_{i=1}^{g} s(x_i) \right).$$

This defines a relative $\mathbb{Z}_2$ grading on $\widehat{HF}(Y)$, since it depends on the ordering of the $\alpha$ and $\beta$ curves and on their orientations. We note that the grading can be made absolute, but the relative grading is sufficient for the purposes of this paper so we will not discuss the absolute grading.

Note that the Euler characteristic of $\widehat{HF}$ with respect to this relative grading can be interpreted as the determinant (up to sign) of the $g \times g$ matrix whose entries $M_{ij}$ are given by the signed intersection number of $\alpha_i$ and $\beta_j$. This same determinant also gives a computation of the order of $H_1(Y)$. This relationship implies the equation

$$(2) \quad \left| \text{rk}(\widehat{HF}_1(Y)) - \text{rk}(\widehat{HF}_0(Y)) \right| = \begin{cases} |H_1(Y)| & \text{if } Y \text{ is a } \mathbb{Q}\text{HS} \\ 0 & \text{otherwise} \end{cases}$$

which leads to the inequality

$$\text{rk}(\widehat{HF}(Y)) \geq |H_1(Y)|$$

mentioned in the introduction [6]. The following proposition is an easy consequence of Equation (2).

**Proposition 1.** A 3-manifold $Y$ is an $L$-space if and only if all elements of $\widehat{HF}(Y)$ have the same $\mathbb{Z}_2$ grading.

The relative $\mathbb{Z}_2$ grading was extended to bordered Heegaard Floer homology in [9]. We will only discuss the case of manifolds with torus boundary. Let $(Y, \phi: T^2 \rightarrow \partial Y)$ be a bordered manifold with a genus $g$ bordered Heegaard diagram $\mathcal{H}$. The bordered diagram $\mathcal{H}$ contains two $\alpha$ arcs, which we label $\alpha_i^+$ and $\alpha_i^-$. The $(g-1)$ closed $\alpha$ curves are labeled $\alpha^+_1, \ldots, \alpha^+_g$, and the $\beta$ curves are labeled $\beta_1, \ldots, \beta_g$. Orient the $\alpha$ and $\beta$ curves arbitrarily and orient the $\alpha$ arcs as follows: if $(Y, \phi)$ is type $D$, label the endpoints of the $\alpha$ arcs $\alpha_i^-, \alpha_i^-, \alpha_i^+, \alpha_i^+$ starting at the basepoint and following the orientation of $-\partial \mathcal{H}$ and orient the arc $\alpha_i^+$ from $\alpha_i^-$ to $\alpha_i^+$; if $(Y, \phi)$ is type $A$, label the endpoints of the $\alpha$ arcs $\alpha_i^-, \alpha_i^-, \alpha_i^+, \alpha_i^+$ starting at the basepoint and following the orientation of $\partial \mathcal{H}$ and orient the arc $\alpha_i^+$ from $\alpha_i^-$ to $\alpha_i^+$ (see Figure 1).

A generator of $\widehat{CFD}(Y)$ or $\widehat{CFA}(Y)$ corresponds to a $g$-tuple of intersection points $x = (x_1, \ldots, x_g)$, where $x_1$ lies on $\alpha^+_1$ or $\alpha^+_2$ and $x_i$ lies on $\alpha^+_i$ for $2 \leq i \leq g$. For each $i$, let $s(x_i)$
be the sign of the intersection of the relevant \( \alpha \) arc/curve and \( \beta \) curve at \( x_i \). Let \( \sigma_x \) be the permutation such that \( x_i \) lies on \( \beta_{\sigma(i)} \) for each \( i \). The \( \mathbb{Z}_2 \) grading on \( \widehat{CFA}(Y) \) can now be defined by

\[
(-1)^{gr(x)} = \text{sign}(\sigma_x) \left( \prod_{i=1}^{g} s(x_i) \right).
\]

The \( \mathbb{Z}_2 \) grading on \( \widehat{CFD}(Y) \) is defined by

\[
(-1)^{gr(x)} = s(o(x)) \text{sign}(\sigma_x) \left( \prod_{i=1}^{g} s(x_i) \right),
\]

where \( s(o(x)) \) is +1 if \( x \) occupies \( \alpha_1^a \) and −1 if \( x \) occupies \( \alpha_2^a \).

It is not difficult to see that the closed \( \mathbb{Z}_2 \) grading is recovered when two bordered manifolds are glued together. If \( x \in \widehat{CFA}(Y_1) \) and \( y \in \widehat{CFD}(Y_2) \), then the generator \( x \otimes y \) of \( \widehat{CFA}(Y_1) \otimes \widehat{CFD}(Y_2) \cong \widehat{CF}(Y_1 \cup Y_2) \) has \( \mathbb{Z}_2 \) grading

\[
gr(x \otimes y) = gr(x) + gr(y).
\]

Remark 2. Just as in the closed case, the relative \( \mathbb{Z}_2 \) grading on bordered Heegaard Floer can be made into an absolute grading (see [20]). However, this grading does not recover the absolute grading when two bordered manifolds are glued together. Consider, for example, \( \widehat{CFD} \) and \( \widehat{CFA} \) for the 0-framed solid torus and the \((-2)\)-framed solid torus. For any way of making the relative grading absolute on these four modules there is a pair whose tensor product has negative Euler characteristic with respect to the induced absolute grading, but \( \widehat{HF} \) always has nonnegative Euler characteristic.

The grading on bordered Heegaard Floer homology specifies a grading on the algebra associated with the boundary. For the torus algebra \( A \), the grading is as follows:
The grading respects module multiplication in the sense that if $\rho_i$ is an element of $A$ and $x$ is a generator in $\widehat{CFD}(Y)$, then
\begin{equation}
gr(\rho_i \cdot x) \equiv gr(\rho_i) + gr(x) \pmod{2}.
\end{equation}
If $x$ is a generator in $\widehat{CFA}(Y)$ and $\rho_1, \ldots, \rho_k$ are elements of $A$, then
\begin{equation}
gr(m_k(x, \rho_1, \ldots, \rho_k)) \equiv gr(x) + gr(\rho_1) + \cdots + gr(\rho_k) + k + 1 \pmod{2}.
\end{equation}
The grading also satisfies
\begin{equation}
gr(\partial x) \equiv gr(x) + 1 \pmod{2}
\end{equation}
for any generator $x$ of $\widehat{CFD}$.

Note that if the directed graph corresponding to $\widehat{CFD}(Y)$ is connected, the relative $\mathbb{Z}_2$ grading can be computed without reference to a Heegaard diagram. We simply choose the grading of one generator arbitrarily and determine the other gradings using Equations (3) and (5). The grading on $\widehat{CFA}(Y)$ can be obtained from the grading on $\widehat{CFD}(Y)$ by flipping the grading of each generator with idempotent $\iota_0$.

2.3. Knot Floer Homology. Let $K$ be a knot in an $L$-space homology 3-sphere $Y$. Let $C^- = CFK^-(K, Y)$ denote the knot Floer complex of $K$ with ground field $\mathbb{F} = \mathbb{Z}_2$. Recall that $C^-$ is a chain complex over $\mathbb{F}[U]$ with a filtration
$$\cdots \subset F_i \subset F_{i+1} \subset \cdots \subset C^-.$$
If $g(K)$ is the genus of $K$, then we have that $F_{g(K)-1} \subset F_{g(K)} = C^-, F_{-g(K)-1} \subset UC^-$, and $F_{-g(K)} \not\subset UC^-$.

For any nonzero $x \in C^-$, the Alexander grading of $x$ is $A(x) = \min \{i | x \in F_i\}$. Multiplication by $U$ decreases the Alexander grading by one. Let $C^\infty$ denote $CFK^\infty(K, Y) = C^- \otimes_{\mathbb{F}[U]} \mathbb{F}[U, U^{-1}]$; the filtration on $C^-$ extends to a filtration on $C^\infty$. We can picture $C^-$ and $C^\infty$ as living on the integer lattice in $\mathbb{R}^2$. If $x$ is a generator of $C^-$ over $\mathbb{F}[U]$, then the element $U^k x \in C^\infty$ corresponds to a point at $(-k, A(x) - k)$. We may assume that $C^-$ is reduced, meaning for any $x \in C^-$, $\partial x = U \cdot y + z$, where $A(z) < A(x)$. In terms of the lattice, this means that the differential only moves down and/or to the left. From $C^-$ and $C^\infty$ we construct two additional complexes: the vertical complex $C^v = C^-/UC^-$ with induced differential $\partial^v$, and the horizontal complex $C^h = F_0(C^\infty)/F_{-1}(C^\infty)$ with induced differential $\partial^h$.

We will need to work with special bases for $C^-$. Recall that the associated graded object of $C^-$ is the free $\mathbb{F}[U]$-module $\text{gr}(C^-) = \bigoplus_{i \in \mathbb{Z}} F_i/F_{i-1}$, with induced multiplication by $U$. For any $x \in C^-$, let $[x]$ denote the image of $x$ in $F_{A(x)}/F_{A(x)-1} \subset \text{gr}(C^-)$. A basis $\{x_1, \ldots, x_n\}$ for $C^-$ over $\mathbb{F}[U]$ is called a filtered basis if $\{[x_1], \ldots, [x_n]\}$ is a basis for $\text{gr}(C^-)$ over $\mathbb{F}[U]$. Any two filtered bases $\{x_1, \ldots, x_n\}$ and $\{x'_1, \ldots, x'_n\}$ are related by a filtered change of basis: if $x_i = \Sigma_j a_{ij} x'_j$ and $x'_i = \Sigma_j b_{ij} x_j$ with $a_{ij}, b_{ij} \in \mathbb{F}[U]$, then $A(a_{ij} x'_j) \leq A(x_i)$ and $A(b_{ij} x_j) \leq A(x'_i)$ for all $i,j$. There are two particularly important types of filtered basis:
Definition 3. A vertically simplified basis is a filtered basis \( \{\xi_0, \ldots, \xi_{2n}\} \) for \( C^- \) over \( \mathbb{F}[U] \) such that for \( j = 1, \ldots, n \),

\[
A(\xi_{2j-1}) - A(\xi_{2j}) = h_j > 0 \quad \text{and} \quad \partial \xi_{2j-1} = \xi_{2j} \pmod{UC^-},
\]

while for \( i = 0, 1, \ldots, n \), \( \partial \xi_{2i} = 0 \pmod{UC^-} \). We say that there is a vertical arrow of length \( h_j \) from \( \xi_{2j-1} \) to \( \xi_{2j} \).

Definition 4. A horizontally simplified basis is a filtered basis \( \{\eta_0, \ldots, \eta_{2n}\} \) for \( C^- \) over \( \mathbb{F}[U] \) such that for \( j = 1, \ldots, n \),

\[
A(\eta_{2j}) - A(\eta_{2j-1}) = \ell_j > 0 \quad \text{and} \quad \partial \eta_{2j-1} = U^{\ell_j} \eta_{2j} \pmod{\mathcal{F}_{A(\eta_{2j-1})}},
\]

while for \( i = 0, 1, \ldots, n \), \( A(\partial \eta_{2i}) < A(\eta_{2i}) \). We say that there is a horizontal arrow of length \( \ell_j \) from \( \eta_{2j-1} \) to \( \eta_{2j} \).

\( C^- \) always has a vertically simplified basis and a horizontally simplified basis \cite{[4]} Proposition 11.52]. Moreover, we can assume that the change of basis between these two bases is well behaved, according to the following proposition.

Proposition 5. \cite{[3]} Proposition 2.5] There exists a vertically simplified basis \( \{\xi_0, \ldots, \xi_{2n}\} \) and a horizontally simplified basis \( \{\eta_0, \ldots, \eta_{2n}\} \) for \( C^- \) such that, if

\[
\xi_p = \sum_{q=0}^{2n} a_{p,q} \eta_q \quad \text{and} \quad \eta_p = \sum_{q=0}^{2n} b_{p,q} \xi_q,
\]

where \( a_{p,q}, b_{p,q} \in \mathbb{F}[U] \), then \( a_{p,q} = 0 \) whenever \( A(\xi_q) \neq A(\eta_q) \) and \( b_{p,q} = 0 \) whenever \( A(\eta_p) \neq A(\eta_q) \). In other words, each \( \xi_p \) is an \( \mathbb{F}[U] \)-linear combination of the elements \( \eta_q \) that are the same filtration level as \( \xi_p \), and vice versa.

Lipshitz, Ozsváth, and Thurston describe a method for computing \( \overline{CFD} \) of the complement of \( K \) from \( C^- \) (they treat the case of knots in \( S^3 \), but the proof carries over if \( Y \) is an arbitrary \( L \)-space homology sphere). The statement involves the Ozsváth-Szabó concordance invariant \( \tau \), which can be defined in terms of a horizontally or vertically simplified basis by

\[
\tau(K) = A(\xi_0) = -A(\eta_0).
\]

We parametrize \( \partial X_K^{[n]} \) such that \( \alpha_1 \) represents the meridian \( \mu \) and \( \alpha_2 \) represents the framed longitude \( \lambda^{[n]} \). Then according to \cite{[4]} Theorem 11.27 and Theorem A.11], \( \overline{CFD}(X_K^{[n]}) \) is determined as follows:

Theorem 3. Suppose that \( \{\tilde{\xi}_0, \ldots, \tilde{\xi}_{2k}\} \) is a vertically simplified basis for \( C^- \), \( \{\tilde{\eta}_0, \ldots, \tilde{\eta}_{2k}\} \) is a horizontally simplified basis for \( C^- \), and

\[
\tilde{\xi}_p = \sum_{q=0}^{2k} \tilde{a}_{p,q} \tilde{\eta}_q \quad \text{and} \quad \tilde{\eta}_p = \sum_{q=0}^{2k} \tilde{b}_{p,q} \tilde{\xi}_q,
\]

where \( \tilde{a}_{p,q}, \tilde{b}_{p,q} \in \mathbb{F}[U] \). Let \( a_{p,q} = \tilde{a}_{p,q}|_{U=0} \) and \( b_{p,q} = \tilde{b}_{p,q}|_{U=0} \). Then \( \overline{CFD}(X_K^{[n]}) \) satisfies the following:

- The summand \( \iota_0 \overline{CFD}(X_K^{[n]}) \) has a basis \( \{\xi_0, \ldots, \xi_{2k}\} \) and a basis \( \{\eta_0, \ldots, \eta_{2k}\} \) such that

\[
\xi_p = \sum_{q=0}^{2k} a_{p,q} \eta_q \quad \text{and} \quad \eta_p = \sum_{q=0}^{2k} b_{p,q} \xi_q,
\]
• The summand $\iota_1 \CFD(X_K^{[n]})$ has dimension $\sum_{j=1}^k (h_j + \ell_j) + |n - 2\tau(K)|$, with basis
  $$\bigcup_{j=1}^k \{k_1^j, \ldots, k_h^j\} \bigcup \bigcup_{j=1}^k \{\lambda_1^j, \ldots, \lambda_{\ell_j}^j\} \cup \{\mu_1, \ldots, \mu_{|n - 2\tau(K)|}\}$$

• For $j = 1, \ldots, k$, there are coefficient maps
  $$\xi_{2j-1} \xrightarrow{D_1} k_1^j \xrightarrow{D_{23}} \ldots \xrightarrow{D_{23}} k_h^j \xrightarrow{D_{123}} \xi_{2j}.$$  
  
  We call this sequence of generators a vertical chain corresponding to the vertical arrow of length $h_j$ from $\xi_{2j-1}$ to $\xi_{2j}$.

• For $j = 1, \ldots, k$, there are coefficient maps
  $$\eta_{2j-1} \xrightarrow{D_3} \lambda_1^j \xrightarrow{D_{23}} \ldots \xrightarrow{D_{23}} \lambda_{\ell_j}^j \xrightarrow{D_2} \eta_{2j}.$$  
  
  We call this sequence of generators a horizontal chain corresponding to the horizontal arrow of length $\ell_j$ from $\xi_{2j-1}$ to $\xi_{2j}$.

• Depending on $t = n - 2\tau(K)$, there are additional coefficient maps
  $$\left\{\begin{array}{ll}
  \xi_0 & \xrightarrow{D_1} \mu_1 \xrightarrow{D_{23}} \ldots \xrightarrow{D_{23}} \mu_t \xrightarrow{D_3} \eta_0 & t > 0 \\
  \xi_0 & \xrightarrow{D_{123}} \eta_0 & t = 0 \\
  \xi_0 & \xrightarrow{D_{123}} \mu_1 \xrightarrow{D_{23}} \ldots \xrightarrow{D_{23}} \mu_t \xrightarrow{D_2} \eta_0 & t < 0
  \end{array}\right.$$  
  
  We call the generators in this sequence the unstable chain.

We will modify this description of $\CFD(X_K^{[n]})$ slightly to ensure that we always work with bounded type $D$ modules. Specifically, if $K$ is not an $L$-space knot and $t \leq 0$ we replace the unstable chain with

$$\left\{\begin{array}{ll}
  \xi_0 & \xrightarrow{D_1} \nu_1 \xleftarrow{D_0} \nu_2 \xrightarrow{D_2} \eta_0 & t = 0 \\
  \xi_0 & \xrightarrow{D_{123}} \nu_1 \xleftarrow{D_0} \nu_2 \xrightarrow{D_3} \mu_1 \xrightarrow{D_{23}} \ldots \xrightarrow{D_{23}} \mu_t \xrightarrow{D_2} \eta_0 & t < 0
  \end{array}\right.$$  

This modification does not change the quasi-isomorphism type of $\CFD(X_K^{[n]})$. We also note that this modification does not impact any of the arguments in Section 3, since we will only consider generators away from the unstable chain unless $K$ is an $L$-space knot.

To see that $\CFD(X_K^{[n]})$ is bounded after modifying the unstable chain, recall that a type $D$ module is bounded if the corresponding directed graph has no directed loops. Any loop in the graph corresponding to $\CFD(X_K^{[n]})$ is a collection of horizontal, vertical, and unstable chains. No directed loop may traverse a vertical chain, since it has arrows oriented in both directions. A directed loop could contain horizontal chains, but it must traverse all horizontal chains in the same direction. Since horizontal chains raise the Alexander grading, there can not be a directed loop consisting of only horizontal chains. Thus any loop must involve the unstable chain. For a non $L$-space knot, the above modification ensures that the unstable chain has arrows oriented in both directions, and so $\CFD(X_K^{[n]})$ has no directed loops. For an $L$-space knot, $\CFD(X_K^{[n]})$ has a special form (which will be described in Section 2.4). The corresponding graph has only one loop, which contains the vertical chains and thus is not a directed loop.
2.4. L-space knots. We say that a knot $K$ in an L-space homology sphere $Y$ is an L-space knot if some nontrivial surgery on $K$ produces an L-space. If $K$ is an L-space knot then the knot Floer homology of $K$ has a particularly simple form. It follows from [7, Theorem 1.2] that there is a basis \{\tilde{x}_0, \ldots, \tilde{x}_{2k}\} for $C^-$ such that

\[ A(\tilde{x}_0) < \cdots < A(\tilde{x}_{2k}) \]

and $A(\tilde{x}_i) = -A(\tilde{x}_{2k-i})$. Furthermore, if $K$ admits a positive L-space surgery, then this basis satisfies

\[
\begin{cases}
\partial \tilde{x}_i = 0 & \text{if } i \text{ is even} \\
\partial \tilde{x}_i = \tilde{x}_{i-1} + U^{A(\tilde{x}_{i+1}) - A(\tilde{x}_i)} \tilde{x}_{i+1} & \text{if } i \text{ is odd}
\end{cases}
\]

If instead $K$ admits a negative L-space surgery, then the basis satisfies

\[
\begin{cases}
\partial \tilde{x}_i = 0 & \text{if } i \text{ is odd} \\
\partial \tilde{x}_i = \tilde{x}_{i-1} + U^{A(\tilde{x}_{i+1}) - A(\tilde{x}_i)} \tilde{x}_{i+1} & \text{if } 0 < i < 2k \text{ is even} \\
\partial \tilde{x}_0 = U^{A(\tilde{x}_1) - A(\tilde{x}_0)} \tilde{x}_1 \\
\partial \tilde{x}_{2k} = \tilde{x}_{2k-1}
\end{cases}
\]

A basis of this form gives rise to the staircase shape pictured in Figure 2. It is clear that in either case the basis \{\tilde{x}_0, \ldots, \tilde{x}_{2k}\} is both horizontally and vertically simplified.

Using this basis, it is straightforward to compute $\widehat{CFD}$ for a framed complement $X_K^{[n]}$ of an L-space knot. $t_0 \widehat{CFD}(X_K^{[n]})$ has basis \{x_0, \ldots, x_{2k}\}. For each horizontal arrow from $\tilde{x}_i$ to $\tilde{x}_{i+1}$ of length $\ell_i = A(\tilde{x}_{i+1}) - A(\tilde{x}_i)$ there is a horizontal chain

\[ x_i \xrightarrow{D_3} y_1^i \xrightarrow{D_{23}} \cdots \xrightarrow{D_{23}} y_{\ell_i}^i \xrightarrow{D_2} x_{i+1}, \]

Figure 2. A fundamental domain of $C^\infty$ for an L-space knot $K$ with (a) $\tau(K) > 0$, or (b) $\tau(K) < 0$. The nodes represent the generators $\tilde{x}_0, \ldots, \tilde{x}_{2k}$ multiplied by appropriate powers of $U$, which are omitted from the diagram for simplicity. The node labelled $\tilde{x}_i$ is in fact $U^{A(\tilde{x}_i) - A(\tilde{x}_0)} \tilde{x}_i$, an element of $C^-$. 
and for each vertical arrow from \( \tilde{x}_{i+1} \) to \( \tilde{x}_i \) of length \( \ell_i = A(\tilde{x}_{i+1}) - A(\tilde{x}_i) \) there is a vertical chain

\[
x_{i+1} \xrightarrow{D_1} y_1^i \xleftarrow{P_{23}} \cdots \xleftarrow{P_{23}} y_{\ell_i}^i \xrightarrow{D_{123}} x_i.
\]

Finally, there is an unstable chain from \( x_{2k} \) to \( x_0 \) if \( \tau(K) > 0 \) and from \( x_0 \) to \( x_{2k} \) if \( \tau(K) < 0 \). Let \( \ell_{2k} = |n - 2\tau(K)| \) be the length of the unstable chain. We label the generators of \( \omega_1 \hat{\text{CFD}}(X[n]) \) in the unstable chain sequentially as \( y_1^{2k}, \ldots, y_{\ell_{2k}}^{2k} \).

3. Proof of Main Theorem

3.1. Durable generators. Following the strategy of [3], we will search for special generators in \( \hat{\text{CFD}} \) and \( \hat{\text{CFA}} \) that give rise to generators in the homology of the box tensor product.

**Definition 6.** Let \( Y \) be a manifold with torus boundary. We call a generator \( x \in \omega_0 \hat{\text{CFD}}(Y) \) **durable** if it satisfies the following conditions:

- \( x \) has no incoming coefficient maps; that is, \( \pi_x \circ D_I = 0 \) for any \( I \), where \( \pi_x \) denotes projection onto the subspace generated by \( x \).
- If \( D_{I_r} \circ \cdots \circ D_{I_1}(x) \) is nonzero, then
  - \( I_1 = 3 \) or \( I_1 = 123 \),
  - if \( I_1 = 123 \) and \( r > 1 \), then \( I_2 = 23 \),
  - if \( I_1 = 3 \) and \( r > 1 \), then \( I_2 = 23 \) or \( I_2 = 2 \),
  - if \( I_2 = 2 \) and \( r > 2 \), then \( I_3 = 123 \).

We call a generator \( x \in \omega_0 \hat{\text{CFD}}(Y) \) **durable** if it satisfies the following:

- If \( \pi_x \circ D_{I_r} \circ \cdots \circ D_{I_1} \) is nonzero, then \( r = 1 \) and \( I_1 = 1 \) or \( I_1 = 123 \).
- If \( D_{I_r} \circ \cdots \circ D_{I_1}(x) \) is nonzero, then \( I_1 = 23 \).

**Remark 7.** These are precisely the properties demonstrated for generators in the subspaces \( B_K \) and \( V_K \) in Propositions 3.5 and 3.6 of [3].

When \( \hat{\text{CFA}} \) is computed from \( \hat{\text{CFD}} \) using the algorithm in [3, Section 2.3], there is a direct correspondence between the generators. We define generators of \( \hat{\text{CFA}} \) to be durable if they correspond to durable generators of \( \hat{\text{CFD}} \). It is easy to see that this is equivalent to the following conditions (c.f. Propositions 3.7 and 3.8 in [3]):

**Proposition 8.** A durable generator \( x \in \omega_0 \hat{\text{CFA}}(Y) \) satisfies the following:

- There are no \( \mathcal{A}_\infty \) operations which evaluate to \( x \), except the identity operation \( m_2(x, 1) = x \).
- If \( m_{r+1}(x, a_1, \ldots, a_r) \) is nonzero for Reeb chords \( a_1, \ldots, a_r \), then
  - \( a_1 = \rho_1, \rho_3, \) or \( \rho_{123} \),
  - if \( a_1 = \rho_{123} \), then \( r \geq 2 \) and \( a_2 = \rho_2 \),
  - if \( a_1 = \rho_3 \), then \( r \geq 3 \), \( a_2 = \rho_2 \), and \( a_3 = \rho_1 \) or \( \rho_{12} \).

A durable generator \( x \in \omega_1 \hat{\text{CFA}}(Y) \) satisfies the following:

- If \( m_{r+1}(y, a_1, \ldots, a_r) = x \) for some generator \( y \in \hat{\text{CFA}}(Y) \) and Reeb chords \( a_1, \ldots, a_r \), then either \( r = 1 \) and \( a_1 = \rho_3 \) or \( r = 3 \) and \( (a_1, a_2, a_3) = (\rho_3, \rho_2, \rho_1) \).
- If \( m_{r+1}(x, a_1, \ldots, a_r) \) is nonzero for Reeb chords \( a_1, \ldots, a_r \), then \( a_1 = \rho_2 \).
Given these conditions, it is straightforward to check the following (c.f. [3] Proof of Theorem 1]):

**Proposition 9.** If $x$ is a durable generator of $\hat{CFA}(Y_1)$ and $y$ is a durable generator of $\hat{CFD}(Y_2)$ such that $x$ and $y$ have the same idempotent, then $x \otimes y$ is a generator of $\hat{CFA}(Y_1) \otimes \hat{CFD}(Y_2)$ with no incoming or outgoing differentials. Thus, $x \otimes y$ survives as a generator of $\hat{HF}(Y_1 \cup Y_2)$.

We will also make use of a weaker condition on generators.

**Definition 10.** Let $Y$ be a manifold with torus boundary. We call a generator $x \in \iota_0 \hat{CFD}(Y)$ weakly durable if

$$0 = D_1(x) = D_{12}(x) = D_2 \circ D_{123}(x) = D_1 \circ D_2 \circ D_3(x) = D_{12} \circ D_2 \circ D_3(x).$$

We call a generator $x \in \iota_1 \hat{CFD}(Y)$ weakly durable if $D_2(x) = 0$ and $\pi_\chi \circ D_3$ and $\pi_\xi \circ D_1 \circ D_2 \circ D_3$ are trivial.

The trivial chains of coefficient maps in this definition are chosen precisely to match the nontrivial $A_\infty$ operations for a durable generator. Thus the statement in Proposition 9 remains true if the generator $y$ in $\hat{CFD}(Y_2)$ is only weakly durable.

We will find that many framed knot complements have a pair of durable generators connected by the coefficient map $D_{123}$, and that all framed knot complements have such a pair of weakly durable generators. This leads to a simple proof that certain splicings are not $L$-spaces using the following proposition.

**Proposition 11.** Let $Y_1$ and $Y_2$ be bordered 3-manifold with torus boundary. Suppose that $\hat{CFD}(Y_1)$ has two durable generators $x_1$ and $y_1 = D_{123}(x_1)$, and that $\hat{CFD}(Y_2)$ has two weakly durable generators $x_2$ and $y_2 = D_{123}(x_2)$. Then $Y_1 \cup Y_2$ is not an $L$-space.

**Proof.** Let $\hat{x}_1$ and $\hat{y}_1$ denote the generators in $\hat{CFA}(Y_1)$ corresponding to $x_1$ and $y_1$, respectively. $x_1 \otimes x_2$ and $y_1 \otimes y_2$ are generators of $\hat{CF}(Y_1 \cup Y_2) \cong \hat{CFA}(Y_1) \otimes \hat{CFD}(Y_2)$ that survive in homology. These generators have $\mathbb{Z}_2$ gradings

$$\text{gr}(\hat{x}_1 \otimes x_2) = \text{gr}(\hat{x}_1) + \text{gr}(x_2),$$

$$\text{gr}(\hat{y}_1 \otimes y_2) = \text{gr}(\hat{y}_1) + \text{gr}(y_2).$$

Since $D_{123}(x_2) = y_2$, it follows from Equations (3) and (5) that $\text{gr}(x_2) = \text{gr}(y_2)$. Similarly, $\text{gr}(x_1) = \text{gr}(y_1)$. When we compute $\hat{CFA}(Y_1)$ from $\hat{CFD}(Y_1)$, we change the grading for $x_1$ but not for $y_1$. As a result, $\text{gr}(\hat{x}_1) \neq \text{gr}(\hat{y}_1)$. This implies that $\text{gr}(\hat{x}_1 \otimes x_2) \neq \text{gr}(\hat{y}_1 \otimes y_2)$, and by Proposition 11, $Y_1 \cup Y_2$ is not an $L$-space. \qed

### 3.2. Durable generators for non-$L$-space knot

It was shown in [3] that for any nontrivial 0-framed knot complement, $\hat{CFD}$ has at least two durable generators. The proof relies on the form of the unstable chain and thus does not work for arbitrary framings. However, for non $L$-space knots we can use similar methods to find durable generators that do not lie on the unstable chain. Since the framing only influences the unstable chain, these durable generators exist for arbitrary framing.

Let $K$ be a nontrivial knot in an $L$-space integral homology sphere $Y$. Recall that $C^-$ will denote the knot floer complex $CFK^-(K)$. Choose simplified filtered bases $\{\xi_0, \ldots, \xi_{2m}\}$ and...
\{\tilde{\eta}_0, \ldots, \tilde{\eta}_{2m}\} \text{ for } C^- \text{ as in Proposition } 5. \text{ For any } \tilde{a} \in C^-, \text{ there is a corresponding element } a \text{ in } t_0C\widehat{FD}(X_K^{[n]}). \text{ Recall that elements of } t_0C\widehat{FD}(X_K^{[n]}) \text{ inherit an Alexander grading from the corresponding elements in } C^-.

For a given \(-g(K) \leq k \leq g(K)\), let \(B_k\) denote the subspace of \(t_0C\widehat{FD}(X_K^{[n]})\) generated by elements with Alexander grading \(k\). Note that each \(B_k\) has a basis which is a subset of \(\{\xi_0, \ldots, \xi_{2m}\}\) and a basis which is a subset of \(\{\eta_0, \ldots, \eta_{2m}\}\). Let \(B'_k\) denote the subspace \(B_k \cap \text{span}\{\xi_2, \xi_4, \ldots, \xi_{2m}\} \cap \text{span}\{\eta_1, \eta_3, \ldots, \eta_{2m-1}\}\).

**Lemma 12.** If \(a \in B'_k\) for some \(k\) and \(D_1 \circ D_2 \circ D_3(a) \neq 0\), then \(I = 123\).

Before approaching the general proof of Lemma 12, it may be instructive to consider the proof under the simplifying assumption that the bases \(\{\xi_0, \ldots, \xi_{2m}\}\) and \(\{\tilde{\eta}_0, \ldots, \tilde{\eta}_{2m}\}\) of \(C^-\) are the same up to permutation of the elements. The idea of the proof is the same but there is less notational complexity. Loosely speaking, we must show that if there is a length 1 horizontal arrow starting at \(\tilde{a}\) in \(C^-\), it is not followed by a downward vertical arrow.

**Remark 13.** It is not known whether \(CFK^- (K)\) always admits a simultaneously horizontally and vertically simplified basis as in this simplifying assumption.

**Simplified proof of Lemma 12.** Under the simplifying assumption, \(B'_{k}\) is generated by elements of the form \(\eta_{2i-1} = \xi_j\), with \(1 \leq i, j \leq m\). Since coefficient maps are linear, it suffices to prove the statement when \(a\) is a basis element. Assume without loss of generality that \(a = \eta_1 = \xi_2\). We also assume that the length \(\ell_1\) of the horizontal arrow from \(\eta_1\) to \(\eta_2\) is 1, since otherwise \(D_2 \circ D_3(a) = 0\). It follows that \(D_2 \circ D_3(\eta_1) = \eta_2\).

We need to show that \(D_I(\eta_2) = 0\) unless \(I\) is 123. Note that \(\eta_2 = \xi_j\) for some \(j\). It is enough to show that \(j \in \{2, 4, \ldots, 2m\}\), since \(\eta_2\) has no outgoing horizontal chains, and vertical chains ending at \(\xi_j\) only contribute to \(D_{123}(\xi_j)\).

Consider the element \(\xi_1\) of \(C^-\). By the definition of vertically simplified basis, we have that

\[\partial \tilde{\xi}_1 = \tilde{\xi}_2 + U\beta = \tilde{\eta}_1 + U\beta\]

for some \(\beta \in C^-\). Since \(\tilde{\eta}_1 = \tilde{\xi}_2\) is in the kernel of the vertical differential, \(\partial \tilde{\eta}_1 \in UC^-\). By the definition of horizontally simplified basis,

\[\partial \tilde{\eta}_1 = U\tilde{\eta}_2 + U\gamma = U\tilde{\xi}_j + U\gamma\]

for some \(\gamma \in C^-\) with \(A(\gamma) \leq A(\eta_1) = k\).

Now consider

\[\partial^2(\tilde{\xi}_1) = \partial(\tilde{\eta}_1) + \partial(U\beta) = U\tilde{\xi}_j + U\gamma + U\partial\beta.\]

Since multiplying by \(U\) is injective, we have that \(0 = \tilde{\xi}_j + \gamma + \partial\beta\). We consider the restriction of this equation to \(U = 0\). \(\gamma\) is congruent modulo \(U\) to a linear combination of \(\{\tilde{\xi}_1 | A(\tilde{\xi}_1) \leq k\}\) and \(\beta\) is congruent modulo \(U\) to a linear combination of \(\{\tilde{\xi}_2, \tilde{\xi}_4, \ldots, \tilde{\xi}_{2m}\}\). Since the Alexander grading of \(\tilde{\xi}_j = \tilde{\eta}_2\) is \(k + 1\), it follows that \(j \in \{2, 4, \ldots, 2m\}\).

\[\square\]

**Full proof of Lemma 12.** Let \(a = \sum_{i=1}^{m} a_i\eta_{2i-1} = \sum_{i=1}^{m} b_i\xi_{2i}\), where \(a_i, b_i \in \mathbb{F}\). There is a corresponding element of \(C^-\), \(\tilde{a} = \sum_{i=1}^{m} a_i\tilde{\eta}_{2i-1}\); we also have that \(\tilde{a}\) is congruent modulo \(U\) to \(\sum_{i=1}^{m} b_i\tilde{\xi}_{2i}\). For \(i = 1, \ldots, m\), define \(a'_i\) to be \(a_i\) if the length \(\ell_i\) of the horizontal arrow
from \( \tilde{\eta}_{2i-1} \) to \( \tilde{\eta}_{2i} \) is one and 0 otherwise. We have that

\[ D_2 \circ D_3(a) = \sum_{i=1}^{m} a'_i \eta_{2i} =: c. \]

We need to show that \( D_1(c) = D_{12}(c) = D_3(c) = 0 \). In terms of the vertical basis, we have \( c = \sum_{j=0}^{2m} c_j \xi_j \), where \( c_j \in \mathbb{F} \). It suffices to show that \( c_j = 0 \) unless \( j \in \{2, 4, \ldots, 2m\} \), since \( c \) has no outgoing horizontal chains and the vertical chains ending in \( \xi_j \) with \( j \in \{2, 4, \ldots, 2m\} \) only contribute outgoing \( D_{123} \) coefficient maps.

Consider the element \( b = \sum_{i=1}^{m} b_i \xi_{2i-1} \) of \( C^- \). By the definition of vertically simplified basis, \( \partial b \) is congruent modulo \( U \) to \( \sum_{i=1}^{m} b_i \xi_{2i} \), which is congruent to \( \tilde{a} \). That is,

\[ \partial b = \tilde{a} + U \beta \]

for some \( \beta \in C^- \). Since \( \tilde{a} \) is congruent modulo \( U \) to a linear combination of \( \{\tilde{\xi}_2, \tilde{\xi}_4, \ldots, \tilde{\xi}_{2m}\} \), \( \partial \tilde{a} \in U C^- \). By the definition of horizontally simplified basis, we have that

\[ \partial \tilde{a} = U \sum_{i=1}^{m} a'_i \tilde{\eta}_{2i} + U^2 \sum_{i=1}^{m} (a_i - a'_i) U^{\ell_i - 2} \tilde{\eta}_{2i} + U \gamma \]

for some \( \gamma \in C^- \) with \( A(\gamma) \leq A(\tilde{a}) = k \). Now consider \( \partial^2 b \):

\[ 0 = \partial^2(b) = \partial(\tilde{a}) + \partial(U \beta) = U \sum_{i=1}^{m} a'_i \tilde{\eta}_{2i} + U^2 \sum_{i=1}^{m} (a_i - a'_i) U^{\ell_i - 2} \tilde{\eta}_{2i} + U \gamma + U \partial \beta. \]

Dividing by \( U \) and restricting to \( U = 0 \), we find that

\[ \sum_{i=1}^{m} a'_i \tilde{\eta}_{2i} + \gamma + \partial \beta \equiv 0 \pmod{U}. \]

Since \( \sum_{i=1}^{m} a'_i \eta_{2i} = \sum_{j=0}^{2m} c_j \xi_j \), it follows that \( \sum_{i=1}^{m} a'_i \tilde{\eta}_{2i} \) is congruent to \( \sum_{j=0}^{2m} c_j \xi_j \) modulo \( U \). Note that \( c_j = 0 \) unless \( A(\xi_j) = k + 1 \), since \( a'_i \) is only nonzero if \( A(\eta_{2i}) = k + 1 \). Since \( A(\gamma) \leq k \), \( \gamma \) is congruent modulo \( U \) to a linear combination of \( \{\xi_j | A(\xi_j) \leq k\} \). Thus there can be no cancelation between the first two terms above. Finally, \( \partial \beta \) is congruent modulo \( U \) to a linear combination of \( \{\xi_2, \xi_4, \ldots, \xi_{2m}\} \), so we must have that \( c_j = 0 \) unless \( j \in \{2, 4, \ldots, 2m\} \).

\[ \square \]

**Lemma 14.** For any \( -g(K) \leq k \leq g(K) \) and any nonzero \( a \in B'_k \), there does not exist an element \( b \in \overline{CFD}(X^{|n|}_K) \) such that \( D_1 \circ D_2(b) = D_{123}(a) \) or \( D_1 \circ D_{12}(b) = D_{123}(a) \).

As with the previous Lemma, we first give the simpler proof under the assumption that the bases \( \{\xi_1\} \) and \( \{\tilde{\eta}_k\} \) can be identified. We make the further simplifying assumption that \( a \) is a basis element.

**Simplified proof.** Under the simplifying assumption, \( B'_k \) is generated by basis elements of the form \( \xi_{2i} = \eta_{2i-1} \). We assume without loss of generality that \( a = \eta_1 = \xi_2 \). Suppose there exist \( b, c \in \overline{CFD}(X^{|n|}_K) \) such that \( D_1(c) = D_{123}(a) \) and \( c = D_2(b) \) or \( c = D_{12}(b) \). We will produce a contradiction, implying that such a \( b \) does not exist.

The coefficient map \( D_{123} \) on \( a = \xi_2 \) arises from the vertical chain from \( \xi_1 \) to \( \xi_2 \). The form of the vertical chain implies that \( c \) only exists if the length \( h_1 \) of the vertical arrow from \( \xi_1 \)
to \( \xi_2 \) is one. In this case, \( c \) is \( \xi_1 \) plus a linear combination of \( \{ \xi_0, \xi_2, \ldots, \xi_{2m} \} \). \( \xi_1 = \eta_j \) for some \( j \). In fact, \( j \) must be even because the coefficient maps \( D_2 \) and \( D_{12} \) only appear at the end of horizontal and unstable chains and thus \( D_2(b) \) and \( D_{12}(b) \) are linear combinations of \( \{ \eta_0, \eta_2, \ldots, \eta_{2m} \} \).

Consider the element \( \tilde{\xi}_1 = \tilde{\eta}_j \) of \( C^- \). Since \( j \) is even, \( \tilde{\eta}_j \) is in the kernel of the horizontal differential. It follows that \( \partial \tilde{\eta}_j = \tilde{\xi}_2 + U\beta \) where \( A(\beta) \leq A(\tilde{\eta}_j) = k + 1 \). Similarly, \( \partial \tilde{\xi}_2 = \partial \tilde{\eta}_1 = U^\ell \tilde{\eta}_2 + U\gamma \), where \( A(\gamma) \leq k \). Let \( \beta' \) denote the restriction of \( \beta \) to \( F_{k+1}/F_k \). \( \beta' \) is congruent modulo \( U \) to a linear combination of \( \{ \eta_0, \eta_2, \ldots, \eta_{2m} \} \) \( \tilde{\eta}_1 \) is not included because \( A(\tilde{\eta}_1) = 1 \). Thus \( \partial \beta' = \delta + U\epsilon \), where \( \delta \) is a linear combination of \( \{ \eta_0, \eta_2, \ldots, \eta_{2m} \} \) and \( A(\epsilon) \leq k + 1 \). Now consider

\[
0 = \partial^2 \tilde{\eta}_j = \partial(\tilde{\xi}_2) + \partial(U\beta) = U^\ell \tilde{\eta}_2 + + U\gamma + U\partial(\beta).
\]

The restriction of \( \partial^2 \tilde{\eta}_j \) to \( F_k/F_{k-1} \) gives

\[
0 = [\partial^2 \tilde{\eta}_j] = [U^\ell \tilde{\eta}_2 + U\gamma + U\partial(\beta')] = [U^\ell \tilde{\eta}_2 + U\delta] .
\]

Since \( \delta \) is a linear combination of basis elements independent from \( \tilde{\eta}_2 \), the right hand side cannot be zero. This is a contradiction, and so the element \( b \) must not exist. \( \square \)

**Full proof of Lemma 14.** Let \( a = \sum_{i=1}^m \epsilon_{2i} \xi_{2i} \), with \( \epsilon_{2i} \in \mathbb{Z}_2 \), and suppose that \( c \in \text{CFD}(X^n_K) \) such that \( D_1(c) = D_{123}(a) \). Further suppose that \( D_2(b) = c \) or \( D_{12}(b) = c \) for some \( b \). We will reach a contradiction, implying that such a \( b \) does not exist.

Note that for vertical basis elements, \( D_1(\xi_j) = 0 \) if \( j \) is even. If \( j \) is odd, \( D_1(\xi_j) \neq 0 \), and \( D_1(\xi_j) = D_{123}(\xi_{j+1}) \) if and only if the length of the vertical chain from \( \xi_j \) to \( \xi_{j+1} \) is one. Thus in terms of the vertical basis we have \( c = \sum_{j=0}^{2m} c_j \xi_j \), where \( c_j \in \mathbb{Z}_2 \), \( c_{2i-1} = a_{2i} \) for \( i = 1, 2, \ldots, m \), and \( a_{2i} = 0 \) unless the length \( h_i \) of the vertical chain from \( \xi_{2i-1} \) to \( \xi_{2i} \) is one. The coefficient maps \( D_2 \) and \( D_{12} \) only appear at the end of horizontal and unstable chains, so the fact that \( c = D_2(b) \) or \( c = D_{12}(b) \) implies that \( c = \sum_{i=0}^m b_{2i} \eta_{2i} \) for some \( b_{2i} \in \mathbb{Z}_2 \).

Consider the element \( \tilde{c} = \sum_{i=0}^m b_{2i} \tilde{\eta}_{2i} \) of \( C^- \) and note that \( \tilde{c} \) is equivalent modulo \( U \) to \( \sum_{j=0}^{2m} c_j \tilde{\xi}_j \). The definition of vertically simplified basis implies that

\[
\partial \tilde{c} \equiv \sum_{i=1}^m c_{2i-1} \tilde{\xi}_{2i} \equiv \sum_{i=1}^m a_{2i} \tilde{\xi}_{2i} \pmod{U}.
\]

Since \( a = \sum_{i=1}^m a_{2i} \xi_{2i} \) is an element of \( B_k \), it can also be written in terms of the horizontal basis as \( a = \sum_{i=1}^m d_{2i-1} \eta_{2i-1} \), where \( d_{2i-1} = 0 \) unless \( A(\eta_{2i-1}) = k \). It follows that the last sum above is congruent modulo \( U \) to \( \sum_{i=1}^m d_{2i-1} \eta_{2i-1} \). The definition of horizontally simplified basis implies that \( A(\partial \tilde{c}) < A(\tilde{c}) = k + 1 \). Putting all this information together, we have that

\[
\partial \tilde{c} = \sum_{i=1}^m d_{2i-1} \eta_{2i-1} + U\beta ,
\]

where \( A(\beta) \leq k + 1 \).

Modulo \( F_k \), \( \beta \) can be written as a linear combination of horizontal basis elements with Alexander grading \( A(\tilde{\eta}_j) \geq k + 1 \). That is, \( \beta = \sum_{j=0}^{2m} \tilde{\epsilon}_j \tilde{\eta}_j + \epsilon \), where \( \tilde{\epsilon}_j \in \mathbb{F}[U] \) is 0 unless
\[ A(\tilde{c}_j \tilde{\eta}_j) = k + 1 \] and \( A(\epsilon) \leq k \). By the definition of horizontal basis, we have that
\[
\partial \left( \sum_{i=1}^{m} d_{2i-1} \tilde{\eta}_{2i-1} \right) = \gamma_1 + \sum_{i=1}^{m} d_{2i-1} U^{\ell_i} \tilde{\eta}_{2i} \quad \text{and} \quad \partial \left( \sum_{i=0}^{2m} \tilde{c}_i \tilde{\eta}_i \right) = \gamma_2 + \sum_{i=1}^{m} \tilde{c}_{2i-1} U^{\ell_i} \tilde{\eta}_{2i},
\]
where \( A(\gamma_1) < k \) and \( A(\gamma_2) \leq k \). We will consider the restriction of \( \partial^2 \tilde{c} \) to \( \mathcal{F}_k / \mathcal{F}_{k-1} \subset \text{gr}(\mathcal{C}) \).

We have
\[
0 = [\partial^2 \tilde{c}] = \left[ \gamma_1 + \sum_{i=1}^{m} d_{2i-1} U^{\ell_i} \tilde{\eta}_{2i} + U \left( \gamma_2 + \sum_{i=1}^{m} \tilde{c}_{2i-1} U^{\ell_i} \tilde{\eta}_{2i} \right) + U \partial \epsilon \right] \\
= \left[ \sum_{i=1}^{m} d_{2i-1} U^{\ell_i} \tilde{\eta}_{2i} \right] \left[ \sum_{i=1}^{m} \tilde{c}_{2i-1} U^{\ell_i} \tilde{\eta}_{2i} \right] \\
= \sum_{i=1}^{m} d_{2i-1} U^{\ell_i} \tilde{\eta}_{2i} \sum_{i=1}^{m} U^{\ell_i+1} \tilde{\eta}_{2i}.
\]
The first sum is nonzero, since \( a \in B'_k \) is nonzero. However, terms from the second sum can not cancel with terms from the first, since \( d_{2i-1} \) is nonzero only if \( A(\eta_{2i-1}) = k \), and \( \tilde{c}_{2i-1} \) is nonzero only if \( A(\eta_{2i-1}) \geq k + 1 \). This is a contradiction, so the element \( b \) must not exist. \( \square \)

**Lemma 15.** If \( x \) is a nonzero generator in \( B'_k \) for some \( k \), then \( x \) is a durable generator. Moreover, \( D_{123}(x) = y \) is nonzero and is a durable generator.

**Proof.** First we check that \( x \) is durable. It is clear that there are no incoming coefficient maps, since \( B'_k \) does not contain \( \eta_{2i} \) for \( i = 0, \ldots, m \). Outgoing coefficient maps from \( B'_k \) can come either from horizontal chains starting with \( D_3 \), or from vertical chains starting with \( D_{123} \). It follows that \( D_1 \) and \( D_{12} \) are zero on \( B'_k \).

Let \( D_{I_1} \circ \cdots \circ D_{I_r} \) be a composition of coefficient maps which is nonzero on \( x \). We have now that either \( I_1 = 3 \) or \( I_1 = 123 \). Consider first the case that \( I_1 = 3 \). The form of the horizontal chains implies that if \( r > 1 \), \( I_2 \) is either 23 or 2. We need to show that if \( I_2 = 2 \) and \( r > 2 \), then \( I_3 = 123 \). This last statement is proved in Lemma 12. In the case that \( I_1 = 123 \), then the shape of vertical chains implies that if \( r > 1 \), \( I_2 \) must be 23. This completes the proof that \( x \) is durable.

Now consider \( y = D_{123}(x) \). If \( x = \sum_{i=1}^{m} a_i \xi_{2i} \neq 0 \), then \( y = \sum_{i=1}^{m} a_i \kappa_{h_j}^j \neq 0 \). The restrictions on the outgoing chains from \( x \) imply that if \( D_I(y) \) is nonzero, then \( I \) is 23. The form of vertical chains implies that if \( \pi_y \circ D_I(z) = y \) then either \( I = 1 \) or \( I = 123 \). Moreover, if \( I = 123 \) then \( z = x \). Since \( x \) has no incoming coefficient maps, \( \pi_y \circ D_{123} \circ D_I \) is trivial for any \( I \). We also need that \( \pi_y \circ D_1 \circ D_I \) is trivial for any \( I \); this follows from Lemma 14 and the fact that \( y \in D_{123}(\{x\}) \). This proves that \( y \) is durable. \( \square \)

Any generator of \( B'_k \) leads to the desired pair of durable generators. It only remains to show that such a generator must exist for some \( k \).

**Proposition 16.** Suppose \( K \) is not an L-space knot; then \( B'_k \) is nontrivial for some \( k \).
Proof. Note that $K$ is an $L$-space knot if and only if
\begin{equation}
\begin{aligned}
\text{• Each nonzero } B_k \text{ for } -g(K) \leq k \leq g(K) \text{ is one dimensional,} \\
\text{• If } B_k \text{ contains } \eta_{2i-1}, \text{ then it contains one of } \{\xi_0, \xi_1, \xi_3, \ldots, \xi_{2m-1}\}, \\
\text{• If } B_k \text{ contains } \eta_{2i}, \text{ then it contains one of } \{\xi_0, \xi_2, \xi_4, \ldots, \xi_{2m}\}, \\
\text{• If } B_k \text{ contains } \xi_{2i-1}, \text{ then it contains one of } \{\eta_0, \eta_1, \eta_3, \ldots, \eta_{2m-1}\}, \\
\text{• If } B_k \text{ contains } \xi_{2i}, \text{ then it contains one of } \{\eta_0, \eta_2, \eta_4, \ldots, \eta_{2m}\}. \\
\end{aligned}
\end{equation}
(6)

Since $K$ is not an $L$-space knot, there is some integer $k$ such that $B_k$ does not satisfy (6); let $k_0$ be the smallest such $k$. We will show that $B_{k_0}$ is nontrivial.

First note that the vertical basis for $B_{-g(K)}$ is a subset of $\{\xi_0, \xi_1, \ldots, \xi_{2m}\}$ and the horizontal basis is a subset of $\{\eta_0, \eta_1, \eta_3, \ldots, \eta_{2m-1}\}$, since $A(\xi_{2i-1}) > A(\eta_{2i})$ and $A(\eta_{2i}) > A(\eta_{2i+1})$ for $1 \leq i \leq m$. $B_{g(K)}'$ is trivial only if $B_{-g(K)}$ is generated by either $\xi_0$ or $\eta_0$, in which case $B_{-g(K)}$ satisfies (6). Thus if $k_0 = -g(K)$ we are done, and if $k_0 > -g(K)$ we can assume that either $\xi_0$ or $\eta_0$ generate the lowest Alexander grading.

Suppose that $k_0 > -g(K)$. We will assume first that $B_{-g(K)}$ is generated by $\eta_0$. It follows that $\xi_0$ is in the highest occupied Alexander grading, $g(K)$. In fact, by symmetry $B_{g(K)}$ is one dimensional and must be generated by $\xi_0$, and so $B_{g(K)}$ satisfies (6) and $k_0 < g(K)$. Suppose $B_{k_0}$ contains $\xi_{i_0}$ for some odd $i_0$. Then $\xi_{i_0+1}$ has Alexander grading $k_1 < k_0$. Since $B_{k_1}$ satisfies (6), it is one dimensional and $\xi_{i_0+1} = \xi_{i_1}$ for $i_1$ even. If $i_1 \neq 0$, then $\xi_{i_1-1}$ has Alexander grading $k_2 < k_1$. It follows that $B_{k_2}$ is one dimensional and $\xi_{i_1-1} = \xi_{i_2}$ where $i_2$ is odd. We find that $\xi_{i_2+1} = \xi_{i_3}$ with $i_3$ even. Continuing in this way, we construct a chain of generators $\xi_{i_0}, \eta_1, \xi_{i_2}, \ldots$ of decreasing Alexander grading that only ends with $\eta_0$. Since $C^-/UC^-$ is finite dimensional, the chain must end. Similarly, if $B_{k_0}$ contains $\eta_{i_0}$ for some even $i_0 > 0$, then we can construct a chain of generators $\eta_{i_0}, \xi_{i_1} = \eta_{i_0-1}, \eta_{i_2} = \xi_{i_1+1}, \ldots$ with decreasing Alexander grading. This chain must end with $\eta_0$.

Any two such chains starting from $B_{k_0}$ must be disjoint outside $B_{k_0}$. Since each ends in $\eta_0$, there can be at most one such chain. Thus $B_{k_0}$ contains either: (a) at most one of $\{\xi_1, \xi_3, \ldots, \xi_{2m-1}\}$ and none of $\{\eta_2, \eta_4, \ldots, \eta_{2m}\}$, or (b) at most one of $\{\eta_2, \eta_4, \ldots, \eta_{2m}\}$ and none of $\{\xi_1, \xi_3, \ldots, \xi_{2m-1}\}$. Also note that $\eta_0$ and $\xi_0$ are not in $B_{k_0}$, since $-g(K) < k_0 < g(K)$.

If $B_{k_0}$ contains none of $\{\xi_1, \xi_3, \ldots, \xi_{2m-1}\}$ and none of $\{\eta_2, \eta_4, \ldots, \eta_{2m}\}$, then $B_{k_0}' = B_{k_0}$ is nontrivial. If $B_{k_0}$ contains $\eta_{2i}$ for some $1 \leq i \leq m$, then $B_{k_0}' = B_{k_0}/\text{span}\{\eta_{2i}\}$. It follows that $B_{k_0}'$ is nontrivial, since if $B_{k_0} = \text{span}\{\eta_{2i}\}$ then (6) is satisfied. Finally, if $B_{k_0}$ contains $\xi_{2i-1}$ for some $1 \leq i \leq m$, then $B_{k_0}' = B_{k_0}/\text{span}\{\xi_{2i-1}\}$ is nontrivial, since if $B_{k_0} = \text{span}\{\xi_{2i-1}\}$ then (6) is satisfied.

The case that $B_{-g(K)}$ is generated by $\eta_0$ instead of $\xi_0$ is completely identical, except that the chains of generators of decreasing Alexander grading described above terminate in $\eta_0$ instead of $\xi_0$. \hfill \Box

3.3. Durable generators for $L$-space knots. The pairs of durable generators described in the preceding section do not exist for $L$-space knots; indeed, for an $L$-space knot the spaces $B_k'$ are trivial for any $k$. However, we can find similar pairs of generators for certain framings.

**Proposition 17.** Let $K$ be an $L$-space knot with framing $n$, such that $n < 2\tau(K)$ if $\tau(K) > 0$ and $n > 2\tau(K) + 1$ if $\tau(K) < 0$. Then $\text{CFD}(X_K^{[n]})$ has a pair of durable generators $\mathbf{x}$ and $y = D_{123}(x)$. 
Figure 3. The portion of $\hat{CFD}(X^{[n]}_K)$ for an $L$-space knot complement containing the pair of durable generators or the pair of weakly durable generators. (a) represents a knot with $\tau(K) > 0$ and $n < 2\tau(K)$; (b) represents a knot with $\tau(K) < 0$ and $n > 2\tau(K)$. The dotted arrow represents a chain of $D_{23}$ arrows whose length depends on $n$.

Proof. Using the basis for $\hat{CFD}(X^{[n]}_K)$ described in Section 2.4, we simply take $x$ to be $x_0$. $y = D_{123}(x)$ is $y^0_{t_0}$ if $\tau(K) > 0$ or $y^{2k}_{t_0}$ if $\tau(K) < 0$. The relevant portion of $\hat{CFD}(X^{[n]}_K)$ is pictured in Figure 3; it is easy to check that the generator $x$ and $y$ satisfy Definition 6. □

Framed complements of $L$-space knots which are not addressed by Proposition 17 do not have a pair of durable generators separated by the coefficient map $D_{123}$. However, all $L$-space knot complements have a pair of weakly durable generators in $\hat{CFD}(X^{[n]}_K)$. Using the basis described in Section 2.4, let $x = x_0$ and $y = y^0_{t_0}$ if $\tau(K) > 0$. If $\tau(K) < 0$, take $x = x_1$ and $y = y^1_{t_1}$. In either case, $D_{123}(x) = y$, and $x$ and $y$ are weakly durable. The coefficient maps into and out of $x$ and $y$ can be seen in Figure 3 if we replace the unstable chain according to the framing, as described in Section 2.4.

3.4. Proving the only if statement. First note that it is sufficient to prove Theorem 2 when $\tau(K_1) \geq 0$, since the result for $\tau(K_1) < 0$ follows by taking the mirror image of both framed knot complements. Using pairs of durable generators we can now prove that splicing integer framed knot complements never produces an $L$-space if at least one of the knots (we may assume it is $K_1$) is a non-$L$-space knot or has framing $n_1$ such that $n_1 < 2\tau(K_1)$ with $\tau(K_1) > 0$. Indeed, we have shown that in this case $\hat{CFD}(X^{[n_1]}_{K_1})$ has a pair of durable generators $x_1$ and $y_1 = D_{123}(x_1)$, and that $\hat{CFD}(X^{[n_2]}_{K_2})$ has a pair of weakly durable generators $x_2$ and $y_2 = D_{123}(x_2)$. That the spliced manifold is not an $L$-space follows from Proposition 11.
To prove the only if direction of Theorem 2, the only case left to consider is that \( K_1 \) and \( K_2 \) are \( L \)-space knots, \( n_1 = 2\tau(K_1) \), \( n_2 = 2\tau(K_2) \), and \( \tau(K_1) \) and \( \tau(K_2) \) are both positive. In this case we will make use of an explicit basis for \( \text{CFD} \) of each framed complement. Let \( \{x_0, \ldots, x_{2k}\} \) and \( \cup_{i=0}^{2k}\{y_i', \ldots, y_i''\} \) be the bases for \( \tau_0 \widehat{\text{CFD}}(X_{K_1}^{[n_1]}) \) and \( \tau_1 \widehat{\text{CFD}}(X_{K_1}^{[n_1]}) \), respectively, described in Section 2.4. Let \( \{u_0, \ldots, u_{2m}\} \) and \( \cup_{i=0}^{2m}\{v_i, \ldots, v_i'\} \) be analogous bases for \( \tau_0 \widehat{\text{CFD}}(X_{K_2}^{[n_2]}) \) and \( \tau_1 \widehat{\text{CFD}}(X_{K_2}^{[n_2]}) \). We use a bar to denote the corresponding type \( A \) generators.

Consider the generators \( \bar{x}_0 \otimes u_0 \) and \( \bar{y}_{l_0}^0 \otimes \bar{v}_{l_0}^0 \) in \( \widehat{\text{CFD}}(X_{K_1}^{[n_1]}) \otimes \widehat{\text{CFD}}(X_{K_2}^{[n_2]}) \). Equations (3) and (5) imply that

\[
gr(\bar{x}_0) \neq gr(x_0) = gr(\bar{y}_{l_0}^0) = gr(\bar{v}_{l_0}^0)
\]

and

\[
gr(u_0) \neq gr(v_{l_0}^0).
\]

It follows that \( \bar{x}_0 \otimes u_0 \) and \( \bar{y}_{l_0}^0 \otimes \bar{v}_{l_0}^0 \) have opposite \( \mathbb{Z}_2 \) gradings. We will show that both generators survive in homology, implying that \( Y(K_1^{[n_1]}, K_2^{[n_2]}) \) is not an \( L \)-space.

Any \( A_\infty \) operation that evaluates to \( x_0 \) must have \( \rho_2 \) as its last input. Since there is no incoming coefficient map \( D_2 \) at \( u_0 \), \( x_0 \otimes u_0 \) has no incoming differentials. Any nontrivial operation \( m_{k+1}(x_0, \rho_1, \ldots, \rho_r) \) must have \( I_1 = 3 \). Since \( D_3(0) = 0 \), \( x_0 \otimes u_0 \) has no outgoing differentials.

There are no nontrivial \( A_\infty \) operations starting at \( \bar{y}_{l_0}^0 \), and if \( m_{k+1}(z, \rho_1, \ldots, \rho_r) = \bar{y}_{l_0}^0 \) for some \( z \) in \( \widehat{\text{CFD}}(X_{K_1}^{[n_1]}) \) and some intervals \( I_1, \ldots, I_r \), then \( I_r \) is 1, 3, or 23 and if \( I_r = 1 \) then \( r > 1 \) and \( I_{r-1} = 2 \). Since

\[
\pi_{v_{l_0}^0} \circ D_3, \quad \pi_{v_{l_0}^0} \circ D_{23}, \quad \text{and} \quad \pi_{v_{l_0}^0} \circ D_1 \circ D_2
\]

are trivial on \( \widehat{\text{CFD}}(X_{K_2}^{[n_2]}) \), there can be no differentials into or out of \( \bar{y}_{l_0}^0 \otimes \bar{v}_{l_0}^0 \).

3.5. \textit{L}-spaces produced by splicing. It remains to prove the if direction of Theorem 2. That is, we need to prove that for \( L \)-space knots with appropriate framings the manifold \( Y(K_1^{[n_1]}, K_2^{[n_2]}) \) is an \( L \)-space. This is more difficult in the sense that we must consider all of \( \widehat{HF} \); to show something is not an \( L \)-space it is sufficient to find one generator with the wrong \( \mathbb{Z}_2 \) grading, but now we must show that every generator has the same grading. Fortunately the simple form of \( \widehat{\text{CFD}} \) for \( L \)-space knot complements makes this possible.

Let \( K_1 \) and \( K_2 \) be \( L \)-space knots and suppose that

- \( n_i \geq 2\tau(K_i) > 0 \) or \( n_i \leq 2\tau(K_i) < 0 \) for \( i \in \{1, 2\} \);
- if \( \tau(K_1) \) and \( \tau(K_2) \) have the same sign, then \( n_1 \neq 2\tau(K_1) \) or \( n_2 \neq 2\tau(K_2) \).

Let \( \{x_0, \ldots, x_{2k}\} \) and \( \cup_{i=0}^{2k}\{y_i', \ldots, y_i''\} \) be the bases for \( \tau_0 \widehat{\text{CFD}}(X_{K_1}^{[n_1]}) \) and \( \tau_1 \widehat{\text{CFD}}(X_{K_1}^{[n_1]}) \), respectively, described in Section 2.4. Let \( \{u_0, \ldots, u_{2m}\} \) and \( \cup_{i=0}^{2m}\{v_i, \ldots, v_i'\} \) be analogous bases for \( \tau_0 \widehat{\text{CFD}}(X_{K_2}^{[n_2]}) \) and \( \tau_1 \widehat{\text{CFD}}(X_{K_2}^{[n_2]}) \). We use bars to denote the corresponding type \( A \) basis elements.

The \( \mathbb{Z}_2 \) grading on \( \widehat{\text{CFD}}(X_{K_2}^{[n_2]}) \) can be computed by declaring that \( gr(v_i^0) = 0 \) and using Equations (3) and (5). We find that all the generators in \( \tau_1 \widehat{\text{CFD}}(X_{K_2}^{[n_2]}) \) have grading 0. Generators of \( \tau_0 \widehat{\text{CFD}}(X_{K_2}^{[n_2]}) \) at the end of a horizontal or vertical chain (lower left corners) have grading 0, while those at the beginning of a horizontal or vertical chain (upper right
corners) have grading 1. The computation of the $\mathbb{Z}_2$ grading of $\widehat{CFD}(X^{[n_1]}_{K_2})$ is exactly the same, and to obtain the grading on $\widehat{CFA}(X^{[n_1]}_{K_1})$ we simply switch the grading for generators with idempotent $ι_0$.

We must prove that $Y(K_1^{[n_1]}, K_2^{[n_2]})$ is an $L$-space. Recall that

$$\widehat{CF}(Y(K_1^{[n_1]}, K_2^{[n_2]})) \cong \widehat{CFA}(X^{[n_1]}_{K_1}) \boxtimes \widehat{CFD}(X^{[n_2]}_{K_2})$$

$$\cong \bigoplus_{\ell \in \{0,1\}} \iota_\ell \widehat{CFA}(X^{[n_1]}_{K_1}) \boxtimes \iota_\ell \widehat{CFD}(X^{[n_2]}_{K_2})$$

All generators of $\iota_1 \widehat{CFA}(X^{[n_1]}_{K_1})$ and $\iota_1 \widehat{CFD}(X^{[n_2]}_{K_2})$ have grading 0, and thus all generators in the $\ell = 1$ summand above have grading 0. We will show that all generators in the $\ell = 0$ summand with grading 1 cancel in homology.

For simplicity, we assume that $\tau(K_1) > 0$ (if $\tau(K_1) < 0$, the result follows by taking the mirror image of both knot complements). We consider the cases of $\tau(K_2) < 0$ and $\tau(K_2) > 0$ separately.

**Case 1:** $\tau(K_2) < 0$. For $0 \leq i \leq 2k$, $gr(\bar{x}_i)$ is 1 if $i$ is even and 0 if $i$ is odd. For $0 \leq j \leq 2m$, $gr(u_j)$ is 1 if $j$ is even and 0 if $j$ is odd. So the generators in the tensor product that need to cancel in homology are $\bar{x}_i \otimes u_j$ where $i$ and $j$ have opposite parity.

First suppose that $j$ is odd and $i$ is even. We can see in Figure 4 that $u_j$ has an incoming $D_2$ coefficient map. More precisely, $D_2(v_{h_{j-1}}^{j-1}) = u_j$. Similarly $x_i$ has an incoming $D_2$ coefficient map unless $i = 0$ and $n_1 = 2\tau(K_1)$. If $i$ is even and nonzero, then $D_2(y_{l_{i-1}}^{i-1}) = x_i$. According

**Figure 4.** The relevant portion of $\widehat{CFD}(X^{[n_2]}_{K_2})$ near $u_j$ when $gr(u_j) = 0$ if (a) $j \neq 0$, (b) $j = 0$ and $n_2 > 2\tau(K_2)$, or (c) $j = 0$ and $n_2 = 2\tau(K_2)$.
Figure 5. The relevant portion of $\hat{\text{CFD}}(X_{K_2}^{[n_2]})$ near $u_j$ when $gr(u_j) = 1$ if (a) $j \neq 0$, (b) $j = 0$ and $n_2 < 2\tau(K_2)$, or (c) $j = 0$ and $n_2 = 2\tau(K_2)$.

to the algorithm for computing $\hat{\text{CFA}}$ from $\hat{\text{CFD}}$, this means that $m_2(y_{i_{i-1}}^{j-1}, \rho_2) = \bar{x}_i$. It is easy to check that there are no other coefficient maps into $u_j$ or $A_\infty$ operations evaluating to $\bar{x}_i$. It follows that there is a differential from $\bar{y}_{i_{i-1}}^{j-1} \otimes v^{j-1}_{h_{j-1}}$ to $\bar{x}_i \otimes u_j$. If $i = 0$ and $n_1 > 2\tau(K_1)$ then $D_2(y_{t_{2k}}^{j-1}) = x_i$. It similarly follows that there is a differential from $\bar{y}_{t_{2k}}^{j-1} \otimes v^{j-1}_{h_{j-1}}$ to $\bar{x}_i \otimes u_j$. If $i = 0$ and $n_1 = 2\tau(K_1)$ then $x_i$ does not have an incoming $D_2$ coefficient map. However, in that case we have the incoming coefficient maps

$$D_{12}(x_{2k}) = x_0 \quad \text{and} \quad D_{12} \circ D_2(y_{t_{2k-1}}^{2k-1}) = x_0.$$ 

$\hat{\text{CFA}}(X_{K_1}^{[n]})$ has the corresponding $A_\infty$ operations

$$m_3(\bar{x}_{2k}; \rho_3, \rho_2) = \bar{x}_0 \quad \text{and} \quad m_3(\bar{y}_{t_{2k-1}}^{2k-1}; \rho_{23}, \rho_2) = \bar{x}_0.$$ 

It follows that there is a differential to $\bar{x}_0 \otimes u_j$ from $\bar{x}_{2k} \otimes u_{j-1}$ if $h_{j-1} = 1$ or from $\bar{y}_{t_{2k-1}}^{2k-1} \otimes v^{j-1}_{h_{j-1}}$ if $h_{j-1} > 1$.

Now suppose that $j$ is even and $i$ is odd. We can see from Figure 5 that $x_i$ has two outgoing coefficient maps

$$D_1(x_i) = y_i^{j-1} \quad \text{and} \quad D_3(x_i) = y_i^{j},$$

so $\bar{x}_i$ has the outgoing $A_\infty$ operations

$$m_2(\bar{x}_i; \rho_3) = \bar{y}_i^{j-1} \quad \text{and} \quad m_2(\bar{x}_i; \rho_1) = \bar{y}_i^{j}.$$
If \( j = 0 \) then \( D_3(u_j) = v_0^1 \); it follows that there is a differential from \( \bar{x}_i \otimes u_j \) to \( y_{i-1}^j \otimes v_1^0 \). If \( j > 0 \) then \( D_1(u_j) = v_1^{i-1} \) and there is a differential from \( \bar{x}_i \otimes u_j \) to \( y_{1}^j \otimes v_1^{i-1} \).

We have shown that each \( \bar{x}_i \otimes u_j \) with grading 1 can be canceled with another generator in homology, as summarized in Table 1. Using the table, it is straightforward to check that all these generators can be canceled at once, that is, that none of the canceling generators are used twice. Therefore all surviving generators in \( HF(Y(K_1^{[n_1]}, K_2^{[n_2]}) \) have \( \mathbb{Z}_2 \) grading 0 and \( Y(K_1^{[n_1]}, K_2^{[n_2]}) \) is an \( L \)-space.

**Case 2:** \( \tau(K_2) > 0 \). For \( 0 \leq i \leq 2k \), \( gr(\bar{x}_i) \) is 1 if \( i \) is even and 0 if \( i \) is odd. For \( 0 \leq j \leq 2m \), \( gr(u_j) \) is 0 if \( j \) is even and 1 if \( j \) is odd. So the generators in the tensor product that need to cancel in homology are \( \bar{x}_i \otimes u_j \) where \( i \) and \( j \) have the same parity.

First suppose that \( i \) and \( j \) are both odd. We can see from Figure 3 that \( D_1(x_i) = y_{i-1}^j \), and thus \( m_2(\bar{x}_i, \rho_3) = y_{i-1}^j \). We also see that \( D_3(u_j) = v_1^j \). It follows that there is a differential in the box tensor product from \( \bar{x}_i \otimes u_j \) to \( y_{i-1}^j \otimes v_1^j \).

Now suppose that \( i \) and \( j \) are both even. Table 2 lists several incoming chains of coefficient maps at \( u_j \), depending on \( j \) and \( n_2 \) (see also Figure 4). There are similar chains of coefficient maps ending in \( x_i \), and Table 3 contains the corresponding \( A_\infty \) operations which evaluate to \( \bar{x}_i \).

We can find an \( A_\infty \) operation in Table 3 that pairs with a sequence of coefficient maps in Table 2 for any combination of \( i \), \( j \), \( n_1 \), and \( n_2 \) unless \( i = j = 0 \), \( n_1 = 2\tau(K_1) \) and \( n_2 = 2\tau(K_2) \), but this case is excluded by assumption since \( \tau(K_1) \) and \( \tau(K_2) \) are both positive. For example, if \( i > 0 \) and \( j > 0 \) the operation \( m_2(y_{i-1}^j, \rho_3) = \bar{x}_i \) pairs with the nontrivial coefficient map \( D_2(v_{j-1}^j) = u_j \) to produce a differential in the box tensor product form \( y_{i-1}^{j-1} \otimes v_{j-1}^{j-1} \) to \( \bar{x}_i \otimes u_j \). If \( i = 0 \), \( n_1 = 2\tau(K_1) \), \( j > 0 \), and \( h_{j-1} = 1 \) then there are operations which pair in the tensor product to produce a differential from \( \bar{x}_2k \otimes u_{j-1} \) to \( \bar{x}_i \otimes u_j \).

The canceling generator for each combination is listed in Table 4. We can check that no canceling differentials are used twice, so all of these generators may be cancelled when taking homology. Since all surviving generators of \( HF(Y(K_1^{[n_1]}, K_2^{[n_2]}) \) have \( \mathbb{Z}_2 \) grading 0, \( Y(K_1^{[n_1]}, K_2^{[n_2]}) \) is an \( L \)-space.

| \( i \), \( j \) | canceling generator |
|-----------------|-------------------|
| \( i > 0 \) even, \( j \) odd | \( y_{i-1}^{j-1} \otimes v_{h_j}^{j-1} \) |
| \( i = 0 \), \( j \) odd | \( y_{2k}^{2k} \otimes v_{h_j}^{j-1} \) if \( n_1 > 2\tau(K_1) \) \( \bar{x}_{2k} \otimes u_j \) if \( n_1 = 2\tau(K_1) \) and \( h_{j-1} = 1 \) \( y_{2k}^{2k-1} \otimes v_{h_j}^{j-1} \) if \( n_1 = 2\tau(K_1) \) and \( h_{j-1} > 1 \) |
| \( i \) odd, \( j > 0 \) even | \( y_{1}^{j} \otimes v_{1}^{j-1} \) |
| \( i \) odd, \( j = 0 \) | \( y_{1}^{j-1} \otimes v_{1}^{0} \) |

Table 1. Generators of \( CFA(X_{K_1}^{[n_1]} \otimes CFD(X_{K_2}^{[n_2]}) \) which cancel in homology with \( \bar{x}_i \otimes u_j \) (there is a differential to the canceling generator from \( \bar{x}_i \otimes u_j \)). We assume that \( \tau(K_1) > 0 \) and \( \tau(K_2) < 0 \).
Theorem 2 can be extended to include rational framings. Equivalently, we ask the following:

Table 2. Some chains of coefficient maps ending in $u_j$ for $j$ even and $\tau(K_2) > 0$.

| $j \neq 0$ |
|----------------|
| $D_2(v_{h_{j-1}}^{j-1}) = u_j$ |
| $D_2 \circ D_3(x_{j-1}) = u_j$ if $h_{j-1} = 1$ |
| $D_2 \circ D_2(v_{h_{j-1}}^{j-1}) = u_j$ if $h_{j-1} > 1$ |

| $j = 0$ and $n_2 > 2\tau(K_2)$ |
|----------------|
| $D_2(v_{h_{2m}}^{2m}) = u_j$ |
| $D_2 \circ D_3(u_{2m}) = u_j$ if $h_{2m} = 1$ |
| $D_2 \circ D_2 \circ D_2(v_{h_{2m}}^{2m-1}) = u_j$ if $h_{2m} = 1$ |
| $D_2 \circ D_2 \circ D_3(v_{h_{2m}}^{2m-1}) = u_j$ if $h_{2m} > 1$ |

| $j = 0$ and $n_2 = 2\tau(K_2)$ |
|----------------|
| $D_2(u_{2m}) = u_j$ |
| $D_2 \circ D_2(v_{h_{2m}}^{2m-1}) = u_j$ |
| $D_2 \circ D_2 \circ D_3(u_{2m-1}) = u_j$ if $h_{2m-1} = 1$ |
| $D_2 \circ D_2 \circ D_2(v_{h_{2m-1}}^{2m-1}) = u_j$ if $h_{2m-1} > 1$ |

Table 3. Some $A_\infty$ operations evaluating to $\bar{x}_i$ for $i$ even and $\tau(K_1) > 0$.

| $i \neq 0$ |
|----------------|
| $m_2(x_{i-1}, \rho_2) = \bar{x}_i$ |
| $m_2(x_{i-1}, \rho_{12}) = \bar{x}_i$ if $\ell_{i-1} = 1$ |
| $m_3(x_{i-1-1}, \rho_2, \rho_{12}) = \bar{x}_i$ if $\ell_{i-1} > 1$ |

| $i = 0$ and $n_1 > 2\tau(K_1)$ |
|----------------|
| $m_2(y_{2k}^{2k}, \rho_2) = \bar{x}_i$ |
| $m_4(x_{2k}, \rho_3, \rho_2, \rho_{12}) = \bar{x}_i$ if $\ell_{2k} = 1$ |
| $m_4(y_{2k}^{2k-1}, \rho_3, \rho_2, \rho_{12}) = \bar{x}_i$ if $\ell_{2k} = 1$ |
| $m_3(y_{2k}^{2k-1}, \rho_2, \rho_{12}) = \bar{x}_i$ if $\ell_{2k} > 1$ |

| $i = 0$ and $n_1 = 2\tau(K_1)$ |
|----------------|
| $m_3(x_{2k}, \rho_3, \rho_2) = \bar{x}_i$ |
| $m_3(y_{2k}^{2k-1}, \rho_2, \rho_{12}) = \bar{x}_i$ |
| $m_3(x_{2k-1}, \rho_{123}, \rho_2) = \bar{x}_i$ if $\ell_{2k-1} = 1$ |
| $m_4(y_{2k-1}^{2k-1}, \rho_2, \rho_{123}, \rho_2) = \bar{x}_i$ if $\ell_{2k-1} > 1$ |

4. Future directions

Having addressed splicing of integer framed knot complements, it is natural to ask if Theorem 2 can be extended to include rational framings. Equivalently, we ask the following:
The challenge in extending the proof of Theorem 2 to answer Question 1 is the complexity of $\text{CFD}$ of the knot complements. For integer framings, we can easily produce a bordered invariant from $\text{CFK}^-$ and the impact of changing the framing is minimal, but the case of rational framing is less well understood. The techniques used in this paper may be valuable in answering Question 1, but we would first need a sufficiently simple description of $\text{CFD}$ of a rationally framed knot complement.

In the meantime, we can guess an answer to Question 1 by viewing the problem in a broader context. The following conjecture is motivated by recent work of Boyer and Clay concerning graph manifolds \cite{BC}. An important ingredient is the twisted $I$-bundle over the torus, denoted $N_2$. For a manifold $M$ with torus boundary, an $N_2$-filling of $M$ along a curve $\gamma$ in $\partial M$ will mean a manifold obtained by gluing $N_2$ to $M$ so that the rational longitude of $N_2$ is identified with $\gamma$. The results in \cite{BC} conjecturally imply that gluing together two graph manifolds along their common torus boundary produces an $L$-space if and only if there is some rational curve $\gamma$ on the boundary torus such that $N_2$-filling either manifold along $\gamma$ produces an $L$-space.

We can speculate that this principle extends beyond graph manifolds, and perhaps that it applies to gluing knot complements. This idea motivates the following conjecture:
Conjecture 1. For \( i \in \{1, 2\} \), let \( K_i \) be a nontrivial knot in an \( L \)-space homology sphere \( Y_i \) with meridian \( \mu_i \) and Seifert longitude \( \lambda_i \). If \( \tau(K_1) > 0 \), let \( t = 2\tau(K_1) - 1 \) and if \( \tau(K_1) < 0 \), let \( t = 2\tau(K_1) + 1 \). Let \( Y \) be the manifold obtained by gluing the exterior of \( K_1 \) to the exterior of \( K_2 \) such that

\[
\mu_1 \text{ is identified with } p\mu_2 + q\lambda_2 \quad \text{and} \quad \lambda_1 + t\mu_1 \text{ is identified with } r\mu_2 + s\lambda_2.
\]

Then \( Y \) is an \( L \)-space if and only if all of the following hold:

1. \( K_1 \) and \( K_2 \) are \( L \)-space knots;
2. If \( \tau(K_1) > 0 \), then \( p \cdot q > s \); if \( \tau(K_1) < 0 \), then \( p \cdot q < s \);
3. If \( \tau(K_2) > 0 \), then \( \frac{p}{q}, \frac{r}{s} \in (2\tau(K_2) - 1, \infty) \); if \( \tau(K_2) < 0 \), then \( \frac{p}{q}, \frac{r}{s} \in (-\infty, 2\tau(K_2) + 1) \).

We conclude by noting that Theorem 2 is consistent with this conjecture. When we splice \( X_{K_1}^{[n_1]} \) with \( X_{K_2}^{[n_2]} \), we have the following identifications:

\[
\mu_1 \leftrightarrow n_2\mu_2 + \lambda_2 \quad \text{and} \quad \lambda_1 + n_1\mu_1 \leftrightarrow \mu_2.
\]

Adding \( (t - n_1) \) copies of the first line to the second tells us that

\[
\lambda_1 + t\mu_1 \leftrightarrow ((t - n_1)n_2 + 1)\mu_2 + (t - n_1)\lambda_2.
\]

In the notation of Conjecture 1, we have

\[
\frac{p}{q} = n_2 \quad \text{and} \quad \frac{r}{s} = n_2 + \frac{1}{t - n_1}.
\]

The conditions on \( p, q, r, \) and \( s \) in Conjecture 1 imply the conditions on \( n_1 \) and \( n_2 \) in Theorem 2.
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