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I. INTRODUCTION

In the past few decades, researchers have found that the neural networks work like a function approximation machine: By training in the machine learning applications, the neural networks learn to approximate the unknown underlying mapping function from inputs to outputs [1]. Previous works proved that the combination of the linear neuron network with nonlinear activation functions (e.g., ReLu) can achieve nonlinear function approximation [2]. By embedding massive linear neurons and activation functions, the nonlinearity of approximation can be enhanced theoretically. However, simply widening or deepening the network structure will introduce some training problems [3, 4].

Recently, some works investigated such nonlinear functional approximation from another angle: by directly modifying the first-order function in the original neuron to a second-order version, they upgraded the linear neuron to a quadratic one. Compared with the linear neuron, the quadratic neuron shows following two major advantages: 1) Due to the second-order function inside, the quadratic neuron has a nonlinear functional approximation itself, which potentially eliminates the need for nonlinear activation functions. Therefore, the structures of the second-order CNNs can be more unified and simplified, improving the training converge speed. 2) Higher approximation ability indicates that much more information is encoded into each quadratic neuron. Therefore, the second-order CNN shows higher generalization ability, directly benefiting the learning performance (e.g., prediction accuracy). However, most of the previous works still focused on the quadratic neuron design [5–7], ignoring the challenges and corresponding solutions during network practical deployment.

In this work, we are aiming to build a comprehensive second-order CNN implementation framework includes neuron/network design and system deployment optimization. Specifically, we first consider both computation-efficient and implementation-friendly requirements during the quadratic neuron design phase, decreasing the space and time complexity of the proposed quadratic neuron from $O(n^2)$ to $O(n)$. Second, we identify the potential challenges during the second-order network deployment in two levels: compiler/library, and hardware resource. We propose the corresponding optimization solutions to enable the second-order CNN can achieve an optimal performance during deployment. Finally, we conduct preliminary experiments to show the proposed second-order CNN design has better learning performance and converge speed. The results also provide the fundamental baselines for the further deployment optimization.

II. IMPLEMENTATION ORIENTED QUADRATIC NEURAL DESIGN

Recently, quadratic neuron drew more attentions from research community and several quadratic neuron formulations are proposed [5–7]. The most popular one among them is formulated as:

$$X_{out} = \sum_{i=0}^{n} \sum_{j=0}^{n} w_{ij} x_i x_j = x^T W_{\eta} x$$  \hspace{1cm} (1)$$

where $x^T$ denotes the transposition of the input vector and $W_{\eta}$ represents a $n \times n$ trainable weight matrix. This quadratic neuron formulation has $O(n^2)$ time and space complexity, which is not practical for large neuron network with thousands even millions neurons. Moreover, the implementation of such quadratic neuron design is difficult since the state-of-the-art deep learning frameworks can hardly support it.

By considering the above two limitations, we propose a new quadratic neuron formulation, which is shown in Fig. 1. We decompose $W_{\eta}$ into two weight vectors so the proposed quadratic neuron is composed of three ordinary linear neurons:

$$X_{out} = (\sum_{i=1}^{n} x_{ia} w_{ia} + b_a) (\sum_{i=1}^{n} x_{ib} w_{ib} + b_b) + (\sum_{i=1}^{n} x_{ic} w_{ic} + b_c)$$  \hspace{1cm} (2)$$

where $w_{ia}$, $w_{ib}$, and $w_{ic}$ are trainable weights in three neurons. This quadratic neuron design addresses the above two problems, reducing both space and time complexity to $O(n)$ and can be easily implemented on the current deep learning frameworks such as Pytorch and Tensorflow. Moreover, compared with other recent quadratic neuron works [6,7], our proposed neuron has better learning performance and can converge faster (will show in the experiment part).
Since the proposed quadratic neuron demonstrates the strong nonlinearity of function approximation, we exclude the activation functions from the proposed second-order CNN structure. The network without activation functions will have two characteristics: 1) any parameter in the network can directly derive its close-formed partial derivative, provides the insights for deployment optimization during the backward process. 2) it has computation workload reduction and faster converge speed (will show in the experiment part).

### III. SECOND-ORDER CNN DEPLOYMENT OPTIMIZATION

Although we successfully upgraded the network structure to second-order, the current deep learning computing system is originally designed for the first-order CNNs. Therefore, several issues will be introduced in the following system levels due to this mismatch.

**Compiler/Library Level:** Currently, most of the network optimization functions provided by the deep learning libraries are first-order such as SGD [8], which are specifically optimized for the first-order networks. On the contrary, our second-order CNN naturally achieves optimal converge speed under the second-order optimization methods. Therefore, we optimize the current libraries to enable them to support the second-order optimization methods. One specific technique we can use is adding Newton method (a representative second-order optimization method) and its corresponding Hessian matrix calculation function into optimization library (i.e. the library that defines the optimizer).

**Hardware Resource Level:** During the network implementation on hardware, memory resource is always a main concern. Since a second-order CNN leverages more parameters in each neuron to achieve better nonlinear function approximation ability, directly applying current memory management scheme will bring higher memory occupancy rate. Therefore, we propose an optimized memory management scheme to reduce memory cost of the second-order CNN. By considering the fact that parameters have close-formed partial derivative expressions, the proposed scheme can only store part of essential parameters’ gradients (e.g. the output and input of each neuron) and calculate others based on the stored ones.

### IV. PRELIMINARY EXPERIMENTS

In order to evaluate the second-order CNN’s design superiority in terms of learning performance and converge speed, we conduct two preliminary experiments. The experiment results also provide a performance proof and a fundamental baseline for the deployment optimization as well.

A multilayer perceptron and a ConvNet structure are evaluated on the MNIST [9] and CIFAR-10 [10] datasets, separately. The performance of the proposed second-order CNN is compared with a first-order CNN, and another second-order CNN proposed in [6] (all of them have same neuron numbers). Table I and Table II show the comparison results. From the tables we can find: 1) First-order CNNs highly depend on activation functions to increase their nonlinearity of approximation abilities while second-order CNNs not. Actually, removing “ReLu” from our second-order CNN will make the network structure become more unified, improving converge speed at most 20%. 2) Compared with the previous second-order CNN [6], our proposed CNN shows 5% higher prediction accuracy with 2.5× faster converge speed. This is because our network is more robust during the training phase. 3) If optimization method is switched from SGD to L-BFGS (second order quasi-newton method), the training is speedup, showing the potential improvement introduced by library-level optimization. By applying other optimization strategies, both the epochs and time/epoch are expected to achieve further reduction.

### V. CONCLUSION

In this work, we proposed a comprehensive second-order CNN implementation framework which includes the new quadratic neuron design and system deployment optimization. The experiment results show the superiority of the proposed second-order CNN than previous works w.r.t learning performance and training converge speed.
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### TABLE I: Evaluation of Multiple Perceptron on MNIST

| Neuron Type | ReLu | Accuracy | Epoch | Time/Epoch |
|-------------|------|----------|-------|------------|
| First-order | Yes  | 76.81%   | 23    | 2.1s       |
| First-order | No   | 72%      | 9     | 2.1s       |
| [6]         | Yes  | 97.37%   | 9     | 2.3s       |
| [6]         | No   | 97.31%   | 7     | 2.3s       |
| Ours        | Yes  | 97.25%   | 9     | 2.2s       |
| Ours        | No   | 97.47%   | 8     | 2.2s       |
| Ours(L-BFGS)| No   | 97.66%   | 4     | 3.9s       |

### TABLE II: Evaluation of ConvNet on CIFAR-10

| Neuron Type | ReLu | Accuracy | Epoch | Time/Epoch |
|-------------|------|----------|-------|------------|
| First-order | Yes  | 76%      | 135   | 2.7s       |
| First-order | No   | 72%      | 172   | 2.4s       |
| [6]         | Yes  | 75%      | 179   | 4.4s       |
| [6]         | No   | 73%      | 161   | 4.3s       |
| Ours        | Yes  | 78%      | 74    | 4.4s       |
| Ours        | No   | 78%      | 60    | 4.1s       |
| Ours(L-BFGS)| No   | 78%      | 47    | 7.9s       |