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Abstract—In this paper, we investigate adaptive nonlinear regression and introduce tree based piecewise linear regression algorithms that are highly efficient and provide significantly improved performance with guaranteed upper bounds in an individual sequence manner. We use a tree notion in order to partition the space of regressors in a nested structure. The introduced algorithms adapt not only their regression functions but also the complete tree structure while achieving the performance of the “best” linear mixture of a doubly exponential number of partitions, with a computational complexity only polynomial in the number of nodes of the tree. While constructing these algorithms, we also avoid using any artificial “weighting” of models (with highly data dependent parameters) and, instead, directly minimize the final regression error, which is the ultimate performance goal. The introduced methods are generic such that they can readily incorporate different tree construction methods such as random trees in their framework and can use different regressor or partitioning functions as demonstrated in the paper.
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I. INTRODUCTION

NONLINEAR adaptive filtering and regression are extensively investigated in the signal processing [11]–[19] and machine learning literatures [20]–[23], especially for applications where linear modeling [24], [25] is inadequate, hence, does not provide satisfactory results due to the structural constraint on linearity. Although nonlinear approaches can be more powerful than linear methods in modeling, they usually suffer from overfitting, stability and convergence issues [11], [26]–[28], which considerably limit their application to signal processing problems. These issues are especially exacerbated in adaptive filtering due to the presence of feedback, which is even hard to control for linear models [26], [27], [29]. Furthermore, for applications involving big data, which require to process input vectors with considerably large dimensions, nonlinear models are usually avoided due to unmanageable computational complexity increase [30]. To overcome these difficulties, “tree” based nonlinear adaptive filters or regressors are introduced as elegant alternatives to linear models since these highly efficient methods retain the breadth of nonlinear models while mitigating the overfitting and convergence issues [2], [3], [30]–[32].

In its most basic form, a regression tree defines a hierarchical or nested partitioning of the regressor space [2]. As an example, consider the binary tree in Fig. 1 which partitions a two dimensional regressor space. On this tree, each node represents a bisection of the regressor space, e.g., using hyperplanes for separation, resulting a complete nested and disjoint partition of the regressor space. After the nested partitioning is defined, the structure of the regressors in each region can be chosen as desired, e.g., one can assign a linear regressor in each region yielding an overall piecewise linear regressor. In this sense, tree based regression is a natural nonlinear extension to linear modeling, in which the space of regressors is partitioned into a union of disjoint regions where a different regressor is trained. This nested architecture not only provides an efficient and tractable structure, but also is shown to easily accommodate to the intrinsic dimension of data, naturally alleviating the overfitting issues [30], [33].

Although nonlinear regressors using decision trees are powerful and efficient tools for modeling, there exist several algorithmic preferences and design choices that affect their performance in real life applications [2], [4], [31]. Especially their adaptive learning performance may greatly suffer if the algorithmic parameters are not tuned carefully, which is particularly hard to accommodate for applications involving nonstationary data exhibiting saturation effects, threshold phenomena or chaotic behavior [4]. In particular, the success of the tree based regressors heavily depends on the “careful” partitioning of the regressor space. Selection of a good partition, including its depth and regions, from the hierarchy is essential to balance the bias and variance of the regressor [30], [33]. As an example, even for a uniform binary tree, while increasing the depth of the tree improves the modeling power, such an increase usually results in overfitting [4]. There exist numerous approaches that provide “good” partitioning of the regressor space that are shown to yield satisfactory results on the average under certain statistical assumptions on the data or on the application [30].

We note that on the other extreme, there exist methods in adaptive filtering and computational learning theory, which avoid such a direct commitment to a particular partitioning but instead construct a weighted average of all possible piecewise models defined on a tree [4], [34], [35]. Note that a full binary tree of depth- \( d \), as shown in Fig. 1 for \( d = 2 \), with hard separation boundaries, defines a doubly exponential number of complete partition of the regressor space (see Fig. 2). Each such partitioning of the regressor space is represented by the collection of the nodes of the full tree where each node is assigned to a particular region of the regressor space.
Any of these partitions can be used to construct and then train a piecewise linear or nonlinear regressor. Instead of fixing one of these partitions, one can run all the models (or subtrees) in parallel and combine the final outputs based on their performance. Such approaches are shown to mitigate the bias variance trade off in a deterministic framework [4], [34], [35]. However, these methods are naturally constrained to work on a specific tree or partitionings, i.e., the tree is fixed and cannot be adapted to the data, and the weighting among the models usually have no theoretical justifications (although they may be inspired from information theoretic considerations [37]). As an example, the “universal weighting” coefficients in [4], [24], [38]–[40] or the exponentially weighted performance measure are defined based on algorithmic concerns and provide universal bounds, however, do not minimize the final regression error. In particular, the performance of these methods highly depends on these weighting coefficients and algorithmic parameters that should be tuned to the particular application for successful operation [4], [31].

To this end, we provide a comprehensive solution to nonlinear regression using decision trees. In this paper, we introduce algorithms that are shown i) to be highly efficient ii) to provide significantly improved performance over the state of the art approaches in different applications iii) to have guaranteed performance bounds without any statistical assumptions. Our algorithms not only adapt the corresponding regressors in each region, but also learn the corresponding region boundaries, as well as the “best” linear mixture of a doubly exponential number of partitions to minimize the final estimation or regression error. We introduce algorithms that are guaranteed to achieve the performance of the best linear combination of a doubly exponential number of models with a significantly reduced computational complexity. The introduced approaches significantly outperform [4], [24], [38] based on trees in different applications in our examples, since we avoid any artificial weighting of models with highly data dependent parameters and, instead, “directly” minimize the final error, which is the ultimate performance goal. Our methods are generic such that they can readily incorporate random projection (RP) or k-d trees in their framework as commented in our simulations, e.g., the RP trees can be used as the starting partitioning to adaptively learn the tree, regressors and weighting to minimize the final error as data progress.

In this paper, we first introduce an algorithm that asymptotically achieves the performance of the “best” linear combination of a doubly exponential number of different models that can be represented by a depth-d tree a with fixed regressor space partitioning with a computational complexity only linear in the number of nodes of the tree. We then provide a guaranteed upper bound on the performance of this algorithm and prove that as the data length increases, this algorithm achieves the performance of the “best” linear combination of a doubly exponential number of models without any statistical assumptions. Furthermore, even though we refrain from any statistical assumptions on the underlying data, we also provide the mean squared performance of this algorithm compared to the mean squared performance of the best linear combination of the mixture. These methods are generic and truly sequential such that they do not need any a priori information, e.g., upper bounds on the data [2], [4], (such upper bounds does not hold in general, e.g., for Gaussian data). Although the combination weights in [4], [34], [35] are artificially constraint to be positive and sum up to 1 [51], we have no such restrictions and directly adapt to the data without any constraints. We then extend these results and provide the final algorithm (with a slightly increased computational complexity), which “adaptively” learns also the corresponding regions of the tree to minimize the final regression error. This approach learns i) the “structure” of the tree, ii) the regressors in each region, and iii) the linear combination weights to merge all possible partitions, to minimize the final regression error. In this sense, this algorithm can readily capture the salient characteristics of the underlying data while avoiding bias to a particular model or structure.

In Section III we first present an algorithm with a fixed regressor space partitioning and present a guaranteed upper bound on its performance. We then significantly reduce the computational complexity of this algorithm using the tree structure. In Section IV we extend these results and present the final algorithm that adaptively learns the tree structure, region boundaries, region regressors and combination weights to minimize the final regression error. We then demonstrate the performance of our algorithms through simulations in Section V. We then finalize our paper with concluding remarks.

II. PROBLEM DESCRIPTION

In this paper, all vectors are column vectors and denoted by boldface lower case letters. Matrices are represented by boldface uppercase letters. For a vector \( \mathbf{u} \), \( ||\mathbf{u}|| = \sqrt{\mathbf{u}^T \mathbf{u}} \) is the \( \ell^2 \)-norm, where \( \mathbf{u}^T \) is the ordinary transpose. Here, \( \mathbf{I}_k \) represents a \( k \times k \) dimensional identity matrix.

We study sequential nonlinear regression, where we observe a desired signal \( \{d_t\}_{t\geq1}, \ d_t \in \mathbb{R} \), and regression vectors \( \{x_t\}_{t\geq1}, \ x_t \in \mathbb{R}^m \), such that we sequentially estimate \( \hat{d}_t \) by

\[
\hat{d}_t = f_t(x_t),
\]

and \( f_t(\cdot) \) is an adaptive nonlinear regression function. At each time \( t \), the regression error is given by

\[
e_t = d_t - \hat{d}_t.
\]

Although there exist several different approaches to select the corresponding nonlinear regression function, we particularly use piecewise models such that the space of the regression vectors, i.e., \( x_t \in \mathbb{R}^m \), is adaptively partitioned using hyperplanes based on a tree structure. We also use adaptive linear regressors in each region. However, our framework can be generalized to any partitioning of the regression space, i.e., not necessarily using hyperplanes, such as using [30], or any regression function in each region, i.e., not necessarily linear. Furthermore, both the region boundaries as well as the regressors in each region are adaptive.

A. A Specific Partition on a Tree

To clarify the framework, suppose the corresponding space of regressor vectors is two dimensional, i.e., \( x_t \in \mathbb{R}^2 \), and we
partition this regressor space using a depth-2 tree as in Fig. 1. A depth-2 tree is represented by three separating functions \( s_{t,\lambda}, s_{t,0} \) and \( s_{t,1} \), which are defined using three hyperplanes with direction vectors \( \theta_{t,\lambda}, \theta_{t,0} \) and \( \theta_{t,1} \), respectively (See Fig. 1). Due to the tree structure, three separating hyperplanes generate only four regions, where each region is assigned to a leaf on the tree given in Fig. 1 such that the partitioning is defined in a hierarchical manner, i.e., \( x_t \) is first processed by \( s_{t,\lambda} \) and then by \( s_{t,i}, i = 0, 1 \). A complete tree defines a doubly exponential number, \( O(2^{d+1}) \), of subtrees each of which can also be used to partition the space of past regressors. As an example, a depth-2 tree defines 5 different subtrees or partitions as shown in Fig. 2 where each of these subtrees is constructed using the leaves and the nodes of the original tree. Note that a node of the tree represents a region which is the union of regions assigned to its left and right children nodes.

The corresponding separating (indicator) functions can be hard, e.g., \( s_t = 1 \) if the data falls into the region pointed by the direction vector \( \theta_t \), and \( s_t = 0 \) otherwise. Without loss of generality, the regions pointed by the direction vector \( \theta_t \) are labeled as “1” regions on the tree in Fig. 1. The separating functions can also be soft. As an example, we use the logistic regression classifier \[ s_t = \frac{1}{1 + e^{x_t^T \theta_t + b_t}}, \tag{1} \]

as the soft separating function, where \( \theta_t \) is the direction vector and \( b_t \) is the offset, describing a hyperplane in the \( m \)-dimensional regressor space. With an abuse of notation we combine the direction vector \( \theta_t \) with the offset parameter \( b_t \) and denote it by \( \theta_t = [\theta_t; b_t] \). Then the separator function in

Note that a node of the tree represents a region which is the hard, e.g., \( \theta \). The corresponding separating (indicator) functions can be soft. As an example, we use the logistic regression classifier \[ s_t = \frac{1}{1 + e^{x_t^T \theta_t}}, \tag{2} \]

where \( x_t = [x_t; 1] \). One can easily use other differentiable soft separating functions in this setup in a straightforward manner as remarked later in the paper.

To each region, we assign a regression function to generate an estimate of \( d_t \). For a depth-2 (or a depth-\( d \)) tree, there are 7 (or \( 2^{d+1} - 1 \)) nodes (including the leaves) and 7 (or \( 2^{d+1} - 1 \)) regions corresponding to these nodes, where the combination of these nodes or regions forms a complete partition. In this paper, we assign linear regressors to each region. For instance consider the third model in Fig. 2 i.e. \( P_3 \), where this partition is the union of 4 regions each corresponding to a leaf of the original complete tree in Fig. 1 labeled as 00, 01, 10, and 11. The \( P_3 \) defines a complete partitioning of the regressor space, hence can be used to construct a piecewise linear regressor. At each region, say the 00th region, we generate the estimate

\[ \hat{d}_{t,00} = x_t^T v_{t,00}, \tag{3} \]

where \( v_{t,00} \in \mathbb{R}^m \) is the linear regressor vector assigned to region 00. Considering the hierarchical structure of the tree and having calculated the region estimates, the final estimate of \( P_3 \) is given by

\[ \hat{d}_t = s_{t,\lambda} s_{t,0} \hat{d}_{t,00} + s_{t,\lambda}(1 - s_{t,0}) \hat{d}_{t,01} + (1 - s_{t,\lambda}) s_{t,1} \hat{d}_{t,10} + (1 - s_{t,\lambda})(1 - s_{t,1}) \hat{d}_{t,11}, \tag{4} \]

for any \( x_t \). We emphasize that any \( P_i, i = 1, \ldots, 5 \) can be used in a similar fashion to construct a piecewise linear regressor.

Continuing with the specific partition \( P_3 \), we adaptively train the region boundaries and regressors to minimize the final regression error. As an example, if we use a stochastic gradient descent algorithm \[ 31, 43 - 45 \], we update the regressor of...
the node “00” as
\[ v_{t+1,00} = v_{t,00} - \frac{1}{2} \mu_t \nabla e_t^2 \]
= \[ v_{t,00} + \mu_t c_t s_t, \lambda s_{t,0} x_t \]
where \( \mu_t \) is the step size to update the region regressors. Similarly, region regressors can be updated for all regions \( r = 00, 01, 10, 11 \). Separator functions can also be trained using the same approach, e.g., the separating function of the node 0, \( s_{t,0} \), can be updated as
\[ \theta_{t+1,0} = \theta_{t,0} - \frac{1}{2} \eta_t \nabla e_t^2 \]
= \[ \theta_{t,0} + \eta_t c_t (s_t, \lambda \hat{d}_{t,00} - s_t, \lambda \hat{d}_{t,01}) \frac{\partial s_{t,0}}{\partial \theta_{t,0}} \]
where \( \eta_t \) is the step size to update the separator functions and
\[ \frac{\partial s_{t,0}}{\partial \theta_{t,0}} = -x_t x_t^T \theta_{t,0} \]
(1 + \( x_t x_t^T \theta_{t,0} \)^2),
where \( \eta_t \) is the step size to update the separator functions and
\[ \frac{\partial s_{t,0}}{\partial \theta_{t,0}} = -x_t x_t^T \theta_{t,0} \]
(1 + \( x_t x_t^T \theta_{t,0} \)^2),
according to the separator function in [2]. Other separating functions (different than the logistic regressor classifier) can also be trained in a similar fashion by simply calculating the gradient with respect to the extended direction vector and plugging in (5).

Until now a specific partition, i.e., \( P_0 \), is used to construct a piecewise linear regressor, although the tree can represent \( P_1 \), \( i = 1, \ldots, 5 \). However, since the data structure is unknown, one may not prefer a particular model \([4], [34], [35]\), i.e., there may not be a specific best model or the best model can change in time. As an example, the simpler models, e.g., \( P_1 \), may perform better while there is not sufficient data at the start of training and the finer models, e.g., \( P_3 \), can recover through the learning process. Hence, we hypothesically construct all doubly exponential number of piecewise linear regressors corresponding to all partitions (see Fig. 2) and then calculate an adaptive linear combination of the outputs of all, while these algorithms learn the region boundaries as well as the regressors in each region.

In Section III, we first consider the scenario in which the regressor space is partitioned using hard separator functions and combine \( O(2^{2d}) \) different models for a depth-d tree with a computational complexity \( O(d2^d) \). In Section IV, we partition the regressor space with soft separator functions and adaptively update the region boundaries to achieve the best partitioning of the m-dimensional regressor space with a computational complexity \( O(m4^d) \).

III. REGRESSOR SPACE PARTITIONING VIA HARD SEPARATOR FUNCTIONS

In this section, we consider the regression problem in which the sequential regressors (as described in Section II-A) for all partitions in the doubly exponential tree class are combined when hard separation functions are used, i.e., \( s_t \in \{0, 1\} \). In this section, the hard boundaries are not trained, however, both the regressors of each region and the combination parameters to merge the outputs of all partitions are trained. To partition the regressor space, we first construct a tree with an arbitrary depth, say a tree of depth-d, and denote the number of different models of this class by \( \beta_d \approx (1.5)2^d \), e.g., one can use RP trees as the starting tree \([30]\). While the \( k \)th model (i.e., \( P_k \) partition) generates the regression output \( \hat{d}_t^{(k)} \) at time \( t \) for all \( k = 1, \ldots, \beta_d \), we linearly combine these estimates using the weighting vector \( w_t \triangleq [w_t^{(1)}, \ldots, w_t^{(\beta_d)}]^T \) such that the final estimate of our algorithm at time \( t \) is given as
\[ \hat{d}_t \triangleq \sum_{k=1}^{\beta_d} w_t^{(k)} \hat{d}_t^{(k)} \]
(6)
where \( \hat{d}_t \triangleq [\hat{d}_t^{(1)}, \ldots, \hat{d}_t^{(\beta_d)}]^T \). The regression error at time \( t \) is calculated as
\[ e_t(w_t) \triangleq d_t - \hat{d}_t \]
(7)
For \( \beta_d \) different models that are embedded within a depth-d tree, we introduce an algorithm (given in Algorithm 1) that asymptotically achieves the same cumulative squared regression error as the optimal linear combination of these models without any statistical assumptions. This algorithm is constructed in the proof of the following theorem and the computational complexity of the algorithm is only linear in the number of the nodes of the tree.

**Theorem 1:** Let \( \{d_t\}_{t \geq 1} \) and \( \{x_t\}_{t \geq 1} \) be arbitrary, bounded, and real-valued sequences. The algorithm \( \hat{d}_t \) given in Algorithm 1 when applied to these data sequence yields
\[ \sum_{t=1}^{n} (d_t - \hat{d}_t)^2 - \min_{w \in \mathbb{R}^d} \sum_{t=1}^{n} (d_t - w^T \hat{d}_t)^2 \leq O\left( \ln(n) \right) \]
(7)
for all \( n \), where \( e_t^2(w) \) is strongly convex \( \forall t \), where \( \hat{d}_t \triangleq [\hat{d}_t^{(1)}, \ldots, \hat{d}_t^{(\beta_d)}]^T \), and \( \hat{d}_t^{(k)} \) are the estimates of \( d_t \) at time \( t \) for \( k = 1, \ldots, \beta_d \).

This theorem implies that our algorithm (given in Algorithm 1), asymptotically achieves the performance of the best combination of the outputs of \( O(2^d) \) different models that can be represented using a depth-d tree with a computational complexity \( O(d2^d) \). Note that as given in Algorithm 1 no a priori information, e.g., upper bounds, on the data is used to construct the algorithm. Furthermore, the algorithm can use different regressors, e.g., \([4]\), or regions separation functions, e.g., \([30]\), to define the tree.

Assuming that the constituent partition regressors converge to stationary distributions, such as for Gaussian regressors, and under widely used separation assumptions \([26], [46]\) such that the expectation of \( \hat{d}_t^{(k)} \), \( k = 1, \ldots, \beta_d \), and \( w_t \) are separable, we have the following theorem.

**Theorem 2:** Assuming that the partition regressors, i.e., \( \hat{d}_t^{(k)}, k = 1, \ldots, \beta_d \), and \( d_t \) converge to zero mean stationary distributions, we have
\[ \lim_{t \to \infty} E[e_t^2] = J^* + \frac{\mu J^* \text{tr}(D)}{2 - \mu \text{tr}(D)} \]
where \( \mu \) is the learning rate of the stochastic gradient update,
\[ J^* \triangleq \min_{w \in \mathbb{R}^d} \lim_{t \to \infty} E[(d_t - w^T \hat{d}_t)^2] \]
\[ D \triangleq \lim_{t \to \infty} E \left[ \hat{d}_t \hat{d}_t^T \right], \]

for the algorithm \( \hat{d}_t \) (given in Algorithm 7). Theorem 2 directly follows Chapter 6 of [26] since we use a stochastic gradient algorithm to merge the partition regressors [26], [46]. Hence, the introduced algorithm may also achieve the mean square error performance of the best linear combination of the constituent piecewise regressors if \( \mu \) is selected carefully.

### A. Proof of Theorem 1 and Construction of Algorithm 1

To construct the final algorithm, we first introduce a “direct” algorithm which achieves the corresponding bound in Theorem 1. This direct algorithm has a computational complexity \( O(2^d) \) since one needs to calculate the correlation information of \( O(2^d) \) models to achieve the performance of the best linear combination. We then introduce a specific labeling technique and using the properties of tree structure, construct an algorithm to obtain the same upper bound as the “direct” algorithm, yet with a significantly smaller computational complexity, i.e., \( O(d^2) \).

For a depth-\( d \) tree, suppose \( \hat{d}^{(k)}_t \), \( k = 1, \ldots, \beta_d \), are obtained as described in Section II-A. To achieve the upper bound in (11), we use the stochastic gradient descent approach and update the combination weights as

\[
w_{t+1} = w_t - \frac{1}{2} \mu_t \nabla e_t^2(w_t),
\]

where \( \mu_t \) is the step-size parameter (or the learning rate) of the gradient descent algorithm. We first derive an upper bound on the sequential learning regret \( R_n \), which is defined as

\[
R_n \triangleq \sum_{t = 1}^n e_t^2(w_t) - \sum_{t = 1}^n e_t^2(w_n^*),
\]

where \( w_n^* \) is the optimal weight vector over \( n \), i.e.,

\[
w_n^* \triangleq \arg \min_{w \in \mathbb{R}^{d}} \sum_{t = 1}^n e_t^2(w).
\]

Following [43], using Taylor series approximation, for some point \( z_t \) on the line segment connecting \( w_t \) to \( w_n^* \), we have

\[
e_t^2(w_n^*) = e_t^2(w_t) + \left( \nabla e_t^2(w_t) \right)^T (w_n^* - w_t) + \frac{1}{2} (w_n^* - w_t)^T \nabla^2 e_t^2(z_t)(w_n^* - w_t).
\]

According to the update rule in (8), at each iteration the update on weights is performed as \( w_{t+1} = w_t - \frac{\mu_t}{2} \nabla e_t^2(w_t) \). Hence, we have

\[
\| w_{t+1} - w_n^* \|^2 = \| w_t - \frac{\mu_t}{2} \nabla e_t^2(w_t) - w_n^* \|^2
\]

\[
= \| w_t - w_n^* \|^2 - \mu_t \left( \nabla e_t^2(w_t) \right)^T (w_t - w_n^*) + \frac{\mu_t^2}{4} \| \nabla e_t^2(w_t) \|^2.
\]

Then we obtain

\[
(\nabla e_t^2(w_t))^T (w_t - w_n^*) = \frac{\| w_t - w_n^* \|^2 - \| w_{t+1} - w_n^* \|^2}{\mu_t} + \mu_t \frac{\| \nabla e_t^2(w_t) \|^2}{4}.
\]

Under the mild assumptions that \( \| \nabla e_t^2(w_t) \|^2 \leq A^2 \) for some \( A > 0 \) and \( e_t^2(w_n^*) \) is \( \lambda \)-strong convex for some \( \lambda > 0 \) [43], we achieve the following upper bound

\[
e_t^2(w_t) - e_t^2(w_n^*) \leq \frac{\| w_t - w_n^* \|^2}{\mu_t} - \frac{\lambda}{2} \| w_t - w_n^* \|^2 + \frac{A^2}{4} \mu_t.
\]

By selecting \( \mu_t = 2/(\lambda t) \) and summing up the regret terms in (11), we get

\[
R_n = \sum_{t = 1}^n \left\{ e_t^2(w_t) - e_t^2(w_n^*) \right\}
\]

\[
\leq \sum_{t = 1}^n \left\| w_t - w_n^* \right\|^2 \left( \frac{1}{\mu_t} - \frac{1}{\mu_{t-1}} - \frac{\lambda}{2} \right) + \frac{A^2}{4} \sum_{t = 1}^n \mu_t
\]

\[
= \frac{A^2}{4} \sum_{t = 1}^n \frac{2}{t} \lambda t
\]

\[
\leq \frac{A^2}{2 \lambda} (1 + \log(n)).
\]

Note that (8) achieves the performance of the best linear combination of \( O(2^d) \) piecewise linear models that are defined by the tree. However, in this form (8) requires a computational complexity of \( O(2^d) \) since the vector \( w_t \) has a size of \( O(2^d) \). We next illustrate an algorithm that performs the same adaptation in (8) with a complexity of \( O(d^2) \).

We next introduce a labeling for the tree nodes following (57). The root node is labeled with an empty binary string \( \lambda \) and assuming that a node has a label \( p \), where \( p \) is a binary string, we label its upper and lower children as \( p1 \) and \( p0 \), respectively. Here we emphasize that a string can only take its letters from the binary alphabet \( \{0, 1\} \), where \( 0 \) refers to the lower child, and \( 1 \) refers to the upper child of a node. We also introduce another concept, i.e., the definition of the prefix of a string. We say that a string \( p' = q_1 \ldots q_l \) is a prefix to string \( p = q_1 \ldots q_l' \) if \( l' \leq l \) and \( q_i = q_i \) for all \( i = 1, \ldots, l' \), and the empty string \( \lambda \) is a prefix to all strings. Let \( \mathcal{P}(p) \) represent all prefixes to the string \( p \), i.e., \( \mathcal{P}(p) \triangleq \{ \nu_1, \ldots, \nu_{l(p)} \} \), where \( l(p) \) is the length of the string \( p \), \( \nu_i \) is the string with \( l(\nu_i) = i - 1 \), and \( \nu_1 = \lambda \) is the empty string, such that the first \( i - 1 \) letters of the string \( p \) forms the string \( \nu_i \) for \( i = 1, \ldots, l + 1 \).

We then observe that the final estimate of any model can be found as the combination of the regressors of its leaf nodes. According to the region \( x_t \) has fallen, the final estimate will be calculated with the separator functions. As an example, for the second model in Fig. 2 (i.e., \( P_2 \) partition), say \( x_t \in R_0 \), and hard separator functions are used. Then the final estimate of this model will be given as \( \hat{d}_t^{(2)} = \hat{d}_{t,0} \). For any separator function, the final estimate of the desired data \( d_t \) at time \( t \)
of the $k$th model, i.e., $\hat{v}_t^{(k)}$, can be obtained according to the
hierarchical structure of the tree as the sum of regressors of its
leaves, each of which are scaled by the values of the
separator functions of the nodes between the leaf node and the
root node. Hence, we can compactly write the final estimate
of the $k$th model at time $t$ as
\begin{equation}
\hat{d}_t^{(k)} = \sum_{p \in \mathcal{M}_k} \left( \hat{d}_{t,p} \prod_{i=1}^{l(p)} s_{t,vi}^{q_i} \right),
\end{equation}
where $\mathcal{M}_k$ is the set of all leaf nodes in the $k$th model, $\hat{d}_{t,p}$
is the regressor of the node $p$, $l(p)$ is the length of the string $p$,
and the outputs of each partition, we next introduce a method
regressor outputs in a simplified manner.

As an example, if we consider the third model
then we define the weight of the
root node. Hence, we can compactly write the final estimate
of the $k$th model as
\begin{equation}
\hat{d}_t^{(k)} = \sum_{p \in \mathcal{M}_k} \left( \hat{d}_{t,p} \prod_{i=1}^{l(p)} s_{t,vi}^{q_i} \right),
\end{equation}
where $\mathcal{M}_k$ is the set of all leaf nodes in the $k$th model, $\hat{d}_{t,p}$
is the regressor of the node $p$, $l(p)$ is the length of the string $p$,
and the outputs of each partition, we next introduce a method
regressor outputs in a simplified manner.

As an example, if we consider the third model $P_3$ in Fig. 2
as the $k$th model (i.e., $k = 3$), where $\mathcal{M}_k = \{00, 01, 10, 11\}$,
then we can calculate the final estimate of that model as follows
\begin{equation}
\hat{d}_t^{(k)} = \sum_{p \in \mathcal{M}_k} \left( \hat{d}_{t,p} \prod_{i=1}^{l(p)} s_{t,vi}^{q_i} \right)
= \hat{d}_{t,000} s_{t,000}^{q_0} \hat{d}_{t,0} s_{t,0}^{q_1} + \hat{d}_{t,010} s_{t,01}^{q_2} s_{t,1}^{q_1}
+ \hat{d}_{t,100} s_{t,1}^{q_2} s_{t,1}^{q_1} + \hat{d}_{t,110} s_{t,1}^{q_2} s_{t,1}^{q_1}
= \hat{d}_{t,000} s_{t,00}^{q_0} \lambda + \hat{d}_{t,010} (1 - s_{t,0}) s_{t,1} \lambda
+ \hat{d}_{t,100} s_{t,1} - s_{t,1} \lambda + \hat{d}_{t,110} (1 - s_{t,1}) (1 - s_{t,1}) \lambda.
\end{equation}

Note that (4) and (13) are the same special cases of (12).

We next denote the product terms in (12) as follows
\begin{equation}
\hat{\delta}_{t,p} = \hat{d}_{t,p} \prod_{i=1}^{l(p)} s_{t,vi}^{q_i},
\end{equation}
to simplify the notation. Here, $\hat{\delta}_{t,p}$ can be viewed as the
estimate of the node (i.e., region) $p$ given that $x_t \in \mathcal{R}_p$ for
some $p' \in \mathcal{L}_d$, where $\mathcal{L}_d$ denotes all leaf nodes of the depth-
d tree class, i.e., $\mathcal{L}_d = \{ p : l(p) = d \}$. Then (12) can be
rewritten as follows
\begin{equation}
\hat{d}_t^{(k)} = \sum_{p \in \mathcal{M}_k} \hat{\delta}_{t,p}.
\end{equation}

Since we now have a compact form to represent the tree
and the outputs of each partition, we next introduce a method
to calculate the combination weights of $O(2^d)$ piecewise
regressor outputs in a simplified manner.

To this end, we assign a particular linear weight to each
node. We denote the weight of node $p$ at time $t$ as $w_{t,p}$ and
then we define the weight of the $k$th model as the sum of
weights of its leaf nodes, i.e.,
\begin{equation}
w_t^{(k)} = \sum_{p \in \mathcal{M}_k} w_{t,p},
\end{equation}
for all $k = 1, \ldots, \beta_d$. Since the weight of each model, say
model $k$, is recursively updated as
\begin{equation}w_{t+1}^{(k)} = w_t^{(k)} + \mu_t e_t \hat{d}_t^{(k)},\end{equation}
we achieve the following recursive update on the node weights
\begin{equation}w_{t+1,p} = w_{t,p} + \mu_t e_t \hat{\delta}_{t,p},\end{equation}
where $\hat{\delta}_{t,p}$ is defined as in (13).

This result implies that instead of managing $O(2^d)$ memory
locations, and making $O(2^d)$ calculations, only keeping track
of the weights of every node is sufficient, and the number of
nodes in a depth-$d$ model is $|\mathcal{N}_d| = 2^{d+1} - 1$, where $\mathcal{N}_d$
denotes the set of all nodes in a depth-$d$ tree. As an example,
for $d = 2$ we obtain $\mathcal{N}_d = \{ \lambda, 0, 1, 00, 01, 10, 11 \}$. Therefore
we can reduce the storage and computational complexity from
$O(2^d)$ to $O(2^d)$ by performing the update in (15) for all
$p \in \mathcal{N}_d$. We then continue the discussion with the update of
weights performed at each time $t$ when hard separator
functions are used.

Without loss of generality assume that at time $t$, the regres-
sion vector $x_t$ has fallen into the region $\mathcal{R}_p$ specified by the
node $p' \in \mathcal{L}_d$. Consider the node regressor defined in (13)
for some node $p \in \mathcal{N}_d$. Since we are using hard separator
functions, we obtain
\begin{equation}
\hat{\delta}_{t,p} = \begin{cases} 
\hat{d}_{t,p}, & \text{if } p \in \mathcal{P}(p') \\
0, & \text{otherwise}
\end{cases},
\end{equation}
where $\mathcal{P}(p')$ represents all prefixes to the string $p'$, i.e.,
$\mathcal{P}(p') = \{ \nu_1', \ldots, \nu_d' \}$. Then at each time $t$ we only update
the weights of the nodes $p \in \mathcal{P}(p')$, hence we only make
$|\mathcal{P}(p')| = d + 1$ updates since the hard separation functions
are used for partitioning of the regressor space.

Before stating the algorithm that combines these node
weights as well as node estimates, and generates the same final
estimate as in (6) with a significantly reduced computational
complexity, we observe that for a node $p \in \mathcal{N}_d$ with length
$l(p) \geq 1$, there exist a total of
\begin{equation}
\gamma_d(l(p)) \triangleq \prod_{j=1}^{l(p)} \beta_{d-j}
\end{equation}
different models in which the node $p \in \mathcal{N}_d$ is a leaf node of
that model, where $\beta_0 = 1$ and $\beta_{j+1} = \beta_j^2 + 1$ for all $j \geq 1$.
For $l(p) = 0$ case, i.e., $p = \lambda$, one can clearly observe that
there exists only one model having $\lambda$ as the leaf node, i.e.,
the model having no partitions, therefore $\gamma_d(0) = 1$.

Having stated how to store all estimates and weights in
$O(2^d)$ memory locations, and perform the updates at each
iteration, we now introduce an algorithm to combine them in
order to obtain the final estimate of our algorithm, i.e., $\hat{d}_t = w_t \tilde{d}_t$. We emphasize that the sizes of the vectors $w_t$ and $\tilde{d}_t$
are $O(2^d)$, which forces us to make $O(2^d)$ computations. We
however introduce an algorithm with a complexity of $O(d2^d)$
that is able to achieve the exact same result.
For a depth-$d$ tree, at time $t$ say $x_t \in \mathcal{R}_{p'}$ for a node $p' \in \mathcal{L}_d$. Then the final estimate of our algorithm is found by
\[
\hat{d}_t = \sum_{k=1}^{\beta_t} w_k^{(k)} \hat{d}_t^{(k)} = \sum_{k=1}^{\beta_t} \sum_{p \in \mathcal{M}_k} w_{t,p} \hat{d}_{t,p_k},
\]
where $\mathcal{M}_k$ is the set of all leaf nodes in model $k$, and $p_k \in \mathcal{P}(p')$ is the longest prefix to the string $p'$ in the $k$th model, i.e., $p_k \equiv \mathcal{P}(p') \cap \mathcal{M}_k$. Let $\mathcal{P}(p') = \{ \nu_{p'}, \ldots, \nu_{p_s+1} \}$ denote the set of all prefixes to string $p'$. We then observe that the regressors of the nodes $\nu_{p'} \in \mathcal{P}(p')$ will be sufficient to obtain the final estimate of our algorithm. Therefore, we only consider the estimates of $O(\mathcal{d})$ nodes.

In order to further simplify the final estimate in (16), we first let $\mathcal{S}_d(p) \equiv \{ \bar{p} \in \mathcal{N}_d | \mathcal{P}(\bar{p}) = p \}$, i.e., $\mathcal{S}_d(p)$ denotes the set of all nodes of a depth-$d$ tree, whose set of prefixes include the node $p$. As an example, for a depth-2 tree, we have $\mathcal{S}_d(p) = \{0, 00, 01\}$. We then define a function $\rho(p, \bar{p})$ for arbitrary two nodes $p, \bar{p} \in \mathcal{N}_d$, as the number of models having both $p$ and $\bar{p}$ as its leaf nodes. Trivially, if $\bar{p} = p$, then $\rho(p, p) = 1$. If $\bar{p} \neq p$, then letting $\bar{l}$ denote the longest prefix to both $p$ and $\bar{p}$, i.e., the longest string in $\mathcal{P}(p) \cap \mathcal{P}(\bar{p})$, we obtain
\[
\rho(p, \bar{p}) = \begin{cases} 
\gamma_{\bar{l}}(\bar{l}), & \text{if } p = \bar{p} \\
\gamma_{\bar{l}}(\bar{l}) - (\mathcal{P}(\bar{l}) - (\mathcal{l}(\bar{l}) - 1)), & \text{if } p \notin \mathcal{P}(\bar{p}) \cup \mathcal{S}_d(p) \\
0, & \text{otherwise}
\end{cases}
\]
Since $\mathcal{l}(\bar{p}) + 1 = \mathcal{l}(p), l(\bar{p})$ from the definition of the tree, we naturally have $\rho(p, \bar{p}) = \rho(p, p)$.

Now turning our attention back to (16) and considering the definition in (17), we notice that the number of occurrences of the product $w_{t,p} \hat{d}_{t,p_k}$ in $\hat{d}_t$ is given by $\rho(p, p_k)$. Hence, the combination weight of the estimate of the node $p$ at time $t$ can be calculated as follows
\[
\kappa_{t,p} \equiv \sum_{\bar{p} \in \mathcal{N}_d} \rho(p, \bar{p}) w_{t,\bar{p}}.
\]
Then, the final estimate of our algorithm becomes
\[
\hat{d}_t = \sum_{\nu_{p'} \in \mathcal{P}(p')} \kappa_{t,\nu_{p'}} \hat{d}_{t,\nu_{p'}}.
\]
We emphasize that the estimate of our algorithm given in (19) achieves the exact same result with $\hat{d}_t = w_t^T \hat{d}_t$, with a computational complexity of $O(d2^d)$. Hence, the proof is concluded.

IV. REGRESSOR SPACE PARTITIONING VIA ADAPTIVE SOFT SEPARATOR FUNCTIONS

In this section, the sequential regressors (as described in Section [1-A]) for all partitions in the doubly exponential tree class are combined when soft separation functions are used, i.e., $q_t = \left(1 + e^{c_t^T \theta_t} \right)^{-1}$, where $x_t \in \mathbb{R}^{m+1}$ is the extended regressor vector and $\theta_t$ is the extended direction vector. By using soft separator functions, we train the corresponding region boundaries, i.e., the structure of the tree.

As in Section [I] for $\beta_d$ different models that are embedded within a depth-$d$ tree, we introduce the algorithm (given in Algorithm 2) achieving asymptotically the same cumulative squared regression error as the optimal combination of the best adaptive models. The algorithm is constructed in the proof of the Theorem 3.

The computational complexity of the algorithm of Theorem 3 is $O(m4^d)$ whereas it achieves the performance of the best combination of $O(2d^d)$ different “adaptive” regressors that partitions the $m$-dimensional regressor space. The computational complexity of the first algorithm was $O(d2^d)$, however, it was unable to learn the region boundaries of the regressor space. In this case since we are using soft separator functions, we need to consider the cross-correlation of every node estimate and node weight, whereas in the previous case there we were only considering the cross-correlation of the estimates of the prefixes of the node $p \in \mathcal{L}_d$ such that $x_t \in \mathcal{R}_p$ and the weights of every node. This change transforms the computational complexity from $O(d2^d)$ to $O(4^d)$. Moreover, for all inner nodes a soft separator function is defined. In order to update the region boundaries of the partitions, we have to update the direction vector $\theta_t$ of size $m$ since $x_t \in \mathbb{R}^m$. Therefore, considering the cross-correlation of the final estimates of every node, we get a computational complexity of $O(m4^d)$.

Theorem 3: Let $\{d_t\}_{t \geq 1}$ and $\{x_t\}_{t \geq 1}$ be arbitrary, bounded, and real-valued sequences. The algorithm $\hat{d}_t$ given in Algorithm 2 when applied these sequences yields
\[
\sum_{t=1}^{\infty} (d_t - \hat{d}_t)^2 - \min_{w \in \mathbb{R}^{d}} \sum_{t=1}^{\infty} (d_t - w^T \hat{d}_t)^2 \leq O(\ln(n)),
\]
for all $n$, when $c_t^T(w)$ is strongly convex $\forall t$, where $\hat{d}_t = [\hat{d}_t^{(1)}, \ldots, \hat{d}_t^{(\beta_d)}]^T$ and $\hat{d}_t^{(k)}$ represents the estimate of $d_t$ at time $t$ for the adaptive model $k = 1, \ldots, \beta_d$. 

Algorithm 1 Decision Fixed Tree (DFT) Regressor

1: for $t = 1 \text{ to } n$ do
2: $p_t \leftarrow p \in \mathcal{L}_d : x_t \in \mathcal{R}_p$
3: $\hat{d}_t \leftarrow 0$
4: for all $\nu_{p'} \in \mathcal{P}(p')$ do
5: $\hat{d}_{t,\nu_{p'}} \leftarrow v_{t,\nu_{p'}} \times_t$
6: $\kappa_{t,\nu_{p'}} \leftarrow \gamma_{\bar{l}}(\bar{l}(\nu_{p'})) w_{t,\nu_{p'}}$
7: for all $p \in \mathcal{N}_d - (\mathcal{P}(p') \cup \mathcal{S}_d(p'))$ do
8: $\bar{p} \leftarrow p \in \mathcal{P}(p) \cap \mathcal{P}(p') : l(\bar{p}) = |\mathcal{P}(p) \cap \mathcal{P}(p')| - 1$
9: $\kappa_{t,\nu_{p'}} \leftarrow \kappa_{t,\nu_{p'}} + \gamma_{\bar{l}}(\bar{l}(\nu_{p'})) \gamma_{\bar{l}(\nu_{p'}) - 1 - (l(\bar{p}) - l(\bar{p}) - 1))^{-1} w_{t,p}$
10: end for
11: $\hat{d}_t \leftarrow \hat{d}_t + \kappa_{t,\nu_{p'}} \hat{d}_{t,\nu_{p'}}$
12: end for
13: $c_t \leftarrow \hat{d}_t - \hat{d}_t$
14: for all $\nu_{p'} \in \mathcal{P}(p')$ do
15: $v_{t+1,\nu_{p'}} \leftarrow v_{t,\nu_{p'}} + \mu_t c_t x_t$
16: $w_{t+1,\nu_{p'}} \leftarrow w_{t,\nu_{p'}} + \mu_t c_t \hat{d}_{t,\nu_{p'}}$
17: end for
18: end for
This theorem implies that our algorithm (given in Algorithm 2), asymptotically achieves the performance of the best linear combination of the $O(2^d)$ different adaptive models that can be represented using a depth-$d$ tree with a computational complexity $O(m4^d)$. We emphasize that while constructing the algorithm, we refrain from any statistical assumptions on the underlying data, and our algorithm works for any sequence of $\{d_t\}_{t \geq 1}$ with an arbitrary length of $n$. Furthermore, one can use this algorithm to learn the region boundaries and then feed this information to the first algorithm to reduce computational complexity.

### A. Outline of the Proof of Theorem 3 and Construction of Algorithm 2

The proof of the upper bound in Theorem 3 follows similar lines to the proof of upper bound in Theorem 1, therefore is omitted. In this proof, we provide the detailed algorithmic description and highlight the computational complexity differences.

According to the same labeling operation we presented in Section III the final estimate of the $k$th model at time $t$ can be found as follows

$$
\hat{d}(k) = \sum_{p \in M_k} \hat{d}_{t,p}.
$$

Similarly, the weight of the $k$th model is given by

$$
\hat{w}(k) = \sum_{p \in M_k} \hat{w}_{t,p}.
$$

Since we use soft separator functions, we have $\hat{d}_{t,p} > 0$ and without introducing any approximations, the final estimate of our algorithm is given as follows

$$
\hat{d}_t = \sum_{k=1}^{\hat{d}} \left( \sum_{p \in M_k} \hat{w}_{t,p} \right) \left( \sum_{p \in M_k} \hat{d}_{t,p} \right).
$$

Here, we observe that for arbitrary two nodes $p, \hat{p} \in N_d$, the product $\hat{w}_{t,p} \hat{d}_{t,\hat{p}}$ appears $\rho(p, \hat{p})$ times in $\hat{d}_t$, where $\rho(p, \hat{p})$ is the number of models having both $p$ and $\hat{p}$ as its leaf nodes (as we previously defined in (17)). Hence, according to the notation derived in (17) and (18), we obtain the final estimate of our algorithm as follows

$$
\hat{d}_t = \sum_{p \in N_d} \kappa_{t,p} \hat{d}_{t,p}.
$$

(21) Note that (21) is equal to $\hat{d}_t = \hat{w}_t^T \hat{d}_t$ with a computational complexity of $O(4^d)$.

Unlike Section III in which each model has a fixed partitioning of the regressor space, here, we define the regressor models with adaptive partitions. For this, we use a stochastic gradient descent update

$$
\theta_{t+1,p} = \theta_{t,p} - \frac{1}{\eta_t} \nabla c^2(\theta_{t,p}),
$$

for all nodes $p \in N_d - L_d$, where $\eta_t$ is the learning rate of the region boundaries and $\nabla c^2(\theta_{t,p})$ is the derivative of $c^2(\theta_{t,p})$ with respect to $\theta_{t,p}$. After some algebra, we obtain

$$
\theta_{t+1,p} = \theta_{t,p} + \eta_t c_t \frac{\partial \hat{d}_t}{\partial \theta_{t,p}} \frac{\partial \hat{s}_{t,p}}{\partial \theta_{t,p}},
$$

$$
= \theta_{t,p} + \eta_t c_t \left( \sum_{p \in N_d} \kappa_{t,p} \frac{\partial \hat{d}_{t,p}}{\partial \theta_{t,p}} \right) \frac{\partial \hat{s}_{t,p}}{\partial \theta_{t,p}},
$$

$$
= \theta_{t,p} + \eta_t c_t \left( \sum_{q=0}^{1} \sum_{\hat{p} \in S_d(p,q)} (-1)^{q} \kappa_{t,\hat{p}} \delta_{t,\hat{p}} \hat{s}_{t,\hat{p}} \right) \frac{\partial \hat{s}_{t,p}}{\partial \theta_{t,p}},
$$

(23)

where we use the logistic regression classifier as our separator function, i.e., $s_{t,p} = 1 + \exp(x_t^T \theta_{t,p})$. Therefore, we have

$$
\frac{\partial \hat{s}_{t,p}}{\partial \theta_{t,p}} = -\left(1 + \exp(x_t^T \theta_{t,p})\right)^{-2} \exp(x_t^T \theta_{t,p}) x_t,
$$

$$
= -s_{t,p}(1 - s_{t,p}) x_t.
$$

(24)

### Algorithm 2 Decision Adaptive Tree (DAT) Regressor

1. for $t = 1$ to $n$
2. $\hat{d}_t \leftarrow 0$
3. for all $p \in N_d - L_d$
4. $s_{t,p} \leftarrow s^+ + (1 - 2s^+)/\{ + \exp(x_t^T \theta_{t,p})\}$
5. end for
6. for all $p \in L_d$
7. $\hat{d}_{t,p} \leftarrow u_{t,p} x_t$
8. $\alpha_{t,p} \leftarrow 1$
9. for $i = 1$ to $(p)$
10. $\alpha_{t,p} \leftarrow \alpha_{t,p} \hat{s}_{t,\nu}$
11. end for
12. $\hat{d}_{t,p} \leftarrow \alpha_{t,p} \hat{d}_{t,p}$
13. $\hat{k}_{t,p} \leftarrow \gamma_d(p) w_{t,p}$
14. for all $\hat{p} \in N_d - \left(P(p) \cup S_d(p)\right)$
15. $\hat{p} \leftarrow \hat{p} \in P(p) \cap P(\hat{p}) : |\hat{p}| = |\{p \in P(p) \cap P(\hat{p})\} - 1$
16. $\hat{k}_{t,p} \leftarrow \hat{k}_{t,p} + \gamma_d(\hat{p}) \gamma_{l(k)} (\hat{p}) - (\hat{p}) \hat{w}_{t,p}$
17. end for
18. $\hat{d}_{t,p} \leftarrow \hat{d}_{t} + \hat{k}_{t,p} \hat{d}_{t,p}$
19. end for
20. $e_t \leftarrow d_t - \hat{d}_t$
21. for all $p \in L_d$
22. $u_{t+1,p} \leftarrow u_{t,p} + \mu_t e_t \hat{d}_{t,p} x_t$
23. $u_{t+1,p} \leftarrow u_{t,p} + \mu_t e_t \hat{d}_{t,p}$
24. end for
25. for all $p \in N_d - L_d$
26. $s_{t,p} \leftarrow 0$
27. for all $\hat{p} \in S_d(p)$
28. $s_{t,p} \leftarrow s_{t,p} + \kappa_{t,\hat{p}} \delta_{t,\hat{p}} e_t \hat{s}_{t,\hat{p}} (1 - s_{t,\hat{p}}) x_t$
29. end for
30. for all $\hat{p} \in S_d(p)$
31. $s_{t,p} \leftarrow s_{t,p} - \kappa_{t,\hat{p}} e_t \hat{s}_{t,\hat{p}} (1 - s_{t,\hat{p}}) x_t$
32. end for
33. end for
34. end for
35. end for
Note that other separator functions can also be used in a similar way by simply calculating the gradient with respect to the extended direction vector and plugging in (23) and (24). We emphasize that $\mathbb{E}e_{t,p}^2(\Theta_{t,p})$ includes the product of $s_{t,p}$ and $1-s_{t,p}$ terms, hence in order not to slow down the learning rate of our algorithm, we may restrict $s^+ \leq |s_t| \leq 1-s^+$ for some $0 < s^+ < 0.5$. According to this restriction, we define the separator functions as follows

$$s_t = s^+ \frac{1 - 2s^+}{1 + e^{x_t^T \theta_t}}.$$ 

According to the update rule in (23), the computational complexity of the introduced algorithm results in $O(m4^d)$. This concludes the outline of the proof and the construction of the algorithm.

B. Selection of the Learning Rates

We emphasize that the learning rate $\mu_t$ can be set according to the similar studies in the literature [26], [43] or considering the application requirements. However, for the introduced algorithm to work smoothly, we expect the region boundaries to converge faster than the node weights, therefore, we conventionally choose the learning rate to update the region boundaries as $\eta_t = \mu_t/(s^+(1-s^+))$. Experimentally, we observed that different choices of $\eta_t$ also yields acceptable performance, however, we note that when updating $\Theta_{t,p}$, we have the multiplication term $s_{t,p}(1-s_{t,p})$, which significantly decreases the steps taken at each time $t$. Therefore, in order to compensate for it, such a selection is reasonable.

On the other hand, for stability purposes, one can consider to put an upper bound on the steps at each time $t$. When $x_t$ is sufficiently away from the region boundaries $s_{t,p}$, it is either close to $s^+$ or $1-s^+$. However, when $x_t$ falls right on a region boundary, we have $s_{t,p} = 0.5$, which results in an approximately 25 times greater step than the expected one, when $s^+ = 0.01$. This issue is further exacerbated when $x_t$ falls on the boundary of multiple region crossings, e.g., say $x_t = [0,0]^T$ when we have the four quadrants as the four regions (leaf nodes) of the depth-2 tree. In such a scenario, one can observe a 254 times greater step than expected, which may significantly perturb the stability of the algorithm. That is why, two alternate solutions can be proposed: 1) a reasonable threshold (e.g., $10s^+(1-s^+)$) over the steps can be embedded when $s^+$ is small (or equivalently, a regularization constant can be embedded), 2) $s^+$ can be sufficiently increased according to the depth of the tree. Throughout the experiments, we used the first approach.

C. Selection of the Depth of the Tree

In many real life applications, we do not know how the true data is generated, therefore, the accurate selection of the depth of the decision tree is usually a difficult problem. For instance, if the desired data is generated from a piecewise linear model, then in order for the conventional approaches that use a fixed tree structure (i.e., fixed partitioning of the regressor space) to perfectly estimate the data, they need to perfectly guess the underlying partitions in hindsight. Otherwise, in order to capture the salient characteristics of the desired data, the depth of the tree should be increased to infinity. Hence, the performance of such algorithms significantly varies according to the initial partitioning of the regressor space, which makes it harder to decide how to select the depth of the tree.

On the other hand, the introduced algorithm adapts its region boundaries to minimize the final regression error. Therefore, even if the initial partitioning of the regressor space is not accurate, our algorithm will learn to the locally optimal partitioning of the regressor space for any given depth $d$. In this sense, one can select the depth of the decision tree by only considering the computational complexity issues of the application.

V. Simulations

In this section, we illustrate the performance of our algorithms under different scenarios with respect to various methods. We first consider the regression of a signal generated by a piecewise linear model when the underlying partition of the model corresponds to one of the partitions represented by the tree. We then consider the case when the partitioning does not match any partition represented by the tree to demonstrate the region-learning performance of the introduced algorithm. We also illustrate the performance of our algorithms in underfitting and overfitting (in terms of the depth of the tree) scenarios.

We then consider the prediction of two benchmark chaotic processes: the Lorenz attractor and the Henon map. Finally, we illustrate the merits of our algorithm using benchmark data sets (both real and synthetic) such as California housing [47]–[49], elevators [47], kinematics [48], pumadyn [48], and bank [49] (which will be explained in detail in Subsection V-F).

Throughout this section, “DFT” represents the decision fixed tree regressor (i.e., Algorithm 1) and “DAT” represents the decision adaptive tree regressor (i.e., Algorithm 2). Similarly, “CTW” represents the context tree weighting algorithm of [4], “OBR” represents the optimal batch regressor, “VF” represents the truncated Volterra filter [5], “LF” represents the simple linear filter, “B-SAF” and “CR-SAF” represent the Beizer and the Catmul-Rom spline adaptive filter of [6] respectively, “FNF” and “EMFNF” represent the Fourier and even mirror Fourier nonlinear filter of [7], respectively. Finally, “GKR” represents the Gaussian-Kernel regressor and it is constructed using $p$ node regressors, say $d_{t,1}, \ldots, d_{t,p}$, and a fixed Gaussian mixture weighting (that is selected according to the underlying sequence in hindsight), giving

$$\hat{d}_t = \sum_{i=1}^p f(x_t; \mu_i, \Sigma_i) \hat{d}_{t,i},$$

where $\hat{d}_{t,i} = v_{t,i}^T x_t$ and

$$f(x_t; \mu_i, \Sigma_i) \triangleq \frac{1}{2\pi \sqrt{|\Sigma_i|}} e^{-\frac{1}{2}(x_t - \mu_i)^T \Sigma_i^{-1} (x_t - \mu_i)},$$

for all $i = 1, \ldots, p$.

For a fair performance comparison, in the corresponding experiments in Subsections V-E and V-F, the desired data and the regressor vectors are normalized between $[-1, 1]$ since the satisfactory performance of the several algorithms require the
knowledge on the upper bounds (such as the B-SAF and the CR-SAF) and some require these upper bounds to be between $[-1,1]$ (such as the FNF and the EMFNF). Moreover, in the corresponding experiments in Subsections V-B, V-C and V-D, the desired data and the regressor vectors are normalized between $[-1,1]$ for the VF, the FNF, and the EMFNF due to the aforementioned reason. The regression errors of these algorithms are then scaled back to their original values for a fair comparison.

Considering the illustrated examples in the respective papers 4, 6, 7, the orders of the FNF and the EMFNF are set to 3 for the experiments in Subsections V-B, V-C and V-D, 2 for the experiments in Subsection V-B and 1 for the experiments in Subsection V-C. The order of the VF is set to 2 for all experiments, except for the California housing experiment, in which it is set to 3. Similarly, the depth of the tree of the DAT algorithm is set to 2 for all experiments, except for the California housing experiment, in which it is set to 3. The depths of the trees of the DFT and the CTW algorithms are set to 2 for all experiments. For the tree based algorithms, the regressor space is initially partitioned by the direction vectors $\theta_{t,p} = [\theta_{t,p}^{(1)}, \ldots, \theta_{t,p}^{(m)}]^T$ for all nodes $p \in \mathcal{N}_d - \mathcal{L}_d$, where $\theta_{t,p}^{(i)} = -1$ if $i \equiv l(p) \pmod{d}$, e.g., when $d = m = 2$, we have the four quadrants as the four leaf nodes of the tree. Finally, we used cubic B-SAF and CR-SAF algorithms, whose number of knots are set to 21 for all experiments. We emphasize that both these parameters and the learning rates of these algorithms are selected to give equal rate of performance and convergence.

### A. Computational Complexities

As can be observed from Table 1, among the tree based algorithms that partition the regressor space, the CTW algorithm has the smallest complexity since at each time $t$, it only associates the regressor vector $x_t$ with $O(d)$ nodes (the leaf node $x_t$ has fallen into and all its prefixes) and their individual weights. The DFT algorithm also considers the same $O(d)$ nodes on the tree, but in addition, it calculates the weight of the each node with respect to the rest of the nodes, i.e., it correlates $O(d)$ nodes with all the $O(2^d)$ nodes. The DAT algorithm, however, estimates the data with respect to the correlation of all the nodes, one another, which results in a computational complexity of $O(4^d)$. In order for the Gaussian-Kernel Regressor (GKR) to achieve a comparable nonlinear modeling power, it should have $2^d$ mass points, which results in a computational complexity of $O(m2^d)$.

On the other hand, the filters such as the VF, the FNF, and the EMFNF introduce the nonlinearity by directly considering the $r$th (and up to $r$th) powers of the entries of the regressor vector. In many practical applications, such methods cannot be applied due to the high dimensionality of the regressor space. Therefore, the algorithms such as the B-SAF and the CR-SAF are introduced to decrease the high computational complexity of such approaches. However, as can be observed from our simulation results, the introduced algorithm significantly outperforms its competitors in various benchmark problems.

The algorithms such as the VF, the FNF, and the EMFNF have more than enough number of basis functions, which result in a significantly slower and parameter dependent convergence performance with respect to the other algorithms. On the other hand, the performances of the algorithms such as the B-SAF, the CR-SAF, and the CTW algorithm are highly dependent on the underlying setting that generates the desired signal. Furthermore, for all these algorithms to yield satisfactory results, prior knowledge on the desired signals and the regressor vectors is needed. The introduced algorithms, on the other hand, do not rely on any prior knowledge, and still outperform their competitors.

### B. Matched Partitions

In this subsection, we consider the case where the desired data is generated by a piecewise linear model that matches with the initial partitioning of the tree based algorithms. Specifically, the desired signal is generated by the following piecewise linear model

$$d_t = \begin{cases} w^T x_t + \pi_t, & \text{if } \phi_0^T x_t \geq 0 \text{ and } \phi_1^T x_t \geq 0 \\ -w^T x_t + \pi_t, & \text{if } \phi_0^T x_t \geq 0 \text{ and } \phi_1^T x_t < 0 \\ -w^T x_t + \pi_t, & \text{if } \phi_0^T x_t < 0 \text{ and } \phi_1^T x_t \geq 0 \\ w^T x_t + \pi_t, & \text{if } \phi_0^T x_t < 0 \text{ and } \phi_1^T x_t < 0 \end{cases}$$  

**TABLE I: Comparison of the computational complexities of the proposed algorithms.** In the table, $m$ represents the dimensionality of the regressor space, $d$ represents the depth of the trees in the respective algorithms, and $r$ represents the order of the corresponding filters and algorithms.

| Algorithm | Computational Complexity |
|-----------|-------------------------|
| DFT | $O(md2^d)$ |
| DAT | $O(md^2)$ |
| CTW | $O(md)$ |
| GKR | $O(md^2)$ |
| VF | $O(m^r)$ |
| B-SAF | $O(m^r)$ |
| CR-SAF | $O(m^r)$ |
| FNF | $O((mr)^r)$ |
| EMFNF | $O(m^r)$ |

Fig. 3: Regression error performances for the second order piecewise linear model in a averaged over 10 trials.
Fig. 4: Progress of (a) the model weights and (b) the node weights averaged over 10 trials for the DFT algorithm. Note that the model weights do not sum up to 1.

where \( w = [1, 1]^T, \phi_0 = [1, 0]^T, \phi_1 = [0, 1]^T, x_t = [x_{1, t}, x_{2, t}]^T, \pi_t \) is a sample function from a zero mean white Gaussian process with variance 0.1, \( x_{1, t} \) and \( x_{2, t} \) are sample functions of a jointly Gaussian process of mean \([0, 0]^T\) and variance \( I_2 \). The desired data at time \( t \) is denoted as \( d_t \) whereas the extended regressor vector is \( x_t = [x_{1, t}, x_{2, t}]^T \), i.e., \( x_1 \) represents the first dimension and \( x_2 \) the second dimension.

For this scenario, the learning rates are set to 0.005 for the DFT algorithm, the FNF, and the CTW algorithm, 0.025 for the B-SAF and the CR-SAF, 0.05 for the VF and the EMFNF, 1 for the GKR. Moreover, for the GKR, \( \mu_i = 1.2 \times \lceil (-1)^{[(i-1)/2]}, (-1)^i \rceil^T \) and \( \Sigma_i = 1.2 \times I_2 \) for \( i = 1, \ldots, 4 \), are set to exactly match the underlying partitioning that generates the desired data.

In Fig. 3, we demonstrate the time accumulated regression error of the proposed algorithms averaged over 10 trials. Since the desired data is generated by a highly nonlinear piecewise linear model that mismatches with the underlying partition in (25), the learning performance of the DFT algorithm significantly outperforms the CTW algorithm especially for short data records. As commented in the text, this is expected since the context-tree weighting method enforces the sum of the model weights to be 1, however, the introduced algorithms have no such restrictions. As seen in Fig. 4a, the model weights sum up to 2.1604 instead of 1. Moreover, in the CTW algorithm all model weights are “forced” to be nonnegative whereas in our algorithm model weights can also be negative as seen in Fig. 4a. In Fig. 4b the individual node weights are presented. We observe that the nodes (i.e., regions) that directly match with the underlying partition that generates the desired data have higher weights whereas the weights of the other nodes decrease.

C. Mismatched Partitions

In this subsection, we consider the case where the desired data is generated by a piecewise linear model that mismatches with the initial partitioning of the tree based algorithms. Specifically, the desired signal is generated by the following piecewise linear model

\[
d_t = \begin{cases} 
w^T x_t + \pi_t, & \text{if } \phi_0^T x_t \geq 0.5 \text{ and } \phi_1^T x_t \geq 1 \\
-w^T x_t + \pi_t, & \text{if } \phi_0^T x_t \geq 0.5 \text{ and } \phi_1^T x_t < 1 \\
w^T x_t + \pi_t, & \text{if } \phi_0^T x_t < 0.5 \text{ and } \phi_1^T x_t \geq -1 \\
-w^T x_t + \pi_t, & \text{if } \phi_0^T x_t < 0.5 \text{ and } \phi_1^T x_t < -1
\end{cases}
\]

where \( w = [1, 1]^T, \phi_0 = [4, -1]^T, \phi_1 = [1, 1]^T, \phi_2 = [1, 2]^T, x_t = [x_{1, t}, x_{2, t}]^T, \pi_t \) is a sample function from a zero mean white Gaussian process with variance 0.1, \( x_{1, t} \) and \( x_{2, t} \) are sample functions of a jointly Gaussian process of mean \([0, 0]^T\) and variance \( I_2 \). The learning rates are set to 0.005 for the DFT, the DAT, and the CTW algorithms, 0.1 for the FNF, 0.025 for the B-SAF and the CR-SAF, 0.05 for the EMFNF and the VF. Moreover, in order to match the underlying partition, the mass points of the GKR are set to \( \mu_1 = [1.4565, 1.0203]^T, \mu_2 = [0.6203, -0.4565]^T, \mu_3 = [-0.5013, 0.5903]^T, \mu_4 = [-1.0903, -1.0013]^T \) with the same covariance matrix in the previous example.

Fig. 5 shows the normalized time accumulated regression error of the proposed algorithms. We emphasize that the DAT algorithm achieves a better error performance compared to its competitors. Comparing Fig. 4a and Fig. 5 one can observe
the degradation in the performances of the DFT and the CTW algorithms. This shows the importance of the initial partitioning of the regressor space for tree based algorithms to yield a satisfactory performance. Comparing the same figures, one can also observe that the rest of the algorithms performs almost similar to the previous scenario.

The DFT and the CTW algorithms converge to the best batch regressor having the predetermined leaf nodes (i.e., the best regressor having the four quadrants of two dimensional space as its leaf nodes). However, that regressor is sub-optimal since the underlying data is generated using another constellation, hence their time accumulated regression error is always lower bounded by $O(1)$ compared to the global optimal regressor. The DAT algorithm, on the other hand, adapts its region boundaries and captures the underlying unevenly rotated and shifted regressor space partitioning, perfectly. Fig. 6 shows how our algorithm updates its separator functions and illustrates the nonlinear modeling power of the introduced DAT algorithm.

We also present the node weights for the DFT and the DAT algorithms in Fig. 7a and Fig. 7b respectively. In Fig. 7a, we can observe that the DFT algorithm cannot estimate the underlying data accurately, hence its node weights show unstable behavior. On the other hand, as can be observed from Fig. 7b, the DAT algorithm learns the optimal node weights as the region boundaries are learned. In this manner, the DAT algorithm achieves a significantly superior performance with respect to its competitors.

D. Mismatched Partitions with Overfitting & Underfitting

In this subsection, we consider two cases (and perform two experiments), where the desired data is generated by a piecewise linear model that mismatches with the initial partitioning of the tree based algorithms, where the depth of the tree overfits or underfits the underlying piecewise model. In the first set of experiments, we consider that the data is generated from a first order piecewise linear model, for which using a depth-1 tree is sufficient to capture the salient characteristics of the data. In the second set of experiments, we consider that the data is generated from a third order piecewise linear model, for which it is necessary to use a depth-3 tree to perfectly estimate the data.

The first order piecewise linear model is defined as

$$d_t = \begin{cases} w^T x_t + \pi_t, & \text{if } \phi_0^T x_t \geq 0.5, \\ -w^T x_t + \pi_t, & \text{if } \phi_0^T x_t < 0.5, \end{cases}$$

(27)

and the third order piecewise linear model is defined as

$$d_t = \begin{cases} w^T x_t + \pi_t, & \text{if } \phi_0^T x_t \geq 0.5, \phi_1^T x_t \geq 0.5, \phi_2^T x_t \geq 0.5, \\ -w^T x_t + \pi_t, & \text{if } \phi_0^T x_t \geq 0.5, \phi_1^T x_t < 0.5, \phi_2^T x_t < 0.5, \\ \pi_t, & \text{otherwise}, \end{cases}$$

(28)

where $w = [1, 1]^T$, $\phi_0 = [4, -1]^T$, $\phi_1 = [1, 1]^T$, $\phi_2 = [-1, -2]^T$, $\phi_3 = [0, -1]^T$, $\phi_4 = [1, 0]^T$, $\phi_5 = [-1, 0]^T$, $\phi_6 = [0, -1]^T$, $x_t = [x_{1,t}, x_{2,t}]^T$, and $\pi_t$ is a sample function from a zero mean white Gaussian process with variance 0.1, $x_{1,t}$ and $x_{2,t}$ are sample functions of a jointly Gaussian process of mean $[0, 0]^T$ and variance $I_2$. The learning rates are set to 0.005 for the DFT, the DAT, and the CTW algorithms, 0.05 for the EMFN, 0.01 for the B-SAF, the CR-SAF, and the FNF, 0.5 for the VF, and 1 for the GKR, where the parameters of the GKR are set to the same values in the previous example.

We present the normalized regression errors of the proposed algorithms in Fig. 8. Fig. 8a shows the performances of the algorithms in the overfitting scenario, where the desired data is generated by the first order piecewise linear model in (27). Similarly, Fig. 8b shows the performances of the algorithms in the underfitting scenario, where the desired data is generated by the third order piecewise linear model in (28). From the figures, it is observed that the DAT algorithm outperforms its competitors by learning the optimal partitioning for the given depth, which illustrates the power of the introduced algorithm under possible mismatches in terms of $d$.

E. Chaotic Signals

In this subsection, we illustrate the performance of our algorithm when estimating a chaotic data generated by i) the Henon map and ii) the Lorenz attractor [50].

First, we consider a zero-mean sequence generated by the Henon map, a chaotic process given by

$$d_t = 1 - \zeta d_{t-1}^2 + \eta d_{t-2},$$

(29)

and known to exhibit chaotic behavior for the values of $\zeta = 1.4$ and $\eta = 0.3$. The desired data at time $t$ is denoted as $d_t$ whereas the extended regressor vector is $x_t = [d_{t-1}, d_{t-2}, 1]^T$, i.e., we consider a prediction framework. The learning rates are set to 0.025 for the B-SAF and the CR-SAF algorithms, whereas it is 0.05 for the rest.
Fig. 6: Changes in the boundaries of the leaf nodes of the depth-2 tree of the DAT algorithm for $t = 0, 1000, 2000, 5000, 20000, 50000$. The separator functions adaptively learn the boundaries of the piecewise linear model in (26).

Fig. 7: Progress of the node weights for the piecewise linear model in (26) for (a) the DFT algorithm and (b) the DAT algorithm.

Fig. 9 shows the normalized regression error performance of the proposed algorithms. One can observe that the algorithms whose basis functions do not include the necessary quadratic terms and the algorithms that rely on a fixed regressor space partitioning yield unsatisfactory performance. On the other hand, we emphasize that the VF can capture the salient characteristics of this chaotic process since its order is set to 2. Similarly, the FNF can also learn the desired data since its basis functions can well approximate the chaotic process. The DAT algorithm, however, uses a piecewise linear modeling and still achieves the asymptotically same performance as the VF, while outperforming the FNF algorithm.

Second, we consider the chaotic signal set generated using the Lorenz attractor [50] that is defined by the following three discrete time equations:

$$x_t = x_{t-1} + (\sigma (y - x)) dt$$  \hspace{1cm} (30)

$$y_t = y_{t-1} + (x_{t-1} (\rho - z_{t-1}) - y_{t-1}) dt$$  \hspace{1cm} (31)

$$z_t = z_{t-1} + (x_{t-1} y_{t-1} - \beta z_{t-1}) dt,$$  \hspace{1cm} (32)

where we set $dt = 0.01$, $\rho = 28$, $\sigma = 10$, and $\beta = 8/3$. 

to generate the well-known chaotic solution of the Lorenz attractor. In the experiment, \( x_t \) is selected as the desired data and the two dimensional region represented by \( y_t, z_t \) is set as the regressor space, that is, we try to estimate \( x_t \) with respect to \( y_t \) and \( z_t \). The learning rates are set to 0.01 for all the algorithms.

Fig. 10 illustrates the nonlinear modeling power of the DAT algorithm even when estimating a highly nonlinear chaotic signal set. As can be observed from Fig. 10, the DAT algorithm significantly outperforms its competitors and achieves a superior error performance since it tunes its region boundaries to the optimal partitioning of the regressor space, whereas the performances of the other algorithms directly rely on the initial selection of the basis functions and/or tree structures and partitioning.

### F. Benchmark Real and Synthetic Data

In this subsection, we first consider the regression of a benchmark real-life problem that can be found in many data set repositories such as [47]–[49]: California housing - estimation of the median house prices in the California area using California housing database. In this experiment, the learning rates are set to 0.01 for all the algorithms. Fig. 11 provides the normalized regression errors of the proposed algorithms, where it is observed that the DAT algorithm outperforms its competitors and can achieve a much higher nonlinear modeling power with respect to the rest of the algorithms.

Aside from the California housing data set, we also consider the regression of several benchmark real life and synthetic data from the corresponding data set repositories:

- Kinematics [47] (\( m = 8 \)) - a realistic simulation of the forward dynamics of an 8 link all-revolute robot arm.
The task in all data sets is to predict the distance of the end-effector from a target. (among the existent variants of this data set, we used the variant with \( m = 8 \), which is known to be highly nonlinear and medium noisy).

- Elevators \([48]\) \((m = 18)\) - obtained from the task of controlling a F16 aircraft. In this case the goal variable is related to an action taken on the elevators of the aircraft.

- Pumadyn \([48]\) \((m = 32)\) - a realistic simulation of the dynamics of Unimation Puma 560 robot arm. The task in the data set is to predict the angular acceleration of one of the robot arm’s links.

- Bank \([49]\) \((m = 32)\) - generated from a simplistic simulator, which simulates the queues in a series of banks. Tasks are based on predicting the fraction of bank customers who leave the bank because of full queues (among the existent variants of this data set, we used the variant with \( m = 32 \)).

The learning rates of the LF, the VF, the FNF, the EMFNF, and the DAT algorithm are set to \( \mu \), whereas it is set to 10\( \mu \) for the B-SAF and the CR-SAF algorithms, where \( \mu = 0.01 \) for the kinematics, the elevators, and the bank data sets and \( \mu = 0.005 \) for the pumadyn data set. In Table II it is observed that the performance of the DAT algorithm is superior to its competitors since it achieves a much higher nonlinear modeling power with respect to the rest of the algorithms. Furthermore, the DAT algorithm achieves this superior performance with a computational complexity that is only linear in the regressor space dimensionality. Hence, the introduced algorithm can be used in real life big data problems.

VI. CONCLUDING REMARKS

We study nonlinear regression of deterministic signals using trees, where the space of regressors is partitioned using a nested tree structure where separate regressors are assigned to each region. In this framework, we introduce tree based regressors that both adapt their regressors in each region as well as their tree structure to best match to the underlying data while asymptotically achieving the performance of the best linear combination of a doubly exponential number of piecewise regressors represented on a tree. As shown in the text, we achieve this performance with a computational complexity only linear in the number of nodes of the tree. Furthermore, the introduced algorithms do not require a priori information on the data such as upper bounds or the length of the signal. Since these algorithms directly minimize the final regression error and avoid using any artificial weighting coefficients, they readily outperform different tree based regressors in our examples. The introduced algorithms are generic such that one can easily use different regressor or separation functions or incorporate partitioning methods such as the RP trees in their framework as explained in the paper.
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