Automatic tuning of hyper-parameters of reinforcement learning algorithms using Bayesian optimization with behavioral cloning
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Abstract
Optimal setting of several hyper-parameters in machine learning algorithms is key to make the most of available data. To this aim, several methods such as evolutionary strategies, random search, Bayesian optimization and heuristic rules of thumb have been proposed. In reinforcement learning (RL), the information content of data gathered by the learning agent while interacting with its environment is heavily dependent on the setting of many hyper-parameters. Therefore, the user of an RL algorithm has to rely on search-based optimization methods, such as grid search or the Nelder-Mead simplex algorithm, that are very inefficient for most RL tasks, slows down significantly the learning curve and leaves to the user the burden of purposefully biasing data gathering. In this work, in order to make an RL algorithm more user-independent, a novel approach for autonomous hyper-parameter setting using Bayesian optimization is proposed. Data from past episodes and different hyper-parameter values are used at a meta-learning level by performing behavioral cloning which helps improving the effectiveness in maximizing a reinforcement learning variant of an acquisition function. Also, by tightly integrating Bayesian optimization in a reinforcement learning agent design, the number of state transitions needed to converge to the optimal policy for a given task is reduced. Computational experiments reveal promising results compared to other manual tweaking and optimization-based approaches which highlights the benefits of changing the algorithm hyper-parameters to increase the information content of generated data.
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1 | INTRODUCTION

The process of induction in supervised learning algorithms involves generalizing from training data in order to provide the best prediction for unseen data during testing. Typically, a learning algorithm usually has parameters that are fitted during training (e.g., weight parameters in a neural network) and hyper-parameters (e.g., the structure of a neural network or the learning rate \( \alpha \)) that make assumptions about the data and impose bias before beginning the training phase. Such bias severely constrains what can be learned and the quality of the resulting predictive model. As the training data set does not change during training, hyper-parameter optimization can be carried out independently from learning. In order to ensure effective learning of an
inductive model and, therefore, to provide a better generalization to new data, the task of setting the learning algorithm hyperparameters is crucial, being responsible for either a mediocre or an outstanding generalization capability of the fitted model. This has motivated a considerable research effort to address hyper-parameter optimization using different approaches such as Tree-structured Parzen Estimators (TPE), grid and random search, Bayesian optimization, reinforcement learning for neural network architecture search, Covariance Matrix Adaptation Evolution Strategy (CMA-ES), to name but a few.

As an optimal control problem under uncertainty, in reinforcement learning (RL), the data set used by a learning agent to estimate an optimal policy is not provided a priori. Instead, it is the direct result of a sequence of interactions between such an agent and its environment, from which it receives rewards associated with state transitions caused by the actions taken. The information content in the data generated by such interactions is biased by a number of algorithm hyper-parameters used during training. Hence, poor setting of these hyper-parameters negatively influences the learning curve and the gap between the policy learned and the optimal one.

The actions tried at visited environmental states aim to maximize the cumulative reward the agent will receive using the learned policy after training. To this aim, during training, the setting of hyper-parameters must carefully balance the trade-off between exploring what would be highly informative for approximating an optimal policy and exploiting what the agent already knows. Optimization of hyper-parameters is thus a kind of active meta-learning to influence the data set on which the optimal policy is going to be estimated.

There have been impressive successes in real-world applications of reinforcement learning, including agents that play different Atari games with human performance, agents that excelled at the game of Go beating some of the best human players, and can play grand-master StarCraft, robotics control, among many others. However, regarding the setting of hyper-parameters used to accomplish these tasks using reinforcement learning, previous works either do not provide a detailed account on how the hyper-parameters were tuned and which alternative settings were considered in such implementation, or simply mentioned that the hyper-parameter configuration was obtained empirically or by "informal search" (e.g., the latter is the case in Mnih et al. 2015). As stated above, lacking a systematic approach to optimize the hyper-parameters in the very design of RL algorithms is a serious drawback since the training data set is the direct result of the values chosen for the hyper-parameters, mainly those that bias which states are visited and those that generate the most informative (state, action) pairs that define an optimal policy. Since there always exists a stochastic effect of actions taken at a given state, different configurations of hyper-parameters can yield considerable variability in the estimation of the optimal policy, as stated in Henderson et al. (2017) and Islam et al. (2017).

In comparison with supervised learning, the experimental cost and risk of data gathering for reinforcement learning are factors that make exhaustive methods of hyper-parameter optimization very expensive and often inefficient. Thus, experimental design for actively seeking highly informative data often relies on informal tuning or randomized search. The main drawback of informal tuning is that it is often suboptimal, so that the performance of the configured RL algorithm is very inefficient, as it biases sampling state-action pairs without any concern for their information content. A poor setting of hyper-parameters may even lead to divergence in the search for an optimal policy, whereas the problem with randomized search is that it makes little use of the information gathered in the previous learning episodes. As a result, hyper-parameters in reinforcement learning are often heuristically tweaked, and there is no information about how the chosen values of hyper-parameters for algorithms used in different works affect the results obtained. Another issue with manual hyper-parameter tuning in reinforcement learning is that, considering that the true values of the states or alternative policies are a priori unknown, a learning agent often converges to a suboptimal policy.

Bearing in mind that many existing approaches mainly focus on supervised learning, this work specifically deals with active meta-learning using Bayesian optimization of the chosen values for the different hyper-parameters in a reinforcement learning algorithm. To this aim, an adaptation of Bayesian optimization with an extension of a common acquisition function, specifically geared for RL, is proposed. A novel two-step expected improvement function, particularly suited to autonomously optimize the hyper-parameters used by a reinforcement learning agent while solving a task by interacting with its environment is presented.

To enhance meta-learning of the algorithm hyper-parameters, behavioral cloning (BC) is used. BC is a method to learn policies by learning from a (typically small) set of demonstrations, casted as the supervised learning problem of minimizing the discrepancy between the selected action and the demonstrated action. Used in reinforcement learning as a mechanism to pre-train policies prior to starting using an RL algorithm, BC reduces the samples required to converge towards the optimal policy. In this work, it is shown that the integration of BC increases the efficiency of hyper-parameter setting, which makes room for resorting to the experience gathered with different hyper-parameters as demonstrations.

This work is organized as follows: Section 2 presents the methodologies used to define the meta-learning layer, Section 3 presents the related works, and Section 4 presents the proposed method. On the other hand, Section 5 validates and discusses
a number of examples where the proposed method outperforms other state-of-art methods for a task. Meta-learning addresses the optimization of hyper-parameters of a reinforcement learning agent in five PyBullet simulated robotic tasks and in the BSuite collection of environments. Finally, the conclusions and future works are stated in Section 6.

2 METHODOLOGY

2.1 Reinforcement Learning

Reinforcement learning (RL) is an area of machine learning that has put forward the possibilities of computational intelligence in domains such as games, self-driving cars, and dialogue generation. RL deals with an autonomous agent situated in an environment that attempts to learn a policy that maximizes the cumulative reward it may get, by performing a sequence of actions and observing the rewards associated with state transitions resulting from actions taken. To this aim, an evaluative feedback mechanism or learning rule is used. The problem is formalized as a Markov Decision Process (MDP) \((S, A, R, P, \gamma)\) where:

- \(S\), is a set of states.
- \(A\), is a set of actions.
- \(R\), is a reward function that determines the rewards associated with state transitions due to actions taken.
- \(P(s_{t+1} = s' \mid s, a)\), is a probability for the agent to transition to a certain state \(s'\) at the next time-step, being in a state \(s\) at time-step \(t\), when an action \(a\) is taken.
- \(\gamma \in [0, 1)\), is a scalar that imposes a discount for future rewards, determining how short– or far – sighted is the policy of the agent. At time-step \(t\), the cumulative discounted return is given by

\[
R_t = r_t + \gamma r_{t+1} + \gamma^2 r_{t+2} + \ldots
\]

(1)

It is worth noting that \(\gamma\) is constrained to values less than 1, as a necessary condition for the convergence of the learning algorithm.

The policy is defined as a function \(\pi(a \mid s)\), and represents the probability of taking an action \(a\), being in a state \(s\). With \(\pi\), the agent aims to maximize the value function for every state; such function is defined as the expected reward, starting from a given state at time-step \(t\), and following policy \(\pi\) thereafter. Formally, this is given by the Bellman Equation:

\[
V_\pi(s) = \mathbb{E}(R_t \mid s_t = s)
= \mathbb{E}(r_t + \gamma r_{t+1} + \gamma^2 r_{t+2} + \ldots \mid s_t = s)
= \mathbb{E}(r_t + \gamma V_\pi(s_{t+1}) \mid s_t = s)
\]

(2)

Analogously, the \(Q\)-value function extends Eqn. 2 to state-action pairs, and it is given by

\[
Q(s, a) = \mathbb{E}(R_t \mid s_t = s, a_t = a)
\]

(3)

The optimal policy is defined as a policy \(\pi^\ast\) that is as good as or better than any other policy \(\pi\), i.e., \(V_{\pi^\ast}(s) \geq V_\pi(s), \forall s\).

Using RL to find an optimal policy given an MDP involves algorithms that are focused on either improving the value function \(V(s)\), such as temporal difference learning, or algorithms that focus directly on learning the policy \(\pi(a \mid s)\) such as REINFORCE, among others (see Sutton and Barto (2018) for more information).

A basic algorithm in RL for solving MDPs is \(Q\)-Learning, which takes actions suggested by any policy (not necessarily the optimal one) and resorts to state transition and observed reward to update the value \(Q(s, a)\) of a state-action pair using the rule:

\[
Q(s, a) \leftarrow Q(s, a) + \alpha \left( r + \gamma \arg \max_{a'} Q(s', a') - Q(s, a) \right)
\]

(4)

As the action from which the next state value is discounted in the update is the best estimated action based on current knowledge, which is not determined by the policy being followed, it is said that \(Q\)-learning is an off-policy algorithm. If the action would be determined by the policy being followed, then the algorithm is called on-policy.
Key to properly addressing the reinforcement learning problem is the trade-off between exploration and exploitation. This gives rise to a dilemma in which the agent has to choose between taking actions that are considered to be the best according to the current estimation of the optimal policy, or taking actions that are deemed as suboptimal but makes room for the agent to discover better actions to exploit in the future. A simple approach to balance exploration with exploitation is the $\epsilon$-greedy policy, which determines that, at any state, the agent will take a random action (explore) with a given probability $\epsilon$, and execute the action regarded as best (exploit) with probability $(1 - \epsilon)$.

When the state space is large, it is not efficient or even possible to update the value function via Equation 4. Instead, the value function is approximated by a function parameterized with weights $\phi$, i.e., $V(s) \approx \hat{V}_\phi(s \mid \phi)$, commonly from a neural network model.

A notable extension of Q-learning is the Deep Q Learning algorithm (DQN) that extends its application scope using deep neural networks. This extension consists mainly in:

- Predictions with action-value function $\hat{Q}(s, a \mid \phi)$ takes advantage of a deep neural network that can have many convolutional layers if the input state is an image.
- To prevent both prediction and target $y$ (defined below) to change at the same time in each gradient update, the target uses weights $\phi^-$ that are not updated by gradient descent, but replaced by weights $\phi$ every $C$ steps.
- A replay memory is used to store tuples of experience $(s, a, r, s')$ which are used for an off-policy estimation of the target $y$, given by $r$ if $s'$ is an absorbing state; otherwise, it is given by $r + \gamma \max_{a'} \hat{Q}(s', a' \mid \phi^-)$. In the initial proposal of DQN, such tuples were uniformly sampled. This was further improved in Schaul et al. (2015) when transitions are sampled with a probability related to the magnitude of the temporal-difference error. Then, the probability of selecting a transition $j$ is given by

$$P(j) = \frac{p^a_j}{\sum p^a_i}$$  \hspace{1cm} (5)

where the hyper-parameter $\alpha \in (0, 1)$ sets a balance between sampling the transition with highest priority versus sampling a transition at random. Sampling in this way introduces a bias, that makes the expectation distribution different from the distribution from which past experiences were sampled. To address this, updates on the network are corrected by using importance sampling weights given by

$$w_i = (N P(j))^{-\beta}$$  \hspace{1cm} (6)

where $N$ is the size of the experience replay buffer, and $\beta$ is a hyper-parameter that controls how the importance sampling correction affects value learning. More details regarding prioritizing experience replay can be found in Schaul et al. (2015).

Another main family of RL algorithms is the policy gradient algorithms. Instead of selecting the policy via $\epsilon$-greedy given the estimation of $Q$ as in Q-Learning or DQN, they directly update the policy parameterized with weights $\theta$, i.e., $\pi(s, a \mid \theta)$, in order to maximize the received returns from following such policy (therefore, such algorithms are on-policy). Formally, given $\pi_\theta$, a stochastic policy parameterized with $\theta$, the objective is the maximization of the expected return,

$$J(\pi_\theta) = \mathbb{E}_{\tau \sim \pi_\theta}[R(\tau)]$$  \hspace{1cm} (7)

where $R(\tau)$ is the sum of discounted rewards gathered in the sampled trajectory $\tau = (s_0, a_0, \ldots, s_{t+1})$. The parameters $\theta$ of the policy $\pi_\theta$ can be updated via gradient ascent, such that the next update of the policy weights, $\theta_{t+1}$, is changed in the improvement direction of the agent policy, controlled by $\alpha_\mu$ using

$$\theta_{t+1} = \theta_t + \alpha_\mu J(\pi_\theta)|_{\theta_t}$$  \hspace{1cm} (8)

Based on the policy gradient theorem, the gradient of Equation 7 is given by

$$\nabla_\theta J(\pi_\theta) = \mathbb{E}_{\tau \sim \pi_\theta} \left[ \sum_{i=1}^{T} \nabla_{\theta} \log \pi_\theta(a_i \mid s_i) R(\tau) \right]$$  \hspace{1cm} (9)
As the left-hand side of Equation \[9\] is an expectation, it can be approximated by Monte-Carlo sampling using a set of trajectories. It is common to use the \textit{advantage function} \(A(s, a) = Q(s, a) - V(s)\) instead of the discounted reward to reduce the variability (the advantage function can be estimated with methods such as Generalized Advantage Estimator (GAE)). Given a sampled set of trajectories \(T = \tau_1, \ldots, \tau_T\), each with observed states \(s_0, \ldots, s_j\), the weights \(\phi\) of the value function approximation are updated by

\[
\phi_{k+1} = \arg\min_{\phi} \frac{1}{k|T|} \sum_{t \in T} \sum_{i=1}^{T} (\hat{V}(s | \phi) - R_i)^2
\]

being \(R_i\) the sum of cumulative (discounted) rewards in each trajectory, as defined in Eqn. \[10\].

A drawback of policy gradient algorithms is that they are prone to numerical instabilities in the policy as they are iteratively updated via a stochastic gradient. A recent algorithm that successfully addresses this issue is Proximal Policy Optimization (PPO), which is an on-policy algorithm that updates the policy \(\pi_\theta\), by limiting (usually, by clipping) how much the weights can be changed when performing gradient ascent updates, making it a solid state-of-art algorithm.

### 2.2 Behavioral cloning

An alternative way of learning behavioral policies is from a policy made from demonstrations \(\hat{\pi}\). This \textit{demonstration policy} consists of trajectories, i.e., \(\hat{x} = \{\tau_1, \ldots, \tau_T\}\), each with state-action pairs \((s_0, a_0), \ldots, (s_T, a_T)\), and the problem of learning an approximated policy \(\hat{x}\) from them is called \textit{imitation learning}. These demonstrations can originate from several sources. For instance, they can be manually generated by domain experts, generated by a partially trained reinforcement learning agent, or by transfer learning from similar tasks.

In particular, \textit{behavioral cloning} (BC) is a simple imitation learning algorithm that consists of learning \(\hat{\pi}\) in a supervised learning setting, where a model such as a support vector machine (SVM) or neural network is trained to predict output actions given input states, typically by learning to minimize a function \(\ell(\hat{a}, \tilde{a})\), that computes the loss of selecting action \(\hat{a}\) instead of the correct action \(\tilde{a}\). As in supervised learning, the demonstrations are usually split in training and validation sets to reduce overfitting. The loss function \(\ell\) may take several forms; for instance, for continuous actions it can compute a similarity norm between two actions, whereas for discrete actions it can consist in the cross-entropy loss.

The main advantage of BC is related to its efficiency (a small set of demonstrations can be used with good results), and the velocity to train a learning agent. However, one of the drawbacks of learning policies solely with BC is that both the distribution of the demonstrations and the distribution of the \((s, a)\) that the agent will know after training are assumed to be IID when they are instead dependent on past actions and states, and therefore need to be sampled by directly interacting with the environment. Such limitations are particularly significant in cases when an agent must take action at states that are sensibly different from the observed in the training set, which expose it to actions that are not only suboptimal, but also risky, resulting in catastrophic outcomes for certain environments. However, the simplicity of BC, when combined with deep reinforcement learning algorithms, can provide a fast and efficient way to pre-train policies in an RL setting. This gave rise to considerable successes. For example, by means of BC, very good results and efficient policy learning were achieved in Atari games, and in a simulated quadcopter vehicle.

### 2.3 Bayesian optimization

Bayesian optimization is a black-box optimization method that aims to find the global maximum of an unknown function \(f\), i.e., \(\arg\max_X f(X), X \in \mathbb{R}^d\), by selectively sampling \(X\) and optimizing a cheaper surrogate function designed to balance exploration and exploitation using an existing data set. For each new point \(X\), the maximization of \(f(X)\) is performed by taking a Bayesian approach over \(f\), that is, assuming that 1) \(f\) follows a prior probabilistic distribution, and 2) using Bayes’ theorem for computing the posterior of \(f\) given \(D_n\), the set of \(n\) pairs of queries and corresponding outputs.

A common approach involves the assumption that the noisy samples \(y_{X_1}, \ldots, y_{X_n}\) of the unknown objective function values, \(f(X_1), \ldots, f(X_m)\), are normally distributed, i.e., \(f(X_1), \ldots, f(X_m) \sim \text{Normal}(m, K)\), where:

- \(m = (\mu_0(X_1), \ldots, \mu_0(X_m))\), being \(\mu_0(X)\) the prior mean function, typically \(\mu_0() = \mu_0\) (i.e., set to a constant prior mean).

The prior mean represents the prior belief about the behavior of the objective function \(f\), before any output is observed, and it can be obtained by inferring it from the data, or by expert knowledge (if it is available).
• $K$ is the covariance matrix that denotes the covariance $k(X_i, X_j)$ of each point $X_i$ with each other $X_j$. The covariance function $k(\ldots)$ is defined by a covariance kernel that determines how two points will be influenced between each other, e.g., by a Matérn kernel\textsuperscript{31}. Kernels usually have smoothness hyper-parameters that determine smoothness and amplitude of the samples. Such kernel hyper-parameters are usually updated after each iteration, to automatically adjust to the observed data (see Shahriari et al. (2016)\textsuperscript{32} for more details about how this is done).

Under this assumption, the statistical model is a Gaussian process (GP)\textsuperscript{32} and their Bayesian treatment has a closed form based on the kernel trick\textsuperscript{33}. This allows to use GP as a regression model to predict both the mean $\mu$ and uncertainty $\sigma^2$ of a new point $X_{n+1}$, taking into account previous data $D_n = (X_1, y_{X_1}), \ldots (X_n, y_{X_n})$. This prediction is given by

\begin{align}
\mu_{n+1}(X) &= \mu_0(X) + k(X)^T K^{-1}(Y - m) \\
\sigma_{n+1}^2(X) &= k(X, X) - k(X)^T K^{-1}k(X)
\end{align}

where $Y = (y_{X_1}, \ldots, y_{X_n})$, and $k(X)$ denotes the covariance between the new point $X_{n+1}$ and the previous points $X_1, \ldots, X_n$ in the data set.

The parameters $\mu_{n+1}$ and $\sigma_{n+1}^2$ are used in order to obtain a new point for next query that, according to the information from previous points, maximizes the chances of encountering the true optimum of $f$. As the latter is unknown, the point that is commonly used as a reference is the point that yielded the current maximum, $X^\ast$. The next query point of $f$ is obtained by maximizing a function $a(X^d) \to \mathbb{R}$ that is cheap to optimize (in comparison to $f$) called acquisition function, which uses the predicted mean and variance from the statistical GP model to compare against $X^\ast$, and to determine the uncertainty of the prediction\textsuperscript{33}.

**Algorithm 1 Bayesian optimization**

**Input**

prior mean $\mu_0$, covariance kernel function $k(\ldots)$, acquisition function $a(\cdot)$, unknown black-box function $f$

**for** evaluation $= 1$ to $N$ evaluations **do**

Obtain $X_{n+1}$ by optimizing an acquisition function $a(X)$ using the predicted $\mu_{n+1}$ and $\sigma_{n+1}$ from a statistical model (e.g., Gaussian Process)

Query the objective function $f$ at the point $X_{n+1}$

Add the point and result $y_{X_{n+1}}$ to $D_{n+1} = \{(X_1, y_{X_1}), \ldots, (X_{n+1}, y_{X_{n+1}})\}$

Update the statistical model (e.g., Gaussian process)

**end for**

**Output**

$$\arg\max_{X^\ast} y_X$$

The pseudo-code for Bayesian optimization is described in Algorithm 1. It consists of a number of $N$ queries to be made to the objective function $f$, that are performed in an iterative way in order to determine the next point $X_{n+1}$. As $f$ is assumed to be expensive to calculate, the main intention of the algorithm is that each query point is chosen based on the information of previous queries. In order to define the next point $X_{n+1}$ that will be queried, the most common acquisition function used is the expected improvement (EI) function. It estimates the probability that a test point $X$ might yield an improvement over the best possible outcome $f^\ast$, which is pondered by the amount of improvement expected for such a test point. Under the normal distribution assumption, this acquisition function is given by

$$a_{EI}(X) = E[f(X) - f^\ast]P[f(X) > f^\ast]$$

$$= (\mu_n(X) - f^\ast)\Phi(Z) + \sigma_n(X)\phi(Z)$$

(13)

where $\Phi(\cdot)$ and $\phi(\cdot)$ are the standard Gaussian cumulative and density distribution functions, respectively. As it is unknown, a common criterion is to use the current maximum found according to the selected metric, i.e., $f^\ast = f(X^\ast)$, being $X^\ast$ the current vector that obtains the maximum $y$. Finally, $Z = (\mu_n(X) - \tau)/\sigma_n(X)$. 


Typically, the maximum of Eqn. 13 is obtained in practice by sampling a batch of points $X$ selected at random, or by resorting to sampling methods such as Latin Hypercube Sampling (LHS), that divides the search space in a grid, and then sample points in such a way that each selected sample is the only sample in the corresponding row and column.

This Bayesian optimization approach is commonly used to optimize the hyper-parameters $\theta$ of machine learning algorithms, where each algorithm execution is taken as a black-box function $f(\theta)$, where $f$ is a previously determined measure of how well the agent has learned. For example, in the context of this work, $f$ can represent the effectiveness of a reinforcement learning algorithm for finding a policy to solve a certain task. On the other hand, $\theta$ is a vector that contains the elements that define the configuration that is being optimized in the algorithm, that can be composed of real valued, discrete or combinatorial elements (in such case a Bayesian optimization approach such as the proposed by Baptista et al. (2018) is recommended). Aside from the method presented in this Section, other variants of Bayesian optimization are also used to optimize hyper-parameters. One common variant was introduced by Hutter et al. (2011), which proposes random forest regression as a surrogate model. Another variation that is used in several implementations is the Tree-structured Parzen Estimator (TPE) approach, which estimates the expected improvement by generating separately $P(y)$ and $P(X \mid y)$, the latter by using two non-parametric densities, instead of directly modeling $P(y \mid X)$ with Gaussian process regression as in Eqn. 11.

3 RELATED WORK IN HYPERPARAMETER OPTIMIZATION

Different approaches have been applied to hyper-parameter setting optimization in machine learning algorithms, related to supervisory learning tasks. An often-used methodology is the expensive grid search, which mainly consists in an exhaustive search over the hyper-parameter space. To circumvent the computational cost of grid search, the less costly alternative of random search has also been tried. The latter revolves around a random-guided search over a hyper-sphere, which only takes into account the information of the best point. By resorting to pure luck in the search for a "good" setting of algorithm hyper-parameters, random search does not take full advantage of information gained from the sequence of past queries. Other approaches involve evolutionary methods, such as the Covariance Matrix Adaptation Evolution Strategy (CMA-ES), which consists in iterations where candidate solutions are sampled from a multivariate normal distribution; such samples are evaluated and used to update the covariance matrix of the distribution, in order to maximize the likelihood of successful solution points. However, as it is common with evolutionary approaches, they require a considerable computational budget to sample and update many candidate solutions.

As an improvement over uninformative methods like random search, or exhaustive methods such as grid search, the Bayesian optimization of hyper-parameters implements a sequential, iterative optimization of a black box function (in this context, a performance function of the hyper-parameters), by optimizing a cheaper function that takes into account past queries to decide the next setting of algorithm hyper-parameters. Given its performance and efficiency to tune hyper-parameters, Bayesian optimization gave rise to a series of novel frameworks for auto-tuning the hyper-parameters in machine learning algorithms, such as the Sequential Model-based Algorithm Configuration (SMAC) (based on Hutter et al. (2011)), Auto-WEKA, MOH, Hyperopt, Spearmint (based on Bergstra and Bengio (2012)), and more recently, the combination of traditional Bayesian optimization with the Hyperband strategy, resulting in BOHB, and the integration in Optuna. However, none of these approaches are suited for RL, since they separate data generation from the learning task, hence it is very inefficient to assume that the algorithm hyper-parameters can be optimized without affecting the information content of the generated data set to approximate the optimal policy.

In particular, regarding reinforcement learning algorithms, several approaches have been taken with respect to optimizing their hyper-parameters. Some studies focus separately on each hyper-parameter. For instance, an approach to optimize the trace hyper-parameter $\lambda$ by minimizing the variance error of the estimation of the value without incurring in a high bias error is presented in White and White (2016). A way to adapt the step size $a_t$, according to derived upper and lower bounds where the learning performed with function approximation will not diverge, is discussed in Dabney and Barto (2016).

Other studies, on the other hand, focused on resorting to Bayesian optimization to optimize several RL hyper-parameters at the same time. In this setting, a preceding work is Barsce et al. (2017), where a Bayesian optimization framework was proposed to optimize RL hyper-parameters. However, in such work, Bayesian optimization and the RL algorithm are decoupled in such a way that the meta-learning does not make specific assumptions with respect to an RL algorithm, making the method also inefficient because the learned tuples of experience $(s, a, r, s')$ are all aggregated in the metric selected for the objective function and, therefore, cannot be used directly to improve the meta-learning layer. On the other hand, Bayesian optimization
with Tree-structured Parzen Estimators (TPE), in combination with Hyperband \cite{Falkner2018HybridBO}, as a suitable BO alternative to optimizing RL parameters, by optimizing eight hyper-parameters in a Cartpole swing-up task. Moreover, Chen et al. (2018) \cite{Chen2018T ontologyBO} employed a sophisticated version of Bayesian optimization with self-play, to improve the hyper-parameters of AlphaGo \cite{Silver2016}. On the other hand, Liessener et al. (2019) \cite{Liessener2019} used Gaussian process and random forest variants of BO in order to perform hyper-parameter tuning of a deep RL agent immersed in a vehicle energy management problem. In another work, Young et al. (2020) \cite{Young2020} proposed a framework that runs many Gaussian processes in parallel, where each one runs in a fraction of a divided hyper-parameter search space, in order to optimize three Atari games; however, this approach is very demanding computationally, and hardware resources are a bottleneck when exploring asynchronously.

A recent direction of hyper-parameter tuning in RL involves automatically tuning many of the learning algorithm hyper-parameters in an online setting (i.e. changing its values as learning occurs), and proposes an alternative approach, which can be combined with sequential models to learn good hyper-parameter initializations that are later adjusted online. This is consistent with the notion that changing the values of hyper-parameters, e.g. gradually increasing the discount factor such as in Francois-Lavet et al. (2016) \cite{Francois-Lavet2016}, may be beneficial during the different stages of training of the agent. One of this online approaches involves updating the differentiable hyper-parameters \( \eta \), by taking the gradient of an also differentiable actor-critic loss function with respect to \( \eta \) (this is known as a meta-gradient, as such loss also involves taking a gradient with respect to the algorithm parameters \( \theta \)). The first work to apply meta-gradient in RL for hyper-parameter tuning was proposed by Xu et al. (2018) \cite{Xu2018}, which resorts to meta-gradients to optimize the hyper-parameters \( \gamma \) and \( \lambda \) of an IMPALA agent, and it is further improved in Zahavy et al. (2020) \cite{Zahavy2020}, by augmenting the number of self-tuning hyper-parameters in an extended version of IMPALA. Meta-gradients have also been used for optimizing high-level hyper-parameters, such as in auxiliary tasks\cite{Zahavy2020}, the return function\cite{Zahavy2020}, or the actor-critic loss\cite{Zahavy2020}. Another online tuning approach was proposed in Tang et al. (2020) \cite{Tang2020}, that involves performing agent rollouts with hyper-parameters sampled from a distribution, and, based on the collected experience, update the means of the hyper-parameters using an estimator of their gradients via Evolution Strategies (ES)\cite{Zahavy2020}. This ES approximation makes room for self-adjustment of hyper-parameters that are not differentiable, thus extending to off-policy algorithms.

Other optimization approaches include optimizing RL via population based methods, that involves training (usually in parallel and with high computational capabilities) a population of candidate solutions, selecting the best and including them in the population of the next generation. For instance, in Jaderberg et al. (2017) \cite{Jaderberg2016}, a population of agents is trained using a distributed Asynchronous Actor-Critic (A3C) setting\cite{Jaderberg2016}, that combines both the optimization of parameters and hyper-parameters. For the latter, each new population is chosen based on the performance of its members, whereas small perturbations to the hyper-parameters are also applied to search for new solutions. Other recent population-based approach is proposed by Franke et al. (2020) \cite{Franke2020}, which focuses on off-policy algorithms, as it uses a shared-experience buffer\cite{Ballester2018} to train the members of a population, whereas the members of the next one are chosen via tournament selection with elitism, applying mutations in order to add exploration. The shared experience buffer facilitates agent training from experience replay, thus reducing the interactions needed with the actual environment.

Finally, there are approaches that seek to address hyper-parameter optimization in different settings, such as Paine et al. (2020) \cite{Paine2020}, which addresses hyper-parameter selection in off-line RL, or Zhang et al. (2021) \cite{Zhang2021} where the optimization of hyper-parameters in model-based RL is studied, and in Bounneffouf and Claeyss (2021) \cite{Bounneffouf2021}, which focus on optimizing exploration parameters in contextual bandits.

As presented in the next Section, the approach proposed in this work focuses on making the most of the gathered experience, aiming to increase the efficiency of the hyper-parameter optimization process while generating satisfactory policies. The focus of our proposal is quite different from general optimization methods which are typically used to optimize reinforcement learning models, and methods used to tune RL algorithms such as population-based methods, which demand high amounts of computational time to train the populations of candidate solutions. Other recent approaches, such as meta-gradient, also differ from the focus of the current work; however, they are similar in that both use the collected experiences to perform an efficient update of the hyper-parameters, and the online setting proposed in meta-gradient approaches can be combined with the sequential optimization applied in this work, for instance to use the latter to determine the initial hyper-parameters of the former.

4 \hspace{1cm} BAYESIAN OPTIMIZATION OF AN RL AGENT

The proposed method consists of an architecture that uses Bayesian optimization to facilitate autonomous tuning of all the hyper-parameters of an RL agent. The reasoning behind integrating Bayesian optimization with an RL algorithm is that using
a black-box approach is well suited for an expensive optimization task such as RL, by making the most of past queries in order to maximize the gain of selecting the next query of hyper-parameter setting through the acquisition function. As it employs Bayesian optimization for optimizing RL algorithms, this architecture has its foundations in RLOpt[44].

The novel aspect of the proposed approach, named RLOpt-BC, is that it is adapted for an active learning setting in which an agent interacts with an environment to generate maximally informative experience to learn a way of behaving. To this aim, an RL-variant of the expected improvement criterion that takes advantage of pre-training from demonstrations is used. In this setting, the objective function selected is a function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) that measures the overall performance of the agent, given an environment and a reinforcement-learning agent with a hyper-parameter vector \( \theta = (\theta_1, \ldots, \theta_d) \), each \( \theta_i \) being a specific hyper-parameter (e.g., the learning rate hyper-parameter, \( a_{lr} \)). As the latent distribution of the objective function \( f \) is unknown, the prior assumption is that it is functionally approximated by a Gaussian process, whose means and variances are defined over the state-action space.

In order to measure the overall performance, the learning agent is set to run for a number of episodes, where it resorts to a learning algorithm with a fixed vector of hyper-parameters. In this work, this set of episodes is referred to as a meta-episode, to highlight that Bayesian optimization is applied at a higher level of abstraction where the hyper-parameters are systematically modified in order to maximize the output value of the metric for the function \( f \), closely related to speeding up the learning curve.

To estimate the value of \( f(\theta) \) in a given meta-episode, an RL agent is instantiated with the configuration \( \theta \) in a defined environment, and set to learn a policy to maximize its expected reward for a fixed number of episodes (or time steps, when the task is continuous). Based on the generated data (which consists of state transitions, actions taken and rewards obtained), a performance value for the resulting policy is calculated and stored, whereas the learned policy is erased, so the agent can be instantiated again with other combination \( \theta \) of hyper-parameters, and start a new meta-episode. The metric chosen to account for the agent performance in each meta-episode depends on the particularities of the learning task. For example, the value of \( f(\theta) \) can be the average of the rewards gathered in the meta-episode using a given \( \theta \), the maximum cumulative reward for a number of time steps, or simply the maximum individual reward received.

Taking into account that agent-environment interactions are expensive and often risky, it is important to bias learning using suboptimal policies learned in past meta-episodes. To this aim, before beginning each new meta-episode, the RL agent is pre-trained with a subset of demonstrations from the best performing policy found so far. Whenever a tuple of experience is used to pre-train the agent, its impact on the learning process will be determined based on the current setting of hyper-parameters. As a result, each time the agent begins a meta-episode, the policy is not learned from scratch, but it is biased using knowledge from previous experiences, which speed up the learning curve and favor fast detecting whether a setting of hyper-parameters is suitable or not for the task the agent is trying to solve.

For past experience to be used in pre-training the learning agent with BC, each time a new maximum \( f(\theta) \) is found, a number of demonstration trajectories are generated by recording data from testing episodes using the corresponding policy, and stored in a set \( \psi \), replacing previous demonstrations with new trajectories using the current best policy. This set of trajectories is used to pre-train both the simulations of the acquisition function, and the queries of the objective function \( f \). It is worth noting that the information content of these tuples is independent from the hyper-parameters used to generate them; however, bias does exist in the set \( \psi \), because highly informative tuples were found by resorting to a certain combination of hyper-parameters.

The proposed approach involves extending the standard expected improvement acquisition function to a form of simulation-based learning of the effect of hyper-parameters setting. This is performed in two steps to estimate the optimum by trying a sequence of hyper-parameters: In the first, the standard expected improvement acquisition function, based on prior queries \( D_n = \{(\theta_i, y_{\theta_i})\}_{i=1}^m \), is used to obtain the top \( m \) best candidate points, \( \theta_1, \ldots, \theta_m \), from a sampled batch of points (e.g., chosen at random or by LHS). In the second step, \( m \) policies, one for each candidate point, are pre-trained from a subset of the demonstration and then set to run for a small number of episodes. When they finish, the expected improvement of each \( m \) is calculated from the received rewards, given their empirical mean \( \bar{\mu} \) and standard deviation \( \sigma \). The point that reached the maximum EI is selected as the new configuration \( \theta \) to query the performance function \( f \) in the next meta-episode.

The extension of the acquisition function is described in Algorithm [2]. In the latter, \( \{r_1, \ldots, r_t\} \) is a pre-selected subset of trajectories from the set \( \psi \), sampled with a random uniform probability (although this subset could also be sampled according to some other information content metric, such as the total reward obtained by the agent in the episode where the tuple was seen).

The proposed variant of expected improvement allows the agent to determine how each specific vector \( \theta \) of hyper-parameters performs when compared with the current best, \( \theta^* \). This is done by taking into account how the agent learns a policy, given a vector of hyper-parameters and a sample of past experiences within a limited budget of simulated interactions with its environment. Under this setting, past outputs \( y_\theta \) are also used in an indirect way to calculate the empirical mean and variance. Therefore,
Algorithm 2 EI extended for computing maximum expected reward $\sigma_{EI-BC}(\theta)$

**Input**
- set of demonstrations $\psi$, size of sampled demonstrations $i$, number of rollout policies $m$, prior mean $\mu_0$, covariance kernel function $k(.,.)$, RL environment
- Obtain the best $\theta_1, \ldots, \theta_m$ points of the EI acquisition function (Eqn. [13]), by sampling a batch of points (e.g., via random sampling)
- Sample a subset of demonstrations $\{\tau_1, \ldots, \tau_i\} \subseteq \psi$
- Learn $m$ policies by behavioral cloning with past experience $\{\tau_1, \ldots, \tau_i\}$

for $p = 1$ to $m$-th policy do
- Run the agent in the environment for $e$ episodes with learned policy $\pi_\theta$. Obtain rewards $r_1, \ldots, r_e$
- Calculate the empirical mean $\hat{\mu}$ and standard deviation $\hat{\sigma}$, given episode rewards $r_1, \ldots, r_e$
- Calculate expected improvement for the policy, $ei_\theta$, given $\hat{\mu}$ and $\hat{\sigma}$, according to Eqn. [13]
end for

**Output**
- $\text{arg max}_\theta, \text{max}(ei_1, \ldots, ei_m)$

both previous pairs $(\theta, y_\theta)$, and highly informative data from past episodes using the best policy are used. As a result, purposefully biasing policy learning through hyper-parameter setting is a key point of the algorithm. Thus, by integrating Algorithm 2 and behavioral cloning pre-training, Algorithm 3 is proposed as a novel two-level reinforcement learning algorithm equipped for autonomous setting of its own hyper-parameters using Bayesian optimization.

Algorithm 3 Bayesian optimization extended for reinforcement learning

**Input**
- $n$ meta-episodes, hyper-parameters to optimize $\theta$, RL environment, size of demonstrations $|\psi|$, size of sampled demonstrations $i$, number of pretrain episodes, episodes to run per meta-episode

for meta-episode $\pi = 1$ to $n$ meta-episodes do
- Obtain $\theta_{n+1}$ by optimizing $\sigma_{EI-BC}$ (Algorithm 2)
- Initialize a new reinforcement learning agent with hyper-parameters $\theta_{n+1}$ and no prior learning
- Sample a trajectory subset $\{\tau_1, \ldots, \tau_i\} \subseteq \psi$
- Pretrain policy $\pi_{\theta_{n+1}}$ with BC using $\{\tau_1, \ldots, \tau_i\}$
- Obtain $y_{\theta_{n+1}}$ by sampling the objective function $f$, starting from pretrained policy $\pi_{\theta_{n+1}}$
- if $y_{\theta_{n+1}}$ is the new maximum then
  - With trained policy $\pi_{\theta_{n+1}}$, generate a new set of demonstration trajectories $\psi_{\text{new}}$, $\psi \leftarrow \psi_{\text{new}}$
end if
- Add $(\theta_{n+1}, y_{\theta_{n+1}})$ to the data $D_n$
- Update the statistical model
end for

**Output**
- $\text{arg max}_\theta^*, y_{\theta^*}$

In Algorithm 3 the calculated output $y_\theta$ for the performance metric $f$ is a measure of how well the agent performs in the environment based on the received rewards, given that the learning policy was generated using the hyper-parameter configuration $\theta$. However, the particular aspect of the proposed approach is that, as each sampling of $f(\theta)$ corresponds to a realization of a reinforcement learning agent, its value accounts for previous knowledge gathered from state transitions experienced when using $\theta$, and thus the execution is influenced by the previous acquired experience tagged by different hyper-parameter combinations, as it happens in Algorithm 2. Because of that, the queried points demand lower computational costs (because the policy learning is conveniently biased using previous experience), thus significantly reducing the inherent costs of a reinforcement learning agent starting afresh.
From the perspective of a reinforcement learning agent that is optimizing the function $f(\theta)$, both algorithms presented above combine meta-learning of the hyper-parameters with learning how to solve the task by interacting with its environment at the lower level. In other words, the overall aim of Algorithm 3 is learning to learn how to solve a reinforcement learning problem. In this meta-learning setting addressed here by BO, proposed algorithms define which are the hyper-parameters that speed up the learning curve, which in turn provide highly informative state transition according to the selected configuration, and whose learning is also used to better define the next setting of hyper-parameters, and so on. In this sense, there is another aspect worth mentioning: both ground-level learning and meta-learning share the traces of experience $\psi$, which means that meta-learning also influences the learning from interaction by changing hyper-parameters to find more rapidly the optimal policy. On the other hand, the meta-learning that the agent performs also influences future learning to a significant extent, because tuples experienced by the agent by using a given configuration $\theta$ will be used to initialize the policies of future agent realizations, and thus each time a new learning agent is created for a task, it can take advantage of knowledge generated by previous agents.

5 | COMPUTATIONAL EXPERIMENTS

In this Section, the method proposed in Section 4 is mainly validated in several robotic simulation environments from the PyBullet framework and in BSuite environments as an additional validation, where the Stable-baselines framework was used to run the RL agents that had their hyper-parameters optimized. In this Section, the run of a determined set of meta-episodes is called an execution, and each execution consists of 10 meta-episodes. All the experiments were run in a computational environment consisting of an AMD Ryzen 5 3600X processor with a base frequency of 3.80GHz and 16 GB of RAM. Details of each experimental setting and the corresponding learning curves are presented in the following subsections.

5.1 Validation in PyBullet robotic simulation environments

In this validation, each of the optimizers were run in five robotic simulation environments (depicted in Fig. 1), where a reinforcement learning agent must learn to control its joints to make them move and maximize the received reward, based on the distance travelled to the right. Each meta-episode consisted of 2 million time-steps. The following were the evaluated environments:

- Ant Bullet env, which simulates an ant-like 3-Dimensional robot with 4 legs.
- Half-cheetah Bullet env, simulating a 2D 2-legged robot able to run.
- Hopper Bullet env, simulating a 1-leg 2D robot that hops.
- Minitaur Bullet env, which simulates a 3D quadruped robot, as described in Tan et al. (2018).
- Walker Bullet env, which simulates a walking 2D robot with 2 legs.

For more information regarding PyBullet environments, the reader is referred to the PyBullet Quickstart Guide.

A total of 6 executions, each with a different random seed, was used to run each hyper-parameter optimization alternative in each environment. The selected algorithm was Proximal Policy Optimization (PPO), as it is a solid state-of-art algorithm with a clipping mechanism to avoid divergence when updating the policy. Different optimization approaches were compared for optimizing the objective function $f(\theta)$ throughout the learning curve. The optimizers compared were the following:

- RLOpt-BC optimizer, which is the approach proposed in this work. A number of 10 top candidate points are selected each time from the expected improvement acquisition function, where each simulation in the $\sigma_{EI-BC}(\theta)$ was executed for 25000 time-steps. The size of the demonstration set $\psi$ was set to 5 episodes (this corresponds approximately to 2-5% of each execution episode).
- Bayesian Optimization with Gaussian process and the standard expected improvement function, resorting to the implementation of Barsce et al. (2017) (RLOpt).
- Bayesian optimization using Tree-structured Parzen Estimators (TPE). This optimizer was implemented with the Optuna backend as Optuna features pruning mechanisms that cut off unpromising runs (trials, as they are called in Optuna) before they finish, instead of using a fixed set of meta-episodes, they were set to run for roughly the same number of
time steps used by RLOpt-BC to run 10 meta-episodes. As the number of trials that are run in Optuna in such time is usually greater than 10, in order to compare its results with the other optimization algorithms, a meta-episode in this context consists of 1/10th of the trials run in Optuna. In the optimizer shown in the plots, the Successive Halving pruner\cite{Optuna} was used, as it performed better than no pruning (i.e., setting Optuna to run for 10 trials, without early termination of unpromising meta-episodes) or using the Hyperband pruner (as it was proposed in the BOHB variant\cite{BOHB}).

- Random Search\cite{RandomSearch}, consisting of an optimizer that chooses random hyper-parameter combinations in a hyper-sphere, whose centroid is located in the point of the best maximum found so far, and replaced with the next optima as they are found. As an alternative to random search, the random sampler from Optuna\cite{OptunaRandomSampler}, which samples at random incorporating pruning capabilities, was also tried. However, it did not yield better results than random search, therefore, it was not included in the plots.

- Sequential Model-based Algorithm Configuration (SMAC)\cite{SMAC}, which is originally based on Hutter et al. (2011)\cite{SMAC}, and implements Bayesian optimization using random forest as their underlying model used to estimate the mean and variance of candidate points. This optimizer was implemented using the SMAC3 backend, available at \url{https://github.com/automl/SMAC3}.

FIGURE 1 Different environments used to validate the methods. Up-left: Ant 3D robot. Up-right: Half-cheetah 2D robot. Mid-left: Hopper 2D robot. Mid-right: Minitaur 3D robot. Down: Walker 2D robot.
Additional optimizers were also compared, but not included in the main plots for visual clarity, as their performance were not significant: CMA-ES\textsuperscript{6}, BOHB\textsuperscript{40} and the Optuna random sampler. The details of such optimizers are presented in Appendix A.

Performance assessment of the trained policy was made for all optimizers by evaluating the policy for five episodes every 100,000 time steps (i.e., agents were evaluated 20 times), and the metric to evaluate $f(\theta)$ was set as the best performance value found during the execution. This was done with the intention of valuing each policy by its best performing outcome, given that this set of environments can present some minor fluctuations during training. The optimized hyper-parameters and their corresponding ranges were the following:

- Learning rate $\alpha_r \in (1e^{-4}, 1e^{-3})$ of the Adam optimizer\textsuperscript{67}.
- Discount factor $\gamma \in (0.8, 0.9999)$.
- Clip range $\in (0.1, 0.5)$, which determines how much the new policy can differ from the old policy.
- Generalized advantage estimator (GAE)\textsuperscript{24} parameter $\lambda \in (0.85, 0.9999)$.
- Entropy coefficient $\in (0, 0.1)$, which determines the proportion of the entropy bonus in the loss function.
- Value function coefficient $\in (0.5, 1)$, which determines the weight of the value function estimation in the loss function.

Results obtained are shown in terms of the maximum reached in Fig. 2 and in terms of their average cumulative rewards in Fig. 3, in plots where the different optimizers are compared based on their corresponding maxima and rewards, respectively, across different meta-episodes. With respect to the maximum reached represented in Fig. 2 for each optimizer, the tick lines and their nearby curves correspond to the average maximum found and the 95\% confidence interval for 6 executions with different random seeds. It can be appreciated that the proposed approach outperforms the other optimization alternatives by a considerable margin. Regarding the average cumulative rewards in Fig. 3 it can be seen that the average rewards gathered by the proposed approach tends to increase from one meta-episode to another, being always higher than the average rewards for the other optimizers. The average running times are detailed in Table 1 where TPE times were marked with * to remark that it was set to run for that fixed amount of time, instead of a fixed set of meta-episodes, so that the Optuna backend can prune unpromising trials for the duration of the total optimization time.

Some of the learning curves for the best policies found with the proposed approach can be seen in Fig. 4, where, as a reference, they are compared with learning curves generated with hyper-parameters of RL Baselines Zoo repository\textsuperscript{68} (a repository that has hyper-parameter configurations that produce converging policies in the environments validated in this subsection). A generated video showing examples of the agents trained with the generated policies at different meta-episodes (first meta-episode, best meta-episode and a meta-episode in-between the two) can be seen at https://youtu.be/XDm2v6wt0-A.

| Environment     | Optimizer      | Avg. time (h) |
|-----------------|----------------|---------------|
| Ant             | Random Search  | 7:52:06       |
|                 | RLOpt          | 8:00:31       |
|                 | RLOpt-BC       | 8:33:41       |
|                 | TPE            | 9:00:00*      |
|                 | SMAC           | 9:04:02       |
| Half-cheetah    | Random Search  | 9:36:52       |
|                 | RLOpt          | 9:40:00       |
|                 | RLOpt-BC       | 10:45:46      |
|                 | TPE            | 11:00:00*     |
|                 | SMAC           | 10:43:40      |
| Hopper          | Random Search  | 4:24:43       |
|                 | RLOpt          | 4:24:10       |
|                 | RLOpt-BC       | 4:59:01       |
5.2 Validation with broader search spaces

As an additional study to test the sensitivity of the different optimizers to widespread ranges of hyper-parameters, two additional validations with increased ranges were performed. These new experiments are similar to those in the previous Section, and focus in the Hopper Bullet environment, employing two additional sets of ranges (shown in Table 2) to make room for more exploration of the hyper-parameter space: the “broader” ranges, which considerably extends the search space of the previous Section, and the “ample” ranges, which extends the possible values for each hyper-parameter to near the maximum range. For the ample set of ranges, this means that the algorithms can be instanced with hyper-parameters that are unlikely to be included in automatic optimization ranges, such as $\gamma$, that may take values of almost zero. The only exception in this set is the value of the entropy coefficient, which was limited to take maximum values of 0.2, as higher values will produce exploding gradients.

In the first experiment, the aim was to test all the optimizers of the previous Section 5.1 to search for optimal hyper-parameters in the broad and ample search spaces. Results of the simulations are depicted in Fig. 5, where it is shown that, as it can be expected, an increase in the hyper-parameter range correlates with a decrease in the optimization performance. Also, increasing ranges significantly constitutes a major hindrance for policies to converge in the learning curve (this is best represented by the average cumulative rewards of each optimizer). A noticeable aspect is that, compared with the results in the previous Section 5.1, there is also a higher separation in the correlation between the maximum reached at a certain meta-episode and their corresponding reward, which highlights that the different maxima found are heavily dependent on uncontrolled inputs, as its variance is very high (this is further increased when optimizing within ample search spaces). Both range extensions give rise to a graceful degradation of all methods’ performance, which is mainly due to the inherent sensitivity of hyper-parameter tuning in model-free RL, and amplified by the fact that both the policy and the value function are approximated using neural networks with evolving targets. As it was done by limiting the range of the entropy coefficient, or selecting the range of the learning rate considering that the RL algorithm employs a neural network, it is a strongly recommended practice to include prior knowledge of the RL task when setting the hyper-parameter search, by some form of transfer learning.

In the second experiment, an additional validation was done to test how the RLOpt-BC specifically performed when using different ranges, when tuning a single hyper-parameter at a time. For this validation, three different experiments, (for the original, 

| Hyper-parameter name | Original ranges | Broader ranges | Ample ranges |
|----------------------|----------------|---------------|--------------|
| Learning rate $\alpha_{t_{\tau}}$ | $(1e - 4, 1e - 3)$ | $(1e - 5, 1e - 3)$ | $(1e - 7, 1e - 3)$ |
| Discount factor $\gamma$ | $(0.8, 0.9999)$ | $(0.5, 0.9999)$ | $(0.0001, 0.9999)$ |
| Clip range | $(0.1, 0.5)$ | $(0.01, 0.75)$ | $(0.01, 0.99)$ |
| GAE $\lambda$ | $(0.85, 0.9999)$ | $(0.5, 0.9999)$ | $(0.0, 0.9999)$ |
| Entropy coefficient | $(0, 0.1)$ | $(0, 0.15)$ | $(0, 0.2)$ |
| Value function coefficient | $(0.5, 1)$ | $(0.25, 1)$ | $(0.1, 1)$ |
FIGURE 2 Comparison of the average maximum reached at each meta-episode for each of the optimizers, considering six different executions.
FIGURE 3 Comparison of the average cumulative rewards reached at each meta-episode for each of the optimizers, considering six different executions.
FIGURE 4 Different learning curves based on the best policies found after 10 meta-episodes using the proposed approach.
FIGURE 5 Different maximum and cumulative rewards reached for each optimizer searching in the broad and ample hyper-parameter spaces, in the Hopper Bullet environment.

broad and ample sets), were performed for each one of the six hyper-parameters, which makes it possible to visualize to what extent the proposed optimizer adjusts one hyper-parameter while all the rest remain fixed. The criteria to select the values of the fixed hyper-parameters was to set them at the same values that were used to generate the default hyper-parameter policies of Fig. 4 of the previous Section 3.1. The results of these experiments are displayed in the curves of Fig. 6 (maximum reached) and Fig. 7 (average cumulative rewards), where several aspects can be appreciated from them. Firstly, the RLOpt-BC optimizer always converges towards good policies when adjusting one hyper-parameter at a time in the original ranges; therefore, tuning only one parameter does not decrease the overall performance. On the other hand, the sensitivity to extending the optimization ranges is more significant for some hyper-parameters compared to others which are far less sensitive; e.g., extending the search spaces of $\gamma$ and $\alpha_p$ yields a higher impact in the performance than when extending the search space for others. Such an impact of expanding search ranges, as in the previous experiments, heavily depends on the range of the extension: for instance, adjusting the learning rates in the original and broad sets generate a correlation between the maxima found and the cumulative rewards obtained; this does not occur when the optimization ranges are extended toward the values of the ample set.
**FIGURE 6** Different maxima for the RLOpt-BC optimizer when adjusting one hyper-parameter at a time, for each of the three hyper-parameter ranges (shown in Table 2).
**FIGURE 7** Different cumulative rewards for the RLOpt-BC optimizer when adjusting one hyper-parameter at a time, for each of the three hyper-parameter ranges (shown in Table 2).
5.3 Validation in BSuite

An exhaustive validation was also performed using the Behavioral Suite (BSuite) where, in order to validate the capabilities of the proposed algorithm in an array of vastly different environments, a comparison with two solid optimizers was made. A set of small environments (e.g., the classic Cartpole environment) was used to validate algorithms by evaluating their capabilities to solve different issues, such as their exploration or generalization capabilities. Such environments record agents’ interaction and, when they finish, compute the normalized scores between 0 and 1 that denote agent performance.

As the optimal policy is known for many of the tasks due to their simplicity, the score is computed considering the regret regarding such policy. Additionally, each environment has 20 variants (random seeds), each presenting unique variations. These variations involve either small aspects, such as the initial state of the agent in the Cartpole or the arm that yields (on average) the optimal reward in a bandit agent, or more advanced aspects such as the noise that corrupts agent rewards (explained below) or the state space size of the environment. This helps to reduce the effect of stochasticity when evaluating agents, and to determine how agents perform in more difficult versions of the same environment. A complete list of the included environments and their description is included in the original paper. The issues addressed in BSuite are the following:

- **Basic learning**: consists of classic environments to test basic learning capabilities of an algorithm when solving tasks like N-armed bandit, Cartpole and MountainCar.

- **Noise**: basic learning experiments are repeated, this time testing how the agent learns when rewards are corrupted with a Gaussian noise $N(0, \sigma^2)$, where $\sigma$ takes different values from the list $[0.1, 0.3, 1, 3, 10]$, each one being present in 4 of the 20 available seeds.

- **Scale**: basic learning experiments are repeated in order to validate how the agent performs when rewards are multiplied by a fixed amount $c \in [0.1, 0.3, 1, 3, 10]$, being each value of $c$ present in 4 of the 20 seeds.

- **Exploration**: consists of environments that give sparse rewards. The reward function gives a considerably high reward to the final state, that can only be reached through a sequence of actions that give only small negative rewards. These environments test the agent exploration capabilities, where the most difficult environments cannot be solved without deep exploration mechanisms.

- **Credit assignment**: consists of three environments that test how the agent discovers the value of actions whose consequences are seen on a long-term basis, e.g., after a long chain of unrelated actions.

- **Memory**: consists of two simple environments that test how the agent can represent an internal state that can recall specific prior observations. The kind of agents that are capable to perform such representations usually have a recurrent unit such as a long short-term memory (LSTM), being a standard multi-layer perceptron network quite limited to form these internal states.

- **Generalization**: measures how the algorithm performs in an array of different environments.

BSuite’s main focus is to compare the performance of different agents when solving the foregoing set of issues. It offers two main ways to summarize the results of different agents: a radar plot and a bar plot. The radar plot aggregates and displays the results of each learning agent in each of the 7 issues, where the result of each issue is the average of agents’ score in the different environments that address said issue. The bar plot, on the other hand, shows how each agent performed individually in each environment, where each color represents the main issue for a given environment.

In this validation experiment, three hyper-parameter optimizers, RLOpt-BC, random search, and RLOpt were compared at finding hyper-parameters for each BSuite environment. For this experiment, Deep Q-Network (DQN) algorithm with Prioritized Experience Replay and Double Deep Q-Learning extensions were used, and the optimized hyper-parameters with their respective ranges were the following:

- **Learning rate for the Adam optimizer** $\alpha_{lr} \in (1e^{-5}, 1e^{-1})$.

- **Discount factor** $\gamma \in (0.8, 0.9999)$.

- **Exploration rate** $\epsilon \in (0.1, 0.9)$, which determines the probability with which the agent selects a random action. In this DQN implementation, $\epsilon$ is linearly annealed from $\epsilon$ towards 0.
• $\alpha \in (0.4, 0.8)$, which determines the weight assigned to the highest priorities in the replay buffer.

• $\beta \in (0.4, 0.8)$, how importance sampling weights affects learning. In this DQN implementation, $\beta$ is linearly annealed from the selected value of $\beta$ towards 1, as importance sampling correction grows in importance at the end of learning.\[22\]

To preserve consistency with how BSuite performance is evaluated in their environments, the value of $f(\theta)$ at each meta-episode was set as the BSuite score $\in [0, 1]$ after each environment was run. In turn, each optimizer tuned hyper-parameters for each environment for 10 meta-episodes, and the episode results corresponding to the maximum of $f(\theta)$ for each agent was used to compute the radar and bar plots. Regarding RLOpt-BC, each rollout in the $\sigma_{EI-BC}(\theta)$ acquisition function (Algorithm 2) was run for 2.5\% of the total episodes, and a size of 100 episodes (0.1\% - 1\% of the total) was used for the demonstration set $\psi$.

Results of the BSuite experiments are displayed in Fig. 8 that summarizes an overview of the performance of the best trained policies at addressing the different issues, and Fig. 9 that depicts the performance of the different policies in each individual environment. As can be seen in the bar plot, the RLOpt-BC optimizer found policies that perform considerably better than the other two in problems such as MountainCar (in the basic, noise and scale setting), deep sea and umbrella distract. On the other hand, the three optimizers had similar performances in other basic, noise and scale environments, and they underperformed in deep exploration and memory environments such as Cartpole swing-up, where the DQN algorithm lacks deep exploration capabilities such as the proposed in Osband et al. (2019)\[70\], or recurrent units that enhances memory of recent actions, respectively. In the summary of the radar plot, RLOpt-BC is consistently better on average than the other two regarding the issues of noise, scale, generalization, credit assignment and basic, whereas it is slightly better at addressing exploration problems.

A closer look into environments that yielded significant performance differences among the three optimizers, or that can be of interest for gaining insight into the policies found the reader is referred to \[B\].

As a side note, the MNIST set of problems (MNIST, MNIST noise and MNIST scale) offered in BSuite have been left out from the analysis. After extensive empirical validation that included both optimizing hyper-parameters and executing the same DQN algorithm in the same software libraries offered in the official BSuite repository, [https://github.com/deepmind/bsuite](https://github.com/deepmind/bsuite), it was concluded that the MNIST environment for the latest BSuite version that was used in this work was not working correctly. A closer analysis of the reasons that motivated this decision are presented in \[C\].
6 | CONCLUDING REMARKS

In this work, a novel approach for autonomous optimization of the hyper-parameters in a reinforcement learning agent has been presented. This approach involves taking into account the bias in data generation of hyper-parameter settings. To maximize the information content of actions taken and state transitions observed, a tight integration of Bayesian optimization with reinforcement learning using expected improvement acquisition function is proposed. As a result, the proposed approach leaves the user enough room to focus on the design of a meaningful reward function to guide the agent in its learning curve.

To speed up Bayesian optimization in the learning curve, different trajectories are stored and used as demonstrations to 1) increase the efficiency when selecting the next hyper-parameter vector $\theta$ using the current information gathered by the RL agent, and 2) perform behavioral cloning when evaluating a new configuration of hyper-parameters, in order to conveniently kick-start learning the optimal policy with a different bias. This gives rise to improved performance in fast converging towards optimal behavior with better control policies, compared with other optimization approaches.

Considering the results obtained, there are several aspects worth analyzing. Firstly, it was shown that RLOpt-BC performs consistently better than any of the alternative optimizers by resorting to bias based on hyper-parameter optimization while simultaneously converging to the optimal policy. Results are consistent for both on-policy and off-policy algorithms, both in a set of robotic simulation environments and in an array of small validation environments.

Regarding the simulations in PyBullet environments, the proposed approach performs consistently better in finding better sets of hyper-parameters than the other optimization approaches, and is suitable to find policies that are superior to the ones found with default hyper-parameters. In terms of computing costs, it is fair to acknowledge that the proposed optimizer is a bit more demanding compared to random search or RLOpt, averaging a 13% increase compared to random search. However, given that the proposed approach finds satisfactory solutions for $f(\theta)$ in the first 3-to 6 meta-episodes, the drawback of computational
performance can be addressed by reducing the number of meta-episodes. This provides a reasonable trade-off between better hyper-parameter settings with more computational time, and also opens novel opportunities for improvement, for example by adding parallelization capabilities in the proposed acquisition function. On the other hand, it was also shown that the proposed algorithm is perfectly capable of adjusting one hyper-parameter at a time, and that its performance is marginally sensitive to the size of the search space; however, this is mitigated by using prior knowledge of the task being optimized in the form of the hyper-parameter ranges, as it is a common practice when performing hyper-parameter optimization.

Regarding the performance of the obtained policies in the BSuite environments, it was shown that, on average, RLOpt-BC finds satisfactory policies for most environments, while having the same limitations of other competing algorithms in issues such as deep exploration or memory problems that require capabilities that the employed DQN algorithm does not have (for example, resorting to an LSTM unit).

As future research works, most of our current research efforts aim to validate the proposed approach in a full-scale industrial setting, where the optimizer must learn to autonomously set the hyper-parameters of an intelligent agent used for solving a real-time rescheduling task and manufacturing planning problems based on deep reinforcement learning. Also, the integration of the proposed approach with generative hypermodels of similar tasks is being addressed.
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APPENDIX

A EXPERIMENTS WITH ADDITIONAL OPTIMIZERS

In this section of the appendix, the experiments that were run with other optimizers and were not included in the plots of Section 5.1 are shown.

In particular, three other optimization alternatives were tried:

- Random sampler from Optuna[^41], which samples points randomly, similar to random search, incorporating pruning mechanisms for unpromising trials.
- Covariance Matrix Adaptation Evolution Strategy (CMA-ES)[^6] which was also implemented with the Optuna backend.
- Bayesian Optimization with Hyperband (BOHB), which combines Bayesian optimization with Hyperband[^71], and it was also implemented in the Optuna backend.

The results of the application of the three optimizers, plus RLOpt-BC (as reference) in the five PyBullet environments is shown in Fig. A1 (in terms of their maximum reached) and Fig. A2 (in terms of their cumulative rewards). It can be appreciated that among the three optimizers, the best was the random sampler from Optuna, which performed similar to the random search optimizer. The second best optimizer was the combination of Bayesian optimization with Hyperband, that did not surpass the other Bayesian optimization counterparts, RLOpt and TPE. Lastly, the optimizer that yielded the worst results was CMA-ES, producing poor policies in all the environments. This may appear surprising, however, this is rather expected with population-based methods, as they typically require large number of samples in order to have good performances.

B CLOSER LOOK AT SEVERAL BSUITE EXPERIMENTS

In this section of the appendix, the BSuite experiments that yielded higher differences or are of special interest are analyzed in greater detail.

- MountainCar: classic problem that consists of an underpowered car that lies in the bottom of a valley, and the driver agent must learn to reach the top of the right hill. At each time-step, the agent receives a reward signal of -1. The average performance for each of the 20 seeds in terms of regret (respect to the optimal policy, where lower is better) for each optimizer can be seen in Fig. B4, where the upper dashed line represents the average expected regret of a random agent. This is the environment where the RLOpt-BC optimizer reached the highest difference compared to random search and RLOpt.

- Deep sea: this is a learning problem with special focus on the exploration capabilities, where an agent is situated in an $N \times N$ grid with the start location in the top-left of the grid and it can move down-left and down-right. A down-left move has no cost while moving down-right has associated a small negative reward of $-0.01/N$, except for the bottom-right state that yields a reward of +1. An episode finishes when the agent reaches one of the bottom states. This is a small, yet difficult problem where the agent must learn to explore the grid traversing a seemingly suboptimal path until it reaches the positive reward at the bottom-right, to eventually learn the optimal policy of always moving down-right. Fig. B5 depicts the number of episodes needed when applying the best policies found by each optimizer to reach an average regret $< 0.9$ (which is a metric where the deep sea problem is considered as solved). The performance is compared to the dashed curve of $2^N$ episodes, a baseline of the expected scaling for deep exploration agents. Only RLOpt-BC is able to find policies that solve the problem (denoted by blue dots) for DQN in 4 of the first 5 sizes greater than 10. Similarly to the other two optimizers, RLOpt-BC is unable to find policies for grids of greater sizes, as DQN lacks mechanisms for deep exploration.
FIGURE A1 Comparison of the average maximum reached at each meta-episode for each of the optimizers, considering six different executions.
FIGURE A2 Comparison of the average cumulative rewards reached at each meta-episode for each of the optimizers, considering six different executions.
There is a variant of this problem, called *stochastic deep sea*, where transitions to the right are performed with probability \((1 - 1/N)\), and the reward of the bottom states is corrupted by Gaussian noise \(N(0, 1)\). This is a very difficult problem to solve without deep exploration mechanisms, and none of the optimizers managed to find policies for any grid size other than the first.

- **Umbrella environments**: *umbrella* problems address the task of correctly crediting the actions and state features that were responsible for the reward received when reaching the final state. The state is composed of a fixed set of features that states if the umbrella is needed, if the umbrella has been taken, the number of remaining states to visit, and other unrelated random features. When each episode starts, the agent observes a state representing the forecast, and decides in the first action if it is taking an umbrella or not. Then there is a chain of unrelated states where the agent receives random rewards \(\in \{-1, 1\}\), and in the final state it receives +1 if it made the right decision by taking (or not) the umbrella; otherwise, it receives -1. In the first variant, called *umbrella length*, each random seed corresponds to a different size of the chain of unrelated states. In Fig. B6, the average regret for each size of the chain can be observed for each of the optimizers considered, where a regret of \(< 0.5\) indicates that the problem is solved (which is denoted by a blue point).
FIGURE B4 Average regret of 20 random seeds for the random search, Bayesian optimization, and RLOpt-BC optimizers in the MountainCar environment.

FIGURE B5 Number of episodes required for the agent to reach a regret which is less than 90% for the best policies found by the three optimizers considered in the deep sea environment. The task is considered solved if the agent manages to avoid such a regret threshold in less than 10000 episodes (and thus it is marked with a blue dot); otherwise, it is marked by a red dot.

There is another variant of the umbrella problem called *umbrella distract*, where the amount of unrelated states is kept fixed, but the amount of unrelated features increases with each random seed. The average regret obtained by the best policies obtained by the different optimizers in this variant is shown in Fig. B7.

C CLOSER LOOK OF MNIST EXPERIMENTS

In this Appendix, a closer look into the details that motivated the decision to not consider MNIST in the main analysis is presented. MNIST is a classic machine learning data set that consists of classifying 60000 digital images of handwritten
digits from 0 to 9. MNIST is typically solved with simple feed-forward neural network architectures (e.g., by flattening each 28 × 28 image into a 784 vector), without the need of convolutional layers. In Osband et al. (2019)²⁷ its usage was extended to enable solving it by an RL algorithm, casting it as a bandit problem that returns +1 reward if the algorithm took the action that corresponded to the correct digit, and -1 otherwise.

When random search, RLOpt and RLOpt-BC optimizers attempted to find policies, it was noticeable that, on average, each of the best policies found scored 20% accuracy in the basic, noise and scale MNIST environments, which is slightly above the performance of a random agent. Considering the simplicity of the problem, several experiments were carried out to find out if the reasons for such surprising under-performance were due to the optimization algorithms, the DQN implementation used, or the environment. The validation experiments included using a standalone PPO and DQN algorithm, and recreating the same virtual environment that was used in the experiments following the installation steps [https://github.com/deepmind/bsuite#installation](https://github.com/deepmind/bsuite#installation) and running in Tensorflow and JAX baseline DQN implementations as in Osband et al. (2019)²⁷ (at the time of writing, the latest BSuite version is 0.3.5). As no better performance could be obtained even using the code of the BSuite repository, it was concluded that the reasons for this sub-par performance were external to the proposed algorithm, and thus such experiment was left out from the main analysis. The Fig. C8 below shows the different MNIST scores obtained with the three optimizers, the performance of the standalone DQN algorithm using the code from the BSuite repository (light blue bar), and the score that was reported in Osband et al. (2019)²⁷ (red bar).
FIGURE C8 Different scores on MNIST bandit environment reached by random search, RLOpt and RLOpt-BC optimizers, along with the score reached with the DQN agent.