APPLICATION OF APPROXIMATE ADOMIAN DECOMPOSITION METHOD AND A VARIATIONAL ITERATIONS METHOD TO SOLVING A CAUCHY PROBLEM WITH THE HEAT DISSIPATION AND LAPLACE EQUATIONS

Abstract: In this paper, the Cauchy problem with the heat dissipation and Laplace equations is solved analytically using the Adomian decomposition method and the variational iteration method. It is shown that these methods are the most effective and convenient for solving some evolution equations. The obtained approximate solutions were compared, the results of these methods are the same; while the method of decomposition of Adomian can be much simpler, more convenient and more efficient to approach such problems as compared to the method of variational iteration and other traditional methods.
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Introduction.
Nonlinear phenomena are of fundamental importance in various fields of science and technology. Nonlinear models of real-world problems are still difficult to solve either numerically or theoretically. Recently, much attention has been paid to the search for better and more efficient approximate or exact, analytical or numerical methods for solving for nonlinear models [10,11]. There are many standart semi-analytical methods for
solving linear and nonlinear partial differential equations, for example, the Adomian decomposition method [2,11] and the variational iterations method [7-10]. The Adomian decomposition method and the variational iterations method is one of the well-known methods for solving various linear and nonlinear evolution equations. Many studies have proven that these methods are reliable and effective for a wide range of scientific applications, linear and nonlinear equations with bounded and unbounded domains [2-7, 10, 11]. These methods have no special requirements, such as linearization, small parameters, and so on for nonlinear operators. Below, the Cauchy problem with heat dissipation and Laplace equations are solved analytically using the Adomian decomposition method and variational iterations method.

**1. Setting the first problem.** It is required to solve approximately the following Cauchy problem with the heat equation in \( n \) dimensional space using the Adomian decomposition method and variational iterations method:

\[
\begin{align*}
\phi_n(x,t) &= a^2 \Delta u(x,t), \quad x \in \mathbb{R}^n, \quad t > t_0, \\
\phi_n(x,t) \bigg|_{t_0} &= f(x)
\end{align*}
\]  

where \( x = (x_1, x_2, \ldots, x_n) \) - is a point in \( \mathbb{R}^n \) space, \( \Delta = \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} + \cdots + \frac{\partial^2}{\partial x_n^2} \) - Laplace operator, \( \phi_n(x,t) \) - unknown function (temperature function), \( f(x) \) - given function (temperature at \( t = t_0 \) time).

**Algorithm for solving the first problem.** To solve this problem, we will use the Adomian decomposition method and variational iterations method.

1.1. Adomian decomposition method (ADM). By the idea of ADM, we have:

\[
\int_{t_0}^{t} u_n(x, \xi) \, d\xi = \int_{t_0}^{t} a^2 \Delta u(x, \xi) \, d\xi \implies u(x,t) = f(x) + \int_{t_0}^{t} a^2 \Delta u(x, \xi) \, d\xi
\]

\[
u(x,t) = \sum_{n=0}^{\infty} u_n(x,t) \implies u_0(x,t) + u_1(x,t) + u_2(x,t) + \cdots = f(x) +
\]

\[
\int_{t_0}^{t} a^2 \Delta u_0(x, \xi) + u_1(x, \xi) + u_2(x, \xi) + \cdots \, d\xi
\]

Then we have

\[
u_0(x,t) = f(x);
\]

\[
u_1(x,t) = \int_{t_0}^{t} a^2 \Delta u_0(x, \xi) \, d\xi = (t-t_0) \cdot a^2 \Delta f(x);
\]

\[
u_2(x,t) = \int_{t_0}^{t} a^2 \Delta u_1(x, \xi) \, d\xi = \frac{(t-t_0)^2}{2!} \cdot a^4 \Delta^2 f(x);
\]

\[
\vdots; \quad \nu_n(x,t) = 
\]

\[
\int_{t_0}^{t} a^2 \Delta u_{n-1}(x, \xi) \, d\xi = \frac{(t-t_0)^n}{n!} \cdot a^{2n} \Delta^n f(x)
\]

and so on.

Finally we find the solution to the problem:

\[
u(x,t) = \nu_0(x,t) + \nu_1(x,t) + \nu_2(x,t) + 
\]

\[
+ \cdots + \sum_{n=0}^{\infty} \frac{(t-t_0)^n}{n!} \cdot a^{2n} \Delta^n f(x)
\]

(3)

1.2. Variational iterations method (VIM). According to the idea of VIM we have:

\[
u_{n+1}(x,t) = \nu_n(x,t) +
\]

\[
+ \int_{t_0}^{t} \lambda(\xi) \left( \frac{\partial \nu_n(x, \xi)}{\partial \xi} - a^2 \Delta \nu_n(x, \xi) \right) \, d\xi.
\]

Where \( \lambda(\xi) \) - Lagrange multiplier, and for the stationary case \( \lambda'(\xi) \bigg|_{\xi=0} = 0, \quad 1 + \lambda(\xi) \bigg|_{\xi=0} = 0 \)

and then we have \( \lambda(\xi) = -1 \).

Finally we find the solution to the problem:

\[
u(x,t) = \lim_{n \to \infty} \nu_n(x,t) = \lim_{n \to \infty} \left[ f(x) + (t-t_0) \cdot a^2 \Delta f(x) + 
\]

\[
+ \frac{(t-t_0)^2}{2!} \cdot a^4 \Delta^2 f(x) + \cdots + 
\]

\[
+ \frac{(t-t_0)^n}{n!} \cdot a^{2n} \Delta^n f(x) \right]
\]

(3')

Finally we find the solution to the problem:

\[
u(x,t) = \left[ f(x) + (t-t_0) \cdot a^2 \Delta f(x) + 
\]

\[
+ \frac{(t-t_0)^2}{2!} \cdot a^4 \Delta^2 f(x) + \cdots + 
\]

\[
+ \frac{(t-t_0)^n}{n!} \cdot a^{2n} \Delta^n f(x) \right]
\]

(3')

Finally we find the solution to the problem:

\[
u(x,t) = \sum_{n=0}^{\infty} \frac{(t-t_0)^n}{n!} \cdot a^{2n} \Delta^n f(x)
\]
We will check for uniform convergence of a given series with the help of the Weierstrass theorem [4].

**Theorem (Weierstrassian alert).** If each term of the functional series
\[
\sum_{n=1}^{\infty} u_n(x) = u_1(x) + u_2(x) + \ldots + u_m(x) + \ldots
\]
in the set \( M (M \subset R) \) to satisfy the inequality
\[
|u_n(x)| \leq c_n \quad (n=1,2, \ldots)
\]
and is convergent number series
\[
\sum_{n=1}^{\infty} c_n = c_1 + c_2 + c_3 + \ldots + c_m + \ldots,
\]
then the functional series (4) converges uniformly in the set \( M \).

If the function \( f(x) \) is continuous in \( x \in R^n \) and has continuous derivatives in it, then at the \( t_0 < t < T \) time moment for the series (3) the following estimate holds
\[
|u(x,t)| = \left| \sum_{n=0}^{\infty} \left( \frac{t-t_0}{n!} \right)^n \cdot a^{2n} \Delta^nf(x) \right| \leq \sum_{n=0}^{\infty} \frac{p^n}{n!}
\]
where \( p = \text{const}. \)

Now we will check for convergence of the
\[
\sum_{n=0}^{\infty} \frac{p^n}{n!} \text{ number series. On the basis of D’alembert [4] on the convergence of a numerical series with positive coefficients, we have}
\]
\[
\lim_{n \to \infty} \frac{a_{n+1}}{a_n} = \lim_{n \to \infty} \frac{p}{n+1} \cdot \frac{n!}{n!} = \lim_{n \to \infty} \frac{p}{n+1} = 0 < 1.
\]

Then the \( \sum_{n=0}^{\infty} \frac{p^n}{n!} \) number series converges.

From the validity of the estimate (5) and on the basis of the Weierstrass theorem, series (3) uniformly converges. Then, the function \( u(x,t) \) is a solution to problem (1)-(2).

**Note:** If one \( \psi(x,t) \) particular solution of the inhomogeneous heat equation is known
\[
u_t(x,t) = \alpha^2 \Delta u(x,t) + \phi(x,t),
\]
where \( \phi(x,t) \) - known function, then replacing
\[
u(x,t) = \nu(x,t) + \psi(x,t)
\]
equation (6) can be brought to mind
\[
u_t(x,t) = \alpha^2 \Delta \nu(x,t),
\]
and solution (8) can be found using (3) or (3*). Below are the possibilities of applying formulas (3) or (3*) in some examples.

**Example 1.1.** Find an solution of the Cauchy problem with the heat equation:
\[
u_t(x,y,z,t) = 4\Delta u(x,y,z,t),
\]
\[
u(x,y,z,0) = \sin x \sin y \sin z.
\]

**Solution.** We use the formula (3), where \( a = 2, \ x = (x_1, x_2, x_3) = (x, y, z) \) and \( t_0 = 0 \). Then we have
\[
u(x,y,z,t) = \sum_{n=0}^{\infty} \frac{4^n}{n!} \cdot 2^{2n} \Delta^n f(x, y, z).
\]

Using this expansion we find the exact solution of the problem:
\[
u(x,y,z,t) = \sum_{n=0}^{\infty} \frac{(4t)^n}{n!} \cdot \Delta^n (\sin x \sin y \sin z) =
\]
\[
is \sin x \sin y \sin z - \frac{12t}{1!} \sin x \sin y \sin z + \frac{144t^2}{2!} \sin x \sin y \sin z + \ldots + \frac{(-12t)^n}{n!} \sin x \sin y \sin z + \ldots =
\]
\[
e^{-12t} \sin x \sin y \sin z.
\]

**Example 1.2.** Find an solution of the Cauchy problem with an inhomogeneous heat equation:
\[
u_t(x,y,z,t) = \Delta u(x,y,z,t) + xyz t,
\]
\[
u(x,y,z,0) = e^{x+y+z}.
\]

**Solution.** We use the replacement
\[
u(x,y,z,t) = \nu(x,y,z,t) + \frac{xyz^2}{2},
\]
then
\[
u_t(x,y,z,t) = \Delta \nu(x,y,z,t),
\]
\[
u(x,y,z,0) = e^{x+y+z}.
\]

The solution to this problem will be found using (3), where \( a = 1, \ x = (x_1, x_2, x_3) = (x, y, z) \) and \( t_0 = 0 \).

Then we have the solution of an auxiliary problem of the form
\[
u(x,y,z,t) = \sum_{n=0}^{\infty} \frac{t^n}{n!} \Delta^n \left( e^{x+y+z} \right) =
\]
\[
e^{x+y+z} \left[ 1 + \frac{3t}{1!} + \frac{(3t)^2}{2!} + \ldots + \right] =
\]
\[
e^{x+y+z+3t}.
\]

Using this solution we find the exact solution of the problem:
By the idea of an ADM, we have:

To solve this problem, we will use the Adomian decomposition method and variational iterations method.

2. Setting the second problem. It is required to solve approximately the following Cauchy problem with the Laplace equation in \( n \) dimensional space by the Adomian decomposition method and variational iterations method:

By the idea of an ADM, we have:

2.1. Adomian decomposition method (ADM). By the idea of an ADM, we have:

2.2. Variational iterations method (VIM). To solve the VIM problem, we first use the replacement

Finally we find the solution to the problem:

Algorithm for solving the second problem.

To solve this problem, the formula of VIM is

Then equation (9) is reduced to an integro-differential equation of the form

To solve this problem, the formula of VIM is

where \( \lambda(\xi) \) - Lagrange multiplier, and for the stationary case \( \lambda'(\xi)|_{\xi=x_0} = 0 \), \( 1 + \lambda(\xi)|_{\xi=x_0} = 0 \) and from here we have \( \lambda(\xi) = -1 \). Then we have

where \( \Phi(x) \) - unknown function (harmonic function), \( \varphi \) and \( \psi \) - given functions.

where \( x = (x_1, x_2, ..., x_n) \) - is a point in \( R^n \) space, \( \Delta = \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} + ... + \frac{\partial^2}{\partial x_n^2} \) - Laplace operator, \( u(x,t) \) - unknown function (harmonic function), \( \varphi \) and \( \psi \) - given functions.

Algorithm for solving the second problem.

To solve this problem, the formula of VIM is

Finally we find the solution to the problem:

To solve this problem, the formula of VIM is

Finally we find the solution to the problem:

where \( \Phi(x) \) - unknown function (harmonic function), \( \varphi \) and \( \psi \) - given functions.

where \( x = (x_1, x_2, ..., x_n) \) - is a point in \( R^n \) space, \( \Delta = \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} + ... + \frac{\partial^2}{\partial x_n^2} \) - Laplace operator, \( u(x,t) \) - unknown function (harmonic function), \( \varphi \) and \( \psi \) - given functions.
\[ v_{n+1}(x) = v_n(x) - \int_{x_0}^{x} [v_{n}(x)]_{x=x_0} + \int_{x_0}^{x} \left( [v_{n}'(x)]_{x=x_0} + \ldots + [v_{n}'(x)]_{x=x_{n-1}} \right) d\eta + \Delta \phi(y) d\xi. \]

Now applying VIM, we get the following results:

\[ v_0(x) = \psi(y); \]

\[ v_1(x) = \psi(y) - (x_n - x_0) \cdot \Delta \phi(y) - \frac{(x_n - x_0)^2}{2!} \cdot \Delta^2 \psi(y); \]

\[ v_2(x) = \psi(y) - (x_n - x_0) \cdot \Delta \phi(y) - \frac{(x_n - x_0)^2}{2!} \cdot \Delta^2 \psi(y) + \frac{(x_n - x_0)^3}{3!} \cdot \Delta^3 \psi(y); \]

and so on. Using this expansion we find the formula for solving the problem:

\[ v(x) = \lim_{n \to \infty} v_n(x) = \]

\[ \lim_{n \to \infty} \left[ (x_n - x_0)^2 \cdot \Delta^2 \psi(y) - \frac{(x_n - x_0)^3}{3!} \cdot \Delta^3 \psi(y) + \ldots + \right. \]

\[ + \left. (-1)^k \frac{(x_n - x_0)^{2k}}{(2k-1)!} \cdot \Delta^k \psi(y) \right]. \]

Finally using replacement (12) we find

\[ u(x) = \phi(y) + (x_n - x_0) \cdot \psi(y) + \ldots + \]

\[ + (-1)^k \frac{(x_n - x_0)^{2k}}{(2k)!} \cdot \Delta^k \phi(y) + \]

\[ + (-1)^k \frac{(x_n - x_0)^{2k+1}}{(2k+1)!} \cdot \Delta^k \psi(y) + \ldots \]

\[ u(x) = \sum_{k=0}^{\infty} (-1)^k \frac{(x_n - x_0)^{2k}}{(2k)!} \cdot \Delta^k \phi(y) + \frac{(x_n - x_0)^{2k+1}}{(2k+1)!} \cdot \Delta^k \psi(y) \]  

(11')

We will check for uniform convergence of a given series with the help of the Weierstrass theorem [4].

If the \( \phi(y) \) and \( \psi(y) \) functions is continuous in \( y \in R^n \) and has continuous derivatives in it, then the following estimate holds for series (11)

\[ |u(x)| = \sum_{k=0}^{\infty} (-1)^k \left( \frac{(x_n - x_0)^{2k}}{(2k)!} \cdot \Delta^k \phi(y) + \frac{(x_n - x_0)^{2k+1}}{(2k+1)!} \cdot \Delta^k \psi(y) \right) \leq \]

\[ \leq \sum_{k=0}^{\infty} (-1)^k \frac{(x_n - x_0)^{2k}}{(2k)!} \cdot \Delta^k \phi(y) + \sum_{k=0}^{\infty} \frac{q_k}{(2k+1)!} \cdot \Delta^k \psi(y) \leq (14) \]

where \( p, q = \text{const.} \)

Now we will check for convergence of \( \sum_{k=0}^{\infty} \frac{p^k}{(2k)!} \) and \( \sum_{k=0}^{\infty} \frac{q^k}{(2k+1)!} \) numerical series. On the basis of D’alembert [4] on the convergence of a numerical series with positive coefficients, we have

\[ \lim_{n \to \infty} \frac{a_{n+1}}{a_n} = \lim_{n \to \infty} \frac{p^{n+1}}{p^n} \left( \frac{2n+2}{2n+2} \right)! = \]

\[ = \lim_{n \to \infty} \frac{p}{2n+2} = 0 < 1. \]

Then the \( \sum_{k=0}^{\infty} \frac{p^k}{(2k)!} \) number series converges.

Similarly, it can be shown that the \( \sum_{k=0}^{\infty} \frac{q^k}{(2k+1)!} \) number series also converges. From the validity of the estimate (14) and on the basis of the Weierstrass theorem, series (11) uniformly converges. Then, the function \( u(x) \) is a solution to problem (9)-(10).

**Note:** If one \( q(x) \) particular solution of the Poisson equation is known

\[ \Delta u(x) = f(x), \]  

(15)

where \( f(x) \) - known function, then replacing \( v(x) = u(x) + q(x) \) equation (15) can be reduced to the form \( \Delta v(x) = 0 \) (16), and the solution (16) can be found using (11).

Below are the possibilities of applying formulas (11) or (11') in some examples.

**Example 2.1.** Find an solution of the Cauchy problem with the three-dimensional Laplace equation:

\[ \Delta u(x, y, z) = 0, \]

\[ u(x, y,0) = x \sin y, \quad u_z(x, y,0) = \cos y. \]
Solution. We use the formula (11), where
\[ x_n = z, \quad x_0 = 0, \]
\[ \varphi(y) = x \sin y, \quad \psi(y) = \cos y. \]
Then we have
\[ u(x, y, z) = \sum_{k=0}^{\infty} (-1)^k \left[ z^k \right] \cdot \Delta_k (x \sin y) + \frac{z^{2k+1}}{(2k + 1)!} \cdot \Delta_k (\cos y). \]
Then we find the exact solution of the problem:
\[ u(x, y, z) = x \sin y \left( 1 + \frac{z^2}{2!} + \frac{z^4}{4!} + \ldots \right) + \cos y \left( z + \frac{z^3}{3!} + \frac{z^5}{5!} \ldots \right) = x \sin y \cosh \zeta + \cos y \sinh \zeta. \]

**Example 2.2.** Find an solution of the Cauchy problem with the three-dimensional Poisson equation.
\[ \Delta u(x, y, z) = 1, \quad u(x, y, 0) = \frac{x^2}{2}, \]
\[ u_z(x, y, 0) = e^{2x} \sin y. \]
We first introduce the notation of the from:
\[ u(x, y, z) = v(x, y, z) + \frac{x^2}{2}, \]
then we have the problem
\[ \Delta v(x, y, z) = 0, \quad v(x, y, 0) = 0, \]
\[ v_z(x, y, 0) = e^{2x} \sin y. \]
To find the function \( v(x, y, z) \) we use formula (11), where
\[ x_n = z, \quad x_0 = 0, \]
\[ \varphi(y) = 0, \quad \psi(y) = e^{2x} \sin y. \]
Then we have the solution of an auxiliary problem of the form
\[ v(x, y, z) = \sum_{k=0}^{\infty} (-1)^k \frac{z^{2k+1}}{(2k + 1)!} \cdot \Delta_k (e^{2x} \sin y) = e^{2x} \sin y \left( z + \frac{z^3}{3!} + \frac{z^5}{5!} + \ldots \right) = e^{2x} \sin y \sin z. \]
Then we find the exact solution of the problem:
\[ u(x, y, z) = v(x, y, z) + \frac{x^2}{2} = e^{2x} \sin y \sin z + \frac{x^2}{2}. \]

**Conclusions.**
In this work, VIM and ADM were successfully applied to solve the Cauchy problem with the heat dissipation and Laplace equations. It is obvious that VIM and ADM are very powerful and effective methods for finding analytical solutions for wide classes of nonlinear problems. It is worth noting that these two methods are a quick convergence of solutions. Both methods are convenient and effective for solving such problems, and they also do not require large computer memory and discrimination of the variables \( t \) and \( x \), and the application of ADM to the problems discussed has more advantages than VIM and most other methods; it overcomes the difficulties in calculating other methods and auxiliary parameters; it helps us to obtain a solution for smaller approximations. Also, the ADM does not require changing some parameters in the equation, therefore, the calculations are simple and straightforward.
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