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Abstract—A central use case for the Internet of Things (IoT) is the adoption of sensors to monitor physical processes, such as the environment and industrial manufacturing processes, where they provide data for predictive maintenance, anomaly detection, or similar. The sensor devices are typically resource-constrained in terms of computation and power, and need to rely on cloud or edge computing for data processing. However, the capacity of the wireless link and their power constraints limit the amount of data that can be transmitted to the cloud. While this is not problematic for the monitoring of slowly varying processes such as temperature, it is more problematic for complex signals such as those captured by vibration and acoustic sensors. In this paper, we consider the specific problem of remote anomaly detection based on signals that fall into the latter category over wireless channels with resource-constrained sensors. We study the impact of source coding on the detection accuracy with both an anomaly detector based on Principal Component Analysis (PCA) and one based on an autoencoder. We show that the coded transmission is beneficial when the signal-to-noise ratio (SNR) of the channel is low, while uncoded transmission performs best in the high SNR regime.

Index Terms—Remote monitoring, anomaly detection, source coding, channel coding

I. INTRODUCTION

Over the past few years, the Internet of Things (IoT) has connected objects, sensors, and appliances of all kinds. One of the most promising future applications is the Industrial IoT [1], i.e., the use of IoT technology and standards to help automate and monitor industrial processes. In particular, remotely monitoring a process by using cheap, low-power wireless sensors can significantly reduce operation costs of machinery in remote or dangerous environments, such as windmills or photovoltaic farms [2], flagging anomalies in the sensory data and requesting human intervention when needed.

The strict size, energy, and complexity requirements that make IoT solutions attractive for these applications pose significant challenges. The standard techniques used in Industry 4.0 contexts are often complicated and rely on an abundance of data, often using deep learning over massive datasets [3]. Naturally, this does not fit an IoT scenario, in which the sensors are resource-constrained in terms of power and computation capabilities. Furthermore, the devices cannot transmit complete measurements at a high rate for processing in the cloud, such as raw sound or vibration recordings, as they would quickly deplete their batteries, as well as congesting the radio channel. Instead, a more reasonable approach is to let the devices transmit feature vectors of their measurements.

However, the statistics of anomalous conditions are often hard to model and may not be known a priori [4], which makes appropriate source coding complex: optimal quantization requires knowledge of the input distribution, and anomalies outside this range are likely to suffer from high distortion. On the other hand, applying universal quantization techniques increases the distortion for nominal samples, which also makes it difficult to discriminate between nominal and anomalous samples. In general, quantizers tend to suppress anomalies, and as a result, uncoded transmission can be a valid alternative in some cases [5]. In fact, analog transmission might even outperform digital encoding in terms of sample reconstruction accuracy in the short blocklength regime [6]. This has been observed in other practical deep learning tasks over channels, such as classification [7] and image retrieval [8].

In this work, we consider the problem of remote anomaly detection in an edge-computing scenario, in which a wireless sensor has constrained computational and communication resources, and transmits feature vectors to an edge server that performs the anomaly detection. We compare uncoded and coded transmission of the feature vectors, and in line with the typical anomaly detection situation, we assume that only data from nominal conditions are known, and that anomalies follow unknown statistics outside the nominal operational region. We consider two types of anomaly detectors at the edge node. The first is based on Principal Component Analysis (PCA) [9], and while being analytically and computationally tractable, it can only detect linearly separable anomalies. The second detector is an autoencoder, which is based on a neural network and can detect more complex anomalies. We first examine the PCA method on a constructed scenario to reveal the fundamental differences between the two transmission schemes, and then evaluate the autoencoder on a dataset of real acoustic data from industrial equipment. Our results show that for both the PCA method and the autoencoder, coded transmission is best when the channel signal-to-noise ratio (SNR) is low, while uncoded transmission performs best in the high SNR regime.

The rest of the paper is divided as follows. The system model is presented in Sec. II along with the considered coded and uncoded transmission schemes. PCA anomaly detection is then described and analyzed in Sec. III while an autoencoder-based anomaly detector is introduced in Sec. IV. The numer-
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We consider an edge-computing scenario comprising a single device, which has a wireless connection to a base station equipped with an edge server. While the device is resource-constrained and can only do a limited computation, the edge server is assumed to be unconstrained. Based on a sensor observation, the device constructs a sample \( x \in \mathbb{R}^N \), also referred to as a feature vector, which either belongs to the class of nominal observations, or to the alternative class of anomalous observations. Without loss of generality, we shall assume that the sample vector is normalized, i.e. \( (1/N)\mathbb{E}[\|x\|^2] = 1 \) where \( \| \cdot \| \) is the \( \ell_2 \) norm. Due to the resource constraints of the device, the classification is assumed to take place at the edge server, and thus the device needs to transmit the sample before it can be classified.

In line with existing literature on anomaly detection, we will assume that the statistics are known only for nominal samples and not anomalies. Such statistics are typically gathered from a dataset assumed to include only nominal samples. Furthermore, we will restrict our focus to residual based anomaly detectors, where \( x \) is determined based on the reconstruction error \( \| \hat{x} - x \| \), where \( \hat{x} = g^{-1}(g(x)) \) is the reconstruction of \( x \) after applying some transformation. The intrinsic assumption is that by properly choosing \( g(x) \), the residual for a nominal sample is small but large for an anomalous sample. In particular, \( x \) is declared an outlier if the magnitude of the residual exceeds a given threshold \( \delta \)

\[
\| \hat{x} - x \|^2 > \delta^2, \tag{1}
\]

and otherwise the sample is assumed to be nominal, see e.g., [9]–[11]. Note that \( \delta \) controls the trade-off between sensitivity and the false positive probability. To characterize the performance of a detector, we define the accuracy for a dataset with \( P \) positive and \( N \) negative samples as

\[
\text{acc} = \sup_{\delta} \frac{P \Pr(TP|\delta) + N(1 - \Pr(FP|\delta))}{P + N}, \tag{2}
\]

where \( \Pr(TP|\delta) \) and \( \Pr(FP|\delta) \) are the true positive and false positive probabilities, respectively.

In this initial paper, we restrict ourselves to considering the additive White Gaussian Noise (AWGN) channel, which is instructive to compare the coded and uncoded transmission strategies. Prior to transmission, the device encodes the sample to \( D \) symbols using the encoder \( f : \mathbb{R}^N \rightarrow \mathbb{R}^D \). Throughout the paper we will assume that \( D \geq N \). Denoting the encoded sample by \( \bar{x} = f(x) \), which is assumed to be normalized with respect to the symbol power, \( (1/D)\mathbb{E}[\|\bar{x}\|^2] = 1 \), the signal received at the receiver is

\[
y = \bar{x} + z, \tag{3}
\]

where \( z \sim N(0, \Gamma^{-1}) \) is additive white Gaussian noise. The signal-to-noise ratio (SNR) is then equal to \( \Gamma \). We shall denote the decoded feature vector by \( x' = f^{-1}(y) \), and note that this channel can be seen as a stationary instance of a block-fading channel where the noise power is determined by the amount of fading. We consider both coded and uncoded transmission strategies as outlined next.

A. Coded transmission

With the coded transmission strategy, the device first quantizes its sample with a given rate (i.e. to a given number of bits), and then transmits the quantized sample over the channel. We assume that the device uses a capacity-achieving channel code so that the transmission rate is \( C = (1/2) \log_2(1 + \Gamma) \) measured in bits per (real) symbol. We note that this reflects an idealized scenario and thus is an upper bound on what can be achieved in practice where channel estimation, etc. is needed. Under this assumption, the total number of bits that the device has available to represent the sample is \( B = CD \) bits.

Because of resource constraints, we assume that the device employs scalar quantizers for each entry in the sample vector designed to minimize the expected squared error distortion of the nominal samples (since only these are known). The quantizers are designed in two steps. First, the \( B \) bits are allocated to the individual entries in the sample based on their expected distortion by iteratively allocating one bit to the entry with the highest expected distortion (see e.g. [12] for a discussion on this greedy approach). For simplicity, we assume that the entries in the sample vector are Gaussian so that the expected distortion of the \( i \)-th entry is given by \( \sigma_i^2 2^{-2b_i} \), where \( \sigma_i^2 \) is the variance of the entry and \( b_i \) is the number of allocated bits. After this procedure we have \( \sum_{i=1}^N b_i = B \).

In the second step, the individual quantizers for each sample entry are designed using Lloyd’s algorithm [13], such that \( 2^b_i \) quantization points are allocated to entry \( i \). To encode a sample vector, the device simply picks, for each entry \( i \) in the vector, the quantization point from the set of \( 2^b_i \) points that is closest to entry \( i \) in the sample vector.

B. Uncoded transmission

In the uncoded transmission scheme, the device transmits the sample vector using uncoded analog (real) symbols. Since there is no need for source and channel coding, this scheme has the advantage of simplifying the transmitter device. Note that the analog symbols can be concatenated with a coded fragment, e.g. a header to allow for metadata, device addressing, etc., but this part is not important for this paper. To match the number of available symbols \( D \), the transmitter spreads the signal using a matrix \( Q \in \mathbb{R}^{D \times N} \) satisfying \( Q^T Q = I \), i.e. the encoder and decoder are \( f(x) = Qx \) and \( f^{-1}(y) = Q^T y \), respectively. When the sample is transmitted uncoded, the received signal can be written as

\[
x' = x + w, \tag{4}
\]

where \( w \sim N\left(0, \frac{\Gamma^{-1}}{D}\right) \).

III. PCA BASED ANOMALY DETECTION

In this section, we study a PCA based anomaly detector to gain insight into the impact of the channel on the detection
accuracy. We first introduce the PCA subspace method, and then quantify the false positive and true positive probabilities for a given threshold $\delta$. Due to the difficulties associated with modelling the quantization effects for low rates (which are our main interest), we limit our analysis to the case of uncoded transmissions, and note that this also includes the case without a channel as the special case with $\Gamma^{-1} = 0$. The performance of the coded transmission scheme with quantization effects will be evaluated using Monte Carlo simulations. Although the PCA subspace method is general, to ease exposition and to keep the analysis tractable, we will assume that the nominal samples follow a Gaussian distribution with zero mean, i.e. $x \sim \mathcal{N}(0, \Sigma)$ where $\text{tr}(\Sigma) = N$ to satisfy the normalization assumption. We will denote the eigenvalues of $\Sigma$ corresponding to the normalized eigenvectors by $\tilde{\sigma}_1 \geq \tilde{\sigma}_2 \geq \ldots \geq \tilde{\sigma}_N$.

A. PCA subspace method

The PCA subspace method has been applied successfully to many practical problems, see e.g. [9], and while more sophisticated non-linear methods for anomaly detection exist, such as kernel methods and deep autoencoders [14], [15], these methods are typically difficult to analyze and share many similarities with the PCA method.

We assume that the received (decoded) samples $x'$ have zero mean and covariance matrix $\Sigma'$, but in general the distribution does not have to be Gaussian. This assumption is valid both for the coded and uncoded policies—in particular, in the uncoded case $\Sigma' = \Sigma + (N/D)\Gamma^{-1}I$. Let $VAV^T = \Sigma'$ be the eigendecomposition of $\Sigma'$ with normalized eigenvectors ordered by the eigenvalues $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_N$, and denote by $V \in \mathbb{R}^{N \times K}$ the matrix composed by the $K$ eigenvectors of $\Sigma$ with the largest eigenvalues. The PCA subspace method decomposes a sample $x'$ (which is either nominal or anomalous) into two components

$$x' = \bar{x} + \bar{x}, \quad (5)$$

where $\bar{x}$ and $\bar{x}$ are referred to as the modeled and residual components, respectively. The modeled component is the projection of $x'$ onto the subspace spanned by $\tilde{V}$, i.e., $\bar{x} = \tilde{V}V^Tx'$, and $\tilde{x} = (I - \tilde{V}V^T)x' = P\bar{x}$. As with other residual based anomaly detectors, the assumption is that, provided that a sufficient number of eigenvectors are included in $\tilde{V}$, the residual vector $\bar{x}$ is going to be small in magnitude when $x'$ follows the assumed model, but large when $x'$ is anomalous.

B. False positive probability

False positives occur when a nominal sample $x_0'$ exceeds the detection threshold $\delta$. We are interested in characterizing

$$\Pr(\text{FP}|\delta) = \Pr(|\bar{x}_0'| > \delta). \quad (6)$$

As mentioned, we restrict our analysis to the uncoded case where $x_0' \sim \mathcal{N}(0, \Sigma')$ and $\Sigma' = \Sigma + (N/D)\Gamma^{-1}I$. In this case, the residual vector $\bar{x}_0' = P\bar{x}_0'$ is also Gaussian with zero mean and covariance matrix $\Sigma' = \tilde{P}\Sigma\tilde{P}^T$. It can be shown that $|\bar{x}_0'|^2$ is distributed as

$$|\bar{x}_0'|^2 \sim \sum_{i=K+1}^N \lambda_i Z_i^2, \quad (7)$$

where $\lambda_i$ is the $i$-th largest eigenvalue of $\Sigma'$ and $Z_i$ are i.i.d. standard Gaussian random variables [10]. To make the impact of the additive noise more explicit, the expression can also be written using the eigenvalues of $\Sigma$ by noticing that $\lambda_i = \tilde{\sigma}_i + (N/D)\tilde{\sigma}_i$ where $\tilde{\sigma}_i$ is the $i$-th largest eigenvalue of $\Sigma$. The distribution of the squared magnitude of the residual $|\bar{x}_0'|^2$ can then be approximated by the quantity

$$c(|\bar{x}_0'|^2) = \frac{\theta_1 \left( (|\bar{x}_0'|^2/\theta_1)^{h_0} - 1 - \theta_2 h_0(h_0 - 1)/\theta_1^2 \right)}{\sqrt{2\theta_2 h_0^2}}, \quad (8)$$

which follows a standard Gaussian distribution where $\theta_j = \sum_{i=K+1}^N (\tilde{\sigma}_i + (N/D)\tilde{\sigma}_i)^{j}$ and $h_0 = 1 - 2\theta_1/(3\theta_2^2)$ [10]. Thus, to compute the false positive rate, we can evaluate

$$\Pr(|\bar{x}_0'| > \delta) \approx 1 - \Phi(c(\delta^2)), \quad (9)$$

where $\Phi(\cdot)$ is the cumulative distribution function of a standard Gaussian distribution.

C. True positive probability

To derive the true positive probability, let us assume that an anomaly is reflected as an additive term in the sample $x_f = \sqrt{\eta}x_0 + \bar{f}$, where $x_0$ represents a sample under nominal conditions and $\eta = 1 - (1/N)||f||^2$ is introduced to have $(1/N)E(||x_f||^2) = 1$ (assuming $||f||^2 \leq N$). After being transmitted over the noisy channel, the received sample $x_f' = x_f + w$ is Gaussian with mean $\bar{f}$ and covariance $\Sigma' = \eta \Sigma + (N/D)\Gamma^{-1}I$. The residual vector of the anomalous sample can be written

$$\bar{x}_f' = \tilde{P}x_f' = \bar{x}_0' + \bar{f}, \quad (10)$$

where $\bar{x}_0' = \tilde{P}(\sqrt{\eta}x_0 + w)$ and $\bar{f} = \tilde{P}f$. We define the true positive probability as

$$\Pr(TP|\delta) = \Pr(|\bar{x}_f'| > \delta). \quad (11)$$

In order for an anomaly $f$ to be detectable by the PCA method, it must leave a nonzero residual, i.e. $f \neq 0$ ($f$ must not be in the null space of $\tilde{P}$). Furthermore, $f$ must leave a sufficiently large residual so that $|\bar{x}_f'| > \delta$. Due to these conditions, the false positive probability generally depends on the anomaly vector distribution. In this work, we will restrict the analysis to the conditional false positive probability given an anomaly vector $f$, i.e. $\Pr(|\bar{x}_f'| > \delta|f)$. The marginal false positive probability can be obtained by averaging the conditional distribution over any distribution of the anomaly vectors.

Because we condition on $f$, and thus $\bar{f}$ is deterministic, the residual vector is distributed as $\bar{x}_f \sim \mathcal{N}(f, \Sigma')$ where
\[ \dot{\Sigma}' = \dot{P}\Sigma\dot{P}^T. \]  By generalizing the result from [10] to the case with non-zero mean we obtain
\[ \|\dot{x}r\|^2 \sim \sum_{i=K+1}^{N} \lambda_i (Z_i + t_i)^2, \]  (12)
where \( t_i \) is the \( i \)-th entry of \( t = V^T (\eta \Sigma + (N/D)\Gamma^{-1} \)^{-1/2} \( \tilde{f} \), see e.g. [16]. This distribution can be approximated like before as
\[ \Pr(\|\dot{x}r\| > \delta | f) \approx 1 - \Phi(c(\delta^2)), \]  (13)
where \( \theta_j \) are computed as [17]
\[ \theta_j = \sum_{i=K+1}^{N} \lambda_i^j (1 + jt_i^2). \]  (14)

Here we may again exploit that \( \lambda_i = (\eta \hat{\sigma}_i + (N/D)\Gamma^{-1} ) \) to write the expression in terms of the eigenvalues of \( \Sigma \).

IV. AUTOENCODER BASED ANOMALY DETECTION

The main limitation of the PCA based method is that it requires anomalous samples to be linearly separable from the nominal ones. A more sophisticated alternative is to use an autoencoder, which is an artificial neural network that learns a compact representation of the input. Specifically, an autoencoder is typically composed of a set of encoder layers and a set of decoder layers, separated by a low-dimensional bottleneck layer, see e.g. [15]. The network is then trained to minimize the reconstruction loss between the input and the output given as
\[ J(\phi) = \|x' - h(x'|\phi)\|^2, \]  (15)
where \( x' \) is the decoded input feature vector at the receiver, \( h(x'|\phi) \) denotes the output of the autoencoder and \( \phi \) indicates the autoencoder parameters. Similar to the PCA method, the reconstruction error of the autoencoder can be used for anomaly detection by assuming that anomalous samples produce large reconstruction errors. However, contrary to the PCA the autoencoder is not limited to detecting linear anomalies in the samples. This flexibility comes at the cost of being more difficult to analyze, and thus we only consider a numerical evaluation of the autoencoder based method.

V. NUMERICAL RESULTS

A. PCA results

We first evaluate the two transmission schemes for the PCA method on a constructed scenario that matches the assumptions of the analysis. Specifically, we assume that nominal samples are Gaussian with zero mean and covariance matrix \( \Sigma \). Because the PCA is independent to orthonormal transformations of the eigenvectors, the results only depend on the eigenvalues of \( \Sigma \) under the constraints that \( \Sigma \) has full rank and \( \text{tr}(\Sigma) = \sum_{n=1}^{N} \sigma_n = N \). We consider case where the eigenvalues of \( \Sigma \) are given as \( \sigma_1 = 50\beta, \sigma_2 = 40\beta, \sigma_3 = 30\beta, \sigma_4 = 20\beta, \sigma_5 = 10\beta, \sigma_6 = \ldots = \sigma_N = \beta \), where \( \beta = 1/(50 + 40 + 30 + 20 + 10 + N - 5) \) to ensure that the eigenvalues sum to \( N \). We study the case with \( N = 128 \), and because the choice of eigenvectors represents a scenario with five dominant principal components we pick \( K = 5 \). The fault vectors \( f \) are drawn uniformly from the \( N \)-sphere of various radii \( ||f||^2 \).

The results are shown in Fig. 1. As can be seen, the accuracy is highest for the coded transmission at low SNRs, while the uncoded transmission scheme provides higher accuracy once the SNR exceeds a given threshold around 0 dB. This indicates that for low SNRs, the additive noise from the uncoded scheme is dominant and makes it impossible to detect the faults. On the other hand, despite only transmitting few coarse features, the fact that the features only are affected by quantization noise makes the accuracy of the uncoded scheme higher at low SNRs.

B. Autoencoder results

To study the impact of feature coding in the more complex autoencoder setting, we consider the baseline autoencoder model proposed for the MIMII dataset in [11]. The MIMII dataset contains a collection of nominal and anomalous sounds of valves, pumps, fans, and slide rails from a factory environment. In particular, the sounds were recorded as 16-bit audio signals at 16 kHz with an eight-channel circular microphone array placed 50 cm away from the target machine (10 cm for valves). Besides the machine sounds, background noise signals from real factories were recorded with the same equipment and mixed with the recordings of the machine at three SNRs (−6 dB, 0 dB, and 6 dB).

In this work, we conduct experiments using only recordings from a single microphone. The recordings are used to construct feature vectors, which are the concatenation of five consecutive log-mel spectrogram frames, as further outlined in [11]. As with other reconstruction based methods, the anomaly detection is performed by thresholding the reconstruction error. The autoencoder consists of six fully-connected layers of size 64,
Motivated by wireless monitoring of processes in an industrial scenario using resource-constrained IoT devices, we have compared uncoded and coded transmission schemes for anomaly detection. We have considered anomaly detection methods based on PCA and autoencoder, and both cases reveal that coded transmissions perform better at low SNRs while uncoded transmissions are better at high SNRs. Part of the reason is that at low SNRs, the noise from the uncoded transmission tends to be dominant and hide the anomalous parts, while the coded scheme provides coarse but less noisy samples. On the other hand, at high SNRs the quantizer in the coded transmission scheme, which is designed for nominal samples, is likely to suppress anomalous signals, whereas the anomalous signals in the uncoded scheme are only affected by the Gaussian noise.
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