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Abstract
Artificial intelligence (AI) has been widely used in clinical medicine, and it is witnessing increasing innovations in the fields of AI-aided image analysis, AI-aided lesion determination, AI-assisted healthcare management, and so on. This review article focuses on the emerging applications of AI-related medicine and AI-assisted visualized medicine, including novel diagnostic approaches, metadata analytical methods, and versatile AI-aided treatment applications in preclinical and clinical uses, and also looks at future perspectives of AI-aided disease prediction.
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Artificial intelligence
Artificial intelligence (AI) is a new technology that simulates and extends human intelligence in machines that are programmed to mimic human actions \cite{1, 2}. AI mainly includes machine learning (ML), robotics, image recognition, language recognition, neural networks (NNs), natural language processing, and expert systems \cite{3}. The basic content of AI includes research knowledge representation, machine perception, machine thinking, machine behavior, and ML. Among them, ML is the core of AI. ML mainly studies how to make a computer attain a learning ability similar to that of a person and enables it to acquire knowledge automatically through learning \cite{4}.

Currently, common algorithms for ML include: decision trees \cite{5}, the naive Bayesian classifier (NBC) \cite{6}, the support vector machine algorithm (SVM) \cite{7}, random forests, multiple linear regression (MLR), the artificial neural network (ANN) algorithm, boosting and bagging algorithms, logistic regression (LR), and k-nearest neighbor (KNN). Figure 1 shows the domain and relationship of AI, ML, and medicine. The learning mechanism of ML is to simulate the human ability to acquire knowledge and skills. An ANN is an information processing tool which is connected by multiple perceptrons in a certain way \cite{8, 9}. Similar to neurons in the human brain, neurons stack and connect with each other to form an NN. The input information is transmitted between each neuron, and finally the processed result is output at the end of the network, which includes the learning and cognition of the input data of the entire NN \cite{10}. Among them, the learning style is divided into three parts: 1) supervised learning (with a tutor): tutor signals are included in the input data; 2) unsupervised learning: there is no tutor signal in the input data, and the learning results are classified as typical unsupervised learning, discovery learning, clustering, competitive learning, etc. 3) reinforcement learning: a learning method guided by statistical and dynamic programming techniques that uses environmental feedback (reward/punishment signals) as input.

Deep learning is a new learning algorithm. This algorithm trains multi-hidden layer perceptrons through massive data, extracts useful features, and obtains functions that can effectively represent training data \cite{11}. Deep learning generally contains more than five hidden layers, each of which enables samples to represent or approach the objective function in different feature spaces, so as to ensure the two basic elements of depth and layer-by-layer training. Through some optimization algorithms, NNs can learn from massive data and build their own knowledge to a very high level \cite{12}. Deep learning mainly includes convolutional neural networks (CNNs), recursive neural network (RNNs), recurrent neural
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networks (RNNs), deep neural networks (DNNs), generative adversarial networks (GANs), and deep generative models (DGMs) [13].

**AI participates in clinical medicine**

AI technology can perform a wide range of functions, such as helping in diagnosis and accurate treatment, predicting risks and determining the location of lesion, which can be used to reduce medical errors and improve productivity [14]. In recent years, with the breakthroughs in key technologies related to AI, such as image recognition, in-depth learning and NN algorithms, AI technology has made revolutionary developments, which have been applied in disease screening, auxiliary diagnosis and treatment, case analysis, and other aspects in the field of medical health [15].

Doctors use magnetic resonance imaging (MRI), computed tomography (CT), X-rays and other visualized medical images, combined with AI-assisted analysis to predict and diagnose the disease by screening patients’ disease and clinical symptoms [16, 17]. AI is applied in clinical medical as a tool, which can be used on a disease basis to assist doctors in analysis when analyzing radiation images, AI can also be used on a disease basis to assist doctors in analysis when observing radiation images, such as ophthalmic diagnosis and treatment [18, 19].

To date, AI is mainly used in image-based disease diagnosis in radiology and cardiology. A whole slide imaging method is widely used. This imaging method is an important source of information; the complexity is higher than many other imaging methods because of their large size (usually 100 k × 100 k resolution) and the presence of color information (hematoxylin and eosin [H&E]) staining and immunohistochemistry, there is no obvious anatomical direction in radiology, the information availability of multiple scales (e.g., ×4, ×20), and multiple z-stacking levels (each slice contains a limited thickness, according to the focal plane difference will generate different images) [20].

In other aspects, due to its accuracy and financial issues, AI also has been widely applied in ophthalmology [21]. In the early years, AI was used to identify fundus bleeding and exudation, microaneurysms, and neovascularization in pictures of diabetic retinopathy (DR) patients. With the application of deep learning algorithms in ophthalmology, the application of AI in DR screening, diagnosis, and classification has achieved even more results. The cure rate of ocular complications in diabetic patients is low and it is difficult to control, especially in the later stages of the disease course. Therefore, finding a method with a high diagnosis rate and early diagnosis is of great significance to the effective prevention and treatment of DR. Researchers have iteratively optimized the fundus image classification model and developed a more mature DR-assisted diagnosis model. Ting et al. collected images of human retinas from different countries and races, and developed a deep learning system that can identify and detect possible pictures of DR, glaucoma, and age-related macular degeneration (ARMD). The researchers iteratively optimized the fundus image classification model and developed a more mature DR-assisted diagnosis model. Ting et al. collected images of human retinas from different countries and races, and developed a deep learning system that can identify and detect possible pictures of DR, glaucoma and ARMD [21].

Moreover, AI has been a powerful tool for changing healthcare. Machine learning classification (MLC) has shown great potential in AI-assisted medical diagnosis. Hy Liang et al. used an automatic natural language processing system and a deep learning algorithm to design a way that can simulate a doctor’s face-to-face consultation for reasoning and query the electronic health record (EHR), and extract clinical information from the EHR [22].

AI technology can also play a vital role in alternative scenes. On the one hand, although AI is unlikely to
Visualized medicine and its applications

The definition of visualized medicine

Visualized medicine, also known as medical visualization, refers to the application of visualization techniques in medicine. It employs elements from computer graphics to create meaningful, interactive visual representations of medical data, and it has become an influential field of research in many advanced applications. The visual representation uses the user’s cognitive ability to support and accelerate the diagnosis, planning, and quality assurance workflow based on the involved patient data.

The connotation of visualized medicine

The connotation of visualized medicine refers to the application of computer graphics, image processing, and other technologies to reconstruct human tissues, organs and lesions through three-dimensional (3D) reconstruction based on individual clinical information, so as to improve the accuracy and feasibility of medical diagnosis and treatment.

Medical images’ segmentation and extraction

Medical image segmentation is the bottleneck of clinical medicine application. The accuracy of segmentation is very important for doctors to get the real disease information and make an effective diagnosis plan. Generally, image segmentation can be divided into threshold-based segmentation methods, region-based segmentation methods and specific theory-based segmentation methods.

The basic idea of the threshold method is to calculate one or more gray threshold values according to the gray features of the image, and compare the gray value of each pixel in the image with the calculated threshold value, and finally assign the pixels to the corresponding types according to the comparison results. It is simple, efficient, and fast. The most commonly used method is the Otsu threshold method. Later Qin proposed a threshold medical image segmentation algorithm based on improved ant colony algorithm [27]. The basic idea of the region segmentation method is to extract information directly from the image and divide the image into several sub-regions, so that each sub-region has certain characteristics. Traditional regional segmentation methods include the following: the regional growth method and watershed algorithm [28, 29]. In addition to these methods, there are also deep convolutional networks for biomedical image segmentation and segmentation based on the genetic algorithm [30, 31].

The extension of visualized medicine

The epitaxy design of visualized medicine is a cross fusion of several frontier disciplines. According to the current technological frontier development, the epitaxy of visual medicine includes but is not limited to the following contents: CT, MRI, ultrasonography, positron emission computed tomography, and other medical imaging technologies; image registration and image fusion, image segmentation, texture analysis technology, pseudo-color processing technology, 3D image reconstruction and other image processing technology; virtual reality, big data analysis tools, AI equipment and technology. In addition, with the continuous application of visualization in medicine, people’s requirements for visualization gradually increase, and higher requirements are put forward for knowledge discovery from data information, automatic benchmarking of image segmentation and the efficiency of 3D reconstruction.

Visualization and application in clinical medicine

Ultrasonic data image visualization

3D ultrasound (US) technology has been widely used in gynecology, in the cardiovascular system, in abdominal disease examination, ophthalmology, and others [32]. At present, the workstation software of 3D US can be used as the
main means of obtaining 3D images using common two-dimensional (2D) ultrasonic diagnosis equipment. Dynamic 3D contrast enhanced ultrasound (CE-US) can form a continuous 3D image in the state of CE-US, which can show the 3D morphology of blood vessels, as well as observe, in depth, the spatial structure and perfusion of blood vessels. Because the 3D reconstruction technology of ultrasonic data image can reconstruct the relationship between the location of space and the location of the tumor, this technology can be vigorously applied in surgery, as well as in the clinical treatment of benign and malignant tumors.

CT US data visualization

The data collected by 64-row spiral CT can be displayed using conventional 2D images, and can also be processed in the later stage to reconstruct 3D images, the surface of the organ, multi-layer surfaces, etc., and display the structure of each layer in real time or nearly real time, which is currently the main inspection method in clinical practice. Because this method has the advantages of high efficiency, good accuracy, super speed, low radiation, and it is non-invasive, it can be applied to lung tumors, for emergency general examinations, the diagnosis of cardiovascular disease, and for oral cavity and craniocerebral examinations, etc.

Visualization of MRI US data

MRI has strong soft tissue discrimination, which is several times better than CT. In addition, the 3D reconstruction of MRI can also be conducted in multiple directions, without electrical isolation radiation, boneless artifacts, and multi-directional imaging. Due to its inherent advantages, 3D MRI has been widely used in muscle examination, joint examination, and central nervous system examination. In recent years, with the rapid development of MRI angiography technology, MRI technology has become more mature, including real-time endoscopy technology, perfusion imaging technology, diffusion imaging technology, functional MRI, and angiography MRI. This technique has been applied to cardiovascular diseases, pulmonary tumor diseases, pancreatic diseases, gastrointestinal diseases, brain diseases, and other diseases.

Deep learning in diagnosis and treatment

The advantages of deep learning applied in diagnosis and treatment

Nowadays, AI has made great breakthroughs in medicine, especially in medical imaging, which is widely used in the diagnosis and treatment of diseases of the brain, heart, lungs, and other organs [33].

With the advancement of ML, especially deep learning, AI-aided disease prediction has attracted increasing attention. Traditional medical images research based on ML analyze the image features specified by doctors, and the generalization ability of the model is weak. Besides, it is difficult to classify the stage of disease development. Compared with the traditional way of looking at medical images, images based on deep learning can quickly complete the initial screening of the images, more comprehensively and stably. Deep learning has the following advantages: 1) high-performance computing processing units (CPUs) and graphics processors; 2) availability of massive amounts of data; 3) development of learning algorithms. Through deep learning, medical images can be classified, segmented and extracted, to assist doctors to complete diagnosis and treatment. Comprehensiveness is reflected in the fact that the machine can observe the whole slice completely without omissions. Stability is reflected in the fact that the machine does not need rest and will not be affected by fatigue, and the diagnostic results are more stable.

Furthermore, for some diseases, the accuracy of AI diagnosis and analysis has reached the level of professional doctors. Shen et al. compared the efficiency of AI and clinicians in disease diagnosis [34]. They did seven studies to compare the specificity, sensitivity, and area under the curve (AUC) between AI and clinicians. It turns out that the diagnostic performance of AI is comparable to that of experts, and is significantly better than clinicians with less experience. Although AI has promoted the development of medical technology, it still lags behind the human brain to some extent. Therefore, the application of AI in medical treatment cannot replace doctors in essence, but can only be applied in the field of medical assistance.

The application of deep learning in diagnosis and treatment

The applications of deep learning in diagnosis and treatment have been developing in various fields, such as for the brain, heart, lungs, and other organs [13].

Eui et al. developed an automatic detection algorithm which is based on deep learning (DLAD) for major chest diseases on chest radiographs (CRs) [35]. The results of the DLAD analysis were compared with the doctors to verify their accuracy. Figure 2 show the pneumonia imaging by means of CR, CT, and DLAD. DLAD has three parts: data collection and curation, development of the DLAD algorithm, and evaluation of DLAD’s performance. DLAD is a CNN which contains five parallel classifiers and 26 dense blocks. Four classifiers were for disease and the last classifier was to respond to abnormal analysis results. The localization loss and classification loss were used to train the algorithm, which enhanced the ability to classify and localize the abnormalities. Then, five independent data sets were collected and curated to evaluate the DLAD’s consistency. Five radiologists selected and marked the abnormal location of CRs. Finally, the results of the DLAD analysis were compared with that of the radiologists.

The DLAD can classify abnormal or normal areas and process the independent data efficiently, it even has a higher
performance than radiologists. This optimizing algorithm will improve the quality and efficiency of diagnosing major thoracic diseases.

Li et al. designed a 3D deep learning model that can be used to detect COVID-19 from a chest CT [36]. With COVID-2019 spreading all over the world, it has become a global problem. The visual features are extracted from a chest CT to detect COVID-19. Figure 3 shows the 3D deep learning framework of the COVNet. Community-acquired pneumonia (CAP) and other non-pneumonia can also be tested for using chest CTs. This program verifies this model’s robustness. Using RestNet50 as a backbone and inputting a series of CT slices it can produce corresponding features. The features of all the slices are extracted in the maximum-pooling operation. The final feature is input to the connected layer and the probability score is found.

In the fight against COVID-19, the deep learning model is a desired method to distinguish COVID-19 and CAP using chest CTs.

**Development trend of AI-aided visualized medicine**

Recently, AI has been developing rapidly in many areas, including hospital management, drug mining, medical imaging, clinical decision support, health management,
pathology. Nowadays, research using medical images based on AI focuses on the analysis of various types of medical image such as CT, MRI, X-rays, US, endoscopy and pathological sections, and includes research on diseases such as lung, breast, skin, brain, and ophthalmic diseases. In medical image recognition, AI can improve the working efficiency of doctors. Nevertheless, there are many challenges in medical image analysis. The doctor needs to combine the useful information in the image with the patient’s age, region, medical history, etc., to make a more accurate judgment. There is a bottle-neck problem in that the clinical data may be overwhelmed by the massive image data in the deep learning NN [37]. Therefore, it is important to balance the image data and clinical data. In addition, doctors make judgments based on anatomical information. As deep learning is mostly patch classification, the anatomical location is usually unknown to the computer, the doctor cannot make a correct judgment.

Despite that these problems show that the application of AI in visualized medicine is still at the infant stage, it can be assumed that new progress and breakthroughs of the AI-aided disease prediction and visualized medicine will be continuously being developed, and that AI in visualized medicine will exhibit its tremendous potentials and boost rapid applications for clinicians in the coming decades.
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