Quantifying uncertainties in neutron-alpha scattering with chiral nucleon-nucleon and three-nucleon forces
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Background: Modern ab initio theory combined with high-quality nucleon-nucleon (NN) and three-nucleon (3N) interactions from chiral effective field theory (EFT) can provide a predictive description of low-energy light-nuclei reactions relevant for astrophysics and fusion-energy applications. However, the high cost of computations has so far impeded a complete analysis of the uncertainty budget of such calculations.

Purpose: Starting from NN potentials up to fifth order (N4LO) combined with leading-order 3N forces, we study how the order-by-order convergence of the chiral expansion and confidence intervals for the 3N contact and contact-plus-one-pion-exchange low-energy constants (c_E and c_D) contribute to the overall uncertainty budget of many-body calculations of neutron-4He (n-α) elastic scattering.

Methods: We compute structure and reaction observables for three-, four- and five-nucleon systems within the ab initio frameworks of the no-core shell model an no-core shell model with continuum. Using a small set of design runs, we construct a Gaussian process model (GPM) that acts as a statistical emulator for the theory. With this, we gain insight into how uncertainties in the 3N low-energy constants propagate throughout the calculation and determine the Bayesian posterior distribution of these parameters with Markov-Chain Monte-Carlo.

Results: We find rapidly converging n-α phase shifts with respect to the chiral order. With the adopted leading-order 3N force, calculations based on the NN interaction at N4LO of Entem, Machleidt and Nosyk [Phys. Rev. C 96, 024004 (2017)] are unable to reproduce the experimental phase shifts in the 3/2− channel within the estimated chiral truncation errors. Closer agreement with empirical data is found when using an older parameterization of the NN interaction at order N3LO [Entem and Machleidt, Phys. Rev. C 68, 041001(R) (2017)], and the position and width of the P-wave resonances can be used to reduce the uncertainty of the 3N low-energy constants.

Conclusions: The present results point to a lack of spin-orbit strength when the newer parameterization of the chiral NN force up to fifth order is combined with the leading order 3N force. The inclusion of higher-order 3N-force terms may be required to recover the missing strength. GPMs can act as fast and accurate emulators of ab initio many-body calculations of low-energy scattering and reactions of light nuclei, opening the way to a robust quantification of theoretical uncertainties grounded in the description of the underlying chiral Hamiltonian.

I. INTRODUCTION

In light nuclei, the most accurate predictions of nuclear properties are obtained from the direct solution of the quantum mechanical problem by combining advanced many-body methods, validated models of nuclear forces, and cutting-edge computational simulations. The realization of such an ab initio description for low-energy reactions of light nuclei has been in large part enabled by the ab initio no-core shell model with continuum (NCSMC) approach [4–6] coupled with the use of nucleon-nucleon (NN) plus three-nucleon (3N) forces derived within the framework of chiral effective field theory (EFT) [1, 3, 7–9]. The NCSMC is a many-body approach which combines static wave functions of the many-body system and continuous microscopic-cluster states (made of pairs or triplets of nuclei in relative motion with respect to each other) to arrive at a fully integrated description of the structure and interaction dynamics of the reacting nuclei and outgoing products. Chiral EFT links nuclear forces to the fundamental theory of quantum chromodynamics by organizing them in a systematically improvable expansion, with empirically constrained parameters that capture the physics from excluded degrees of freedom.

While in past work we demonstrated that the NCSMC combined with chiral NN+3N forces can provide a high-fidelity description of complex nuclear reactions, such as e.g. the deuterium-tritium fusion [10] or d-α scattering [11], a complete analysis of the uncertainty budget of such calculations had not been possible. In particular, a study of the order-by-order convergence of the chiral expansion for low-energy reactions of light nuclei and an analysis of how the uncertainty in constraining the low-energy constants (LECs) of chiral interaction models reflects on the computed scattering observables are still missing.

Performing ab initio many-body calculations for light-nuclei reactions in A > 4 systems presents a formidable computational challenge; while some calculations are feasible with modern supercomputers, the large number of samples (typically thousands) one needs in order to reach...
desired levels of statistical uncertainty is usually either impractical or even impossible. To alleviate these issues one can opt to construct models that rely on a much smaller set of design runs, while delivering a fast and accurate emulation of the response of the full calculation. Recently, eigenvector continuation was applied to perform a global sensitivity analysis of the binding energy and the charge radius of the $^{16}$O nucleus based on a next-to-next-to-leading-order (N$^2$LO) chiral Hamiltonian with NN+3N forces [12]. Another candidate for obtaining fast and accurate emulations of computationally expensive ab initio calculations are Gaussian process models (GPMs) [13]. In GPMs, the error in the output prediction is modeled as a multivariate Gaussian random variable with a mean of zero and a covariance function modeled in terms of the Euclidean distance between a pair of input value vectors. Therefore, the conditional distribution of the new prediction given all the output observed from the physics model is also Gaussian with a well specified mean and covariance. This makes modeling the uncertainty associated with the predictions straightforward.

In this manuscript, we explore the use of GPMs for carrying out a rigorous uncertainty quantification and sensitivity studies of NCSMC calculations of low-energy scattering and reactions of light nuclei based on chiral NN+3N Hamiltonians. As a first application, we focus on the uncertainty in the determination of the contact and NN+3N Hamiltonians. As a first application, we focus on sensitivity studies of NCSMC calculations of low-energy reaction calculations [10, 11, 15, 21, 22], and thus we are interested to see the corresponding variance of the phase shifts with respect to the 3N force LECs. A summary of the adopted chiral interaction models and

| Chiral Models           | Refs. | $c_D^{\text{opt}}$ | $c_E^{\text{opt}}$ | $c_D^{\text{min}}$ | $c_D^{\text{max}}$ | $c_E^{\text{min}}$ | $c_E^{\text{max}}$ |
|------------------------|-------|------------------|------------------|------------------|------------------|------------------|------------------|
| N$^2$LO+3N$^{\text{inl}}$ |       | -0.37            | -0.189           | -                | -                | -                | -                |
| N$^3$LO+3N$^{\text{inl}}$ | [1]   | -1.33            | -0.413           | -2.40            | -0.23            | -0.395           | -0.110           |
| N$^4$LO+3N$^{\text{inl}}$ |       | -1.32            | -0.248           | -1.46            | 3.23             | -0.406           | 0.248            |
| N$^4$LO$^*+3N^{\text{loc}}$ | [2, 3] | 0.83             | -0.052           | -                | -                | -                | -                |

To study the converge of the chiral expansion, we adopt the NN potentials ranging from leading order (LO) to fifth order of chiral expansion (N$^4$LO) of Ref. [1], for which the same power counting scheme as well as the same cutoff procedures are applied in all orders. These NN potentials are combined with a 3N force at next-to-next-to-leading order (N$^2$LO) [17] using a mixture of local [18] and non-local regulators [19]. The local momentum cutoff is taken at 650 MeV, while for the non-local cutoff we adopt the same value (500 MeV) as in the NN interaction. For the two-pion-exchange component of the 3N force, we adopt the effective pion-nucleon ($\pi N$) LECs recommended (at each given order of the NN potential) in Table IX of Ref. [1]. The remaining LECs for the contact plus one-pion exchange ($c_D$) and contact ($c_E$) terms of the 3N force are then constrained to the binding energy and the $\beta$-decay half life of tritium following the procedure of Refs. [2, 20], where the weak axial-vector current is given by the Noether current built from the axial symmetry of the chiral Lagrangian up to order N$^3$LO. In addition to this set of chiral forces, we also consider the NN interaction up to fourth order of Ref. [3], again accompanied by the 3N interaction of Ref. [17] but with a purely local regulator with 500 MeV cutoff and the LECs as in Ref. [2]. This is an interaction that we have used extensively in the past for various low-energy reaction calculations [10, 11, 15, 21, 22], and
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To constrain the 3N-force LECs for the family of chiral NN interactions of Ref. [1], we carry out calculations for properties of \( A = 3 \) nuclei starting from the bare interaction. We adopt the same, large Jacobi-coordinate harmonic oscillator (HO) basis space (including up to \( N_{\max} = 40 \) excitations above the ground-state configuration) as in the work of Refs. [2, 20].

In Ref. [2] it was shown that the reduced matrix elements of the \( J = 1 \) multipole of the weak axial-vector current \( E_1^A \) (entering the description of the \( ^3\text{H} \) half-life) present only a weak dependence on the 3N force. Based on this, we first determine the optimal value and confidence interval of \( c_D \) for which the \( E_1^A \) matrix element computed with the bare NN potential reproduces the empirical value \( \langle E_1^A \rangle_{\text{exp}} = 0.6848 \pm 0.0011 \). The resulting theory-to-experiment ratios as a function of \( c_D \), which appears in the two-nucleon contact vertex with an external probe of the nuclear current, are shown in Fig. 1.

In a second step, we carry out calculations for the bare NN+3N interaction and use the experimental binding energies of \(^3\text{H}\) and \(^3\text{He}\) as constraints to obtain a functional relationship between \( c_D \) and \( c_E \), and therefore the optimal value for \( c_E \), along with the corresponding confidence interval.

In the original work of Ref. [2] the uncertainty associated with \( \langle E_1^A \rangle_{\text{exp}} \) was the sole contribution considered in determining the confidence intervals for \( c_D \) and \( c_E \). Here, we further include the expected uncertainty coming from the truncation of the chiral expansion. Combining the regulator cutoff \( \Lambda = 500 \text{ MeV} \) used in this calculation with the corresponding breakdown scale of the chiral expansion \( \Lambda_x \sim 1 \text{ GeV} \), we estimate the chiral expansion parameter as \( x = \Lambda/\Lambda_x \sim 1/2 \) and the expected theoretical uncertainties at \( N^3\text{LO} \) and \( N^4\text{LO} \), respectively, as \( (1/2)^5 \approx 3\% \) and \( (1/2)^6 \approx 1.5\% \) [3]. These are much larger than the uncertainty associated with the empirical value of \( E_1^A \) reduced matrix element and therefore yield a broader range of acceptable values for \( c_E \) and (as shown in Fig. 1) \( c_D \). While this estimate of the chiral uncertainties is more rudimentary than treatments such as those of Refs. [23–25], we find it sufficient for the purposes of this work, which only deals with low-energy scattering. In addition, we believe it to be generous enough to account for neglected \( N^4\text{LO} \) contributions to the \( E_1^A \) operator [26]. The resulting optimal values and confidence intervals for \( c_D \) and \( c_E \) are summarized in Table I.

![FIG. 1. Ratio between theoretical and experimental values of \( \langle E_1^A \rangle \) for all interaction models used in this work, over a wide range of \( c_D \) values. The shaded areas correspond to the estimated uncertainty for the \( N^3\text{LO} \) (red), \( N^4\text{LO} \) (green), and experiment only (blue).](image-url)

**B. NCSMC**

In the NCSMC [4, 5], the microscopic reaction problem is solved by expanding the wave function on continuous microscopic-cluster states, describing the relative motion between target and projectile nuclei, and discrete square-integrable states, describing the static composite nuclear system. The idea behind this generalized expansion is to augment the microscopic cluster model, which enables the correct treatment of the wave function in the asymptotic region, with short-range many-body correlations that are present at small separations, mimicking various deformation effects that might take place during the reaction process. The wave function of the system in the partial wave of spin-parity \( J^\pi \) and isospin \( T \) is then written as

\[
\Psi_j^{J^\pi T} = \sum_\lambda \langle \lambda | J^\pi T \rangle \gamma_j \sum_\nu \int dr r^2 \frac{\gamma_{J^\pi T}(r)}{r} A_\nu \Phi_{\nu r}^{J^\pi T},
\]

where \( \lambda \) enumerates the square-integrable energy eigenstates of the aggregate nucleus (here, \(^5\text{He} \)) included in the calculation, \( | \lambda | J^\pi T \rangle \), and \( \nu \) enumerates the binary-cluster channel states of a target (here, \(^4\text{He} \)) and a projectile (here, a neutron) at a distance \( r_{\alpha,n} \), i.e.

\[
\Phi_{\nu r}^{J^\pi T} = \left[ \langle | ^4\text{He} \rangle | n \rangle | \gamma_{J^\pi T} \rangle \right] \delta(r - r_{\alpha,n}) Y_\ell(\hat{r}_{\alpha,n}) Y_\ell(r_{\alpha,n})
\]

Spin-parity and isospin quantum numbers for the target and projectile nuclei are omitted from the notation in the interest of brevity. The translationally invariant eigenstates of the aggregate, target, and projectile nuclei are all obtained by means of the no-core shell model (NCSM) [27, 28] using a basis of many-body harmonic oscillator (HO) wave functions with the same frequency, \( h\Omega \), and maximum number of particle excitations from the lowest Pauli-allowed many-body state, \( N_{\max} \). The operator \( A_\nu \) ensures the full antisymmetrization of the microscopic cluster states. Both the discrete \( c_\lambda \) and continuous \( \gamma_{J^\pi T} \) variational amplitudes are unknown, and are obtained by solving a generalized eigenvalue problem in the Hilbert space spanned by the basis states \( | \lambda | J^\pi T \rangle \).
and $A_{\nu} \left| \Phi_{\nu}^{+T} \right>$ by means of an extension of the microscopic $R$-matrix method on a Lagrange mesh [29]. While in this section we focused on the formalism for binary reaction processes, the NCSMC can also be applied to the description of three-cluster dynamics [6, 30]. Additional details on the NCSMC approach can be found in Ref. [31] and references therein.

C. Estimation of the chiral truncation uncertainty

To estimate the uncertainty due to the truncation of the chiral expansion to a finite order $\kappa$, we adopt the approach described in Ref. [25], which explicitly accounts for the correlations within continuous observables, e.g., cross sections or phase shifts as a function of energy. In this approach, the value of an observable $O(Q)$ is written as the sum of a term corresponding to the contributions from orders included in the calculation, $O_{\kappa}^{EFT}(Q)$, and a second term encompassing corrections that are absent due to the truncation of the chiral expansion, $\Delta_{\kappa}^{EFT}(Q)$, i.e.:

$$O(Q) = O_{\kappa}^{EFT}(Q) + \Delta_{\kappa}^{EFT} = O_{ref}(Q) \left( \sum_{i=0}^{\kappa} c_i(Q)x^i + \sum_{i=\kappa+1}^{\infty} c_i(Q)x^i \right). \tag{3}$$

Both terms are modeled as a reference scale $O_{ref}(Q)$ multiplied by corrections given by the respective chiral expansions with respect to the chiral EFT expansion parameter $x$. At each order $i$ in the summations of Eq. (3), the expansion coefficients are assumed to be described by a Gaussian process with a mean of 0 and a kernel

$$K(Q,Q') = \sigma_x^2 e^{-\sqrt{2}(Q-Q')^2/\Delta_x^2}. \tag{4}$$

The hyperparameters $\sigma_x$ and $\Delta_x$ are assumed to be identical for all partial waves. We fix $\sigma_x$ and $\Delta_x$ by maximizing the likelihood of the $c_i(Q)$ functions extracted from order-by-order calculations. We use the mean of the third through fifth orders as the reference scale and set the expansion parameter to be $x = 1/2$ as before. As a result, we find that the hyperparameter $\sigma_x$ is of order 1, indicating that all scales are accounted for in our choice of expansion parameter and reference function, and the length scale $l$ is approximately 5 MeV.

D. Gaussian Stochastic Process Emulator

In this section we summarize the Gaussian Stochastic Process (GaSP) model used to emulate the $n+\alpha$ phase shifts and total cross section. The details of this model are for a functional response such as the $n+\alpha$ phase shifts and total cross section investigated in this work, but the same method will be used to fit the scalar $^4$He g.s. energy and charge radius as well as the position and width of the $^5$He resonances. Specifically we implement the method used in Ref. [32] which is robust in terms of the estimation of hyperparameters in the correlation function and uses a Bayesian approach whose details are beyond the scope of this paper. A GaSP model for a response $y()$ is defined as:

$$y(\cdot) \sim \text{GaSP}(\mu(\cdot), \sigma^2 C(\cdot, \cdot))$$

with $\mu$ the mean function, $\sigma^2$ the variance and $C$ the correlation function. Generally, given a set of inputs $x$, the mean function $\mu(x)$ is given as the expectation value of $y(x)$, and in this case the function is defined over the energy values. This is represented as a linear combination of basis functions $h(x)$ and regression parameters $\theta$ so that:

$$\mu(x) = E[y(x)] = h(x)\theta.$$}

In this work, $y(x)$ is the response (or result) of the theoretical calculation for a specific observable to some inputs $x = \{c_D, c_E\}$, be it the binding energy or charge radius of $^4$He, or the phase shifts and cross section for $n+\alpha$ scattering.

This correlation structure is assumed to be stationary, meaning that the correlation between two input locations $x_1$ and $x_2$ only depends on the distance $|x_1 - x_2|$ between two observations, and is not based on the location of those observations. This model is fit using the Robust-GaSP R package [33]. For scalar responses such as the $^4$He g.s. energy the same estimation is applied, however these are no longer functional outputs of the energy.

In the present application, we use a constant mean for $\mu(x)$, but the model first subtracts the average of all predictions. For observables that depend continuously on the energy (phase shifts and cross sections) the average is taken at each energy location. It is typical when using a GPM to use a simple model for the mean and capture the complexities inherent in the data using the correlation function [34]. Here, the correlation function is defined by the Matérn covariance structure. Specifically, we apply a common parameterization referred to as the Matérn 5/2 so that

$$C(x_1,x_2) = \left( 1 + \frac{\sqrt{5}|x_1 - x_2|}{\gamma} + \frac{5|x_1 - x_2|^2}{3\gamma^2} \right) \exp \left( -\frac{\sqrt{5}|x_1 - x_2|}{\gamma} \right), \tag{5}$$

where $\gamma$ is a hyper-parameter that is optimized to obtain a better fit.

III. APPLICATION TO $n+\alpha$ SCATTERING

A. Parameters of the calculations

In this section we provide the details of the NCSMC calculations used to construct the GPMs of $n+\alpha$ scatter-
Further, all design runs are performed starting from the ground state of the $^4$He nucleus. In this work we used up to the lowest excitation energy above the g.s. configuration, are summarized in Table II where we also report the model uncertainties (in parentheses) followed by a naive estimate (see Sec. II A) of the uncertainties arising from the truncation of the chiral expansion (shown with the ± sign). Here, we refer to model uncertainties as any remaining uncertainty related to the convergence of the calculation with respect to the model parameters. We note that the approach for estimating the chiral truncation uncertainty described in Ref. [23] yields an almost identical outcome, provided the LO results are not taken into account in the estimate. At next-to-leading order, the $^4$He is underbound by about 2 MeV. At each increasing order, the system becomes progressively more bound, yielding a binding energy of 28.14(2) MeV at $^3$LO. The ~ 200 keV discrepancy with respect to the experimental value is well within the 1.5% uncertainty naively expected at this order, shown in Table II. The chiral uncertainty dominates over the model uncertainty in the predictions for the g.s. energy. The charge radius $r_{ch}$ was obtained from the point-proton radius $r_{pp}$ (also shown in Table II) as $r_{ch}^2 = r_{pp}^2 + R_n^2 + R_p^2 + \frac{3\hbar^2}{4m^2c^2} [19]$, with $\frac{3\hbar^2}{4m^2c^2} = 0.033$, $R_n^2 = -0.1149[27] [37]$, and $R_p = 0.8414[19] [38]$. For the charge radius we find a rapid convergence, with the experimental value already close to the empirical value. At all orders the chiral uncertainty again dominates, with the experimental value being within the chiral error bands in all cases.

B. Convergence of the chiral expansion

We begin by discussing the order-by-order convergence of the binding energy and charge radius of the $^4$He ground state for the interactions of Ref. [1], combined (from next-to-next-to leading order and above) with the 3N force at $^2$LO using the optimal $c_D$ and $c_E$ values presented in Table I. The results, obtained starting from the bare Hamiltonian and working in a translational-invariant four-body HO basis (including up to $N_{\text{max}} = 20$ excitations above the g.s. configuration), are summarized in Table II. The evolution of the $n$-$\alpha$ reaction cross section for neutron incident energies above 20 MeV, which would require the inclusion of deuterium-$^3$H channels in the NCSMC calculation [10], lies outside the scope of this work.

![Diagram](image.png)

**FIG. 2.** Ground-state energy of $^4$He for the $^4$LO+3N$_{\text{inal}}$ interaction (with $c_D = -1.32$ and $c_E = -0.248$) as a function of the HO model space size $N_{\text{max}}$ obtained using the bare Hamiltonian and HO frequency $\hbar\Omega = 36$ MeV (circles), and the SRG-evolved Hamiltonian at the resolution scale $\lambda_{\text{SRG}} = 2.0$ fm$^{-1}$ and $\hbar\Omega = 20$ MeV (squares). Both curves are the results of calculations on a four-body translational invariant HO basis.
TABLE II. Calculated $^4\text{He}$ g.s. energy (in MeV), point-proton radius (in fm) and charge radius (in fm), obtained using the chiral interaction models of Table I with the optimal values for $c_D$ and $c_E$, compared to experiment. Chiral uncertainties obtained in the naive approach described in Sec. II A are shown after the ± sign, whereas estimates of the model errors are in parentheses. For the charge radius the error in parenthesis also includes the uncertainties from $R_n$ and $R_p$ (see text for additional details).

| Chiral Model | $c_D^{opt}$ | $c_E^{opt}$ | $E_{g.s.} (^4\text{He})$ | $r_{pp} (^4\text{He})$ | $r_{ch} (^4\text{He})$ |
|-------------|-------------|-------------|-----------------|----------------|----------------|
| LO         | -           | -           | -40.0873(6) ± 10.02 | 1.0869(1)     | 1.344(2) ± 0.22 |
| NLO        | -           | -           | -27.542(1) ± 3.44 | 1.475(1)      | 1.674(2) ± 0.171 |
| $^2\text{LO+3N}_{p}l$ | -0.37       | -0.189      | -27.827(5) ± 1.74 | 1.457(2)      | 1.658(2) ± 0.085 |
| $^2\text{LO+3N}_{n}l$ | -1.33       | -0.413      | -27.90(2) ± 0.87 | 1.472(2)      | 1.671(2) ± 0.043 |
| $^2\text{LO+3N}_{b}l$ | -1.32       | -0.248      | -28.14(2) ± 0.44 | 1.468(2)      | 1.668(2) ± 0.021 |
| Expt.      | -           | -           | -28.296         |                | 1.6755 (28)     |

partial waves, the convergence is fairly rapid, yielding a reasonably good description of the empirical phase shifts from an accurate $R$-matrix analysis of $A = 5$ reaction data [39] at low energies in all but the $^2F_{3/2}$ ground-state resonance of $^3\text{He}$. Figure 4, showing the results of the Bayesian estimate of the chiral uncertainty discussed in Sec. II C, suggests that such disagreement between empirical phase shifts and the NCSMC predictions using the $^4\text{LO+3N}_{l}$ interaction cannot be attributed to chiral truncation uncertainties. While in the present parameterization of the $^2\text{LO}$ 3N force we adopt the effective $\pi N$ LECs recommended in Ref. [1] in an effort to account for missing higher-order terms, we cannot exclude that the inconsistency between the chiral expansion for the NN and 3N forces may be at the root of such disagreement. In particular, the insufficient splitting between the $^2F_{3/2}$ and $^2P_{1/2}$ partial waves points to the need for additional spin-orbit strength in the 3N force, which could

FIG. 3. Evolution of the $n-\alpha$ phase shifts (lines) from third to fifth order of the chiral expansion compared to the empirical phase shifts obtained from an accurate $R$-matrix analysis of $A = 5$ reaction data [39] (symbols).

FIG. 4. Bayesian estimation of the uncertainty induced by the truncation of the chiral expansion. The bands correspond to a 90% degree of belief interval estimate at the fifth order in the chiral expansion.
be supplied by the N⁴LO 3N contact interactions derived by Girlanda et al. [40]. At the same time, such corrections would be unexpectedly large for this order. To investigate this somewhat surprising result further, we considered the additional chiral Hamiltonian model obtained by combining the N⁴LO NN potential and the N²LO 3N force with the (bare) πN LECs consistent with the NN sector, denoted N⁴LO+3N_{\text{inl}}. The optimal values for \( c_D = -1.32 \) and \( c_E = -0.62T \) were obtained following the procedure described in Sec. II A. With this interaction, we find the \(^4\text{He}\) nucleus to be underbound with respect to experiment by about 0.5 MeV (see Table II), which is somewhat larger than the naive chiral truncation uncertainty at N⁴LO. However, given that in this case no effort is being made to account for higher-order terms of the 3N force, we may be underestimating the chiral uncertainty. The corresponding results for the \( n+\alpha \) phase shifts, shown in Fig. 3, seem to indicate a somewhat larger spin-orbit strength though still insufficient to reproduce the empirical \(^2P_{3/2}\) resonance. In the following section, we will show that the observed discrepancy with the phenomenological phase shifts cannot be attributed to a poor determination of the LECs \( c_D \) and \( c_E \).

C. Sensitivity to \( c_D \) and \( c_E \)

We now discuss the sensitivity of the computed \(^4\text{He}\) g.s. properties and \( n+\alpha \) phase shifts to the variation of the \( c_D \) and \( c_E \) 3N-force LECs within the uncertainty bands determined in Sec. II A. We perform such study for both the N⁴LO+3N_{\text{inl}} and N³LO⁺+3N_{\text{loc}} chiral models.

Within the range of \((c_D,c_E)\) values shown in Table I, we assume a uniform prior distribution and sample 31 and 81 points in a Latin Hypercube design [41] for the N⁴LO+3N_{\text{inl}} and N³LO⁺+3N_{\text{loc}}, respectively. As an example, a scatter diagram of the design points for the N⁴LO+3N_{\text{inl}} chiral model is shown in Fig. 6. Calculations of the \(^4\text{He}\) g.s. energy, charge radius, \( n+\alpha \) scattering phase shifts (see Sec. III A) and total cross section for each of the NN+3N Hamiltonians corresponding to the design points are then used to construct corresponding GPMs using the GaSP model described in Sec. II D. To test the accuracy of the GaSP model, we constructed emulators using all but one of the design runs and compared the resulting prediction with the omitted data. An example of the mean residual after iterating over all design points is shown in Fig. 5 for the \( n+\alpha \) phase shifts computed with the N³LO⁺+3N_{\text{loc}} interaction. The largest residuals occur in regions where the phase shifts change quickly and are largest when modeling the \(^2S_{1/2}\) channel. Above 5 MeV, this is likely due to the sensitivity of the phase shift in this channel on a higher-lying resonance which is not properly described in the NCSMC calculations presented here. A sharp resonance appears at \( \approx 20 \) MeV in correspondence of the eigenenergy of the \(^4\text{He}\) state dominated by deuterium-\(^3\text{H}\) clustering. This is due to the missing escape width for the deuterium-\(^3\text{H}\) channel, which is not included in the present calculation. The position of this resonance varies significantly for each pair of LECs, causing the \( s\)-wave phase shifts to demonstrate a large variance at higher energies. We note that the explicit inclusion of the deuterium-\(^3\text{H}\) channel is also required to accurately reproduce the position of the resonance. At lower energy, the \(^2S_{1/2}\) phase shift is affected by the existence of a Pauli-blocked state, leading to the observed somewhat increased difficulty of the GaSP to describe it.

Figure 6 shows the design points distributed in the \((c_D,c_E)\) plane along with contours extracted from the GPM both for the exact binding energy of \(^4\text{He}\), as well as the estimated \( \pm 1.5\% \) uncertainty band for this order. Any pair of LECs that falls within the band predicts the binding energy of \(^4\text{He}\) within the uncertainty limits predetermined for the theory. Because of this, this \( A = 4 \) observable alone does not provide a unique constraint for the two LECs.

Drawing samples from a uniform distribution in the allowed \((c_D,c_E)\) plane and using the GaSP model described in Sec. II D to predict the phase shifts at each sample
point we extract the mean prediction for the phase shifts as well as the 95% confidence intervals; the results are plotted in Fig. 7. The low-energy \( J^\pi = 3/2^- \) phase shifts are not well described within the confidence interval, pointing to either a deficiency in the two-body sector of the interaction or an underestimation of the chiral error which would lead to larger limits for the LECs. The latter can be understood as the result of mixing orders in the two- and three-body sectors of the interaction. Nevertheless, we have established from the previous section that the order-by-order convergence seems good, and therefore it does not seem as such an increase in the limits would be justified.

For the \( N^3\text{LO}^*+3N_{\text{loc}} \) interaction we adopt a slightly modified strategy in selecting the design points for the GPM. In order to achieve lower statistical uncertainties for the GPM predictions, we sample 31 points in the region of the \((c_D, c_E)\) plane that would be determined if one were to omit the chiral order uncertainty in the \( \beta \)-decay estimate of \( c_D \). We then supplement another 50 design points, using a simulated annealing algorithm [42] to optimize the minimax space filling criterion [43], to cover the entire plane. The resulting set of design points is shown in Fig 8, along with the extracted contours for the g.s. energy of \( ^4\text{He} \). The large increase in confidence intervals between the first 31 and the additional 50 points demonstrates the significance of including the chiral order uncertainty in the fitting process for the LECs, allowing for a broader range of predicted \( ^4\text{He} \) energies, that now include the correct experimental value. This set of calculations appears to have an overall better agreement with the empirical data than those performed
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The corresponding \( n-\alpha \) phase shifts for the \( N^3\text{LO}^*+3N_{\text{loc}} \) are shown in Fig. 9, with the empirical data lying within the uncertainty estimates of the chiral prediction. This set of calculations appears to have an overall better agreement with the empirical data than those performed
with the N^4LO+3N_{loc} interaction. Since the 3N sector of the interaction is identical and is varied within uncertainties in both cases, a remaining possible source of discrepancy is the different parametrization chosen for the NN LECs. The uncertainty band is broader in Fig. 7, reflecting the doubling of the chiral uncertainty in the determination of c_D because of the lower chiral order. The broadening of the uncertainty band for the J^\pi = 1/2^+ phase shift at higher energy is an artifact due to a higher-lying resonance in this channel which is not properly described in the present choice for the NCSMC model space, as discussed earlier in this section.

D. Posterior distributions for c_D and c_E

As a last step, starting from the design points for the N^3LO^*+3N_{loc} interaction, we construct GPMs for the ^3H and ^4He binding energies, the ^4He charge radius, as well as for the positions and widths of the J^\pi = 3/2^-, 1/2^- P-wave resonances obtained from the scattering calculation using the same method as in Ref. [44]. We then use these emulators, along with the experimentally observed values for these quantities, to obtain a posterior distribution for the LECs.

We define a normal log-likelihood function

$$\chi^2 = \frac{1}{2} \sum_i \frac{(O^i_{\text{th}} - O^i_{\text{exp}})^2}{\sigma^2_{\text{th}} + \sigma^2_{\text{exp}}},$$

(6)

that treats the theoretical (σ_{th}) and experimental (σ_{exp}) uncertainties as uncorrelated, but both equally contributing to the overall uncertainty of an observable O_i [45]. The theoretical uncertainty is taken as an uncorrelated sum of the uncertainty coming from the GPM prediction as well as the expected chiral uncertainty for each observable. For the resonance information, we further take into account the tolerance limit of the minimization-based method used for extracting them [44]. In the overall estimate, we do not consider any uncertainty coming from model uncertainties in the method used to solve the many-body scattering problem as the calculations shown here are converged. The theoretical uncertainty is substantially larger than the experimental uncertainty contributions in all cases allowing us to ignore the latter in the sum. The observables considered here, along with their estimated uncertainties are listed in Table III.

The log-likelihood function is evaluated using Markov chain Monte Carlo (MCMC) samples to obtain the posterior distribution. We select a uniform prior over the chosen range of parameter values. To obtain the samples we implement a delayed rejection adaptive Metropolis (DRAM) MCMC algorithm [46]. This updates the covariance of the proposal distribution during the burn-in period and increases the efficiency of the sampling during MCMC. We generate 4 x 10^6 samples and discard the first 10^5 as burn-in. The chain is thinned so that only 10^6 samples are kept. This was done to ensure that the resulting posterior samples are uncorrelated.

To highlight the effects of each different observable on the posterior distribution for the LECs we progressively extend the summation in Eq. (6) to include, the ^3H g.s. energy and first only the g.s. energy of ^4He, then also the charge radius of ^4He, and finally the ^5He resonance positions and widths. The posterior distribution at each step can be seen in the top row panels of Fig. 10. The large covariance between the ^3H and ^4He binding energies [47] is seen in the first panel, with the posterior following the trend of the c_D-c_E curve found in Ref. [20], albeit slightly
broadened due to the theoretical uncertainty contributions in the denominator. The cross section has a large uncertainty band, particularly around 1.5 MeV, as well as for energies greater than 3.5 MeV. Inclusion of the charge radius shifts the peak of the posterior towards more negative values, but does little to otherwise restrict the acceptable range of LECs. The cross section is also better constrained at higher energies but the peak still shows a similar variance as before. Finally, by including the $n$-$\alpha$ scattering resonance positions and widths, we obtain a tighter posterior distribution centered near the optimal values found in the previous work of Ref. [2]. The maximum likelihood a posteriori LECs ($c_D = 0.925 \pm 0.349$, $c_E = -0.00806/\sim -0.0708$) differ slightly from the values obtained in Ref. [2] and they come with a significantly reduced confidence interval. The marginalization over the entire posterior yields a posterior total $n$-$\alpha$ cross section in remarkably close agreement with experiment (bottom right panel of Fig. 10), with virtually all experimental points within the 95% confidence interval.

IV. CONCLUSIONS

We presented an extensive investigation of uncertainty contributions to $ab\initio$ calculations of $n$-$\alpha$ scattering owing both to the truncation of the chiral expansion for the underlying NN+3N Hamiltonian and the uncertainty in the determination of the $c_D$ and $c_E$ LECs of the 3N force. For the purpose of such study, we constrained four models of NN+3N chiral Hamiltonians by combining the NN potentials ranging from the third (N$^2$LO) to the fifth order (N$^4$LO) of the chiral expansion of Ref. [1] with the leading-order 3N force using a mixture of local and non-local regulators. The low-energy constants for the contact plus one-pion exchange ($c_D$) and contact ($c_E$) terms of the 3N force were constrained to the binding energy and the $\beta$-decay half life of tritium, taking into account the uncertainty due to the truncation of the chiral expansion.

The computed $^4$He properties and $n$+$\alpha$ scattering phase shifts demonstrated a rapid order-by-order convergence. Nevertheless, we were unable to accurately reproduce the low-energy $n$-$\alpha$ phase shifts within the parametrization found in Ref. [1], even when accounting for the chiral uncertainty. Given that the chiral expansion is sufficiently converged at N$^4$LO, this discrepancy can either be attributed to deficiencies in the two-body sector of the interaction, or to the omission of higher order components of the 3N force, and in particular those carrying additional spin-orbit strength such as the N$^4$LO 3N contact interactions of Girlanda et al. [40]. At the same time, such corrections would be unexpectedly large for this order. Closer agreement with empirical data is
found when using an older parameterization of the NN interaction at order N^3LO [3].

To gain insight into how uncertainties in the 3N low-energy constants propagate throughout the calculation and determine the Bayesian posterior distribution of these parameters, we employed Gaussian process models to build fast and accurate statistical emulators for our ab initio calculations for ^4H and ^4He g.s. properties and n-α scattering observables.

Working with the parameterization of the NN interaction at order N^3LO of Ref. [3], the use of static properties of light nuclei such as the binding energies of ^3H and ^4He, as well as the charge radius of ^4He proved to be insufficient to adequately constrain the posterior distribution for the c_D and c_E LECs, pointing to a large covariance between such observables. On the other hand, the dynamic reaction observables provided the necessary constraints, resulting in a localized posterior, which in turn leads to tighter confidence intervals for the total n-α cross section in excellent agreement with experimental data.

This work sets the stage for future investigations on the robustness of NCSM and, in general, ab initio predictions using NN+3N Hamiltonians derived in the framework of chiral EFT. The posterior distribution obtained here, and provided as Supplementary Material, along with the statistical methods demonstrated in this work will be used in the future to provide predictive calculations with quantified uncertainties for low-energy light-nucleus reactions relevant for astrophysics and applications such as the ^6Li(n, t)^4He neutron standard cross section [48, 49] (see also Appendix). The availability of chiral interactions at all (possible) orders, consistently obtained with the same power counting scheme as well as the same cutoff procedures, provides invaluable insight in the chiral convergence which we verified to be a significant source of uncertainty in ab initio predictions of scattering observables.
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Appendix A: Code Runtime Reduction using GPUs

GPMs help minimizing the number of runs required to carry out uncertainty quantification. At the same time, even with a small number of design points, obtaining the NCSM wave functions (here ^4,5He) used as input for reaction calculations can still be a challenge. Graphics processing unit (GPU) accelerators have emerged as the next step in supercomputing architectures, aimed at increasing computational capabilities while reducing the energy (and cost) footprint of high performance computing. The study presented in this work greatly benefited from efforts to port the FUSION (Fundamental Unified Structure and Interactions of Nuclei) code base for NCSM calculations to such architectures. Specifically, we updated the Lanczos algorithm for the NCSM diagonalization by completely offloading the sparse matrix-vector multiplication to a GPU. The computation of a single sparse matrix-vector product showed roughly a 30-50× speed-up depending on the number of many-body states in the system. To further improve the overall code efficiency by minimizing transfers between central processing unit (CPU) and GPU memory, we allowed the full Hamiltonian matrix to be distributed and stored in GPU memory. The total runtimes for various nuclei can be seen in Fig. 11, along with their respective speedups, obtained when transitioning to the GPU accelerated code. The largest speedup is seen for the ^4He calculations used in this work, as they were performed for up to 500 Lanczos iterations to obtain the 10 lowest eigenstates.
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FIG. 11. Runtime comparison for the CPU and GPU versions of the NCSM diagonalization code (NCSD) within FUSION for various nuclei, performed on the Lassen supercomputer at LLNL.
