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Abstract. We obtain an explicit expression for the regularised spectral determinant of the polyharmonic operator $P_n = (-1)^n(\partial_x)^{2n}$ on $(0, T)$ with Dirichlet boundary conditions and $n$ a positive integer, and show that it satisfies the asymptotics $\log(\det P_n) = -n^2 \log n + \left[\frac{7\zeta(3)}{2\pi^2} + \frac{3}{2} + \log \left(\frac{T}{4}\right)\right] n^2 + O(n)$ for large $n$. This is a consequence of sharp upper and lower bounds for $\log(\det P_n)$ valid for all $n$ and which coincide in the terms up to order $n$.

1. Introduction

Let $\mathcal{T}$ be an elliptic differential operator of order $m$ with discrete spectrum denoted by $\lambda_1 \leq \lambda_2 \leq \cdots$. The regularised spectral determinant of $\mathcal{T}$ has its roots in the 1971 work of Ray and Singer and is one possible way of making sense of the infinite product of the numbers $\lambda_k, k = 1, 2, \cdots$ \cite{RS71} – see also \cite{GY88, MP49}. In this approach, one begins by defining the spectral zeta function associated with the sequence of eigenvalues of the operator $\mathcal{T}$ by

$$\zeta_{\mathcal{T}}(s) = \sum_{k=1}^{\infty} \frac{1}{\lambda_k^s}$$

on some half-plane $\operatorname{Re}(s) > s_0$. If $\zeta_{\mathcal{T}}$ has a meromorphic extension to the whole of the complex plane which is analytic at zero, it is then possible, by analogy with an identity that holds true in case of a finite number of eigenvalues, to define the determinant of the operator $\mathcal{T}$ by

$$\det(\mathcal{T}) := \exp \left( -\zeta'_{\mathcal{T}}(0) \right).$$

Applying the above definition to the operator $-u''$ on the interval $[0, \pi]$ with Dirichlet boundary conditions, for instance, produces $\det(-u''_{D}) = 2\pi$. However, and while allowing us to make sense of the determinant in an infinite-dimensional setting, the above expression will not be simple to evaluate explicitly in general since, if nothing else, eigenvalues of operators are not known explicitly. Examples where explicit expressions have been found for the determinant are the Dirichlet Laplacian on balls \cite{BGKE96}, triangles and some other polygons \cite{AS94}, and Sturm-Liouville operators \cite{LS77, GK19}.

Some of the above results are surprising in the sense that, as is the case for triangles, there is an explicit formula for the determinant although this is not the case for individual eigenvalues in general. On the other hand, even when they are known explicitly the complexity of the expression for the determinant may become quite unmanageable, as may
be seen from the expressions given up to dimension six in \[\text{BGKE96,}\] or those computed in \[\text{Fre18,}\] for the isotropic harmonic oscillator. In this last example, and although a recurrence formula was given which permitted the calculation of the determinant for any dimension, starting from the (simple) expressions for dimensions one and two, but the formulas obtained soon become quite complicated. Because of this growing complexity, the approach used in \[\text{Fre18,}\] was to study the asymptotic behaviour of the determinant as the dimension became large. As shown in that paper, the first two terms in this asymptotic expansion already provide quite an accurate approximation even for low dimension values, yielding an alternative way to tackle this type of problem.

The purpose of this paper is to illustrate how a similar approach may be applied to a case where now, instead of the dimension, we vary the order of the operator. More precisely, we consider the polyharmonic operator $P_n := (-1)^n(\partial_x)^{2n}$ on a bounded interval $(0, T)$, for some positive number $T$, together with Dirichlet boundary conditions, that is, $u$ and its derivatives up to order $(n - 1)$ vanish at both endpoints of the interval. In this instance, eigenvalues are roots of transcendental equations which get more complex as $n$ increases, and which cannot be determined explicitly. In spite of this, it is still possible to write down an explicit expression for the corresponding determinant, using the general result for determinants of matrix operators studied in \[\text{BFK95,}\] This is, however, still quite complicated – see Theorem 2.3. Our approach is to use this as a starting point, and first determine a much simplified closed form for the determinant as a function of the $n$. This type of problem is now closer to that of evaluating the determinants of families of matrices with a special form, such as (truncated) Toeplitz matrices, and study the behaviour of the corresponding determinants as the dimension of the matrix grows to infinity. In fact, one of the steps in obtaining a general form for the determinant of the operator $P_n$ is to show that it may be written as the product of two determinants, one of which may be reduced to the calculation of the determinant of a Vandermonde matrix. We then obtain upper and lower bounds for this resulting expression, which are precise enough to allow us to derive its asymptotic behaviour as the order becomes large. Our main result is then the following

**Theorem A.** The determinant of the polyharmonic operator $P_n = (-1)^n(\partial_x)^{2n}$ defined on the interval $(0, T)$ with Dirichlet boundary conditions is given by

$$
\det P_n = \left(\frac{T}{2}\right)^{n^2} \frac{(4n)^n}{\prod_{k=1}^{n-1} \sin^2(n-k) \left(\frac{k\pi}{2n}\right)} \prod_{k=0}^{n-1} \frac{k!}{(n+k)!}.
$$

Furthermore, for large values of $n$ it satisfies

$$
(1) \quad \log (\det P_n) = -n^2 \log n + \left[\frac{7\zeta(3)}{2\pi^2} + \frac{3}{2} + \log \frac{T}{4}\right] n^2 + O(n).
$$

As stated above, the asymptotic behaviour described in the theorem is a consequence of sharp bounds which are given in Section 6. We remark that this is quite different from what happens with the determinant of the same polyharmonic operator when considered with Navier boundary conditions, that is, when the function and its derivatives of even
order up to $2n - 2$ vanish at both endpoints of the interval. The resulting operator, say $N_n$, is now the $n$th power of the Dirichlet Laplacian, and so its eigenvalues may be computed explicitly and are given by

$$\gamma_k = \left(\frac{k\pi}{T}\right)^{2n}.$$ 

The associated zeta function becomes

$$\zeta_{N_n}(s) = \sum_{k=1}^{\infty} \left(\frac{T}{k\pi}\right)^{2ns},$$

yielding $\zeta'_{N_n}(0) = -n \log(2T)$ and

$$\det(N_n) = 2^n T^n.$$ 

We thus see that in this case the behaviour of the determinant with the order of the operator actually depends in a critical way on the length of the interval, with the separation in behaviour taking place at length $T = 1/2$. Although this is not comparable to the case of Dirichlet boundary conditions, due to the dominant term there being of the form $e^{-n^2 \log(n)}$, we point out that the coefficient of $n^2$ in (1) becomes negative for $T < 4 e^{-(7\zeta(3)/(2\pi^2) + 3/2)} \approx 0.582758$.

2. A FIRST EXPRESSION FOR THE DETERMINANT

For the reader’s convenience we recall a theorem from [BFK95] which gives the determinant for a more general type of operator.

**Definition 2.1.** Let us assume an operator acting as

$$T = \sum_{k=0}^{2n} a_k(x)(-i)^k \frac{d^k}{dx^k},$$

where $a_k(x)$ are complex-valued $r \times r$ matrices, which depend smoothly on $x \in [0, T]$. Let us assume that $a_{2n}(x)$ is not singular and that there exists a principle angle $\theta$ such that $\text{spec}(a_{2n}(x)) \cup \{\rho e^{i\theta} \in \mathbb{C} : 0 \leq \rho < \infty\} = \emptyset$ (spec denotes the spectrum of the matrix). Let us assume boundary conditions at $x = 0$ and $x = T$

$$\sum_{k=0}^{\alpha_j} b_{jk} u^{(k)}(T) = 0, \quad \sum_{k=0}^{\beta_j} c_{jk} u^{(k)}(0) = 0, \quad \text{for } 1 \leq j \leq n.$$ 

Here $b_{jk}$ and $c_{jk}$ are $r \times r$ matrices with $b_{j,\alpha_j} = c_{j,\beta_j} = I$ ($I$ denotes the identity matrix) and $\alpha_j$ and $\beta_j$ satisfy

$$0 \leq \alpha_1 < \alpha_2 < \cdots < \alpha_n \leq 2n - 1,$$

$$0 \leq \beta_1 < \beta_2 < \cdots < \beta_n \leq 2n - 1.$$ 

For the Dirichlet boundary conditions we have $\alpha_D := \beta_D = j - 1$ and

$$b_{D,jk} = c_{D,jk} = \begin{cases} I & \text{for } 1 \leq j \leq n, \ k = j - 1, \\ 0 & \text{otherwise} \end{cases}.$$
Furthermore, we define $|\alpha| = \sum_{j=1}^{n} \alpha_j$ and $|\beta| = \sum_{j=1}^{n} \beta_j$ and the $2n \times 2n$ matrices $B$ and $C$, whose entries with indices $1 \leq j \leq 2n$, $0 \leq k \leq 2n - 1$

\[
B_{jk} := \begin{cases} b_{jk} & \text{for } 1 \leq j \leq n \text{ and } 0 \leq k \leq \alpha_j, \\ 0 & \text{otherwise} \end{cases},
\]

\[
C_{jk} := \begin{cases} c_{j-n,k} & \text{for } n + 1 \leq j \leq 2n \text{ and } 0 \leq k \leq \beta_{j-n}, \\ 0 & \text{otherwise} \end{cases}.
\]

are $r \times r$ matrices. We define

\[g_\alpha := \frac{1}{2} \left( \frac{|\alpha|}{n} - n + \frac{1}{2} \right), \quad h_\alpha = \det \begin{pmatrix} w_1^{\alpha_1} & \ldots & w_n^{\alpha_1} \\ \vdots & \ddots & \vdots \\ w_1^{\alpha_n} & \ldots & w_n^{\alpha_n} \end{pmatrix}\]

with $w_k = \exp\left(\frac{2k-n-1}{2n} \pi i\right)$. Similarly, one defines $g_\beta$ and $h_\beta$. If $\lambda_j$, $1 \leq j \leq r$ are eigenvalues of a matrix $a$, we denote by

\[(\det a)_{\theta}^{\beta} := \prod_{j=1}^{r} |\lambda_j|^{g_\beta} e^{ig_\beta \arg \lambda_j},\]

where $0 - 2\pi < \arg \lambda_j < \theta$ and $\theta$ is the principal angle of the matrix $a$.

Finally, we define a $2n \times 2n$ matrix $Y(x) = (y_{k\ell}(x))$, with its entries being $r \times r$ matrices $y_{k\ell}(x) := y_{\ell}^{(k)}(x)$, $0 \leq k, \ell \leq 2n - 1$. Here $y_{\ell}(x)$ are solutions to the Cauchy problem $Yy_{\ell}(x) = 0$ with $y_{\ell}^{(k)}(0) = \delta_{k\ell} I$.

**Theorem 2.2.** (Burghelea, Friedlander, Kappeler [BFK95]) The determinant for the operator $Y$ is equal to

\[
\det Y = K_\theta \exp \left( \frac{i}{2} \int_{0}^{T} \text{Tr} \left( a_{2n}^{-1}(x) a_{2n-1}(x) \right) \, dx \right) \det (BY(T) - C),
\]

where

\[
K_\theta = \left( [(-1)^{|\beta|}(2n)^n h_{\alpha_1}^{-1} h_{\beta_1}^{-1}]^r (\det a_{2n}(0))_{\theta}^{g_\beta} (\det a_{2n}(T))_{\theta}^{g_\alpha} \right).
\]

**Theorem 3.** Let us consider the operator acting as $P_n u = (-1)^n (\partial_x)^{2n} u$ on $(0, T)$ with the boundary conditions $u^{(s)}(0) = u^{(s)}(T) = 0$ for $s = 0, 1, \ldots, n - 1$.

Then the determinant for this operator is

\[
\det P_n = (2n)^n |h_\alpha|^{-2} \det \begin{pmatrix}
\frac{1}{n} T^{\frac{n}{2}} & \frac{1}{n+1} T^{\frac{n+1}{2}} & \ldots & \frac{1}{2n-1} T^{\frac{2n-2}{2}} \\
\frac{1}{n} T^{\frac{n}{2}} & \frac{1}{n} T^{\frac{n}{2}} & \ldots & \frac{1}{n} T^{\frac{n}{2}} \\
\vdots & \vdots & \ddots & \vdots \\
T & T^2 & \ldots & T^{n+1} \\
\end{pmatrix},
\]
where

\[ \begin{pmatrix} 1 & e^{ \frac{1-n}{2n} \pi i} & e^{ \frac{3-n}{2n} \pi i} & \cdots & e^{ \frac{2n-1-n}{2n} \pi i} \\ e^{ \frac{1-n}{2n} \pi i} & e^{ \frac{3-n}{2n} \pi i} & \cdots & e^{ \frac{2n-1-n}{2n} \pi i} \\ e^{ \frac{1-n}{2n} \pi i} & e^{ \frac{3-n}{2n} \pi i} & \cdots & e^{ \frac{2n-1-n}{2n} \pi i} \\ \vdots & \vdots & \ddots & \vdots \\ e^{ \frac{1-n}{2n} (n-1) \pi i} & e^{ \frac{3-n}{2n} (n-1) \pi i} & \cdots & e^{ \frac{2n-1-n}{2n} (n-1) \pi i} \end{pmatrix} \]

Proof. The theorem is a direct consequence of Theorem 2.2. In our case, we have \( r = 1, \ a_{2n} = 1, \ a_k = 0 \) for \( 0 \leq k \leq 2n - 1, \ \alpha_j = \beta_j = j - 1, \ |\alpha| = |\beta| = \frac{n(n-1)}{2} \). \( B \) and \( C \) are \( 2n \times 2n \) matrices.

\[ B = \begin{pmatrix} I_n & 0 \\ 0 & 0 \end{pmatrix}, \quad C = \begin{pmatrix} 0 & 0 \\ I_n & 0 \end{pmatrix}, \]

where \( I_n \) is \( n \times n \) identity matrix and 0 is \( n \times n \) matrix with all entries equal to zero. Furthermore, \( g_\alpha = g_\beta = -\frac{1}{2}, \ h_\alpha = h_\beta \) is given by the expression in the statement of the theorem, \( \lambda_1 = 1, \ (\det a_{2n}(x))^{g_\alpha} = (\det a_{2n}(x))^{g_\beta} = e^{\frac{\|x\|^2}{4}} = 1, \ K_\theta = (-1)^{\frac{n(n-1)}{2}}(2n)^n h_{\alpha}^{-2}, \ \text{Tr} (a_{2n}^{-1}(x)a_{2n}(x)) = 0, \ y_k(x) = \frac{1}{k!} x^k, \ y_{kt} = \frac{1}{(x-k)!} x^{(x-k)}. \]

\[ Y(x) = \begin{pmatrix} 1 & x & x^2 & \cdots & x^{2n-1} \\ 0 & 1 & x & \cdots & x^{2n-2} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \end{pmatrix} \]

\[ \det (BY(T) - C) = \det \begin{pmatrix} 1 & T & \cdots & T^{n-1} & T^n & \cdots & T^{2n-1} \\ 0 & 0 & \cdots & 1 & T & \cdots & T^n \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ -I_n & 0 & \cdots & 0 & \cdots & 0 & T \\ 0 & \cdots & 0 & \cdots & \cdots & 0 & T^n \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & \cdots & 0 & \cdots & T^n \end{pmatrix} \]

The result follows from Theorem 2.2 with the use of \( \bar{h}_\alpha = (-1)^{\frac{n(n-1)}{2}} h_\alpha. \)

Note that the determinant of the operator \( P_n \) does not depend on the principal angle \( \theta \) as long as \( \theta \in (0, 2\pi) \), therefore, in this paper we omit the index \( \theta \) from the expression for the determinant.
It can also be found multiplying the rows of the matrix under the determinant by certain complex numbers of modulus one that

\[ |h_\alpha| = \det \begin{pmatrix}
1 & 1 & 1 & \cdots & 1 \\
1 & e^{\frac{\pi i}{n}} & e^{\frac{2\pi i}{n}} & \cdots & e^{\frac{(n-1)\pi i}{n}} \\
1 & e^{\frac{2\pi i}{n}} & e^{\frac{4\pi i}{n}} & \cdots & e^{\frac{(n-2)\pi i}{n}} \\
1 & e^{\frac{3\pi i}{n}} & e^{\frac{6\pi i}{n}} & \cdots & e^{\frac{(n-3)\pi i}{n}} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
1 & e^{\frac{(n-1)\pi i}{n}} & e^{\frac{(n-1)2\pi i}{n}} & \cdots & e^{\frac{(n-1)^2\pi i}{n}}
\end{pmatrix}. \tag{2} \]

The matrix under the determinant is now a Vandermonde matrix, for which there exists a simple closed form for the determinant.

**Lemma 2.4.** Let \( V \) be a Vandermonde matrix of the form

\[ V = \begin{pmatrix}
1 & \omega_1 & \omega_1^2 & \cdots & \omega_1^{n-1} \\
1 & \omega_2 & \omega_2^2 & \cdots & \omega_2^{n-1} \\
1 & \omega_3 & \omega_3^2 & \cdots & \omega_3^{n-1} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
1 & \omega_n & \omega_n^2 & \cdots & \omega_n^{n-1}
\end{pmatrix}. \]

Then its determinant is given by \( \det V = \prod_{1 \leq k < j \leq n} (\omega_j - \omega_k) \).

**Proof.** See e.g. [Ald01, eq. (14.22)] or [Knu97, Exercise 37]. \[ \square \]

**Lemma 2.5.**

\[ |h_\alpha| = 2^{\frac{n(n-1)}{2}} \prod_{j=1}^{n-1} \sin^{n-j} \left( \frac{j\pi}{2n} \right). \]
Proof. In our case, \( \omega_j = e^{i\pi(j-1)/n} \). Hence, applying Lemma 2.4 we find

\[
|h_\alpha| = \left| \prod_{1 \leq k < j \leq n} \left( e^{i\pi(j-1)/n} - e^{i\pi(k-1)/n} \right) \right|
\]

\[
= 2^{n-1} \sin \left( \frac{(n-1)\pi}{2n} \right) \sin \left( \frac{(n-2)\pi}{2n} \right) \ldots \sin \left( \frac{\pi}{2n} \right)
\]

\[
\times 2^{n-2} \sin \left( \frac{(n-2)\pi}{2n} \right) \sin \left( \frac{(n-3)\pi}{2n} \right) \ldots \sin \left( \frac{\pi}{2n} \right)
\]

\[
\ldots
\]

\[
\times 2^1 \sin \left( \frac{\pi}{2n} \right)
\]

\[
= 2^{\frac{n(n-1)}{2}} \prod_{k=1}^{n-1} \prod_{j=1}^{k} \sin \left( \frac{j\pi}{2n} \right)
\]

\[
= 2^{\frac{n(n-1)}{2}} \prod_{j=1}^{n-1} \sin^{n-j} \left( \frac{j\pi}{2n} \right).
\]

Remark 2.6. The matrix under the determinant of (2) resembles the discrete Fourier transform matrix (DFT-matrix). The difference is in the exponent of exponentials, in our case the entry in the second row and the second column is \( e^{i\pi} \), the DFT matrix has \( e^{-2\pi i} \). One would obtain the DFT matrix in this step (up to normalization and complex conjugation) if one prescribed Navier boundary conditions instead.

3. Determinant of \( BY(T) - C \)

Lemma 3.1.

\[
\det \begin{pmatrix}
\frac{1}{n!} T^n & \frac{1}{(n+1)!} T^{n+1} & \ldots & \frac{1}{(2n-1)!} T^{2n-1} \\
\frac{1}{(n-1)!} T^{n-1} & \frac{1}{n!} T^{n} & \ldots & \frac{1}{(2n-2)!} T^{2n-2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{2!} T^2 & \frac{1}{3!} T^3 & \ldots & \frac{1}{(n+1)!} T^{n+1} \\
T & \frac{1}{2!} T^2 & \ldots & \frac{1}{n!} T^{n}
\end{pmatrix} = T^{n^2} \prod_{j=0}^{n-1} \frac{j!}{(n+j)!}
\]
Proof. We multiply the $i$-th row of the matrix by $\frac{1}{(n-i+1)(i-1)!}$ and the $j$-th column by $\frac{(n+j-1)!}{(n-1)!}$ to obtain

$$
\det \begin{pmatrix}
\frac{1}{n!} T^n & \frac{1}{(n+1)!} T^{n+1} & \cdots & \frac{1}{(2n-1)!} T^{2n-1} \\
\frac{1}{(n-1)!} T^{n-1} & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots \\
\frac{1}{2!} T^2 & \frac{1}{3!} T^3 & \cdots & \frac{1}{n!} T^n \\
\end{pmatrix} = T^{n^2} \prod_{j=1}^{n} \frac{(j-1)!}{(n+j-1)!} 
$$

We will prove that the last determinant is equal to 1. Using the relation $(m+1)_j = (m)_j + \binom{m}{j-1}$ and the fact that the determinant does not change when a column is replaced by the
The difference between itself and another column, we have

\[
\begin{vmatrix}
\binom{n}{0} & \binom{n}{1} & \binom{n}{2} & \ldots & \binom{n}{n-2} & \binom{n}{n-1} \\
\binom{n}{0} & \binom{n-1}{1} & \binom{n-1}{2} & \ldots & \binom{n-1}{n-2} & \binom{n-1}{n-1} \\
\binom{n}{0} & \binom{n-2}{1} & \binom{n-2}{2} & \ldots & \binom{n-2}{n-2} & \binom{n-2}{n-1} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\binom{n}{0} & \binom{n-2}{n-2} & \binom{n-2}{n-2} & \ldots & \binom{n-2}{n-2} & \binom{n-2}{n-1} \\
\binom{n}{0} & \binom{n-2}{n-1} & \binom{n-2}{n-1} & \ldots & \binom{n-2}{n-1} & \binom{n-2}{n-1} \\
\end{vmatrix}
\] = \det

\[
\begin{vmatrix}
\binom{n}{0} & \binom{n}{1} & \binom{n}{2} & \binom{n}{3} & \ldots & \binom{n}{2n-3} & \binom{n}{2n-2} \\
\binom{n}{0} & \binom{n-1}{1} & \binom{n-1}{2} & \binom{n-1}{3} & \ldots & \binom{n-1}{2n-3} & \binom{n-1}{2n-2} \\
\binom{n}{0} & \binom{n-2}{1} & \binom{n-2}{2} & \binom{n-2}{3} & \ldots & \binom{n-2}{2n-3} & \binom{n-2}{2n-2} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\binom{n}{0} & \binom{n-2}{n-2} & \binom{n-2}{n-2} & \binom{n-2}{n-2} & \ldots & \binom{n-2}{n-2} & \binom{n-2}{n-2} \\
\binom{n}{0} & \binom{n-2}{n-1} & \binom{n-2}{n-1} & \binom{n-2}{n-1} & \ldots & \binom{n-2}{n-1} & \binom{n-2}{n-1} \\
\end{vmatrix}
\] = \det

\[
\begin{vmatrix}
\binom{n}{0} & \binom{n}{1} & \binom{n}{2} & \binom{n}{3} & \ldots & \binom{n}{2n-3} & \binom{n}{2n-2} \\
\binom{n}{0} & \binom{n-1}{1} & \binom{n-1}{2} & \binom{n-1}{3} & \ldots & \binom{n-1}{2n-3} & \binom{n-1}{2n-2} \\
\binom{n}{0} & \binom{n-2}{1} & \binom{n-2}{2} & \binom{n-2}{3} & \ldots & \binom{n-2}{2n-3} & \binom{n-2}{2n-2} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\binom{n}{0} & \binom{n-2}{n-2} & \binom{n-2}{n-2} & \binom{n-2}{n-2} & \ldots & \binom{n-2}{n-2} & \binom{n-2}{n-2} \\
\binom{n}{0} & \binom{n-2}{n-1} & \binom{n-2}{n-1} & \binom{n-2}{n-1} & \ldots & \binom{n-2}{n-1} & \binom{n-2}{n-1} \\
\end{vmatrix}
\]
We continue until we obtain the lower triangular matrix
\[
\begin{pmatrix}
\binom{n}{0} & 0 & 0 & \cdots & 0 \\
\binom{n}{1} & \binom{n}{0} & 0 & \cdots & 0 \\
\binom{n}{2} & \binom{n}{1} & \binom{n}{0} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\binom{n}{n-2} & \binom{n}{n-3} & \binom{n}{n-4} & \cdots & 0 \\
\binom{n}{n-1} & \binom{n}{n-2} & \binom{n}{n-3} & \cdots & \binom{n}{0}
\end{pmatrix},
\]
whose determinant is equal to one. \(\square\)

4. Lower bound on \(-\log F(n)\)

Our aim now is to compute the asymptotics of \(|h_\alpha|\) for large \(n\) which we will do by obtaining sufficiently sharp lower and upper bounds. Let us denote
\[
F(n) := 2^n \prod_{j=1}^{n-1} \sin^{n-j} \left( \frac{j\pi}{2n} \right).
\]

Then we have the following lower bound.

**Theorem 4.1.** The function \(F\) satisfies
\[
-\log F(n) \geq \frac{7\zeta(3)}{4\pi^2} n^2 - \frac{1}{2} n \log n + n \left( -1 + \frac{1}{2} \log \pi \right) + \frac{1}{4} - \frac{\pi^2}{72n} - \frac{\pi^2}{144n^2} - \frac{\pi^4}{1080n^3} + \frac{\pi^4}{2160n^4}.
\]

The proof of this result will be based on the following estimate.

**Lemma 4.2.** The function \(F\) satisfies
\[
-\log F(n) \geq -\int_1^n (n-x) \log \left( \sin \left( \frac{\pi x}{2n} \right) \right) \, dx - \frac{1}{2} (n-1) \log \left( \sin \frac{\pi}{2n} \right) - \frac{n(n-1)}{2} \log 2.
\]

**Proof.** Applying negative logarithm to \(F(n)\) we get the sum
\[
\sum_{j=1}^n a_j = -\sum_{j=1}^n (n-j) \log \left( \sin \left( \frac{j\pi}{2n} \right) \right)
\]
minus the term \(\frac{n(n-1)}{2} \log 2\). Our aim is to bound the mentioned series from below. Let us define a broken line (in blue in Figure 1) connecting the point \((0, a_1)\) and the points \((j-\frac{1}{2}, a_j)\). One can easily see that the area below this broken line is equal to the considered sum. Since the function \(-(n-x-\frac{1}{2}) \log \left( \sin \left( \frac{x+\frac{1}{2}\pi}{2n} \right) \right)\) (in red in Figure 1) is convex, it lies below the blue line and the corresponding area between this line and the horizontal
axis is smaller than the value of the sum. Clearly, $a_n = 0$. Hence the area below the red line is given by

\[- \int_{\frac{1}{2}}^{n-\frac{1}{2}} \left( n - x - \frac{1}{2} \right) \log \left( \sin \left( \frac{(x + \frac{1}{2})\pi}{2n} \right) \right) \, dx - \frac{1}{2} (n - 1) \log \left( \sin \frac{\pi}{2n} \right) = \]

\[- \int_{\frac{1}{2}}^{n} (n - x) \log \left( \sin \left( \frac{\pi x}{2n} \right) \right) \, dx - \frac{1}{2} (n - 1) \log \left( \sin \frac{\pi}{2n} \right). \]

\[\square\]

In order to prove Theorem 4.1, we will now need to evaluate several numerical series, which we do in the following lemmata.

Lemma 4.3. We have

\[\sum_{k=1}^{\infty} \left[ -\frac{1}{2} - 2k^2 \log \left( 1 - \frac{1}{4k^2} \right) \right] = \frac{7\zeta(3)}{4\pi^2} + \frac{1}{4} - \frac{1}{2} \log 2. \]
Proof. Using the Taylor expansion of the logarithm we have
\[
\sum_{k=1}^{\infty} \left[ -\frac{1}{2} - 2k^2 \log \left( 1 - \frac{1}{4k^2} \right) \right] = \sum_{k=1}^{\infty} \left( -\frac{1}{2} + \sum_{s=1}^{\infty} \frac{2k^2}{(2k)^{2s} s} \right)
\]
\[
= \frac{1}{2} \sum_{k=1}^{\infty} \sum_{s=2}^{\infty} \frac{1}{(2k)^{2s-2} s}
\]
\[
= \frac{1}{2} \sum_{k=1}^{\infty} \sum_{s=1}^{\infty} \frac{1}{(2k)^{2s}(s + 1)} .
\]

The term under the sum is positive, hence if the double sum converges, it converges absolutely and we can interchange the two sums.

(3)
\[
\frac{1}{2} \sum_{k=1}^{\infty} \sum_{s=1}^{\infty} \frac{1}{(2k)^{2s}(s + 1)} = \frac{1}{2} \sum_{s=1}^{\infty} \sum_{k=1}^{\infty} \frac{1}{(2k)^{2s}(s + 1)}
\]
\[
= \sum_{s=1}^{\infty} \sum_{k=1}^{\infty} \frac{2s + 2 - 1}{(2k)^{2s}(2s + 1)(2s + 2)}
\]
\[
= \sum_{s=1}^{\infty} \sum_{k=1}^{\infty} \frac{1}{(2k)^{2s}(2s + 1)} - \sum_{s=1}^{\infty} \sum_{k=1}^{\infty} \frac{1}{(2k)^{2s}(2s + 1)(2s + 2)}
\]
\[
= \sum_{s=1}^{\infty} \frac{\zeta(2s)}{2^{2s}(2s + 1)} - \sum_{s=1}^{\infty} \frac{\zeta(2s)}{2^{2s}(2s + 1)(2s + 2)} .
\]

The following relation was originally found by Euler [Eul73] (see also [AS98, eq. (1.8)]).
\[
\zeta(3) = \frac{\pi^2}{7} \left( 1 - 4 \sum_{s=1}^{\infty} \frac{\zeta(2s)}{2^{2s}(2s + 1)(2s + 2)} \right) .
\]

From this it follows that
\[
- \sum_{s=1}^{\infty} \frac{\zeta(2s)}{2^{2s}(2s + 1)(2s + 2)} = \frac{7\zeta(3)}{4\pi^2} - \frac{1}{4} .
\]

Substituting this into (3) and using
(4)
\[
\sum_{s=1}^{\infty} \frac{\zeta(2s)}{2^{2s}(2s + 1)} = \frac{1}{2} - \frac{1}{2} \log 2
\]
(see e.g. [Sri88, eq. (5.4)]) we obtain
\[
\sum_{k=1}^{\infty} \left( -\frac{1}{2} - 2k^2 \log \left( 1 - \frac{1}{4k^2} \right) \right) = \frac{7\zeta(3)}{4\pi^2} - \frac{1}{4} + \frac{1}{2} - \frac{1}{2} \log 2 = \frac{7\zeta(3)}{4\pi^2} + \frac{1}{4} - \frac{1}{2} \log 2 .
\]

The sum converges, hence interchanging of the sums is justified. \(\square\)
Lemma 4.4. We have

\[ 2 \sum_{k=1}^{\infty} \left( 1 + k \log \left( 1 - \frac{1}{2k} \right) - k \log \left( 1 + \frac{1}{2k} \right) \right) = -1 + \log 2. \]

Proof. Again using the Taylor expansion of the logarithm we obtain

\[ 2 \sum_{k=1}^{\infty} \left[ 1 + k \log \left( 1 - \frac{1}{2k} \right) - k \log \left( 1 + \frac{1}{2k} \right) \right] = 2 \sum_{k=1}^{\infty} \left( 1 + k \sum_{s=1}^{\infty} \left( -\frac{1}{(2k)^s} s + \frac{(-1)^s}{(2k)^s} \right) \right) \]

\[ = 2 \sum_{k=1}^{\infty} \left( 1 - k \sum_{l=1}^{\infty} \frac{2}{(2k)^{2l-1}(2l-1)} \right) \]

\[ = -2 \sum_{k=1}^{\infty} \sum_{l=2}^{\infty} \frac{1}{(2k)^{2l-2}(2l-1)} \]

\[ = -2 \sum_{k=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{(2k)^{2m}(2m+1)} \]

\[ = -2 \sum_{m=1}^{\infty} \frac{\zeta(2m)}{2^{2m}(2m+1)} \]

\[ = -1 + \log 2. \]

We have changed the summation index to \( l (s = 2l-1) \) and then to \( m = l-1 \). Interchanging of the sums is justified by the fact that the term under the sums is positive and hence since the sum converges, it converges absolutely. The last identity follows from (4). \( \square \)

Lemma 4.5. We have

\[ \sum_{k=1}^{\infty} \log \left( 1 - \frac{1}{4k^2} \right) = \log 2 - \log \pi. \]

Proof. We have

\[ \sum_{k=1}^{\infty} \log \left( 1 - \frac{1}{4k^2} \right) = \log \left[ \prod_{k=1}^{\infty} \left( 1 - \frac{1}{4k^2} \right) \right] = \log \left( \frac{2}{\pi} \sin \frac{\pi}{2} \right) = \log 2 - \log \pi, \]

where we used the product expansion for the sine function

\[ \sin(x) = x \prod_{k=1}^{\infty} \left( 1 - \frac{x^2}{k^2 \pi^2} \right) \quad (5) \]

at \( x = \pi/2 \). \( \square \)
Lemma 4.6. We have the following bounds for \( y \in [-\frac{1}{2}, \frac{1}{2}] \)

\[
y - \frac{1}{2}y^2 + \frac{1}{3}y^3 - \frac{2}{3}y^4 \leq \log (1 + y) \leq y - \frac{1}{2}y^2 + \frac{1}{3}y^3.
\]

Proof. Let us define

\[
g(y) := \log (1 + y) - y + \frac{1}{2}y^2 - \frac{1}{3}y^3, \quad h(y) := y - \frac{1}{2}y^2 + \frac{1}{3}y^3 - \frac{2}{3}y^4 - \log (1 + y).
\]

Then we have

\[
g'(y) = -\frac{y^3}{1 + y}, \quad g''(y) = -\frac{3y^2 + 2y^3}{(1 + y)^2},
\]

\[
h'(y) = -\frac{y^2(8y + 5)}{3(1 + y)}, \quad h''(y) = -\frac{y^2(8y^2 + 14y + 5)}{(1 + y)^2}.
\]

Hence for \( y \in [-\frac{1}{2}, \frac{1}{2}] \)

\[
g(0) = g'(0) = 0, \quad h(0) = h'(0) = 0, \quad g''(y) \leq 0, \quad h''(y) \leq 0.
\]

Both functions are concave, hence the tangent at 0 lies above their graph and \( g(y) \leq 0, h(y) \leq 0 \), for \( y \in [-\frac{1}{2}, \frac{1}{2}] \). □

Proof of Thm. 4.1. We begin by analysing the integral \( \int_1^n (n - x) \log \left( \sin \left( \frac{\pi x}{2n} \right) \right) \, dx \) which appears in Lemma 4.2. Using the product development for the sine function given by (5) we obtain

\[
\int_1^n (n - x) \log \left[ \sin \left( \frac{\pi x}{2n} \right) \right] \, dx = \int_1^n (n - x) \log \left( \frac{\pi x}{2n} \right) \, dx + \int_1^n (n - x) \sum_{k=1}^{\infty} \log \left( 1 - \frac{x^2}{4n^2k^2} \right) \, dx.
\]

We now evaluate the first of the two integrals in the right-hand side, for which we need the standard integrals

\[
\int_1^n \log x \, dx = n \log n - n + 1,
\]

\[
\int_1^n x \log x \, dx = \frac{n^2}{2} \log n - \frac{1}{4}n^2 + \frac{1}{4}.
\]

Using these expressions yields

\[
- \int_1^n (n - x) \log \left( \frac{\pi x}{2n} \right) \, dx = - \int_1^n (n - x) \left( \log x + \log \left( \frac{\pi}{2n} \right) \right) \, dx
\]

\[
= -n^2 \log n + n^2 - n + \frac{n^2}{2} \log n - \frac{1}{4}n^2 + \frac{1}{4}
\]

\[
- n(n - 1) \log \left( \frac{\pi}{2n} \right) + \frac{1}{2}(n^2 - 1) \log \left( \frac{\pi}{2n} \right)
\]

\[
= n^2 \left( \frac{3}{4} - \frac{1}{2} \log \frac{\pi}{2} \right) - n \log n + n \left( -1 + \log \frac{\pi}{2} \right)
\]

\[
+ \frac{1}{2} \log n + \frac{1}{4} - \frac{1}{2} \log \frac{\pi}{2}.
\]
For the second integral we have, after making the substitution \( y = \frac{x^2}{2kn^2} \),

\[
\int_1^n (n-x) \log \left( 1 - \frac{x^2}{4k^2n^2} \right) \, dx = \int_{\frac{1}{2}}^{\frac{n}{2}} 2kn^2 (1-2k) \log \left( 1 - y^2 \right) \, dy
\]

\[
= 2kn^2 \left[ y \log(1-y^2) - 2y - \log(1-y) + \log(1+y) \right] - k(y^2-1) \log(1-y^2) + ky^2 \, \frac{\pi}{2kn}
\]

\[
= n^2 \left[ \frac{1}{2} (1+4k^2) \log \left( 1 - \frac{1}{4k^2} \right) - \frac{3}{2} - 2k \log \left( 1 - \frac{1}{2k} \right) \right] + 2k \log \left( 1 + \frac{1}{2kn} \right) - \left[ \left( n - \frac{1}{2} + 2k^2n^2 + 2kn^2 \right) \log \left( 1 + \frac{1}{2kn} \right) + \left( n - \frac{1}{2} + 2k^2n^2 - 2kn^2 \right) \log \left( 1 - \frac{1}{2kn} \right) + \frac{1}{2} - 2n \right].
\]

Hence we have, using Lemmata 4.3, 4.4 and 4.5, for the first part of the sum

\[
- \sum_{k=1}^{\infty} \left[ \frac{1}{2} (1+4k^2) \log \left( 1 - \frac{1}{4k^2} \right) - \frac{3}{2} - 2k \log \left( 1 - \frac{1}{2k} \right) + 2k \log \left( 1 + \frac{1}{2k} \right) \right] = \frac{7\zeta(3)}{4\pi^2} - \frac{3}{4} + \frac{1}{2} \log \pi.
\]

For the second part we obtain, using Lemma 4.6,

\[
\sum_{k=1}^{\infty} \left[ \left( n - \frac{1}{2} + 2k^2n^2 + 2kn^2 \right) \log \left( 1 + \frac{1}{2kn} \right) + \left( n - \frac{1}{2} + 2k^2n^2 - 2kn^2 \right) \log \left( 1 - \frac{1}{2kn} \right) + \frac{1}{2} - 2n \right]
\]

\[
\geq \sum_{k=1}^{\infty} \left[ \left( n - \frac{1}{2} + 2k^2n^2 + 2kn^2 \right) \left( \frac{1}{2kn} - \frac{1}{8k^2n^2} + \frac{1}{24k^3n^3} - \frac{1}{24k^4n^4} \right) \right.
\]

\[
+ \left( n - \frac{1}{2} + 2k^2n^2 - 2kn^2 \right) \left( -\frac{1}{2kn} - \frac{1}{8k^2n^2} - \frac{1}{24k^3n^3} - \frac{1}{24k^4n^4} \right) + \frac{1}{2} - 2n \right]
\]

\[
= \sum_{k=1}^{\infty} \left[ -\frac{1}{6k^2n^2} + \frac{1}{6k^2n} - \frac{1}{4k^2n^2} \left( n - \frac{1}{2} \right) - \frac{1}{12k^4n^4} \left( n - \frac{1}{2} \right) \right]
\]

\[
= -\frac{\pi^2}{72n} + \frac{\pi^2}{144n^2} - \frac{\pi^4}{1080n^3} + \frac{\pi^4}{2160n^4}.
\]

We have used the facts that the parentheses in front of the logarithms are positive and \( \left| \pm \frac{1}{2kn} \right| \leq \frac{1}{2} \) and the results of the sums \( \sum_{k=1}^{\infty} \frac{1}{k^2} = \frac{\pi^2}{6} \) and \( \sum_{k=1}^{\infty} \frac{1}{k^4} = \frac{\pi^4}{90} \). Similarly, we can
also obtain the upper bound
\[
\sum_{k=1}^{\infty} \left[ \left( n - \frac{1}{2} + 2k^2 n^2 + 2kn^2 \right) \log \left( 1 + \frac{1}{2kn} \right) + \left( n - \frac{1}{2} + 2k^2 n^2 - 2kn^2 \right) \log \left( 1 - \frac{1}{2kn} \right) + \frac{1}{2} - 2n \right]
\leq \sum_{k=1}^{\infty} \left[ \left( n - \frac{1}{2} + 2k^2 n^2 + 2kn^2 \right) \left( \frac{1}{2kn} - \frac{1}{8k^2 n^2} + \frac{1}{24k^3 n^3} \right) + \left( n - \frac{1}{2} + 2k^2 n^2 - 2kn^2 \right) \left( -\frac{1}{2kn} - \frac{1}{8k^2 n^2} - \frac{1}{24k^3 n^3} \right) + \frac{1}{2} - 2n \right]
= \sum_{k=1}^{\infty} \left[ \frac{1}{6k^2 n} - \frac{1}{4k^2 n^2} \left( n - \frac{1}{2} \right) \right]
= -\frac{\pi^2}{12n} + \frac{\pi^2}{48n^2}.
\]

Therefore, we have
\[
-\sum_{k=1}^{\infty} \int_{1}^{n} (n - x) \log \left( 1 - \frac{x^2}{4k^2 n^2} \right) \, dx \geq n^2 \left( \frac{7\zeta(3)}{4\pi^2} - \frac{3}{4} + \frac{1}{2} \log \pi \right) - \frac{\pi^2}{72n} - \frac{\pi^2}{144n^2} - \frac{\pi^4}{1080n^3} + \frac{\pi^4}{2160n^4}.
\]

and
\[
-\sum_{k=1}^{\infty} \int_{1}^{n} (n - x) \log \left( 1 - \frac{x^2}{4k^2 n^2} \right) \, dx \leq n^2 \left( \frac{7\zeta(3)}{4\pi^2} - \frac{3}{4} + \frac{1}{2} \log \pi \right) - \frac{\pi^2}{72n} + \frac{\pi^2}{48n^2}.
\]

We thus see that the sum converges, and since the function \(-(n - x) \log \left( 1 - \frac{x^2}{4k^2 n^2} \right)\) is non-negative for all \(x \in [1,n]\), \(k, n \in \mathbb{N}\), it also converges absolutely. This justifies exchanging the sum and the integral. Using equations (6) and (7), Lemma 4.2 and
\[
-\frac{1}{2}(n - 1) \log \left( \sin \left( \frac{\pi}{2n} \right) \right) \geq -\frac{1}{2}(n - 1) \log \left( \frac{\pi}{2n} \right)
= \frac{1}{2} \log n - \frac{1}{2} \log n - \frac{1}{2} \log n + \frac{1}{2} \log \frac{\pi}{2}
\]
we obtain the claim of the theorem. \(\square\)

5. Upper bound on \(- \log F(n)\)

**Theorem 5.1.** It holds
\[
- \log F(n) \leq \frac{7\zeta(3)}{4\pi^2} n^2 - \frac{1}{2} n \log n + \left[ \log(\pi) - \frac{1}{2} \log(2) - \frac{43}{48} \right] n + \frac{1}{12} \log n

+ \frac{1}{2} \left[ \frac{3}{16} - \frac{\gamma}{12} - \log \left( \frac{\pi}{2} \right) \right] + \frac{1}{24n} \left( \frac{13}{4} - \frac{\pi^2}{3} \right) + \frac{\pi^2}{48n^2},
\]
where \(\gamma\) is the Euler-Mascheroni constant.
Our aim is to bound the sum $\sum_{j=1}^{n} a_j = -\sum_{j=1}^{n} (n - j) \log \left( \sin \left( \frac{j\pi}{2n} \right) \right)$ from above. We will use the Euler-Maclaurin series

$$\sum_{j=1}^{n} f(j) = \int_{1}^{n} f(x) \, dx + \frac{f(1) + f(n)}{2} + \int_{1}^{n} f'(x) P_1(x) \, dx,$$

where $f(x) = -(n - x) \log \left( \sin \left( \frac{\pi x}{2n} \right) \right)$ and $P_1(x) = x - \lfloor x \rfloor - \frac{1}{2}$ is the first Bernoulli polynomial in $x - \lfloor x \rfloor$, where $\lfloor x \rfloor$ is the largest integer smaller or equal to $x$. From the proof of Theorem 4.1, we already have upper bounds for two terms on the right-hand side of (10), and so it only remains to bound the third term.

**Lemma 5.2.** It holds

$$\int_{1}^{n} f'(x) P_1(x) \, dx \leq \frac{5}{48} n + \frac{1}{12} \log(n) - \frac{1}{8} \left( \frac{5}{4} + \frac{1}{3} \gamma \right) + \frac{13}{96} n.$$

**Proof.** We are interested in the integral

$$\int_{1}^{n} f'(x) P_1(x) \, dx = \int_{1}^{n} \left[ \log \left( \sin \left( \frac{\pi x}{2n} \right) \right) - (n - x) \frac{\pi}{2n} \cot \left( \frac{\pi x}{2n} \right) \right] \left( x - \lfloor x \rfloor - \frac{1}{2} \right) \, dx = \sum_{j=1}^{n-1} \int_{j}^{j+1} \left[ \log \left( \sin \left( \frac{\pi x}{2n} \right) \right) - (n - x) \frac{\pi}{2n} \cot \left( \frac{\pi x}{2n} \right) \right] \left( x - j - \frac{1}{2} \right) \, dx.$$

Both the sine function on the interval $(0, \pi/2)$ and the logarithm on all of its domain are increasing functions, and we thus have

$$\log \left( \sin \left( \frac{\pi x}{2n} \right) \right) \leq \log \left( \sin \left( \frac{(j + 1)\pi}{2n} \right) \right), \quad -\log \left( \sin \left( \frac{\pi x}{2n} \right) \right) \leq \log \left( \sin \left( \frac{j\pi}{2n} \right) \right)$$

for $x \in [j, j+1]$. The cotangent is a decreasing function on $(0, \pi/2)$ and so

$$\cot \left( \frac{\pi x}{2n} \right) \leq \cot \left( \frac{j\pi}{2n} \right), \quad -\cot \left( \frac{\pi x}{2n} \right) \leq -\cot \left( \frac{(j + 1)\pi}{2n} \right)$$

for $x \in [j, j+1]$. The function $n - x$ is always positive for $x \in (1, n)$, while the function $x - j - \frac{1}{2}$ is non-negative for $x \in [j + \frac{1}{2}, j+1]$ and non-positive for $x \in [j, j + \frac{1}{2}]$. This
allows us to write

(11)

\[
\int_1^n f'(x)P_1(x) \, dx \leq \sum_{j=1}^{n-1} \left\{ \int_{j+\frac{1}{2}}^{j+1} \left[ \log \left( \sin \left( \frac{(j+1)\pi}{2n} \right) \right) - (n-x) \frac{\pi}{2n} \cot \left( \frac{(j+1)\pi}{2n} \right) \right] \left( x - j - \frac{1}{2} \right) \, dx \right. \\
+ \int_j^{j+\frac{1}{2}} \left[ \log \left( \sin \left( \frac{j\pi}{2n} \right) \right) - (n-x) \frac{\pi}{2n} \cot \left( \frac{j\pi}{2n} \right) \right] \left( x - j - \frac{1}{2} \right) \, dx \right\}
\]

\[
= \frac{1}{3n} \sum_{j=1}^{n-1} \left\{ 6 \log \left( \sin \left( \frac{(j+1)\pi}{2n} \right) \right) + \frac{\pi}{2n} \cot \left( \frac{(j+1)\pi}{2n} \right)(6j - 6n + 5) \\
- 6 \log \left( \sin \left( \frac{j\pi}{2n} \right) \right) + \frac{\pi}{2n} \cot \left( \frac{j\pi}{2n} \right)(6n - 6j - 1) \right\}
\]

\[
= \frac{1}{3} \sum_{j=1}^{n-1} \left\{ \log \left( \sin \left( \frac{(j+1)\pi}{2n} \right) \right) - \log \left( \sin \left( \frac{j\pi}{2n} \right) \right) \\
+ \frac{\pi}{2n} \cot \left( \frac{(j+1)\pi}{2n} \right)(j - n + \frac{5}{2}) + \frac{\pi}{2n} \cot \left( \frac{j\pi}{2n} \right)(n - j - \frac{1}{2}) \right\}.
\]

Using the telescoping property for sums we have

(12)

\[
\sum_{j=1}^{n-1} \log \left[ \sin \left( \frac{(j+1)\pi}{2n} \right) \right] - \log \left[ \sin \left( \frac{j\pi}{2n} \right) \right] = \log \left[ \sin \left( \frac{n\pi}{2n} \right) \right] - \log \left[ \sin \left( \frac{\pi}{2n} \right) \right]
\]

\[
= - \log \left[ \sin \left( \frac{\pi}{2n} \right) \right]
\]

\[
\leq \log(n).
\]

We now use two inequalities for the cotangent, valid for \( x \in (0, \pi/2] \), namely,

\[
\frac{1}{x} - \frac{4}{\pi^2}x \leq \cot(x) \leq \frac{1}{x},
\]

where the first may be found in [BS78] and the second follows from its expansion around zero. Using these we obtain

(13)

\[
\frac{\pi}{2n} \cot \left( \frac{(j+1)\pi}{2n} \right) \leq \frac{\pi}{2n} \frac{2n}{(j+1)\pi} = \frac{1}{j + 1}
\]

and

(14)

\[
-\frac{\pi}{2n} \cot \left( \frac{j\pi}{2n} \right) \leq -\frac{\pi}{2n} \left( \frac{2n}{j\pi} - \frac{4}{\pi^2} \frac{j\pi}{2n} \right) = -\frac{1}{j} + \frac{j}{n^2}
\]

where both inequalities hold for \( 1 \leq j \leq n - 1 \). We thus have

(15)

\[
\sum_{j=1}^{n-1} \left[ \frac{5\pi}{2n} \cot \left( \frac{(j+1)\pi}{2n} \right) - \frac{\pi}{2n} \cot \left( \frac{j\pi}{2n} \right) \right] \leq \sum_{j=1}^{n-1} \left( \frac{5}{j + 1} - \frac{1}{j} + \frac{j}{n^2} \right)
\]

\[
= 4H_n - \frac{9}{2} + \frac{1}{2n}
\]
where \( H_n = \sum_{j=1}^{n} \frac{1}{j} \) denotes the harmonic number. Using the bound

\[ H_n \leq \log(n) + \gamma + \frac{1}{2n}, \]

where \( \gamma \) is the Euler-Mascheroni constant, we obtain

\[ \sum_{j=1}^{n-1} \left[ \frac{5\pi}{2n} \cot \left( \frac{(j+1)\pi}{2n} \right) - \frac{\pi}{2n} \cot \left( \frac{j\pi}{2n} \right) \right] \leq 4\log(n) + 4\gamma - \frac{9}{2} + \frac{5}{2n}. \]  

(16)

Using (13) and (14) with the role of \( j \) and \( j + 1 \) interchanged we obtain

\[ \sum_{j=1}^{n-1} \left[ \cot \left( \frac{(j+1)\pi}{2n} \right) - \cot \left( \frac{j\pi}{2n} \right) \right] \leq \sum_{j=1}^{n-1} \left( -\frac{1}{j+1} + \frac{1}{j} - \frac{j+1}{n^2} \right) (n-j) \]

\[ = \frac{5}{6}n - H_n - \frac{1}{2} + \frac{2}{3n} \]

\[ \leq \frac{5}{6}n - \log(n) - \gamma - \frac{1}{2} + \frac{2}{3n}, \]

where now we used the inequality \( H_n \geq \log(n) + \gamma \). Using (11), (12), (16), and (17) we obtain the sought bound.

\[ \Box \]

Proof of Thm. 5.7. From the proof of Thm 4.1 (in particular equations (6) and (8)) we already have

\[ \int_{1}^{n} f(x) \, dx \leq n^2 \left[ \frac{7\zeta(3)}{4\pi^2} + \frac{1}{2} \log 2 \right] - n \log n + n \left( -1 + \log \left( \frac{\pi}{2} \right) \right) + \frac{1}{2} \log n \]

\[ + \frac{1}{4} - \frac{1}{2} \log \frac{\pi}{2} - \frac{\pi^2}{4\cdot 2n} + \frac{\pi^2}{48n^2}. \]

(18)

Furthermore, by the inequality \( \sin(x) \geq \frac{2}{\pi} x, \quad x \in [0, \frac{\pi}{2}] \),

\[ \frac{f(1) + f(n)}{2} = \frac{f(1)}{2} \]

\[ = -\frac{1}{2} (n-1) \log \left( \sin \left( \frac{\pi}{2n} \right) \right) \]

\[ \leq -\frac{1}{2} (n-1) \log \frac{1}{n} \]

\[ = \frac{1}{2} n \log n - \frac{1}{2} \log n \]

(19)
Using equations (10), (18) and (19) and Lemma 5.2 we have

\[- \log F(n) = -\frac{n(n-1)}{2} \log 2 - \sum_{j=1}^{n} (n-j) \log \left( \sin \left( \frac{j \pi}{2n} \right) \right) \]

\[\leq \frac{7\zeta(3)}{4\pi^2} n^2 - \frac{1}{2} n \log n + \left[ \log(\pi) - \frac{1}{2} \log(2) - \frac{43}{48} \right] n + \frac{1}{12} \log n \]

\[+ \frac{1}{2} \left[ \frac{3}{16} - \frac{\gamma}{12} - \log \left( \frac{\pi}{2} \right) \right] + \frac{1}{24n} \left( \frac{13}{4} - \frac{\pi^2}{3} \right) + \frac{\pi^2}{48n^2} .\]

\[\square\]

6. **Asymptotics of the determinant of \( P_n \)**

First, we prove the asymptotics for the product of the factorials.

**Lemma 6.1.** We have the following bounds

\[
\log \left( \frac{\prod_{j=0}^{n-1} j!}{\prod_{j=0}^{n-1} (n+j)!} \right) \geq -n^2 \log n + \left( \frac{3}{2} - 2 \log 2 \right) n^2 - \frac{1}{12} \log n \]

\[+ \frac{1}{12} \log 2 - \log A - \frac{7}{12} \frac{1}{2n} - \frac{1}{320n^2} ,\]

\[
\log \left( \frac{\prod_{j=0}^{n-1} j!}{\prod_{j=0}^{n-1} (n+j)!} \right) \leq -n^2 \log n + \left( \frac{3}{2} - 2 \log 2 \right) n^2 - \frac{1}{12} \log n \]

\[+ \frac{1}{12} \log 2 - \log A + \frac{7}{6} + \frac{1}{8n} + \frac{1}{320n^2} ,\]

where \( A \approx 1.282427 \) is the Glaisher-Kinkelin constant.

**Proof.** We will use the definition of the Barnes G-function

\[G(n+1) = \prod_{j=0}^{n-1} j! , \quad n \in \mathbb{N} .\]
Using that we obtain
\[ n^{-1} \prod_{j=0}^{n-1} (n+j)! = \prod_{j=0}^{2n-1} j! = \frac{G(2n+1)}{G(n+1)} \]
and hence
\[ \log \left( \prod_{j=0}^{n-1} j! \right) = 2 \log (G(n+1)) - \log (G(2n+1)). \]

Our aim is to bound the Barnes G-function. We start with bounds on the Gamma function due to [Alz97, Thm. 8]
\[ \log \Gamma(n) \geq \left( n - \frac{1}{2} \right) \log n - n + \frac{1}{2} \log (2\pi), \]
\[ \log \Gamma(n) \leq \left( n - \frac{1}{2} \right) \log n - n + \frac{1}{2} \log (2\pi) + \frac{1}{12n}. \]
Hence we obtain using the inequalities \( \frac{1}{n} - \frac{1}{2n^2} \leq \log \left( 1 + \frac{1}{n} \right) \leq \frac{1}{n} \)
\[ \log \Gamma(n+1) \geq \left( n + \frac{1}{2} \right) \log n + \left( n + \frac{1}{2} \right) \log \left( 1 + \frac{1}{n+1} \right) - n - 1 + \frac{1}{2} \log (2\pi) \]
\[ \geq n \log n - n + \frac{1}{2} \log n + \frac{1}{2} \log 2\pi - \frac{1}{4n^2}. \]
\[ \log \Gamma(n+1) \leq \left( n + \frac{1}{2} \right) \log n + \left( n + \frac{1}{2} \right) \log \left( 1 + \frac{1}{n+1} \right) - n - 1 + \frac{1}{2} \log (2\pi) + \frac{1}{12(n+1)} \]
\[ \leq n \log n - n + \frac{1}{2} \log n + \frac{1}{2} \log 2\pi + \frac{7}{12n}. \]
Hence for the Barnes G-function we obtain using [Nem14, Thm. 1.2]
\[ \log G(n+1) \geq \frac{1}{4} n^2 + n \log \Gamma(n+1) - \left( \frac{1}{2} n(n+1) + \frac{1}{12} \right) \log n - \log A - \frac{1}{720n^2} \]
\[ \geq \frac{1}{2} n^2 \log n - \frac{3}{4} n^2 + \frac{1}{2} n \log (2\pi) - \frac{1}{12} \log n - \log A - \frac{1}{4n} - \frac{1}{720n^2}. \]
\[ \log G(n+1) \leq \frac{1}{4} n^2 + n \log \Gamma(n+1) - \left( \frac{1}{2} n(n+1) + \frac{1}{12} \right) \log n - \log A + \frac{1}{720n^2} \]
\[ \leq \frac{1}{2} n^2 \log n - \frac{3}{4} n^2 + \frac{1}{2} n \log (2\pi) - \frac{1}{12} \log n + \frac{7}{12} - \log A + \frac{1}{720n^2}. \]
Here \( A \) is the Glaisher-Kinkelin constant. The found asymptotics of the Barnes G-function is in good correspondence with [Vor87, eq. (A.6)]. Substituting these bounds into (20) we obtain the sought bounds.

\[ \Box \]

We may now prove the main results. Theorem \( \mathbb{A} \) is a consequence of Theorem 2.3 and Lemmata 2.5 and 3.1.

To prove the second part of the theorem, we start from the expression given in Theorem \( \mathbb{A} \) to obtain

\[
\log (\det P_n) = n \log n + n \log 2 - 2 \log F(n) + n^2 \log(T) + \log \left( \prod_{j=0}^{n-1} \frac{j!}{(n+j)!} \right).
\]

Using in this expression the results of Theorems 4.1 and 5.1, and Lemma 6.1, we obtain the bounds

\[
\log (\det P_n) \geq -n^2 \log n + \left[ \frac{7\zeta(3)}{2\pi^2} + \frac{3}{2} + \log \frac{T}{4} \right] n^2 + |\log (2\pi) - 2| n - \frac{1}{12} \log n + \frac{1}{12} \left[ \log (2) - 1 - 12 \log A \right] - \frac{1}{2n} \left( 1 + \frac{1}{12} \right) - \left( \frac{1}{320} + \frac{\pi^2}{72} \right) \frac{1}{n^2} - \frac{\pi^4}{540n^4} + \frac{\pi^4}{1080n^4}.
\]

and

\[
\log (\det P_n) \leq -n^2 \log n + \left[ \frac{7\zeta(3)}{2\pi^2} + \frac{3}{2} + \log \frac{T}{4} \right] n^2 + \left( 2 \log \pi - \frac{43}{24} \right) n + \frac{1}{12} \log n + \frac{1}{12} \left[ \frac{65}{4} - \gamma + 13 \log(2) - 12 \log (\pi A) \right] + \frac{1}{12n} \left( \frac{10}{4} - \frac{\pi^2}{3} \right) + \frac{1}{24n^2} \left( \pi^2 + \frac{3}{40} \right),
\]

from which the desired result follows.
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