Modeling Emissions from Concentrated Sources into Large-Scale Models: Theory and *apriori* Testing

Roberto Paoli 1,2

1 Department of Mechanical and Industrial Engineering, University of Illinois at Chicago, Chicago, IL 60607, USA; robpaoli@uic.edu
2 Computational Science Division and Leadership Computing Facility, Argonne National Laboratory, Lemont, IL 60439, USA

Received: 1 July 2020; Accepted: 11 August 2020; Published: 14 August 2020

Abstract: This paper presents a general procedure to incorporate the effects emissions from localized sources, such as aircraft or ship engines, into chemical transport models (CTM). In this procedure, the species concentrations in each grid box of a CTM are split into plume or small-scale concentrations and background concentrations, respectively, and the corresponding conservation equations are derived. The plume concentrations can be interpreted as subgrid contributions for the CTM grid-box averaged concentrations. The chemical reactions occurring inside the plume are parameterized by introducing suitable “effective” reaction rates rather than modifying the emission indices of the species inside the plume. Various methods for implementation into large-scale models are discussed that differ by the accuracy of the description of plume process. The mathematical consistency of the method is verified on simple idealized setting consisting of a reactive plume in homogeneous turbulence.
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1. Introduction

Three-dimensional chemistry transport models (CTM) and climate chemistry models (CCM) are routinely used to evaluate the impact of anthropogenic emissions on the global atmospheric composition. In these models, the emissions are typically represented as grid-averaged quantities that are instantaneously and uniformly distributed within each grid-box of the computational domain. The spatial distribution of exhausts and their physical and chemical transformations are then neglected at subgrid-scale level, which, in turn, can bias the prediction of perturbations that are induced by concentrated or line-shaped emissions, such as in aircraft [1,2], and ship [3] plumes whose characteristic temporal and spatial scales are several order of magnitude smaller than background air. It is known, for example, that, when aircraft NO$_x$ emissions are instantaneously diluted to the scale of CTM grid-boxes, the resulting ozone production can be overestimated by 20% because of the missing conversion of NO$_x$ into nitrogen reservoir species, like HNO$_3$ and N$_2$O$_5$ [4–7].

In the literature, various methods have been developed to include the effect of line-shaped emissions (mostly aircraft emissions) into global models [8]. The common idea of these methods is to modify the emission rates i.e., the source terms in the species conservation equations- by means of suitable factors that parameterize the small-scale plume transformations. The first methods to be developed were the Effective Emission Indices (EEI) [9] and the Emission Conversion Factors (ECF) [5,10]. In the EEI method, the correction is directly made at emission time by changing the original emission index $E_I$ “as if” an equivalent emission were instantaneously dispersed at large scale. In the ECF method, the emissions are rescaled by the excess of concentrations over background at the end of the plume lifetime. The ECF method has been widely implemented in various CTM to estimate...
the impact of aircraft emissions on regional [6] and global scales [5,7], and different techniques have been proposed afterwards in order to improve the parameterizations of small-scale chemistry and microphysics [11–14]. One shortcoming of both EEI and ECF methods is that mass conservation is not automatically guaranteed in the CTM because the source terms in the large-scale conservation equations are modified using external data, so that additional corrections (that are case-dependent) have to be made to fix this problem. The method of effective reaction rates (ERR) was introduced later by [8,15] to represent the chemical conversion of emissions into global models and specifically to study the impact of NO\textsubscript{x} emissions on the atmospheric ozone. The basic idea of the method is that the chemical transformations in the plume proceed with different rates than in the background atmosphere, because of the high concentrations of exhausts within the plume. It is then possible to define effective reaction rates working on the fraction of the emissions within the plume (undiluted fraction). The plume effects on a subgrid scale are represented via a fuel tracer in order to follow the amount of the emitted species in the plume and an effective reaction rate for the ozone production and nitric acid production and destruction during the plume dilution in the background. The ERR method has been applied to other scenarios, like ship emissions [16] and lightning [17], and provide more realistic results of the effect of dilution at the grid-scale. While the ERR method guarantees a more consistent relation between the diluted and undiluted contributions of transported species, their conservation laws were given directly in the CTM context with no derivation from first principles. The objective of this work is (i) to present a theory for the derivation of conservation equations used in the ERR method and provide possible generalizations and (ii) to verify the consistency of the model a posteriori which means comparing the model results with those obtained in ideal controlled setting where all the chemical species, velocities field and temperature be determined exactly, which, of course, impossible in a CTM model. It is worth pointing out that the method presented here, either ERR, EEI, and ECF methods, are all parameterizations, i.e., they do not attempt to reproduce the evolution of a given exhaust plume, but rather they mimic the large-scale effects of emissions in such a way that a finite (usually small) number of parameters can be easily incorporated into global models. In this respect, they should not be confused with the methods used in air quality, community, such as plume-in-grid models [18,19], which treat the local impact of emissions from point sources, and represent the plume an ensemble of puffs with complex internal structure.

2. General Formulation of Chemical Transport Models

Consider the conservation equations for a mixture of \( N_s \) reacting species,

\[
\frac{\partial C_k}{\partial t} + \nabla \cdot (C_k \mathbf{u}) + \nabla \cdot (D \nabla C_k) = \omega_k + E_k
\]  

(1)

where \( C_k \) is the concentration of species \( k \), \( D \) is the (molecular) diffusion coefficient, \( E_k \) is the emission rate of species \( k \), while \( \omega_k \) is the chemical source term:

\[
\omega_k = \sum_{j=1}^{N_r} \Delta v_k^j K_j \prod_{i=1}^{N_s} v_i^{j+} \to v_i^{j-}
\]  

(2)

where \( N_r \) is the number of reactions \( j \) that contribute to the production/destruction of species \( k \) through reaction rate \( K_j \), \( v_i^{j+} (v_i^{j-}) \) is the stoichiometric coefficient of species \( i \) in the forward (backward) reaction \( j \) and \( \Delta v_k^j = v_k^{j+} - v_k^{j-} \).

In large-scale atmospheric flow simulations, one only knows averaged or filtered variables \( \overline{\psi}(x) \) that can be generally defined by:

\[
\overline{\psi}(x, t) = \int_{Vol} G_k^{j}(x') \overline{\varphi}(x', t) d x'
\]  

(3)
where $Vol$ is the volume of the computational domain and $G^k_b$ is a generic grid-filter operator; for example, using the box filter $G^k_b(x') \equiv \frac{1}{V} \prod_{i=1}^{3} H \left( \frac{\Delta_i}{2} - |x'_i - x_i| \right)$, where $H$ is the piecewise Heaviside function located at the center $x$ of a cell of volume $V = \Delta_i \Delta_k$ [20], gives the usual volume average:

$$\overline{\varphi}(x, t) = \int_{Vol} G^k_b(x') \varphi(x', t) dx' = \frac{1}{V} \int_{V} \varphi(x', t) dx'. \tag{4}$$

Applying the operator defined by Equation (4) to Equation (1) yields (assuming commutativity):

$$\frac{\partial \overline{C}_k}{\partial t} + \nabla \cdot (\overline{C}_k \overline{u}) + \nabla \cdot (D \nabla \overline{C}_k) = - \omega_k + E_k. \tag{5}$$

where all of the average variables are now supported by the CTM grid, while subgrid-scale correlations and source terms need to be modeled. For example, the correlation $\overline{C}_k \overline{u} - \overline{C}_k \overline{u}$ is typically modeled using turbulent diffusion and eddy-viscosity concepts:

$$\nabla \cdot (\overline{C}_k \overline{u} - \overline{C}_k \overline{u}) = \nabla \cdot (D_{turb} \nabla \overline{C}_k). \tag{6}$$

Defining $D_t = D + D_{turb}$ (in practice, $D_t \approx D_{turb}$ since $D \ll D_{turb}$ in atmospheric flows) yields

$$\frac{\partial \overline{C}_k}{\partial t} + \nabla \cdot (\overline{C}_k \overline{u}) + \nabla \cdot (D_t \nabla \overline{C}_k) = \omega_k + E_k. \tag{7}$$

Standard inventories of aircraft or ship emissions generally provide for each species $k$ the (time-averaged) sources along prescribed air or sea corridors in the form

$$E_k(x') \equiv E_k S_F(x') \tag{8}$$

where $E_k$ is the species emission index at nozzle exit and $S_F [Kg(fuel)/s]$ is the mass of fuel burnt per unit volume and time. In chemical transport models, these "scattered" sources are reconstructed as grid-averaged sources $\overline{E}_k$ in Equation (19):

$$\overline{E}_k(x) = \frac{1}{V} \int_{V} E_k(x') dx' = E_k \overline{S}_F(x). \tag{9}$$

In the following, a more general closure for these correlations in the presence of concentrated emissions is discussed together with the treatment of the correlations that arise in the source terms $\omega_k$ of the right-hand side of Equation (7).

3. Parameterization of Subgrid-Scale Processes into Large-Scale Models: General Formulation

Emissions from a local source inside the computational cell of a large-scale CTM may be represented by a plume of volume $V_p$ separated from background by a (time-evolving) interface defined by the surface $S_p(t) = 0$ (see Figure 1). The contributions from plume ($C^k_p$) and background ($C^k_b$) to the grid-average concentration $\overline{C}_k$ may be identified through the formal definitions:

$$C^k_p(x', t) \equiv \begin{cases} C_k(x', t) & \text{if } S_p(x', t) \leq 0 \\ 0 & \text{if } S_p(x', t) > 0 \end{cases} \tag{10}$$

$$C^k_b(x', t) \equiv \begin{cases} 0 & \text{if } S_p(x', t) < 0 \\ C_k(x', t) & \text{if } S_p(x', t) > 0 \end{cases}$$
with grid-averaged values $\overline{C^p_k}$ and $\overline{C^a_k}$ given by

$$\overline{C^p_k}(x, t) = \frac{1}{V} \int_V C^p_k(x', t) \, dx'$$

(11)

$$\overline{C^a_k}(x, t) = \frac{1}{V} \int_V C^a_k(x', t) \, dx'.$$

(12)

\[ \cdot \]

Figure 1. Sketch of a cut of a plume of volume $V_p$ inside a CTM cell of volume $V$ centered at $x$. $\overline{C^p_k}$ and $\overline{C^a_k}$ are the concentrations of a species $k$ according to Equation (10).

Skipping for notational ease the explicit time and space dependence, and using Equations (10)–(12), it can be readily verified that

$$C_k \equiv C^p_k + C^a_k \Rightarrow \overline{C_k} = \overline{C^p_k} + \overline{C^a_k}, \quad \forall k$$

(13)

$$C^{p'}_k C^{a''}_k \equiv 0 \Rightarrow \overline{C^{p'}_k C^{a''}_k} = 0, \quad \forall k', k''.$$  

(14)

The grid-averaged background and plume chemical sources, $\overline{\omega^a_k}$ and $\overline{\omega^p_k}$, can be defined in a straightforward way by substituting $C_k$ with $\overline{\omega_k}$ in Equations (10)–(14). The conservation equations for $\overline{C^p_k}$ and $\overline{C^a_k}$ are classically written

$$\frac{\partial \overline{C^p_k}}{\partial t} + \nabla \cdot (\overline{C^p_k} \mathbf{u}) + \nabla \cdot (\overline{C^p_k} \mathbf{u} - \overline{C^p_k} \mathbf{u}) = \overline{\omega^p_k} + E^p_k$$

(15)

$$\frac{\partial \overline{C^a_k}}{\partial t} + \nabla \cdot (\overline{C^a_k} \mathbf{u}) + \nabla \cdot (\overline{C^a_k} \mathbf{u} - \overline{C^a_k} \mathbf{u}) = \overline{\omega^a_k}$$

(16)

where $E^p_k = 0$, since there is no emission outside the plume.

3.1. Treatment of Mixing

The subgrid-scale correlations $\overline{C^p_k} \mathbf{u}$ and $\overline{C^a_k} \mathbf{u}$ still need to be modeled, however the closure defined by Equation (6) does not account for the small-scale mixing between plume and background as it assumes the fluids homogeneously mixed at subgrid-scale level. To describe this important process, a simple “interaction by exchange-with-the-mean” mixing model [21,22] is added. The model relies on the difference between the concentrations inside and outside the plume and it is proportional
to a dilution timescale \( \tau \) (to be defined as well), and in general depending on position and time, \( \tau \equiv \tau(x,t) \):

\[
\nabla \cdot (C^p_k \mathbf{u} - C^p_k \mathbf{u}) = \nabla \cdot (D_k \nabla C^p_k) + \frac{C^p_k - C^p_k}{\tau} \tag{17}
\]

\[
\nabla \cdot (C^a_k \mathbf{u} - C^a_k \mathbf{u}) = \nabla \cdot (D_k \nabla C^a_k) + \frac{C^a_k - C^a_k}{\tau}. \tag{18}
\]

Substituting the latter into Equations (15) and (16) finally yields:

\[
\frac{DC^p_k}{Dt} = -\frac{C^p_k - C^a_k}{\tau} + \omega^p_k + E_k \tag{19}
\]

\[
\frac{DC^a_k}{Dt} = -\frac{C^a_k - C^p_k}{\tau} + \omega^a_k \tag{20}
\]

where we introduced the large-scale total derivative:

\[
\frac{D\phi}{Dt} \equiv \frac{\partial \phi}{\partial t} + \nabla \cdot (\phi \mathbf{u} + D_k \nabla \phi) \tag{21}
\]

for any variable \( \phi \). Observe that the model is consistent, i.e., summing Equations (19) and (20) and using Equations (10)–(14) exactly yields to Equation (7), rewritten here for convenience:

\[
\frac{DC_k}{Dt} = E_k + \omega_k \tag{22}
\]

3.2. Treatment of Chemistry

In the atmosphere, chemical reactions are usually at most second-order, so that \( \nu_{ij} \leq 1 \) and Equation (2) can be rewritten as (skipping the symbol \( \rightarrow \)):

\[
\omega_k = \sum_{j=1}^{N_r} \Delta \nu_{kj} K_j C^i_{kj} C^p_{kj} \tag{23}
\]

where \( k' \) and \( k'' \) identify the two species that contribute to the production/destruction of species \( k \) in reaction \( j \). Because of the slight and smooth variation of \( K_j \) with temperature inside CTM boxes (except for very young plumes), all correlations involving the reaction rates can be neglected, so that

\[
K_{j\phi} \simeq K_j \phi \tag{24}
\]

for any variable \( \phi \). Using Equations (4), (10)–(14), (23), and (24) gives for the grid-averaged plume and background chemical sources:

\[
\overline{\omega^p_k} = \sum_{j=1}^{N_r} \Delta \nu_{kj} K_j C^{i'p}_{kj} C^{p'}_{kj} \tag{25}
\]

\[
\overline{\omega^a_k} = \sum_{j=1}^{N_r} \Delta \nu_{kj} K_j C^{i'a}_{kj} C^{a'}_{kj} \tag{26}
\]

Equations (25) and (26) show that only second-order chemical reactions (\( \nu_{ij} = \nu_{ij} = 1 \)) contain the non-linear correlations affecting the grid-average reaction rates (in a first-order reaction \( \nu_{ij} = 0 \) or \( \nu_{ij} = 0 \), so that all average terms are resolved by the CTM grid). Thus, in the following, the analysis is
restricted to these reactions and for notational ease the coefficients $\nu_{k'}$ and $\nu_{k''}$ are skipped. Furthermore, for concentrations diluted at background level, the following approximation can be made:

$$
\overline{C}_k \approx \frac{V - V_p}{V} C'_k
$$

yielding

$$
\overline{\omega}_k = \sum_{j=1}^{N_r} \Delta v_{k_j} K_j C'_{k'_j} \overline{C}_{k''_j}
$$

which is equivalent to neglect the non-linearity in the chemical source terms. This argument cannot be applied to plume concentrations where, in general, $C'_k \neq \overline{C}_k$. However, one can formally define a “subgrid-plume” (sgp) reaction rate as

$$
K_{j}^{\text{sgp}} \equiv K_j \frac{C'_{k'_j} C'_{k''_j}}{C'_{k'_j} C'_{k''_j}}
$$

which is still unknown (in CTM only $\overline{C}_k$ are known, rather than the local concentrations $C'_k$). The grid-averaged plume chemical source are then given by

$$
\overline{\omega}_k = \sum_{j=1}^{N_r} \Delta v_{k_j} K_{j}^{\text{sgp}} C'_{k'_j} C'_{k''_j}.
$$

To summarize, the transport equations that are solved by the global model are Equations (19) and (20) with $E_k$, $\overline{\omega}_k$ and $\overline{\omega}_k$ given by Equations (9), (28) and (30), respectively. The modeling of the unknown parameters $K_{j}^{\text{sgp}}$ and $\tau$ will be discussed in the following sections. For completeness, the total grid-averaged chemical source for species $k$ can be recast as

$$
\overline{\omega}_k = \sum_{j=1}^{N_r} \Delta v_{k_j} \left( K_j C'_{k'_j} C'_{k''_j} + K_{j}^{\text{sgp}} C'_{k'_j} C'_{k''_j} \right).
$$

3.3. Modeling Subgrid Reaction Rates

The idea is to exploit the results of (separated) small-scale plume simulations covering the lifetime of the plume (roughly up to $t \sim \tau$). Here, “small-scale” means that the evolution of species concentrations inside the plume is resolved using either three-dimensional models or simple box models, depending on the accuracy in the description of plume dynamics. For example, Equations (29) or (42) is more pertinent for zero-dimensional or box models where the plume evolution is explicitly solved, while Equation (51) is more pertinent for three-dimensional simulations, such as direct numerical simulations (DNS), high-resolution large-eddy simulations (LES), or mesoscale simulations, which gives access to the overall subgrid-scale correlations.

Let us denote by $c'_k(x', t)$ and $c''_k(x', t)$ the background and plume species concentrations obtained from the small-scale model. (note $C'_k(x', t)$ are unknown in a global model). Let us also denote, by $c'_k(t)$, the integral of concentration over the volume that corresponds to the grid-cell of a CTM centered at $x$: the volume average in the small-scale model has then the same meaning, as in Equation (4). The same definition applies for the small scale grid-averaged $\overline{c}_k(t)$ and sgs concentrations $c'_k(t)$, respectively. The subgrid-plume $K_{j}^{\text{sgp}}$ and the subgrid-scale $K_{j}^{\text{sgp}}$ reaction rates in Equations (29) and (51) are obtained from a data-set of small-scale simulations in two steps, as explained next.
3.3.1. Generation of the Data-Set

The first (and optimal) method would be to parameterize the entire evolution of the plume:

\[ \bar{K}_{ij}^{sgp} = K_j \frac{c_{j'}^{c_p} c_{j'}^{c_p'}}{c_{j'}^{c_p} c_{j'}^{c_p'}}. \] (32)

This method implies that a huge amount of data have to be parameterized as a function of time for \( 0 < t < \tau \), which can be very expensive to implement in CTM because of the large variety of aircraft plumes (in terms of age, aircraft characteristics, etc.) encountered along the flight corridors.

The second method conserves the overall production of species for each reaction. The subgrid reaction rates are then estimated as time averages:

\[ \bar{K}_{ij}^{sgp} = K_j \frac{1}{\tau} \int_0^\tau \frac{c_{j'}^{c_p} c_{j'}^{c_p'}}{c_{j'}^{c_p} c_{j'}^{c_p'}} \, dt \] (33)

where the plume lifetime or dilution time \( \tau \) can be either prescribed as a function of available atmospheric data or evaluated during the simulation itself, by setting a minimum excess of plume concentration with respect to background. For example, measurements in the North-Atlantic Flight Corridor indicate that the ratio between plume and background concentrations of inert emitted species is approximately 1% [23].

This procedure can be repeated -prior to any CTM simulation- for all small-scale simulations \( s_1, s_2, ..., s_n \), differing for the background conditions, that generate an ensemble of \( \tau \) and \( K_{ij}^{sgp} \) and \( K_{ij}^{sgs} \) (see the sketch in Figure 2a). In practice, this is equivalent to identify the computational domain of the small-scale simulations with different CTM grid-cells that are located in various regions of the globe.

3.3.2. Reconstruction of Plume Parameters

Since the plume dilution time and reaction rates are, in general, local parameters, the data-set obtained in the previous small-scale simulations has to be redistributed at each grid-cell of the CTM.

![Figure 2. Sketch of the method used to compute the grid-average plume reaction rates \( K_{ij}^{sgp} \): (a) an ensemble of small-scale plume simulations \( s_1, s_2, ..., s_n \) is run by changing the local background conditions that are representative of the CTM grid-cells. The resulting small-scale concentrations \( c_{j'}^{c_p} \) are used to get \( \tau \) and \( K_{ij}^{sgp} \) while using Equations (29) or (42) for each \( s_j \); (b) the plume reaction rates \( K_{ij}^{sgp} \) are then reconstructed at each grid-point \( x_i \) of the CTM by interpolating/best-fitting the pre-computed rates by means of Equations (34) and (35). The procedure is exactly the same for the subgrid-scale reaction rates \( K_{ij}^{sgs} \) and \( K_{ij}^{eff} \).](image)
This reconstruction can be done using any interpolator $F$ or best-fitting technique (e.g., the least-square method):

$$\tau(s_i) \Rightarrow \tau(x) = F\{\tau(s_i)\}, \quad (34)$$

$$K_{j}^{SGP}(s_i) \Rightarrow K_{j}^{SGP}(x) = F\{K_{j}^{SGP}(s_i)\}, \quad (35)$$

where brackets indicate the ensemble of small-scale simulations. The parameters $\tau$ and $K_{j}^{SGP}$ or $K_{j}^{SGS}$ can be integrated in the subgrid scale models presented in Sections 4 and 5, and the effective reaction rates can be obtained by any of Equations (30), (52) or (41).

4. Parameterization of Subgrid-Scale Processes into Large-Scale Models: Single-Scalar Formulation

The models that are described in the previous section require doubling the number of transport equations for each chemical species and parameterizing the subgrid correlations of each chemical reaction, which can be prohibitive or at least very expensive in CTM simulations. A simpler model is presented here, which is based on the concepts and the definitions introduced in the previous section. The key point is to distinguish the emitted species (e.g., NO$_x$), $k_e = 1, \ldots, N_e$ from the non-emitted species (e.g., O$_3$), $k_{ne} = 1, \ldots, N_{ne}$ (with $N_s \equiv N_e + N_{ne}$). The effects of subgrid-plume reactions are then treated in two steps: first, the concentrations of emitted species $k_e$ are diluted to background level, and then they react with the atmospheric (non-emitted) species $k_{ne}$. The overall procedure is detailed next.

4.1. Treatment of Mixing

The dynamics and mixing of atmospheric flows are generally not affected by chemistry, so that one single non-reactive scalar $Z$ can be used to represent the transport of all chemical species in the plume:

$$\frac{\partial Z}{\partial t} + \nabla \cdot (Zu) + \nabla \cdot (D\nabla Z) = S_F \quad (36)$$

where $S_F$ is the usual fuel consumption (see Section 3.1). Applying the filter operator presented in Equation (4) to Equation (36) provides the transport equation for the grid-averaged scalar:

$$\frac{\partial \overline{Z}}{\partial t} + \nabla \cdot (\overline{Zu}) + \nabla \cdot (D_{turb}\nabla Z) + \nabla \cdot (\overline{Zu} - \overline{Zu}) = \overline{S_F}. \quad (37)$$

Using the closure defined by Equation (17) with $Z'' \equiv Z$ and $Z^a \equiv 0$ (the scalar is constructed to be zero outside the plume) yields $\nabla \cdot (\overline{Zu} - \overline{Zu}) = \nabla \cdot (D_{turb}\nabla Z) + \frac{Z - 0}{\tau}$. Inserting the latter into Equation (37) and using Equation (21) finally yields

$$\frac{D\overline{Z}}{Dt} = \overline{S_F} - \frac{Z}{\tau}. \quad (38)$$

Physically, $Z$ can be thought as a the concentration of a reservoir species that is continuously filled up through direct fuel injection ($S_F$) and continuously emptied through plume dilution ($-Z/\tau$). Its transport equation only describes the mixing process of the plume without reaction. Instead of explicitly solving transport equations for the species in the plume, Equation (19), the plume concentration of the emitted species $C_{p_{k_e}}$ is reconstructed by relating it to $Z$ through the emission index $E_{Ik_{k_e}}$, which is equivalent to dilute it to the scale of the grid-box:

$$C_{p_{k_e}}(x,t) = E_{Ik_{k_e}} \times Z(x,t). \quad (39)$$

Note that Equation (39) neglects the reactions between emitted species inside the plume, which is a reasonable approximation in aircraft plume chemistry, like NO$_x$/ozone chemistry. The background
chemical sources $\omega^p_{k_e}$ are given by Equation (28), so that the background concentrations $C_a^{k_e}$ evolve according to

$$\frac{DC_a^{k_e}}{Dt} = \frac{EI_{k_e} Z}{\tau} + \omega^a_{k_e},$$

(40)

which formally replace the two sets of Equations (19) and (20) for emitted species $k_e$.

### 4.2. Treatment of Chemistry

The grid-averaged background chemical sources of non-emitted species $\omega^a_{k_ne}$ are simply given by Equation (28). To obtain the grid-averaged plume sources $\omega^p_{k_ne}$, it is useful to distinguish three groups of reactions: those only involving emitted species, $k'_e \leftrightarrow k''_e$; those only involving non-emitted species, $k'_ne \leftrightarrow k''_ne$; and those involving both emitted and non-emitted species, $k'_e \leftrightarrow k''_ne$. The first group of reactions are neglected, as already mentioned in Section 4.1, see Equation (39). The second group is also neglected, because the model assumes that concentrations of non-emitted species are diluted at the background level, $C_{p_k_ne} \simeq C_{a_k_ne}$, and the associated reactions are included in the the background sources $\omega^a_{k_ne}$. Finally, the reactions of the last group are modeled in a slightly different way than in Section 3 by suitably modifying the reaction rates. Denoting, by $N_{e_k_ne}$, the number of $k'_e \leftrightarrow k''_ne$ reactions, and using Equation (39), Equation (25) can be recast as

$$\omega^p_{k_ne} = \sum_{j=1}^{N_{e_k_ne}} \Delta \nu_{k_ne} K_j^{eff} C_{k'_e}^{p} C_{k''_ne}^{p} = \sum_{j=1}^{N_{e_k_ne}} \Delta \nu_{k_ne} K_j^{eff} C_{k'_e}^{p} C_{k''_ne}^{p} (41)$$

where $C_{k'_e}^{p}$ is given by Equation (39), while the “effective” reaction rates $K_j^{eff}$ have been introduced as

$$K_j^{eff} \equiv K_j \frac{C_{k'_e}^{p} C_{k''_ne}^{p}}{C_{k'_e}^{p} C_{k''_ne}^{p}}.$$

(42)

With all of the assumptions made above, the transport Equations (19)–(20) for the non-emitted species can be finally replaced by a single set of equations:

$$\frac{DC_a^{k_ne}}{Dt} = \omega^a_{k_ne} + \sum_{j=1}^{N_{e_k_ne}} \Delta \nu_{k_ne} K_j^{eff} EI_{k'_e} Z C_{k''_ne}^{a}.$$

(43)

This method has been successfully tested by [15] in a CTM in the case of aircraft NOx emission ($N_s = 5$ species and $N_r = 5$ reactions), with the assumption of a constant dilution time $\tau = 15$ h.

### Consistency Check

Consider a plume trajectory and assume constant $S_F$ and $\tau$ to ease the analysis. Hence, Equation (38) has the approximate solution

$$Z(t) = (Z_0 - \tau S_F) e^{-1/\tau} + S_F \tau$$

(44)

where subscript 0 denotes initial conditions. In the limit of very short dilution time, $\tau \to 0$, the plume is instantaneously diluted (ID) to background, so that Equation (44) reduces to

$$Z \simeq Z_{ID} = \tau S_F.$$

(45)
For emitted species, the right-hand side of Equation (40) becomes
\[ EI_k S_F + \omega^a_{ke} \equiv E_k + \omega^a_{ke} \] (46)
which is formally the same as the right-hand side of Equation (7) written for \( k = k_e \). Equations (39) and (45) also yield
\[ C_{k_e} = \tau_S E_{k_e} \rightarrow 0, \] so that the right-hand side of Equation (43) simply becomes:
\[ \omega^a_{ke} \equiv \omega_{ke}. \] (47)

Thus, for very short dilution times, the instantaneous dispersion model [9] is recovered.

5. Application and Verification of the Method

In this section, a first numerical validation of the model described in Section 3 is presented. The idea is to run a fully resolved simulation over a small domain that “mimics” a single computational cell of a larger model. Considering a box of homogeneous and isotropic turbulence (HIT) and periodic boundary conditions automatically sets the large scale average transport to zero, so that
\[ \frac{DC_k}{Dt} = \frac{\partial C_k}{\partial t} \equiv \frac{dC_k}{dt}. \] Thus, the species concentrations can be measured and all volume-integral (averaged) quantities can be computed exactly and compared to the model predictions. In the turbulence modeling community, this approach is often referred to as a priori testing.

The numerical code that is employed in this study to generate turbulent fluctuations is a high-resolution multi-species Navier-Stokes solver, which has been extensively used for direct numerical simulations (DNS) as well as large-eddy simulations of aircraft emissions and contrails [24–26]. To ensure most generality, a box of synthetic HIT is generated using a stochastic forcing technique [27] that consists in adding a body-force to the momentum equations in such a way that only the large scales (small wave-numbers) of the flow are excited. Details of the method, including the application to atmospheric clouds, can be found in Paoli and Shariff [28].

The code is written in non-dimensional form, the reference values being \( L_{ref} \) for length, \( a_{ref} \) for velocity, \( t_{ref} = L_{ref} / a_{ref} \) for time, \( \nu_{ref} \) for kinematic viscosity. A single (non-dimensional) simulation generates a set of dimensional data fields with different reference values sharing the same Reynolds number,
\[ Re = a_{ref} L_{ref} / \nu_{ref} = 2000, \] Prandtl number,
\[ Pr = \mu_{ref} C_{p_{ref}} / \lambda = 0.75, \] and species Schmidt number
\[ Sc_k = \mu_{ref} / \rho_{ref} D_k = 0.75. \] This is useful for exploring the sensitivity of chemistry turbulence simply rescaling the reaction rates by the desired \( t_{ref} \), without changing the (non-dimensional) turbulent flow and the chemical reaction scheme. The low Reynolds number is due to the resolution requirements imposed by the DNS: the smallest resolved scales are of the order of the Kolmogorov dissipative length-scale. This is not a major issue here, since the objective is to numerically validate the model of effective reaction rates in the presence of generic turbulent fluctuations, and not to analyze the particular causes that drive these fluctuations. The computational domain is \( L^+_{box} = 2 \pi \), the box is \( 64^3 \) (superscript + indicates non-dimensional variables). The flow is initially at rest, and only the body-force provides the energy to sustain turbulence. Once statistically stationary conditions are obtained (i.e., turbulent fluctuations do not grow but oscillate round steady values) the (mechanical) turnover time, defined as the ratio between the turbulent kinetic energy and the dissipation rate, is \( \tau_e^+ \simeq 50 \) (See Paoli and Shariff [28] for detailed documentation of this DNS). Physically, this timescale is a measure of the time that is needed by viscosity to dissipate turbulent kinetic energy. In isotropic turbulence, this is also a measure of the dissipation of scalar energy by the scalar dissipation rate [20], and is then the pertinent parameter to evaluate the influence of turbulent diffusion on chemical reactions.

In particular, one can define a Damköhler number [29,30] as the ratio
\[ Da = \frac{\tau_e}{\tau_{ch}} \] (48)
where \( \tau_{ch} \) is a characteristic timescale of the reaction and it is defined next.

The turbulence timescale \( \tau_e \) is, in general, different from the dilution timescale \( \tau \) introduced above, which is a measure of the plume lifetime. As explained in Section 3, a passive scalar equation is added to those for chemical species, and \( \tau \) is defined as the time when the peak concentration of the scalar inside the plume has reduced to 1% of its initial value [23,31]. In dimensionless units and for all cases that are considered here, this time is \( \tau^+ \simeq 175 = 3.5 \tau_e^+ \).

The chemical species are initialized with Gaussian distributions for the mixing ratios \( X_k \) centered on the \( z \)-axis (see Figure 3):

\[
X_k(0,r) = X_k^a + (X_k^p - X_k^a) \exp\left(-r^2/\sigma^2\right)
\]

(49)

where \( X_k^a \) and \( X_k^p \) are the background and centerline values, respectively; \( r \) is the radial distance from the centerline, and \( \sigma^2 \) is the variance of the distribution, which is chosen as \( L_{\text{box}}/\sigma = 30 \). The concentrations are then simply given by \( c_k = X_k \times c_{\text{air}} \), where \( c_{\text{air}} \) is the (constant) density of air.

![Figure 3. Arbitrary iso-surfaces of the initial species concentration (blue) in the statistically stationary turbulence (light gray). The contour lines represent the scaled concentration \((X_k - X_k^a)/(X_k^p - X_k^a)\) in Equation (49).](image)

An alternative derivation of the grid-averaged reaction rates is now presented, based on the subgrid correlation of concentration fluctuations rather than the explicit identification of plume and background concentrations. The idea is similar to the approach that was proposed by [29,32], and [30] among others for the simulations of turbulent reactive boundary layers. The total concentration is decomposed into grid-averaged and fluctuating terms, as:

\[
C_k = \overline{C}_k + C_k' , \quad \overline{C}_k' \equiv 0.
\]

(50)

A subgrid-scale (sgs) reaction rate may be defined as in Equation (23):

\[
K_{j}^{\text{sgs}} \equiv K_j \frac{\overline{C}_{k'} C_{k''}}{\overline{C}_{k'} C_{k''}}
\]

(51)
Substituting Equation (51) into Equation (23), and under the same hypotheses used above, leads to

$$\omega_k = \sum_{j=1}^{N_k} \Delta v_{ij} \left( K_j + K_{ij}^{sgs} \right) C_{kj}^r C_{ij}^{r'}.$$  \hspace{1cm} (52)

Note that, except for the coefficient $K_j$, the definition that is given in Equation (51) is equivalent to the index of segregation introduced by [30]. It is instructive to see how the sgs fluctuations are related to plume concentrations. From Equations (10)–(14) and after some algebra one gets

$$C_{kj}^{r'} / C_{ij}^{r'} = C_{kj}^{p} / C_{ij}^{p} + C_{kj}^{p} C_{kj}^{p} / C_{kj}^{r} - C_{kj}^{r'} / C_{kj}^{r} C_{ij}^{r'} \sim C_{kj}^{p} / C_{kj}^{r} C_{ij}^{r'}.$$  \hspace{1cm} (53)

Two sets of simulations were carried out. The first consists of an ideal three-species system and it is used for a parametric study. The second is a more realistic NO$_x$-ozone chemistry scheme.

5.1. Ideal Chemistry

Consider three chemical species $A$, $B$ and $C$ in the box of HIT described above and reacting each other via the generic reaction

$$A + B \overset{K_0}{\rightarrow} C.$$  \hspace{1cm} (54)

Initial conditions are specified in Table 1. Assume $c_{air} = 1$ and $t_{ref} \equiv L_{ref}/a_{ref} = 1$ for simplicity. According to the definitions that are given in the previous section, $c_k$ denotes the concentrations obtained from the DNS, while $C_k$ is for those predicted by the model. The corresponding evolution equations are

$$\frac{dc_A}{dt} = - \left( K_0 + K_0^{eff} \right) \overline{c_A} \overline{c_B},$$  \hspace{1cm} (55)

$$\frac{dc_B}{dt} = - \left( K_0 + K_0^{eff} \right) \overline{c_A} \overline{c_B},$$  \hspace{1cm} (56)

$$\frac{dc_C}{dt} = + \left( K_0 + K_0^{eff} \right) \overline{c_A} \overline{c_B},$$  \hspace{1cm} (57)

for the DNS volume-averaged concentrations and

$$\frac{dC_A}{dt} = - \left( K_0 + K_0^{eff} \right) \overline{c_A} \overline{c_B},$$  \hspace{1cm} (58)

$$\frac{dC_B}{dt} = - \left( K_0 + K_0^{eff} \right) \overline{c_A} \overline{c_B},$$  \hspace{1cm} (59)

$$\frac{dC_C}{dt} = + \left( K_0 + K_0^{eff} \right) \overline{c_A} \overline{c_B},$$  \hspace{1cm} (60)

for the model concentrations. In Equations (55)–(60), $K_0^{sgs}$ is computed via either Equations (32) or (33). Note that, if Equation (32) is used, Equations (55)–(57) are exact balance equations, since they only involve instantaneous DNS data.

| Table 1. Parameters of the initial distribution of species mixing ratios of Equation (49) and initial Damköhler number for various runs while using the ideal chemistry (54). |
|---|
| Run | $X_A^p$ | $X_B^p$ | $X_C^p$ | $X_A^g$ | $X_B^g$ | $X_C^g$ | $Da_0$ |
| 11 | 0 | 0.5 | 0 | 0 | 0 | 0 | 0.1 |
| 12 | 0 | 0.5 | 0 | 0 | 0 | 0 | 1 |
| 13 | 0 | 0.5 | 0 | 0 | 0 | 10 |
The characteristic chemical timescale and the Damkohler number are estimated from the (initial) plume concentration of species by

$$\tau_{ch0} = \min\left( \frac{c_p^A c_p^B}{K_0 c_A^p c_B^p} \right) = \frac{1}{K_0 c_A^p} = \frac{2}{K_0} \tag{61}$$

$$D_{a0} = \frac{\tau_e}{\tau_{ch0}} = K_0 c_A^p t_{ref} \tau_e^+ \simeq 25 K_0 \tag{62}$$

In practice, the reaction rate $K_0$ is calibrated to get the desired value of Damkohler number: three simulations when $D_{a0}$ differ for one order of magnitude are performed (Table 1). Figure 4 reports the evolution of concentrations for the last two runs, I2 and I3 (respectively, with $D_{a0} = 1$ and 10) by comparing the “exact” evolution measured from DNS; the evolution obtained with the unmodified reaction rates, $K_{sgs}^0 \equiv 0$; and finally, the evolutions obtained using Equations (32) and (33) for the sgs reaction rate $K_{sgs}^0$. In all cases, species $A$ and $B$ decrease while $C$ increases according to (54). The curve corresponding to the accurate reconstruction of $K_{sgs}^0$, Equation (32), is undistinguishable from the exact solution, which proves that the model is consistent. The figure clearly shows that both the accurate and time-average reconstruction of $K_{sgs}^0$ correctly supply the subgrid-scale contribution to the overall chemical reactions: indeed, neglecting such contribution leads to overestimate the production of species $C$, at least for high $D_{a0}$ (see Figure 4). This is also accordance with Stockwell [29] who pointed out that turbulent mixing boosts the sgs fluctuations $c_A' c_B'$ and this increases with the Damkohler number.

5.2. NO$_x$ Chemistry

This second test is closer to real cases, considering NO$_x$-ozone chemistry in the atmosphere at the tropopause level. Five species, NO, NO$_2$, O, O$_2$, O$_3$, and five reactions are used:

$$\text{NO}_2 \xrightarrow{K_1} \text{NO} + \text{O} \tag{63}$$

$$\text{NO} + \text{O}_3 \xrightarrow{K_2} \text{NO}_2 + \text{O}_2 \tag{64}$$

$$\text{O} + \text{O}_2 \xrightarrow{K_3} \text{O}_3 \tag{65}$$

$$\text{O} + \text{NO}_2 \xrightarrow{K_4} \text{NO} + \text{O}_2 \tag{66}$$

$$\text{O} + \text{O}_3 \xrightarrow{K_5} 2\text{O}_2 \tag{67}$$

with the corresponding reaction rates given by [333]:

$$K_1 = 8.7 \times 10^{-3}, \tag{68}$$

$$K_2 = 2 \times 10^{-12} \exp\left(-1400/T_{\text{air}}\right), \tag{69}$$

$$K_3 = c_{\text{air}} \times 6 \times 10^{-34} \exp\left(-1400/T_{\text{air}}\right), \tag{70}$$

$$K_4 = 6.5 \times 10^{-12} \exp\left(120/T_{\text{air}}\right), \tag{71}$$

$$K_5 = 8 \times 10^{-2} \exp\left(-2050/T_{\text{air}}\right). \tag{72}$$
Temperature and concentration of air, $T_{\text{air}} = 220$ K, $c_{\text{air}} = 7.8 \times 10^{18}$ cm$^{-3}$, and the background mixing ratios $X_k^{b}$ are taken as typical values that are encountered at flight level of 11 Km, while the plume mixing ratios $X_k^{p}$ are taken from Garnier et al. [34] and are representative of emissions in the near-field of an aircraft wake. To evaluate the impact of turbulence fluctuations, three runs were carried out (labeled in Table 2 with N1, N2, and N3) that differ by the value of the reference time $t_{\text{ref}}$ (used to non-dimensionalize the chemical reaction rates) and by the Damköhler number calculated as in Equation (78). Note that changing $t_{\text{ref}}$ is equivalent to rescaling the dimensions of the computational domain for fixed velocity fluctuations. Following the same conventions, the evolution equations of NO and ozone volume-averaged DNS concentrations $c_k^T$ are

\begin{align}
\frac{dc_{\text{NO}}}{dt} &= K_1 c_{\text{NO}} - \left(K_2 + K_2^{\text{sgs}}\right) c_{\text{NO}} c_{\text{O}_2} - \left(K_4 + K_4^{\text{sgs}}\right) \overline{c_{\text{O}_2}} \overline{c_{\text{NO}_2}} \\
\frac{dc_{\text{O}_3}}{dt} &= -\left(K_2 + K_2^{\text{sgs}}\right) c_{\text{NO}} c_{\text{O}_3} - \left(K_3 + K_3^{\text{sgs}}\right) \overline{c_{\text{O}_2}} \overline{c_{\text{O}_3}} - \left(K_5 + K_5^{\text{sgs}}\right) \overline{c_{\text{O}_2}} \overline{c_{\text{O}_3}}
\end{align}

(73) (74)
while for the model concentrations $\overline{C}_x$ they are:

$$\frac{d\overline{C}_{NO}}{dt} = K_1 \overline{C}_{NO} - \left( K_2 + k_2^{sgs} \right) \overline{C}_{NO} \overline{C}_{O_3} - \left( K_4 + k_4^{sgs} \right) \overline{C}_{O} \overline{C}_{NO_2}$$

(75)

$$\frac{d\overline{C}_{O}}{dt} = - \left( K_2 + k_2^{sgs} \right) \overline{C}_{NO} \overline{C}_{O_3} - \left( K_3 + k_3^{sgs} \right) \overline{C}_{O} \overline{C}_{O_2} - \left( K_5 + k_5^{sgs} \right) \overline{C}_{O} \overline{C}_{O_3}$$

(76)

### Table 2. Parameters of the initial distribution of species mixing ratios of Equation (49) and initial Damköhler number for various runs and the simplified NO$_x$ chemistry (63)-(67).

| Run  | $X^e_{NO}$ | $X^p_{NO}$ | $X^e_{NO_2}$ | $X^p_{NO_2}$ | $X^e_{O}$ | $X^p_{O}$ | $X^e_{O_3}$ | $X^p_{O_3}$ | $X^p_{O_3}$ | Da$_2$ |
|------|------------|------------|---------------|---------------|------------|------------|---------------|---------------|---------------|-------|
| N1   | $6 \times 10^{-12}$ | $10^{-5}$ | $2 \times 10^{-12}$ | $10^{-6}$ | 0 | 0 | 0.2 | 0.2 | $2 \times 10^{-7}$ | $2 \times 10^{-7}$ | 4.2 |
| N2   | $6 \times 10^{-12}$ | $10^{-5}$ | $2 \times 10^{-12}$ | $10^{-6}$ | 0 | 0 | 0.2 | 0.2 | $2 \times 10^{-7}$ | $2 \times 10^{-7}$ | 8.4 |
| N3   | $6 \times 10^{-12}$ | $10^{-5}$ | $2 \times 10^{-12}$ | $10^{-6}$ | 0 | 0 | 0.2 | 0.2 | $2 \times 10^{-7}$ | $2 \times 10^{-7}$ | 13.5 |

The relevant reaction for the environmental impact is (64), i.e., the destruction of ozone by NO. The timescale associated to this reaction is

$$\tau_{ch_2} = \min \left( \frac{t_{NO}^p}{t_{O_3}^p} \right) = \frac{1}{k_2} \frac{c_{NO}^p}{c_{O_3}^p} \approx 3.7 \text{ s.}$$

(77)

$$\text{Da}_2 = \frac{\tau_e}{\tau_{ch_2}} = k_2 \frac{c_{NO}^p}{t_{ref}} \tau_e^+ \approx 13.5 t_{ref}.$$  

(78)

Figure 5 shows the evolution of NO$_3$ and O$_3$ for cases N1 and N2, when comparing the same set of curves as in the case of ideal chemistry. The effect of subgrid-scale chemistry increases with Da$_2$. Furthermore, when the accurate reconstruction, Equation (32), is used for the sgs reaction $K_2^{sgs}$, the exact DNS evolution of the concentrations is recovered. When the time-average reconstruction, Equation (33), is used as sgs model, the estimation of the concentrations is still improved compared to the standard “no-model” case, up to approximately the plume lifetime, $t = \tau \approx 3.5 t_e$. After this time, the reaction rate has to be reset to the background value, $k_j^{sgs} = k_j$, because the model assumes that all species are dilute at background level. The difference between the model results and the DNS data is due to the approximation in the reconstruction of $K_j^{sgs}$; in fact, in this case, the model provides the time-averaged sgs reaction rate rather than the instantaneous reaction rate. This point is further clarified in Figure 6, where the evolution of the index of segregation of reaction (64) [30] is reported as $I_2 = K_2^{sgs} / k_2$. The figure shows that segregation of NO and ozone initially decreases, which reflects the efficiency of the reaction is reduced; it reaches a peak value (about 0.4 for run N3) at $t = t_{peak} \approx 0.25 t_e$, and finally decreases when the plume and background species get sufficiently well mixed. Therefore, the use of Equation (33) is equivalent to smooth out the segregation over the lifetime of the plume, since it approximates the curve in Figure 6 by its integral. Even though the subgrid plume effects on the average (average) species concentrations amount to a few percents at the end of the simulation in this idealized case, these values can be much higher in real atmospheric simulations where plume concentrations are initially higher, the plume may not diffusion as fast and/or is impacted by large-scale winds or other processes. This can be qualitatively appreciated by looking again at Figure 6: if these processes occur over time scales during which the segregation index is high (up to 40% as in the HIT example), the effects of subgrid plume will be considerably higher and will cumulatively impact the evolution of species concentrations much more vigorously than a simple diffusion of an HIT. From a CTM perspective, this was indeed observed in the applications of the ERR method—that corresponds to the simplified, single scalar version of the current model-[15,16]: those studies showed that when the ERR are activated, ozone depletion by NO$_x$ emissions from aircraft and ships was reduced by 20 to 30% along flight corridors and ship routes, respectively, as compared to the standard, instantaneous dilution approach.
One natural improvement of Equation (33) consists in using time-dependent parameterizations that fit the exact reconstruction of Equation (32). However, accurate plume dilution laws can rapidly become very complicated, depending on the flow characteristics (as shown, for example, by [35] in the case of ship-plume emissions in a boundary layer), so that the resulting parameterization could again be too expensive to implement in CTM. A simpler approach is to introduce multiple dilution timescales for each particular regime of the sgs reactions (for example, in the present case, one timescale $\tau_1$ for the growing regime of segregation, $t < t_{\text{peak}}$, and another timescale $\tau_2$ for the falling regime $t_{\text{peak}} < t < \tau$). The application and testing of such improvements to atmospheric chemical reactions is left for future work.

Figure 5. Evolution of computed and predicted grid-averaged species concentrations for run N1 (left panels, $Da_2 = 4.2$) and N2 (right panels, $Da_2 = 8.4$). DNS data; no model; model prediction, Equation (32); model prediction, Equation (33).
6. Discussions and Conclusions

Emissions from localized sources, such as aircraft or ship engines, evolve into small-scale plumes that are too expensive to be explicitly solved by CTM, but need to be modeled at subgrid-scale level. In principle, the physical and chemical processes occurring in the plumes and their interactions with the atmosphere can be accounted for by solving dedicated conservation equations for plume and background concentrations for each chemical species.

This study addressed this issue by deriving these sets of equations starting from the general conservation laws of species in a fluid and proposed a method to incorporate emissions from localized sources into CTM. In particular, the unknown chemical sources in the plume can be parameterized by modifying the original large-scale reaction rates while using available data from small-scale plume simulations. In a simpler version of this method, which corresponds to the ERR parameterization proposed in the past [8,15], the transport equation of only one scalar is needed. In this case, the concentrations of the emitted species in the plume can be reconstructed by diluting the emission to the size of the CTM grid-cell, while the modified reaction rates are used to model reactions with the non-emitted species.

Regardless of the choice of the parameterization (ERR, ECF, or EEI methods), verification is an important step to assess the mathematical and physical consistency of the model and is indeed customary in many areas of geophysical or engineering sciences (see, e.g., [36]). Generally speaking, verification is the process of determining whether the model works in a specific implementation it has been designed for, whereas validation is the process of determining whether the model gives a good representation of real world. This distinction is particularly crucial to test plume parameterizations in CTM, because only verification is the only means to identify the error intrinsic to the parameterizations from the errors/inaccuracies of the CTM itself. The practical implementation of verification techniques depends on specific situations but as a general rule, one can borrow ideas from other areas, such as in the turbulence modeling community (where it is often called a posteriori testing). An instructive exercise of verification consists in setting up an ideal scenario where a plume is initialized into a large computational domain (with sufficient resolution for the plume to be explicitly resolved). Species concentrations in such domain evolve according to some model equations (that we may call global model) without any subgrid treatment of the plume. In this ideal situation and assuming the global model is exact, the model output is also exact. Subsequently, the same model can be run again on the same domain using much lower resolution so that the plume is not explicitly resolved (as in a real CTM), but activating the subgrid parameterizations (EEI, ECF, or ERR). The volume-averaged species concentrations obtained from the latter run should then match or be close to the exact model output of the first run. Again, this exercise can only guarantee that the parameterization reproduces

\[
I_2 = \frac{K_{2s}}{K_2} c'_\text{NO} c'_\text{O_3} / c_{\text{NO}_x} c_{\text{O}_3}
\]

extracted from DNS data. 
- run N1 (\(D_{a_2} = 4.2\)); 
- run N2 (\(D_{a_2} = 8.4\)); 
- run N3 (\(D_{a_2} = 13.5\)).
the correct large-scale behavior of the full model under identical conditions. In the present study, this has been verified for the ERR case in the ideal scenario of a reactive plume evolving in homogenous turbulence using Direct Numerical Simulations. Interesting follow-up studies would be to extend the verification analysis of the subgrid model in more complex plume configurations, such as, for example, a plume subject to background turbulence with differential diffusion along the three directions and/or to three-dimensional shear in the form of a prescribed large-scale velocity gradient [9]. The final goal is of the integration of the subgrid plume into CTM, on the line of the experiments conducted using the ERR method [15]. Even though the method presented here is sufficiently general to be applied to each of the chemical reaction rates of a CTM using for example Equations (32) or (33), in practice the subgrid plume parameterization could be activated, in a first step, only for the most relevant reactions based on previous knowledge of the chemical system. This is indeed left to future work.
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