ON THE MATRIX RANGE OF RANDOM MATRICES
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Abstract. This note treats a simple minded question: what does a typical random matrix range look like? We study the relationship between various modes of convergence for tuples of operators on the one hand, and continuity of matrix ranges with respect to the Hausdorff metric on the other. In particular, we show that the matrix range of a tuple generating a continuous field of C*-algebras is continuous in the sense that every level is continuous in the Hausdorff metric. Using this observation together with known results on strong convergence in distribution of matrix ensembles, we identify the limit matrix ranges to which the matrix ranges of independent Wigner or Haar ensembles converge.

1. Introduction

Let $M_n = M_n(\mathbb{C})$ denote the set of all $n \times n$ matrices over $\mathbb{C}$, and let $M_n^d$ be the set of all $d$-tuples of such matrices. The matrix range [3] of a tuple $A = (A_1, \ldots, A_d)$ in $B(H)^d$ is the disjoint union $W(A) = \bigcup_n W_n(A)$, where for all $n \in \mathbb{N}$, the set $W_n(A) \subseteq M_n^d$ is defined by

$$W_n(A) = \{ (\phi(A_1), \ldots, \phi(A_d)) : \phi \in \text{UCP}(B(H), M_n) \};$$

here and below, UCP stands for unital completely positive, and UCP($B(H), M_n$) is the set of all UCP maps from $B(H)$ to $M_n$. Matrix ranges are interesting for several reasons. First, a set $S = \bigcup_n S_n \subseteq \mathbb{M}^d := \bigcup_{n=1}^\infty M_n^d$ is a bounded closed matrix convex set if and only if $S = W(A)$ for some $A \in B(H)^d$; also, the matrix range of $A$ is a complete invariant of the operator system generated by $A$, and it is useful when considering interpolation problems for UCP maps (see [7]). Moreover, in the case of a fully compressed tuple $A$ of compact operators or normal operators, the matrix range determines $A$ up to unitary equivalence [21]. Finally, the first level $W_1(A)$, which we loosely refer to as the numerical range of the tuple $A$, is closely related to the so-called joint numerical range of $A_1, \ldots, A_d$ (see, e.g., [17, 18, 19]). See also [10, 20, 22] for other recent works where matrix ranges are used and studied.

The current interest in matrix ranges led us to ask: what does a typical matrix range look like? The purpose of this paper is to formulate and then answer this question in precise terms. Our main results are Theorems 3.2 and 3.4, which say that the matrix ranges of a sequence $T^N = (T_1^N, \ldots, T_d^N)$ of $d$ independent $N \times N$ matrices from certain ensembles converge almost surely to the matrix range of a corresponding tuple of operators $t$, in the sense that $W_n(T^N) \xrightarrow{N \to \infty} W_n(t)$ in the Hausdorff metric for compact subsets of $M_n^d$, for all $n$. If $T^N$ are drawn from a Wigner ensemble (satisfying certain moment conditions) then $t = s$ is a $d$-tuple of free semicirculars (Theorem 3.2); if $T^N$ is drawn according to the Haar distribution on the unitary group $U_N$, then $t = u$ is a tuple of $d$ free Haar unitaries.
(Theorem 3.4). In particular, we recover (part of) the results of Collins, Gawron, Litvak and Życzkowski \[5\] on the almost sure convergence of the numerical range of random matrices by looking at the case \(d = 2\) and \(n = 1\) of the case of Wigner distributions (Corollary 4.2).

In Section 2 we prove an effective Effros-Winkler type separation theorem (Lemma 2.1), which is then used to show that for a family of \(d\)-tuples \(\{\xi_d\}\), if \(\lim_{t \to 0} \|p(\xi_t)\| = \|p(\xi_0)\|\) for every \(\ast\)-polynomial \(p\), then \(\mathcal{W}(\xi_t)\) converges to \(\mathcal{W}(\xi_0)\) for all \(n\) (see Theorem 2.3; a certain converse is also proved in Theorem 2.4). Combining our results with Anderson’s theorem \[1\] that \(\|p(X^N)\| \xrightarrow{a.s.} \|p(s)\|\) for Wigner ensembles, and Collins and Male’s result \[6\] that \(\|p(U^N)\| \xrightarrow{a.s.} \|p(u)\|\) for Haar ensembles (for every \(\ast\)-polynomial \(p\)), we obtain our main results, Theorems 3.2 and 3.4.

In Section 4, we use Lehner’s formulas \[16\] to describe the limiting matrix ranges \(\mathcal{W}(s)\) and \(\mathcal{W}(u)\), and in particular the first levels \(\mathcal{W}_1(s)\) and \(\mathcal{W}_1(u)\) for the free semicircular tuple \(s\) and the free Haar tuple \(u\) (Propositions 4.1 and 4.3). Since \(\mathcal{W}_1(s)\) is a Euclidean ball of radius two, \(\mathcal{W}(s/2)\) lies over a Euclidean ball of radius one, and it is reasonable to refer to it as a matrix ball. We compare it to several other matrix balls that were considered in the literature, and we find that \(\mathcal{W}(s/2)\) is different from every one of the five immediate suspects \(\mathcal{W}^{\min}(\mathbb{B}_d), \mathcal{B}, \mathcal{D}, \mathcal{B}^*\) and \(\mathcal{W}^{\max}(\mathbb{B}_d)\) (see the next subsection for definitions of these matrix balls).

**Some definitions and notation.** In this paper, \(d\) will always be some positive integer that may be considered as fixed throughout. If not indicated otherwise, sums will be assumed to run from 1 to \(d\) over all appearing indices. We will use \(\mathbb{B}_d\) to denote the open unit ball in \(\mathbb{R}^d\). We let \(M_n = M_n(\mathbb{C})\) denote the set of all \(n \times n\) matrices over \(\mathbb{C}\), and \(M^d\) the set of all \(d\)-tuples of such matrices. The “noncommutative universe” (in \(d\) variables) is the disjoint union \(M^d = \bigcup_{n=1}^\infty M_n^d\). It is sometimes convenient to work in the “noncommutative selfadjoint universe” \(M^d_{sa} = \bigcup_{n=1}^\infty (M_n^d)_{sa}\) instead of \(M^d\). One can always move from \(M^d\) to \(M^d_{sa}\) by replacing \((A_1, \ldots, A_d)\) with the \(2d\)-tuple of real and imaginary parts \((\text{Re} A_1, \text{Im} A_1, \ldots, \text{Re} A_d, \text{Im} A_d)\), and for many problems in matrix convexity there is no loss of generality working in the selfadjoint setting.

We shall consider subsets \(S\) of \(M^d\) (or \(M^d_{sa}\)), and write \(S_n\) or \(S(n)\) for the \(n\)th level \(S \cap M^d_n\) (or \(S \cap (M^d_{sa})_n\)). Such a set \(S \subseteq M^d\) is said to be matrix convex, if it is closed under direct sums and under the application of UCP maps, that is, whenever \(X\) is in \(S_n\) and \(\phi: M_n \to M_k\) is a UCP map, the tuple \(\phi(X) := (\phi(X_1), \ldots, \phi(X_d))\) is in \(S_k = S \cap M^d_k\). Equivalently, \(S\) is matrix convex if and only if it closed under matrix convex combinations.

We let \(\mathbb{C}(z) = \mathbb{C}(z_1, \ldots, z_d)\) denote the complex algebra of polynomials in \(d\) noncommuting variables \(z_1, \ldots, z_d\), and we write \(\mathbb{C}(z, z^*)\) for the *-algebra \(\mathbb{C}(z_1, \ldots, z_d, z_1^*, \ldots, z_d^*)\) of *-polynomials in these variables. \(C_k(z, z^*)\) will denote the space of *-polynomials of degree less than or equal to \(k\) (we will be interested really just in the case \(k = 1\)). We write \(M_n(\mathbb{C}(z, z^*))\) for the space of *-polynomials in \(z\) with \(n \times n\) matrix coefficients, or — equivalently — \(n \times n\) matrices with entries in \(\mathbb{C}(z, z^*)\). Likewise, \(M_n((C_k(z, z^*)))\) stands for the subspace consisting of matrix valued *-polynomials of degree at most \(k\), etc.

For every \(d\)-tuple of operators \(X = (X_1, \ldots, X_d)\) we write

\[
\|X\| := \left\| \sum_{2} X_i X_i^* \right\|^{1/2}.
\]
For every fixed $n$, $M_n^d$ then becomes a metric space with $d(X, Y) = \|X - Y\|$. The norm on $M_n^d$ also induces a distance function on the subsets of $M_n^d$, the Hausdorff distance, given by

$$d_H(E, F) = \max \left\{ \sup_{x \in E} d(x, F), \sup_{y \in F} d(y, E) \right\},$$

where $d(x, F) = \inf_{y \in F} d(x, y)$. The Hausdorff metric, also denoted $d_H$, is the restriction of the Hausdorff distance to the compact subsets of $M_n^d$.

We say that a matrix convex set $S$ is closed, if $S_n$ is closed for all $n$. We say that it is bounded, if there exists some $R > 0$ such that $\|X\| \leq R$ for all $X \in S$. We say that $0 \in \text{int}(S)$, if there exists some $r > 0$ such that $S$ contains all $X \in M^d$ satisfying $\|X\| < r$. It is not hard to see (see, for example [7, Lemma 3.4]) that $S$ is bounded if and only if $S_1$ is bounded, and that $0 \in \text{int}(S)$ if and only if $0 \in \text{int}(S_1)$ in the usual sense.

For every closed and convex set $K$ in $\mathbb{R}^d$ (or in $\mathbb{C}^d$) there exist minimal and maximal matrix convex sets, denoted $W_{\text{min}}(K)$ and $W_{\text{max}}(K)$, respectively, that have $K$ as its first level [7, Section 4]. We will need below that $W_{\text{max}}(\mathbb{B}_d) \subseteq dW_{\text{min}}(\mathbb{B}_d)$; see [7, Proposition 7.11] and [14, Proposition 14.1] (in fact, the containment $W_{\text{max}}(K) \subseteq dW_{\text{min}}(K)$ is true for every convex $K \subseteq \mathbb{R}^d$ satisfying $K = -K$, see [11, Theorem 5.8] and [22, Corollary 4.4]).

The polar dual [9] of a matrix convex set $S \subseteq M^d$ is the set

$$S^\circ = \left\{ X \in M^d : \text{Re} \sum X_i \otimes Y_i \leq I \text{ for all } Y \in S \right\}.$$

In the selfadjoint context $S \subseteq M^d_{\text{sa}}$, we use the definition

$$S^\bullet = \left\{ X \in M^d_{\text{sa}} : \sum X_i \otimes Y_i \leq I \text{ for all } Y \in S \right\}.$$  

Some properties of polar duals are recorded in [7, Section 3]. We will need the identity

$$W(A)^\circ = D_A := \left\{ X \in M^d : \text{Re} \sum X_i \otimes A_i \leq I \right\}$$

and, in the selfadjoint context,

$$W(A)^\bullet = D^\text{sa}_A := \left\{ X \in M^d_{\text{sa}} : \sum X_i \otimes A_i \leq I \right\}.$$

When $0 \in W(A)$, then also $W(A) = (D_A)^\circ$ (or $W(A) = (D^\text{sa}_A)^\bullet$). The sets of the form $D_A$ (or $D^\text{sa}_A$) are called free spectrahedra (some authors reserve this term for matrix tuples $A$, but we do not).

Polar duality of (selfadjoint) matrix convex sets is consistent with polar duality of (real) convex sets for the first levels, i.e., if $S$ is a (selfadjoint) matrix convex set with first level $S_1 = K$, then

$$(S^\circ)_1 = K' := \left\{ w \in \mathbb{C}^d : \text{Re} \sum w_i z_i \leq 1 \text{ for all } z \in K \right\}$$

(or $(S^\bullet)_1 = K' := \left\{ w \in \mathbb{R}^d : \sum w_i z_i \leq 1 \text{ for all } z \in K \right\}$, where we use the same notation for polar duality in $\mathbb{R}^d$).

The most natural selfadjoint matrix ball to consider is perhaps

$$\mathcal{B} = \left\{ X \in M^d_{\text{sa}} : \sum X_i^2 \leq 1 \right\}.$$
Sometimes we write $\mathfrak{B}_d$ if we need to emphasize the dependence on the “number of variables” $d$. The polar dual $\mathfrak{B}^\bullet$ also seems worthy of consideration. Another interesting matrix ball is

$$\mathfrak{D} = \{ X \in \mathbb{M}^d_{sa} : \sum X_i \otimes X_i \leq 1 \}.$$  

$\mathfrak{D}$ is self-dual in the sense that $\mathfrak{D}^\bullet = \mathfrak{D}$ [7, Lemma 9.2] (and in fact $\mathfrak{D}$ is the only self-dual matrix convex set in $\mathbb{M}^d_{sa}$ that is closed under complex conjugation [7, Remark 9.3]). The minimal matrix convex set over the unit ball $\mathcal{W}^\min(\mathbb{B}_d)$, and the maximal matrix convex set over the unit ball $\mathcal{W}^\max(\mathbb{B}_d)$, are two other compelling matrix balls to consider. In [7, Corollary 9.4], it was shown that

\begin{equation}
\mathcal{W}^\min(\mathbb{B}_d) \subset \mathbb{B} \subset \mathfrak{D} = \mathfrak{D}^\bullet \subset \mathcal{W}^\max(\mathbb{B}_d),
\end{equation}

and that all inclusions hold was studied in [7, Section 9] and [14, Section 14]. It was shown that

\begin{equation}
\frac{1}{\sqrt{d}} \mathcal{W}^\max(\mathbb{B}_d) \subset \mathbb{B} \subset \mathfrak{D} \subset \mathfrak{D}^\bullet \subset \sqrt{d} \mathcal{W}^\min(\mathbb{B}_d).
\end{equation}

Note that a matrix convex set $S \subseteq \mathbb{M}_n$ is bounded if and only if $S \subseteq \mathbb{R} \mathbb{B}_d$, and that $0 \in \text{int}(S)$ if and only if $r \mathbb{B} \subseteq S$ (for the same $R$ and $r$ as in the definition above). By (1.1) and (1.2), we can replace $\mathbb{B}_d$ with any one of the sets $\mathcal{W}^\min(\mathbb{B}_d)$, $\mathfrak{D}$, $\mathfrak{D}^\bullet$ or $\mathcal{W}^\max(\mathbb{B}_d)$ in the definition of boundedness or $0$ in the interior (though the inclusions will hold with different values of $r$ and $R$).

### 2. Continuity of matrix ranges

We begin with an effective version of the Effros-Winkler Hahn-Banach type separation theorem [9]. For conciseness, we state it in the selfadjoint setting, but it should be clear how to obtain a nonselfadjoint version. For every $n$, we define a norm on the finite dimensional space $M_n(\mathbb{C}_1(z))$ of linear pencils of size $n$, by

$$\|p\| = \sup\{\|p(X)\| : X \in \mathbb{M}^d_{sa}, \|X\| \leq 1\}.$$

**Lemma 2.1.** Let $S \subseteq \mathbb{M}^d_{sa}$ be a bounded matrix convex set. Then for every $\varepsilon > 0$, there is a $\delta > 0$ such that for all $n \in \mathbb{N}$, and all $A \in (M_n)^d_{sa}$,

$$d(A, S) > \varepsilon \implies \exists p \in M_n(\mathbb{C}_1(z)), \|p\| \leq 1. \forall X \in S, \|p(A)\| > \|p(X)\| + \delta.$$  

Furthermore, $\delta$ can be chosen to depend only on $\varepsilon$, $d$, and a positive number $R$ such that $S \subseteq R \mathbb{B}_d$ (in particular, $\delta$ is independent of the level $n$ and the matrix convex set $S$).

**Proof.** We first prove the result under the assumption that

$$r \mathbb{B}_d \subseteq S \subseteq R \mathbb{B}_d$$

for some $0 < r < R$. Fix $\varepsilon > 0$, and assume without loss of generality that $\varepsilon < 1 < R$. Let $A \in (M_n^d)_{sa}$ be such that $d(A,S) := d(A, S_n) > \varepsilon$. Then $A \notin cS$ for $c = 1 + \frac{\varepsilon}{R}$. Indeed, $A \in cS$ would imply

$$d(A, S) \leq \sup_{B \in S_n} d(cB, B) = \sup_{B \in S_n} \frac{\varepsilon}{R} \|B\| \leq \varepsilon.$$  

Note that $1 + c > 2$ and, by our assumption $\varepsilon < R$, also $1 - \frac{1}{c} > \frac{\varepsilon}{2R}$. 


By the Effros-Winkler separation theorem [9, Theorem 5.4], we can find a monic linear pencil \( p(z) = I + \sum a_i z_i \) of size \( n \) with selfadjoint coefficients that separates \( A \) from \( cS \), that is, such that

\[
p(cX) = I + \sum a_i \otimes cX_i \geq 0 \quad \text{for all } X \in S,
\]

while

\[
p(A) = I + \sum a_i \otimes A_i \not\geq 0.
\]

Since \( rB_d \) is symmetric and a subset of \( S \), we have \(-I \leq \sum a_i \otimes B_i \leq I\) for all \( B \in rB_d \) and, therefore,

\[
\sup_{B \in rB_d} \left\| \sum a_i \otimes B_i \right\| \leq 1.
\]

So the linear pencil \( p \) has norm \( \|p\| \leq 1 + r^{-1} \).

From \( p(A) \not\geq 0 \), we know that there is a negative eigenvalue of \( p(A) \). In the following, we establish estimates for the minimal and maximal eigenvalues of \( p(X) \) for \( X \in S \). First, using \( p(cX) \geq 0 \), we know that

\[
\lambda_{\min} \left( I + \sum a_i \otimes X_i \right) = \lambda_{\min} \left( \frac{1}{c} \left( I + \sum a_i \otimes cX_i \right) + 1 - \frac{1}{c} \right) \geq 1 - \frac{1}{c} > \frac{\varepsilon}{2R}.
\]

On the other hand, \( S \subseteq rB_d \), so if \( X \in S \) we can write \( X = RB \) with \( B \in B_d \), thus

\[
\lambda_{\max} \left( I + \sum a_i \otimes X_i \right) = \left\| I + \sum a_i \otimes RB_i \right\| \leq R\|p\| + |1 - R| \leq 2R(1 + r^{-1}).
\]

Now, we define a shifted linear pencil

\[
q := p - 2R(1 + r^{-1}).
\]

Then,

\[
\|q\| \leq (1 + r^{-1}) + 2R(1 + r^{-1}) = (2R + 1)(1 + r^{-1}).
\]

Furthermore,

\[
\sigma(q(X)) \subseteq \left[ \frac{\varepsilon}{2R} - 2R(1 + r^{-1}), 0 \right]
\]

for all \( X \in S_n \) and \( \lambda_{\min}(q(A)) < -2R(1 + r^{-1}) \). Therefore \( \|q(A)\| - \|q(X)\| > \frac{\varepsilon}{2R} \) for all \( X \in S \).

Now, \( \tilde{q} := \frac{1}{(2R + 1)(1 + r^{-1})}q \) is a polynomial of norm less than 1 with

\[
\|\tilde{q}(A)\| - \|\tilde{q}(X)\| > \frac{\varepsilon}{2R(2R + 1)(1 + r^{-1})} =: \delta
\]

for all \( X \in S \), as required. Thus, the lemma is proved under the assumption that \( S \) contains 0 in its interior, with \( \delta \) depending also on the size of a ball that fits in \( S \).

Let \( S \) be a general bounded (i.e., \( S \subseteq rB_d \) for some \( R \)) matrix convex set, not necessarily containing 0 in its interior. By applying an affine change of variables we may assume that that 0 \( \in S \) (see, e.g., [22, Section 3.1]). Given \( r > 0 \), we define

\[
S^{(c)} = S + rB_d = \bigcup_{n=1}^{\infty} \{ X + Y : X \in S(n), Y \in rB_d(n) \},
\]

which is readily seen to be a bounded matrix convex set containing \( rB_d \). Now if \( d(A, S) > \varepsilon \), then \( d(A, S^{(\varepsilon/2)}) > \varepsilon/2 \), and we may proceed as in the first part of the proof.
In the proof of Theorem 2.3 below, we will need that if \( \mathcal{W}_n(A) \) and \( \mathcal{W}_n(B) \) both contain a neighborhood of zero and are close in the Hausdorff metric, then there exists a constant \( c \) not much bigger than 1 such that \( \mathcal{W}_n(A) \subseteq c \mathcal{W}_n(B) \). This follows from the following simple lemma, which we state more generally.

**Lemma 2.2.** Let \( (\mathcal{X}, \| \cdot \|) \) be a normed space and \( \varepsilon > 0 \). Suppose that \( E, F \subseteq \mathcal{X} \) are bounded convex sets, and assume that there exists some \( r > 0 \) such that the ball \( B_r = \{ x \in \mathcal{X} : \| x \| \leq 1 \} \) is contained in both \( E \) and \( F \). Then \( d_H(E, F) < \varepsilon \) implies \( E \subseteq \frac{r+\varepsilon}{r} F \).

**Proof.** Let \( y \in F \). By the definition of the Hausdorff distance, there exists \( x \in E \) such that \( \| x - y \| < \varepsilon \). Since \( B_r \subseteq E \), \( \xi(y - x) \in E \). Since \( E \) is convex, the convex combination
\[
\frac{\varepsilon}{r+\varepsilon} r + \frac{r}{r+\varepsilon} x = \frac{r}{r+\varepsilon} y
\]
is also in \( E \). In other words, \( y \in \frac{r+\varepsilon}{r} E \).

In the proof of the next theorem, we will use the language of continuous bundles of C*-algebras according to [15, Definition 1.1]. In fact, in this paper, our interest lies only in bundles over the one point compactification of the natural numbers \( \hat{\mathbb{N}} = \mathbb{N} \cup \{ \infty \} \), in which case the notion of a continuous bundle coincides with the classical notion of a continuous field of C*-algebras in the sense of [8, Section 10]. We formulate the following theorem in slightly greater generality since we have some future applications in mind.

**Theorem 2.3.** Suppose that \( \mathcal{T} \) is a metric space, and suppose that for every \( t \in \mathcal{T} \), there is a unital C*-algebra \( A_t \) and a \( d \)-tuple \( \xi_t = (\xi_{t,1}, \ldots, \xi_{t,d}) \in A_t^d \) generating \( A_t \) as a unital C*-algebra. Consider the following conditions for \( t_0 \in \mathcal{T} \):

1. \( \lim_{t \to t_0} \| p(\xi_t) \| = \| p(\xi_{t_0}) \| \) for all \( p \in C(z, z^*) \).
2. \( \lim_{t \to t_0} \| p(\xi_t) \| = \| p(\xi_{t_0}) \| \) for all \( n \in \mathbb{N} \) and all \( p \in M_n(C(z, z^*)) \).
3. \( \lim_{t \to t_0} \| p(\xi_t) \| = \| p(\xi_{t_0}) \| \) for all \( n \in \mathbb{N} \) and all \( p \in M_n(C_1(z, z^*)) \).
4. \( \lim_{t \to t_0} d_H(\mathcal{W}_n(\xi_t), \mathcal{W}_n(\xi_{t_0})) = \| \xi_t \| - \| \xi_{t_0} \| = 0 \) for all \( n \in \mathbb{N} \).

Then we have the implications (i) \( \iff \) (ii) \( \iff \) (iii) \( \iff \) (iv).

**Proof.** Since continuity of maps between metric spaces is determined by sequences, it suffices to consider the compact metric space \( \mathcal{T} = \hat{\mathbb{N}} = \mathbb{N} \cup \{ \infty \} \) (the one point compactification of the natural numbers) and to test continuity at \( t_0 = \infty \).

Consider the minimal bundle of unital C*-algebras over \( \hat{\mathbb{N}} \) with \( \xi_1, \ldots, \xi_d \) as sections, i.e., the bundle \((\hat{\mathbb{N}}, A_t, \mathcal{A})\) with base space \( \hat{\mathbb{N}} \), fiber \( A_t \) at \( t \in \hat{\mathbb{N}} \), and bundle C*-algebra \( \mathcal{A} \subseteq \prod_{t \in \hat{\mathbb{N}}} A_t \) generated by the sections \( f_1 := (t \mapsto f(t)1_{A_t}) \) and \( f_{\xi_j} := (t \mapsto f(t)\xi_{t,j}) \), where \( j = 1, \ldots, d \) and \( f \in C(\hat{\mathbb{N}}) \) (with the canonical projections). Assume (i), which is easily seen to be equivalent to continuity of the bundle \((\hat{\mathbb{N}}, A_t, \mathcal{A})\). Since \( M_n \) is nuclear, [15, Remark 2.6(1)] implies that the bundle \((\hat{\mathbb{N}}, A_t \otimes M_n, \mathcal{A} \otimes M_n)\) is continuous, hence continuous at \( \infty \), proving (i) \( \Rightarrow \) (ii). The converse implication, as well as the implication (ii) \( \Rightarrow \) (iii), are immediate.

Now suppose that (iii) holds. Note that (iii) implies in particular that
\[
\| \xi_k \| \xrightarrow{k \to \infty} \| \xi_\infty \|
\]
(as considered as row norms), thus the family \( \xi_k \) and, therefore, the matrix ranges \( \mathcal{W}(\xi_k) \) remain uniformly bounded as \( k \to \infty \).
For the remainder of the proof we shall argue in the selfadjoint setting, that is, we assume that all \( \xi_k \) are selfadjoint and therefore all our matrix ranges are contained in \( M_{sa}^d \). As in Lemma 2.1, we define a norm
\[
\|p\| = \sup_{\|X\| \leq 1} \|p(X)\| = \sup_{X \in \mathbb{B}_d} \|p(X)\|
\]
on the finite dimensional spaces \( M_n(\mathbb{C}_1(z)) \).

Assume for contradiction that (iii) holds but (iv) does not hold at some level \( n_0 \). Then there is some \( \varepsilon > 0 \) such that \( d_H(W_{n_0}(\xi_k), W_{n_0}(\xi_\infty)) > \varepsilon \) for infinitely many \( k \), and by passing to a subsequence we may assume that this inequality holds for all \( k \). Therefore, for every \( k \), at least one of the following two options happens:

1. \( \max_{A \in W_{n_0}(\xi_k)} d(A, W_{n_0}(\xi_\infty)) > \varepsilon \), or
2. \( \max_{A \in W_{n_0}(\xi_\infty)} d(A, W_{n_0}(\xi_k)) > \varepsilon \).

Let us assume that the first option happens infinitely many times. By passing to a subsequence we may assume that this inequality holds for all \( k \) and all \( B \in W(\xi_\infty) \),
\[
\|p_k(\xi_k)\| \geq \|p_k(A^{(k)})\| > \|p_k(B)\| + \delta.
\]
Letting \( p \) be a limit point of the sequence \( (p_k)_k \), and using the joint boundedness of the \( \xi_k \), we have
\[
\|p(\xi_k)\| \geq \|p_k(\xi_k)\| - \|p_k(\xi_k) - p(\xi_k)\| > \|p(B)\| + \delta/2,
\]
for all \( k \) in an infinite subset \( K \subseteq \mathbb{N} \). From \( \|p(\xi_\infty)\| = \sup_{B \in W(\xi_\infty)} \|p(B)\| \), we conclude
\[
\|p(\xi_k)\| \geq \|p(\xi_\infty)\| + \delta/2
\]
for all \( k \in K \), which is a contradiction to (iii).

If option (2), that is, \( \max_{A \in W_{n_0}(\xi_\infty)} d(A, W_{n_0}(\xi_k)) > \varepsilon \), happens for infinitely many values of \( k \), then again, by passing to a subsequence, we assume that this happens for all \( k \). We now argue in a similar manner to the case of option (1). As above, letting \( A^{(k)} \in W_{n_0}(\xi_\infty) \) be such that \( d(A^{(k)}, W_{n_0}(\xi_k)) > \varepsilon \), we find a \( \delta > 0 \) and a sequence \( p_k \) in the unit ball of \( M_{n_0}(\mathbb{C}_1(z)) \) such that
\[
\|p_k(\xi_\infty)\| \geq \|p_k(A^{(k)})\| > \|p_k(B)\| + \delta
\]
for all \( k \) and all \( B \in W(\xi_k) \). Thus, \( \|p_k(\xi_\infty)\| \geq \|p_k(\xi_k)\| + \delta \) for all \( k \). Letting \( p \) be a limit point of the sequence \( (p_k)_k \), we obtain
\[
\|p(\xi_\infty)\| \geq \|p(\xi_k)\| + \delta/2,
\]
for all \( k \) in an infinite subset \( K \subseteq \mathbb{N} \), which is a contradiction to (iii).

We now prove that (iv) \( \Rightarrow \) (iii). First, let us assume that there is some compact neighborhood of 0 contained in \( \text{int } W_1(\xi_\infty) \), which implies that there is a neighborhood contained in all \( W(\xi_k) \) for \( k \) sufficiently large. Fix \( k \in \mathbb{N} \) and a nonzero \( p \in M_k(\mathbb{C}_1(z)) \). Fix also some \( \varepsilon > 0 \). Let \( Y \) be the compression of \( \xi_\infty \) to some \( n \)-dimensional subspace such that \( \|p(Y)\| > \|p(\xi_\infty)\| - \varepsilon \). Since \( W_n(\xi_k) \to W_n(\xi_\infty) \), we have \( d_H(W_n(\xi_k), W_n(\xi_\infty)) < \frac{\varepsilon}{\|p\|} \) for all sufficiently large \( k \). For every such \( k \), we can find \( X \in W_n(\xi_k) \) such that \( d(X, Y) < \frac{\varepsilon}{\|p\|} \), and therefore
\[
\|p(\xi_k)\| \geq \|p(X)\| \geq \|p(Y)\| - \|p(X) - p(Y)\| > \|p(\xi_\infty)\| - 2\varepsilon.
\]
Thus, we proved that \( \liminf_{k \to \infty} \|p(\xi_k)\| \geq \|p(\xi_\infty)\| \) (we have not yet made use of the assumption on the interior).

In order to prove that \( \limsup_{k \to \infty} \|p(\xi_k)\| \leq \|p(\xi_\infty)\| \), we assume to the contrary that there is some \( n \), some \( p \in M_n(C_1(z)) \) and some \( \varepsilon > 0 \), such that for infinitely many \( k \),

\[
\|p(\xi_k)\| > \|p(\xi_\infty)\| + \varepsilon.
\]

We now make use of the assumption that \( 0 \in \text{int} W_1(\xi_\infty) \). Since \( W_{2n}(\xi_k) \to W_{2n}(\xi_\infty) \), we can use Lemma 2.2 to find a \( c \) very close to 1 such that \( W_{2n}(\xi_k) \subseteq c W_{2n}(\xi_\infty) \) for all large enough \( k \). By [30, Theorem 2.5] (combined with [7, Propositions 3.1 and 3.3, Lemma 3.4] to make the transition from spectrahedra to matrix ranges), the map \( c \xi_{i,n} \mapsto \xi_{k,i} \) is unitarily 2-contractive (see, e.g., [23, Proposition 3.2]). We therefore have for all large \( k \),

\[
\|p(\xi_k)\| \leq \|p(c \xi_\infty)\| \leq \|p(\xi_\infty)\| + (c - 1)\|p\| < \|p(\xi_k)\| - \varepsilon + (c - 1)\|p\|. 
\]

Since \( c \to 1 \) as \( k \to \infty \), this is a contradiction. Therefore, \( \limsup_{k \to \infty} \|p(\xi_k)\| \leq \|p(\xi_\infty)\| \).

Finally, we show that \((iv) \Rightarrow (iii)\) holds also without the assumption \( 0 \in \text{int} W_1(\xi_\infty) \). If \( W_1(\xi_\infty) \subseteq \mathbb{R}^d \) has no interior, then there exists an affine subspace of minimal dimension in \( \mathbb{R}^d \) containing \( W_1(\xi_\infty) \). We shall treat the case that this subspace has dimension \( m \), where \( 0 < m < d \); the case \( m = d \) was treated above (up to a shift), and the case \( m = 0 \) is easy and omitted. By an affine change of variables (see [22, Section 3.1]), we may assume that \( W_1(\xi_\infty) \subseteq \mathbb{R}^m \subseteq \mathbb{R}^d \) (the subspace consisting of tuples \((x_1, \ldots, x_d)\) such that \( x_i = 0 \) for \( i > m \)), that \( \xi_\infty = (\xi_{\infty,1}, \ldots, \xi_{\infty,m}, 0, \ldots, 0) \), and that \( 0 \in \text{int} W_1(\xi_\infty) \), where \( \xi_\infty = (\xi_{\infty,1}, \ldots, \xi_{\infty,m}) \).

Let also \( \tilde{\xi}_k = (\xi_{k,1}, \ldots, \xi_{k,m}) \). Since \( W_1(\xi_k) \) is the projection of \( W(\xi_k) \) onto the first \( m \) variables, we get from \((iv)\) that \( W_n(\tilde{\xi}_k) \to W_n(\tilde{\xi}_\infty) \) for all \( n \). By the previous paragraph, this implies that \( \|p(\tilde{\xi}_k)\| \to \|p(\tilde{\xi}_\infty)\| \) for all \( p \in M_n(C_1(z)) \). But since \( W_1(\xi_\infty) \subseteq \mathbb{R}^m \) and \( W_1(\xi_k) \to W_1(\xi_\infty) \), we also get that \( \|\xi_{k,j}\| \to 0 \) for all \( j = m + 1, \ldots, d \) (because the norm of a selfadjoint operator is attained by a state). From this it follows that \( \|p(\xi_k)\| \to \|p(\xi_\infty)\| \) for all \( p \in M_n(C_1(z)) \), and the proof of \((iv) \Rightarrow (iii)\) is complete.

Clearly \((iii) \Rightarrow (i)\), because there exist completely isometric operator systems that generate nonisomorphic C*-algebras. However, using Arveson's boundary theory, we can show that if the tuples are in some sense rigid, then the implication \((iii) \Rightarrow (i)\) does hold. Although we do not require it in the sequel, we record this interesting fact in a special case.

**Theorem 2.4.** Let \( T, \xi, t, \text{and } A_t \) be as in Theorem 2.3. If all the \( \xi_{t,i} \) (for all \( t \in T \) and \( i = 1, \ldots, d \)) are unitary, then \((iii) \Rightarrow (i)\) (and therefore also \((ii)\)).

**Proof.** It suffices to prove \((iii) \Rightarrow (i)\), and to consider the case \( T = \hat{\mathbb{N}} \) and \( t_0 = 0 \). Let \( \prod_n A_n \) be the C*-algebra of all bounded sequences \((a_n)_n \) with \( a_n \in A_n \) endowed with the natural C*-algebra structure, and let \( \sum_n A_n \) be the quotient algebra. For every \( i = 1, \ldots, d \), let \( u_i \) denote the image of the sequence \((\xi_{n,i})_n \) in \( B \). Then clearly \( u_1, \ldots, u_d \) is a tuple of unitaries and it satisfies \( \|p(u)\| = \limsup_{n \to \infty} \|p(\xi_n)\| \) for every matrix valued \( * \)-polynomial \( p \). If \((iii)\) holds, then the map \( u_i \mapsto \xi_{\infty,i} \) extends to a completely isometric UCP map from the operator system generated by \( u \) in \( B \) to the operator system generated by \( \xi_\infty \) in \( A_\infty \). By [2, Corollary 2.2.8], the Shilov boundary of an operator system generated by unitaries, relative to the
C*-algebra they generate, is trivial. Therefore, by [2, Theorem 2.2.5], the map \( u_i \mapsto \xi_{\infty,i} \) is actually implemented by a \(*\)-isomorphism from \( C^*(u) \subseteq B \) onto \( \mathcal{A}_\infty \). This implies \( \|p(\xi_{\infty})\| = \|p(u)\| = \limsup_{n \to \infty} \|p(\xi_n)\| \) for every \(*\)-polynomial \( p \).

In order to show (i), we need to show that the limit superior is actually a limit. However, for every subsequence \((\xi_{n_k})_k\), we can repeat the above argument with \( B = \prod_k \mathcal{A}_{n_k} / \sum_k \mathcal{A}_{n_k} \) to find that \( \|p(\xi_{\infty})\| = \limsup_{k \to \infty} \|p(\xi_{n_k})\| \). This shows that the limit exists, and that \( \|p(\xi_{\infty})\| = \lim_{n \to \infty} \|p(\xi_n)\| \) for every \(*\)-polynomial \( p \), proving (i).

\[ \text{Remark 2.5.} \] The use of Arveson’s boundary theory (perhaps without explicitly referring to it) to pass from complete isometries to \(*\)-isomorphisms, has appeared in the literature under the name “linearization trick”; see [25]. It was used by Haagerup and Thorbjørnsen [13, Theorem 2.2] to pass from strong convergence on linear matrix valued polynomials to strong convergence on arbitrary polynomials. Haagerup and Thorbjørnsen, in turn, were inspired by Pisier’s simple proof of Kirchberg’s theorem [24]. Our use of the quotient \( \prod_n \mathcal{A}_n / \sum_n \mathcal{A}_n \) to pass from asymptotic expressions to complete isometries is inspired by the proof of [13, Proposition 7.3] (though this idea surely appears elsewhere as well). If \( \mathcal{W}(\xi_t) \) all contain some neighborhood of the origin, and if the convergence of the levels \( \mathcal{W}_n(\xi_t) \to \mathcal{W}_n(\xi_{t_0}) \) is uniform in \( n \), then an alternative proof can be given using the methods of [12, Section 4].

3. Random matrix ranges

We begin by making a general observation which follows from the results of the previous section.

\[ \text{Theorem 3.1.} \] Let \( T^N = (T^N_1, \ldots, T^N_d) \) be a random matrix ensemble and \( t = (t_1, \ldots, t_d) \) a \( d \)-tuple of operators on a Hilbert space. Suppose that

\[ \lim_{N \to \infty} \|p(T^N)\| = \|p(t)\| \]

almost surely, for all \( p \in C(z, z^*) \). Then for all \( n \in \mathbb{N} \), \( d_H(\mathcal{W}_n(T^N), \mathcal{W}_n(t)) \xrightarrow{N \to \infty} 0 \), almost surely.

\[ \text{Proof.} \] For every element \( \omega \) in the underlying probability space for which \( \lim_{N \to \infty} \|p(T^N(\omega))\| = \|p(t)\| \), we apply (i) \( \Rightarrow \) (iv) of Theorem 2.3.

When combined with known results on strong convergence of matrix ensembles, the above theorem immediately implies convergence of matrix ranges of these matrix ensembles.

We say that a family \( X^N = (X^N_1, \ldots, X^N_d) \) of random complex \( N \times N \) matrices is a \textit{Wigner ensemble} if:

- the matrix \( X^N_k \) is selfadjoint for all \( k \) and \( N \);
- for all \( N \in \mathbb{N} \), the real valued random variables \( (X^N_k)_{ii} \), \( \text{Re}(X^N_k)_{ij} \) and \( \text{Im}(X^N_k)_{ij} \) \( (k = 1, \ldots, d; 1 \leq i < j \leq N) \) are independent with expectation 0;
- \( \sqrt{N}(X^N_k)_{ii} \), \( (k = 1, \ldots, d; i = 1, \ldots, N; N = 1, 2, \ldots) \) are identically distributed;
- \( \sqrt{2N} \text{Re}(X^N_k)_{ij} \) and \( \sqrt{2N} \text{Im}(X^N_k)_{ij} \) \( (k = 1, \ldots, d; 1 \leq i < j \leq N; N = 1, 2, \ldots) \) are identically distributed with variance 1.

In particular, we assume a Wigner ensemble to fulfill \( \mathbb{E}(\|X^N_k\|^2) = 1/N \) for \( i \neq j \).

A \textit{free semicircular family} is a \( d \)-tuple \( s = (s_1, \ldots, s_d) \) of selfadjoint elements in a C*-probability space \((\mathcal{A}, \tau, \|\cdot\|)\) such that:
• $s_1, \ldots, s_d$ are freely independent (meaning that whenever $x_k \in \text{alg}(1, s_{i_k})$, $i_k \neq i_{k+1}$ and $\tau(x_k) = 0$ for all $k$, then $\tau(x_1 \cdots x_n) = 0$);
• every $s_i$ is a semicircular element (meaning that $\tau(s_i^k) = \frac{1}{2\pi} \int_{-2}^{2} t^k \sqrt{4-t^2} dt$ for all $i$ and all $k$).

It is well known that Wigner ensembles converge in distribution to free semicircular families [29]. It is therefore natural to guess that if the matrix ranges $\mathcal{W}(X^N)$ of a Wigner ensemble converge to anything, then they converge to the matrix range $\mathcal{W}(s)$ of a free semicircular family $s$. This is indeed the case.

**Theorem 3.2.** Let $X^N = (X_1^N, \ldots, X_d^N)$ be a Wigner ensemble and assume that $\mathbb{E}(|(X_k^N)_{ij}|^4) < \infty$ for all $i, j$. Let $s = (s_1, \ldots, s_d)$ be a semicircular $d$-tuple in a $C^*$-probability space. Then the matrix range $\mathcal{W}(X^N)$ converges levelwise in the Hausdorff metric to $\mathcal{W}(s)$, almost surely, that is, for all $n$,

$$\lim_{N \to \infty} d_H(\mathcal{W}_n(X^N), \mathcal{W}_n(s)) = 0, \ a.s.$$

**Proof.** The theorem follows immediately from Theorem 3.1 together with the remarkable result [1] of Anderson that the limit $\lim_{N \to \infty} \|p(X^N)\| = \|p(s)\|$ holds almost surely for every $*$-polynomial $p$.

**Remark 3.3.** Anderson’s result was proved first for the GUE ensemble by Haagerup and Thorbjørnsen [13]. The strong convergence $\lim_{N \to \infty} \|p(X^N)\| = \|p(s)\|$ was proved for the GOE and GSE cases by Schultz [27], and for certain symmetric Wigner ensembles “that satisfy a Poincaré inequality” by Capitaine and Donati-Martin [4], and thus the convergence of matrix ranges also holds in these cases.

Above, we covered perhaps the most natural model by which one may generate a random $d$-tuple of matrices, which is by independently sampling the entries of $d$ selfadjoints from a fixed distribution. Another very natural way to generate a random $d$-tuple of matrices is to sample $d$ independent unitaries from the Haar measure on the compact group $U_N$ of $N \times N$ unitaries.

Recall that a free tuple of Haar unitaries is a $d$-tuple $u = (u_1, \ldots, u_n)$ of unitaries in a $C^*$-probability space $(\mathcal{A}, \tau, \| \cdot \|)$ which are freely independent and satisfy $\tau(u_i^k) = 0$ for all $i$ and all $k \in \mathbb{Z} \setminus \{0\}$.

**Theorem 3.4.** Let $U^N = (U_1^N, \ldots, U_d^N)$ be an ensemble of $d$ independent $N \times N$ unitaries distributed according to the Haar measure in $U_N$, and let $u = (u_1, \ldots, u_d)$ be a free tuple of Haar unitaries in a $C^*$-probability space. Then the matrix range $\mathcal{W}(U^N)$ converges levelwise in the Hausdorff metric to $\mathcal{W}(u)$, almost surely, that is, for all $n$,

$$\lim_{N \to \infty} d_H(\mathcal{W}_n(U^N), \mathcal{W}_n(u)) = 0, \ a.s.$$

**Proof.** This follows from Theorem 3.1 together with another remarkable result, this time due to Collins and Male [6], that $\lim_{N \to \infty} \|p(U^N)\| = \|p(u)\|$, almost surely, for every $*$-polynomial $p$.

4. Description of the limiting matrix ranges

In the previous section, we found that $\mathcal{W}(X^N)$ converges to $\mathcal{W}(s)$ for independent Wigner ensembles of selfadjoints, and that $\mathcal{W}(U^N)$ converges to $\mathcal{W}(u)$ for independent Haar distributed ensembles of unitaries. In this section, we will try to identify $\mathcal{W}(s)$ and $\mathcal{W}(u)$ in
order to understand what the limiting matrix ranges “look like”. The description we give will be based on the work of Lehner [16].

We will describe a matrix ball \( \mathcal{L} \subseteq M_n^{sa} \) that we will call the Lehner ball, that satisfies \( \mathcal{W}(\frac{s}{2}) = \mathcal{L}^* \). The reason that we call it a “matrix ball” is that it is a matrix convex set that has at its first level the closed Euclidean ball of radius one. In the next section we will show that \( \mathcal{L} \) is not any one of the usual suspects, that is \( \mathcal{L} \notin \{ \mathcal{B}, \mathcal{B}^*, \mathcal{O}, \mathcal{W}^{min}(\mathbb{R}_d), \mathcal{W}^{max}(\mathbb{R}_d) \} \). Equivalently, \( \mathcal{W}(s/2) \) is not any one of the above familiar matrix balls.

We need to recall a concrete realization of the semicircular tuple \( s \). Let \( \mathcal{F}(\mathbb{C}^d) = \bigoplus_{m=0}^{\infty} (\mathbb{C}^d)^{\otimes n} \) be the full Fock space over \( \mathbb{C}^d \). Denote by \( \Omega \) the vector \( \Omega := 1 \in \mathbb{C} = (\mathbb{C}^d)^{\otimes 0} \) in the first summand. Let \( \{ e_1, \ldots, e_d \} \) be the standard orthonormal basis of \( \mathbb{C}^d \), and for \( i = 1, \ldots, d \) define the shift operator by its action on elementary tensors:

\[
\ell_i(x_1 \otimes \cdots \otimes x_n) = e_i \otimes x_1 \otimes \cdots \otimes x_n \quad , \quad n = 1, 2, \ldots
\]

and \( \ell_i(\Omega) = e_1 \). It is straightforward to check that \( \ell_1, \ldots , \ell_d \) are isometries with pairwise orthogonal ranges. On the \( \mathcal{C}^* \)-algebra \( \mathcal{T}(\mathbb{C}^d) = C^*(\ell_1, \ldots , \ell_d) \) we define the state \( \tau(a) = \langle a\Omega, \Omega \rangle \). Voiculescu proved [28] that the tuple \( s = (s_1, \ldots, s_d) \) defined by \( s_i = \ell_i + \ell_i^* \) \((i = 1, \ldots, d)\) is a free \( d \)-tuple of semicirculars.

We define the Lehner ball to be the set

\[
\mathcal{L} := D_{s/2}^{sa} = \mathcal{W}(s/2)^* = \left\{ X \in M_n^{sa} : \sum X_i \otimes \frac{s_i}{2} \leq I \right\}.
\]

Since \( \ell_i \mapsto -\ell_i \) gives rise to an automorphism of \( \mathcal{T}(\mathbb{C}^d) \) that maps \( s \) to \(-s\), we have

\[
\mathcal{L} = \left\{ X \in M_n^{sa} : \left\| \sum X_i \otimes s_i \right\| \leq 2 \right\}.
\]

By [16, Theorem 1.3], we have the alternative description

\[
(4.1) \mathcal{L}_n = \left\{ X \in (M_n^{d})^{sa} : \inf_{Z > 0} \left\| Z + \sum X_i Z^{-1} X_i \right\| \leq 2 \right\},
\]

where the infimum is taken over all positive definite (invertible) \( n \times n \) matrices \( Z \).

**Proposition 4.1.** The first level of the Lehner ball is given by \( \mathcal{L}_1 = \mathbb{R}_d \). Consequently, the numerical range of \( s \) is given by \( \mathcal{W}_1(s) = 2\mathbb{R}_d \).

**Proof.** Fix \( x \in \mathbb{R}^d \). By solving an elementary exercise in calculus we find that the function \( f: (0, \infty) \to (0, \infty) \) given by

\[
f(t) = \left| t + \sum x_i t^{-1} x_i \right| = \left| t + \frac{\|x\|^2}{t} \right|
\]

attains its minimum at \( t = \|x\| \). Together with formula (4.1) above, this means that \( \mathcal{L}_1 = \mathbb{R}_d \). Since \( \mathcal{W}(\frac{s}{2}) = (D_{s/2}^{sa})^* = L^* \) (see [7, Proposition 3.3]), we see that \( \mathcal{W}_1(s) = 2 \cdot (\mathbb{R}_d)' = 2\mathbb{R}_d \).

Alternatively, we can use the first description and define \( \ell_x := \sum x_i \ell_i \) and \( s_x := \ell_x + \ell_x^* \) for \( x \in \mathbb{R}^d \). Now it is easy to see that \( s_x \) is unitarily equivalent to \( \|x\| s_1 \), therefore \( \| \sum x_i \otimes s_i \| = \|s_x\| = \|x\| \cdot \|s_1\| = 2\|x\| \).

In [5], the numerical range of large random complex matrices was investigated. For example, it was shown that if \( G^N \) denotes the Ginibre ensemble, then the numerical range \( \mathcal{W}(G^N) \) converges almost surely in the Hausdorff metric to the closed unit disc of radius \( \sqrt{2} \). The definition of the numerical range used there was \( \mathcal{W}(A) = \{ \langle Ah, h \rangle : \|h\| = 1 \} \), but it is not
hard to see that this is equivalent to the notion we are using, that is \( W(A) = \mathcal{W}_1(A) \) (for the proof one needs the Hausdorff-Toeplitz theorem, that is, the fact that \( W(A) \) is convex, together with the fact that vector states are the pure states on \( M_n \)). Moreover, the Ginibre ensemble is obtained as a combination \( G^N = \frac{1}{\sqrt{N}} (X_1^N + iX_2^N) \) where \( X_1^N, X_2^N \) are independent GUE matrices. Thus, the above mentioned result on the convergence of the numerical range \( |x| \) and only if \( u \). Then the numerical range \( \mathcal{W}_1 \) is obtained as a combination \( G \) ensemble is obtained as a combination \( G^N = \frac{1}{\sqrt{N}} (X_1^N + iX_2^N) \) where \( X_1^N, X_2^N \) are independent GUE matrices. Thus, the above mentioned result on the convergence of the numerical range \( W(G^N) \) is equivalent to the statement that \( \mathcal{W}_1(X^N) \xrightarrow{\text{a.s.}} 2B_d \) when \( d = 2 \). Our Theorem 3.2 yields the following significant generalization for \( d > 2 \).

**Corollary 4.2.** Let \( X^N = (X_1^N, \ldots, X_d^N) \) be a Wigner ensemble such that \( \mathbb{E}((X_i^N)_{ij}^4) < \infty \) for all \( i, j \). Then the numerical range \( \mathcal{W}_1(X^N) \) converges in the Hausdorff metric to the ball \( 2B_d \) almost surely.

**Proof.** This follows from the Proposition 4.1 together with Theorem 3.2.

What do the numerical ranges \( \mathcal{W}_1(U^N) \) converge to? As a particular case of Theorem 3.4, we know that almost surely they converge to \( \mathcal{W}_1(u) \), but we don’t have a very clear description of \( \mathcal{W}_1(u) \). Its first level is certainly not a ball and not a polydisc.

**Proposition 4.3.** Let \( u \) be a \( d \)-tuple of free Haar unitaries. Define

\[
E := \left\{ x \in \mathbb{R}^d : \inf_{t > 0} \left| \sum t^2 + x_i^2 - (d-1)t \right| \leq 1 \right\},
\]

and

\[
Q = \{ z \in \mathbb{C}^d : (|z_1|, \ldots, |z_d|) \in E \}.
\]

Then the numerical range \( \mathcal{W}_1(u) \) is given by the polar dual of \( Q \),

\[
\mathcal{W}_1(u) = Q' = \left\{ w \in \mathbb{C}^d : \Re \sum w_iz_i \leq 1 \text{ for all } z \in Q \right\}.
\]

In particular, \( 0 \in \text{int} \mathcal{W}_1(u) \).

**Proof.** We begin by examining

\[
\mathcal{D}_u = \left\{ X \in M^d : \Re \sum u_i \otimes X_i \leq I \right\}.
\]

We note that once we show that \( \mathcal{D}_u(1) \) is bounded, it follows that \( 0 \in \text{int}(\mathcal{W}_1(u)) \) [7, Lemma 3.4] and therefore also that \( \mathcal{W}(u) = (\mathcal{D}_u)^\circ \) [7, Lemma 3.2 and Proposition 3.3]. It is then not hard to see that \( \mathcal{W}_1(u) = (\mathcal{D}_u(1))' \). It therefore remains to show that \( \mathcal{D}_u(1) = Q \) as described above, and to explain why this set is bounded.

Since \( u_i \mapsto -u_i \) induces a *-automorphism on \( C^*(u) \), we have that, for all \( X \in M^d, \Re \sum u_i \otimes X_i \leq I \) if and only if \( \| \Re \sum u_i \otimes X_i \| \leq 1 \). Thus,

\[
\mathcal{D}_u = \left\{ X \in M^d : \| \Re \sum u_i \otimes X_i \| \leq 1 \right\},
\]

and, in particular,

\[
\mathcal{D}_u(1) = \left\{ x \in \mathbb{C}^d : \frac{1}{2} \left| \sum u_i \otimes x_i + \sum (u_i^* \otimes \overline{x}_i) \right| \leq 1 \right\}.
\]

Again, since \( u_i \mapsto e^{i\theta}u_i \) induces a *-automorphism on \( C^*(u) \), we find that \( x \in \mathcal{D}_u(1) \) if and only if \( |x| := (|x_1|, \ldots, |x_d|) \in \mathcal{D}_u(1) \). But by [16, Theorem 1.1], after a little bit of
rearranging, we find that for \( x \in \mathbb{R}^d \),
\[
\frac{1}{2} \left| \sum u_i \otimes x_i + \sum u_i^* \otimes x_i \right| = \inf_{t > 0} \left| \sum \sqrt{t^2 + x_i^2} - (d - 1)t \right|.
\]

This establishes that \( Q = D_u(1) \). Since the right hand side of the above equation is always greater than \( \|x\|_\infty \), we obtain that \( D_u(1) \) is bounded.

### 5. Comparison of \( \mathcal{W}(s) \) with Other Popular Matrix Balls

In this section, we compare \( \mathcal{W}(s/2) \) and \( \mathcal{L} \) to other matrix balls that have been considered: \( \mathcal{W}_{\min}(\mathbb{F}_d) \), \( \mathcal{B}, \mathcal{D}, \mathcal{B}^* \) and \( \mathcal{W}_{\max}(\mathbb{F}_d) \), and we show that they are different from all of them.

#### Lemma 5.1
Let \( a_1, \ldots, a_d \) be selfadjoint. Then \( \| \sum a_i \otimes s_i \| \leq 2 \| \sum a_i^2 \|^{\frac{1}{2}} \).

**Proof.** Since we can write \( s_i = \ell_i^* + \ell_i \), where \( \ell_i \) are the free shifts on full Fock space, we have
\[
\left\| \sum a_i \otimes \ell_i \right\|^2 = \left\| \sum a_i a_j \otimes \ell_i^* \ell_j \right\| = \left\| \sum a_i^2 \otimes 1 \right\| = \left\| \sum a_i^2 \right\|.
\]
Therefore
\[
\left\| \sum a_i \otimes s_i \right\| \leq \left\| \sum a_i \otimes \ell_i \right\| + \left\| \sum a_i \otimes \ell_i^* \right\| = 2 \left\| \sum a_i^2 \right\|^{\frac{1}{2}}.
\]

The above lemma immediately implies that \( \mathcal{B} \subset \mathcal{W}(s/2)^* = \mathcal{L} \) or, by duality, \( \mathcal{W}(s) \subset 2\mathcal{B}^* \). In particular, \( \mathcal{W}(s) \neq \mathcal{W}_{\max}(2\mathbb{F}_d) \), and \( \mathcal{L} \neq \mathcal{W}_{\min}(\mathbb{F}_d) \). That the inclusion \( \mathcal{B} \subset \mathcal{L} \) (and therefore \( \mathcal{W}(s) \subset 2\mathcal{B}^* \)) is strict, follows easily from the following lemma.

#### Lemma 5.2
There exist selfadjoint \( 2 \times 2 \) matrices \( b_1, b_2 \) such that
\[
\| b_1 \otimes s_1 + b_2 \otimes s_2 \| \leq 2 \text{ while } \| b_1^2 + b_2^2 \| > 1.
\]

**Proof.** Consider the matrices
\[
a_1 = \begin{pmatrix} \sqrt{t} & 1 \\ 1 & \frac{1}{\sqrt{t}} \end{pmatrix}, \quad a_2 = \begin{pmatrix} \sqrt{t} & -1 \\ -1 & \frac{1}{\sqrt{t}} \end{pmatrix}.
\]
A direct calculation shows that \( \| a_1^2 + a_2^2 \|^{1/2} = \sqrt{2(1 + t)} \). On the other hand, by Equation (4.1) we can bound the norm of \( \| a_1 \otimes s_1 + a_2 \otimes s_2 \| \) by
\[
\| a_1 \otimes s_1 + a_2 \otimes s_2 \| \leq \| D + a_1 Da_1 + a_2 Da_2 \|
\]
where \( D \) is the diagonal matrix
\[
D = \begin{pmatrix} \lambda & 0 \\ 0 & \mu \end{pmatrix}.
\]
We find that
\[
\| a_1 \otimes s_1 + a_2 \otimes s_2 \| \leq \max\{ \lambda + 2(\lambda^{-1} t + \mu^{-1}), \mu + 2(\lambda^{-1} + \mu^{-1} t^{-1}) \},
\]
for any positive \( \lambda, \mu \). Choosing \( \lambda = 3, \mu = 7 \) and \( t = 7 \), we find that
\[
\| a_1^2 + a_2^2 \|^{1/2} = 4,
\]
while
\[
\| a_1 \otimes s_1 + a_2 \otimes s_2 \| =: \delta < 8.
\]
Dividing \( a \) by \( \delta/2 \) we obtain \( b_1, b_2 \) such that \( \| b_1 \otimes s_1 + b_2 \otimes s_2 \| \leq 2 \) while \( \| b_1^2 + b_2^2 \| > 1. \)
We also have $\mathcal{B} \subset \mathcal{W}(s/2) = \mathcal{L}^\bullet$. Indeed, for any row contraction $a$, i.e., $\sum a_i a_i^* \leq 1$, there is a UCP map $\Phi$ sending $\ell_i$ to $a_i$ [26]. If the $a_i$ are also selfadjoint, i.e., if $a \in \mathcal{B}$, we find that $\Phi(s/2) = a$. Due to the next lemma, $\|s/2\| > 1$, so the containment is strict.

**Lemma 5.3.**

$$\|s\| = \left\| \sum s_i^2 \right\|^{\frac{1}{2}} = 1 + \sqrt{d}.$$  

**Proof.** Since $s_i = \ell_i + \ell_i^*$, we have

$$\sum s_i^2 = (d + 1)I - P_\Omega + \sum (\ell_i^2 + \ell_i^{2*})$$

where we write $P_\Omega$ for the vacuum projection. Now, the tuple $(P_\Omega, \ell_1, \ldots, \ell_d)$ is $*$-isomorphic to the compression of $(P_\Omega, \ell_1^2, \ldots, \ell_d^2)$ to $\mathcal{F}(\text{span}(e_1 \otimes e_1, \ldots, e_d \otimes e_d))$. Hence

$$\left\| \sum s_i^2 \right\| \geq \left\| (d + 1)I - P_\Omega + \sum (\ell_i + \ell_i^*) \right\|.$$ 

The last expression can be computed using the formula (1.6) in [16, Theorem 1.8], which reads in our case as

$$\left\| (d + 1)I - P_\Omega + \sum (\ell_i + \ell_i^*) \right\| = \inf_{t \geq 1} \left| t + d + \frac{d}{t} - 1 \right|.$$ 

The minimum is easily found to be attained at $t = 1 + \sqrt{d}$, and it is equal to $(1 + \sqrt{d})^2$. Equality holds in the expression for the norm, because $\|(d + 1)I - P_\Omega + \sum (\ell_i^2 + \ell_i^{2*})\| \leq d + 1 + 2\| \sum \ell_i^2 \| = d + 1 + 2\sqrt{d} = (1 + \sqrt{d})^2$. [26]

By applying $\sum \vec{s}_i \otimes s_i$ to $x_N \otimes x_N$, where $x_N := \frac{1}{\sqrt{N}} \sum_{k=1}^{N} e_1^{\otimes k}$ is an approximate eigenvector for $s_1$ with approximate eigenvalue 2, we find that $\left\| \sum \vec{s}_i \otimes s_i \right\| > 4$ for $d \geq 2$. This means that $\mathcal{W}(s/2) \nsubseteq \mathcal{D}$. By selfduality of $\mathcal{D}$, we also get $\mathcal{D} \nsubseteq \mathcal{L}$.

To conclude, let us record the result of our comparison of the Lehner ball $\mathcal{L}$ and its dual $\mathcal{W}(s/2)$ with the other matrix balls.

**Theorem 5.4.** Whenever $d \geq 2$, we have the following relations.

$$\mathcal{W}^\text{min}(\mathbb{H}_d) \subset \mathcal{B} \subset \mathcal{L}, \mathcal{W}(s/2) \subset \mathcal{B}^\bullet \subset \mathcal{W}^\text{max}(\mathbb{H}_d),$$

and

$$\mathcal{W}(s/2) \nsubseteq \mathcal{D} \nsubseteq \mathcal{L}.$$
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