Online Resource Allocation with Customer Choice

Guillermo Gallego, Anran Li, Van-Anh Truong, Xinshang Wang
Department of Industrial Engineering and Operations Research, Columbia University, New York, NY, USA,
gmg2@columbia.edu, al2942@columbia.edu, vatruong@ieor.columbia.edu,xw2230@columbia.edu

We introduce a general model of resource allocation with customer choice. In this model, there are multiple resources that are available over a finite horizon. The resources are non-replenishable and perishable. Each unit of a resource can be instantly made into one of several products. There are multiple customer types arriving randomly over time. An assortment of products must be offered to each arriving customer, depending on the type of the customer, the time of arrival, and the remaining inventory. From this assortment, the customer selects a product according to a general choice model. The selection generates a product-dependent and customer-type-dependent reward. The objective of the system is to maximize the total expected reward earned over the horizon.

The above problem has a number of applications, including personalized assortment optimization, revenue management of parallel flights, and web- and mobile-based appointment scheduling. We derive online algorithms that are asymptotically optimal and achieve the best constant relative performance guarantees for this class of problems.

1. Introduction

In this paper we introduce a general model of resource allocation with customer choice. In this model, there is a finite, continuous-time horizon. Over the horizon, there is a known set of resources, each finite in quantity and perishing at a known date. Each unit of a resource can be used to instantly make one of several products. Over the horizon, customers of various types arrive according to non-homogenous Poisson processes. The type of a customer is observable by the system. Upon a customer’s arrival, according to the time of arrival, the inventory of available resources,
and the type of the customer, the system chooses an assortment of products to display. From among this assortment, the customer chooses a product according to some known, general model of choice. If the customer chooses a product, the system earns a customer-type-dependent and product-dependent reward, and the inventory of the corresponding resource is depleted by one. The system’s goal is to maximize the total expected reward that it earns over the horizon.

The problem above has application in a number of settings. In the revenue management of parallel flights, the resources are flight legs that share the same origin and destination. Each product is a ticket, which is defined by a flight leg, an associated fare, and a set of purchase restrictions or ancillary services for the corresponding fare class. A customer arriving at the system chooses dynamically among the assortment of tickets offered. The type of a customer can be based on information such as the customers’ past purchase history, their arrival time, the parameters of the customers’ search query, whether or not they belong to a loyalty program, their level within the loyalty program, their location, and any other information that can be observed by the system at the time of purchase.

In assortment-planning problems, the products and resources are one and the same. In this case, the type of a customer can be based on information similar to above, and whether they belong to a special program such as Amazon’s Prime program, Bloomingdale’s Loyallist rewards program, or Sephora’s Rewards Boutique program. Rewards are adapted to the customer type to capture a combination of personalized prices and the value of serving the customer type in the long term. For example, Target is known to send coupons to shoppers that it identifies as potential expecting mothers, because data shows that important life events, such as birth, can change people’s shopping habits. Target finds it beneficial in the long run to favor these shoppers in order to induce the habit to buy at Target (Duhigg 2012).

In web- and mobile-based self-scheduling systems such as ZocDoc, the resources and products are the same and correspond to appointment slots that take place at different times, at various clinic locations, with various physicians. The patient type can be defined with reference to a patient’s
status as new or existing patient, their insurance, the nature of concern, etc. The reward of assigning a slot to a patient can be chosen to capture a combination of the revenue expected for the visit and the patient’s priority.

The above class of problems are closest to choice-based revenue-management problems that have attracted intense interest over the past ten years. Researchers have focused on stochastic dynamic formulations of these problems. Gallego, Iyengar, Phillips, and Dubey (2004) are among the first to introduce a consumer choice model to the network revenue-management literature. The choice based linear program (CDLP) proposed by them has been widely used to approximate the stochastic dynamic optimal solution. They show that the optimal value of the stochastic dynamic problem is bounded above by the optimal solution to the CDLP, and further, that it approaches this upper bound asymptotically. There are various ways of using the CDLP solution to obtain practical policies, such as the bid price heuristic of Talluri and van Ryzin (2005) and the dynamic programming decomposition approach of Liu and van Ryzin (2008). Subsequently tighter approximation methods have been proposed to improve upon the CDLP upper bound, (Zhang and Adelman 2009, Meissner and Strauss 2012, Kunnumkal and Topaloglu 2010). However, little is known about the theoretical performance of these methods outside of the asymptotic regime, and the tighter bounds usually come with significant computational cost.

In this paper, we introduce the first algorithms with theoretical performance guarantees for the above class of problems. Our approach offers both modeling flexibility, ease of implementation, and theoretical performance characterization. Several features of our model merit attention:

*Personalization.* We allow multiple customer types to be modeled. The customer types are based on information that can be observed by the system at the time of purchase. We offer assortments of products that are customized to the customer types. Personalization has been widely used by companies that collect data on customer characteristics. It has been used, for example, by Amazon to recommend products to customers based on their purchase history; by Groupon, Yelp, and Foursquare to offer discounts to customers based on their location; and by grocery stores
to offer customers coupons based again on their purchase history (Golrezaei, Nazerzadeh and Rusmevichientong 2014). As we shall discuss, the literature on personalized revenue management is still limited.

Substitution across fare classes. We allow for simultaneous consideration of multiple products that might correspond to multiple fare classes, with no restriction on substitution behavior. Thus, we are able to capture the substitution of capacity across fare classes in revenue-management applications. Although the substitution effect has been studied, it has been limited to within fare classes (Zhang and Cooper 2005). This assumption turns out to be rather restrictive. Dai, Ding, Kleywegt, Wang and Zhang (2014) have found in recent analysis of empirical airline data that customers have much greater demand for the cheapest alternative than for the second cheapest alternative even when the price difference is small.

Substitution across time. We model multiple resources with expiry dates that can fall within the horizon. Thus, we are able to explicitly model inter-temporal demand substitution. Indeed, our model is among the first in the revenue-management literature to explicitly capture inter-temporal substitution. Previous models have usually assumed that the expiry dates fall beyond the horizon. Thus, they can only capture intertemporal substitution in an implicit manner, by changing the demand arrival process or the selection probabilities over time.

Non-stationarity. We allow demand arrivals to be non-stationary and stochastic over the horizon. Our performance guarantees are robust to dramatic changes in the demand rate. Past approximations, such as that of Liu and van Ryzin (2008), can be extended to the environment with time varying arrivals if the demand varies slowly over time, but perform poorly when the demand is volatile. Many of the remaining prior methods (Zhang and Adelman 2009, Meissner and Strauss 2012, Kunnumkal and Topaloglu 2010) have assumed stationary arrival.

Dynamic product substitution. We dispense with the commonly-used static-substitution assumption, which implies that a customer, who finds that his request is stocked out, will leave the system forever. We dynamically adjust our offered assortment according to current inventory levels, current demand type and future expected demands. We include only products with positive inventory
levels in our assortments. For this reason, the customer behaviors that our model captures are much more realistic.

Our contributions are as followed.

• We propose the first column-generation algorithms to solve the CDLP in settings where this problem is NP-hard. Our algorithms can generate $\epsilon$-optimal solutions to the CDLP for any given $\epsilon > 0$. It is applicable to a variety of choice models, including the Mixed Multinomial Logit (MMNL), which can approximate any random utility model to any precision level (McFadden and Train 2000). Our algorithms build on existing polynomial-time approximation schemes (PTAS) or fully polynomial-time approximation schemes (FPTAS) that can approximately solve the underlying assortment-planning sub-problems.

• We derive theoretical performance characterization for our general class of choice-based resource-allocation problems. We prove that our algorithms are guaranteed to produce an expected reward no worse than $\frac{1}{2}(1 - \epsilon)$ times that of $OFF$, where $\epsilon$ is the error in computing an optimal solution to the CDLP, and $OFF$ is an optimal offline algorithm that knows a priori the realization of all demand arrivals and makes optimal decisions given this information. To the best of our knowledge, this is the first constant relative performance characterization for this class of problems. Our algorithms are highly intuitive and simple to implement.

• We prove that $\frac{1}{2}$ is the best possible constant ratio that can be achieved between the expected reward of an online algorithm and the expected reward of $OFF$. Thus, our algorithms achieve within $(1 - \epsilon)$ of the best possible constant relative performance. They achieve the upper bound of $\frac{1}{2}$ for a variety of choice models for which the CDLP can be solved exactly.

• We show that our algorithm has expected total reward at least as high as that of the deterministic algorithm proposed by Gallego, Iyengar, Phillips, and Dubey (2004). We also prove that this classical algorithm has expected reward that is no worse than $1/e = 0.368$ that of $OFF$. Thus, we prove that our algorithms are asymptotically optimal, therefore competitive with existing algorithms, according to the main theoretical performance characterization known prior to our work.
2. Literature Review

We will summarize the streams of works that are most closely related to our paper, many of which are in revenue-management. We refer the reader to Talluri and van Ryzin (2005) for a comprehensive review of the larger revenue-management literature.

2.1. Single-Leg Revenue Management

Inspired by the news-vendor problem, Littlewood (1972) describes a simple technique for setting a booking limit for low-fare tickets when there are two fare classes and a single-leg flight. Later, Belobaba (1989) extends the model to the case with multiple booking classes and proposes an expected marginal seat revenue (EMSR) heuristic. Subsequently, a framework for determining booking limits for a single-leg flight with mutually independent demand classes that arrive in sequential blocks is developed. The earliest dynamic model is perhaps attributable to Mayer (1976), who introduces a dynamic-programming model and compares it with the static control derived from Littlewood’s rule. Dynamic model allows for a more precise formulation of the customer arrival process. For example, the low-to-high-fare arrival assumption can be relaxed. Lee and Hersh (1993) consider a general multiclass dynamic seat-allocation model with non-stationary demand. They show that the optimal policy is a monotone-threshold policy. That is, a ticket is open for purchase if and only if its fare is no smaller than the expected marginal revenue over the remaining booking horizon. Talluri and van Ryzin (2004) analyze a single-leg revenue management problem with customer choice. They show that an optimal policy can be characterized by an ordered sequence of “efficient” offer sets, which can provide the most favorable trade-off between expected revenue and expected capacity consumption. They give conditions under which the efficient sets have a nested structure.

Within this literature, a number of papers address the design of policies for revenue management that are robust to the distribution of arrivals. Ball and Queyranne (2009) analyze online algorithms for the single-leg revenue-management problem. Their performance metric is the traditional competitive ratio that compares online algorithms with optimal offline algorithms under the
worst instance of demand arrivals. They prove that the competitive ratio cannot be bounded by any constant when there are arbitrarily many customer types. In our work, we relax the definition of competitive ratio, and show that our algorithms achieve a constant competitive ratio (under our definition) for any number of customer types and for a more general multi-resource model. Qin, Zhang, Hua, and Shi (2015) study approximation algorithms for an admission control problem for a single resource when customer arrival processes can be correlated over time. They use as the performance metric the ratio between the expected cost of their algorithm and that of an optimal stochastic dynamic algorithm. Our performance metric is stronger than theirs as we compare our algorithms against an optimal offline algorithm, instead of an optimal stochastic dynamic algorithm. Qin, Zhang, Hua, and Shi (2015) prove a constant approximation ratio for the case of two customer types, and also for the case of multiple customer types with specific restrictions. In addition, they allow only one type of resource to be allocated. In our model, we assume arrivals are independent over time, but we allow for multiple customer types and multiple resources without additional assumptions.

2.2. Online Matching

Our work is closely related to works on online bipartite matching problems. In these problems, the set of available resources is known and corresponds to one set of nodes. Demand requests arrive one by one, and correspond to a second set of nodes. As each demand node arises, its adjacency to the resource nodes is revealed. Each edge has an associated weight. The system must match each demand node irrevocably to an adjacent resource node. The goal is to maximize the total weighted or unweighted size of the matching. There is no choice process that is modeled.

The online unweighted bipartite matching problem is originally shown by Karp, Vazirani and Vazirani (1990) to have a best competitive ratio of 0.5 for deterministic algorithms and $1 - 1/e$ for randomized algorithms. Our work generalizes the online weighted bipartite matching problem. When demands are chosen by an adversary, the worst-case competitive ratio of this problem cannot
be bounded by any constant (Mehta 2012). Many subsequent works have tried to design algorithms with bounded performance ratios for this problem for more regulated demand processes.

Specifically, three types of demand processes have been studied. The first type of demand processes studied is one in which each demand node is independently and identically chosen with replacement from a known set of nodes. Under this assumption, Jaillet and Lu (2013), Manshadi et al. (2012), Bahmani and Kapralov (2010), Feldman et al. (2009) propose online algorithms with competitive ratios higher than $1 - 1/e$ for the unweighted problem. Haeupler, Mirrokni, Vahab and Zadimoghaddam (2011) study online algorithms with competitive ratios higher than $1 - 1/e$ for the weighted bipartite matching problem.

The second type of demand processes studied is one in which the demand nodes are drawn randomly without replacement from an unknown set of nodes. This assumption has been used in the secretary problem (Kleinberg 2005, Babaioff, Immorlica, Kempe, and Kleinberg 2008), ad-words problem (Goel and Mehta 2008) and bipartite matching problem (Mahdian and Yan 2011, Karande, Mehta, and Tripathi 2011).

The third type of demand processes studied is one in which each demand node requests a very small amount of resource. This assumption, called the small bid assumption, together with the assumption of randomly drawn demands, lead to polynomial-time approximation schemes (PTAS) for problems such as ad-words (Devanur 2009), stochastic packing (Feldman, Henzinger, Korula, Mirrokni, and Stein 2010), online linear programming (Agrawal, Wang, Zizhuo and Ye 2009), and packing problems (Molinaro and Ravi 2013). Typically, the PTAS proposed in these works use dual prices to make allocation decisions. Devanur, Jain, Sivan, and Wilkens (2011) study a resource-allocation problem in which the distribution of nodes is allowed to change over time, but still needs to follow a requirement that the distribution at any moment induce a small enough offline objective value. They then study the asymptotic performance of their algorithm. In our model, the amount capacity requested by each customer is not necessary small relative to the total amount of capacity available. Therefore, the analysis in these previous works does not apply to our problem.
Our work builds upon recent results by Wang, Truong and Bank (2015), who propose online algorithms with competitive ratio of 0.5 for the bipartite matching problem with heterogeneous demands. They assume that demands arrive according to non-homogenous Poisson processes. For this class of problems, they show that the bound of 0.5 achieved by their algorithm is tight. Our model extends theirs to allow for endogenous customer behavior, and decisions that control assortments of products to offer, rather than those that match customers directly to resources.

2.3. Choice-based network revenue management

Our work extends the literature on choice-based network revenue management (CNRM). These models assume that there is some fixed, finite amount of resources, for example, flight legs. Products are sold, which are built from one or more resources. The models focus on dynamically adjusting the set of offered products as a function of remaining capacity of the resources and remaining time in the selling horizon. They assume that consumer demands are dependent on the set of offered products.

Our algorithms build on the use the CDLP that was first introduced by Gallego, Iyengar, Phillips, and Dubey (2004). They propose an efficient column generation algorithm to solve the CDLP and suggest a deterministic control policy that uses the primal optimal solution as the proportion of time to offer each assortment. More recently, Gallego, Ratliff and Shebalov (2014) reformulate the CDLP as a polynomial-size sales-based LP under a general class of attraction models. Liu and van Ryzin (2008) give a dynamic-programming formulation for CNRM. They come up with a heuristic algorithm by decomposing over flight legs, with the opportunity cost of each flight leg being generated from the dual values of the capacity constraints in the LP. Kunmunkal and Topaloglu (2010) propose another dynamic-programming-decomposition algorithm for CNRM; they allocate revenue associated with itinerary among the different flight legs and solve a single-leg revenue-management problem for each leg. Zhang and Cooper (2005) dynamically control the inventory of parallel flights for a common itinerary while assuming demands are substitutable across different schedules, but not across different fare classes. Zhang and Adelman (2009) present an affine approximation to the
value function. Jasim and Kumar (2012) study the performance of the heuristic of resolving the deterministic LP periodically while setting all random variables at their expected future values. They provide both upper bound and lower bound for the expected revenue loss compared to the optimal policy. All of the above papers assume a single market segment, or multiple market segments with disjoint consideration sets. They also assume that the customer type is not observable to the seller, so the seller must decide on a common assortment for all segments.

As Bront, Mendez-Diaz, and Vulcano (2009) point out, when customers belong to overlapping segments, even solving for the CDLP is NP-hard. They propose a heuristic column-generation algorithm for solving the CDLP. Our model is different in that we can observe the customer type and can provide personalized assortments.

Jaillet and Lu (2012) design near-optimal learning-based online algorithms for dynamic resource-allocation problem. They do not model consumer choice. Further they assume that demand arrivals are stationary, and that the amount of resource used by each demand unit is very small relative to the capacity. In contrast, we will model consumer choice, allow non-stationary demands, and allow individual demand requirements to be large relative to capacity.

2.4. Revenue management of parallel flights

Zhang and Cooper (2005) consider the seat-inventory control of multiple parallel single-leg flights in the presence of dynamic customer-choice behavior. Each customer’s choice is modeled by his preference mapping, and they assume the preferences only shift among different flights, not across fare classes. They use lower and upper bounds to approximate the expected revenue from the optimal stochastic programming, and suggest control policies based on the approximated marginal value. Dai, Ding, Kleywegt, Wang and Zhang (2014) describe a revenue-management problem of a major airline that operates in a very competitive market involving two hubs and having more than 30 parallel daily flights. They observe demand discontinuities from the industrial data, i.e, demand spikes for the cheapest available fare classes and for fully refundable fare classes. They incorporate the discontinuity into a logit model and focus on a deterministic formulation of the problem. In
a departure from previous literature, they take the competitor’s response into consideration by modeling the attractiveness of the no-purchase option with a random coefficient. They also show that under some conditions, the CDLP can be solved efficiently by column generation.

### 2.5. Assortment planning

Assortment planning problems are special class of revenue-management problems in which the products sold are the resources themselves. That is, the products are not built from one or more simpler resources. In assortment planning, a retailer needs to decide the set of products to offer at various times over a selling horizon. Usually this decision is jointly considered with inventory decisions.

Earlier works considered the static assortment problem. In these problems, customers have no knowledge about the status of inventory. They make purchase decision only based on the offered product set. If their selection is stocked out, a second choice will not be made. Van Ryzin and Mahajan (1999) show that an optimal assortment is composed of the most popular products when all the products have the identical price and cost and customers’ demands are governed by the Multinomial Logit model of choice. Subsequent literature has considered various choice models and prices and costs structures. Cachon, Terwiesch and Xu (2005) use a more general choice model in which they incorporate search costs and shows that ignoring customer search will lead to less assortment variety since in equilibrium the seller needs a bigger sized assortment to attract more customers. Topaloglu (2013) works on a similar problem as van Ryzin and Mahajan (1999), but instead of deciding a single offering set, he allows multiple assortments and decides the duration of time that each is offered.

Our paper features a dynamic, or stockout-based model of consumer choice. In these models, customers base their choice from the products that are in stock upon their arrival. Mahajan and van Ryzin (2001) choose initial inventory levels to maximize the expected profit under dynamic substitution. However, they show the objective function is not even quasiconcave. Therefore, they
suggest a stochastic-gradient algorithm for the problem. Kok and Fisher (2007) propose an estimation method to obtain both the original demand rate and the substitution rate. They also present an iterative heuristic to solve the problem of joint assortment planning and inventory optimization. Honhon, Gaur and Seshadri (2010) consider multiple customer types. They derive some structural properties for the optimal assortment.

Within the literature on dynamic consumer choice, our paper is closest to the literature on personalized dynamic assortment planning. These assortments are dynamically optimized depending on inventory levels, and tailored to the customer segment, provided that the system can observe the customer’s segment and knows the preferences of each segment. Bernstein, Kok and Xie (2010) are the first to propose the idea of assortment customization in presence of heterogeneous customer segments. To obtain some structural properties of the optimal policy, they assume all products are not functionally differentiated and have the same price; and they propose a heuristic by implementing a newsvendor-type approximation to the marginal revenue of each product. Chan and Farias (2009) relax the restrictive uniform price constraint and show that a myopic policy achieves at least 0.5 the expected revenue of the stochastic optimal policy in non-stationary settings. Golrezaei, Nazerzadeh and Rusmevichientong (2014) extend this result by showing that under adversarially chosen demand there is an online algorithm that achieves at least 0.5 the cost of an optimal offline policy in the worst case.

Similar to Golrezaei, Nazerzadeh and Rusmevichientong (2014), we propose simple and robust online algorithms for dynamically determining the set of offered products, based on the inventory of products available and the time that remains in the horizon. However, our model captures rewards that depend on the customer type and not just on the products sold. In revenue-management applications, these rewards capture differentiated fares for the same seat capacity. In assortment planning applications, our rewards capture personalized prices or discounts, and differentiated rewards for serving different customer groups, such as Amazon Prime customers versus regular customers. In self-scheduling systems, our rewards capture differentiated priorities among different
customer groups such as urgent versus non-urgent patients, new versus existing patients, and regular versus follow-up visits, etc. In the context of online matching, the models of Golrezaei, Nazerzadeh and Rusmevichientong (2014), Chan and Farias (2009), and others in the assortment-planning literature extend the vertex-weighted bipartite matching problem, where the revenue earned is a function of only the resource nodes that are used. This problem is a special case of the edge-weighted bipartite matching problem that we extend. In these more general problem, the revenue earned is a function of both the resource nodes that are used, and the demand nodes that they are matched with.

2.6. Appointment Scheduling with Choice

Our work is related to the literature on appointment scheduling (Guerriero and Guido 2011, May et al. 2010, Cardoen et al. 2010, Gupta 2007). Patient preferences are an important consideration in many real scheduling systems. In the literature considering patient preferences, Gupta and Wang (2008) consider a single-day scheduling model where each arriving patient picks a single slot with a particular physician. The clinic accepts or rejects the request. Our model generalize their framework to a multi-period setting. We also characterize the theoretical performance of algorithms in an online setting, whereas they use stochastic dynamic programming as the modeling framework and develop heuristics.

A multi-day, single-patient-type, stationary model has been studied by Feldman, Liu, Topaloglu and Ziya (2014). They assume that patients have preferences for slots that can be captured by the multinomial logit model. This model is essentially a dynamic assortment-planning model. They derive structural results for the optimal policy, and exhibit a heuristic that is asymptotically optimal. In contrast, we characterize the theoretical performance of our algorithms in both asymptotic and non-asymptotic regimes. We also model heterogenous patients and non-stationary demand, both of which features are especially important in healthcare settings, where patients frequently have differing priorities and demands are usually non-stationary (Wang, Truong and Bank 2015). Finally, we allow a very general model of patient choice to be used.
Our model closely follows the previously discussed model of Wang, Truong and Bank (2015) for multi-day, multi-patient-type settings. Their model is useful in applications in which the system can observe revealed patient preferences before assigning appointment slots to them. Requiring patients to explicitly specify their preferences can be a cumbersome exercise. Therefore, some systems such as ZocDoc make scheduling more user-friendly by offering sets of open slots to patients and allowing them to choose. Our model captures the latter setting. Thus, our contribution is to add the control of assortments of slots to offer to the model of Wang, Truong and Bank (2015).

3. Model

We consider a continuous horizon \([0, 1]\). There are \(L\) different resources, \(N\) different products, and \(K\) customer types. Each resource \(l, l = 1, \ldots, L\), has a capacity \(C_l\) and an expiration time \(t_l\). Each product \(n, n = 1, \ldots, N\), consists of a single resource \(l_n\). A product might be a resource offered with a specific price and a certain set of restrictions. For expositional simplicity, each product \(n\) earns a reward of \(r_n\) regardless of the customer type served. However, the reward can be made to depend on the customer type served without changing any of the results that follow. In the more general case, the reward would be indexed by both the product and the customer type.

Customers of type \(k\) arrive according to a non-homogenous Poisson process with known rate \(\lambda_k(t)\). We assume that the customer type is observable by the system. When a customer of type \(k\) is presented with an assortment \(S\), the customer will choose a product from the assortment following a general choice model. Let \(P^k(n, S)\) be the probability that a customer of type \(k\) chooses product \(n\) from assortment \(S\). Note that each customer type can be modeled with a different choice model.

We assume that the no-purchase option, or product 0, is included in each assortment, with \(r_0 = 0\).

When a customer of type \(k\) arrives, the system must decide which assortment to offer to the customer. If the customer purchases product \(n\) from the offered assortment, the reward \(r_n\) is earned and the inventory of resource \(l_n\) is depleted by 1. The objective of the system is to maximize the expected total reward.

Let \(c = (c_1, c_2, \ldots, c_L)\) denote the vector of remaining inventory, where \(c_l \in \{0, 1, \ldots, C_l\}\) represents the remaining inventory of resource \(l\). Under a policy \(\Pi\), let \(V^\Pi(c, t)\) denote the expected future
reward and $A_k^\Pi(c,t)$ denote the assortment offered to customers of type $k$ at time $t$ with inventory $c$. In general, $A_k^\Pi(c,t)$ can be random.

Let $N_l \equiv \{ n \in \{1, 2, ..., N \} : l_n = l \}$ be the set of products that consist of resource $l$. Let $e_l$ be the unit vector with the $l$-th position being 1. The dynamics of $V^\Pi(c,t)$ is governed by

$$\frac{\partial V^\Pi(c,t)}{\partial t} = -\sum_{k=1}^K \sum_{l=1}^L R_{kl}^t(A_k^\Pi(c,t), \Delta_l V^\Pi(c,t)), \quad (1)$$

where

$$\Delta_l V^\Pi(c,t) \equiv \begin{cases} V^\Pi(c,t) - V^\Pi(c-e_l,t) & \text{if } c_l > 0 \\ \infty & \text{if } c_l = 0 \end{cases} \quad (2)$$

is the marginal value of expected future reward with respect to resource $l$, and

$$R_{kl}^t(S,z) \equiv \lambda_k(t) \sum_{n \in N_l} E[1(n \in S)P^k(n,S)](r_n - z) \quad (3)$$

is the rate at which the expected future reward of resource $l$ changes due to customers of type $k$. Here the expectation in (3) is taken over $S$. $V^\Pi(c,t)$ must satisfy the boundary conditions $V^\Pi(0,t) = 0$ and $V^\Pi(\cdot,1) = 0$.

The total expected reward of policy $\Pi$ is $V^\Pi(C,0)$, where $C = (C_1, C_2, ..., C_L)$ is the vector of initial inventory.

### 3.1. Action space

Existing models differ in whether an assortment is allowed to contain products with zero inventory. A model assumes *static substitution* if an assortment can contain any product. A customer who chooses a product with zero inventory leaves the system without affecting the total reward. A model assumes *dynamic substitution* if assortments must not contain products with zero inventory.

Dynamic substitution is much more realistic than static substitution, although dynamic substitution requires more complex analysis. Recent literature has mostly focused on dynamic substitution.

Our paper assumes dynamic substitution. The formal definition is as follows.

**Assumption 1.** For any given state $(c,t)$, if $c_l = 0$, we must have $N_l \cap A_k^\Pi(c,t) = \emptyset$. 

We will propose a policy that achieves the best performance guarantee under this assumption. To motivate the idea of the policy, however, we will first analyze some intermediate policies that generate performance bounds under the static-substitution assumption. We will show that our final policy that works under dynamic substitution dominates these intermediate policies.

3.2. More on time-dependent effects

Note that in our model, the resources might perish over the horizon. That is, it is possible for \( t_l < 1 \) for certain resources \( l \). We will define customer types to ensure that any customer \( k \) arriving after time \( t_l \) has selection probability \( P^k(n, S) = 0 \) for any product \( n \) that is based on \( l \), and any assortment \( S \) that includes \( n \). As time moves forward, the types of customers who are arriving with positive probabilities will change in our model in order to capture any time-dependent changes in demand behavior.

The horizon is also finite in our model. As the end of horizon approaches, there might be products that expire after the end of horizon entering into customers’ consideration sets. In the language of revenue management, as the end of horizon approaches, customers might be increasingly choosing to purchase flights that depart after the end of the horizon. Existing models can address this effect by changing the attractiveness of the no-purchase option as the end of horizon nears. A similar strategy can be applied here. However, our model can be used to capture inter-temporal substitution more explicitly near the end of the horizon as follows. For concreteness, we explain the strategy in the language of revenue management.

- Include consideration sets with flights that depart up to time \( T + \Delta \), where \( \Delta \) might be a week.
- Allocate capacity \( c_l \) to flights \( l \) with departure time \( t_l > T \) for sale during \([0, T]\). In this case \( c_l \) may be less than the actual capacity for flight \( l \). The quantity \( c_l \) may be set by management or may be the solution to a higher-level optimization problem. As an example, if the capacity of a flight that departs between \( T \) and \( T + \Delta \) is 100, we might allocate 85 seats to the optimization problem over \([0, T]\) if we estimate that we can sell 15 seats at a higher price during the interval \([T, T + \Delta]\).
By including post-horizon flights and some of their capacity, we will be able to incorporate most of the inter-temporal substitution behavior explicitely into our model.

3.3. Competitive ratio

It is practically impossible to compute the optimal policy for our problem because of the “curse of dimensionality” in both the state and decision spaces. Instead, our goal is to give an online algorithm with expected total reward that is bounded by a constant factor of an optimal offline policy $OFF$.

A policy $\Pi$ is online if the decision $A^\Pi_k(c, t)$ is adapted to the information up to time $t$, including the future arrival rates $\lambda_k(t)$, for $k = 1, 2, ..., K$ and $t \in [0, 1]$, that are known a priori. On the other hand, the optimal offline decision depends on the information of all realizations of future arrivals over the horizon, but the randomness in customer choices is still exogenous to $OFF$. We will also require that $OFF$ follows the dynamic-substitution assumption in the sense that it never offers a product with zero inventory.

Let $V^{OFF}$ denote the expected reward of $OFF$. Note that $V^{OFF}$ does not need to satisfy the dynamic equation (1) for online algorithms. The following is our definition of competitive ratio.

**Definition 1.** An algorithm $\Pi$ is $\alpha$-competitive if its total expected reward $V^{\Pi}(C, 0)$ satisfies

$$V^{\Pi}(C, 0) \geq \alpha \cdot V^{OFF}$$

under any values of $r_n, \nu^k_n, \lambda_k(t), C_l$, for $n = 1, 2, ..., N$; $k = 1, 2, ..., K$; $l = 1, 2, ..., L$; $t \in [0, 1]$.

4. Choice-Based Deterministic Linear Program

Before introducing our algorithms, we first characterize an upper bound on $V^{OFF}$ using a widely-used choice based deterministic linear programming (CDLP) formulation proposed by Gallego et al. (2004). Liu and van Ryzin (2008) have shown that the CDLP is an upper bound on the expected reward of an optimal stochastic policy. In this paper, we prove a stronger result that the CDLP is an upper bound on the expected reward of an optimal offline policy $OFF$. Our algorithms and bounds will build on this CDLP.
Let $S$ denote the set of all assortments. Let $\Lambda_k \equiv \int_0^1 \lambda_k(s)ds$ denote the average total number of arrivals of type $k$ customers over the horizon. In the following choice-based CDLP, the decision $x_k(S)$ represents the probability of showing assortment $S \in S$ to a type-$k$ customer upon his arrival. Note that this quantity is independent of the time of that arrival.

\[
V^{CDLP} = \max \sum_{k=1}^K \sum_{S \in S} \Lambda_k x_k(S) \sum_{n \in S} P^k(n, S) r_n \\
s.t. \sum_{k=1}^K \sum_{n \in N_j} \sum_{S : n \in S} x_k(S) P^k(n, S) \leq C_j, \quad \forall j = 1, 2, \ldots, L, \\
\sum_{S \in S} x_k(S) \leq 1, \quad \forall k = 1, 2, \ldots, K; \\
x_k(S) \geq 0, \quad \forall k = 1, 2, \ldots, K, \forall S \in S.
\]

**Theorem 1.** $V^{CDLP}$ is an upper bound on $V^{OFF}$.

Our algorithms rely on an optimal solution of the CDLP. Since there are $L + K$ constraints, we know that at optimality, the solution involves at most $L + K$ different assortments with positive displaying probabilities. However, with $K^2N$ variables, this CDLP could be very difficult to solve in practice. As suggested by Gallego, Iyengar, Phillips, and Dubey (2004), column generation techniques can be used to circumvent these difficulties.

### 4.1. Solving the CDLP by Column Generation

Our algorithm requires a solution to the CDLP. We propose solving the CDLP by column generation. Column generation works by expanding a set $H^d$ of active assortments, i.e., those with positive displaying probabilities, in each iteration $d$. We start with a limited number of columns, namely $H^1$. We then solve a reduced LP that involves only these columns. Conditional on the dual values from the reduced LP in the current iteration, we then calculate the reduced cost of potential assortments that have not yet been considered. If the reduced cost is strictly positive, we incorporate the corresponding column into a new active set and re-optimize. If there is no potential assortment with positive reduced cost, the current solution is optimal. A detailed illustration is as follows:
1. Initially, let $\mathcal{H}^1$ be any collection of assortments. Set $d \leftarrow 1$.

2. Solve the following reduced linear program, in which $x_k(S)$ is the decision variable, for all $k = 1, 2, ..., K$ and for all $S \in \mathcal{H}^d$.

$$
V^d \equiv \max \sum_{k=1}^{K} \sum_{S \in \mathcal{H}^d} A_k x_k(S) \sum_{n \in S} r_n P^k(n, S)
$$

s.t. \[
\sum_{k=1}^{K} \sum_{n \in N_j, S \in \mathcal{H}^d, n \in S} x_k(S) P^k(n, S) \leq C_j, \quad \forall j = 1, 2, ..., L
\]

\[
\sum_{S \in \mathcal{H}^d} x_k(S) \leq 1, \quad \forall k = 1, 2, ..., K
\]

\[
x_k(S) \geq 0, \quad \forall k = 1, 2, ..., K, \quad \forall S \in \mathcal{H}^d.
\]

Let $\pi(1), \pi(2), ..., \pi(L), \sigma(1), \sigma(2), ..., \sigma(K)$ be the optimal dual variables for the above reduced LP. The reduced cost corresponding to $x_k(S)$, which is the offering probability of assortment $S \in \mathcal{S}$ to consumer type $k$, is

$$
\Lambda_k \sum_{n \in S, n > 0} [r_n - \pi(l_n)] P^k(n, S) - \sigma(k).
$$

We must check whether there is any assortment $S \notin \mathcal{H}^d$ that has a strictly positive reduced cost. This can be done by solving the following optimization problem for each $k$

$$
L_k \equiv \max_S \{ \Lambda_k \sum_{n \in S, n > 0} [r_n - \pi(l_n)] P^k(n, S) \}
$$

and compare the value with $\sigma(k)$. Note the above is just an assortment optimization problem with $r_n - \pi(l_n)$ being the profit of product $n$.

3. Let $k^* \in \arg\max_k L_k - \sigma(k)$, if $L_{k^*} - \sigma(k^*) \leq 0$, the solution of the current reduced LP is optimal for the primal CDLP. Stop.

4. Else, set $\mathcal{H}^{d+1} \leftarrow \mathcal{H}^d \cup \{ S_{k^*}^d \}$, where $S_{k^*}^d \in \arg\max_S \Lambda_{k^*} \sum_{n \in S, n > 0} [r_n - \pi(l_n)] P^{k^*}(n, S)$ and set $d \leftarrow d + 1$

Column generation is successful only if (5) can be solved efficiently for all values of $(r, \pi)$. Clearly, this is impossible for arbitrary assignments of the choice probabilities $P(n, S), S \in \mathcal{S}$. 


4.2. Solving the Column-Generation Subproblem

Now let us analyze the complexity of each column-generation step. Gallego, Iyengar, Phillips, and Dubey (2004) show that if the customer choices follow the structure

\[ P^k(n, S) = \frac{\mu_{kn} + \nu_{kn}}{\sum_{i=1}^{N} \mu_{ki} + \sum_{i \in S} \nu_{ki} + 1}, \quad \forall n \in S, \]

then the column-generation subproblem can be solved exactly by a simple sort. The above class of models cover a wide range of choice models, for example, the Independent-Demands, Multinomial Logit (MNL), and General Attraction models (GAM). Recently, Gallego, Ratliff and Shebalov (2014) show that under the above class of choice models, the CDLP can be reformulated as a more compact sales-based linear program with only a polynomial number of variables.

There are other choice models under which the optimal assortment can be found in polynomial time, for example, the \( d \)-Level Nested Logit (Li, Rusmevichientong and Topaloglu 2015) and Markov-Chain models (Blanchet, Gallego and Goyal 2013). For those choice models, column generation can efficiently return the optimal value. However, under more complex choice models, the assortment problem might be NP-hard. For example, Bront, Mendez-Diaz, and Vulcano (2009) show that the column generation sub-problem under the Mixed Multinomial Logit (MMNL) model is NP-hard. Moreover, when an optimal solution to the CDLP cannot be obtained, there is currently no algorithm that can generate an approximate solution to the CDLP that is guaranteed to be \( \epsilon \)-optimal for any given \( \epsilon > 0 \), where \( \epsilon \) is the error of the approximate solution defined as follows.

**Definition 2.** Let \( x_k(S) \), for \( k = 1, 2, ..., K \) and \( S \in \mathcal{S} \), be a feasible solution to (4). We say that \( x_k(S) \) is \( \epsilon \)-optimal if

\[ \sum_{k=1}^{K} \sum_{S \in \mathcal{S}} x_k(S) \sum_{n \in \mathcal{S}} r_n P^k(n, S) \geq (1 - \epsilon) V^{CDLP}. \]

We propose the first column-generation algorithms specifically designed for the case when the sub-problem is NP-hard. Our algorithm can generate \( \epsilon \)-optimal solutions to the CDLP, for any given \( \epsilon > 0 \), for a variety of choice models, including the MMNL, which can approximate any random utility model to any precision level (McFadden and Train 2000). Our algorithm builds on
existing polynomial-time approximation schemes (PTAS) or fully polynomial-time approximation schemes (FPTAS) that can approximately solve the assortment-planning problem.

Compared with the column-generation algorithm defined before, we make a slight change in each iteration step. Instead of searching for the optimal assortment $S_k^*(\pi) \in S$ for all $k$, which is NP-hard, we aim to find an assortment $S_k^d$ that satisfies

$$\sum_{n \in S_k^d, n > 0} P^k(n, S_k^d)[r_n - \pi(l_n)] \geq \left(1 - \frac{\epsilon}{1 + \epsilon}\right) \sum_{n \in S_k^*(\pi), n > 0} P^k(n, S_k^*(\pi))[r_n - \pi(l_n)].$$

This modified problem can be solved in polynomial time using a PTAS or FPTAS that applies to a broad class of choice models, including the MMNL (Mittal and Schulz 2013). The algorithm terminates when at the $\epsilon$ precision level, we cannot find any assortment $S_k^d$ such that

$$\Lambda_k \sum_{n \in S_k^d, n > 0} [r_n - \pi(l_n)]P^k(n, S_k^d) - \sigma(k) > 0,$$

**Theorem 2.** For any given $\epsilon > 0$, the above column-generation algorithm generates an $\epsilon$-optimal solution.

### 5. Upper Bound on the Competitive Ratio

In this section, we show that 0.5 is the best competitive ratio that any online algorithm can achieve for our model. This result implies later that our algorithms achieve the best performance guarantee.

**Theorem 3.** For the dynamic assortment-planning problem, no algorithm can achieve a competitive ratio higher than 0.5.

**Proof.** Consider the following special case of our model. There is only one product and one associated resource. Then the problem becomes a single-resource reward management problem. Wang, Truong and Bank (2015) have shown that the best competitive ratio for such single-resource problem is 0.5 when the arrival rates are non-homogeneous. Therefore, for the general multi-product, multi-resource problem, the best competitive ratio is also 0.5. □
6. The First-Come-First-Served Algorithm

To motivate our main ideas, we first give an analysis of a simpler first-come-first-served (FCFS) algorithm. While FCFS has a small proven performance guarantee under relaxed conditions, it leads to the full intuition behind our main algorithm.

For ease of exposition, we introduce the following somewhat impractical assumptions that relax the action space of online algorithms for the current section and Section 7. Later in section 8 we will show that these assumptions can be easily removed without loss of generality:

1. An assortment can contain products whose corresponding resource has zero inventory. Customers’ choices are unaffected by the inventory status of products. If a customer chooses a product with zero inventory, this customer is treated as being rejected. Recall that this assumption is also called the static substitution assumption.

2. Even after a customer has chosen a product with positive inventory, an algorithm can still reject the customer, preventing the chosen product from being purchased. That is, inventory will be unchanged after the interaction. This assumption is used only in Section 7.

The FCFS algorithm is a naive implementation of an optimal solution to (4):

1. (Pre-processing Step) Solve the CDLP (4) to obtain an $\epsilon$-optimal solution $x_k^*(S)$ for $k = 1, 2, ..., K$ and $S \in \mathcal{S}$. Note that $\epsilon$ can be 0 if it is possible to compute an exact optimal solution. For customers of type $k$, let $\mathcal{O}_k \equiv \{ S \in \mathcal{S} : x_k^*(S) > 0 \}$ be the set of assortments with positive displaying probabilities.

2. (Random Offering Step) Upon an arrival of a type-$k$ customer at time $t$, offer an assortment $A_k^{\text{Static}}$ that is randomly picked from $\mathcal{O}_k$ such that $P(A_k^{\text{Static}} = S) = x_k^*(S)$ for all $S \in \mathcal{O}_k$. Note that $A_k^{\text{Static}}$ is independent of the state of inventory and time $t$.

3. (FCFS Step) If the customer chooses a product $n \in A_k^{\text{Static}}$ and $n > 0$, let the customer purchase it if the corresponding resource $l_n$ has positive remaining inventory. Otherwise, reject the customer.

FCFS is essentially a generalization of the deterministic algorithm of Gallego, Iyengar, Phillips, and Dubey (2004) to a non-stationary, multi-customer-type environment.
Since FCFS assumes static substitution, its expected future reward $V^{FCFS}(c, t)$ does not satisfy (1). Instead, the dynamic equation that FCFS follows is

$$\frac{\partial V^{FCFS}(c, t)}{\partial t} = -\sum_{k=1}^{K} \sum_{l=1}^{L} 1(c_l > 0) R^{kl}_t(A_k^{Static}, \Delta_l V^{FCFS}(c, t)). \tag{6}$$

Note that the only difference between this equation and (1) is the additional term $1(c_l > 0)$, which implies that customers who choose products with zero inventory have no impact on the system.

Using an interesting analysis based on properties of Poisson processes, we can show that FCFS already gives a constant performance guarantee under static substitution, as stated in the following theorem.

**Theorem 4.** If $x^*$ is $\epsilon$-optimal then $V^{FCFS}(C, 0) \geq \frac{1}{e}(1 - \epsilon)V^{OFF}$.

7. The Primal Routing Algorithm

The FCFS algorithm gives the following intuition. If we view the Random Offering Step as exogenous, the problem separates into $L$ single-resource revenue-management problems. The demands arriving at each resource can be considered as independent demands.

It is well-known that FCFS is not optimal for the single-resource revenue-management problem, as it might not be optimal to always accept customers who arrive first. The following Primal Routing Algorithm (PR) optimally solves the single-resource revenue-management problem for each resource, by rejecting customers who want to purchase products at prices that are too low. In this sense, PR improves upon the performance of FCFS. However, PR has many disadvantages even compared to FCFS. In particular, our analysis of PR still assumes the static substitution assumption that we made for FCFS. In addition, PR might offer a product as part of an assortment, then upon a customer’s choosing the product, reject the customer. This might happen even if the product has positive inventory.

Nevertheless, the following performance analysis of PR will help us to build intuition for the analysis of a more practical, but more intricate, algorithm that we will develop in Section 8.

The difference between PR and FCFS lies in the Primal Routing Step that replaces the FCFS Step:
1. (Pre-Processing Step) Same as in FCFS.

2. (Random Offering Step) Same as in FCFS.

3. (Primal Routing Step) Let $c = (c_1, c_2, ..., c_L)$ be the vector of inventory at time $t$. Suppose that a customer chooses a product $n \in A_{k}^{Static}$. Suppose that $n > 0$ and $l = l_n$. Let the customer purchase the product if and only if $c_l > 0$ and

$$r_n \geq \Delta_l V^{PR}(c, t),$$

where $V^{PR}(c, t)$ stands for the expected future reward of $PR$ given state $(c, t)$, and the definition of $\Delta_l V^{PR}(c, t)$ follows [2]. The dynamic equation that $V^{PR}(c, t)$ must satisfy is

$$\frac{\partial V^{PR}(c, t)}{\partial t} = -\sum_{k=1}^{K} \sum_{l=1}^{L} R^k_l(A^{Static}_k, \Delta_l V^{PR}(c, t)), \quad (7)$$

where

$$R^k_l(S, z) \equiv \lambda_k(t) \sum_{n \in N_l} \mathbb{E}[1(n \in S) P^k(n, S)] [r_n - z]^+. \quad (8)$$

Note that $R^k_l(S, z)$ is different from $R^k_l(S, z)$ defined in [3] as $R^k_l(S, z)$ applies the $[\cdot]^+$ operator to the difference $r_n - z$ between the reward of product $n$ and the cost value $z$.

The dynamic equation (7) can be decomposed by resources as follows. For each resource $l$, consider the following single-resource reward function $V^{PR}_l(c, t)$ defined as

$$\frac{\partial V^{PR}_l(c, t)}{\partial t} = -\sum_{k=1}^{K} R^k_l(A^{Static}_k, \Delta_l V^{PR}_l(c, t)) \quad (8)$$

with boundary conditions $V^{PR}_l(0, t) = 0$ and $V^{PR}_l(c, 1) = 0$.

It is easy to see that (8) is just the Hamilton-Jacobi-Bellman equation that computes the optimal expected future reward for resource $l$ under arrivals over the horizon of $|N_l|$ demand classes, with demand class $n \in N_l$ bringing unit reward $r_n$ and arriving at the rate

$$\sum_{k=1}^{K} \lambda_k(t) \mathbb{E}[1(n \in A^{Static}_k) P^k(n, A^{Static}_k)].$$

This immediately leads to the following result
Theorem 5. The expected total reward of PR is

\[ V^{PR}(C, 0) = \sum_{l=1}^{L} V^{PR}_l(C, 0). \]

In particular, the expected future reward that PR earns from resource \( l \), starting with state \( (c, t) \), is \( V^{PR}_l(c, t) \).

Proof. This theorem is a direct result of the properties of the Hamilton-Jacobi-Bellman equation (8). □

Core to our competitive analysis of PR is the following property of the reward function.

Theorem 6. For each resource \( j = 1, \ldots, L \),

\[ V^{PR}_j(C, 0) \geq 0.5 \sum_{k=1}^{K} \sum_{n \in N_j} \sum_{s \in O_k \cap n \in S} x^*_k(S) P^k(n, S)r_n. \]

The proof proceeds by proving that the expected revenue generated by each resource \( j \) under PR is at least half of what OFF obtains. Wang, Truong and Bank (2015) have proved a special case of this theorem when \( C_j = 1 \). The proof in the Appendix extends their result to the case \( C_j > 1 \).

Corollary 1. If \( x^* \) is \( \epsilon \)-optimal then \( V^{PR}(C, 0) \geq 0.5(1 - \epsilon)V^{CDLP}. \)

Proof. From Theorem 6 we know that

\[ \sum_{j=1}^{L} V^{PR}_j(C, 0) \geq 0.5 \sum_{j=1}^{L} \sum_{k=1}^{K} \sum_{n \in N_j} \sum_{s \in O_k \cap n \in S} x^*_k(S) P^k(n, S)r_n = \sum_{k=1}^{K} \sum_{s \in S} \sum_{n \in S} x^*_k(S) P^k(n, S)r_n. \]

Since \( \sum_{j=1}^{L} V^{PR}_j(C, 0) \) is the expected total reward of PR, and the right hand side is at least \( (1 - \epsilon)V^{CDLP} \), the expected reward of PR is at least \( 0.5(1 - \epsilon)V^{CDLP} \). □

Since PR optimally manages the capacity allocation for each resource \( l \), the expected future reward that PR earns from each resource must dominate that of FCFS, which is stated in the following theorem.

Theorem 7. \( V^{PR}(c, t) \geq V^{FCFS}(c, t) \).

Proof. It is easy to check that \( R^{kl}_i(S, z) \geq 1(c_l > 0)R^{kl}_i(S, z) \). The result follows after we combine this condition with (6) and (7). □
8. The Optimized Primal Routing Algorithm

In this section, we propose a new algorithm called the Optimized Primal Routing (OPR) algorithm. The advantage of OPR is that it is much more practical than PR. It does not perform random routing of customers. Therefore, it exhibits much more stable behavior. It also never offers an assortment that contains a product with 0 inventory. At the same time, it retains the performance guarantee of PR.

For OPR, we only make one reasonable assumption on choice models, namely, that if we remove all products with non-positive rewards from an assortment, the expected reward of the assortment does not decrease.

Assumption 2. For any assortment \( S \) and any reward values \( r_n, n = 1, 2, \ldots, N \), let \( H = \{ n \in S : r_n > 0 \} \) be the set of products in \( S \) with positive reward values. We must have for any customer type \( k \),

\[
\sum_{n \in H} r_n P^k(n, H \cup \{0\}) \geq \sum_{n \in S} r_n P^k(n, S).
\]

Note that this assumption holds for all random-utility models.

OPR performs an additional optimization step compared to PR. Specifically, for each arriving customer, the algorithm locates an assortment that is at least as good as the assortment given by PR, according to the marginal values \( \Delta_l V^{PR}, l = 1, \ldots, L \), that are calculated in the same way as in PR:

1. (Pre-Processing Step) Same as in FCFS.

2. (Marginal Allocation Step) Let \( c = (c_1, c_2, \ldots, c_L) \) be the vector of inventory at time \( t \). Upon an arrival of a type-\( k \) customer at time \( t \), offer an assortment \( A_k^{OPR}(c, t) \) that aims at maximizing the marginal reward

\[
A_k^{OPR}(c, t) \in \arg \max_{S \in S} \left\{ \sum_{l=1}^{L} R_l^k(S, \Delta_l V^{PR}(c, t)) \right\}.
\]  

When \( S \) is a deterministic assortment the marginal reward becomes

\[
\sum_{l=1}^{L} R_l^k(S, \Delta_l V^{PR}(c, t)) = \lambda_k(t) \sum_{n \in S} P^k(n, S) \cdot (r_n - \Delta_l V^{PR}(c, t)).
\]
Thus, (9) is equivalent to solving an assortment-optimization problem for a single customer with $r_n - \Delta_l V_{PR}(c, t)$ being the price for product $n$. In this step, $A_{OPR}^k(c, t)$ can be found by any approximation algorithms or heuristics. We only require that the expected marginal reward of $A_{OPR}^k(c, t)$ be at least the marginal reward that $PR$ earns from this customer. Mathematically, we require that

$$\sum_{l=1}^{L} R_{kl}^d(\Delta_l V_{PR}(c, t)) \geq \sum_{l=1}^{L} R_{kl}^d(\Delta_l V_{Static}(c, t)).$$

(10)

Note that it is trivial to satisfy this requirement because according to Assumption 2, we could just obtain $A_{OPR}^k(c, t)$ by taking the assortment in $O_k$ that has the largest marginal reward, and then removing products with non-positive price $r_n - \Delta_l V_{PR}(c, t)$. The idea of (10) is to enhance the empirical performance $OPR$ even further by conducting a broader search.

The requirement (10) also implies that $OPR$ satisfies the dynamic-substitution assumption. Therefore, the expected future reward $V_{OPR}(c, t)$ of $OPR$ satisfies the dynamic equation (1).

**Theorem 8.** The expected total reward of $OPR$ dominates that of $PR$. That is, $V_{OPR}(C, 0) \geq V_{PR}(C, 0)$.

The proof defines a series of algorithms $\Pi^i$ that are intermediate to $PR$ and $OPR$. Algorithm $\Pi^i$ is defined as follows. For the first $i$ customers, apply $OPR$. Afterward, for the $(i+1)$-th, $(i+2)$-th,..., customers, apply $PR$. Thus, $\Pi^0$ resembles $OR$ and $\Pi^{(\infty)}$ resembles $OPR$. The proof in the Appendix shows that the expected revenue of each algorithm $\Pi^i$ improves upon that of $\Pi^{(i-1)}$.

Using Theorems 7 and 8 and Corollary 1, we can obtain our main result for $OPR$.

**Corollary 2.** If $x^*$ is $\epsilon$-optimal then $OPR$ is $0.5(1 - \epsilon)$-competitive. Moreover, $OPR$ is asymptotically optimal as we scale up the total demand and capacity simultaneously.

**Proof.** The competitive ratio is a direct result of Theorem 8 and Corollary 1. It is well known that $FCFS$ is asymptotically optimal. Since $PR$ dominates $FCFS$ and $OPR$ dominates $PR$, $OPR$ must also be asymptotically optimal. □
9. Appendix

**Proof of Theorem 1.** Let $\delta_k$ be the actual number of arrivals of type-$k$ customers during the entire horizon. Let $I_k(S)$ be the number of times that a customer of type $k$ is shown assortment $S$ under OFF. Let $J_{kn}$ be the number of times that a customer of type $k$ purchases product $n$ under OFF.

We must have

$$
\sum_{S \in \mathcal{S}} I_k(S) = \delta_k, \quad \forall k = 1, 2, 3..., K,
$$

(11)

$$
N \sum_{n=1}^{K} \sum_{k=1}^{K} J_{kn} \cdot 1(l_n = j) \leq C_j, \quad \forall j = 1, 2, ..., M,
$$

(12)

$$
\mathbb{E}[J_{kn}] = \mathbb{E} \left[ \sum_{S \in \mathcal{S} : n \in S} I_k(S) \cdot P^k(n, S) \right].
$$

(13)

Note that equation (13) is a result of the dynamic-substitution assumption.

Taking expectation on both sides of (11), we get

$$
\sum_{S \in \mathcal{S}} \mathbb{E}[I_k(S)] = \Lambda_k, \quad \forall k = 1, 2, 3..., K.
$$

(14)

Taking expectation on both sides of (12), we get

$$
\sum_{n=1}^{N} \sum_{k=1}^{K} \mathbb{E}[J_{kn}] \cdot 1(l_n = j) \leq C_j
$$

$$
\implies \sum_{n=1}^{N} \sum_{k=1}^{K} \mathbb{E} \left[ \sum_{S \in \mathcal{S} : n \in S} I_k(S) \cdot P^k(n, S) \right] \cdot 1(l_n = j) \leq C_j
$$

$$
\implies \sum_{S \in \mathcal{S}} \sum_{n \in S} K \sum_{k=1}^{K} \mathbb{E}[I_k(S)] \cdot P^k(n, S) 1(l_n = j) \leq C_j.
$$

(15)

From (14) and (15) we know that $\mathbb{E}[I_k(S)]/\Lambda_k$ is a feasible solution to LP (4). Thus

$$
\mathbb{E}[R_{OFF}] = \sum_{k=1}^{K} \sum_{S \in \mathcal{S}} \Lambda_k \mathbb{E}[I_k(S)] \sum_{n \in S} P^k(n, S)r_n
$$

is at most the optimal objective value of (4).

□
Proof of Theorem 2. When the column-generation algorithm terminates, we must have, \( \forall k = 1, 2, ..., K, \)

\[
\Lambda_k \sum_{n \in S_k^d, n > 0} [r_n - \pi(l_n)]P^k(n, S^d_k) - \sigma(k) \leq 0,
\]

\[
\Rightarrow \Lambda_k \sum_{n \in S_k^r(\pi), n > 0} [r_n - \pi(l_n)]P^k(n, S^r_k(\pi)) \cdot \frac{1}{1+\epsilon} - \sigma(k) \leq 0
\]

\[
\Rightarrow \Lambda_k \sum_{n \in S_k^r(\pi), n > 0} [r_n - \pi(l_n)]P^k(n, S^r_k(\pi)) - \sigma(k) \leq \epsilon \sigma(k)
\]

\[
\Rightarrow \Lambda_k \sum_{n \in S, n > 0} [r_n - \pi(l_n)]P^k(n, S) - \sigma(k) \leq \epsilon \sigma(k), \forall k = 1, 2, ..., K, \forall S \in \mathcal{S}.
\]

Now let us look into the dual formulation of the CDLP given by (14):

\[
V_{CDLP} \equiv \min \sum_j C_j \pi(j) + \sum_k \sigma(k)
\]

s.t. \( \Lambda_k \sum_{n \in S, n > 0} [r_n - \pi(l_n)]P^k(n, S) - \sigma(k) \leq 0, \forall k = 1, 2, ..., K, \forall S \in \mathcal{S}, \) \( \pi(j) \geq 0, \forall j = 1, 2, ..., L \)

\( \sigma(k) \geq 0, \forall k = 1, 2, ..., K. \)

Let \( \pi(j), j = 1, ..., L \) and \( \sigma(k), k = 1, ..., K, \) be optimal dual values for the reduced CDLP at termination of the column-generation algorithm. Clearly, these variables will satisfy the dual constraint if we relax the first constraint in the linear program (16) by

\[
\Lambda_k \sum_{n \in S, n > 0} [r_n - \pi(l_n)]P^k(n, S) - \sigma(k) \leq \epsilon \sigma(k), \forall k = 1, 2, ..., K, \forall S \in \mathcal{S}.
\]

That is, the optimal dual variables \( \pi(j), j = 1, ..., L \) and \( \sigma(k), k = 1, ..., K \) are feasible for the relaxed LP defined by

\[
V^R \equiv \min \sum_j C_j \pi(j) + \sum_k \sigma(k)
\]

s.t. \( \Lambda_k \sum_{n \in S, n > 0} [r_n - \pi(l_n)]P^k(n, S) - \sigma(k) \leq \epsilon \sigma(k), \forall k = 1, 2, ..., K, \forall S \in \mathcal{S}, \) \( \pi(j) \geq 0, \forall j = 1, 2, ..., L \)

\( \sigma(k) \geq 0, \forall k = 1, 2, ..., K. \)
Let us write down the primal of the relaxed dual program (17):

\[
V^R \equiv \max \sum_{k=1}^{K} \sum_{S \in \mathcal{S}} \Lambda_k x_k(S) \sum_{n \in S} P^k(n, S)r_n
\]

s.t. \( \sum_{k=1}^{K} \sum_{n \in N_j} \sum_{S \in \mathcal{S} : n \in S} x_k(S) P^k(n, S) \leq C_j, \forall j = 1, 2, ..., L, \)

\[
(1 + \epsilon) \sum_{S \in \mathcal{S}} x_k(S) \leq 1, \forall k = 1, 2, ..., K;
\]

\[
x_k(S) \geq 0, \forall k = 1, 2, ..., K, \forall S \in \mathcal{S}.
\]

By strong duality, we know the optimal value returned by (17) and (18) should be the same and we denote it by \( V^R. \) Since (17) is less restrictive than (16), then \( V^R \leq V^{CDLP}. \) Note that compared with the CDLP given in (4), (18) has nothing changed except that the left hand side of the second constraint is multiplied by \( 1 + \epsilon \) and thus the entire problem becomes more restrictive. Now let us multiply the left hand side of the first constraint by \( 1 + \epsilon \)

\[
V^{R'} \equiv \max \sum_{k=1}^{K} \sum_{S \in \mathcal{S}} \Lambda_k x_k(S) \sum_{n \in S} P^k(n, S)r_n
\]

s.t. \( (1 + \epsilon) \sum_{k=1}^{K} \sum_{n \in N_j} \sum_{S \in \mathcal{S} : n \in S} x_k(S) P^k(n, S) \leq C_j, \forall j = 1, 2, ..., L, \)

\[
(1 + \epsilon) \sum_{S \in \mathcal{S}} x_k(S) \leq 1, \forall k = 1, 2, ..., K;
\]

\[
x_k(S) \geq 0, \forall k = 1, 2, ..., K, \forall S \in \mathcal{S}.
\]

Obviously, program (19) should have the same offering sets as those of (4) at optimality, and the optimal value satisfies \( V^{R'} = \frac{1}{1+\epsilon} V^{CDLP}. \) Moreover, since (19) is more restrictive than (18), we know \( V^R \geq V^{R'}. \) Given that the values of current \( \pi(j), j = 1, ..., L \) and \( \sigma(k), k = 1, ..., K \) are feasible to (17), we have \( \sum_j C_j \pi(j) + \sum_k \sigma(k) \geq V^R. \) Combining all the information together, we know \( \sum_j C_j \pi(j) + \sum_k \sigma(k) > \frac{1}{1+\epsilon} V^{CDLP} > (1 - \epsilon) V^{CDLP}. \) In other words, the value obtained from the column- generation algorithm \( \sum_j C_j \pi(j) + \sum_k \sigma(k) \) is at least \( 1 - \epsilon \) times \( V^{CDLP}. \) \( \square \)

Proof of Theorem 4

Let

\[
s_{kn}^* \equiv \sum_{S \in \mathcal{S}_k : n \in S} x_k^*(S) P^k(n, S)
\]
be the probability that a customer of type $k$ chooses product $n$ from $A^\text{Static}_k$.

Under $FCFS$, the total number of customers who will choose resource $j$, including those who are rejected due to a lack of inventory, is a Poisson random variable $D_j$ with mean

$$E[D_j] = \sum_{k=1}^{K} \Lambda_k \sum_{n \in N_j} s^*_kn,$$

which is at most $C_j$ according to the capacity constraint of (4).

Conditioned on the event that a customer of type $k$ successfully purchases a product associated with resource $j$, the probability that the purchased product is $i$ is

$$\frac{1\{l_i = j\}s^*_kn}{\sum_{n \in N_j} s^*_kn},$$

which is independent of the choice of other customers.

Then, conditioned on the event that a customer of type $k$ successfully purchases a product associated with resource $j$, the expected reward that the customer brings is

$$\frac{\sum_{n \in N_j} s^*_kn r_n}{\sum_{n \in N_j} s^*_kn} \tag{20}$$

According to the properties of Poisson processes, conditioned on the event $D_j = d$, each of the $d$ customers can be seen as randomly and independently picked from the entire horizon. The probability that each of the $d$ customers is of type $k$ is

$$\frac{\Lambda_k \sum_{n \in N_j} s^*_kn}{\sum_{i=1}^{K} \Lambda_i \sum_{n \in N_j} s^*_kn} = \frac{\Lambda_k \sum_{n \in N_j} s^*_kn}{E[D_j]} \tag{21}$$

Under FCFS, for any integer $d \leq C_j$, if $D_j = d$, all of these $d$ customer demands will be satisfied. Combining (20) and (21), we know that for any $d \leq C_j$,

$$E[\text{Total reward obtained from resource } j | D_j = d]$$

$$= d \cdot E[\text{Total reward obtained from resource } j | D_j = 1]$$

$$= d \cdot \sum_{k=1}^{K} \frac{\sum_{n \in N_j} s^*_kn r_n}{\sum_{n \in N_j} s^*_kn} \frac{\Lambda_k \sum_{n \in N_j} s^*_kn}{E[D_j]}$$

$$= d \cdot \frac{\sum_{k=1}^{K} \Lambda_k \sum_{n \in N_j} s^*_kn r_n}{E[D_j]}.$$
Then,

$$E[\text{Total reward obtained from resource } j]$$

$$= \sum_{d=0}^{\infty} P(D_j = d) \times E[\text{Total reward obtained from resource } j|D_j = d]$$

$$\geq \sum_{d=0}^{\infty} P(D_j = d) \times E[\text{Total reward obtained from resource } j|D_j = d]$$

$$= \sum_{d=0}^{C_j} \frac{E[D_j]^d}{d!} e^{-E[D_j]} \cdot d \cdot \frac{\sum_{k=1}^{K} \Lambda_k \sum_{n \in N_j} s^*_{kn} r_n}{E[D_j]}$$

$$\geq \frac{1}{e} \sum_{k=1}^{K} \sum_{n \in N_j} s^*_{kn} r_n.$$

The last step follows from the fact that for any non-negative value $x$, it always holds that

$$\sum_{i=0}^{[x]} \frac{x^i}{i!} e^{-x} \cdot \frac{i}{x} \geq \frac{1}{e}. $$

Thus, the expected total reward that FCFS earns from all resources is at least

$$\sum_{j=1}^{L} \frac{1}{e} \cdot \sum_{k=1}^{K} \sum_{n \in N_j} s^*_{kn} r_n = \frac{1}{e} \cdot \sum_{k=1}^{K} \sum_{n=1}^{N} s^*_{kn} r_n,$$

which is $1/e$ times the objective value of (4) corresponding to solution $x^*_{k}(S)$. Since $x^*_{k}(S)$ is $\epsilon$-optimal, and $V^{CDLP}$ is an upper bound on $V^{OFF}$, the total expected reward that FCFS earns is at least $\frac{1}{e}(1 - \epsilon) \cdot V^{OFF}$.

**Proof of Theorem 6.** Wang, Truong and Bank (2015) have proved a special case of this theorem when $C_j = 1$. In this proof we extend their results to the case $C_j > 1$.

Let

$$s^*_{kn} = \sum_{S \in \Omega_k : n \in S} x^*_{k}(S) P^k(n, S)$$

be the probability that a customer of type $k$ chooses product $n$ from $A^\text{Static}_k$.

The total expected demand $E[D_j]$ that is allocated to resource $j$ is defined by the optimal solution $x^*$ of (4)

$$E[D_j] = \sum_{k=1}^{K} \Lambda_k \sum_{n \in N_j} \sum_{S \in \Omega_k : n \in S} x^*_{k}(S) P^k(n, S) = \sum_{k=1}^{K} \Lambda_k \sum_{n \in N_j} s^*_{kn}.$$
which is at most $C_j$ according to the constraints of (4).

Consider the following sub-optimal policy applied to the single-resource revenue-management problem for resource $j$. Divide the horizon $[0, 1]$ into $C_j$ intervals $[t(0), t(1)], [t(1), t(2)], \ldots, [t(C_j - 1), t(C_j)]$, such that $t(0) = 0$, $t(C_j) = 1$ and

$$\int_{t(i-1)}^{t(i)} \sum_{k=1}^{K} \lambda_k(u) \sum_{n \in N_j} s_{kn}^* du = \frac{E[D_j]}{C_j} \leq 1, \forall i = 1, 2, \ldots, C_j. \quad (22)$$

In other words, the average number of arrivals at resource $j$ in each interval has the same value $E[D_j]/C_j$. Then, we view the $C_j$ units of resource $j$ as $C_j$ different resources with unit inventory. The $i$-th resource only accepts customers, if any, arriving during the $i$-th interval $[t(i-1), t(i)]$, for $i = 1, 2, \ldots, C_j$. We optimally solve the admission-control problem for each resource with unit inventory. Let $g_i(t)$ be the expected future reward obtained from the $i$-th resource. It satisfies

$$\frac{dg_i(t)}{dt} = -\sum_{k=1}^{K} \mathcal{R}_i^{kj}(A_k^{Static}, g_i(t)), \forall t \in (t(i-1), t(i)) \quad (23)$$

with boundary condition

$$g_i(t(i)) = 0. \quad (24)$$

Wang, Truong and Bank (2015) have shown that, once conditions (22), (23) and (24) hold at the same time, the total expected reward obtained from resource $i$ is at least

$$g_i(t(i-1)) \geq 0.5 \int_{t(i-1)}^{t(i)} \sum_{k=1}^{K} \lambda_k(u) \sum_{n \in N_j} s_{kn}^* r_n du.$$

Thus, under this sub-optimal policy, the expected total reward obtained from all $C_j$ resources is at least

$$\sum_{i=1}^{C_j} g_i(t(i-1)) \geq 0.5 \sum_{i=1}^{C_j} \int_{t(i-1)}^{t(i)} \sum_{k=1}^{K} \lambda_k(u) \sum_{n \in N_j} s_{kn}^* r_n du = 0.5 \sum_{k=1}^{K} \Lambda_k \sum_{n \in N_j} s_{kn}^* r_n.$$

Since $V_j^{PR}(C, 0)$ is the optimal expected reward when the decisions are made for the entire resource $j$, $V_j^{PR}(C, 0)$ must be at least the expected total reward of the sub-optimal policy. In other words,

$$V_j^{PR}(C, 0) \geq 0.5 \sum_{k=1}^{K} \Lambda_k \sum_{n \in N_j} s_{kn}^* r_n.$$
Proof of Theorem 8.

We want to show that

\[ V_{OPR}(c, t) \geq V_{PR}(c, t) \]

for every given state \((c, t)\).

Define an algorithm \(\Pi^{(i)}\) as follows. For the first \(i\) customers, apply \(OPR\). Afterward, for the \((i+1)\)-th, \((i+2)\)-th..., customers, apply \(PR\). Let \(h^{(i)}(c, t)\) be the expected future reward when policy \(\Pi^{(i)}\) is applied starting at time \(t\) with remaining inventory \(c(t)\), and assuming that no customers have arrived prior to time \(t\). We must have

\[ h^{(0)}(c, t) = V_{PR}(c, t), \]

\[ \lim_{i \to \infty} h^{(i)}(c, t) = V_{OPR}(c, t). \]

The dynamic programming equation for algorithm \(\Pi^{(1)}\) is

\[
\frac{\partial h^{(1)}(c, t)}{\partial t} = - \sum_{k=1}^{K} \left[ \sum_{l=1}^{L} R_{l}^{kl}(A_{k}^{OPR}(c, t), h^{(1)}(c, t) - h^{(0)}(c - \epsilon_{l}, t)) - \lambda_{k}(t)E[P_{k}(0, A_{k}^{OPR}(c, t))]\Delta^{(1)}(c, t) \right] \\
= - \sum_{k=1}^{K} \left[ \sum_{l=1}^{L} R_{l}^{kl}(A_{k}^{OPR}(c, t), \Delta_{l}V_{PR}(c, t)) - \lambda_{k}(t)\Delta^{(1)}(c, t) \right],
\]

where

\[ \Delta^{(1)}(c, t) \equiv h^{(1)}(c, t) - V_{PR}(c, t) \]

is the difference in the expected future reward between \(\Pi^{(1)}\) and \(PR\) \((PR \equiv \Pi^{(0)})\).

Combining (10), (25) and the dynamic equation (7) for \(PR\), we can obtain

\[
\frac{\partial h^{(1)}(c, t)}{\partial t} \leq \frac{\partial V_{PR}(c, t)}{\partial t} + \sum_{k=1}^{K} \lambda_{k}(t)\Delta^{(1)}(c, t).
\]

This equation implies that, if at some time \(t_0\) we have \(\Delta^{(1)}(c, t_0) < 0\) or equivalently

\[ h^{(1)}(c, t_0) - V_{PR}(c, t_0) < 0, \]
then we must have

\[ \frac{\partial h^{(1)}(c,t)}{\partial t} < \frac{\partial V^{PR}(c,t)}{\partial t}, \forall t \in (t_0, 1] \] (28)

and

\[ h^{(1)}(c,t) < V^{PR}(c,t), \forall t \in (t_0, 1] \] (29)

However, since we know that \( h^{(1)}(c,1) = V^{PR}(c,1) = 0 \), (29) cannot be true, and thus (28) cannot be true. Therefore, we have proved

\[ h^{(1)}(c,t) \geq V^{PR}(c,t), \forall t \in [0, 1]. \] (30)

Next, we show that

\[ h^{(i)}(c,t) \geq h^{(i-1)}(c,t), \forall t \in [0, 1] \] (31)

by induction on \( i \).

Equation (30) already proves the base case \( i = 1 \). Suppose for some \( \tilde{i} > 1 \), (31) holds for all \( i < \tilde{i} \). Now we show that it also holds for \( i = \tilde{i} \). By definition, for any \( \tilde{i} > 1 \), algorithms \( \Pi^{(\tilde{i})} \) and \( \Pi^{(\tilde{i}-1)} \) must offer the same assortment to the first customer, for they both apply \( OPR \) to the first customer. Thus, \( \Pi^{(\tilde{i})} \) and \( \Pi^{(\tilde{i}-1)} \) earn the same reward from the first customer, and then transit into the same state. After that first customer, \( \Pi^{(\tilde{i})} \) continues to apply \( \Pi^{(\tilde{i}-1)} \) pretending that no customer has ever arrived, while \( \Pi^{(\tilde{i}-1)} \) continues to apply \( \Pi^{(\tilde{i}-2)} \). By induction, the expected future reward of \( \Pi^{(\tilde{i}-1)} \) is at least that of \( \Pi^{(\tilde{i}-2)} \). Therefore, the expected future reward of \( \Pi^{(\tilde{i})} \) is at least that of \( \Pi^{(\tilde{i}-1)} \).

Thus, we have proved (31). It immediately follows that

\[ h^{(\infty)}(c,t) \geq h^{(0)}(c,t) \Rightarrow V^{OPR}(c,t) \geq V^{PR}(c,t). \]
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