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Abstract—This paper addresses the distributed consensus problem for a linear multi-agent system with switching directed communication topologies. By appropriately introducing a linear transformation, the consensus problem is equivalently converted to a stabilization problem for a class of switched linear systems. Some sufficient consensus conditions are then derived by using tools from the matrix theory and stability analysis of switched systems. It is proved that consensus in such a multi-agent system can be ensured if each agent is stabilizable and each possible directed topology contains a directed spanning tree. Finally, a numerical simulation is given for illustration.

I. INTRODUCTION

The past few years have witnessed an extensive theoretical development in the area of cooperative control of multi-agent systems. This area of control engineering has attracted significant attention from various scientific communities ranging from mathematics to electronic engineering [1], [2]. Much of this attention owes to applications in the fields of unmanned air vehicles (UAVs), smart grids, large-scale sensor networks, to name a few [2], [3], [4].

One of the central problems in cooperative control of multi-agent systems, the so called consensus problem [5], [6], is concerned with the design of local controllers using relative information to realize a state agreement in the whole group. To date, much progress has been made in the study of consensus in multi-agent systems. For example, consensus for first-order multi-agent systems with switching directed topologies has been investigated in [7], [8]. It has been shown that the state of consensus in such multi-agent systems can be achieved if and only if the time-varying network topology jointly contains a directed spanning tree. However, a large class of practical agents requires higher order dynamical models to describe dynamics of such systems [9]. Motivated by this observation, consensus problems for second-order multi-agent systems and integrator-type higher-order multi-agent systems have been studied in [10], [11], [12]. More recently, the consensus problem for general linear multi-agent systems has received a lot of attention [13]-[19].
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proceeds as follows. By introducing a linear transformation, the consensus problem for the leaderless multi-agent system under consideration is first converted to the global uniform asymptotic stability analysis problem for a class of switched linear systems with zero equilibrium. It is worth noting that the transformation technique employed in this paper is different from those used in [20], [21] where the consensus problem was converted to the global asymptotic stability problem over a time-varying manifold. Then, by constructing multiple Lyapunov functions, sufficient conditions are derived for the system under consideration to achieve consensus. Similar to [22], our results impose a condition on the minimum dwell time of the network, i.e., the minimum time the system must spend in a particular configuration. Recall that the conditions in [22] provide a lower bound on the dwell time which ensures that consensus in a multi-agent system of coupled double integrators with switching topology is achieved if each possible topology contains a directed spanning tree. However, the analysis method given in [22] is inapplicable to general linear multi-agent systems since one can not directly calculate the divergence behavior of general linear multi-agent systems.

The remainder of this paper is structured as follows. In Section II, some preliminaries from the graph theory and the problem formulation are given. In Section III, the main theoretical results are presented. A numerical example is provided in Section IV for illustration. Finally, Section V concludes the paper.

Throughout the paper, let $\mathbb{R}^{n \times n}$ and $\mathbb{N}$ be the sets of $n \times n$ real matrix space and positive natural numbers, respectively. The superscript $T$ denotes the transpose of a matrix. Unless explicitly stated otherwise, all matrices are assumed to have compatible dimensions. The matrix inequality $A \preceq B$ means that both $A$ and $B$ are symmetric matrices and that $A - B$ is positive-definite. For a complex number $\theta$, $\text{Re}(\theta)$ denotes its real part. Let $I_n$ be the $n$-dimensional identity matrix. The notation $1_n$ and $0_n$ refers to the $n$-dimensional column vectors with all entries equal to 1 and 0, respectively. The symbols $\otimes$ and $\| \cdot \|$ denote, respectively, the Kronecker product and the Euclidean norm.

II. Preliminaries and Problem Formulation

In this section, some preliminaries from the algebraic graph theory and the problem formulation are given.

A. Preliminaries

The communication topology of the considered multi-agent system will be described by a switching directed graph. Let $\mathcal{G}(\mathcal{V}, \mathcal{E}, \mathcal{A})$ be a directed graph with the set of nodes $\mathcal{V} = \{1, 2, \cdots, N\}$, the set of directed edges $\mathcal{E} \subseteq \{ (i, j), i, j \in \mathcal{V} \}$ and a weighted adjacency matrix $\mathcal{A} = [a_{ij}]_{N \times N}$ with non-negative elements. The pair $(i, j)$ denotes the edge of the graph $\mathcal{G}(\mathcal{V}, \mathcal{E}, \mathcal{A})$ originating at node $j$ and ending at node $i$. The adjacency matrix $\mathcal{A} = [a_{ij}]_{N \times N}$ of a directed graph $\mathcal{G}(\mathcal{V}, \mathcal{E}, \mathcal{A})$ is defined by $a_{0i} = 0$ for $i = 1, 2, \cdots, N$, and $a_{ij} > 0$ for $(i, j) \in \mathcal{E}$ but 0 otherwise. The Laplacian matrix $\mathcal{L} = [l_{ij}]_{N \times N}$ is defined as $l_{ij} = -a_{ij}$, $i \neq j$, and $l_{ii} = \sum_{k=1}^{N} a_{ik}$ for $i = 1, 2, \cdots, N$. In the sequel, we will use a shorthand notation $\mathcal{G}(\mathcal{A})$ in lieu of $\mathcal{G}(\mathcal{V}, \mathcal{E}, \mathcal{A})$ if no confusion arises. A path in $\mathcal{G}(\mathcal{A})$ from node $i_1$ to node $i_s$ is a sequence of ordered edges of the form $(i_{k+1}, i_k)$, $k = 1, 2, \cdots, s - 1$. A directed graph is strongly connected if and only if there exists a path between every pair of distinct nodes. A directed graph is said to contain a spanning tree if there exists a node called the root node such that there exists a directed path from this root node to every other node.

In this paper, the communication topology of the multi-agent systems under consideration is assumed to be dynamically switching over a graph set $\mathcal{G}$, where $\mathcal{G} = \{ \mathcal{G}(\mathcal{A}^{(1)}), \mathcal{G}(\mathcal{A}^{(2)}), \cdots, \mathcal{G}(\mathcal{A}^{(p)}) \}$, $p \geq 1$, denotes the set of all possible directed topologies. Note that it is assumed in the present work that the graphs $\mathcal{G}(\mathcal{A}^{(i)}), 1 \leq i \leq p$, share the same node set $\mathcal{V}$.

B. Problem formulation

Consider a multi-agent systems of $N$ agents, indexed by $1, 2, \cdots, N$. The dynamics of agent $i$ are described by

$$
\dot{x}_i(t) = Ax_i(t) + Bu_i(t),
$$

where $x_i(t) \in \mathbb{R}^n$ is the state, $u_i(t) \in \mathbb{R}^n$ is the control input, $A$ and $B$ are constant real matrices with compatible dimensions. It is assumed that matrix pair $(A, B)$ is stabilizable.

Within the context of multi-agent systems, only relative information among neighboring agents can be used for coordination. For each agent $i$, the following distributed consensus protocol is proposed

$$
u_i(t) = \alpha K \sum_{j=1}^{N} a_{ij}(t)[x_j(t) - x_i(t)], \quad i = 1, 2, \cdots, N,
$$

where $\alpha > 0$ represents the coupling strength, $K \in \mathbb{R}^{n \times n}$ is the feedback gain matrix to be designed, and $\mathcal{A}(t) = [a_{ij}(t)]_{N \times N}$ is the adjacency matrix of graph $\mathcal{G}(\mathcal{A}(t))$. Here, $\mathcal{G}(\mathcal{A}(t))$ describes the underlying communication topology of the agents at time $t$. Then, it follows from (1) and (2) that

$$
\dot{x}_i(t) = Ax_i(t) + \alpha BK \sum_{j=1}^{N} a_{ij}(t)[x_j(t) - x_i(t)],
$$

where $i = 1, 2, \cdots, N$.

Definition 1: The consensus problem of multi-agent system (1) is solved by protocol (2) if, for any initial conditions, the states of the close-loop system (3) satisfy

$$
\lim_{t \to \infty} \| x_i(t) - x_j(t) \| = 0, \quad \forall i, j = 1, 2, \cdots, N.
$$

Suppose that $\mathcal{G}(\mathcal{A}(t)) \in \mathcal{G}$ for all $t$. To describe the time-varying property of communication topology, assume that there exists an infinite sequence of non-overlapping time intervals $[t_k, t_{k+1})$, $k \in \mathbb{N}$, with $t_0 = 0$, $\tau_1 > t_{k+1} - t_k \geq \tau_0 > 0$, over which the communication topology is fixed. Here, $\tau_0 > \tau_0 > 0$ and $\tau_1$ is called the dwell time. The introduction of the switching signal $\sigma(t) : [0, +\infty) \to \{1, 2, \cdots, p\}$ makes the communication topology of multi-agent system (1) well defined at every time $t$, where $t \geq 0$. For notational convenience, we will describe this communication topology using the time-varying graph $\mathcal{G}(\mathcal{A}(\sigma(t)))$. 
Take $x(t) = [x_1^T(t), x_2^T(t), \cdots, x_N^T(t)]^T$, it thus follows from (3) that
$$
\dot{x}(t) = \left( I_N \otimes A - \alpha \left( \mathcal{L}(\sigma(i)) \otimes BK \right) \right) x(t),
$$
where $\mathcal{L}(\sigma(i))$ is the Laplacian matrix of communication topology $\mathcal{G}(\mathcal{L}(\sigma(i)))$.

Before concluding this section, the following assumption is presented which will be used in the derivation of the main results.

**Assumption 1:** For each $i \in \{1, 2, \cdots, p\}$, the graph $\mathcal{G}(\mathcal{L}(\sigma(i)))$ contains a directed spanning tree.

**Remark 1:** Note that we will not assume in the sequel that the directed spanning trees within the graphs $\mathcal{G}(\mathcal{L}(\sigma(i)))$, $i = 1, 2, \cdots, p$, share a common root node, though such an assumption is very common in the existing related literature [18], [26], [23]. Certainly, Assumption 1 holds in the special case considered in the above references, where each possible topology $\mathcal{G}(\mathcal{L}(\sigma(i)))$, $i \in \{1, 2, \cdots, p\}$, contains a directed spanning tree, and all these trees are rooted at the same node. Furthermore, Assumption 1 will hold if each possible topology is strongly connected.

Note that all signals considered in this paper are assumed to be differentiable on the right. Furthermore, for any given $x(0) \in \mathbb{R}^{N_n}$, the switched systems 5 are assumed to have a unique and absolutely continuous solution $x(t; x(0))$ in the sense of Carathéodory [24].

**Lemma 1 ([22]):** For any given $\zeta, \eta \in \mathbb{R}^p$, and matrices $P > 0$, $D$ and $S$ of appropriate dimensions, one has
$$
2\zeta^T D S n \leq \zeta^T DP D^T \zeta + n^T S P^{-1} S n. \tag{6}
$$

**III. MAIN RESULTS**

In this section, the main theoretical results are presented and analyzed.

**A. Consensus of Linear Multi-Agent Systems with Switching Directed Topology**

Let $e(t) = [e_1^T(t), e_2^T(t), \cdots, e_N^T(t)]^T$, where $e_i(t) = x_i(t) - x_{N}(t)$, for $i = 1, 2, \cdots, N - 1$. Here, $e(t)$ represents the disagreement vector [6]. It can then be obtained that $e(t) = (\Xi \otimes I_n) x(t)$, where $\Xi = [I_{N-1}, -I_{N-1}] \in \mathbb{R}^{(N-1) \times N}$. Using this notation, it can thus be obtained from (5) that
$$
\dot{e}(t) = (I_{N-1} \otimes A) e(t) - \alpha \left( \Xi \mathcal{L}(\sigma(i)) \otimes BK \right) e(t). \tag{7}
$$

Noticing that
$$
\left( \Xi \mathcal{L}(\sigma(i)) \otimes BK \right) \left( I_N \otimes I_n \right) x_N(t) = 0,
$$
one has that
$$
\left( \Xi \mathcal{L}(\sigma(i)) \otimes BK \right) x(t) = \left( \Xi \mathcal{L}(\sigma(i)) \Pi \otimes BK \right) e(t), \tag{8}
$$
where $\Pi = \left[\begin{array}{cc} I_{N-1} & 0 \\
0 & -I_{N-1} \end{array}\right] \in \mathbb{R}^{N \times (N-1)}$. Substituting (8) into (7) gives that
$$
\dot{e}(t) = \left( I_{N-1} \otimes A - \alpha \left( \Xi \mathcal{L}(\sigma(i)) \Pi \otimes BK \right) \right) e(t). \tag{9}
$$

Obviously, 0 is the equilibrium point of the switched system 9. Furthermore, by Definition 1 the multi-agent system 3 achieves consensus if and only if the zero equilibrium point of the switched system 9 is globally attractive. Thus, to show that the multi-agent system 3 achieves consensus it is sufficient to establish that the zero equilibrium point of the switched system 9 is globally asymptotically stable.

According to Assumption 1 it can be obtained from Theorem 2.8 in [22] that, for each $i \in \{1, 2, \cdots, p\}$ and an arbitrarily given $\alpha > 0$, the linear time-invariant system
$$
\dot{\zeta}(t) = -\alpha \left( \Xi \mathcal{L}(\sigma(i)) \Pi \otimes I_n \right) \zeta(t), \tag{10}
$$
is globally asymptotically stable about its zero equilibrium point, where $\zeta(t) \in \mathbb{R}^{(N-1)n}$. This implies that for each $i \in \{1, 2, \cdots, p\}$, the $(N-1) \times (N-1)$ matrix $\Xi \mathcal{L}(\sigma(i)) \Pi$ is antistable. For notational convenience, let $\mathcal{L}(i) = \Xi \mathcal{L}(\sigma(i)) \Pi$, $i = 1, 2, \cdots, N - 1$. Choose a positive scalar $c_i < \lambda_{\min}(i)$, where $\lambda_{\min}(i) = \min_{j=1,2,\cdots,N-1} \text{Re}(\lambda_j(\mathcal{L}(i)))$, and $\lambda_j(\mathcal{L}(i))$, $j = 1, 2, \cdots, N - 1$, are the eigenvalues of $\mathcal{L}(i)$. Then it is easy to verify that there exists a positive definite matrix $Q(i)$ such that
$$
\left( \mathcal{L}(i) \right)^T Q(i) + Q(i) \mathcal{L}(i) > 2c_i Q(i), \tag{11}
$$

**Remark 2:** By introducing a linear transformation, the consensus problem for the multi-agent system 3 is transformed into the problem of stabilizing globally the switched linear system 9. Note that the dynamics of the group disagreement vector $e$ can be directly obtained when there is a common leader in the multi-agent systems or each possible topology is strongly connected and balanced [18], [26]. It is also worth noting that the transformation matrix $\Xi$ in (9) is not unique [27], [28].

The following theorem presents the design of a feedback gain matrix and the coupling strength for the protocol 2 to achieve consensus tracking by the closed-loop system 3. This theorem summarizes the main theoretical results of this paper.

**Theorem 1:** Suppose that Assumption 1 holds and there exists a $\beta > 0$ such that the following linear matrix inequality (LMI)
$$
AP + PA^T - BB^T + \beta P < 0, \tag{12}
$$
has a feasible solution $P > 0$. Then, the multi-agent system 3 with $K = \left( 1/2 \right) B^T P^{-1}$ achieves consensus if the following conditions hold:

(i) The coupling strength $\alpha$ satisfies the condition $\alpha > 2/c_0$, where $c_0 = \min_{i=1,2,\cdots,N-1} c_i$, and $c_i$, $i = 1, 2, \cdots, N - 1$, are given in (11), and

(ii) For some $\kappa_0 > 0$, the switching interconnection graph $\mathcal{G}(\mathcal{L}(\sigma(i)))$ satisfies the following condition
$$
\beta (k+1) - \ln \theta_{\max}^k > \kappa_0, \tag{13}
$$
where $\theta_{\max}^k$ is the largest eigenvalue of $\left( Q(\sigma(i)) \right)^T Q(\sigma(i+1))$, $k \in \mathbb{N}$.

**Remark 3:** It can be seen that the existence of the protocol 2 depends on the feasibility of the LMI (12). In the case where the pair $(A, B)$ is controllable, the LMI (12) is feasible for any given $\beta > 0$. In the case of stabilizable but not
completely controllable \((A, B)\), denote by \(\tilde{\lambda}_i, i = 1, 2, \ldots, s\), all the uncontrollable modes of \((A, B)\). Then the LMI (12) is feasible if and only if \(\beta < \min_{\tau_1, \tau_2, \ldots, \tau_s} \text{Re}(\tilde{\lambda}_i)\).

From Theorem 1, the following corollary follows which sets a sufficient condition on the communication topology, in terms of its dwell time, for the system under consideration to achieve consensus.

**Corollary 1:** Suppose that Assumption 1 holds and there exists a \(\beta > 0\) such that the LMI (12) has a feasible solution \(P > 0\). Then, the multi-agent system (3) with \(K = (1/2)B^T P^{-1}\) achieves consensus if the coupling strength \(\alpha\) satisfies the condition \(\alpha > 2/c_0\) where \(c_0\) was defined in Theorem 1 and the dwell time of the switching communication graph \(\mathcal{G}(\mathcal{G}^{(1)})\) satisfies the following condition

\[
\tau_0 > \frac{\ln \overline{\lambda}_{\max}}{\beta}, \tag{14}
\]

where \(\overline{\lambda}_{\max} = \max_{i,j=1,\ldots,n,i\neq j} \tilde{\lambda}_{i,j}\), where \(\tilde{\lambda}_{i,j}\) is the largest eigenvalue of \((Q(\ell))^{-1}Q(\ell)\).

**Remark 4:** Compared to Theorem 1, the consensus conditions given in Corollary 1 are more convenient to use in practical applications since one does not need to check the condition (13) for all time intervals. Corollary 1 tells that consensus in linear multi-agent systems with switching directed topologies with each possible topology containing a directed spanning tree can be achieved if the open-loop agent dynamics are stabilizable and the dwell time is larger than a threshold value given on the right-hand side of (14).

**Remark 5:** Suppose that \((A, B)\) is controllable, it can be seen from Corollary 1 that the consensus problem for the multi-agent system (3) with an arbitrarily given dwell time \(\tau_0\) is solved by the protocol (2) designed in Theorem 1 with an appropriately selected \(\beta\).

**Remark 6:** Since the underlying topology describing interactions between the agents is time-varying, even though the intrinsic dynamics of each agent are described by a linear time-invariant system, the close-loop agent dynamics resulting from the application of the switching protocol proposed in the present paper are indeed nonlinear. It is thus challenging or even impossible to predict the final state of consensus for such a closed-loop multi-agent system. Clearly, the final consensus value depends on the intrinsic dynamics of each agent, the coupling strength \(\alpha\), the feedback gain matrix \(K\), and the switching mode among different topologies.

**IV. SIMULATION EXAMPLE**

Consider a multi-agent system (3) consisting of six agents, whose topology switches between the graphs \(\mathcal{G}(\mathcal{G}^{(1)})\) and \(\mathcal{G}(\mathcal{G}^{(2)})\) shown in Figs. 1(a) and 1(b), respectively. For convenience, the weights on each edge are set to be 1. Each agent represents a vertical take-off and landing (VTOL) aircraft. According to [29], the dynamics of the \(i\)th VTOL aircraft for a typical loading and flight condition at the air speed of 135kt can be described by the system (1), with

\[
\begin{align*}
A &= \begin{pmatrix}
-0.0366 & 0.0271 & 0.0188 & -0.4555 \\
0.0482 & -1.01 & 0.0024 & -4.0208 \\
0.1002 & 0.3681 & -0.707 & 1.420 \\
0.0 & 0.0 & 1.0 & 0.0
\end{pmatrix}, \\
B &= \begin{pmatrix}
0.4422 & 0.1761 \\
3.5446 & -7.5922 \\
-5.52 & 4.49 \\
0.0 & 0.0
\end{pmatrix},
\end{align*}
\]

where the state variables are defined as: \(x_1(t)\) is the horizontal velocity, \(x_2(t)\) is the vertical velocity, \(x_3(t)\) is the pitch rate, and \(x_4(t)\) is the pitch angle [29]. It can be seen from Fig. 1(a) that \(\mathcal{G}(\mathcal{G}^{(1)})\) contains a directed spanning tree with node 1 as the leader, while Fig. 1(b) shows that \(\mathcal{G}(\mathcal{G}^{(2)})\) contains a directed spanning tree rooted at node 2. This reflect a hypothetical situation where the communications between aircraft 5 and 4 is unreliable, and to compensate for this, the network switches between the two topologies, with aircraft 2 assuming the role of the formation leader during the time intervals when it supplies information to agent 4.

The transformed Laplacian matrices \(\hat{L}^{(1)}\), \(\hat{L}^{(2)}\) in this example are

\[
\hat{L}^{(1)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & -1 & 1 & 0 \\
1 & 0 & -1 & 2
\end{pmatrix}, \quad \hat{L}^{(2)} = \begin{pmatrix}
2 & -1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & -1 & 1 & 0 \\
1 & -1 & -1 & 2
\end{pmatrix}.
\]

Set \(c_1 = c_2 = 0.25\). Solving the LMI (11) gives that \(\overline{\lambda}_{\max} = 3.3225\), where \(\overline{\lambda}_{\max}\) is defined in Corollary 1. Let \(\beta = 3\), solving LMI (12) gives that

\[
K = \begin{pmatrix}
5.8206 & 0.2978 & -0.2615 & -2.7967 \\
-1.1646 & -0.4522 & 0.0530 & 2.0420
\end{pmatrix}
\]

Set \(\alpha = 8.1 > 2/c_0 = 8.0\). Then, according to Corollary 1, one knows that consensus in the closed-loop multi-agent system (3) can be achieved if the dwell time \(\tau_0 > 0.4002\). In simulations, let the topology switches among graph \(\mathcal{G}(\mathcal{G}^{(1)})\) and \(\mathcal{G}(\mathcal{G}^{(2)})\) every 0.5 second. The state trajectories of the closed-loop multi-agent system (3) are shown in Figs. 2(a) and 2(b). The evolution of \(\|e(t)\|\) is shown in Fig. 4, which confirms that the multi-agent system (3) achieves consensus.
have been derived and discussed. Future work will focus on solving the distributed consensus of linear or nonlinear multi-agent systems with switching directed topologies where some of the possible topologies do not contain a directed spanning tree.
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