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Abstract—Cyclic motions are fundamental patterns in robotic applications, including industrial manipulation and robot locomotion. This article proposes an approach for the online modulation of cyclic motions in robotic applications. For this purpose, we present an integrated programmable central pattern generator (CPG) for the online generation of the reference joint trajectory of a robotic system out of a library of desired periodic motions. The reference trajectory is then followed by the lower level controller of the robot. The proposed CPG generates a smooth reference joint trajectory convergence to the desired one while preserving the position and velocity joint limits of the robot. The proposed CPG consists of one novel bounded output programmable oscillator. We design the programmable oscillator for encoding the desired multidimensional periodic trajectory as a stable limit cycle. We also use the state transformation method to ensure that the oscillator’s output and its first time-derivative preserve the joint position and velocity limits of the robot. With the help of Lyapunov-based arguments, we prove that the proposed CPG provides the global stability and convergence of the desired trajectory. The effectiveness of the proposed CPG for trajectory generation is shown in a passive rehabilitation scenario on the Kuka iiwa robot arm, and also in walking simulation on a seven-link bipedal robot.

Index Terms—Cyclic motions, integrated central pattern generator (CPG), programmable oscillator, smooth motion modulation, state-constrained dynamical system.

I. INTRODUCTION

CYCLIC motions are fundamental patterns in robotic applications, including walking, swimming, flying, crawling, rehabilitation, and pick and place tasks. The modern control architectures for generating cyclic motions consist of three main loops: Trajectory optimization, online trajectory generation, and instantaneous control (Fig. 1). The trajectory optimization designs the desired periodic joint trajectory resulting in the desired cyclic motion. Then, the online trajectory generation produces the reference joint trajectory converging to the desired one from any initial condition. Finally, the reference trajectory is followed by the instantaneous control of the robot. In this article, we propose an integrated programmable central pattern generator (CPG) with bounded output for online generation of the reference joint trajectory from a library of the desired periodic ones.

The trajectory optimization for a desired cyclic motion is often complicated and computationally intensive because of the highly nonlinear coupled dynamics and high degree of freedom (DOF) of robotic systems [1]. In the modern control architecture, the trajectory optimization generates offline the desired joint trajectory considering the desired cyclic motion and the robot kinematic and dynamic features and limitations. Then, the online trajectory generation adapts the desired trajectory to the current robot/environment conditions. More specifically, the online trajectory generation provides the transition between the desired motions, as well as, the adaptation to robot/environment with the help of sensory feedback [2].

The CPG is widely used as an online reference trajectory generation algorithm for cyclic motions. The CPG comprises a nonlinear dynamical system containing a globally stable periodic trajectory. Assuming that the stable trajectory of the CPG matches the desired joint trajectory, the CPG output converges to the desired trajectory from any initial condition, and thus the CPG generates a reference joint trajectory resulting in the desired motion for the robotic system from any initial condition [3].

The CPG is constructed based on periodic oscillators. A periodic oscillator is a dynamical system providing a repetitive variation in time. The periodic oscillators widely used for creating CPGs are limit cycle oscillators. A limit cycle oscillator is a dynamical system with an asymptotically orbitally stable (AOS) isolated periodic trajectory, called a stable limit cycle. A multidimensional limit cycle oscillator that the dimension of its output is equivalent to the robot DOF can be used as a CPG...
Fig. 1. Modern control architecture for generating the cyclic motion in a robotic system. The desired joint trajectory, reference joint trajectory, and actuator torques are denoted by $q_d$, $q_r$, and $\tau$, respectively.

provided that the limit cycle of the oscillator matches the desired joint trajectory. Moreover, multiple low-dimensional oscillators can be synchronized together for creating a multidimensional network of oscillators whose output dimension equals the robot DOF. The synchronized network of oscillators can be used as a CPG if the multidimensional stable trajectory of the network matches the desired joint trajectory.

The well-known oscillators like Matsuoka, Hopf, Von der Pole, etc. can be used for creating a CPG. In this case, the stable periodic trajectory of the CPG depends on the CPG parameters. The CPG parameters include the parameters of the oscillator if a multidimensional oscillator is used, and include both the parameters of oscillators and synchronization connections if a synchronized network of oscillators is used. The CPG parameters are tuned offline/online for adapting the stable periodic trajectory of the CPG to the desired one. In this case, the CPG does not respond abruptly to the desired motion changing because of the tuning time.

For resolving the problem of parameter tuning, the CPG is constructed by programmable oscillators. A programmable oscillator encodes the desired periodic trajectory via a stable limit cycle. In mathematical terms, a programmable oscillator ensures AS of the desired trajectory irrespective of the oscillator parameters. In conclusion, the stable periodic trajectory of the CPG constructed by programmable oscillators matches the desired trajectory without parameter tuning. Various types of programmable oscillators have been proposed in the literature, like dynamical movement primitives (DMPs) [4], morphed phase oscillator [5], polynomial based oscillator [6], alternation-based oscillator [7], and modified data-driven vector field oscillator (DVO) [8]. The main limitations of the presented programmable oscillators include

1) ensuring asymptotic stability (AS) instead of AOS of the desired trajectory. However, providing AOS of the desired trajectory results in optimal motion tracking [8].

2) ensuring the local convergence of the desired trajectory. In oscillators providing local convergence of the desired trajectory, the trajectory converges to the desired one when the states are in the associated region of attraction. Thus, for the cases where the states are out of the region of attraction of the desired trajectory, additional logic is required for changing the desired trajectory.

3) generating unbounded output. Respecting output limits ensures the robot integrity, and avoids the generation of fast motions which can be harmful and untraceable.

4) not guaranteeing the permanent synchronization. Using the asynchronous output of the oscillator as the joints reference trajectory of a robotic system results in an undesired robotic motion. For instance, the asynchronous reference trajectory can disrupt the bipedal robot postural stability [8].

This article extends the previous work of the authors for designing a programmable CPG for robotic applications [8] and proposes an integrated programmable CPG for online reference trajectory generation from a library of desired multidimensional periodic trajectories. Compared with the author’s previous work, the proposed integrated CPG consists of a single bounded output multidimensional programmable oscillator instead of a synchronized network of multiple low-dimensional ones. Thanks to the integrated CPG, we

1) provide the possibility of ensuring both the AS and AOS of the desired trajectory.

2) preserve the desired bound on the time-derivative of the output of CPG.

3) ensure the permanent output synchronization.

For this purpose, the previously proposed DVO for two-dimensional trajectories [8] is extended to a programmable oscillator for multidimensional ones. We also present a state transformation technique for generating an output preserving the joint position and velocity limits of the robot. The Lyapunov stability analysis shows that the proposed bounded output programmable oscillator ensures the global AOS of the desired trajectory and the desired output limitations. In comparison with the existing CPGs, our contribution is four-folds. First, the output of the proposed CPG is permanently synchronous. Second, the proposed CPG is capable of ensuring both the AOS and AS of the desired trajectory. Third, the proposed CPG ensures the global convergence of the desired trajectory. Fourth, the output of the proposed CPG and its time-derivative respects the desired limitations. We have evaluated the performance of the proposed CPG through several simulations on a seven-link biped within walking scenario and experiments on the Kuka iiwa within a passive robotic rehabilitation scenario.

The article is organized as follows. Section II briefly reviews programmable oscillators. Section III expresses the notations and definitions used in the article. In Section V, we present the programmable oscillator. In Section VI, we propose a state transformation technique for restricting the output of the programmable oscillator and its first time-derivative. Section VII describes the integrated CPG consisting of the bounded output programmable oscillator. The simulation and experiment results are illustrated in Section VIII. Section IX concludes this article.

II. RELATED WORK

The online trajectory generation in the modern control architectures usually follows three main objectives, including

- **smooth motion modulation (SMM)**, which ensures the smooth transition from the current states to the desired trajectory when the desired motion changes.
environment adaptation (EA), which adapts the reference trajectory to the environment in applications like obstacle avoidance and human–robot interaction.

robot adaptation (RA), which adapts the reference trajectory to the robot mechanic, kinematic, and dynamic changes happened by purpose (e.g., modular robots) and/or by some faults (e.g., an actuator failure).

Moreover, an online trajectory generator algorithm can provide extra interesting features, including

joints position limits maintenance (JPLM), which ensures the integrity of the robot.

joints speed limits maintenance (JVLM), which avoids fast motions that can be harmful and untraceable.

low computational complexity (CC), which results in low computation time, and thus fast control reaction.

permanent trajectory synchronicity (PTS), which avoids the asynchronous reference trajectory that can generate undesired Cartesian motions like disrupting the robot balance in walking, swimming, and flying motions.

optimum trajectory generation (OTG), which ensures that the reference trajectory is optimal in the view of a desired optimality criteria like time, energy, and stability.

natural trajectory generation (NTG), which generates human-acceptable motions. Considering the least-action principle, a natural reference trajectory is the least-action-required trajectory for performing the desired trajectory.

Various interesting methods have been proposed in the literature for the online trajectory generation for robotic systems. These methods can be categorized into four groups, namely

1) time-scaling methods, deforms the original timing law of the desired trajectory to provide EA [9].

2) trajectory optimization methods, design the optimum trajectory that mends the overall performance or reduces the consumption of the resources where the restricted system remains maintained [10].

3) state-space optimization methods, search in the state-space of the system for finding the optimum trajectory from the current state to the desired one [11], [12].

4) central pattern generator methods [3].

Table I compares the above methods in terms of the objectives and features we defined at the beginning for a proper online trajectory generation algorithm. Note that each method of a group may address one or multiple of the features mentioned for that group. For example, there is no CPG proving SMM, EA, JPLM, PTS, and NTG together. The CPG method has generally two main interesting advantages to the other methods: low computational complexity and natural trajectory generation. Since the CPG is essentially a set of differential equations, its computational complexity is less than the other methods. Moreover, the CPG provides a natural trajectory since it ensures the AOS, instead of AS, of the desired trajectory. The natural trajectory results in natural and human-acceptable motion. Besides that, the reduction of unnecessary stability constraints increases the energy and time-efficiency of the system [13]. In this article, we present a general CPG framework that provides SMM, JPLM, JVLM, PTS, and NTG together. The proposed framework is also capable of being integrated into the sensory feedback for providing EA and RA. Our future work consists in proposing a technique for integrating the feedback information into the proposed CPG.

### III. Notations and Definitions

- $\mathbb{R}$ and $\mathbb{R}^+$ are the set of real and positive real numbers.
- $I_n$ is the $n \times n$ identity matrix.
- $0_n$ is an $n$-dimensional zero column vector.
- $1_n$ is an $n$-dimensional column vector whose components are equal to one.
- $q(t)$ is the $i$th component of a vector $q \in \mathbb{R}^n$ written as $q_i$.
- The transpose operator is denoted by $(\cdot)^\top$.
- The diagonal matrix of a vector $q \in \mathbb{R}^n$ is denoted by $\hat{q}$.
- The Euclidean norm of a vector $q \in \mathbb{R}^n$ is denoted by $\|q\|$.
- The absolute value vector of a vector $q \in \mathbb{R}^n$ is denoted by $|q|$.
- $\tanh(q) : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is defined as $\tanh(q) = [\tanh(q_1), \tanh(q_2), \ldots, \tanh(q_n)]^\top$.
- For a function $g(x(t)) : \mathbb{R} \rightarrow \mathbb{R}^n$ where $t$ represents the time, its first derivative with respect to (w.r.t.) $x$ and $t$ are denoted as $g' = \frac{dg}{dt}$ and $\dot{g} = \frac{dg}{dt}$, respectively.
- A $C^k$-continuous function has $k$ continuous derivatives.
- A function $f(t) : \mathbb{R} \rightarrow \mathbb{R}^n$ is a $T$-periodic function if for some constant $p$, we have $f(t+p) = f(t) \forall t$, and $T$ is the smallest positive $p$ with such property.

### IV. Background

#### A. Stability of a Periodic Trajectory

Given the dynamical system $\dot{x} = h(x)$, where $x \in \mathbb{R}^n$ is the state vector, the periodic trajectory $x^*(t)$ of the system is

- **stable** if $\forall \epsilon, t_0 > 0, \exists \delta > 0$, $\|x(t) - x^*(t_0)\| < \delta \Rightarrow \|x(t) - x^*(t)\| < \epsilon, \forall t > t_0$

- **asymptotically stable (AS)** if it is stable and $\exists \eta > 0$, $\|x(t) - x^*(t_0)\| < \eta \Rightarrow \lim_{t \to \infty} x(t) = x^*(t), \forall t > t_0$

| Method                                      | SMM | EA | RA | JPLM | JVLM | CC | PTS | OTG | NTG |
|---------------------------------------------|-----|----|----|------|------|----|-----|-----|-----|
| Time scaling methods                        | ✓   | ✓  | ✓  | ✓    | ✓    | medium | ✓   | ✓   | ✓   |
| Trajectory optimization methods             | ✓   | ✓  | ✓  | ✓    | ✓    | high | ✓   | ✓   | ✓   |
| State space optimization methods            | ✓   | ✓  | ✓  | ✓    | ✓    | high | ✓   | ✓   | ✓   |
| Central Pattern Generator                   | ✓   | ✓  | ✓  | ✓    | ✓    | low | ✓   | ✓   | ✓   |

# Table I: Comparison of Various Online Trajectory Generators
• orbitally stable (OS) if \( \forall \varepsilon, t_0 > 0, \exists \delta > 0, \) disf \( \mathbf{x}(t_0),\mathbf{x}^∗(t) < \eta \Rightarrow \text{dist}(\mathbf{x}(t),\mathbf{x}^∗(t)) < \epsilon, \forall t > t_0 \)
• asymptotically orbitally stable (AOS), also called stable limit cycle, if it is OS and \( \exists \eta > 0, [14] \)

\[
\text{dist}(\mathbf{x}(t_0),\mathbf{x}^∗(t)) < \eta \\
\Rightarrow \lim_{t \to \infty} \text{dist}(\mathbf{x}(t),\mathbf{x}^∗(t)) = 0, \forall t > t_0.
\]

In the OS or AOS, the distance between the system’s states and the closed set of \( \mathbf{x}^∗(t) \) is considered. While in the stability or AS, the distance between the system’s states and a specific point of \( \mathbf{x}^∗(t) \) changing over time is examined. Therefore, stability/AS is a stricter condition than OS/AOS. In the literature, providing AS and AOS of the desired trajectory is called trajectory tracking and limit cycle tracking, respectively.

### B. Programmable Oscillators

The programmable oscillator is a dynamical system ensuring the AOS of the desired periodic trajectory. In this section, we review design of a programmable oscillator.

A programmable oscillator can be designed by constructing an autonomous dynamical system for the Lyapunov function describing the desired periodic trajectory [15], [16]. However, formulating the desired periodic trajectory via a Lyapunov function is not straightforward.

The programmable oscillator can be constructed by mapping a well-known oscillator, called the primary oscillator. For this purpose, a phase-dependent function is first designed for mapping the limit cycle of the primary oscillator to the desired periodic trajectory. The primary oscillator is then mapped through the desired phase-dependent function. Thus, a general family of nonlinear phase oscillators generating any desired periodic trajectory is constructed [5]. The phase of the mapped oscillator is an independent state, and hence the desired trajectory is AS and not AOS. In other words, the mapped oscillator provides trajectory tracking and does not limit cycle tracking of the desired trajectory. For assuring AOS of the desired trajectory, the primary oscillator can be altered by two state-dependent mapping functions. The mapping functions are determined by applying the Poincaré-Bendixon theorem for the predefined neighborhood of the desired trajectory [7]. The altered oscillator guarantees local stability and convergence of the desired trajectory, and it is not straightforward to extend it to achieve global stability since the Poincaré-Bendixon theorem is no longer applicable.

The data-driven vector field method originally proposed for generating a discrete system with a desired stable limit cycle [17] is another method for designing a programmable oscillator. The discrete vector field generated in the neighborhood of the desired limit cycle can be approximated by a continuous function, like a polynomial one, and a continuous dynamical system with a locally stable desired limit cycle is constructed [6]. To the best of our knowledge, the design of a continuous data-driven vector field for ensuring the global stability of the desired limit cycle has not been yet explored.

The programmable oscillator can be designed based on nonlinear control concepts. In this regard, the desired trajectory is parameterized by an exogenous variable called phase variable, and a dynamical system is designed for tracking the parameterized trajectory. The phase variable is defined as a function of the states of the system such that the limit cycle tracking of the desired trajectory is guaranteed. In this case, the desired trajectory is a two-dimensional periodic trajectory depicting a non-self-intersecting curve in the state-space [18]. For tracking any two-dimensional desired trajectory, the phase variable is considered as an exogenous state and a dynamical system is also designed for the time evolution of the phase state. The resulting system, called DVO, provides limit cycle tracking of any two-dimensional desired periodic joint trajectory of the robotic system. A synchronized network of DVOs can be used for tracking a multidimensional desired joint trajectory [8]. However, such a network generates an asynchronous output when the desired trajectory changes. The asynchronous reference trajectory results in undesired motions like the robot postural instability in walking.

### V. Programmable Oscillator

Assume that the desired periodic trajectory of an \( n \)-DOF robotic system in joint space is given by \( q_d(t) = [f^T(\tau), f^T(\phi)] \), where \( f(t) : \mathbb{R}^+ \to \mathbb{R}^n \) is an \( n \)-dimensional periodic function describing the desired time evolution of the joint positions. In this section, we design an autonomous dynamical system providing limit cycle tracking of \( q_d(t) \) irrespective of the system parameters. The system consists of two coupled dynamical systems; shape and phase dynamics. The shape dynamic provides the global AS of \( q_d(\phi) = [f^T(\phi), f^T(\phi)] \) that is the parameterized function of \( q_d(t) \) w.r.t. \( \phi \), which is called the phase state. The phase dynamic determines the time evolution of \( \phi \) for ensuring AOS of \( q_d(t) \).

Consider the \( 2n + 1 \)-dimensional autonomous system described by the following differential equations:

\[
\begin{array}{c}
\dot{s} = f''(\phi) - B(s - f'(\phi)) - K(s - f(\phi)) \\
\phi = 1 + \gamma \left( (s - f(\phi))^T K f'(\phi) + \dot{s} - f'(\phi) + f''(\phi) \right)
\end{array}
\]

where \( [s^T, \dot{s}^T, \phi^T] \in \mathbb{R}^{(n+1)+1} \) is the vector of states, \( \dot{\phi} \) and \( \phi' \) denote the derivative w.r.t. \( t \) and \( \phi \), respectively, and \( B, K \in \mathbb{R}^{n \times n} \) and \( \gamma \in \mathbb{R} \) are constant coefficients. We call \( x = [s^T, \dot{s}^T] \in \mathbb{R}^{2n} \) and \( (s, \dot{s}) \) shape states vector and shape space of (1a), respectively. Equation (1a), called shape dynamic, can guarantee that \( x \) tracks \( q_d(\phi) = [f^T(\phi), f'(\phi)]^T \). Hence, \( q_d(\phi) \) is considered as an instantaneous target point. Equation (1b), called phase dynamic, determines the time evolution of \( \phi \), and thus the instantaneous target point. For \( \gamma = 0 \), the phase dynamics is simplified as \( \dot{\phi} = 1 \), and thus \( \phi(0) + t \). In this case, the dynamical system (1) is equal to the classical proportional-derivative controller and provides the trajectory tracking of the desired trajectory. For \( \gamma \neq 0 \), the phase state \( \phi \),
and consequently the instantaneous target point \( \mathbf{q}_d(\varphi) \) depend on both time and the shape states. In this case, the phase dynamics enables the system to compute the instantaneous target point as the closest point on the curve of \( \mathbf{q}_d(t) \) in the shape space to the shape states vector by an appropriate value of \( \gamma \). Therefore, such a system can provide the limit cycle tracking of the desired trajectory. We call the closed-loop system of the shape dynamic and phase dynamic a programmable oscillator. The following theorem describes properties of the programmable oscillator.

**Theorem 1:** For the programmable oscillator (1), consider

A1.1) the function \( f(t) \) is a periodic, continuous function,

A1.2) \( B \) and \( K \) are positive definite constant matrices, and

A1.3) the coefficient \( \gamma \) is a non-negative constant, the following results hold.

1) \( x(t) \) is bounded and converges to \( \mathbf{q}_d(\varphi) \), \( \forall \mathbf{x}(0), \varphi(0) \).
2) If \( \gamma = 0 \), then \( \mathbf{q}_d(t + \varphi(0)), t + \varphi(0)(\mathbf{l}) \) is globally AS.
3) If \( \gamma \to \infty \), then \( \mathbf{q}_d(t) \) is a globally stable limit cycle.

The proof is given in Appendix A. Theorem 1 explains that the shape states vector \( x \) converges to the vector of the instantaneous target point \( \mathbf{q}_d(\varphi) \) from any initial condition. As a result, \( x(t) \) converges to the curve of \( \mathbf{q}_d(t) \) in the shape space from any initial condition. Moreover, if \( \gamma = 0 \), then \( x(t) \) converges to \( \mathbf{q}_d(t + \varphi(0)) \). If \( \gamma \to \infty \), the programmable oscillator ensures limit cycle tracking of \( \mathbf{q}_d(t) \), i.e., \( \mathcal{P}_f = \{ x : \exists \varphi, x = \mathbf{q}_d(\varphi) \} \) is an attracting invariant set.

**Remark 1:** For the programmable oscillator, the desired joint trajectory (i.e., \( \mathbf{q}_d(t) \)) can be periodic or constant. For a constant desired joint trajectory, the programmable oscillator is simplified to a linear autonomous system as the following:

\[
\begin{cases}
\dot{s} = -Bs - K (s - f) \\
\dot{\varphi} = 1
\end{cases}
\]  

(2)

where \([f^\top, 0_n^\top, t + \varphi(0)]\) is the AS equilibrium point.

**VI. BOUNDED OUTPUT PROGRAMMABLE OSCILLATOR**

Using the programmable oscillator, we can generate a smooth reference trajectory for tracking the desired periodic joint trajectory from any initial condition. The reference trajectory is further used in the robot controller for generating the desired cyclic motion (Fig. 1). However, the reference trajectory can be followed by the robot if it respects physical limits, including position and velocity joint limits of the robot. In this section, the dynamic of the programmable oscillator is modified for producing a bounded output preserving the predefined limits for the output and its first time-derivative.

Assume the constraints for the output of the oscillator as

\[ Q := \{ y \in \mathbb{R}^n : y_{\min} < y < y_{\max}, |y| < \delta_y \} \]  

(3)

where \( y_{\min}, y_{\max} \in \mathbb{R}^n \) are vectors of the minimum and maximum feasible value of the output, respectively, and \( \delta_y \in \mathbb{R}^n \) is the vector of the maximum feasible rate of change of output.

To generate a feasible output, the output of the bounded output programmable oscillator is defined as \[ y = y_{\text{avg}} + \tilde{\delta}_y \tanh(s_1) \]  

(4)

where \( y_{\text{avg}} = \frac{y_{\max} + y_{\min}}{2} \), \( \tilde{\delta}_y = \frac{y_{\max} - y_{\min}}{2} \), and \( \tanh(\cdot) : \mathbb{R}^n \to \mathbb{R}^n \). \( x = [s_1^\top, s_2^\top] \in \mathbb{R}^{2n} \) is the shape state vector of the bounded output programmable oscillator. If \( s_1 \) is bounded, the above equation guarantees that \( y_{\min} = y_{\text{avg}} - \delta_y < y < y_{\text{avg}} + \delta_y = y_{\max} \).

To preserve the constraints on the rate of change of the output, we define the dynamics of \( s_1 \) as

\[
J_{s_1, s_1} = \tilde{\delta}_y \tanh(s_2)
\]  

(5)

where \( J_{s_1, s_1} = \tilde{\delta}_y (I_n - \tanh^2(\tilde{s}_1)) \). According to (4) and (5), the time-derivative of the output is as

\[
y = J_{s_1, s_1} \tilde{s}_1 = \tilde{\delta}_y \tanh(s_2).
\]  

(6)

Thus, if \( s_2 \) is bounded, then \(|y| < \delta_y\). In other words, if the shape state vector of the bounded output programmable oscillator is bounded, we have \( y \in Q \).

Assuming that \( f(\varphi) : \mathbb{R} \to \mathbb{R}^n \) is the desired value of \( y \), one can compute the desired value of the shape state vector \( x = [s_1^\top, s_2^\top] \) denoted by \( x^* \) (\( x = [g_p(\varphi), g_v(\varphi)] \)) using the inverse of (4) and (6) by

\[
g_p(\varphi) = \tanh^{-1} \left( \tilde{\delta}_y (f(\varphi) - y_{\text{avg}}) \right)
\]

\[
g_v(\varphi) = \tanh^{-1} \left( \tilde{\delta}_v f(\varphi) \right).
\]  

(7)

Thus, if \( x \) is bounded and converges to the curve of \( x^* \) in the shape space, then \( y \) converges to the curve of \( \mathbf{q}_d(t) \) in the space \((y, \dot{y})\) while preserving the output limitations described in (3). For this purpose, we rewrite the dynamic of the programmable oscillator for the state vector \([s_1^\top, s_2^\top, \varphi]^\top\) while considering the constraint (6) as

\[
\begin{aligned}
J_{s_1, s_1} \tilde{s}_1 &= \tilde{\delta}_y \tanh(s_1) \\
\dot{s}_2 &= \psi_p + \psi_v - Be_1 - Ke_2 \\
&- B^{-1} DJ_{s_1, s_1} \tilde{\delta}_y \tanh(s_2) - \tanh(\psi) \\
\dot{\varphi} &= 1 + \gamma \left( (e_1^\top D + e_2^\top B) J_{g_p}^{-1} \tilde{\delta}_y \tanh(g_v) \\
&+ (e_1^\top B + e_2^\top K) \psi_p \right)
\end{aligned}
\]  

(8)

\[ y = y_{\text{avg}} + \tilde{\delta}_y \tanh(s_1) \]  

(8d)

where

\[
e_1 = s_1 - g_p
\]

(9)

\[
e_2 = s_2 - \psi
\]  

(10)

\[
\psi = \tanh^{-1} \left( J_{s_1, s_1} J^{-1} \tanh(g_v) \right)
\]  

(11)

\[
J_{g_p} = \tilde{\delta}_y (I_n - \tanh^2(\tilde{g}_p))
\]  

(12)

with \( B, K, D \in \mathbb{R}^{n \times n} \), and \( \gamma \in \mathbb{R} \) are constant coefficients. Moreover, \( \psi_p \) and \( \psi_v \) are the partial derivatives of \( \psi \) w.r.t. \( t \) and \( \varphi \), respectively, and are computed as

\[
\begin{aligned}
\psi_p &= J_{\psi_p} J_{s_1, s_1} J^{-1} \tanh^2(g_v) \tanh(g_p) \tan(\tilde{g}_p) \\
&+ J_{g_p} \psi_v \\
\psi_v &= -2J_{\psi_v} \tilde{\delta}_y \tanh(s_1) \tanh(s_2)
\end{aligned}
\]  

(13)

where

\[
J_{\psi_p} = \tilde{\delta}_y (I_n - \tanh^2(\tilde{\psi}))
\]

(14)

\[
J_{g_v} = \tilde{\delta}_v (I_n - \tanh^2(\tilde{g}_v))
\]  

(15)
and
\[ g_a = g_v = J_{g_p}^{-1} f''(\varphi). \] (15)
In the following theorem and remarks, we describe the conditions ensuring the existence of \( \psi, J_{s \varphi}, J_{g_\psi}, J_{g_s}, \) and \( J_\psi. \)

**Theorem 2:** If \( f(t) \) satisfies
\[ \delta_y^2 \left| f'(\varphi) \right| \leq \left( \delta_y \varphi - (\bar{f}(\varphi) - \bar{y}_{avg})^2 \right) \delta_y, \quad \forall \varphi \in [0, T] \] (16)
where \( T \in \mathbb{R}^+ \) is the period of \( f(t) \), then the variable \( \psi \) described in (11) is well-defined.

The proof is given in Appendix B. According to (3), if the function \( f(t) \) is a feasible output for the robotic system, then \( f(\varphi) \) satisfies \( \left| f(\varphi) - y_{avg} \right| \leq \delta_y \) and \( \left| f'(\varphi) \right| \leq \delta_y \) and not necessarily (16). Therefore, condition (16) restricts the set of feasible desired trajectories that can be generated by the programmable oscillator. In Section VII, this condition is relaxed to provide the possibility of the generation of any feasible desired trajectory through the programmable oscillator.

**Remark 2:** \( J_{g_\psi} \) and \( J_{g_s} \) are diagonal positive semi-definite (PSD) matrices. If \( f(t) \in \mathcal{Q} \), then \( J_{g_\psi} \) and \( J_{g_s} \) are positive definite (PD), and thus invertible.

**Remark 3:** \( J_{s \varphi} \) is a diagonal PSD matrix. If \( s_1 \) is bounded, then \( J_{g_\psi} \) and \( J_{g_s} \) is PD, and thus invertible.

**Remark 4:** \( J_\psi \) is a diagonal PSD matrix. If \( f(t) \) satisfies (16), then \( J_{g_\psi} \) and \( J_{g_s} \) is PD, and thus invertible.
We call the dynamical system presented in (8), bounded output programmable oscillator. The following theorem concludes the properties of such an oscillator.

**Theorem 3:** For the bounded output programmable oscillator presented in (8), if
A3.1) \( f(t) \) is a periodic \( C^3 \)-continuous function satisfying (16),
A3.2) \( B, K, \) and \( D \) are PD diagonal constant matrices, where \( KB^{-1}D - B \) is also PD, and
A3.3) the coefficient \( \gamma \) is a nonnegative constant, then the following results hold.
1) \( x(t) \) is bounded and converges to \( x^*(\varphi), \forall x(0), \varphi(0). \)
2) If \( \gamma = 0, \left[ x^T(t + \varphi(t)), t + \varphi(t) \right]^T \) is globally AS.
3) If \( \gamma \to \infty, x^*(t) \) is the globally stable limit cycle.
4) The output \( y(t) \) converges to the curve of \( q_d(t) \) in the space \( (y, \dot{y}) \) while \( y(t) \in \mathcal{Q}. \)

The proof is given in Appendix C. According to the above theorem, the state space vector is bounded and converges to \( x^* \) from any initial condition. Thus, (8c) converges to \( \dot{\varphi} = 1. \) Therefore, the output \( y(t) \) converges to the curve of \( q_d(t) \) in \( (y, \dot{y}) \) while \( y(t) \in \mathcal{Q}. \) Moreover, if \( \gamma = 0, \) the output \( y(t) \) converges to \( f(t + \varphi(t)). \) If \( \gamma \to \infty, \) then the bounded output programmable oscillator ensures the global limit cycle tracking of \( q_d(t). \) We call the cases where \( \gamma = 0 \) and \( \gamma \gg 1 \) as the AS and AOS modes, respectively.

**VII. INTEGRATED CENTRAL PATTERN GENERATOR**
In this section, we introduce the integrated CPG consisting of one bounded output programmable oscillator. The integrated CPG generates an \( n \)-dimensional signal \( y \) tracking the \( n \)-dimensional desired signal \( f(t) \) while preserving the predefined limits for \( y \) and \( \dot{y}. \)

The control architecture for a multi-DOF robotic system, where the reference joint trajectory is generated online using the integrated CPG, is depicted in Fig. 2. The high-level planner determines the desired motion of the robot, and the motion library provides the desired joint trajectory [i.e., \( q_d(t) \)] resulting in the desired motion. The motion library is a set of the desired periodic joint trajectories designed offline for generating the desired cyclic motions. The desired trajectory is used for creating the structure of the integrated CPG. Using (7), the desired trajectory of the shape state vector of the integrated CPG [i.e., \( (g_p(t), g_s(t)) \)] is computed according to the desired trajectory. After that, the reference joint trajectory is generated by integrating the differential equation of the bounded output programmable given in (8). The initial condition of the shape states vector of the bounded output programmable oscillator is determined based on the initial condition of the robot by using (4) and (6). The initial condition of the phase state is arbitrary.

According to Theorem 3, the integrated CPG generates the desired joint trajectories satisfying (16). Considering \( q_d : \mathbb{R} \to \mathbb{R}^{2n} \) as the desired joint trajectory, the schematic of the acceptable region for \([f_1(t), f_2(t)], (16)\) is satisfied is depicted in Fig. 3. As shown, the acceptable region for \([f_1(t), f_2(t)], (16)\) (the gray area) is less than the feasible region for \([y_1, y_2] \) presented in (3). Thus, the set of acceptable desired joint trajectories is less than the set of feasible ones ensuring the output limitations. For generating any feasible desired trajectory, we modify the definition of \( \psi \) as
\[ \psi = \text{tanh}^{-1}\left( \text{sat}(J_{s \varphi}, J_{g_p}^{-1} \text{tanh}(g_v), p) \right) \] (17)
where \( \text{sat}(x, p) \) is the continuous estimation of the saturation function \( \text{sat}(x) \) and is defined as
\[ \text{sat}(x, p) = \frac{x}{\sqrt{1 + |x|^p}}. \] (18)
\( p \in \mathbb{R}^+ \) is a constant. The behavior of \( \text{sat}(x, p) \) for different values of \( p \) in comparison with \( \text{sat}(x) \) is depicted in Fig. 4. As can be seen, we have \( \lim_{p \to \infty} \text{sat}(x, p) = \text{sat}(x) \).

**VIII. VALIDATION**
In this section, the performance of the proposed integrated CPG for reference trajectory generation is evaluated on two main scenarios: Manipulation and bipedal walking. In the first case, the integrated CPG is employed empirically on Kuka iiwa robot arm for passive robotic rehabilitation scenario. Later, the integrated CPG is used to generate a walking pattern for a seven-link bipedal robot in a simulation study.

**A. Passive Robotic Rehabilitation Scenario**
In this study, the integrated CPG is employed on Kuka iiwa robot arm shown in Fig. 5 for passive robotic rehabilitation. For upper limb passive robotic rehabilitation, the control architecture consists of three main elements: A task-level planner, a joint
The desired movements are reflected in the joint space and are gathered in a motion library. The proposed integrated CPG is then exploited to produce the reference joint trajectory of the robot based on the desired trajectories in the motion library. The CPG is responsible for switching between the desired motions as well as changing the tempo rate of the cyclic motions. The block diagram of the control architecture is depicted in Fig. 6.

Two vertical and horizontal circles with a radius of 10 cm in the task space of the robot are defined as the desired motions. The origin of the vertical circle is also used as starting and ending configuration. The default period of the cyclic motions is 10 s. For modulation of the period of the cyclic motions, the desired joint trajectory of the robot is defined as

$$f(\phi) = fn(T\phi/10)$$

$$f'(\phi) = (T/10) f'_n(T\phi/10)$$

$$f''(\phi) = (T/10)^2 f''_n(T\phi/10)$$

(19)

where the nominal desired trajectory $q_{d_{ij}}(t) = [f_{n}(t), \dot{f}_{n}(t)]^\top$ is the desired joint trajectory which is read from the motion library, and $T \in \mathbb{R}^+$ is the desired period of the desired motion. In this way, the physiotherapist can choose the desired motion from the set of desired motions provided by the motion library (i.e., horizontal/vertical circles and constant configurations) with any arbitrary time period. However, the desired joint trajectory $q_{d_{ij}}(t)$ can be applied to the integrated CPG if it preserves the position and velocity limits defined for the CPG output. Since $f_{n}(t)$ considers the position limits, $f(t)$ preserves the position limits as well. But, $\dot{f}(t)$ preserves the velocity limits if the period of the desired motion satisfies $T < \frac{10 \min_{\max_{\max}} f''_{n}(\phi)}{\delta y_i}$.  

The desired motion is, at first, the cyclic motion where the end-effector moves on the horizontal circle with $T = 10$ s. Then, $T$ changes to 7 s at $t = 26$ s. After that, the desired motion changes to cyclic motion where the end-effector moves on the vertical circle at $t = 48$ s. The desired motion changes to the horizontal circle with $T = 15$ s at $t = 72$ s. Finally, the desired motion changes to the constant posturing at $t = 100$ s. The above sequences are illustrated in Table II.

The time evolution of the joints positions/velocities of the robot arm is illustrated in Fig. 7. As can be seen, the joint trajectories change smoothly from one periodic/constant trajectory to the other periodic/constant one. The joint position limits for $q_1, q_3, q_5$, and $q_7$ is $(-170, 170)$ deg, and for $q_2, q_4$, and $q_6$ is $(-120, 120)$ deg. The maximum feasible joint speed is considered as 40 deg/s for all the joints. The trajectories preserve the joint position and velocity limits (Fig. 7).
The trajectory of the robot end-effector in the Cartesian space is depicted in Fig. 8. The task space variables converge from one desired trajectory to another one and finally stop at the predefined position. Therefore, the proposed CPG enables us to switch online between different cyclic motions, smoothly.

B. Bipedal Walking Pattern Generation

A widespread application of CPG concepts in robotics is the control of legged robots locomotion. Considering a bipedal robot walking at a constant period and step length, the walking pattern is a repetition of a periodic joint trajectory. In this section, the proposed integrated CPG is used for online joint trajectory generation of a seven-link bipedal robot within a simulations study. The seven-link bipedal robot shown in Fig. 9 is analyzed in the Simscape MATLAB toolbox. The physical parameters of the bipedal robot are given in Table III.

The control architecture for seven-link biped walking is depicted in Fig. 10. A high-level planner provides the desired step length ($L$) and step time ($T$). In this study, the values of $L$ and $T$ are as in Table IV. For the desired step length and period, the motion library determines the desired joint trajectory of the joints. The motion library is a set of 12-dimensional desired periodic joint trajectories classified based on the step length and period. The desired trajectory is used for constructing the integrated CPG to generate the reference joint trajectory. The integrated CPG including a bounded output programmable oscillator is shown in Fig. 2. For the integrated CPG, the lower and upper bounds of the feasible position for $[\theta_1, \theta_2, \ldots, \theta_5, \theta_6]$ are equal to $[0, 0, 90, 180, 0, 60]$ deg and $[180, 180, 270, 360, 180, 120]$ deg, respectively. The maximum speed of all the joints is considered as 180 (deg/sec).

Considering the values given in Table IV, the motion library consists of five periodic and one constant trajectories. The periodic trajectories result in walking with different step lengths.
The time evolution of the COM position is computed for providing the desired motion changes. Moreover, the position and velocity constraints are respected for all the joints. For brevity, the time evolution of the joints velocities is not reported here.

The trajectories of $\theta_1$ and $\theta_0$ in the phase space are shown in Fig. 12. The blue and green curves denote the previous and new desired trajectories for the motion scenario described in Table IV. As can be seen, the trajectories converge smoothly from one periodic trajectory to another one when the desired motion changes. Moreover, the position and velocity constraints are respected for all the joints. For brevity, the time evolution of the joints velocities is not reported here.

The trajectories of $\theta_1$ and $\theta_0$ in the phase space are shown
in Fig. 12. The blue and green curves denote the previous and new desired trajectories for the motion scenario described in Table IV. As can be seen, the trajectories converge smoothly from one desired trajectory to another one, and finally, converge to the desired standing configuration (the green points in Fig. 12(g)).

Fig. 13 shows the time evolution of $\varphi - t$. For each desired trajectory, $\varphi - t$ converges to a constant value, which means that $\varphi$ converges to $t + \Delta$, where $\Delta$ is a constant value. For each desired trajectory, $\Delta$ is different. Moreover, for the time...
Fig. 11. Time evolution of the joint position of the seven-link biped measured during the walking scenario described in Table IV. The coefficients of the integrated CPG are $B = 40I_7$, $K = 30I_7$, $D = 60I_7$, and $\gamma = 10$.

Fig. 12. Phase space trajectory of $\theta_1$ and $\theta_0$ of the seven-link biped robot measured during the walking scenario described in Table IV. The dashed and dotted curves are the previous and new desired trajectory, respectively. The black point is the desired posture for standing. The coefficients of the integrated CPG are equal to $B = 40I_7$, $K = 30I_7$, $D = 60I_7$, and $\gamma = 10$. (a) $t \in (0, 10)$ (sec). (b) $t \in (10, 20)$ (sec). (c) $t \in (20, 35)$ (sec). (d) $t \in (35, 45)$ (sec). (e) $t \in (45, 55)$ (sec). (f) $t \in (55, 65)$ (sec). (g) $t \in (65, 70)$ (sec).

Intervals $[0, 12]$ s and $[37, 48]$ s, $\Delta$ are different ($\Delta$ is equal to $-0.53$ and $-0.78$ s, respectively), though according to Table IV, the desired trajectory in these two time intervals is the same. In fact, $\Delta$ depends on the desired trajectory, the system convergent coefficients ($B, K, D$), and the value of the shape states vector when the desired trajectory changes. Note that $\Delta$ is not necessarily equal to zero, and thus $\varphi$ does not necessarily converge to $t$, since in this simulation, the integrated CPG is in AOS mode, and hence provides the limit cycle tracking of the desired trajectory.

The snapshots of the seven-link biped in the walking simulation are depicted in Fig. 14. The robot converges from one desired motion to another one while the postural stability of the robot is preserved. For investigating the postural stability of the robot, the time evolution of $zmp_x$ during the walking simulation is depicted in Fig. 15. The $zmp_x$ location is as [20]

$$zmp_x = \frac{\sum_{i=1}^{7} m_i \left( \bar{y}_i + g \right) \bar{x}_i - \sum_{i=1}^{7} m_i \bar{x}_i \bar{y}_i}{\sum_{i=1}^{7} m_i \left( \bar{y}_i + g \right)}$$

where $m_i$ is the mass of link $i$, and $\bar{x}_i$ and $\bar{y}_i$ are the horizontal and vertical position of the COM of link $i$. In Fig. 15, the support polygon in the walking direction is also depicted. Note that, $zmp_x$ is within the support polygon when the robot follows the desired trajectory and also during the transitions. Hence, as expected from Fig. 14, the postural stability of the robot is preserved. As mentioned before, the desired trajectories provided from the motion library are designed based on ZMP criteria, and thus for the desired trajectories, $zmp_x$ is inside the support polygon and the postural stability of the robot is ensured. Providing that $zmp_x$ is inside the support polygon in the transient motion from one desired trajectory to another one, the postural stability is also preserved in the transient motion. Since the desired trajectories satisfy the ZMP criterion, the ZMP criterion is also ensured in a neighborhood of the desired trajectories according to the continuity of the biped dynamics. Therefore, for the cases where the difference between the previous and new desired trajectories is small, the region between these two trajectories is a subset of the union of the neighborhood of the desired trajectories where the ZMP criterion is satisfied. On the other hand, in this simulation, $\gamma$ equals 10, and the desired trajectory is AOS according to Theorem 3. Thus, the transient trajectory from the previous desired trajectory to the new one
Fig. 13. Difference between $\phi$ and $t$ measured during the walking scenario for the seven link biped robot. The coefficients of the integrated CPG are equal to $B = 40I_7$, $K = 30I_7$, $D = 60I_7$, and $\gamma = 10$.

Fig. 14. Snapshots of the simulation of the seven link biped in MATLAB. The time instance of the snapshots is also reported in second. The figures show the transient motion from standing to walking, during the change in the step period/length of walking, and, finally, the transition to standing based on the scenario described in Table IV. The parameters of the CPG are selected as $B = 40I_7$, $K = 30I_7$, $D = 60I_7$, and $\gamma = 10$.

For comparing the trajectory tracking and the limit cycle tracking of the desired trajectory, the seven-link biped walking is simulated for the integrated CPG in the AS and AOS modes (i.e., $\gamma = 0$ and $\gamma = 10$). The results for the transition motion from standing to walking with the step length of 50 cm and step period of 2 s are shown in Fig. 16. The CPG parameters are selected such that the control effort for converging to the desired walking trajectory is the same for both modes. The results reveal that, for $\gamma = 10$, the robot converges to the desired walking trajectory faster than the case where $\gamma = 0$. Thus, the limit cycle tracking of the desired trajectory provides a higher convergence rate with the same control effort in comparison with the trajectory tracking of the desired trajectory.

IX. CONCLUSION

This article presents a programmable oscillator that tracks multidimensional periodic trajectories. The programmable oscillator ensures the global stability and convergence of the desired trajectory and can also provide both AS and AOS of the
desired trajectory according to an oscillator parameter. The programmable oscillator is also modiﬁed by a parametrization technique for bounding the output signal and its ﬁrst time-derivative. We used Lyapunov analysis to prove the global convergence to the desired trajectory for both original and modiﬁed oscillators. Both oscillators feature a parameter that controls the convergence to achieve either AS (trajectory tracking) or AOS (limit cycle tracking) of the desired trajectory. Finally, we presented an integrated CPG architecture based on the bounded output programmable oscillator. The proposed architecture is speciﬁcally designed for robotic applications where motion modulation is required. The proposed CPG generates smooth, synchronized, and bounded reference trajectory tracking the desired one from any initial condition irrespective of the parameters of the CPG. The desired trajectory is a multidimensional function whose components are either periodic functions or constants. This property is important for those applications where both periodic motions and constant posturing are required. Moreover, the proposed CPG can provide both trajectory tracking and limit cycle tracking of the desired trajectory. Accordingly, one can use the proposed CPG in the automatic or imitating modes. In the automatic mode, the CPG guarantees the limit cycle tracking of the desired trajectory provided by a library. In the imitating mode, the CPG guarantees trajectory tracking of the desired trajectory measuring online from a human or another robot. The proposed CPG is a reliable and programmable architecture for online motion modulation. We validated the soundness of the proposed CPG with robotic rehabilitation experiments on the seven-link biped.

**APPENDIX A**

**PROOF OF THEOREM 1**

Theorem 1 has three items that we prove them in the following.

A. \( x(t) \) is Bounded and Converges to \( q_d(\varphi) \) From ...

Starting with

\[
V_1(x, \varphi) = \frac{1}{2} e_s^T K e_s + \frac{1}{2} e_s^T e_s \tag{22}
\]

where 

\[
\begin{bmatrix} e_s^T, e_s^T \end{bmatrix} = x^T - q_d'(\varphi) = \begin{bmatrix} s^T - f'(\varphi), s^T - f'(\varphi) \end{bmatrix}
\]

the time-derivative of \( V_1 \) along the system trajectory (1) is

\[
\dot{V}_1 = -\gamma \left( e_s^T K f'(\varphi) + e_s^T f''(\varphi) \right) - e_s^T B e_s. \tag{23}
\]

Since \( B \) is PD and \( \gamma \) is non-negative, \( \dot{V}_1 \leq 0 \). Moreover, (22) shows that \( V_1(t) \geq 0 \) where \( V_1 = 0 \) iff \( e_s, e_s = [0_n, 0_n] \). Hence, \( e_s \) and \( e_s \) are bounded. Assuming that \( f(t) \) and its ﬁrst time-derivative are bounded, one also concludes that \( x(t) \) for any initial condition. To get convergence of \( q_d(\varphi) \) (or \( e_s, e_s = [0_n, 0_n] \)), it is sufﬁcient to examine the largest invariant subset of the set \( \Omega = \{ x^T, \varphi \} : V_1 = 0 \} \). Considering (1), it is possible to verify that \( \{ q_d(\varphi), \varphi \} \) is the only invariant subset of \( \Omega \). Therefore, according to the LaSalle Lemma [22], we can conclude that \( x(t) \) converges to \( q_d(\varphi) \). The global convergence of \( x \) to \( q_d(\varphi) \) is the consequence of the radially unbounded property of \( V_1 \) w.r.t. \( ||x|| \).

Note that the phase state \( \varphi \) is, as expected, an unbounded state. While, from (1b) and the Assumption A1.1, one can conclude that \( \varphi \) is continuously differentiable, and hence \( \varphi \) does not have ﬁnite escape time [22].

B. If \( \gamma = 0 \), Then \( q_d^0(T + \varphi(0)), T + \varphi(0)) \) is ...

If \( \gamma = 0 \), then we have \( \varphi = 1 \) and thus \( \varphi = t + \varphi(0) \). Hence, system (1) is simpliﬁed to a 2n-dimensional system whose state-space vector is \( x \). Accordingly, the function \( V_1 \) is the Lyapunov function of the system, and thus the global AS of \( q_d(t + \varphi(0)) \) is \( f(T + \varphi(0)), f'(t + \varphi(0)) \) is concluded based on the Lyapunov stability theorem [22].

C. If \( \gamma \to \infty \), Then \( x = q_d(t) \) is the Globally Stable ...

The limit cycle tracking and the trajectory tracking concepts are the same for a constant desired trajectory (see Section IV-A). The trajectory tracking of any desired trajectory including a constant one is proved in part A2. In the following, we discuss the limit cycle tracking of a nonconstant desired trajectory.

For the stability of set \( q_d(t) \), we prove that for \( \gamma \to \infty \)

- \( \forall x^T, \varphi \in P_f, V_1(x, \varphi) = 0 \)
- \( \forall x^T, \varphi \notin P_f, V_1(x, \varphi) > 0 \)
- \( \forall x^T, \varphi \notin P_f, V_1(x, \varphi) < 0 \)

where \( P_f \) is the set of the states belonging to the trajectory of \( q_d(t) \), i.e.,

\[
P_f = \left\{ [s^T, \dot{s}^T, \varphi] : \exists \varphi, s = f(\varphi), \dot{s} = f'(\varphi) \right\}. \tag{24}
\]

Thus, one can conclude that \( P_f \) is the stable limit cycle of the system (1) according to the extension of the Lyapunov stability theorem for invariant sets [23]. The global stability of the limit cycle \( P_f \) is the result of the radially unbounded property of \( V_1 \). For this purpose, we prove that for \( \gamma \to \infty \), \( e_s, e_s = [0_n, 0_n] \) iff \( x^T, \varphi \in P_f \). Therefore, the Lyapunov function presented in (22) satisﬁes the above three conditions, and we can conclude that \( q_d(t) \) is the globally stable limit cycle of the system. Since \( e_s = s - f(\varphi) \) and \( e_s = s - f'(\varphi) \), one can ﬁgure out that if \( e_s = e_s = 0_n \), then \( x^T, \varphi \in P_f \). To prove that for \( x^T, \varphi \in P_f \), we have \( e_s = e_s = 0_n \), we show that for \( \gamma \to \infty \) and \( x^T, \varphi \in \mathbb{N}_\delta \) where \( \mathbb{N}_\delta \) is the \( \delta \)-neighborhood of \( P_f, q_d(\varphi) \) is the point from the curve of \( P_f \) in the shape space having the minimum distance from the current shape states. In this regard, we deﬁne the distance between \( x = [s^T, \dot{s}^T] \) and the curve of \( P_f \) in the shape space as

\[
\text{dist}(x, P_f) = \min_{\tau \in [0, T]} d(x, q_d(\tau)) \tag{25}
\]

where \( T \in \mathbb{R}^+ \) is the period of \( q_d(t) \), and

\[
d(x, q_d(\tau)) = \frac{1}{2} (s - f(\tau))^T K (s - f(\tau)) + \frac{1}{2} (s - f'(\tau))^T (s - f'(\tau)) \tag{26}
\]

In the following, we prove that \( d(x, q_d(\varphi)) = \text{dist}(x, P_f) \) if \( \gamma \to \infty \). Since \( d(x, q_d(\varphi)) \) is continuous, its extreme is
Thus, we consider the first and second derivatives of \(d(x, q_d(\varphi))\) w.r.t. the phase state, i.e.,
\[
\frac{\partial d(x, q_d(\varphi))}{\partial \varphi} = \begin{cases} 
- (s - f'(\varphi))^\top K f' f''(\varphi) - (s - f'(\varphi))^\top f''(\varphi) & \\
\partial \varphi \neq 0 
\end{cases}
\]
\[
\begin{aligned}
&\frac{\partial^2 d(x, q_d(\varphi))}{\partial \varphi^2} = f'^\top(\varphi)K f'(\varphi) + f''^\top(\varphi) f''(\varphi) \\
&\quad - (s - f'(\varphi))^\top B f''(\varphi) - (s - f'(\varphi))^\top f''(\varphi).
\end{aligned}
\]
(27)

The lower bound of \(d_{\varphi \varphi}\) is as
\[
d_{\varphi \varphi} \geq f'^\top(\varphi) K f'(\varphi) + f''^\top(\varphi) f''(\varphi) \\
- \left\|K^{1/2} (s - f(\varphi))\right\| \left\|K^{1/2} f''(\varphi)\right\| \\
- \left\|s - f'(\varphi)\right\| \left\|f''(\varphi)\right\|.
\]
(28)

On the other hand, considering (26), we have
\[
\left\|K^{1/2} (s - f(\varphi))\right\| \leq \sqrt{2d(x, q_d(\varphi))}
\]
\[
\left\|s - f'(\varphi)\right\| \leq \sqrt{2d(x, q_d(\varphi))}.
\]
(29)

Considering the above relations, (28) is simplified as
\[
d_{\varphi \varphi} \geq f'^\top(\varphi) B f'(\varphi) + f''^\top(\varphi) f''(\varphi) \\
- (f''' + f'''(\varphi)) \sqrt{2d(x, q_d(\varphi))}.
\]
(30)

where \(f''' = \max_{\varphi} (\left\|K^{1/2} f''(\varphi)\right\|)\) and \(f''' = \max_{\varphi} (\left\|f''(\varphi)\right\|)\).

Note that \(K\) is PD, and for a nonconstant desired trajectory, \(\hat{\varphi}\) that \(f'(\varphi) = 0\), thus, one can find \(\delta \in \mathbb{R}^+\) such that \(\forall [x^T, \varphi] \in N_{\delta}, \) where \(N_{\delta} = \{x: d(x, q_d(\varphi)) < \delta\}\), and \(d(x, q_d(\varphi)) = \text{dist}(x, \mathcal{P}_f)\) if \(d_{\varphi} = 0\). To investigate the time evolution of \(d_{\varphi}\), we compute its time-derivative along the trajectories of (1) as
\[
\dot{d}_{\varphi} = - \gamma d_{\varphi} \left((f'^\top(\varphi) K f'(\varphi) + f''(\varphi) f''(\varphi) - e_{\varphi}^\top K f''(\varphi) \\
- e_{\varphi}^\top f''(\varphi)) - (f'(\varphi) K - f'''(\varphi) B f''(\varphi)) e_{\varphi}\right).
\]
(31)

Considering \(V_2 = \frac{1}{2} d_{\varphi}^2\), the time-derivative of \(V_2\) is as
\[
\dot{V}_2 \leq - (f'^\top(\varphi) K f'(\varphi) + f''^\top(\varphi) f''(\varphi) - (f'' + f''(\varphi)) \sqrt{2d}\sqrt{2d_0}) \gamma d_{\varphi}^2 + \eta |d_{\varphi}| \sqrt{2d_0}.
\]
(32)

where \(\eta = \max_{\varphi} (\left\|f''(\varphi) K - f'''(\varphi) B + f''^\top(\varphi) f''(\varphi)\right\|)\).

Since \(d(x, q_d(\varphi)) = V_1\), we have \(\max_{\varphi} (\left\|d(x, q_d(\varphi))\right\|) = d_0 = d(x(t_0), q_d(t_0))\). Thus, we have
\[
\dot{V}_2 \leq - (f'^\top(\varphi) K f'(\varphi) + f''^\top(\varphi) f''(\varphi) \\
- (f'' + f''(\varphi)) \sqrt{2d_0}) \gamma d_{\varphi}^2 + \eta |d_{\varphi}| \sqrt{2d_0}.
\]
(33)

Hence, for every \(\epsilon \in (0, 1)\) if
\[
|d_{\varphi}| \geq \epsilon \gamma \left(f'^\top(\varphi) K f'(\varphi) + f''^\top(\varphi) f''(\varphi) - (f'' + f''(\varphi)) \sqrt{2d_0}\right).
\]
(34)
The time-derivative of $V_3$ along the trajectories of (8) is as
\[
\dot{V}_3 = e_2^\top(B - KB^{-1}D)J^{-1}\delta y(tanh(s_2) - tanh(\psi)) - \|Be_1 + Ke_2\|^2 - \gamma W^2
\] (42)
where
\[
W = (e_1^\top D + e_2^\top B)J^{-1}\delta y(tanh(g_\nu(\varphi)) + (e_1^\top B + e_2^\top K)\psi_\varphi.
\] (43)

As $KB^{-1}D = B, J_{s_2}$, and $\delta y$ are diagonal PD matrices, and $\gamma$ is a non-negative constant, $\dot{V}_3 \leq 0$. Thus, $e_1$ and $e_2$ are bounded.

Moreover, as $V_3$ is radially unbounded w.r.t $\|e_1, e_2\|$, one can conclude that $e_1$ and $e_2$ are bounded from any initial condition. In conclusion, if $f(t) \in \mathbb{Q}$, then the shape state vector $x$ is bounded for any initial condition.

For the convergence of $x$ to $x^*$, it is sufficient to examine the largest invariant subset of $\Gamma = \{[x^*, \varphi]: \dot{V}_3 = 0\}$. According to (8), $\{[x^*, \varphi]\}$ is the only invariant subset of $\Gamma$. Therefore, the LaSalle lemma [22] concludes the convergence of $x$ to $x^*$. The global convergence of $x^*$ is the result of the radially unbounded property of $V_3$ w.r.t $[x^*]$. Note that, the same as the programmable oscillator, the phase state $\varphi$ is an unbounded state. While, from (8c) and Assumption A3.1, one can conclude that $\varphi$ is continuously differentiable, and hence $\varphi$ does not have finite escape time [22].

**B. If $\gamma = 0$, $[x^*^\top(t + \varphi(0)), t + \varphi(0)]^\top$ is Globally AS**

For $\gamma = 0$, (8c) is simplified to $\dot{\varphi} = 1$, and thus $\varphi(t) = t + \varphi(0)$. Hence, system (8) is simplified to the 2n-dimensional system whose state-space vector is $x$. Accordingly, the function $V_3$ is the Lyapunov function of the system, and thus the global AS of $[g_{p,\nu}(t + \varphi(0)), g_{\varphi}(t + \varphi(0))]^\top$ is concluded based on the Lyapunov stability theorem [22].

**C. If $\gamma \to \infty$, $x^*(t)$ is the Globally Stable Limit Cycle**

$x^*(t)$ is the globally stable limit cycle iff $P_g$ is globally AS, where $P_g$ is the set of states belonging to $x^*(t)$, i.e., [22]
\[
P_g = \{[s_1, s_2, \varphi]: \exists \varphi, s_1 = g_{p,\nu}(\varphi), s_2 = g_{\varphi}(\varphi)\}.
\] (44)

To investigate the AS of the set $P_g$, we prove that for $\gamma \to \infty$
- $\forall [x^*, \varphi] \in P_g, V_3(x, \varphi) = 0$
- $\forall [x^*, \varphi] \not\in P_g, V_3(x, \varphi) > 0$
- $\forall [x^*, \varphi] \not\in P_g, \dot{V}_3(x, \varphi) < 0$

Thus, $P_g$ is the stable limit cycle of the system (8) according to the extension of the Lyapunov stability theorem for invariant sets [23]. The global stability of $P_g$ is the result of the radially unbounded property of $V_3$. For this purpose, we prove that for $\gamma \to \infty, [e_1, e_2] = [0_n, 0_n]$ iff $[x^*, \varphi] \in P_g$. Since $e_1 = s_1 - g_{p,\nu}(\varphi)$ and $e_2 = s_2 - g_{\varphi}(\varphi)$, one can figure out that if $e_1 = e_2 = 0_n$, then $[x^*, \varphi] \in \dot{P}_g$. To prove that for $[x^*, \varphi] \in P_g$, we have $e_1 = e_2 = 0_n$,

\[
\dot{V}_4 = \frac{1}{2}d_{\varphi}^2,
\] the time-derivative of $V_4$ is as
\[
\dot{V}_4 = d_{\varphi} \leq -\lambda \|g_{p,\nu}^\top(\varphi) \psi_\varphi\|^2 - \kappa \sqrt{2d_{\varphi}} + \rho(d_{\varphi})d_{\varphi}
\] (50)
where
\[
\rho(d) = \sqrt{2d_{\varphi} (\kappa + v) + 2 \tanh(\sqrt{2d_{\varphi}}\mu)}
\] (51)
and
\[
\psi = \max \left\{ \left[ B^2 BK \right] \left[ g_{p,\nu}(\varphi) \right] \right\} \quad \text{and} \quad \mu = \max \left\{ J_{s_1}^\top \delta y (B - B^{-1}DK) \psi_\varphi \right\}. \quad \text{Based on (50), for } \epsilon \in (0, 1) \text{ if}
\]
\[
|d_{\varphi}| \geq \frac{\lambda \|g_{p,\nu}^\top(\varphi) \psi_\varphi\|^2 - \kappa \sqrt{2d_{\varphi}}}{\epsilon \gamma}
\] (52)
then, we have
\[ V_4 \leq - (1 - \epsilon ) \left( \int_t^\mu \| g_p^\nu (\phi) \psi_p^\nu \|^2 - \kappa \sqrt{2d_0} \right) \gamma d_2^2. \] (53)

Therefore, \( d_2^2 \) decreases when the trajectory enters \( \mathcal{N}_p \). On the other hand, we have
\[ -d_2^2 (t_\varphi) = \frac{1}{2} t_\varphi \int_{t_\varphi}^{t_*} V_4 dt \leq - (1 - \epsilon ) \gamma \int_{t_\varphi}^{t_*} d_2^2 dt \] (54)
where \( t_\varphi \in \mathbb{R}^+ \) is the time instance that the trajectory of the system enters \( \mathcal{N}_p \), \( t_\varphi > t_\varphi \) is the time instance when \( d_2^2 (t_\varphi) = 0 \), and \( \xi = \min \left[ \int_{t_\varphi}^{t_*} \| g_p^\nu (\phi) \psi_p^\nu \|^2 - \kappa \sqrt{2d_0} \right] \). From the above equation, one can conclude that \( \lim_{\gamma \to \infty} d_2^2 = 0 \). Hence, if \( \gamma \to \infty \), for all \( \{ x, \phi \} \in \mathcal{N}_p \), we have \( d_0 = 0 \), and thus \( \lim_{\gamma \to \infty} d(x, \phi^\nu (\cdot)) = \text{dist}(x, \varphi^\nu_p) \).

D. Output \( y(t) \) Converges to the Curve of \( q_d(t) \) in...

As \( x \) converges to \( x^\nu (\cdot) \), \( y(t) \) converges to the curve of \( y(t) \) in the shape \( (x, \phi) \). Moreover, according to the definition of \( y(t) \) in (8) and the fact that \( x \) is bounded, we have \( y_{\min} = y_{\min} - \delta_\gamma < y < y_{\max} + \delta_\gamma = y_{\max} \). In addition, based on the dynamic of the bounded output programmable oscillator, the time-derivative of the output is as
\[ \dot{y} = \delta_\gamma \tanh (s_1). \] (55)

Thus, \( |y| \leq \delta_\gamma \). In conclusion, we have \( y(t) \in \mathcal{Q} \).
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