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Abstract

Differentially Private Stochastic Gradient Descent (DP-SGD) is a key method for applying privacy in the training of deep learning models. It applies isotropic Gaussian noise to gradients during training, which can perturb these gradients in any direction, damaging utility. Metric DP, however, can provide alternative mechanisms based on arbitrary metrics that might be more suitable for preserving utility. In this paper, we apply directional privacy, via a mechanism based on the von Mises-Fisher (VMF) distribution, to perturb gradients in terms of angular distance so that gradient direction is broadly preserved. We show that this provides both $\epsilon$-DP and $\epsilon_d$-privacy for deep learning training, rather than the $(\epsilon, \delta)$-privacy of the Gaussian mechanism. Experiments on key datasets then indicate that the VMF mechanism can outperform the Gaussian in the utility-privacy trade-off. In particular, our experiments provide a direct empirical comparison of privacy between the two approaches in terms of their ability to defend against reconstruction and membership inference.

1 Introduction

A popular method for protecting deep learning models against attacks is to train them with Differential Privacy (DP) [6]. Song et al. [22] first proposed adding $\epsilon$-DP noise to the gradient vectors within each batch, thereby providing an $\epsilon$ guarantee over training datasets. They noted, though, that the noise impacted SGD utility significantly. Later developments improved its performance. For example, Abadi et al. [1] proposed an accountant with tighter bounds for the privacy budget for the Gaussian mechanism.

Gaussian noise is isotropic: its noise vector is equally likely to point in any direction in the high-dimensional space of the gradients. In contrast, we might expect that the utility of the model would be better served by a mechanism which is designed to preserve the direction of the gradients. Intuitively, the more their directions are preserved, the better is the gradient descent algorithm going to to minimise the loss function.

The idea of tuning the shape of the noise arises in the context of metric differential privacy or $d$-privacy [4], a generalisation of DP in which the notion of adjacency is generalised to a distinguishability metric $d$. Metric differential privacy is a unifying definition which subsumes both central and local DP, the former recoverable by choosing $d$ to be the Hamming metric on databases, and the latter by choosing $d$ to be the Discrete metric on individual data points. Importantly, by careful choice of the metric $d$, $d$-privacy mechanisms can provide a better privacy-utility trade-off than with standard DP.

Our key idea is to implement DP-SGD with directional noise, so that with high likelihood a reported gradient is close in direction to the original gradient and further away (in direction) with diminishing likelihood. The aim of the present paper is to show that these kinds of directional privacy mechanisms applied to deep learning training can have less impact on model performance because the application of noise can be more targeted while providing $\epsilon$-privacy guarantees via metric DP.

We compare the Gaussian-noise mechanism of Abadi et al. [1] with the (directional privacy) von Mises-Fisher
mechanism of Weggenmann and Kerschbaum [23], who applied it to recurrent temporal data rather than deep learning. A key question which arises when using different types of DP mechanisms is how to compare the epsilons? since their guarantees are often not comparable, as noted in, for example, Jayaraman and Evans [13] and Bernau et al. [3]. We thus compare them empirically w.r.t. their efficacy at preventing an enhanced MIA of Hu et al. [11] and a method that reconstructs training data from gradients [9]. We then show that our DIRDP-SGD performs notably better on major datasets for comparable levels of defence against the aforementioned attacks.

Our contributions are as follows:

• We apply for the first time a metric DP mechanism based on angular distance — via the von Mises-Fisher (VMF) distribution — to use as an alternative to standard DP-SGD;
• We show that this provides $\epsilon_\theta$-privacy (for angular distance $d_\theta$) as well as $\epsilon$-DP for the training as a whole;
• We analyse membership inference and gradient-based reconstruction attacks for empirically comparing privacy, and show why using both together is appropriate in this context; and
• Given this, we show that overall on three standard datasets, our VMF mechanism outperforms Gaussian noise when defending against attacks.

2 Related Work

Metric Differential Privacy We adopt a relaxation of DP called metric differential privacy, introduced by Chatzikokolakis et al. [4] and also known as generalised DP, $d$-privacy, and $d_X$-privacy. It was first applied to the problem of geo-location privacy [2] in which the user reveals an approximate location to receive location-based services.

In the area of NLP, Fernandes et al. [7] proposed a metric DP mechanism for authorship privacy using the Earth Mover’s distance as the metric. A related application that takes a similar spatial perspective has been to k-means clustering [26]. None of these is concerned with differentially private training of a deep learner in the manner of DP-SGD.

The application of metric DP that we draw on is not related to the existing uses in deep learning just described. In the context of providing privacy guarantees to sleep study data, Weggenmann and Kerschbaum [23] applied metric DP to periodic data noting that periodicity can be represented as a direction on a circle, and ‘directional noise’ perturbs this direction while preserving utility. They proposed a variety of privacy mechanisms, including variants of Laplace, plus the novel Purkayastha and von Mises-Fisher (VMF) mechanisms. In the present work, we adopt the VMF to apply directional noise to gradients instead of (isotropic) Gaussian noise, drawing on a similar intuition that preserving the gradient directions should provide better utility.

Membership Inference Attacks (MIA) Shokri et al. [21] showed that it is possible to infer if a sample was used to train a model by analysing the class probabilities it outputs during inference. MIA works in two steps. In the first, shadow models are trained to mimic the target model to be attacked. In the second, for each class, separate (binary) attack models are trained on the shadow models’ prediction vectors to predict whether a sample was used to train the target or not (in/out). The intuition is that the target model is more confident when classifying samples it has already seen, yielding different distributions between in and out samples.

A number of works extended this attack [28, 19]. Recently, Ye et al. [27] presented an enhanced MIA that they characterise as ‘population-based’, using reference models to achieve a significantly higher power (true positive rate) for any (false positive rate) error, at a lower computation cost. Jayaraman and Evans [13] proposed MIA as an empirical method to help in comparing privacy budgets across DP variants. We similarly use it for our comparisons.

Gradient-based Reconstruction Attacks This attack lies within a distributed learning framework, which aims to train a neural network without centralising data. It consists of multiple clients, and each one holds its own private training set and exchange the gradients. However, it is still possible to reconstruct the training data from the gradients received.

Zhu et al. [29] discovered that it is possible to recover the private data in attacking neural network architectures which are twice differentiable; their attack has subse-
quently been referred to as the Deep Leakage from Gradients (DLG) attack. The attacker creates dummy inputs and labels, but instead of optimising the model weights, it optimises the dummy input and labels to minimise the Euclidean distance between their gradients and the gradients received from another client. Matching the gradients transforms the fake input to be similar to the real one.

This attack was refined in further works. The Inverting Gradients method (IGA), from Geiping et al. [9], maximises the cosine similarity between gradients. Thus it relies on an angle-based cost function, which should be more robust than a magnitude-based one against a trained neural network (which produces gradients with smaller magnitudes). We use this widely used attack for further empirical privacy calibration.

3 The Privacy Model

**Definition 1 (Metric differential privacy) [4]** Let \( \varepsilon > 0 \). A mechanism \( M \) on an (input) metric space \((S, d)\), where \( S \) is a set and \( d \) is a metric, and producing outputs over \( Z \), satisfies \( \varepsilon d \)-privacy, if for all \( s, s' \in S \) and \( Z \subseteq Z \),

\[
Pr(M(s))[Z] \leq e^{\varepsilon d(s, s')} \times Pr(M(s'))[Z],
\]

where \( Pr(M(s))[Z] \) means the probability that the output of applying mechanism \( M \) to \( s \) lies in \( Z \).

**Def 1** says that when two inputs \( s, s' \) differ by the amount \( d(s, s') \), the mechanism can make them indistinguishable up to a ratio proportional to \( e^{\varepsilon d(s, s')} \). This means that when points are farther apart they become easier to distinguish.

Metric DP, like pure \( \varepsilon \)-DP, has straightforward composition properties: the epsilons “add up” under sequential composition, and for the same metric, privacy does not diminish under parallel composition; and it satisfies the data processing inequality [4].

3.1 Directional Privacy and DIRDP-SGD

Gradient descent optimises the search for parameter selection that minimises the loss. An alternative method of perturbing the gradients is to use randomisation that is based on the angle of deviation from the original gradient. To give some intuition, Figure 1 illustrates how a gradient of a convex curve can be perturbed, leading to a perturbation of the descents.

Given two vectors \( v, v' \in \mathbb{R}^K \), the angular distance between them is \( d_\theta(v, v') = \frac{\arccos v^T v'}{\|v\| \|v'\|} \). When \( v, v' \) are, for example, vectors on the unit \( K \)-dimensional sphere, then \( d_\theta \) becomes a metric. Following Weggenmann and Kerschbaum [23], we can use this to define directional privacy.

**Definition 2 (Directional Privacy) [23]** Let \( \varepsilon > 0 \). A mechanism \( M \) on \( \mathbb{R}^K \) satisfies \( \varepsilon d_\theta \)-privacy, if for all \( v, v' \) and \( Z \subseteq \text{supp}M \),

\[
Pr(M(\mathbb{R}^K))[Z] \leq e^{\varepsilon d_\theta(v, v')} \times Pr(M(v'))[Z].
\]

**Def 2** says that when the mechanism \( M \) perturbs the vectors \( v, v' \), the probabilities that the perturbed vectors lie within a (measurable) set \( Z \) differ by a factor of \( e^{\varepsilon d_\theta(v, v')} \). This means that the smaller the angular distance between the vectors \( v, v' \) the more indistinguishable they will be.

Weggenmann and Kerschbaum [23] introduced the von Mises-Fisher (VMF) mechanism which perturbs a vector \( x \) on the \( K \)-dimensional unit sphere.

**Definition 3** The VMF mechanism on the \( K \)-dimensional unit sphere is given by the density function:

\[
\mathcal{V}(\varepsilon, x)(y) = C_K(\varepsilon)e^{\varepsilon x^Ty} ,
\]

where \( \varepsilon > 0 \) and \( C_K(\varepsilon) \) is the normalisation factor.

The authors proved that the VMF mechanism satisfies \( \varepsilon d_\theta \)-privacy. They also provide an analysis of the expected error of the VMF as well as sampling methods which we use later in our experiments. Importantly, the following also holds.
Theorem 1 (23) Let $\epsilon > 0$ and denote by $\mathbb{S}^{K-1}$ the unit sphere in $K$ dimensions. Then the VMF mechanism on $\mathbb{S}^{K-1}$ satisfies $e^{d_2}$-privacy where $d_2$ is the Euclidean metric. That is,

$$\mathcal{V}(\epsilon, x)(Y) \leq e^{d_2(x, x')}\mathcal{V}(\epsilon, x')(Y),$$

for all $x, x' \in \mathbb{S}^{K-1}$ and all (measurable) $Y \subseteq \mathbb{S}^{K-1}$.

In our application, we apply the basic mechanism $\mathcal{V}$ to more complex data representations, namely where a point is represented as convex sum of $m$-orthogonal vectors in $n$-dimensions. The standard method for doing this is to apply $m$-independent applications of the mechanism (in this case $\mathcal{V}$); the differential privacy guarantee is then parametrised by $m$ as follows.

Corollary 1 (6) Let $\mathcal{V}$ be the mechanism defined in Definition 3. Let $v, v'$ be two vectors on the unit sphere, where $v = \lambda_1 u_1 + \ldots \lambda_k u_k$ and $v' = \lambda'_1 u'_1 + \ldots \lambda'_k u'_m$, where $u_i, u'_i$ for $1 \leq i \leq m$ are vectors on the unit sphere, and $|\lambda_i|, |\lambda'_i| \leq 1$. Define $\mathcal{V}^*$ to be the mechanism that applies $\mathcal{V}$ independently to each of the $u_i/u'_i$ to produce random vectors distributed respectively as: $\mathcal{V}^*(\epsilon, v), \mathcal{V}^*(\epsilon, v')$. Then

$$\mathcal{V}^*(\epsilon, v)(Y) \leq e^{2\sqrt{m}\mathcal{V}(\epsilon, v')(Y)}.$$ 

Proof: The standard properties of differential privacy [6] result in the following relationship:

$$\mathcal{V}^*(\epsilon, v)(Y) \leq e^{\epsilon \sum_{i \leq m} d_2(\lambda_i u_i, \lambda'_i u'_i)}\mathcal{V}(\epsilon, v')(Y).$$

Observe that for any orthonormal set of vectors $u_i$ on the unit sphere, we have that $\sum_{0 \leq i \leq m} d_2(0, \lambda_i u_i) \leq \sum_{0 \leq i \leq m} |\lambda_i| \sqrt{m}$. The result now follows using the triangle inequality of $d_2$, and that $d_2(\lambda_i u_i, \lambda'_i u'_i) \leq 2$. □

There are interesting scenarios based on Corollary 1 which we explore in our adaptation of DP-SGD. The first is that $\mathcal{V}$ is applied (once) to an $n$-dimensional vector to produce a random $n$-dimensional vector. For us, in Corollary 1 we would use $m = 1$ to obtain an overall $2\epsilon$ for our privacy parameter. An alternative extreme is to apply noise independently to each of the components (in the way that the original DP-SGD does); Corollary 1 then gives a $\epsilon\sqrt{n}$ privacy budget. An interesting hybrid scenario, not available for the Gaussian distribution but available for the $\mathcal{V}$ mechanism, is to partition the $n$-dimensional components into $m$-orthogonal components and to apply $\mathcal{V}$ independently to each of those components; in this case, we obtain the $\epsilon\sqrt{m}$ privacy budget as in Corollary 1. As explained in our experiments, we found that for some of the datasets, this was a useful generalisation for the purposes of efficiency.

Using Def 3 we can now design a new DP-SGD algorithm using the VMF mechanism which perturbs the directions of the gradients computed in SGD. This algorithm, which we call DIRDP-SGD, is depicted in Algorithm 1. It is modified from the original DP-SGD (blue text) in three ways. First, we fix $C$ to 1. Then (line 7), instead of clipping the gradients, we scale the gradients to the clip length (i.e. $1$). Finally (line 9), instead of adding a noisy vector to the gradient, the VMF mechanism generates a new noisy vector directly based on its input.

Algorithm 1 DIRDP-SGD with von Mises-Fisher noise

1: Input: Samples $\{x_1, \ldots, x_N\}$, loss function $\mathcal{L}(\theta) = \frac{1}{N} \sum_i \mathcal{L}(\theta, x_i)$. Parameters: learning rate $\eta$, noise scale $\sigma$, group size $L$, gradient norm bound $C = 1$.
2: Initialise $\theta_0$ randomly
3: for $t \in T$ do
4: $L_t \leftarrow$ random sample of $L$ indices from $1 \ldots N$
5: for $i \in L_t$ do
6: $g_t(x_i) \leftarrow \nabla \mathcal{L}(\theta_t, x_i)$
7: $\bar{g}_t(x_i) \leftarrow \frac{1}{\|g_t(x_i)\|^2} g_t(x_i)$
8: end for
9: $\tilde{g}_t \leftarrow \frac{1}{L} \sum_i \mathcal{V}(\sigma, \bar{g}_t(x_i))$
10: $\theta_{t+1} \leftarrow \theta_t - \eta \tilde{g}_t$
11: end for
12: Output $\theta_T$

Algorithm 1 satisfies $\epsilon$-DP and $e\epsilon_d$-privacy in terms of indistinguishability of batches used in the learning, viz that if two batches (composed of data points $x_i$) differ in only one point, then they are probabilistically indistinguishable.

Theorem 2 Denote by $B = [v_1, \ldots, v_n]$, and $B' = [v'_1, \ldots, v'_n]$ two batches of vectors (gradients). If batch $B'$ differs from $B$ in at most one component vector, then Algorithm 1 satisfies $e\epsilon_d$-privacy wrt. batches, namely that:

$$Pr(\mathcal{V}(B) \in Z) \leq Pr(\mathcal{V}(B') \in Z) \times e^{\epsilon_d(B, B')}.$$
$Z$ is a (measurable) set of vectors, $Pr(VM(B) \in Z)$ is the probability that the output vector lies in $Z$ and (abusing notation) $d_2(B, B') = \max_{v \in B, v' \in B'} d_2(v, v')$ is the maximum Euclidean distance between all pairs $v \in B, v' \in B'$.

**Proof:** Line 7 of Algorithm 1 ensures each vector in $B, B'$ lies on the unit sphere (since $C = 1$) and line 9 applies VMF parametrised by $\sigma$. Applying Thm 1 to every vector in $B, B'$ yields Eqn (1) since the (parallel) composition of $d_2$-privacy mechanisms gives a guarantee with $Pr(VM(B) \in Z) \leq Pr(VM(B') \in Z) \times e^\sigma \sum_{i, j} d_2(v_i, v'_j)$; this reduces to Eqn (1) since all but one of the distances $d_2(v_i, v'_j) = 0$, by assumption. The averaging in line 9 is a post-processing step which, by the data processing inequality property of $d$-privacy does not decrease the privacy guarantee.

Observe that Algorithm 1 assumes we apply the $\mathcal{V}$ mechanism to the whole gradient; as mentioned above, in our experiments we sometimes partition the $n$-dimensional space. We proceed though to prove a privacy guarantee assuming Algorithm 1 applies $\mathcal{V}$ without partitioning.

**Corollary 2** Algorithm 1 satisfies $\epsilon$-DP wrt adjacent training sets $D, D'$.

**Proof:** Observe that $\max_{v \sim B} d_2(v, v') = 2$ since $v, v'$ lie on the unit sphere. $\epsilon$-DP on batches follows from choosing $\sigma = \frac{\epsilon}{2}$ which is the standard DP-SGD tuning from Song et al. [22]. Since batches are disjoint, the result follows by parallel composition for adjacent training sets $D, D'$.

**Corollary 3** Algorithm 1 satisfies $\epsilon G$-privacy.

**Proof:** Follows from the fact that $d_2$-privacy implies $d_0$-privacy (since $d_2 \leq d_0$ pointwise on the unit sphere), using $d_0$ reasoning in Thm 2 and using the same $\sigma$ tuning as per Cor 2.

Note that the epsilons in Cor 2 and Cor 3 are not comparable as they represent different notions of privacy.

We remark that by scaling rather than clipping the gradients, we also protect against privacy leaks caused when the gradient length is less than $C$. Information may or may not be leaked by knowing the length of the gradient, but we remove this possibility by scaling rather than clipping.

## 4 Experimental Setup

We compare the accuracy of different neural networks when they are trained with DP against baselines without privacy guarantees, as by Abadi et al. [1], Li et al. [16]. We take an empirical approach to calibrating the respective $\epsilon_G$ and $\epsilon_V$: we measure how DIRDP-SGD prevents MIA-R and gradient-based reconstruction attacks at equivalent levels of utility.

We use the training and test sets from Fashion-MNIST [25] and CIFAR [14] datasets. We also use the Labeled Faces in the Wild (LFW) dataset [12], but given its large number of classes, we follow Wei et al. [24] to keep only classes with at least 14 objects. This reduced the number of classes to 106 and samples to 3,737. Classes are still imbalanced, therefore we under-sampled the majority classes by randomly picking objects so that all classes have 14 samples. This reduced the dataset further to 14*106 = 1,484 instances. Finally, we split it into training (80%, or 1,113 samples) and test (20%, or 371 samples) sets.

Given its many classes and few instances, one might expect low accuracies for LFW, which the added noise might reduce to near-zero levels, obscuring differences among different types and levels of noise. Thus, we report the Top-10 accuracy, where a prediction is correct if the true label is amongst any of the top 10 predictions with the highest score.

We broadly follow the setup of Scheliga et al. [20]. We use LeNet, the original convolutional neural network (CNN) proposed by LeCun [15], and a simple Multilayer Perceptron (MLP) with 2 layers, which are feedforward neural networks [10]. Scheliga et al. [20] include MLPs as they note that Geiping et al. [9] provide a theoretical proof that in fully connected networks, their IGA attack can uniquely reconstruct the input from the gradients.

We selected values going from 'small' ($\epsilon_G \leq 1$) to the common largest value of 8 that a number of works [1,5] for example] have selected. We also added $\epsilon_G = 50$ as a relatively small amount of noise, although this is larger than in many other works, for calibration purposes.
There is no prior work with VMF as a guide for selecting $\epsilon_V$. Based on preliminary experiments, we found a range of changes to utility in $\epsilon_V \in \{1, 5, 10, 50, 500\}$; we also included $\epsilon_V = 300,000$, which hardly shifts gradients, to investigate the effects of negligible noise. Hyperparameters are in Table 1.

| Model  | Dataset  | Batch size | LR  | Epochs | Optim. | Momentum |
|--------|----------|------------|-----|--------|--------|-----------|
| LeNet  | CIFAR   | 512        | 0.01| 90     | Adam   | 0.0       |
| MLP    | FashionMNIST | 100    | 0.001| 30     | Adam   | 0.0       |
| MLP    | CIFAR   | 128        | 0.006| 25     | Adam   | 0.0       |
| MLP    | FashionMNIST | 256    | 0.013| 30     | Adam   | 0.0       |
| MLP    | CIFAR   | 256        | 0.006| 60     | SGD    | 0.9       |
| MLP    | FashionMNIST | 256    | 0.006| 60     | Adam   | 0.0       |

Table 1: Hyperparameters set. Bottom ones were used for MIA-R.

5 Results

5.1 Utility experiments

We compare the models after they are trained with and without DP guarantees in classification tasks across different datasets. Table 2 shows the test accuracy after training on their respective training sets.

The first two rows show the test set accuracy of baseline models without any DP mechanism. The remaining rows bring results of the same models, but with different DP mechanisms (Gauss and VMF) and with different values of their respective privacy parameters $\epsilon_G$ and $\epsilon_V$.

Table 2: Classification accuracy under different DP settings for the test sets.

5.2 Enhanced MIA

Table 3 gives the results for the enhanced MIA-R attack, for both Gaussian and VMF noise. We left the LFW dataset out of this set of experiments due to its limited size to be split into several training partitions for the reference models.

The attack was particularly successful against CIFAR,
with a large improvement over chance against the non-private models. Comparing Gaussian against VMF on LeNet, we see that even the largest $\epsilon_V$ reduces the attack success to less than the $\epsilon_G = 1$.

For Fashion-MNIST, the baseline models without any privacy guarantee leak less information than those trained with CIFAR. Thus, unsurprisingly, most noise settings make the attacks similar to random chance, except for some cases where $\epsilon$ is very large, particularly with MLP. MIA-R thus cannot help us calibrate $\epsilon$ here.

5.3 Defence against Gradient Leakage Attacks

Table 5 shows the results of the IGA (Inversion Gradient Attack) reconstruction attack against LeNet and MLP models, measuring the ability of an attacker to reconstruct the input data from the model’s output probability distribution.

The MSE metric can be seen as the amount of noise that was kept in the resulting image after the attack was completed. As it is unbounded, we report its median to avoid a few large MSE values from dominating the average.

For the most part, the reconstructions under Gaussian and VMF are noisier than the non-private ones. The exception is the large $\epsilon_V = 300k$ we use for understanding the range of $\epsilon_V$s, where the MSE scores are only a little larger than for the non-private models. This indicates that both LeNet and MLP models can be vulnerable to the IGA attack if the noise is too small.

We also see that when LeNet’s gradients receive Gaussian noise, the error drops sharply as $\epsilon$ increases, mainly for Fashion-MNIST and CIFAR images. For the remaining experiments, the range of values is much lower, even though the same trend can be observed in some cases, as in the MLP with Gaussian noise for Fashion-MNIST.

Overall, the MSE values for Gaussian and VMF are similar (e.g. for CIFAR MLP, both are around 0.9 for their ranges, with the exception of $\epsilon_V = 300k$ as noted above). Where this is not the case, it is broadly in favour of VMF: for example, for the smaller $\epsilon$ for LeNet on Fashion MNIST and CIFAR, the noise added by VMF is greater than Gaussian.

5.4 Calibration Outcome

For each dataset, both methods of calibration indicate that the nominal values of $\epsilon_G$ and $\epsilon_V$ are comparable for ranges $0.8 \leq \epsilon_G \leq 50$ and $1 \leq \epsilon_V \leq 50$, in those cases where VMF is not better. To facilitate comparison, Table 5 shows the differences between attack success rates under MIA-R, and the MSE scores for IGA. In the former case, negative scores are better for VMF; in the latter, positive scores are better for VMF. It is only for the LeNet on
Table 3: AUC attack scores under different DP settings for the MIA-R, comparing Gaussian and VMF noise. Lower scores mean better privacy.

Fashion-MNIST for $\epsilon = 1$ under MIA-R where Gaussian is better, and in this case, MIA is only at chance, yielding no difference between the mechanisms.

Figure 2 shows scatter plots with the trade-off between privacy (one for MSE and another for AUC) and utility (accuracy). In (a)-(d), top left is best (high utility, low attack success); in (e)-(h), top right is best (high utility, high MSE obscuring reconstruction). We can see that, for most cases where both mechanisms achieve comparable privacy (blue and red dots are over similar values on x-axis), the utility is better for VMF (y-axis). The exception is Lenet for Fashion-MNIST for both attacks, where the trade-off is blurred with no clear winner.

6 Conclusions

We defined DIRDP-SGD for directional privacy by adding noise to the gradients. This problem is particularly relevant because several studies have shown that private training data can be discovered under certain settings, such as sharing gradients.

Our mechanism provides both $\epsilon d$-privacy and $\epsilon$-DP guarantees rather than $(\epsilon, \delta)$-DP. Because the $\epsilon$s are not analytically comparable across frameworks, we analyse membership inference attacks and gradient-based reconstruction for privacy leakage. We show that the enhanced MIA of Ye et al. [27] and the Inverted Gradient Attack of Geiping et al. [9] are useful for calibrating nominal values of $\epsilon$ across standard DP and metric-DP. Our experiments showed that DIRDP-SGD can provide better utility than standard DP for similar levels of privacy.
DIRDP-SGD is based on the VMF distribution and can be computationally expensive in high-dimensions. Future work includes optimising the mechanism in the same way that DP-SGD has seen effort. Also, experiments were restricted to image datasets, and we plan to explore domains such as NLP.
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