2020 (令和2年度秋学期)

Bachelor’s Thesis (卒業論文)

Player Dominance Adjustment in Games
(ゲームにおけるプレーヤーの支配力調整)

Bachelor Program in Information Science and Engineering
Department of Human and Computer Intelligence
College of Information Science and Engineering
Ritsumeikan University

クラス：4D
学籍番号 (student ID): 2600160480-4
Supervisor: Professor THAWONMAS Ruck

研究指導教員：ターウォンマット ラック教授
Video Games are boring when they are too easy, and frustrating when they are too hard. In terms of providing game experience such as enjoyment to the player by match players with different levels of ability to player ability, We assume that implementing DDA for providing matches between player ability and overall game difficulty to the game, especially the modern game, has limitations in terms of increasing computational cost and complexities in the design of modeling the difficulty in modern games.

To overcome limitations underlying the method of providing static difficulty changes to player, and DDA, we proposed a novel idea, “Player Domination adjustment (PDA).” The proposed idea is that to control the AI’s actions based on the player’s inputs so as to adjust the player’s dominant power (e.g. the AI recognizes the player’s attack actions but defends it in a wrong side to let the player incur damage to itself), which was proved as it leads to promotion of game-related self-efficacy in our work. Several pieces of research on were conducted on a social deduction game and a fighting game respectively, show our proposed idea has its potential of promoting User Experience (UX). As in another study, it outperforms DDA in two conducted experiments in terms of health promotion.

PDA also suitable in many cases of promoting the health of the player by increasing health metrics of the player such as balancedness (Bal, a term of in use of body parts in body movement). The mechanism is AIs or the whole game environment that selects next actions of AIs/ changes based on player’s health metrics analyzed from his/her input action before such action is executed. With this mechanism we can stealthy encourage players performing the motions considering more healthy.

All experimental results demonstrate that PDA is capable of entertaining player, besides, benefits to the design of serious game which uses for health promotion. There is a promising direction for future research in PDA such as more investigations effects on other emotional factors, and for its better uses in various kinds of games.
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Chapter 1

Introduction

Video Game has a brief history, but developing at an ever-increasing speed, game console as well as PC video gaming has achieved a level of social and cultural influence. The widespread acceptance of video games over the past few decades has transformed the former niche hobby into a multi-billion dollar industry [2]. A recent report released by the Electronic Software Association [3] illustrates the prevalence of gaming today: 75 percent of households in the USA have at least one video gamer in their household, and 65 percent of American adults play video games. Furthermore, gaming has begun to displace other forms of entertainment, with nearly half of all gamers preferring video games to movies and music [3]. Most of games are designed to entertain players, while another aspects of designing games is called serious game.

Regarding the first issue of entertaining players, because a UX of which the challenge level matches the skill of the human player is more entertaining than that is either too easy or too hard, a prominent research interest focus on providing even level of game satisfaction to players of different levels. There are two solutions to solving this issue. The first solution is allowing players to adjust static basic difficulty (easy, normal, hard) manually. As the second solution, introducing Dynamic Difficulty Adjustment (DDA) [5], a probabilistic model use for dynamically adjusting the difficulty of the game. However, regarding the first solution, the static difficulty leads to a lack of flexibility. Regarding the second solution, although this method also the ideally most effective to adjust game difficulty fits player ability, with the prosperity of the game industry, the increasing of game content in modern games leads that modeling as well as computing the game difficulty becomes a difficult task, especially for dynamic difficulty during gameplay.

Regarding the second issue of designing serious game for players,
Serious games are video games that are created not for pure entertainment but for the purpose of solving issues in real world [6] such as health or social issues. In this thesis, we focus on the health problems, specifically, preventing the injuries by increasing a health metric called balancedness (Bal) [14,15]. Related to the literature, common causes of exercise damage are unbalanced exercise [7] and repetitive movement [8]. Unbalanced exercise is when one side of the body is more often used, leads to muscle imbalance, a cause of discomfort, injury, and physical ailments developing aches and pains [7]. To prevent muscle imbalance, encouraging balanced use (Bal) of segments on the two sides of the body, in other word, use a different muscle group frequently to allow muscles the opportunity to recover [9]. We introduced a middleware application called UKI, to help players avoiding health risks by monitoring and enhancing a health metrics called balancedness (Bal) in use of body segments.

1.1 Thesis approach

To tackle the issues of providing entertaining game UX to player, or promoting health of player by enhancing health metrics. We proposed a novel idea “Player Domination adjustment (PDA)”. As a novel idea, we conducted several studys on Werewolf and FightingICE.

In the case of Werewolf, we conduct the first pilot study using a famous social deduction game called Werewolf, using the concept of PDA [10], by letting human players play this game, one player at a time over the Internet. In the pilot-study setting, each subject thinks that he/she plays with six other players controlled manually by the backend of our system, following the specific rules based on PDA. Game situations are utilized to create two cases of gameplay: player-dominance games that most of the participant’s actions impact gameplay, non-player-dominance games that almost none of the participant’s actions impact gameplay. In this study, we evaluate the effectiveness by introducing General Self-Efficacy Scale (GSE) [11] and Game User Experience Satisfaction Scale (GUESS) [12] as user evaluation.

In this case of FightingICE, we present a fighting game AI as the player’s opponent for promoting balancedness in the body parts’ usage in full-body motion gaming by implementing PDA [17, 18]. For monitoring and enhancing Bal, we introduced a middleware application called UKI [16]. Note that PDA is utilized to control the AI’s actions based on the player’s inputs in the way that adjusts the player’s
dominant power. Namely, the AI analyzes an action that the player is going to perform and whether the action will increase the balancedness or not; if it does so, the AI selects action which may give advantage to player, to let the player rule the game. On the opposite, it selects a strong action (obtained from Monte-Carlo Tree Search (MCTS)) in order to fight back to the player. As a comparison, this AI was compared with standard open-loop MCTS AI [13] and an existing DDA AI designed for the same purpose [19].

1.2 Thesis contributions

This thesis contributes four major contributions as follow:

1. **Player Dominance Adjustment** A novel concept called “Player Dominance Adjustment (PDA)”. PDA is to manipulate the game process in the way that follows the player’s intentions and make them feel that they have the power to dominate the game or that game situations go in the way they expect without adjusting the game difficulty.

2. **The Psychology Literature of PDA** As proved from the result in an pilot study for investigating the relationship between psychology effects and the variance of parameters in PDA such as Player Dominance Rate (PDR) conducted in our previous work [10], PDA can be used to promote game-related Self-Efficacy(SE) (the participant’s belief that one can successfully execute the behavior required to produce certain outcomes) and as a result, enhance UX.

3. **PDA for Entertainment** The result in an pilot study using Werewolf as testbed game, shows that increasing PDR in PDA in a simple way, could lead the enhancement in some aspects of player’s UX. Note that such enhancement of enjoyment in our previous study [10] was not statistical large enough in this study.

4. **PDA for Health Promotion** In our previous work, opposing fighting-game AI that designed for stealthy promotes the health of the player during motion gameplay was proposed [17,18]. The AI decides its next action based on prediction on how each candidate action will induce the player to move, and how their health metrics will be affected. This AI received data representing the amount of movement on body parts of the player from UKI, and its goal is to
promote the a health metric \textit{Bal}, which represents the use of body parts. The results in these work show that the proposed AI outperforms the baseline as well as existing AI in promoting the \textit{Bal}, providing a mechanism of enhancing health metric using PDA.

1.3 Thesis outline

The remainder of this thesis is organized as follows:

CHAPTER 2 provides literature reviews. This chapter contains three major sections, in the first section, we will describe the limitations in exciting methods for providing entertainment by matching player skills to the player. In the second section, we will focus on a psychology theory introduced by existing work between PDA and UX. In the last section of this chapter, we will mention what kinds of health factors can be increased by the use of PDA, and the middleware used for implementing our idea. Also, for health promotion, some of related work will be mentioned in this chapter.

CHAPTER 3 introduces PDA. This chapter describes our motivation for establishing PDA, the definition of PDA, and provides an overview of the experiments conducted that successfully implemented PDA.

CHAPTER 4 introduces the details of our implementations. This chapter provides technical details on how to use PDA for the two purposes, enhance UX or for health promotion. We will also describe the details of the experimental setting of the conducted experiments as well as the results of those experiments.

CHAPTER 5 describes the contributions, conclusions, and suggestions for future studies on the PDA of this thesis.
Chapter 2

Literature Review

2.1 Existing methods on game adaptation for players

2.1.1 Basic Static Difficulty Choices for Players

Recently, the world of video games is rapidly and constantly evolving. The entertainment role of video games is predominant. However, different players will have contrasting skills and motivations when playing games (e.g., the players without such high playing skill could not enjoy the game by experience too much failures due to the high difficulty, the expert players will feel boring when the challenges in the game is not enough). In many of the commercial games, as shown in figure 2.1, most popular approach by game developers is to introduce static levels of difficulty in their game (for example: easy, medium and hard) as its simplicity, to let the player choose and set their own difficulty. However, this approach does not take into account the player’s input in the game to vary the game’s challenge.

2.1.2 Dynamic Difficulty Adjustment (DDA)

DDA is the adjustment of changing elements in game, such as parameters, scenarios, and behaviors in a video game dynamically in real-time, based on the player’s ability. Commercially DDA has been implemented in a few cases [21], Hunicke introduced basic design for DDA [5]. After that, there is a prominent research interest focus on providing even level of game satisfaction to players of different levels by DDA. DDA take into consideration the player’s input to balance the
game’s difficulty dynamically. However, as the complexity of the modern games, DDA is difficult to implement, complicates tuning, to modify or measure difficulty in real-time is impossible task without an intensive design, sometimes even impractical.

2.2 the psychology effects between Player Dominance Adjustment(PDA) and User Experience(UX)

2.2.1 Self-Efficacy(SE)

As established in social cognitive theory [22], Self-efficacy is defined as being either task specific or domain specific. Human motives and actions are governed extensively by forethought. The prime factor for influencing behavior is perceived self-efficacy, that is, people’s beliefs in their ability to perform a specific action required to achieve a desired outcome. Self-efficacy is of a prospective and operative nature. perceived self-efficacy can be characterized as being competence-based, prospective, and action-related [22].

General self-efficacy is the belief in one’s competence to cope with a wide range of stressful or challenging demands, whereas specific self-efficacy is constrained to a particular task at hand, as established, also the proved effective questionnaire was designed by Luszczynska et al. [11] (see Fig. 4.5).
2.2.2 User Experience (UX)

UX tells how the player experiences the gameplay and their satisfaction level. It was assessed based on six applicable factors of the Game User Experience Satisfaction Scale (GUESS) introduced by Phan et al. [12], i.e., Usability, Engrossment, Enjoyment, Creative Freedom, Personal Gratification, and Visual Aesthetics. Each factor in use was measured by asking the player two questions; they are questions having the highest factor loadings in the original GUESS paper.

2.2.3 Relationship between Game-related SE and UX

Trepte et al. [25] investigated the relationship between player performance, game-related self-efficacy experience, and game enjoyment (see Fig. 2.2). It’s proved that self-efficacy is interrelated with enjoyment and that the relationship between game performance and enjoyment is driven by efficacy experiences.

Also, game related self-efficacy likely to be an important factor in understanding game enjoyment. Thus, not only the mere objective performance but also the user’s individual experience of self-accomplishment, competence, and control over the game environment constitute game enjoyment.

Figure 2.2: Structural equation model of the relationship among game related self-efficacy, player performance and enjoyment [25]
2.3 Promoting healthy motion gameplay

Despite the role of entertaining players, video games have been proven effective in providing exercise and rehabilitation [26][27]. Games for health are not designed for replacing traditional exercises or sports, but for being a substitute for sedentary activities. Using many sources of exercises can help achieve physical activity guidelines.

2.3.1 Balancedness (Bal) in use of body segments

Balancedness in use of body parts is a key to muscle balance, a relative equality of muscle length and strength between opposite muscles. Muscle balance is vital for body movement and function [7]. Muscles can become unbalanced by performing one-sided-type sports, or when requires a high level of physical activity with only one muscle or muscle group [28]. Most cases of unbalanced muscle are unpreferable and considered dysfunctional [7]. Muscle imbalance is a common cause of pain and should be prevented [7][28].

2.3.2 UKI for motion gaming

Here, as the purpose of monitoring health metrics of the player, we apply UKI [16](available in [34]), proposed by Paliyawan et. al, as a middleware for monitoring the amount of body movements and balancedness in use of body parts. The Universal Kinect-type-controller by ICE Lab allows its user to control any applications by using body motion as input. This middleware application was conceptually introduced in CIG and GCCE conferences in 2015 [32][33], and the first completed version was presented in the journal of Software: Practice and Experience in 2017 [16]. During gameplay, UKI receives streaming skeleton data from Kinect, translates detected motions into keyboard and/or mouse-clicks events and sends to a target application based on procedures predefined in a so-called MAP file (Fig. 2.4). A MAP file is a file used to configure UKI for controlling a specific application. It consists of mapping components, describing how conditions are mapped to events.

**Full-body Control:** Kinect has been recognized among gaming devices for its potential in providing full-body motion games for health promotion and rehabilitation. A systematic review on 109 articles has reported that research and development possibilities and future works with the Kinect for rehabilitation applications are extensive [29]. The UKI project provides middleware that can facilitate the integration of full-body control with any
existing games and applications [16]. Besides such integration, UKI also has several features to enhance use, such as a module that allows the user to introduce new motions to the system by only performing them and a module for assessing calories consumption, balancedness in use of body segment, movement variability, and ergonomic health risks.

**Health Assessment:** UKI’s Health assessment module for FightingICE to calculate the balancedness in use of body segments \( (Bal) \) by accumulating momentums of the player’s body segments over time from the game starts. For calculating the momentum of body movement, this module uses Kinect captures 3D positions’ raw data of 20 body joints. At first, coordination is localized to make data invariant to player’s standing position. Joints on upper-body are centered to center coordination of shoulder, while those on lower-body are centered to center one of the hip. Secondly, the relative change between each pair of consecutive frames is computed by using Euclidean distance. Third, joints on the center of body are omitted, and remaining joints are grouped into four segments that are a pair of arms and a pair of legs. Details will be given in section 3.3.

**Pre-gameplay Instructor:** Effective tutorial before gameplay is important for improving player engagement, especially for new players [31]. This system applies to health-promoting motion games, as well as fighting game. As the example shows in Figure 2.3, we embed this module to guide the first-time player learning through the motions of controlling the game character in FightingICE, which enhances memorization and variety of the motions of the player would use [30].

In addition, there is several advantages using this middleware UKI:

- **Accessibility:** UKI uses a library of Microsoft Kinect SDK v1.8. It supports Windows 7 or above and thus covers most of Windows users nowaday. Also, it has user-friendly UIs, All UIs represents configuration details in natural language, allowing anyone to design conditions for detecting motions by only using Graphic UI without further programming or control with command lines.

- **Compatibility:** UKI works with any applications without accessing their source codes. The interactions is through sending simulated keyboard and/or mouse-click events from UKI to a target application, it works with applications regardless of their programming languages and platforms.

- **Flexibility:** UKI provides two types of motions: basic and sophisticated ones. Basic motions are single-step motions such as
“Right Punch,” while sophisticated motions are those consisting of multiple steps, for example, “Knifehand Strike” can be performed by raise the right hand up, and chop the right hand down to the front of the body within a second after raising the right hand.

- **Usability**: Controls in games can be complex. There are cases where a sequence of key press inputs is intended to be sent without being interrupted, and cases where configuration changes is demanded on-the-fly during gameplay. The following are descriptions how UKI processes these cases. Some interruptions also can be handled by an optional property “Priority Process” [16]. It uses an MAP file to control motions, which contains a list of mapping components for a certain application(cf. Fig. 2.5). MAP file describes how to detect motions and what to do when they are detected, and is loaded before gameplay. The problem is that there are cases where configurations are required to be changed on-the-fly during gameplay. For example, in Street Fighter, expected button combos for performing skills are subject to change corresponding to the player character’s facing direction. Such configurations capable of changing their contents during gameplay are called “dynamic configurations”.

Figure 2.3: The visual instructor (the character in the middle bottom) is giving a tutorial to a player
• **Facility**: the Motion Database and Event Database were added to allow the user to reuse a defined motion/event in several MAP files. Shortcut tools are also provided for detecting frequently used motion primitives, namely Atomic Postures (discussed in 3.3.1.3); the user can combine and/or change nuclear postures for detecting sophisticated motions. Mechanisms for monitoring of unhealthy postures, the amount of body movements, balancedness in use of body parts, and variability in movement are embedded to UKI. This middleware application was used in several health promotion studies [19][35][36].

**System Structure**

![System Structure Diagram](image)

**Figure 2.4: Overview of UKI** [16]

### 2.3.3 HPAI–Health Promotion AI

Paliyawan et al. [44] introduced an adaptive motion gaming AI that induces its opponent, human player, to perform healthy motions. This AI uses historical gameplay data to generate a table of probability for predicting what counteraction the player likely to take when it performs...
a certain action. Nevertheless, the performance of this AI depends on prediction of the future counteraction of the player, which is hard to be accurate.

System overview for controlling the Health Promotion AI is shown in Fig. 2.6. The AI analyzes the player’s health metrics in real-time and uses supporting data from databases for determining its next move. Such determination gives the first consideration to improvement of the player’s health state, followed by strength of action. Derivation and
information on computation of two essential data used in the system: momentum of each segments of body movement and action-to-counteraction probability, was given in their work.

![Figure 2.6: System Overview of HPAI](image)

### 2.3.4 DDAHP-AI–DDA Health Promotion AI

The improved version of this HPAI, DDAHP-AI [19] was developed, the overview is given in Fig. 2.7, which with two addition mechanisms—use time series forecasting for more precise predictions and Dynamic Difficulty Adjustment (DDA) for better optimization between game skill level of player and difficulty of the game.

As comparison to HPAI [44], this AI has some improvement in two aspects. First, it uses time series forecasting to more precisely forecast what actions the player will perform with respect to its candidate actions, based on which the amount of movement to be produced on each body part of the player against each of such candidates is derived; as the same as HPAI, this AI decides its action from those candidates with a goal of making the player’s movement of their body parts on both sides equal. Second, this AI uses Monte-Carlo tree search that finds candidate actions according to DDA.

However, This AI has several limitations, such as (1) inaccurate prediction, especially with a small amount of history data, (2) fitting
game difficulty to players with different game skill levels is difficult, and sometimes inaccurate [20]. DDAHP-AI has only little effects on promoting balancedness of player, which is also considered as the primary purpose of building these AIs.

Figure 2.7: Overview of DDAHP-AI. [19]
Chapter 3

Player Dominance Adjustment (PDA)

This chapter describes inspiration of establishing PDA, the definition of PDA, and provides an overview of the experiments conducted that successfully implemented PDA.

3.1 Definition of PDA

Player Dominance Adjustment (PDA), is defined to control the AI’s actions based on the player’s inputs in the way that adjusts the player’s dominant power. Without adjusting the game difficulty, we manipulate the game process in the way that follows the player’s intentions and make them feel that they have the power to dominate the game or that game situations go in the way they expect.

3.2 Pilot Study on a Social Deduction Game

We adopt PDA in Werewolf game [10], that can adjust its contents in the way that increases the player’s dominant power and hence promotes self-efficacy and gameplay experience of the player. In this section, we describe a pilot study to test the PDA concept using a digital Werewolf game [41], to evaluate the psychology effects, self-efficacy in this study, between PDA and UX.
3.2.1 Motivation

The development of the Internet in daily life throughout the past several years and the immense success of video games foster the social competition of playing games [38]. If DDA is being used within the social competition of game playing, it is not difficult for players to notice when they rank themselves with other players. Comparisons under different game difficulties can lead to a negative perception by players, especially on their perception of achievement [39]. Decisions made by the system to adjust difficulty contradicting the will of the players are possibly harmful to player experience [40].

3.2.2 Werewolf

Werewolf is a famous social deduction game. Each player in this game belongs to either the villager-side or the werewolf-side. The goal of human-side players is to eliminate all werewolf-side players, and the goal of werewolf-side players is to kill human-side players. The game alternates between night and day phases. At night, the werewolves secretly choose a villager to kill. During the day, the remaining villagers then vote on the player they suspect is a werewolf and kill that player (for details, see[1]).

3.2.3 Methodology

The overview of designed mechanism was given in Fig 3.1. By smartly adjusting this dominant power, we could increase game related self-efficacy of the player and enhance their experience of gameplay. The subjects were asked to play Werewolf game over the Internet under two cases of gameplay, player-dominance games(see fig. 3.4) and non-player-dominance games(see fig. 3.5). In other word, one for letting the player has as much dominant power as possible as one for no dominant power at all vice versa. Specifically, for player-dominance games, the Agents would determine actions with prior consideration of player’s actions (as an example in fig. 3.2). Inversely, for non-player-dominance games, the Agents would determine actions with less consideration of player’s actions(as an example in fig. 3.3).

[1]https://www.youtube.com/watch?v=pehldN-JCPg
3.3 Implementation on a Fighting Motion Game for Preventing Injures During Gameplay

Motion games are widely used for health promotion as they can effectively motivate player engagement in physical activity during gameplay [42]. Despite health benefits provided by motion games, we should also notice about effects, such as repetitive strain injury and muscle imbalance, caused by overusing some parts of body [43]. It is reported that muscle imbalance can be a primary cause of various aches and pains [28].

As a solution to this problem, Paliyawan et al. [44] developed an adaptive motion gaming AI that induces its opponent, human player, to perform healthy motions. This AI uses historical gameplay data to generate a table of probability for indicating what counteraction the player is likely to take when it performs a certain action. Nevertheless, the performance of this AI depends on prediction of the future counteraction of the player, which is hard to be accurate—further study by their group reported that the player’s behavior change could suffer the effects of the AI [45]. In addition, although this AI induces the player to perform healthy motions, there is no reward encouraging the player to does so.

To overcome limitations underlying the above AI, we proposed a
Figure 3.2: an example scene of player-dominance games in Werewolf, for top-left: player with 6 agents, for top-right: the rule of game in conducted experiment, for bottom-left: effect of PDA in theory, for bottom-right: live screenshot in player’s screen in the conducted experiment.

| Peer divide | Vote | Werewolf threads (time) | Talk Round (time) | Peer divide |
|-------------|------|-------------------------|-------------------|-------------|
|             |      | 0                       | 0                 |             |

Peer divide at Day 0.
Figure 3.3: An example scene of non-player-dominance games in Werewolf, with 6 agents in the top-left, for the rule of game in conducted experiment, for bottom-left: effect of PDA in theory, for top-right: the rule of game in conducted experiment, for bottom-right: live screenshot in player's screen in the conducted experiment.
Figure 3.4: player-dominance games in Werewolf

Figure 3.5: non-player-dominance games in Werewolf
health promotion AI with PDA in this study [17,18]. This AI tracks the amounts of movement on body parts of the player, and with these data, it determines whether a motion the player is trying to perform at a particular time is healthy or not in terms of promoting the balancedness in use of body parts. The AI encourages the player to perform healthy motions by making it easier for the player to hit the AI by actions related with those motions. Besides, the AI will take strong actions, obtained by Monte-Carlo Tree Search, towards the player’s actions associated with unhealthy motions.

3.3.1 Player Dominance Adjustment Health Promotion AI (PDAHP-AI)

System overview for controlling the proposed health promotion AI (PDAHP-AI) is shown in Fig. 3.6. If the motion of effective game skill is performed by player, the AI will analyze the player’s input in real-time and uses motion movement table (M2Mm in Table 3.1) [44] to analyze the how much player’s body segments move $am_s$ when he or she performs a certain motion which is going to be executed a game skill. Here, we induce a random number, which is ranged from 0 to 1 for decided action. If the amount of the number higher than $PDR$, the AI will determine action with strong AI, MctsAI in this paper. Adversely, the AI will determine harmless action but looks aggressive actions such as rush or walk toward the player that does no damage to the character’s HP of the player.

Figure 3.6: An overview of the system of PDAHP-AI

During gameplay, the AI determines its next action based on prediction
on how each candidate action will induce the player to move, and how their health will be affected. Candidate actions are recommended by a Monte-Carlo tree search (MCTS) algorithm, where in many AI competitions, MCTS-based AIs are ranked top.

The calculated Player Dominance Rate $PDR$ remains until the next detection of player effective motion. The procedure will be executed when Kinect successfully detects the player’s performed motion before it’s going to be executed.

Namely, this AI is aimed at health promotion by introducing the concept of PDA, which are assumed to encourage the player to do healthy motion as we expected, by giving them chances to hit the AI and get positive feedback from gameplay or not, which also means adjusting their dominant power in gameplay.

$BF$ calculated by the accumulated total movement and current movement of motion player performs, is used to calculated Player Dominance Rate $PDR$, the dynamic parameter to effect PDAHP-AI’s determination of its action would be executed while player’s skill is being executed.

As the PDAHP-AI’s overview in Figure 3.6 for health promotion in FightingICE, the adjustment is based on analysis of the player’s health parameters which is calculated by player’s real-time input and, referred motion movement table and player’s current health state to calculate the probability of whether situation should go as the participant expects or not, also called Player Dominance Rate in PDA, and its goal is to balance the movement amounts of body segments on the left side to those on the right side. If such motion is considered healthy, the AI will encourage the player to do such motion, by making it easier for the player to hit the AI by an action associated with that motion. On the other hand, the AI will counter actions associated with an unhealthy motion. In this figure, PDA does not need both measurement of player game skill level and fitting the game difficulty to the player and supposed to be a more effective way for reacting to player’s action of health promotion rather than predicting player’s action which has risk on imprecise prediction.
As the comparison to previous AIs [19, 44], there are three major benefits of this implementation as follows:

- **No need to predict future counteraction**: The AI directly receives information about the action the player is going to take from the middleware used for playing the game. As it makes a decision based on this information, error from prediction is not an issue.

- **Rewards to the player for performing healthy motions**: Theoretically, when the player finds a certain action effective at a certain time (i.e., can hit the opponent), he will continue using it. We believe, making actions associated with healthy motion effective is to promote healthy motions.

- **Better health with tailored game difficulty**: We notice that MCTS-based AIs are usually very strong, especially in motion gaming. By the technique proposed, the difficulty will be adapted based on player’s real-time inputs when the player performs healthy motion, which should make the player feels more fun.

| Motion   | Movement momentum |
|----------|-------------------|
|          | Right Arm | Left Arm | Right Leg | Left Leg |
| Right Punch | 5.83       | 0.49     | 0.51      | 0.38     |
| Left Kick   | 1.47       | 1.68     | 1.08      | 6.42     |
| Crouch     | 2.25       | 2.11     | 2.95      | 3.04     |
| ...        |            |          |           |          |
3.3.2 Monte-Carlo Tree Search (MCTS) for determining optimal action

Monte-Carlo Tree Search (MCTS) module from MctsAi [13] is embedded in our AI. In the MCTS process, four steps are repeated until preset fixed time $T_{max}$ runs out: selection, expansion, simulation, and back propagation. The description of each step is as follows (see Fig. 3.7):

**Selection**: Upper Confidence Bounds (UCB1) is introduced as the selection policy of nodes. The selection policy is given in Equation 3.1; considering the $i$-th node, $C$ is a balancing parameter, $N_i$ is the number of visits at that node. Reward used for evaluation is computed by using changes in hit points (HP) of player and AI before and after the actions is executed. $N$ is the times of visiting its parent node, and $\overline{X}_i$ is the average reward (see Equations 3.2 and 3.3).

\[
\text{UCB1}_i = \overline{X}_i + C \sqrt{\frac{2 \ln N}{N_i}} \quad (3.1)
\]

\[
\overline{X}_i = \frac{1}{N_i} \sum_{j=1}^{N_i} \text{eval}_j \quad (3.2)
\]

\[
\text{eval}_j = \left(\text{afterHP}_{j}^{my} - \text{beforeHP}_{j}^{my}\right) - \left(\text{afterHP}_{j}^{opp} - \text{beforeHP}_{j}^{opp}\right) \quad (3.3)
\]
Expansion: After a leaf node is reached, if the depth of the path is lower than a fixed threshold and the number of visits of the leaf node is larger than a threshold, all adjacent child nodes will be created at once from the leaf node.

Simulation: This step performs within a fixed time $T_{sim}$. At first, the AI will use a sequence of actions in the path from the root node to the current leaf node as AI actions, consequentially, it will perform actions randomly until reaching the same number as those in the path for the opponent’s actions until reaches $T_{sim}$.

Backpropagation: An update from simulation $eval_j$ is performed to obtain UCB1 for nodes that were traversed in the path. After reaching the end of the simulation, an update also performed for the UCB1 value of each tree node that was traversed in the path.

The fixed parameters used in the experiments are shown in Table 3.2. These parameters were set empirically through pre-experiments by previous work [37].

| Notation | Meaning                                | Value      |
|----------|----------------------------------------|------------|
| $C$      | Balancing Parameter                    | 0.42       |
| $N_{max}$| Threshold of the number of visits      | 7          |
| $D_{max}$| Threshold of the tree depth            | 3          |
| $T_{sim}$| The number of simulations              | 60 frames  |
| $T_{max}$| Execution time of MCTS                 | 16.5 ms    |

3.3.3 Bal: Balancedness

To measure Bal [44] (See example in Fig. 3.9), a health metric uses in our study, we access values of the momentum of four body segments via UKI: Left Arm, Right Arm, Left Leg, and Right Leg (cf. Fig. 3.8). The momentum of a body segment corresponds an accumulated amount of movement of the segment since the beginning of a round (or when the player starts motion gameplay). Let $am_s$ and $em_s$ denote the ground truth momentum and the expected momentum of the $s$th segment in the aforementioned four segments, respectively.

Changes of joints in the same segment are summed up to a change of segment. Finally, changes on a segment of interest over time are
Figure 3.8: Four body segments for assessment of Bal.

Figure 3.9: An example showing computation process of Bal. [44]

accumulated and represented by momentum in Equation 3.4. [44]

\[
Bal = 1 - 2 \times \frac{\sum_{s=1}^{4} gap_s}{\sum_{s=1}^{4} em_s}
\]  

(3.4)

\(gap_s\) (Equation 3.5) is the difference between the expected momentum \(em_s\) and the actual momentum \(am_s\) of the left or right segment in four segments of the body: Right Arm, Left Arm, Right Leg, Left Leg. Besides, \(am_s\) is an accumulated total movement of the segment since each round of game starts, and \(em_s\) is calculated in Equations 3.6 and 3.7.

\[
gap_s = em_s - am_s
\]  

(3.5)

\[
em_{RightArm} = em_{LeftArm} = \max(am_{RightArm}, am_{LeftArm})
\]  

(3.6)

\[
em_{RightLeg} = em_{LeftLeg} = \max(am_{RightLeg}, am_{LeftLeg})
\]  

(3.7)
Bal is used to compute the Player Dominance Rate to decide whether the opponent AI player should let the situation go as the participant expects or not.

3.3.4 BF: Balancedness Fitness

The term BF describe in this section measures improvement in Bal [44]. Specifically, it predicts a decrease in gaps between actual and expected momentum of the four body parts when a motion is performed. For each motion, UKI calculates this term by history data for predicting how performing it will influence am_s as well as em_s and gap_s of the player.

The goal here of our study is use PDA to keep Bal in a high value. Decrease in gap_s leads to increase in Bal; dec_x, computed by Equation 3.5, estimates decrease in gap_s when the player performs the motion x, and in Equation 3.5, mm_s(x) represents expected increase in the momentum of the sth body segment by this motion (i.e., an amount to be added to am_s). After dec of all motions in use are obtained, their values are normalized into the scale of 0 to 1 by normalization, resulting in F_{Bal(x)} in Equation 3.6.

\[
dec(x) = \sum_{s=1}^{4} gap_s - \sum_{s=1}^{4} |gap_s - mm_s(x)| \\
F_{Bal}(x) = \frac{\dec(x) - \dec_{min}}{\dec_{max} - \dec_{min}}
\] (3.5) (3.6)
Chapter 4

Conducted Experiments

This chapter describes the details of our applications and provides technical details on how to use PDA for the two purposes, enhance UX or for health promotion. The details of the experimental setting of the conducted experiments as well as the results of those experiments also would be discussed.

4.1 Pilot Study in Werewolf for enhancing UX

4.1.1 Apparatus

This pilot study involved five university students as subjects, aged from 20 to 24 (4 males and 1 female). The subjects were asked to enter the pre-arranged online chat room and player Werewolf online on a PC.

4.1.2 Protocol

First, the tutorial of playing our digital Werewolf in the chat room was given. Then, they were asked about the experience of Werewolf gameplay before they attended this study. Each subject was asked to play Werewolf with six other agents over the Internet, which were actually controlled by the experimenter. Due to manipulation on voting and other game processes, gameplay can be generated in which most situations do not go as the subject expects (non-player-dominance game) and gameplay in which most situations go as the subject expects (player-dominance game). Each of the subjects experiences both cases, one each.
4.1.3 Evaluation Metrics

At the end of every gameplay, the subject did two self-reported questionnaires: General Self-Efficacy (GSE) scale [11] (see Table 4.6) and Game User Experience Satisfaction Scale (GUESS) [12]. GSE measures on Self-Efficacy on a 4-point Likert scale, while GUESS measures Enjoyment, Engrossment, Personal Gratification, and Playability on a 7-point Likert scale. The minimum value of the scales in both questionnaires is 1, the maximum scales is 7 vice versa.

Regarding GUESS questionnaire, we derived 4 factors of the questions to our questionnaire. This questionnaire can be modified as game-related self-efficacy [23], we modified it in our previous work, as in the use for Werewolf game (see Table 4.6) [10]. These questions were translated into two other languages, Japanese and Chinese. We did evaluation on Enjoyment (Table 4.1), Playability (Table 4.2), Play Engrossment (Table 4.3) and Personal Gratification (Table 4.4).

Table 4.1: Items in factor Enjoyment, 7-point Likert Scale

| Factor 1 in GUESS(Enjoyment) | in Japanese | in Chinese |
|-------------------------------|-------------|-----------|
| 1 I always know my next goal when I finish an event in the game. | 一つのことが完結したら、まずは次のゴールを思い立てる | 在完成一个目标之后，我总是知道下一个目标是什么 |
| 2 I feel the game provides me the necessary information to accomplish a goal within the game. | ゲームでの目標を達成するための必要な情報はもうゲームで提供されていると思う | 我觉得在玩游戏中获得必要的达成游戏目标的资料 |
| 3 I think the information provided in the game (e.g., on-screen messages, help) is clear. | ゲームで提供した情報がはっきりしていると思う | 我认为游戏提供的信息很清晰 |
| 4 I feel very confident while playing the game. | このゲームをプレーしているときに自信が感じ | 我玩游戏的时候感觉很自信 |

Table 4.2: Items in factor Playability, 7-point Likert Scale

| Factor 1 in GUESS(Playability) | in Japanese | in Chinese |
|-------------------------------|-------------|-----------|
| 1 I feel very confident while playing the game. | このゲームをプレーしているときに自信が感じ | 我玩游戏的时候感觉很自信 |
| 2 I feel the game provides me the necessary information to accomplish a goal within the game. | ゲームでの目標を達成するための必要な情報はもうゲームで提供されていると思う | 我觉得在玩游戏中获得必要的达成游戏目标的资料 |
| 3 I think the information provided in the game (e.g., on-screen messages, help) is clear. | ゲームで提供した情報がはっきりしていると思う | 我认为游戏提供的信息很清晰 |
| 4 I feel very confident while playing the game. | このゲームをプレーしているときに自信が感じ | 我玩游戏的时候感觉很自信 |
### Table 4.3: Items in factor Play Engrossment, 7-point Likert Scale

| No | Question(in English)                                                                 | in Japanese                                                                 | in Chinese                                                                 |
|----|-------------------------------------------------------------------------------------|-------------------------------------------------------------------------------|--------------------------------------------------------------------------|
| 1  | I do not care to check events that are happening in the real world during the game. | ゲームをプレイしている間、周りのことが気にならないかった                    | 玩游戏的时候我不会在意周围发生的事                                         |
| 2  | I cannot tell that I am getting tired while playing the game.                        | ゲームをプレイしているときに、リラックスと感じた                              | 玩这个游戏让我感到轻松                                                     |
| 3  | Sometimes I lose track of time while playing the game.                                | ゲームで提供していた情報がはっきりしていると思う                           | 玩的时候有时候会忘了时间                                                  |
| 4  | I temporarily forget about my everyday worries while playing the game.               | ゲームをプレイしているときに、たまに日常の悩みを忘れたい                    | 玩的时候有时候会暂时忘记日常的烦恼                                         |
| 5  | I tend to spend more time playing the game than I have planned.                      | このゲームをプレイすることで、思いもよらなもりっぱな時間を使った              | 我玩游戏所用的时间比我计划中的要久                                         |
| 6  | can block out most other distractions when playing the game.                          | ゲームをプレイしているときに、多数の外部からの邪魔がブロックされることができる | 玩这个游戏的时候能阻挡掉大多数来自外界的干扰                              |
| 7  | Whenever I stopped playing the game [cannot wait to start playing it again.         | ゲームが一時停止しているときに、ゲームを続けることが待ちきれないと          | 进行暂停的时候我等不及要继续玩了                                         |

### Table 4.4: Items in factor Personal Gratification, 7-point Likert Scale

| No | Question(in English)                                                                 | in Japanese                                                                 | in Chinese                                                                 |
|----|-------------------------------------------------------------------------------------|-------------------------------------------------------------------------------|--------------------------------------------------------------------------|
| 1  | I feel successful when I overcome the obstacles in the game.                         | ゲーム中の困難を乗り越えたとき、達成感を得た                                   | 克服了游戏中的困难时我感觉很有成就感                                    |
| 2  | I want to do as well as possible during the game.                                   | このゲームをプレイしているときに、よりうまくプレイして欲しい                 | 我玩游戏的时候我想要玩好                                                   |
| 3  | I am very focused on my own performance while playing the game.                      | このゲームをプレイしているときに、自分のパフォーマンスを心配している           | 玩这个游戏的时候我很关注自己的表现                                        |
| 4  | I feel the game constantly motivates me to proceed further to the next stage or level. | このゲームがまったく次のステージに進むことができるように、私のやる気を起こさせている | 我感觉到这个游戏一直在给我动力让我进入下一阶段的更好                |
| 5  | I find my skills gradually improve through the course of overcoming the challenges in the game. | このゲームでの様々な問題を解決することで、自分のスキルが向上した | 及时克服了这个游戏中的种种困难后，我感觉到我的技巧有提升               |
Table 4.5: General self-efficacy questionnaire, 4-point Likert Scale [24]

Note: All items have the following response format: 1 = not at all true, 4 = exactly true [15].

| Item # | Item description | Score |
|--------|------------------|-------|
| 1      | I can usually handle whatever comes my way | 10    |
| 2      | If I am in trouble, I can usually think of a solution | 8     |
| 3      | When I am confronted with a problem, I can usually find several solutions coping abilities | 8     |
| 4      | I can remain calm when facing difficulties because I can rely on my | 7     |
| 5      | I can solve most problems if I invest the necessary effort | 9     |
| 6      | Thanks to my resourcefulness, I know how to handle unforeseen situations | 6     |
| 7      | I am confident that I could deal efficiently with unexpected events | 4     |
| 8      | It is easy for me to stick to my aims and accomplish my goals | 5     |
| 9      | If someone opposes me, I can find the means and ways to get what I want | 4     |
| 10     | I can always manage to solve difficult problems if I try hard enough | 1     |
### Table 4.6: General self-efficacy questionnaire for Werewolf game, 4-point Likert Scale

| No. | Question (in English) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----|-----------------------|---|---|---|---|---|---|---|---|---|----|
| 1   | I can always manage to solve difficult problems if I try | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 2   | Find the means and ways to get what I want | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 3   | Earn enough in the Werewolf game | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 4   | I am confident that I could deal efficiently with unexpected events | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 5   | In the Werewolf game, I can remain calm when facing difficulties because I can rely on my coping abilities | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 6   | In the Werewolf game, I can solve most problems if I know how to handle unexpected situations | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 7   | In this Werewolf game, I can remain calm when facing a problem when I am confronted with a difficult situation because I can rely on my coping abilities | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 8   | In this Werewolf game, I can usually handle whatever usually think of a solution | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 9   | In this Werewolf game, when I am in trouble, I can usually find several solutions | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 10  | In this Werewolf game, I can remain calm when facing a situation | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
4.1.4 Result

Three subjects (subject 1, 2 and 3) are rookie players never playing this game or just several times, and two of them (subject 4 and 5) are experienced players to the Werewolf game, having experience of playing the game for more than two years.

Comparing between two cases of gameplay using the Wilcoxon signed-rank test, there are statistically significant differences in Self-Efficacy ($p$-value: 0.041) and Playability ($p$-value: 0.043), but not in Enjoyment ($p$-value: 0.500), Engrossment ($p$-value: 0.336), nor Personal Gratification ($p$-value: 0.498). The comparison of the distribution between Self-Efficacy and Enjoyment was shown in Fig. 4.1.

Table 4.7: Self-Efficacy (SE), Playability (P), Enjoyment (Ej), Engrossment (Eg), and Personal Gratification (PG) of the five participants from the two cases. [10]

| Participant | Case 0 | Case 1 |
|-------------|--------|--------|
| SE          | Ej     | P      | Eg    | PG   | SE    | Ej    | P    | Eg   | PG   |
| 1           | 1.70   | 2.43   | 2.29  | 4.14 | 4.00  | 3.86  | 3.57 | 5.29 | 5.71 |
| 2           | 2.70   | 3.57   | 2.29  | 3.86 | 4.29  | 3.70  | 3.14 | 3.43 | 6.71 |
| 3           | 1.90   | 2.43   | 2.00  | 3.57 | 3.57  | 3.00  | 2.57 | 2.43 | 4.14 |
| 4           | 1.50   | 2.57   | 2.14  | 4.43 | 3.43  | 3.80  | 4.57 | 3.86 | 7.29 |
| 5           | 3.00   | 3.86   | 2.43  | 7.00 | 5.71  | 4.00  | 3.00 | 3.43 | 4.14 |
| AVG         | 2.16   | 2.97   | 2.23  | 4.60 | 4.20  | 3.70  | 3.43 | 3.34 | 5.51 |
| SD          | 0.65   | 0.69   | 0.16  | 1.38 | 0.91  | 0.41  | 0.79 | 0.54 | 1.45 |

As in further investigation using Pearson correlations between each pair of metrics, a strong linear relationship is found between four pairs: (1) Self-Efficacy and Enjoyment, (2) Enjoyment and Playability, (3) Enjoyment and Engrossment, (4) Enjoyment and Personal Gratification (Fig. 4.2).
Figure 4.1: The comparison of Self-Efficacy and Enjoyment of the distribution between two cases of Werewolf gameplay (blue: case 0, red: case one).

Figure 4.2: Pearson correlations between each pair of metrics of GUESS questionnaire in Werewolf experiment.

*Correlation is significant at the 0.05 level (2-tailed).
**Correlation is significant at the 0.01 level (2-tailed).
4.1.5 Conclusions

This study shows that stealthy increasing dominant power of the player significantly increased Self-Efficacy. In addition, although Enjoyment was not higher in player-dominance games in this pilot study, Enjoyment still had a strong linear relationship with Self-Efficacy. Therefore, we find that enhancing dominant power of the player indirectly increase Enjoyment. Out of our expectation, such increases might not be large enough in this study, also, the difference between the two cases was not statistically significant. We assume the significant change between the two games is a main reason leading to the result that the enjoyment did not significantly increase as we expected.
4.2 PDAHP-AI for Health Promotion

The proposed AI \[17, 18\] is implemented on FightingICE \[1\], a fighting game platform for AI development and competition which was used to hold annual AI competitions at the IEEE conference on Computational Intelligence and Games (CIG) during 2014-2018 and Conference on Games (CoG) since 2019. UKI \[16\] is used for integrating full-body control with the game, as well as assessing the amount of body movement and health parameters of the player (demo video is available \[3\]). Experiment on 18 university students is conducted to evaluate the proposed AI in health promotion and game difficult. The AI is compared with a typical open-loop MCTS AI, named MctsAI, by Yoshida et al. \[13\], in terms of health promotion and game difficult.

4.2.1 Apparatus

The application used are FightingICE (Java) and UKI (C#) and ran simultaneously, and a screen during gameplay is shown in Fig. 4.3. The player stood within a range between 2 and 4 meters from a 65-inch LCD screen (Panasonic TH-65PB2J) with the resolution of 1920 x 1080.

\[1\]http://www.ice.ci.ritsumei.ac.jp/ ftgaic/
\[2\]https://sites.google.com/site/icelabuki/
\[3\]http://tiny.cc/as839y
4.2.2 Protocol

We recruited 18 university students to participate in the experiment in the lab, from first-year bachelor’s degree to graduate students, who are totally new to FightingICE. Before playing two rounds of the game for the main experiment, each participant was trained by a pre-gameplay virtual instructor. This instructor guides the participant to all motions available for game control and ensure that the participant can perform the motions correctly. After instruction, players in group 1 played the game against MctsAI, and then against PDAHP-AI. For players in group 2, they played the game against PDAHP-AI, and then MctsAI.

4.2.3 Result

4.2.3.1 Comparison with MctsAI

Comparing between fighting against MctsAI and PDA-HPAI, a significant difference in Bal at the end of gameplay was confirmed by paired sample t-test (p-value = .033) and Wilcoxon signed-rank test (p-value = .031). The average Bal is higher when the player fighting against PDA-HPAI (Table 4.8), indicating that the proposed AI works as our expectation.

HpDiff, the difference of hit point (HP) between player and AI, is calculated at the end of each round by subtracting HP of the player character by HP of the opponent AI character. As the initial HP is 150, and each round ends when the player or the AI is defeated, therefore values of HpDiff range between -150 and 150, where the negative values indicate that the player loses while the positive values indicate that the player wins. There is no significant difference in HpDiff when fighting against different AIs based on statistical tests. However, the average HpDiff is higher when the player fighting against PDA-HPAI (Table 4.8). Besides, all the participants win a total of 2 rounds against MctsAI and 7 rounds against PDA-HPAI that also means the challenge playing against PDA-HPAI is more close to the ability of players, considered to be more fun based on Flow Theory [47]. Moreover, the remaining HP is closer when the player faces PDA-HPAI then faces MctsAI, that means the proposed AI is more likely to ensures that players stay engaged playing, for the game is not too easy that caused boredom or too hard that caused frustration to play [20].
Figure 4.4: Comparison of the distribution of $Bal$ between fighting against the two AIs

Figure 4.5: Comparison of the distribution of $HpDiff$ between fighting against the two AIs
4.2.3.2 Comparison with DDAHP-AI

Finally, we compared Bal between fighting against our proposed AI and DDAHP-AI by Kusano et al. [19] (Fig. 4.6), but no significant difference was found (p-value = .165 and .100 for independent sample t-test and Mann-Whitney U test respectively). Nevertheless, based on our findings that (1) Bal against MctsAI in the two studies were not different (p-value = .892 and .874 for independent sample t-test and Mann-Whitney U test respectively), (2) Bal against DDAHP-AI were not significantly different from against MctsAI in previous study (p-value = .549 and .286 for paired sample t-test and Wilcoxon signed-rank test respectively), and (3) PDA-HPAI is significantly better than MctsAI in this study, we conclude that PDA-HPAI outperformed DDAHP-AI. In addition, the mean Bal against different AIs from Left to Right in Fig. 4.6 were 0.73, 0.82, 0.74, and 0.76 respectively. These findings are summarized in Fig. 4.7.

4.2.4 Conclusions

We have developed a system design and architecture for implementing a game AI that promotes health of the player. Result shows PDAHP-AI can recognize player’s motion before player performs, and use it to analyze player’s health state and determine actions that will encourage player do healthy motion that promote player’s balance use of both sides of the body, which leads the more healthy way while performing actions during playing the motion game.

|           | Bal    | HpDiff   |
|-----------|--------|----------|
| MctsAI    | 0.73 ± 0.03 | −65.00 ± 55.79 |
| PDA-HPAI  | 0.82 ± 0.23 | −21.89 ± 82.83 |

Table 4.8: Means with standard deviations of Bal and HpDiff
Figure 4.6: Comparison of the distribution of Bal between fighting against (1) MctsAI in this study, (2) PDA-HPAI in this study, (3) MctsAI in the study by Kusano et al., and (4) DDAHP-AI in the study by Kusano et al.
Figure 4.7: Statistical Differences in *Bal*
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Chapter 5

Conclusions and Future Work

Player Domination adjustment (PDA) is a novel proposed idea that controls the AI’s actions based on the player’s inputs so as to adjust the player’s dominant power. We proved its effectiveness that it leads to promotion of game-related self-efficacy. Stepping on this theory, several pieces of research were conducted on a social deduction game and a fighting game respectively, showing that using PDA is capable of promoting UX for the player. Also, PDA-based AI outperforms previous AIs proposed by groups in our lab in two conducted experiments in terms of promoting health, enhancing balance in our conducted studies.

5.1 Review of thesis contributions

1. Player Dominance Adjustment (PDA) [10], we proposed this novel idea, which is defined to control the AI’s actions based on the player’s inputs in the way that adjusts the player’s dominant power. With the prediction of player’s intention by considering player’s behaviors/actions, we manipulate the game process in a way that follows the player’s intentions and make them feel that they have the power to dominate the game or that game situations go in the way they expect.

2. the relationship among PDA, SE and UX [10], the first study using PDA, which implements on a social deduction game Werewolf was conducted. The result given by the conducted experiment yields a prominent connection among self-efficacy, PDA, and UX. This study provides an example for future research on using PDA for providing UX to the player.
3. An opponent fighting-game AI based on PDA [17, 18] as well as its system design that stealthy promotes health of the player is proposed. In our system, this AI receives a player input motion in real time and data indicating use of body segments of the player from UKI, for determining its next action. The results demonstrated that the AI effectively encouraging them to use their body segments in a more balanced manner during motion gaming.

### 5.2 Future work

This thesis opens the door to new lines of game AI research. PDA can be used for several purposes, including providing UX and/or promoting health. Future work may investigate its effectiveness on better implementation as well as more effective methods for enhancing self-efficacy and experience of gameplay by adjusting dominant power. In addition, there is a promising direction for its performance on other senses of feedback, such as auditory or tactile in the research area of Human-Computer Interaction. The practicability of using PDA shown in proposed research shows its potential for making better player adaptive AI as well as the game system.
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