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Abstract

The forcing number of a perfect matching $M$ in a graph $G$ is the smallest number of edges inside $M$ that can not be contained in other perfect matchings. The anti-forcing number of $M$ is the smallest number of edges outside $M$ whose removal results in a subgraph with a single perfect matching, that is $M$. Recently, in order to investigate the distributions of forcing numbers and anti-forcing numbers, the forcing polynomial and anti-forcing polynomial were proposed, respectively. In this work, the forcing and anti-forcing polynomials of a polyomino graph are obtained. As consequences, the forcing and anti-forcing spectra of this polyomino graph are determined, and the asymptotic behaviors on the degree of freedom and the sum of all anti-forcing numbers are revealed, respectively.
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1 Introduction

A perfect matching in a graph is a set of independent edges that saturates each vertex. The perfect matching arose in many fields, such as a dimer covering in statistical physics [18], a Kekulé structure in quantum chemistry [7], and a solution for optimal assignment [24], etc. In 1985–1987 Klein and Randić [19,28] observed that a few number of fixed double bonds of a Kekulé structure can determine the whole Kekulé structure, and defined the least number of fixed double bonds as the innate degree of freedom of this Kekulé structure. This concept was extended to a perfect matching by Harary et al. [14] in 1991, and renamed as forcing number. From the opposite point of view, Vukičević and Trinajstić [36,37] proposed the anti-forcing number of a graph, that was extended to a single perfect matching in 2015 [22]. Generally, computing the forcing and anti-forcing numbers of a perfect matching are both NP-complete [1,10]. Recently, the forcing polynomial [46] and anti-forcing polynomial [15] were proposed to investigate the distributions of forcing and anti-forcing numbers of all perfect matchings, respectively. In this paper, we will calculate the forcing polynomial and anti-forcing polynomial of a polyomino graph, respectively.

Suppose graph $G$ has a perfect matching $M$. A subset $S \subseteq M$ is called a forcing set of $M$ if other perfect matchings in $G$ do not contain $S$. That is, $M$ is determined by an edge set inside of $M$. Thus the forcing number of $M$ is the size of a minimum forcing set, denoted by $f(G,M)$. The forcing spectrum $\text{Spec}_f(G)$ of $G$ is the collection of forcing numbers of all perfect matchings, denoted by $\text{Spec}_f(G)$. The minimum and maximum values in $\text{Spec}_f(G)$ are called the minimum and maximum forcing numbers of $G$, denoted by $f(G)$ and $F(G)$, respectively. Finding the minimum forcing number was proved to be a NP-complete problem [2], but the special structure of graph helps to compute it. The minimum forcing numbers of some special graphs were obtained, such as $2n \times 2n$ grids [27], hypercubes [13,30], $2m \times 2n$ toric grids [30], toric hexagonal systems [38], etc. On the other hand, the maximum forcing number was considered, such as cylindrical grids [2,17], $2m \times 2n$ toric grids [20], 4-8 lattices [17], etc. For a hexagonal system, Xu et al. [39] confirmed that the maximum forcing number is equal to the Clar number, that is true for polyomino graphs [17] and (4,6)-fullerenes [32] as well. The forcing spectra of some graphs were discussed, such as hypercubes [1], grid graphs [2], tubular boron-nitrogen fullerene graphs [16], hexagonal systems [42], etc. Especially, Randić, Vukičević and Gutman [29,34,35] calculated the forcing spectra of fullerenes $C_{60}$, $C_{70}$ and $C_{72}$, showing that the Kekulé structure contributing more to the stability of molecule often has larger innate degree of freedom. There are few results on forcing polynomial, Zhao and Zhang [46,49,51] considered some special hexagonal systems, and $2 \times n$ and $3 \times 2n$ grids. For more results, see [1,3,21,31,41,43,52,53].

Let $E(G)$ denote the edge set of a graph $G$, and let $M$ be a perfect matching of $G$. For a subset $S' \subseteq E(G) \setminus M$, if $G - S'$ (the graph obtained by removing all the edges of $S'$ from
$G$ has a single perfect matching, that is $M$, then $S'$ is named an anti-forcing set of $M$. In other words, $M$ is fixed by an edge set outside of $M$. The size of a minimum anti-forcing set is named the anti-forcing number of $M$, denoted by $af(G,M)$. The collection of anti-forcing numbers of all perfect matchings is called the anti-forcing spectrum of $G$, denoted by $Spec_{af}(G)$. The minimum and maximum values in $Spec_{af}(G)$ are called minimum and maximum anti-forcing numbers of $G$, denoted by $af(G)$ and $Af(G)$, respectively. Actually, as early in 1997 Li [23] had described the extremal hexagonal systems of minimal anti-forcing number 1. The minimum anti-forcing numbers of some chemical graphs were discussed, such as hexagonal systems [8, 9, 36, 37], catacondensed phenylene [48], fullerene graphs [40], etc. Recently, Lei et al. [22] proved that the maximum anti-forcing number is equal to Fries number for a hexagonal system, that is true for (4,6)-fullerenes [32] as well. Furthermore, Deng and Zhang [12] showed that the cyclomatic number is an attainable upper bound on the maximum anti-forcing number, and characterized the extremal graphs. Afterwards, Shi and Zhang [33] gave another achievable upper bound, and got the maximum anti-forcing numbers of hypercube and its two variants. The anti-forcing spectra of some hexagonal systems were confirmed to be continuous, such as monotonic constructable hexagonal systems [10], catacondensed hexagonal systems [11], etc. For anti-forcing polynomial, a few number of graphs are considered, such as extremal hexagonal systems with forcing number 1, and $2 \times n$ and $3 \times 2n$ grids.

In section 2, as preparations, some basic results on forcing and anti-forcing numbers are introduced, and some useful properties of the polyomino graph $G_n$ (see Fig. 1(a)) are discussed. In section 3, we get the forcing polynomial of $G_n$, as corollaries, $Spec_f(G_n) = [n,2n]$, and the asymptotic behavior of degree of freedom of $G_n$ is revealed. In section 4, we obtain the anti-forcing polynomial of $G_n$, as consequences, $Spec_{af}(G_n) = [n,3n]$, and the asymptotic behavior of the sum of all anti-forcing numbers is showed.

2 Preliminaries

A polyomino graph is a 2-edge-connected subgraph of the infinite plane grid such that the periphery of every interior face is a square. The polyomino graph is an important plane bipartite graphs, which is studied in many combinatorial problems [3, 6, 18, 26, 44]. The polyomino graph $G_n$ as shown in Fig. 1(a) consisting of $4n$ squares, that is a subgraph of $4 \times (2n+1)$ grids, and the vertices of $G_n$ are labeled by $u_0, v_0, u_i, v_i, w_i, z_i$, $i = 1, 2, \ldots, 2n$. The polyomino graph $H_n$ is obtained by removing the leftmost square $s_{1,1}$ from $G_n$ (see Fig. 1(b)), that is a subgraph of $4 \times 2n$ grids.

The number of perfect matchings of a graph $G$ is denoted by $\Phi(G)$. Let $G_0$ denote the null graph. Then $\Phi(G_0) = 1$. For a perfect matching $M$, a cycle $C$ is called an $M$-alternating
cycle if the edges of \( C \) appear alternately in \( M \) and \( E(C) \setminus M \). Let \( W \) be a set of vertices, and let \( G \oplus W \) denote the subgraph generated by deleting all the vertices of \( W \) and their incident edges from \( G \).

**Lemma 2.1.** For \( n \geq 2 \),

\[
\Phi(G_n) = 6\Phi(G_{n-1}) - 4\Phi(G_{n-2}),
\]

where \( \Phi(G_0) = 1 \) and \( \Phi(G_1) = 6 \).

**Proof.** Let \( M' \) be a perfect matching of \( H_n \). If \( u_1v_1 \in M' \), then \( w_1w_2, z_1z_2 \in M' \). Thus the restriction of \( M' \) on \( G_{n-1} = H_n \oplus \{u_1, v_1, w_1, w_2, z_1, z_2\} \) is a perfect matching of \( G_{n-1} \). If \( u_1v_1 \notin M' \), then \( s_{1,2} \) and \( s_{1,4} \) both are \( M' \)-alternating squares, and the restriction of \( M' \) on \( H_{n-1} = H_n \oplus \{w_1, w_2, u_1, u_2, v_1, v_2, z_1, z_2\} \) is a perfect matching of \( H_{n-1} \) (see Fig. 1(b)). Note that there are four different cases such that \( s_{1,2} \) and \( s_{1,4} \) both are \( M' \)-alternating. Therefore

\[
\Phi(H_n) = \Phi(G_{n-1}) + 4\Phi(H_{n-1}).
\]

Let \( M \) be a perfect matching of \( G_n \). If \( u_0v_0 \in M \), then the restriction of \( M \) on \( H_n = G_n \oplus \{u_0, v_0\} \) is a perfect matching of \( H_n \) (see Fig. 1(a)). If \( u_0v_0 \notin M \), then \( u_0u_1, v_0v_1, w_1w_2, z_1z_2 \in M \), and the restriction of \( M \) on \( G_{n-1} = G_n \oplus \{u_0, u_1, v_0, v_1, w_1, w_2, z_1, z_2\} \) is a perfect matching of \( G_{n-1} \). So \( \Phi(G_n) = \Phi(H_n) + \Phi(G_{n-1}) \), we have \( \Phi(H_n) = \Phi(G_n) - \Phi(G_{n-1}) \) and \( \Phi(G_{n-1}) = \Phi(G_{n-1}) - \Phi(G_{n-2}) \), substituting them into Eq. (2.2), then Eq. (2.1) is obtained. \( \square \)
Theorem 2.2.
\[ \Phi(G_n) = \frac{5 - 3\sqrt{5}}{10}(3 - \sqrt{5})^n + \frac{5 + 3\sqrt{5}}{10}(3 + \sqrt{5})^n. \] (2.3)

Proof. According to Lemma 2.1, the characteristic equation of recurrence formula (2.1) is \( x^2 - 6x + 4 = 0 \), with roots \( 3 \pm \sqrt{5} \). Suppose the general solution of formula (2.1) is \( \Phi(G_n) = \lambda_0(3 - \sqrt{5})^n + \lambda_1(3 + \sqrt{5})^n \), by the initial conditions \( \Phi(G_2) = 32 \) and \( \Phi(G_3) = 168 \), we can obtain \( \lambda_0 = \frac{5 - 3\sqrt{5}}{10} \) and \( \lambda_1 = \frac{5 + 3\sqrt{5}}{10} \), so Eq. (2.3) holds for \( n \geq 2 \). We can check that the equation also holds for \( n = 0, 1 \), so the proof is completed.

Let \( M \) be a perfect matching in graph \( G \), and \( c(M) \) denote the largest number of disjoint \( M \)-alternating cycles. Pachter and Kim [27] showed the following result by means of the minimax theorem on feedback set [25].

Theorem 2.3 [27]. Let \( M \) be a perfect matching of a plane bipartite graph \( G \). Then \( f(G, M) = c(M) \).

An \( M \)-resonant set with respect to a perfect matching \( M \) of a polyomino graph \( G \) is a collection of independent \( M \)-alternating squares. Let \( s(M) \) denote the size of a maximal \( M \)-resonant set. Then the maximum \( s(M) \) over all perfect matchings is called the Clar number of \( G \), denoted by \( cl(G) \).

Theorem 2.4 [47]. Suppose \( G \) is a polyomino graph that has a perfect matching. Then \( F(G) = cl(G) \).

Lemma 2.5 [45]. Let \( C \) be an \( M \)-alternating cycle with respect to a perfect matching \( M \) in a planar bipartite graph \( G \). Then there exists a face in the interior of \( C \) whose periphery is an \( M \)-alternating cycle.

Suppose \( M \) is a perfect matching of a polyomino graph, and \( \mathcal{A} \) is a collection of \( M \)-alternating cycles. Let \( I(\mathcal{A}) = \sum_{C \in \mathcal{A}} I(C) \), where \( I(C) \) is the number of squares in the interior of cycle \( C \).

Lemma 2.6. Let \( M \) be a perfect matching of \( G_n \). Then \( f(G_n, M) = s(M) \).

Proof. Let \( \mathcal{A} \) be a maximal set of disjoint \( M \)-alternating cycles such that \( I(\mathcal{A}) \) is as small as possible. Then \( \mathcal{A} \) is an \( M \)-resonant set. Otherwise, \( \mathcal{A} \) must contain a non-square cycle \( C \). By Lemma 2.5, there is an \( M \)-alternating square \( s \) in the interior of \( C \). Since each vertex is on the periphery of \( G_n \), \( \mathcal{A}' = (\mathcal{A} \setminus \{C\}) \cup \{s\} \) is another maximal set of disjoint \( M \)-alternating cycles, however, \( I(\mathcal{A}') < I(\mathcal{A}) \), a contradiction. Therefore \( |\mathcal{A}| \leq s(M) \). On the other hand, by Theorem 2.3 \( f(G_n, M) = |\mathcal{A}| \geq s(M) \). So \( f(G_n, M) = s(M) \).
Suppose that $M$ is a perfect matching in a graph $G$. A compatible $M$-alternating set $\mathcal{A}'$ is a collection of $M$-alternating cycles such that any two cycles of $\mathcal{A}'$ are disjoint, or overlap only on edges in $M$. Let $c'(M)$ denote the size of a maximal compatible $M$-alternating set.

**Theorem 2.7** [22]. Suppose that $M$ is a perfect matching in a planar bipartite graph $G$. Then $af(G, M) = c'(M)$.

For a planar bipartite graph, two cycles $C_1$ and $C_2$ in a compatible $M$-alternating set $\mathcal{A}'$ are called crossing if $C_1$ enters the interior of $C_2$ from the exterior of $C_2$. If any two cycles of $\mathcal{A}'$ are no crossing, then $\mathcal{A}'$ is called non-crossing.

**Lemma 2.8** [12,22]. Suppose $G$ is a planar bipartite graph that has a perfect matching $M$. Then there is a non-crossing compatible $M$-alternating set $\mathcal{A}'$ such that $af(G, M) = |\mathcal{A}'|$.}

![Fig. 2](chart.png)

Fig. 2. The illustrations of Lemma 2.9 where bold edges belong to a perfect matching.

The anti-forcing number of a perfect matching $M$ in $G_n$ is related with the number of substructures $L_k$ and $W_r$ as shown in Fig. 2. $L_k$ is a straight chain with $k$ squares, $1 \leq k \leq 2n - 1$ and $k$ is odd. The restriction of $M$ on $L_k$ is a perfect matching of $L_k$, and the periphery of $L_k$ is an $M$-alternating cycle which is compatible with $\frac{k-1}{2}$ $M$-alternating squares in its interior (see Fig. 2(a)). $W_r$ is isomorphic to $H_r$, the restriction of $M$ on $W_r$ is a perfect matching of $W_r$, and $W_r$ contains the substructure $L_{2r-1}$ such that the peripheries of $W_r$ and $L_{2r-1}$ are non-crossing compatible $M$-alternating cycles, and both of them are compatible with $r - 1$ $M$-alternating squares in their interiors (see Fig. 2(b)).

**Lemma 2.9.** Let $M$ be a perfect matching in $G_n$, and $\mathcal{A}'$ be a maximal non-crossing compatible $M$-alternating set such that $I(\mathcal{A}')$ is as small as possible. Then each $M$-alternating square must belong to $\mathcal{A}'$, and any non-square cycle of $\mathcal{A}'$ either is the periphery of an $L_k$ or the periphery of a $W_r$. 
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Proof. Suppose $s$ is an $M$-alternating square that is not in $\mathcal{A}'$. Then $s$ is not compatible with a cycle $C \in \mathcal{A}'$. Since any two $M$-alternating squares are compatible with each other, $C$ is a non-square cycle. Therefore $\mathcal{A}'' = (\mathcal{A}' \setminus \{C\}) \cup \{s\}$ is another maximal non-crossing compatible $M$-alternating set, but $I(\mathcal{A}'') < I(\mathcal{A}')$, a contradiction. So each $M$-alternating square must belong to $\mathcal{A}'$.

Let $C \in \mathcal{A}'$ be a non-square cycle, $M(C) = M \cap E(C)$. Note that none of these vertical edges $w_iu_i$ and $v_jz_j$ for $1 \leq i, j \leq 2n$ belong to $M(C)$, otherwise $s_{1,2}$ or $s_{1,4}$ will be an $M$-alternating square that is not compatible with $C$ (see Fig. 1(a)). Since $C$ is $M$-alternating, $M(C)$ contains just two vertical edges $u_iv_i$ and $u_jv_j(0 \leq i < j \leq 2n)$ and $i + j$ is odd. If $i$ is even, then $C = u_iu_{i+1} \cdots u_jv_j \cdots v_{i}u_{i}$ is the periphery of an $L_{j-i}$. If $i$ is odd, then $C$ is the periphery of an $L_{j-i}$ or $C = u_iw_iu_{i+1}u_{i+1}u_{i+2}w_{i+2}w_{i+3}u_{i+3} \cdots \cdots u_j-1w_j-1w_jv_jz_jz_{j-1}v_{j-1}v_{j-2}z_{j-2}z_{j-3}v_{j-3} \cdots$ is the periphery of a $W_{[\frac{j-i}{2}]}$. □

Remark 1. The same as above, we can show that Lemmas 2.6 and 2.9 also hold for $H_n$.

3 Forcing polynomials

The forcing polynomial [46] of a graph $G$ is defined as follows:

$$F(G, x) = \sum_{M \in \mathcal{M}(G)} x^{f(G,M)},$$

(3.1)

where $\mathcal{M}(G)$ is the collection of all perfect matchings of $G$.

By Eq. (3.1), another expression is immediately obtained:

$$F(G, x) = \sum_{i=f(G)}^{F(G)} w(G,i)x^i,$$

where $w(G,i)$ is the number of perfect matchings with the forcing number $i$.

The forcing polynomial can count the number of perfect matchings with the same forcing number, in other words, the distribution of all forcing numbers is revealed. Moreover, $\Phi(G) = F(G,1)$, and the degree of freedom of $G$, $IDF(G) = \frac{d}{dx}F(G, x)|_{x=1}$, i.e. the sum of forcing numbers of all perfect matchings, which can estimate the resonance energy of a molecule [28]. Obviously, if $G$ is a null graph or a graph has a unique perfect matching, then $F(G, x) = 1$.

The following theorem give a recurrence relation for forcing polynomial of $G_n$.

Theorem 3.1. For $n \geq 3$,

$$F(G_n, x) = (4x^2 + 3x)F(G_{n-1}, x) - (8x^3 + 2x^2)F(G_{n-2}, x) + 4x^3F(G_{n-3}, x),$$

(3.2)

where $F(G_0, x) = 1, F(G_1, x) = 4x^2 + 2x, F(G_2, x) = 16x^4 + 12x^3 + 4x^2$.  
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Proof. We divide $\mathcal{M}(G_n)$ in two subsets: $\mathcal{M}_1 = \{ M \in \mathcal{M}(G_n) | u_0v_0 \notin M \}$ and $\mathcal{M}_2 = \{ M \in \mathcal{M}(G_n) | u_0v_0 \in M \}$. If $M \in \mathcal{M}_1$, then $\{ u_0u_1, v_0v_1, w_1w_2, z_1z_2 \} \subseteq M$ and $s_{1,1}$ is an $M$-alternating square. Note that the restriction $M'$ of $M$ on $G_{n-1} = G_n \ominus \{ u_0, u_1, v_0, v_1, w_1, w_2, z_1, z_2 \}$ is a perfect matching of $G_{n-1}$. Let $\mathcal{A}'$ be a maximum $M'$-resonance set of $G_{n-1}$. Then $\mathcal{A}' \cup \{ s_{1,1} \}$ is a maximum $M$-resonance set of $G_n$ (see Fig. 1(a)). By Lemma 2.6 $f(G_n, M) = 1 + f(G_{n-1}, M')$. According to Eq. (3.1),

$$\sum_{M \in \mathcal{M}_1} x^{f(G_n, M)} = \sum_{M' \in \mathcal{M}(G_{n-1})} x^1 + f(G_{n-1}, M') = x \sum_{M' \in \mathcal{M}(G_{n-1})} x^{f(G_{n-1}, M')} = x F(G_{n-1}, x). \tag{3.3}$$

Now suppose $M \in \mathcal{M}_2$, we divide $\mathcal{M}_2$ in two subsets: $\mathcal{M}_{2,1} = \{ M \in \mathcal{M}_2 | u_1v_1 \in M \}$ and $\mathcal{M}_{2,2} = \{ M \in \mathcal{M}_2 | u_1v_1 \notin M \}$. If $M \in \mathcal{M}_{2,1}$, then the restriction $M''$ of $M$ on $G_{n-1} = G_n \ominus \{ u_0, u_1, v_0, v_1, w_1, w_2, z_1, z_2 \}$ is a perfect matching of $G_{n-1}$. Similarly,

$$\sum_{M \in \mathcal{M}_{2,1}} x^{f(G_n, M)} = \sum_{M'' \in \mathcal{M}(G_{n-1})} x^1 + f(G_{n-1}, M'') = x F(G_{n-1}, x). \tag{3.4}$$

If $M \in \mathcal{M}_{2,2}$, then $\{ s_{1,2}, s_{1,4} \}$ is an $M$-resonance set and the restriction $M'''$ of $M$ on $H_{n-1} = G_n \ominus \{ u_0, u_1, v_0, v_1, w_1, w_2, z_1, z_2, u_2, v_2 \}$ is a perfect matching of $H_{n-1}$ (see Fig. 1). Let $\mathcal{A}'''$ be a maximum $M'''$-resonance set of $G_n$. By Lemma 2.6 and Remark 1, $af(G_n, M) = 2 + |\mathcal{A}'''| = 2 + f(H_{n-1}, M''')$. Note that there are four independent subcases such that $\{ s_{1,2}, s_{1,4} \}$ is an $M$-resonance set, so

$$\sum_{M \in \mathcal{M}_{2,2}} x^{af(G_n, M)} = 4 \sum_{M''' \in \mathcal{M}(H_{n-1})} x^{2 + f(H_{n-1}, M''')} = 4x^2 F(H_{n-1}, x). \tag{3.5}$$

According to Eqs. (3.3), (3.4) and (3.5),

$$F(G_n, x) = \sum_{M \in \mathcal{M}(G_n)} x^{f(G_n, M)} = \sum_{M \in \mathcal{M}_1} x^{f(G_n, M)} + \sum_{M \in \mathcal{M}_2} x^{f(G_n, M)} = \sum_{M \in \mathcal{M}_1} x^{f(G_n, M)} + \sum_{M \in \mathcal{M}_{2,1}} x^{f(G_n, M)} + \sum_{M \in \mathcal{M}_{2,2}} x^{f(G_n, M)} = 2xF(G_{n-1}, x) + 4x^2 F(H_{n-1}, x). \tag{3.6}$$

On the other hand, we divide $\mathcal{M}(H_n)$ in two subsets: $\mathcal{N}_1 = \{ M \in \mathcal{M}(H_n) | u_1v_1 \in M \}$ and $\mathcal{N}_2 = \{ M \in \mathcal{M}(H_n) | u_1v_1 \notin M \}$. Further, $\mathcal{N}_1$ can be divided into two subsets $\mathcal{N}_{1,1} = \{ M \in$
\( \mathcal{N}_1|u_2v_2 \in M \) and \( \mathcal{N}_{1,2} = \{ M \in \mathcal{N}_1|u_2v_2 \notin M \} \). Similarly, \( \sum_{M \in \mathcal{N}_{1,1}} x^{f(H_n,M)} = xF(H_{n-1}, x) \), \( \sum_{M \in \mathcal{N}_{1,2}} x^{f(H_n,M)} = xF(G_{n-2}, x) \), and \( \sum_{M \in \mathcal{N}_2} x^{f(H_n,M)} = 4x^2F(H_{n-1}, x) \). Therefore

\[
F(H_n, x) = (4x^2 + x)F(H_{n-1}, x) + xF(G_{n-2}, x). \tag{3.7}
\]

By Eq. (3.7) minus Eq. (3.6), we can obtain

\[
F(H_n, x) - xF(H_{n-1}, x) = F(G_n, x) - 2xF(G_{n-1}, x) + xF(G_{n-2}, x),
\]

thus

\[
4xF(H_n, x) - 4x^2F(H_{n-1}, x) = 4xF(G_n, x) - 8x^2F(G_{n-1}, x) + 4x^2F(G_{n-2}, x). \tag{3.8}
\]

According to Eq. (3.6), \( 4x^2F(H_{n-1}, x) = F(G_n, x) - 2xF(G_{n-1}, x) \), substituting it into Eq. (3.8), we have

\[
4xF(H_n, x) = (4x + 1)F(G_n, x) - (8x^2 + 2x)F(G_{n-1}, x) + 4x^2F(G_{n-2}, x),
\]

so

\[
4xF(H_{n-1}, x) = (4x + 1)F(G_{n-1}, x) - (8x^2 + 2x)F(G_{n-2}, x) + 4x^2F(G_{n-3}, x),
\]

substituting it into Eq. (3.6), then Eq. (3.2) is obtained. \( \square \)

By Theorem 3.1, we can deduce an explicit expression as follow.

**Theorem 3.2.** \( F(G_n, x) = \)

\[
2^{2n}\sum_{m=0}^{2n} x^n \sum_{i=\max\left\{ \left\lfloor \frac{n}{4} \right\rfloor, m \right\} } \sum_{j=\max\left\{ \left\lfloor \frac{n}{2} \right\rfloor, m+n-2i \right\} } \sum_{k=m-(i+2j-n)}^{n-i} (-1)^{i+2j-n} 2^{n+2m-i}
\]

\[
\times i^{3-j-k} \binom{i}{j} \binom{j}{n-i-j} \binom{i-j}{k} \binom{i+2j-n}{m-k} - \sum_{i=\max\left\{ \left\lfloor \frac{n-i}{4} \right\rfloor, m \right\} } \sum_{j=\max\left\{ \left\lfloor \frac{n-i}{2} \right\rfloor, m+n-2i-1 \right\} } \sum_{k=m-(i+2j-n+1)}^{n-i-1} (-1)^{i+2j-n+1} 2^{n+2m-i+1}
\]

\[
\times i^{3-j-k} \binom{i}{j} \binom{j}{n-i-j-1} \binom{i-j}{k} \binom{i+2j-n+1}{m-k} \bigg) x^m. \tag{3.9}
\]

**Proof.** For convenience, let \( F_n := F(G_n, x) \). Then the generating function of the sequence \( \{ F_n \}_{n=0}^\infty \) is

\[
G(t) = \sum_{n=0}^{\infty} F_n t^n = F_0 t^0 + F_1 t^1 + F_2 t^2 + \sum_{n=3}^{\infty} F_n t^n.
\]
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By Theorem 3.1

\[
G(t) = F_0 t^0 + F_1 t^1 + F_2 t^2 + (4x^2 + 3x) \sum_{n=3}^{\infty} F_{n-1} t^n - (8x^3 + 2x^2) \sum_{n=3}^{\infty} F_{n-2} t^n
\]

\[+4x^3 \sum_{n=3}^{\infty} F_{n-3} t^n\]

\[= F_0 t^0 + F_1 t^1 + F_2 t^2 + (4x^2 + 3x) t (\sum_{n=0}^{\infty} F_n t^n - F_0 t^0 - F_1 t^1)\]

\[-(8x^3 + 2x^2) t^2 (\sum_{n=0}^{\infty} F_n t^n - F_0 t^0) + 4x^3 t^3 (\sum_{n=0}^{\infty} F_n t^n)\]

\[= 1 - xt + ((4x^2 + 3x) t - (8x^3 + 2x^2) t^2 + 4x^3 t^3) G(t).\]

So

\[
G(t) = \frac{1 - xt}{1 - ((4x^2 + 3x) t - (8x^3 + 2x^2) t^2 + 4x^3 t^3)}\]

\[= (1 - xt) \sum_{i=0}^{\infty} ((4x^2 + 3x) t - (8x^3 + 2x^2) t^2 + 4x^3 t^3)^i\]

by the binomial theorem

\[
\sum_{i=0}^{\infty} ((4x^2 + 3x) t - (8x^3 + 2x^2) t^2 + 4x^3 t^3)^i
\]

\[= \sum_{i=0}^{\infty} x^i t^i \sum_{j=0}^{i} \binom{i}{j} (4x^2 t^2 - (8x^3 + 2x^2) t)(4x + 3)^{i-j}\]

\[= \sum_{i=0}^{\infty} \sum_{j=0}^{i} \sum_{k=0}^{j} (-1)^j \binom{i}{k} \binom{j}{k} (4x + 3)^{i-j} (4x + 1)^{j-k} x^{i+j+k} t^i+j+k\]

\[= \sum_{n=0}^{\infty} \sum_{i=\lceil \frac{n}{2} \rceil}^{n-1} \sum_{j=\lceil \frac{n-i}{2} \rceil}^{n-i} (-1)^{i+2j-n} 2^{n-i} \binom{i}{j} \binom{j}{n-i-j} (4x + 3)^{i-j} (4x + 1)^{i+2j-n} x^n t^n.\]

Similarly,

\[
x t \sum_{i=0}^{\infty} ((4x^2 + 3x) t - (8x^3 + 2x^2) t^2 + 4x^3 t^3)^i
\]

\[= \sum_{n=1}^{\infty} \sum_{i=\lceil \frac{n+1}{2} \rceil}^{n-1} \sum_{j=\lceil \frac{n-i+1}{2} \rceil}^{n-i-1} (-1)^{i+2j-n+1} 2^{n-i-1} \binom{i}{j} \binom{j}{n-i-j-1} (4x + 3)^{i-j}\]

\[\cdot (4x + 1)^{i+2j-n+1} x^n t^n.\]
Therefore

\[(1 - xt) \sum_{i=0}^{\infty} ((4x^2 + 3x)t - (8x^3 + 2x^2)t^2 + 4x^3t^3)^i \]

\[= 1 + \sum_{n=1}^{\infty} x^n \left( \sum_{i=\lfloor \frac{n}{2} \rfloor}^{n} \sum_{j=\lfloor \frac{n-i}{2} \rfloor}^{n-i} (-1)^{i+2j-n} 2^{n-i} \binom{i}{j} \binom{j}{n-i-j} (4x + 3)^{i-j} \cdot (4x + 1)^{i+2j-n} \right. \]

\[\cdot \left( \sum_{i=\lfloor \frac{n-1}{3} \rfloor}^{n-1} \sum_{j=\lfloor \frac{n-i-1}{2} \rfloor}^{n-i-1} (-1)^{i+2j-n+1} 2^{n-i-1} \binom{i}{j} \binom{j}{n-i-j-1} (4x + 3)^{i-j} \cdot (4x + 1)^{i+2j-n+1} \right)^{t^n} \]

\[= 1 + \sum_{n=1}^{\infty} F_n t^n, \]

which implies that

\[F_n = x^n \left( \sum_{i=\lfloor \frac{n}{2} \rfloor}^{n} \sum_{j=\lfloor \frac{n-i}{2} \rfloor}^{n-i} (-1)^{i+2j-n} 2^{n-i} \binom{i}{j} \binom{j}{n-i-j} (4x + 3)^{i-j} (4x + 1)^{i+2j-n} \right. \]

\[\left. - \sum_{i=\lfloor \frac{n-1}{3} \rfloor}^{n-1} \sum_{j=\lfloor \frac{n-i-1}{2} \rfloor}^{n-i-1} (-1)^{i+2j-n+1} 2^{n-i-1} \binom{i}{j} \binom{j}{n-i-j-1} (4x + 3)^{i-j} \cdot (4x + 1)^{i+2j-n+1} \right) \] \quad (3.10)

Moreover,

\[\left(4x + 3\right)^{i-j} (4x + 1)^{i+2j-n} \]

\[= \sum_{m=0}^{2i+j-n} \sum_{k=(i+2j-n)}^{m} 3^{i+j-k} 4^m \binom{i-j}{k} \binom{i+2j-n}{m-k} x^m, \]
Finally, we can obtain Eq. (3.9) by substituting Eqs. (3.11) and (3.12) into Eq. (3.10).

Corollary 3.3. Following corollary.

Similarly,

\[
\sum_{i=\left[\frac{n}{2}\right]}^{n-1} \sum_{j=\left[\frac{n+1}{2}\right]}^{n-i-1} (-1)^{i+2j-n} 2^{n-i-1} \binom{i}{j} \binom{j}{n-i-j} (4x + 3)^{i-j} (4x + 1)^{i+2j-n+1} \]

\[
= \sum_{m=0}^{n-1} \sum_{i=\left[\frac{n-1}{2}\right]}^{n-i-1} \sum_{j=\left[\frac{n-1}{2}\right]}^{n-i-1} \sum_{k=m-(i+2j-n+1)}^{m} (-1)^{i+2j-n+1} 2^{n+2m-i-1} 3^{i-j+k} \binom{i}{j} \binom{j}{i-j-1} \binom{i-j}{k} \binom{i+2j-n+1}{m-k} x^m. \tag{3.12}
\]

Finally, we can obtain Eq. (3.9) by substituting Eqs. (3.11) and (3.12) into Eq. (3.10). \[\square\]

By Theorem 3.2, \(x^i\) is a term of \(F(G_n, x)\) for \(i = n, n + 1, \ldots, 2n\), thus we have the following corollary.

Corollary 3.3.

1. \(f(G_n) = n, F(G_n) = 2n\);
2. \(\text{Spec}_f(G_n) = [n, 2n]\).

In the following we calculate the degree of freedom of \(G_n\), and reveal its asymptotic behavior with respect to \(\Phi(G_n)\).

Theorem 3.4.

\[
\text{IDF}(G_n) = -4 + \frac{50 + 22\sqrt{5}}{25}(3 - \sqrt{5})^n + \frac{13 - 3\sqrt{5}}{10}n(3 - \sqrt{5})^n + \frac{50 - 22\sqrt{5}}{25}(3 + \sqrt{5})^n + \frac{13 + 3\sqrt{5}}{10}n(3 + \sqrt{5})^n. \tag{3.13}
\]
Proof. According to Theorem 3.1
\[
\frac{d}{dx} F(G_n, x) = (8x + 3)F(G_{n-1}, x) + (4x^2 + 3x)\frac{d}{dx} F(G_{n-1}, x) - (24x^2 + 4x)F(G_{n-2}, x) \\
- (8x^3 + 2x^2)\frac{d}{dx} F(G_{n-2}, x) + 12x^2F(G_{n-3}, x) + 4x^3\frac{d}{dx} F(G_{n-3}, x).
\]
For convenience, let \( IDF_n := IDF(G_n) \). Then
\[
IDF_n = \frac{d}{dx} F(G_n, x) \bigg|_{x=1}
= 7IDF_{n-1} - 10IDF_{n-2} + 4IDF_{n-3} + 11\Phi_{n-1} - 28\Phi_{n-2} + 12\Phi_{n-3}.
\]
By Lemma 2.1
\[
IDF_n = 7IDF_{n-1} - 10IDF_{n-2} + 4IDF_{n-3} + 11\Phi_{n-1} - 3(6\Phi_{n-2} - 4\Phi_{n-3}) - 10\Phi_{n-2}
= 7IDF_{n-1} - 10IDF_{n-2} + 4IDF_{n-3} + 8\Phi_{n-1} - 10\Phi_{n-2}.
\]
Therefore
\[
IDF_{n+1} = 7IDF_n - 10IDF_{n-1} + 4IDF_{n-2} + 8\Phi_n - 10\Phi_{n-1},
\]
and
\[
IDF_{n+2} = 7IDF_{n+1} - 10IDF_n + 4IDF_{n-1} + 8\Phi_{n+1} - 10\Phi_n.
\]
Note that
\[
8\Phi_{n+1} - 10\Phi_n = 8(6\Phi_n - 4\Phi_{n-1}) - 10(6\Phi_{n-1} - 4\Phi_{n-2}) \\
= 6(8\Phi_n - 10\Phi_{n-1}) - 4(8\Phi_{n-1} - 10\Phi_{n-2}) \\
= 6(7IDF_n - 10IDF_{n-1} + 4IDF_{n-2} + 8\Phi_n - 10\Phi_{n-1}) \\
- 4(7IDF_{n-1} - 10IDF_{n-2} + 4IDF_{n-3} + 8\Phi_{n-1} - 10\Phi_{n-2}) \\
- 6(7IDF_n - 10IDF_{n-1} + 4IDF_{n-2}) \\
+ 4(7IDF_{n-1} - 10IDF_{n-2} + 4IDF_{n-3}) \\
= 6IDF_{n+1} - 46IDF_n + 88IDF_{n-1} - 64IDF_{n-2} + 16IDF_{n-3},
\]
so
\[
IDF_{n+2} = 13IDF_{n+1} - 56IDF_n + 92IDF_{n-1} - 64IDF_{n-2} + 16IDF_{n-3}. \tag{3.14}
\]
The characteristics equation of Eq. (3.14) is \( x^5 - 13x^4 + 56x^3 - 92x^2 + 64x - 16 = 0 \),
whose roots are \( x_0 = 1, x_1 = x_2 = 3 - \sqrt{5}, x_3 = x_4 = 3 + \sqrt{5} \). Suppose the general solution of (3.14) is
\[
IDF_n = \lambda_0 + \lambda_1(3 - \sqrt{5})^n + \lambda_2n(3 - \sqrt{5})^n + \lambda_3(3 + \sqrt{5})^n + \lambda_4n(3 + \sqrt{5})^n.
\]
According to the initial values \( IDF_4 = 5948, IDF_5 = 38908, IDF_6 = 244348, IDF_7 = 1492092, \) and \( IDF_8 = 8926204 \), we can obtain \( \lambda_0 = -4, \lambda_1 = \frac{50 + 22\sqrt{5}}{25}, \lambda_2 = \frac{13 - 3\sqrt{5}}{10}, \lambda_3 = \frac{50 - 22\sqrt{5}}{25}, \) and \( \lambda_4 = \frac{13 + 3\sqrt{5}}{10} \). Therefore Eq. (3.13) holds for \( n \geq 4 \). In fact, (3.13) is true for \( n = 0, 1, 2, 3 \) as well, the proof is completed.
By Theorems 2.2 and 3.4, we have the following corollary.

Corollary 3.5

\[ \lim_{n \to \infty} \frac{IDF_n}{n\Phi_n} = -\frac{5 + 6\sqrt{5}}{5}. \]

4 Anti-forcing polynomials

The anti-forcing polynomial \([15,22]\) of a graph \(G\) is defined as below:

\[ Af(G, x) = \sum_{M \in \mathcal{M}(G)} x^{af(G,M)}. \] (4.1)

Thus the following expression is immediate:

\[ Af(G, x) = \sum_{i=af(G)} u(G,i)x^i, \]

where \(u(G,i)\) is the number of perfect matchings with the anti-forcing number \(i\).

The anti-forcing polynomial can count the number of perfect matchings with the same anti-forcing number, that is, the distribution of all anti-forcing numbers is showed. If \(G\) is a null graph or a graph with a unique perfect matching, then \(Af(G,x) = 1\). Obviously, \(\Phi(G) = Af(G,1)\), and the sum of the anti-forcing numbers of all perfect matchings is \(\frac{d}{dx} Af(G,x) \big|_{x=1}\).

In the following, a recurrence formula of anti-forcing polynomial of \(G_n\) is showed. First, some useful local lemmas on \(H_n\) and \(G_n\) are discussed.

Lemma 4.1. Let \(n\) be a positive integer, and \(0 \leq k \leq n - 1\), and let \(\mathcal{M}_{2k+1}(H_n) = \{M \in \mathcal{M}(H_n) | u_{2k+1}v_{2k+1} \in M, \text{ and } u_jv_j \notin M \text{ for } j \leq 2k\}\). Then

\[ \sum_{M \in \mathcal{M}_{2k+1}(H_n)} x^{af(H_n,M)} = (x^3 + 3x^2)^k x^2 Af(G_{n-k-1}, x). \]

Proof. Up to isomorphism, \(H_n\) can be split into two subsystems \(H_k\) (\(H_0\) is an empty graph) on the left and \(H_{n-k}\) on the right by deleting edges \(u_{2k}v_{2k+1}\) and \(v_{2k}u_{2k+1}\) from \(H_n\) (see Fig. 1(b)). Let \(M \in \mathcal{M}_{2k+1}(H_n)\). Then the restrictions \(M'\) and \(M''\) of \(M\) on \(H_k\) and \(H_{n-k}\) are perfect matchings of \(H_k\) and \(H_{n-k}\), respectively. Let \(A'\) and \(A''\) be maximum non-crossing compatible \(M'\)-alternating set and \(M''\)-alternating set of \(H_k\) and \(H_{n-k}\) with \(I(A')\) and \(I(A'')\) as small as possible, respectively. Note that vertical edges \(u_jv_j \notin M\) for \(j \leq 2k\), by Remark 1, \(A = A' \cup A''\) is a maximum non-crossing compatible \(M\)-alternating set of \(H_n\). According to Lemma 2.8,

\[ af(H_n, M) = |A'| + |A''| = af(H_k, M') + af(H_{n-k}, M''). \] (4.2)
For \( af(H_k, M') \), let \( N_i \) be the substructure consisting of three squares \( s_{i,2}, s_{i,3} \) and \( s_{i,4} \) \((i = 1, 2, \ldots, k)\). Then the restriction of \( M' \) on \( N_i \) is a perfect matching of \( N_i \). Recall that \( u_{2i-1}v_{2i-1}, u_{2i}v_{2i} \not\in M' \), there are two cases to be considered. If \( u_{2i-1}v_{2i}, v_{2i-1}v_{2i} \in M' \), then \( s_{i,2}, s_{i,3} \) and \( s_{i,4} \) all belong to \( A' \). So the substructure \( N_i \) contributes 3 to \( af(H_k, M') \). If one of \( u_{2i-1}u_{2i} \) and \( v_{2i-1}v_{2i} \) is not in \( M' \), then there are three possible cases such that only \( s_{i,2} \) and \( s_{i,4} \) are \( M' \)-alternating squares. Hence \( N_i \) contributes 2 to \( af(H_k, M') \). Suppose there are \( r(0 \leq r \leq k) \) substructures \( N_i \) contributing 3 to \( af(H_k, M') \), then \( af(H_k, M') = 3r + 2(k - r) \). Let \( \mathcal{M}'(H_k) = \{ M' \in \mathcal{M}(H_k) | u_i v_i \not\in M', i = 1, 2, \ldots, 2k \} \). Then

\[
\sum_{M' \in \mathcal{M}'(H_k)} x^{af(H_k, M')} = \sum_{r=0}^{k} \binom{k}{r} 3^{k-r} x^{2(k-r)} = (x^3 + 3x^2)^k. \tag{4.3}
\]

For \( af(H_{n-k}, M'') \), we recall that \( u_{2k+1}v_{2k+1} \in M'' \), so there must be a vertical edge \( u_{2m+2}v_{2m+2} \in M'' \) \((k \leq m \leq n - 1)\) such that every vertical edge \( u_j v_j (2k + 1 < j < 2m + 2) \) is not in \( M'' \). As a consequence, the fragment of \( H_{n-k} \) between the two vertical edges \( u_{2k+1}v_{2k+1} \) and \( u_{2m+2}v_{2m+2} \) forms the substructure \( W_{m-k+1} \), which also contains the substructure \( L_{2(m-k)+1} \) (see Fig. [3]). Note that \( H_{n-k} \ominus \{ u_{2k+1}, v_{2k+1}, w_{2k+1}, w_{2k+2}, z_{2k+1}, z_{2k+2} \} \) is isomorphic to \( G_{n-k-1} \), and the restriction \( M'' \) of \( M'' \) on \( G_{n-k-1} \) is a perfect matching of \( G_{n-k-1} \). Let \( A'' \) be a maximum non-crossing compatible \( M'' \)-alternating set of \( G_{n-k-1} \) with \( I(A'') \) as small as possible, and let \( P(W_{m-k+1}) \) and \( P(L_{2(m-k)+1}) \) be peripheries of \( W_{m-k+1} \) and \( L_{2(m-k)+1} \), respectively. By Remark 1, \( A'' \cup \{ P(W_{m-k+1}), P(L_{2(m-k)+1}) \} \) is a maximum non-crossing compatible \( M'' \)-alternating set of \( H_{n-k} \). By Lemma 2.8 \( af(H_{n-k}, M'') = 2 + |A''| = 2 + af(G_{n-k-1}, M'') \). Let \( M''(H_{n-k}) = \{ M'' \in \mathcal{M}(H_{n-k}) | u_{2k+1} v_{2k+1} \in M'' \} \). Then

\[
\sum_{M'' \in M''(H_{n-k})} x^{af(H_{n-k}, M'')} = \sum_{M'' \in \mathcal{M}(G_{n-k-1})} x^{2+af(G_{n-k-1}, M'')} = x^2 Af(G_{n-k-1}, x). \tag{4.4}
\]

By Eqs. (4.2), (4.3) and (4.4),

\[
\sum_{M \in \mathcal{M}_{2k+1}(H_n)} x^{af(H_n, M)} = \sum_{M' \in \mathcal{M}'(H_k)} x^{af(H_k, M')} \sum_{M'' \in \mathcal{M''}(H_{n-k})} x^{af(H_{n-k}, M'')} = (x^3 + 3x^2)k x^2 Af(G_{n-k-1}, x).
\]

The following lemma is the case of Eq. (4.3) for \( k = n \).
Lemma 4.2. Let $\mathcal{M}_0(H_n) = \{M \in \mathcal{M}(H_n) | u_jv_j \not\in M \text{ for } j = 1, 2, \ldots, 2n \}$. Then
\[
\sum_{M \in \mathcal{M}_0(H_n)} x^{af(H_n,M)} = (x^3 + 3x^2)^n.
\]

Lemma 4.3. Let $n$ be a positive integer, and $0 \leq k \leq n - 1$, $\mathcal{M}^{u_0v_0}_{2k+1}(G_n) = \{M \in \mathcal{M}(G_n) | u_0v_0, u_{2k+1}v_{2k+1} \in M, \text{ and } u_jv_j \not\in M \text{ for } j = 1, 2, \ldots, 2k \}$. Then
\[
\sum_{M \in \mathcal{M}^{u_0v_0}_{2k+1}(G_n)} x^{af(G_n,M)} = ((x^3 + 3x^2)^k + (x - 1)x^{3k})x^2Af(G_{n-k-1}, x).
\]

Proof. Let $M \in \mathcal{M}^{u_0v_0}_{2k+1}(G_n)$. Then $M' = M \setminus \{u_0v_0\}$ is a perfect matching of $H_n = G_n \ominus \{u_0, v_0\}$, and $M'$ belongs to $\mathcal{M}_{2k+1}(H_n)$ (defined in Lemma 4.1). Let $\mathcal{A}'$ be a maximum non-crossing compatible $M'$-alternating set of $H_n$ with $I(\mathcal{A}')$ as small as possible. There are two cases to be considered. If $u_{2i+1}u_{2i+2}$ and $v_{2i+1}v_{2i+2}$ belong to $M$ for all $i = 0, 1, \ldots, k - 1$, then there is a substructure $L_{2k+1}$ ($L_1$ is the square $s_{1,1}$) between the vertical edges $u_0v_0$ and $u_{2k+1}v_{2k+1}$, whose periphery $P(L_{2k+1})$ is an $M$-alternating cycle (see Fig. 1(a)). By Lemma 2.9 and Remark 1, $\mathcal{A}' \cup \{P(L_{2k+1})\}$ is a maximum compatible $M$-alternating set of $G_n$. By Lemma 2.8, $af(G_n, M) = 1 + |\mathcal{A}'| = 1 + af(H_n, M')$. Suppose there exists a $j (0 \leq j \leq k - 1)$ such that $u_{2j+1}u_{2j+2}$ or $v_{2j+1}v_{2j+2}$ does not belong to $M$, then $\mathcal{A}'$ can be a maximum compatible $M$-alternating set of $G_n$, so $af(G_n, M) = af(H_n, M')$. Analogously,
\[
\sum_{M \in \mathcal{M}^{u_0v_0}_{2k+1}(G_n)} x^{af(G_n,M)} = \sum_{r=0}^{k-1} \binom{k}{r} 3^{k-r} x^{2(k-r)} x^{3r} + 3^{k+1})x^2Af(G_{n-k-1}, x)
\]
\[
= ((x^3 + 3x^2)^k + (x - 1)x^{3k})x^2Af(G_{n-k-1}, x).
\]

\[\Box\]

Lemma 4.4. Let $\mathcal{M}^{u_0v_0}(G_n) = \{M \in \mathcal{M}(G_n) | u_0v_0 \in M, u_jv_j \not\in M \text{ for } j = 1, 2, \ldots, 2n \}$. Then
\[
\sum_{M \in \mathcal{M}^{u_0v_0}(G_n)} x^{af(G_n,M)} = (x^3 + 3x^2)^n.
\]

Proof. Let $M \in \mathcal{M}^{u_0v_0}(G_n)$. Then $M' = M \setminus \{u_0v_0\} \in \mathcal{M}_0(H_n)$. On the other hand, if $M' \in \mathcal{M}_0(H_n)$, then $M = M' \cup \{u_0v_0\} \in \mathcal{M}^{u_0v_0}(G_n)$. So $|\mathcal{M}^{u_0v_0}(G_n)| = |\mathcal{M}_0(H_n)|$. Let $\mathcal{A}'$ be a maximum non-crossing compatible $M'$-alternating set of $H_n$ with $I(\mathcal{A}')$ as small as possible. By Lemma 2.9 and Remark 1, $\mathcal{A}'$ also is a maximum compatible $M$-alternating set of $G_n$. By Lemma 2.8, $af(G_n, M) = af(H_n, M')$. According to Lemma 4.2,
\[
\sum_{M \in \mathcal{M}^{u_0v_0}(G_n)} x^{af(G_n,M)} = \sum_{M' \in \mathcal{M}_0(H_n)} x^{af(H_n,M')} = (x^3 + 3x^2)^n.
\]

\[\Box\]
Lemma 4.5. Let $\mathcal{M}_0(G_n) = \{ M \in \mathcal{M}(G_n) | u_0v_0 \not\in M \}$. Then
\[
\sum_{M \in \mathcal{M}_0(G_n)} x^{af(G_n,M)} = xA\!f(G_{n-1},x).
\]

Proof. Let $M \in \mathcal{M}_0(G_n)$. Then $u_0u_1,v_0v_1,w_1w_2,z_1z_2 \in M$, $s_{1,1}$ is an $M$-alternating square, and the restriction $M'$ of $M$ on $G_{n-1} = G_n \ominus \{u_0,u_1,v_0,v_1,w_1,w_2,z_1,z_2\}$ is a perfect matching of $G_{n-1}$, see Fig. 1(a). Let $A'$ be a maximum non-crossing compatible $M'$-alternating set of $G_{n-1}$ with $I(A')$ as small as possible. By Lemma 2.9, $A' \cup \{s_{1,1}\}$ is a maximum compatible $M$-alternating set of $G_n$. By Lemma 2.8, $a\!f(G_n,M) = 1 + a\!f(G_{n-1},M')$. Therefore
\[
\sum_{M \in \mathcal{M}_0(G_n)} x^{af(G_n,M)} = \sum_{M' \in \mathcal{M}(G_{n-1})} x^{1+af(G_{n-1},M')} = xA\!f(G_{n-1},x).
\]

Lemma 4.6. Let $n$ be a positive integer. Then
\[
A\!f(H_n,x) = x^2A\!f(G_{n-1},x) + (x^3 + 3x^2)A\!f(H_{n-1},x).
\]

Proof. We can divide $\mathcal{M}(H_n)$ into two subsets: $\mathcal{M}_1(H_n) = \{ M \in \mathcal{M}(H_n) | u_1v_1 \in M \}$ and $\mathcal{M}_1(H_n) = \{ M \in \mathcal{M}(H_n) | u_1v_1 \not\in M \}$ (see Fig. 1(b)). In fact, $\mathcal{M}_1(H_n)$ is the case of Lemma 4.1 for $k = 0$. So
\[
\sum_{M \in \mathcal{M}_1(H_n)} x^{af(H_n,M)} = x^2A\!f(G_{n-1},x).
\]

Let $M \in \mathcal{M}_1(H_n)$. Then $s_{1,2}$ and $s_{1,4}$ have to be $M$-alternating squares, and the restriction of $M$ on $H_{n-1} = H_n \ominus \{w_1,w_2,u_1,u_2,v_1,v_2,z_1,z_2\}$ is a perfect matching of $H_{n-1}$. Similar to Lemma 4.1
\[
\sum_{M \in \mathcal{M}_1(H_n)} x^{af(H_n,M)} = (x^3 + 3x^2)A\!f(H_{n-1},x).
\]

By Eq. (4.1),
\[
A\!f(H_n,x) = \sum_{M \in \mathcal{M}(H_n)} x^{af(H_n,M)} = \sum_{M \in \mathcal{M}_1(H_n)} x^{af(H_n,M)} + \sum_{M \in \mathcal{M}_1(H_n)} x^{af(H_n,M)}
\]
\[
= x^2A\!f(G_{n-1},x) + (x^3 + 3x^2)A\!f(H_{n-1},x)
\]

\]

Theorem 4.7. For $n \geq 3$,
\[
A\!f(G_n,x) = (3x^3 + 3x^2 + x)A\!f(G_{n-1},x) - (2x^6 + 6x^5 - x^4 + 3x^3)A\!f(G_{n-2},x)
\]
\[
+ (x^7 + 3x^6)A\!f(G_{n-3},x),
\]

where $A\!f(G_0,x) = 1$, $A\!f(G_1,x) = 2x^3 + 3x^2 + x$ and $A\!f(G_2,x) = 4x^6 + 9x^5 + 15x^4 + 3x^3 + x^2$.  
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Proof. By Lemmas 4.3, 4.4 and 4.5, \( \mathcal{M}(G_n) \) can be divided into \( n + 2 \) subsets: \( \mathcal{M}_{0}^{u_{0}}(G_n) \), \( \mathcal{M}_{0}(G_n) \) and \( \mathcal{M}_{2k+1}^{u_{0}}(G_n), k = 0, 1, 2, \ldots, n - 1 \). By Eq. (4.1),

\[
Af(G_n, x) = \sum_{M \in \mathcal{M}(G_n)} x^{a_{f}(G_n, M)}
\]

\[
= \sum_{k=0}^{n-1} \left( \sum_{M \in \mathcal{M}_{2k+1}^{u_{0}}(G_n)} x^{a_{f}(G_n, M)} + \sum_{M \in \mathcal{M}_{0}(G_n)} x^{a_{f}(G_n, M)} \right)
\]

\[
= \sum_{k=0}^{n-1} \left( x^3 + 3x^2 \right)^k x^2 Af(G_{n-k-1}, x) + x^2(x-1) \sum_{k=0}^{n-1} x^{3k} Af(G_{n-k-1}, x)
\]

\[
+ xAf(G_{n-1}, x) + (x^3 + 3x^2)^n. \tag{4.5}
\]

By Lemmas 4.1 and 4.2,

\[
Af(H_n, x) = \sum_{M \in \mathcal{M}(H_n)} x^{a_{f}(H_n, M)}
\]

\[
= \sum_{k=0}^{n-1} \left( \sum_{M \in \mathcal{M}_{2k+1}(H_n)} x^{a_{f}(H_n, M)} + \sum_{M \in \mathcal{M}_{0}(H_n)} x^{a_{f}(H_n, M)} \right)
\]

\[
= \sum_{k=0}^{n-1} \left( x^3 + 3x^2 \right)^k x^2 Af(G_{n-k-1}, x) + (x^3 + 3x^2)^n. \tag{4.6}
\]

Substituting Eq. (4.6) into (4.5), then

\[
Af(G_n, x) = Af(H_n, x) + xAf(G_{n-1}, x) + x^2(x-1) \sum_{k=0}^{n-1} x^{3k} Af(G_{n-k-1}, x).
\]

So

\[
x^3 Af(G_n, x) = x^3 Af(H_n, x) + x^4 Af(G_{n-1}, x)
\]

\[
+ x^2(x-1) \sum_{k=0}^{n-1} x^{3(k+1)} Af(G_{n-k-1}, x) \tag{4.7}
\]

and

\[
Af(G_{n+1}, x) = Af(H_{n+1}, x) + xAf(G_n, x) + x^2(x-1) \sum_{k=0}^{n} x^{3k} Af(G_{n-k}, x). \tag{4.8}
\]

Subtracting Eq. (4.7) from (4.8),

\[
Af(G_{n+1}, x) = (2x^3 - x^2 + x)Af(G_n, x) - x^4 Af(G_{n-1}, x)
\]

\[
+ Af(H_{n+1}, x) - x^3 Af(H_n, x). \tag{4.9}
\]
According to Lemma 4.6,

\[ Af(H_{n+1}, x) - x^3 Af(H_n, x) = x^2 Af(G_n, x) + 3x^2 Af(H_n, x), \]

therefore

\[
Af(G_{n+1}, x) = (2x^3 - x^2 + x)Af(G_n, x) - x^4 Af(G_{n-1}, x) \\
+ x^2 Af(G_n, x) + 3x^2 Af(H_n, x) \\
= (2x^3 + x)Af(G_n, x) - x^4 Af(G_{n-1}, x) + 3x^2 Af(H_n, x).
\]

This implies that

\[
3x^2 Af(H_n, x) = Af(G_{n+1}, x) - (2x^3 + x)Af(G_n, x) + x^4 Af(G_{n-1}, x),
\]

and

\[
3x^2 Af(H_{n-1}, x) = Af(G_n, x) - (2x^3 + x)Af(G_{n-1}, x) + x^4 Af(G_{n-2}, x).
\]

By Lemma 4.6

\[
3x^2 Af(H_n, x) = 3x^4 Af(G_{n-1}) + (x^3 + 3x^2)3x^2 Af(H_{n-1}, x).
\]

Substituting Eqs. (4.10) and (4.11) into (4.12), we can obtain the following recurrence formula

\[
Af(G_{n+1}, x) = (3x^3 + 3x^2 + x)Af(G_n, x) - (2x^6 + 6x^5 - x^4 + 3x^3)Af(G_{n-1}, x) \\
+ (x^7 + 3x^6)Af(G_{n-2}, x),
\]

the proof is completed.

According to Theorem 4.7 we can obtain the following expression.

**Theorem 4.8.**

\[
Af(G_n, x) = R_n(x) + Q_n(x) + 3x^{n+1} + x^n,
\]

where \( R_n(x) \) and \( Q_n(x) \) are listed in the Appendix.

**Proof.** Let \( Af_n := Af(G_n, x) \). Then the generating function of the sequence \( \{Af_n\}_{n=0}^\infty \) is

\[
P(t) = \sum_{n=0}^\infty Af_n t^n = 1 + Af_1 t + Af_2 t^2 + \sum_{n=3}^\infty Af_n t^n.
\]

By Theorem 4.7

\[
P(t) = 1 + Af_1 t + Af_2 t^2 + (3x^3 + 3x^2 + x) \sum_{n=3}^\infty Af_{n-1} t^n \\
-(2x^6 + 6x^5 - x^4 + 3x^3) \sum_{n=3}^\infty Af_{n-2} t^n + (x^7 + 3x^6) \sum_{n=3}^\infty Af_{n-3} t^n \\
= 1 - x^3 t + ((3x^3 + 3x^2 + x)t - (2x^6 + 6x^5 - x^4 + 3x^3)t^2 + (x^7 + 3x^6)t^3)P(t).
\]
Therefore,

\[ P(t) = \frac{1 - x^3 t}{1 - ((3x^3 + 3x^2 + x)t - (2x^6 + 6x^5 - x^4 + 3x^3)t^2 + (x^7 + 3x^6)t^3)} \]

\[ = (1 - x^3 t) \sum_{i=0}^{\infty} ((3x^3 + 3x^2 + x)t - (2x^6 + 6x^5 - x^4 + 3x^3)t^2 + (x^7 + 3x^6)t^3)^i \]

\[ = (1 - x^3 t) \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} (-1)^{i-j-k} \binom{i}{j} \binom{i-j}{k} (3x^3 + 3x^2 + x)^j (x^7 + 3x^6)^k \]

\[ \cdot (2x^6 + 6x^5 - x^4 + 3x^3)^{i-j-k} t^{2i-j+k}. \]

Let \( n = 2i - j + k. \) Then

\[ P(t) = 1 + \sum_{n=1}^{\infty} \left( \sum_{i=\lceil \frac{n}{2} \rceil}^{\lfloor \frac{n}{3} \rfloor} \sum_{j=\max\{0,2i-n\}}^{\lfloor \frac{3i-n}{2} \rfloor} (-1)^{3i-2j-n} \binom{i}{j} \binom{i-j}{n-2i+j} (3x^3 + 3x^2 + x)^j \]

\[ \cdot (x^7 + 3x^6)^{n-2i+j} (2x^6 + 6x^5 - x^4 + 3x^3)^{3i-2j-n} + \]

\[ \sum_{i=\lfloor \frac{n-1}{2} \rfloor}^{\lfloor \frac{n-1}{3} \rfloor} \sum_{j=\max\{0,2i-n+1\}}^{\lfloor \frac{3i-n+1}{2} \rfloor} (-1)^{3i-2j-n+2} \binom{i}{j} \binom{i-j}{n-2i+j-1} x^3 (3x^3 + 3x^2 + x)^j \]

\[ \cdot (x^7 + 3x^6)^{n-2i+j-1} (2x^6 + 6x^5 - x^4 + 3x^3)^{3i-2j-n+1} t^n \]

\[ = 1 + \sum_{n=1}^{\infty} A_f_n t^n. \]

Therefore,

\[ A_f_n = \sum_{i=\lceil \frac{n}{2} \rceil}^{\lfloor \frac{n}{3} \rfloor} \sum_{j=\max\{0,2i-n\}}^{\lfloor \frac{3i-n}{2} \rfloor} (-1)^{3i-2j-n} \binom{i}{j} \binom{i-j}{n-2i+j} (3x^3 + 3x^2 + x)^j \]

\[ \cdot (x^7 + 3x^6)^{n-2i+j} (2x^6 + 6x^5 - x^4 + 3x^3)^{3i-2j-n} + \]

\[ \sum_{i=\lfloor \frac{n-1}{2} \rfloor}^{\lfloor \frac{n-1}{3} \rfloor} \sum_{j=\max\{0,2i-n+1\}}^{\lfloor \frac{3i-n+1}{2} \rfloor} (-1)^{3i-2j-n+2} \binom{i}{j} \binom{i-j}{n-2i+j-1} x^3 (3x^3 + 3x^2 + x)^j \]

\[ \cdot (x^7 + 3x^6)^{n-2i+j-1} (2x^6 + 6x^5 - x^4 + 3x^3)^{3i-2j-n+1}. \]

Furthermore, we can derive the Eq. (4.13) by using the binomial theorem, more details are listed in the Appendix.

By Theorem 4.8, \( x^i \) is a term of \( A_f(G_n, x) \) for \( i = n, n+1, \ldots, 3n \), thus we have the following corollary.

**Corollary 4.9.**
(1) \( af(G_n) = n, Af(G_n) = 3n; \)

(2) \( \text{Spec}_{af}(G_n) = [n, 3n]. \)

By Theorem 4.7, we can obtain the exact expression of the sum over all anti-forcing number of perfect matchings of \( G_n \).

**Theorem 4.10.**

\[
\left. \frac{d}{dx} Af(G_n, x) \right|_{x=1} = -3 + \frac{150 + 67\sqrt{5}}{100} (3 - \sqrt{5})^n + \frac{29 - 10\sqrt{5}}{20} n(3 - \sqrt{5})^n \\
+ \frac{150 - 67\sqrt{5}}{100} (3 + \sqrt{5})^n + \frac{29 + 10\sqrt{5}}{20} n(3 + \sqrt{5})^n. \quad (4.14)
\]

**Proof.** Recall that \( \Phi(G_n) = Af(G_n, 1) \), for convenience, let \( \Phi_n := \Phi(G_n) \) and \( A_n := \left. \frac{d}{dx} Af(G_n, x) \right|_{x=1} \).

By Theorem 4.7,

\[
A_n = 7A_{n-1} - 10A_{n-2} + 4A_{n-3} + 16\Phi_{n-1} - 47\Phi_{n-2} + 25\Phi_{n-3}.
\]

According to Lemma 2.1,

\[
4A_n = 28A_{n-1} - 40A_{n-2} + 16A_{n-3} + 64\Phi_{n-1} - 188\Phi_{n-2} + 100\Phi_{n-3} \\
= 28A_{n-1} - 40A_{n-2} + 16A_{n-3} + 64\Phi_{n-1} - 25(6\Phi_{n-2} - 4\Phi_{n-3}) - 38\Phi_{n-2} \\
= 28A_{n-1} - 40A_{n-2} + 16A_{n-3} + 39\Phi_{n-1} - 38\Phi_{n-2}.
\]

So

\[
4A_{n+1} = 28A_n - 40A_{n-1} + 16A_{n-2} + 39\Phi_n - 38\Phi_{n-1}
\]

and

\[
4A_{n+2} = 28A_{n+1} - 40A_n + 16A_{n-1} + 39\Phi_{n+1} - 38\Phi_n. \quad (4.15)
\]

Note that

\[
39\Phi_{n+1} - 38\Phi_n = 39(6\Phi_n - 4\Phi_{n-1}) - 38(6\Phi_{n-1} - 4\Phi_{n-2}) \\
= 6(39\Phi_n - 38\Phi_{n-1}) - 4(39\Phi_{n-1} - 38\Phi_{n-2}) \\
= 6(28A_n - 40A_{n-1} + 16A_{n-2} + 39\Phi_n - 38\Phi_{n-1}) \\
- 4(28A_{n-1} - 40A_{n-2} + 16A_{n-3} + 39\Phi_{n-1} - 38\Phi_{n-2}) \\
- 6(28A_n - 40A_{n-1} + 16A_{n-2}) + 4(28A_{n-1} - 40A_{n-2} + 16A_{n-3}) \\
= 24A_{n+1} - 184A_n + 352A_{n-1} - 256A_{n-2} + 64A_{n-3},
\]

substituting it into Eq. (4.15),

\[
A_{n+2} = 13A_{n+1} - 56A_n + 92A_{n-1} - 64A_{n-2} + 16A_{n-3}.
\]
This recurrence relation is the same as (3.14), by initial values $A_4 = 7721, A_5 = 50541, A_6 = 317565, A_7 = 1939901$ and $A_8 = 11608381$, we can prove Eq. (4.14) for $n \geq 4$. Actually, Eq. (4.14) also holds for $n = 0, 1, 2, 3$, so the proof is completed.

By Theorems 2.2 and 4.10 we can obtain the following asymptotic behavior.

**Corollary 4.11.**

$$\lim_{n \to \infty} \frac{A_n}{n \Phi_n} = \frac{5 + 37\sqrt{5}}{40}.$$
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Appendix

\[
\sum_{i=\left\lfloor \frac{n}{2} \right\rfloor}^{n} \sum_{j=\max\{0,2i-n\}}^{\left\lfloor \frac{3i-n}{2} \right\rfloor} (-1)^{3i-2j-n} \binom{i}{j} \binom{i-j}{n-2i+j} (3x^3 + 3x^2 + x^j)(x^7 + 3x^6)^{n-2i+j}(2x^6 + 6x^5 - x^4 + 3x^3)^{3i-2j-n}
\]

\[= x^n \sum_{q=0}^{2n} \sum_{i=\max\left\{n-q,\left\lceil \frac{n}{2} \right\rceil \right\}}^{n} \sum_{j=\max\{0,2i-n\}}^{\min\{q+3i-2n,\frac{3i-n}{2}\}} \sum_{k=\max\{0,\frac{2+4j-4i}{2} \}}^{\min\{j,q+3i-j-2n\}} \sum_{l=r=\max\{0,q+4j-k-4i\}}^{\min\{\alpha,q+3i-k-r-j-2n\}} \sum_{s=m=\max\{0,\gamma+n-j-q\}}^{\min\{\beta,s,\frac{\gamma+6i-5j-3s-n-q}{2}\}} \binom{i}{j} \binom{i-j}{k} \binom{k-\alpha}{r} \binom{\beta-s}{m} \binom{\beta-s-l}{s} \binom{\beta-s-l}{\theta} (-1)^{b+l} 2^{b-s-l} 3^{k+i-j-m-l-\theta} x^q
\]

\[= x^n \sum_{q=0}^{2n} \sum_{i=\max\left\{n-q,\left\lceil \frac{n}{2} \right\rceil \right\}}^{n} \sum_{j=\max\{0,2i-n\}}^{\min\{q+3i-2n,\frac{3i-n}{2}\}} \sum_{k=\max\{0,\frac{2+4j-4i}{2} \}}^{\min\{j,q+3i-j-2n\}} \sum_{l=r=\max\{0,q+4j-k-4i\}}^{\min\{\alpha,q+3i-k-r-j-2n\}} \sum_{s=m=\max\{0,\gamma+n-j-q\}}^{\min\{\beta,s,\frac{\gamma+6i-5j-3s-n-q}{2}\}} \binom{i}{j} \binom{i-j}{k} \binom{k-\alpha}{r} \binom{\beta-s}{m} \binom{\beta-s-l}{s} \binom{\beta-s-l}{\theta} (-1)^{b+l} 2^{b-s-l} 3^{k+i-j-m-l-\theta} x^q + 3x^{n+1} + x^n
\]

\[= R_n(x) + 3x^{n+1} + x^n
\]

\[
\sum_{i=\left\lceil \frac{n}{2} \right\rceil}^{n-1} \sum_{j=\max\{0,2i-n+1\}}^{\left\lfloor \frac{3i-n+1}{2} \right\rfloor} (-1)^{3i-2j-n+1} \binom{i}{j} \binom{i-j}{n-2i+j-1} x^3(3x^3 + 3x^2 + x^j)(x^7 + 3x^6)^{n-2i+j-1}(2x^6 + 6x^5 - x^4 + 3x^3)^{3i-2j-n+1}
\]

\[= x^n \sum_{q=2}^{n-1} \sum_{i=\max\left\{n-q+1,\left\lceil \frac{n}{2} \right\rceil \right\}}^{n-1} \sum_{j=\max\{0,2i-n+1\}}^{\min\{q+3i-2n,\frac{3i-n+1}{2}\}} \sum_{k=\max\{0,\frac{3i-n+1}{2}\}}^{\min\{j,q+3i-j-2n\}} \sum_{l=r=\max\{0,q+4j-k-4i-2\}}^{\min\{\alpha,q+3i-k-r-j-2n\}} \sum_{s=m=\max\{0,\gamma+n-j-q+1\}}^{\min\{\beta+1,s,\frac{\gamma+6i-5j-3s-n-q+3}{2}\}} \binom{i}{j} \binom{i-j}{k} \binom{k-\alpha-1}{r} \binom{\alpha-1}{m} \binom{\beta+1}{s} \binom{\beta-s+1}{l} \binom{\beta-s-l+1}{\theta-2} (-1)^{b+l+2} 2^{b-s+l+1} 3^{k+i-j-m-l-\theta-2} x^q
\]

\[= Q_n(x)
\]

Where \( n \geq 1, \alpha = n - 2i + j, \beta = 3i - 2j - n, \gamma = k + m + r, \theta = q + 3j + 2s + l - k - r - m - 3i. \)