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Abstract: Tumor segmentation using magnetic resonance imaging (MRI) plays a significant role in assisting brain tumor diagnosis and treatment. Recently, U-Net architecture with its variants have become prevalent in the field of brain tumor segmentation. However, the existing U-Net models mainly exploit coarse first-order features for tumor segmentation, and they seldom consider the more powerful second-order statistics of deep features. Therefore, in this work, we aim to explore the effectiveness of second-order statistical features for brain tumor segmentation application, and further propose a novel second-order residual brain tumor segmentation network, i.e., SoResU-Net. SoResU-Net utilizes a number of second-order modules to replace the original skip connection operations, thus augmenting the series of transformation operations and increasing the non-linearity of the segmentation network. Extensive experimental results on the BraTS 2018 and BraTS 2019 datasets demonstrate that SoResU-Net outperforms its baseline, especially on core tumor and enhancing tumor segmentation, illuminating the effectiveness of second-order statistical features for the brain tumor segmentation application.
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1. Introduction

Brain tumors are abnormal cells that grow in the brain or skull, including benign and malignant tumors [1]. The incidence of malignant tumors is higher than the former, which seriously endanger human health and lives. The most common malignant brain tumor is glioma, and it can be further divided into high-grade glioma (HGG) and low-grade glioma (LGG) according to the degree of infiltration. Magnetic resource imaging (MRI), as a non-invasive and favorable soft tissue contrast imaging manner, can provide valuable information on the shape, size and location of brain tumors for diagnosis and treatment. Brain tumor segmentation based on MRI, as a essential process in brain tumor diagnosis.
and treatment [2], has also been receiving wide attention for decades.

Recently, with the great success of deep neural network (DNN) [3–5] applied in various computer vision tasks and medical image analysis problems, computer-aided diagnosis of MRI brain tumors based on deep learning has gradually become a hot topic and achieved breakthrough development. Particularly, the Multimodal Brain Tumor Segmentation challenge (BraTS), which has been held since 2012 in conjunction with the International Association for Medical Image Computing and Computer Assisted Intervention (MICCAI) [6], greatly promotes the development of deep learning and brain tumor segmentation methods. Generally speaking, the existing deep neural network based on brain tumor segmentation methods mainly consist of two categories: i.e., convolutional neural network (CNN)-based methods and fully convolutional network (FCN)-based methods. Brain tumor segmentation based on convolutional neural network adopts the classification of small-scale image blocks to design the MRI brain tumor segmentation network, which further divides into single-path and multi-paths models. Pereira et al. [7] explore an automatic segmentation method based on a deep convolutional neural network with $3 \times 3$ small cores, efficiently reducing the possible of overfitting. Compared with single-path CNN, multi-paths convolutional neural networks can gain diverse information from different paths and summarize them. For instance, Moeskops et al. [8] employ a CNN network composed of three patch paths with different sizes in order to accept more details and maintain spatial consistency for brain tumor segmentation. However, due to the inefficiency and huge memory burden of the convolutional neural network, FCN-based brain tumor segmentation networks have obtained increasing popularity by researchers. FCN [9] adopts the structure of encoder and decoder for pixel-level classification to solve the problem of semantic image segmentation, which can be considered as an crucial milestone of image semantic segmentation tasks. Then Ronneberger et al. propose an improved version of FCN, i.e., U-Net [10]. The U-Net structure contains the down-sampling layer in the feature learning module, the up-sampling layer in the feature recovery module and horizontal links to perfectly combine them, which enables the excellent adaptation to medical image segmentation and became one of the current mainstream algorithms for brain tumor segmentation [11–13]. For example, Fabian et al. [14] only employ the traditional U-Net with improving the process of preprocessing, training and post-processing (NNU-Net), which wins the runner-up of the BraTS 2018 challenge. Thereafter, modified U-Nets with more complex structures have been attempted to probe its deeper potential. The BraTS 2018 champion team from Nvidia [15], adopt a multi-branches structure with a VAE module to significantly improve the performance of network. Jiang et al. [16] devise a novel two-stages cascaded U-Net to segment brain tumors from coarse to fine, which gains the first place in the BraTS 2019 competition.

In view of the complex feature distribution in brain tumors and the limitation of the number of medical image databases, only extracting plain first-order information makes it difficult to meet the demands of tumor segmentation and fully realize the potential of networks [17]. Recently, the concept of high-order has been commonly used in natural images, demonstrating the discriminant representations of global high-order statistics of deep features. Cimpoi et al. [18] propose a new texture descriptor named FV-CNN which combines high-order information with convolutional neural networks and achieves impressive recognition accuracy on slight texture recognition with sufficient labeled data is not available. Lin et al. [19] build a representative bilinear CNN model (BCNN), which captures the pairwise correlation of feature channels by performing an outer product. The output can capture the pairwise correlation among feature channels. In this way, the model could identify the trifling gaps between two objects which are particularly useful for fine-grained categorization. Chen et al. [20]
compute complex high-order statistical information through the inner product, capturing small differences between pedestrians by mixing first-order, second-order or even higher-order related information which achieves an excellent outcome. Then, for strengthening the robustness of high-order information, researchers try to combine them with other methods [21, 22], which have achieved impressive performance on lots of visual tasks as well, powerfully confirming the effectiveness that second-order modeling could get high-order statistics beyond the first-order. Inspired by this, we try to embed the second-order module into the brain tumor segmentation model to improve the accuracy of the brain tumor segmentation task, and propose a novel second-order residual U-Net model called SoResU-Net. Experimental results on two brain tumor segmentation datasets illuminate the benefit of the second-order module to brain tumor segmentation, especially for small-scale tumors. The overview of our SoResU-Net is shown in Figure 1, and its core module i.e., second-order (so) is presented in Figure 2. The main contributions of this paper are summarized on three aspects: (1) We introduce the high-order concept into brain tumor segmentation tasks, and built a high-order module named second-order. (2) Combining second-order module and residual module with the mainstream model of brain tumor segmentation, i.e., U-Net, to construct a new end-to-end model, named SoResU-Net for MRI brain tumor segmentation tasks. SoResU-Net not only extracts richer high-order semantic information, but also pays more attention to small-scale brain tumors. (3) Extensively evaluating SoResU-Net on the two brain tumor segmentation benchmarks of BraTS 2018 and BraTS 2019, whose results show the competitive performance of our method on brain tumor segmentation. Moreover, to prove the excellent generalization of our module, we also perform experiments of embedding second-order module into the U-Net model which is named SoU-Net. Experimental results show that both two models are better than their first-order baselines (i.e., ResU-Net and U-Net ) respectively.

Figure 1. SoResU-Net. An end-to-end network architecture, integrating second-order and residual modules with a primeval U-Net architecture which a series of second-order modules replace the skip connection operations for obtaining lots of high-order statistical information.
2. Methods

In this section, we first introduce details of SoResU-Net for brain tumor segmentation. Then, the basic theories of second-order and the combined loss function we adopted for our model is described.

2.1. Second-order ResU-Net (SoResU-Net)

On brain tumor segmentation task, the existence of abnormal tissues may be easily detectable in most cases. However, accurate, reproducible segmentation and characterization of anomalies is not straightforward [23], especially for small-scale brain tumors. On one hand, small-scale brain tumors have low presences and blurred boundaries due to the complex morphology and diverse sizes of brain tumors. On the other hand, during the network up-sampling and down-sampling, the successive cascading convolution transformation process will cause the loss of high-order spatial information and position details. Consequently, to solve these challenges, we integrate the second-order module and the residual module into the U-Net architecture to generate a new second-order ResU-Net model, which can effectively attain context-related information and take advantage of the high-order statistical information to compensate for the loss information. Figure 1 demonstrates the overall architecture of SoResU-Net. As shown in Figure 1, SoResU-Net employs a traditional encoder-decoder architecture which consists of an image contracting path (encoder on the left) and an image expanding path (decoder on the right). The input of the network is 128×128×4 where the size of each image is 128×128 and channel is 4.

In the image contracting path, SoResU-Net utilizes three residual blocks to replace the max pooling component used for down-sampling in the U-Net model to avoid gradient disappearance and accelerate network fusion. Concretely speaking, the size of each image will be reduced to half and the channels will extend to double of original when enters the down-sampling layer. Meanwhile, for increasing non-linearity and model convergence speed, each layer of our models contains follow-up activation functions and normalization processes. The image expansion path is structurally consistent with the former. Notably, SoResU-Net utilizes a second-order module in the horizontal connection to replace the original residual connection, which explores the second-order statistics through the inner product operator that receives two activation tensors from two 1×1 convolutional layers performed on input tensors. The intention of 1×1 convolutional layer is to extend the first-order channel information. Additionally, we use an identity shortcut connection to add input tensor and scaled one for strengthening information propagation. Thereby, improved segmentation accuracy of small-scale brain tumors can be obtained. At the last layer of the model, the multi-channels feature map is mapped to the corresponding category via a 1×1 convolution with softmax activation function.

2.2. Second-order module

The main function of the second-order module is to model a complex high-order interaction of activation X [20]. For further explanation, we define a high-order statistic linear polynomial predictor for variable X:

\[ f(x) = \sum_{r=1}^{R} \langle w^r, \Theta, x \rangle \]  \hspace{1cm} (2.1)
where $R$ is the number of order, $\langle \ldots \rangle$ represents inner product of two same size tensors, $x \in R^C$ denotes a local feature and $\odot, x$ is the $r$-th order self-outer product of $x$ that can model all the degree-$r$ interactions, and $w^r$ is the $r$-th weight tensor containing degree-$r$ homogeneous polynomial predictor. Obviously, once the value of $r$ in equation (2.1) is too large, $w^r$ will produce too many parameters that may cause the model overfitting, so we set $r$ to an appropriate value after weighing. Meanwhile, we suppose that $w^r$ can be approximated by $D^r$ rank-1 tensors when $r > 1$ and define $w^r = \sum_{d=1}^{D^r} a^r_d u^r_d \odot \cdots \odot u^r_r$. For more details, when $r > 1$, where $a^r_d$ is the weight of $d$-th rank-1 tensor, $u^r_d$ is a $C$-dimensional vector, and $\odot$ indicates the outer product. Thus, equation (2.1) can be reformulated as:

$$f(x) = \sum_{r=2}^{R} \left\{ \sum_{d=1}^{D^r} a^r_d u^r_d \odot \cdots \odot u^r_r, \odot, x \right\}$$

(2.2)

to facilitate understanding, some operations can be further applied to simplify equation (2.2) as:

$$f(x) = \sum_{r=2}^{R} \sum_{d=1}^{D^r} a^r_d \prod_{s=1}^{r} \langle u^r_s, x \rangle = \sum_{r=2}^{R} \langle \alpha^r, z^r \rangle$$

(2.3)

where $\alpha^r = [\alpha^{r,1}, \ldots, \alpha^{r,D^r}]^T$ is the weight vector and $z^r = [z^{r,1}, \ldots, z^{r,D^r}]^T \in R^{D^r}$ with each entry $z^{r,d} = \prod_{s=1}^{r} \langle u^r_s, x \rangle$. If operating it in an inner product form, equation (2.3) can be rewritten as:

$$f(x) = \sum_{r=2}^{R} v^T (\alpha^r \odot z^r)$$

(2.4)

where $\odot$ is element-wise product and $v^T$ is a row vector of ones. In equation (2.4), $f(x)$ represents the high-order statistics, and we normalize the output result and apply the relu activation function to further increase non-linearity:

$$F(x) = \sigma(f(x))$$

(2.5)

where $\sigma$ denotes relu activation function and we use residual short connections to reduce the network degradation problem:

$$A(x) = (w, x) + F(x)$$

(2.6)

where $(w, x)$ indicates a linear predictor on the first-order statistics of $X$, the $+$ is the element-wise addition that integrates first-order statistics and second-order statistics by an identity shortcut connection. $A(x)$ is the output of second-order module and sequentially feeds to the next convolutional layer.

2.3. Combined loss function

The segmentation task of brain tumors suffers from a serious class imbalance problem. Overall, about 98.46% part of the voxels belong to healthy tissue, only 0.23% voxels belong to necrosis and non-enhancing, edema account for 1.02% and enhancing tumors are 0.29%, respectively. Therefore, we additionally employ generalized dice loss (GDL) [24] and weighted cross entropy loss (WCE) [25] for better estimating and predicting tasks, the combined loss function $\text{Loss}$ can be defined as follows:

$$\text{Loss} = L_{\text{GDL}} + L_{\text{WCE}}$$

(2.7)
Figure 2. Second-order module. Input a tensor, so module multiplies two tensors that expands the channel dimension to obtain a large number of high-order statistics from the image contracting path. Then, we use an identity shortcut connection to add input tensor and scaled one.

$L_{GDL}$ represents generalized dice loss (GDL), which is a commonly used medical image segmentation loss function, allowing the model to focus on learning samples that are difficult to learn. In this way, our combined loss could relatively enlarge the gradient of difficult-to-classify samples as well as relatively reduce the gradient of easy-to-classify samples, alleviating the problem of category imbalance to a certain extent. where $L_{WCE}$ represents the weighted cross entropy loss (WCE), which is considered as a good solution to the problem of multi-task imbalance, decreasing the difference between the training samples and evaluation metric. The two parameters are defined as follows:

$$L_{GDL} = 1 - \frac{2 \sum_i w_i g_i p_i}{\sum_i w_i (g_i + p_i)}$$ (2.8)

$$L_{WCE} = - \sum_i w_i g_i \log (p_i)$$ (2.9)

where $L$ indicates the total number of labels, $w_i$ is the weight allocated to the $i$-th label, $p_i$ and $g_i$ denote the pixel value of the segmented binary image and the binary ground truth image, respectively.

3. Experimental datasets and implementation details

In this section, we first introduce the two brain tumor segmentation datasets adopted for the model evaluation. After that, the data preprocessing, evaluation metrics and implementation details are briefly described.

3.1. Datasets

We utilize the BraTS 2018 dataset and the BraTS 2019 dataset to evaluate the performance of our model. The BraTS 2018 dataset consists of 285 training cases containing 210 high grade glioma (HGG) cases and 75 low grade glioma (LGG) cases, and the validation includes 66 validation cases of unknown grade. With respect to the BraTS 2019 dataset, the organizers of the competition have greatly expanded it which contains 335 training cases, including 259 HGG patients and 75 LGG patients, while
its validation contains 125 patient cases with unknown grade, thus we pay more attention on the BraTS 2019 dataset as well as conduct core experiments on it. All brain images are stripped of the skull and have the same orientation. For each patient case, there are four MRI modalities, i.e., Flair, T1, T1ce, and T2. To homogenize these data, all modalities are registered together to the T1c sequence and re-sampled to 1 mm isotropic resolution on a normalized axis which uses a linear interpolator. The labels are divided into four classes named as healthy tissues (label 0), necrosis and non-enhancing (label 1), edema (label 2), and enhancing tumor (label 4). Figure 3 illuminates a typical case of MRI brain image along with the ground truth. Note that the ground truth of the validation dataset is not provided. Therefore, researchers have to upload their predicted results to the online website and obtain the final evaluation result from the competition, which well ensures the fairness and authority of evaluation result.

As shown in Figure 3, the ground truth of each image is marked by the manual segmentation result given by the expert. The basic labels include four types, which are called healthy parts (label 0), necrotic and non-enhancing tumors (label 1), edema around the tumor (label 2), and GD enhancing tumors (label 4). According to these labels, three main assessment contents can be drawn, named the whole tumor (the combined area of labels 1, 2, and 4), the core tumor (the combined area of labels 1, 4) and the enhancing tumor (the area of label 4).

![Figure 3. Examples of the brain MRI data from the BraTS 2019 training dataset. From left to right: Flair, T1, T1ce, T2 and the Ground Truth. Each color represents a tumor category: necrotic and non-enhancing (red), edema (green) and enhancing tumor (yellow).](image)

### 3.2. Data preprocessing

Due to the uncertainty of brain tumor morphology, location, blurring of boundaries, and manual annotation deviation, data processing of brain tumor images is particularly important. In this work, we adopt multi-modality 3D MRI brain to scan two years BraTS datasets, in brain tumor images, the size of each 3D MRI image data is 240×240×155. These pictures contain valid information and a lot of useless background parts, so we first reduce the size of the 3D image to 146×192×152 to eliminate some unwanted background areas and reduce the amount of calculation. However, for multi-label brain tumors, healthy pixels account for 98% and abnormal pixels account for only 2%, this serious category imbalance requires data to be further refined. Secondly, we clip the highest 1% voxels and the lowest 1% voxels of the 3D image to eliminate the influence of some extreme values. Next, each 3D image is sliced into multiple 2D images on which we extract 128x128 size pixels so as to increase the ratio of effective pixels. Moreover, in order to reduce the influence of different institutions, scanners, and data collected by different protocols, we use the z-score method to regularize the unstandardized brain tumors. The z-score normalization applies the average and standard deviation to process each images,
the calculation formula is as follows:

$$z' = \frac{z - \mu}{\delta}$$

(3.1)

where $z$ is the input image, $z'$ is the normalized image. $\mu$ and $\delta$ denote the mean value and standard deviation of the input image, respectively.

### 3.3. Evaluation metrics

In order to evaluate the effectiveness of our models, we utilise the Dice Similarity Coefficient (DSC) and Hausdorff distance (HD) which are commonly used for brain tumor segmentation to estimate its segmentation effect. DSC and Hausdorff95 metric are defined as follows:

$$DSC = \frac{2TP}{FP + 2TP + FN}$$

(3.2)

$$HD(T, P) = \max \left\{ \sup_{t \in T} \inf_{p \in P} d(t, p), \sup_{p \in P} \inf_{t \in T} d(t, p) \right\}$$

(3.3)

In definitions (3.2), The parameters $TP$, $FP$, $TN$ and $FN$ represents the number of false negative, true negative, true positive and false positive voxels, respectively. In the other word, $TP$ is the total number of pixels correctly classified as brain tumor by the deep learning model, while $FP$ is the number of pixels incorrectly classified. $TN$ and $FN$ are defined as the total number of pixels correctly and incorrectly classified as non-brain tumor by the model. The DSC is a Metric of ensemble similarity. It is usually used to calculate the similarity of two samples. The value range is 0-1. The best segmentation result is 1 and the worst is 0.

Another outstanding indicator is Hausdorff95, in definitions (3.3), $t$ and $p$ represent the points on the surface $T$ of the ground truth regions and the surface $P$ of the predicted regions, respectively. $d(t, p)$ is the function that computes the distance between points of $t$ and $p$. Hausdorff95 is a metric of Hausdorff distance to measure the 95% quantile of the surface distance, which is very sensitive to the divided boundary and often used to assist DSC indicator to measure the performance of the model.

### 3.4. Implementation details

Our models are conducted in Keras 2.2.4 with the Tensorflow as the backend. Running on a cluster equipped with 32 GB RAM and Tesla V100 GPU. Every model uses stochastic gradient descent (SGD) algorithm as the optimizer, its initial learning rate is 0.085, momentum is 0.95, and the weight decay is $5e^{-6}$. In addition, we utilize the batch size of patch slices for training and use a combined loss function. The size of each input block is $128 \times 128 \times 4$ pixels. Training from the beginning of the network with a batch size is 10, and set 5 cycles to ensure that best experimental results are used.

### 4. Experiment results and discussion

At first, we divided the experiment into four parts, i.e., using BraTS 2019 training dataset, BraTS 2019 validation dataset and the BraTS 2018 validation dataset as a supplementary experiment to evaluate our model. Finally, in order to better verify the generalization of our module, we conduct experiments on two datasets which replace the second-order module with the residual module in ResU-Net.
It is worth noting that we apply a five-fold cross-validation method on the BraTS 2019 training dataset. We used 80% for training, the remaining 20% for validation and repeat this process five times. At the same time, the experimental results of BraTS 2018 and BraTS 2019 validation are gained through the BraTS online website to ensure the authority and validity of our conclusions. Finally, we conduct ablation experiments to discuss our essential module, i.e., second-order module, verifying the influence of the number of channels for the module.

4.1. Experiments on BraTS 2019 training dataset

Firstly, we compare our models with two baseline models, i.e., U-Net and ResU-Net, on the BraTS 2019 training dataset by using five-fold cross-validation. More specifically, we split the 2019 BraTS training dataset into five fixed sub-datasets, where four sub-datasets (including 80% images) are utilized to train segmentation network and the remaining 20% images are for model validation, and the training and validation processes are repeated for five times using various sub-datasets to achieve the statistical results. We report the compared results on this dataset in Table 1.

| Methods     | Whole | Core  | Enhancing | Whole | Core  | Enhancing |
|-------------|-------|-------|-----------|-------|-------|-----------|
| U-Net       | 0.872 | 0.774 | 0.689     | 8.79  | 7.62  | 3.65      |
| SoU-Net     | 0.875 | 0.786 | 0.698     | 8.59  | 7.35  | 3.57      |
| ResU-Net    | 0.877 | 0.782 | 0.694     | 8.59  | 7.36  | 3.67      |
| SoResU-Net  | 0.881 | 0.796 | 0.707     | 8.40  | 7.06  | 3.48      |

It can be seen that SoResU-Net gains the highest score among the four models listed in Table 1, which achieves DSC of 0.881, 0.796, 0.707 on the whole tumor, core tumor and enhancing tumor, respectively, exceeding its first-order baseline, i.e., ResU-Net 0.4%, 1.4% and 1.3%. Similarly, for another set of experiments, SoU-Net and U-Net, SoU-Net achieves DSC scores of 0.875, 0.786, 0.698 on the whole tumor, core tumor and enhancing tumor segmentation respectively and increases by 0.3%, 1.2% and 0.9% comparing with the basic model U-Net. As for Hausdorff95, relative to the original model, both improved models reduce a certain value. The results illuminate that embedding a second-order module into ResU-Net and U-Net can benefit the brain tumor segmentation owing to rich statistical information of high-order module.

Moreover, we also visualize the brain tumor segmentation results of the four models by applying various colors to represent different tumor classes for the brain tumor segmented images and covering on the original brain image. Figure 4 illuminates several typical samples with corresponding segmentation results. In Figure 4, the red regions are necrosis and non-enhancing, the green regions indicate edema, and the yellow regions represent enhancing tumor. Meanwhile, images from left to right are Ground Truth, U-Net, SoU-Net, ResU-Net and SoResU-Net segmentation results overlaid on flair image, respectively. As can be observed, we can conclude that SoResU-Net achieves the best segmentation results of brain tumors among our models.
Figure 4. Examples of segmentation result on BraTS 2019 training dataset. From left to right: Ground Truth, U-Net, SoU-Net, ResU-Net and SoResU-Net, results are covered on flair image. Each color represents a tumor class: red-necrosis and non-enhancing, green-edema and yellow-enhancing tumor.

4.2. Experiments on BraTS 2019 validation dataset

Here, we perform compared experiments with two baselines on the BraTS 2019 validation dataset, which will further demonstrate the effectiveness of the second-order statistics on this medical image analysis application. Table 2 lists the comparison results on the BraTS 2019 validation dataset.

| Methods       | DSC Whole | DSC Core | DSC Enhancing | Hausdorff95 Whole | Hausdorff95 Core | Hausdorff95 Enhancing |
|---------------|-----------|----------|---------------|------------------|-----------------|---------------------|
| U-Net         | 0.865     | 0.748    | 0.678         | 12.73            | 14.16           | 7.25                |
| SoU-Net       | 0.867     | 0.766    | 0.693         | 12.30            | 12.73           | 7.08                |
| ResU-Net      | 0.871     | 0.766    | 0.701         | 9.71             | 12.21           | 6.14                |
| SoResU-Net    | 0.875     | 0.788    | 0.724         | 9.35             | 11.47           | 5.97                |

It can be observed from Table 2 that SoResU-Net still shows the best performance among the four models, which achieves DSC of 0.875, 0.788, 0.724 on the whole tumor, core tumor and enhancing tumor, respectively, superior to the basic model ResU-Net by 0.40%, 2.20% and 2.30%. For another set of compared models, SoU-Net and U-Net, SoU-Net achieves DSC scores of 0.867, 0.766, and 0.693 for the whole tumor, core tumor and enhancing tumor segmentation, respectively. Comparing with the performance of basic model U-Net, SoU-Net increases by 0.20%, 1.80% and 1.50% on the whole
Figure 5. Comparisons of DSC and Hausdorff95 based on 125 patients on the BraTS 2019 validation dataset. From left to right: U-Net, SoU-Net, ResU-Net and the SoResU-Net.

tumor, core tumor and enhancing tumor segmentation, respectively. In particular, the obvious promotion obtained by our two improved models on the core tumors and enhancing tumors reaches 2.20% and 2.30%, 1.80% and 1.50%, respectively, demonstrating the effectiveness of second-order module on small-scale tumors. In addition, Hausdorff95 index also shows that embedding our module can improve the competitiveness of model and sensitivity to boundaries. For more evident comparisons, Figure 5 shows the bar plots of the DSC and Hausdorff95 scores for the three tumor regions on BraTS 2019 validation dataset.

Table 3. Compared results with typical models on the BraTS 2019 validation dataset.

| Methods            | Whole | DSC | Enhancing | Hausdorff95 |
|--------------------|-------|-----|-----------|-------------|
|                    | Whole | Core | Enhancing | Whole       | Core | Enhancing |
| Bhalerao et al. [26] | 0.852 | 0.709 | 0.666     | 8.07 | 9.57 | 7.27 |
| Tai et al. [27]    | 0.843 | 0.804 | 0.684     | -   | -   | -   |
| Baid et al. [28]   | 0.87  | 0.77  | 0.70      | 13.36 | 12.71 | 6.45 |
| Rehman et al. [29] | 0.869 | 0.775 | 0.708     | -   | -   | -   |
| Jiang et al. [30]  | 0.870 | 0.777 | 0.709     | 9.07 | 11.40 | 6.49 |
| Amian et al. [31]  | 0.86  | 0.77  | 0.71      | 8.42 | 11.55 | 6.92 |
| ours               | 0.875 | 0.788 | 0.724     | 9.35 | 11.47 | 5.97 |

Besides, we compare the results of the BraTS 2019 validation with some typical methods. Table 3 shows the compared results, which indicate our SoResU-Net model could acquire competitive performance on DSC scores. Considering the limitation of the memory sizes of the GPU device, we only utilize the 2D slice of the brain image to segment the brain tumor, which might reduce our model performance to some extent and explain the reason for our SoResU-Net ranking second place on core tumor segmentation that slightly weaker than the methods of Tai et al. [27]. It is worth noting that our 2D SoResU-Net can achieve competitive performance compared with the some other 3D models and obtain the highest result on enhancing tumor segmentation on DSC metric. Similarly, despite the mediocre performance of our 2D model on whole tumor segmentation and core tumor segmentation on Hausdorff95, SoResU-Net still gains the lowest value on enhancing tumor segmentation. The above
comparisons prove the effectiveness of second-order, confirming that SoResU-Net could dramatically improve the segmentation performance of small-scale tumors.

4.3. Experiments on BraTS 2018 validation dataset

To further demonstrate the effectiveness of our modules, we also employ the BraTS 2018 validation dataset to compare SoResU-Net, SoU-Net with their baselines, and the compared experimental results on this validation dataset are described in Table 4.

**Table 4.** Evaluation results on BraTS 2018 validation dataset.

| Methods        | Whole  | DSC   | Enhancing | Whole  | Core  | Enhancing | Hausdorff95 |
|----------------|--------|-------|-----------|--------|-------|-----------|-------------|
| U-Net          | 0.865  | 0.782 | 0.743     | 11.31  | 15.34 | 3.79      |
| SoU-Net        | 0.868  | 0.797 | 0.755     | 10.81  | 13.94 | 3.65      |
| ResU-Net       | 0.871  | 0.790 | 0.751     | 8.89   | 11.71 | 3.51      |
| SoResU-Net     | 0.876  | 0.811 | 0.771     | 8.42   | 10.56 | 3.22      |

From Table 4, we can see that SoResU-Net performs best among the four models. SoResU-Net achieves DSC scores of 0.876, 0.811, and 0.771 for the whole tumor, core tumor and enhancing tumor segmentation, respectively. Comparing with its baseline, the performance of SoResU-Net on the whole tumor, core tumor and enhancing tumor segmentation increases by 0.50%, 2.10% and 2.00%, respectively. At the same time, our second-order module also shows a certainly enhanced performance in SoU-Net, and achieves average DSC scores of 0.868, 0.797, and 0.755 on the whole tumor, core tumor and enhancing tumor segmentation, which is respectively outperforms U-Net by 0.30%, 1.50% and 1.20%. Furthermore, The performance of the two sets of comparative experiments on Hausdorff95 can also prove that high-order statistical information is beneficial to improve the robustness of the model. In a word, the results of these comparisons clarify the effectiveness of our second-order module embedded in original ResU-Net model and U-Net model for brain tumor segmentation, especially to small-scale brain tumors.

**Table 5.** Compared results with typical methods on the BraTS 2018 validation dataset.

| Methods            | Whole | DSC   | Enhancing | Whole  | Core  | Enhancing | Hausdorff95 |
|--------------------|-------|-------|-----------|--------|-------|-----------|-------------|
| Hu et al. [32]     | 0.882 | 0.748 | 0.718     | 12.60  | 9.62  | 5.69      |
| Marcinkiewicz et al. [33] | 0.862 | 0.768 | 0.723     | -      | -     | -         |
| Chandra et al. [34] | 0.872 | 0.795 | 0.741     | 5.04   | 9.59  | 5.58      |
| Baid et al. [35]   | 0.878 | 0.826 | 0.748     | 16.81  | 11.20 | 7.29      |
| Çiçek et al. [36]  | 0.885 | 0.718 | 0.760     | 17.10  | 11.60 | 6.04      |
| ours               | 0.876 | 0.811 | 0.771     | 8.42   | 10.56 | 3.22      |

Compared results on BraTS 2018 with other typical methods are given in Table 5. It can be obviously found that SoResU-Net gains an advantage in enhancing tumor of DSC scores while core tumor is slightly lower than the methods of Baid et al. [35]. For the indicator of Hausdorff95, consistent with BraTS 2019 validation, SoResU-Net obtains an excellent segmentation capability on enhancing
tumor. In general, the compared results show the competitive performance of our 2D SoResU-Net and the effectiveness for segmenting small-scale brain tumors. At the same time, it can be concluded that embedding the second-order module into our networks could effectively improve segmentation performance.

4.4. Ablation experiments for SoResU-Net

Due to the more cases of BraTS 2019 validation dataset and the results are more comparative, we explore the relationship between the number of channels of $1 \times 1$ convolutional with our second-order module on BraTS 2019 validation dataset. Considering that too many channels will cause over-fitting and excessive parameters, we respectively multiply the number of channel of $1 \times 1$ convolutional filter by 1 time, 4 times, by 8 times, by 16 times. The bar graph result is shown in the Figure 6 and compared results are shown in Table 6.

Table 6. Ablation experiments with various channel numbers on the BraTS 2019 validation dataset.

| Channels    | Whole  | Core   | Enhancing |
|-------------|--------|--------|-----------|
| $1 \times$ channel | 0.873  | 0.778  | 0.702     |
| $4 \times$ channel | 0.872  | 0.784  | 0.709     |
| $8 \times$ channel | 0.873  | 0.786  | 0.715     |
| $16 \times$ channel | 0.875  | 0.788  | 0.724     |

The experimental results in Table 6 show that our methods can obtain the highest accuracy based on the number of channels that multiplies by 16 times, so the core part of our second-order module
default to multiply the number of channels by 16 times.

4.5. Experiments of ReSoU-Net on 2018 validation dataset and 2019 validation dataset

Finally, to authenticate the generalization and effectiveness of our second-order module, we execute a set of supplementary experiments, that is, add the second-order module to the residual block in ResU-Net up-sampling and down-sampling to generate a new integrated model called ReSoU-Net. The experimental results are shown in Table 7.

Table 7. The experimental results of ReSoU-Net achieved on the BraTS 2018 and 2019 validation datasets.

| Methods    | Dataset    | DSC         | Hausdorff95 |
|------------|------------|-------------|-------------|
|            |            | Whole       | Core       | Enhancing | Whole       | Core     | Enhancing |
| ResU-Net   | BraTS 2018 | 0.871       | 0.790      | 0.751     | 8.89        | 11.71    | 3.51       |
| ReSoU-Net  |            | 0.873       | 0.808      | 0.766     | 8.78        | 10.94    | 3.22       |
| ResU-Net   | BraTS 2019 | 0.871       | 0.766      | 0.701     | 9.71        | 12.21    | 6.14       |
| ReSoU-Net  |            | 0.876       | 0.782      | 0.717     | 8.75        | 11.29    | 5.24       |

As shown in Table 7, embedding the second-order module in the up-sampling and down-sampling processes of ResU-Net encourage better performance on both DSC and Hausdorff95 scores. On the BraTS 2018 validation dataset, ReSoU-Net achieves DSC scores of 0.873, 0.808 and 0.766 on the whole tumor, core tumor and enhancing tumor segmentation, outperforms ResU-Net by 0.20%, 1.80% and 1.50%, respectively. Moreover, in the BraTS 2019 validation dataset, ReSoU-Net achieves DSC scores of 0.876, 0.782, and 0.717 on the whole tumor, core tumor, and enhancing tumor segmentation, higher than the basic model by 0.50%, 1.60%, and 1.60%, respectively. When it comes to Hausdorff95 metric results, equivalently, ReSoU-Net makes progress on three areas. The results show that the second-order module can produce similar positive effects on ResU-Net no matter the embedded locations, proving the strong generalization of our second-order module.

5. Conclusions

In this article, we mainly exploit the effectiveness of the second-order module for brain tumor segmentation tasks and propose a SoResU-Net model. SoResU-Net replaces the horizontal link part of the baseline network with a second-order module to adapt the complex feature distribution of the brain tumor images. The second-order module enables our network to focus on small-scale tumors, which has certain significance for clinical practice. We evaluate the new model on two authoritative brain tumor datasets of BraTS 2018-2019. The experimental results show that SoResU-Net is better than its baseline, i.e., ResU-Net. However, since the 2D U-Net model and the ResU-Net model have a limitation in using the 3D information of MRI data, especially during the slicing process, a large amount of context information and local information between different slices will be lost. In the future, we will try to explore the 3D network architecture to improve the segmentation performance of SoU-Net or SoResU-Net, and expand the improved architecture to more datasets to show its generalization.
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