Abstract: LiDAR-based mobile mapping systems (MMS) are rapidly gaining popularity for a multitude of applications due to their ability to provide complete and accurate 3D point clouds for any and every scene of interest. However, an accurate calibration technique for such systems is needed in order to unleash their full potential. In this paper, we propose a fully automated profile-based strategy for the calibration of LiDAR-based MMS. The proposed technique is validated by comparing its accuracy against the expected point positioning accuracy for the point cloud based on the used sensors’ specifications. The proposed strategy was seen to reduce the misalignment between different tracks from approximately 2 to 3 m before calibration down to less than 2 cm after calibration for airborne as well as terrestrial mobile LiDAR mapping systems. In other words, the proposed calibration strategy can converge to correct estimates of mounting parameters, even in cases where the initial estimates are significantly different from the true values. Furthermore, the results from the proposed strategy are also verified by comparing them to those from an existing manually-assisted feature-based calibration strategy. The major contribution of the proposed strategy is its ability to conduct the calibration of airborne and wheel-based mobile systems without any requirement for specially designed targets or features in the surrounding environment. The above claims are validated using experimental results conducted for three different MMS – two airborne and one terrestrial – with one or more LiDAR unit.
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1. Introduction

Laser scanning has gained widespread popularity over recent years owing to the continuous improvement in the performance, size, and cost of available sensors. Recent advancements in direct georeferencing technology using the Global Navigation Satellite System/Inertial Navigation System (GNSS/INS) have further boosted the ability to collect accurately georeferenced data when combined with laser units onboard mobile systems. Mobile mapping systems (MMS) equipped with one or more laser scanners are heavily relied on for a multitude of applications, including urban modeling [1–3], transportation corridor mapping [4–6], precision agriculture [7–10], infrastructure monitoring [11,12], shoreline monitoring [13–15], archaeological mapping [15–17], and digital documentation of cultural heritage sites [18–20]. Each application determines the necessary architectural requirements for the MMS depending on the accessibility of the survey site, desired level of accuracy and details, and so on. The design of an MMS entails decisions in terms of the platform (airborne or terrestrial), onboard GNSS/INS unit, number and type of mounted LiDAR units, and any other types of sensor (RGB,
thermal, or hyperspectral cameras). The full positioning potential of an MMS is not only determined by the accuracy of the individual sensors but also by the ability to accurately calibrate the entire system. Mobile system calibration consists of two components—the intrinsic calibration of onboard sensors, as well as the extrinsic calibration of the mounting parameters relating the different sensors to the GNSS/IMU (Inertial Measurement Unit) position and orientation system. Here, mounting parameters refer to the translational and rotational offsets (in other words, lever-arm and boresight angles) between the onboard sensors and GNSS/IMU position and orientation system. Habib et al. [21] studied the impact of airborne LiDAR system calibration on the relative and absolute accuracy of the derived point clouds, both qualitatively and quantitatively. Over the past few years, a great deal of research has been conducted in the area of mobile LiDAR system calibration. Kilian et al. [22] used manually matched control points and tie points in a Digital Elevation Model (DEM) to perform an adjustment to minimize the discrepancy among strips caused by uncorrected systematic errors in the GNSS/INS trajectory. Their calibration strategy aimed to estimate these errors using a linear time-drift model, wherein they determined six parameters denoting the translational and rotational offsets along with six additional parameters representing the time-dependent drift of the offset parameters. Maas [23] estimated only the boresight angles by conducting a least-squares matching of points in one strip and a corresponding Triangulated Irregular Network (TIN) mesh in another strip. Underwood et al. [24] estimated the extrinsic parameters relating a SICK LMS-291 to a Novatel Synchronized Position, Attitude and Navigation (SPAN) system by minimizing the discrepancy between sensed data and a known feature/surface (i.e., a vertical pole and relatively flat ground). Muhammad and Lacroix [25] performed calibration of a rotating multi-beam LiDAR with the objective to align the scan data as close as possible to a ground truth surface. He et al. [26] used pairwise multi-type 3D geometric features (i.e., points, lines, and planes) to derive the extrinsic parameters between 2D LiDAR and GNSS/IMU. First, the point cloud is segmented into different features and their quality is evaluated to compute weights to be used in the minimization of the normal distance between conjugate features. However, when the initial parameters are considerably inaccurate, the segments and derived weights may not be reliable. Pandey et al. [27] proposed an automatic extrinsic calibration of a LiDAR and optical camera system by maximizing the mutual information between the sensor-measured surface intensities. Alismail et al. [28] proposed an automatic calibration method for a LiDAR–camera system using a planar calibration object with a black circular region whose center is marked. The LiDAR–camera system was moved to capture scans/images of the target from different positions and then, they used a point-to-plane Iterative Closest Point (ICP) approach with nonlinear optimization by Levenberg–Marquardt (LM) algorithm to estimate the LiDAR–camera extrinsic parameters. Pusztai and Hajder [29] proposed a calibration technique for a static LiDAR-camera system using cardboard boxes of known sizes with sides perpendicular to each other. Their approach relied on detecting planar box façades in the LiDAR point cloud and deriving the intersection lines between the planes, which can then be used to derive the parameters relating the LiDAR and camera units. Li et al. [30] proposed an automatic boresight self-calibration strategy for mobile mapping systems based on point-to-point correspondences in overlapping strips matched by an ICP algorithm. However, they calibrated the system under the assumption that the lever-arm was accurately measured and did not need to be calibrated. Moreover, since they used ICP to match different strips, their approach could only deal with point clouds that are coarsely registered as the ICP would fail in cases where the initial estimates of boresight angles cause significant misalignments. Hong et al. [31] estimated the mounting parameters for a mobile LiDAR mapping system using corresponding planar features extracted from 3D point clouds scanned by the mobile system and a terrestrial laser scanner. Ravi et al. [32] proposed a manually-assisted feature-based calibration technique, which estimated the mounting parameters for a terrestrial mobile mapping system by minimizing the discrepancies between conjugate planar/linear features in overlapping point clouds derived from different drive-runs. Ravi et al. [33] conducted a detailed bias impact analysis for airborne mobile mapping systems and proposed an optimal target
and flight line configuration along with a manually assisted feature-based calibration strategy for UAV-based mobile mapping systems.

The aforementioned work dealt with LiDAR system calibration while requiring specially designed targets and/or geometric features in the surrounding environment. Moreover, to the best of the authors’ knowledge, there is no existing work that has proposed a fully automated calibration strategy that includes an automated feature/target extraction followed by an automated estimation of mounting parameters. The existing techniques for fully automated calibration focus mainly on fine-tuning the mounting parameters while starting from initial estimates that are very close to true values. However, such approaches fail to accomplish an accurate system calibration when the initial estimates are significantly different from the true values. In this paper, we propose a fully automated targetless calibration technique to estimate the mounting parameters relating to the onboard LiDAR units to the GNSS/IMU unit for a mobile mapping system. The proposed approach starts with an automated profile selection strategy, followed by a profile matching technique based on height map correlation, and concludes with a point-pairing scheme and optimization function for system calibration. One should note that all the above calibration stages are fully automated with no manual intervention in any of these steps. The remainder of the paper is structured as follows: Section 2 describes the system architecture for the three different mobile LiDAR mapping systems (MLMS)—two airborne and one terrestrial—used in this study; Section 3 discusses the proposed methodology for profile-based calibration, where we start by introducing the mathematical model for point positioning from MLMS, followed by the proposed techniques for profile selection, profile matching, and subsequent system calibration. Section 4 presents the experimental results for validating the feasibility and accuracy of the proposed calibration technique by applying it to the three different MLMS consisting of one or more LiDAR units. The accuracy of the proposed calibration strategy is validated by conducting qualitative and quantitative analysis of the resultant improvement in the alignment of point clouds scanned by different sensors along different drive-runs/flight lines. The results from the proposed technique are also verified by comparing it to a previously proven manually assisted feature-based calibration strategy for MLMS proposed by Ravi et al. [32,33]. Finally, Section 5 summarizes the findings of this research and states possible future improvements and enhancements to this study.

2. System Description and Calibration Test Field

As mentioned earlier, this research proposes a fully automated approach for calibrating airborne and terrestrial MLMS consisting of spinning multi-beam laser scanners. In this study, we worked with three such mobile mapping systems—two airborne and one terrestrial—equipped with one or more spinning multi-beam LiDAR units along with a GNSS/INS unit for direct georeferencing. The following subsections describe the system architecture and calibration test fields for each of these systems in detail.

2.1. Airborne MLMS

The two UAV-based LiDAR systems used in this study are shown in Figure 1 and are denoted henceforth as Airborne MLMS 1 and 2, respectively. Each system has one LiDAR unit integrated with a GNSS/INS unit for direct georeferencing. The airborne MLMS 1 is equipped with a Velodyne VLP32C LiDAR unit, which consists of 32 radially oriented laser rangefinders, whereas the airborne MLMS 2 has a Velodyne VLP16 Puck Lite LiDAR unit, which has 16 radially oriented laser beams. The manufacturer specifications for each of these LiDAR units are listed in Table 1 [34,35]. Each of the systems consists of an APX-15 UAV V3 GNSS/INS unit, which has a post-processing positional accuracy of 2 to 5 cm, 0.025° accuracy for the roll/pitch angles, and 0.08° accuracy for the heading [36]. In order to generate a point cloud from these airborne systems, the maximum reconstruction range was set to 70 m and the FOV for reconstruction across the flying direction was ±70°. Based on the aforementioned individual sensor accuracies and reconstruction parameters, we could estimate the resultant accuracy of point positioning for such a system using the LiDAR Error Propagation Calculator.
developed by Habib et al. [37]. For a flying height of 50 m, the point positioning accuracy was found to be around 5 to 6 cm in the horizontal and vertical directions at nadir. At the edge of the swath, the horizontal accuracy would be about 8 to 9 cm and the vertical accuracy would be 5 to 6 cm.

Apart from the system components for the two airborne MLMS, another difference lies in the relative orientation in which the LiDAR unit is mounted with respect to the GNSS/IMU body frame for the two systems. The nominal boresight angles relating the LiDAR unit and GNSS/IMU body frame in airborne MLMS 1 are 90°, 90°, and 0° for the roll, pitch, and heading angles, respectively, and those for airborne MLMS 2 are 90°, −90°, and 0°, respectively. One should note that these nominal values indicate that both systems will have a gimbal lock during boresight calibration due to a secondary rotation of ±90°. As suggested by Ravi et al. [33], such a gimbal lock problem can be mitigated by introducing a virtual laser unit coordinate frame (Lu′) approximately aligned with the IMU body frame and thereafter estimating the boresight angles relating the virtual frame and IMU body frame during calibration. The discussed coordinate systems (original and virtual laser unit coordinate frames and IMU body frame) are shown in Figure 1.

A 3D point cloud of the calibration test field used for airborne MLMS in this study is shown in Figure 2a (colored by height), along with the flight lines configuration (also colored by height with increasing height from black to white). The test field consisted of 16 highly reflective sign board targets laid on the ground along with 5 hut-shaped targets. The east side of the test field has a building, which is about 12 m high with a gable roof, while the west side is covered by vegetation. Figure 2b also shows zoomed-in images of a few of the reflective and hut-shaped targets deployed in the field. These targets are not required for the proposed profile-based calibration strategy. However, they are deployed in the field in order to be used to conduct the manually-assisted feature-based calibration strategy proposed by Ravi et al. [33], the results from which were to validate the accuracy of fully automated
profile-based calibration strategy. One should note that the test field was similar for both UAV systems, with minor variations in the distance between the deployed targets. As shown in Figure 2c, the flight configuration for both systems consisted of 18 tracks at three different flying heights and different lateral separation. There were six tracks flown at 15 m height, another six tracks at 25 m, and six more at 45 m height. Each set of six tracks at a given flying height was comprised of three laterally separated pairs of flight lines in opposite directions.

![Figure 2](image_url)

**Figure 2.** Calibration test field and flight line configuration for airborne MLMS: (a) 3D point cloud and flight lines colored by height; (b) Close-up RGB image of reflective and hut-shaped targets; (c) Perspective view of flight line configuration colored by height.

### 2.2. Terrestrial MLMS

The terrestrial mobile mapping system used in this research (shown in Figure 3) consisted of four LiDAR units (three Velodyne HDL32E and one Velodyne VLP-16 Puck Hi-Res) along with an Applanix POSLV 220 GNSS/INS unit for direct georeferencing. The individual sensor specifications for the onboard LiDAR units are listed in Table 2 [38,39]. Following GNSS/INS post-processing, the
POSLV 220 can attain an accuracy of less than 2 cm in position, and an accuracy of 0.02° and 0.025° in the roll/pitch and heading, respectively [40]. Based on the manufacturer’s specifications for sensor accuracies, we were able to derive the expected accuracy for the computed mapping frame coordinates using the LiDAR Error Propagation calculator developed by Habib et al. [37]. The calculator suggested an expected accuracy of about 2–4 cm at a range of 30 m.

![Figure 3. Terrestrial MLMS used in this study.](image)

**Table 2.** Sensor specifications for LiDAR units onboard the terrestrial MLMS: Velodyne HDL32E and VLP16 Puck Hi-Res.

|                     | HDL32E          | VLP16 Puck Hi-Res |
|---------------------|-----------------|------------------|
| No. of laser beams  | 32              | 16               |
| Maximum range       | 70 m            | 100 m            |
| Range accuracy      | ± 2 cm          | ± 3 cm           |
| Horizontal FOV      | 360°            | 360°             |
| Vertical FOV        | 41.34° (−30.67° to +10.67°) | 20° (−10° to +10°) |
| Minimum angular resolution (vertical) | 1.33° | 1.33° |
| Horizontal angular resolution | 0.16° | 0.1° to 0.4° |
| Point capture rate (single return mode) | 700,000 points per second | 300,000 points per second |

A 3D point cloud view and an aerial satellite view (Google Maps) of the calibration test field used for the terrestrial MLMS in this study is shown in Figure 4a,b, respectively. The test field was a residential area with multiple houses lined up on both sides of the street. The drive-run configuration is overlaid on Figure 4a in white showing the four tracks—two opposite drive-runs oriented in the N–S direction and two more with the E–W orientation.
3. Methodology

As mentioned earlier, this study proposes a calibration technique that can accurately estimate the mounting parameters, i.e., the lever-arm and boresight angles, relating the onboard LiDAR units to the GNSS/IMU position and orientation system. Inaccurate estimates of mounting parameters will result in a discrepancy between point clouds for the same area captured from different sensors along different drive-runs/flight lines. The conceptual basis of calibrating an MLMS is to minimize the above-mentioned discrepancy between point clouds. One should note that, hereafter in this paper, the point cloud captured by a single LiDAR unit in a given drive-run/flight line is regarded as an individual track. So, given the number of onboard sensors \( n_{\text{sensors}} \) and number of drive-runs/flight lines \( n_{\text{drive-run}} \cdot n_{\text{flight line}} \), there will be a total of \( n_{\text{sensors}} \cdot n_{\text{drive-run}} \cdot n_{\text{flight line}} \) tracks, which will be used in the system calibration strategy.

There are two major components associated with the development of any calibration strategy: (1) definition of an optimal set of calibration primitives and drive-run/flight line configuration, and (2) development of a point-pairing strategy along with an optimization function for calibration. Ravi et al. [32,33] conducted a theoretical bias impact analysis for terrestrial and airborne MLMS to suggest an optimal track and calibration primitive configuration. Their study recommended to include calibration primitives that provide variability in three-dimensional coordinates of constituent points with respect...
to the tracks capturing these primitives to ensure sufficient control for an accurate calibration. In this study, we propose an automated targetless calibration procedure using thinly sliced profiles oriented along and across the flight/driving direction as the calibration primitives. A flowchart of the proposed methodology is shown in Figure 5.

Here, the first challenge was to develop a strategy to extract an optimal set of profiles that would ensure sufficient control along the X, Y, and Z directions for an accurate estimation of the mounting parameters. In keeping with the findings of the aforementioned work, we developed an automated two-step profile extraction strategy, shown in Block 1 of the flowchart in Figure 5.

1. Template Profile Selection: We inspected all the tracks to identify and extract template profiles, i.e., the ones that were comprised of multiple linear segments with sufficient angular variability of the fitted lines.
2. Matching Profile Identification: Next, the selected template profiles were used to automatically identify their corresponding matches in the remaining tracks (drive-runs/flight lines and sensors) using a height map correlation-based strategy.

Finally, a point-pairing scheme was proposed for the extracted template and matched profiles from different tracks and an optimization function was developed to estimate the system calibration parameters—i.e., lever-arm and boresight angles for all the LiDAR units onboard the mobile
system—that minimized the discrepancy between the generated point pairs, as shown in Block 2 of the flowchart. In this section, we discuss the profile-based calibration strategy in detail, starting with the introduction of the mathematical model for point positioning in systems equipped with spinning multi-beam LiDAR units. Then, we describe the automated profile extraction strategy consisting of template profile selection and profile matching, followed by the point pairing scheme and optimization function that constitute the profile-based calibration strategy for a generic MLMS equipped with several spinning multi-beam LiDAR units.

3.1. Mathematical Model for LiDAR Point Positioning

A given point, \( I \), acquired from an MLMS can be reconstructed in the mapping coordinate system using Equation (1), which is graphically illustrated in Figure 6. The reconstruction is done by applying a coordinate transformation based on the relationship between the laser unit frame, IMU body frame, and the mapping frame. For the laser unit frame, the origin is defined at the laser beams firing point and the z-axis is along the axis of rotation of the laser unit. For a spinning multi-beam LiDAR unit, each laser beam is fired at a fixed vertical angle, \( \beta \); the horizontal angle, \( \alpha \), is determined based on the rotation of the unit; and the range, \( \rho \), is defined by the distance between the firing point and its footprint. So, the coordinates of the 3D point, \( I \), captured by the \( j \)th laser beam relative to the laser unit coordinate system, \( r_{Lu}^{I(t)}(j) \), is defined by Equation (2). The laser unit frame is related to the IMU body frame by a rigidly defined lever arm, \( R_{Lu}^b \), and boresight matrix, \( R_{Lu}^b \). The GNSS/INS integration provides the time dependent position, \( \rho(t) \), and rotation, \( \alpha(t) \) and \( \beta(t) \), relating the IMU body frame and mapping coordinate systems.

\[
I^m = I^m_b + R_{Lu}^m R_{Lu}^b r_{Lu}^{I(t)}(j), \quad (1)
\]

\[
r_{Lu}^{I(t)}(j) = \begin{bmatrix} x \\ y \\ z \end{bmatrix} = \begin{bmatrix} \rho(t) \cos \beta \cos \alpha(t) \\ \rho(t) \cos \beta \sin \alpha(t) \\ \rho(t) \sin \beta \end{bmatrix}, \quad (2)
\]

![Figure 6. Illustration of point positioning for a LiDAR system.](image)

3.2. Automated Profile Extraction

In this section, we present an automated approach to extract an optimal set of thinly sliced profiles from the different tracks to be used for calibration. The conceptual basis for profile-based calibration is to use the thinly sliced profiles extracted from different tracks and treat them as two dimensional...
entities to minimize the discrepancy between them in the vertical and along profile directions. In other words, each profile will contribute to discrepancy minimization in two directions. Having stated the overview of the contribution of a profile towards calibration, we proceed to state the desired characteristics of a profile that would ensure its contribution towards establishing sufficient control in three-dimensional space for an accurate calibration.

1. Since a profile contributes towards discrepancy minimization in the vertical and profile-length directions, it should have a unique definition along these directions. This implies that profiles which are mainly constituted of points with planar neighborhoods should not be used for calibration. Rather, profiles with a majority of linear neighborhoods would facilitate an accurate point pairing for discrepancy minimization in the two aforementioned directions.

2. In order to ensure discrepancy removal in the vertical and profile-length directions, a profile should not be monotonous, i.e., there should be variability within the points constituting the profile. This criterion is ensured by selecting profiles that are comprised of multiple linear segments with sufficient angular variability of the fitted line segments.

The above two conditions constitute the basis for the development of an automated algorithm to identify and extract template profiles from one of the tracks covering the calibration test field that would be used for calibration. In the following subsections, we first develop an algorithm for automated template profile selection and extraction, followed by proposing a strategy for automated profile matching within the remaining tracks for calibration.

3.2.1. Template Profile Selection

As discussed earlier, template profiles are selected by analyzing the angular variability of individual line segments constituting the profile. The selection of template profiles from the given point clouds captured from different tracks is conducted heuristically. In other words, the entire point cloud is parsed to analyze the characteristics of candidate profiles and decide whether each profile qualifies as a template for calibration. One should note that each of the steps involved in the proposed template profile selection algorithm is illustrated using a sample 3D point cloud illustrated in Figure 7.

In order to select template profiles for calibration, we first determine the bounding box that contains the union of the point clouds captured from all the tracks, denoted henceforth as the parent bounding box, shown as the black rectangle encompassing the 3D point cloud in Figure 7. The parent bounding box is tiled using pre-defined dimensions \((L_{\text{Tile}})\), as shown in Figure 7 as white grid lines. The desired length \((L_p)\) and depth \((D_p)\) of profiles is also specified by the user and these parameters are used as the basis for extracting the profiles that will be assessed for their validity to be used as a template profile. Once the point clouds are tiled collectively, each tile corresponding to each track is processed separately to extract the best candidate template profiles along as well as across flight/driving direction.

The best profile in each direction is designated to be the one with the highest angular variability of the fitted line segments within the profile. Within each tile, a seed point for profile extraction is chosen at one of the corners of the tile to extract two profiles with the designated profile width—one along the flight/driving direction and another across the flight/driving direction—extending on either sides of the seed point to result in the desired profile length. One should note that the extracted profile points are allowed to extend beyond the tile boundaries when the seed points are located at the edges. This is done to ensure that the algorithm does not miss the extraction of a qualifying template profile that is located at the edge between two adjacent tiles. This profile extraction step is repeated by shifting the seed points throughout the tile bounds in the X and Y directions with a step size of half the designated profile length, as shown in Figure 7 by the red circles inside the top left tile. Once all the profiles within the tile are extracted, each profile is treated as a two-dimensional entity, so all the points within the profile are transformed to obtain the corresponding two-dimensional coordinates which are aligned along the vertical and profile-length directions. So, the variability of the points along the profile depth (which should be small enough to treat the profile as a 2D entity) is completely eliminated. Next, the
transformed 2D profile points undergo the first screening criterion (as stated in Section 3.2), which targets the removal of any profile that is predominantly planar, such as profiles extracted along a building wall face, since point pairings along such profiles cannot be used to minimize discrepancies in the vertical and profile-length directions. Each 2D point within the profile is labeled as linear or planar by conducting a Principal Component Analysis (PCA) [41] of its neighborhood (with a user-defined search radius determined based on the local point spacing [42]) and any profile with a majority of planar points is immediately rejected. A sample of profiles—one accepted and one rejected—using this linearity criterion is shown in Figure 8, where the blue points denote planar neighborhoods and red points denote linear neighborhoods. The retained profiles undergo further processing wherein the identified linear neighborhood points within the profile are used to conduct a 2D segmentation to cluster the points into different line segments. One should note that the line segments are tested on their lengths and the number of points to ensure that too short or sparsely populated line segments are not considered for further assessment of angular variability. One such profile is shown in Figure 9, where the black points denote the points classified as a part of planar neighborhoods (thus, not used for 2D segmentation), white points denote the points that were classified as belonging to linear neighborhoods but not included as part of any of the segmented lines due to either the sparse nature or short length of resultant line segments from such points. The rest of the points are colored according to the individual line segments they belong to. The angles subtended by the fitted line segments and the axis denoting the direction along the profile length are also computed. For the profile displayed in Figure 9, the line segments have angles of 3.08°, 89.03°, and 0.32° for blue, green, and red colored clusters, respectively. Finally, these recorded angles of each qualifying line segment within a profile are used to derive the angular variability within the profile. All the profiles oriented along the flight/driving direction within a tile are sorted based on the angular variability and the one with the highest angular variability that also exceeds a user-defined variability threshold is selected and stored as the template profile within that tile. The same is repeated to select the best profile across the flight/driving direction within the tile. One should note that within each tile, the point cloud from each of the tracks/sensors is analyzed individually and the best profile within the tile is extracted by comparing the angular variability of the profiles coming from all the tracks covering this tile. The same approach is repeated for each tile within the parent bounding box. So, we will have a maximum of two qualifying template profiles from each tile, as shown in Figure 7 as red lines within each tile with a central solid circle denoting the corresponding seed point. One should note that there might be tiles with no template profiles due to none of the candidate profiles within the tile satisfying the criteria for template profile selection. Given the heuristic approach that exhaustively searches through the entire point cloud, the resultant set of template profiles is bound to have the best possible distribution of profile orientation along and across the flight/driving direction for a given test field, as required for an accurate system calibration.
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dimensional entities to minimize the discrepancy between them in the vertical and along profile
directions. In other words, each profile will contribute to discrepancy minimization in two
directions. Having stated the overview of the contribution of a profile towards calibration, we
proceed to state the desired characteristics of a profile that would ensure its contribution
towards establishing sufficient control in three-dimensional space for an accurate calibration.

1. Since a profile contributes towards discrepancy minimization in the vertical and profile-length
directions, it should have a unique definition along these directions. This implies that profiles
which are mainly constituted of points with planar neighborhoods should not be used for
calibration. Rather, profiles with a majority of linear neighborhoods would facilitate an accurate
point pairing for discrepancy minimization in the two aforementioned directions.

2. In order to ensure discrepancy removal in the vertical and profile-length directions, a profile
should not be monotonous, i.e., there should be variability within the points constituting the
profile. This criterion is ensured by selecting profiles that are comprised of multiple linear
segments with sufficient angular variability of the fitted line segments.

The above two conditions constitute the basis for the development of an automated algorithm to
identify and extract template profiles from one of the tracks covering the calibration test field
that would be used for calibration. In the following subsections, we first develop an algorithm for
automated template profile selection and extraction, followed by proposing a strategy for
automated profile matching within the remaining tracks for calibration.

3.2.1. Template Profile Selection
As discussed earlier, template profiles are selected by analyzing the angular variability of
individual line segments constituting the profile. The selection of template profiles from the
given point clouds captured from different tracks is conducted heuristically. In other words,
the entire point cloud is parsed to analyze the characteristics of candidate profiles and decide
whether each profile qualifies as a template for calibration. One should note that each of the steps
involved in the proposed template profile selection algorithm is illustrated using a sample
3D point cloud illustrated in Figure 7. Figure 7. Illustration of template profile selection for MLMS
calibration.

Figure 7. Illustration of template profile selection for MLMS calibration.
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dimensional entities to minimize the discrepancy between them in the vertical ... belonging to a square
window around the seed point with dimensions equal to the extracted profile length \( L_p \). The

Figure 8. Illustration of sample profiles with labeled linear (red) and non-linear (blue) points:
(a) Retained profile after linearity criterion; (b) Rejected profile after linearity criterion.

Figure 8. Illustration of sample profiles with labeled linear (red) and non-linear (blue) points:
(a) Retained profile after linearity criterion; (b) Rejected profile after linearity criterion.
3.2.2. Matching Profile Identification

Once the template profiles are extracted with each template coming from a specific track (denoted henceforth as the reference track), the next step is to identify the corresponding matching profiles in the remaining (non-reference) tracks. In this research, we propose an automated profile matching technique based on height map correlation. Using the seed point for each extracted template profile as the center, a template height map is generated for points belonging to a square window around the seed point with dimensions equal to the extracted profile length \( L_p \). The generated height map is gridded into smaller cells whose dimensions are determined based on the local point spacing of the point cloud. Each cell within the template height map is assigned the 95th percentile height of all points inside the cell. Next, a larger search window with the tile dimensions used for template profile selection \( L_{\text{Tile}} \) is created around the seed point and the points from the non-reference tracks covering this window are isolated to generate a gridded search height map. Now, a moving window of size \( L_p \) is used to find the location within the search height map that has the highest correlation (more than 90%) with the previously established template height map. A highly correlated 95th percentile height map indicates the similarity of the two neighborhoods being compared. So, the central point for this highest correlation location is designated as the seed point for the matching profile within the non-reference track and is used to extract the matching profile with the same profile length and depth as the template profile. This procedure is applied to each non-reference track and for each extracted template profile to find and extract the matching profiles for calibration. A sample template profile (colored by its individual line segments) is shown in Figure 10a and the same profile along with its corresponding matches in 17 other tracks having discrepancies ranging up to 2 m are illustrated in Figure 10b, where a unique color (blue to red) is assigned to each non-reference track and the points belonging to the reference track are colored in black.

![Sample profile](image)

**Figure 9.** Sample profile with classified non-linear points (black), linear unsegmented points (white), and three individual line segments (blue, green, and red).

**Figure 10.** Sample template and matched profiles: (a) template profile colored by individual fitted lines; (b) same template profile (in black) and its matched profiles in 17 non-reference tracks (colored from blue to red).
3.3. Point Pairing Scheme and Optimization Function for Calibration

Once the template and matching profiles are extracted, the next step is to proceed with the calibration and establish a suitable point pairing scheme along with an appropriate objective function for the estimation of mounting parameters for all the LiDAR units onboard the mobile system. In order to conduct a profile-based calibration, the objective is to minimize the discrepancy between the mapping frame coordinates for all the point pairs formed between different tracks for each extracted profile. Each pairing between conjugate points will result in a random misclosure vector \( \vec{e} \), as given in Equation (3). The point pairs for each profile are formed by firstly sorting all the tracks for this profile in a decreasing order in terms of the number of points. Starting from the track with the second most number of points, each point within this track is used to find its closest counterpart in the first track, which is also closer than a pre-defined distance threshold. A similar procedure is adopted for all the tracks to pair them with the closest point found in the preceding tracks, starting with the reference one. Once the point pairs are formed for all the extracted profiles, the last step is to estimate the mounting parameters by minimizing the discrepancy between the point pair coordinates. However, one should note that the profile matching strategy proposed in Section 3.2.2 would ensure the profile uniqueness only along the profile length but not along its depth. For instance, for the hut-shaped target (approximately 0.60 m wide) shown in Figure 11a, the selected template profile is shown in red and the corresponding matched profile is shown in blue in Figure 11b,c. As evident from such illustration, the profile uniqueness is guaranteed in the vertical and profile-length directions, whereas the uniqueness cannot be ensured along the profile depth since the hut will have very similar variation for all the profiles extracted anywhere within the 0.60 m wide area of the hut-shaped target. So, in this case, non-conjugate point pairs will be formed, which will result in an additional non-random component \( \vec{D} \) in the misclosure vector, given in Equation (4). One should note that this non-random component is aligned in the profile-depth direction. So, as mentioned earlier, the objective function for calibration would aim to minimize the discrepancy between profile point pairs only in the vertical and corresponding profile-length directions. Mathematically, this could be achieved by defining a modified weight matrix \( P' \), which would nullify the non-random component of the misclosure vector, \( \vec{D} \), as given in Equation (5) [43]. From the automated profile extraction strategy, the orientation of each profile is known, denoted henceforth by \( \theta_p \), which is the angle between the profile length direction and the X-axis of the mapping frame coordinate system. Then, the rotation matrix given in Equation (6) will relate the mapping frame coordinate system \( (XYZ) \) to the profile coordinate system \( (UVW) \). Here, the \( U \)-axis is oriented along the profile length, \( V \)-axis is oriented along the profile depth, and \( W \)-axis is in the vertical direction, as shown in Figure 11b,c. The weight matrix, \( P_{XYZ} \) (which depends on the point cloud accuracy), in the mapping coordinate system is transformed to a weight matrix, \( P_{UVW} \), in the profile coordinate system according to the law of error propagation (Equation (7)). Next, the weight matrix, \( P_{UVW} \), is modified by assigning zero weights to the elements corresponding to the direction along the profile depth (Equation (8)) and the modified weight matrix, \( P'_{UVW} \), is transformed back into the mapping frame to obtain \( P'_{XYZ} \) using Equation (9). Finally, the obtained modified weight matrix is applied to the condition in Equation (4) to only retain the discrepancy between non-conjugate point pairs in the vertical and profile-length directions. The mounting parameters are estimated with the objective to minimize the resultant discrepancies between the non-conjugate point pairs. After each iteration of mounting parameters estimation, the point pairing is conducted again by identifying the closest points using the newly reconstructed point coordinates from the revised estimates of mounting parameters. The next section demonstrates the results of the proposed profile-based calibration strategy for several mobile mapping systems—both airborne and terrestrial—equipped with one or more LiDAR units.

\[
\begin{align*}
    r''_l^{m}(\text{drive-run/flight line 1}) - r''_l^{m}(\text{drive-run/flight line 2}) &= \vec{e}, \\
    r''_l^{m}(\text{drive-run/flight line 1}) - r''_l^{m}(\text{drive-run/flight line 2}) &= \vec{D} + \vec{e},
\end{align*}
\]
\[ P' \vec{D} = P' \begin{bmatrix} d_x \\ d_y \\ d_z \end{bmatrix} = 0, \quad (5) \]

\[ R_{UVW}^{XYZ} = \begin{bmatrix} \cos(\theta_p) & -\sin(\theta_p) & 0 \\ \sin(\theta_p) & \cos(\theta_p) & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad (6) \]

\[ P_{UVW} = R_{UVW}^{XYZ} P_{XYZ} R_{UVW}^{T} = \begin{bmatrix} P_U & P_{UV} & P_{UV} \\ P_{VU} & P_V & P_{VW} \\ P_{WU} & P_{WV} & P_W \end{bmatrix}, \quad (7) \]

\[ P'_{UVW} = \begin{bmatrix} P_U & 0 & P_{UV} \\ 0 & 0 & 0 \\ P_{WU} & 0 & P_W \end{bmatrix}, \quad (8) \]

\[ P'_{XYZ} = R_{XYZ}^{UVW} P_{UVW} R_{XYZ}^{T}, \quad (9) \]

\[ \text{Figure 11. Sample template and matched profiles along a hut-shaped target: (a) RGB image of hut-shaped target; (b) Top view of template (red) and matched (blue) profiles; (c) Front view of template (red) and matched (blue) profiles.} \]

4. Experimental Results and Discussion

In this section, we present the calibration results for two different UAV-based LiDAR systems (equipped with one LiDAR unit each) and one terrestrial mobile LiDAR system (equipped with four LiDAR units). For each of the systems, we evaluated the performance of the two components of the proposed profile-based calibration – (1) automated profile selection and matching results, and (2) resultant mounting parameter estimates after calibration. The automated profile selection algorithm was validated by checking the fitted line segments and their angular variation within each of the
selected profiles. Furthermore, the profile matching strategy was verified by a qualitative inspection of the matched profiles as well as the report for all the tracks where each template profile is matched. The parameters used for automated template profile selection and profile matching for the three MLMS are listed in Table 3. Owing to the similarity of the calibration test fields and flight configuration for both airborne MLMS, the same values are assigned for the different parameters used. The tile dimensions for airborne MLMS were set to 7 m since the average spacing between the different huts ranged between 6 m to 9 m; thus, a tile dimension of 7 m ensured that no two huts lie within the same tile. However, in the case of terrestrial MLMS where the test site covered a large area with a vast collection of similar-looking entities (in this case, houses lined up on either side of the road), the tile size was increased to 20 m to avoid redundant profiles for calibration. The profile length was set to 2 m for both airborne MLMS, which was chosen based on the calibration test field such that there would be sufficient angular variability within the total length of the extracted profile. In the case of terrestrial MLMS, the profile length was increased to 10 m, which would result in profiles spanning the road surface to building roof. The profile depth should be a small value in order to ensure that the resultant extracted profile is thin enough to be treated as a two-dimensional entity for calibration. Another criterion for choosing profile depth is to ensure a unique definition of the profile in the vertical and profile-length directions and minimum variability in the profile-depth direction. In this research, a profile depth of 0.10 m was chosen for airborne and terrestrial MLMS. The chosen value for profile depth applied to all the MLMS, even though the VLP16 has a higher local point spacing than VLP32C/HDL32E. This is due to the fact that the local point spacing was less than 0.10 m for all the sensors, thus ensuring that there were sufficient points within the extracted profile to define it uniquely in the vertical and profile-length directions. Moreover, the terrain of the calibration test fields ensured that there was negligible variability within 0.10 m along the profile-depth direction. One should note that the calibration results are not sensitive to the profile depth or profile length thresholds and these can be approximated based on the characteristics of the calibration test field and local point spacing. Finally, any profile with an angular variance greater than 45° was extracted as a template. For profile matching, the template and search height map cell size was set to 0.20 m based on the local point spacing and the height map correlation threshold was set to 90%, i.e., any profile was deemed as a match to the corresponding template profile if the correlation between template and search height maps was more than 90%.

**Table 3.** Parameters and thresholds used for automated profile extraction.

|                          | Airborne MLMS 1 | Airborne MLMS 2 | Terrestrial MLMS |
|--------------------------|-----------------|-----------------|------------------|
| **Template Profile Selection** |                 |                 |                  |
| Tile dimensions ($L_{tile}$) | 7 m × 7 m       | 20 m × 20 m     |                  |
| Profile length ($L_p$) | 2 m             | 10 m            |                  |
| Profile depth ($D_p$) |                  | 0.10 m          |                  |
| Angular variance threshold |                 | 45°             |                  |
| **Matching Profile Identification** |                 |                 |                  |
| Height map cell size | 0.20 m × 0.20 m |                 |                  |
| Height map correlation threshold |                 |                  | 90%              |

The extracted template and matched profiles were used for calibrating the different MLMS using the proposed profile-based calibration strategy, whose results are validated using the following criteria:

1. Square root of aposteriori variance factor ($\hat{\sigma}_0$) after calibration, which was used as a representative of the discrepancy between the established point pairs.
2. Standard deviation of the estimated parameters, which was expected to indicate the respective confidence intervals.

3. Qualitative assessment based on the alignment between profiles from different tracks (drive-runs/flight lines and sensors) before and after calibration, which would also be reflected by the a posteriori variance factor.

A previous study by Ravi et al. [32,33] proposed a manually assisted feature-based calibration strategy for MLMS and proved its ability to attain the best possible accuracy in keeping with the manufacturer’s specifications for the onboard sensors. Therefore, in addition to conducting a profile-based calibration, all the systems were also calibrated using the existing manually assisted feature-based calibration technique. Several planar features, such as highly reflective sign boards, hut facades, building facades, roof patches, and ground patches, were manually extracted within each of the calibration test fields in order to conduct the feature-based calibration. A comparative analysis of the two calibration approaches was conducted based on the following criteria:

1. Similarity of $\hat{\sigma}_0$ and standard deviation of the estimated parameters from the two approaches.
2. Similarity of estimated mounting parameters from the two calibration strategies by assessing their impact on the reconstructed profiles while considering the expected point positioning accuracy. This similarity was qualitatively and quantitatively evaluated as follows:
   
   - Qualitative evaluation: visual assessment of the alignment between the reconstructed profile points using parameters from the two calibration strategies.
   - Quantitative evaluation: difference in 3D mapping frame coordinates (using Equation (1)) of points computed based on the different calibration parameters.

In the following subsections, we provide detailed results for the extracted template profiles, profile matching, and qualitative and quantitative evaluation of calibration results for the three MLMS.

4.1. Airborne MLMS 1

The automated template profile selection resulted in a total of 23 template profiles being extracted in the calibration test field for the airborne MLMS 1 and these are shown in Figure 12, where each template profile is colored by its individual fitted line segments. The resultant angular variation of the fitted line segments within the template profiles are listed in Table 4. Proceeding further, the template profiles were matched to find corresponding matching profiles in the remaining tracks, which were used for point pairing and subsequent system calibration. The overall layout of all the automatically extracted template and matched profiles in the calibration test field is shown in Figure 13. The figure displays the profile IDs along with the track in which the corresponding template profile was selected. The matched profiles (including the template) for the 23 extracted profiles are shown individually in Figure 14, where each profile is colored according to the track in which it was captured. One should note that the observed discrepancy between different tracks using the manually measured initial approximations of the mounting parameters ranged up to 2 m in the horizontal directions and up to 0.50 m in the vertical direction. Table 5 shows a list of all tracks in which each profile was extracted, where the track corresponding to template profile is highlighted in yellow. The automatically extracted template and matched profiles are used to perform a system calibration using the proposed point pairing scheme to minimize the discrepancy between the profiles captured from different flight lines. The manually measured initial approximations, profile-based calibration results, and feature-based calibration results for the mounting parameters are listed in Table 6 along with the standard deviations for each of the parameters as obtained from profile-based and feature-based calibrations.
The automated template profile selection resulted in a total of 23 template profiles being extracted in the calibration test field for the airborne MLMS 1 and these are shown in Figure 12, where each template profile is colored by its individual fitted line segments. The resultant angular variation of the fitted line segments within the template profiles are listed in Table 4. Proceeding further, the template profiles were matched to find corresponding matching profiles in the remaining tracks, which were used for point pairing and subsequent system calibration. The overall layout of all the automatically extracted template and matched profiles in the calibration test field is shown in Figure 13. The figure displays the profile IDs along with the track in which the corresponding template profile was selected. The matched profiles (including the template) for the 23 extracted profiles are shown individually in Figure 14, where each profile is colored according to the track in which it was captured. One should note that the observed discrepancy between different tracks using the manually measured initial approximations of the mounting parameters ranged up to 2 m in the horizontal directions and up to 0.50 m in the vertical direction. Table 5 shows a list of all tracks in which each profile was extracted, where the track corresponding to template profile is highlighted in yellow. The automatically extracted template and matched profiles are used to perform a system calibration using the proposed point pairing scheme to minimize the discrepancy between the profiles captured from different flight lines. The manually measured initial approximations, profile-based calibration results, and feature-based calibration results for the mounting parameters are listed in Table 6 along with the standard deviations for each of the parameters as obtained from profile-based and feature-based calibrations.

**Figure 12.** Airborne MLMS 1: template profiles colored by individual line segments.
Table 4. Airborne MLMS 1: angular variation of fitted line segments within selected template profiles.

| Profile ID | Angular Variance | Profile ID | Angular Variance |
|------------|------------------|------------|------------------|
| P0         | 130°             | P12        | 54°              |
| P1         | 122°             | P13        | 49°              |
| P2         | 103°             | P14        | 46°              |
| P3         | 84°              | P15        | 64°              |
| P4         | 80°              | P16        | 61°              |
| P5         | 76°              | P17        | 59°              |
| P6         | 75°              | P18        | 59°              |
| P7         | 62°              | P19        | 55°              |
| P8         | 60°              | P20        | 55°              |
| P9         | 57°              | P21        | 55°              |
| P10        | 55°              | P22        | 46°              |
| P11        | 54°              |            |                  |

Figure 13. Airborne MLMS 1: extracted template and matched profiles with profile IDs and reference track number.

Figure 14. Cont.
Figure 14. Airborne MLMS 1: automatically extracted template and matched profiles, where each profile is colored by the track in which it was captured (discrepancy ≈ 2 m).
Table 5. Airborne MLMS 1: List of tracks (flight lines or sensors) in which each profile was extracted. The track corresponding to template profile is highlighted in yellow

| Profile ID | T-1 | T-2 | T-3 | T-4 | T-5 | T-6 | T-7 | T-8 | T-9 | T-10 | T-11 | T-12 | T-13 | T-14 | T-15 | T-16 | T-17 | T-18 |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|------|------|------|------|------|------|------|------|
| P0        | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P1        | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P2        | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P3        | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P4        | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P5        | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P6        | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P7        | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P8        | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P9        | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P10       | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P11       | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P12       | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P13       | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P14       | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P15       | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P16       | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P17       | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P18       | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P19       | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P20       | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P21       | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |
| P22       | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    | ✔    |

Table 6. Parameters and thresholds used for automated profile extraction.

|                     | VLP32C | \( \sigma_0 \) (m) | \( \Delta X \) (m) | \( \Delta Y \) (m) | \( \Delta Z \) (m) | \( \Delta \omega \) (°) | \( \Delta \phi \) (°) | \( \Delta \kappa \) (°) |
|---------------------|--------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| Initial Approx.      |        | 0.06               | 0.03                | 0                   | -1                  | 0                   | 0                   | 0                   |
| Profile-based        |        |                     |                     |                     |                     |                     |                     |                     |
| Parameters          | 0.0177 | 0.0308              | 0.0210              | 0                   | -1.5702             | -0.1428             | 0.2371              |                     |
| Std. Dev.           |        | ±0.0105             | ±0.0076             | Fixed               | ±0.0102             | ±0.0168             | ±0.0233             |                     |
| Feature-based       |        |                     |                     |                     |                     |                     |                     |                     |
| Parameters          | 0.0220 | 0.0537              | 0.0274              | 0                   | -1.5920             | -0.2417             | 0.3372              |                     |
| Std. Dev.           |        | ±0.0122             | ±0.0100             | Fixed               | ±0.0135             | ±0.0203             | ±0.0290             |                     |

The calibration results were evaluated qualitatively and quantitatively based on the previously mentioned criteria. Figure 15 shows the reconstructed profiles before and after profile-based calibration, where each of the profiles are colored by the track in which they were captured. It can be seen that the alignment between different profiles exhibits significant improvement after calibration for all the profiles, which is also reflected by the \( \sigma_0 \) value of 1.77 cm listed in Table 6. The ability of the proposed profile-based calibration technique to reduce the misalignment from about 2 m to less than 2 cm proves its feasibility for cases where the initial approximations of the mounting parameters are significantly different from the true values. The \( \sigma_0 \) value for manually-assisted feature-based calibration is 2.20 cm and the standard deviations of the estimated parameters from the two calibration approaches are similar, which indicates that the two approaches perform at par in terms of the resultant
alignment after calibration as well as the confidence interval of the estimated parameters. The profiles are reconstructed using the mounting parameters from the two different calibration approaches and are shown in Figure 16, where the points in blue and red are reconstructed using profile-based and feature-based calibration results, respectively. Figure 16 indicates that the mapping frame coordinates derived from the two sets of mounting parameters are similar for all the profiles. Table 7 shows the resultant mean, standard deviation, and root mean squared error values for the difference between mapping frame coordinates (X, Y, and Z) derived using the estimated mounting parameters from both calibration strategies. The differences in mapping frame coordinates can be observed to lie in the range of 1 to 5 cm, which is less than the expected point positioning accuracy of ±8–9 cm based on the individual accuracies of the involved sensors and reconstruction parameters (such as range and horizontal FOV of reconstruction). Since the accuracy of feature-based calibration strategy is already proven in prior work, the difference of 1 to 5 cm in the mapping frame coordinates derived using profile-based and feature-based calibration strategies validates the accuracy of the proposed calibration procedure.
Figure 15. Cont.
Figure 15. Airborne MLMS 1: alignment between the profiles (colored by tracks) before and after profile-based calibration ($\sigma_0 = 1.77$ cm).

Figure 16. Cont.
4.2. Airborne MLMS 2

There were a total of 19 template profiles extracted in the calibration test field for the airborne MLMS 2. Since the test field was similar to the one used for airborne MLMS 1, only four out of the nineteen profiles were used for qualitative assessment of the results from each step within profile-based calibration. The chosen subset of profiles includes one along the wall of a building, two profiles over hut-shaped targets (one oriented along and another across the flying direction), and the last profile along a pole in the test area. These four profiles are shown individually in Figure 17, where each template profile is colored by its fitted line segments. One should note that the point cloud from airborne MLMS 2 (VLP16 Puck Lite) has a lower point density compared to that from airborne MLMS 1 (VLP32C), but as stated earlier, the chosen profile depth of 0.10 m is sufficient to extract points.
that define the profile uniquely in the vertical and profile-length directions. The resultant angular variation of the fitted line segments within each profile is listed in Table 8. Next, the template profiles were matched to find corresponding profiles in the remaining tracks. The overall layout of all the automatically extracted template and matched profiles in the calibration test field is shown in Figure 18 along with the profile ID and reference track ID for each profile. The matched profiles (including the template) for the subset of extracted profiles are shown individually in Figure 19, where each profile is colored by the track in which it was captured. The misalignment between the different tracks due to initial approximations of the mounting parameters ranges up to 3 m in the horizontal directions and about 0.50 m in the vertical direction. Table 9 shows all the tracks where each profile has been extracted, with the track corresponding to the template profile highlighted in yellow. The automatically extracted template and matched profiles were used to perform a system calibration. The manually measured initial approximations, profile-based calibration results, and feature-based calibration results for the mounting parameters are listed in Table 10, along with their respective standard deviations.

![Figure 17](image_url)

**Figure 17.** Airborne MLMS 2: sample template profiles colored by individual line segments.

**Table 8.** Airborne MLMS 2: angular variation of fitted line segments within selected template profiles.

| Profile ID | Angular Variance |
|------------|------------------|
| P0         | 144°             |
| P1         | 125°             |
| P2         | 121°             |
| P3         | 116°             |
| P4         | 111°             |
| P5         | 89°              |
| P6         | 72°              |
| P7         | 66°              |
| P8         | 63°              |
| P9         | 60°              |
| P10        | 59°              |
| P11        | 56°              |
| P12        | 65°              |
| P13        | 64°              |
| P14        | 61°              |
| P15        | 61°              |
| P16        | 55°              |
| P17        | 50°              |
| P18        | 45°              |
Figure 18. Airborne MLMS 2: extracted template and matched profiles with profile IDs and reference track number.

Figure 19. Airborne MLMS 2: automatically extracted template and matched sample profiles, where each profile is colored by the track in which it was captured (discrepancy between tracks ≈ 3 m).
Table 9. Airborne MLMS 2: list of tracks (flight lines or sensors) in which each profile has been extracted. The track corresponding to the template profile highlighted in yellow.

| Profile ID | T-1 | T-2 | T-3 | T-4 | T-5 | T-6 | T-7 | T-8 | T-9 | T-10 | T-11 | T-12 | T-13 | T-14 | T-15 | T-16 | T-17 | T-18 |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|------|------|------|------|------|------|------|------|
| P0         |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P1         |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P2         |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P3         |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P4         |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P5         |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P6         |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P7         |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P8         |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P9         |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P10        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P11        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P12        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P13        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P14        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P15        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P16        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P17        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| P18        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |

Table 10. Airborne MLMS 2: manually measured initial approximations, profile-based calibration results, feature-based calibration results, and standard deviation of estimates for the mounting parameters for all the sensors.

| VLP16 Puck Lite | $\hat{\sigma}_0$ (m) | $\Delta X$ (m) | $\Delta Y$ (m) | $\Delta Z$ (m) | $\Delta \omega$ (°) | $\Delta \phi$ (°) | $\Delta \kappa$ (°) |
|-----------------|----------------------|----------------|----------------|-----------------|-------------------|------------------|-------------------|
| Initial Approx.  | -0.15                | 0.03           | 0              | 0               | 1.0421            | 0.1130           | -0.0229           |
| Profile-based    | Parameters           | 0.0198         | -0.1382        | 0.0263          | 0                 | 1.1448           | -0.0124           |
| Std. Dev.        |                      | ±0.0119        | ±0.0092        | Fixed           | ±0.0132           | ±0.0206          | ±0.0253           |
| Feature-based    | Parameters           | 0.0233         | -0.1245        | 0.0478          | 0                 | 1.1148           | -0.0746           |
| Std. Dev.        |                      | ±0.0122        | ±0.0079        | Fixed           | ±0.0112           | ±0.0196          | ±0.0215           |

The resultant sample profiles before and after calibration are depicted in Figure 20, indicating a significant improvement in the alignment between different tracks for each of the profiles. The quality of alignment is also reflected by the $\hat{\sigma}_0$ value of 1.98 cm listed in Table 10. In other words, the proposed calibration strategy reduces the misalignment from approximately 3 m to less than 2 cm. The $\hat{\sigma}_0$ value of 2.33 cm for feature-based calibration and the similarity in standard deviations of the estimated parameters from the two calibration approaches indicate the compliance of the results from the two approaches in terms of the alignment after calibration as well as the confidence interval of estimated parameters. Figure 21 shows the qualitative comparison for each of the sample profiles reconstructed using the mounting parameters from the two different calibration strategies (blue denotes the reconstruction after profile-based calibration and red denotes the same for feature-based calibration). Table 11 lists the mean, standard deviation and RMSE of differences between the mapping frame coordinates of all the profile points as reconstructed using the estimated mounting parameters from the two calibration strategies. Again, the differences are observed to lie in the range of 0.5 to 3
cm, which is less than the expected point positioning accuracy of ±8.9 cm based on the individual accuracies of the involved sensors and reconstruction parameters. This again validates the accuracy of the profile-based calibration based on its comparison with the previously established feature-based calibration strategy.

**Figure 20.** Airborne MLMS 2: Alignment between the sample profiles (colored by tracks) before and after profile-based calibration ($\sigma_0 = 1.98$ cm).

**Figure 21.** Airborne MLMS 2: Sample profiles reconstructed from profile-based (blue) and feature-based (red) calibration results.
Table 11. Airborne MLMS 2: comparison between mapping frame coordinates of profile points derived using profile-based and feature-based calibration parameters (No. of points = 166,604).

|        | ΔX (m) | ΔY (m) | ΔZ (m) |
|--------|--------|--------|--------|
| Mean   | -0.0006 | 0.0011 | 0.0018 |
| Std. Dev. | 0.0127 | 0.0063 | 0.0291 |
| RMSE   | 0.0127 | 0.0064 | 0.0292 |

4.3. Terrestrial MLMS

There were a total of 11 template profiles extracted in the calibration test field for this system, as shown individually in Figure 22, where each template profile is colored by its fitted line segments. The resultant angular variation of the fitted line segments within each profile is listed in Table 12. Next, the template profiles were matched to find corresponding profiles in the remaining tracks. One should note that there were four LiDAR units mounted on the terrestrial MLMS, each capturing point clouds from four drive-runs, so there was a total of sixteen tracks used for calibration. The overall layout of all the extracted template and matched profiles is shown in Figure 23. The matched profiles (including the template) for a sample of extracted profiles are shown in Figure 24, where each profile is colored by the track in which it was captured. The initial misalignment between different tracks before calibration is observed to be about 1 m in the horizontal and vertical directions. Table 13 depicts all the tracks in which each profile was identified and extracted with the track corresponding to template profile highlighted in yellow. The extracted template and matched profiles were used to perform a system calibration and the manually measured initial approximations, profile-based calibration results, and feature-based calibration results for the mounting parameters are listed in Table 14 along with the respective standard deviations.

Figure 22. Terrestrial MLMS: Template profiles colored by individual line segments.
Table 12. Terrestrial MLMS: Angular variation of fitted line segments within selected template profiles.

| Profile ID | Angular Variance |
|------------|------------------|
| P1         | 88°              |
| P2         | 63°              |
| P3         | 55°              |
| P4         | 110°             |
| P5         | 90°              |
| P6         | 89°              |
| P7         | 88°              |
| P8         | 79°              |
| P9         | 79°              |
| P10        | 56°              |
| P11        | 46°              |
| P15        | 61°              |

Figure 23. Terrestrial MLMS: Extracted template and matched profiles with profile IDs and reference track number.

Figure 24. Terrestrial MLMS: Automatically extracted template and matched sample profiles, where each profile is colored by the track in which it was captured (discrepancy ≈ 1 m).
Table 13. Terrestrial MLMS: List of tracks (drive-runs or sensors) in which each profile has been extracted. All the tracks in which each profile was identified and extracted with the track corresponding to template profile highlighted in yellow.

| Profile ID | HDL32E1R | HDL32E2L | HDL32E3F | VLP161F |
|------------|----------|----------|----------|---------|
| P1         | ✓        |          |          | ✓       |
| P2         | ✓        |          |          | ✓       |
| P3         | ✓        | ✓        |          | ✓       |
| P4         | ✓        | ✓        |          | ✓       |
| P5         | ✓        |          |          | ✓       |
| P6         | ✓        |          |          | ✓       |
| P7         | ✓        | ✓        |          | ✓       |
| P8         | ✓        |          |          | ✓       |
| P9         | ✓        |          |          | ✓       |
| P10        | ✓        |          |          | ✓       |
| P11        | ✓        | ✓        |          | ✓       |

Table 14. Terrestrial MLMS: Manually measured initial approximations, profile-based calibration results, feature-based calibration results, and standard deviation of estimates for the mounting parameters for all the sensors.

|                | HDL32E1R | HDL32E2L | HDL32E3F | VLP161F |
|----------------|----------|----------|----------|---------|
| **Initial Approx.** | | | | |
| Parameters | 0.0172 | | | |
| Std. Dev. | ±0.0127 | ±0.0100 | Fixed | ±0.0237 | ±0.0250 | ±0.0268 |
| **Feature-based** | | | | |
| Parameters | 0.0157 | | | |
| Std. Dev. | ±0.0070 | ±0.0060 | Fixed | ±0.0105 | ±0.0130 | ±0.0118 |
| HDL32E2L | | | | |
| **Initial Approx.** | | | | |
| Parameters | 0.0172 | | | |
| Std. Dev. | ±0.0125 | ±0.0092 | ±0.0094 | ±0.0234 | ±0.0247 | ±0.0259 |
| **Feature-based** | | | | |
| Parameters | 0.0157 | | | |
| Std. Dev. | ±0.0065 | ±0.0053 | ±0.0051 | ±0.0100 | ±0.0121 | ±0.0112 |
| HDL32E3F | | | | |
| **Initial Approx.** | | | | |
| Parameters | 0.0172 | | | |
| Std. Dev. | ±0.0105 | ±0.0089 | ±0.0100 | ±0.0204 | ±0.0202 | ±0.0239 |
| **Feature-based** | | | | |
| Parameters | 0.0157 | | | |
| Std. Dev. | ±0.0069 | ±0.0057 | ±0.0054 | ±0.0106 | ±0.0123 | ±0.0112 |
| VLP161F | | | | |
| **Initial Approx.** | | | | |
| Parameters | 0.0172 | | | |
| Std. Dev. | ±0.0181 | ±0.0134 | ±0.0131 | ±0.0279 | ±0.0322 | ±0.0340 |
| **Feature-based** | | | | |
| Parameters | 0.0157 | | | |
| Std. Dev. | ±0.0087 | ±0.0058 | ±0.0059 | ±0.0117 | ±0.1137 | ±0.0123 |
The resultant profiles before and after calibration are depicted in Figure 25, which indicates a significant improvement in the alignment between different tracks for each of the profiles, also reflected by the $\hat{\sigma}_0$ value of 1.72 cm. In other words, the profile-based calibration succeeds in reducing the misalignment from 1 m to less than 2 cm. Again, the similarity in the standard deviations of the estimated parameters from the two calibration strategies along with the $\hat{\sigma}_0$ value of 1.57 cm for feature-based calibration indicate that the two approaches attain similar resultant alignment and confidence intervals for the estimated parameters after calibration. The qualitative comparison between the mounting parameters estimated from profile-based and feature-based calibration strategies are shown for some sample profiles in Figure 26, wherein the points in blue are reconstructed using the parameters from profile-based calibration and those in red are the same points reconstructed using the mounting parameters derived from feature-based calibration. Table 15 lists the mean, standard deviation and RMSE of differences between the mapping frame coordinates of all the profile points as reconstructed from the mounting parameters derived using the two different calibration strategies. Here, the differences between the mapping coordinates derived from the two sets of mounting parameters is observed to be less than 2 cm, thus in coherence with the expected point positioning accuracy of 2–4 cm based on the manufacturer’s specifications for the sensor accuracies. As observed earlier for the airborne mobile mapping systems, it can be seen that the results from profile-based calibration for terrestrial systems with multiple LiDAR units are also consistent with the corresponding feature-based calibration results.

![Figure 25](image-url)
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Figure 25. Terrestrial MLMS: Alignment between the profiles (colored by tracks) before and after profile-based calibration ($\hat{\sigma}_0 = 1.72$ cm).
5. Conclusions and Recommendations for Future Research

In this paper, we presented a novel approach for a fully automated system calibration procedure that does not rely on specially designed targets or a manual feature extraction procedure. Instead, we propose a profile-based calibration technique wherein thin profiles are automatically selected and extracted from the point clouds based on a two-dimensional linear segmentation within the profile and the resultant angular variability of the fitted lines. Moreover, the selected template profiles are used to find their corresponding profiles in the remaining tracks using a height map correlation-based matching strategy. The extracted template and matched profiles are then used for performing the LiDAR system calibration by pairing points within the profile coming from different drive-runs/flight lines and/or sensors and minimizing the discrepancy between the point pair coordinates in the vertical and profile-length directions. Finally, the proposed fully automated calibration technique was experimentally validated using two different airborne systems with a single LiDAR unit and a terrestrial system with four LiDAR units.

The proposed strategy was seen to reduce the misalignment between different tracks from approximately 2 to 3 m before calibration down to less than 2 cm after calibration for airborne as well as terrestrial MLMS. These results emphasize the achievable relative accuracy of the proposed strategy capability along with its ability to derive accurate estimates of mounting parameters even on starting from significantly different initial approximations. Furthermore, the accuracy of the obtained results was also verified by comparing them with results from a previously proven manually assisted feature-based calibration strategy. The quantitative difference between the two approaches derived on the basis of the comparison of mapping frame coordinates was found to be in the range
of 1 to 5 cm for airborne MLMS and 0.5 to 3 cm for terrestrial MLMS. Both of these values indicate that the two calibration approaches have a similar performance within the range of expected point positioning accuracy derived based on the sensor specifications. Therefore, the fully automated targetless profile-based calibration strategy proposed in this paper is proven in terms of its feasibility and achieved accuracy for airborne as well as terrestrial mobile mapping systems equipped with one or more 3D LiDAR units.

Future research in this area will focus on evaluating the applicability of the proposed profile-based calibration technique for systems equipped with 2D LiDAR units. Moreover, the proposed approach will be extended to suggest a similar fully automated calibration technique for the simultaneous calibration of cameras and LiDAR units onboard a mobile mapping system.
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