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ABSTRACT. To each hyperbolic Landau level of the Poincaré disc is attached a generalized negative binomial distribution. In this paper, we compute the moment generating function of this distribution and supply its decomposition as a perturbation of the negative binomial distribution by a finitely-supported measure. Using the Mandel parameter, we also discuss the nonclassical nature of the associated coherent states. Next, we determine the Lévy-Kintchine decomposition its characteristic function when the latter does not vanish and deduce that it is quasi-infinitely divisible except for the lowest hyperbolic Landau level corresponding to the negative binomial distribution. By considering the total variation of the obtained quasi-Lévy measure, we introduce a new infinitely-divisible distribution for which we derive the characteristic function.

1. INTRODUCTION

The negative binomial coherent states (NBCS) were constructed in [5] in a standard fashion from the negative binomial distribution (NBD). They interpolate between thermal and coherent states ([8]) and reduce also to Susskind-Glogower phase states in a particular limiting regime ([5]). As explained in [2], the NBD counts the total number of present photons given the number of detected ones in opposite to the binomial distribution. It also plays a key role in the description of random multiplicities in the process of multiple production of electrically-charged species ([7]). From a geometrical point of view, NBCS exhibit a $SU$ symmetry and their coefficients are eigenfunctions of a second-order differential operator in the Poincaré disc corresponding to the lowest eigenvalue ([13]). This operator can be mapped using a gauge transformation to the Schrödinger operator in the disc with a constant magnetic field and the latter is the image by a Cayley transform of the Maass operator studied in [3] (see [12] and references therein for further details). For a strong enough intensity of the magnetic field ($\nu > 1/2$), the spectrum admits a discrete (non degenerate) part named hyperbolic Landau levels given by the sequence $\epsilon_{m}^{(\nu)} = 4m (2\nu - m - 1), m = 0, 1, ..., \lfloor\nu - 1/2\rfloor$, where $\lfloor a \rfloor$ denotes the greater integer less than $a$.

In [13], generalized negative binomial coherent states (GNBCS) were attached to eigenspaces corresponding to hyperbolic Landau levels $\epsilon_{m}^{(\nu)}$, $m \geq 0$ and give rise for any fixed $m$ to the following random variable $X_{m}$:

$$P(X_{m} = j) = \gamma_{j}^{(\nu,m,R)} (\tau R^{-2})^{\lfloor m-j \rfloor} (1 - \tau R^{-2})^{2\nu R^{2} - 2m} \left( P_{\nu}^{(m-j,2\nu R^{2} - 2m-1)} (1 - 2\tau R^{-2}) \right)^{2}, j \geq 0.$$  

In this equation, $P_{n}^{(\alpha,\beta)}$ stands for the $n$-th Jacobi polynomial, $z$ belongs to the Poincaré disc $D_{R}$ of radius $R > 0$, $\tau = z\bar{z}$ is the intensity of the light and $\gamma_{j}^{(\nu,m,R)} > 0$ is a normalizing constant. Since $X_{0}$ is a distributed as a NBD, we refer below to the distribution of $X_{m}$ as the generalized negative binomial distribution (GNBD).

In this paper, we derive a closed formula for the moment generating function of $X_{m}$ from which we deduce the mean and the variance. Doing so enables us to discuss the nonclassical nature of the corresponding statistics through the Mandel parameter. For $m = 0$, it is already known that the NBD exhibits super-Poissonian statistics describing a thermal light field with a bunched photon spacing ([8]). However, the situation changes drastically for higher hyperbolic Landau levels $\epsilon_{m}^{(\nu)}, m \geq 1$ and the statistics can be sub-Poissonian (anti bunched), Poissonian (coherent) or super-Poissonian (bunched) depending on the light intensity $\tau$. Moreover, the Poissonian statistics occur when $\tau$ lies on a circle whose radius increases as $m$ does while keeping $R$ and $\nu$ fixed.
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We also study here some probabilistic aspects of the random variable $X_m$. For instance, we give for any $m \geq 1$ the decomposition of the GNBD as a perturbation of the NBD corresponding to $m = 0$ by a finitely-supported measure. Besides, the mass function of the perturbation is expressed through a $3F_2$ hypergeometric polynomial in the variable $\tau$. Next, we derive the Lévy-Khintchine decomposition of the characteristic function of $X_m$ when the latter does not vanish and deduce that the GNBD is quasi-infinitely divisible unless $m = 0$. It is remarkable that this quasi-infinite divisibility goes in parallel with the emergence of the zone where the statistics of $X_m$ are anti-bunching. Finally, by considering the total variation of the obtained quasi-Lévy measure, we introduce a new infinitely-divisible distribution or equivalently a new Lévy process.

The paper is organized as follows. In section 2, we collect the definitions and some properties of various special functions which occur in the remainder of the paper. We also recall in the same section the coherent states formalism we will be using as well as basic facts on generalized Bergman spaces on the disk. Section 3 is devoted to the introduction of the GNBD together with the derivation of a closed expression for its moment generating function. There, we also write down the atomic decomposition of the GNBD and discuss the nonclassical nature of its statistics of $X_m$. In the last section, we derive the Lévy-Khintchine representation of the characteristic function of $X_m$ when the latter does not vanish and introduce the infinitely-divisible distribution whose Lévy measure is the total variation of the quasi-Lévy measure of the GNBD.

2. Special functions and coherent states of generalized Bergman spaces in the unit disc

2.1. Special functions. We start with the Gamma function defined for $x > 0$ by (I, p.6):

$$\Gamma(x) = \int_0^\infty e^{-u}u^{x-1}du.$$  

This function satisfies the Legendre duplication formula (I, p.22):

$$\sqrt{\pi} \Gamma(2x+1) = 2^{2x}\Gamma(x+1)^2.$$ (2.1)

Next, let $k \geq 1$ be a positive integer and recall the Pochhammer symbol $(x)_k = (x+k-1)...(x+1)$ with the convention $(x)_0 := 1$. Note that

$$(x)_k = \frac{\Gamma(x+k)}{\Gamma(x)}$, \quad x > 0,$$

while

$$(n)_k = \begin{cases} (-1)^k n! & \text{if } k \leq n, \\ 0 & \text{if } k > n. \end{cases}$$ (2.2)

Now, let $a, b > -1$ be real numbers, then the Jacobi polynomial of parameters $a, b$ is defined by the expansion (which follows readily from Rodriguez formula, see I, p.99):

$$P_n^{(a,b)}(x) := \sum_{k=0}^n \binom{n+a}{k} \binom{n+b}{n-k} \frac{(x-1)}{2}^{n-k} \frac{(x+1)}{2}^k.$$ (2.3)

When $a, b > -1$, the Jacobi polynomials $(P_n^{(a,b)})_n$ are orthogonal with respect to the Beta weight

$$(1-x)^a(1+x)^b1_{[-1,1]}(x)$$

and as such their zeros are simple and lie in $(-1, 1)$ (I, p.253). For sake of simplicity, denote

$$-1 < x_1^{(n)} < \cdots < x_n^{(n)} < 1$$

the increasingly-ordered zeros of $P_n^{(a,b)}$ without any reference to their dependence on the parameters $(a, b)$. Then

$$P_n^{(a,b)}(x) = \frac{(a+b+1)_n}{2^n n!} \prod_{i=1}^n (x - x_i^{(n)}).$$ (2.4)
Finally, we recall the definition of the hypergeometric series: for any positive integers \( p, q \),

\[
_{p}F_{q}(a_1, \ldots, a_p; b_1, \ldots, b_q; x) := \sum_{k \geq 0} \frac{(a_1)_k \cdots (a_p)_k}{b_1)_k \cdots (b_q)_k} \frac{x^k}{k!}
\]

whenever the series converges ([1], p.61-62). In this definition, \( a_i, 1 \leq i \leq p \) are real numbers while \( b_i \in \mathbb{R} \setminus \mathbb{N} \) for any \( 1 \leq i \leq q \). Note that if \( a_i = -n \) for some \( 1 \leq i \leq p \) then the series terminates and we end up with a hypergeometric polynomial. For instance, the representation

\[
(2.5) \quad P_n^{(a,b)}(x) = \frac{(a+1)_n}{n!} {}_{2}F_{1} \left(-n, n+a+b+1; \frac{1-x}{2} \right)
\]

provides another definition of the Jacobi polynomial when \( a, b > -1 \). We shall also need the definition of Laguerre polynomials

\[
L_n^{(a)}(x) = \frac{(a+1)_n}{n!} {}_{1}F_{1} (-n, a+1, x) = \frac{(a+1)_n}{n!} \sum_{k=0}^{n} \frac{(n)_k}{(a+1)_k k!} (-x)^k, \quad a > -1.
\]

2.2. Coherent states. In this paragraph, we recall from [2] (p.72-75) the formalism based on (generalized) coherent states leading to GNBD. Let \( (X, \mu) \) be a measurable space and denote \( L^2(X, d\mu) \) the space of \( \mu \)-square integrable functions on \( X \). Let \( \mathcal{A} \subset L^2(X, d\mu) \) be a closed subspace of infinite dimension with an orthonormal basis \( \{ \Phi_j \}_{j=0}^{\infty} \) and let \( (\mathcal{H}, \langle \cdot, \cdot \rangle) \) be an infinite-dimensional separable Hilbert space equipped with an orthonormal basis \( \{ \phi_j \}_{j=0}^{\infty} \). Then the coherent states \( \{ | x > \}_{x \in X} \) in \( \mathcal{H} \) are defined by

\[
(2.6) \quad | x > := (\mathcal{N}(x))^{-\frac{1}{2}} \sum_{j=0}^{+\infty} \Phi_j(x) | \phi_j >
\]

where

\[
(2.1.2) \quad \mathcal{N}(x) = \sum_{j=0}^{+\infty} \Phi_j(x) \bar{\Phi}_j(x).
\]

They obey the normalization condition

\[
(2.1.3) \quad \langle x | x \rangle_{\mathcal{H}} = 1
\]

and provide the following resolution of the identity operator:

\[
(2.1.4) \quad 1_{\mathcal{H}} = \int_{X} | x > < x | N(x) d\mu(x)
\]

where \( | x > < x | \) is the Dirac’s bra-ket notation for the rank-one operator \( \varphi \mapsto \langle x | \varphi \rangle x \). Note in passing that the choice of the Hilbert space \( \mathcal{H} \) defines a quantization of the space \( X \) by the coherent states defined by (2.6) via the inclusion map \( X \ni x \mapsto | x > \in \mathcal{H} \). In this respect, the property (2.1.4) bridges between classical and quantum mechanics.

2.3. Generalized Bergman spaces. Now, take \( X = \mathbb{D}_1 = \{ z \in \mathbb{C}, |z| < 1 \} \) to be the unit disk endowed with the measure

\[
(2.7) \quad \mu_\nu(dz) := (1 - z\bar{z})^{2\nu-2} \lambda(dz), \quad \nu \geq 0,
\]

\( \lambda(dz) \) being the Lebesgue measure in \( \mathbb{C} \). Note that \( \mu_0 \) is the volume element of \( \mathbb{D} \) when the latter is equipped with its usual Kähler metric \( ds^2 = -d\vartheta \ln (1 - z\bar{z}) |dz \otimes d\bar{z} \). Consider the second order differential operator

\[
(2.2.5) \quad \Delta_\nu := -4(1 - z\bar{z}) \left( 1 - z\bar{z} \frac{\partial^2}{\partial z \partial \bar{z}} - 2\nu \vartheta \frac{\partial}{\partial \vartheta} \right).
\]

This is an elliptic and densely defined operator on the Hilbert space \( L^2(\mathbb{D}, \mu_\nu) \), and admits a unique self-adjoint realization that we also denote \( \Delta_\nu \) ([12]). Moreover, its spectrum consists of (i) a continuous part
Remark 1. The operator $\Delta_\nu$ can be mapped to the $\nu$-weight Maass Laplacian

$$y^2 (\partial_x^2 + \partial_y^2) - 2i\nu y \partial_x$$

on the Poincaré upper half-plane already studied in [3]. The physical meaning of the condition $\nu > 1/2$ ensuring the existence of the discrete spectrum is that the magnetic field has to be strong enough to capture the particle in a closed orbit. In this case, the corresponding eigenfunctions are referred to as bound states since a particle in such a state cannot leave it without an additional energy. If this condition is not fulfilled, then the motion will be unbounded and the classical orbit of the particle will intercept the disk boundary whose points stands for $\{ \infty \}$ ([3], p.189).

3. Generalized negative binomial distribution: moment generating function and decomposition

With the material introduced in the previous section, we are now ready to recall and analyze some probabilistic aspects of the generalized negative binomial distribution. In particular, we derive below its moment generating function whence we deduce its atomic decomposition.
Let $\nu > 1/(2R^2)$ and $m = 0, 1, \ldots, \lceil \nu R^2 - 1/2 \rceil$ be a fixed integer. Define the corresponding generalized NBCS by

$$| z, \nu, m, R > : = (N_{\nu, m} (z))^{-\frac{1}{2}} \sum_{k=0}^{+\infty} \phi_k^{(\nu, m, R)} (z) | \phi_k >, \quad z \in \mathbb{D}_R,$$

where

$$N_{\nu, m, R} (z) = \pi^{-1} (2\nu R^2 - 2m - 1) (1 - z^2)^{-2\nu R^2},$$

is a normalizing factor. For any $j \geq 0$, the squared modulus of $\langle z, \nu, m, R | \phi_j \rangle$ gives the probability that $j$ photons are found in the state $| z, \nu, m, R >$. This leads to the following definition:

**Definition 1.** Let The GNBD of parameters $(\nu, z, m, R)$ is defined by

$$p_j^{(\nu, z, m, R)} := \gamma_j^{(\nu, m, R)} \left( 1 - \frac{|z|^2}{R^2} \right)^{2\nu R^2 - 2m} \left( \frac{|z|^2}{R^2} \right)^{m-j} \left( P_{\frac{1}{2} (m-j, 2\nu R^2 - 2m-1)} \left( 1 - \frac{2|z|^2}{R^2} \right) \right)^2$$

for $j \geq 0$, where

$$\gamma_j^{(\nu, m, R)} := \frac{\Gamma (1 + \frac{1}{2} (m + j - |m - j|)) \Gamma (2\nu R^2 - m + \frac{1}{2} (|m - j| + j - m))}{\Gamma (1 + \frac{1}{2} (m + j + |m - j|)) \Gamma (2\nu R^2 - m - \frac{1}{2} (|m - j| + m - j))}.$$

Note that

$$\gamma_j^{(\nu, m, R)} = \frac{j! \Gamma (2\nu R^2 - m)}{m! \Gamma (2\nu R^2 - 2m + j)}$$

if $j \leq m$, while

$$\gamma_j^{(\nu, m, R)} = \frac{m! \Gamma (2\nu R^2 - 2m + j)}{j! \Gamma (2\nu R^2 - m)}$$

otherwise. This simple observation together with another property satisfied by Jacobi polynomials are the main ingredients in the derivation of the moment generating function of the GNBD.

**Proposition 1.** Let $|\xi| < 1$ be a complex number and write simply $\tau = \tau (|z|, R) = |z|^2/R^2$. Then the moment-generating function of the GNBD of parameters $(\nu, z, m, R)$ is given by

$$G^{(\nu, \tau, m, R)} (\xi) = \left( \frac{1 - \tau}{1 - \tau \xi} \right)^{2\nu R^2} \left( \frac{(\tau - \xi) (1 - \tau \xi)}{(1 - \tau)^2} \right)^m P_{m}^{(2\nu R^2 - 2m-1, 0)} \left( 1 + \frac{2\xi (1 - \tau)^2}{(\tau - \xi) (1 - \tau \xi)} \right).$$

**Proof.** From the very definition of the GNBD, we have

$$G^{(\nu, \tau, m, R)} (\xi) = \sum_{j=0}^{+\infty} \xi^j p_j^{(\nu, z, m, R)}$$

$$= \sum_{j=0}^{+\infty} \xi^j \gamma_j^{(\nu, m, R)} \tau^{m-j} (1 - \tau)^{2\nu R^2 - 2m} \left( P_{\frac{1}{2} (m-j, 2\nu R^2 - 2m-1)} \left( 1 - \frac{2|z|^2}{R^2} \right) \right)^2.$$

If $m = 0$, then the statement of the proposition is already known. As a matter of fact, assume $m \geq 1$ and split the series (3.4) into two parts according to whether $\{ j \leq m - 1 \}$ or $\{ j \geq m \}$:

$$G^{(\nu, \tau, m, R)} (\xi) = G_1^{(\nu, \tau, m, R)} (\xi) + G_2^{(\nu, \tau, m, R)} (\xi),$$

where

$$G_1^{(\nu, \tau, m, R)} (\xi) := \frac{\Gamma (2\nu R^2 - m)}{m!} \sum_{j=0}^{m-1} \frac{j!}{\Gamma (2\nu R^2 - 2m + j)} (1 - \tau)^{2\nu R^2 - 2m} \tau^{m-j} \left( P_{\frac{1}{2} (m-j, 2\nu R^2 - 2m-1)} \left( 1 - \frac{2|z|^2}{R^2} \right) \right)^2 \xi^j$$

and

$$G_2^{(\nu, \tau, m, R)} (\xi) := \frac{m!}{\Gamma (2\nu R^2 - m)} \sum_{j=0}^{+\infty} \frac{(2\nu R^2 - 2m + j)!}{j!} (1 - \tau)^{2\nu R^2 - 2m} \tau^{j-m} \left( P_{m}^{(j-m, 2\nu R^2 - 2m-1)} \left( 1 - \frac{2|z|^2}{R^2} \right) \right)^2 \xi^j.$$
Now, the expansion (2.3) leads to the following transformation (see also [1], p.220)

$$P_m^{(j-m,2\nu R^2-2m-1)}(x) = \frac{j!\Gamma(2\nu R^2 - m)}{m!\Gamma(2\nu R^2 - 2m + j)} \left( x - \frac{1}{2} \right)^{m-j} P_j^{(m-j,2\nu R^2-2m-1)}(x)$$

which readily implies that $G_1^{(\nu,\tau,m,R)}(\xi) = 0$. Again, the same transformation yields

$$G_2^{(\nu,\tau,m,R)}(\xi) = \frac{\Gamma(2\nu R^2 - m)}{m!} (1 - \tau)^{2\nu R^2 - 2m}\sum_{j=0}^{\infty} \frac{j!}{\Gamma(2\nu R^2 - 2m + j)} \tau^{m-j} \left( P_j^{(m-j,2\nu R^2-2m-1)}(1 - 2\tau) \right)^2 \xi^j.$$ 

Finally, recall the generating function (see eq. (3.5) in [15])

$$\sum_{j=0}^{\infty} \frac{j!}{(1+\beta)^j} P_j^{(\gamma-j,\beta)}(x) P_j^{(\gamma-j,\beta)}(y) z^j = (1 - z)^{(1 - (x-1)(y-1)z)} \left( 1 - \frac{(x+1)(y+1)z}{(1-z)(4-(x-1)(y-1)z)} \right)$$

which converges absolutely at least in a small open disc centered at the origin. Since $\tau > 0$ is fixed, then we can choose non real $\xi$ with small enough modulus and use the above generating function together with (2.5) in order to derive the desired expression. But,

$$\xi \mapsto \left( \frac{(\tau - \xi)(1 - \tau \xi)}{(1 - \tau^2)} \right)^m P_m^{(2\nu - 2m - 1,0)} \left( 1 + \frac{2\xi(1 - \tau)^2}{(\tau - \xi)(1 - \tau \xi)} \right)$$

is well defined and analytic in the open unit disc. Hence, (3.3) extends analytically to $\xi, \xi \in \mathbb{D}$. \hfill $\Box$

**Remark 2.** $G^{(\nu,\tau,m,R)}$ is a continuous function in the closed unit disc and as such, (3.3) remains valid on the unit circle \{|$| = 1$\}.

**Remark 3 (Contraction principle).** Using the expansion (2.3), we get

$$\left( \frac{(\tau - \xi)(1 - \tau \xi)}{(1 - \tau^2)} \right)^m P_m^{(2\nu - 2m - 1,0)} \left( 1 + \frac{2\xi(1 - \tau)^2}{(\tau - \xi)(1 - \tau \xi)} \right) = \xi^m \sum_{j=0}^{m} \binom{m}{j} \left( \frac{2\xi(1 - \tau)^2}{(\tau - \xi)(1 - \tau \xi)} \right)^j \left( \frac{1 - \xi^2}{\xi} \right)^j.$$ 

Letting $R \to \infty$ for fixed $|z|$ then $\tau \to 0$ and the right-hand side of (3.3) tends to

$$e^{2\nu|z|^2(\xi-1)} \xi^m \sum_{j=0}^{m} \frac{1}{j!} \binom{m}{j} \left( 2\nu \left( \frac{1 - \xi^2}{\xi} \right)^2 \right)^j = e^{2\nu|z|^2(\xi-1)\tau} \xi^m P_m^{(0)} \left( -2\nu|z|^2(1 - \xi^2) \right),$$

which is the moment generating function of the generalized Poisson distribution of parameter $\lambda = 2\nu|z|^2$ (4). This limiting result is not surprising and is rather expected since the curvature of the Poincaré disc $\mathbb{D}_R$ of radius $R$ tends to zero.

### 3.1. Atomic decomposition.

From now on, we will assume $R = 1$ and delete the superscript $R$ from our previous notations. In this paragraph, we decompose the GNBD attached with a given hyperbolic Landau level $m \geq 1$ as a perturbation of the NBD ($m = 0$) by a finitely-supported (signed) measure. To proceed, we appeal to the last remark which shows that

$$G^{(\nu,\tau,m)}(\xi) = \left( \frac{1 - \tau}{1 - \tau \xi} \right)^{2\nu} \xi^m \sum_{j=0}^{m} \binom{m}{j} \left( \frac{\tau}{(1 - \tau^2)} \right)^j \left( \frac{1 - \xi^2}{\xi} \right)^j.$$ 

Consequently, the Fourier transform of the GNBD of parameters $(\nu, m)$ reads

$$G^{(\nu,\tau,m)}(e^{iu}) = \left( \frac{1 - \tau}{1 - \tau e^{iu}} \right)^{2\nu} e^{im\tau} \sum_{j=0}^{m} \binom{m}{j} \left( \frac{4\tau}{(1 - \tau^2)} \right)^j \sin^2j(u/2).$$
In the right-hand side of the last equation, the two first factors are the Fourier transforms of a NBD of parameters \((\nu, \tau)\) and of a Dirac mass at \(m\). As to the remaining sum finite sum, it is the Fourier transform of a finitely-supported signed atomic measure. Indeed, if \(m \geq 1\) then the linearization formula \([9, \text{p.} 31]\)

\[
(3.6) \quad A^j \sin^2(u/2) = \binom{2j}{j} + 2 \sum_{k=1}^{j} (-1)^k \binom{2j}{j-k} \cos(ku) 1_{\{j \geq 1\}},
\]
yields

\[
\sum_{j=0}^{m} \binom{2\nu - m - 1}{j} \binom{m}{j} \left( -\frac{4\tau}{(1-\tau)^2} \right)^j \sin^2(u/2) = 1 +
\]

\[
2 \sum_{k=1}^{m} (-1)^k \left\{ \sum_{j=k}^{m} \binom{2\nu - m - 1}{j} \binom{m}{j} \binom{2j}{j-k} \left( -\frac{\tau}{(1-\tau)^2} \right)^j \right\} \cos(ku)
\]

which is the Fourier transform of

\[
\delta_0 + \sum_{k=1}^{m} (-1)^k \left\{ \sum_{j=k}^{m} \binom{2\nu - m - 1}{j} \binom{m}{j} \binom{2j}{j-k} \left( -\frac{\tau}{(1-\tau)^2} \right)^j \right\} [\delta_k + \delta_{-k}].
\]

Set

\[
Q_k^{(\nu,m)}(x) := (-1)^k \sum_{j=k}^{m} \binom{2\nu - m - 1}{j} \binom{m}{j} \binom{2j}{j-k} \left( -x \right)^j, \quad 1 \leq k \leq m, \; Q_0^{(\nu,m)}(x) := 1
\]

then we have proved that

**Proposition 2.** The GNBD of parameters \((\nu, \tau, m)\) admits the following decomposition:

\[
\left( \sum_{j \geq 0} \rho_j^{(\nu, \tau, 0)} \delta_j \right) * \delta_m * \left\{ \delta_0 + \sum_{k=1}^{m} Q_k^{(\nu,m)} \left( \frac{\tau}{(1-\tau)^2} \right) [\delta_k + \delta_{-k}] \right\} = \left( \sum_{j \geq 0} \rho_j^{(\nu, \tau, 0)} \delta_j \right) * \sum_{k=0}^{2m} Q_k^{(\nu, m)} \left( \frac{\tau}{(1-\tau)^2} \right) \delta_k.
\]

**Remark 4.** Using the Legendre duplication formula \([2.1]\), the polynomials \(Q_k^{(\nu)}\) may be expressed through a \(3F_2\) hypergeometric polynomial:

\[
Q_k^{(\nu,m)}(x) = x^k \sum_{j=0}^{m-k} \binom{2\nu - m - 1}{j+k} \binom{m}{j+k} \binom{2j+2k}{j} (-x)^j
\]

\[
= \frac{m!(4x)^k}{\sqrt{\pi}} \sum_{j=0}^{m-k} \frac{\Gamma(2\nu-m)}{\Gamma(j+k+1)\Gamma(2\nu-m-k-j)} \frac{\Gamma(j+k+1/2)(-4x)^j}{\Gamma(j+2k+1)(m-k-j)!j!}
\]

\[
= \binom{m}{k} (m-2\nu)_k (-x)^k \sum_{j=0}^{m-k} (m+k-2\nu)_j \frac{(k-m)_j (k+1/2)_j (-x)^j}{(k+1)_j (2k+1)_j j!}
\]

\[
= \binom{m}{k} (m-2\nu)_k (-x)^k 3F_2(k-m, m+k-2\nu, k+1/2, k+1, 2k+1; -x).
\]

### 3.2. Photon counting statistics.

To define a measure of non classicality of a quantum state, one can follow several different approach. An earlier attempt was initiated by Mandel \([11]\) who investigated radiation fields and introduced for any random variable the parameter

\[
Q = Q(X) = \frac{\text{Var}(X)}{\text{E}(X)} - 1
\]

to measure the deviation of the photon number statistics from the Poisson distribution for which \(Q = 0\). If \(Q < 0\), then the underlying statistics are said to be sub-Poissonian statistics and describes the anti-bunching
of the light which reveals the quantum nature of light. Super-Poisson statistics corresponds rather to \( Q > 0 \) and the bunching phenomenon occurs. In our setting, the random variable \( X_0 \) associated with the lowest hyperbolic Landau level \( m = 0 \) obeys the NBD and it is already known that the photon counting statistics are in this case super-Poissonian ([3]). As a matter of fact, the random variable \( X_0 \) describes a thermal light field with bunched photon spacing and a larger number of fluctuations than a Poissonian (coherent) state. For higher hyperbolic Landau levels \( \epsilon_m, m \geq 1 \), the situation is very different since the proposition below shows that the three regimes (anti-bunching, Poissonian, bunching) are possible according to the values of the light intensity \( \tau \). In particular, an anti-bunching region emerges for small enough \( \tau \) while the Poissonian regime corresponds to a circle in the Poincaré disc.

**Proposition 3.** For any \( \nu > 1/2 \) and any \( m = 0, 1, 2, ..., \lfloor \nu - (1/2) \rfloor \), there exists a non negative real number \( \rho = \rho(\nu, m) \) such that the photon counting statistics are

- sub-Poissonian \( z \in \mathbb{D}(0, \rho) \). The corresponding states \( |z, \nu, m, R> \) are non-classical (anti-bunching).
- Poissonian for \( z \in \partial \mathbb{D}(0, \rho) \). Here, \( |z, \nu, m, R> \) becomes pure coherent.
- Super-Poissonian for \( z /\in \mathbb{D}(0, \rho) \). For such complex numbers, the states \( |z, \nu, m, R> \) describe a thermal light (bunching).

**Proof.** From the expression we obtained for the moment generating function, we readily derive

\[
\mathbb{E}(X) = \frac{2\tau \nu}{1-\tau} + m
\]

and

\[
\text{Var}(X) = \frac{2\tau}{(1-\tau)^2}(\nu + m(2\nu - m - 1)).
\]

As a result, the Mandel parameter is given by

\[
Q = \frac{2\tau(\nu + m(2\nu - m - 1))}{(1-\tau)(2\tau \nu + m(1-\tau))} - 1 = \frac{2\nu - m - 2m(\nu - m)}{(1-\tau)(2\tau \nu + m(1-\tau))}.
\]

Since \( \tau = |z|^2 \in (0, 1) \), then we only need to study the sign of the numerator of \( Q \) with respect to the variable \( \tau \). Note that the product of the roots is

\[-\frac{m}{2\nu - m} \in (-1, 0]\]

so that there is unique positive root \( \rho(\nu, m) \) lying in \( [0, 1] \):

\[
\rho(\nu, m) = \sqrt{m^2 + \frac{m}{2\nu - m}} - m.
\]

The three assertions of the proposition then follow from straightforward computations. \( \square \)

**Remark 5.** Considering \( \rho(\nu, m) \) as a function of a real variable \( m \in [0, \nu - 1/2] \), then its derivative is given by

\[
\left( m^2 + \frac{m}{2\nu - m} \right)^{-1/2} \left[ m + \frac{\nu}{(2\nu - m)^2} - \left( m^2 + \frac{m}{2\nu - m} \right)^{1/2} \right].
\]

But \( 2\nu/(2\nu - m) \geq 1 \) therefore the term between brackets is positive. It follows that the radius of the anti-bunching region \( \rho(\nu, m) \) stretches as \( m \) approaches \( \lfloor \nu - (1/2) \rfloor \). Figure 1 below shows the increase of \( m \mapsto \rho^2(11/2, m) \):
4. LÉVY-KINTchine Representation and Quasi-Infinite Divisibility

Recall that a random variable $Y$ is infinitely divisible if for any $n \geq 2$, there exist $n$ independent and identically distributed random variables $(Y_{k}^{(n)})_{k=1}^{n}$ such that ([16], [17])

$$Y = \sum_{k=1}^{n} Y_{k}^{(n)}.$$ 

For this property to hold, it is necessary that the characteristic function of $Y$ does not vanish ([17], CH.IV, Proposition 2.4). In order to check whether this property holds or not for the GNBD, we first derive from (3.3) its characteristic function

$$G^{(\nu, \tau, m)}(e^{iu}) = \left(\frac{1 - \tau}{1 - e^{iu}}\right)^{2\nu} e^{im\nu} \left(\frac{(\tau e^{-iu} - 1)(1 - \tau e^{iu})}{(1 - \tau)^2}\right) m^{(2\nu - 2m - 1, 0)} \left(1 + \frac{2(1 - \tau)^2}{(\tau e^{-iu} - 1)(1 - \tau e^{iu})}\right),$$

for any $u \in \mathbb{R}$ then recall that

$$u \mapsto \left(\frac{1 - \tau}{1 - e^{iu}}\right)^{2\nu}$$

is the characteristic function of the NBD which is already known to be infinitely divisible ([16], [17]). Moreover,

$$(1 - \tau)(1 - \tau e^{iu})^{2\nu} = \exp \left\{ \int (e^{iu} - 1) \sum_{j \geq 1} \frac{\tau}{j} \delta_{j}(dx) \right\}.$$  

As to the product

$$\left(\frac{(\tau e^{-iu} - 1)(1 - \tau e^{iu})}{(1 - \tau)^2}\right)^{m} P_{m}^{(2\nu - 2m - 1, 0)} \left(1 + \frac{2(1 - \tau)^2}{(\tau e^{-iu} - 1)(1 - \tau e^{iu})}\right),$$

we use (2.4) in order to write it as

$$\frac{(2\nu - m)m}{2m!} \left(\frac{(\tau e^{-iu} - 1)(1 - \tau e^{iu})}{(1 - \tau)^2}\right)^{m} \prod_{i=1}^{m} \left(1 + \frac{2(1 - \tau)^2}{(\tau e^{-iu} - 1)(1 - \tau e^{iu})} - x_{i}^{(m)}\right),$$

where $-1 < x_{1}^{(m)} < \cdots < x_{m}^{(m)} < 1$ are the simple zeros of $P_{m}^{(2\nu - 2m - 1, 0)}$. Equivalently,

$$(2\nu - m)m \left(\frac{(\tau e^{-iu} - 1)(1 - \tau e^{iu})}{(1 - \tau)^2}\right)^{m} P_{m}^{(2\nu - 2m - 1, 0)} \left(1 + \frac{2(1 - \tau)^2}{(\tau e^{-iu} - 1)(1 - \tau e^{iu})}\right) = \frac{(2\nu - m)m}{m!} \prod_{i=1}^{m} \left(1 - \frac{1 - x_{i}^{(m)}}{2} \frac{1 + \tau^2 - 2\tau \cos u}{(1 - \tau)^2}\right).$$
Since
\[
\frac{(1 + \tau^2 - 2\tau \cos u)}{(1 - \tau)^2} \geq 1
\]
and \((1 - x^{(m)}_i)/2 \in (0, 1)\) for any \(1 \leq i \leq m\), then the characteristic function of the GNBD does not vanish for any \(u \in \mathbb{R}\) provided that
\[
(4.3) \quad \frac{(1 + \tau^2 - 2\tau \cos u)}{(1 - \tau)^2} < \frac{2}{(1 - x^{(m)}_1)}.
\]
But
\[
\max_{u \in [-1, 1]} \frac{(1 + \tau^2 - 2\tau \cos u)}{(1 - \tau)^2} = \frac{(1 + \tau)^2}{(1 - \tau)^2}
\]
therefore \((4.3)\) is equivalent to
\[
(4.4) \quad \tau < \frac{\sqrt{2} - \sqrt{1 - x^{(m)}_1}}{\sqrt{2} + \sqrt{1 - x^{(m)}_1}}.
\]
Assuming \((4.4)\) holds, we prove the following:

**Proposition 4.** There exist signed measures \(\mu^{(\nu, \tau, m)}_n, 1 \leq n \leq m\) satisfying
\[
(4.5) \quad \mu^{(\nu, \tau, m)}_n\{0\} = 0, \quad \int (1 \wedge x^2) \mu^{(\nu, \tau, m)}_n(dx) < \infty,
\]
and such that
\[
\exp \left\{ \int (e^{iu} - 1) \sum_{n=1}^m \mu_k(dx) \right\} = \left( \frac{(\tau e^{-iu} - 1) (1 - \tau e^{iu})}{(1 - \tau)^2} \right)^m P_m^{(2\nu - 2m - 1, 0)} \left( 1 + \frac{2(1 - \tau)^2}{(\tau e^{-iu} - 1)(1 - \tau e^{iu})} \right).
\]

**Proof.** If \((4.4)\) holds then
\[
\frac{1 - x^{(m)}_n}{2} \frac{(1 + \tau^2 - 2\tau \cos u)}{(1 - \tau)^2} < 1
\]
for any \(1 \leq n \leq m\) so that we can expand
\[
\ln \left( 1 - \frac{1 - x^{(m)}_n}{2} \frac{(1 + \tau^2 - 2\tau \cos u)}{(1 - \tau)^2} \right) = -\sum_{j \geq 1} \frac{1}{j} \left( \frac{1 - x^{(m)}_n}{2(1 - \tau)^2} \right)^j [(1 - \tau)^2 + 4\tau \sin^2(u/2)]^j
\]
\[
= -\sum_{j \geq 1} \frac{1}{j} \left( \frac{1 - x^{(m)}_n}{2} \right)^j \sum_{k=0}^j \binom{j}{k} \left( \frac{4\tau}{(1 - \tau)^2} \right)^k \sin^{2k}(u/2).
\]
The term corresponding to \(k = 0\) in the last series is
\[
-\sum_{j \geq 1} \frac{1}{j} \left( \frac{1 - x^{(m)}_n}{2} \right)^j = \ln \left( \frac{1 + x^{(m)}_n}{2} \right)
\]
while
\[
\sum_{j \geq 1} \frac{1}{j} \left( \frac{1 - x_n^{(m)}}{2} \right)^j \sum_{k=1}^j \frac{j}{k} \left( \frac{4\pi}{1 - \tau^2} \right)^k \sin^2 \left( \frac{u}{2} \right) = \sum_{k \geq 1} \left( \frac{4\pi}{1 - \tau^2} \right)^k \sin^2 \left( \frac{u}{2} \right) \sum_{j \geq k} \frac{1}{j} \left( \frac{1 - x_n^{(m)}}{2} \right)^j
\]
\[
= \sum_{k \geq 1} \frac{1}{k!} \left( \frac{2\pi(1 - x_n^{(m)})}{(1 - \tau^2)} \right)^k \sin^2 \left( \frac{u}{2} \right) \sum_{j \geq 0} \frac{\Gamma(j + k)}{j!} \left( 1 - x_n^{(m)} \right)^j
\]
\[
= \sum_{k \geq 1} \frac{1}{k} \left( \frac{\tau(1 - x_n^{(m)})}{(1 + x_n^{(m)})(1 - \tau^2)} \right)^k 4^k \sin^2 \left( \frac{u}{2} \right).
\]

Using the linearization formula (3.6), we get
\[
\ln \left( \frac{1 - 1 - x_n^{(m)}}{2} \right) = \ln \left( \frac{1 + x_n^{(m)}}{2} - \sum_{k \geq 1} \frac{1}{k!} \left( \frac{\tau(1 - x_n^{(m)})}{(1 + x_n^{(m)})(1 - \tau^2)} \right)^k \right)
\]
\[
\int e^{iu\tau} \left\{ \left( \frac{2k}{k} \right) \delta_0(dx) + \sum_{s=1}^k (-1)^s \left( \frac{2k}{k-s} \right) \delta_s + \delta_{-s} \right\}(dx).
\]

Set
\[
A_{\tau,m} := \frac{\tau(1 - x_n^{(m)})}{(1 + x_n^{(m)})(1 - \tau^2)}
\]
and note that (4.4) entails \( A_{\tau,m} \in (0,1/4) \) for any \( 1 \leq n \leq m \). Then, the computations performed in the proof of Proposition 3 in [4] lead to the following expressions:
\[
- \sum_{k \geq 1} \frac{1}{k} \left( \frac{2k}{k} \right) \left( A_{\tau,m} \right)^k = 2 \ln \left( \frac{1 + \sqrt{1 - 4A_{\tau,m}^{\tau,m}}}{2} \right),
\]
and for any \( s \geq 1 \),
\[
- \sum_{k \geq s} \frac{1}{k} \left( \frac{2k}{k-s} \right) \left( A_{\tau,m}^{\tau,m} \right)^k = \frac{1}{s} \left[ \alpha \left( 4A_{\tau,m}^{\tau,m} \right) \right]^s,
\]
where
\[
\alpha(x) := \frac{x}{(1 + \sqrt{1 - x^2})^2}.
\]
Set
\[
\mu_n^{\nu,\tau,m} := - \sum_{s \geq 1} \frac{(-1)^s}{s} \left[ \alpha \left( 4A_{\tau,m}^{\nu,\tau,m} \right) \right]^s \delta_s + \delta_{-s}, \quad 1 \leq n \leq m,
\]
then
\[
\int \mu_n^{\tau,m}(dx) = 2 \ln \left[ 1 + \alpha(4A_{\tau,m}^{\tau,m}) \right] = -2 \ln \left( \frac{1 + \sqrt{1 - 4A_{\tau,m}^{\tau,m}}}{2} \right).
\]
Gathering (4.6), (4.7) and (4.8), we obtain
\[
\ln \left( \frac{1 - 1 - x_n^{(m)}}{2} \right) = \ln \left( \frac{1 + x_n^{(m)}}{2} \right) + \int (e^{iu\tau} - 1) \mu_n^{\nu,\tau,m}(dx).
\]
Finally, summing the last expression over \( k \in \{1, \cdots, m\} \) and keeping in mind (4.2), it remains to prove that

\[
(4.9) \quad \frac{(2\nu - m)_m}{m!} \prod_{n=1}^{m} \frac{1 + x_n^{(m)}}{2} = 1.
\]

To this end, we appeal to the relation \( P_m^{(a,b)}(x) = (-1)^m P_m^{(b,a)}(-x) \) together with the representation (2.5) to see that

\[
0 = P_m^{(2\nu - 2m - 1, 0)}(x_n^{(m)}) = (-1)^m P_m^{(0,2\nu - 2m - 1)}(-x_n^{(m)}) = (-1)^m \binom{2}{m} \binom{2\nu - m, 1}{m} \binom{1 + x_n^{(m)}}{2},
\]

for any \( 1 \leq n \leq m \). Consequently, \( \{(1 + x_n^{(m)})/2, 1 \leq n \leq m\} \) is the set of zeros of the monic hypergeometric polynomial

\[
x \mapsto (-1)^m \frac{m!}{(2\nu - m)_m} 2F_1(-m, 2\nu - m, 1, x) = (-1)^m \frac{m!}{(2\nu - m)_m} \sum_{j=0}^{m} \binom{m}{j} \frac{(2\nu - m)_j}{(1)_j} (-x)^j
\]

therefore

\[
\prod_{n=1}^{m} \frac{1 + x_n^{(m)}}{2} = \frac{m!}{(2\nu - m)_m}
\]

as required. Since the measure \( \mu_n^{(\nu, \tau, m)} \) clearly satisfies (4.5), the proposition is proved. \( \square \)

**Remark 6.** A signed measure satisfying (4.5) is called a quasi-Lévy measure (see e.g. E.12.2 and E.12.3 in [16]).

Combining the previous proposition and (4.1), we deduce the following Lévy-Khintchine type representation for the NGBD:

**Corollary 1.** Assume (4.4) holds. Then

\[
G^{(\nu, \tau, m)}(e^{iu}) = \exp \left\{ i\mu + \int (e^{ix} - 1) \left( \sum_{j \geq 1} \tau_j \delta_j(dx) + \sum_{n=1}^{m} \mu_n^{(\nu, \tau, m)}(dx) \right) \right\}
\]

for any \( u \in \mathbb{R} \).

5. A NEW INFINITELY-DIVISIBLE DISTRIBUTION

We have already seen that the GNBD associated with a given hyperbolic Landau level \( \epsilon_m \) is not infinitely-divisible unless \( m = 0 \). Nonetheless, when \( m \geq 1 \), we can consider the total variation of the quasi-Lévy measure

\[
\sum_{n=1}^{m} \mu_n^{(\nu, \tau, m)}
\]

in order to obtain a Lévy measure and as such an infinitely divisible distribution (or equivalently a Lévy processes, [16]). More precisely,

\[
\sum_{j \geq 1} \tau_j \delta_j + \sum_{n=1}^{m} \mu_n^{(\nu, \tau, m)} = \sum_{j \geq 1} \tau_j \delta_j + \sum_{n=1}^{m} \sum_{s \geq 1} \tau_s \left[ A_n^{(\tau, m)} \right]^{\left[ s \right]} \left[ \delta_s + \delta_{-s} \right]
\]

is a Lévy measure and the characteristic function of the corresponding infinitely-divisible distribution follows from the lines of the proof of Proposition [4.4] read backward. There, we should replace \( \sin^{2k}(u/2) \) by \( \cos^{2k}(u/2) \) and use the linearization formula

\[
4^j \cos^{2j}(u/2) = \binom{2j}{j} + 2 \sum_{k=1}^{j} \binom{2j}{j-k} \cos(ku)1_{\{j \geq 1\}}
\]

together with

\[
(1 - \tau)^2 + 4\tau \cos^2(u/2) = 1 + \tau^2 + 2\tau \cos(u).
\]

The issue of the computations is:
Proposition 5. Assume (4.4) holds. Then

\[
\exp \left\{ imu + \int (e^{iux} - 1) \left\{ \sum_{j \geq 1} \frac{\tau^j}{j} \delta_j(dx) + \sum_{n=1}^{m} |\mu_n^{(\nu,\tau,m)}|(dx) \right\} \right\} = \left( \frac{1 - \tau}{1 - \tau e^{imu}} \right)^{2\nu} \frac{m!}{(2\nu - m)_m} \prod_{n=1}^{m} \left( 1 - \frac{1 - x_n^{(m)}}{2} \frac{(1 + \tau^2 + 2\tau \cos u)}{(1 - \tau)^2} \right)^{-1}
\]

is the characteristic function of an infinitely-divisible probability distribution.

Apart from the drift part \( u \mapsto imu \), the remaining integral

\[
u \mapsto \int (e^{iux} - 1) \left\{ \sum_{j \geq 1} \frac{\tau^j}{j} \delta_j(dx) + \sum_{n=1}^{m} |\mu_n^{(\nu,\tau,m)}|(dx) \right\}
\]

is the characteristic exponent of a compound Lévy process (see e.g. [16], p.18-19) whose intensity is given by

\[
\lambda := \int \left\{ \sum_{j \geq 1} \frac{\tau^j}{j} \delta_j(dx) + \sum_{n=1}^{m} |\mu_n^{(\nu,\tau,m)}|(dx) \right\} = -\ln(1 - \tau) - 2 \sum_{n=1}^{m} \ln \left[ 1 - \alpha \left( 4A_n^{(\tau,m)} \right) \right] > 0
\]

and jump distribution is the probability measure

\[
\frac{1}{\lambda} \left\{ \sum_{j \geq 1} \frac{\tau^j}{j} \delta_j + \sum_{n=1}^{m} |\mu_n^{(\nu,\tau,m)}| \right\} .
\]

6. Concluding remarks

In this paper, we performed the analysis of probability distributions arising from the coherent states formalism applied to orthonormal bases of generalized Bergman spaces. Surprisingly, the moment generating function takes a product form and we noticed that the failure of the infinite-divisibility property for these distributions goes in parallel with the appearance of the anti-bunching regions for their counting statistics. We also introduced a new infinitely-divisible probability distribution and it is clear from the unboundedness of its jumps in both directions that the Lévy process it generates is valued in \( \mathbb{Z} \). In this respect, it would be interesting to relate the latter as well to a quantum model. Finally, other interesting connections between the Maass operator \( \Delta_\nu \) and stochastic processes theory have been already investigated in [10].
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