Completion of metric reconstruction for a particle orbiting a Kerr black hole
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Vacuum perturbations of the Kerr metric can be reconstructed from the corresponding perturbation in either of the two Weyl scalars ψ0 or ψ4, using a procedure described by Chrzanowski and others in the 1970s. More recent work, motivated within the context of self-force physics, extends the procedure to metric perturbations sourced by a particle in a bound geodesic orbit. However, the existing procedure leaves undetermined a certain stationary, axially-symmetric piece of the metric perturbation. In the vacuum region away from the particle, this “completion” piece corresponds simply to mass and angular-momentum perturbations of the Kerr background, with amplitudes that are, however, a priori unknown. Here we present and implement a rigorous method for finding the completion piece. The key idea is to impose continuity, off the particle, of certain gauge-invariant fields constructed from the full (completed) perturbation, in order to determine the unknown amplitude parameters of the completion piece. We implement this method in full for bound (eccentric) geodesic orbits in the equatorial plane of the Kerr black hole. Our results provide a rigorous underpinning of recent results by Friedman et al. for circular orbits, and extend them to non-circular orbits.

I. INTRODUCTION

Gravitational perturbations of the Kerr geometry are often studied within the null-tetrad framework of Newman and Penrose, using Teukolsky’s formalism [1]. In this approach one does not work with the metric perturbation directly, but instead one considers the perturbations in the Weyl curvature scalars ψ0 or ψ4 as proxies. The perturbation equations governing these scalars are fully separable by means of a (spin-weighted) spheroidal-harmonic and Fourier decomposition, and thus conveniently reduce to a set of decoupled ordinary differential equations. In some problems, however, one is interested in the metric perturbation itself. One such problem of contemporary interest is that of calculating the gravitational self-force acting on an orbiting particle [2, 3], in which knowledge of the full local metric perturbation near the particle is required. In such problems one faces the challenge of metric reconstruction: Given the (harmonic modes of the) perturbation in ψ0 or ψ4, how does one recover the corresponding metric perturbation?

A reconstruction procedure for vacuum perturbations was developed long ago in papers by Chrzanowski [4] and Cohen and Kegeles [5], with further contributions from Wald [6], Stewart [7], and (more recently) Lousto and Whiting [8]; in keeping with common nomenclature we shall refer to the task of fixing the “completion” part of the perturbation.

Vacuum perturbations of the Kerr metric can be reconstructed from the corresponding perturbation in either of the two Weyl scalars ψ0 or ψ4, using a procedure described by Chrzanowski and others in the 1970s. More recent work, motivated within the context of self-force physics, extends the procedure to metric perturbations sourced by a particle in a bound geodesic orbit. However, the existing procedure leaves undetermined a certain stationary, axially-symmetric piece of the metric perturbation. In the vacuum region away from the particle, this “completion” piece corresponds simply to mass and angular-momentum perturbations of the Kerr background, with amplitudes that are, however, a priori unknown. Here we present and implement a rigorous method for finding the completion piece. The key idea is to impose continuity, off the particle, of certain gauge-invariant fields constructed from the full (completed) perturbation, in order to determine the unknown amplitude parameters of the completion piece. We implement this method in full for bound (eccentric) geodesic orbits in the equatorial plane of the Kerr black hole. Our results provide a rigorous underpinning of recent results by Friedman et al. for circular orbits, and extend them to non-circular orbits.

The CCK procedure is no longer directly applicable in the non-vacuum case, with the root cause of complication being the inconsistency of the (traceless) radiation gauge condition with the linearized Einstein’s equations when matter sources are present [10, 11]. Notably, in the presence of sources, the (mode-sum based) CCK procedure fails to return a valid solution not only within the matter region but also at vacuum points away from any sources [12–14]. With the self-force problem as a prime motivation, Ori [13] devised a reconstruction procedure for perturbations sourced by a point particle in a bound orbit around a Kerr black hole. Specifically, he prescribed the reconstruction of a (radiation-gauge) metric perturbation in the vacuum regions $r > r_p(t)$ and $r_+ < r < r_p(t)$, where $r = r_p(t)$ is the radial location of the particle and $r = r_+$ the horizon’s radius; we hereafter adopt standard Boyer-Linquist coordinates $\{t, r, \theta, \phi\}$. Ori showed that the analytical extension of the solution from either vacuum region across $r = r_p(t)$ produces a string-like gauge singularity that extends radially from the particle into the opposite vacuum domain.

Later, Friedman, Keidl, Shah (FKS) and collaborators [15, 16] prescribed an alternative reconstruction, specialized to circular equatorial orbits of radius $r = r_0$, in which the singularities were replaced with a gauge dis-
continuity (and a delta function) on the sphere $r = r_0$. The procedure was recently generalized by Van de Meent and Shah to any bound equatorial orbits \cite{19}, using the method of extended homogeneous solutions \cite{20}. Motivated by these developments, Pound et al. \cite{14} obtained a rigorous formulation of the self-force, complete with a practical mode-sum calculation formula, starting from a reconstructed metric perturbation in either Ori’s or FKS’s approach.

The self-force formulation of Ref. \cite{14} assumes that one knows how to complete the metric reconstruction; in general, the completion piece has an important contribution to the local self-force experienced by the particle. However, how to obtain the completion piece remains an open problem, in general\footnote{The irregularity of the FKS reconstructed metric on the sphere $r = r_0$ was highlighted in Ref. \cite{14}, referring to the FKS gauge as the “no-string” gauge.} Keidl et al. show, in \cite{18,19}, that Kerr-NUT and C-metric perturbations must be excluded for regularity reasons even in the particle case; and they derive the remaining, physical completion piece in the case of circular equatorial geodesic orbits. However, their calculation is restricted to that class of orbits, and their method relies on certain assumptions that are yet to be confirmed (see below). Our goal here is to describe a general, rigorous method for deriving the completion piece for bound orbits in Kerr geometry, and we will go on to implement it for generic (bound) orbits in the equatorial plane. We will thereby confirm and extend the results of Keidl et al., and supply a necessary ingredient to enable self-force calculations from a reconstructed metric.

For a particle in a bound orbit, the task of completion takes the following simple form. Let $S^+$ and $S^-$ denote, respectively, the two vacuum regions $r > r_p(t)$ and $r < r_p(t)$, and let $h^\text{rec}_{\alpha\beta}$ represent the piece of the metric perturbation obtained by applying the reconstruction procedure in the respective domains $S^\pm$ (with the usual, retarded boundary conditions). We refer here specifically to an FKS-like “no-string” reconstruction (as implemented most recently in \cite{21,22}), in which $h^\text{rec}_{\alpha\beta}$ are each regular in their respective vacuum domains. The full, completed metric perturbation in each of $S^\pm$ is given by

$$h^\pm_{\alpha\beta} = h^\text{rec}_\pm + h^\text{comp}_\pm,$$

where $h^\text{comp}_\pm$ are the completion pieces in the respective domains. The latter have the form

$$h^\text{comp}_\pm = \mathcal{E}^\pm h^{(\delta M)}_\alpha \beta + \mathcal{J}^\pm h^{(\delta J)}_\alpha \beta,$$

where $\mathcal{E}^\pm$ and $\mathcal{J}^\pm$ are constant coefficients (depending only on the details of the orbit), and $h^{(\delta M)}$ and $h^{(\delta J)}$ are certain homogeneous, stationary and axisymmetric perturbations representing, respectively, mass and angular-momentum perturbations of the Kerr geometry. These two perturbations can be readily written down in analytic form (fixing the gauge and the overall normalization), as we do in Eqs. \eqref{E-} and \eqref{J-} below. The problem of completion thus reduces to that of determining the values of the four coefficients $\mathcal{E}^\pm, \mathcal{J}^\pm$. In fact, $\mathcal{E}^+$ and $\mathcal{J}^+$ may be readily deduced from global conditions on the total mass and angular-momentum contents of the system (this will be described in Sec. \ref{sec:global}), so the problem further reduces to that of determining $\mathcal{E}^-$ and $\mathcal{J}^-$ alone, or, equivalently, the two differences

$$[\mathcal{E}] := \mathcal{E}^+ - \mathcal{E}^-, \quad [\mathcal{J}] := \mathcal{J}^+ - \mathcal{J}^-.$$  \hspace{1cm} (3)

In this work we propose and implement a new strategy for determining $[\mathcal{E}]$ and $[\mathcal{J}]$. The basic idea is as follows. Let $S$ represent the (2+1-dimensional) surface $r = r_p(t)$ that is the interface between $S^+$ and $S^-$. The particle’s orbit traces a timelike curve $\gamma$ in $S$, and we let $\mathcal{S} := S - \gamma$, i.e. $\mathcal{S}$ is the part of $S$ excluding the particle’s orbit. Our strategy is based on the expectation that gauge-invariant fields constructed from the full, physical perturbation must be smooth everywhere but on the particle, and, in particular, they must be smooth on $\mathcal{S}$. Thus, we construct a suitable set of (real) invariant fields $I^\pm_n (n = 1, 2, \ldots)$ corresponding to the full perturbation $h^+_\alpha \beta$, and require that $I^+_n = I^-_n$ on $\mathcal{S}$, for each $n$. This continuity requirement translates to a set of simple algebraic equations for $[\mathcal{E}]$ and $[\mathcal{J}]$, which are then solved. Since there are two unknowns, we require two independent matching conditions. This can be achieved by imposing $I^+_n = I^-_n$ for a pair of independent invariants (say $I_1$ and $I_2$) at an arbitrarily chosen point of $\mathcal{S}$; or, possibly, by imposing continuity of a single invariant (say $I_1$) at two different longitudinal points of $\mathcal{S}$. We shall confirm that the two procedures give identical results, and, indeed, that they each automatically guarantee the continuity of all invariants $I_n$ on the entire surface $\mathcal{S}$.

Since the completion piece $h^\text{comp}_\alpha \beta$ is stationary and axisymmetric, in the above calculation we need only concern ourselves with the stationary and axisymmetric piece of $h^\pm_{\alpha \beta}$. Since $h^\text{comp}_\alpha \beta$ is given in a simple analytic form, the main calculation task, therefore, is to derive the stationary and axisymmetric piece of the reconstructed metric $h^\text{rec}_\alpha \beta$. The reconstruction procedure yields individual multipole ($l$-)modes of $h^\text{rec}_\alpha \beta$, and the main challenge is in the evaluation of the sum of multipole contributions. We show how this can be done analytically. In fact, the stationarity and axial symmetry of the relevant perturbation enable us to perform the entire calculation analytically, even for non-circular orbits.

We note the distinction between the task of completion and the (more ambitious) task of constructing a metric perturbation $h_{\alpha \beta}$ in a gauge in which it is globally smooth (except on the particle). Even after completion, our perturbation will in general fail to be continuous on $\mathcal{S}$. This
discontinuity can, in principle, be removed with a suitable gauge transformation, but here we do not pursue this additional task of “gauge regularization”. Whether a gauge regularization is required in practice depends on the particular application, and sometimes it suffices to gauge-regularize only some relevant piece of the perturbation; we shall discuss a few examples in the concluding section of this paper. We intend to present a systematic treatment of gauge regularization in a future work.

Finally, we note that our calculation, and the completion perturbation that comes out of it, apply specifically for a reconstruction done in the so-called “ingoing” radiation gauge [see Eq. (A23)]. To determine the completion for a reconstruction in the companion “outgoing” gauge [see Eq. (A23)] we adopt the metric signature and for the reconstruction procedure follow those of cal details of our calculation are relegated to appendices. Remaining issues and generalizations. Some of the technical treatment of gauge regularization in a future work.

The structure of this paper is as follows. In Sec. III we present our set of auxiliary gauge-invariant quantities \( \mathcal{I}_n \). In Sec. III as a warm-up exercise, we perform our completion calculation and determine \( [E^+] \) and \( [J^+] \) for circular geodesic orbits in Schwarzschild spacetime. Section IV extends the calculation to circular equatorial geodesic orbits in Kerr spacetime, and Sec. V extends it further to all bound (eccentric) geodesic orbits in the equatorial plane in Kerr. In Section VI we use asymptotic analysis at spatial infinity in order to determine the completion amplitudes \( E^\pm \) and \( J^\pm \), and consequently, using our now-known values of \( E \) and \( J \), also the amplitudes \( E^- \) and \( J^- \). Section VII contains a summary and a discussion of remaining issues and generalizations. Some of the technical details of our calculation are relegated to appendices.

Our conventions for the Newman-Penrose formalism and for the reconstruction procedure follow those of Ref. [19]. In particular, we adopt the metric signature \(-+++\) (unlike, e.g., FKS and much of the early Newman-Penrose literature). For convenience, we give in Appendix A a full review of vacuum reconstruction using our conventions. We use geometrized units with \( G = c = 1 \) throughout.

In the rest of this introduction we review previous attempts at the completion problem, and describe some other relevant work. We highlight the way in which our method differs from that of earlier work.

A. Survey of previous, related work

An initial investigation of the completion problem for particle sources was carried out by L. Price (unpublished thesis, 10). Specializing to a Schwarzschild background, Price attempted to determine the completion piece through the requirement that \( h^\text{comp} \rightarrow \mathcal{S} \) matched smoothly with \( h^\text{comp} \) on \( \mathcal{S} \) (allowing for arbitrary gauge transformations on either sides of the surface). In Kerr, this procedure only makes sense under the unproven assumption that the reconstructed part \( h^\text{comp} \) is itself smooth on \( \mathcal{S} \) (up to a gauge transformation). In our method we instead impose continuity (up to gauge) of the full (completed) perturbation, so need not resort to making such an assumption. Also, as described above, we impose continuity of certain invariant fields and not of the (gauge dependent) metric perturbation. This way we evade the arduous task of gauge regularization, which is unnecessary for the sole purpose of determining \( h_\alpha^\text{comp} \).

In their series of papers pioneering the radiation-gauge approach to the self-force, FKS have tackled the problem of determining the completion piece for circular geodesic orbits in the equatorial plane (first in Schwarzschild [15–17] and later in Kerr [18]). Their treatment invokes the Komar definitions of energy and angular momentum as applied to the stationary and axisymmetric piece of the perturbed spacetime: The amplitudes \( E^\pm \) and \( J^\pm \) are determined (essentially) by fixing the Komar mass and angular momentum of the perturbed spacetime at \( r \rightarrow \infty \) and on the black hole’s horizon. It is implicitly assumed, however, that the reconstructed piece \( h^\text{rec}_\alpha \) has no contribution to the Komar quantities. This is readily justified in the Schwarzschild case, where the mass and angular momentum content of the perturbation is contained entirely in its monopole and dipole modes (which have no contribution from \( h^\text{rec}_\alpha \)). But, to the best of our knowledge, the assumption remains unproven in the Kerr case. The calculation to be presented in the current paper will indirectly establish the validity of FKS’s assumption.

In a slightly different context, Dolan and Barack [23] recently discussed an alternative method for determining the mass and angular-momentum content of an arbitrary region of perturbed space, building on work by Abbott and Deser [24]. The Abbott–Deser formulation relies only on the existence of time-translation and rotational Killing symmetries in the background spacetime, and is thus applicable to a general perturbed Kerr geometry. The method prescribes certain conserved quantities (one for each background Killing field), which are constructed from the metric perturbation and its first derivatives, integrated over a closed 2-surface on a spacelike hypersurface. This provides a quasi-local definition of the energy and angular-momentum content of the volume enclosed within the surface, which can be shown to coincide with standard definitions (e.g., ADM’s) in the appropriate limits. One can imagine using this method to determine the completion amplitudes \( E^\pm \) and \( J^\pm \) by fixing the Abbott–Deser mass and angular momentum of the completed perturbation at infinity and on the horizon. We have attempted this approach, but found the necessary surface integrals, and summation over modes.

\[ \text{Ref. [23] discusses a direct calculation of the metric perturbation (in the Lorenz gauge) via numerical time evolution of the linearized Einstein’s equations. The problem of completion takes a different form within this treatment, the main issue being the mitigation of gauge instabilities that affect the stationary and axisymmetric part of the perturbation.} \]
very hard to evaluate in practice (except at infinity). Thus, we have not been able to use this method for determining $\mathcal{E} \pm$ and $\mathcal{J} \pm$. Nonetheless, we think that, with some further development, the approach may provide a viable alternative to (and a check on) our method.

An essentially equivalent completion problem was recently studied by Sano and Tagoshi, who considered the stationary and axisymmetric configuration of a rotating circular mass ring around a Schwarzschild or a Kerr black hole. Their analysis, like ours, seeks to obtain $[\mathcal{E}]$ and $[\mathcal{J}]$ from continuity conditions imposed outside the matter source. However, Sano and Tagoshi do not employ gauge-invariant quantities as in our method, and instead require continuity of the metric perturbation and of the gauge-dependent Weyl scalars $\psi_1$, $\psi_2$ and $\psi_3$. In their construction, the completed metric perturbation and Weyl scalars are smooth on the sphere $r = r_0$ (where $r_0$ is the ring’s radius), off the ring itself, but are singular on the equatorial plane outside the ring. Due to the remaining singularity, it remains unclear whether the prescribed completion is unique. As we will demonstrate in the current paper (for a point particle source), the completion is determined uniquely by looking at invariant quantities that must be smooth everywhere in the vacuum region.

II. AUXILIARY GAUGE INVARIANTS

In this section we prescribe several useful gauge-invariant quantities $I_n(h_{\alpha\beta})$ ($n = 1, 2, \ldots$) constructed from a generic metric perturbation $h_{\alpha\beta}$ given in an arbitrary gauge. Each of the fields $I_n$ is a (real-valued) differential functional of the metric perturbation, involving at most third derivatives of $h_{\alpha\beta}$. Our invariants (unlike the “radiative” Weyl scalars $\psi_0$ and $\psi_4$) encode information about the mass and angular-momentum content of the perturbation, in a way that makes them useful for our purpose of determining the completion piece—as will be described in subsequent sections. Our construction assumes a Kerr background with mass parameter $M$ and spin parameter $a \neq 0$. The Schwarzschild case, $a = 0$, requires a separate treatment and will be considered in subsection II A.

Of the five (complex) Weyl curvature scalars [see Eq. (8) for definitions, and Appendix A for a review], only $\psi_2$ is nonzero in the background Kerr geometry:

$$\psi_2^{(0)} = g^3 M,$$

where

$$g = -(r - ia \cos \theta)^{-1},$$

and hereafter a superscript ‘(0)’ denotes the background value of a field defined in the perturbed spacetime. The linear perturbation of $\psi_2$, which we denote by $\psi_2^{(1)}$, is gauge-dependent. Under a first-order gauge transformation $x^\alpha \to x^\alpha + \xi^\alpha$ it transforms according to

$$\psi_2^{(1)} \to \psi_2^{(1)} - \xi^\alpha \psi_2^{(0)}{2,a},$$

where a comma denotes partial differentiation.

Our construction is based on identifying a reference gauge in which the linear perturbation of $\psi_2$ vanishes: $\psi_2^{(1)} = 0$; we hereafter use an overtilde to indicates values in the reference gauge. For a perturbation $h_{\alpha\beta}$ in some given (but arbitrary) gauge, let $\tilde{\xi}$ be the generator of a transformation to the reference gauge. By our definition of the reference gauge, $\tilde{\xi}$ satisfies

$$\tilde{\xi}_a \psi_2^{(0)} = \psi_2^{(1)},$$

where, on the right-hand side, $\psi_2^{(1)}$ is the perturbation associated with $h_{\alpha\beta}$ in the original gauge. Recalling Eq. (9), and that $\psi_2^{(0)}$ and $\psi_2^{(1)}$ are complex, we observe that Eq. (7) constitutes a complex algebraic equation for the two real components $\tilde{\xi}_\theta$ and $\tilde{\xi}_\phi$. The solutions read

$$\tilde{\xi}_\theta = \text{Re}(\Phi), \quad \tilde{\xi}_\phi = \frac{\text{Im}(\Phi)}{a \sin \theta},$$

where $\Phi := \psi_2^{(1)}/(3Mg^4)$. This prescribes the gauge transformation from an arbitrary original gauge to our reference gauge: the components $\tilde{\xi}_\theta$ and $\tilde{\xi}_\phi$ remain arbitrary. An important consequence is that the condition $\psi_2^{(1)} = 0$ can be said to fix the reference gauge, up to gauge transformations in the $t\phi$ plane.

Now consider the components $h_{\alpha\beta}$ of the metric perturbation in the reference gauge. Four of the components, namely $\tilde{h}_{rr}$, $\tilde{h}_{r\theta}$, $\tilde{h}_{\theta\theta}$, and $\tilde{h}_{\phi\phi}$, are completely determined by $\tilde{\xi}_\theta$ and $\tilde{\xi}_\phi$ (independently of $\tilde{\xi}_\theta$ and $\tilde{\xi}_\phi$): We have

$$\tilde{h}_{ab} = h_{ab} - 2\tilde{\xi}_{(a,b)} + 2\Gamma^{(0)c}{}_{ab} \tilde{\xi}_c,$$

where henceforth the indices $a, b, c$ run over $\{r, \theta\}$ only, and parenthetical indices are symmetrized [in this example, $\tilde{\xi}_{(a,b)} = (\tilde{\xi}_{ab} + \tilde{\xi}_{ba})/2$]. In Eq. (9), $\Gamma^{(0)c}{}_{ab}$ are Christoffel symbols associated with the background (Kerr) metric $g_{\alpha\beta}^{(0)}$, and we have used $I_{(0)t} = 0 = \Gamma_{ab}^{(0)\phi}$. The covariant components $\tilde{\xi}_a$ are given by $\tilde{\xi}_r = g_{rr} \tilde{\xi}_r = (\Sigma/\Delta)\tilde{\xi}_r$ and $\tilde{\xi}_\theta = g_{\theta\theta} \tilde{\xi}_\theta = \Sigma \tilde{\xi}_\theta$, where $\Sigma := r^2 + a^2 \cos^2 \theta$ and $\Delta := -r^2 - 2Mr + a^2$. Note that the right-hand side of Eq. (9) is, implicitly, a linear combination of the metric perturbation $h_{\alpha\beta}$ and its first, second and third derivatives. This can be made explicit using Eq. (8) and the second-order differential operation that produces $\psi_2^{(1)}$ out of $h_{\alpha\beta}$ (and $g_{\alpha\beta}^{(0)}$).

---

4 Our reference gauge has been employed at least once earlier in the literature (for a different purpose)—see Sec. 82 of Chandrasekhar’s monograph [23].
Note further that the values of the components $\tilde{h}_{ab}$ are completely fixed (because the reference gauge is fixed up to transformations in the $t\varphi$ plane, which, however, do not affect $\tilde{h}_{ab}$). In other words, the right-hand side of Eq. (9) describes \textit{gauge-invariant} combinations of the perturbation $h_{\alpha\beta}$ and its derivatives. There is one such invariant combination for each component $\tilde{h}_{ab}$, i.e., three independent invariants in total: $\tilde{h}_{rr}$, $\tilde{h}_{\theta\theta}$ and (say) $\tilde{h}_{r\theta}$. It may sound confusing that components of the metric perturbation in a particular gauge are said to be gauge-invariant. To avoid such confusion, it is useful at this point to dispose with the notion of a reference gauge and simply think of $\tilde{h}_{ab}$ as gauge-invariant functionals of $h_{\alpha\beta}$, i.e., the metric perturbation in an arbitrary gauge. To reinforce this perspective, we introduce the renaming

$$\{I_1, I_2, I_3\} := \{\tilde{h}_{rr}, \tilde{h}_{\theta\theta}, \tilde{h}_{r\theta}\},$$

and recall that the fields $I_n$ are constructed from $h_{\alpha\beta}$ using Eqs. (8) and (9).

It is straightforward to confirm the gauge invariance of $I_n(h_{\alpha\beta})$ with a direct calculation, as follows. Under an arbitrary gauge transformation $x^\alpha \rightarrow x^\alpha + \xi^\alpha$, the relevant components of the metric perturbation in the original gauge transform according to $h_{ab} \rightarrow h_{ab} + \delta h_{ab}$, with

$$\delta h_{ab} = -2\xi_{(a,b)} + 2\Gamma^{(0)c}_{ab}\xi_c,$$  \hspace{1cm} (11)

where we have again used $\Gamma^{(0)t}_{ab} = 0 = \Gamma^{(0)c}_{ab}$. The perturbation in $\psi_2$ transforms as in Eq. (9), namely $\psi_2^{(1)} \rightarrow \psi_2^{(1)} + \delta \psi_2^{(1)}$, with

$$\delta \psi_2^{(1)} = -\xi^\alpha \psi_2^{(0)},$$ \hspace{1cm} (12)

The quantities $\tilde{h}_{ab}$ in Eq. (9) transform, in turn, as $\tilde{h}_{ab} \rightarrow \tilde{h}_{ab} + \delta \tilde{h}_{ab}$, with

$$\delta \tilde{h}_{ab} = \delta h_{ab} - 2\delta \xi_{(a,b)} + 2\Gamma^{(0)c}_{ab} \delta \xi_c,$$ \hspace{1cm} (13)

where $\delta \xi_c$ is the gauge change in $\xi_c$, and we have once more used $\Gamma^{(0)t}_{ab} = 0 = \Gamma^{(0)c}_{ab}$. To calculate $\delta \xi_c$, use Eq. (7) to obtain $\delta \xi c^{(a)} \psi_2^{(0)} = -\xi^\alpha \psi_2^{(0)}$, which, combined with Eq. (12), then gives

$$\delta \xi c^{(a)} \psi_2^{(0)} = -\xi^\alpha \psi_2^{(0)}.$$ \hspace{1cm} (14)

This equation admits a unique solution for the two components $\delta \xi^\alpha$, given by $\delta \xi^\alpha = -\xi^\alpha$. Hence also

$$\delta \xi a = -\xi a.$$ \hspace{1cm} (15)

Substituting from Eqs. (15) and (11) into (13) gives

$$\delta \tilde{h}_{ab} = 0,$$ \hspace{1cm} (16)

which establishes the invariance of $I_n$ under arbitrary gauge transformations.

### A. Schwarzschild case

In the case of a Schwarzschild background, $a = 0$, Eq. (14) gives $\psi_2^{(0)} = -\frac{M}{r^3}$, and $\psi_2^{(1)}$ is a real field. It follows immediately (recalling also the general invariance of $\psi_2^{(1)}$ under infinitesimal tetrad rotations—see App. A) that $\text{Im}(\psi_2^{(1)})$ is a \textit{gauge-invariant} field. This means that our reference gauge, as defined in the Kerr case, generally does not exist: no gauge transformation can nullify $\psi_2^{(1)}$, because its imaginary piece is invariant (and generally nonzero). Instead, we shall choose our reference gauge to be one in which $\text{Re}(\psi_2^{(1)}) = 0$. The generator $\xi^\alpha$ of a gauge transformation to the reference gauge then satisfies [in analogy with Eq. (7)], $\tilde{\xi}^\alpha \psi_2^{(0)} = \text{Re}(\psi_2^{(1)})$. Since $\psi_2^{(0)}$ depends only on $r$, the components $\tilde{\xi}^t$, $\tilde{\xi}^\theta$ and $\tilde{\xi}^\varphi$ remain undetermined. However, $\tilde{\xi}^r$ is still uniquely determined. It is given by

$$\tilde{\xi}^r = \frac{r^4}{3M} \text{Re}(\psi_2^{(1)}),$$ \hspace{1cm} (17)

which coincides with the $a = 0$ reduction of the general Kerr value given in Eq. (6).

We see that, in the Schwarzschild case, the reference gauge is fixed only up to arbitrary transformations in the space spanned by $\tilde{\xi}^t$, $\tilde{\xi}^\theta$ and $\tilde{\xi}^\varphi$. However, there is still a certain component of the metric perturbation in the reference gauge that is completely determined by $\xi^r$ alone, namely

$$\tilde{h}_{rr} = h_{rr} - 2\tilde{\xi}_{r,r} + 2\Gamma^{(0)r}_{rr}\tilde{\xi}_r,$$ \hspace{1cm} (18)

where $\tilde{\xi}_r = (1 - 2M/r)^{-1}\tilde{\xi}^r$ and we have used $\Gamma^{(0)}_{\gamma\gamma} = 0$ for $\gamma = t, \theta, \varphi$ in the Schwarzschild case. The gauge invariance of $\tilde{h}_{rr}$ follows in exactly the same way as in the Kerr case.

For our completion calculation we shall require \textit{two} auxiliary invariants. Since $\tilde{h}_{rr}$ is the only invariant component of $\tilde{h}_{\alpha\beta}$, we must look elsewhere. Fortunately, a second useful invariant immediately suggests itself in the Schwarzschild case, and has already been mentioned: the field $\text{Im}(\delta \psi_2^{(1)})$ itself. Thus, for our completion analysis in Schwarzschild, we shall utilize the two invariants

$$\{I_1, I_2\}_{\text{Schw}} := \{\tilde{h}_{rr}, \text{Im}(\psi_2^{(1)})\}. $$ \hspace{1cm} (19)

Note that, in the Schwarzschild case, our $I_2$ involves only up to \textit{second} derivatives of the original metric perturbation $h_{\alpha\beta}$. The invariant $I_1$, and all three of our invariants in the Kerr case, involve up to third derivatives.

### III. CIRCULAR ORBITS IN SCHWARZSCHILD SPACETIME

We start, in this section, by calculating the completion piece of the metric perturbation for a configuration consisting of a circular geodesic orbit around a Schwarzschild
black hole. This will serve to illustrate (and test) our method in a relatively simple setting.

Thus, we consider a particle of mass \( \mu \) moving in a circular geodesic orbit of radius \( r = r_0 \) around a Schwarzschild black-hole of mass \( M \gg \mu \). The gravitational self-force acting on the particle is ignored. Without loss of generality, we let the orbit lie in the equatorial plane, \( \theta = \pi/2 \). The particle’s energy-momentum is given by

\[
T^{\alpha\beta} = \mu \int_{-\infty}^{\infty} u^\alpha u^\beta \delta^4(x - x^\mu_p(r))(-g^{(0)})^{-1/2} \, dr,
\]

where \( g^{(0)} := \det(g^{(0)}_{\alpha\beta}) = -r^4 \sin^2 \theta, \) \( x^\mu_p(\tau) \) denotes the particle’s worldline (parametrized by proper time \( \tau \)), and \( u^\alpha := dx^\alpha_p/d\tau \) is the particle’s 4-velocity. For our circular equatorial orbits, this reduces to

\[
T^{\alpha\beta} = \frac{\mu u^\alpha u^\beta}{r_0^2 u^t} \delta(r - r_0) \delta(\cos \theta) \delta(\varphi - \Omega t),
\]

where \( \Omega = u^\varphi/u^t \) is the particle’s angular velocity. The conserved energy and angular momentum along the geodesic are, respectively,

\[
E := -\mu u_t = \mu(1 - 2M/r_0) (1 - 3M/r_0)^{-1/2},
\]

\[
L := \mu u_\varphi = \mu (M/r_0)^{1/2} (1 - 3M/r_0)^{-1/2},
\]

where \( u_\alpha = g^{(0)}_{\alpha\beta} u^\beta \). The surface \( S \) defined in the introduction is now the \((2+1)-dimensional\) sphere \( r = r_0 \), and (in a slight redefinition) we use \( S \) to denote \( S \) minus the \((1+1)-dimensional\) equatorial ring \((r, \theta) = (r_0, \pi/2)\). We use superscripts ‘+’ or ‘−’ to denote fields defined on \( r > r_0 \) or \( r < r_0 \), respectively, or otherwise quantities defined through the respective limits \( r \to r_0^+ \) or \( r \to r_0^- \).

Our workplan is as follows. In Sec. IIIA we (analytically) solve the relevant Teukolsky equation to obtain the stationary and axisymmetric piece of the Weyl curvature scalar \( \psi_4 \). This is the starting point for a CCK procedure, which we apply in Sec. IIIB. The end product is \( h^{\alpha\beta}_{\text{rec}} \) —the “reconstructed” piece of the metric perturbation on either side of \( S \), and we also obtain the piece \( \psi_2 \), associated with \( h^{\alpha\beta}_{\text{rec}} \), of the Weyl curvature scalar \( \psi_2 \). In Sec. IIIC given \( h^{\alpha\beta}_{\text{rec}} \) and \( \psi_2 \), we then construct \( I^{\alpha\beta}_{\text{rec}} \) and \( \tilde{I}^{\alpha\beta}_{\text{rec}} \)—the corresponding “reconstructed” pieces of the two invariants \( I_1 \) and \( I_2 \). In Sec. IIID we similarly calculate the contributions \( I^{\alpha\beta}_{\text{comp}} \) and \( \tilde{I}^{\alpha\beta}_{\text{comp}} \) due to the completion piece \( h^{\alpha\beta}_{\text{comp}} \) of the metric perturbation, writing the latter as in Eq. (2), with \( h^{(M)}_{\alpha\beta} \) and \( h^{(3)}_{\alpha\beta} \) specified in analytic form and the coefficients \( \mathcal{E}^\pm, \mathcal{F}^\pm \) left unknown. Finally, in Sec. IIIE we determine the jumps \( [\mathcal{E}] \) and \( [\mathcal{F}] \) from the condition that the complete invariants, \( I^{\alpha\beta}_{\text{rec}} + I^{\alpha\beta}_{\text{comp}} \), satisfy \( I^{\alpha\beta}_{\text{rec}} = I^{\alpha\beta}_{\text{rec}} \) on \( S \).

### A. Stationary and axisymmetric piece of \( \psi_4 \)

The stationary and axisymmetric (SAS) piece of \( \psi_4 \) can be expressed as a sum over multipole-mode contributions, in the form

\[
\psi_4^{\text{SAS}} = r^{-4} \sum_{\ell=2}^{\infty} R_\ell(r) - 2Y_{\ell0}(\theta),
\]

where \( Y_{\ell m} \) are spin-weighted spherical harmonics—see Appendix A for a definition and how to express them in terms of ordinary \((s = 0)\) spherical harmonics. The factor \( r^{-4} \) is conventional. Mode by mode, the functions \( R_\ell(r) \) satisfy the radial Teukolsky equation

\[
\Delta^2 \frac{d}{dr} \left( \Delta^{-1} R_\ell \right) - \lambda R_\ell = T_\ell(r; r_0),
\]

which is the \( a = 0, \omega = 0 = m \) reduction of Eq. (A13). Here

\[
\Delta := r(r - 2M)
\]

and

\[
\lambda := \lambda_2/\lambda_1 = (\ell + 2)(\ell - 1),
\]

where we have introduced

\[
\lambda_s := (\ell + s)!/(\ell - s)!
\]

For our circular-orbit configuration, the source \( T_\ell \) is the distribution

\[
T_\ell(r; r_0) = \Delta^2(r) \left[ s_0(0) \delta(r - r_0) + s_1(0) \delta'(r - r_0) + s_2(0) \delta''(r - r_0) \right],
\]

obtained from the general expression (A11) with the energy-momentum (21) as input. Here a prime denotes a derivative with respect to the argument, and the factor \( \Delta^2 \) has been pulled out for later convenience [specifically, to simplify the appearance of Eq. (24) below]. The coefficients \( s_\ell(0) \) work out as

\[
s_0 = \frac{\pi E}{\Delta_0} \left[ -2Y''_{\ell0}(\theta_0) - 2Y'_{\ell0}(\theta_0) \right] - \frac{4\pi L}{3r_0^3} - 2Y'_{\ell0}(\theta_0),
\]

\[
s_1 = \frac{2\pi i L}{r_0^3} - 2Y'_{\ell0}(\theta_0) - \frac{2\pi ME}{\Delta_0} - 2Y'_{\ell0}(\theta_0),
\]

\[
s_2 = -\frac{\pi ME r_0 E}{\Delta_0} - 2Y'_{\ell0}(\theta_0),
\]

where \( \Delta_0 := \Delta(r_0) = r_0(r_0 - 2M) \), primes denote \( d/d\theta \), and all angular functions are evaluated at \( \theta = \theta_0 = \pi/2 \).

Two linearly independent homogeneous solutions to Eq. (24) are

\[
R_\ell^- = (M\lambda_2)^{-1/2} \Delta(r) Q_{\ell m=2}^{(r/M - 1)},
\]

\[
R_\ell^+ = (M\lambda_2)^{-1/2} \Delta(r) P_{\ell m=2}^{(r/M - 1)}.
\]
where $P^{\mu}_m$ and $Q^{\mu}_m$ are associated Legendre functions of the first and second kinds, respectively, and the normalization factors $(M\lambda_0)^{-1/2}$ were inserted so as to render the Wronskian,

$$W(r) := \frac{dR^+_\ell}{dr} R^-_\ell - R^+_\ell \frac{dR^-_\ell}{dr} = -\Delta(r), \quad (31)$$

$\ell$-independent. To construct the physical inhomogeneous solution to Eq. (23), we need to consider the asymptotic behavior of $R^\pm_\ell$ at infinity, $r \to \infty$, and at the event horizon, $r = 2M$. For stationary physical perturbations, $r^4 \psi_4$ should fall off at infinity at least as $1/r$, and $\Delta^{-1} \psi_4$ should be regular (smooth) across the horizon. An inspection reveals that, for any $\ell \geq 2$, the solution $R^-_\ell(r)$ blows up (as $r^{-\ell-1} \sim R^-$) at infinity, while $\Delta^{-1} R^-_\ell$ is smooth on the horizon. On the other hand, the solution $R^+_\ell(r)$ falls off as $r^{1-\ell}$ at infinity, while $\Delta^{-1} R^+_\ell$ blows up (like $\Delta^{-1} R^+_\ell$) on the horizon. Thus, up to constant multiplicative factors, $R^-_\ell(r)$ is a unique solution regular at the horizon, and $R^+_\ell(r)$ is a unique solution regular at infinity.

It follows that Eq. (24) admits a unique inhomogeneous solution that is regular both at infinity and on the horizon (and anywhere else, except at $r = r_0$). It is given by

$$R_\ell(r; r_0) = R^+_\ell(r_0) \int^{2M} R^+_\ell(r') T_i(r'; r_0) \frac{dW(r')}{\Delta(r')} dr' + R^+_\ell(r) \int_{r}^{\infty} \frac{R^+_\ell(r') \Delta(r')}{\Delta(r')} W(r') dr'. \quad (32)$$

Substituting for $T_i$ from Eq. (28) and evaluating the integrals, we obtain the distributional form

$$R_\ell(r; r_0) = C^+_\ell(r_0) R^+_\ell(r) \Theta(r - r_0) + C^-\ell(r_0) R^-_\ell(r) \Theta(r_0 - r) + C^0_\ell(r_0) \delta(r - r_0), \quad (33)$$

where $\Theta(\cdot)$ is the Heaviside step function, and the coefficients are

$$C^+_\ell(r_0) = \left(-s_0 R^+_\ell + s_1 \frac{dR^+_\ell}{dr} - s_2 \frac{d^2R^+_\ell}{dr^2}\right)_{r=r_0} ; \quad (34)$$

the explicit form of $C^0_\ell(r_0)$ will not be needed in our analysis.

The metric reconstruction procedure to be applied below will not require the full distributional solution (33), but, following FKS’s method, only the “one-sided” functions

$$\psi^{\pm}_4(r_0) := C^\pm_\ell(r_0) R^\pm_\ell(r), \quad (35)$$

which coincide with $R_\ell$ in the respective vacuum domains $S^\pm$ (recall $S^+$ and $S^-$ represent the regions $r > r_0$ and $r < r_0$, respectively). The corresponding one-sided solutions for $\psi_4^{S\pm}$ are

$$\psi_4^{S\pm}(r_0) := \psi_4^{S\pm}(S^\pm) = r^{-1} \sum_{\ell=2}^{\infty} \psi^{S\pm}_{4\ell}(r; r_0) - 2Y_{00}(\theta). \quad (36)$$

### B. Metric reconstruction and perturbation in $\psi_2$

Given the fields $\psi^{\pm}_4(r, \theta; r_0)$, we proceed following FKS’s procedure to construct the metric perturbations $h^{rec\pm}_{\alpha\beta}$ in the corresponding domains $S^\pm$. (We hereafter omit the label ‘SAS’ for brevity, but it should be clear that throughout the analysis we restrict attention to the SAS sector of the perturbation.) For no particular reason, we choose to reconstruct the metric in the so-called “ingoing” radiation gauge [see Eq. (A23) for a definition]. As usual, the reconstruction is done mode-by-mode, and follows three steps. In the first step, given $\psi^{\pm}_4$, we algebraically construct a certain Hertz potential $\Psi^{\pm}_\ell$, itself a solution to the (spin $-2$) Teukolsky equation. In the second step we obtain the $\ell$-mode contribution to $h^{rec\pm}_{\alpha\beta}$ by applying a certain second-order differential operator to $\Psi^{\pm}_\ell$. Finally, in the third step, we add up all $\ell$-mode contributions to obtain $h^{rec\pm}_{\alpha\beta}$. For our particular application we would need only the component $h^{rec\pm}_{rr}$, as well as the value of the perturbation in $\psi_2$ associated with the reconstructed perturbation. The latter, to be denoted by $\psi^{1(1)rec\pm}_2$, will be obtained directly from $\Psi^{\pm}_\ell$, with no need to resort to a knowledge of the full perturbation $h^{rec\pm}_{\alpha\beta}$.

We begin by constructing the Hertz potential $\Psi^{\pm}_\ell$ corresponding to $\psi^{S\pm}_4$. It admits the multipole expansion

$$\Psi^{\pm}_\ell = \sum_{\ell=2}^{\infty} \psi^{\pm}_4(\ell) - 2Y_{00}(\theta), \quad (37)$$

and satisfies the homogeneous Teukolsky equation with $s = -2$, as well as the differential equation

$$\bar{\partial}^{4\pm} \Psi^{\pm} = 8r^4 \psi^{S\pm}_4, \quad (38)$$

which is the relevant reduction of Eq. (A25). Here an overbar denotes complex conjugation and $\bar{\partial}$ is the “spinning” angular differential operator, given explicitly in Eq. (A21b). The action of $\bar{\partial}$ on a spin-$s$ spherical harmonic is described in Eq. (A22a). We note $\Psi^{\pm}_\ell$ admits the multipole expansion

$$\Psi^{\pm}_\ell = \sum_{\ell=2}^{\infty} \psi^{\pm}_4(\ell) - 2Y_{00}(\theta), \quad (39)$$

6 Note that $\psi^{S\pm}_4$ and $\Psi^{\pm}_\ell$ are complex quantities even for our stationary perturbation, owing to the source coefficients $s_0'$ and $s'_\ell$ of Eq. (28) being complex-valued.
which is obtained by taking the complex conjugate of Eq. (37), noting the symmetry $-2Y_{01} = -2Y_{01} = -2Y_{01}$. Substituting from Eqs. (30) and (36) into Eq. (38), and using (A22) and the orthogonality property of $-2Y_{01}$, one arrives at the simple algebraic relation

$$\Psi_{\ell}^\pm = 8\lambda_2^{-1} \tilde{\Psi}_{4d}^\pm.$$  (40)

An explicit expression for $\Psi_{\ell}^\pm$ is then obtained by combining Eqs. (36), (37), (39), (40) and (41). Note that the above procedure picks out a particular solution of the differential equation (38); other solutions of that equation are effectively ruled out by the condition that $\Psi_{\ell}^\pm$ is of a pure spin $-2$, i.e., that its angular part satisfies the angular part of the $s=-2$ Teukolsky equation. It can be checked with an explicit calculation (see, e.g., [25]) that no other solution of (38) satisfies the additional requirement of being a solution to the relevant Teukolsky equation.

Next, we turn to the metric perturbation $h_{\alpha\beta}^{\text{rec}}$. Its reconstruction from $\Psi_{\ell}^\pm$ is prescribed in Eq. (A24) of Appendix A, which, in our problem, and for the $rr$ component relevant to us, reduces to

$$h_{rr}^{\text{rec}} = - (r/\Delta)^2 \text{Re}(\partial^2 \tilde{\Psi}_{4d}^\pm).$$  (41)

Recalling that $\tilde{\Psi}_{4d}^\pm$ is of spin $+2$, we see that the reconstructed component $h_{rr}^{\text{rec}}$ is of pure spin zero, as expected (of this particular component, in the Schwarzschild case). Substituting from Eq. (37) and using (A22) and (40) we get, more explicitly,

$$h_{rr}^{\text{rec}}(r, \theta; r_0) = - \text{Re} \frac{8r^2}{\Delta^2} \sum_{\ell=2}^{\infty} \lambda_2^{-1/2} \tilde{\Psi}_{4d}^\pm(r; r_0) Y_0(\theta).$$  (42)

We further need the perturbation $\psi_{2}^{(1)\text{rec}}$ corresponding to $h_{\alpha\beta}^{\text{rec}}$. This can be readily calculated from the full reconstructed perturbation $h_{\alpha\beta}^{\text{rec}}$, but, to save us the need to obtain other components of the perturbation (in addition to $rr$), we can take advantage of the relation (A20), which conveniently gives $\psi_{2}^{(1)}$ directly in terms of the Hertz potential $\Psi$. Specialized to stationary perturbations in Schwarzschild, the relation reduces to

$$\psi_{2}^{(1)\text{rec}} = \frac{1}{4} \partial^2 (r^{-2} \bar{\partial}^2 \tilde{\Psi}_{4d}^\pm).$$  (43)

We find that the action of $\bar{\partial}^2$ on the right-hand side once more produces a spin-0 quantity, as expected. Substituting from Eqs. (37), (A22) and (40), we obtain

$$\psi_{2}^{(1)\text{rec}}(r, \theta; r_0) = 2 \sum_{\ell=2}^{\infty} \lambda_2^{-1/2} \frac{\partial^2}{\partial r^2} \left( \frac{\tilde{\Psi}_{4d}^\pm}{r^2} \right) Y_0(\theta).$$  (44)

C. Auxiliary invariants

Equipped with $h_{rr}^{\text{rec}}$ and $\psi_{2}^{(1)\text{rec}}$, we now proceed to deriving the “reconstructed” pieces of each of the two invariant fields $\{I_1, I_2\}_\text{Schw}$ on the two domains $S^\pm$—call these $\{I_{1\text{rec}}^+, I_{2\text{rec}}^+\}$, respectively. The field $I_{1\text{rec}}^+$ is obtained using Eqs. (17) and (15), with $\psi_{2}^{(1)}$ and $h_{rr}$ replaced with $\psi_{2}^{(1)\text{rec}}$ and $h_{rr}^{\text{rec}}$, respectively. The field $I_{2\text{rec}}^+$ is simply the imaginary part of $\psi_{2}^{(1)\text{rec}}$. We find

$$I_{1\text{rec}}^+(r, \theta; r_0) = - \frac{4r^4}{3M^2 \Delta^2} \sum_{\ell=2}^{\infty} \lambda_2^{-1/2} Y_{01}(\theta) \text{Re}[C^\pm_{\ell}(r_0)]$$

$$\times \left[ \Delta R_{\ell}^{\pm\prime\prime\prime}(r) - (2\ell - 3M) R_{\ell}^{\pm\prime\prime}(r) + 2 R_{\ell}^{\pm}(r) \right],$$  (45)

where we have substituted for $\psi_{4d}^\pm$ from Eq. (42), and a prime denotes $d/dr$. Recall the coefficients $C^\pm_{\ell}$, defined in Eq. (31), are certain linear combinations of $R_{\ell}^{\pm}$ and its first and second derivatives, evaluated at $r_0$.

To proceed, we recall that it is not the invariants $I_{n\text{rec}}^\pm$ themselves we are interested in here, but rather their difference across $S$,

$$[I_{n\text{rec}}^+(\theta; r_0) := (I_{n\text{rec}}^+ - I_{n\text{rec}}^-)]_{r=r_0}.$$  (47)

We have found that a great deal of simplification occurs if one evaluates the difference prior to the summation over $\ell$ (and in Appendix B we establish that such an interchange of summation and limit is mathematically legitimate in our case). The simplification owes itself to the following set of identities, which are satisfied mode by mode for each $\ell \geq 2$:

$$R_{\ell}^\prime R_{\ell} - R_{\ell} R_{\ell}^\prime = W = -\Delta,$$

$$R_{\ell}^\prime R_{\ell} - R_{\ell}^\prime R_{\ell}^\prime = W' = -2(r - M),$$

$$R_{\ell}^\prime R_{\ell}^\prime - R_{\ell} R_{\ell}^\prime = \lambda,$$

$$R_{\ell}^\prime R_{\ell}^\prime - R_{\ell}^\prime R_{\ell}^\prime = W'' - \lambda = -\lambda_1,$$

$$R_{\ell}^\prime R_{\ell}^\prime - R_{\ell} R_{\ell}^\prime = 0,$$

$$R_{\ell}^\prime R_{\ell}^\prime - R_{\ell}^\prime R_{\ell}^\prime = -\lambda_2/\Delta.$$  (48)
obtain
\[ [\mathcal{I}_1^{\text{rec}}] (\theta; r_0) = \frac{8\pi E r_0^4}{3M\Delta_0^2} \sum_{\ell=2}^{\infty} Y_{\ell0}(\theta)Y_{\ell0}(\theta) + \frac{4\pi E r_0^4}{3M\Delta_0^2} (r_0 - M) \sum_{\ell=2}^{\infty} Y_{\ell0}(\theta)Y_{\ell0}'(\theta), \]
and
\[ [\mathcal{I}_2^{\text{rec}}] (\theta; r_0) = \frac{4\pi L}{r_0^2} \sum_{\ell=2}^{\infty} Y_{\ell0}(\theta)Y_{\ell0}'(\theta), \]
where use has also been made of the relations
\[ -2Y_{\ell0}(\theta) = \lambda_2^{-1/2}Y_{\ell0}(\theta) = -\left(\frac{\lambda_1}{\lambda}\right)^{1/2}Y_{\ell0}(\theta), \]
\[ -2Y_{\ell0}'(\theta) = -\left(\frac{\lambda_1}{\lambda}\right)^{1/2}Y_{\ell0}'(\theta), \]
\[ -2Y_{\ell0}''(\theta) = \left(\frac{\lambda_1}{\lambda}\right)^{1/2}(\lambda_1 - 4)Y_{\ell0}(\theta) \]
[derived using (A.22)] in order to express \( s = -2 \) harmonics and their derivatives at \( \theta_0 = \pi/2 \) in terms of standard \((s = 0)\) spherical harmonics and their derivatives there. The mode sums in Eqs. (49) and (50) are readily evaluated in distributional form using the completeness relation
\[ \sum_{\ell=2}^{\infty} Y_{\ell0}(\theta)Y_{\ell0}(\theta) = \frac{\delta(cos \theta - cos \theta_0)}{2\pi} - \frac{1}{4\pi} \sum_{\ell=0}^{\infty} Y_{\ell0}(\theta)Y_{\ell0}(\theta), \]
and term-by-term derivatives thereof with respect to \( \theta_0 \). With the sums thus evaluated (and setting \( \theta_0 = \pi/2 \)), Eqs. (49) and (50) reduce to
\[ [\mathcal{I}_1^{\text{rec}}] (\theta; r_0) = \frac{2Er_0^4}{3M\Delta_0^2}, \]
\[ [\mathcal{I}_2^{\text{rec}}] (\theta; r_0) = \frac{3L\cos \theta}{r_0^4}, \]
where distributional contributions with support only on the particle have been omitted. That such an omission is justified, for our purpose, is shown in Appendix B.

We see that the contribution from the reconstructed metric to the invariant quantities \( \mathcal{I}_{1,2} \) has a finite discontinuity at \( r = r_0 \), even away from the particle’s location. We further notice that the discontinuity in \( \mathcal{I}_1^{\text{rec}} \) is purely monopolar (\( \theta \)-independent), while the discontinuity in \( \mathcal{I}_2^{\text{rec}} \) is purely dipolar. Below we will establish that both discontinuities can be removed with a suitable choice of the perturbation’s completion piece.

D. Completion piece

We write the completion piece of the metric perturbation as a sum of mass and angular-momentum perturbations, as in Eq. (4), copied here for easy reference:
\[ h_{\alpha\beta}^{(\Delta M)} = \mathcal{E}^{\pm} h_{\alpha\beta}^{(\Delta M)} + \mathcal{J}^{\pm} h_{\alpha\beta}^{(\Delta J)} \]
As usual, \( \pm \) indicates values in the corresponding domains \( S^\pm \). \( h_{\alpha\beta}^{(\Delta M)} \) and \( h_{\alpha\beta}^{(\Delta J)} \) are homogeneous perturbations that represent trivial variations of the background geometry with respect to its mass and angular momentum parameters, as prescribed below; each is a solution of the linearized vacuum Einstein’s equations. The constant amplitude coefficients \( \mathcal{E}^{\pm} \) and \( \mathcal{J}^{\pm} \) are to be determined.

Following [10], we choose to construct \( h_{\alpha\beta}^{(\Delta M)} \) and \( h_{\alpha\beta}^{(\Delta J)} \) in a “Boyer–Lindquist” gauge, using
\[ h_{\alpha\beta}^{(\Delta M)} (r) = \frac{\partial g^{(0)}_{\alpha\beta}(\mu; M, J)}{\partial M} |_{J=0}, \]
\[ h_{\alpha\beta}^{(\Delta J)} (r, \theta) = \frac{\partial g^{(0)}_{\alpha\beta}(\mu; M, J)}{\partial J} |_{J=0}, \]
where \( g^{(0)}_{\alpha\beta} \) is the Kerr metric, parametrized by mass \( M \) and angular-momentum \( J = aM \), and the partial derivatives are taken with fixed Boyer-Lindquist coordinates. Explicitly,
\[ h_{tr}^{(\Delta M)} = \frac{2}{r}, \quad h_{rr}^{(\Delta J)} = \frac{2r^3}{\Delta^2}, \quad h_{t\phi}^{(\Delta J)} = -\frac{2\sin^2 \theta}{r}, \]
and all other independent components vanish. Our goal now is to calculate the contribution from \( h_{\alpha\beta}^{(\Delta M)} \) to the two invariants \( \mathcal{I}_{1,2}^{\text{comp}} \), which we shall call \( \mathcal{I}_{1,2}^{\text{comp}} \).

We start with the perturbation in \( \psi_2 \), which can be derived either from the perturbation in the Weyl curvature associated with (57) (making sure to take into account the perturbation in the null tetrad); or, much more simply, by varying \( \psi_2^{(0)} \) in Eq. (4) with respect to \( M \) (at fixed \( J = aM \) and \( r \)) and with respect to \( J \) (at fixed \( M \) and \( r \)). Either way, the result is
\[ \psi_2^{(1)\text{comp}} = -\frac{3}{r^3} \mathcal{I}_{1,2}^{\text{comp}} \theta^2 \]
from which we obtain, using (17), (18), and (19) successively, with \( \psi_2^{(1)\text{comp}} \) replaced with \( \psi_2^{(1)\text{comp}} \),
\[ \mathcal{I}_{1,2}^{\text{comp}} = \frac{2\mathcal{E}^\pm r^4}{3M\Delta^2}, \quad \mathcal{I}_{1,2}^{\text{comp}} = -\frac{3\mathcal{J}^\pm \cos \theta}{r^4}, \]
with \( \mathcal{E} \) and \( \mathcal{J} \) as defined in Eq. (4).

E. Determination of the completion amplitudes

The jumps \( \mathcal{E} \) and \( \mathcal{J} \) are determined from the two continuity conditions
\[ 0 = [\mathcal{I}_1] = [\mathcal{I}_1^{\text{rec}}] + [\mathcal{I}_1^{\text{comp}}] = \frac{2r_0^4}{3M\Delta_0^2}([\mathcal{E}] - E), \]
\[ 0 = [\mathcal{I}_2] = [\mathcal{I}_2^{\text{rec}}] + [\mathcal{I}_2^{\text{comp}}] = -\frac{3\cos \theta}{r_0^4}([\mathcal{J}] - L). \]
for \(\theta \neq \pi/2\), where we have substituted from Eqs. (58) and (60). We immediately find

\[
[\mathcal{E}] = E, \quad [\mathcal{J}] = L. \tag{63}
\]

Namely, the jumps \([\mathcal{E}]\) and \([\mathcal{J}]\) are simply the conserved energy and angular momentum of the particle’s geodesic orbit.

Let us make a few simple observations. First, it is evident from Eqs. (58) and (60) that, for each of \(n = 1, 2\), the jumps \([\mathcal{T}_n^{\text{rec}}]\) and \([\mathcal{T}_n^{\text{comp}}]\) share the same dependence on the angle \(\theta\). This means that imposing the continuity condition \([\mathcal{T}_n] = 0\) at any particular value of \(\theta(\neq \pi/2)\) automatically guarantees continuity across the entire of \(\mathcal{S}\). That this is the case is an important consistency test for our method and calculation. (This test appears somewhat trivial in the Schwarzschild case; it will take a less trivial form in Kerr, as we shall see.) One should be able to check that, with our chosen completion, the full invariant fields \(\mathcal{I}_n = \mathcal{T}_n^{\text{rec}} + \mathcal{T}_n^{\text{comp}}\) are not only continuous but also smooth across \(\mathcal{S}\). They are, in fact, smooth everywhere outside the black hole, except (possibly) on the ring \((r, \theta) = (r_0, \pi/2)\) containing the particle.

Second, as it turned out, our specific choice of auxiliary invariants was such that \([\mathcal{I}_1]\) involved \([\mathcal{E}]\) alone (and not \([\mathcal{J}]\)), while \([\mathcal{I}_2]\) involved \([\mathcal{J}]\) alone (and not \([\mathcal{E}]\)). In consequence, the equations for \([\mathcal{E}]\) and \([\mathcal{J}]\) automatically decoupled. This is merely an artefact of our choice of invariants (combined with the special symmetry of the Schwarzschild background), and in general need not be the case for our method to work. Indeed, in the Kerr case, as we shall see, the continuity condition for either \(\mathcal{I}_1\) or \(\mathcal{I}_2\) will yield an algebraic equation involving both \([\mathcal{E}]\) and \([\mathcal{J}]\).

Third, and most important, we see that the jumps \([\mathcal{E}]\) and \([\mathcal{J}]\) are completely and uniquely determined by imposing the field equations with usual regularity conditions (i.e., that geometrical invariants should be regular anywhere outside physical singularities). This conclusion carries over to the Kerr case, to be considered in subsequent sections. However, the individual amplitudes \(\mathcal{E}^\pm\) and \(\mathcal{J}^\pm\) remain undetermined: One can always add arbitrary homogeneous mass or angular-momentum perturbations without violating either the field equations or regularity.

To fix \(\mathcal{E}^\pm\) and \(\mathcal{J}^\pm\) requires additional information, alluding to suitable notions of “mass” and “angular momentum” defined in the full perturbed spacetime. Given such notions, one can fix the amplitudes \(\mathcal{E}^\pm\) and \(\mathcal{J}^\pm\) in a number of ways. For instance, prescribing the total mass and angular momentum of the perturbed spacetime (as measured at spatial infinity) should fix \(\mathcal{E}^+\) and \(\mathcal{J}^+\), with the amplitudes \(\mathcal{E}^-\) and \(\mathcal{J}^-\) then determined from the known jumps \([\mathcal{E}]\) and \([\mathcal{J}]\). Or, alternatively, prescribing the mass and angular momentum of the black hole (as measured on the horizon) should fix \(\mathcal{E}^-\) and \(\mathcal{J}^-\), with \(\mathcal{E}^+\) and \(\mathcal{J}^+\) now determined from the known jumps. The first route seems advantageous in that it requires only global notions of mass and angular momentum. However, even following that route, one would ideally wish to have a supplementary semi-local notion of mass and angular momentum in order to verify that the completed geometry in the inner region \(S^-\) corresponds to that of a black hole with the desired properties (in our case, a Schwarzschild black hole of mass \(M\)). In Sec. VII we will employ the Abbott-Deser notion of quasi-local mass and angular momentum, in combination with our results for \([\mathcal{E}]\) and \([\mathcal{J}]\), in order to determine the individual amplitudes \(\mathcal{E}^\pm\) and \(\mathcal{J}^\pm\) (as in the more general Kerr case).

It should be said that, in the Schwarzschild case considered above, the completion amplitudes may also be determined from a simple argument, as follows. Thanks to the spherical symmetry of the Schwarzschild background, multipole modes of the metric perturbation are globally well defined (in terms of tensorial spherical harmonics) and satisfy decoupled evolution equations. Mass and angular momentum perturbations of the Schwarzschild geometry have a pure monopolar and dipolar profile and are entirely contained in the \(\ell = 0, 1\) modes of the metric perturbation. Crucially, the (Teukolsky) \(\ell\)-mode \(\psi_{\ell\ell}\) can be shown to contribute, via the reconstruction procedure, only to the corresponding (tensor-harmonic) \(\ell\)-mode of the metric perturbation. It follows that the reconstructed piece \(h_{\alpha\beta}^{\text{rec}}\), which is made up of \(\ell \geq 2\) Teukolsky modes only, adds no contribution to the mass and angular momentum of the full (retarded) perturbation \(h_{\alpha\beta}\). This is true in both \(S^+\) and \(S^-\). The entire contribution to the mass and angular momentum of \(h_{\alpha\beta}\) is contained in the completion piece \(h_{\alpha\beta}^{\text{comp}}\). If we then impose that the black hole has a mass \(M\) and no spin, we immediately find \(h_{\alpha\beta}^{\text{comp}} = 0\), i.e.,

\[
\mathcal{E}^- = 0, \quad \mathcal{J}^- = 0. \tag{64}
\]

From (54) and (63) it then follows that

\[
\mathcal{E}^+ = E, \quad \mathcal{J}^+ = L, \tag{65}
\]

consistent with a total mass \(M + E\) and an angular momentum \(L\), as expected. [In fact, the values of the jumps \([\mathcal{E}]\) and \([\mathcal{J}]\) themselves follow immediately, in the Schwarzschild case, from the requirement that the \(\ell = 0, 1\) modes satisfy the field equations on \(r = r_0\), so one need not actually rely on Eq. (63) to obtain (65).]

The above argument does not work in the Kerr case, where multipole modes of the perturbation couple, the contribution from each individual Teukolsky \(\ell\)-mode spreads over infinitely many tensorial \(\ell\)-modes of the reconstructed metric perturbation, and mass and angular momentum...
momentum perturbations do not have simple monopole-dipole structures (except in the limit \( r \to \infty \)). Under these circumstances, it may appear unlikely that the above results—in particular, \( \mathcal{E}^- = 0 = \mathcal{J}^- \)—should carry over to Kerr. In the proceeding sections we will establish that this, remarkably, is precisely the case.

IV. CIRCULAR EQUATORIAL ORBITS IN KERR SPACETIME

As a first generalization of the above analysis, we now replace the background geometry with that of a Kerr black hole of mass \( M \gg \mu \) and spin parameter \( a \), and consider the completion problem for a particle of mass \( \mu \ll M \) moving on a circular geodesic of radius \( r = r_0 \) in the equatorial plane (\( \theta = \pi/2 \)) of the black hole. The particle’s energy-momentum again takes the form \([21]\), with conserved energy \( E = -\mu u_t \) and angular momentum \( L = \mu \omega \), as are now given explicitly by

\[
E = \mu \frac{1 - 2\hat{a}^2 + \hat{a}^2 v^3}{\sqrt{1 - 3\hat{a}^2 + 2\hat{a}^2 v^3}},
L = \mu \frac{r_0 v (1 - 2\hat{a}^2 + \hat{a}^2 v^3)}{\sqrt{1 - 3\hat{a}^2 + 2\hat{a}^2 v^3}},
\]

with \( v := \sqrt{r/r_0} \) and \( \hat{a} := a/M \). Our convention is that \( a > 0 \) (\( a < 0 \)) refers to prograde (retrograde) orbits, i.e. the orbital angular momentum being aligned (anti-aligned) with the black hole’s spin direction.

Our completion procedure will follow closely and generalize that of the Schwarzschild case, and many of our intermediate results can be checked against their Schwarzschild counterparts by setting \( a = 0 \). To enable this, and for notational simplicity, we use the same notation for the various Kerr quantities (like \( E \) and \( L \)) as for the Schwarzschild quantities they generalize, overriding the notation of Section [8]

A. Stationary and axisymmetric piece of \( \psi_4 \)

For a generic perturbation in Kerr, the Teukolsky equation governing the Weyl scalar \( \psi_4 \) is only separable in terms of (spin-weighted) spheroidal-harmonic functions, which are frequency-dependent. However, for the purely SAS perturbations of relevance to us here, the spheroidal harmonics reduce to (spin-weighted) spherical harmonics, and Teukolsky’s equation becomes separable in terms of \( \gamma Y_{00}(\theta) \), just as in the Schwarzschild case. More precisely, the master equation for \( \psi_4^{\text{SAS}} \) is separable using equation \([21]\), where now

\[
\Delta = r^2 - 2M r + a^2.
\]

The source \( T_\ell(r; r_0) \) again has the form \([28]\), but with the coefficients \( s_\ell^s(r_0) \) now given by

\[
s_0^\ell = \frac{4\pi \mu \nu_0^2 u_t^2}{\Delta_0^3 u_t^3} \left[-2Y''_{00}(\theta_0) - 2Y_{00}(\theta_0)\right] - \frac{8\pi \mu \nu_0 (\sqrt{2} \Delta_0 u_\bar{m} + iar_0 u_n)}{\Delta_0^3 u_t^3} - 2Y_{00}(\theta_0),
\]

\[
s_1^\ell = \frac{4\sqrt{2} \pi r_0 u_n u_\bar{m}}{\Delta_0 u_t^3} - 2Y_{00}(\theta_0) + \frac{4\pi \nu_0^2 a_0 u_t^2}{r_0 u_t^3} - 2Y_{00}(\theta_0),
\]

\[
s_2^\ell = \frac{2\mu \nu_0^2 u_t^3}{u_t^3} - 2Y_{00}(\theta_0).
\]

Here we have introduced

\[
u_n := u_n n^\alpha = \frac{1}{2\mu_0} \left[aL - (r_0^2 + a^2)E\right],
\]

\[
u_\bar{m} := u_\bar{m} m^\alpha = \frac{-i}{\sqrt{2} \mu_0} (L - aE),
\]

where \( n^\alpha \) and \( m^\alpha \) are two of the legs of the Kinnersley null tetrad \([A4]\) (here evaluated on the orbit), and \( u^t \) is the \( t \) component of the particle’s four-velocity, given explicitly by

\[
u_t = \frac{1 + \hat{a} v^3}{\sqrt{1 - 3\hat{a}^2 + 2\hat{a}^2 v^3}}.
\]

It can be checked that \([69]\) reduces to the Schwarzschild expressions \([29]\) for \( a = 0 \).

A suitable basis of radial homogeneous solutions, generalizing that of \([30]\) to Kerr, is

\[
R^r_\ell = (\kappa \lambda_2)^{-1/2} \Delta(r) P_{\ell}^{m=2} ((r - M)/\kappa),
\]

\[
R^\pm_\ell = (\kappa \lambda_2)^{-1/2} \Delta(r) Q_{\ell}^{m=2} ((r - M)/\kappa),
\]

where \( \kappa := \sqrt{M - a^2} \), and the normalization is such that the Wronskian, defined as in Eq. \([21]\), is \( W = \Delta \), just as in the Schwarzschild case. Consequently, the identities \([18]\) apply as they are in the Kerr case too. The inhomogeneous solution of the radial Teukolsky equation, with physical boundary conditions, has the same form as in Eqs. \([22]\) and \([23]\), and one then constructs the one-sided fields \( \psi_4^{\pm} \) and \( \psi_4^{\text{SAS} \pm} \) using \([35]\) and \([36]\) respectively, just as in the Schwarzschild case, only replacing the prefactor \( r^{-4} \) in \([30]\) with \( \hat{a}^4 \).

B. Metric reconstruction and perturbation in \( \psi_2 \)

We start by introducing the one-sided Hertz potentials \( \Psi^{\pm} \), whose axially-symmetric parts are each required to satisfy the \( s = -2 \) vacuum Teukolsky equation as well as an “inversion” formula, which now reads

\[
\bar{\Theta}^{4} \Psi^{\pm} = 8 \hat{a}^{-4} \psi_4^{\text{SAS} \pm}.
\]
We again expand $\Psi^\pm$ in $-2Y_{l0}(\theta)$ as in Eq. (57), and expand its complex conjugate $\bar{\Psi}^\pm$ in $+2Y_{l0}(\theta)$ as in Eq. (59). Proceeding as in the Schwarzschild case to solve for the modal functions $\Psi_{\ell}^\pm$, one arrives at the unique solution

$$
\Psi_{\ell}^\pm = 8\lambda_2^{-1}\tilde{\psi}_{4\ell}^\pm,
$$

(74)

whose simple form is identical to that of its Schwarzschild counterpart [40]. The total (complex-conjugated) Hertz potentials on either sides of $r = r_0$ are thus

$$
\tilde{\Psi}^\pm = \sum_{\ell=2}^{\infty} (8/\lambda_2)C_{\ell}^\pm(r_0)R_{\ell}^\pm(r) \pm 2Y_{l0}(\theta),
$$

(75)

where $R_{\ell}^\pm$ are the homogeneous solutions given in Eq. (72), and the coefficients $C_{\ell}^\pm(r_0)$ are just as in Eq. (34) but with the source coefficients $s_n^\ell$ now as given in Eq. (69).

For our calculation of the invariants $I_{1,2,3}$ we require the $rr$, $r\theta$ and $\theta\theta$ components of the metric perturbation reconstructed from $\Psi^\pm$, as well as the associated perturbation $\psi_2^{(1)rec\pm}$. Specializing the reconstruction formula [A24] to a SAS perturbation in Kerr gives, after some manipulation,

$$
h_{rr}^{rec\pm} = -\text{Re} \frac{1}{\Delta^2} \partial \left( \vartheta^2 \tilde{\psi}_{2\ell} \tilde{\psi}_{2\ell} \right),
$$

(76)

$$
h_{r\theta}^{rec\pm} = -\text{Re} \frac{1}{\Delta^2} \partial \left( \vartheta \tilde{\psi}_{2\ell} \tilde{\psi}_{2\ell} \right),
$$

(77)

$$
h_{\theta\theta}^{rec\pm} = -\text{Re} \frac{1}{\vartheta^2} \partial \left( \vartheta \tilde{\psi}_{2\ell} \tilde{\psi}_{2\ell} \right).
$$

(78)

Here the operator $\partial := -\partial_\theta + s \cot \theta$ is the usual spin-lowering operator $\partial$ whenever it acts on $sY_{l0}(\theta)$. Note, however, how in Eqs. (76)–(78) the reconstructed metric components fail in general to be of a pure spin, due to the dependence of $\vartheta$ and $\vartheta$ on $\theta$ [this dependence disappears only in the Schwarzschild case, where all three components become manifestly pure-spin ($s = 0, 1, 2$, respectively), with (76) reducing to (41)]. As for $\psi_2^{(1)rec\pm}$, the reduction of Eq. (A20) to a SAS perturbation yields

$$
\psi_2^{(1)rec\pm} = \frac{1}{4} \left( \vartheta^2 \tilde{\psi}_{2\ell} \tilde{\psi}_{2\ell} \right)_{rr} \pm \frac{\vartheta\theta}{\vartheta} \left[ \vartheta \tilde{\psi}_{2\ell} \tilde{\psi}_{2\ell} \right]_{r} \pm \frac{3}{2} \frac{\vartheta^2}{\vartheta} \left[ \vartheta \tilde{\psi}_{2\ell} \tilde{\psi}_{2\ell} \right]_{r},
$$

(79)

In the Schwarzschild limit the last two terms drop (note $\vartheta \theta = ia \vartheta^2 \sin \theta$) and Eq. (43) is recovered.

C. Auxiliary invariants

The fields $T_n^{rec\pm}$ ($n = 1, 2, 3$) are now obtained as sums over $\ell$-modes by substituting (75) in Eqs. (76)–(79) and then using Eqs. (8)–(10). The outcome has the form

$$
T_n^{rec\pm} = \sum_{\ell=2}^{\infty} \sum_{j=0}^{3} \sum_{k=0}^{3} \left( 1/\lambda_2 \right) f_{njk}(r, \theta) R_{\ell}^{\pm(k)}(r)
$$

$$
\times \left\{ \text{Re}[C_{\ell}^{\pm}(r_0)] f_{njk}(r, \theta) + \text{Im}[C_{\ell}^{\pm}(r_0)] g_{njk}(r, \theta) \right\},
$$

(80)

where parenthetical superscripts denote differentiation with respect to the argument. The coefficients $f_{njk}(r, \theta)$ and $g_{njk}(r, \theta)$ are certain real-valued, $\ell$-independent functions that are simple but many, so we will not list them here but rather proceed directly to evaluating the jumps $[T_n^{rec\pm}](\theta; r_0)$ across $r = r_0$. We only point out one property of these coefficients, namely that, for each $\ell j k$, the entire summand in Eq. (80) is a smooth function of $r$ and of $\cos \theta$—multiplied by $(\sin \theta)^{-2}$ for $n = 2$ and by $(\sin \theta)^{-1}$ for $n = 3$. (These singular factors trace back simply to the singular nature of the background Boyer-Lindquist coordinates at the poles; recall $I_2 = \bar{h}_{\theta\theta}$ and $I_3 = \bar{h}_{r\theta}$.) This smoothness property will play a role in the proof of Appendix [3].

Recall that $C_{\ell}^{\pm}(r_0)$, given in Eq. (34), are linear combinations (with complex, $r_0$-dependent coefficients) of the real functions $R_{\ell}^{\pm}(r)$ and their first and second derivatives, all evaluated at $r = r_0$. Thus, the jump $[T_n^{rec}]$ involves the homogeneous solutions $R_{\ell}(r_0)$ only through the combinations listed in Eq. (48)—the same combinations as in the Schwarzschild case. Each of these combinations depends on $\ell$ in a simple way: it is proportional to either $\lambda = (\ell + 2)(\ell - 1)$, $\lambda_1 = (\ell - 2)$ or $\lambda_2 = \lambda_3$, or it is $\ell$-independent. Also note, recalling the form of the source coefficients $s_n^\ell$ in Eq. (69), that $C_{\ell}^{\pm}(r_0)$ are linear combinations of $-2Y_{l0}(\theta_0)$, $-2Y_{l0}'(\theta_0)$, and $-2Y_{l0}''(\theta_0)$. Altogether, we therefore have the form

$$
[T_n^{rec}] (\theta; r_0) = \sum_{j=0}^{3} \sum_{k=0}^{3} \sum_{\ell=2}^{\infty} h_{njk}(\theta; r_0)
$$

$$
\times \sum_{\ell=2}^{\infty} \Lambda_{\ell k} 2Y_{l0}(\theta) 2Y_{l0}'(\theta),
$$

(81)

where $\Lambda_{\ell k} := \{1, \lambda_1^{-1}, \lambda_1^{-1}, \lambda_2^{-1}\}$ respectively for $k = \{0, 1, 2, 3\}$, and we have used the fact that $-2Y_{l0} = \pm 2Y_{l0}$. The coefficient $h_{njk}(\theta; r_0)$ are smooth (except, possibly, at the poles) and independent of $\ell$; they are simple but numerous so we will not list them here. We find it more convenient here to work directly with spin-2 spherical harmonics rather than re-express them in terms of spin-0 harmonics as we did in the Schwarzschild case.

The four sums over $\ell$ in Eq. (81) (one for each $k$) can now be evaluated explicitly via term-by-term differentiation of the completeness relation

$$
\sum_{\ell=2}^{\infty} 2Y_{l0}(\theta) 2Y_{l0}(\theta_0) = (2\pi)^{-1} \delta(\cos \theta - \cos \theta_0),
$$

(82)
and the summation formulas

\[
\begin{align*}
\sigma_1 & := \sum_{\ell=2}^{\infty} \lambda_{\ell}^{-1} Y_{\ell 0}(\theta) Y_{\ell 0}(\theta_0) \\
& = \frac{1}{8\pi} \tan^2 \left( \frac{\theta_0}{2} \right) \cos^2 \left( \frac{\theta_0}{2} \right), \\
\sigma_2 & := \sum_{\ell=2}^{\infty} \lambda_{\ell}^{-1} Y_{\ell 0}(\theta) Y_{\ell 0}(\theta_0) \\
& = \frac{1}{3} \sigma_1 (2 + \cos \theta_0)(2 - \cos \theta_0), \\
\sigma_3 & := \sum_{\ell=2}^{\infty} \lambda_{\ell}^{-1} Y_{\ell 0}(\theta) Y_{\ell 0}(\theta_0) \\
& = \frac{1}{2} (\sigma_2 - \sigma_1).
\end{align*}
\] (83)

Here \(\theta_0 := \max \{\theta, \theta_0\}\) and \(\theta_\circ := \min \{\theta, \theta_0\}\). A derivation of \(\sigma_3\) and \(\sigma_4\) is presented in Appendix C and D. With the sums over \(\ell\) (and \(k\)) in Eq. (81) now explicitly evaluated, we next drop all terms proportional to \(\delta(\cos \theta - \cos \theta_0)\) and derivatives thereof (cf. Appendix B once more for a justification), and algebraically simplify the resulting expressions using computer algebra. The final results are remarkably simple:

\[
[T_{1}^{\text{rec}}](\theta; r_0) = -\frac{2\Sigma_0 \left[ (r_0^2 + 5a^2)E - 3aL \right]}{3M\Delta^2},
\] (86)

\[
[T_{2}^{\text{rec}}](\theta; r_0) = \frac{2\Sigma_0 \left[ 6L - aE(9 - \cos 2\theta) \right]}{6aM \sin^2 \theta},
\] (87)

where \(\Sigma_0 := \Sigma(r_0) = r_0^2 + a^2 \cos^2 \theta\), and we find \([T_{3}^{\text{rec}}] = 0\). It can be checked that \([T_{1}^{\text{rec}}]\) reduces to its Schwarzschild value, given in Eq. (53), for \(a = 0\).

D. Completion piece

The completion piece of the metric perturbation again has the form \(\Theta\), with amplitudes \(E^\pm\) and \(L^\pm\) to be determined on either sides of \(S\). The homogeneous perturbations \(h^{(\delta M)}_{a\beta}\) and \(h^{(\delta J)}_{a\beta}\) are obtained via Eqs. (55) and (56), respectively—this time without taking \(J \to 0\). Explicitly, we find

\[
\begin{align*}
& h^{(\delta M)}_{tt} = \frac{2r}{\Sigma^2} \left( r^2 + 3a^2 \cos^2 \theta \right), \\
& h^{(\delta M)}_{t\varphi} = -\frac{3a^2 \sin^2 2\theta}{\Sigma^2}, \\
& h^{(\delta M)}_{rr} = \frac{2r}{M\Delta^2} \left[ Mr^2 + 3a^2 M + a^2 (r - 3M) \sin^2 \theta \right], \\
& h^{(\delta M)}_{\theta\theta} = -(2/M)a^2 \cos^2 \theta, \\
& h^{(\delta M)}_{\varphi\varphi} = -\frac{2a^2 \sin^2 \theta}{\Sigma^2} \left[ \Sigma^2 + Mr(r^2 - a^2 \cos^2 \theta) \sin^2 \theta \right],
\end{align*}
\] (88)

\[
\begin{align*}
& h^{(\delta J)}_{tt} = -\frac{4ar \cos^2 \theta}{\Sigma^2}, \\
& h^{(\delta J)}_{t\varphi} = -\frac{2r \sin^2 \theta}{\Sigma^2} \left( r^2 - a^2 \cos^2 \theta \right), \\
& h^{(\delta J)}_{rr} = -\frac{ar}{M\Delta^2} \left[ r + 2M - (r - 2M) \cos 2\theta \right], \\
& h^{(\delta J)}_{\theta\theta} = -(2/M)a \cos^2 \theta, \\
& h^{(\delta J)}_{\varphi\varphi} = \frac{2a^2 \sin^2 \theta}{M\Sigma^2} \left( \Sigma^2 + 2Mr^3 \sin^2 \theta \right),
\end{align*}
\] (89)

with all other components vanishing. The corresponding perturbation in \(\psi_2\) on \(S^\pm\) is

\[
\psi_2^{(1)\text{comp}} = -\theta^4 \left[ (r - 4ia \cos \theta)E^\pm + 3iL^\pm \cos \theta \right],
\] (90)

and the contributions to our auxiliary invariants work out to give

\[
[T_{1}^{\text{comp}}](r, \theta) = \frac{2\Sigma \left[ (r^2 + 5a^2)E^\pm - 3aJ^\pm \right]}{3M\Delta^2},
\] (91)

\[
[T_{2}^{\text{comp}}](r, \theta) = -\frac{2\Sigma \left[ 6J^\pm - aE^\pm(9 - \cos 2\theta) \right]}{6aM \sin^2 \theta},
\] (92)

with \([T_{3}^{\text{comp}}] = 0\). Thus

\[
[T_{1}^{\text{comp}}](\theta; r_0) = \frac{2\Sigma_0 \left[ (r_0^2 + 5a^2)E^\pm - 3aJ^\pm \right]}{3M\Delta^2},
\] (93)

\[
[T_{2}^{\text{comp}}](\theta; r_0) = -\frac{2\Sigma_0 \left[ 6J^\pm - aE^\pm(9 - \cos 2\theta) \right]}{6aM \sin^2 \theta},
\] (94)

with \([T_{3}^{\text{comp}}] = 0\).

E. Determination of \([E]\) and \([J]\)

The jumps \([E]\) and \([J]\) can now be determined from the continuity conditions \(0 = [I_1] = [I_{1\text{rec}}]^* + [I_{n\text{comp}}]^*\). For \(n = 3\) the condition is satisfied trivially and gives us no useful information (besides providing a consistency check). However, the combination of the two conditions \([I_1] = 0\) and \([I_2] = 0\) (evaluated at some \(\theta \neq 0, \pi\)) uniquely determines \([E]\) and \([J]\):

\[
[E] = E, \quad [J] = L,
\] (95)

as immediately seen by comparing Eqs. (80) and (81) to Eqs. (93) and (94). Note that the condition \([I_2] = 0\) alone uniquely determines both \([E]\) and \([J]\) if it is to hold for any value of \(\theta\).

We find that the jumps \([E]\) and \([J]\) are simply the conserved energy and angular momentum of the particle’s geodesic orbit, just as in the Schwarzschild case.

\[ ^9 \text{Note } I_2 = \bar{h}_{00} \text{ has a singularity at the poles, which is due to the singular nature of the background Boyer-Lindquist coordinates there. This does not pose a problem to us here.}\]
V. ECCENTRIC EQUATORIAL ORBITS IN KERR SPACETIME

As a final generalization, we consider the two-parameter family of bound (eccentric) geodesic orbits in the equatorial plane of a Kerr black hole. The position of the particle is described by \( x^\alpha = \{ t_p(\tau), r_p(\tau), \pi/2, \varphi_p(\tau) \} \) (Boyer-Lindquist coordinates), where \( \tau \) is proper time along the orbit, and the radius is bounded as \( r_+ < r_{\text{min}} \leq r_p(\tau) \leq r_{\text{max}} < \infty \). The orbits may be parametrized by the pair \( \{ r_{\text{min}}, r_{\text{max}} \} \), or, alternatively, by the conserved energy \( E = -\mu u_t \) and angular momentum \( L = \mu u_\varphi \), where we have again written \( u^\alpha = dx^\alpha/d\tau \) and \( u_\alpha = g^{(0)}_{\alpha\beta} u^\beta \). The period of radial librations (i.e., the \( t \) interval between two successive periastron crossings at \( r_p = r_{\text{min}} \)) is \( P = \int u^t d\tau \), where the integral is taken over a full radial cycle. The particle’s energy-momentum is given by the distribution \( T_{\alpha\beta} \), which in the current case reduces to

\[
T_{\alpha\beta} = \frac{\mu U_{\alpha\beta}}{r_p(t)^{d-1}} \delta(r - r_p(t)) \delta(\cos \theta) \delta(\varphi - \varphi_p(t)),
\]

where by \( r_p(t) \) we hereafter mean \( r_p(\tau(t)) \), with \( \tau(t) \) obtained by inverting \( t = t_p(\tau) \).

Our ultimate goal is to determine the completion amplitudes \( E^+ \) and \( L^+ \) in the vacuum domains \( S^+ : r > r_p(t) \) and \( E^- \) and \( L^- \) in the vacuum domain \( S^- : r_+ < r < r_p(t) \). For our purpose it will be useful to think of the separating surface \( S : r = r_p(t) \) as a “pulsating” 2-sphere, continuously expanding and contracting between \( r = r_{\text{min}} \) and \( r = r_{\text{max}} \). In this section we will determine the jumps \( [E] \) and \( [J] \) across \( S \), leaving the determination of the individual amplitudes \( E^\pm \) and \( L^\pm \) to section VI.

A. “Partial-ring” decomposition

Since the completion piece of the metric perturbation is stationary and axially symmetric, we again concentrate on the SAS part of the reconstructed metric. The SAS part of the energy-momentum source \( T_{\alpha\beta} \) (i.e., its \( \omega = 0 = m \) mode) is given by

\[
T_{\alpha\beta}^{\text{SAS}} = \frac{1}{2\pi P} \int_0^P dt \int_0^{2\pi} d\varphi T_{\alpha\beta},
\]

\[
= \frac{\mu U_{\alpha\beta}(r)}{\pi P r^2 \dot{r}(r)} \Theta(r - r_{\text{min}}) \Theta(r_{\text{max}} - r) \delta(\cos \theta),
\]

where \( \Theta(\cdot) \) is the Heaviside step function,

\[
U_{\alpha\beta}(r) := \begin{cases} 
\alpha\beta \in \{ rt, r\varphi, tr, \varphi r \}, \\
u_\alpha u_\beta, \quad \text{otherwise},
\end{cases}
\]

and we have defined \( \dot{r}(r) := |u^t(r)| \). In both this last expression and in Eq. (98), the four-velocity components \( u^\alpha \) are regarded as functions of \( r \) along the “outbound” part of the orbit going from \( r_{\text{min}} \) out to \( r_{\text{max}} \). The second line of (97) “folds over” the contribution from each point on the inbound part \( u^t(r) < 0 \) onto that of the corresponding outbound point \( u^t(r) > 0 \) with same \( r \). We see that the SAS source is supported on an equatorial annulus of inner radius \( r_{\text{min}} \) and outer radius \( r_{\text{max}} \).

To proceed, it would now be tempting to consider \( T_{\alpha\beta}^{\text{SAS}} \) as a linear superposition of static, circular-ring sources, each with a radius \( r_{\text{min}} \leq R \leq r_{\text{max}} \) and energy-momentum of (say)

\[
T_{\alpha\beta}^{(R)} = \frac{\mu U_{\alpha\beta}(R)}{\pi P R^2 \dot{r}(R)} \delta(r - R) \delta(\cos \theta),
\]

so that

\[
T_{\alpha\beta}^{\text{SAS}} = \int_{r_{\text{min}}}^{r_{\text{max}}} T_{\alpha\beta}^{(R)} dR.
\]

Then, perhaps, one could proceed precisely as in the circular-orbit case, constructing the jumps \( [E] \) and \( [J] \) for each such “partial ring” individually, and then integrating over ring contributions to obtain the total jumps. However, here one must exercise caution. A naively constructed \( R \)-ring is not necessarily an admissible, “conserved” physical source: it can be easily checked that \( \nabla^\beta T_{\alpha\beta}^{(R)} \neq 0 \) for the example in (99). It is then unclear whether invariant fields constructed from (completed) perturbations in the vacuum regions \( r > R \) and \( r < R \) are to be expected to match continuously across \( r = R \) away from the equator (as they do for a physical, circular geodesic). In fact, our explicit calculation below will demonstrate that invariant fields sourced by the \( T_{\alpha\beta}^{(R)} \) of Eq. (99) can be discontinuous on the sphere \( r = R \).

We resolve this difficulty by designing a modified decomposition of \( T_{\alpha\beta}^{\text{SAS}} \) into partial rings, each with energy-momentum \( \tilde{T}_{\alpha\beta}^{(R)} \) satisfying \( \nabla^\beta \tilde{T}_{\alpha\beta}^{(R)} = 0 \). Different choices of such “conserved” \( R \)-rings are possible. One that we find particularly convenient (because it leads to a particularly simple source for the Teukolsky equation; see below) is

\[
\tilde{T}_{\alpha\beta}^{(R)} = T_{\alpha\beta}^{(R)} + \frac{\mu}{\pi P} \tilde{\delta}(r) A_{\alpha\beta}(r) \delta(r - R) \delta(\cos \theta),
\]

with

\[
A_{tt} = 1, \quad A_t = \frac{r^2 + 2a^2}{2ra} A_{\varphi\varphi} = \frac{r^2 + a^2}{r},
\]

\( A_{\alpha\beta} = 0 \) for all other components, where a prime denotes a derivative with respect to the argument, and \( T_{\alpha\beta}^{(R)} \) is the original, “non-conserved” source given in Eq. (98). Physically, the added \( \tilde{\delta} \) term supplies the differential pressure necessary to balance the overall pressure on the static \( R \)-ring. Yet this added term contributes nothing when integrated over all rings (note \( \tilde{\delta} = 0 \) at the turning radii \( r = r_{\text{min}}, r_{\text{max}} \) while \( A_{\alpha\beta} \) is bounded there), so that

\[
T_{\alpha\beta}^{\text{SAS}} = \int_{r_{\text{min}}}^{r_{\text{max}}} \tilde{T}_{\alpha\beta}^{(R)} dR.
\]
as required.

(We note that our choice of $\tilde{T}^{(R)}$ is unsuitable for $a = 0$, where $A_{12}$ becomes indefinite. This will turn out not to be a problem: our final expressions for the jumps $[\mathcal{E}]$ and $[\mathcal{J}]$ will appear to have perfectly regular limits $a \to 0$, meaning the Schwarzschild case is also accessible to our analysis, in effect. There exist choices of $\tilde{T}^{(R)}$ that avoid the irregularity at $a = 0$, but among these we could not find one that was as simple to work with as ours.)

Our plan of action now is as follows. Considering an individual, conserved partial ring with a particular (but arbitrary) value of $R$, we will reconstruct the physical metric perturbation and corresponding invariant fields $\mathcal{T}_{\alpha\beta}^{\text{rec}}$ in the vacuum domains $r > R$ and $r < R$, in exactly the same manner as for a circular geodesic orbit.

We will then impose that the completed invariant fields corresponding to the $R$-ring are continuous on $r = R$ (away from the equator, and excluding the poles), and use this condition to determine the partial $R$-ring contributions to the jumps $[\mathcal{E}]$ and $[\mathcal{J}]$—call these $[\mathcal{E}]^{(R)}$ and $[\mathcal{J}]^{(R)}$, respectively; hereafter we use superscripts $(R)$ to label $R$-ring contributions to relevant quantities: $\psi_4^{(R)\pm}$, $\Psi^{(R)\pm}$, $h^{(R)\text{rec}\pm}$, etc. From linearity, the completion pieces of the total metric perturbation at $r > r_{\text{max}}$ and $r < r_{\text{min}}$ are given by, respectively,

$$h^{(\text{comp})\pm}_{\alpha\beta}(r, \theta) = h_0^{(\delta\alpha\beta)}(r) \int_{r_{\text{min}}}^{r_{\text{max}}} \mathcal{E}^{(R)\pm} dR + h_0^{(\delta\beta\alpha)}(r, \theta) \int_{r_{\text{min}}}^{r_{\text{max}}} \mathcal{J}^{(R)\pm} dR,$$

so, recalling Eq. (2), the total jumps across $\mathcal{S}$ are finally obtained using

$$\mathcal{E} = \int_{r_{\text{min}}}^{r_{\text{max}}} \mathcal{E}^{(R)d} dR,$$

$$\mathcal{J} = \int_{r_{\text{min}}}^{r_{\text{max}}} \mathcal{J}^{(R)d} dR.$$

B. Metric reconstruction and auxiliary invariants for a partial ring

We start by writing $\psi_4^{(R)}$ as a sum over $\ell$-modes as in Eq. (67). The radial functions $R_{\ell}^{(R)}(r)$ satisfy the modal Teukolsky equation

$$\Delta^2 \frac{d}{dr} \left( \Delta^{-1} R_{\ell}^{(R)} \frac{d}{dr} \right) - \lambda R_{\ell}^{(R)} = \tilde{T}_{\ell}^{(R)}(r; R),$$

where the source corresponds to the $R$-ring energy-momentum $T_{\alpha\beta}^{(R)}$. This source is derived as prescribed in Appendix A—see, in particular, Eqs. (A11) and (A16). The derivation is straightforward albeit tedious and we will not review it here but simply state the result:

$$\tilde{T}_{\ell}^{(R)}(r; R) = \frac{\Delta^2(r)}{P} \left[ \hat{s}_0^{(R)}(r) \delta(r - r) + \hat{s}_1^{(R)}(r) \delta'(r - r) + \hat{s}_2^{(R)}(r) \delta''(r - r) \right],$$

analogous in form to the circular-orbit source [compare with Eq. (69)]. The fact that no third derivatives of $\delta(r - R)$ occur [despite the presence of a $\delta'(r - R)$ term in $\tilde{T}_{\beta\alpha}^{(R)}$] owes itself to our particular choice of coefficients $A_{\alpha\beta}$ in Eq. (101); indeed, avoiding such a term in $\tilde{T}_{\ell}^{(R)}$ was our prime motivation in making that choice. The coefficients $\hat{s}_n^{(R)}$ in Eq. (107) read

$$\hat{s}_0^{(R)} = \frac{4\mu R^2 U_{\alpha\alpha}^2}{\Delta^2} \left[ -2 Y_{00}'(\theta_0) - 2 Y_{00}(\theta_0) \right]$$

$$- \frac{8\mu(\sqrt{2} U_{\alpha\bar{m}} \Delta + i a R U_{\bar{m}n})}{\Delta^2} Y_{00}'(\theta_0)$$

$$+ \frac{2i\mu R}{a \Delta^2} \left[ 2(a^2 - M R) \dot{r} + \dot{R}^2 \Delta \right] - Y_{00}'(\theta_0),$$

$$\hat{s}_1^{(R)} = \frac{-4 \sqrt{2} \mu R U_{\alpha\bar{m}}}{a \Delta^2} - Y_{00}'(\theta_0) + \frac{4\mu R U_{\bar{m}m}}{R} Y_{00}(\theta_0)$$

$$+ \frac{i\mu R^2}{a \Delta^2} \left[ (a^2 - R^2) \dot{r} + \dot{R}^2 \Delta \right] - Y_{00}'(\theta_0),$$

$$\hat{s}_2^{(R)} = \frac{2\mu R U_{\alpha\bar{m}}}{\Delta^2} Y_{00}(\theta_0) - \frac{i\mu R^2 \dot{r}}{a \Delta} Y_{00}(\theta_0),$$

where $U_{\alpha\bar{m}} := U_{\alpha\beta} n^n n^\beta$ (etc.), $\Delta = \Delta(R)$, $\dot{r} = \dot{r}(R)$, and $\Delta = d^2(R)/dR$. In each of the expressions (108), the last term ($\propto -Y_{00}'$) is due to the $\delta'(r - R)$ term in $\tilde{T}_{\alpha\beta}^{(R)}$.

From this point onward, the calculation proceeds just as for circular orbits (Sec. IV), simply replacing the source coefficients $s_n^{(R)}$ of Eq. (69) with the coefficients $\hat{s}_n$ of Eq. (108) (and, of course, replacing $r_0$ with $R$). For a given value of $R$, we construct the vacuum solutions $\psi_4^{(R)\pm}$ and the corresponding Hertz potentials $\Psi^{(R)\pm}$, and then reconstruct the $R$-ring perturbation in the metric and in $\psi_2$. From these we finally obtain the (reconstructed piece of the) invariants, $\tilde{T}_{\alpha\beta}^{(R)\text{rec}\pm}$. These have precisely the form $\tilde{T}_{\alpha\beta}^{(R)\text{rec}\pm}$ that they had for a circular geodesic, with the same coefficients $f_{njk}$ and $g_{njk}$ (but replacing $r_0 \to R$). The replacement $s_n^{(R)} \to \hat{s}_n$ affects only the explicit values of the functions $C_{\ell}^{\pm}(\theta)$ [via Eq. (54)]. Given $\tilde{T}_{\alpha\beta}^{(R)\text{rec}\pm}$, we then proceed as described in subsection IV.C to obtain an expression analogous to (81) for the jumps $[\mathcal{T}_{\alpha\beta}^{\text{rec}}(\theta; R)]$ across the sphere $\mathcal{S}^{(R)}$ corresponding to the $R$-ring. Exactly the same sums over $\ell$ occur in this expression, and they are again evaluated analytically using the summations formulas (83)–(84).

We thus obtain

$$[\mathcal{T}_{\alpha\beta}^{\text{rec}}]^{(R)} = \Sigma(R, \theta) f_1(R),$$

$$[\mathcal{T}_{\alpha\beta}^{\text{rec}}]^{(R)} = \Sigma(R, \theta) \left[ f_2(R) + f_2(\cos 2\theta) \sin^2 \theta \right],$$

where $\Sigma(R, \theta)$ is the final result we need.
with \([I_n^{(R)\text{rec}}(\theta; R)] = 0\). Here \(\Sigma(R, \theta) = R^2 + a^2 \cos^2 \theta\).

The coefficients \(f_1, f_2\) and \(f_3\) depend on \(R\), as well as on \(E\), \(L\) and \(a\), but in terms of these variables they take a rather complicated form—especially in comparison with the simple circular-orbit counterparts \([89]\) and \([90]\). Simplification is achieved by replacing (some, but not all occurrences of) \(L\) and \(L^2\) in favour of \(\dot{r}(R)\) and \(\dot{\theta}(R)\) [using the normalization \(u_\alpha u_\alpha = -1\) and equation of motion \(d(u_\alpha u_\alpha) / dR = 0\) as a coupled set, and solving for \(L, L^2\) in terms of \(\dot{r}(R), \dot{\theta}(R)\), treating the two variables in each pair as mutually independent for that purpose]. Anticipating the next step of our calculation, we further manipulate the expressions for \(f_n\) to bring them to a form more readily amenable to integration over \(R\).

We obtain
\[
\begin{align*}
f_2(R) &= \mu \left( A(R) \dot{r}(R) \right)' + \frac{2\dot{t}(R)}{P M} (2L/a - 3E), \\
f_{2c}(R) &= \mu \left( A_c(R) \dot{r}(R) \right)' + \frac{2\dot{t}(R)}{3P M}, \\
f_1(R) &= \left[ a^2 f_2(R) - (2R^2 + a^2) f_{2c}(R) \right] / \Delta^2(R),
\end{align*}
\]

where \(\dot{t}(R) := u^t(R) / \dot{r}(R)\),
\[
\begin{align*}
A &= \frac{-2R(R^4 + RM a^2 - a^4)}{a^2 M \Delta(R) P}, \\
A_c &= \frac{-2R(R^2 - RM + \alpha^2)}{3 M \Delta(R) P},
\end{align*}
\]

and a prime denotes \(d/dR\).

C. Completion amplitudes for a partial ring

We write the completion piece of the \(R\)-ring metric perturbation in the form
\[
h_{\alpha \beta}^{(R)\text{comp}} = E_{\alpha \beta}^{(R)} \pm h^{(\delta M)}_{\alpha \beta} + J_{\alpha \beta}^{(R)} \pm h^{(\delta J)}_{\alpha \beta},
\]

where \(h^{(\delta M)}_{\alpha \beta}\) and \(h^{(\delta J)}_{\alpha \beta}\) are the homogeneous mass and angular-momentum perturbations given in Eqs. \([88]\) and \([89]\), and \(E_{\alpha \beta}^{(R)}\) and \(J_{\alpha \beta}^{(R)}\) are amplitudes to be determined. The corresponding contribution to the jumps in the invariant fields can be read off Eqs. \([109]\) and \([110]\), simply replacing \(R_0 \to R\):

\[
\begin{align*}
[I_1^{\text{comp}}(R)] &= \frac{2\Sigma(R, \theta) \left( (R^2 + 5a^2) |E_{\alpha \beta}^{(R)}| - 3a |J_{\alpha \beta}^{(R)}| \right)}{3M \Delta^2(R)}, \\
[I_2^{\text{comp}}(R)] &= \frac{-2\Sigma(R, \theta) \left[ 6 |J_{\alpha \beta}^{(R)}| - a(\cos \theta) |E_{\alpha \beta}^{(R)}| \right]}{a M \sin^2 \theta},
\end{align*}
\]

with \([I_3^{\text{comp}}(R)] = 0\).

We now require, for each individual \(R\)-ring, that
\[
[I_n^{\text{rec}}(R)] + [I_n^{\text{comp}}(R)] = 0\quad (116)
\]

identically for all \(\theta \neq \pi/2\) (with the exclusion of the poles). This continuity condition is satisfied trivially for \(n = 3\), while for \(n = 1\) it determines a certain linear combination of the sought-for amplitudes \(E_{\alpha \beta}^{(R)}\) and \(J_{\alpha \beta}^{(R)}\). Considering Eq. \([115]\) in conjunction with \([110]\), we see that, for \(n = 2\), the continuity condition determines \(E_{\alpha \beta}^{(R)}\) and \(J_{\alpha \beta}^{(R)}\) individually. For all \(n\), the manifest consistency in the angular profile, between \([I_n^{\text{rec}}(R)]\) and \([I_n^{\text{comp}}(R)]\), guarantees that \([110]\) can be satisfied on the entire of \(S^{(R)}\) as required. This consistency of angular profile constitutes a strongly non-trivial test of our method and calculation. We point out, for example, that a calculation based on the non-conserved \(R\)-rings with energy momentum \(T_{\alpha \beta}^{(R)}\) as in Eq. \([99]\) yields
\[
[I_n^{\text{rec}}(R)]\quad \text{whose } \theta \text{ dependence is inconsistent with that of}
\]

\([I_{1, 2}^{\text{comp}}(R)]\) (specifically, \([I_1^{\text{comp}}(R)]\) picks up an additional term \(\propto \Sigma \cos \theta\), and \([I_2^{\text{comp}}(R)]\) picks up an additional term \(\propto \Sigma \cos \theta / \sin^2 \theta\). No values of \([E_{\alpha \beta}^{(R)}]\) and \([J_{\alpha \beta}^{(R)}]\) then satisfy the continuity conditions \([110]\) on the entire of \(S^{(R)}\). This is a reassuring evidence in validation of our procedure for constructing “conserved” \(R\)-rings.

Solving Eq. \([110]\) with \(n = 2\) for \([E_{\alpha \beta}^{(R)}]\) and \([J_{\alpha \beta}^{(R)}]\), we now obtain
\[
\begin{align*}
[E_{\alpha \beta}^{(R)}] &= 3M f_{2c} \\
&= 2\mu M (A_c(R) \dot{r}(R))' + \frac{2\dot{t}(R)'}{P E}, \\
[J_{\alpha \beta}^{(R)}] &= \frac{1}{2} a M (f_2 + 9 f_{2c}) \\
&= \mu (B(R) \dot{r}(R))' + \frac{2\dot{t}(R)'}{P L},
\end{align*}
\]

with
\[
B = -\frac{R(R^4 + 3R^2 a^2 - 2RM a^2 + 2a^4)}{a \Delta(R) P}.
\]

It can be checked that this solution satisfies Eq. \([110]\) for \(n = 1\) as well. Interestingly, we find that, for each and every \(R\)-ring, the jumps \([E_{\alpha \beta}^{(R)}]\) and \([J_{\alpha \beta}^{(R)}]\) are simply \(E\) and \(L\), respectively (multiplied by \(2\dot{t}' / P\)), up to terms that are total derivatives along the orbit.

D. Determination of \([E]\) and \([J]\)

The sought-for jumps across \(S\) in the total completion amplitudes \(E\) and \(J\) are now obtained by integrating \([E_{\alpha \beta}^{(R)}]\) and \([J_{\alpha \beta}^{(R)}]\) over all \(R\)-rings, using Eqs. \([105]\). Since \(A_c(R)\) and \(B(R)\) are bounded at the integration boundaries, \(R = r_{\min}, r_{\max}\), while \(\dot{r}(R) = 0\) there, we find that the total-derivative terms in Eqs. \([117]\) and \([118]\) do not contribute to the integrals. We are left with, simply,
\[
\begin{align*}
[E] &= \frac{2}{P} \int_{r_{\min}}^{r_{\max}} E \dot{t}'(R) dR = E, \\
[J] &= \frac{2}{P} \int_{r_{\min}}^{r_{\max}} L \dot{t}'(R) dR = L,
\end{align*}
\]
VI. MASS AND ANGULAR-MOMENTUM CONTENTS OF $h_{\alpha\beta}^{\text{rec}}$ AND $h_{\alpha\beta}^{\text{comp}}$

As we have seen, the field equations, with the regularity condition for invariant fields off the particle, uniquely determine the jumps $[\mathcal{E}]$ and $[\mathcal{J}]$ across $S$. However, they alone do not determine the individual amplitudes $\mathcal{E}^\pm$ and $\mathcal{J}^\pm$ on $S^\pm$. These remain arbitrary, since one is free to add to the metric any vacuum mass or angular-momentum perturbations, i.e. any perturbation of the form $\mathcal{E}h_{\alpha\beta}^{(M)} + \mathcal{J}h_{\alpha\beta}^{(L)}$, with arbitrary $\mathcal{E}$ and $\mathcal{J}$, without violating either the field equations or the regularity assumption. To specify the individual amplitudes $\mathcal{E}^\pm$ and $\mathcal{J}^\pm$ requires additional information, as discussed at the end of Sec. III.

In this section we determine the individual amplitudes $\mathcal{E}^\pm$ and $\mathcal{J}^\pm$ from conditions on the total mass and angular-momentum contents of spacetime, combined with the now-known jumps $[\mathcal{E}]$ and $[\mathcal{J}]$. Referring to a specific (perturbative) notion of quasi-local mass and angular momentum, we then also discuss a restatement of our main result (20) in terms of the mass and angular-momentum contents of the reconstructed piece of the perturbation: We show that the reconstructed perturbation has no mass or angular momentum in either $S^+$ or $S^-$. This may be seen as, effectively, a corollary of (20).

For the discussion in this section we adopt the quasilocal notions of mass and angular momentum introduced by Abbott and Deser [24] in the context of linear perturbation theory. The Abbott-Deser formulation will serve us well here, for several reasons. First, it can be applied to the full metric perturbation—as opposed to the Komar definitions, which require a Killing symmetry and are thus only applicable to the SAS piece of spacetime. Second, it can be applied at spatial infinity to obtain the total mass and angular momentum of the full perturbation even for an “eternally” periodic radiating source (as ours is assumed to be)—compared to the ADM quantities, which are ill-defined in that case (at least formally). Finally, Abbott-Deser definitions apply quasilocal, unlike the ADM or Bondi notions, which are defined at infinity only. We emphasize, however, that all above definitions—Komar’s, ADM’s, Bondi’s and Abbott–Deser’s—coincide and agree when applied to the SAS part of the perturbed spacetime at infinity. The Abbott-Deser definitions also agree with Komar’s quasilocally when applied to the SAS piece of the reconstructed perturbation.

A. The Abbott-Deser formulation

The Abbott–Deser construction ([24], as reviewed in [23]) applies to a generic metric perturbation $h_{\alpha\beta}$ of a vacuum background metric $g_{\alpha\beta}^{(0)}$ admitting a Killing vector field $k^\alpha$. (We emphasize that, unlike in the Komar definitions, the full spacetime $g_{\alpha\beta}^{(0)} + h_{\alpha\beta}$ need not have any symmetry; only symmetry in the background is required.) One introduces the antisymmetric two-form

$$F_{\alpha\beta} := -\frac{1}{8\pi} \left( k^\lambda \bar{h}_{\lambda[\alpha;\beta]} + k^\lambda [\alpha] \bar{h}_{\beta]\lambda} + k[\alpha] \bar{h}_{\beta]\lambda} \right),$$

(121)

where $\bar{h}_{\alpha\beta} := h_{\alpha\beta} - \frac{1}{2} g_{\alpha\beta} h^\lambda$ is the trace-reversed metric perturbation, a semicolon denotes a covariant derivative compatible with $g_{\alpha\beta}^{(0)}$, and square brackets indicate antisymmetrization of indices, as in $\bar{h}_{\alpha[\beta;\gamma]} = \frac{1}{2} (\bar{h}_{\alpha[\beta;\gamma]} - \bar{h}_{\alpha[\beta\gamma]}).$ The key property of $F_{\alpha\beta}$ is that $F_{\alpha\beta} = T_{\alpha\beta} k^\beta = \mathcal{J}_{\alpha}$, where $T_{\alpha\beta}$ is the energy-momentum tensor appearing on the right-hand side of the linearized Einstein’s equations. Assuming $T_{\alpha\beta} = 0$, and since $k_{\alpha(\beta;\gamma)} = 0$, we have that the “current” $j^\alpha$ is divergence-free. This allows us to formulate a conservation law for a “charge” $Q$ defined by integrating $j^\alpha$ over a spacelike 3-volume $\Sigma$ (assuming $j^\alpha = 0$ on the boundary $\partial\Sigma$ of that volume). Furthermore, using Stokes’ theorem, it is possible to relate $Q$ to the surface integral

$$\mathcal{F}(h_{\alpha\beta}; k^\alpha, \partial\Sigma) := \frac{1}{2} \int_{\partial\Sigma} F_{\alpha\beta} d\Sigma_{\alpha\beta},$$

(122)

in which $d\Sigma_{\alpha\beta}$ is an appropriate 2-surface element on $\partial\Sigma$ (see [23] for details).

Specializing now to a Kerr background, we have the two Killing vector fields $k_{(t)}^\alpha := \partial x^\alpha/\partial t$ and $k_{(\varphi)}^\alpha := \partial x^\alpha/\partial \varphi$ associated, respectively, with the stationarity and axial symmetry of the Kerr geometry. To each of these there corresponds a quasilocal conserved integral:

$$\mathcal{M}_{\text{AD}}(h_{\alpha\beta}; \partial\Sigma) := \mathcal{F}(h_{\alpha\beta}; k_{(t)}^\alpha, \partial\Sigma),$$

$$\mathcal{L}_{\text{AD}}(h_{\alpha\beta}; \partial\Sigma) := \mathcal{F}(h_{\alpha\beta}; k_{(\varphi)}^\alpha, \partial\Sigma)$$

(123)

(again, assuming $j^\alpha = 0$ on $\partial\Sigma$). We henceforth refer to $\mathcal{M}_{\text{AD}}$ and $\mathcal{L}_{\text{AD}}$ as the Abbott–Deser (AD) mass and angular momentum, and note that they depend only on the value of the metric perturbation $h_{\alpha\beta}$ on the surface $\partial\Sigma$. These quantities may be interpreted as the total mass and angular-momentum contents of the metric perturbation in the volume enclosed within $\partial\Sigma$. In Ref. [23], Dolan and Barack establish that $\mathcal{M}_{\text{AD}}$ and $\mathcal{L}_{\text{AD}}$ (unlike $F_{\alpha\beta}$ itself) are gauge invariant, as required.

To further illustrate that the above interpretation makes physical sense (note, for instance, the sensitivity of $\mathcal{M}_{\text{AD}}$ and $\mathcal{L}_{\text{AD}}$ to the choice of normalization for the...
Killing vector fields), Ref. 23 considered the example of a point particle moving on a bound geodesic orbit around the Kerr black hole. It showed that, for any solution \( h_{\alpha\beta} \) of the inhomogeneous linearized Einstein’s equations,

\[
\mathcal{M}_{\text{AD}}(h_{\alpha\beta}; \partial \Sigma_2) - \mathcal{M}_{\text{AD}}(h_{\alpha\beta}; \partial \Sigma_1) = E,
\]

\[
\mathcal{L}_{\text{AD}}(h_{\alpha\beta}; \partial \Sigma_2) - \mathcal{L}_{\text{AD}}(h_{\alpha\beta}; \partial \Sigma_1) = L,
\]

where \( \Sigma_{1,2} \) are any 2-spheres defined by \( t = \text{const} \) and \( r = r_1,2 \) for some constant Boyer-Lindquist radii satisfying \( r < r_1 < r_p(t) \) and \( r_2 > r_p(t) \). Thus, \( \mathcal{M}_{\text{AD}} \) and \( \mathcal{L}_{\text{AD}} \) have constant values on each of the separate vacuum domains \( S^\pm \), and these values “jump” across \( S \) by amounts precisely equal to (respectively) the geodesic energy and angular momentum of the particle. This further reinforces the interpretation of \( \mathcal{M}_{\text{AD}} \) and \( \mathcal{L}_{\text{AD}} \) as energy and angular momentum.

### B. Determination of \( \mathcal{E}^\pm \) and \( \mathcal{J}^\pm \)

Let us now return to the question of determining the individual amplitudes \( \mathcal{E}^\pm \) and \( \mathcal{J}^\pm \) in the completion piece \( h^{\text{comp}}_{\alpha\beta} \) [recall Eq. (2)], given the jumps \( \mathcal{E} \) and \( \mathcal{J} \). For the following discussion, we write the completed metric perturbation outside of \( S \) as

\[
h^+_{\alpha\beta} = h^{\text{rec}+}_{\alpha\beta} + h^{\text{comp}+}_{\alpha\beta} = (h^{\text{rec}+}_{\alpha\beta})_{\text{SAS}} + (h^{\text{rec}+}_{\alpha\beta})_{\text{nonSAS}} + \mathcal{E}^+ h^{(\delta M)}_{\alpha\beta} + \mathcal{J}^+ h^{(\delta J)}_{\alpha\beta},
\]

(125)

where we have split the reconstructed piece into its SAS part \( (h^{\text{rec}+}_{\alpha\beta})_{\text{SAS}} \) and its non-SAS part \( (h^{\text{rec}+}_{\alpha\beta})_{\text{nonSAS}} := h^{\text{rec}+}_{\alpha\beta} - (h^{\text{rec}+}_{\alpha\beta})_{\text{SAS}} \). Our strategy will be as follows. We will calculate the total AD mass and angular momentum in the completed metric perturbation, by explicitly evaluating \( \mathcal{M}_{\text{AD}}^\infty(h^+_{\alpha\beta}) := \mathcal{M}_{\text{AD}}(h^+_{\alpha\beta}; \partial \Sigma_\infty) \) and \( \mathcal{L}_{\text{AD}}^\infty(h^+_{\alpha\beta}) := (h^+_{\alpha\beta}; \partial \Sigma_\infty) \), and where \( \Sigma_\infty \) is the surface \( t = \text{const} \) with \( r \to \infty \); we will separately evaluate the contributions to \( \mathcal{M}_{\text{AD}}^\infty \) and \( \mathcal{L}_{\text{AD}}^\infty \) from each of the four terms in the second line of (125) and then add them up. The result will be an expression for \( \mathcal{M}_{\text{AD}}^\infty \) and \( \mathcal{L}_{\text{AD}}^\infty \) in terms of the (yet unknown) amplitudes \( \mathcal{E}^+ \) and \( \mathcal{J}^+ \). We will then impose

\[
\mathcal{M}_{\text{AD}}^\infty(h^+_{\alpha\beta}) = E, \quad \mathcal{L}_{\text{AD}}^\infty(h^+_{\alpha\beta}) = L,
\]

(126)

and solve the resulting set of equations for \( \mathcal{E}^+ \) and \( \mathcal{J}^+ \). The amplitudes \( \mathcal{E}^+ \) and \( \mathcal{J}^+ \) will follow immediately from the known jumps, \( \mathcal{E}^+ - \mathcal{E}^- = E \) and \( \mathcal{J}^+ - \mathcal{J}^- = L \).

Our choice (126) is equivalent, by virtue of (124), to setting

\[
\mathcal{M}_{\text{AD}}^H(h^-_{\alpha\beta}) = 0, \quad \mathcal{L}_{\text{AD}}^H(h^-_{\alpha\beta}) = 0,
\]

(127)

where \( \mathcal{M}_{\text{AD}}^H \) and \( \mathcal{L}_{\text{AD}}^H \) are the AD integrals evaluated on the event horizon, \( r = r_+ \). This amounts to choosing the central black hole to be of Kerr mass \( M \) and spin \( aM \). We should remain mindful, though, of the fact that the choice (126) is, to an extent, arbitrary, and should be considered in relation to the specifics of the problem at hand.

Let us now implement the above strategy, starting with the evaluation of \( \mathcal{M}_{\text{AD}}^\infty(h^+_{\alpha\beta}) \) and \( \mathcal{L}_{\text{AD}}^\infty(h^+_{\alpha\beta}) \). For each term, we will calculate the tensor \( F_{\alpha\beta} \) via Eq. (121) (first for \( k^\alpha = k^\alpha(t) \) and then for \( k^\alpha = k^\alpha(\varphi) \)), and then evaluate the corresponding surface integral (122) at infinity, where it simplifies to

\[
F(h^+_{\alpha\beta}; k^\alpha, \partial \Sigma_\infty) = \lim_{r \to \infty} \int r^2 d\Omega,
\]

(128)

with \( d\Omega = \sin^2 \theta d\theta d\varphi \).

Starting with the term \( (h^{\text{rec}+}_{\alpha\beta})_{\text{SAS}} \), we show that it falls off sufficiently fast at infinity to have a vanishing contribution to the surface integrals \( F \) at infinity, and hence no contribution to \( \mathcal{M}_{\text{AD}}^\infty \) or to \( \mathcal{L}_{\text{AD}}^\infty \). To see this, it suffices to keep track of the asymptotic scaling in \( r \) of the various fields involved in the reconstruction procedure described in Secs. IV and V. First, using \( Q^m(r) \sim r^{-\ell-1} \) and \( \Delta \sim r^2 \) in Eq. (127) (where henceforth in the current discussion \( \sim \) indicates the leading-order scaling with \( r \) at \( r \to \infty \)), we observe \( R^\pm_\ell \sim r^{-\ell+1} \). Thus, using Eq. (67) and recalling \( g \sim 1/r \), we find \( \Psi^\sim_\ell \sim r^{-\ell} \) (dominated by the slowest-decaying, \( \ell = 2 \) mode). This, in turn, gives \( \Psi^\sim \sim 1/r \) for the Hertz potential [Eq. (73)], leading to \( h^{\text{rec}+}_{\alpha\beta} \sim r^{-3} \) [Eq. (76)], and a similar scaling for the other nonvanishing components of the perturbation (in suitably normalized, Cartesian-like coordinates). Turning now to \( F_{\alpha\beta} \) in Eq. (121), we see it falls off at least as fast as \( \sim 1/r^3 \), for either \( k^\alpha = k^\alpha(t) \) or \( k^\alpha = k^\alpha(\varphi) \).

It follows that the corresponding surface integrals in Eq. (128) vanish in the limit \( r \to \infty \), and one concludes

\[
\mathcal{M}_{\text{AD}}^\infty((h^{\text{rec}+}_{\alpha\beta})_{\text{SAS}}) = 0,
\]

\[
\mathcal{L}_{\text{AD}}^\infty((h^{\text{rec}+}_{\alpha\beta})_{\text{SAS}}) = 0.
\]

(129)

We next turn to the term \( (h^{\text{rec}+}_{\alpha\beta})_{\text{nonSAS}} \). It is easy to see that the surface integral in Eq. (128) vanishes trivially for any perturbation with an azimuthal dependence \(~ e^{i\omega t}~(w \text{ some frequency } \omega)\), which would naively imply a similar time dependence for the corresponding \( F_{\alpha\beta} \) and hence for \( \mathcal{M}_{\text{AD}} \) and \( \mathcal{L}_{\text{AD}} \), in violation of the fact that

10 As an example: The retarded, asymptotically-flat and horizon-regular Lorenz-gauge metric perturbation associated with an orbiting particle in Schwarzschild spacetime is known to have a nonzero value of \( \mathcal{M}_{\text{AD}} \), 23, which may be absorbed into a redefinition of the background mass. This appears to be a convenient strategy in second-order self-force calculations. 24
these AD quantities are conserved (time-independent). This immediately tells us that nonstationary axisymmetric modes cannot possibly contribute to $F^{rt}$, and they must give a zero contribution to the AD mass and angular momentum. Thus we conclude
\[
\mathcal{M}_{AD}^{\infty}(h^{\text{rec, non-SAS}}_{\alpha\beta}) = 0, \\
\mathcal{L}_{AD}^{\infty}(h^{\text{rec, non-SAS}}_{\alpha\beta}) = 0.
\tag{130}
\]

Next we consider the mass-perturbation term $\mathcal{E}^+ h^{(\delta M)}_{\alpha\beta}$, where, recall, $h^{(\delta M)}_{\alpha\beta}$ is the homogeneous solution given explicitly in Eq. (58). It is straightforward to evaluate the 2-sphere integrals $\mathcal{F}$ for this explicit solution even without taking the limit $r \to \infty$. The result, for any surface of constant $t, r$, is
\[
\mathcal{M}_{AD}(h^{(\delta M)}_{\alpha\beta}) = 1, \\
\mathcal{L}_{AD}(h^{(\delta M)}_{\alpha\beta}) = 0.
\tag{131}
\]
Therefore, in particular,
\[
\mathcal{M}_{AD}^{\infty}(\mathcal{E}^+ h^{(\delta M)}_{\alpha\beta}) = \mathcal{E}^+, \\
\mathcal{L}_{AD}^{\infty}(\mathcal{E}^+ h^{(\delta M)}_{\alpha\beta}) = 0.
\tag{132}
\]
Similarly, for the homogeneous angular-momentum perturbation $h^{(\delta J)}_{\alpha\beta}$, given explicitly in Eq. (59) (and for any 2-sphere), one obtains
\[
\mathcal{M}_{AD}(h^{(\delta J)}_{\alpha\beta}) = 0, \\
\mathcal{L}_{AD}(h^{(\delta J)}_{\alpha\beta}) = 1,
\tag{133}
\]
leading to
\[
\mathcal{M}_{AD}^{\infty}(\mathcal{J}^+ h^{(\delta J)}_{\alpha\beta}) = 0, \\
\mathcal{L}_{AD}^{\infty}(\mathcal{J}^+ h^{(\delta J)}_{\alpha\beta}) = \mathcal{J}^+.
\tag{134}
\]
Collecting our results (129), (130), (132) and (134), we finally obtain
\[
\mathcal{M}_{AD}^{\infty}(h^{+}_{\alpha\beta}) = \mathcal{E}^+, \\
\mathcal{L}_{AD}^{\infty}(h^{+}_{\alpha\beta}) = \mathcal{J}^+.
\tag{135}
\]

Hence, with the total AD mass and angular momentum fixed as in Eq. (126), we arrive at the simple result
\[
\mathcal{E}^+ = E, \\
\mathcal{J}^+ = L,
\tag{136}
\]
which, by virtue of Eq. (120), also gives
\[
\mathcal{E}^- = 0, \\
\mathcal{J}^- = 0.
\tag{137}
\]

Equations (136) and (137) are our main results in this subsection, fixing the completion piece of the metric perturbation both outside $S$ and inside it. We remind that these results apply to any bound (circular or eccentric) equatorial geodesic orbit in Kerr geometry.

C. Mass and angular-momentum contents of the reconstructed perturbation

We now discuss an interesting implication of our results, namely that the reconstructed piece of the metric perturbation has no AD mass or angular momentum either outside or inside of $S$:
\[
\mathcal{M}_{AD}(h^{\text{rec}}_{\alpha\beta}) = 0, \\
\mathcal{L}_{AD}(h^{\text{rec}}_{\alpha\beta}) = 0,
\tag{138}
\]
where the surface integrals can be evaluated on any closed spatial 2-surface. This holds regardless of one’s choice of total AD mass $\mathcal{M}_{AD}^{\infty}$ and angular momentum $\mathcal{L}_{AD}^{\infty}$ in Eq. (126).

That (138) applies outside of $S$ follows directly from the combination of (129) and (130), recalling that $\mathcal{M}_{AD}$ and $\mathcal{L}_{AD}$ are constant across the entire vacuum domain $S$. To see why (138) holds also inside $S$, let us first introduce the shorthand notation $[\mathcal{M}_{AD}(h)]$ for the jump across $S$ in the value of the AD mass associated with a field $h$ (and similarly for the angular momentum). Equation (124) implies
\[
[\mathcal{M}_{AD}(h_{\alpha\beta})] = E, \\
[\mathcal{L}_{AD}(h_{\alpha\beta})] = L
\tag{139}
\]
for the jumps in the mass and angular momentum of the full perturbation, $h_{\alpha\beta} = h^{\text{rec}}_{\alpha\beta} + h^{\text{comp}}_{\alpha\beta}$, which is a solution of the inhomogeneous field equations. In addition, the combination of Eqs. (2), (131), (133) and (120) gives
\[
[\mathcal{M}_{AD}(h^{\text{comp}}_{\alpha\beta})] = E, \\
[\mathcal{L}_{AD}(h^{\text{comp}}_{\alpha\beta})] = L
\tag{140}
\]
for the jumps in the mass and angular momentum of the completion piece. Since $h^{\text{rec}}_{\alpha\beta} = h_{\alpha\beta} - h^{\text{comp}}_{\alpha\beta}$, we conclude
\[
[\mathcal{M}_{AD}(h^{\text{rec}}_{\alpha\beta})] = 0, \\
[\mathcal{L}_{AD}(h^{\text{rec}}_{\alpha\beta})] = 0.
\tag{141}
\]

Since the AD mass and angular momentum of $h^{\text{rec}}_{\alpha\beta}$ are both zero outside $S$, it follows from (141) that they are also zero inside $S$.

That the CCK-reconstructed perturbation carries no mass or angular momentum is almost a trivial statement in the Schwarzschild case, where individual $\ell$-modes of the perturbation have separate dynamics: In this case, mass and angular momentum perturbations have a pure $\ell = 0,1$ angular dependence, while the reconstructed piece is made solely of $\ell \geq 2$ modes, meaning it cannot contain mass and angular momentum. However, it is quite remarkable that the same result appears to apply even in the Kerr case, where different $\ell$-modes couple, and mass and angular-momentum perturbations spread over all modes. Even then, we now see, the reconstructed perturbation is devoid of mass and angular momentum (at least for equatorial orbits, but we conjecture that the same applies to any CCK-reconstructed vacuum perturbation). We are not aware of any direct proof of this result.
VII. SUMMARY AND CONCLUSIONS

We have determined the completion piece of the metric perturbation for any bound geodesic orbit in Schwarzschild spacetime or in the equatorial plane of a Kerr black hole. Recalling (2) with (136) and (137), our main result is that

\[ h_{\alpha\beta}^{\mathrm{comp}} = \begin{cases} E h_{\alpha\beta}^{(\delta M)} + L h_{\alpha\beta}^{(\delta J)} & \text{in } S^+, \vspace{1em} \\
0 & \text{in } S^-, \end{cases} \tag{142} \]

for any such orbit. Here \( h_{\alpha\beta}^{(\delta M)} \) and \( h_{\alpha\beta}^{(\delta J)} \) are the vacuum perturbations given explicitly in Eqs. (88) and (89), and \( E \) and \( L \) are the conserved energy and angular momentum associated with the geodesic orbit. The result assumes that the total energy and angular momentum contents of the perturbation are fixed as in Eq. (126).

Independently of this assumption, we find that the jump across \( S \) in the completion piece of the metric perturbation is given by

\[ [h_{\alpha\beta}^{\mathrm{comp}}] = E h_{\alpha\beta}^{(\delta M)} + L h_{\alpha\beta}^{(\delta J)}. \tag{143} \]

As a consequence (and a corollary) of (143), we find that the reconstructed piece of the metric perturbation contains no mass or angular momentum (either in or out of \( S \)), in a sense expressed in Eq. (135).

Our method consists in demanding that certain gauge-invariant fields constructed from the completed metric perturbation (and its derivatives) are continuous anywhere away from sources. This is a necessary condition that the perturbation must satisfy in order to solve the linear field equations anywhere in the vacuum (the reconstructed piece of the perturbation, by itself, fails to do so). As we have seen, imposing this continuity condition on suitably chosen invariant field(s) determines the completion piece of the perturbation completely and uniquely (up to gauge perturbations). It is expected from uniqueness that our completion renders the invariant fields smooth (and not just continuous), although we have not confirmed that with an explicit calculation.

Our final results, as expressed in Eqs. (132), (143) and (135), are extremely simple despite the long calculation leading to them. This is striking, and begs an explanation. In particular, one naturally wonders whether the fact that the reconstructed perturbation does not contain mass or angular momentum could be arrived at based on a more general argument (but one that is nonetheless as mathematically rigorous), without resorting to a detailed calculation. We have not been able to devise such an argument so far (except in the trivial, Schwarzschild case). One way to approach the problem would be via a direct evaluation of the Abbott-Deser mass and angular momentum contents of \( h_{\alpha\beta}^{\mathrm{comp}} \) in \( S^- \), which we have not been able to do analytically for Kerr, so far. If in the future a simple method is found to perform such a calculation in the Kerr case, it could offer a more direct route to the completion problem, and perhaps hint at the reasons for the simplicity of the results.

The work presented here takes an important step towards a complete formulation of a practical scheme for calculating the gravitational self-force in astrophysically motivated inspiral problems, conveniently starting from solutions of the Teukolsky equation. Two important tasks remain. First, and most obvious, our analysis must be extended to encompass non-equatorial geodesic orbits in Kerr spacetime. We envisage using a similar methodology to the one applied here. One could start with the special subset of circular inclined ("spherical") orbits, for which the energy-momentum source is supported on \( r = r_0 \) and \( \pi - \theta_1 \leq \theta \leq \theta_1 \) with some constant \( r_0 \) and \( 0 < \theta_1 < \pi/2 \). In this case, one would require continuity of the invariant fields across \( r = r_0 \) for \( 0 \leq \theta < \theta_1 \) and \( \pi - \theta_1 \leq \theta < \pi \). For orbits that are both inclined and eccentric, which are generically ergodic, the key step will be the formulation of a suitable decomposition of the energy-momentum source into simple partial elements (spherical sections?) that are each energy conserving, following our strategy in Sec. IV. The special cases of polar orbits and of resonant orbits would need to be considered separately.

The second remaining task is that of gauge regularization. While our completion procedure guarantees the continuity of invariant fields at vacuum points, it does not guarantee the continuity of the metric perturbation itself. In fact, our completed metric perturbation will generally have a gauge discontinuity across \( \mathcal{S} \), even off the particle (see, for example, the explicit calculation in Ref. [19]). This can be a problem in applications that require perturbation information on both sides of \( \mathcal{S} \), such as a self-force calculation based on the simpler of the two methods formulated in Ref. [14]. Typically, for the results of a calculation to have a clear physical interpretation, one must place certain conditions on the gauge. For instance, one usually requires asymptotic flatness, and, for periodic orbits, also a particular periodicity. In the latter case, one must be able to relate the frequency (or frequencies) of the perturbation in and out of \( \mathcal{S} \), and, for that purpose, one must be able to relate the coordinate times and angles in and out of that surface. A continuity of the perturbation across \( \mathcal{S} \) is necessary for "passing on" such (and other) essential gauge information from the exterior to the interior. The goal of gauge regularization is to locally remove the gauge discontinuity in the neighbourhood of the particle, via a suitable, discontinuous gauge transformation. Optimally, one would aim to construct a perturbation that is entirely continuous across \( \mathcal{S} \), at least near the particle.

However, depending on the application, it might be sufficient to gauge-regularize only certain relevant pieces of the perturbation. For example, a partial gauge regularization of the SAS piece of the completed perturbation was performed recently in Refs. [30] (for circular orbits in Schwarzschild) and [31] (for circular equatorial orbits in Kerr), sufficient for the purpose of calculating "invariant" frequencies (that is, frequencies with respect to asymptotic time \( t \)). This gauge regularization should now be extended to more general orbits; our partial-ring
approach should offer an easy route. Other applications may require further gauge regularization of other pieces of the perturbation. For instance, one may need to work in a “center-of-mass” gauge (as defined via a condition on the mass dipole moment of the perturbed spacetime) in order to allow comparison with certain results from the post-Newtonian theory. This would require going beyond the SAS part, and gauge-regularizing also the post-Newtonian theory. This would require going beyond the SAS part, and gauge-regularizing also the $m = \pm 1$ azimuthal modes of the completed perturbation. Such a calculation is yet to be done. Other pieces of the perturbation may need to be gauge-regularized for other foreseeable applications.
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Appendix A: Background material: Teukolsky’s equation and metric reconstruction

We review here the essential elements of formalism that go into our analysis: the Newman–Penrose (NP) formalism, Teukolsky’s equation and metric reconstruction in vacuum. This will also serve as a convenient all-in-one-place summary of our notation and conventions. For historical reasons, much of the NP literature uses the $++--$ metric signature, opposite to the one used in our paper, which may bring confusion. For that reason, we carefully describe our sign conventions and note where they differ from common choices.

In Boyer-Lindquist coordinates, the line element for the Kerr geometry with mass $M$, spin $J = aM$, and signature $(-+++)$ is given by

$$ds^2 = -\left(1 - \frac{2Mr}{\Sigma}\right)dt^2 + \frac{\Sigma}{\Delta}dr^2 + \Sigma d\theta^2 + \left(r^2 + a^2 + \frac{2Ma^2 r \sin^2 \theta}{\Sigma}\right) \sin^2 \theta d\varphi^2 - \frac{4Mar \sin^2 \theta}{\Sigma} dtd\varphi, \quad (A1)$$

with

$$\Delta := r^2 - 2Mr + a^2, \quad (A2)$$

$$\Sigma := r^2 + a^2 \cos^2 \theta. \quad (A3)$$

1. The Newman–Penrose null-tetrad formalism

Much of black hole perturbation theory can be conveniently formulated using the NP formalism, which expresses geometric quantities in terms of a conveniently chosen tetrad of null vectors. In this paper we use Kinnersley’s tetrad for the Kerr metric, whose four legs are given by

$$e_1^\alpha = e^\alpha = \frac{1}{\Delta} (r^2 + a^2, \Delta, 0, a), \quad (A4a)$$

$$e_2^\alpha = n^\alpha = \frac{1}{2\Sigma} (r^2 + a^2, -\Delta, 0, a), \quad (A4b)$$

$$e_3^\alpha = m^\alpha = \frac{1}{\sqrt{2(r + ia \cos \theta)}} (ia \sin \theta, 0, 1, \frac{i}{\sin \theta}), \quad (A4c)$$

$$e_4^\alpha = m^\alpha = \frac{-1}{\sqrt{2(r - ia \cos \theta)}} (ia \sin \theta, 0, -1, \frac{i}{\sin \theta}) \quad (A4d)$$

(in Boyer-Lindquist coordinates), with overbars denoting complex conjugation. These legs are all null and mutually orthogonal, except $\ell^\alpha n_\alpha = -1$ and $m^\alpha m_\alpha = 1$. In what follows, Greek indices refer to spacetime components while Latin indices denote tetrad components. The directional derivatives along the tetrad legs are denoted $D = \ell^\mu \partial_\mu$, $\Delta = n^\mu \partial_\mu$ and $\delta = m^\mu \partial_\mu$.

The NP formalism expresses the equations of general relativity in terms of Ricci coefficients

$$\gamma_{abc} := g_{\mu\nu} e^\mu_a e^\nu_c \nabla_\nu e^\lambda_b, \quad (A5)$$

referred to as spin coefficients and customarily given special individual symbols:

$$\kappa := -\gamma_{311}, \quad \varepsilon := -\gamma_{241}, \quad \epsilon := -\frac{\gamma_{211} + \gamma_{341}}{2}, \quad (A6)$$

$$\tau := -\gamma_{312}, \quad \nu := -\gamma_{242}, \quad \gamma := -\frac{\gamma_{212} + \gamma_{342}}{2}, \quad (A6a)$$

$$\sigma := -\gamma_{313}, \quad \mu := -\gamma_{243}, \quad \beta := -\frac{\gamma_{213} + \gamma_{343}}{2}, \quad (A6b)$$

$$\vartheta := -\gamma_{314}, \quad \lambda := -\gamma_{244}, \quad \alpha := -\frac{\gamma_{214} + \gamma_{344}}{2} \quad (A6c)$$

Note these definitions have opposite signs compared to the usual ones applied with a $(+-+-)$ signature [see, e.g., [27]]. This ensures that the coordinate expressions for the various spin coefficients (below) remain as conventional. In Kerr spacetime with the Kinnersley tetrad (A1), the spin-coefficients $\kappa$, $\lambda$, $\nu$, $\sigma$ and $\epsilon$ all vanish, while the rest take the values

$$\theta = \frac{-1}{r - ia \cos \theta}, \quad (A7a)$$

$$\varpi = \frac{ia \vartheta^2 \sin \theta}{\sqrt{2}}, \quad (A7b)$$

$$\tau = -\frac{ia \sin \theta}{\sqrt{2}\Sigma}, \quad (A7c)$$

$$\mu = \frac{\vartheta \Delta}{2\Sigma}, \quad (A7d)$$

$$\gamma = \frac{\vartheta \Delta + r - M}{2\Sigma}, \quad (A7e)$$
\[ \beta = -\frac{\bar{\theta} \cot \theta}{2\sqrt{2}}, \quad (A7f) \]
\[ \alpha = \omega - \bar{\beta}. \quad (A7g) \]

The Weyl curvature scalars are defined in terms of the components of the Weyl tensor \( C_{\alpha\beta\gamma\delta} \) as

\[
\begin{align*}
\psi_0 &= C_{\alpha\beta\gamma\delta} \ell^\alpha m^\beta \ell^\gamma n^\delta, \\
\psi_1 &= C_{\alpha\beta\gamma\delta} \ell^\alpha m^\beta \ell^\gamma n^\delta, \\
\psi_2 &= C_{\alpha\beta\gamma\delta} \ell^\alpha m^\beta \ell^\gamma n^\delta, \\
\psi_3 &= C_{\alpha\beta\gamma\delta} \ell^\alpha m^\beta \ell^\gamma n^\delta, \\
\psi_4 &= C_{\alpha\beta\gamma\delta} \ell^\alpha m^\beta \ell^\gamma n^\delta. \\
\end{align*}
\]

(A8a) - (A8e)

where we have chosen the overall signs such that the NP form of the field equations for the various curvature scalars remains unchanged (with respect to the standard form, as given, e.g., in [27]). In Kerr spacetime with the tetrad (A4), the Weyl scalars \( \psi_0, \psi_1, \psi_3 \) and \( \psi_4 \) all vanish, implying that Kerr spacetime is of Petrov type D, with \( \ell^\alpha \) and \( n^\alpha \) as the (double) principal null vectors. The remaining, non-zero Weyl scalar \( \psi_2 \) takes the value shown in Eq. (1).

The requirement that the tetrad legs are null, orthogonal and appropriately normalized fixes the tetrad (given a metric) only up to local \( SO(1,3) \) rotations. Consequently, linear perturbations to the NP quantities, denoted \( \psi^{(1)}_n \), have an additional, non-physical, \( so(1,3) \) gauge freedom corresponding to infinitesimal tetrad rotations (on top of the usual gauge freedom associated with infinitesimal coordinate transformations). As shown in (e.g.) [27], on a Kerr background with the Kinnersley tetrad, the perturbations \( \psi^{(1)}_0, \psi^{(1)}_2 \), and \( \psi^{(1)}_4 \) are invariant under such tetrad rotations. Since \( \psi_0 \) and \( \psi_4 \) are scalar fields that vanish on the background, their perturbations are also invariant under coordinate gauge transformations. This means \( \psi^{(1)}_0 \) and \( \psi^{(1)}_4 \) are true gauge-invariant fields. Similarly, as we point out in Sec. II.A in the case \( \alpha = 0 \) the imaginary part of \( \psi^{(1)}_2 \) is also a true gauge-invariant field, since \( \text{Im}(\psi^{(1)}_2) = 0 \) on the Schwarzschild background.

2. Teukolsky equation

Teukolsky showed [1, 32] that the NP field equations for the perturbations \( \phi_{+2} = \psi^{(1)}_0 \) and \( \phi_{-2} = \bar{q}^{-4} \psi^{(1)}_4 \) decouple from the rest of the NP equations. The master Teukolsky equation for a general “spin-weight” \( s \), reads

\[
\begin{align*}
&-\left( \frac{r^2+a^2}{\Delta} - a^2 \sin^2 \theta \right) \frac{\partial^2 \phi_s}{\partial \tau^2} - 4Mar \frac{\partial^2 \phi_s}{\partial \tau \partial \phi} \\
&- \left( \frac{a^2}{\Delta} - \frac{1}{\sin^2 \theta} \right) \frac{\partial \phi_s}{\partial \phi} + \Delta^{-2} \frac{\partial}{\partial r} \left( \Delta^{s+1} \frac{\partial \phi_s}{\partial r} \right) \\
&+ \frac{1}{\sin \theta \partial \theta} \left( \sin \theta \frac{\partial \phi_s}{\partial \theta} \right) \\
&+ 2s \left( \frac{M(r^2-a^2)}{\Delta} - r - ia \cos \theta \right) \frac{\partial \phi_s}{\partial t} \\
&+ 2s \left( \frac{a(r-M)}{\Delta} + i \cos \theta \right) \frac{\partial \phi_s}{\partial \phi} \\
&- (s^2 \cot^2 \theta - s) \phi_s = T_s,
\end{align*}
\]

(A9)

For \( s = \pm 2 \), the source term \( T_s \) is obtained from the energy-momentum tensor using

\[
T_{22} = 8\pi \Sigma \left[ \left( \delta - 2\beta - 4\tau \right) \left( \delta - \bar{\delta} \right) T_{11} + \left( D - 4q - \bar{q} \right) \left( \delta + 2\bar{\delta} \right) T_{13} \right. \\
- \left( \delta - 2\beta - 4\tau \right) \left( \delta - 2\bar{\delta} \right) T_{22} + \left( D - 4q - \bar{q} \right) \left( D - \bar{D} \right) T_{23} \right],
\]

(A10)

\[
T_{-2} = \frac{8\pi \Sigma}{\sigma^4} \left[ \left( \bar{\delta} + 2\alpha + 5\bar{\omega} - \bar{\tau} \right) \left( \delta + 2\omega - \tau \right) T_{22} \right. \\
- \left( \Delta + 3\gamma - \bar{\gamma} + 4\mu + \bar{\mu} \right) \left( \delta + 2\alpha - 2\bar{\tau} \right) T_{24} + \left( \Delta + 3\gamma - \bar{\gamma} + 4\mu + \bar{\mu} \right) \left( \Delta + 2\gamma - 2\bar{\gamma} + \bar{\mu} \right) T_{44} \right].
\]

(A11)

where \( T_{11} = T_{\alpha\beta} e^\alpha_1 e^\beta_1 \), etc.

Moreover, Teukolsky showed that (A9) admits a full separation of variables. Solutions of the Teukolsky equation can be written as

\[
\phi_s = \int d\omega \sum_{\ell m} \epsilon_{\ell m} \phi_{\ell m}(r) e^{i(m\phi - \omega t)},
\]

(A12)

where the function \( \phi_{\ell m}(r) \) satisfies the radial Teukolsky equation

\[
\left( \Delta^{-1} \frac{d}{dr} \left( \Delta^{s+1} \frac{d}{dr} \right) - V_{\ell m} \right) \phi_{\ell m} = T_{\ell m},
\]

(A13)

with potential

\[
V_{\ell m} = \lambda_{\ell m} - 4is\omega r - \frac{K^2 - 2is(r-M)K}{\Delta},
\]

(A14)

where

\[
K_{\ell m} := (r^2 + a^2)\omega - am,
\]

(A15)

and \( \lambda_{\ell m} \) is the eigenvalue of the angular equation (see below). The source in Eq. (A13) is given by

\[
T_{\ell m} = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \int_{-1}^{1} d\cos \theta \int_{-\pi}^{\pi} d\phi T_s e^{i(\omega t - m\phi)} S_{\ell m}.
\]

(A16)
The functions \( sS_{s \ell m \omega}(\theta) \) are spin-weighted spheroidal harmonics, which satisfy the angular equation,

\[
\left( \frac{1}{\sin \theta} \frac{d}{d \theta} \left( \sin \theta \frac{dS}{d\theta} \right) - U_{s \ell m \omega} \right) sS_{s \ell m \omega} = 0. \tag{A17}
\]

Here the potential is

\[
U_{s \ell m \omega} = \frac{(m + s \cos \theta)^2}{\sin^2 \theta} + a^2 \omega^2 \sin^2 \theta + 2s m \omega \cos \theta - 2m \omega - s - \lambda_{s \ell m \omega}.
\]

We follow the convention that the spheroidal functions are normalized according to

\[
\int_{-1}^{1} s^2S_{s \ell m \omega}(\theta) \, d\cos \theta = \frac{1}{2\pi}, \tag{A19}
\]

with

\[
sS_{s \ell m \omega}(\theta) = (-1)^{s+\ell} \, S_{s(-\ell-m)(-\omega)}(\theta), \tag{A20a}
\]

\[
sS_{s \ell m \omega}(\pi - \theta) = (-1)^{s+\ell} \, S_{s(-\ell-m)(-\omega)}(\theta). \tag{A20b}
\]

When \( \omega = 0 \) the eigenvalue \( \lambda_{s \ell m \omega} \) becomes \( \ell(\ell + 1) - s(s + 1) \), and the spin-weighted spheroidal harmonics reduce to spin-weighted spherical harmonics: \( sS_{s \ell m}(\theta)e^{in\varphi} = Y_{\ell m}(\theta, \varphi) \).

Using the spin-weight raising and lowering operators

\[
\tilde{\partial}_s = -\partial_\theta - i \csc \theta \partial_\varphi + s \cot \theta, \tag{A21a}
\]

\[
\tilde{\bar{\partial}}_s = -\partial_\theta + i \csc \theta \partial_\varphi - s \cot \theta, \tag{A21b}
\]

spin-weighted spherical harmonics can be rewritten as the derivatives of harmonics with a different spin-weight using

\[
\tilde{\partial}_s Y_{\ell m} = +\sqrt{(\ell - s)(\ell + s + 1)} \, s_{+1} Y_{\ell m}, \tag{A22a}
\]

\[
\tilde{\bar{\partial}}_s Y_{\ell m} = -\sqrt{(\ell + s)(\ell - s + 1)} \, s_{-1} Y_{\ell m}. \tag{A22b}
\]

In particular, by repeated application of the above identities, any spin-weighted spherical harmonic can be written in terms of derivatives of ordinary spherical harmonics with the same \( \ell \) and \( m \).

3. Metric reconstruction

For vacuum perturbations, a procedure to obtain the metric perturbations starting from the curvature scalars \( \psi_0 \) or \( \psi_4 \) was first proposed by Chrzanowski [4] and also by Cohen and Kegeles [5]. The CCK reconstruction formula gives the metric perturbation in either the ingoing or outgoing (traceless) radiation gauge. In this paper we choose to work in the ingoing radiation gauge (IRG), satisfying

\[
\ell^a \chi_{a \ell \beta}^{\text{rec}} = 0 \quad \text{and} \quad \bar{g}^{\alpha \beta}_{(0)} \chi_{a \ell \beta}^{\text{rec}} = 0, \tag{A23}
\]

where \( g^{\alpha \beta}_{(0)} \) is the (inverse of the) background Kerr metric. The CCK reconstruction formula for the IRG perturbation is given by

\[
\chi_{a \ell \beta}^{\text{rec}} = -\left( \ell_\alpha \ell_\beta \big( \delta + \alpha + 3\beta - \tau \big) \left[ \delta + 4\beta + 3\tau \right) + m_\alpha m_\beta \left( D - \varphi \right) \left( D + 3\varphi \right) - \ell(\alpha m_\beta) \left( \delta + 2\alpha + 2\beta - \tau \right) \left( D + 3\varphi \right) + \left( D + \varphi - \varphi \right) \left( \delta + 4\beta + 3\tau \right) \right) \Psi + \text{c.c.}, \tag{A24}
\]

where \( \Psi \) is the IRG “Hertz potential”. The latter satisfies the homogeneous Teukolsky equation (A9) with spin-weight \( s = -2 \). In addition it satisfies a fourth-order differential equation linking it to \( \psi_4 \):

\[
8\varphi^4 \psi_4 = \bar{\Delta}_{\ell m} \bar{\Delta}_{\ell m} \bar{\Delta}_{\ell m} \Psi - 12M \partial_\ell \Psi, \tag{A25}
\]

with \( \bar{\Delta}_{\ell m} := \bar{\delta}_{\ell m} + i\alpha \sin \theta \partial_\ell \).

The perturbation to \( \psi_2 \) can be calculated from the metric perturbation (also taking account of the perturbations to the tetrad legs). We quote here the particularly compact expression obtained by Sano and Tagoshi [26]:

\[
\psi_2^{\ell m} = \frac{1}{2} \left( \bar{D} \bar{D} (\delta + 2\beta - \tau) \left( \delta + 4\beta \right) + 4\bar{\varphi} \bar{D} (\delta + 4\beta) + 6\bar{\varphi} \bar{D} \bar{D} \bar{D} \right) \psi_2. \tag{A26}
\]

### Appendix B: Validity of procedure for evaluating jumps via interchange of mode-sum and limit

At the basis of our method is the requirement that, at any vacuum point, the invariant fields \( I_\ell \) must be continuous. In practice, we construct (the SAS part of) these four-dimensional fields as \( I_\ell \) that we

\[
\text{limit as} \quad r \to r_0 \quad \text{of the particle reads}
\]

\[
\lim_{r \to r_0} \sum_{\ell} I_{\ell \ell}^{\text{rec}+}(r, \theta) + I_{\ell \ell}^{\text{comp}+}(r_0, \theta) = \lim_{r \to r_0} \sum_{\ell} I_{\ell \ell}^{\text{rec}+}(r, \theta) - I_{\ell \ell}^{\text{rec}-}(r_0, \theta). \tag{B1}
\]

Imposing this condition requires first evaluating the sums and then taking the limit to \( r_0 \). If the summands are first evaluated at \( r_0 \), the sums diverge for all \( \theta \); this is also true of their difference, \( \sum_{\ell} I_{\ell \ell}^{\text{rec}+}(r_0, \theta) - I_{\ell \ell}^{\text{rec}+}(r_0, \theta) \). This is easily seen by counting powers of \( \ell \) in Eqs. (80) or (81), for example.

However, in our calculations in the body of the paper, we allow ourselves to bring the limit inside the sums, take their difference, and then discard any terms that, while pointwise divergent, can be interpreted as distributions supported at \( \theta = \theta_0 = \pi/2 \). In this Appendix, we prove the validity of that method: If the jump \( \bar{I}_n \) that we
define by this procedure vanishes for all \( \theta \neq \theta_0 \), then the continuity condition \([\text{B3}]\) is satisfied \([\text{B4}]\).

To establish this result, we re-express the invariants in a more convenient form. We first introduce the rescaled invariants

\[
I_n^\pm := (\sin \theta)^p_n I_n^\pm,
\]

where \( p_n \) is chosen to make \( I_n^\pm \) go smoothly to zero at the poles; the reason for this, and a concrete choice for \( p_n \), will become apparent in the course of the proof. We also eliminate \( \theta \) in favor of \( z := \cos \theta \) and absorb \( I_n^\pm \) into the sum over \( \ell \), giving us \( I_n^\pm(r, z) = \sum_\ell I_n^\pm(r, z) \); the particular way in which this is done is immaterial, and we will largely ignore the completion terms in the arguments below. Finally, we work with the “jump function” \( \Delta I_n(\delta r, z) := I_n^+(r_0 + \delta r, z) - I_n^-(r_0 - \delta r, z) \) and

\[
\Delta I_n(\delta r, z) := I_n^+(r_0 + \delta r, z) - I_n^-(r_0 - \delta r, z) \quad \text{and} \quad (B3)
\]

In terms of this quantity, our goal will be to show that our procedure ensures

\[
\lim_{\delta r \to 0} \Delta I_n(\delta r, z) = 0 \quad \text{(B4)}
\]

(except, possibly, at the particle’s position \( z = z_0 = 0 \)).

Our proof is based on the following more general result:

**Lemma.** Let \( g(\delta r, z) = \sum_{\ell=0}^\infty g_\ell(\delta r, z) \) on \([0, c] \times [-1, 1] \), with some constant \( c > 0 \), and let \( \mathcal{S} = [-1, 1] \setminus \{z_0\} \). If

(i) \( \sum_{\ell=0}^\infty g_\ell(\delta r, z) \) converges uniformly on \([b, c] \times [-1, 1] \) for all \( b \in (0, c) \),

(ii) each \( g_\ell(\delta r, z) \) is continuous on \([0, c] \times [-1, 1] \),

(iii) \( \lim_{(\delta r, z) \to (0, 0)} g(\delta r, z) \) yields a continuous function of \( z^* \) for all paths in \([0, c] \times \mathcal{S} \) and all \( z^* \in \mathcal{S} \), and

(iv) the sequence of functions \( \tilde{g}_N(\delta r) := \int_{-1}^1 dz \phi(z) \sum_{\ell=0}^N g_\ell(\delta r, z) \) converges uniformly on \([0, c] \) to a function \( \lim_{N \to \infty} \tilde{g}_N = \tilde{g}_0 \) given by

\[
\tilde{g}_0(\delta r) = \begin{cases} 0 & \text{if } \delta r = 0 \\ \int_{-1}^1 dz \phi(z)g(\delta r, z) & \text{if } \delta r \in (0, c) \end{cases} \quad (B5)
\]

for all smooth test functions \( \phi \) whose support is wholly contained in \( \mathcal{S} \).

then \( \lim_{\delta r \to 0} g(\delta r, z) = 0 \) for all \( z \in \mathcal{S} \).

To get more quickly to our main result, we delay the proof of this lemma until the end of the section.

We use the lemma by letting \( \Delta I_n \) and \( \Delta I_m \) play the roles of \( g \) and \( g_\ell \), and we choose \( c \) to be any constant small enough to avoid evaluating any functions at (or behind) the horizon. Our desired conclusion then follows if we can show that \( \Delta I_n \) and \( \Delta I_m \) satisfy the four conditions of the lemma. We do this for the case of circular orbits in Kerr; the same arguments apply for each partial ring in the case of eccentric orbits.

Refer to Eq. (80). Note that at large \( \ell \), \( P^m_\ell = \frac{\ell}{m^2} \) behaves as \( \sim \ell^{k-2}P^m_\ell = 2(r_c/M - 1)Q^m_\ell = 2(r_c/M - 1) \), where \( r_c := \min[\max(r, r_0)] \). For all \( r \neq r_0 \), \( P^m_\ell = 2(r_c/M - 1)Q^m_\ell \) decays faster than any power of \( 1/\ell \), and all other factors in Eq. (80) grow no faster than a finite power of \( \ell \), guaranteeing exponential convergence of the sum (80). However, this holds only for \( r \neq r_0 \); for \( r = r_0 \), the sums diverge for all \( z \). Hence, \( \sum\Delta I_n(r, z) \) does not converge uniformly on the open region \([r_0, r_0 + \epsilon] \times [-1, 1] \) where the \( \pm \) signs correspond to the superscripts in \( I_n^\pm \), but they do converge uniformly in each closed region \([r_0 + \epsilon, r_0 + \epsilon] \times [-1, 1] \) with \( 0 < \epsilon \leq c \). This carries over immediately to \( \sum\Delta I_n(\delta r, z) \) in all regions \([b, c] \times [-1, 1] \) with \( 0 < b \leq c \), establishing condition (i) of the lemma.

Next, inspection of Eq. (80) reveals that each \( \Delta I_n(\delta r, z) \) is continuous on \([0, c] \times [-1, 1] \), establishing condition (ii); this is manifestly true away from the boundary of that region, and it could only be violated on the boundaries if \( \frac{\ell}{m} \) became singular at \( r \to r_0^\pm \) or at \( z = \pm 1 \) which, manifestly, it does not [for sufficiently large values of \( \ell \) in Eq. (B2)].

Third, note that if condition (iii) were violated, it would never be possible to make \( I_n \) continuous on the sphere \( r = r_0 \). But we know that the linearized Einstein equation with a conserved point-particle source does have a solution, and in particular, it has a solution with our choice of boundary conditions. That solution will necessarily have smooth invariants at points away from the particle, meaning condition (iii) is satisfied.

This leaves condition (iv). To show that it is satisfied, we begin by establishing pointwise convergence of \( \Delta I_n(\delta r, z) := \int_{-1}^1 dz \phi(z) \sum_{\ell=0}^N I_n(\delta r, z) \) for \( \delta r = 0 \), the result is exactly the condition we impose in the body of the paper: we find the unique pair \( (\mathcal{E}, [\mathcal{J}]) \) for which \( \lim_{N \to \infty} \Delta I_n(\delta r, z) = 0 \). For each \( \delta r > 0 \), we can straightforwardly move the limit inside the integral. This is made legal by the fact that the integrand \( \phi(z) \) appearing in \( \Delta I_n(\delta r, z) \) is bounded by an integrable function for all \( N \); for example, for each given \( \delta r > 0 \) take the dominating function to be

---

11 We do not prove the converse. However, this one-way implication suffices for us because of uniqueness. Since \( I_n = 0 \) uniquely determines \( [\mathcal{E}] \) and \( [\mathcal{J}] \) and guarantees that \( I_n \) is continuous, and since there can be only one pair of values \( ([\mathcal{E}], [\mathcal{J}]) \) that satisfies Eq. (B3), the determined values of \( [\mathcal{E}] \) and \( [\mathcal{J}] \) are the unique, correct ones.

12 Note that here we use the precise mathematical definition of what it means for a sum \( \sum \phi(z) \) to converge to a delta function \( \delta(z - z_0) \); \( \lim_{n \to \infty} \int_{-1}^1 dz \phi(z) f_n(z, z_0) = \phi(z_0) \), and similarly for derivatives of a delta function.
\[ \sup_{N \in \mathbb{N}, z \in S} \| \phi(z) \sum_{j=0}^{N} \Delta I_{n}(\delta r, z) \|. \]

The dominated convergence theorem then guarantees that we can pass the limit into the integral, yielding

\[ \lim_{N \to \infty} \widetilde{\Delta I}_{nN}(\delta r) = \int_{-1}^{1} dz \phi(z) \Delta I_{n}(\delta r, z) \quad (B6) \]

for all \( \delta r \in (0, c) \) and for all smooth test functions. Therefore, \( \Delta I_{n}(\delta r) \) converges pointwise to the function

\[ \Delta I_{n}(\delta r) = \begin{cases} 0 & \text{if } \delta r = 0 \\ \int_{-1}^{1} dz \phi(z) \Delta I_{n}(\delta r, z) & \text{if } \delta r \in (0, c] \end{cases} \quad (B7) \]

for all smooth test functions \( \phi \) whose support is contained in \( S \).

We must now show that this convergence is uniform. To this end, using the property described below Eq. (80), we write \( \Delta I_{n} \) in the form

\[ \Delta I_{n}(\delta r, z) = \sum_{j=0}^{3} F_{n;j}(\delta r, z) \frac{d^{j}}{dz^{j}} 2Y_{0}(\theta(z)), \quad (B8) \]

where each \( F_{n;j} \) is a smooth function of \( z \) that vanishes at least as \( (1-z^{2})^{n/2}q_{j}/z^{2} \) at the poles, with \( q_{1} = 0, q_{2} = 2 \), and \( q_{3} = 1 \) [recall Eq. (B2)]. Now examine the separate integrals \( \int_{-1}^{1} dz \phi(z)F_{n;j}(\delta r, z) \frac{d^{j}}{dz^{j}} 2Y_{0} \). If we write the harmonic explicitly as \( 2Y_{0} = \sqrt{\frac{2\pi+1}{4\pi^{2}}}(1-z^{2})^{1/2}P_{j}(z) \) and repeatedly integrate by parts, we see that all the integrals can be expressed in the form \( \int_{-1}^{1} dz G_{n;j}(\delta r, z) P_{j}(z) \) plus boundary terms, where \( G_{n;j} \) is a smooth function of \( z \). We eliminate the boundary terms by choosing sufficiently large values for \( p_{n} \): since the boundary terms have the form \( P_{j}(z) \frac{d^{j+1}}{dz^{j+1}}(1-z^{2})^{1/2}F_{n;j}(z) \) plus lower derivatives, we may choose, for example, \( p_{n} = q_{n} + 2 + 2\max(j) = q_{n} + 8 \).

After eliminating the boundary terms, we are left with the following sum:

\[ \lim_{N \to \infty} \widetilde{\Delta I}_{nN}(\delta r) = \sum_{j=0}^{3} \sum_{\ell=0}^{j} \int_{-1}^{1} dz G_{n;j}(\delta r, z) P_{j}(z). \quad (B9) \]

We note, again referring to Eq. (B2), that \( G_{n;j}(\delta r, z) \) can be written as a sum of a few terms, each of the form \( K_{n;j}(\delta r)G_{n;j}(z) \), where \( G_{n;j}(z) \) is smooth and independent of \( \ell \), and \( K_{n;j}(\delta r) \) can be uniformly bounded at large \( \ell \) by \( |K_{n;j}| < C^{\alpha} \) with some power \( \alpha \). Consequently, each of the Legendre integrals in \( (B9) \) is guaranteed to decay faster than any power of \( 1/\ell \), even at \( \delta r = 0 \). Uniform convergence then follows from the Weierstrass M-test: take \( M_{\ell} \) to be

\[ M_{\ell} = \sum_{j=0}^{3} \sup_{\delta r \in [0, c]} \left| \int_{-1}^{1} dz G_{n;j}(\delta r, z) P_{j}(z) \right|, \quad (B10) \]

which, because of the exponential decay of the Legendre integrals for all \( \delta r \in [0, c] \), has a convergent sum \( \sum_{\ell} M_{\ell} \).

The \( M \)-test then implies that the sum \( (B9) \) converges uniformly on the interval \( \delta r \in [0, c] \).

This establishes the last of the conditions of the lemma, thereby proving \( (B4) \).

**Proof of lemma.** We now provide the proof of the lemma. We begin by showing \( \lim_{\delta r \to 0} g(\delta r, z) = 0 \) on a sequence of closed subsets of \( S \), and then we take the union of these sets to show the result on the whole of \( S \).

Let \( S_{k} = [-1, z_{0} - 1/k] \cup [z_{0} + 1/k, 1] \), where \( k \in \mathbb{N}^{*} \), and let \( D_{k} = \{ \phi_{k} \} \) be the set of smooth test functions with support \( \text{supp}(\phi_{k}) \subset S_{k} \). Since each \( g_{\ell}(\delta r, z) \) is continuous on \([0, c] \times S_{k} \), each \( g_{\ell}(\delta r, \theta) \) is as well. From this fact and the uniform convergence of \( g_{N} \to \hat{g} \), it follows that \( \hat{g}(\delta r) \) is continuous on that same interval of \( \delta r \), and in particular, at \( \delta r = 0 \). Ergo, if we specialize to any of the test functions \( \phi_{k} \in D_{k} \),

\[ \hat{g}(0) = \lim_{\delta r \to 0} \hat{g}(\delta r) = \lim_{\delta r \to 0} \int_{S_{k}} dz \phi_{k}(z)g(\delta r, z). \quad (B11) \]

We now bring the limit inside the integral by appealing to the dominated convergence theorem, which in the present case states that

\[ \lim_{\delta r \to 0} \int_{S_{k}} dz \phi_{k}(z)g(\delta r, z) = \int_{S_{k}} dz \phi_{k}(z) \lim_{\delta r \to 0} g(\delta r, z) \quad (B12) \]

if two criteria are met: \( \lim_{\delta r \to 0} g(\delta r, z) \) exists and is finite almost everywhere in \( S_{k} \) and there exists an integrable function \( f(z) \) satisfying \( |g(\delta r, z)| \leq f(z) \) for almost all \( z \in S_{k} \) and for all \( \delta r \in [0, c] \). Condition (iii) of the lemma guarantees that the first criterion is met. To see that the second criterion is also met, consider the function

\[ g^{*}(\delta r, z) = \begin{cases} g(\delta r, z) & \text{if } \delta r \in [0, c] \text{ and } z \in S_{k} \\ \lim_{\delta r \to 0} g(\delta r, z) & \text{if } \delta r = 0 \text{ and } z \in S_{k} \end{cases} \quad (B13) \]

and take the dominating function to be the constant function \( f(z) = \sup |g^{*}(\delta r, z)| \), which by construction satisfies \( f(z) \geq |g(\delta r, z)| \) for all \( \delta r \in [0, c] \). The finiteness of the supremum can be proved as follows: Since \( \sum_{\ell=0}^{\infty} g_{\ell}(\delta r, z) \) converges uniformly on \([b, c] \times S_{k} \) for all \( b \in [0, c) \), and each \( g_{\ell}(\delta r, z) \) is continuous on that domain, \( g(\delta r, z) \) is continuous on all such sets as well. Therefore \( \lim_{\delta r \to 0} g^{*}(\delta r, z) \) is finite for all \( \delta r^{*} \in [0, c] \) and \( z^{*} \in S_{k} \). And \( \lim_{\delta r \to 0} g^{*}(\delta r, z) \) is finite by hypothesis. Hence, \( \lim_{\delta r \to 0} g^{*}(\delta r, z) \) is finite for all \( \delta r \in [0, c] \times S_{k} \). But if \( \sup |g^{*}(\delta r, z)| \) were not finite, then there would exist \( (\delta r^{*}, z^{*}) \) such that \( \lim_{\delta r \to 0}(\delta r^{*}, z^{*}) |g^{*}(\delta r, z)| = \infty \). Therefore, \( \sup |g^{*}(\delta r, z)| < \infty \). Because the integration domain \( S_{k} \) is finite, \( f(z) \) is also integrable, and the criteria for the dominated convergence theorem have been met.

Now, since \( \hat{g}(0) = 0 \) for all \( \phi_{k} \in D_{k} \), the equalities \( (B11) \) and \( (B12) \) together show

\[ \int_{S_{k}} dz \phi_{k}(z) \lim_{\delta r \to 0} g(\delta r, z) = 0 \quad (B14) \]
for all test functions $\phi_k \in D_k$. It follows that $\lim_{\delta r \to 0} g(\delta r, z) = 0$ for almost all $z \in \bar{S}_k$. This leaves the possibility that $\lim_{\delta r \to 0} g(\delta r, z)$ is nonzero on some set of measure zero in $\bar{S}_k$. But by hypothesis, $\lim_{\delta r \to 0} g(\delta r, z)$ is continuous in $\bar{S}_k$. Therefore, $\lim_{\delta r \to 0} g(\delta r, z) = 0$ for all $z \in \bar{S}_k$.

Since this result holds in each $\bar{S}_k$, it also holds in their union $\bigcup_{k \in \mathbb{N}^+} \bar{S}_k = [-1, z_0) \cup (z_0, 1] = \bar{S}$, which completes the proof.

Appendix C: Summation formulas

We derive here the summation formulas \(\text{SS1}2\) and \(\text{SS1}4\). The sums in question are

\[
\sigma_1(\theta, \theta_0) = \sum_{\ell=0}^{\infty} \frac{2Y_\ell(\theta)Y_\ell(\theta_0)}{\ell(\ell+1)},
\]

\[
\sigma_2(\theta, \theta_0) = \sum_{\ell=2}^{\infty} \frac{2Y_\ell(\theta)Y_\ell(\theta_0)}{(\ell+2)(\ell-1)}, \tag{C1}
\]

where $Y_\ell(\theta)$ are the usual spherical harmonics with spin $s = 0$ and $\theta_0 \in [0, \pi]$.

For completeness, we recall the two-dimensional domain $S_1$. We note that each of the two sums converges uniformly on $S_1$ (a proof will be provided at the end of this appendix), so the sums $\sigma_1(\theta, \theta_0)$ and $\sigma_2(\theta, \theta_0)$ are continuous functions in this domain.

Starting with $\sigma_1$, we first recall that $Y_\ell(\theta)$ satisfies the differential equation

\[
\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{dY_\ell(\theta)}{d\theta} \right) + \left( \ell(\ell+1) - \frac{4}{\sin^2 \theta} \right) Y_\ell(\theta) = 0, \tag{C2}
\]

which is the reduction of \(\text{AA1}7\) to $m = \omega = 0$ with $s = 2$. Applying the operator $(\sin \theta)^{-1}\partial_\theta (\sin \theta \partial_{\theta_0})$ to $\sigma_1$ thus gives

\[
\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{\sigma_1}{d\theta} \right) = \sum_{\ell=2}^{\infty} \frac{2Y_\ell(\theta)Y_\ell(\theta_0)}{\ell(\ell+1)} \left( \frac{4}{\sin^2 \theta} - \ell(\ell+1) \right) = \frac{4}{\sin^2 \theta} \sigma_1 - \sum_{\ell=2}^{\infty} 2Y_\ell(\theta_0)Y_\ell(\theta), \tag{C3}
\]

or, using the completeness relation \(\text{SS2}\),

\[
\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{\sigma_1}{d\theta} \right) - \frac{4}{\sin^2 \theta} \sigma_1 = -(2\pi)^{-1}\delta(\cos \theta - \cos \theta_0). \tag{C4}
\]

Here we are considering $\sigma$ as a distribution, necessary for making sense of the term-by-term differentiation applied in the second line of \(\text{C3}\) [even though the sums in Eqs. \(\text{C3}\) converge uniformly, the sums of the derivatives of the summands with respect to either $\theta$ or $\theta_0$ do not converge at all as functions]. Equation \(\text{C3}\) is a simple ordinary differential equation for $\sigma_1(\theta)$ (with $\theta_0$ regarded as a fixed parameter), and we seek a solution that is continuous on $S_1$.

Two independent homogeneous solutions of \(\text{C3}\) are $\tan^2(\theta/2)$ and $\cot^2(\theta/2)$, the first of which blows up at $\theta = \pi$ and the other at $\theta = 0$. It follows that a unique globally continuous solution is given by the distribution

\[
\sigma_1 = A_1(\theta_0)\tan^2(\theta/2)\Theta(\cos \theta - \cos \theta_0)
+ B_1(\theta_0)\cot^2(\theta/2)\Theta(\cos \theta_0 - \cos \theta), \tag{C5}
\]

where $\Theta(\cdot)$ is the Heaviside step function, and the coefficients $A_1$ and $B_1$ are determined from the continuity condition $\sigma(\theta \to \theta_0^+) = \sigma(\theta \to \theta_0^-)$ together with the jump condition $\sigma(\theta \to \theta_0^+) - \sigma(\theta \to \theta_0^-) = -(2\pi\sin \theta_0)^{-1}$. We find $A_1 = (8\pi)^{-1}\cot^2(\theta_0/2)$ and $B_1 = (8\pi)^{-1}\tan^2(\theta_0/2)$, and thus obtain

\[
\sigma_1 = \frac{1}{8\pi} \cot^2(\theta_0/2)\tan^2(\theta/2)\Theta(\cos \theta - \cos \theta_0)
+ \frac{1}{8\pi} \tan^2(\theta_0/2)\cot^2(\theta/2)\Theta(\cos \theta_0 - \cos \theta), \tag{C6}
\]

which (as a check) is symmetric under $\theta \leftrightarrow \theta_0$ as it should be. The summation formula \(\text{SS3}\) reexpresses \(\text{C3}\) in a more compact form.

The evaluation of the sum $\sigma_2$ follows analogously. Writing $(\ell + 2)(\ell - 1) = \ell(\ell+1) - 2$ and applying $(\sin \theta)^{-1}\partial_\theta (\sin \theta \partial_{\theta_0})$ to $\sigma_2$, we obtain the differential equation

\[
\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{\sigma_2}{d\theta} \right) - \left( \frac{4}{\sin^2 \theta} - 2 \right) \sigma_2 = -(2\pi)^{-1}\delta(\cos \theta - \cos \theta_0). \tag{C7}
\]

Two independent homogeneous solutions are $\tan(\theta/2)(2 + \cos \theta)$ and $(2 - \cos \theta)\cot(\theta/2)$, and the unique globally continuous solution has the form

\[
\sigma_2 = A_2(\theta_0)(2 + \cos \theta)\tan(\theta/2)\Theta(\cos \theta - \cos \theta_0)
+ B_2(\theta_0)(2 - \cos \theta)\cot(\theta/2)\Theta(\cos \theta_0 - \cos \theta), \tag{C8}
\]

where $A_2$ and $B_2$ are determined from the same two continuity and jump conditions at $\theta = \theta_0$ as above. After substituting back in \(\text{C8}\), the result is

\[
\sigma_2 = \frac{1}{24\pi} (2 - \cos \theta_0)\cot(\theta_0/2)(2 + \cos \theta)\tan(\theta/2)
\times \Theta(\cos \theta - \cos \theta_0)
+ \frac{1}{8\pi} (2 + \cos \theta_0)\tan(\theta_0/2)(2 - \cos \theta)\cot(\theta/2)
\times \Theta(\cos \theta_0 - \cos \theta), \tag{C9}
\]

expressed more compactly in Eq. \(\text{SS4}\).
1. Proof of uniform convergence

The above derivation relied on the assumption that \( \sigma_1 \) and \( \sigma_2 \) are each continuous on \( S_1 \), which, in turn, relied on a statement of uniform convergence of the sums in Eq. (C1). We now prove that statement.

First, let us note the relation

\[
\mathcal{Y}(\theta) = \sqrt{\frac{2\ell + 1}{4\pi \lambda_2}} P_{\ell=2}^m(\cos \theta),
\]

where, recall, \( P_{\ell=2}^m \) is the associated Legendre function of the first kind, and \( \lambda_2 = (\ell + 2)!/(\ell - 2)! \). The functions \( P_{\ell=2}^m \) admit the global, \( \theta \)-independent upper bound \( |P_{\ell=2}^m| \leq (\lambda_2/2)^{1/2} \), valid for all \( \theta \in [0, \pi] \). Thus

\[
|\mathcal{Y}(\theta)| \leq \sqrt{(2\ell + 1)/(8\pi)} < \sqrt{\ell}
\]

for all \( \theta \in S_1 \) and \( \ell \geq 2 \). For \( \mathcal{Y}(\theta_0) \) we instead invoke the more standard bound \( |P_{\ell=2}^m| < \sqrt{8/(\pi\ell)(\ell + 2)(\ell + 1)(\sin \theta)^{-5/2}} \), from which we obtain

\[
|\mathcal{Y}(\theta_0)| < 2(\sin \theta_1)^{-5/2}
\]

for all \( \theta_0 \in S_1 \) and \( \ell \geq 2 \). It follows from the combination of (C11) and (C12) that each of the two summands in Eq. (C1) is bounded from above by the numerical sequence \( a_\ell = 2^{\ell-3/2}(\sin \theta_1)^{-5/2} \), which admits a convergent sum. Both sums in Eq. (C1) are therefore uniformly convergent on \( S_1 \) by Weierstrass’s M-test theorem.

---
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