Custom Pretrainings and Adapted 3D-ConvNeXt Architecture for COVID Detection and Severity Prediction

Daniel Kienzle*, Julian Lorenz*, Robin Schön*, Katja Ludwig, Rainer Lienhart

Augsburg University, Augsburg 86159, Germany
{firstname.lastname}@uni-a.de

Abstract. Since COVID strongly affects the respiratory system, lung CT scans can be used for the analysis of a patient’s health. We introduce an neural network for the prediction of the severity of lung damage and the detection of infection using three-dimensional CT-scans. Therefore, we adapt the recent ConvNeXt model to process three-dimensional data. Furthermore, we introduce different pretraining methods specifically adjusted to improve the models ability to handle three-dimensional CT-data. In order to test the performance of our model, we participate in the 2nd COV19D Competition for severity prediction and infection detection.
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1 Introduction

The last few years have been strongly shaped by the COVID-19 pandemic, with a considerable amount of cases ending deadly. For the treatment of patients it is very important to diagnose the severity of lung damage caused by a SARS-CoV-2 infection accurately. The lung damage is visually detectable by visible ground-glass opacities and mucoid impactions on the slices of a three dimensional CT image ([17]). Thus, it might be beneficial to use CT-Scans for the diagnosis of the patients.

Goal of this paper is to develop an neural network that is able automatically predict four degrees of severity of lung damage from a lung CT-scan of the patient. Furthermore, we also adapt our architecture in order to predict infections with the SARS-CoV-2 virus using CT-scans. In order to improve these two tasks, our main contributions are:

1. We adapt the recent ConvNeXt architecture ([15]) to process three-dimensional data
2. We introduce different techniques for the pretraining of our architecture in order to increase the ability of our network to handle 3D CT-data
3. We introduce a robust estimation method of the performance of our model through the usage of 5-fold cross-validation.
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2 Related Work

The idea of using neural networks for the prediction of certain properties visible in medical data has developed to increasing levels of importance in the last few years. The authors of [11], [10] and [12] for example have used CNNs and Recurrent Neural Networks (RNNs) for the prediction of Parkinson’s disease on brain MRI and DaT scans. Since its occurrence in late 2019, a considerable number of articles have concerned themselves with using neural networks for the purpose of predicting a potential SARS-CoV-2 infection from visual data. In [12] and [10] the authors make use of clustering in order to carry out a further analysis of the produced features vectors, and classify the CT scans according to their proximity to the cluster centers.

In the context of last years ICCV there has been a challenge with the aim of detecting COVID-19 from CT images ([9]). The winners of this contest ([7]) were using contrastive learning techniques in order to improve their networks performance. [16] and [14] use 3D-CNNs for the detection of the disease, whereas the teams in [22] and [20] happen to use transformer-based architectures.

Our architecture is, similarly to other previously existing approaches, designed for the processing of 3D-data, based on the idea, that 2D architectures can be directly extended to 3D architectures ([2], [19], [13]). In our case we modified the ConvNeXt architecture ([15]) to enable 3D processing. This particular approach is characterized by architectural similarities to Vision Transformers (ViT, [5]).

3 Methods

Goal of this work is to develop a neural network architecture capable of detecting SARS-CoV-2 and to develop a separate neural network for the prediction of the severity of the disease. We apply our models to the COV19-CT-DB database ([9]), which consists of CT-scans. Each scan consists of multiple two-dimensional image slices. These slices are concatenated into a three-dimensional tensor and cubic spline interpolation is applied to get tensors of the desired shape.

ConvNeXt 3D

The architecture we utilize is a three dimensional version of the recent ConvNeXt architecture ([15]) in order to be able to process the three-dimensional input tensors. This architecture is especially characterized by multiple alterations already proven to be useful in the context of Vision Transformers that are applied to the standard ResNet ([6]).

In order to make use of the ConvNeXt architecture, we simply replace all 2D components with corresponding 3D components.
Pretraining

In all cases we started from pretraining an architecture on a version of ImageNet (\cite{4}) that has been transformed to grayscale, since the CT only have a single color channel as well. In order to obtain weights for our 3D model, we inflate the weights of the pretrained 2D model in two different ways. The first way, called \textit{full inflation}, is the commonly used option of simply copying the weights along the new tensor axis. The second, that we will call \textit{2G inflation} is based on multiplying the 2D weights along 2 axes and can best be described mathematically. Let $K \in \mathbb{R}^{I \times O \times H \times W}$ and $K' \in \mathbb{R}^{I \times O \times H \times W \times D}$ be initial 2D and the resulting 3D tensors respectively, with $D$ being the newly added dimension.

$$
\forall i, o, h, w, d : K'_{i,o,h,w,d} = K_{i,o,h,w} \cdot \mathcal{N}(d, \frac{D}{2}, \frac{D}{8}) + K_{i,o,h,w} \cdot \mathcal{N}(w, \frac{W}{2}, \frac{W}{8})
$$

Since the images in the ImageNet database are very distinct from CT-images used in this paper, we introduce various further ways to adjust the model to three-dimensional CT-scans. Therefore, we use an additional dataset designed for lung lesion segmentation in CT scans (\cite{18}, \cite{1}, \cite{3}) and the STOIC dataset created for SARS-CoV-2 severity prediction (\cite{17}). In this work we apply 4 different pretraining methods:

1. We directly use the ImageNet-pretraining weights. This approach is referred to as \textit{ImageNet model}.
2. We use a second-stage net trained for the task of segmentation on the segmentation dataset. This approach is referred to as \textit{segmentation model}.
3. Pseudo-labels are generated with the segmentation model in order to get segmentation masks for the MIA COV19D dataset. We use a new second-stage network trained for segmentation on the MIA-COV19D dataset starting from ImageNet weights. This is referred to as \textit{segmia model}.
4. Pseudo-labels are generated with the segmentation model to get segmentation masks for the STOIC dataset. We train a new second-stage network to jointly perform severity classification and segmentation for the STOIC dataset starting from ImageNet weights. This is referred to as \textit{multitask model}.

In order to be capable of generating segmentation masks in addition to severity predictions, we extend the ConvNeXt model in similar way to \cite{21}. After each pretraining, we finetune our model for severity prediction or infection detection on the MIA COV19D dataset.

\textbf{Approaches for Increased Robustness}

In order to improve the robustness of our model, a set of data augmentations is applied: random flips and rotations, Gaussian noise and Gaussian blur. We also use a GPU implementation of elastic deformations. Furthermore, we take random crops of size $(224 \times 224 \times 224)$ out of the input images of size $(256 \times 256 \times 256)$. When inspecting the data, we discovered some tensors, where the slice resolution
happened to be internally inconsistent between different slices of the same CT. In those cases we discarded the inconsistent slices. Rescaling of the tensors is performed with cubic spline interpolation and the rescaled tensors are precomputed to decrease computation time.

In order to stabilize our performance we kept a second copy of our model, whose weights are computed as exponential moving average (EMA) of the trained models weights. This copy of the network is used for the evaluations and final predictions.

Since it is probably not possible to get a good estimate of the models performance using the validation set metrics as the official validation set might be too small to give accurate results, we used cross validation in order to avoid overfitting our training hyperparameters. Whenever we used cross validation, we evaluated on the resulting ensemble of networks instead of a single trained model.

4 Results

Challenge Submission

We participate in two challenges hosted in the context of the Medical Image Analysis (MIA) workshop on this years edition of the ECCV 2022 [8]. The two challenges consist of two different tasks: The detection of COVID infections and the prediction of the severity the patient will experience.

When inspecting the dataset, we found that few CT scans had different orientations. In order to gain robustness with respect to such outliers, an augmentation that randomizes the orientation of the CT tensor is implemented and we apply this augmentation with a certain probability.

In order to prevent overfitting our hyperparameters to the validation set, we implemented a 5-fold cross validation to improve our models’ robustness and gain better results on the test set.

We use the full initialization method for our ImageNet runs, balanced Cross Entropy as loss function and no learning rate scheduler.

The validation set results for our submission for the infection detection task can be found in Table 1, whereas the validation set results for the severity prediction task can be found in Table 2.

5 Conclusion

Our paper presented a deep learning based method for the purpose of detecting SARS-CoV-2 infections and predicting the severity of the patients symptoms in the case of an existing infection. In this paper we adapted the modern architecture of ConvNeXt to 3D data and increased the performance of our model using multiple pretraining methods. We furthermore paid special interest in increasing the robustness of our model.
Table 1. The performance of the models that we trained for the covid detection task. 

**CrossVal** indicates whether we used 5-fold cross validation for the training and **RandOrProb** indicates with what probability we randomized the orientation of the CT scan. F1 scores are macro F1 scores.

| CrossVal | RandOrProb | Pretraining | F1 Validation | F1 Cross Validation |
|----------|------------|-------------|---------------|---------------------|
| Yes      | 0.0        | ImageNet    | 0.8660        | 0.9173              |
| Yes      | 0.0        | Multitask   | 0.8780        | **0.9353**          |
| Yes      | 0.0        | Segmia      | 0.8831        | 0.9333              |
| No       | 0.25       | Segmia      | **0.9203**    | -                   |
| No       | 0.0        | Segmentation| 0.918         | -                   |

Table 2. The performance of the models that we trained for the severity prediction task. **CrossVal** indicates whether we used 5-fold cross validation for the training and **RandOrProb** indicates with what probability we randomized the orientation of the CT scan. F1 scores are macro F1 scores.

| CrossVal | RandOrProb | Pretraining | F1 Validation | F1 Cross Validation |
|----------|------------|-------------|---------------|---------------------|
| Yes      | 0.0        | ImageNet    | **0.6721**    | 0.6567              |
| Yes      | 0.0        | Segmentation| 0.6343        | 0.6725              |
| Yes      | 0.0        | Segmia      | 0.6089        | 0.6648              |
| Yes      | 0.0        | Multitask   | 0.5551        | 0.6818              |
| Yes      | 0.25       | Segmentation| 0.6002        | **0.7174**          |
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