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ABSTRACT
In this article, we introduce the ContentWise Impressions dataset, a collection of implicit interactions and impressions of movies and TV series from an Over-The-Top media service, which delivers its media contents over the Internet. The dataset is distinguished from other already available multimedia recommendation datasets by the availability of impressions, i.e., the recommendations shown to the user, its size, and by being open-source. We describe the data collection process, the preprocessing applied, its characteristics, and statistics when compared to other commonly used datasets. We also highlight several possible use cases and research questions that can benefit from the availability of user impressions in an open-source dataset. Furthermore, we release software tools to load and split the data, as well as examples of how to use both user interactions and impressions in several common recommendation algorithms.
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1 INTRODUCTION
Recommender Systems are, in this era of information, an ubiquitous technology that can be frequently found in the online services we use. The development of new algorithms and techniques has been fueled by the availability of public datasets to the community, collected by both researchers and industry.

The need to develop ever-better solutions is always present, driven by the evolution of business models and the availability of new data sources. An example of this is the RecSys Challenge held every year since 2010. Each year an industry releases a dataset, challenging the participants on a problem that is relevant to their business model, e.g., job recommendation, accommodation recommendation, playlist continuation. Other examples of these competitions are the KDD Cup, WSDM CUP, and the several IJCAI competitions. A recent emerging trend is to provide the impressions, i.e., what was recommended to the user alongside the user interactions. Recent articles, also from industry, propose algorithms that leverage impressions showing they can improve the recommendation quality.

Despite this growing research and industrial interest, as well as indications that impressions can be a useful information source, the research community is constrained by the lack of publicly available impression datasets. Most industrial datasets containing impressions have been released during challenges under a non-redistribute clause, or have been privately collected and mentioned in articles but never shared.

In order to address this limitation, in this work, we propose ContentWise Impressions, a new dataset of media recommendations containing impressions, that we release under a CC BY-NC-SA 4.0 license. We describe the data gathering process and provide statistics for the dataset comparing it to other commonly used datasets. We also provide further documentation and open-source tools to read the data, split it, and run several commonly used recommendation models.

1https://recsys.acm.org/challenges/
2https://www.kdd.org/kdd2020/kdd-cup
3http://www.wsdm-conference.org/2020/WSDM-CUP-2020.php
4https://www.ijcai20.org/competitions.html
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The rest of this work is organized as follows. In Section 2, we provide an overview of other datasets with impressions. In Section 3, we describe ContentWise Impressions. In Section 4, we explain the data gathering, preprocessing, and anonymization. In Section 5, we analyze the dataset and compare it with other datasets with impressions. In Section 6, we describe the experiments we performed and our observations from the evaluation procedures. Lastly, in Section 7, we provide final remarks and provide future lines of work.

2 IMPRESSIONS DATASETS

Impression datasets have been used by several articles [1, 2, 7, 13, 14, 20]. They can be classified into two categories: private datasets, collected by the authors of the article but, to the best of our knowledge, not made accessible to the community, and non-redistributable datasets, made accessible only to the participants of a challenge under a non-redistribute clause. In both cases, only a few researchers will have access to the dataset and will be able to use it. To the best of our knowledge, no open-source dataset with impressions exists.

2.1 Private datasets

Examples of private datasets are LinkedIn PYMK Impressions and LinkedIn Skill Endorsement Impressions. Both were used to model impressions discounting on large-scale Recommender System (RS)[14] and contain users registered on the LinkedIn platform. More specifically, LinkedIn PYMK Impressions was used to recommend possible new user connections, and LinkedIn Skill Endorsement was used to recommend skill endorsement of known users. Impressions in these datasets were present as a list of users, and a list of user-skill tuples, respectively [14].

Another example of a private dataset is the mobile apps impressions used in [7]. This dataset was gathered in order to develop a recommendation model for mobile applications on the Google Play Store in a low-latency scenario. In this dataset, impressions consist of mobile applications, application pages, historical statistics of the application, and more.

2.2 Non-redistributable datasets

The impression datasets that have been made available to challenge participants under a non-redistribute clause in recent years are several. Examples are those provided during the RecSys Challenges: 2016 by Xing [1, 16], 2017 by Xing [2], and 2019 by Trivago [2]. Those datasets, however, were only accessible to participants of the challenge and have not been made available to the wider research community.

Xing is a social network for businesses, where users register to find jobs and recruiters register to find candidates. Users receive job recommendations. In Xing RecSys 2016, the impressions consist of the list of job recommendations provided to the user. In Xing RecSys 2017, the impressions were provided not as the recommendation list but rather as a boolean field to indicate if an item was shown to the user.

Figure 1: Example of the final user’s screen layout. The editorial recommendations are generated by the OTT, and are not included in this dataset. In this example, ContentWise Impressions contains the impressions displayed in rows 1, 2, and 3. The number of rows and list lengths can vary. Most relevant rows were situated at the top of the screen. Most relevant items were situated to the left of the row.

Trivago is a hotel search platform operating in several countries. In the Trivago RecSys 2019 dataset, users are provided with accommodation recommendations.

An older non-redistributable dataset is Tencent SearchAds Impressions [14, 20], which was available during the KDD Cup 2012 Track 2. The dataset is a collection of interactions and impressions between users and the Tencent Search engine. The items in this dataset are represented by advertised results. The impressions comprise information about the user, the session, the query, the ads shown to the user, and their position on the screen.

3 DATA DESCRIPTION

In this section, we provide information about the data source and its content. The dataset is publicly available on Github.

3.1 Source

The data of ContentWise Impressions comes from an Over-The-Top Media service (OTT). This type of service offers media content to users via an Internet connection. In our case, the service offered content related to television and cinema. We collected the data for over four months between 2018 and 2019.

In Figure 1, we report the screen layout shown to the users in which each row of the grid represents a recommendation list. The recommendations contained in a row are all generated by the same algorithm, but different rows can be generated by different algorithms, including non-personalized ones. Moreover, further rows could have been added by the service provider in between the

1https://www.linkedin.com/  
2https://www.xing.com/  
3http://trivago.com/  
4https://www.kaggle.com/c/kddcup2012-track2  
5https://github.com/ContentWise/contentwise-impressions  
6Due to technical difficulties, there are certain days where no data is present.
rows we report in this dataset. Note that ContentWise Impressions only contains the impressions that were provided by ContentWise while it does not contain those directly provided by the OTT.

ContentWise Impressions is licensed under a CC BY-NC-SA 4.0 license. Moreover, we emphasize that it is explicitly forbidden to de-anonymize this dataset in order to link any of the identifiers to the original data source.

3.2 Users

Users represent registered accounts for the OTT service. Due to the nature of these types of services, several physical users (e.g., family members, friends) and devices can use the same account to interact with the service. Each user is represented by an anonymized numerical identifier.

3.3 Items

Items represent the multimedia content that the service provided to the users and are represented by an anonymized numerical identifier. As we mentioned before, all items are inside the media domain. More specifically, they refer to television and cinema products.

Items belong to four mutually exclusive categories: movies, movies and clips in series, TV movies or shows, and episodes of TV series. These categories are encoded in the dataset with the values 0, 1, 2, and 3, respectively. All items are associated with a series identifier, which is used to group items belonging to the same series (i.e., TV series, movie series). Alongside this identifier, we also provide the episode number and series length for each item.

3.4 Interactions

The interactions represent the actions performed by users on items in the service and are associated with the timestamp when it occurred. Interactions contain the identifier of the impressions, except in those cases where the recommendations came from a row added by the service provider. In Table 1, we provide a description of the interaction data. We categorized the interaction in four different types: views, detail, ratings, and purchases. These types are encoded in the dataset with the values 0, 1, 2, and 3, respectively.

3.4.1 Views. Views interactions indicate that the user watched an item of the service, and are represented with the interaction type zero. We also provide, in the view factor field, the point where the user stopped watching the item. The view factor is a real value that ranges from 0 to 1. If the user stopped watching near the end of the item, its view factor would be close to 1. On the other hand, if the user only viewed the beginning of the item, its view factor would be close to 0.

3.4.2 Details. Detail interactions indicate that the user accessed the item’s detail page and are represented with the interaction type one.

3.4.3 Purchases. Some items need to be purchased before the user can watch them. Purchase interactions indicate that the user purchased an item of the catalog. We highlight that the catalog varied depending on the user’s account subscription. Due to this, some users had to purchase items while others did not. The dataset does not contain any information about the user’s account subscription.

3.4.4 Rating. Ratings are the only explicit feedback that the dataset contains, representing the rating value that a user gave to an item. Its values are in the range of 1-5 with a step of 0.5.

3.5 Impressions

The impressions refer to the recommended items that were presented to the user and are identified by their series. Impressions consist of a numerical identifier, the list position on the screen, the length of the recommendation list, and an ordered list of recommended series identifiers, where the most relevant item is in the first position. We provide two types of impressions:

3.5.1 Impressions with a direct link to interactions. The user interacted with at least one item in the recommendation list. We identify these impressions with a numerical identifier. In Table 2, we describe the content of these impressions.

3.5.2 Impressions without a direct link to interactions. The user did not interact with any of the items in the recommendation list at the time the list was provided. Note that the user may have interacted with any of those items by other means, e.g., by successive recommendations, or search. We identify these impressions with the identifier of the user who received the recommendations. In Table 3, we describe the content of these impressions.

To summarize, ContentWise Impressions is comprised of three different information layers. First, interactions of users with items of the service, containing user-item pairs. Second, impressions with a direct link to interactions, containing those recommendation lists that generated interactions. Third, impressions without a direct link to interactions, containing those recommendation lists that did not generate interactions.

3.6 Dataset format

We provide the dataset as three different splits: interactions, impressions-direct-link, and impressions-non-direct-link. These are stored using the Apache’s Parquet format. This format is open source, data is stored in columns, and parsers can read and write data faster than classic CSV parsers. There are several open-source tools for reading and writing Parquet files supporting several languages. We also include a human-readable CSV version of the dataset to ensure long term availability of this resource.

In Table 1, we provide the columns of the interactions and a description of them. All identifiers are anonymized, non-optional identifiers are always non-negative integers. Missing values are represented with −1. Similarly, in Table 2 and Table 3, we describe the columns for both impression sets. All row positions are non-negative integers, recommendation lengths are positive integers, and the recommendation list contains at least one recommendation.

4 DATASET BUILDING

In this section, we describe the process to build the data from its source, passing through the preprocessing, and anonymization of it.
Table 1: Columns and their description for the interactions

| Column                        | Description                                                                 |
|-------------------------------|-----------------------------------------------------------------------------|
| utc_ts_milliseconds           | UTC Unix timestamp of the interaction                                       |
| user_id                       | Numerical identifier of users                                               |
| item_id                       | Numerical identifier of items                                               |
| series_id                     | Numerical identifier of series                                              |
| recommendation_id             | Optional numerical identifier of the impression.                            |
| episode_number                | Episode number of the item                                                  |
| series_length                 | Number of episodes of the series                                            |
| item_type                     | Number to indicate the category of the item                                 |
| interaction_type              | Number to indicate the type of the interaction.                             |
| explicit_rating               | Rating value. If the interaction is not of type view, then its value is −1 |
| vision_factor                 | Vision factor value. If the interaction is not of type view, then its value is −1 |

Table 2: Columns and their description for the impressions with a direct link to interactions.

| Column                        | Description                                                                 |
|-------------------------------|-----------------------------------------------------------------------------|
| recommendation_id             | Numerical identifier of the impression.                                     |
| row_position                  | Position on screen of recommendation.                                       |
| recommendation_list_length    | Number of recommended items                                                 |
| recommended_series_list       | Ordered recommendation list of series_id.                                   |

Table 3: Columns and their description for the impressions without a direct link to interactions.

| Column                        | Description                                                                 |
|-------------------------------|-----------------------------------------------------------------------------|
| user_id                       | Anonymized numerical identifier of the user that received the recommendation. |
| row_position                  | Position on screen of recommendation.                                       |
| recommendation_list_length    | Number of recommended items                                                 |
| recommended_series_list       | Ordered recommendation list of series_id.                                   |

4.2 Interactions preprocessing

As a first preprocessing step, we removed users and interactions that had missing values due to technical issues. We also removed users that did not have any view interaction.

When a user started watching an item, a view interaction was generated with a starting vision factor. When the user finished watching the same item, another view interaction was generated, indicating the final vision factor. A small percentage of users had incorrect view factors (e.g., always zero, no end view interaction) due to old software versions or technical issues. Users with invalid view factors have been removed.

Due to the significant size of the dataset, in order to make it suitable for research purposes, we built a subset of the original dataset via a uniform sampling of the users. The split we provide contains all interactions and impressions associated with the sampled users.

4.3 Impressions preprocessing

In this section, we describe the preprocessing of the impressions related to the interactions previously selected. Specifically, we grouped the impressions into the two disjoint sets described in Section 3.5: Impressions with a direct link to interactions, when the user interacted with at least one of the recommended items, and Impressions without a direct link to interactions, when the user did not interact with any recommendation. Lastly, initial impressions logs did not contain the recommendation list length; we calculated and included these values.

4.4 Data integrity

The additional material we provide with this dataset also contains several tests to ensure the data integrity and its correspondence with the description provided here. For the impressions, we ensured all were of valid types and had a value in the correct ranges, rows had at least one item, reported row length was the same as the actual row length. Lastly, we ensured that row positions were always non-negative. The complete list of the integrity checks on ContentWise Impressions is available in the online materials we provide.

4.5 Anonymization

A further preprocessing step involved the anonymization of all identifiers (i.e., users, items, and series). Each of the original identifiers has been replaced with a random unique, and anonymous numerical identifier. This step is meant to make it impossible to reconstruct the user identity or to find their original accounts. Again, note that de-anonymizing the data is expressly forbidden.

As mentioned in Section 3, the data has been collected over a period of four months between 2018 and 2019. The exact timestamps have been anonymized by applying a date and timezone shift. The day of the week has not been altered. After the date shift, the dataset contains timestamps from January, 7th 2019, to April, 15th 2019.
Table 4: Number of interactions grouped by their type.

| Interaction Type       | Count   | Percentage |
|------------------------|---------|------------|
| View                   | 6,122,105 | 58.54%     |
| Access                 | 4,105,530 | 39.26%     |
| Purchase               | 221,066  | 2.11%      |
| Rating                 | 9,109    | 0.09%      |
| **Total**              | 10,457,810 | 100%       |

Table 5: Number of interactions grouped by the item type.

| Item Type                | Count      | Percentage |
|--------------------------|------------|------------|
| Episodes of TV series    | 9,076,428  | 86.79%     |
| Movies                   | 987,518    | 9.44%      |
| TV Movies and shows      | 162,574    | 1.56%      |
| Movies and clips in series | 231,290 | 2.21%      |
| **Total**                | 10,457,810 | 100%       |

Table 6: Number of items grouped by their type.

| Item Type                | Count       | Percentage |
|--------------------------|-------------|------------|
| Episodes of TV series    | 123,831     | 85.36%     |
| Movies                   | 13,733      | 9.47%      |
| TV Movies and shows      | 5,722       | 3.94%      |
| Movies and clips in series | 1,788    | 1.23%      |
| **Total**                | 145,074     | 100%       |

5.1 Analysis of the dataset

ContentWise Impressions contains 10,457,810 interactions; 307,453 impressions with direct links to interactions; and 23,342,617 impressions without direct link to interactions. The dataset also contains 42,153 users; 145,074 items and 28,881 series.

In Table 4, we highlight the distribution of the interactions when grouped by interaction type, where 97.8% of the dataset is comprised of view and access interactions. Similarly, in Table 5, we present the distribution of interactions by item type, where 96.23% of the interactions correspond to episodes of TV series and movies. Lastly, in Table 6, we show the distribution of item types, where the same episodes of TV series and movies item types represent 94.83% of the total items.

We observed that users, items, and series, present long-tail distributions. For users, 27.96% most popular users are associated with 80% of the interactions. For items, 12.06% most popular items correspond with 80% of the interactions. For series, 4.05% most popular series appear in 80% of the interactions.

The average number of interactions per user is 248 (22 if counting direct interactions from impressions), where the maximum and the minimum number of interactions made by a single user are 13,517 and 2 (2,886 and 1 if counting direct interactions from impressions), respectively.

For items, the average number of interactions received per item is 72 (25 if counting interactions from impressions), where the maximum and the minimum number of interactions received by a single item are 23,939 and 1 (6,260 and 1 if counting interactions from impressions), respectively.

For impressions with direct links to interactions, the average number of interactions received per impression is 2, where the maximum and the minimum number of interactions received by a single item are 213 and 1, respectively.

In Figure 2, we show a heatmap that indicates the most interacted positions of the recommendation lists based on the row position on the screen. Specifically, we see that most interactions happen between the first three row positions, and the first ten item positions.

5.2 Comparison with other datasets

As previously mentioned in Section 2, currently, no impressions datasets are publicly available to the community. As such, we gathered and reported their statistics using the ones described on works that used those datasets.

To the best of our knowledge, ContentWise Impressions is the first dataset with impressions to be open-sourced. In previous years, other articles have used private datasets[7, 14], which were not released to the community. Others were disclosed under non-redistribution clauses on challenges[1, 2, 13, 20], where only a few researchers have access to them. Furthermore, ContentWise Impressions provides both impressions present in the interactions and without any associated interaction. Both LinkedIn PYMK Impressions and LinkedIn Skill Endorsement [14] also present both impressions. On the other hand, other datasets [1, 13] only provided impressions present in the interactions.

Another advantage of ContentWise Impressions is that it is subsampled in a way to be easily usable for research purposes without requiring significant computation resources. While researchers can indeed preprocess and subsample bigger datasets, if needed, this may result in different articles relying on different subsampling,
making it more difficult to compare research results and contribut-
ing to the reproducibility crisis in our field [9, 11]. For instance, Xing RecSys 2017 [1, 2] contained around 1.5M users, 1.3M items, 322M interactions, and 314M impressions associated with these interactions. LinkedIn PYMK Impressions, LinkedIn Skill Endorse-
ment Impressions, Tencent SearchAds Impressions [14] had 1.08, 0.19, and 0.15 billion impressions. For comparison, commonly used research datasets have a number of users and items in the range of tens of thousands and up to a few millions of interactions [11].

In Table 7, we provide a comparison of the density and Gini in-
dexes of the datasets we could obtain. The Gini Index is computed on the number of interactions associated with each user or on those associated with each item. As a reference, we also provide these values for the more-commonly used MovieLens 20M dataset [12]. From Table 7, we can see that ContentWise Impressions is significantly denser than other impression datasets, while sparser than Movielens. In terms of the Gini Index, higher values indicate the dataset is more biased towards popular items or users with long profiles. ContentWise Impressions exhibits a significantly lower popularity bias on both the items and the users, indicating that the data is more balanced.

Table 7: Comparison of ContentWise Impressions with oth-
ers datasets based on their density, Gini indexes on item pop-
ularity and users.

| Dataset                        | Density | Gini Items | Gini Users |
|-------------------------------|---------|------------|------------|
| ContentWise Impressions       | $7.4\times10^{-4}$ | 0.3345     | 0.3316     |
| Xing Recsys 2016              | $6.4\times10^{-6}$ | 0.6890     | 0.7652     |
| Xing Recsys 2017              | $6.6\times10^{-6}$ | 0.6530     | 0.9241     |
| Movielens 20M                 | $5.3\times10^{-3}$ | 0.5807     | 0.9048     |

6 EXPERIMENTS

The purpose of the experiments is both to report baseline results for the ContentWise Impressions as well as provide examples in the online materials that researchers can use and refer to. In this section, we describe the experiments we performed on the dataset.

We provide open-source materials written in Python to download the dataset, install the environment, read the data, parse it, and use several common recommendation models. The source code is available on Github. The source code relies on common open-sourced scientific libraries. We ran the experiments on a single Linux Amazon EC2 r4.4xlarge instance. At the time of writing, this type of instance provides 16 vCPU and 128 GiB of RAM.

6.1 Recommendation task

We evaluated the models under a traditional top-k recommenda-
tion task with only collaborative information, i.e., user-item interactions and impressions. We rely on the publicly available evaluation frame-
work developed by Ferrari Dacrema et al. [9, 11]. We added a few changes to the framework in order to support the parallel evaluation of users and utility methods to extract, transform, and load ContentWise Impressions. We also included consistency checks of the dataset using unit tests.

The data is split via random holdout of the interactions in training (70%), validation (10%) and test (20%). All interactions are considered as implicit with a value of 1.

6.2 Baseline algorithms

We report the recommendation quality of several simple algo-
rithms. As non-personalized baselines, we report a Top Popular recommender, which recommends the items having the highest number of interactions. As the personalized recommenders, we report ItemKNN, a simple neighborhood-based recommender using various similarities measures: cosine [4], dice [10, 18], jaccard [4], asymmetric [3], and tversky [19]. We also report a graph-based algo-
rithm RFβ proposed in [15]. For latent-factor methods, we report PureSVD [8] and MF BPR [17].

In order to provide a simple example of how to use the impres-
sions during the training phase of a model, we adapted the MF BPR algorithm. Traditional BPR requires to sample for each user, a posi-
tive interaction (i.e., an item the user interacted with), and a negative interaction (i.e., an item the user did not interact with). Specifically, we did not alter the positive sampling, but we experimented with three different strategies for the negative sampling: uniform-at-
random, sampling uniformly among the items the user did not in-
teract with; uniform-inside-impressions, sampling uniformly among the user impressions; and uniform-outside-impressions, sampling uniformly among the items not in the impressions. Items the user interacted with are never sampled as negatives.

6.2.1 Hyperparameter tuning. We tuned the hyperparameters of each recommendation algorithm, optimizing the recommendation quality on the validation data. We applied Bayesian Optimization [5, 6] and set the hyperparameter ranges and distributions according to those used in [9, 11]. When the Bayesian search ended, we trained the algorithm using the best hyperparameter found on the union of train and validation data and report the results obtained on the test data.

6.2.2 Evaluation. We measured the performance of the recom-
mendation techniques using both accuracy and beyond-accuracy metrics at recommendation list lengths 20. We report results of Precision, Mean Average Precision (MAP), Normalized Discounted Cumulative Gain (NDCG), and Item Coverage (Item Cov), which represents the quota of items that were recommended at least once.

6.3 Experiments result

In Table 8, we report the results of the evaluation. We can observe that the best performing algorithm is ItemKNN, in particular with the tversky similarity. Other algorithms, like $RF_{\beta}$ and PureSVD, have a lower recommendation quality. The recommendation quality of the simple MF BPR baseline is relatively low, achieving a similar recommendation quality as the Top Popular baseline. This suggests

---

14We could not acquire any of the private datasets and therefore could not compute those additional statistics.

15https://github.com/ContentWise/contentwise-impressions

16https://github.com/MaurizioFD/RecSys2019_DeepLearning_Evaluation

17We exported results with more metrics in the repository.
the need for further studies to develop a more suitable algorithmic solution.

When comparing the MF BPR negative items sampling strategies, we can observe that the recommendation quality overall does not change dramatically but shows a tendency to decrease in both cases when impressions are used. The recommendation quality decreases the most when negative items are sampled within the impressions. This behavior is expected for two reasons. First, the impressions are the recommendations that were provided to a user by another recommendation model. Therefore, they are unlikely to contain strongly negative items. Sampling negative items among impressions will result in considering as negatives those items that are close to the interests of the user, therefore steering the algorithm in the wrong direction. Second, sampling only outside of the impressions is, too, a limited strategy, as erroneous recommendations will not be sampled as negatives and will prevent the algorithm to further refine its quality. Both these results indicate that a more articulate sampling strategy can be developed, potentially merging the strengths of the two, while minimizing their weaknesses.

As another interesting observation, we can see that the Item Coverage of the MF BPR algorithm is much better than the Top Popular one, indicating that despite its similar recommendation quality, the MF BPR allows for a far greater exploration of the catalog. In this case, we can see a significant difference between negative sampling strategies. Sampling negatives within the impressions results in a markedly low item coverage, whereas sampling outside the impressions allows the model to improve the item coverage over the plain uniform negative sampling.

As another interesting observation, we can see that the Item Coverage of the MF BPR algorithm is much better than the Top Popular one, indicating that despite its similar recommendation quality, the MF BPR allows for a far greater exploration of the catalog. In this case, we can see a significant difference between negative sampling strategies. Sampling negatives within the impressions results in a markedly low item coverage, whereas sampling outside the impressions allows the model to improve the item coverage over the plain uniform negative sampling.

Table 8: Evaluation of different metrics on recommendation lists of length 20. Best results highlighted in bold.

|            | PREC  | MAP  | NDCG | Cov Item |
|------------|-------|------|------|----------|
| TopPop     | 0.0225| 0.0387| 0.0619| 0.0006   |
| ItemKNN CF cosine | 0.2562| 0.3972| 0.4907| 0.3431   |
| ItemKNN CF dice  | 0.2565| 0.3952| 0.4878| 0.3887   |
| ItemKNN CF jaccard | 0.2574| 0.3979| 0.4910| 0.4203   |
| ItemKNN CF asymmetric | 0.2549| 0.3949| 0.4896| 0.3225   |
| ItemKNN CF tversky | 0.2587| 0.4010| 0.4935| 0.3791   |
| RPbeta     | 0.1687| 0.2641| 0.3664| 0.3502   |
| MF BPR     | 0.0314| 0.0531| 0.0900| 0.1012   |
| MF BPR inside | 0.0205| 0.0323| 0.0550| 0.0006   |
| MF BPR outside | 0.0195| 0.0395| 0.0619| 0.1202   |
| PureSVD    | 0.1730| 0.2416| 0.3369| 0.0897   |

7 CONCLUSION AND FUTURE WORKS

In this work, we presented ContentWise Impressions, a novel dataset with impressions, gathered from an industrial service provider which, to the best of our knowledge, is the first one to be publicly available to the research community. The dataset is licensed under a CC BY-NC-SA 4.0 license, allowing its wide usage for both academic and industry research.

We described the contents of the dataset, from its users, items, interactions, impressions, and format. We also documented how we built it, going from its source, preprocessing, and finally, its anonymization. We analyzed the dataset, compared it against other datasets, and presented the results of our experiments. In these, we observed how the use of impressions affects the performance of some state-of-the-art recommendation techniques. We open-sourced all the tools and documentation that we used so others can reproduce our observations. Moreover, inside these tools, we provided instructions to download, load, and use the dataset.

ContentWise Impressions can enable the community to further study how to embed the impression information in algorithmic solutions for recommendations. Possible research directions are, for example, refining the user model according to how many times they did not interact with a recommended item, when to stop to recommend an item to a user, reranking strategies to compensate known errors that the recommendation model generating the impressions has been found to make. Another possibility is to post-process the recommendations in order to mitigate biases that the impressions may exhibit. Lastly, if met with interest from the community, updated and bigger versions of this dataset can be released in the future.
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