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ABSTRACT The wind suddenly blown to the side of the car (i.e., cross-wind effect) is considered as one of the major lateral disturbances, which causes the unstable motion of the vehicle and the persistent driving fatigue for the driver who tracks the desired travel path. In particular, a commercial vehicle having a large side area is greatly affected by this effect. Therefore, many related automotive/car manufacturers still wish to equip their Advanced Driving Assistant System (ADAS) with the crosswind disturbance compensation control system. Meanwhile, in recent advanced vehicle systems, a rack-type motor-driven power steering (R-MDPS) system is more widely used than a column-type MDPS (C-MDPS) due to the structural advantage and the effective steering assistance. Recognizing those two issues, this paper investigates a novel anti-control and estimation strategy of crosswind disturbance for the R-MDPS system of vehicles with non-negligible side surfaces. Specifically, an adaptive disturbance observer (D.O.B) has been proposed to estimate the crosswind effect. Furthermore, using optimal control theory, the compensation control system is designed to assist the driver in two possible situations. One is for when the driver continues to steer the vehicle under the effect of the crosswind, and the other is for when the driver temporarily loses steering control due to the effect. In addition, the control mode selection conditions between two controls are clearly presented to maximize the efficiency and performance of the proposed control system, which has not yet been sufficiently investigated. Finally, the effectiveness of the proposed control system has been evaluated based on Simulink/Carsim Co-simulation and HILS environments.

INDEX TERMS Lateral disturbance compensation control, rack-type motor driven power steering system (R-MDPS), crosswind effect, vehicle dynamics, disturbance observer (D.O.B), Carsim, hardware-in-the-loop simulation (HILS).

I. INTRODUCTION
The effect of crosswinds is one of the major problems associated with the vehicle safety and stability. Occasionally, due to this effect, SUVs or commercial vehicles with a high center of gravity and a large side area may overturn, and a passenger car may be trapped in a side slip motion. Many car accidents have been reported at wind-exposed structure such as a bridge [1]. According to [2], the lateral disturbance by crosswind is insignificant at low speed, however strong crosswind, it can cause the vehicle out of its lane or make it overturn. This lateral disturbance can reduce the driver’s steering control in driving situations, and can be an apparent threat to the safety of the driver. Reference [3] investigated the...
stability of the vehicle and the course deviation under strong crosswind. In recent years, as vehicles have adopted higher vehicle speeds and are designed to be lightweight for greater fuel economy, [4] has provided the fact that the likelihood of crosswind-related accidents has increased. Therefore, the estimation/anti-control strategy of crosswind effect have been proposed by several previous studies. Regarding the aspect of estimation, [5], [6], [7] proposed the techniques for estimating this crosswind effect on the vehicle without any sensor directly measuring aerodynamic effect. Reference [5] used 2-D.O.F bicycle model-based linear observer to estimate the effect while [6], [7] used Kalman filter for estimating a tire self-aligning torque and the lateral disturbance. Furthermore, the anti-crosswind control strategies and related investigations have been proposed in [8], [9], [10], [11], [12], and [13]. Reference [8] designed the switching control between reverse control strategy and obverse control one to reduce the effect on the vehicle. Here, reverse control strategy is responsible for active steering control while obverse control is adopted to provide steering assistance. Reference [9] and [10] addressed the control strategy using the overlay torque of assistant motor as a control input which improves the human steering behavior under the lateral disturbance, a cross-wind effect and a road bank angle. Especially, [10] discussed the effectiveness of proposed lateral compensation algorithm based on a fully-equipped simulator interacting with a human driver. Reference [11] designed a reversing assistance strategy using a flexible-PID control scheme, adopting to avoid excessive steering torque quickly and accurately. Reference [12] used the disturbance observer (DOB) and H\(^{-}\)-infinity optimal control scheme to reject the lateral disturbance. Reference [13] designed a semi-autonomous lane departure assist system keeping the vehicle in the lane for the lateral disturbances.

Meanwhile, recently, the R-MDPS is widely used for the steering system because a motor attached to the rack can deliver the assistance torque more effectively and directly than C-MDPS. Accordingly, automakers are focusing on the production of R-MDPS systems and trying to install these into more vehicles. Reference [20], [21], and [22] presented the relevant works for R-MDPS modeling and control design. Reference [20] focuses on the estimation of the steering rack force with real-time capable algorithms using a nonlinear friction compensation module and a linear disturbance observer. The estimation algorithm is validated by a real prototype car. Reference [21] modeled rack-assisted EPS mathematically and proposed H\(_{\infty}\) controller to follow a reference steering torque quickly and accurately. Reference [22] applied R-MDPS to the heavy truck and proposed control strategy for analyzing control system with a dynamic vehicle system in Simulink/Trucksim co-simulation environment.

Although [8], [9], [10], [11], [12] proposed various crosswind effect compensation control strategy, the complete and integral solution of control system for the crosswind effect has not yet been addressed. Under the influence of crosswind, [8] and [11] consider only the situation without human driver input (i.e., a driver loses steering control due to the effect) while [9], [10], [12] investigated the proposed control system for when a human driver still steers the vehicle. Furthermore, none of them explored the criteria whether human driver involves or not for this situation. Although the braking-based cross stabilization in [14] and [15] induces the direct and effective counteracting for crosswind, the drivers often feel less comfortable than the steering-based control approaches and it causes energy wasted and tire wear due to the sudden braking.

Also, even without any lane-keeping system in [16], [17], [18], and [19], some car manufacturers still and at least want to equip the driver assisting lateral disturbance control system in their low-cost vehicles or commercial ones by using existing sensors. And, the investigation of an anti-control system for the crosswind in the R-MDPS system has been limited. Therefore, this paper proposed a novel control strategy of crosswind disturbance compensation for the rack-type motor-driven power steering (R-MDPS) system using the existing sensor values from the vehicle. Specifically, the adaptive disturbance observer (D.O.B) is designed to estimate the crosswind effect in terms of both the magnitude and direction based on the ideas of [5], [6], [7]. Furthermore, compared to [8], [9], [10], [11], and [12], using optimal control theory, the control system is designed to assist the driver in both situations. One is for when the driver continues to steer the vehicle under the effect of the crosswind, and another is for when the driver temporarily loses steering control due to the effect. Also, the condition whether human driver involves or not for this situation, the control mode selection strategy between two controls, is clearly addressed based on the vehicle stability and driver effort under the undesired crosswind effect. Finally, the effectiveness of the proposed control system has been evaluated based on the Simulink/Carsim
II. PROBLEM FORMULATION

This section formulates the problem to be addressed in this study. First, let’s consider a vehicle affected by one of the major lateral disturbances, a crosswind, as shown in Fig. 1. As a result, the vehicle usually experiences the heading angle change and the lateral deviation from the desired path-line, which may lead to an unexpected car accident [1], [2], [3], [4]. Even if the car avoids serious situations, the driver’s fatigue in these undesirable situations increases as the driver has to make constant steering efforts [9], [10].

To meet high standards for estimation and control, this section presents the requirements for the overall estimation/control scheme. Specifically, two important actions are required. One is an accurate estimate of the crosswind effect without any additional sensors such as Lidar or vision sensors, which means it requires an advanced observer to estimate the effect of the crosswind. And the other is the effective anti-control strategy of the crosswind effect via a R-MDPS steering system for two possible cases, a driver’s intervention and no intervention. Furthermore, along with control system, proper detection and control mode selection conditions between two cases should be presented.

A. REQUIREMENT OF ESTIMATION SYSTEM

Based on the sensor values available from existing sensors in vehicles without adding any other sensors directly measuring wind effect, the direction and magnitude of crosswind should be estimated. Thus, this study employs the lateral acceleration and yaw rate for the estimation process, which are already available from the existing sensors/ECU. The estimation result for the crosswind effect should include the least transient responses such as small overshoot and appropriate rising time because they will be directly used in the control system, resulting in smooth and quick compensation without interfering the driver’s intention excessively.

B. REQUIREMENT OF CONTROL SYSTEM

Two control modes should be designed for this study. While the first control mode is for the case when a driver constantly counter-steer against crosswind effect, the second is for the one where a driver lose the steering control temporarily due to the effect. The first control mode focuses on reducing the steering effort (i.e., steering wheel torque delivered by a driver), relying on the driver for steering the vehicle properly. On the other hands, the second control momentarily overrides the vehicle not to be seriously deviated from the desired travel path-line (i.e., usually straight road). However, it should be noted that the second control is not an autonomous function to enhance the vehicle to track the desired path-line forever and assumes to hand over the steering control to the driver after a short period of override control. This might be more useful if collaborated with a warning alarming system in ADAS. In addition, the control mode selection strategy is required to properly choose the control mode between the first control and the second one. This implies that a specific condition to grasp the status of both the vehicle and a driver under the influence of the crosswind should be addressed.

III. DISTURBANCE OBSERVER DESIGN FOR CROSS-WIND ESTIMATION

This section presents the design of model-based disturbance observer for the estimation of crosswind effect on the vehicle. Specifically, the 2-D.O.F bicycle model under the effect of crosswind is introduced and then, based on the model, the design of adaptive disturbance observer and the gain selection of designed observer are discussed here.

A. 2-D.O.F BICYCLE MODEL TOGETHER WITH CROSS-WIND EFFECT

In Fig. 2, we introduced 2-D.O.F bicycle model together with crosswind effect for the design of the disturbance observer to estimate the crosswind effect.
The parameters, cross-wind effect are given by,

\[
\begin{array}{|c|c|}
\hline
\text{Parameters} & \text{Values} \\
\hline
m & 2,750 (kg) \\
l_1 & 2,282 (kgm^2) \\
l_f & 1.5 (m) \\
l_r & 1.35 (m) \\
k_f & 33,000 (N/rad) \\
k_r & 34,000 (N/rad) \\
\hline
\end{array}
\]

\[\text{TABLE 1. The parameter values of the 2-D.O.F bicycle model.}\]

Those parameter values used for the 2-D.O.F bicycle model from the rear wheel to C.G, respectively. And, \(m\) wheel to vehicle’s center of gravity (C.G) and the distance unless specified otherwise.

\[
\begin{align*}
\dot{v}(t) &= \left[a_{11} a_{12} \right] v(t) + \left[b_1 b_2 \right] \delta_f(t) + \frac{1}{b_1} \phi_cw(t) \\
\dot{r}(t) &= \left[a_{21} a_{22} + V \right] v(t) + \left[b_1 0 \right] \delta_f(t) + \frac{1}{b_1} \phi_cw(t)
\end{align*}
\]

where \(v(t)\) and \(r(t)\) are the vehicle’s lateral velocity and yaw rate, respectively. And, \(\delta_f(t)\) is the front steering wheel angle and \(\phi_cw(t)\) is the lateral disturbance effect caused by the cross-wind, which is the lateral aerodynamic force (denoted as \(F_{aero_y}\) acting on the side of the vehicle divided by the vehicle mass \(m\) (i.e, \(F_{aero_y}/m\)). Also, \(V\) is the longitudinal velocity of vehicle. Here, we neglect the moment that causes the vehicle’s yaw motion due to \(\phi_cw\) because this simplification does not degrade the estimation performance and reduces the complexity of observer. Each component \(a_{11}, a_{12}, a_{21}, a_{22}, b_1\) and \(b_2\) in (1) and (2) are summarized by,

\[
\begin{align*}
a_{11} &= -2(k_y + k_r) \frac{mV}{2(k_y l_f - k_r l_r) - V} \\
a_{12} &= -2(k_r l_f - k_y l_r) \frac{mV}{L_z V} \\
a_{21} &= 2(k_r l_f - k_y l_r) \frac{2(k_y l_r^2 + k_r l_f^2)}{L_z V} \\
a_{22} &= -2(k_y l_f - k_r l_r) \frac{2(k_y l_f^2 + k_r l_r^2)}{L_z V} \\
b_1 &= \frac{2k_f}{m} \\
b_2 &= \frac{2k_f l_f}{m}
\end{align*}
\]

The parameters, \(l_f\) and \(l_r\), are the distance from the front wheel to vehicle’s center of gravity (C.G) and the distance from the rear wheel to C.G, respectively. And, \(m\) and \(L_z\) are the mass and moment inertia of the vehicle. In addition, \(k_r\) and \(k_r\) are the cornering stiffness by tire/road force, respectively. Those parameter values used for the 2-D.O.F bicycle model are listed in Table 1 and will be used throughout the paper, unless specified otherwise.

B. DESIGN OF ADAPTIVE DISTURBANCE OBSERVER

The specific design of disturbance observer is presented here. It is well known that the lateral acceleration \(a_y(t)\) and the yaw rate \(r(t)\) are the output signals available via a sensor/ECU in a vehicle. Meanwhile, the control system (will be discussed in Section V) demands the lateral velocity \(v(t)\), the yaw rate \(r(t)\), as well as the crosswind effect \(\phi_cw\). Here, both \(v(t)\) and \(\phi_cw\) are not directly available from sensors so that the proposed observer should estimate those two and be designed to fulfill this purpose. Therefore, in order to simultaneously estimate the disturbance \(\phi_cw\) and \(v(t)\), an augmented state-space model with an additional state \(\phi_cw\) based on (1) and (2) is proposed below,

\[
\begin{align*}
\dot{x}_e &= A_e x_e + B_e u + E_e d \\
\dot{y}_e &= C_e x_e + D_e u
\end{align*}
\]

Based on (3) and (4), the disturbance observer can be given by,

\[
\dot{x}_e = A_e x_e + L (y_e - \hat{y}_e) + B_e u + E_e \hat{d}
\]

\[
\hat{y}_e = C_e \hat{x}_e + D_e u
\]

where, \(\hat{x}_e = [\hat{v} \hat{r} \hat{\phi}_c w]^T \in \mathbb{R}^{3 \times 1}\), \(\hat{y}_e = [\hat{a}_y \hat{r}] \in \mathbb{R}^{2 \times 1}\), and \(L \in \mathbb{R}^{3 \times 2}\) are the estimates of actual \(X_e = [v \ r \ \phi_c w]^T\), the estimates of \(y_e\) as well as the gain of observer, respectively. And, \(\hat{d} \in \mathbb{R}\) is the estimate of \(d = \dot{\phi}_c w\) in (3).

The calculation of \(\hat{d}\) in (5) is given by,

\[
\hat{d} = \int_{t_0}^{t} w (y_e - \hat{y}_e)^T C_e E_e \, dt
\]

where \(w > 0 \in \mathbb{R}\) is a positive constant. Also, (6) is equivalent to \(\hat{d} = w (y_e - \hat{y}_e)^T C_e E_e\).

**Theorem 1:** The error between the actual states \(X_e\) and the estimates \(\hat{X}_e\) is converged to zero, which implies that the error dynamics (9) is asymptotically stable at origin, if the gain matrix \(L\) is designed such that \(\lambda_i(\kappa_A - L C_e) < 0\), where the notations \(\lambda_i(\cdot)\) and \(\kappa(\cdot)\) represent the eigenvalues of (\cdot) and the real part of (\cdot), respectively.

**Proof:** Selecting the following candidate Lyapunov function,

\[
V(t) = \frac{1}{2} e^T C_e^T C_e e + \frac{1}{2} w^{-1} d_e^2
\]

where, \(e = X_e - \hat{X}_e \in \mathbb{R}^{3 \times 1}\) and \(d_e = \hat{d} - \hat{d} \in \mathbb{R}\). And, \(C_e^T C_e > 0 \in \mathbb{R}^{3 \times 3}\).

Taking the derivative of \(V(t)\) with respect to a time \(t\) yields,

\[
\dot{V}(t) = e^T C_e^T C_e \dot{e} + w^{-1} d_e \dot{d}_e
\]

Assuming that the true \(\dot{d} = \dot{\phi}_c w\) is assumed to be zero, we have \(\dot{d}_e = - \dot{\phi}_c w\). It is reasonable if the derivative of \(\phi_c w\) with respect of a time (i.e, \(\dot{d} = \dot{\phi}_c w\)) is finite. Meanwhile, the error dynamics can be obtained by subtracting (5) from (3) and given by,

\[
\dot{e} = [A_e - LC_e] e + E_e d_e
\]
Therefore, applying the condition \( d_e = \dot{d} \) into (8) and substituting (9) into (8) yield,

\[
\dot{V}(t) = e^T C_e^T C_e A_{ce} e + E_e d_e - w^{-1} \ddot{d} d_e
\]

(10)

where \( A_{ce} = A_e - LC \in \mathbb{R}^{3 \times 3} \).

Furthermore, (10) becomes,

\[
\dot{V}(t) = e^T C_e^T C_e A_{ce} e + \left[ e^T C_e^T C_e e - w^{-1} \dot{d} \right] d_e
\]

(11)

Applying (6) into (11) yields \( \dot{V}(t) = e^T C_e^T C_e A_{ce} e \). Finally, we have \( \dot{V}(t) < 0 \) because \( \max \text{Re}(\lambda_i(C_e^T C_e A_{ce})) < 0 \) due to \( \max(\text{Re}(\lambda_i(A_{ce})) < 0 \). Consequently, \( e \to 0 \) (i.e., asymptotically stable). Based on \( e \to 0 \) and (9), we can achieve that \( d_e = d - \dot{d} \to 0 \) under the condition of persistence excitation. The proof is completed.

The structure of the disturbance observer is described in Fig. 3. The estimates of observer \( \hat{x}_e \) will be used in the lateral disturbance compensation control presented in Section V.

C. GAIN SELECTION OF DISTURBANCE OBSERVER

In addition, designing the proper gain of observer \( L \) in (5) is essential to achieve the desired estimation performance. In order to do this task, we will use the pole-placement technique, which implies that the desired poles of the proposed observer should be appropriately selected. Before choosing the desired pole, the poles of the open-loop system (represented by \( A_e \) in (3)) should be investigated because it allows us to make a wise choice accommodating the characteristics of the original system to some extent. Thus, based on \( A_e \), the corresponding characteristic equation of open-loop system is given by,

\[
|sI_{3 \times 3} - A_e| = s^2 + 2 \zeta \omega_n s + \omega_n^2 = 0
\]

(12)

where, \( \omega_n = \sqrt{a_{11}a_{22} - a_{12}a_{21}} \) and \( \zeta = -(a_{11} + a_{22})/(2\sqrt{a_{11}a_{22} - a_{12}a_{21}}) \) together with the condition \( a_{11} > 0 \) and \( a_{11} + a_{22} < 0 \).

As shown in (12), it should be noted that the open-loop system is unstable since one of roots is zero, which is marginally stable (i.e., unstable in the aspect of stability). However, it can be easily seen from (12) that the rest of roots \( s_{1,2} = -\zeta \omega_n \pm \omega_n \sqrt{1 - \zeta^2} j \) lie on the left half side of Re-Im plane (i.e., stable), where \( j \) is an imaginary number. Those roots are described in Fig. 4.

Remarks 1 (Selection for Desired Poles): The unstable root \( s = 0 \) of the open-loop system should be re-located to another place, so in this study, the three possible cases have been considered such as \( s = -\mu_i < \text{Re}(s_{1,2}) = -\zeta \omega_n \) for \( i = 1, 2, 3 \), where the unstable root is moved away from both the origin (i.e., \( s = 0 \)) and located at the position of the characteristic of the original system with some margin. Therefore, \( \mu_1 = -1.05\zeta \omega_n \), \( \mu_2 = -1.4\zeta \omega_n \), and \( \mu_3 = -4.0\zeta \omega_n \) are chosen. The three possible roots \( -\mu_1 \) are also specified in Fig. 4.

Based on Remarks 1, the desired poles (denoted as \( s_{m,d} \) for \( m = 1, 2, 3 \)) are determined by,

\[
s_{m,d} = -\zeta \omega_n \pm \omega_n \sqrt{1 - \zeta^2} j \text{ for } m = 1, 2
\]

\[
s_{3,d} = -\mu_i \text{ for } i = 1, 2, 3
\]

(13)

The corresponding gain of observer \( L \) can be obtained by matching the desired poles \( s_{m,d} \) in (13) with the roots of characteristic equation for the closed-loop system represented by \( A_{ce} = A_e - LC \) such as \( |sI_{3 \times 3} - A_{ce}| = (s - s_{1,d})(s - s_{2,d})(s - s_{3,d}) \).

Using the parameters in Table 1 and (3) through (6), for three cases \( \mu_i \), the time-domain responses of estimate \( \hat{\phi}_{cw} \) for unit step input via the proposed observer are described in Fig. 4(b). According to the results of Fig. 4(b), it is found that the rising times \( t_r \) are 0.81 (sec.) for the case1 (i.e., \( \mu_1 = -1.05\zeta \omega_n \)), 0.51 (sec.) for the case2 (i.e., \( \mu_2 = -1.5\zeta \omega_n \)), and 0.45 (sec.) for the case3 (i.e., \( \mu_3 = -4.5\zeta \omega_n \)). Also, based on Fig. 4(b), both case1 and case2 show the responses similar to the 1st order response without overshoot while the case 3 exhibits the 2nd order response (because \( \mu_3 \) is located away almost five times from two other desired poles \( s_{m,d} \) for \( m = 1, 2 \)). Depending on the requirements of the observer in Section II, the overshoot of estimate for \( \hat{\phi}_{cw} \) should be minimized or avoided since it will be directly provided to the control system. In this way, the driver will experience the least uncomfortable steering control performed by the control system (i.e., smooth compensation may not be achieved if the estimate contains an excessive overshoot).

In addition, the estimation of crosswind must be quickly performed because the control system should properly respond to the effects (i.e., an appropriate rising time is required).

Therefore, we selected the case2 (i.e., \( s_{3,d} = -1.4\zeta \omega_n \)) for this study, which exhibits an adequate rising time without overshoot. However, if a faster response is desired, the \( s_{3,d} \) can be arbitrarily selected from the range of in between \(-1.4\zeta \omega_n \) and \(-4.0\zeta \omega_n \).
IV. RACK-TYPE MDPS SYSTEM AND ASSISTANT TORQUE

In this section, the mathematical model of R-MDPS system has been introduced. As shown in Fig. 5, the assistance motor controlled by an ECU is attached to the rack of steering system (instead of column) for reducing human driver’s steering effort. The assistance level is determined by the assistant torque map embedded in the ECU, depending on the inputs, vehicle longitudinal speed and steering wheel torque/angle. In addition, for the purpose of this study, the lateral disturbance compensation algorithm should be equipped with the ECU. Therefore, under the normal driving, the primary MDPS algorithm determines the assistant torque of motor according to torque map. On the other hands, under the influence of crosswind effect, an additional torque determined by lateral disturbance compensation algorithm is required to assist a driver to steer the vehicle properly. This leads that, for some cases, the sum of those two torques will be the desired torque of the motor.

A. MATHEMATICAL MODEL OF R-TYPE MDPS SYSTEM

Based on model depicted in Fig. 5, the equation-of-motions (E.O.M) for the R-MDPS system is given by,

\[ I_s \ddot{\delta}_f (t) + C_s \dot{\delta}_f (t) = T_{self} (t) + N_m T_m (t) + N_t T_h (t) \]  

where \( \delta_f (t) \) is a front steering angle which can be possibly measured by an encoder attached to the motor. Also, \( N_t, N_m, I_s \), and \( C_s \) are respectively the steering gear ratio, the motor gear ratio, the equivalent moment of inertia as well as the damping coefficient of the steering system. And, \( T_m \) and \( T_h \) represent a torque transmitted by the motor and a
TABLE 2. Parameter values of the steering system.

| Parameters | Values       |
|------------|-------------|
| $l_c$      | 5.2 (kgm²)  |
| $C_r$      | 0.01 (Nm/rad/s) |
| $N_r$      | 21          |
| $N_m$      | 5           |
| $K_r$      | 120 (N/rad) |
| $\xi$      | 0.07 (m)    |

steering wheel torque delivered by a human driver, respectively. Although more detailed model in [18] and [19] can be used for this study, (14) still represents the essence of steering system and is sufficient for the design of desired control system.

The steering wheel torque can be measured by a torsional bar using the angular difference between a steering wheel angle and front wheel steering angle, $\delta_f$,

$$T_h (t) = K_r (\theta (t) - N_l \delta_f (t)) \quad (15)$$

where, $\theta (t)$ represents the steering wheel angle and can be obtained by a steering wheel sensor (i.e., a rotational encoder sensor). And, $K_r$ is the stiffness coefficient of torsional bar. The equivalent self-align moment, $T_{self} (t)$, occurred at tire/ground is approximately calculated by,

$$T_{self} (t) = 2 \xi k_f \left( \frac{v(t)}{V(t)} + \frac{l_f}{V(t)} r(t) - \delta_f (t) \right) \quad (16)$$

where $\xi$ is the trail length of front tire. The parameter values of (14) through (16) for this study are listed in Table 2 and will be used throughout here unless specified otherwise.

B. ASSISTANT TORQUE OF MOTOR IN R-TYPE MDPS SYSTEM

As shown in Fig. 5, the motor torque $T_m (t)$ can be divided into two parts, the primary assistant torque (denoted as $T_{m,p} (t)$) according to the magnitude of $T_h (t)$ and the additional torque (denoted as $T_{m,a} (t)$) for the crosswind effect. Hence, we have $T_m (t) = T_{m,p} (t) + T_{m,a}(t)$. Also, it is well known that $T_{m,p} (t)$ depends on $T_h (t)$ and the longitudinal velocity $V$. In other words, $T_{m,p} (t) = f (T_h, V)$ where $f (T_h, V)$ is so-called assistant torque map. If the vehicle is driven at a constant speed, it can be approximately assumed that $T_{m,p} (t) \approx \alpha T_h (t)$ (i.e., $T_{m,p} (t)$ is linearly related to $T_h (t)$ in the range that $T_h (t)$ is larger than a certain value such as $|T_h (t)| > T_{hc} \in \mathbb{R}$, and $\alpha \in \mathbb{R}$ is an amplified constant which is the slope of curve line in an assistant torque map. Therefore, $T_m (t)$ can be expressed by,

$$T_m (t) = \alpha T_h (t) + T_{m,a} (t) \quad (17)$$

(17) indicates that the approximate total desired motor torque of MDPS system.

C. ASSISTANT TORQUE OF MOTOR FOR CROSSWIND EFFECT

Here, we investigated the approximate range of additional torque $T_{m,a} (t)$ according to the intensity of $\phi_{cw}$. Revisiting to (1) and (14), we have,

$$\dot{v} = a_{11} v + a_{12} r + b_1 \delta_f + \phi_{cw} \quad (18)$$

$$\dot{\delta}_f = -\frac{C_s}{I_s} \delta_f - \frac{2 \xi K_f}{I_s} \delta_f + \frac{2 \xi K_f l_f}{I_s V} r + \frac{N_m}{I_s} T_{m,a}$$

$$+ \frac{N_l I_s T_h}{I_s} \quad (19)$$

Applying $\dot{v} \rightarrow 0$, $\delta_f \rightarrow 0$, to both (18) and (19), the steady-state responses are given by,

$$a_{11} v_{ss} + a_{12} r_{ss} + b_1 \delta_{f,ss} + \phi_{cw,ss} = 0 \quad (20)$$

$$-\frac{2 \xi K_f}{I_s} \delta_{f,ss} + \frac{2 \xi K_f l_f}{I_s V} r_{ss} + \frac{2 \xi K_f l_f}{I_s} r_{ss} + \frac{N_m}{I_s} T_{m,a,ss} = 0 \quad (21)$$

The above sub-notation $ss$ represents the steady-state condition of each variable in both (18) and (19).

For the given steady-state of crosswind effect $\phi_{cw,ss}$, the steady-state torque $T_{m,a,ss}$ guaranteeing that $v_{ss} \approx r_{ss} \approx 0$, is determined by combining (20) with (21),

$$T_{m,a,ss} = \begin{cases} \frac{\xi m}{N_m} \phi_{cw,ss} & \text{if } T_{h,ss} = 0 \\ \frac{\xi m}{N_m} \phi_{cw,ss} - \frac{N_l}{N_m} T_{h,ss} & \text{if } T_{h,ss} \neq 0 \end{cases} \quad (22)$$

The first equation in (22) represents the consumption of $T_{m,a}$ for the case without human intervention while the second one in (22) indicates $T_{m,a}$ for the case with human intervention. In addition, it is physically interpreted that if $\phi_{cw,ss} > 0$ and then $T_{h,ss} < 0$ and if $\phi_{cw,ss} < 0$ and then $T_{h,ss} > 0$ because the human reaction $T_{h,ss}$ is exactly opposite to the direction of crosswind effect $\phi_{cw,ss}$. Therefore, the consumption of $T_{m,a,ss}$ in the first equation is greater than the second’s, as long as $\phi_{cw,ss} \neq 0$ and $T_{h,ss} \neq 0$. Given the parameter values in Table 1 and Table 2, Fig. 6 describes the results of first equation $T_{m,a,ss}$ in (22) according to the different level of $\phi_{cw,ss}$. Therefore, it can be seen from Fig. 6 that the steady-state torque $T_{m,a,ss}$ requires 4 Nm for an increase of 0.1 m/s² corresponding to the aerodynamic force 275 N. Furthermore, the steady-state control power consumption of motor in MDPS system for $\phi_{cw,ss}$ can be roughly determined by the results of Fig. 6. The motor of R-MDPS should adopt this level of torque.

V. CROSSWIND DISTURBANCE COMPENSATION CONTROL STRATEGY

In this section, the design of lateral disturbance control law is presented. According to the requirements in Section II, the control approach considering two cases was discussed: the first case when a driver intervenes steering against the
crosswind effect, and the second case with sudden strong effects of crosswinds causing the driver to temporarily lose steering control. Here, we obtained two different state-space models describing each situation and then applied the optimal control theory to each model. Finally, two different optimal controllers are proposed.

A. CONTROL STRATEGY WITH DRIVER’S INTERVENTION (CONTROL MODE I)

To obtain the first control system, the state-space model describing this case has been derived and the corresponding optimal controller rejecting the disturbance has been designed.

<State-space model for Control mode I>

Substituting (15) through (17) into (14) yields,

\[
\dot{\delta}_f = -\frac{C_s}{I_s} \delta_f - \left(2\xi K_f + \frac{K_r N_f N_m}{I_s}\right) \delta_f + \frac{2\xi k_f}{I_s} \left(\frac{v}{V} + \frac{l_f}{V} \right) + \frac{N_m T_{m.a}}{I_s} + \frac{N_m K_r}{I_s} \theta
\]

where, \(N_m = [\alpha N_m + N_f] \in \mathbb{R}\). Here, (23) indicates that the front steering angle \(\delta_f\) is determined by the pure additional torque \(T_{m,a}\) and steering wheel angle \(\theta\) (delivered by a driver).

Combining both (1) and (2) with (23), we have the following state-space model with the state \(X = [\delta_f \ \delta_l \ v \ r]^T \in \mathbb{R}^{4 \times 1}\),

\[
\dot{X} = AX + BT_{m.a} + Ed
\]

\[
\begin{bmatrix}
\dot{\delta}_f \\
\dot{\delta}_l \\
\dot{v} \\
\dot{r}
\end{bmatrix} =
\begin{bmatrix}
\frac{C_s}{I_s} & -\left(2\xi K_f + \frac{K_r N_f N_m}{I_s}\right) & \frac{2\xi k_f}{I_s} & \frac{2\xi k_r}{I_s} \\
1 & 0 & 0 & 0 \\
0 & b_1 & a_{11} & a_{12} \\
0 & b_2 & a_{21} & a_{22}
\end{bmatrix}
\begin{bmatrix}
\delta_f \\
\delta_l \\
v \\
r
\end{bmatrix} + 
\begin{bmatrix}
\frac{N_m}{I_s} \\
0 \\
0 \\
0
\end{bmatrix} T_{m.a} + 
\begin{bmatrix}
\frac{N_m K_r}{I_s} \\
0 \\
0 \\
0
\end{bmatrix} \theta
\]

Here, the steering wheel angle \(\theta\) is embedded into the disturbance vector \(d \in \mathbb{R}^{2 \times 1}\) in (24), which indicates driver’s steering intention. The lateral compensation control strategy for this case should adopt and deal with both the intervention \(\theta\) and the crosswind effect, \(\phi_{cw}\).

<Design of controller for mode I>

This section describes the design of controller for the state-space model in (24). Theorem 2 presents the optimal control law composed of state feed-back control and feed-forward one.

Theorem 2: For (24), the optimal control law of \(T_{m,a}\) is given in (25). And, the corresponding optimal control gains are specified in (26) and (27).

\[
T_{m,a}(t) = T_{m,a,ff}(t) + T_{m,a,fb}(t)
\]

\[
T_{m,a,ff}(t) = K_{ff}d(t) \& T_{m,a,fb}(t) = -K_{fb}X(t) \quad (26)
\]

\[
K_{ff} = R^{-1}B^T P_{ss} \in \mathbb{R}^{1 \times 4}
\]

\[
K_{fb} = -R^{-1}B^T Y_{ss} \in \mathbb{R}^{1 \times 2} \quad (27)
\]

where, \(P_{ss} > 0 \in \mathbb{R}^{4 \times 4}\) and \(Y_{ss}(t) \in \mathbb{R}^{4 \times 1}\) are the unknown positive definite matrix and a vector, respectively and determined by Algebraic Riccati equation (A.R.E) in (33) and auxiliary equation in (35). Here, the control law consists of two parts, the feed-forward control, \(T_{m,a,ff}(t)\), as counter action for the disturbance \(d\) and the state feed-back one, \(T_{m,a,fb}(t)\), for a transient response.

Proof: To find the optimal control law \(T_{m,a}\), the Hamiltonian is defined as

\[
H(t) = \frac{1}{2} \left( X(t)^T Q_{ss} X(t) + RT_{m,a}(t)^2 \right) + \lambda^T (AX + BT_{m,a} + Ed)
\]

where, \(Q_{ss} > 0 \in \mathbb{R}^{4 \times 4}\) and \(R > 0 \in \mathbb{R}\) are a positive diagonal definitive matrix and a positive constant. And \(\lambda \in \mathbb{R}^{4 \times 1}\) is a Largrangian multiplier.

Furthermore, the partial derivative of \(H(t)\) with respect to \(X(t)\) and \(T_{m,a}(t)\) are given by,

\[
\frac{\partial H(t)}{\partial X(t)} = -\dot{\lambda} \rightarrow -\dot{\lambda} = Q_{ss} X(t) + A^T \lambda \quad (29)
\]

\[
\frac{\partial H(t)}{\partial T_{m,a}(t)} = 0 \rightarrow T_{m,a}(t) = -R^{-1}B^T \lambda \quad (30)
\]

Assuming \(\lambda(t) = P(t) X(t) + \Upsilon(t)\) \((P(t) > 0 \in \mathbb{R}^{4 \times 4}\) and \(\Upsilon(t) \in \mathbb{R}^{4 \times 1}\) are the unknown positive definite matrix and vector, respectively) and taking the derivative of \(\lambda(t)\) with respect of a time yields,

\[
\dot{\lambda} = \dot{P}(t) X(t) + P(t) \dot{X}(t) + \dot{\Upsilon}(t)
\]
Combining (24), (29), (30) with (31) yields,
\[
(\dot{P} + PA - PB R^{-1} B^T P + Q_c + A^T P)X(t) + \left[\dot{\Upsilon}(t) + \left(A^T - PB R^{-1} B^T\right)\Upsilon(t) + PEd\right] = 0
\]
(32)
Allowing \( \dot{P} \to 0 \) for the steady-state condition (denoted as \( P_{ss} \)) of \( P \), and then the above equation (32) generate an A.R.E and an auxiliary one,
\[
P_{ss} A - P_{ss} B R^{-1} B^T P_{ss} + Q_c + A^T P_{ss} = 0
\]
(33)
\[
\dot{\Upsilon}(t) + \left(A^T - P_{ss} B R^{-1} B^T\right)\Upsilon(t) + P_{ss} Ed = 0
\]
(34)
It is well known that the solution of (33) exist and well-defined. And, the steady-state solution of \( \Upsilon(t) \) can be possibly obtained by allowing \( \dot{\Upsilon}(t) \to 0 \) since \( d \) is assumed as time-varying excitation with finite slopes. Hence, based on (34), we have,
\[
\Upsilon_{ss}(t) = -\left(A^T - PB R^{-1} B^T\right)^{-1} PEd
\]
(35)
Therefore, based on (30), (33) and (35), the final control law is determined as shown in (25). The proof completed. ■

<Control gain selection for the control mode I>

To choose the proper gains, \( K_{fb} \) and \( K_{ff} \), in (26) and (27), the characteristic equation and frequency responses of the closed-loop system is investigated for the different \( Q_c \) and a fixed \( R \) in (28). Specifically, \( Q_c = q_c \text{diag} \left[ 0.5 \ 1 \ 5 \ 5 \right] \) and \( R = 0.1 \) are selected and, based on the variation of \( q_c \) in \( Q_c \), the trajectory of roots of the closed-loop system together with the poles of open-loop system (i.e., \( s_i \) for \( i = 1, 2, 3, 4 \) of \(|sI - A| = 0\)) is described in Fig. 7(a) while the corresponding gains \( K_{ff} = \left[ K_{ff,1} K_{ff,2} \right] \) of feed-forward control are specified in Fig. 7(b). As seen from (34), the feed-forward gain \( K_{ff} \) includes the matrix \( P_{ss} \) which is function of \( Q_c \). As norm of \( Q_c \), \( \|Q_c\| \), increases, \( K_{ff} \) does. It should be mentioned that the open-loop system is already stable (all poles of open-loop system \( s_i \) lie on the left-half Re-Im plane as seen from Fig. 7(a)) since we introduced (15) to (14) (i.e., a driver included). Also, Fig. 7(c) represents three frequency responses for the cases \( q_c = 0.01 \), \( q_c = 2 \), and \( q_c = 17.8 \), where we can see more gain margins as \( q_c \) increases. Based on the results of Fig. 7(a), (b), and (c), to minimize the 2nd order characteristic transient and avoid an excessive feed-forward effort, the case with \( q_c = 2 \) is used for the proposed control system.

B. CONTROL STRATEGY WITHOUT DRIVER’S INTERVENTION (CONTROL MODE)

Similarly, to obtain the second control system, the state-space model describing this situation has been presented here and the corresponding optimal controller has been designed using same technique in Theorem.2.

<State-space model for the control mode II>

If there is no human intervention, it is clear that \( T_2(t) \approx 0 \). For this case, based on (1) and (2) with (14), the following state-space model can be obtained,
\[
\dot{X} = A_{w/o} X + B u + E_{w/o} \phi_{cw}
\]
\[
\begin{bmatrix}
\dot{\delta_f} \\
\dot{\nu} \\
\dot{r}
\end{bmatrix} =
\begin{bmatrix}
-C_1 & -2k_{f_1} & 2k_{f_2} & 2k_{f_3} \\
1 & 0 & 0 & 0 \\
0 & b_1 & a_{11} & a_{12} \\
0 & b_2 & a_{21} & a_{22}
\end{bmatrix}
\begin{bmatrix}
\delta_f \\
\nu \\
r
\end{bmatrix}
\]
(36)

Now, compared to (24), we have different matrix \( A_{w/o} \in \mathbb{R}^{4 \times 4} \) and vector \( E_{w/o} \in \mathbb{R}^{4 \times 1} \) adopting the situation where no driver is involved. Especially, one disturbance, \( \phi_{cw} \) appears in (36).

<Design of controller for mode II>

The feed-forward term, \( \Upsilon_{ss}(t) \in \mathbb{R}^{4 \times 1} \), is determined by,
\[
\Upsilon_{ss}(t) = -\left(A^T - P_{w/o,ss} B R^{-1} B^T\right)^{-1} P_{w/o,ss} E_{w/o} \phi_{cw}
\]
(37)
where \( P_{w/o,ss} > 0 \in \mathbb{R}^{4 \times 4} \) is the positive definite matrix obtained by A.R.E based on \( A_{w/o,as} \) shown in (38),
\[
P_{w/o,as} A_{w/o} - P_{w/o,as} B R^{-1} B^T P_{w/o,as} + Q + A^T P_{w/o,as} = 0
\]
(38)
Therefore, the final control law of \( T_{m.a} \) for the case without a driver input is determined by,
\[
T_{m.a}(t) = T_{m.a,ff}(t) + T_{m.a,fb}(t)
\]
\[
= -K_{fb} X(t) + K_{ff} \phi_{cw}(t)
\]
(39)
where, \( K_{fb} = R^{-1} B^T P_{w/o,ss} \in \mathbb{R}^{1 \times 4} \) and \( K_{ff} = R^{-1} B^T \Upsilon_{ss} \in \mathbb{R} \).

<Control gain selection for control mode II>

Also, to obtain the proper, \( K_{fb} \) and \( K_{ff} \), in (39), the characteristic equation of the closed-loop system is explored according to the different \( Q_c \). Similarly, \( Q_c = q_c \text{diag} \left[ 0.5 \ 1 \ 5 \ 5 \right] \) and \( R = 0.1 \) are selected and, based on the variation of \( q_c \) in \( Q_c \), the trajectory of roots of the closed-loop system together with the poles of open-loop system (i.e., \( s_i \forall i = 1, 2, 3, 4 \) of \(|sI - A_{w/o}| = 0\)) is described in Fig. 8(a). And, the corresponding gain \( K_{ff} \) of feed-forward control is presented in Fig. 8(b). Compared to the previous situation in Fig. 7(a), Fig. 8(a) indicates that the open-loop system is unstable. Fig. 8(c) represents three frequency responses for the cases \( q_c = 0.01 \), \( q_c = 2 \), as well as \( q_c = 17.8 \), where we can see even more gain margins as \( q_c \) increases. Based on the results of Fig. 8(a), (b), and (c), to minimize the 2nd order characteristic transient and a feed-forward effort, \( q_c = 2 \) is chosen for the proposed control system. This leads that the vehicle is smoothly controlled by the control system, allowing a driver to firmly re-grip a steering wheel.
C. DETECTION CONDITION AND CONTROL MODE SELECTION STRATEGY

In order to achieve desired and efficient operation of the two designed control systems (shown in the previous subsections), it is very important to address the critical intensity of the estimated crosswind and the appropriate selection criteria for each control mode. Therefore, in this subsection, the detection conditions for the crosswind effect and the control mode selection strategy between the two controls were thoroughly discussed.

<Primary detection criterion of crosswind>

To suggest the primary criterion that the crosswind intensity is sufficiently and constantly effective to disturb a driver or the status of the vehicle, we considered the steady-state dynamic response of the vehicle in the absence of driver’s intervention for the different levels of crosswind. The reason why the case of no driver intervention should be considered is that the pure dynamic state of the vehicle is important in the absence of an assistance system or human driver control after crosswind is impacted to the vehicle. In other words, such pure condition will provide a clear judgment as to whether a particular crosswind is effective or not. In the absence of lateral disturbance compensation and driver intervention, (36) becomes,

\[ \dot{X} = A_{w/o} X + E_{w/o} \phi_{cw} \]  \hspace{1cm} (40)

The above equation (40) indicates the pure dynamic response of vehicle system for a given the crosswind effect \( \phi_{cw} \).

The transfer function of (40) for the input \( \phi_{cw} \) is given by,

\[ X(s) = (s I - A_{w/o})^{-1} E_{w/o} \phi_{cw}(s) \]  \hspace{1cm} (41)

Especially, focusing on the transfer function about the yaw rate \( r(s) \) for \( \phi_{cw}(s) \),

\[ r(s) = C_r X(s) = C_r (s I - A_{w/o})^{-1} E_{w/o} \phi_{cw}(s) \]  \hspace{1cm} (42)

where, \( C_r = \begin{bmatrix} 0 & 0 & 0 & 1 \end{bmatrix} \in \mathbb{R}^{1 \times 4} \) is an adopting vector to select the response, \( r(s) \).

Assuming that a crosswind is described as a step-like input, the steady-state response of \( r(s) \) to the step input \( \phi_{cw}(s) = \phi_{cw,ss}/s \) is given via the final value theorem as followed,

\[ r_{ss} = \lim_{s \rightarrow 0} C_r (s I - A_{w/o})^{-1} E_{w/o} \phi_{cw,ss} \]  \hspace{1cm} (43)

where, \( r_{ss} \) is the steady-state response of \( r(t) \) and \( \phi_{cw,ss} \in \mathbb{R} \) is a constant representing the intensity of crosswind.

Based on (43), the responses of \( r_{ss} \) for the different levels of both \( \phi_{cw,ss} \) and the longitudinal velocity \( V \) are described in Fig. 9(a). In other words, the results of Fig. 9(a) represent the distribution \( r_{ss} = f(\phi_{cw,ss}, V) \), which indicates how the vehicle’s direction is changed by the crosswind effect.
It can be seen from Fig. 9(a) that $r_{ss}$ increases as $\phi_{cw,ss}$ become stronger. However, this effect diminishes at higher $V$ due to the stronger inertial force of the vehicle. Therefore, by choosing the critical steady-state value of the yaw rate, the results in Fig. 9(a) allow us to define a critical condition of $\phi_{cw,ss}$ such as whether the crosswind sufficiently affects the vehicle.

This leads that, selecting $r_{ss,crt}$, we have,

$$r_{ss}(\phi^{*}_{cw,o}, V^{*}) = r_{ss,crt} \tag{44}$$

where, $\phi^{*}_{cw,o}$ and $V^{*}$ are the corresponding critical crosswinds and velocities for the $r_{ss,crt}$, which implies that the vehicle is not critically subject to crosswind below $\phi^{*}_{cw,o}$. Both $\phi^{*}_{cw,o}$ and $V^{*}$ are specified by the terms of “critical line” in
Fig. 9(a) and (b). Here, $r_{ss,cr}$ is selected as 0.1 deg/s for this study.

Based on (44), the detection condition of effective crosswind in the aspect of $r_{ss}$ is given by,

$$\phi_{cw} > \phi_{cw,o}^*$$  \hspace{1cm} (45)

As seen from the critical line in Fig. 9(b), $\phi_{cw,o}^*$ slightly varies according to the different $V$. Thus, we can establish the specific detection condition of effective crosswind for $V$ based on Fig. 9 and the corresponding $\phi_{cw,o}^*$ is approximately given by,

$$\phi_{cw,o}^* = \begin{cases} 
0.1 & \text{if } 50 < V < 70 \text{ (km/h)} \\
0.13 & \text{if } 70 \leq V < 80 \text{ (km/h)} \\
0.16 & \text{if } V \geq 80 \text{ (km/h)} 
\end{cases}$$  \hspace{1cm} (46)

<Control mode selection condition>

Next, in addition to the primary detection condition in (46), we need to find the selection condition of control mode to activate either the first control mode $C_1$ (shown in (25)) or the second control one $C_2$ (shown in (39)). For this purpose, two indicators are proposed: a steering wheel torque $T_h(t)$ and a yaw rate $r(t)$. The reason for choosing these two is based on the fact that $T_h(t)$ and $r(t)$ represent the driver’s effort and vehicle state that must be manipulated by the proposed control system. The lateral velocity $v(t)$ is also an important state that describes the vehicle state, but is usually proportional to $r(t)$. Therefore, only $r(t)$ was chosen to construct the selection condition. Also, it should be emphasized that this selection condition is capable of constraining the control torque of motor and steering wheel torque. This point of view will be elaborated in Section VI.

Remarks 2 (Case With Driver Intervention and First Control Mode $C_1$): when challenging a sudden step-like crosswind, the driver holds the steering wheel firmly and counter-steer to avoid allowing the vehicle to deviate from its original desired travel path (i.e., a straight road). As a result, the steering wheel torque $T_h(t)$ transmitted by the driver increases while the steady-state value of the yaw rate remains negligible by the effort of the driver (although there exists a considerable transient of $r(t)$ including high peak). However, $T_h(t)$ will be decreased after the first compensation control ($C_1$) in (25), designed to reduce a steering effort, is initiated.

Remarks 3 (Case Without Driver Intervention and Second Control Mode $C_2$): For an identical crosswind situation, if the driver fails to adequately respond to the crosswind effect and loses the steering control, it is clear that $T_h(t)$ is relatively small to the case in Remarks 2 but the yaw rate $r(t)$ of the vehicle increases due to the crosswind effect. As a result, the car deviates from the desired trajectory. However, $T_h(t)$ will be increased eventually if the second compensation control ($C_2$) in (39) is activated because the motor/actuator tries to overcome the crosswind effect and then generate the counter-steer by inducing the opposite non-zero front steering angle. This implies that $T_h(t)$ is not made by a driver but is created by the control system.

view for Remarks 2 and 3 will be discussed along with the simulation results in next Section.

Furthermore, considering both Remarks 2 and 3 above, the condition whether the driver intervenes steering or not under the situation $\phi_{cw,o}^*$ and, simultaneously, whether the control system select $C_1$ or $C_2$ are imposed by,

$$\begin{align*}
&\text{if } \phi_{cw} > \phi_{cw,o}^* \rightarrow \begin{cases} 
C_1 & \text{if } |T_h(t)| > T_{h,o,y} & |r(t)| < r_{ss,cr} \\
C_2 & \text{if } |T_h(t)| < T_{h,o,n} & |r(t)| > r_{ss,cr} \\
\text{No Control} & \text{otherwise}
\end{cases} \\
\end{align*}$$

\hspace{1cm} (47)

where, $C_1$ and $C_2$ indicate the first control mode and the second control one, respectively. And, $T_{h,o,y}$ and $T_{h,o,n}$ (i.e., not made by a driver) represents the threshold torques indicating the minimum steering effort for $C_1$ and the maximum steering effort for $C_2$. The condition “No control” in (47) indicates a situation in which a driver uses minimum steering effort or intends to steer the vehicle to another lane, even if affected by a crosswind. The condition (47) is visualized on the plane of yaw rate $r(t)$ and steering wheel torque $T_h(t)$ (i.e., $r(t)$ vs. $T_h(t)$), as shown in Fig. 10.

Remarks 4 (Averaging of Control Torque at the Boundary of Control Mode Selection): The minimum threshold torque $T_{h,o,y}$ in $C_1$ determines the final steady-state of the steering wheel torque as $T_{h,o,y}$ as long as the control is active. On the other hand, the maximum threshold torque $T_{h,o,n}$ in $C_2$ induces a state in which $T_h(t)$ reaches $T_{h,o,n}$ under the control. In other words, $\lim_{t \to \infty} T_h(t) \to T_{h,o,y}$ via $C_1$ and $\lim_{t \to \infty} T_h(t) \to T_{h,o,n}$ via $C_2$. For this purpose, however, this control strategy generates an on-and-off in control torque signal at the boundaries of the control selection condition (in Fig. 10), as described in Fig. 11 (b) and (c). Therefore, the averaging signal condition for the control torque is required and can be performed via a proper low-pass filter as shown in Fig. 11(a).
In addition, the entire control flow of lateral compensation strategy together with both the detection condition (46) and the control mode selection condition (47) is described in Fig. 12.

Specifically, it can be seen from Fig. 12 that the controller receives $X_e$ from the observer and the front steering angle $\delta_f$ from the vehicle/steering system, while the vehicle sends $y_e$ to the observer. Finally, the controller commands the steering system the demanded assistance torque $T_{m,a}$ (after conditioning) after averaging the torque $T_{m,a}$ (before conditioning) through the conditioning process.

**VI. PERFORMANCE EVALUATION OF LATERAL DISTURBANCE CONTROL SYSTEM**

In this section, we evaluated the proposed lateral disturbance compensation strategy using several crosswind scenarios in Carsim/Simulink co-simulation and HILs environments. Fig. 13 shows the estimation and control performances for the case with human driver intervention under the influence of step-like crosswind effect. Here, to include a human driver for the simulation process, we disabled the driver model in Carsim. Fig. 14(a) presents the estimates of $\phi_{cw}(t)$ which well tracks the true effect (described as the dotted line). Fig. 13(b) and (c) describe the yaw rate of vehicle $r(t)$ and the lateral acceleration of vehicle $a_y (m/s^2)$ on the time-domain. And Fig. 13(d) and (f) represent the assistance torque of motor $T_{m,a}(t)$ and the steering wheel torque $T_h(t)$ consumed by a driver. Here, the mode selection variables are chosen as $T_{h.o.y} = T_{h.o.n} = 1 \ (Nm)$ and $r_{ss,cr} = 0.1 \ (deg/s)$. Fig. 13(f) indicates the trajectory of vehicle ($x(m)$ vs. $y(m)$). According to Fig. 13(b), (c), and (f), it is found that the vehicle motions between the case with control and the one without control are almost identical due to the human driver’s intervention. This implies that the control assistance does not perturb the entire motion of vehicle significantly, causing less discomfort to the driver. However, it is clear from Fig. 13(e) that the steering effort (i.e., torque) via a driver has been three-time reduced by the proposed lateral disturbance control compared to the case without the control and finally reaches 1 Nm due to $T_{h.o.y} = 1 Nm$ (i.e., $\lim_{t \to \infty} T_h(t) \to T_{h.o.y}$ according to Remarks 4). This reduction can be fortified if we choose another $T_{h.o.y}$ less than 1 Nm. Together with Remarks 2, this point of view will be discussed in Fig. 15. On the other hand, Fig. 14 shows the estimation and control performances for the case where a driver lost a steering control due to the influence of step-like crosswind effect. Here, to exclude a human driver for the simulation process, we disabled the driver model in Carsim. Fig. 14(a) presents the estimates of $\phi_{cw}(t)$ and it can be seen that the estimate is well synchronized with the assumed actual crosswind effect. Fig. 14(b) and (c) describe the yaw rate of vehicle $r(t)$ and the lateral acceleration of vehicle $a_y(t)$. And, Fig. 14(d) and (f) represent the assistance torque of motor $T_{m,a}(t)$ and the steering wheel torque $T_h(t)$. Here, the control mode selection variables $T_{h.o.n} = T_{h.o.y} = 1 \ (Nm)$ and $r_{ss,cr} = 0.1 \ (deg/s)$ are used. Fig. 14(f) indicates the trajectory of vehicle ($x(m)$ vs. $y(m)$). According to Fig. 14(b), (c), and (f), it is found that the vehicle motions between the case with control and the one without control are significantly different due to the action of lateral disturbance control. Since the case in Fig. 14 describes the situation for no human driver intervention, the control system completely overrides entire steering process to decrease the unexpected crosswind effect on the vehicle. Consequently, the heading angle change (i.e., yaw rate) and the lateral speed (i.e., $v(t)$) of the vehicle have been reduced by almost 40%. We can see this point of view from the vehicle trajectory shown in Fig. 14(f), either. However, the motor torque used for this situation is slightly increased compared to the case in Fig. 13(d). This indicates that the control system is solely responsible for the steering control of vehicle without any assistance from a driver. Furthermore, Fig. 14(e) represents the steering torque produced by control system, instead of a driver, approximately approaches 1 Nm since $T_{h.o.n}$ is chosen as 1 Nm (i.e, $T_h(t) \to T_{h.o.n}$ according to Remarks 4). Similarly, controlling the value $T_{h.o.n}$ yields the different performances, which will be explored in Fig. 18. Furthermore, Fig. 15 describes the partial trajectory of $r(t)$ and $T_h(t)$ in the detection condition for both Fig. 13 and Fig. 14 after the crosswind effect is detected (i.e, $\phi_{cw} > \phi_{cw,a}^*$). It is found that the trajectory of $r(t)$ and $T_h(t)$ for Fig. 13 lies on the region $C_1$ while the trajectory for Fig. 14 does on the region $C_2$. The results imply that the control precisely operates according to the control.

**FIGURE 11.** Averaging of control torque at the boundary: (a) Conditioning process of desired torque, (b) Simulation results of averaging torque at boundary, and (c) Zoom of (b) in the range from 6 to 6.5 secs.
**FIGURE 12.** Entire control flow of lateral compensation strategy with other major components, an observer and the vehicle system.

**FIGURE 13.** Estimation and control performances for the case with human driver intervention under the influence of crosswind effect
(a) Estimates of \( \phi_{cw} \), (b) Yaw rate of vehicle \( r(t) \) (c) Lateral acceleration of vehicle \( a_y \) \((m/s^2)\), (d) Assistance torque of motor \( T_{m,a}(t) \), (e) Steering wheel torque \( T_h(t) \), and (f) The trajectory of vehicle \((x(m) vs. y(m))\).

mode selection conditions shown in Fig. 10. In addition, Fig. 16 presents the estimation and control performances for the case with human driver intervention under the influence of more complicate crosswind scenario (i.e, no wind, positive direction wind, no wind, negative direction wind, and no wind in an order). Fig. 16(a) indicates the estimates of actual \( \phi_{cw} \) and shows that the directions (positive and negative) and magnitudes of \( \phi_{cw} \) are well estimated via the proposed observer. Fig. 16(b) and (c) describe the yaw rate of vehicle, \( r(t) \), and the lateral acceleration of vehicle, \( a_y \). And Fig. 16(d) and (f) represent the assistance torque of motor \( T_{m,a}(t) \) and the corresponding steering wheel torque \( T_h(t) \). Fig. 16(f) describes the trajectories of \( r(t) \) and \( T_h(t) \) on the control mode selection conditions. According to Fig. 16(b) and (c), it is found that, regardless of controls, the vehicle motions are almost identical due to the action of driver, which is synchronized with the results in Fig. 13. Similar to Fig. 13(e), Fig. 16(c) shows that the steering effort (i.e, torque) via a driver has been three-time reduced by the proposed control technique compared to the case with no control. As seen from Fig. 16(f), it is clear that the partial trajectory of \( r(t) \) and \( T_h(t) \), after the control is initiated, exactly lies on the region \( C_1 \).

Fig. 17 explores the performance of the tuned control system with slight changes to the control mode selection conditions. Fig. 17 describes the consumed torques of both assistance motor and human driver according to the three expanded \( C_1 \) regions. Here, three different \( T_{h.o.y} \), 0.5 Nm, 1.0 Nm and 1.5 Nm are used. This indicates that the target torque of steering wheel (i.e, the final steady-state torque) is changed, causing less steering effort by a driver. Therefore, according to Fig. 17(a) and (b), we can see that the assistance motor torque increases as \( T_{h.o.y} \) decreases. This is obvious as...
rate and the lateral deviation of vehicle have been reduced because the control action $T_{h,a} (t)$ induced a counter-steering $\delta_f (t)$ even no driver’s steering, which eventually increases the difference between $\theta (t)$ and $\delta_f (t)$. This leads that $T_h (t)$ augments as predicted by (15). The motor/actuator tries to overcome the crosswind effect and then generate the countersteer by inducing the opposite non-zero front steering angle $\delta_f (t)$ according to the strategy in (39) (i.e., $X(t)$ in (39) includes $\delta_f (t)$). However, the steering wheel angle $\theta (t)$ is not changed much since there is no driver intervention but $\delta_f (t)$ is relatively changed. In other words, before control, $T_h(t)$ is small since there is no driver intervention (i.e., $\theta (t) \approx 0$ and $\delta_f (t) \approx 0$) but $T_h(t)$ gradually increases after control (i.e., $|N_1 \delta_f(t)| > |\theta(t)| \approx 0$). This is the explanation of Remarks 4. To maximize the control performance for the case without driver intervention, the region $C_2$ should be manipulated as shown in Fig. 18(d). Also, the final steady-state torques in Fig. 18(b) reach $T_{h,a,n,1} = 1.0Nm$, $T_{h,a,n,2} = 1.5Nm$, and $T_{h,a,n,3} = 2.2Nm$, which is exactly synchronized with Remarks 4. Furthermore, we investigated the control performance of proposed control system based on more realistic crosswind effect scenario (shown in Fig. 19 and Fig. 20) instead of the smooth one shown in Fig. 13 and Fig. 14. In fact, Fig. 19 and Fig. 20 describes the estimation and control performances for both driver intervention and no driver one against more realistic crosswind effect. It is clear that these scenarios contain non-smooth variations of crosswind but the observer can capture the essence of crosswind effect in small error as shown in Fig. 19(a) and Fig. 20(a). Due to the action of motor assistance torque in Fig. 19(b), the driver consumed less steering wheel torque as seen in Fig. 19(c). Compared to the case of “No control”, more assist torque is needed to reduce the driver’s steering effort in the end. Also, the results of Fig. 17 show that the proposed control method can select the assistance intensity, which is a clear advantage of the control strategy in this study. Also, the final steady-state torques in Fig. 17(b) reach 0.5 Nm, 1.0 Nm and 1.5 Nm, which is exactly matched with Remarks 4 (i.e., $T_h(t) \lim_{t \to \infty} \rightarrow 0.5$, 1.0, 1.5). Similar to Fig. 17, Fig. 18 presents the control performances for the three expanded $C_2$ regions (see Fig. 18(d)). By expanding the region $C_2$ in terms of steering wheel torque $T_h(t)$, the yaw

FIGURE 14. Estimation and control performances for the case without human driver intervention under the influence of crosswind effect (a) Estimates of $\phi_{cw}$, (b) Yaw rate of vehicle $\dot{\theta} (t)$ (c) Lateral acceleration of vehicle $a_y (m/s^2)$, (d) Assistance torque of motor $T_{m,a} (t)$, (e) Steering wheel torque $T_h(t)$, and (f) The trajectory of vehicle ($x(m)$ vs. $y(m)$).

FIGURE 15. The trajectory of $\dot{\theta} (t)$ and $T_h(t)$ for both the first control mode and the second one on the plane of detection condition ($T_{h,a,n} = 1 (Nm)$, $T_{h,a,ad} = 1 (Nm)$ and $\delta_{act} = 0.1 (deg/s)$).
that driver should feel all variations of unwanted crosswind effect on the touch of steering wheel, the advantage of the proposed technique forces driver to maneuver the vehicle with the constant 1.1 Nm steering effort (even under non-smooth crosswind one). Meanwhile, Fig. 20 depicting the no driver intervention case indicates that both yaw rate and lateral acceleration of the vehicle have been reduced approximately 40% via the control system even under such unwanted effect. Moreover, the control performance for “driver intervention” case has been validated using a small HIL simulator (see Fig.21) originated from [13]. Two human test drivers are asked to steer the vehicle under the crosswind scenario shown in Fig. 22(a) and their steering efforts are described in Fig. 22(b) and (c). As predicted by the simulation results, it is apparent that both drivers applied constant and less steering wheel torques for this case. The results of Fig. 13 through
Fig. 22 show that the proposed disturbance observer estimates the unknown assumed crosswind effect and that the designed control strategy adequately conveys the control intention to the steering system for both cases.
VII. CONCLUSION

This paper proposed a novel compensation control strategy together with a disturbance observer for the crosswind effect. The disturbance observer is designed based on the extended state-space model and includes the adaptive estimation of disturbance. Meanwhile, the compensation control algorithm is equipped with two modes, the case with a driver intervention and the one without driver intervention, where we designed using the LQR approach considering a disturbance term and two different state-space models. In addition, the detection condition of crosswind and the control mode selection strategy between two controls are clearly addressed. The most advantage of the control strategy relies on the fact that the target steering effort (i.e., steering wheel torque) of a driver can be controlled resulting in the reduction of assistance motor torque or the decrease of undesired vehicle motion due to wind effect (i.e., efficient operation). Based on the Simulink/Carsim co-simulation and HILS environments, the effectiveness of the proposed estimation and control scheme has been evaluated according to several driving and crosswind scenarios. The unknown crosswind effect on the vehicle is successfully estimated with an appropriate detection time, while the control system assists the driver in terms of steering effort or reduces the crosswind impact on the vehicle. This work will be possibly another choice for the vehicle and automotive parts manufacturer when it comes to the lateral disturbance compensation control in their ADAS, without using vision based sensor for detecting the lane marker of road.
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