Randomly dilute spin models: a six-loop field-theoretic study.
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Abstract

We consider the Ginzburg-Landau $MN$-model that describes $M$ $N$-vector cubic models with $O(M)$-symmetric couplings. We compute the renormalization-group functions to six-loop order in $d = 3$. We focus on the limit $N \to 0$ which describes the critical behaviour of an $M$-vector model in the presence of weak quenched disorder. We perform a detailed analysis of the perturbative series for the random Ising model ($M = 1$). We obtain for the critical exponents: $\gamma = 1.330(17)$, $\nu = 0.678(10)$, $\eta = 0.030(3)$, $\alpha = -0.034(30)$, $\beta = 0.349(5)$, $\omega = 0.25(10)$. For $M \geq 2$ we show that the $O(M)$ fixed point is stable, in agreement with general non-perturbative arguments, and that no random fixed point exists.

PACS Numbers: 75.10.Nr, 75.10.Hk, 02.30.Lt, 64.60.Ak, 11.10.-z, 64.60.Fr, 75.40.Cx.
I. INTRODUCTION.

The critical behavior of systems with quenched disorder is of considerable theoretical and experimental interest. A typical example is obtained by mixing an (anti)-ferromagnetic material with a non-magnetic one, obtaining the so-called dilute magnets. These materials are usually described in terms of a lattice short-range Hamiltonian of the form

$$H_x = -J \sum_{\langle ij \rangle} \rho_i \rho_j \vec{s}_i \cdot \vec{s}_j,$$

(1.1)

where $\vec{s}_i$ is an $M$-component spin and the sum is extended over all nearest-neighbor sites. The quantities $\rho_i$ are uncorrelated random variables, which are equal to one with probability $x$ (the spin concentration) and zero with probability $1-x$ (the impurity concentration). The pure system corresponds to $x = 1$. One considers quenched disorder, since the relaxation time associated to the diffusion of the impurities is much larger than all other typical time scales, so that, for all practical purposes, one can consider the position of the impurities fixed. For sufficiently low spin dilution $1-x$, i.e. as long as one is above the percolation threshold of the magnetic atoms, the system described by the Hamiltonian $H_x$ undergoes a second-order phase transition at $T_c(x) < T_c(x = 1)$ (see e.g. Ref. [1] for a review).

The relevant question in the study of this class of systems is the effect of the disorder on the critical behavior. The Harris criterion [2] states that the addition of impurities to a system which undergoes a second-order phase transition does not change the critical behavior if the specific-heat critical exponent $\alpha_{\text{pure}}$ of the pure system is negative. If $\alpha_{\text{pure}}$ is positive, the transition is altered. Indeed, in disordered systems the exponent $\nu$ satisfies the inequality $\nu \geq 2/d$ [3,4] — this fact has been questioned however in Refs. [5,6] — and therefore, by hyperscaling, $\alpha_{\text{random}}$ is negative. Thus, if $\alpha_{\text{pure}}$ is positive, $\alpha_{\text{random}}$ differs from $\alpha_{\text{pure}}$, so that the pure system and the dilute one have a different critical behavior. In pure $M$-vector models with $M > 1$, the specific-heat exponent $\alpha_{\text{pure}}$ is negative; therefore, according to the Harris criterion, no change in the critical asymptotic behavior is expected in the presence of weak quenched disorder. This means that in these systems disorder leads only to irrelevant scaling corrections. Three-dimensional Ising systems are more interesting, since $\alpha_{\text{pure}}$ is positive. In this case, the presence of quenched impurities leads to a new universality class.

Theoretical investigations, using approaches based on the renormalization group [4,5], and numerical Monte Carlo simulations [38–52], support the existence of a new random Ising fixed point describing the critical behavior along the $T_c(x)$ line: the critical exponents are dilution independent (for sufficiently low dilution) and different from those of the pure Ising model.

Experiments confirm this picture. Cristalline mixtures of an Ising-like uniaxial antiferromagnet with short-range interactions (e.g. FeF$_2$, MnF$_2$) with a nonmagnetic material (e.g. ZnF$_2$) provide a typical realization of the random Ising model (RIM) (see e.g. Refs. [53–59]). Some experimental results are reported in Table I. This is not a complete list, but it gives an overview of the experimental state of the art. Other experimental results can be found in Refs. [1,36]. The experimental estimates are definitely different from the values of the critical exponents for pure Ising systems, which are (see Ref. [70] and references therein) $\gamma = 1.2371(4)$, $\nu = 0.63002(23)$, $\alpha = 0.1099(7)$, and $\beta = 0.32648(18)$. Moreover,
| Ref. | Material | Concentration | $\gamma$  | $\nu$  | $\alpha$ | $\beta$ |
|------|----------|---------------|----------|--------|----------|--------|
| [56] | Fe$_x$Zn$_{1-x}$F$_2$ | $x = 0.46$ | 1.33(2) | 0.69(3) |          |        |
| [58] | Mn$_x$Zn$_{1-x}$F$_2$ | $x = 0.75$ | 1.364(76) | 0.715(35) |          |        |
| [60] | Fe$_x$Zn$_{1-x}$F$_2$ | $x = 0.9$ | 0.350(9) |        |          |        |
| [61] | Mn$_x$Zn$_{1-x}$F$_2$ | $x = 0.40, 0.55, 0.83$ | $-0.09(3)$ |        |          |        |
| [62] | Mn$_x$Zn$_{1-x}$F$_2$ | $x = 0.5$ | 0.33(2) |        |          |        |
| [63] | Fe$_x$Zn$_{1-x}$F$_2$ | $x = 0.5$ | 0.36(2) |        |          |        |
| [64] | Fe$_x$Zn$_{1-x}$F$_2$ | $x = 0.93$ | $-0.10(2)$ |        |          |        |
| [65] | Fe$_x$Zn$_{1-x}$F$_2$ | $x = 0.93$ | 1.34(6) | 0.70(2) |          |        |

They appear to be independent of the concentration. We mention that in the presence of an external magnetic field along the uniaxial direction, dilute Ising systems present a different critical behavior, equivalent to that of the random-field Ising model [71]. This is also the object of intensive theoretical and experimental investigations (see e.g. Refs. [72-73]).

Several experiments also tested the effect of disorder on the $\lambda$-transition of $^4$He that belongs to the $XY$ universality class, corresponding to $M = 2$ [74-79]. They studied the critical behavior of $^4$He completely filling the pores of porous gold or Vycor glass. The results indicate that the transition is in the same universality class of the $\lambda$-transition of the pure system in agreement with the Harris criterion [80].

The starting point of the field-theoretic approach to the study of ferromagnets in the presence of quenched disorder is the Ginzburg-Landau-Wilson Hamiltonian [12]

$$
H = \int d^d x \left\{ \frac{1}{2} (\partial_\mu \phi(x))^2 + \frac{1}{2} r \phi(x)^2 + \frac{1}{2} \psi(x) \phi(x)^2 + \frac{1}{4!} g_0 \left[ \phi(x)^2 \right]^2 \right\},
$$

where $r \propto T - T_c$, and $\psi(x)$ is a spatially uncorrelated random field with Gaussian distribution

$$
P(\psi) = \frac{1}{\sqrt{4\pi w}} \exp \left[ -\frac{\psi^2}{4w} \right].
$$

We consider quenched disorder. Therefore, in order to obtain the free energy of the system, we must compute the partition function $Z(\psi, g_0)$ for a given distribution $\psi(x)$, and then average the corresponding free energy over all distributions with probability $P(\psi)$. By using the standard replica trick, it is possible to replace the quenched average with an annealed one. First, the system is replaced by $N$ non-interacting copies with annealed disorder. Then, integrating over the disorder, one obtains the Hamiltonian [12]

$$
H_{MN} = \int d^d x \left\{ \sum_{i,a} \frac{1}{2} \left[ (\partial_\mu \phi_{a,i})^2 + r \phi_{a,i}^2 \right] + \sum_{i,j,a,b} \frac{1}{4!} \left( u_0 + v_0 \delta_{ij} \right) \phi_{a,i}^2 \phi_{b,j}^2 \right\}
$$

where $a, b = 1, \ldots M$ and $i, j = 1, \ldots N$. The original system, i.e. the dilute $M$-vector model, is recovered in the limit $N \to 0$. Note that the coupling $u_0$ is negative (being proportional to minus the variance of the quenched disorder), while the coupling $v_0$ is positive.
In this formulation, the critical properties of the dilute $M$-vector model can be investigated by studying the renormalization-group flow of the Hamiltonian (1.4) in the limit $N \to 0$, i.e. of $H_{M0}$. One can then apply conventional computational schemes, such as the $\epsilon$-expansion, the fixed-dimension $d = 3$ expansion, the scaling-field method, etc... In the renormalization-group approach, if the fixed point corresponding to the pure model is unstable and the renormalization-group flow moves towards a new random fixed point, then the random system has a different critical behavior.

It is important to note that in the renormalization-group approach one assumes that the replica symmetry is not broken. In recent years, however, this picture has been questioned [86–88] on the ground that the renormalization-group approach does not take into account other local minimum configurations of the random Hamiltonian (1.2), which may cause the spontaneous breaking of the replica symmetry. In this paper we assume the validity of the standard renormalization-group approach, and simply consider the Hamiltonian (1.4) for $N = 0$.

For generic values of $M$ and $N$, the Hamiltonian $H_{MN}$ describes $M$ coupled $N$-vector models and it is usually called $MN$ model [13]. $H_{MN}$ has four fixed points: the trivial Gaussian one, the $O(M)$-symmetric fixed point describing $N$ decoupled $M$-vector models, the $O(MN)$-symmetric and the mixed fixed point. The Gaussian one is never stable. The stability of the other fixed points depends on the values of $M$ and $N$ (see e.g. Ref. [13] for a discussion). The stability properties of the decoupled $O(M)$ fixed point can be inferred by observing that the crossover exponent associated with the $O(MN)$-symmetric interaction (with coupling $u_0$) is related to the specific-heat critical exponent of the $O(M)$ fixed point [85,13]. Indeed, at the $O(M)$-symmetric fixed point one may interpret $H_{MN}$ as the Hamiltonian of $N M$-vector systems coupled by the $O(MN)$-symmetric term. But this interaction is the sum of the products of the energy operators of the different $M$-vector models. Therefore, at the $O(M)$ fixed point, the crossover exponent $\phi$ associated to the $O(MN)$-symmetric quartic term should be given by the specific-heat critical exponent $\alpha_M$ of the $M$-vector model, independently of $N$. This argument implies that for $M = 1$ (Ising-like systems) the pure Ising fixed point is unstable since $\phi = \alpha_I > 0$, while for $M > 1$ the $O(M)$ fixed point is stable given that $\alpha_M < 0$. This is a general result that should hold independently of $N$.

For the quenched disordered systems described by the Hamiltonian $H_{M0}$, the physically relevant region for the renormalization-group flow corresponds to negative values of the coupling $u$ [12,14]. Therefore, for $M > 1$ the renormalization group flow is driven towards the pure $O(M)$ fixed point, and the quenched disorder yields correction to scaling proportional to the spin dilution and to $|t|^{2\alpha}$ with $\Delta_r = -\alpha_M$. Note that for the physically interesting two- and three-vector models the absolute value of $\alpha_M$ is very small: $\alpha_2 \simeq -0.013$ (see e.g. the recent results of Refs. [81,90,91,82]) and $\alpha_3 \simeq -0.12$ (see e.g. [90,92]). Thus disorder gives rise to very slowly-decaying scaling corrections. For Ising-like systems, the pure Ising fixed point is instead unstable, and the flow for negative values of the quartic coupling $u$ leads to the stable mixed or random fixed point which is located in the region of negative values of $u$. The above picture emerges clearly in the framework of the $\epsilon$-expansion, although for the Ising-like systems the RIM fixed point is of order $\sqrt{\epsilon}$ [10] rather than $\epsilon$.

The other fixed points of the Hamiltonian $H_{M0}$ are located in the unphysical region $u > 0$. Thus, they are not of interest for the critical behavior of randomly dilute spin systems.
models. For the sake of completeness, we mention that for $M > 1$ the mixed fixed point is in the region of positive $u$ and is unstable [13]. The last fixed point is on the positive $v = 0$ axis, is stable and corresponds to the $(MN)$-vector theory for $N \to 0$. It is therefore in the same universality class of the self-avoiding walk model (SAW). Figure 1 sketches the flow diagram for Ising ($M = 1$) and multicomponent ($M > 1$) systems.

The Hamiltonian $H_{MN}$ has been the object of several field-theoretic studies, especially for $M = 1$, the case that describes the RIM. Several computations have been done in the framework of the $\epsilon$-expansion [93] and of the fixed-dimension $d = 3$ expansion [94]. In these approaches, since field-theoretic perturbative expansions are asymptotic, the resummation of the series is essential to obtain accurate estimates of physical quantities. For pure systems described by the Ginzburg-Landau-Wilson Hamiltonian one exploits the Borel summability [95] of the fixed-dimension expansion (for which Borel summability is proved) and of the $\epsilon$-expansion (for which Borel summability is conjectured), and the knowledge of the large-order behavior of the series [96,97]. Resummation procedures using these properties lead to accurate estimates (see e.g. Refs. [98–100,90,92]).

Much less is known for the quenched disordered models described by $H_{M0}$. Indeed, the analytic structure of the corresponding field theory is much more complicated. The zero-dimensional model has been investigated in Ref. [101]. They analyze the large-order behavior of the double expansion in the quartic couplings $u$ and $v$ of the free energy and show that the expansion in powers of $v$, keeping the ratio $\lambda = -u/v$ fixed, is not Borel summable. In Ref. [102], it is shown that the non-Borel summability is a consequence of the fact that, because of the quenched average, there are additional singularities corresponding to the zeroes of the partition function $Z(\psi, g_0)$ obtained from the Hamiltonian (1.2). Recently the problem has been reconsidered in Ref. [103]. In the same context of the zero-dimensional model, it has been shown that a more elaborate resummation gives the correct determination of the free energy from its perturbative expansion. The procedure is still based on a Borel summation, which is performed in two steps: first, one resums in the coupling $v$ each coefficient of the series in $u$; then, one resums the resulting series in the coupling $u$. There
is no proof that this procedure works also in higher dimensions, since the method relies on the fact that the zeroes of the partition function stay away from the real values of $v$. This is far from obvious in higher-dimensional systems.

At present, the most precise field-theoretic results have been obtained using the fixed-dimension expansion in $d = 3$. Several quantities have been computed: the critical exponents [18,20,23,25,27,32,34,35,37], the equation of state [28] and the hyperuniversal ratio $R^+_\xi$ [28,33]. The most precise estimates of the critical exponents for the RIM have been obtained from the analysis of the five-loop fixed-dimension expansion, using Padé-Borel-Leroy approximants [37]. In spite of the fact that the series considered are not Borel summable, the results for the critical exponents are stable: they do not depend on the order of the series, the details of the analysis, and, as we shall see, are in substantial agreement with our results obtained following the procedure proposed in Ref. [103]. This fact may be explained by the observation of Ref. [101] that the Borel resummation applied in the standard way (i.e. at fixed $v/u$) gives a reasonably accurate result for small disorder if one truncates the expansion at an appropriate point, i.e. for not too long series.

The $MN$ model has also been extensively studied in the context of the $\epsilon$-expansion [7,9–16,19,21,22,26,30]. The critical exponents have been computed to three loops for generic values of $M$, $N$ [22] and to five loops for $M = 1$ [104]. Several studies also considered the equation of state [14,19,26] and the two-point correlation function [14,21]. In spite of these efforts, studies based on the $\epsilon$-expansion have been not able to go beyond a qualitative description of the physics of three-dimensional randomly dilute spin models. The $\sqrt{\epsilon}$-expansion [10] turns out not to be effective for a quantitative study of the RIM (see e.g. the analysis of the five-loop series done in Ref. [30]). A strictly related scheme is the so-called minimal-subtraction renormalization scheme without $\epsilon$-expansion [105]. The three-loop [29] and four-loop [31,34,36] results are in reasonable agreement with the estimates obtained by other methods. At five loops, however, no random fixed point can be found [36] using this method. This negative result has been interpreted as a consequence of the non-Borel summability of the perturbative expansion. In this case, the four-loop series could represent the “optimal” truncation. We also mention that the Hamiltonian (1.4) for $M = 1$ and $N \to 0$ has been studied by the scaling-field method [17].

The randomly dilute Ising model (1.1) has been investigated by many numerical simulations (see e.g. Refs. [38–51]). The first simulations were apparently finding critical exponents depending on the spin concentration. It was later remarked [18,20] that this could be simply a crossover effect: the simulations were not probing the critical region and were computing effective exponents strongly biased by the corrections to scaling. Recently, the critical exponents have been computed [51] using finite-size scaling techniques. They found very strong corrections to scaling, decaying with a rather small exponent $\omega \simeq 0.37(6)$, — correspondingly $\Delta = \omega v = 0.25(4)$ — which is approximately a factor of two smaller than the corresponding pure-case exponent. By taking into proper account the confluent corrections, they were able to show that the critical exponents are universal with respect to variations of the spin concentration in a wide interval above the percolation point. Their final estimates are reported in Table I.

In this paper we compute the renormalization-group functions of the generic $MN$ model to six loops in the framework of the fixed-dimension $d = 3$ expansion. We extend the three-loop series of Ref. [23] and the expansions for the cubic model ($M = 1$) reported
TABLE II. Best theoretical estimates of the critical exponents for the RIM universality class. We report results for the massive scheme in fixed dimension $d = 3$ ("$d = 3$ exp."), the minimal subtraction scheme without $\epsilon$-expansion ("$d = 3$ MS"), and the best Monte Carlo ("MC") results.

| Method | $d = 3$ exp. $O(g^6)$ | $d = 3$ exp. $O(g^5)$ | $d = 3$ MS $O(g^4)$ | MC |
|--------|------------------------|------------------------|----------------------|-----|
| This work | 1.330(17) | 0.678(10) | 0.030(3) | 0.25(10) |
| Ref. [37], 2000 | 1.325(3) | 0.671(5) | 0.025(10) | 0.32(6) |
| Ref. [34,36], 1999 | 1.318 | 0.675 | 0.049 | 0.39(4) |
| Ref. [51], 1998 | 1.342(10) | 0.6837(53) | 0.0374(45) | 0.37(6) |

in Ref. [37] (five loops) and Ref. [92] (six loops). We will focus here on the case $N = 0$ corresponding to disordered dilute systems. Higher values of $N$ are of interest for several types of magnetic and structural phase transitions and will be discussed in a separate paper. For $M = 1$ and $N \geq 2$ the six-loop series have already been analyzed in Ref. [92] where we investigated the stability of the $O(N)$-symmetric point in the presence of cubic interactions. We should mention that two-loop and three-loop series for the $MN$ model in the fixed dimension expansion for generic values of $d$ have been reported in Refs. [27,32].

For $M = 1$, $N = 0$, we have performed several analyses of the perturbative series following the method proposed in Ref. [103]. The analysis of the $\beta$-functions for the determinaton of the fixed point is particularly delicate and we have not been able to obtain a very robust estimate of the random fixed point. Nonetheless, we derive quite accurate estimates of the critical exponents. Indeed, their expansions are well behaved and largely insensitive to the exact position of the fixed point. Our final estimates are reported in Table II, together with estimates obtained by other approaches. The errors we quote are quite conservative and are related to the variation of the estimates with the different analyses performed. The overall agreement is good: the perturbative method appears to have a good predictive power, in spite of the complicated analytic structure of the Borel transform that does not allow the direct application of the resummation methods used successfully in pure systems. For $M \geq 2$ and $N = 0$ we have verified that no fixed point exists in the region $u < 0$ and that the $O(M)$-symmetric fixed point is stable, confirming the general arguments given above.

The paper is organized as follows. In Sec. II we derive the perturbative series for the renormalization-group functions at six loops and discuss the singularities of the Borel transform. The results of the analyses are presented in Sec. III and the final numerical values are reported in Table II.

II. THE FIXED-DIMENSION PERTURBATIVE EXPANSION OF THE THREE-DIMENSIONAL $MN$ MODEL.

A. Renormalization of the theory.

The fixed-dimension $\phi^4$ field-theoretic approach [104] provides an accurate description of the critical properties of $O(N)$-symmetric models in the high-temperature phase (see e.g. Ref. [100]). The method can also be extended to two-parameter $\phi^4$ models, such as the $MN$ model. The idea is to perform an expansion in powers of appropriately defined
zero-momentum quartic couplings. The theory is renormalized by introducing a set of zero-momentum conditions for the (one-particle irreducible) two-point and four-point correlation functions:

$$\Gamma^{(2)}_{ai,bj}(p) = \delta_{ai,bj} Z_{\phi}^{-1} \left[ m^2 + p^2 + O(p^4) \right],$$  \hspace{1cm} (2.1)

where $\delta_{ai,bj} \equiv \delta_{ab} \delta_{ij}$,

$$\Gamma^{(4)}_{ai,bj,ck,dl}(0) = Z_{\phi}^{-2} m \left( u S_{ai,bj,ck,dl} + v C_{ai,bj,ck,dl} \right),$$  \hspace{1cm} (2.2)

and

$$S_{ai,bj,ck,dl} = \frac{1}{3} \left( \delta_{ai,bj} \delta_{ck,dl} + \delta_{ai,ck} \delta_{bj,dl} + \delta_{ai,dl} \delta_{bj,ck} \right),$$  \hspace{1cm} (2.3)

$$C_{ai,bj,ck,dl} = \delta_{ij} \delta_{ik} \delta_{il} \frac{1}{3} \left( \delta_{ab} \delta_{cd} + \delta_{ac} \delta_{bd} + \delta_{ad} \delta_{bc} \right).$$  \hspace{1cm} (2.4)

Eqs. (2.1) and (2.2) relate the second-moment mass $m$, and the zero-momentum quartic couplings $u$ and $v$ to the corresponding Hamiltonian parameters $r$, $u_0$ and $v_0$:

$$u_0 = mu Z_u Z_{\phi}^{-2}, \quad v_0 = mv Z_v Z_{\phi}^{-2}.$$  \hspace{1cm} (2.5)

In addition we define the function $Z_t$ through the relation

$$\Gamma^{(1,2)}_{ai,bj}(0) = \delta_{ai,bj} Z_t^{-1},$$  \hspace{1cm} (2.6)

where $\Gamma^{(1,2)}$ is the (one-particle irreducible) two-point function with an insertion of $\frac{1}{2} \phi^2$.

From the perturbative expansion of the correlation functions $\Gamma^{(2)}$, $\Gamma^{(4)}$ and $\Gamma^{(1,2)}$ and the above relations, one derives the functions $Z_{\phi}(u,v)$, $Z_u(u,v)$, $Z_v(u,v)$, $Z_t(u,v)$ as a double expansion in $u$ and $v$.

The fixed points of the theory are given by the common zeros of the $\beta$-functions

$$\beta_u(u,v) = m \frac{\partial u}{\partial m} \bigg|_{u_0,v_0},$$  \hspace{1cm} (2.7)

$$\beta_v(u,v) = m \frac{\partial v}{\partial m} \bigg|_{u_0,v_0},$$

calculated keeping $u_0$ and $v_0$ fixed. The stability properties of the fixed points are controlled by the matrix

$$\Omega = \begin{pmatrix} \frac{\partial \beta_u(u,v)}{\partial u} & \frac{\partial \beta_u(u,v)}{\partial v} \\ \frac{\partial \beta_v(u,v)}{\partial u} & \frac{\partial \beta_v(u,v)}{\partial v} \end{pmatrix},$$  \hspace{1cm} (2.8)

computed at the given fixed point: a fixed point is stable if both eigenvalues are positive. The eigenvalues $\omega_i$ are related to the leading scaling corrections, which vanish as $\xi^{-\omega_i} \sim |t|^{\Delta_i}$ where $\Delta_i = \nu \omega_i$.

One also introduces the functions
\[ \eta_\phi(u, v) = \frac{\partial \ln Z_\phi}{\partial \ln m} = \beta_u \frac{\partial \ln Z_\phi}{\partial u} + \beta_v \frac{\partial \ln Z_\phi}{\partial v}, \]  
(2.9)

\[ \eta(u, v) = \frac{\partial \ln Z_t}{\partial \ln m} = \beta_u \frac{\partial \ln Z_t}{\partial u} + \beta_v \frac{\partial \ln Z_t}{\partial v}. \]  
(2.10)

Finally, the critical exponents are obtained from

\[ \eta = \eta_\phi(u^*, v^*), \]  
(2.11)

\[ \nu = [2 - \eta_\phi(u^*, v^*) + \eta_t(u^*, v^*)]^{-1}, \]  
(2.12)

\[ \gamma = \nu(2 - \eta). \]  
(2.13)

B. The perturbative series to six loops.

We have computed the perturbative expansion of the correlation functions (2.1), (2.2) and (2.6) to six loops. The diagrams contributing to the two-point and four-point functions to six-loop order are reported in Ref. [106]: they are approximately one thousand, and it is therefore necessary to handle them with a symbolic manipulation program. For this purpose, we wrote a package in MATHEMATICA [107]. It generates the diagrams using the algorithm described in Ref. [108], and computes the symmetry and group factors of each of them. We did not calculate the integrals associated to each diagram, but we used the numerical results compiled in Ref. [106]. Summing all contributions we determined the renormalization constants and all renormalization-group functions.

We report our results in terms of the rescaled couplings

\[ u \equiv \frac{16\pi}{3} R_{MN} \bar{u}, \quad v \equiv \frac{16\pi}{3} R_M \bar{v}, \]  
(2.14)

where \( R_K = 9/(8 + K) \), so that the \( \beta \)-functions associated to \( \bar{u} \) and \( \bar{v} \) have the form

\[ \beta_{\bar{u}}(\bar{u}, 0) = -\bar{u} + \bar{u}^2 + O(\bar{u}^3) \]  
and \( \beta_{\bar{v}}(0, \bar{v}) = -\bar{v} + \bar{v}^2 + O(\bar{v}^3) \).

The resulting series are

\[ \beta_{\bar{u}} = -\bar{u} + \bar{u}^2 + \frac{2(2 + M)}{8 + M} \bar{u} \bar{v} - \frac{4(190 + 41MN)}{27(8 + MN)^2} \bar{u}^3 
- \frac{400(2 + M)}{27(8 + MN)(8 + M)} \bar{u}^2 \bar{v} - \frac{92(2 + M)}{27(8 + M)^2} \bar{u} \bar{v}^2 + \bar{u} \sum_{i+j \geq 3} b_{ij}^{(u)} \bar{u}^i \bar{v}^j, \]  
(2.15)

\[ \beta_{\bar{v}} = -\bar{v} + \bar{v}^2 + \frac{12}{8 + MN} \bar{u} \bar{v} - \frac{4(190 + 41M)}{27(8 + M)^2} \bar{v}^3 - \frac{16(131 + 25M)}{27(8 + MN)(8 + M)} \bar{u} \bar{v}^2 
- \frac{4(370 + 23MN)}{27(8 + MN)^2} \bar{u}^2 \bar{v} + \bar{v} \sum_{i+j \geq 3} b_{ij}^{(v)} \bar{u}^i \bar{v}^j, \]  
(2.16)

\[ \eta_\phi = \frac{8(2 + MN)}{27(8 + MN)^2} \bar{u}^2 + \frac{16(2 + M)}{27(8 + MN)(8 + M)} \bar{u} \bar{v} + \frac{8(2 + M)}{27(8 + M)^2} \bar{v}^2 + \sum_{i+j \geq 3} e_{ij}^{(\phi)} \bar{u}^i \bar{v}^j. \]  
(2.17)
\[ \eta_t = -\frac{2 + MN}{8 + MN} \bar{u} - \frac{2 + M}{8 + M} \bar{v} + \frac{2(2 + MN)}{(8 + MN)^2} \bar{u}^2 + \frac{4(2 + M)}{(8 + MN)(8 + M)} \bar{u} \bar{v} + \frac{2(2 + M)}{(8 + M)^2} \bar{v}^2 + \sum_{i+j \geq 3} e_{ij}^{(t)} \bar{u}^i \bar{v}^j. \] (2.18)

For \( 3 \leq i + j \leq 6 \), the coefficients \( b^{(u)}_{ij}, b^{(v)}_{ij}, e^{(\phi)}_{ij} \) and \( e^{(t)}_{ij} \) are reported in the Tables III, IV, V and VI respectively.

We have performed the following checks on our calculations:

(i) \( \beta_{\bar{u}}(\bar{u}, 0), \eta_{\phi}(\bar{u}, 0) \) and \( \eta_{t}(\bar{u}, 0) \) reproduce the corresponding functions of the O\((MN)\)-symmetric model [98,109];

(ii) \( \beta_{\bar{v}}(0, \bar{v}), \eta_{\phi}(0, \bar{v}) \) and \( \eta_{t}(0, \bar{v}) \) reproduce the corresponding functions of the O\((M)\)-symmetric model [98,109];

(iii) For \( M = 1 \), the functions \( \beta_{\bar{u}}, \beta_{\bar{v}}, \eta_{\phi} \) and \( \eta_{t} \) reproduce the corresponding functions of the \( N \)-component cubic model [92];

(iv) The following relations hold for \( N = 1 \):

\[
\begin{align*}
\beta_{\bar{u}}(u, x - u) + \beta_{\bar{v}}(u, x - u) &= \beta_{\bar{v}}(0, x), \\
\eta_{\phi}(u, x - u) &= \eta_{\phi}(0, x), \\
\eta_{t}(u, x - u) &= \eta_{t}(0, x).
\end{align*}
\] (2.19)

C. Borel summability and resummation of the series.

Since field-theoretic perturbative expansions are asymptotic, the resummation of the series is essential to obtain accurate estimates of the physical quantities.

In the case of the O\((N)\)-symmetric \( \phi^4 \) theory the expansion is performed in powers of the zero-momentum four-point coupling \( g \). The large-order behavior of the series \( S(g) = \sum s_k g^k \) of any quantity is related to the singularity \( g_b \) of the Borel transform closest to the origin. Indeed, for large \( k \), the coefficient \( s_k \) behaves as

\[ s_k \sim k! (-a)^k k^b \left[ 1 + O(k^{-1}) \right] \quad \text{with} \quad a = -1/g_b. \] (2.20)

The value of \( g_b \) depends only on the Hamiltonian, while the exponent \( b \) depends on which Green’s function is considered. The value of \( g_b \) can be obtained from a steepest-descent calculation in which the relevant saddle point is a finite-energy solution (instanton) of the classical field equations with negative coupling [96,97]. Since the Borel transform is singular for \( g = g_b \), its expansion in powers of \( g \) converges only for \( |g| < |g_b| \). An analytic extension can be obtained by a conformal mapping [99], such as

\[ y(g) = \sqrt{\frac{1 - g/g_b - 1}{1 - g/g_b + 1}} \] (2.21)
In this way the Borel transform becomes a series in powers of $g(y)$ that converges for all positive values of $g$ that provided that all singularities of the Borel transform are on the real negative axis \([19]\). In this case one obtains a convergent sequence of approximations for the original quantity. For the \(O(N)\)-symmetric theory accurate estimates (see e.g. Ref. [20]) have been obtained resumming the available series: the \(\beta\)-function \([28]\) is known up to six loops, while the functions $\eta_\phi$ and $\eta_\rho$ are known up to seven loops \([11]\).

The large-order behavior of the perturbative expansions in the \(MN\) model can be studied by employing the same methods used in the standard \(\phi^4\) theory \([11]\). We may consider the series in \(\bar{u}\) and \(\tilde{v}\) at fixed ratio $z \equiv \tilde{v}/\bar{u}$. The large-order behavior of the resulting expansion in powers of \(\bar{u}\) is determined by the singularity of the Borel transform that is closest to the origin, \(\bar{u}_b(z)\), given by

\[
\bar{u}_b(z) = \frac{-0.05750897 - 0.048617439 M - 0.011215648 M^2 - 0.0061966388 M^3 + 0.000011646604 M^4 + 1.865875 \times 10^{-5}}{M^5}
\]
The result (2.22) has been obtained for integer \( M, N \geq 1 \). For \( N = 0 \), one may think that the correct behaviour is obtained by analytic continuation of (2.22), i.e.
for all $z$. However, this is not correct. Indeed, as explicitly shown in Refs. [101][102] in the context of the zero-dimensional random Ising model, there is an additional contribution to the large-order behavior of the series in $u$ at fixed $\lambda \equiv -u/v$, which makes the series non-Borel summable, giving rise to singularities of the Borel transform on the positive real axis. They are due to the zeroes of the partition function at fixed disorder. We have no reason to believe that similar non-Borel summable contributions are not present in higher dimensions. It is likely that the same phenomenon occurs even in three dimensions. As a consequence, a summation procedure based on Eq. (2.23) and a conformal mapping of the type (2.24) would not lead to a sequence of approximations converging to the correct result [101].

Fortunately, this is not the end of the story. As shown recently in Ref. [103], at least in zero dimensions, one can still resum the perturbative series. Indeed the zero-dimensional
free energy can be obtained from its perturbative expansion if one applies a more elaborated procedure which is still based on a Borel summation. Let us write the double expansion of the free energy \( f(u, v) \) in powers of \( u, v \) as

\[
    f(u, v) = \sum_{n=0}^{\infty} c_n(v) u^n, \quad (2.25)
\]

\[
    c_n(v) = \sum_{k=0}^{\infty} c_{nk} v^k, \quad (2.26)
\]

The main result of Ref. [103] is that the expansions of the coefficients (2.26) and the resulting series at fixed \( v \), Eq. (2.23), are Borel summable. Using this result, a resummation of the free energy is obtained in two steps. First, one resums the coefficient \( c_n(v) \); then, using the

| \( i,j \) | \( R^{(t)}_{ij} R_{ij}^{-1} \) |
|-------------|-----------------|
| 0, 0 | \(-0.025120499 - 0.016079919 M N - 0.0022098349 M^2 N^2\) |
| 0, 1 | \(-0.075361497 - 0.037804784 M - 0.013259009 M N - 0.0066295047 M^2 N\) |
| 0, 2 | \(-0.075361497 - 0.049235615 M + 0.005764331 M^2 - 0.0017061432 M N - 0.00085307161 M^2 N^2\) |
| 1, 0 | \(-0.025120499 - 0.016079919 M N - 0.0022098349 M^2 N^2\) |
| 1, 1 | \(-0.075361497 - 0.049235615 M + 0.005764331 M^2 - 0.0017061432 M N - 0.00085307161 M^2 N^2\) |
| 1, 2 | \(-0.075361497 - 0.049235615 M + 0.005764331 M^2 - 0.0017061432 M N - 0.00085307161 M^2 N^2\) |
| 2, 0 | \(-0.025120499 - 0.016079919 M N - 0.0022098349 M^2 N^2\) |
| 2, 1 | \(-0.075361497 - 0.049235615 M + 0.005764331 M^2 - 0.0017061432 M N - 0.00085307161 M^2 N^2\) |
| 2, 2 | \(-0.075361497 - 0.049235615 M + 0.005764331 M^2 - 0.0017061432 M N - 0.00085307161 M^2 N^2\) |
| 3, 0 | \(-0.025120499 - 0.016079919 M N - 0.0022098349 M^2 N^2\) |
| 3, 1 | \(-0.075361497 - 0.049235615 M + 0.005764331 M^2 - 0.0017061432 M N - 0.00085307161 M^2 N^2\) |
| 3, 2 | \(-0.075361497 - 0.049235615 M + 0.005764331 M^2 - 0.0017061432 M N - 0.00085307161 M^2 N^2\) |
| 4, 0 | \(-0.025120499 - 0.016079919 M N - 0.0022098349 M^2 N^2\) |
| 4, 1 | \(-0.075361497 - 0.049235615 M + 0.005764331 M^2 - 0.0017061432 M N - 0.00085307161 M^2 N^2\) |
| 4, 2 | \(-0.075361497 - 0.049235615 M + 0.005764331 M^2 - 0.0017061432 M N - 0.00085307161 M^2 N^2\) |
| 5, 0 | \(-0.025120499 - 0.016079919 M N - 0.0022098349 M^2 N^2\) |
| 5, 1 | \(-0.075361497 - 0.049235615 M + 0.005764331 M^2 - 0.0017061432 M N - 0.00085307161 M^2 N^2\) |
| 5, 2 | \(-0.075361497 - 0.049235615 M + 0.005764331 M^2 - 0.0017061432 M N - 0.00085307161 M^2 N^2\) |
| 6, 0 | \(-0.025120499 - 0.016079919 M N - 0.0022098349 M^2 N^2\) |
| 6, 1 | \(-0.075361497 - 0.049235615 M + 0.005764331 M^2 - 0.0017061432 M N - 0.00085307161 M^2 N^2\) |
| 6, 2 | \(-0.075361497 - 0.049235615 M + 0.005764331 M^2 - 0.0017061432 M N - 0.00085307161 M^2 N^2\) |

TABLE VI. The coefficients \( e_{ij}^{(t)} \), cf. Eq. (2.18),
computed coefficients, one resums the series in \( u \). The resummation of Eq. (2.26) can be performed using the Padé-Borel-Leroy method, as suggested in Ref. [103]. However, also the conformal method can be used, since the large-order behavior is known exactly. Indeed,

\[
    c_n(v) \propto \frac{\partial^n f(u,v)}{\partial u^n}
\]  

\( u = 0 \). (2.27)

Thus, \( c_n(v) \) can be related to zero-momentum correlation functions in the theory with \( u = 0 \), which is the standard \( M \)-vector model. Therefore, one can use the well-known results for the large-order behavior of the perturbative series in the \( O(M) \)-symmetric theory [96, 97].

**III. ANALYSIS OF THE SIX-LOOP EXPANSION FOR \( N = 0 \)**

**A. The random Ising model**

As we said in the Introduction, the random Ising model corresponds to \( M = 1 \) and \( N = 0 \). There are two relevant fixed points, the Ising and the random point, see Fig. 1. In Ref. [92] we already discussed the stability of the Ising point. We found that this fixed point is unstable since the stability matrix has a negative eigenvalue \( \omega = -0.177(6) \), in good agreement with the general argument predicting \( \omega = -\alpha_I/\nu_I = -0.1745(12) \). We will now investigate the random fixed point, which is stable and determines therefore the critical behaviour of the RIM.

In order to study the critical properties of the random fixed point, we used several different resummation procedures, according to the discussion of the previous Section. Following Ref. [103], for each quantity we consider, we must perform first a resummation of the series in \( v \), see Eq. (2.26). This may be done in two different ways. We can either use the Padé-Borel method, or perform a conformal mapping of the Borel-transformed series, using the known value of the singularity of the Borel transform. Explicitly, let us consider a \( p \)-loop series in \( u \) and \( v \) of the form

\[
    \sum_{n=0}^{p} \sum_{k=0}^{p-n} c_{nk} u^n v^k.
\]  

(3.1)

In the first method, for each \( 0 \leq n \leq p \), we choose a real number \( b_n \) and a positive integer \( r_n \) such that \( r_n \leq p - n \); then, we consider

\[
    R_1(c_n)(p; b_n, r_n; v) = \int_0^\infty dt e^{-t b_n} \left[ \sum_{i=0}^{p-n-r_n} B_i(tv)^i \right] \left[ 1 + \sum_{i=1}^{r_n} C_i(tv)^i \right]^{-1}.
\]  

(3.2)

The coefficients \( B_i \) and \( C_i \) are fixed so that \( R_1(c_n)(p; b_n, r_n; v) = \sum_{k=0}^{p-n} c_{nk} v^k + O(v^{p-n+1}) \). Here we are resumming the Borel transform of each coefficient of the series in \( u \) by means of a Padé approximant \( [p - n - r_n/r_n] \). Eq. (3.2) is well defined as long as the integrand is regular for all positive values of \( t \). However, for some values of the parameters, the Padé approximant has poles on the positive real axis — we will call these cases defective — so that the integral does not exist. These values of \( b_n \) and \( r_n \) must of course be discarded.
The second method uses the large-order behaviour of the series and a conformal mapping [99,100]. In this case, for each \(0 \leq n \leq p\), we choose two real numbers \(b_n\) and \(\alpha_n\) and consider

\[
R_2(c_n)(p; b_n, r_n; v) = \sum_{k=0}^{p-n} B_k \int_0^\infty dt \, e^{-t t^{b_n}} \frac{(y(vt))^k}{(1 - y(vt))^\alpha_n},
\]

where

\[
y(t) = \frac{\sqrt{|g_I| + t - \sqrt{|g_I|}}}{\sqrt{|g_I| + t + \sqrt{|g_I|}}},
\]

and \(g_I = -1/a\) is the singularity of the Borel transform for the pure Ising model. The numerical value of \(a\) is given in Eq. (2.23). Using these two methods we obtain two different partial resummations of the original series (3.1):

\[
\begin{align*}
\sum_{n=0}^{p} R_1(c_n)(p; b_n, r_n; v) u^n, & \\
\sum_{n=0}^{p} R_2(c_n)(p; b_n, \alpha_n; v) u^n.
\end{align*}
\]

Nothing is known on the asymptotic behaviour of these series, and we will thus use the Padé-Borel method. Starting from Eq. (3.3) we will thus consider

\[
E_1(c)(q, p; b_u, r_u; \{b_n\}, \{r_n\}) \equiv \int_0^\infty dt \, e^{-t t^{b_u}} \left[ \sum_{i=0}^{q-r_u} B_i(v)(tu)^i \right] \left[ 1 + \sum_{i=1}^{r_u} C_i(v)(tu)^i \right]^{-1}.
\]

The coefficients \(B_i(v)\) and \(C_i(v)\) are fixed so that \(E_1(c)(q, p; b_u, r_u; \{b_n\}, \{r_n\})\) coincides with the expansion (3.3) up to terms of order \(O(u^{q+1})\). Note that we have introduced here three additional parameters: \(b_u\), the power appearing in the Borel transform, \(r_u\) that fixes the order of the Padé approximant, and \(q\) which indicates the number of terms that are resummed, and that, in the following, will always satisfy \(q \leq p - 1\). Analogously, starting from Eq. (3.6), we define \(E_2(c)(q, p; b_u, r_u; \{b_n\}, \{\alpha_n\})\). We will call the first method the “double Padé-Borel” method, while the second will be named the “conformal Padé-Borel” method.

Let us now apply these methods to the computation of the fixed point \((\vec{u}^*, \vec{v}^*)\). In this case, we resum the \(\beta\)-functions \(\beta_u/u\) and \(\beta_v/v\) and then look for a common zero with \(u < 0\). We consider first the resummation \(E_1\), Eq. (3.7). A detailed analysis shows that the coefficients \(R_1\) can only be defined for \(r_n = 1\). We have also tried \(r_0 = 2\) and \(r_1 = 2\), but the resulting Padé approximants turned out defective. Therefore, we have fixed \(r_n = 1\) for all \(0 \leq n \leq 5\). We must also fix the parameters \(\{b_n\}\). It is impossible to vary all of them independently, since there are too many combinations. For this reason, we have taken all \(b_n\) equal, i.e. we have set \(b_n = b_v\) for all \(n\). Finally, we have only considered the case \(q = p - 1\). Therefore, the analysis is based on the approximants

\[
\hat{E}_1(\cdot)(p; b_u, r_u; b_v) = E_1(\cdot)(p - 1, p; b_u, r_u; \{b_n = b_v\}, \{r_n = 1\}).
\]

Estimates of the fixed point \((\vec{u}^*, \vec{v}^*)\) have been obtained by solving the equations
\[
\hat{E}_1(\beta_{np}/\tau)(p; b_u, r_u, b_v) = 0, \quad \hat{E}_1(\beta_{np}/\tau)(p; b_u, r_u, b_v) = 0. \quad (3.9)
\]

We have used \( r_u = 1, 2, \) \( p = 4, 5, 6 \) and we have varied \( b_u \) and \( b_v \) between 0 and 20. As usual in these procedures, we must determine the optimal values of the parameters \( b_u \) and \( b_v \). This is usually accomplished by looking for values of \( b_u \) and \( b_v \) such that the estimates are essentially independent of the order \( p \) of the series. In the present case, we have not been able to find any such pair. Indeed, the five-loop results \( (p = 5) \) are systematically higher than those obtained with \( p = 4 \) and \( p = 6 \). For instance, if we average all estimates with \( 0 \leq b_u, b_v \leq 5 \) we obtain

\[
\begin{align*}
\bar{\tau}^* &= -0.66(1) \quad (p = 4), \quad -0.78(2) \quad (p = 5), \quad -0.63(3) \quad (p = 6); \quad (3.10) \\
\bar{\tau}^* &= 2.235(3) \quad (p = 4), \quad 2.273(4) \quad (p = 5), \quad 2.250(23) \quad (p = 6). \quad (3.11)
\end{align*}
\]

The uncertainties quoted here are the standard deviations of the estimates in the quoted interval and show that the dependence on \( b_u, b_v, \) and \( r_u \) is very small compared to the variation of the results with \( p \). Increasing \( b_u, b_v \) does not help, since the five-loop result is largely insensitive to variations of the parameters, while for \( p = 4 \) and \( p = 6 \) \( |\bar{\tau}^*| \) and \( \bar{\tau}^* \) decrease with increasing \( b_u \) and \( b_v \). It is difficult to obtain a final estimate from these results. We quote

\[
\begin{align*}
\bar{\tau}^* &= -0.68(10), \quad \bar{\tau}^* = 2.25(2), \quad (3.12)
\end{align*}
\]

that includes all estimates reported above.

The instability of the results reported above with \( p \) seems to indicate that some of the hypotheses underlying the choice of the parameters is probably incorrect. One may suspect that choosing all \( b_n \) equal does not allow a correct resummation of the coefficients, and that \( \beta_{np} \) and \( \beta_{np} \) need different choices of the parameters. We have therefore tried a second strategy. First, for each \( \beta \)-function, we have carefully analyzed each coefficient of the series in \( u \), trying to find an optimal value of the parameter \( b_n = r_n \) was fixed in all cases equal to 1 — by requiring the stability of the estimates of the coefficient with respect to a change of the order of the series. However, only for the first two coefficients we were able to identify a stable region, so that we could not apply this method. On the other hand, as we shall see, this method works very well for the resummations of the coefficients that use the conformal mapping.

Let us now discuss the conformal Padé-Borel method. As before, we have tried two different strategies. In the first case we have set all \( b_n \) equal to \( b_v \) and all \( \alpha_n \) equal to \( \alpha_v \), we have used the same parameters for the two \( \beta \)-functions, and we have looked for optimal values of \( b_u, b_v \) and \( \alpha_v \), setting \( r_u = 1, 2 \). While before, for each \( p \), the estimates were stable, in this case the fluctuations for each fixed \( p \) are very large, and no estimate can be obtained.

Then, we applied the second strategy. We analyzed carefully each coefficient of the series in \( u \), finding optimal values \( b_n, \alpha_n, \) for each \( n \) and \( \beta \)-function. Of course, the required stability analysis can only be performed if the series is long enough, and thus we have always taken \( q \leq 4 \). Therefore, we consider

\[
\tilde{E}_2(\cdot)(q, p; b_u, r_u; \delta_b, \delta_a) = E_2(\cdot)(q, p; b_u, r_u; \{b_n, \alpha_n + \delta_b\}, \{\alpha_n, \delta_a\}). \quad (3.13)
\]
TABLE VII. Estimates of \((\overline{\pi}, \overline{\tau})\) obtained using the conformal Padé-Borel method. The results are averages over \(0 \leq b_u \leq 20, -3 \leq \delta_b \leq 3, -1 \leq \delta_\alpha \leq 1, r_{2,u} = 1,2\). “Def” is the percentage of defective Padé approximants in each analysis.

| \(q\) | \(r_{1,u}\) | \(p = 5\) | \(\text{Def}\) | \(p = 6\) | \(\text{Def}\) |
|-------|-------------|--------|--------|--------|--------|
| 3     | 0           | \([-0.615(27), 2.175(43)]\) | 80%    | \([-0.641(7), 2.199(10)]\) | 78%    |
| 4     | 0           | \([-0.618(22), 2.190(35)]\) | 74%    | \([-0.630(9), 2.194(16)]\) | 61%    |
| 4     | 3           | \([-0.619(20), 2.191(33)]\) | 71%    | \([-0.632(8), 2.196(15)]\) | 61%    |

where \(\delta_\alpha\) and \(\delta_b\) are \((n\text{-independent})\) numbers which allow us to vary \(b_u\) and \(\alpha_n\) around the optimal values. Estimates of the fixed point are obtained from

\[
\hat{E}_2(\beta_\overline{\pi}/\overline{\tau})(q, p; b_u, r_{1,u}; \delta_b, \delta_\alpha) = 0, \quad \hat{E}_2(\beta_\overline{\pi}/\overline{\tau})(q, p; b_u, r_{2,u}; \delta_b, \delta_\alpha) = 0. \tag{3.14}
\]

The first problem which must be addressed is the value of the parameters \(r_{1,u}\) and \(r_{2,u}\). For \(\beta_\overline{\pi}/\overline{\tau}\) we find that the Padé approximants are always defective for \(r_{1,u} = 1,2\); they are well behaved only for \(r_{1,u} = 3\) and \(q = 4\). Since the resummed series in \(u\) has coefficients that are quite small, we decided to use also \(r_{1,u} = 0\), which corresponds to a direct summation of the series in \(u\), without any Padé-Borel transformation. For \(\beta_\overline{\tau}/\overline{\tau}\) we did not observe a regular pattern for the defective Padé’s and we have used \(r_{2,u} = 1,2\), discarding all defective cases. The results, for chosen values of \(p, q,\) and \(r_{1,u}\) are reported in Table VII. The quoted uncertainty is the standard deviation of the results when \(-3 \leq \delta_b \leq 3\) and \(-1 \leq \delta_\alpha \leq 1\). This choice is completely arbitrary, but in similar analyses of different models we found that varying \(\alpha\) by \(\pm 1\) and \(b\) by \(\pm 3\) provides a reasonable estimate of the error. Notice that we have not optimized \(b_u\), but we have averaged over all values between 0 and 20, since the dependence on this parameter is extremely small. The results are stable, giving a final estimate (average of the results with \(p = 6, q = 4\))

\[
\overline{\pi} = -0.631(16), \quad \overline{\tau} = 2.195(20). \tag{3.15}
\]

The error bars have been chosen in such a way to include all central values for \(p = 5\) and \(p = 6\). It should be noted that, even if our results are quite stable with respect to changes of the parameters, most of the approximants do not contribute since they are defective. For these reasons, in the following we will always carefully check the dependence of the estimates on the value of the fixed point, considering also values of \((\overline{\pi}, \overline{\tau})\) that are well outside the confidence intervals of Eq. (3.15).

We can compare our results for the fixed point with previous determinations. Ref. [24] reports \((\overline{\pi}, \overline{\tau}) = (-0.667, 2.244)\) obtained from the Chisholm-Borel analysis of the four-loop series. The same expansion was also analyzed by Varnashev [33] obtaining \((\overline{\pi}, \overline{\tau}) = (-0.582(85), 2.230(83))\) and \((\overline{\pi}, \overline{\tau}) = (-0.625(60), 2.187(56))\) using different sets of Padé approximants. The \(\epsilon\)-algorithm by Wynn with a Mittag-Leffler transform was used in Ref. [25] finding \((\overline{\pi}, \overline{\tau}) = (-0.587, 2.178)\). From the analysis of the five-loop series Pakhnin and Sokolov [37] obtain \((\overline{\pi}, \overline{\tau}) = (-0.711(12), 2.261(18))\). While the four-loop results are in good agreement with our estimates, the five-loop estimate differs significantly, a fact that may indicate that the claim of Ref. [37] that the error on their estimates is approximately
1–2% is rather optimistic. Note also that the five-loop result is quite different from the previous four-loop estimates.

We have also tried to determine the eigenvalues of the stability matrix $\Omega$, cf. Eq. (2.8), that controls the subleading corrections in the model. We used both a double Padé-Borel transformation and the conformal-Padé-Borel method. In the first case we obtain estimates that vary strongly with the order, and, as it happened for the position of the fixed point, it is impossible to obtain results that are insensitive to the order $p$. For $r_u = 1$, discarding the cases in which the computed eigenvalues are complex, we obtain for the smallest eigenvalue $\omega$:

$$\omega = 0.16(2) \ (p = 4), \quad 0.21(3) \ (p = 5), \quad 0.16(3) \ (p = 6). \quad (3.16)$$

We have included in the error the dependence on the position of the fixed point. These estimates have been obtained setting $r_u = 1$ and averaging over $b_u$ and $b_v$, varying between 0 and 10. We have not tried to optimize the choice of these parameters, since the estimates show only a small dependence on them. We have also considered $r_u = 2$. In this case a large fraction of the approximants is defective (for $p = 4$ they are all defective). We obtain

$$\omega = 0.29(4) \ (p = 5), \quad 0.33(5) \ (p = 6). \quad (3.17)$$

The quite large discrepancy between the estimates (3.16) and (3.17) clearly indicates that the analysis is not very robust. A conservative final estimate is

$$\omega = 0.25(10), \quad (3.18)$$

that includes the previous results.

We have also tried the conformal-Padé-Borel method, optimizing separately each coefficient . However, several problem appeared immediately. First, we could not perform a Padé-Borel resummation of the series in $u$ of the elements of the stability matrix. Indeed, in all cases, some Padé approximant was defective. As in the determination of the fixed-point position, we tried to resum the series in $u$ without any additional transformation. For $p = 4$ this gives reasonable results, and we can estimate $\omega = 0.29(9)$. However, for $p = 5, 6$ all eigenvalues we find are complex, and as such must be discarded.

The fact that the series appearing in the stability matrix generate always defective Padé approximants may indicate that the series in $u$ are not Borel summable. In this case, one expects that the estimates converge towards the correct value up to a certain number of loops. Increasing further the length of the series, worsens the final results. If indeed the expansion is not Borel summable, the previous results seem to indicate that for the subleading exponent $\omega$ the best results are obtained at four loops.

Let us now compute the critical exponents. As before, we tried several different methods. A first estimate was determined using the double Padé-Borel method. Each exponent was computed from the approximants $\tilde{E}_1(\epsilon)(p; b_u, r_u; b_v)$ defined in Eq. (3.8). For $\gamma$ and $\nu$, the series $1/\gamma$ and $1/\nu$ are more stable and thus the final estimates are obtained from their analysis. For $\eta$, if we write $\eta = \sum \eta_n(v)u^n$, then $\eta(n) \sim v^2$ and $\eta_1(v) \sim v$. In this case, for $n = 0$ we resummed the series $\eta_0(v)/v^2$, while for $n = 1$ we considered $\eta_1(v)/v$. The results we obtain are very stable, even if we do not optimize the parameters $b_u$ and $b_v$. Without
choosing any particular value for them, but simply averaging over all values between 0 and 10, we obtain the results of Table VIII. Note that we have not quoted any estimate of $\eta$ for $p = 4$: in all cases, some Padé approximant was defective. The quoted uncertainty, that expresses the variation of the estimates when changing $b_u$, $b_v$, and $r_u$, is very small, and it is clear that it cannot be interpreted as a correct estimate of the error, since the variation with the order $p$ of the series is much larger. In Table VIII we also report the estimates of the exponents corresponding to several different values of $(\pi^*, \nu^*)$: beside the estimate (3.15), we consider two values appearing in the first analysis of the fixed point position, those with the largest and smallest value of $\pi^*$, when $b_u$ and $b_v$ vary in $[0, 5]$. The dependence on $(\pi^*, \nu^*)$ is quite small, of the same order of the dependence on the order $p$. As final estimate we quote the value obtained for $p = 6$, using the estimate (3.15) for the fixed point. The error is estimated by the difference between the results with $p = 5$ and $p = 6$. Therefore we have

$$\gamma = 1.313(14), \quad \nu = 0.668(6), \quad \eta = 0.0327(19).$$

Note that, within one error bar, all estimates of $\gamma$ and $\nu$ reported in Table VIII are compatible with the results given above. Instead, the estimates of $\eta$ show a stronger dependence on the critical point, and a priori, since we do not know how reliable are the uncertainties reported in Eq. (3.15), it is possible that the correct estimate is outside the confidence interval reported above.

We will now use the conformal Padé-Borel method. A first estimate is obtained considering approximants of the form

$$\hat{E}_3(\cdot)(q, p; b_u, r_u; b_v, \alpha_v) = E_2(\cdot)(q, p; b_u, r_u; \{b_n = b_v\}, \{\alpha_n = \alpha_v\}),$$

setting all $b_n$ equal to $b_v$ and $\alpha_n$ equal to $\alpha_v$. The results show a tiny dependence on $b_u$, while no systematic difference is observed between the approximants with $r_u = 1$ and
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**TABLE VIII.** Estimates of the critical exponents for the RIM universality class obtained using a double Padé-Borel resummation. The estimates correspond to the following choices of the parameters: $0 \leq b_u, b_v \leq 20$, $r_u = 1, 2$. The subscript indicates the percentage of cases in which some Padé approximant appearing in the resummation procedure was defective.

| $(\pi^*, \nu^*)$ | $\nu$   | $\gamma$      | $\eta$       |
|------------------|---------|--------------|--------------|
| $p = 4$          |         |              |              |
| $(-0.631, 2.195)$ | 0.6706(3) | 1.3222(4) | 0.03081(3) |
| $(-0.640, 2.230)$ | 0.6740(3) | 1.3282(5) | 0.02738(2) |
| $(-0.680, 2.240)$ | 0.6725(2) | 1.3283(5) | 0.02387(2) |
| $p = 5$          |         |              |              |
| $(-0.631, 2.195)$ | 0.6740(4) | 1.3270(7) | 0.03272(2) |
| $(-0.745, 2.275)$ | 0.6739(4) | 1.3291(7) | 0.02816(2) |
| $(-0.800, 2.270)$ | 0.6687(3) | 1.3213(7) | 0.02387(2) |
| $p = 6$          |         |              |              |
| $(-0.631, 2.195)$ | 0.6677(4) | 1.3130(8) | 0.03272(2) |
| $(-0.570, 2.210)$ | 0.6745(6) | 1.3225(11) | 0.03810(4) |
| $(-0.700, 2.290)$ | 0.6727(4) | 1.3223(8) | 0.03333(2) |
TABLE IX. Estimates of the critical exponents for the RIM universality class obtained using the conformal Padé-Borel method (first analysis). All estimates correspond to the following choices of the parameters: \(0 \leq b_u \leq 10, 2 \leq b_v \leq 8, -1.5 \leq \alpha_v \leq 0.5, r_u = 1, 2\). The subscript indicates the percentage of defective Padé approximants. The upper part of the table reports the estimates for \((\bar{\eta}, \bar{\nu}) = (-0.631, 2.195)\) and different values of \(p\) and \(q\). The lower part reports estimates obtained setting \(p = 6\) and \(q = 4\) for several values of \((\bar{\eta}, \bar{\nu})\).

| \(p = 5, q = 3\) | \(p = 5, q = 4\) | \(p = 6, q = 3\) | \(p = 6, q = 4\) |
|-------------------|-------------------|-------------------|-------------------|
| \(\gamma\) | \(1.336(18)_{40}\%\) | \(1.308(19)_{40}\%\) | \(1.305(15)_{50}\%\) | \(1.338(21)_{00}\%\) |
| \(\nu\) | \(0.673(11)_{44}\%\) | \(0.660(10)_{44}\%\) | \(0.657(7)_{54}\%\) | \(0.676(11)_{00}\%\) |
| \(\eta\) | \(0.0285(15)_{44}\%\) | \(0.0288(17)_{46}\%\) | \(0.0278(4)_{27}\%\) | \(0.0279(5)_{31}\%\) |
| \((-0.647, 2.215)\) | \((-0.615, 2.175)\) | \((-0.700, 2.290)\) | \((-0.570, 2.210)\) |
| \(\gamma\) | \(1.342(21)_{00}\%\) | \(1.334(21)_{00}\%\) | \(1.371(23)_{00}\%\) | \(1.349(21)_{00}\%\) |
| \(\nu\) | \(0.678(11)_{00}\%\) | \(0.674(11)_{00}\%\) | \(0.694(13)_{00}\%\) | \(0.685(13)_{00}\%\) |
| \(\eta\) | \(0.0277(5)_{31}\%\) | \(0.0280(4)_{33}\%\) | \(0.0270(12)_{28}\%\) | \(0.0334(4)_{30}\%\) |

For \(\gamma\) and \(\nu\) the estimates given above are compatible with all results of Table IX. In particular, they are correct even if the error in Eq. (3.15) is underestimated. They are also in good agreement with the estimates obtained with the double Padé-Borel transformation, cf. Eq. (3.19). On the other hand, it is not clear if the error on \(\eta\) is reliable. Indeed, comparison with Eq. (3.13) may indicate that the correct value of \(\eta\) is larger than what predicted by this analysis.

As we did for the fixed point, we can also use the approximants \(\tilde{E}_2\) defined in Eq. (3.13), optimizing separately each coefficient. The results are reported in Table X and correspond to \(0 \leq b_u \leq 10, -3 \leq \delta_b \leq 3, -1 \leq \delta_\alpha \leq 1\) and \(r_u = 1, 2\). As it can be seen from the very small “errors” on the results, the dependence on \(b_u\) is tiny and we have not tried to optimize this parameter. The results are reasonably stable with respect to changes of \(p\) and \(q\) and also the dependence on the value of the fixed point is small. As final results from this analysis we quote the values obtained with \(p = 6\) and \(q = 4\):

\[
\gamma = 1.321(8), \quad \nu = 0.681(1), \quad \eta = 0.0313(5). \tag{3.22}
\]

We can compare these results with the previous estimates (3.19) and (3.21). The agreement is reasonable, although the quoted error on \(\nu\) and \(\eta\) is probably underestimated. This is confirmed by the fact that the scaling relation \(\gamma = (2 - \eta)\nu\) is not satisfied within error bars: indeed, using the estimates of \(\nu\) and \(\eta\), we get \(\gamma = 1.341(2)\).
TABLE X. Estimates of the critical exponents for the RIM universality class obtained using the conformal Padé-Borel method (second analysis). All estimates correspond to the following choices of the parameters: $0 \leq b_u \leq 10$, $-3 \leq \delta_b \leq 3$, $-1 \leq \delta_\alpha \leq 1$, $r_u = 1, 2$. The subscript indicates the percentage of defective Padé approximants. The upper part of the table reports the estimates for $(\overline{\nu}^*, \overline{\nu}^*) = (-0.631, 2.195)$ and different values of $p$ and $q$. The lower part reports estimates obtained setting $p = 6$ and $q = 4$ for several values of $(\overline{\nu}^*, \overline{\nu}^*)$.

| $p = 5, q = 3$ | $p = 5, q = 4$ | $p = 6, q = 3$ | $p = 6, q = 4$ |
|-----------------|-----------------|-----------------|-----------------|
| $\gamma$       | 1.335(16)$_{\text{42\%}}$ | 1.329(15)$_{\text{67\%}}$ | 1.322(7)$_{\text{47\%}}$ | 1.321(8)$_{\text{56\%}}$ |
| $\nu$           | 0.684(3)$_{\text{45\%}}$ | 0.682(3)$_{\text{72\%}}$ | 0.682(1)$_{\text{33\%}}$ | 0.681(1)$_{\text{67\%}}$ |
| $\eta$          | 0.0299(4)$_{\text{0\%}}$ | 0.0299(15)$_{\text{0\%}}$ | 0.0312(6)$_{\text{0\%}}$ | 0.0313(5)$_{\text{0\%}}$ |

| $p = 5, q = 3$ | $p = 5, q = 4$ | $p = 6, q = 3$ | $p = 6, q = 4$ |
|-----------------|-----------------|-----------------|-----------------|
| $\gamma$       | 1.323(8)$_{\text{67\%}}$ | 1.318(8)$_{\text{67\%}}$ | 1.332(10)$_{\text{67\%}}$ | 1.331(7)$_{\text{67\%}}$ |
| $\nu$           | 0.683(1)$_{\text{68\%}}$ | 0.680(1)$_{\text{65\%}}$ | 0.690(1)$_{\text{71\%}}$ | 0.687(1)$_{\text{68\%}}$ |
| $\eta$          | 0.0314(5)$_{\text{0\%}}$ | 0.0313(5)$_{\text{0\%}}$ | 0.0315(5)$_{\text{0\%}}$ | 0.0368(6)$_{\text{0\%}}$ |

We want now to obtain final estimates from the analyses given above. Since in the conformal Padé-Borel method we make use of some additional information, the position of the singularity of the Borel transform, we believe this analysis to be the more reliable one. As our finale estimate we have therefore considered the average between (3.21) and (3.22), fixing the error in such a way to include also the estimates (3.19). In this way we obtain

$$\gamma = 1.330(17), \quad \nu = 0.678(10), \quad \eta = 0.030(3). \quad (3.23)$$

A check of these results is provided by the scaling relation $\gamma = \nu(2 - \eta)$. Using the values of $\nu$ and $\eta$ we obtain $\gamma = 1.336(20)$ in good agreement with the direct estimate. A second check of these results is given by the inequalities $\nu \geq 2/3 \approx 0.66667$ and $\gamma + 2\eta/3 \geq 4/3 \approx 1.33333$, that are clearly satisfied by our estimates, e.g. $\gamma + 2\eta/3 = 1.350(17)$. Finally, we want to stress that our final estimates (3.23) are compatible with all results appearing in Tables VIII, IX, and X, even those computed for $(\overline{\nu}^*, \overline{\nu}^*)$ largely different from the estimate (3.15). Thus, we believe that our error estimates take properly into account the uncertainty on the position of the fixed point.

Using the scaling relations $\alpha = 2 - 3\nu$ and $\beta = \frac{1}{2}\nu(1 + \eta)$ we have

$$\alpha = -0.034(30), \quad \beta = 0.349(5). \quad (3.24)$$

For comparison we have also performed the direct analysis of the perturbative series, resumming the expansions for fixed $\overline{\nu}^*/\overline{\nu}^*$. In zero dimensions, these series are not Borel summable, and this is expected to be true in any dimension. However, for the short series we are considering, we can still hope to obtain reasonable results. We have used the same procedures described in Ref. [92], performing a conformal transformation and using $\overline{\nu}_b(z)$ given in Eq. (2.24) as position of the singularity. We obtain

$$\overline{\nu}^* = -0.763(25), \quad \overline{\nu}^* = 2.306(43); \quad (3.25)$$

$$\gamma = 1.327(12), \quad \nu = 0.673(8), \quad \eta = 0.029(3), \quad \omega = 0.34(11). \quad (3.26)$$
TABLE XI. Field-theoretic estimates of the critical exponents for the RIM universality class. Here “$d = 3$ exp.” denotes the massive scheme in three dimensions, “MS exp.” the minimal subtraction scheme without $\epsilon$-expansion. All perturbative results have been obtained by means of Padé-Borel or Chisholm-Borel resummations, except the results of Ref. [25] indicated by “$\epsilon$W” obtained using the $\epsilon$-algorithm of Wynn and of this work.

| Method | $\gamma$ | $\nu$ | $\eta$ | $\omega$ |
|--------|----------|-------|--------|---------|
| This work | $d = 3$ exp. $O(g^6)$ | 1.330(17) | 0.678(10) | 0.030(3) | 0.25(10) |
| Ref. [37], 2000 | $d = 3$ exp. $O(g^5)$ | 1.325(3) | 0.671(5) | 0.025(10) | 0.32(6) |
| Ref. [35], 2000 | $d = 3$ exp. $O(g^4)$ | 1.336(2) | 0.681(12) | 0.040(11) | 0.31 |
| Ref. [34], 1999 | $d = 3$ exp. $O(g^4)$ | 1.323(5) | 0.672(4) | 0.034(10) | 0.33 |
| Ref. [25], 1989 | $d = 3$ exp. $O(g^4)$ | 1.326 | 0.670 | 0.034 |
| Ref. [24], 1989 | $d = 3$ exp. $O(g^4)$ | 1.318 | 0.675 | 0.049 | 0.39(4) |
| Ref. [17], 1982 | scaling field | 1.38 | 0.70 | 0.42 |

The estimate of the fixed point is very different from that computed before. This may indicate that the non-Borel summability causes a large systematic error in this type of analysis. Probably the optimal truncation for the $\beta$-functions corresponds to shorter series. On the other hand, the critical exponents show a tiny dependence on the position of the fixed point. The estimates we obtain are in good agreement with our previous ones, indicating that the exponent series are much better behaved.

Let us now compare our results with previous field-theoretic determinations, see Table XI. We observe a very good agreement with all the reported results. Note that our error bars on $\gamma$ and $\nu$ are larger than those previously quoted. We believe our uncertainties to be more realistic. Indeed, we have often found in this work, that Padé-Borel estimates are insensitive to the parameters used in the analysis, in particular to the parameter $b$ characterizing the Borel-Leroy transform. Therefore, error estimates based on this criterion may underestimate the uncertainty of the results. The perturbative results reported in Table XI correspond to the massive scheme in fixed dimension $d = 3$ and to the minimal subtraction scheme without $\epsilon$-expansion. It should be noted that the latter scheme does not provide any estimate at five loops [36]. Indeed, at this order the resummed $\beta$-function do not have any zero in the region $u < 0$. This fact is probably related to the fact that the series which is analyzed is not Borel-summable. Therefore, perturbative expansions should have an optimal truncation beyond which the quality of the results worsens. For the $\beta$-functions in the minimal subtraction scheme, the optimal number of loops appears to be four. Two other methods have been used to compute the critical exponents: the scaling-field method [17] and the $\sqrt{\epsilon}$-expansion [10]. The former gives reasonable results, while the latter is unable to provide quantitative estimates of critical quantities, see e.g. Ref. [36]. We can also compare our results with the recent Monte Carlo estimates of Ref. [51]. The agreement is quite good for $\gamma$ and $\nu$, while our estimate of $\eta$ is slightly smaller, although still compatible within one error bar. This is not unexpected and appears as a general feature of the $d = 3$-expansion: indeed, also for
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The estimate of the fixed point is very different from that computed before. This may indicate that the non-Borel summability causes a large systematic error in this type of analysis. Probably the optimal truncation for the $\beta$-functions corresponds to shorter series. On the other hand, the critical exponents show a tiny dependence on the position of the fixed point. The estimates we obtain are in good agreement with our previous ones, indicating that the exponent series are much better behaved.

Let us now compare our results with previous field-theoretic determinations, see Table XI. We observe a very good agreement with all the reported results. Note that our error bars on $\gamma$ and $\nu$ are larger than those previously quoted. We believe our uncertainties to be more realistic. Indeed, we have often found in this work, that Padé-Borel estimates are insensitive to the parameters used in the analysis, in particular to the parameter $b$ characterizing the Borel-Leroy transform. Therefore, error estimates based on this criterion may underestimate the uncertainty of the results. The perturbative results reported in Table XI correspond to the massive scheme in fixed dimension $d = 3$ and to the minimal subtraction scheme without $\epsilon$-expansion. It should be noted that the latter scheme does not provide any estimate at five loops [36]. Indeed, at this order the resummed $\beta$-function do not have any zero in the region $u < 0$. This fact is probably related to the fact that the series which is analyzed is not Borel-summable. Therefore, perturbative expansions should have an optimal truncation beyond which the quality of the results worsens. For the $\beta$-functions in the minimal subtraction scheme, the optimal number of loops appears to be four. Two other methods have been used to compute the critical exponents: the scaling-field method [17] and the $\sqrt{\epsilon}$-expansion [10]. The former gives reasonable results, while the latter is unable to provide quantitative estimates of critical quantities, see e.g. Ref. [36]. We can also compare our results with the recent Monte Carlo estimates of Ref. [51]. The agreement is quite good for $\gamma$ and $\nu$, while our estimate of $\eta$ is slightly smaller, although still compatible within one error bar. This is not unexpected and appears as a general feature of the $d = 3$-expansion: indeed, also for
TABLE XII. Estimates of the subleading exponent $\omega$ at the $O(M)$-symmetric fixed point. The last column reports the theoretical prediction $-\alpha_M/\nu_M$.

| $M$ | $p = 4$ | $p = 5$ | $p = 6$ | final | $-\alpha_M/\nu_M$ |
|-----|--------|--------|--------|-------|------------------|
| 2   | 0.009(36) | 0.003(9) | 0.007(4) | 0.007(8) | 0.0192(6) Ref. [81] |
|     |         |        |        |       | 0.0223(24) Ref. [82] |
|     |         |        |        |       | 0.0163(67) Ref. [90] |
| 3   | 0.142(19) | 0.151(8) | 0.156(5) | 0.156(10) | 0.172(14) Ref. [90] |
|     |         |        |        |       | 0.203(12) Ref. [112] |
| 4   | 0.274(35) | 0.269(10) | 0.280(6) | 0.280(12) | 0.301(22) Ref. [90] |
|     |         |        |        |       | 0.360(16) Ref. [112] |
| 8   | 0.580(40) | 0.563(13) | 0.586(8) | 0.586(16) | 0.683(11) Ref. [112] |

the pure model, the estimate of $\eta$ obtained in the fixed-dimension expansion is lower than the Monte Carlo and high-temperature results (see Ref. [70] and references therein).

B. The random $M$-vector model for $M \geq 2$

In this Section we consider the random vector model for $M \geq 2$. First, we have studied the region $u < 0$, looking for a possible fixed point. We have not found any stable solution, in agreement with the general arguments given in the introduction: the mixed point is indeed located in the region $u > 0$, and it is therefore irrelevant for the critical behavior of the dilute model. What remains to be checked is the stability of the $O(M)$ fixed point. As we mentioned in the introduction, a general argument predicts that this fixed point is stable; the random (cubic) perturbation introduces only subleading corrections with exponent $\omega = -\alpha_M/\nu_M$. This exponent can be easily computed from

$$\omega = \frac{\partial \beta_{\pi}}{\partial \nu}(0, \pi), \quad (3.27)$$

which is $N$-independent as expected.

The analysis is identical to that performed for the stability of the Ising point in Ref. [92]. We use a conformal transformation and the large-order behavior of the series; then we fix the optimal values $b_{\text{opt}}$ and $\alpha_{\text{opt}}$ of the parameters by requiring the estimates of $\pi'$ and $\omega$ to be stable with respect to the order of the series used. The errors were obtained varying $\alpha$ and $b$ in the intervals $[\alpha_{\text{opt}} - 2, \alpha_{\text{opt}} + 2]$ and $[b_{\text{opt}} - 3, b_{\text{opt}} + 3]$. As in Ref. [92], the final result is reported with an uncertainty corresponding to two standard deviations.

The final results for some values of $M$ are reported in Table XII, together with estimates of the theoretical prediction $-\alpha_M/\nu_M$. For $M \geq 3$ these results clearly indicate that the $O(M)$-symmetric point is stable. The results are somewhat lower than the theoretical prediction, especially if we consider the high-temperature estimates of the critical exponents of Ref. [112]. This is not surprising: indeed the estimates of the subleading exponents $\omega$ show in many cases discrepancies with estimates obtained by using other methods. This is probably connected to the non-analyticity of the $\beta$-function at the fixed point [14, 113, 114, 115, 116]. A similar discrepancy, although still well within a combined error bar, is observed for $M = 2$.  
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In this case, we obtain $\omega > 0$, indicating that the fixed point is stable. The error however does not allow to exclude the opposite case.
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