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ABSTRACT. We prove a unique continuation property for the fractional Laplacian \((-\Delta)^s\) when \(s \in (-n/2, \infty) \setminus \mathbb{Z}\) where \(n \geq 1\). In addition, we study Poincaré-type inequalities for the operator \((-\Delta)^s\) when \(s \geq 0\). We apply the results to show that one can uniquely recover, up to a gauge, electric and magnetic potentials from the Dirichlet-to-Neumann map associated to the higher order fractional magnetic Schrödinger equation. We also study the higher order fractional Schrödinger equation with singular electric potential. In both cases, we obtain a Runge approximation property for the equation. Furthermore, we prove a uniqueness result for a partial data problem of the \(d\)-plane Radon transform in low regularity. Our work extends some recent results in inverse problems for more general operators.

1. Introduction. The fractional Laplacian \((-\Delta)^s\), \(s \in (-n/2, \infty) \setminus \mathbb{Z}\), is a non-local operator by definition and thus differs substantially from the ordinary Laplacian \((-\Delta)\). The non-local behaviour can be exploited when solving fractional inverse problems. In section 3.1, we prove that \((-\Delta)^s\) admits a unique continuation property (UCP) for open sets, that is, if \(u\) and \((-\Delta)^su\) both vanish in a nonempty open set, then \(u\) vanishes everywhere. Clearly this property cannot hold for local operators. We give many other versions of UCPS as well.

We have also included a quite comprehensive discussion of the Poincaré inequality for the higher order fractional Laplacian \((-\Delta)^s\), \(s \geq 0\), in section 3.2. We give many proofs for the higher order fractional Poincaré inequality based on various different methods in the literature. The higher order fractional Poincaré inequality appears earlier at least in [85] for functions in \(C^\infty_c(\Omega)\) where \(\Omega\) is a bounded Lipschitz domain. Also similar inequalities are proved in the book [4] for homogeneous
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Sobolev norms but without referring to the fractional Laplacian. However, we have extended some known results, given alternative proofs, and studied a connection between the fractional and the classical Poincaré constants. We believe that section 3.2 will serve as a helpful reference on fractional Poincaré inequalities in the future.

Our main applications are fractional Schrödinger equations with and without a magnetic potential, and the d-plane Radon transforms with partial data. We apply the UCP result and the Poincaré inequality for higher order fractional Laplacians to show uniqueness for the associated fractional Schrödinger equation and the Runge approximation properties. UCPs have also applications in integral geometry since certain partial data inverse problems for the Radon transforms can be reduced to unique continuation problems of the normal operators. We remark that the normal operators of the Radon transforms are negative order fractional Laplacians (Riesz potentials) up to constant coefficients.

In this section, we introduce our models, discuss some related results and present our main theorems and corollaries. We start with the classical Calderón problem as a motivation.

1.1. The Calderón problem. We will study a non-local version of the famous Calderón problem called the fractional Calderón problem. A survey of the fractional Calderón problem is given in [80]. The Calderón problem is a classical inverse problem where one wants to determine the electrical conductivity on some sufficiently smooth domain by boundary measurements [78, 84]. Suppose that $\Omega \subset \mathbb{R}^n$ is a domain with regular enough boundary $\partial \Omega$. The electrical conductivity is usually represented as a bounded positive function $\gamma$, and the conductivity equation is

$$\begin{cases} \nabla \cdot (\gamma \nabla u) = 0 \text{ in } \Omega \\ u|_{\partial \Omega} = f \end{cases}$$

where $f$ is the potential on the boundary $\partial \Omega$ and $u$ is the induced potential in $\Omega$. The data in this problem is the Dirichlet-to-Neumann (DN) map $\Lambda_{\gamma}(f) = (\gamma \partial_{\nu} u)|_{\partial \Omega}$, where $\nu$ is the outer unit normal on the boundary. The DN map basically tells how the applied voltage on the boundary induces normal currents on the boundary by the electrical properties of the interior. The inverse problem is to determine $\gamma$ from the DN map $\Lambda_{\gamma}$. One of the associated basic questions is the uniqueness problem, that is, whether $\gamma_1 = \gamma_2$ follows from $\Lambda_{\gamma_1} = \Lambda_{\gamma_2}$.

Equation (1) can be reduced to a Schrödinger equation

$$\begin{cases} (-\Delta + q)u = 0 \text{ in } \Omega \\ u|_{\partial \Omega} = f \end{cases}$$

where $q = (\Delta \sqrt{\gamma})/\sqrt{\gamma}$ now represents the electric potential in $\Omega$. One typically assumes that 0 is not a Dirichlet eigenvalue of the operator $(-\Delta + q)$ to obtain unique solutions to equation (2). The inverse problem then is to know whether one can determine the electric potential $q$ uniquely from the DN map $\Lambda_{\gamma}$, which can be expressed in terms of the normal derivative $\Lambda_{q} f = \partial_{\nu} u|_{\partial \Omega}$ for regular enough boundaries. For more details on the classical Calderón problem and its applications to medical, seismic and industrial imaging, see [78, 84].

1.2. Fractional Schrödinger equation. In this article, we focus on the fractional Schrödinger equation and its generalization, the fractional magnetic Schrödinger equation. The main difference between the classical and fractional Schrödinger operators is that the first one is local and the second one is non-local. This can be
seen since the Laplacian \((-\Delta)\) is local as a differential operator while the fractional counterpart \((-\Delta)^s\), where \(s \in \mathbb{R}^+ \setminus \mathbb{Z}\), is a non-local Fourier integral operator. In other words, the value \((-\Delta)^s u(x), s \in \mathbb{R}^+ \setminus \mathbb{Z}\), depends on the values of \(u\) everywhere, not just in a small neighbourhood of \(x \in \mathbb{R}^n\). Fractional Laplacians have a close connection to Levy processes and have been used in many areas of mathematics and physics, for example to model anomalous and nonlocal diffusion, and also in the formulation of fractional quantum mechanics where the fractional Schrödinger equation arises naturally as a generalization of the ordinary Schrödinger equation [3, 7, 19, 29, 52, 51, 59, 72].

Since the fractional Laplacian is a non-local operator, it is more natural to fix exterior values for the solutions of the equation instead of just boundary values. This motivates the study of the following exterior value problem, first introduced in [29],

\[
\begin{align*}
((-\Delta)^s + q)u &= 0 \text{ in } \Omega \\
u|_{\Omega_e} &= f
\end{align*}
\]

where \(\Omega_e = \mathbb{R}^n \setminus \overline{\Omega}\) is the exterior of \(\Omega\). The associated DN map for equation (3) is a bounded linear operator \(\Lambda_q : H^s(\Omega_e) \to (H^s(\Omega_e))^*\) which, under stronger assumptions, has an expression \(\Lambda_q f = (-\Delta)^s u|_{\Omega_e} [29]\). We assume that the potential \(q\) is such that the following holds:

(4) If \(u \in H^s(\mathbb{R}^n)\) solves \((-\Delta)^s + q)u = 0 \text{ in } \Omega\) and \(u|_{\Omega_e} = 0\), then \(u = 0\).

In other words, condition (4) requires that 0 is not a Dirichlet eigenvalue of the operator \((-\Delta)^s + q)\).

In section 5, we will prove that, under certain assumptions, one can uniquely determine the potential \(q\) in equation (3) from exterior measurements when \(s \in \mathbb{R}^+ \setminus \mathbb{Z}\), and we also prove a Runge approximation property for equation (3) (see also section 1.5). These generalize the results in [29, 75] to higher fractional powers of \(s\). The proofs basically reduce to the fact that the operator \((-\Delta)^s\) has the following UCP: if \((-\Delta)^s u|_V = 0\) and \(u|_V = 0\) for some nonempty open set \(V \subset \mathbb{R}^n\), then \(u = 0\) everywhere. This reflects the fact that \((-\Delta)^s\) is a non-local operator since such UCP can never hold for local operators.

Unique continuation of the fractional Laplacian has been extensively studied and used to show uniqueness results for fractional Schrödinger equations [14, 28, 29, 75]. One version was already proved by Riesz [29, 71] and similar methods were used in [42] to show a UCP of Riesz potentials \(I_\alpha\) which can be seen as fractional Laplacians with negative exponents. See also [46] for a unique continuation result of Riesz potentials. UCP of \((-\Delta)^s\) for functions in \(H^s(\mathbb{R}^n), r \in \mathbb{R}\), was proved in [29] when \(s \in (0, 1)\). The proof is based on Carleman estimates from [73] and on Caffarelli-Silvestre extension [8, 9]. Using the known result for \(s \in (0, 1)\), we provide an elementary proof which generalizes the UCP for all \(s \in (-n/2, \infty) \setminus \mathbb{Z}\) with the same trick we obtain several other unique continuation results. There are also strong unique continuation results for \(s \in (0, 1)\) if one assumes more regularity from the function [23, 73]. In the strong UCP, one replaces the condition \(u|_V = 0\) by the requirement that \(u\) vanishes to infinite order at some point \(x_0 \in V\). The higher order case \(s \in \mathbb{R}^+ \setminus (\mathbb{Z} \cup (0, 1))\) has been studied recently by several authors [24, 27, 87]. These results however assume some special conditions on the function \(u\), i.e. they require that \(u\) is in a Sobolev space which depends on the power \(s\) of the fractional Laplacian \((-\Delta)^s\). We only require that \(u\) is in some Sobolev space \(H^s(\mathbb{R}^n)\) where \(r \in \mathbb{R}\) can be an arbitrarily small (negative) number.
See also [46] where the author proves a higher order Runge approximation property by $s$-harmonic functions in the unit ball when $s \in \mathbb{R}^+ \setminus \mathbb{Z}$ (compare to theorem 1.4). Here $s$-harmonicity simply means that $(-\Delta)^s u = 0$ in some domain $\Omega$. The $s$-harmonic approximation in the case $s \in (0, 1)$ was already studied in [18]; similar higher regularity approximation results are proved in [11, 29] for the fractional Schrödinger equation.

1.3. Fractional magnetic Schrödinger equation. Section 6 of this paper extends the study of the fractional magnetic Schrödinger equation (FMSE) begun in [14], expanding the uniqueness result for the related inverse problem to the cases when $s \in \mathbb{R}^+ \setminus \mathbb{Z}$. The direct problem for the classical magnetic Schrödinger equation (MSE) consists in finding a function $u$ satisfying
\[
\begin{aligned}
(-\Delta)A u + qu &= -\Delta u - i\nabla \cdot (Au) - iA \cdot \nabla u + (|A|^2 + q)u = 0 \text{ in } \Omega \\
u|_{\partial \Omega} &= f
\end{aligned}
\]
where $\Omega \subset \mathbb{R}^n$ is some bounded open set with Lipschitz boundary representing a medium, $f$ is the boundary value for the solution $u$, and $A, q$ are the vector and scalar potentials of the equation. In the associated inverse problem, we are given measurements on the boundary in the form of a DN map $\Lambda_{A,q} : H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega)$, and we are asked to recover $A, q$ in $\Omega$ using this information. It was shown in [61] that this is only possible up to a natural gauge: one can uniquely determine the potential $q$ and the magnetic field $\text{curl} A$, but the magnetic potential $A$ can not be determined in greater detail. The inverse problem for MSE is of great interest, because it generalizes the non-magnetic case by adding some first order terms, and shows a quite different behavior. It also possesses multiple applications in the sciences: the papers [61, 63, 57, 21, 62] and [36] give some examples of this, treating the inverse scattering problem with a fixed energy, isotropic elasticity, the Maxwell, Schrödinger and Dirac equations and the Stokes system. We refer to the survey [77] for many more references on inverse boundary value problems related to MSE.

We are interested in the study of a high order fractional version of the MSE. There have been many studies in this direction (see for instance [54, 53, 55]). In our work, we will build upon the results from [14] and generalize them to higher order. Thus, for us the direct problem for FMSE asks to find a function $u$ which satisfies
\[
\begin{aligned}
(-\Delta)^s_A u + qu &= 0 \text{ in } \Omega \\
u|_{\Omega_e} &= f
\end{aligned}
\]
where $\Omega, f, A$ and $q$ play a similar role as in the local case, $s \in \mathbb{R}^+ \setminus \mathbb{Z}$ and $(-\Delta)^s_A$ is the magnetic fractional Laplacian. This is a fractional version of $(-i\nabla + A) \cdot (-i\nabla + A)$, the magnetic Laplacian from which MSE arises. In section 6, we will construct the fractional magnetic Laplacian based on the fractional gradient operator $\nabla^s$. The fractional gradient is based on the framework laid down in [19, 20], and has been studied in the papers [15, 14]. One should keep in mind that for $s > 1$ the fractional gradient is a tensor of order $[s]$ rather than a vector. In the corresponding inverse problem, we assume to know the DN map $\Lambda_{A,q}^s : H^s(\Omega_e) \to (H^s(\Omega_e))^*$, and we wish to recover $A, q$ in $\Omega$. In the cases when $s \in (0, 1)$, it has been shown that the pair $A, q$ can only be recovered up to a natural gauge [14]. We generalize this result to the case $s \in \mathbb{R}^+ \setminus \mathbb{Z}$. This is achieved by first proving a weak UCP and the Runge approximation property for FMSE, and then testing the Alessandrini identity for the equation with suitably chosen functions.
Remark 1. The case of the high order magnetic Schrödinger equation, that is the one in which \( s \in \mathbb{N}, s \neq 1 \), is still open at the time of writing to the best of the authors’ knowledge. Our methods are purely nonlocal, and thus cannot be applied to the integer case. It was however showed in [61], as cited above, that a uniqueness result up to a natural gauge holds when \( s = 1 \).

1.4. Radon transforms and region of interest tomography. Unique continuation results have also applications in integral geometry. It was proved in [42] that the normal operator of the X-ray transform admits a UCP in the class of compactly supported distributions. This was done by considering the normal operator as a Riesz potential. We generalize the result for the normal operator of the \( d \)-plane transform \( R_d \) where \( d \in \mathbb{N} \) is odd such that \( 0 < d < n \). In the case \( d = 1 \) the transform \( R_d \) corresponds to the X-ray transform and in the case \( d = n - 1 \) to the Radon transform. The UCP of the normal operator \( N_d = R_d^* R_d \) implies uniqueness for the following partial data problem: if \( f \) integrates to zero over all \( d \)-planes which intersect some nonempty open set \( V \) and \( f|_V = 0 \), then \( f = 0 \). This can be seen as a complementary result to the Helgason support theorem for the \( d \)-plane transform [37]. Helgason’s theorem says that if \( f \) integrates to zero over all \( d \)-planes not intersecting a convex and compact set \( K \) and \( f|_K = 0 \), then \( f = 0 \). The \( d \)-plane transform \( R_d \) is injective on continuous functions which decay rapidly enough at infinity and also on compactly supported distributions [37]. The \( d \)-plane transform has been recently studied in the periodic case on the flat torus [2, 41, 68] but also in other settings [17, 38, 70]. Weighted and limited data Radon transforms (\( d = n - 1 \)) have been studied recently for example in [26, 30, 31, 32].

When \( d = 1 \), partial data problems as discussed above arise for example in seismology and medical imaging. In [42], it is explained how one can use shear wave splitting data to uniquely determine the difference of the anisotropic perturbations in the S-wave speeds, and also how one can use local measurements of travel times of seismic waves to uniquely determine the conformal factor in the linearization. Both of these problems reduce to the following partial data result: if \( f \) integrates to zero over all lines which intersect some nonempty open set \( V \) and \( f|_V = 0 \), then \( f = 0 \). In medical imaging, one typically wants to reconstruct a specific part of the human body. Can this be done by using only X-rays which go through our region of interest (ROI)? Generally this is not possible even for \( C^\infty_0 \)-functions [44, 64, 82], but if we know some information of \( f \) in the ROI, then the reconstruction can be done. For example, if the function \( f \) is piecewise constant, piecewise polynomial or analytic in the ROI, then \( f \) can be uniquely determined from the X-ray data [43, 44, 86]. Also, if we know the X-ray data through the ROI and the values of \( f \) in an arbitrarily small open set inside the ROI, then \( f \) is uniquely determined everywhere [13, 42]. For practical applications of ROI tomography in medical imaging, see for example [88, 89]. See also [45, 66, 67] for a discussion of the difficulties of obtaining stable reconstruction in partial data problems for the X-ray transform (visible and invisible singularities).

1.5. Main results. We briefly introduce the basic notation; more details can be found in sections 2, 4, 5 and 6. Let \( H^r(\mathbb{R}^n) \) be the \( L^2 \) Sobolev space of order \( r \in \mathbb{R} \) and \( \hat{H}^r(\Omega) \) the closure of \( C^\infty_0(\Omega) \) in \( H^r(\mathbb{R}^n) \) when \( \Omega \) is an open set. The \( L^1 \) Bessel potential space is denoted by \( H^{r,1}(\mathbb{R}^n) \). We define \( H^r_K(\mathbb{R}^n) \subset H^r(\mathbb{R}^n) \) to be those Sobolev functions which have support in the compact set \( K \). The fractional Laplacian is defined via the Fourier transform \( (-\Delta)^s u = \mathcal{F}^{-1}(|\cdot|^{2s} \hat{u}) \). Then
$(-\Delta)^s \colon H^r(\mathbb{R}^n) \to H^{r-2s}(\mathbb{R}^n)$ is a continuous operator when $s \in \mathbb{R}^+ \setminus \mathbb{Z}$. The $d$-plane transform $R_d$ takes a function which decreases rapidly enough at infinity and integrates it over $d$-dimensional planes where $0 < d < n$. The normal operator of the $d$-plane transform is defined as $N_d = R_d^* R_d$ where $R_d^*$ is the adjoint operator. Further, we denote by $\mathcal{D}'(\mathbb{R}^n)$ the space of all distributions, $\mathcal{E}'(\mathbb{R}^n)$ the space of compactly supported distributions, $\mathcal{D}'_c(\mathbb{R}^n)$ the space of rapidly decreasing distributions and $C_\infty(\mathbb{R}^n)$ the set of rapidly decreasing continuous functions. The space of singular potentials $Z^{-s}_r(\mathbb{R}^n)$ is a certain subset of distributions $\mathcal{D}'(\mathbb{R}^n)$ and can be interpreted as a set of bounded multipliers from $H^s(\mathbb{R}^n)$ to $H^{-s}(\mathbb{R}^n)$.

The following theorem extends a result in [29] and has a central role in this article. We call it the UCP of the operator $(-\Delta)^s$.

**Theorem 1.1.** Let $n \geq 1$, $s \in (-n/4, \infty) \setminus \mathbb{Z}$ and $u \in H^r(\mathbb{R}^n)$ where $r \in \mathbb{R}$. If $(-\Delta)^s u|_V = 0$ and $u|_V = 0$ for some nonempty open set $V \subset \mathbb{R}^n$, then $u = 0$. The claim holds also for $s \in (-n/2, -n/4) \setminus \mathbb{Z}$ if $u \in H^{r-1}(\mathbb{R}^n)$ or $u \in \mathcal{D}'_c(\mathbb{R}^n)$.

Theorem 1.1 is proved in section 3.1. The UCP of $(-\Delta)^s$ implies corresponding UCP for Riesz potentials (see corollary 3 and [42, Theorem 5.2]). This in turn implies the following UCP for the normal operator of the $d$-plane transform $N_d$ when $d$ is odd; the case $d = 1$ was already studied in [42].

**Corollary 1.** Let $n \geq 2$ and let $f$ belong to either $\mathcal{E}'(\mathbb{R}^n)$ or $C_\infty(\mathbb{R}^n)$. Let $d \in \mathbb{N}$ be odd such that $0 < d < n$. If $N_d f|_V = 0$ and $f|_V = 0$ for some nonempty open set $V \subset \mathbb{R}^n$, then $f = 0$.

From the UCP of $N_d$ we obtain the next result which is in a sense complementary to the Helgason support theorem for the $d$-plane transform [37, Theorem 6.1]. It extends a result in [42] where the authors prove a similar uniqueness property for the X-ray transform.

**Corollary 2.** Let $n \geq 2$, $V \subset \mathbb{R}^n$ a nonempty open set and $f \in C_\infty(\mathbb{R}^n)$. Let $d \in \mathbb{N}$ be odd such that $0 < d < n$. If $f|_V = 0$ and $R_d f = 0$ for all $d$-planes intersecting $V$, then $f = 0$. The claim holds also for $f \in \mathcal{E}'(\mathbb{R}^n)$ when the assumption $R_d f = 0$ for all $d$-planes intersecting $V$ is understood in the sense of distributions.

If $d$ is even, then $f$ is uniquely determined in $V$ by its integrals over $d$-planes which intersect $V$, i.e. $R_d f = 0$ for all $d$-planes intersecting $V$ implies $f|_V = 0$ (see remark 7). The authors do not know if the result of corollary 2 holds when $d$ is even. However, if $d$ is even, then the result of corollary 1 cannot be true as the normal operator $N_d$ is the inverse of a local operator. See section 4 for the proofs and the definition of the $d$-plane transform of distributions.

The following result is a general version of the Poincaré inequality which we need for the well-posedness of the inverse problem for the fractional Schrödinger equation.

**Theorem 1.2.** Let $n \geq 1$, $s \geq t \geq 0$, $K \subset \mathbb{R}^n$ a compact set and $u \in H^t_K(\mathbb{R}^n)$. There exists a constant $\tilde{c} = \tilde{c}(n, K, s) > 0$ such that

$$
\|(-\Delta)^{t/2} u\|_{L^2(\mathbb{R}^n)} \leq \tilde{c} \|(-\Delta)^{s/2} u\|_{L^2(\mathbb{R}^n)}.
$$

The constant $\tilde{c}$ can be expressed in terms of the classical Poincaré constant when $s \geq 1$ (see theorem 3.10). See section 3.2 for several proofs of the Poincaré inequality. From the unique continuation of $(-\Delta)^s$ we obtain results for the higher
order fractional Schrödinger equation with singular electric potential. The following
theorems generalize the results in [29, 75] for higher exponents \( s \in \mathbb{R}^+ \setminus (\mathbb{Z} \cup (0, 1)) \).

**Theorem 1.3.** Let \( n \geq 1 \), \( \Omega \subset \mathbb{R}^n \) a bounded open set, \( s \in \mathbb{R}^+ \setminus \mathbb{Z} \), and \( q_1, q_2 \in Z_0^{-s}(\mathbb{R}^n) \) which satisfy condition (4). Let \( W_1, W_2 \subset \Omega_e \) be open sets. If the DN maps for the equations \((-\Delta)^s u + m_q(u) = 0\) in \( \Omega \) satisfy \( \Lambda_{q_1} f|_{W_2} = \Lambda_{q_2} f|_{W_2} \) for all \( f \in C_c^\infty(W_1) \), then \( q_1|_{\Omega} = q_2|_{\Omega} \).

**Theorem 1.4.** Let \( n \geq 1 \) and \( s \in \mathbb{R}^+ \setminus \mathbb{Z} \). Let \( \Omega \subset \mathbb{R}^n \) a bounded open set and \( \Omega_1 \supset \Omega \) any open set such that \( \text{int}(\Omega_1 \setminus \Omega) \neq \emptyset \). If \( q \in Z_0^{-s}(\mathbb{R}^n) \) satisfies condition (4), then any \( g \in H^s(\Omega) \) can be approximated arbitrarily well in \( H^s(\Omega) \) by solutions \( u \in H^s(\mathbb{R}^n) \) to the equation \((-\Delta)^s u + m_q(u) = 0\) in \( \Omega \) such that \( \text{spt}(u) \subset \Omega_1 \).

We remark that the approximation property in theorem 1.4 also holds in \( L^2(\Omega) \) when one takes restrictions of the solutions (see [29, Theorem 1.3]). In [18, 46] the authors prove similar approximation results: \( C^k \)-functions can be approximated (in the \( C^k \)-norm) in the unit ball by \( s \)-harmonic functions, i.e. functions \( u \) which satisfy \((-\Delta)^s u = 0\) in \( B_1(0) \) (see also [29, Remark 7.3]). Theorems 1.3 and 1.4 are proved in section 5. The proofs are almost identical to those in [29, 75] and only slight changes need to be done. We will present the main ideas of the proofs for clarity and in order to make a comparison to the more complicated case of FMSE.

We have achieved the following result on the Calderón problem for FMSE:

**Theorem 1.5.** Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a bounded open set, \( s \in \mathbb{R}^+ \setminus \mathbb{Z} \), and let \( A_i, q_i \) verify assumptions (a1)-(a5) in section 6 for \( i = 1, 2 \). Let \( W_1, W_2 \subset \Omega_e \) be open sets. If the DN maps for the FMSEs in \( \Omega \) relative to \( (A_1, q_1) \) and \( (A_2, q_2) \) satisfy

\[
\Lambda_{A_1, q_1}^s[f]|_{W_2} = \Lambda_{A_2, q_2}^s[f]|_{W_2} \quad \text{for all} \quad f \in C_c^\infty(W_1),
\]

then \( (A_1, q_1) \sim (A_2, q_2) \), that is, the potentials coincide up to gauge.

An in-depth clarification of the assumptions and the definition of the gauge involved in the proof are presented in section 6.

1.6. **Organization of the article.** This article is organized as follows. Section 2 is devoted to preliminaries. We introduce our notation and definitions of relevant quantities. In sections 3.1 and 3.2 we prove the unique continuation property of \((-\Delta)^s\) for \( s \in (-n/2, \infty) \setminus \mathbb{Z} \) and give several proofs for the fractional Poincaré inequality. We introduce some applications in integral geometry and partial data problems of the d-plane transform in section 4. In section 5, we show the uniqueness and the Runge approximation results for the higher order fractional Schrödinger equation with singular electric potential. We prove the uniqueness result up to a gauge for the higher order fractional magnetic Schrödinger equation in section 6. Finally, in section 7, we discuss other problems that would now naturally continue our work. There are many potential recent results in inverse problems which perhaps can be generalized to higher order fractional Laplacians using our unique continuation result and fractional Poincaré inequality.

2. **Preliminaries.** In this section, we will go through our basic notations and definitions. The following theory of distributions, Fourier analysis and Sobolev spaces can be found in many books (see for example [1, 4, 6, 39, 40, 58, 60, 79, 83]). We write \( |\cdot| \) for both the Euclidean norm of vectors and the absolute value of complex numbers. We denote by \( \mathbb{N}_0 \) the set of natural numbers including zero.
2.1. Distributions and Fourier transform. We denote by $\mathcal{E}(\mathbb{R}^n)$ the set of smooth functions equipped with the topology of uniform convergence of derivatives of all order on compact sets. We also denote by $\mathcal{D}(\mathbb{R}^n)$ the set of compactly supported smooth functions with the topology of uniform convergence of derivatives of all order in a fixed compact set. The topological duals of these spaces are denoted by $\mathcal{D}'(\mathbb{R}^n)$ and $\mathcal{E}'(\mathbb{R}^n)$. Elements in the space $\mathcal{E}'(\mathbb{R}^n)$ can be identified as distributions in $\mathcal{D}'(\mathbb{R}^n)$ with compact support.

We also use the space of rapidly decreasing smooth functions, i.e. Schwartz functions. Define the Schwartz space as

$$\mathcal{S}(\mathbb{R}^n) = \left\{ \varphi \in C^\infty(\mathbb{R}^n) : \|\langle \cdot \rangle^N \partial^\beta \varphi\|_{L^\infty(\mathbb{R}^n)} < \infty \text{ for all } N \in \mathbb{N} \text{ and } \beta \in \mathbb{N}_0^n \right\},$$

where $\langle x \rangle = (1 + |x|^2)^{1/2}$, equipped with the topology induced by the seminorms $\|\langle \cdot \rangle^N \partial^\beta \varphi\|_{L^\infty(\mathbb{R}^n)}$. The continuous dual of $\mathcal{S}(\mathbb{R}^n)$ is denoted by $\mathcal{S}'(\mathbb{R}^n)$ and its elements are called tempered distributions. We have the continuous inclusions $\mathcal{E}'(\mathbb{R}^n) \subset \mathcal{S}'(\mathbb{R}^n) \subset \mathcal{D}'(\mathbb{R}^n)$. The Fourier transform of $u \in L^1(\mathbb{R}^n)$ is defined as

$$(\mathcal{F}u)(\xi) = \hat{u}(\xi) = \int_{\mathbb{R}^n} e^{-ix\cdot\xi} u(x) dx$$

and it is an isomorphism $\mathcal{F}: \mathcal{S}(\mathbb{R}^n) \to \mathcal{S}'(\mathbb{R}^n)$. By duality the Fourier transform is also an isomorphism $\mathcal{F}: \mathcal{S}'(\mathbb{R}^n) \to \mathcal{S}'(\mathbb{R}^n)$. By density of $\mathcal{S}(\mathbb{R}^n)$ in $L^2(\mathbb{R}^n)$ the Fourier transform can be extended to an isomorphism $\mathcal{F}: L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)$. The following subset of Schwartz space

$$\mathcal{S}_0(\mathbb{R}^n) = \{ \varphi \in \mathcal{S}(\mathbb{R}^n) : \varphi|_{B(0,\epsilon)} = 0 \text{ for some } \epsilon > 0 \}$$

is used to define fractional Laplacians on homogeneous Sobolev spaces.

Finally, we denote by $\mathcal{O}'_c(\mathbb{R}^n)$ the space of rapidly decreasing distributions. One has that $T \in \mathcal{O}'_c(\mathbb{R}^n)$ if and only if for any $N \in \mathbb{N}$ there exist $M(N) \in \mathbb{N}$ and continuous functions $g_\beta$ such that

$$T = \sum_{|\beta| \leq M(N)} \partial^\beta g_\beta,$$

where $\langle \cdot \rangle^N g_\beta$ is a bounded function for every $|\beta| \leq M(N)$. Alternatively one can characterize $\mathcal{O}'_c(\mathbb{R}^n)$ via the Fourier transform: it holds that $\mathcal{F}: \mathcal{O}'_c(\mathbb{R}^n) \to \mathcal{O}_M(\mathbb{R}^n)$ is a bijective map where $\mathcal{O}_M(\mathbb{R}^n)$ is the space of smooth functions with polynomially bounded derivatives of all orders. We have the continuous inclusions $\mathcal{E}'(\mathbb{R}^n) \subset \mathcal{O}'_c(\mathbb{R}^n) \subset \mathcal{S}'(\mathbb{R}^n)$. For example $C_\infty(\mathbb{R}^n) \subset \mathcal{O}'_c(\mathbb{R}^n)$, where $f \in C_\infty(\mathbb{R}^n)$ if and only if $f$ is continuous and $\langle \cdot \rangle^N f$ is bounded for every $N \in \mathbb{N}$. The convolution formula for the Fourier transform $\hat{f} \ast \hat{g} = \hat{f\hat{g}}$ holds in the sense of distributions when $f \in \mathcal{O}'_c(\mathbb{R}^n)$ and $g \in \mathcal{S}'(\mathbb{R}^n)$. For more details on distributions, see the classic books [39, 40, 83].

2.2. Fractional Laplacian on Sobolev spaces. Let $r \in \mathbb{R}$. We define the inhomogeneous fractional $L^2$ Sobolev space of order $r$ to be the set

$$H^r(\mathbb{R}^n) = \{ u \in \mathcal{S}'(\mathbb{R}^n) : \mathcal{F}^{-1}(\langle \cdot \rangle^r \hat{u}) \in L^2(\mathbb{R}^n) \}$$

equipped with the norm

$$\|u\|_{H^r(\mathbb{R}^n)} = \|\mathcal{F}^{-1}(\langle \cdot \rangle^r \hat{u})\|_{L^2(\mathbb{R}^n)}.$$
The spaces $H^r(\mathbb{R}^n)$ are Hilbert spaces for all $r \in \mathbb{R}$. It follows that both $\mathcal{S}(\mathbb{R}^n)$ and $\mathcal{S}_0(\mathbb{R}^n)$ are dense in $H^r(\mathbb{R}^n)$ for all $r \in \mathbb{R}$. Note that

$$O'_C(\mathbb{R}^n) \subset \bigcup_{r \in \mathbb{R}} H^r(\mathbb{R}^n).$$

If $s \in (0, 1)$, the fractional Laplacian can be defined in several equivalent ways [47]. We will take the Fourier transform approach which allows us to define it as a continuous map on Sobolev spaces for all $s \in \mathbb{R}^+ \setminus \mathbb{Z}$. Define the fractional Laplacian of order $s \in \mathbb{R}^+ \setminus \mathbb{Z}$ as $(-\Delta)^s\varphi = \mathcal{F}^{-1}(|\cdot|^{2s}\hat{\varphi})$ for $\varphi \in \mathcal{S}(\mathbb{R}^n)$. Then $(-\Delta)^s: \mathcal{S}(\mathbb{R}^n) \to H^{r-2s}(\mathbb{R}^n)$ is linear and continuous with respect to the norm $|| | - ||_{H^r(\mathbb{R}^n)}$ by a simple calculation. Thus we can uniquely extend it to a continuous linear operator $(-\Delta)^s: H^r(\mathbb{R}^n) \to H^{r-2s}(\mathbb{R}^n)$ as $(-\Delta)^s u = \lim_{k \to \infty} (-\Delta)^s \varphi_k$, where $\varphi_k \in \mathcal{S}(\mathbb{R}^n)$ is such that $\phi_k \to u$ in $H^r(\mathbb{R}^n)$.

On the other hand, if $s > -n/4$, one can always define $(-\Delta)^s u$ for $u \in H^r(\mathbb{R}^n)$ as the tempered distribution $(-\Delta)^s u = \mathcal{F}^{-1}(|\cdot|^{2s}\hat{u})$, note that we also allow integer values of $s$ here. This can be seen in the following way: let $\varphi_k \in \mathcal{S}(\mathbb{R}^n)$ such that $\varphi_k \to 0$ in $\mathcal{S}(\mathbb{R}^n)$. It holds that $|\cdot|^{-\beta} \in L^1(\mathbb{R}^n)$ if and only if $\beta < n$. Taking $N \in \mathbb{N}$ large enough and using Cauchy-Schwartz we obtain

$$\int_{\mathbb{R}^n} |x|^{2s} |\hat{u}(x)||\varphi_k(x)| \, dx \leq \left( \int_{\mathbb{R}^n} |x|^{2s} |\hat{u}(x)|^2 \, dx \right)^{1/2} \left( \int_{\mathbb{R}^n} |x|^{4s} (\varphi_k)^2 \, dx \right)^{1/2} \leq C \left( \int_{\mathbb{R}^n} \frac{|x|^{4s}}{|\hat{x}|^{2N}} \, dx \right)^{1/2} \| (-\Delta)^{N-r} \varphi_k \|_{L^\infty(\mathbb{R}^n)} \to 0.$$ 

Hence $|\cdot|^{2s} \hat{u} \in \mathcal{S}'(\mathbb{R}^n)$ and also $(-\Delta)^s u = \mathcal{F}^{-1}(|\cdot|^{2s} \hat{u}) \in \mathcal{S}'(\mathbb{R}^n)$. The definition can be relaxed to $s > -n/2$ if we assume that $\langle \cdot \rangle^t \hat{u} \in L^\infty(\mathbb{R}^n)$ for some $t \in \mathbb{R}$. This holds for example if $u \in O'_C(\mathbb{R}^n)$ or $u \in H^{r-1}(\mathbb{R}^n)$ (see the definition of Bessel potential spaces below). When $s \geq 0$, we again obtain that $(-\Delta)^s: H^r(\mathbb{R}^n) \to H^{r-2s}(\mathbb{R}^n)$ is continuous. It follows from the properties of the Fourier transform that $(-\Delta)^s (-\Delta)^t = (-\Delta)^{s+t}$ when $s > -n/2$ and $k \in \mathbb{N}$. This relation will be used many times.

Fractional Laplacians with negative powers $s$ have a connection to Riesz potentials. Let $\alpha \in \mathbb{R}$ such that $0 < \alpha < n$. We define the Riesz potential $I_\alpha: O'_C(\mathbb{R}^n) \to \mathcal{S}'(\mathbb{R}^n)$ as $I_\alpha f = f * h_\alpha$, where the kernel is $h_\alpha(x) = |x|^{\alpha-n}$. It follows that $I_\alpha$ is continuous in the distributional sense and $I_\alpha = (-\Delta)^{-\alpha}$, up to a constant factor, where $s = (n-\alpha)/2$. On the other hand, if $-n/2 < s < 0$, then one can write $(-\Delta)^s f = f * |\cdot|^{-2s-n} = I_{2s+n} f$, also up to a constant factor. Hence fractional Laplacians with negative powers correspond to Riesz potentials and vice versa.

Following [4], one can define fractional Laplacians and Riesz potentials on homogeneous Sobolev spaces. Let us define

$$\dot{H}^r(\mathbb{R}^n) = \{ u \in \mathcal{S}'(\mathbb{R}^n) : \hat{u} \in L^1_{\text{loc}}(\mathbb{R}^n) \text{ and } |\cdot|^r \hat{u} \in L^2(\mathbb{R}^n) \}$$

and equip it with the norm

$$||u||_{\dot{H}^r(\mathbb{R}^n)} = \left( \int_{\mathbb{R}^n} |\xi|^{2r} |\hat{u}(\xi)|^2 \, d\xi \right)^{1/2}.$$
The norm \( \|u\|_{H^r(\mathbb{R}^n)} \) is homogeneous with respect to scaling \( \xi \rightarrow \lambda \xi \) in contrast to the norm \( \|u\|_{H^r(\mathbb{R}^n)} \). We have the inclusions \( H^r(\mathbb{R}^n) \subseteq H^s(\mathbb{R}^n) \) for \( r < s \) and \( H^r(\mathbb{R}^n) \subseteq H^r(\mathbb{R}^n) \) for \( r > 0 \). If \( r < n/2 \), then \( H^r(\mathbb{R}^n) \) is a Hilbert space and \( \mathcal{S}_0(\mathbb{R}^n) \) is dense in \( H^r(\mathbb{R}^n) \). Let \( s \geq 0 \) and define \( (-\Delta)^s \varphi = \mathcal{F}^{-1}(|\cdot|^{2s} \hat{\varphi}) \) for \( \varphi \in \mathcal{S}_0(\mathbb{R}^n) \). Then \( (-\Delta)^s : \mathcal{S}_0(\mathbb{R}^n) \rightarrow H^{r-2s}(\mathbb{R}^n) \) is an isometry with respect to the norm \( \|\cdot\|_{H^r(\mathbb{R}^n)} \) and by density can be extended to a continuous map \( (-\Delta)^s : H^r(\mathbb{R}^n) \rightarrow H^{r-2s}(\mathbb{R}^n) \) when \( r < n/2 \). Similarly one obtains that \( I_s : H^r(\mathbb{R}^n) \rightarrow H^{r+n-\alpha}(\mathbb{R}^n) \) is a continuous map for \( r < \alpha - n/2 \) and corresponds to fractional Laplacians with negative powers, up to a constant factor.

The fractional Laplacian can also be defined on Bessel potential spaces. Let \( 1 \leq p < \infty \). We define

\[
H^{r,p}(\mathbb{R}^n) = \{ u \in \mathcal{S}'(\mathbb{R}^n) : \mathcal{F}^{-1}(\langle \cdot \rangle^r \hat{u}) \in L^p(\mathbb{R}^n) \}
\]

and equip it with the norm

\[
\|u\|_{H^{r,p}(\mathbb{R}^n)} = \|\mathcal{F}^{-1}(\langle \cdot \rangle^r \hat{u})\|_{L^p(\mathbb{R}^n)}.
\]

It follows that \( H^{r,p}(\mathbb{R}^n) \) is a Banach space and \( \mathcal{S}(\mathbb{R}^n) \) is dense in \( H^{r,p}(\mathbb{R}^n) \) for all \( r \in \mathbb{R} \). By the Mikhlin multiplier theorem, one obtains that the operator \( (-\Delta)^s : H^{r,p}(\mathbb{R}^n) \rightarrow H^{r-2s,p}(\mathbb{R}^n) \) is continuous for \( s \geq 0 \) and \( 1 < p < \infty \). The fractional Laplacian is also defined in the space \( H^{r-1}(\mathbb{R}^n) \) since \( H^{r-1}(\mathbb{R}^n) \hookrightarrow H^{2r-n-\alpha}(\mathbb{R}^n) \) for any \( \epsilon > 0 \) by the continuity of the Fourier transform \( \mathcal{F} : L^1(\mathbb{R}^n) \rightarrow L^\infty(\mathbb{R}^n) \).

One can define fractional Laplacians on more general spaces. It follows that if \( s \in (-n/2, 1) \), then \( (-\Delta)^s : \mathcal{S}(\mathbb{R}^n) \rightarrow \mathcal{S}'(\mathbb{R}^n) \) is continuous where \( \mathcal{S}_s(\mathbb{R}^n) \) is the set

\[
\mathcal{S}_s(\mathbb{R}^n) = \{ \varphi \in C^\infty(\mathbb{R}^n) : \langle \cdot \rangle^{n+2s} \partial^\beta \varphi \in L^\infty(\mathbb{R}^n) \text{ for all } \beta \in \mathbb{N}_0^n \}.
\]

equipped with the topology induced by the seminorms \( \|\langle \cdot \rangle^{n+2s} \partial^\beta \varphi\|_{L^\infty(\mathbb{R}^n)} \). One can then extend \( (-\Delta)^s \) by duality to a continuous map \( (-\Delta)^s : (\mathcal{S}_s(\mathbb{R}^n))^* \rightarrow \mathcal{S}'(\mathbb{R}^n) \). See [29, 81] for more details and a characterization of the dual \( (\mathcal{S}_s(\mathbb{R}^n))^* \).

2.3. Trace spaces and singular potentials. Let \( U, F \subset \mathbb{R}^n \) be an open and a closed set. We define the following Sobolev spaces

\[
H^r(U) = \{ u|_U : u \in H^r(\mathbb{R}^n) \}
\]

\[
\tilde{H}^r(U) = \text{closure of } C_c^\infty(U) \text{ in } H^r(\mathbb{R}^n)
\]

\[
H^r_0(U) = \text{ closure of } C_c^\infty(U) \text{ in } H^r(U)
\]

\[
H^r_F(\mathbb{R}^n) = \{ u \in H^r(\mathbb{R}^n) : \text{spt}(u) \subset F \}.
\]

It is obvious that \( \tilde{H}^r(U) \subset H^r_F(\mathbb{R}^n) \) and \( \tilde{H}^r(U) \subset H^r_0(U) \). In nonlocal problems, we impose exterior values for the equation instead of boundary values. Therefore exterior values are considered to be the same if their difference is in the space \( \tilde{H}^r(U) \). For example, in equation (3) the condition \( u|_{\Omega_c} = f \) means that \( u - f \in \tilde{H}^r(\Omega) \), i.e. \( u \) and \( f \) are equal outside \( \overline{\Omega} \), where \( \Omega \) is bounded open set. This motivates the definition of the abstract trace space \( X = H^r(\mathbb{R}^n)/\tilde{H}^r(\Omega) \) which identifies functions in \( \Omega_c \). If \( \Omega \) is a Lipschitz domain, then we have \( H^r_0(\Omega) = H^r_0(\mathbb{R}^n) \) when \( r > -1/2 \), \( r \notin \{1/2, 3/2, \ldots \} \), \( \tilde{H}^r(\Omega) = H^r_F(\mathbb{R}^n) \), \( X = H^r(\Omega_c) \) and \( X^* = H^r_F(\mathbb{R}^n) \). Thus for more regular domains it could be more convenient to work with the spaces \( H^r_F(\mathbb{R}^n) \), but in this article we do not assume any regularity of the set \( \Omega \). For more theory of Sobolev spaces on (non-Lipschitz) domains and their properties, see [12, 58].
We also use some properties of singular potentials which were introduced in [75]. Let \( t \geq 0 \) and define \( Z^{-t}(U) \) as a subspace of distributions \( \mathcal{D}'(U) \) equipped with the norm
\[
\|f\|_{Z^{-t}(U)} = \sup \{ \|\langle f, u_1 u_2 \rangle_U\| : u_i \in C_c^\infty(U), \|u_i\|_{H^t(\mathbb{R}^n)} = 1 \},
\]
where \( \langle \cdot, \cdot \rangle_U \) is the dual pairing. We denote by \( Z^{-t}_0(U) \) the closure of \( C_c^\infty(U) \) in \( Z^{-t}(U) \). Elements in \( Z^{-t}(\mathbb{R}^n) \) can be seen as multipliers: every \( f \in Z^{-t}(\mathbb{R}^n) \) induces a map \( m_f : H^t(\mathbb{R}^n) \to H^{-t}(\mathbb{R}^n) \) defined as \( \langle m_f(u), v \rangle_{\mathbb{R}^n} = \langle f, uv \rangle_{\mathbb{R}^n} \). Also \( \|\langle f, uv \rangle_{\mathbb{R}^n}\| \leq \|f\|_{Z^{-t}(\mathbb{R}^n)} \|u\|_{H^t(\mathbb{R}^n)} \|v\|_{H^{-t}(\mathbb{R}^n)} \), and this inequality can be seen as a motivation for the definition of the space \( Z^{-t}(\mathbb{R}^n) \). Clearly we have \( Z^{-t}_0(\mathbb{R}^n) \subset Z^{-t}(\mathbb{R}^n) \). If \( U \) is bounded, then \( L^p(\mathbb{R}^n) \subset Z^{-t}_0(\mathbb{R}^n) \) for \( 0 < t < n/2 \) and \( L^\infty(\mathbb{R}^n) \subset Z^{-t}_0(\mathbb{R}^n) \) in the sense of zero extensions. Further, it holds that \( L^p(U) \subset Z^{-t}_0(\mathbb{R}^n) \) when \( p > \max\{1, n/2t\} \) (see section 6). We will only need these basic inclusions. For a more detailed treatment of the space of singular potentials \( Z^{-t}(U) \), see [56, 75].

3. Unique continuation property and Poincaré inequality.

3.1. Unique continuation results. In this section, we prove theorem 1.1 and give several other unique continuation results for fractional Laplacians and Riesz potentials in inhomogeneous and homogeneous Sobolev spaces. Even though we do not need all the results to solve the inverse problems considered in this article, we still state those variants since they are not given in earlier literature to the best of our knowledge. The strategy to prove results in this chapter is straightforward: if something is true for \( (-\Delta)^s \) when \( s \in (0, 1) \), then by the splitting \( (-\Delta)^s = (-\Delta)^k(-\Delta)^{s-k} \) it should also be true for all powers \( s \) whenever the operations and claims are meaningful.

First we need a basic lemma for polyharmonic distributions, i.e. distributions which satisfy \( (-\Delta)^k g = 0 \) for some integer \( k \in \mathbb{N} \). We sketch the proof since it reflects the method of reduction we repeatedly use in this section.

**Lemma 3.1.** Let \( V \subset \mathbb{R}^n \) be any nonempty open set. If \( g \in \mathcal{D}'(\mathbb{R}^n) \) satisfies \( (-\Delta)^k g = 0 \) and \( g|_V = 0 \) for some \( k \in \mathbb{N} \), then \( g = 0 \).

**Proof.** The proof is by induction. The case \( k = 1 \) is true since harmonic distributions are harmonic functions and therefore analytic [60]. Assume that the lemma holds for some \( k = m \in \mathbb{N} \). If \( (-\Delta)^{m+1} g = 0 \) and \( g|_V = 0 \), then \( (-\Delta)^m (-\Delta)g = 0 \) and \( (-\Delta)g|_V = 0 \) since \( (-\Delta) \) is a local operator. The induction assumption implies \( (-\Delta)g = 0 \), and since also \( g|_V = 0 \), we obtain \( g = 0 \) by harmonicity. This implies the claim. Alternatively one could use the fact that polyharmonic distributions are analytic [60, Theorem 7.30].

Now we can prove theorem 1.1. The idea is to reduce the general case back to the one where \( s \in (0, 1) \) and use the UCP proved in [29]. Note that the corresponding UCP cannot hold for local operators such as \( (-\Delta)^k \) when \( k \in \mathbb{N} \). Therefore we have to assume that \( s \in \mathbb{R} \setminus \mathbb{Z} \). For the proof of the case \( s \in (0, 1) \), see [29, Theorem 1.2].

**Proof of theorem 1.1.** Because of our assumptions for \( u \), the fractional Laplacian \( (-\Delta)^s u \) for \( s \in (-n/2, \infty) \setminus \mathbb{Z} \) is well-defined, see section 2.2. Assume that \( k - 1 < s < k \) for some \( k \in \mathbb{N} \). Now we can split \( (-\Delta)^s u = (-\Delta)^{s-(k-1)}((-\Delta)^{k-1} u) \) where \( s-(k-1) \in (0, 1) \). Since the operator \( (-\Delta)^{k-1} \) is local, we obtain
\[
(-\Delta)^{s-(k-1)}((-\Delta)^{k-1} u)|_V = 0
\]
and \((-\Delta)^{k-1}u|_V = 0\) where \((-\Delta)^{k-1}u \in H^{r-2(k-1)}(\mathbb{R}^n)\). We have \((-\Delta)^{k-1}u = 0\) by the UCP of \((-\Delta)^{s-(k-1)}\). Since \(u\) is polyharmonic and \(u|_V = 0\), lemma 3.1 implies \(u = 0\).

If \(-n/2 < s < 0\), \(s \notin \mathbb{Z}\), choose \(k \in \mathbb{N}\) such that \(k + s > 0\). Then by the locality of \((-\Delta)^{k}\) we obtain \((-\Delta)^{k+s}u|_V = 0\) and \(u|_V = 0\). The first part of the proof implies the claim.

Note that theorem 1.1 implies UCP for equations of the type \((-\Delta)^s u + Lu = 0\) where \(L\) is any local operator. Especially, this holds if \(L = P(x, D)\) where

\[
P(x, D) = \sum_{|\alpha| \leq m} a_\alpha(x) D^\alpha
\]
is a differential operator of order \(m\).

The following unique continuation result of Riesz potentials was presented in [42]. We use it to show uniqueness for partial data problems of the d-plane transform in section 4. We recall the short proof since it relies on the UCP of the fractional Laplacian.

**Corollary 3.** Let \(\alpha \in \mathbb{R}\) such that \(0 < \alpha < n\) and \((\alpha - n)/2 \in \mathbb{R} \setminus \mathbb{Z}\). Let \(f \in \mathcal{O}'(\mathbb{R}^n)\) and \(V \subset \mathbb{R}^n\) some nonempty open set. If \(I_\alpha f|_V = 0\) and \(f|_V = 0\), then \(f = 0\).

**Proof.** Recall that \(f \in H^r(\mathbb{R}^n)\) for some \(r \in \mathbb{R}\). We can write \(I_\alpha f = (-\Delta)^{-s}f\) where \(s = (n - \alpha)/2\). Choose \(k \in \mathbb{N}\) such that \(k > s\). By locality of \((-\Delta)^{k}\) we obtain the conditions \((-\Delta)^{k-s}f|_V = 0\) and \(f|_V = 0\). Theorem 1.1 implies \(f = 0\). \(\square\)

It is also independently proved in [42], without using the UCP of \((-\Delta)^{s}\), that if \(f \in \mathcal{E}'(\mathbb{R}^n)\), then one can replace the condition \(I_\alpha f|_V = 0\) by the requirement \(\partial^\beta(I_\alpha f)(x_0) = 0\) for some \(x_0 \in V\) and all \(\beta \in \mathbb{N}_0^\alpha\). In fact, this can be used to prove a slightly stronger result for \((-\Delta)^s\) in the case of compact support.

**Corollary 4.** Let \(u \in \mathcal{E}'(\mathbb{R}^n), V \subset \mathbb{R}^n\) some nonempty open set and \(s \in (-n/2, \infty)\) \(\setminus\) \(\mathbb{Z}\). If \(\partial^\beta((-\Delta)^s u)(x_0) = 0\) and \(u|_V = 0\) for some \(x_0 \in V\) and all \(\beta \in \mathbb{N}_0^{\alpha}\), then \(u = 0\).

**Proof.** Let \(k < 1 < s < k\) where \(k \in \mathbb{N}\). Now \((-\Delta)^s = (-\Delta)^{k}((-\Delta)^{s-k}) = (-\Delta)^{k}I_\alpha\) where \(\alpha = n + 2s - 2k \in (n - 2, n)\). Furthermore, \(\partial^\beta((-\Delta)^s u) = \partial^\beta I_\alpha((-\Delta)^k u)\) since the Riesz potential commutes with derivatives. By the locality of \((-\Delta)^{k}\) we obtain the conditions \(\partial^\beta(I_\alpha((-\Delta)^k u)(x_0)) = 0\) and \((-\Delta)^k u|_V = 0\) where \((-\Delta)^k u \in \mathcal{E}'(\mathbb{R}^n)\). By [42, Theorem 1.1], we must have \((-\Delta)^k u = 0\). Since also \(u|_V = 0\), we obtain \(u = 0\) by lemma 3.1.

Let then \(s \in (-n/2, 0), s \notin \mathbb{Z}\), and pick \(k \in \mathbb{N}\) such that \(s + k > 0\). All the derivatives \(\partial^\beta((-\Delta)^s u)(x_0)\) vanish, and hence \((-\Delta)^k \partial^\beta((-\Delta)^s u)(x_0) = 0\). Now

\[
((-\Delta)^k \partial^\beta((-\Delta)^s u)(x_0) = \partial^\beta((-\Delta)^{s+k} u)
\]
and we get the conditions \(\partial^\beta((-\Delta)^{s+k} u)(x_0) = 0\) and \(u|_V = 0\). The first part of the proof gives the claim. \(\square\)

The UCP of \((-\Delta)^s\) also extends to homogeneous Sobolev spaces. The following result is a simple consequence of theorem 1.1. See [23, 24] for related results (strong UCP and measurable UCP in some special cases).

**Corollary 5.** Let \(s \in \mathbb{R}^+ \setminus \mathbb{Z}\) and \(u \in H^r(\mathbb{R}^n), r < n/2\). If \((-\Delta)^s u|_V = 0\) and \(u|_V = 0\) for some nonempty open set \(V \subset \mathbb{R}^n\), then \(u = 0\).
Proof. If \( r < 0 \), then \( u \in H^r(\mathbb{R}^n) \) and the claim follows from theorem 1.1. Let \( r > 0 \) and choose \( k \in \mathbb{N} \) such that \( r - 2k < 0 \). Now \( (-\Delta)^k(-\Delta)^p = (-\Delta)^p(-\Delta)^k \) holds in \( \mathcal{S}_0(\mathbb{R}^n) \) so by the density of \( \mathcal{S}_0(\mathbb{R}^n) \) and the locality of \( (-\Delta)^k \) we obtain \( (-\Delta)^k((-\Delta)^pu)|_V = 0 \) and \( (-\Delta)^k u|_V = 0 \), where \( (-\Delta)^k u \in H^{r-2k}(\mathbb{R}^n) \subset H^{r-2k}(\mathbb{R}^n) \). Hence \( (-\Delta)^k u = 0 \) by theorem 1.1 and since \( u|_V = 0 \) we obtain \( u = 0 \) by lemma 3.1.

Since \( (-\Delta)^k(-\Delta)^{-s} = (-\Delta)^{k-s} \) also holds by the density of \( \mathcal{S}_0(\mathbb{R}^n) \), one can reduce the case of negative exponents to the case of positive exponents. Thus one obtains the corresponding UCP for the Riesz potential \( I_n \) in \( H^r(\mathbb{R}^n) \) where \( r < \alpha - n/2 \). By the Sobolev embedding theorem we obtain the following unique continuation result for Bessel potential spaces when \( 1 \leq p \leq 2 \).

**Corollary 6.** Let \( s \in \mathbb{R}^+ \setminus \mathbb{Z}, 1 \leq p \leq 2 \) and \( u \in H^{r,p}(\mathbb{R}^n), r \in \mathbb{R} \). If \( (-\Delta)^s u|_V = 0 \) and \( u|_V = 0 \) for some nonempty open set \( V \subset \mathbb{R}^n \), then \( u = 0 \).

Proof. If \( p = 1 \), then \( \mathcal{F}^{-1}(\langle \cdot \rangle^r \hat{u}) \in L^1(\mathbb{R}^n) \) which implies \( \langle \cdot \rangle^r \hat{u} \in L^\infty(\mathbb{R}^n) \) since \( \mathcal{F}: L^1(\mathbb{R}^n) \to L^\infty(\mathbb{R}^n) \) is continuous. Hence \( u \in H^t(\mathbb{R}^n) \) for some \( t \in \mathbb{R} \) and the claim follows from theorem 1.1. Let then \( 1 < p \leq 2 \). By the Sobolev embedding theorem (see e.g. [6, Theorem 6.5.1]) \( H^{r,p}(\mathbb{R}^n) \leftrightarrow H^{r_1,p_1}(\mathbb{R}^n) \) when \( r_1 \leq r, 1 < p \leq p_1 < \infty \) and \( r - \frac{n}{p} = r_1 - \frac{n}{p_1} \).

Choose \( p_1 = 2 \). Then for any \( 1 < p \leq 2 \) the previous equality holds when \( r_1 = \frac{2rp + n(p-2)}{2p} \leq r \).

Hence \( u \in H^{r_1,2}(\mathbb{R}^n) = H^{r_1}(\mathbb{R}^n) \) and by theorem 1.1 we obtain \( u = 0 \).

For higher exponents \( p \), we can prove the following version of unique continuation considering the Fourier transform.

**Corollary 7.** Let \( r \geq 0, 2 \leq p < \infty \) and \( s \in \mathbb{R}^+ \setminus \mathbb{Z} \). Let \( u \in H^{r,p}(\mathbb{R}^n) \) and \( V \subset \mathbb{R}^n \) some nonempty open set. If \( (-\Delta)^s \hat{u}|_V = 0 \) and \( \hat{u}|_V = 0 \), then \( u = 0 \).

Proof. By the inclusion \( H^{r,p}(\mathbb{R}^n) \leftrightarrow L^p(\mathbb{R}^n) \) for \( r \geq 0 \), we can assume \( u \in L^p(\mathbb{R}^n) \).

If \( p = 2 \), then \( u \in L^2(\mathbb{R}^n) \). By theorem 1.1, we obtain \( \hat{u} = 0 \) and hence \( u = 0 \).

If \( 2 < p < \infty \), then we have that \( \hat{u} \in H^{-t}(\mathbb{R}^n) \) where \( t > n(1/2 - 1/p) \) by [39, Theorem 7.9.3]. Again we obtain \( \hat{u} = 0 \) by theorem 1.1 and eventually \( u = 0 \).

Note that if \( u \) has compact support, then by the Paley-Wiener theorem the condition \( \hat{u}|_V = 0 \) already implies that \( u = 0 \).

3.2. **The fractional Poincaré inequality.** This subsection is dedicated to the proofs of a fractional Poincaré inequality. It serves the goal of estimating the \( L^2 \)-norm of \( u \in H^{s}(\Omega) \) with that of its fractional Laplacian \( (-\Delta)^{s/2}u \). We give five possible proofs for the fractional Poincaré inequality. We believe that giving several proofs will be helpful in subsequent works. This also illustrates some connections between methods which might have been unnoticed before.

The first proof is the most direct one and is based on splitting of frequencies on the Fourier side. The second proof utilizes several estimates (most importantly Hardy-Littlewood-Sobolev inequalities). This proof is motivated by the approach taken in [29]. Third proof uses a reduction argument to extend the inequality proved in [11] for all powers \( s \geq 0 \). Fourth proof is based on interpolation of homogeneous
Sobolev spaces and it also gives an explicit constant in terms of the classical Poincaré constant. Fifth proof uses uncertainty inequalities which are treated in [25].

We begin our first proof by dividing the Fourier side into high and low frequencies. We only use simple estimates in the proof. In this approach we also get a control on the Poincaré constant. The result is basically the same as [4, Proposition 1.55].

**Theorem 3.2 (Poincaré inequality).** Let $s \geq 0$, $K \subset \mathbb{R}^n$ compact set and $u \in H^s_K(\mathbb{R}^n)$. There exists a constant $c = c(n, K, s) > 0$ such that

$$
\|u\|_{L^2(\mathbb{R}^n)} \leq c \|(-\Delta)^{s/2} u\|_{L^2(\mathbb{R}^n)}.
$$

**Proof.** We divide the integration into high and low frequencies

$$
\|u\|_{L^2(\mathbb{R}^n)}^2 = \int_{|\xi| \leq \epsilon} |\hat{u}(\xi)|^2 \, d\xi + \int_{|\xi| > \epsilon} |\hat{u}(\xi)|^2 \, d\xi
$$

where $\epsilon > 0$ is determined later on. Let us analyze the first part. Since $u \in L^2(\mathbb{R}^n)$ and has support in $K$, Hölder’s inequality implies

$$
|\hat{u}(\xi)| \leq \|u\|_{L^1(\mathbb{R}^n)} \leq |K|^{1/2} \|u\|_{L^2(\mathbb{R}^n)}.
$$

Thus we have

$$
\int_{|\xi| \leq \epsilon} |\hat{u}(\xi)|^2 \, d\xi \leq \int_{|\xi| \leq \epsilon} |K| \|u\|_{L^2(\mathbb{R}^n)}^2 \, d\xi = c^n |K| |B(0, 1)| \|u\|_{L^2(\mathbb{R}^n)}^2,
$$

where $|K|$ and $|B(0, 1)|$ are the measures of $K$ and the unit ball $B(0, 1)$. For high frequencies we can do the following trick

$$
\int_{|\xi| > \epsilon} |\hat{u}(\xi)|^2 \, d\xi = \int_{|\xi| > \epsilon} \frac{|\xi|^{2s} |\hat{u}(\xi)|^2}{|\xi|^{2s}} \, d\xi \leq \epsilon^{-2s} \left\|(-\Delta)^{s/2} u\right\|_{L^2(\mathbb{R}^n)}^2.
$$

Now choose $0 < \epsilon < (|K| |B(0, 1)|)^{-1/n}$. Then one obtains the inequality

$$
\|u\|_{L^2(\mathbb{R}^n)} \leq \frac{\epsilon^{-s}}{\sqrt{1 - \epsilon^n |K| |B(0, 1)|}} \left\|(-\Delta)^{s/2} u\right\|_{L^2(\mathbb{R}^n)}, \Box
$$

**Remark 2.** Choosing $\epsilon = (2 |K| |B(0, 1)|)^{-1/n}$ one obtains the following inequality in theorem 3.2

$$
\|u\|_{L^2(\mathbb{R}^n)} \leq \sqrt{2} (2 |K| |B(0, 1)|)^{s/n} \left\|(-\Delta)^{s/2} u\right\|_{L^2(\mathbb{R}^n)}.
$$

If $K$ is a ball, the constant in this inequality has the same scaling with respect to the diameter of the set as in theorem 3.10, i.e. $c \approx (\text{diam}(K))^s$. Further, one can use similar method of proof as in theorem 3.2 to show Poincaré inequalities for more general pseudodifferential operators on certain manifolds. See [85] for details.

Provided we have the Poincaré inequality, we can prove the generalized version of it. See also [4, Corollary 1.56] for a similar inequality when $K$ is a ball. In that case one can take $\tilde{c} \approx (\text{diam}(K))^{s-t}$. The cases $s \geq t \geq 1$ and $s \geq 1 \geq t \geq 0$ are also proved for $u \in \dot{H}^s(\Omega)$ in theorem 3.10.

**Proof of theorem 1.2.** Since $s \geq t \geq 0$ we have the continuous embeddings $H^s(\mathbb{R}^n) \hookrightarrow \dot{H}^t(\mathbb{R}^n)$ and $H^s(\mathbb{R}^n) \hookrightarrow H^t(\mathbb{R}^n)$. Using the Poincaré inequality in theorem 3.2 we obtain

$$
\left\|(-\Delta)^{t/2} u\right\|_{L^2(\mathbb{R}^n)} = \|u\|_{\dot{H}^t(\mathbb{R}^n)} \leq \|u\|_{H^s(\mathbb{R}^n)} \leq \|u\|_{H^t(\mathbb{R}^n)}
$$
\[
\begin{align*}
&\leq 2^{\frac{n}{p}} \left( \|u\|_{L^2(\mathbb{R}^n)} + \|u\|_{H^s(\mathbb{R}^n)} \right) \\
&\leq 2^{\frac{n}{p}} \left( c \left\| (-\Delta)^{s/2} u \right\|_{L^2(\mathbb{R}^n)} + \left\| (-\Delta)^{s/2} u \right\|_{L^2(\mathbb{R}^n)} \right) \\
&= \hat{c} \left\| (-\Delta)^{s/2} u \right\|_{L^2(\mathbb{R}^n)}
\end{align*}
\]

where the constants \(c\) and \(\hat{c}\) do not depend on \(u\). In the fourth step we used the elementary inequality \((a + b)^r \leq 2^r(a^r + b^r)\) for \(a, b \geq 0\). This concludes the proof. \(\square\)

We then start preparation for our second proof by stating some known lemmas:

- **Lemma 3.3** (Theorem 4.5.3 in [39]). Let \(t \geq 0\), \(1 < p < \infty\) be such that \(n > tp\), and define \(q = \frac{np}{n-tp}\). Then the Riesz potential \((-\Delta)^{-t/2} : L^p(\mathbb{R}^n) \to L^q(\mathbb{R}^n)\) is continuous.

- **Lemma 3.4** (Section 6 in [22]). Let \(\Omega \subset \mathbb{R}^n\) be a bounded domain and \(f \in L^2(\Omega)\). If \(w \in H^1_0(\Omega)\) is the unique solution of the problem

\[
\begin{align*}
(-\Delta)w &= f \quad \text{in } \Omega \\
w|_{\partial\Omega} &= 0
\end{align*}
\]

then there exists a constant \(C = C(\Omega)\) such that

\[
\|w\|_{L^2(\Omega)} \leq C\|f\|_{L^2(\Omega)}.
\]

- **Lemma 3.5** (Theorem 4.5.10 in [39]). Let \(\psi \in C^1(\mathbb{R}^n \setminus \{0\})\) be homogeneous of degree \(-n/a\), \(p \in [1, \infty)\) and \(\gamma = n(1 - 1/a - 1/p)\) be such that \(\gamma \in (0, 1)\). Then if \(v \in L^p(\mathbb{R}^n) \cap \mathcal{E}'(\mathbb{R}^n)\) we have

\[
\sup_{x \neq y} \left\{ \frac{|(\psi * v)(x) - (\psi * v)(y)|}{|x - y|^\gamma} \right\} \leq C\|v\|_{L^p(\mathbb{R}^n)},
\]

where \(C\) does not depend on \(v\).

- **Lemma 3.6** (Formula (1.3) in [65]). Let \(1 < p \leq q < \infty\) and \(f \in W^{n/p,p}(\mathbb{R}^n)\). There is a constant \(C = C(n,p)\) such that

\[
\|f\|_{L^q(\mathbb{R}^n)} \leq Cq^{-1/p} \left\| (-\Delta)^{n/2p} f \right\|_{L^p(\mathbb{R}^n)} \|f\|_{L^p(\mathbb{R}^n)}.
\]

This estimate is proved using sharp Hardy-Littlewood-Sobolev inequalities.

- **Lemma 3.7**. Let \(t \geq 0\) and \(f \in H^{1+2t}(\mathbb{R}^n)\). Then \(|\nabla_i (-\Delta)^t f| = 0\), that is, the gradient and the fractional Laplacian of exponent \(t\) commute.

**Proof.** The proof is just a trivial computation with Fourier symbols:

\[
\mathcal{F}(\nabla(-\Delta)^t f) = i\xi \xi^2 \hat{f}(\xi) = |\xi|^2 i\xi \hat{f}(\xi) = \mathcal{F}((-\Delta)^t(\nabla f)). \quad \square
\]

We are now ready to state and prove the fractional Poincaré inequality.
Theorem 3.8 (Poincaré inequality). Let $\Omega \subset \mathbb{R}^n$ be a bounded domain, $s \in [0, \infty)$ and $u \in \overset{\circ}{H}^s(\Omega)$. There exists a constant $c = c(n, \Omega, s)$ such that

$$\|u\|_{L^2(\mathbb{R}^n)} \leq c\|(-\Delta)^{s/2}u\|_{L^2(\mathbb{R}^n)}.$$  

Proof. In the inequalities the constants (usually denoted by $c$, $C$, etc.) do not depend on the function which is being estimated and can change from line to line. We let the symbol $s' = s - \lfloor s \rfloor$ indicate the fractional part of the exponent $s$, with the convention that $s' \in [0, 1)$. First observe that by using lemma 3.3 with $p = 2$ and Hölder’s inequality we get the following useful estimate

$$\|u\|_{L^2(\mathbb{R}^n)} \leq C_{\Omega}\|u\|_{L^q(\mathbb{R}^n)} \leq c\|(-\Delta)^{s/2}u\|_{L^2(\mathbb{R}^n)}$$

when $u \in \overset{\circ}{H}^s(\Omega)$ where $q$ and $t$ are as in lemma 3.3. Our proof is divided in several cases.

Case 1: $\lfloor s \rfloor \in 2\mathbb{Z}$, $s' = 0$.
Recall that $\overset{\circ}{H}^{2h}(\Omega) \subset \overset{\circ}{H}^{2h}(\Omega)$. We show that if $u \in \overset{\circ}{H}^{2h}_0(\Omega)$ and $h \in \mathbb{N}$ then there exists a constant $c = c(n, \Omega, h)$ such that

$$\|(\Delta)^h u\|_{L^2(\mathbb{R}^n)} \geq c\|u\|_{L^2(\mathbb{R}^n)}.$$  

The estimate (8) holds trivially if $h = 0$, while if $h = 1$ then (8) follows from the boundedness of the inverse lemma 3.4. Assume now that $h \geq 2$, and by induction that (8) holds for $h - 1$. Then $(\Delta)u \in \overset{\circ}{H}^{2h-2}(\Omega)$, so we can apply (8) and (5) to get

$$\|(\Delta)^h u\|_{L^2(\mathbb{R}^n)} = \|(\Delta)^{h-1}(\Delta u)\|_{L^2(\mathbb{R}^n)} \geq c\|(-\Delta)u\|_{L^2(\mathbb{R}^n)} \geq c\|u\|_{L^2(\mathbb{R}^n)}.$$  

In the next steps we consider $s \notin \mathbb{N}$.

Case 2: $\lfloor s \rfloor \in 2\mathbb{Z}$, $s' \in (0, 1/2)$ or $\lfloor s \rfloor \in 2\mathbb{Z}$, $s' \in [1/2, 1)$, $n \geq 2$.
Now it holds that $n > 2s'$, and there exists $k \in \mathbb{N}$ such that $s \in (2k, 2k + 1)$ and we can write $(-\Delta)^{s/2}u = (-\Delta)^{s'/2}(-\Delta)^k u$. Since $(-\Delta)^k u \in \overset{\circ}{H}^{s-2k}(\Omega) = \overset{\circ}{H}^{s}(\Omega)$, we can apply formula (7)

$$\|(\Delta)^k u\|_{L^2(\mathbb{R}^n)} \leq c\|(-\Delta)^{s/2}u\|_{L^2(\mathbb{R}^n)}.$$  

Since $u \in \overset{\circ}{H}^0_0(\Omega) \subset \overset{\circ}{H}^{2k}(\Omega)$, we can get the result using formula (8).

Case 3: $\lfloor s \rfloor \in 2\mathbb{Z}$, $s' \in (1/2, 1)$, $n = 1$.
As in the second case, there exists $k \in \mathbb{N}$ such that $s \in (2k, 2k + 1)$ and we can write $(-\Delta)^{s/2}u = (-\Delta)^{s'/2}(-\Delta)^k u$. However, since now $n < 2s'$, we cannot directly use formula (7).
Assume first that $w \in C^\infty_c(\Omega)$. Then we can take $y_0 \in \Omega$ such that $w(y_0) = 0$ and $x_0 \in \Omega$ such that $w(x_0) = \|w\|_{L^\infty(\Omega)}$. With these choices and for any $\gamma > 0$ we can write

$$\|w\|_{L^2(\mathbb{R}^n)} \leq C\|w\|_{L^\infty(\Omega)} \leq C\frac{w(x_0) - w(y_0)}{|x_0 - y_0|^{\gamma}}.$$  

We now let $\gamma = s' - n/2 = s' - 1/2 \in (0, 1/2)$, and define $\psi = |x|^{s'-1}$, $v = (-\Delta)^{s'/2}w$. By the mapping properties of the fractional Laplacian and the Mikhlin theorem, we can observe that $v \in L^p(\mathbb{R})$ for all $1 < p < \infty$ (see [1, Theorem 7.2]). Using the
continuity of the Riesz potential in lemma 3.3, we see that for a constant \( c = c(n, s) \) the following holds almost everywhere:

\[
w = (-\Delta)^{-s'/2}((-\Delta)^{s'/2}w) = (-\Delta)^{-s'/2}v = cI_{1-s'}v = c|x|^{s'-1}v = c(\psi \ast v).
\]

Let \( \chi_R \) be the characteristic function of the ball \( B_R \) of radius \( R > 0 \), and define \( w_R = c(\psi \ast (\chi_R v)) \), with \( c \) as above. We see that

\[
w_R(x) = c(\psi \ast (\chi_R v))(x) = c \int_R \psi(x-y)\chi_R(y)v(y)dy,
\]

and the integrand is dominated by \(|\psi(x-y)v(y)|\). This is an integrable function, since

\[
\int_R |\psi(x-y)v(y)|dy = \int_R |\psi(x-y)v(y)|dy = I_{1-s'}(|v|)(x),
\]

and the Riesz potential is well defined almost everywhere on \( L^p(\mathbb{R}) \) for any \( 1 < p < 1/s' \). Now the dominated convergence theorem gives that \( w_R(x) \to w(x) \) as \( R \to \infty \) for almost every fixed \( x \in \mathbb{R} \).

Let \( \epsilon > 0 \) and \( x_0', y_0' \in \mathbb{R} \) be such that \(|x_0 - x_0'| < \epsilon, |y_0 - y_0'| < \epsilon \) and \( w_R(x_0'), w_R(y_0') \) converge to \( w(x_0), w(y_0) \) as \( R \to \infty \). Applying lemma 3.5 with \( p = 2, n = 1 \) and \( a = 1 - s' \), we see that

\[
\frac{w_R(x_0') - w_R(y_0')}{|x_0 - y_0|^\gamma} \leq \sup_{x \neq y} \left\{ \frac{w_R(x) - w_R(y)}{|x-y|^\gamma} \right\} = c \sup_{x \neq y} \left\{ \frac{(\psi \ast (\chi_R v))(x) - (\psi \ast (\chi_R v))(y)}{|x-y|^\gamma} \right\} 
\leq C\|\chi_R v\|_{L^2(\mathbb{R})} \leq C\|v\|_{L^2(\mathbb{R})} = C\|(-\Delta)^{s'/2}w\|_{L^2(\mathbb{R})}.
\]

We now first take the limit for \( R \to \infty \) and then the one for \( \epsilon \to 0 \). By the smoothness of \( w \), this gives

\[
\frac{w(x_0) - w(y_0)}{|x_0 - y_0|^\gamma} \leq C\|(-\Delta)^{s'/2}w\|_{L^2(\mathbb{R})}.
\]

Combining formulas (9) and (10) we get \( \|w\|_{L^2(\mathbb{R}^n)} \leq C\|(-\Delta)^{s'/2}w\|_{L^2(\mathbb{R}^n)} \), and the same inequality holds for \( w \in \widetilde{H}^s(\Omega) \) by density. Let now \( w := (-\Delta)^{k}u \in \widetilde{H}^{s-2k}(\Omega) = \widetilde{H}^s(\Omega) \). The result is then obtained applying formula (8).

**Case 4:** \( [s] \in 2\mathbb{Z}, s' = 1/2, n = 1 \).

Let \( w := (-\Delta)^{k}u \in \widetilde{H}^{s-2k}(\Omega) = \widetilde{H}^s(\Omega) \). Here we make use of formula (6) with \( p = 2, q = 3 \) in order to estimate

\[
\|u\|_{L^2(\mathbb{R}^n)} = \|w\|_{L^2(\mathbb{R}^n)}^2 \|w\|_{L^2(\mathbb{R}^n)}^{-2} \leq \|w\|_{L^3(\mathbb{R}^n)}^2 \|w\|_{L^2(\mathbb{R}^n)}^{-2} \leq C\|(-\Delta)^{n/4}w\|_{L^2(\mathbb{R}^n)}^2.
\]

Since \( n/4 \) equals \( s'/2 \) for \( n = 1 \), the results follows from (11) and (8).

**Case 5:** \( [s] \not\in 2\mathbb{Z} \).
Let \( u \in C_c^\infty(\Omega) \). In this case \( s = s' + 2k + 1 \) for some \( k \in \mathbb{N} \), therefore we can calculate
\[
\|(-\Delta)^{s/2} u\|_{L^2(\mathbb{R}^n)} = \|(-\Delta)^{1/2}(-\Delta)^{(s'+2k)/2} u\|_{L^2(\mathbb{R}^n)} = \|\nabla(-\Delta)^{(s'+2k)/2} u\|_{L^2(\mathbb{R}^n)} = \|(-\Delta)^{(s'+2k)/2} \nabla u\|_{L^2(\mathbb{R}^n)} \geq C\|\nabla u\|_{L^2(\mathbb{R}^n)} \geq C\|u\|_{L^2(\mathbb{R}^n)}.
\]

The second equality in (12) is just an \( L^2 \) property of the gradient and the \((-\Delta)^{1/2}\) operator. The third equality in (12) follows from lemma 3.7. The first inequality in (12) follows from the even cases, given that \([s'+2k] \in 2\mathbb{Z}\) and \( \nabla u \in \tilde{H}^{s'+2k}(\Omega) \) componentwise. The last inequality follows from the classical Poincaré inequality. The rest follows by approximation. \( \square \)

**Remark 3.** Third way to prove the Poincaré inequality is using the known result in the case \( n \geq 1 \) and \( s \in (0,1) \) [11, Lemma 2.2]. This result is proved using Caffarelli-Silvestre extension. Then one can use similar reduction argument to prove it for all \( s \geq 0 \) and \( u \in C_c^\infty(\Omega) \). Namely, one shows using the classical Poincaré inequality that the claim holds for all \( s \in [0,1) \). The higher order fractional cases are obtained by splitting the fractional Laplacian as \((-\Delta)^{s} = (-\Delta)^{k}(-\Delta)^{1/2}\) where \( t \in (0,2) \). Boundedness of the inverse and the fractional Poincaré inequality for \( t \in (0,2) \) imply the claim for fractional exponents. Integer order exponents are obtained from the boundedness of the inverse as before. The inequality for \( u \in \tilde{H}^{s}(\Omega) \) follows by approximation.

For the fourth proof we use the following interpolation lemma of homogeneous Sobolev spaces which is a simple consequence of Hölder’s inequality, see [4, Proposition 1.32].

**Lemma 3.9.** Let \( s_0 \leq r \leq s_1 \) and \( f \in \tilde{H}^{s_0}(\mathbb{R}^n) \cap \tilde{H}^{s_1}(\mathbb{R}^n) \). Then \( f \in \tilde{H}^{r}(\mathbb{R}^n) \) and
\[
\|f\|_{\tilde{H}^{r}(\mathbb{R}^n)} \leq \|f\|_{\tilde{H}^{s_0}(\mathbb{R}^n)}^{1-\theta} \|f\|_{\tilde{H}^{s_1}(\mathbb{R}^n)}^\theta, \quad r = (1-\theta)s_0 + \theta s_1.
\]

Using the interpolation lemma and the usual Poincaré inequality we can easily prove the following theorem. Note that we also obtain explicit constant from the proof.

**Theorem 3.10** (Poincaré inequality). Let \( s \geq t \geq 1 \) or \( s \geq 1 \geq t \geq 0 \), \( \Omega \subset \mathbb{R}^n \) bounded open set and \( u \in \tilde{H}^{s}(\Omega) \). The following inequality holds
\[
\left\|(-\Delta)^{s/2} u\right\|_{L^2(\mathbb{R}^n)} \leq C^{s-t} \left\|(-\Delta)^{t/2} u\right\|_{L^2(\mathbb{R}^n)}
\]

where \( C = C(n,\Omega) \) is the classical Poincaré constant.

**Proof.** Let \( s \geq t \geq 1 \) and \( u \in C_c^\infty(\Omega) \). The usual Poincaré inequality can be written in terms of the homogeneous Sobolev norm as
\[
\|u\|_{L^2(\mathbb{R}^n)} = \|u\|_{L^2(\Omega)} \leq C \|\nabla u\|_{L^2(\Omega)} = C \|\nabla u\|_{L^2(\mathbb{R}^n)} = C \|u\|_{\tilde{H}^1(\mathbb{R}^n)}
\]

where \( C = C(n,\Omega) \). We use the interpolation lemma 3.9 twice. First choose \( s_0 = 0 \), \( r = 1 \) and \( s_1 = t \geq 1 \). Now \( \theta = 1/t \) and by the classical Poincaré inequality we obtain
\[
\|u\|_{\tilde{H}^1(\mathbb{R}^n)} \leq \|u\|_{L^2(\mathbb{R}^n)}^{1-\theta} \|u\|_{\tilde{H}^1(\mathbb{R}^n)}^\theta \leq C^{1-\theta} \|u\|_{L^2(\mathbb{R}^n)}^{1-\theta} \|u\|_{\tilde{H}^1(\mathbb{R}^n)}^\theta.
\]
From this we get the following inequality
\[ \|u\|_{H^s(\mathbb{R}^n)} \leq C \left\| \frac{1}{t^s} \right\|_{H^s(\mathbb{R}^n)} \]
for all \( u \in C_c(\Omega) \). Hence
\[ \|u\|_{L^2(\mathbb{R}^n)} \leq C \left\| u \right\|_{H^s(\mathbb{R}^n)} \leq C^t \left\| u \right\|_{H^t(\mathbb{R}^n)} . \]
Then choose \( s_0 = 0, r = t \) and \( s_1 = s \geq t \) in lemma 3.9. Now \( \theta = t/s \) and by the previous inequality
\[ \|u\|_{H^t(\mathbb{R}^n)} \leq \|u\|_{L^2(\mathbb{R}^n)} \|u\|_{H^t(\mathbb{R}^n)} \leq C^{t(1-\theta)} \left\| u \right\|_{H^s(\mathbb{R}^n)} \left\| u \left\|_{H^s(\mathbb{R}^n)} \right. \right. \]
From this we obtain
\[ \left\| (\Delta)^{t/2} u \right\|_{L^2(\mathbb{R}^n)} \leq C^{s-t} \left\| (\Delta)^{s/2} u \right\|_{L^2(\mathbb{R}^n)} \]
for \( u \in C_c(\mathbb{R}^n) \).
Let then \( s \geq 1 \geq t \geq 0 \) and \( u \in C_c(\mathbb{R}^n) \). First interpolate for \( s \geq 1 \geq t \) to obtain
\[ \|u\|_{L^2(\mathbb{R}^n)} \leq \|u\|^{1-\theta}_{H^t(\mathbb{R}^n)} \|u\|_{H^s(\mathbb{R}^n)}^\theta , \quad \theta = \frac{1-t}{s-t}. \]
Second, interpolate for \( 1 \geq t \geq 0 \) and use the previous inequality and the classical Poincaré inequality to get
\[ \|u\|_{H^t(\mathbb{R}^n)} \leq \|u\|^{1-\theta}_{L^2(\mathbb{R}^n)} \|u\|_{H^s(\mathbb{R}^n)}^\theta \leq C^{1-\theta} \left\| u \right\|_{H^t(\mathbb{R}^n)} \left\| u \left\|_{H^s(\mathbb{R}^n)} \right. \right. \]
which eventually implies the inequality
\[ \left\| (\Delta)^{t/2} u \right\|_{L^2(\mathbb{R}^n)} = \|u\|_{H^t(\mathbb{R}^n)} \leq C^{s-t} \|u\|_{H^s(\mathbb{R}^n)} = C^{s-t} \left\| (\Delta)^{s/2} u \right\|_{L^2(\mathbb{R}^n)} \]
for all \( u \in C_c(\mathbb{R}^n) \).
Then let \( u \in H^s(\mathbb{R}^n) \). By definition there is a sequence \( \varphi_k \in C_c(\mathbb{R}^n) \) such that
\[ \varphi_k \rightarrow u \quad \text{in} \quad H^s(\mathbb{R}^n). \]
The continuity of \( (\Delta)^{t/2} \) implies that
\[ (\Delta)^{t/2} \varphi_k \rightarrow (\Delta)^{t/2} u \quad \text{in} \quad H^{s-t}(\mathbb{R}^n). \]
The embedding \( H^{s-t}(\mathbb{R}^n) \hookrightarrow L^2(\mathbb{R}^n) \) is continuous and thus
\[ (\Delta)^{t/2} \varphi_k \rightarrow (\Delta)^{t/2} u \quad \text{in} \quad L^2(\mathbb{R}^n). \]
By the continuity of the norm and \( (\Delta)^{s/2} \) we finally obtain
\[ \left\| (\Delta)^{t/2} u \right\|_{L^2(\mathbb{R}^n)} = \lim_k \left\| (\Delta)^{t/2} \varphi_k \right\|_{L^2(\mathbb{R}^n)} \leq C^{s-t} \lim_k \left\| (\Delta)^{s/2} \varphi_k \right\|_{L^2(\mathbb{R}^n)} \]
\[ = C^{s-t} \left\| (\Delta)^{s/2} u \right\|_{L^2(\mathbb{R}^n)} . \]
We remark that the case \( t = 0 \) and \( s = 1 \) corresponds to the classical Poincaré inequality since \( \|\nabla u\|_{L^2(\mathbb{R}^n)} = \left\| (\Delta)^{1/2} u \right\|_{L^2(\mathbb{R}^n)} \). Also the constant \( C^{s-t} \) is the expected one. In the usual Poincaré inequality we take one derivative and the constant is \( C \). In the higher order version we take \( t \) and \( s \) derivatives and the constant naturally becomes \( C^{s-t} \). The constant \( C \) can be taken to be proportional to the diameter of the set, \( C \approx \text{diam}(\Omega) \).
Remark 4. Fifth way to prove the Poincaré inequality is using uncertainty inequalities. If \( u \in L^2(\mathbb{R}^n) \), then there is a constant \( c = c(n, s) \) such that
\[
\|u\|^2_{L^2(\mathbb{R}^n)} \leq c \|\nabla^s u\|_{L^2(\mathbb{R}^n)} \|\nabla^s \hat{u}\|_{L^2(\mathbb{R}^n)},
\]
see the discussion after theorem 4.1 in [25]. We can interpret this inequality as
\[
\|u\|_{L^2(\mathbb{R}^n)} \leq c' \|(-\Delta)^{s/2} u\|_{L^2(\mathbb{R}^n)},
\]
whenever the terms on the right hand side of equation (13) are finite. If \( u \) is supported in some fixed compact set \( K \), then one obtains similar inequality as in theorem 3.2, i.e.
\[
\|u\|_{L^2(\mathbb{R}^n)} \leq c' \|(-\Delta)^{s/2} u\|_{L^2(\mathbb{R}^n)}
\]
holds for all \( u \in H_n^s(\mathbb{R}^n) \) and for some constant \( c' = c'(n, K, s) \).

Remark 5. The Poincaré inequality for the operator \((-\Delta)^{s/2}\) implies also Poincaré inequality for the fractional gradient \(\nabla^s : H^s(\mathbb{R}^n) \to L^2(\mathbb{R}^{2n}, \mathbb{M}^{s+1})\) which is defined as
\[
\nabla^s u(x, y) := \frac{C_{n,s}}{\sqrt{2}} \nabla^{[s]} u(x) - \nabla^{[s]} u(y) \otimes (y - x),
\]
see section 6 for more details. If \( s \geq t \geq 0 \) and \( u \in C_0^\infty(\Omega) \), then
\[
\|\nabla^t u\|_{L^2(\mathbb{R}^{2n}, \mathbb{M}^{[s]+1})} = \|(-\Delta)^{t/2} u\|_{L^2(\mathbb{R}^n)} \leq \tilde{c} \|(-\Delta)^{s/2} u\|_{L^2(\mathbb{R}^n)} = \tilde{c} \|\nabla^s u\|_{L^2(\mathbb{R}^{2n}, \mathbb{M}^{[s]+1})},
\]
where the constant \( \tilde{c} \) does not depend on \( u \). By approximation and the continuity of \(\nabla^s \) the previous inequality is also true for \( u \in \hat{H}^s(\Omega) \).

4. Applications to integral geometry. In this section we discuss how the UCP of Riesz potentials can be used in partial data problems in integral geometry. We follow [37] for the treatment of the \(d\)-plane transform, theory of X-ray transform and Radon transform can also be found in [64, 69, 82]. Let \( d \in \{1, \ldots, n-1\} \) and denote by \( \mathbf{P}^d \) the space of all \(d\)-dimensional affine planes in \( \mathbb{R}^n \). We define the \(d\)-plane transform of a function \( f \) to be
\[
R_d f(A) = \int_{x \in A} f(x) dm(x)
\]
where \( A \in \mathbf{P}^d \) and \( m \) is the Hausdorff measure on \( A \). The adjoint of \( R_d \) is defined as
\[
R_d^* g(x) = \int_{A \supset x} g(A) d\mu(A)
\]
where \( g \) is a function on \( \mathbf{P}^d \) and \( \mu \) is the associated measure. These transforms are defined for functions such that the integrals exist. The case \( d = 1 \) corresponds to the usual X-ray transform and \( d = n-1 \) to the Radon transform. The normal operator of the \(d\)-plane transform \( N_d = R_d^* R_d \) has an expression \( N_d f = c_{n,d}(f * |\cdot|^{-(n-d)}) \) where \( c_{n,d} \) is a constant depending on \( n \) and \( d \). The normal operator is well defined if \( f \) is a function that decreases rapidly enough at infinity [37]. This holds for example if \( f \in C_\infty(\mathbb{R}^n) \) where \( C_\infty(\mathbb{R}^n) \) is the space of continuous functions which decrease faster than any polynomial at infinity (see section 2.1 for a precise definition).
Thus, up to a constant factor, $N_d$ can be represented as a Riesz potential $N_d = I_\alpha = (-\Delta)^{-d/2}$ where $\alpha = n - d \in \{1, \ldots, n - 1\}$.

The transforms $R_d$ and $R_d^*$ can be extended to distributions by duality. Let $f \in \mathcal{E}'(\mathbb{R}^n)$ and $g \in \mathcal{D}'(\mathbb{R}^n)$. Since $R_d: \mathcal{D}(\mathbb{R}^n) \rightarrow \mathcal{D}(\mathbb{R}^n)$ and $R_d^*: \mathcal{E}(\mathbb{R}^n) \rightarrow \mathcal{E}(\mathbb{R}^n)$ are continuous [33], we can define the following operations

$$\langle R_d f, \psi \rangle = \langle f, R_d^* \psi \rangle, \quad \psi \in \mathcal{E}(\mathbb{R}^n)$$

$$\langle R_d^* g, \varphi \rangle = \langle g, R_d \varphi \rangle, \quad \varphi \in \mathcal{D}(\mathbb{R}^n).$$

Therefore $R_d f \in \mathcal{E}'(\mathbb{R}^n)$ and $R_d^* g \in \mathcal{D}'(\mathbb{R}^n)$. This shows that the normal operator $N_d = R_d R_d^*: \mathcal{E}'(\mathbb{R}^n) \rightarrow \mathcal{D}'(\mathbb{R}^n)$ is always defined and $N_d f = c_{n,d} (f * |\cdot|^{-(n-d)})$ holds in the sense of distributions. Let $V \subset \mathbb{R}^n$ be a nonempty open set and $f \in \mathcal{E}'(\mathbb{R}^n)$. We say that $R_d f$ vanishes on all $d$-planes intersecting $V$, if $\langle R_d f, \varphi \rangle = 0$ for all $\varphi \in C_c^\infty(\mathbb{P}_V^d)$ where $\mathbb{P}_V^d$ is the set of all $d$-planes intersecting $V$. If $V = B(0,R)$ is a ball, $\varphi \in C_c^\infty(\mathbb{P}_V^d)$ means that $\varphi$ is smooth and $\varphi(0) = 0$ for all $d$-planes $A$ for which $d(0,A) > r$ for some $r < R$. For more details on the range of the $d$-plane transform and duality in integral geometry, see [33] and [37, Chapter II].

**Remark 6.** The UCP of Riesz potentials (corollary 3) immediately implies the UCP of the normal operator of the $d$-plane transform when $d$ is odd (corollary 1) since $N_d \cong I_{n-d}$ and $d/2 \not\in \mathbb{Z}$. However, such UCP cannot hold if $d$ is even, which can be shown by contradiction. Assume that corollary 1 holds when $d$ is even. Take any nonzero $f \in C_c^\infty(\mathbb{R}^n)$. By the properties of the Fourier transform and Riesz potentials we have $(-\Delta)^{d/2} f = (-\Delta)^{-d/2} (f * |\cdot|^{-(n-d)})$ holds up to a constant factor. Since $d$ is even $(-\Delta)^{d/2}$ is a local operator and we obtain $N_d f = (-\Delta)^d f|_V = (-\Delta)^d f|_V = 0$ where $V \subset \mathbb{R}^n$ is an open set outside the support of $f$ and $(-\Delta)^d f \in C_c^\infty(\mathbb{R}^n)$. By the assumption we would get that $(-\Delta)^d f = 0$, i.e. $f$ is polyharmonic. But this implies $f = 0$ by lemma 3.1, which is a contradiction. Hence the UCP cannot hold for $N_d$ when $d$ is even.

Using the UCP of $N_d$ we can now prove corollary 2.

**Proof of corollary 2.** Consider first $f \in C_c^\infty(\mathbb{R}^n)$. Taking the adjoint, we get the conditions $N_df|_V = 0$ and $f|_V = 0$. By corollary 1 we obtain $f = 0$ whenever $d$ is odd. Then let $f \in \mathcal{E}'(\mathbb{R}^n)$. We can assume that $V = B(0,R)$ is a ball of radius $R$ centered at the origin. As in [37] we define the “convolution”

$$\langle g \times \varphi, A \rangle = \int_{\mathbb{R}^n} g(y) \varphi(A - y) dy$$

where $g \in C_c^\infty(\mathbb{R}^n)$, $\varphi \in C_c^\infty(\mathbb{P}_V^d)$, $A \in \mathbb{P}_V^d$ and $A - y$ is a $d$-plane shifted by $y \in \mathbb{R}^n$. Then one can calculate that $R_d^* (g \times \varphi) = g \ast R_d \varphi$ (see [37, Proof of theorem 5.4]). Let $j_\epsilon \in C_c^\infty(\mathbb{R}^n)$ be the standard mollifier and consider the mollifications $f \ast j_\epsilon \in C_c^\infty(\mathbb{R}^n)$. By the properties of the convolutions

$$\langle R_d (f \ast j_\epsilon), \varphi \rangle = \langle f \ast j_\epsilon, R_d^* \varphi \rangle = \langle f, j_\epsilon \ast R_d^* \varphi \rangle = \langle f, R_d^* (j_\epsilon \times \varphi) \rangle = \langle R_d f, j_\epsilon \times \varphi \rangle.$$  \hspace{1cm} (14)

Take $r > 0$ and $\epsilon > 0$ small enough so that $r + \epsilon < R$. Let $\varphi \in C_c^\infty(\mathbb{P}_V^d)$ such that $\varphi(A) = 0$ for all $d$-planes which satisfy $d(0,A) > r$. Then $(j_\epsilon \times \varphi)(A) = 0$ for all $d$-planes for which $d(0,A) > r + \epsilon$. Thus $j_\epsilon \times \varphi \in C_c^\infty(\mathbb{P}_V^d)$ and by (14) it follows that $R_d (f \ast j_\epsilon) = 0$ for all $d$-planes intersecting $B(0,r)$. We also have $(f \ast j_\epsilon)|_{B(0,r)} = 0$ and the first part of the proof implies the claim for $f \ast j_\epsilon$ for small $\epsilon > 0$. Since $f \ast j_\epsilon \rightarrow f$ in $\mathcal{E}'(\mathbb{R}^n)$ when $\epsilon \rightarrow 0$, we obtain the claim for $f$. \hfill \Box
Remark 7. When $d$ is even, corollary 2 does not say that the result is false. It only indicates that we cannot use the UCP of the normal operator in the proof. This boils down to the fact that $(-\Delta)^s$ does not admit the UCP for $s \in \mathbb{Z}$. However, if $d$ is even, then the function $f$ is determined uniquely in $V$ by its integrals over $d$-planes which intersect $V$. Namely, if $R_d f = 0$ on all $d$-planes intersecting $V$, then $N_d f|_V = 0$. Since $N_d \approx (-\Delta)^{-d/2}$, one can invert $N_d f$ by the local operator $(-\Delta)^{d/2}$ to obtain $f|_V = 0$. Hence the ROI problem is uniquely solvable in this case without the additional knowledge of $f$ in an open set inside the ROI.

Remark 8. We also note that unlike in the global data case lower dimensional data does not determine higher dimensional data. In other words, $R_k f = 0$ for all $k$-planes intersecting $V$ does not necessarily imply that $R_d f = 0$ for all $d$-planes which intersect $V$ where $0 < k < d < n$. Thus one cannot reduce the partial data problem for $k$-planes to the partial data problem for $d$-planes.

5. Higher order fractional Schrödinger equation with singular potential.
In this section, we study the fractional Schrödinger equation with higher order fractional Laplacian and singular potential. Let $\Omega \subset \mathbb{R}^n$ be a bounded open set, $s \in \mathbb{R}^+ \setminus \mathbb{Z}$ and consider the equation

\begin{equation}
\begin{cases}
((-\Delta)^s + q)u = 0 & \text{in } \Omega \\
u|_{\Omega_e} = f
\end{cases}
\end{equation}

where $u \in H^s(\mathbb{R}^n)$, $f \in H^s(\mathbb{R}^n)$ is the exterior value of $u$ and $q \in L^\infty(\Omega)$ represents the electric potential. When the potential $q$ is more singular one has to interpret the product $qu$ in a suitable way. If $q \in Z_0^{-s}(\mathbb{R}^n)$, then $q$ acts as a multiplier and induces a map $m_q: H^s(\mathbb{R}^n) \to H^{-s}(\mathbb{R}^n)$ defined by $\langle m_q(u), v \rangle_{\mathbb{R}^n} = \langle q, uv \rangle_{\mathbb{R}^n}$. Then equation (15) becomes

\begin{equation}
\begin{cases}
(-\Delta)^s u + m_q(u) = 0 & \text{in } \Omega \\
u|_{\Omega_e} = f
\end{cases}
\end{equation}

We will prove that the generalized DN map $\Lambda_q$ for equation (16) determines the restriction of the potential $q \in Z_0^{-s}(\mathbb{R}^n)$ to $\Omega$ uniquely from exterior measurements. We also obtain the Runge approximation property for equation (16): any function $g \in \bar{H}^s(\Omega)$ can be approximated arbitrarily well by solutions of (16).

Similar results were proved in [75] when $0 < s < 1$. Our theorems generalize those results for higher order fractional Laplacians. The proofs rely essentially on the same thing: the UCP of the operator $(-\Delta)^s$ which was proved for $s \in \mathbb{R}^+ \setminus \mathbb{Z}$ in section 3.1. Also the higher order Poincaré inequality is needed for the well-posedness of the inverse problem. In this section, we provide the basic ideas for the proofs of the lemmas, which are reminiscent of the ones in [75] and [29]. We will mainly follow the same notation as in those articles.

The strategy to prove theorems 1.3 and 1.4 is the following. First one constructs a bilinear form and proves that unique weak solutions are obtained in the complement of a countable set of eigenvalues. One also proves that 0 is not an eigenvalue when (4) holds. Then one defines the abstract DN map and proves the Alessandrini identity using it. Using the UCP of $(-\Delta)^s$ one obtains the Runge approximation property for equation (16). From the Runge approximation and the Alessandrini identity, one can prove the uniqueness result for the inverse problem.
If $U \subset \mathbb{R}^n$ is open and $u, v \in L^2(U)$, we denote the inner product by
\[
\langle u, v \rangle_U = \int_U uv \, dx.
\]
We also use the same notation $\langle \cdot, \cdot \rangle_U$ for dual pairing.

The following claims hold:

1. For $v, w \in H^s(\Omega)$ define the bilinear form $B_q$ as
\[
B_q(v, w) = \left\langle (-\Delta)^{s/2} v, (-\Delta)^{s/2} w \right\rangle_{\mathbb{R}^n} + \langle m_q(v), w \rangle_{\mathbb{R}^n}.
\]

The following claims hold:

(a) There is a countable set $\Sigma = \{\lambda_i\}_{i=1}^\infty \subset \mathbb{R}$, $\lambda_1 \leq \lambda_2 \leq \ldots \to \infty$, with the following property: if $\lambda \notin \Sigma$, then for any $F \in (\tilde{H}^{s}(\Omega))^*$ and $f \in H^s(\mathbb{R}^n)$ there is unique $u \in H^s(\mathbb{R}^n)$ satisfying
\[
B_q(u, w) - \lambda \langle u, w \rangle_{\mathbb{R}^n} = F(w) \quad \text{for } w \in \tilde{H}^s(\Omega), \quad u - f \in \tilde{H}^s(\Omega)
\]
with the norm estimate
\[
\|u\|_{H^s(\mathbb{R}^n)} \leq C \left( \|F\|_{(\tilde{H}^s(\Omega))^*} + \|f\|_{H^s(\mathbb{R}^n)} \right)
\]
where $C$ is independent of $F$ and $f$.

(b) The function $u$ in (a) is the unique $u \in H^s(\mathbb{R}^n)$ satisfying
\[
((-\Delta)^s u + m_q(u) - \lambda u)|_{\Omega} = F
\]
in the sense of distributions with $u - f \in \tilde{H}^s(\Omega)$.

(c) One has $0 \notin \Sigma$ if (4) holds. If $q \in L^\infty(\Omega)$ and $q \geq 0$, then $\Sigma \subset (0, \infty)$ and (4) always holds.

Proof. The constants in the inequalities do not depend on the function $v$ in the proof. It is enough to solve the problem in (a) for $u - f = v \in \tilde{H}^s(\Omega)$. Using the fractional Poincaré inequality (theorem 1.2) we obtain
\[
\|v\|_{\tilde{H}^s(\mathbb{R}^n)}^2 \leq C \left( \left\|(-\Delta)^{s/2} v \right\|_{L^2(\mathbb{R}^n)}^2 + \|v\|_{L^2(\mathbb{R}^n)}^2 \right) \leq C' \left\|(-\Delta)^{s/2} v \right\|_{L^2(\mathbb{R}^n)}^2.
\]
Let $0 < \epsilon < 1/C'$ where the constant $C' > 0$ comes from the previous inequality. Since $q \in Z_0^{-s}(\mathbb{R}^n)$, we can find $q_s \in C^\infty_c(\mathbb{R}^n)$ and $q_r \in Z^{-s}(\mathbb{R}^n)$ such that $q = q_s + q_r$ and $\|q_r\|_{Z^{-s}(\mathbb{R}^n)} < \epsilon$. When we take $\mu = \|q_s\|_{L^\infty(\mathbb{R}^n)} - \min \{0, q_s(x)\}$, we obtain the coercivity condition
\[
B_q(v, v) + \mu \langle v, v \rangle_{\mathbb{R}^n} \geq \left\|(-\Delta)^{s/2} v \right\|_{L^2(\mathbb{R}^n)}^2 + \langle q_r, vv \rangle_{\mathbb{R}^n} \geq \frac{1}{C'} \|v\|_{\tilde{H}^s(\mathbb{R}^n)}^2 - \epsilon \|v\|_{\tilde{H}^s(\mathbb{R}^n)}^2.
\]
Hence $v, w \mapsto B_q(v, w) + \mu \langle v, w \rangle_{\mathbb{R}^n}$ defines an equivalent inner product in $\tilde{H}^s(\Omega)$. The proof is then completed as in [29]: the Riesz representation theorem implies that for every $\tilde{F} \in (\tilde{H}^s(\Omega))^*$ there is unique $v = G_{\mu} \tilde{F} \in \tilde{H}^s(\Omega)$ such that $B_q(v, w) + \mu \langle v, w \rangle_{\mathbb{R}^n} = \tilde{F}(w)$ for all $w \in \tilde{H}^s(\Omega)$. The map $G_{\mu} : (\tilde{H}^s(\Omega))^* \to \tilde{H}^s(\Omega)$ induces a compact, self-adjoint and positive definite operator $G_{\mu} : L^2(\Omega) \to L^2(\Omega)$ by the compact Sobolev embedding theorem. The spectral theorem for the self-adjoint compact operator $G_{\mu}$ implies the claim in (a). Part (b) holds since $C^\infty_c(\Omega)$ is dense in $\tilde{H}^s(\Omega)$. The first claim in (c) follows from the Fredholm alternative. The second
Recall the definition of the abstract trace space $X = H^s(\mathbb{R}^n)/\tilde{H}^s(\Omega)$ which we equip with the quotient norm

$$\|f\|_X = \inf_{\varphi \in \tilde{H}^s(\Omega)} \|f - \varphi\|_{H^s(\mathbb{R}^n)}, \quad f \in H^s(\mathbb{R}^n).$$

The following lemma implies that the DN map is well-defined and continuous. The result follows immediately from the definition of the bilinear form $B_q(\cdot, \cdot)$ and from the continuity of $(-\Delta)^{s/2} : H^s(\mathbb{R}^n) \to L^2(\mathbb{R}^n)$ (see [29, Lemma 2.4]).

**Lemma 5.2.** Let $\Omega \subset \mathbb{R}^n$ be bounded open set, $s \in \mathbb{R}^+ \setminus \mathbb{Z}$ and $q \in Z_0^+(\mathbb{R}^n)$ which satisfies (4). Then the map $\Lambda_q : X \to X^*$, $\langle \Lambda_q[f], [g] \rangle = B_q(u_f, g)$, is linear and continuous, where $u_f \in H^s(\mathbb{R}^n)$ solves $(-\Delta)^s u + m_q(u) = 0$ in $\Omega$ with $u - f \in \tilde{H}^s(\Omega)$. One also has the self-adjointness property $\langle \Lambda_q[f], [g] \rangle = \langle [f], \Lambda_q[g] \rangle$ for $f, g \in H^s(\mathbb{R}^n)$.

*Proof.* Since $u_f$ is a solution to $(-\Delta)^s u + m_q(u) = 0$ in $\Omega$ with $u_f - f \in \tilde{H}^s(\Omega)$ and solutions are unique, we obtain $B_q(u_f + \varphi, g + \psi) = B_q(u_f, g)$ for $\varphi, \psi \in \tilde{H}^s(\Omega)$. This implies that $\Lambda_q$ is well-defined. Further, using continuity of $(-\Delta)^{s/2}$ and the norm estimate for solution $u_f$ from lemma 5.1, we obtain

$$|\langle \Lambda_q[f], [g] \rangle| \leq \left\|(\Delta)^{s/2} u_f \right\|_{L^2(\mathbb{R}^n)} \left\|(-\Delta)^{s/2} g \right\|_{L^2(\mathbb{R}^n)} + \|q\|_{Z^{-s}(\mathbb{R}^n)} \|u_f\|_{H^s(\mathbb{R}^n)} \|g\|_{H^s(\mathbb{R}^n)}$$

where $C$ does not depend on $f$ and $g$. By the definition of the quotient norm $|\langle \Lambda_q[f], [g] \rangle| \leq C \|f\|_X \|g\|_X$, so $\Lambda_q$ is continuous. Choosing $g = u_g$ we obtain by symmetry of $B_q(\cdot, \cdot)$

$$\langle \Lambda_q[f], [g] \rangle = B_q(u_f, u_g) = \langle \Lambda_q[g], [u_f] \rangle = \langle [f], \Lambda_q[g] \rangle$$

where we used the fact that $u_f - f \in \tilde{H}^s(\Omega)$.

We immediately obtain the Alessandrini identity from lemma 5.2 (see [75, Lemma 2.7]). We use some abuse of notation and write $f$ instead of $[f]$.

**Lemma 5.3** (Alessandrini identity). Let $\Omega \subset \mathbb{R}^n$ be bounded open set, $s \in \mathbb{R}^+ \setminus \mathbb{Z}$ and $q_1, q_2 \in Z_0^+(\mathbb{R}^n)$ which satisfy (4). For any $f_1, f_2 \in X$ one has

$$\langle \Lambda_{q_1} - \Lambda_{q_2}, f_1, f_2 \rangle = \langle m_{q_1 - q_2}(u_1), u_2 \rangle_{\mathbb{R}^n},$$

where $u_i \in H^s(\mathbb{R}^n)$ solves $(-\Delta)^s u_i + m_{q_i}(u_i) = 0$ in $\Omega$ with $u_i - f_i \in \tilde{H}^s(\Omega)$.

*Proof.* Using the self-adjointness of $\Lambda_q$ and the property $B_q(u_i, g + \psi) = B_q(u_i, g)$ for $\psi \in \tilde{H}^s(\Omega)$, we obtain

$$\langle \Lambda_{q_1} - \Lambda_{q_2}, f_1, f_2 \rangle = \langle \Lambda_{q_1}, f_1, f_2 \rangle - \langle \Lambda_{q_2}, f_1, f_2 \rangle = B_{q_1}(u_1, f_2) - B_{q_2}(u_2, f_1) = B_{q_1}(u_1, f_2 + (u_2 - f_2)) - B_{q_2}(u_2, f_1 + (u_1 - f_1)) = B_{q_1}(u_1, u_2) - B_{q_2}(u_1, u_2) = \langle m_{q_1 - q_2}(u_1), u_2 \rangle_{\mathbb{R}^n},$$

which gives the claim.

From the UCP of $(-\Delta)^s$ (theorem 1.1), we obtain the following approximation result (see [75, Lemma 8.1]).
Lemma 5.4. Let $\Omega \subset \mathbb{R}^n$ be bounded open set, $s \in \mathbb{R}^+ \setminus \mathbb{Z}$ and $q \in \mathbb{Z}^{-}\mathbb{Z}(\mathbb{R}^n)$ which satisfies (4). Denote by $P_q : X \rightarrow H^s(\mathbb{R}^n)$, $P_q f = u_f$, where $u_f \in H^s(\mathbb{R}^n)$ is the unique solution to $(-\Delta)^s u + m_q(u) = 0$ in $\Omega$ with $u - f \in \tilde{H}^s(\Omega)$ given by lemma 5.1. Let $W \subset \Omega$, be any open set and define the set

$$\mathcal{R} = \{P_q f - f : f \in C_c^\infty(W)\}.$$ 

Then $\mathcal{R}$ is dense in $\tilde{H}^s(\Omega)$.

Proof. By the Hahn-Banach theorem it is enough to show that if $F \in (\tilde{H}^s(\Omega))^*$ and $\langle F, v \rangle = 0$ for all $v \in \mathcal{R}$, then $F = 0$. Let $F \in (\tilde{H}^s(\Omega))^*$ and assume that

$$\langle F, P_q f - f \rangle = 0, \quad f \in C_c^\infty(W).$$

Let $\varphi \in \tilde{H}^s(\Omega)$ be the solution to

$$(-\Delta)^s \varphi + m_q(\varphi) = F \text{ in } \Omega, \quad \varphi|_{\partial \Omega} = 0$$

which exists by lemma 5.1. This means that $B_q(\varphi, w) = \langle F, w \rangle$ for all $w \in \tilde{H}^s(\Omega)$.

Let $u_f = P_q f \in H^s(\mathbb{R}^n)$ where $u_f - f \in \tilde{H}^s(\Omega)$. Now

$$\langle F, P_q f - f \rangle = B_q(\varphi, u_f - f) = -B_q(\varphi, f)$$

since $u_f$ is a solution to $(-\Delta)^s u + m_q(u) = 0$ in $\Omega$ and $\varphi \in \tilde{H}^s(\Omega)$. Thus $B_q(\varphi, f) = 0$ for all $f \in C_c^\infty(W)$. Using the fact that $\text{spt}(\varphi)$ and $\text{spt}(f)$ are disjoint, we obtain

$$0 = \langle (-\Delta)^{s/2} \varphi, (-\Delta)^{s/2} f \rangle_{\mathbb{R}^n} = \langle (-\Delta)^s \varphi, f \rangle_{\mathbb{R}^n}.$$ 

Here we used that $\langle (-\Delta)^{s/2} u, (-\Delta)^{s/2} v \rangle_{\mathbb{R}^n} = \langle (-\Delta)^s u, v \rangle_{\mathbb{R}^n}$ for $u, v \in \mathcal{S}(\mathbb{R}^n)$ and the equality holds also in $H^s(\mathbb{R}^n)$ by density. Hence $\varphi|_W = (-\Delta)^s \varphi|_W = 0$ and theorem 1.1 implies $\varphi = 0$ and eventually $F = 0$.

We remark that exactly the same proof gives the density of $r_{\Omega} \mathcal{R}$ in $L^2(\Omega)$ where $r_{\Omega}$ is the restriction to $\Omega$ (see [29, Lemma 5.1]). Now it is easy to prove theorems 1.3 and 1.4.

Proof of theorem 1.3. Since we can always shrink the sets $W_i$, we can assume without loss of generality that $\overline{W_1} \cap \overline{W_2} = \emptyset$ and $(\overline{W_1} \cup \overline{W_2}) \cap \overline{\Omega} = \emptyset$. Using the Alessandrini identity (lemma 5.3), we obtain

$$\langle m_{q_1 - q_2}(u_1), u_2 \rangle_{\mathbb{R}^n} = 0$$

for any $u_i \in H^s(\mathbb{R}^n)$ which solves $(-\Delta)^s u_i + m_{q_i}(u_i) = 0$ in $\Omega$ with exterior values in $C_c^\infty(W_i)$. Let $v_1, v_2 \in \tilde{H}^s(\Omega)$. By lemma 5.4 there are sequences of exterior values $f^k_1 \in C_c^\infty(W_1)$ and $f^k_2 \in C_c^\infty(W_2)$ with sequences of solutions $u^k_1, u^k_2 \in H^s(\mathbb{R}^n)$ such that

- $(-\Delta)^s u^k_1 + m_{q_1}(u^k_1) = 0$ in $\Omega$
- $u^k_1 - f^k_1 \in H^s(\Omega)$
- $u^k_1 = f^k_1 + v_1 + \lambda^k_1$ where $\lambda^k_1 \xrightarrow{k \to \infty} 0$ in $\tilde{H}^s(\Omega)$.

When we insert the solutions $u^k_1$ into the Alessandrini identity, use the support conditions and take the limit $k \to \infty$, we obtain

$$\langle m_{q_1 - q_2}(v_1), v_2 \rangle_{\mathbb{R}^n} = 0.$$ 

Let $\varphi \in C_c^\infty(\Omega)$. Choose $v_1 = \varphi$ and $v_2 \in C_c^\infty(\Omega)$ such that $v_2 = 1$ in a neighborhood of $\text{spt}(\varphi)$. This implies

$$0 = \langle m_{q_1 - q_2}(v_1), v_2 \rangle_{\mathbb{R}^n} = \langle q_1 - q_2, v_1 v_2 \rangle_{\mathbb{R}^n} = \langle q_1 - q_2, \varphi \rangle_{\mathbb{R}^n}.$$
which is equivalent to that \( q_1|_{\Omega} = q_2|_{\Omega} \) as distributions. 

**Proof of theorem 1.4.** Since \( \text{int}(\Omega_1 \setminus \Omega) \neq \emptyset \), there is open set \( W \subset \Omega_\varepsilon \) such that \( \overline{W} \subset \Omega_1 \setminus \overline{\Omega} \). By lemma 5.4, the set \( R \) is dense in \( \mathcal{H}^s(\Omega) \). Hence, we can approximate any \( g \in \mathcal{H}^s(\Omega) \) arbitrarily well by solutions \( u \in H^s(\mathbb{R}^n) \) to the equation \((-\Delta)^s u + m_q(u) = 0\) in \( \Omega \) with \( u - f \in \mathcal{H}^s(\Omega) \). Since \( f \in C^\infty(W) \) we especially have \( \text{spt}(u) \subset \overline{\Omega}_1 \).

6. Higher order fractional magnetic Schrödinger equation. In this section we will be dealing with the definition of the FMSE, as well as with the proof of the injectivity result for the corresponding inverse problem. For the sake of simplicity, we fix the convention throughout this section that the symbol \( \langle \cdot, \cdot \rangle \) indicates both the scalar product (duality pairing) on \( L^2(\mathbb{R}^n) \) and the one on \( L^2(\mathbb{R}^{2n}) \), the distinction between the two being always possible by checking the number of free variables inside the brackets. We also let the norms \( \| \cdot \|_{L^2}, \| \cdot \|_{H^s} \) etc. to denote the norms over the whole \( \mathbb{R}^n \) or \( \mathbb{R}^{2n} \) when the base set is not specified.

6.1. High order bivariate functions. Let \( l, n \in \mathbb{N} \), and consider a family \( A \) of scalar two-point functions indexed over the set \( \{1, \ldots, n\}^l \). A generic member of the family is determined by a vector \((i_1, \ldots, i_l)\) such that \( i_j \in \{1, \ldots, n\} \) for all \( j \in \{1, \ldots, l\} \), and it is a function \( A_{i_1, \ldots, i_l} : \mathbb{R}^{2n} \to \mathbb{R} \). We call such family \( A \) a **bivariate function of order** \( l \). One can see the family \( A \) as a function \( A : \mathbb{R}^{2n} \to \mathbb{M}^l \), where \( \mathbb{M}^l \) is the set of all \( n \times \ldots \times n = n^l \) arrays of real numbers, i.e. tensors of order \( l \).

Let \( a, b \in \mathbb{N} \), and let \( A, B \) be bivariate functions of orders \( a \) and \( b \) respectively, in the variables \( x_1, x_2 \). The **tensor product** of \( A \) and \( B \) is the bivariate function of order \( a + b \) given by

\[
(A \otimes B)_{i_1, \ldots, a, j_1, \ldots, j_2}(x_1, x_2) := A_{i_1, \ldots, a}(x_1, x_2)B_{j_1, \ldots, j_2}(x_1, x_2).
\]

In particular, for a vector \( \xi \in \mathbb{R}^n \) we let \( \xi^\otimes 0 = 0, \xi^\otimes 1 = \xi \) and recursively \( \xi^\otimes m = \xi^\otimes (m-1) \otimes \xi \).

Let \( A, B \) as before, but assume now that \( a \geq b \). The **contraction** of \( A \) and \( B \) is the bivariate function of order \( a - b \) given by

\[
(A \cdot B)_{i_1, \ldots, i_{a-b}}(x_1, x_2) := \sum_{j_1, \ldots, j_b=1}^n A_{i_1, \ldots, a-b, j_1, \ldots, j_b}(x_1, x_2)B_{j_1, \ldots, j_b}(x_1, x_2).
\]

If \( A = B \), then of course \( a = b \), so that \( A \cdot A \) is a scalar function of the variables \((x_1, x_2)\). One sees that \( |A| := (A \cdot A)^{1/2} \) defines a norm for fixed \( x_1 \) and \( x_2 \), and that this coincides with the usual one when \( A \) is a vector function.

**Lemma 6.1.** Let \( a, b \in \mathbb{N} \), and let \( A, B, v \) be bivariate functions of orders \( a, b \) and \( 1 \) respectively, in the variables \( x_1, x_2 \). Assume that \( a \geq b + 1 \); then

\[
A \cdot (B \otimes v) = (A \cdot v) \cdot B.
\]

**Proof.** The proof is just a simple computation:

\[
[A \cdot (B \otimes v)]_{i_1, \ldots, i_{a-b-1}} = \sum_{j_1, \ldots, j_{b+1}=1}^n A_{i_1, \ldots, a-b-1, j_1, \ldots, j_{b+1}}(B \otimes v)_{j_1, \ldots, j_{b+1}}.
\]
for some $l$ (17).

Let $A$ be a bivariate function of any order. Following [14], we recall the definitions of the symmetric and antisymmetric parts of $A$ with respect to the variables $x$ and $y$ and the $L^2$ norms of $A$ with respect to the first and second variable at point $x$:

$$A_s(x, y) := \frac{A(x, y) + A(y, x)}{2}, \quad A_a(x, y) := A(x, y) - A_s(x, y),$$

$$J_1 A(x) := \left( \int_{\mathbb{R}^n} |A(x, y)|^2 \, dy \right)^{1/2}, \quad J_2 A(x) := \left( \int_{\mathbb{R}^n} |A(x, y)|^2 \, dy \right)^{1/2}.$$

It is easily seen that $A \in L^2$ implies $A_s, A_a \in L^2$, since

$$\|A_s\|_{L^2} = \left\| \frac{A(x, y) + A(y, x)}{2} \right\|_{L^2} \leq \|A\|_{L^2},$$

$$\|A_a\|_{L^2} = \left\| \frac{A(x, y) - A(y, x)}{2} \right\|_{L^2} \leq \|A\|_{L^2}. \quad (17)$$

A bivariate function $A$ of any order will be called symmetric if $A = A_s$ almost everywhere, and antisymmetric if $A = A_a$ almost everywhere.

**Lemma 6.2.** Let $A \in L^1(\mathbb{R}^{2n}, \mathbb{M}^l)$ be an antisymmetric bivariate function of order $l$ for some $l \in \mathbb{N}$. Then $\int_{\mathbb{R}^{2n}} A(x, y) \, dy dx = 0$.

**Proof.** Let $D^+, D^-$ be the sets respectively above and under the diagonal $D := \{(x, y) \in \mathbb{R}^{2n} : x = y\}$ of $\mathbb{R}^{2n}$. Since

$$\int_{D^+} A(x, y) \, dy dx \leq \int_{D^+} |A(x, y)| \, dy dx \leq \|A\|_{L^1} < \infty,$$

we can decompose the integral as

$$\int_{\mathbb{R}^{2n}} A(x, y) \, dy dx = \int_{D^+} A(x, y) \, dy dx + \int_{D^-} A(x, y) \, dy dx.$$

Given the symmetry of the sets $D^+$ and $D^-$, this can be rewritten as

$$\int_{\mathbb{R}^{2n}} A(x, y) \, dy dx = \int_{D^+} (A(x, y) + A(y, x)) \, dy dx,$$

which vanishes by virtue of the antisymmetry of $A$.

6.2. **Fractional operators.** Let $s \in \mathbb{R}_+ \setminus \mathbb{Z}$, $u \in C^\infty_c(\mathbb{R}^n)$ and $x, y \in \mathbb{R}^n$. Let $|s| := \sup\{n \in \mathbb{N} : n < s\}$ and $s' := s - |s|$, so that by definition $s' \in (0, 1)$. The fractional gradient of order $s$ of $u$ at points $x$ and $y$ is the following symmetric bivariate function of order $|s| + 1$:

$$\nabla^s u(x, y) := \frac{C_{|s|}^{1/2}}{\sqrt{2}} \frac{\nabla^{\lfloor s \rfloor} u(x) - \nabla^{\lfloor s \rfloor} u(y)}{|y - x|^{n/2 + s' + 1}} \otimes (y - x).$$
Observe that this definition coincides with the usual one for $s \in (0,1)$, since in this case $|s| = 0$ and $s' = s$. One can compute

\[
\|\nabla^s u\|^2_{L^2(\mathbb{R}^{2n}, M^{(s)+})} = \frac{C_{n,s'}}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{\|\nabla^{|s|} u(x) - \nabla^{|s|} u(y)\|^2}{|x-y|^{n+2s'}} \, dx \, dy
\]

and let

\[
\begin{align*}
A & = \text{antisymmetric bivariate vector function} \\
& \text{defined as the adjoint of } \nabla \Delta
\end{align*}
\]

Thus, by the density of $C_0^\infty$ in $H^s$, $\nabla^s$ can be extended to a continuous operator $\nabla^s : H^s(\mathbb{R}^n) \to L^2(\mathbb{R}^{2n}, M^{(s)+})$. One sees by density that the formula given for $\nabla^s u$ in the case $u \in C_0^\infty(\mathbb{R}^n)$ still holds almost everywhere for $u \in H^s(\mathbb{R}^n)$. Thus if $u, v \in H^s$, by the above computation,

\[
\langle \nabla^s u, \nabla^s v \rangle = \|(-\Delta)^{s/2} u \|^2_{L^2} = \langle (-\Delta)^{s/2} u, (-\Delta)^{s/2} v \rangle = \langle (-\Delta)^s u, v \rangle,
\]

so that by the polarization identity and the self-adjointness of $(-\Delta)^s$,

\[
\langle \nabla^s u, \nabla^s v \rangle = \langle \nabla^s (u + v), \nabla^s (u + v) \rangle - \langle \nabla^s u, \nabla^s u \rangle - \langle \nabla^s v, \nabla^s v \rangle
\]

\[
= \frac{\langle (-\Delta)^s (u + v), u + v \rangle - \langle (-\Delta)^s u, u \rangle - \langle (-\Delta)^s v, v \rangle}{2}
\]

\[
= \langle \nabla^s u, v \rangle + \langle \nabla^s v, u \rangle = \langle (-\Delta)^s u, v \rangle.
\]

This proves that if the fractional divergence $(\nabla^s)^* : L^2(\mathbb{R}^{2n}, M^{(s)+}) \to H^{-s}(\mathbb{R}^n)$ is defined as the adjoint of $\nabla^s$, then weakly $(\nabla^s)^* \nabla^s = (-\Delta)^s$ for $s \in \mathbb{R}^+ \setminus \mathbb{Z}$. This result was already proved in [15], but only for the case $s \in (0,1)$. If we define the antisymmetric bivariate vector function

\[
\alpha(x, y) := \frac{C_{1/2}}{\sqrt{2}} \frac{y - x}{|x|^{n/2 + s'}}
\]

then for $u \in H^s$ the identity

\[
\nabla^s u(x, y) = (\nabla^{|s|} u(x) - \nabla^{|s|} u(y)) \otimes \alpha(x, y)
\]

holds almost everywhere.

We now define the magnetic versions of the above operators. Fix $p > \max\{1, n/2s\}$, and let $A$ be a bivariate function of order $|s| + 1$ such that

(a1) $\mathcal{J}_2 A \in L^2(\mathbb{R}^n)$

(a2) $\text{spt}(A) \subset \Omega \times \Omega$.

With such choice of $p$, the embedding $H^s \times L^2p \to L^2$ always holds by [5, Theorem 6.1], recall that $W^r(\mathbb{R}^n) = H^r(\mathbb{R}^n)$ with equivalent norms when $r \in \mathbb{R}$ and $W^r(\mathbb{R}^n)$ is the $L^2$ Sobolev-Slobodeckii space [5, 58]. Therefore, if $u \in H^s$,

\[
\|A(x, y)u(x)\|_{L^2(\mathbb{R}^{2n}, M^{(s)+})} = \left( \int_{\mathbb{R}^n} |u(x)|^2 \int_{\mathbb{R}^n} |A(x, y)|^2 \, dy \, dx \right)^{1/2}
\]

\[
= \left( \int_{\mathbb{R}^n} |u(x)|^2 \|\mathcal{J}_2 A(x)\|^2 \, dx \right)^{1/2} = \|\mathcal{J}_2 A\|_{L^2(\mathbb{R}^n)}
\]

\[
\leq c \|u\|_{H^s} \|\mathcal{J}_2 A\|_{L^{2p}} < \infty,
\]
where $c$ does not depend on $u$ and $A$. This allows the definition of $\nabla^s_A u(x, y) := \nabla^s u(x, y) + A(x, y)u(x)$ and its adjoint $(\nabla^s_A)^*$ as in [14], in such a way that $\nabla^s_A : H^s(\mathbb{R}^n) \to L^2(\mathbb{R}^{2n}, M^{[s]+1})$ and $(\nabla^s_A)^* : L^2(\mathbb{R}^{2n}, M^{[s]+1}) \to H^{-s}(\mathbb{R}^n)$. By definition, the magnetic fractional Laplacian $(-\Delta)^s_A : H^s \to H^{-s}$ will be the composition $(\nabla^s_A)^* \nabla^s_A$. Let now $q$ be a scalar field such that

\[(a3) \quad q \in L^p(\Omega).\]

By [5, Theorem 8.3] we have the embedding $H^s \times L^p \to H^{-s}$ and hence $qu \in H^{-s}$ holds for $u \in H^s$. We can thus define the magnetic Schrödinger operator $(-\Delta)^s_A + q : H^s \to H^{-s}$ and the fractional magnetic Schrödinger equation (FMSE)

\[(-\Delta)^s_A u + qu = 0.\]

In the next Lemma we write $(-\Delta)^s_A$ in a more convenient form. To this scope, we introduce the bivariate function of order $|s|$ given by $S(x, y) := A(x, y) \cdot \alpha(x, y)$, for which we assume that

\[(a4) \quad |S(x, y)| \leq \tilde{S}(y) \text{ for a.e. } x, y \in \mathbb{R}^n, \text{ with } \tilde{S} \in L^2, \]

\[(a5) \quad S(x, y) \in H^{(|s|)}(\mathbb{R}^{2n}, M^{[s]}).\]

**Remark 9.** Assumption (a4) is really relevant only when $|s| \neq 0$, as it will be clear from the proof; in the case $s \in (0, 1)$, this assumption can be reduced. We refer to [14] for a set of sufficient conditions in that regime. Moreover, with a more careful analysis, one could reduce the exponent of the space to which $\tilde{S}$ belongs. However, we decided to keep $L^2$ for the sake of simplicity.

**Lemma 6.3.** Let $A$ be a bivariate function of order $|s| + 1$ satisfying conditions (a1), (a2), (a4), (a5), and let $u \in H^s$. There exist linear operators $\mathfrak{R}, \mathfrak{M}_\beta$ acting on bivariate functions of order $|s|$, with $\beta$ a multi-index of length $|\beta| \leq |s|$, such that the equation

\[(-\Delta)^s_A u(x) = (-\Delta)^s u(x) + \sum_{|\beta| \leq |s|} \partial^\beta u(x)(\mathfrak{M}_\beta(S))(x) + \int_{\mathbb{R}^n} u(y)(\mathfrak{R}(S)(x, y)) \, dy + u(x) \int_{\mathbb{R}^n} |A(x, y)|^2 \, dy\]

holds in weak sense.

**Proof.** If $v \in H^s$, then in weak sense

\[(18) \quad \langle (-\Delta)^s_A u, v \rangle = \langle \nabla^s u, \nabla^s v \rangle + \langle \nabla^s u, Av \rangle + \langle \nabla^s v, Au \rangle + \langle Au, Av \rangle,\]

where all the terms on the right hand side are finite, as observed above.

**Step 1.** Let us start by computing the third term on the right hand side of (18). The bivariate function $\nabla^s v(x, y)[A(x, y)u(x)]_A$ is antisymmetric, and by Cauchy-Schwarz and formula (17) we have

\[\|\nabla^s v(Au)_a\|_{L^1} \leq \|\nabla^s v\|_{L^2} \|(Au)_a\|_{L^2} \leq \|v\|_{H^s} \|Au\|_{L^2} < \infty.\]

Therefore Lemma 6.2 gives $\langle \nabla^s v, (Au)_a \rangle = 0$, and we can use Lemma 6.1 to write

\[\langle \nabla^s v, Au \rangle = \langle \nabla^s v, Au \rangle - \langle \nabla^s v, (Au)_a \rangle = \langle \nabla^s v, (Au)_a \rangle\]

\[= \langle \nabla^{|s|} v(x) - \nabla^{|s|} v(y), (Au)_a \cdot \alpha \rangle\]

\[= \langle \nabla^{|s|} v(x) - \nabla^{|s|} v(y), (A \cdot \alpha u)_a \rangle\]

\[= \langle \nabla^{|s|} v(x) - \nabla^{|s|} v(y), (A \cdot \alpha u)_a \rangle\]
The bivariate function \( |\nabla^{[s]}v(x)| + |\nabla^{[s]}v(y)||S(x, y)u(x)| \) is antisymmetric, and we can estimate its \( L^1 \) norm by means of the triangle inequality as
\[
\|(|\nabla^{[s]}v(x)| + |\nabla^{[s]}v(y)||S(x, y)u(x)|)\|_{L^1}
\leq \|(|\nabla^{[s]}v(x)| - |\nabla^{[s]}v(y)||S(x, y)u(x)|)\|_{L^1} + \|2|\nabla^{[s]}v(x)||S(x, y)u(x)|\|_{L^1}.
\]
The first term on the right hand side equals \( \|\nabla^s v(Au)_a\|_{L^1} \) by computation (19), so that it is finite by \( \|\nabla^s v(Au)_a\|_{L^1} \leq \|\nabla^s v\|_{L^2} \| (Au)_a \|_{L^2} \leq \|v\|_{H^s} \|Au\|_{L^2} < \infty \). We estimate the other term again by triangular inequality as
\[
\|2|\nabla^{[s]}v(x)||S(x, y)u(x)|\|_{L^1} \leq \|\nabla^{[s]}v(x)S(x, y)u(x)|\|_{L^1} + \|\nabla^{[s]}v(x)S(x, y)u(y)|\|_{L^1}.
\]
The estimation of the second term on the right hand side of (20) can be done as follows, and similarly for the other one:
\[
\|\nabla^{[s]}v(x)S(y, x)u(y)|\|_{L^1} = \int_{\mathbb{R}^n} |\nabla^{[s]}v(x)| \int_{\mathbb{R}^n} |S(y, x)| |u(y)| dy dx
\leq \int_{\mathbb{R}^n} |\nabla^{[s]}v(x)| \bar{S}(x) \int_{\Omega} |u(y)| dy dx
\leq c\|u\|_{L^2} \int_{\Omega} |\nabla^{[s]}v(x)| \bar{S}(x) dx
\leq c\|u\|_{L^2} \|\nabla^{[s]}v(x)\|_{L^1} \|\bar{S}\|_{L^2}
\leq c\|u\|_{H^s} \|v\|_{H^s} \|\bar{S}\|_{L^2} < \infty,
\]
where the constant \( c \) can change from line to line and does not depend on \( v, u \) and \( S \).

Thus we have proved that \( \|2|\nabla^{[s]}v(x)||S(x, y)u(x)|\|_{L^1} < \infty \), which in turn implies that \( \|(|\nabla^{[s]}v(x)| + |\nabla^{[s]}v(y)||S(x, y)u(x)|)\|_{L^1} < \infty \). Now we can use again Lemma 6.2 to conclude that \( \langle |\nabla^{[s]}v(x)| + |\nabla^{[s]}v(y)||S(x, y)u(x)\rangle = 0 \). From this fact and formula (19), integrating by parts,
\[
\langle \nabla^s v, Au \rangle = \langle \nabla^{[s]}v(x) - \nabla^{[s]}v(y), (Au)_a \rangle + \langle \nabla^{[s]}v(x) + \nabla^{[s]}v(y), (Au)_a \rangle
\]
\[
= 2\langle \nabla^{[s]}v(x), (Au)_a \rangle = \langle \nabla^{[s]}v(x), S(x, y)u(x)-S(y, x)u(y) \rangle
\]
\[
= \langle \nabla^{[s]}v(x), S(x, y)u(x) \rangle - \langle \nabla^{[s]}v(x), S(y, x)u(y) \rangle
\]
\[
= (-1)^{|s|} \left\langle v, (\nabla^s)_{\bar{x}} \left( u(x) \int_{\mathbb{R}^n} S(x, y) dy \right) \right\rangle
\]
\[
- (-1)^{|s|} \left\langle v, (\nabla^s)_{\bar{x}} \left( u(y) \int_{\mathbb{R}^n} S(y, x) dy \right) \right\rangle.
\]
In the last term the derivatives can pass under the integral sign by means of the dominated convergence theorem, since \( |S(x, y)u(y)| \leq \bar{S}(y)|u(y)| \), and \( \int_{\mathbb{R}^n} \bar{S}(y)|u(y)| dy \leq \|\bar{S}\|_{L^1} \|u\|_{L^2} < \infty \). Eventually,
\[
\langle \nabla^s v, Au \rangle = (-1)^{|s|} \left\langle v, (\nabla^s)_{\bar{x}} \left( u(x) \int_{\mathbb{R}^n} S(x, y) dy \right) \right\rangle
\]
\[
+ (-1)^{|s|+1} \left\langle v, \int_{\mathbb{R}^n} u(y)(\nabla^s)_{\bar{x}} S(y, x) dy \right\rangle.
\]

**Step 2.** Next we compute the second term on the right hand side of (18). With a computation similar to (19), we obtain \( \langle \nabla^s u, Av \rangle = \langle \nabla^{[s]}u(x) - \nabla^{[s]}u(y), S(x, y)v(x) \rangle \);
moreover, we have estimates similar to the ones in (21), and so we can split the integral. Eventually, we integrate by parts and get
\[
\langle \nabla^s u, Av \rangle = \langle \nabla^{[s]} u(x), S(x, y)v(x) \rangle - \langle \nabla^{[s]} u(y), S(x, y)v(x) \rangle
\]

(23)
\[
= \left\langle v(x), \nabla^{[s]} u(x) \cdot \int_{\mathbb{R}^n} S(x, y)dy \right\rangle - \left\langle v(x), \int_{\mathbb{R}^n} \nabla^{[s]} u(y) \cdot S(x, y)dy \right\rangle
\]
\[
= \left\langle v(x), \nabla^{[s]} u(x) \cdot \int_{\mathbb{R}^n} S(x, y)dy \right\rangle
\]
\[
+ (-1)^{|s|+1} \left\langle v(x), \int_{\mathbb{R}^n} u(y)(\nabla^{[s]} )_y S(x, y)dy \right\rangle .
\]

**Step 3.** The properties \( \langle (-\Delta)^s u, v \rangle = \langle \nabla^s u, \nabla^s v \rangle \) and
\[
\langle Au, Av \rangle = \left\langle v, u \int_{\mathbb{R}^n} |A(x, y)|^2 dy \right\rangle
\]
hold, as proved in [14]. Using this information and formulas (22), (23) we can write the fractional magnetic Schrödinger operator as
\[
\langle (-\Delta)^s u, v \rangle + \left\langle v(x), \nabla^{[s]} u(x) \cdot \int_{\mathbb{R}^n} S(x, y)dy \right\rangle + (-1)^{|s|}(\nabla \cdot )^{[s]} u(x) \int_{\mathbb{R}^n} S(x, y)dy \right\rangle ,
\]
\[
+ (-1)^{|s|+1} \left\langle v(x), \int_{\mathbb{R}^n} u(y)(\nabla^{[s]} )_y S(x, y)dy \right\rangle + \left\langle u \int_{\mathbb{R}^n} |A|^2 dy, v \right\rangle .
\]

Let us compute the left hand side of the second bracket and collect the resulting terms according to the order of their derivatives of \( u \). For every multi-index \( \beta \) such that \( |\beta| \leq |s| \) we can find a linear operator \( \mathfrak{M}_\beta \) such that
\[
\nabla^{[s]} u(x) \cdot \int_{\mathbb{R}^n} S(x, y)dy + (-1)^{|s|}(\nabla \cdot )^{[s]} u(x) \int_{\mathbb{R}^n} S(x, y)dy \right\rangle ,
\]
\[
= \sum_{|\beta| \leq |s|} \partial^\beta u(x) \mathfrak{M}_\beta (S) .
\]

We can also define the following linear operator:
\[
\mathfrak{M}(S) = (-1)^{|s|+1} \left\langle (\nabla \cdot )^{[s]} S(y, x) + (\nabla \cdot )^{[s]} S(x, y) \right\rangle .
\]

With these new definitions, we can rewrite the fractional magnetic Schrödinger operator as in the statement of the Lemma. \( \square \)

### 6.3. The bilinear form and the DN map

For every \( s \in \mathbb{R}^+ \backslash \mathbb{Z} \) and \( u, v \in H^s \) we define the bilinear form \( B_{A,q}^s : H^s \times H^s \rightarrow \mathbb{R} \) as in [14]:
\[
B_{A,q}^s(u, v) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \nabla^A u \cdot \nabla^A v dydx + \int_{\mathbb{R}^n} quv dx .
\]

**Lemma 6.4.** There are constants \( \mu', k' > 0 \) such that, for all \( u \in H^s \),
\[
B_{A,q}^s(u, u) + \mu' \langle u, u \rangle \geq k' \| u \|_{H^s}^2 .
\]

**Proof.** The formula we want to prove is called coercivity estimate. Using (18), we can write
\[
B_{A,q}^s(u, u) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \nabla^A u \cdot \nabla^A u dydx + \int_{\mathbb{R}^n} qu^2 dx
\]
\[
= \int_{\mathbb{R}^n} u(-\Delta)^A u dx + \int_{\mathbb{R}^n} qu^2 dx = \langle (-\Delta)^A u, u \rangle + \langle qu, u \rangle
\]
\[
= \langle (-\Delta)^s u, u \rangle + 2\langle \nabla^s u, Au \rangle + \left\langle q + \int_{\mathbb{R}^n} |A(x, y)|^2 dy \right\rangle u, u \rangle
\]
where \( Q(x) := q(x) + \int_{\mathbb{R}^n} |A(x, y)|^2 dy \) belongs to \( L^p \) since Cauchy-Schwartz and assumptions (a1) and (a3) imply the embedding \( L^{2p} \times L^{2p} \hookrightarrow L^p \). Since we always have \( L^p \times H^s \hookrightarrow H^{s-\delta} \), we get \( \langle Qu, u \rangle \leq \|u\|_{H^\delta} \|Qu\|_{H^{-\delta}} \leq \|Q\|_{L^p} \|u\|_{H^s}^2 \). For the second term on the right hand side of (24) we first perform an estimate by means of the Young inequality

\[
2 \left( \int_{\mathbb{R}^n} \nabla^s u \cdot A \, dy, u \right) \leq \epsilon^{-1} \|u\|_{L^2}^2 + \epsilon \left\| \int_{\mathbb{R}^n} \nabla^s u \cdot A \, dy \right\|_{L^2}^2,
\]

then estimate the second term with the Cauchy-Schwartz inequality, in light of (a4):

\[
\epsilon \left\| \int_{\mathbb{R}^n} \nabla^s u \cdot A \, dy \right\|_{L^2}^2 = \epsilon \left( \int_{\mathbb{R}^n} \left( (\nabla^s u(x) - \nabla^s u(y)) \otimes \alpha \right) : A \, dy \right)^2
\]

\[
= \epsilon \left( \int_{\mathbb{R}^n} (\nabla^s u(x) - \nabla^s u(y)) \cdot (A \cdot \alpha) \, dy \right)^2
\]

\[
= \epsilon \left( \int_{\Omega} (\nabla^s u(x) - \nabla^s u(y)) \cdot S(x, y) \, dy \right)^2
\]

\[
\leq \epsilon \left( \int_{\Omega} \left( |\nabla^s u(x)| + |\nabla^s u(y)| \right)^2 \, dy \right)^2
\]

\[
= \epsilon \int_{\Omega} \left( \int_{\Omega} \left( |\nabla^s u(x)| + |\nabla^s u(y)| \right)^2 \, dy \right) dx
\]

\[
\leq \epsilon \int_{\Omega} \left( \int_{\Omega} (|\nabla^s u(x)| + |\nabla^s u(y)|)^2 \, dy \right) dx
\]

\[
\leq 2\epsilon \|S\|_{L^2(\Omega)}^2 \int_{\Omega} \int_{\Omega} \left( |\nabla^s u(x)| + |\nabla^s u(y)| \right)^2 \, dy \, dx
\]

\[
\leq 4\|\nabla^s u\|_{H^s}^2 \leq c \epsilon \|\nabla^s u\|_{H^s}^2 \leq c \epsilon \|u\|_{H^{s}}^2,
\]

where the constant \( c \) can change from line to line and does not depend on \( u \). Eventually

\[
2 \left( \int_{\mathbb{R}^n} \nabla^s u \cdot A \, dy, u \right) \leq \epsilon^{-1} \|u\|_{L^2}^2 + c \epsilon \|u\|_{H^s}^2,
\]

which leads to

(25) \[ B_{A,Q}^*(u, u) \geq B_{A,Q}^*(u, u) - \epsilon^{-1} \|u\|_{L^2}^2 - c \epsilon \|u\|_{H^s}^2. \]

Since \( C^\infty_c(\Omega) \) is dense in \( L^p(\Omega) \), for every \( \delta > 0 \) we can find functions \( Q_s, Q_r \) such that \( Q_s \in C^\infty_c(\Omega) \), \( \|Q_r\|_{L^p(\Omega)} \leq \delta \) and \( Q \equiv Q_s + Q_r \). Also, if \( \phi_j \in C^\infty_c(\Omega) \) and \( \|\phi_j\|_{H^s} = 1 \) for \( j = 1, 2 \), then \( \|Q_r \phi_1, \phi_2\| \leq \epsilon \|\phi_1\|_{H^s} \|\phi_2\|_{H^s} \|Q_r\|_{L^p} \leq c\delta \) by the embedding \( L^p \times H^s \hookrightarrow H^{-s} \). Therefore,

\[
\|Q_r\|_{H^{-s}} = \sup_{\|\phi_j\|_{H^s} = 1} \|\langle Q_r, \phi_1, \phi_2 \rangle\| \leq c\delta,
\]

which means that \( Q \) belongs to the closure of \( C^\infty_c(\Omega) \) in \( Z^{-s}(\mathbb{R}^n) \), that is \( Q \in Z^{-s}_0(\mathbb{R}^n) \). Now by Lemma 5.1 we know the coercivity estimate for the non-magnetic high exponent case; this lets us write (25) as

\[
B_{A,Q}^*(u, u) + (\mu + \epsilon^{-1})\langle u, u \rangle \geq (k - c \epsilon)\|u\|_{H^s}^2,
\]

which completes the proof.
which is the coercivity estimate for $B_{A,q}^*$ as soon as $\epsilon$ is fixed small enough and $\mu' := \mu + \epsilon^{-1}$, $k' := k - c + \epsilon$ are defined.

By means of the lemma above, if we assume 0 is not an eigenvalue for the equation, we can proceed as in the proof of Lemma 2.6 from [75] and get the well-posedness of the direct problem for FMSE. This can be stated as follows: if $F \in (H^s(\Omega))^*$, there exists unique solution $u \in H^s(\mathbb{R}^n)$ to $B_{A,q}^*(u, v) = F(v)$ for all $v \in \tilde{H}^s(\Omega)$, i.e. unique $u \in H^s(\mathbb{R}^n)$ such that $(-\Delta)^s_A u + qu = F$ in $\Omega$, $u|_{\Omega_c} = 0$. This is also true for non-vanishing exterior value $f \in H^s(\mathbb{R}^n)$ (see [15] and [29]), and the following estimate holds:

$$\|u\|_{H^s(\mathbb{R}^n)} \leq c(\|F\|_{(\tilde{H}^s(\Omega))^*} + \|f\|_{H^s(\mathbb{R}^n)})$$

where $c$ does not depend on $F$ and $f$.

One can prove (see Lemma 3.11 from [14]) that $B_{A,q}^*$ also enjoys these properties:

1. $B_{A,q}^*(v, w) = B_{A,q}^*(w, v)$, for all $v, w \in H^s$,
2. $|B_{A,q}^*(v, w)| \leq c\|v\|_{H^s(\mathbb{R}^n)}\|w\|_{H^s(\mathbb{R}^n)}$ for all $v, w \in H^s$, where $c$ does not depend on $v$ and $w$.
3. $B_{A,q}^*(u_1, e_j) = B_{A,q} (u_1, e_j)$, for $u_j \in H^s$ solution to the direct problem for FMSE with exterior value $f_j \in H^s(\Omega_c)$ and $e_j$ any extension of $f_j$ to $H^s$,

$$ j = 1, 2.$$

**Lemma 6.5.** Let $X = H^s(\mathbb{R}^n)/\tilde{H}^s(\Omega)$ be the abstract quotient space, and let $u_1 \in H^s$ be the solution to the direct problem for FMSE with exterior value $f_1 \in H^s(\Omega_c)$. Then

$$\langle \Lambda_{A,q}^*[f_1], [f_2] \rangle = B_{A,q}^*(u_1, f_2), \quad f_j \in H^s, \quad j = 1, 2$$

defines a bounded, linear, self-adjoint map $\Lambda_{A,q}^* : X \rightarrow X^*$. We call $\Lambda_{A,q}^*$ the DN map.

**Proof.** The proof follows trivially from properties (1)-(3) of $B_{A,q}^*$ and (26). \qed

### 6.4. The gauge

Consider two couples of potentials $(A_1, q_1)$ and $(A_2, q_2)$. We say that $(A_1, q_1) \sim (A_2, q_2)$ if and only if the following conditions are met:

- $\mathfrak{M}(S_1 - S_2) = 0$ for almost every $x, y \in \mathbb{R}^n$
- $\mathfrak{M}_{a_{0 \ldots 0}}(S_1 - S_2) + \int_{\mathbb{R}^n} (|A_1|^2 - |A_2|^2) \, dy + (q_1 - q_2) = 0$ for almost every $x \in \mathbb{R}^n$

- $\mathfrak{M}_\beta(S_1 - S_2) = 0$ for all $1 \leq |\beta| \leq |s|$ and almost every $x \in \mathbb{R}^n$.

It is clear from the linearity of $\mathfrak{M}$ and $\mathfrak{M}_\alpha$ that $\sim$ is an equivalence relation, and so the set of all couples of potentials is divided into equivalence classes by $\sim$. We call these *gauge classes*, and if $(A_1, q_1) \sim (A_2, q_2)$ we say that $(A_1, q_1)$ and $(A_2, q_2)$ are in gauge.

Observe that this gauge $\sim$ coincides with the one defined in [14] if $s \in (0, 1)$, although it looks quite different. Since in this case $|s| = 0$, there is no third condition. In the language of that paper, the first condition reads

$$0 = -\mathfrak{M}(S_1 - S_2) = S_1(x, y) + S_1(x, y) - S_2(y, x) - S_2(x, y)$$

$$= (A_1(x, y) - A_2(x, y)) \cdot \alpha(x, y) + (A_1(y, x) - A_2(y, x)) \cdot \alpha(y, x)$$

$$= (A_1(x, y) - A_1(y, x) - A_2(x, y) + A_2(y, x)) \cdot \alpha(x, y)$$

$$= 2(A_1 - A_2)_a \cdot \alpha = 2(A_1 - A_2)_a \cdot \alpha,$$
which is equivalent to \((A_1)_{s\parallel} = (A_2)_{s\parallel}\), since the two vectors in the last scalar product have the same direction. Given this fact, for any \(v \in H^s\) the first term in the second condition weakly is

\[
\langle \mathcal{R}(0,...,0)(S_1 - S_2), v \rangle = 2\langle S_1 - S_2, v \rangle = 2\langle \alpha \cdot (A_1 - A_2), v \rangle = 2\langle \alpha \cdot (A_1 - A_2)_{s\parallel}, v \rangle = 2\langle \alpha v, (A_1 - A_2)_{s\parallel} \rangle = 2\langle (\alpha v)_{s}, (A_1 - A_2)_{s\parallel} \rangle = \langle \alpha (x,y)u(x) + \alpha (y,x)v(y), (A_1 - A_2)_{s\parallel} \rangle = \langle \alpha (x,y)(v(x) - v(y)), (A_1 - A_2)_{s\parallel} \rangle = \langle \nabla^s v, (A_1 - A_2)_{s\parallel} \rangle = \langle v, (\nabla^s)^*( (A_1 - A_2)_{s\parallel} ) \rangle ,
\]

which lets us rewrite the second condition as

\[
(\nabla^s)^*(A_1)_{s\parallel} + \int_{\mathbb{R}^n} |A_1|^2 dy + q_1 = (\nabla^s)^*(A_2)_{s\parallel} + \int_{\mathbb{R}^n} |A_2|^2 dy + q_2 .
\]

**Remark 10.** Observe that the gauge enjoyed by the FMSE is quite different from the one holding for the MSE. For the sake of simplicity, we shall compare the classical case with the fractional one in the regime \(s \in (0,1)\), following section 3 in [14].

Given lemma 6.3, one sees that the following is an equivalent definition for the gauge \(\sim\) above:

\[
(A_1, q_1) \sim (A_2, q_2) \iff (\Delta)^s_{A_1} u + q_1 u = (\Delta)^s_{A_2} u + q_2 u ,
\]

for all \(u \in H^s(\mathbb{R}^n)\). One may also define the accessory gauge \(\approx\) as

\[
(A_1, q_1) \approx (A_2, q_2) \iff \exists \phi \in G : (\Delta)^s_{A_1} (u \phi) + q_1 u \phi = \phi((\Delta)^s_{A_2} u + q_2 u) ,
\]

for all \(u \in H^s(\mathbb{R}^n)\), where \(G := \{ \phi \in C^\infty(\mathbb{R}^n) : \phi > 0, \phi|_{\Omega_e} = 1 \}\). These definitions can be extended to the MSE in the natural way. It was proved in lemmas 3.9 and 3.10 of [14] that the FMSE enjoys the gauge \(\sim\), but not \(\approx\). In the same discussion, it was argued that the opposite holds for MSE. The reason for this surprising discrepancy should be looked for in the nonlocal structure of the FMSE. As apparent in formula (10) in [14], the coefficient of the gradient term in FMSE is not related to the whole vector potential \(A\) itself, but only to its antisymmetric part \(A_s\). It is such antisymmetry requirement what eventually does not allow the FMSE to enjoy \(\approx\) as the MSE. As a result, the scalar potential \(q\) can not be in general uniquely determined as in the classical case.

### 6.5. Main result.

**Remark 11.** Assume \(W \subseteq \Omega_e\) is an open set and \(u \in H^s\) satisfies \(u = 0\) and \((\Delta)^s_{A_s} u + q u = 0\) in \(W\). We say that the fractional magnetic Schrödinger operator enjoys the weak unique continuation property (WUCP) if we can deduce that \(u = 0\) in \(\Omega\). This was proved in [14] by using the UCP of the fractional Laplacian for \(s \in (0,1)\); since we know by Theorem 1.1 that UCP still holds for \((\Delta)^s\) in the regime \(s \in \mathbb{R}^+ \setminus \mathbb{Z}\), we can deduce WUCP for \((\Delta)^s_{A_s} + q\) by the same proof.

**Proof of theorem 1.5. Step 1.** Without loss of generality, let \(W_1 \cap W_2 = \emptyset\). Let \(f_i \in C^\infty_c(W_i)\), and let \(u_i \in H^s(\mathbb{R}^n)\) solve \((\Delta)^s_{A_i} u_i + q_i u_i = 0\) with \(u_i - f_i \in H^s(\Omega)\) for \(i = 1,2\). Knowing that the DN maps computed on \(f \in C^\infty_c(W_1)\) coincide when restricted to \(W_2\), using Lemmas 6.3 and 6.5 we write this integral identity

\[
0 = \langle (\Lambda_{A_1, q_1} - \Lambda_{A_2, q_2}) f_1, f_2 \rangle = B_{A_1, q_1}^s(u_1, u_2) - B_{A_2, q_2}^s(u_1, u_2)
\]
Since if \( x \notin \Omega \) or \( y \notin \Omega \) we have \( A_1(x,y) = A_2(x,y) \) and \( q_1(x) = q_2(x) \), we can restrict \( u_1, u_2 \) and \( \partial \beta u_1 \) over \( \Omega \) in the previous formula; it is also true that \((\partial \beta u_1)_{|\Omega} = \partial \beta (u_1|_{\Omega})\), and therefore

\[
0 = \left( u_2|_{\Omega}, \sum_{|\beta| \leq [s]} \partial \beta (u_1|_{\Omega}) \mathcal{M}_\beta(S_1 - S_2) \right) + \left( u_2, \int_{\mathbb{R}^n} u_1(y) \mathcal{M}(S_1 - S_2) \, dy \right) + \\
+ \left( u_2, u_1 \left( \int_{\mathbb{R}^n} (|A_1|^2 - |A_2|^2) \, dy + (q_1 - q_2) \right) \right).
\]

This is the Alessandrini identity, which now we will test with certain solutions in order to obtain information about the potentials. The appropriate test solutions will be produced by means of the Runge approximation property (RAP), which holds for the FMSE because of Remark 11 and Lemma 3.15 in [14]. This property says that the set \( \mathcal{R} = \{ u_f|_{\Omega} : f \in C_c^\infty(W) \} \subset L^2(\Omega) \) of the restrictions to \( \Omega \) of those functions \( u_f \) solving FMSE for some smooth exterior value \( f \) supported in \( W \) is dense in \( L^2(\Omega) \).

**Step 2.** Given any \( f \in L^2(\Omega) \), by the RAP we can find a sequence of solutions \( (u_2)_k \to f \) in \( L^2 \) sense as \( k \to \infty \). Substituting these in the Alessandrini identity and taking limits by the arbitrariness of \( f \) we can deduce that

\[
0 = \sum_{|\beta| \leq [s]} \partial \beta (u_1|_{\Omega}) \mathcal{M}_\beta(S_1 - S_2) + \int_{\mathbb{R}^n} u_1(y) \mathcal{M}(S_1 - S_2) \, dy + \\
+ \int_{\mathbb{R}^n} (|A_1|^2 - |A_2|^2) \, dy + (q_1 - q_2) \]

holds for every solution \( u_1 \in H^s \) and almost every point \( x \in \Omega \). Fix \( x \in \Omega \). Consider now any \( \psi \in C_c^\infty(\Omega) \) and let \( g(y) := e^{-1/|x-y|}\psi(y), \ g(x) = 0 \). Since \( e^{-1/|x-y|} \) is smooth, it is easy to see that \( g \in C_c^\infty(\Omega) \subset L^2(\Omega) \); also, by the properties of \( e^{-1/|x-y|} \) one has that \( \partial \beta g(x) = 0 \) for all multi-indices \( \beta \). By the RAP we can find a sequence of solutions \( (u_1)_k \to g \) in \( L^2 \) sense as \( k \to \infty \). Substituting these in the above identity and taking limits, we get

\[
\int_{\mathbb{R}^n} e^{-1/|x-y|}\psi(y) \mathcal{M}(S_1 - S_2) \, dy = 0 ,
\]

which by the arbitrariness of \( \psi \) and the positivity of the exponential now implies \( \mathcal{M}(S_1 - S_2) = 0 \) for almost all \( x, y \in \Omega \). We can now return to the above equation with this new information: for every solution \( u_1 \in H^s \) and almost every \( x \in \Omega \),

\[
0 = \sum_{|\beta| \leq [s]} \partial \beta (u_1|_{\Omega}) \mathcal{M}_\beta(S_1 - S_2) + u_1|_{\Omega} \left( \int_{\mathbb{R}^n} (|A_1|^2 - |A_2|^2) \, dy + (q_1 - q_2) \right).
\]

For every multi-index \( \beta \) we can consider the function \( h_\beta(x) = x^\beta = x_1^{\beta_1} \cdots x_n^{\beta_n} \), which belongs to \( L^2(\Omega) \). Let \( (h_\beta)_k \) be a sequence of solutions approximating \( h_\beta \)
in $L^2$, which exists by the RAP. We will first substitute $(h_{(0,...,0)})_k$ into the last formula, take limits and deduce

$$\mathcal{M}_{(0,...,0)}(S_1 - S_2) + \int_{\mathbb{R}^n} (|A_1|^2 - |A_2|^2)dy + (q_1 - q_2) = 0,$$

which has the effect of reducing the equation to

$$\sum_{1 \leq |\beta| \leq \lfloor s \rfloor} \partial^\beta (u_1|_{\Omega}) \mathcal{M}_\beta(S_1 - S_2) = 0.$$

If $\lfloor s \rfloor \geq 1$, we will repeat the last steps with each $h_{\beta}$ such that $|\beta| = 1$, deducing $\mathcal{M}_{\beta}(S_1 - S_2) = 0$ for every such $\beta$, and subsequently

$$\sum_{2 \leq |\beta| \leq \lfloor s \rfloor} \partial^\beta (u_1|_{\Omega}) \mathcal{M}_\beta(S_1 - S_2) = 0.$$

Repeating this process for a total of $\lfloor s \rfloor$ times eventually leads to

$$\mathcal{M}_\beta(S_1 - S_2) = 0 \quad \forall 1 \leq |\beta| \leq \lfloor s \rfloor,$$

which proves the theorem by the definition of the gauge $\sim$.

7. Possible generalizations and applications beyond this article. We discuss some possible directions for the future research on higher order fractional inverse problems, fractional Poincaré inequalities and unique continuation properties. It seems that now it would be the most natural to reconsider many of the recent developments in fractional inverse problems for higher order operators. We outline here some problems which we would like to see solved in the future.

We have split this section in three in order to emphasize some open problems which we find especially interesting. We do not claim that answers to all questions are positive and it would be interesting to see why and where the greatest difficulties, or even counterexamples, would show up. We first list the most natural directions to continue our work on higher order fractional Calderón problems. One could study for example the following cases:

(i) Is reconstruction from a single measurement [15, 28] possible also in the higher order cases?

(ii) Is there stability [75] in the higher order cases?

(iii) Is there exponential instability [74] in the higher order cases?

(iv) Is there uniqueness for the Calderón problem for fractional semilinear Schrödinger equations [48, 49] in the higher order cases?

(v) Do the monotonicity methods [34, 35] extend to the higher order cases?

(vi) Is there uniqueness for the conductivity type fractional Calderón problems [10, 15] in the higher order cases?

(vii) Could recent results on fractional heat equations [50, 76] be generalized to the higher order cases?

(viii) Does the higher regularity Runge approximation in [11, 29] generalize to higher order cases?

7.1. Unique continuation problems. We state here some unique continuation problems, which do not follow directly from the earlier results and the techniques that we have developed for this article.
**Question 1** (UCP for Bessel potentials). Let $s \in \mathbb{R}^+ \setminus \mathbb{Z}$, $p \in [1, \infty)$ and $r \in \mathbb{R}$. Let $V \subset \mathbb{R}^n$ be an open set. Suppose that $f \in H^{s,p}(\mathbb{R}^n)$, $f|_V = 0$ and $(-\Delta)^s f|_V = 0$. Show that $f \equiv 0$ or give a counterexample.

The positive answer to question 1 is known when $p \in [1, 2]$ (see corollary 6). If $f$ has compact support, then the answer is positive for all $p \in [1, \infty)$ (see corollary 4). Question 1 is also open for the exponents $s \in (0, 1)$ when $p > 2$. See section 3.1 for details.

**Question 2** (Measurable UCP). Let $s \in \mathbb{R}^+ \setminus \mathbb{Z}$ and $r \in \mathbb{R}$. Let $V \subset \mathbb{R}^n$ be an open set and $E \subset V$ a measurable set with positive measure. Suppose that $f \in H^{s,r}(\mathbb{R}^n)$, $f|_E = 0$ and $(-\Delta)^s f|_V = 0$. Show that $f \equiv 0$ or give a counterexample.

The positive answer to question 2 is known when $s \in (0, 1)$ [28]. Question 2 with a potential $q$ from a suitable class of functions is also interesting and more challenging problem. See [28, Proposition 5.1] for more details.

**Question 3** (Alternative strong UCP). Let $s \in \mathbb{R}^+ \setminus \mathbb{Z}$ and $r \in \mathbb{R}$. Let $V \subset \mathbb{R}^n$ be an open set. Suppose that $f \in H^{s,r}(\mathbb{R}^n)$, $f|_V = 0$ and $\partial^\beta((-\Delta)^s f)(x_0) = 0$ for some $x_0 \in V$ and all $\beta \in \mathbb{N}^n_0$. Show that $f \equiv 0$ or give a counterexample.

Question 3 can be seen as a version of the strong unique continuation property (see e.g. [23, 27, 73]) with interchanged decay conditions. When $f$ has compact support, the answer to question 3 is positive for $s \in (-n/2, \infty) \setminus \mathbb{Z}$ (see corollary 4).

The problems posed in questions 1–3 for the fractional Laplacian are interesting mathematical problems on their own right, but they also have important applications in inverse problems. The UCPs can be used to show Runge approximation properties for nonlocal equations such as the fractional Schrödinger equation (see theorem 1.4), which in turn can be used to show uniqueness for the corresponding nonlocal inverse problem (see theorem 1.3). The UCPs have also applications in integral geometry, where the uniqueness of the ROI problem for the $d$-plane transform can be reduced to a unique continuation problem for the fractional Laplacian (see remark 6 and corollaries 1 and 2).

7.2. Fractional Poincaré inequality for $L^p$-norms. In section 3.2 we prove the fractional Poincaré inequality for $L^2$-norms in multiple ways. The inequality is needed for the well-posedness of the inverse problem for the fractional Schrödinger equation. One could try to extend the Poincaré inequality for general $L^p$-norms. This suggests the following natural question which is also interesting from the pure mathematical point of view.

**Question 4.** Let $s \geq 0$, $1 \leq p < \infty$, $K \subset \mathbb{R}^n$ compact set and $u \in H^{s,p}(\mathbb{R}^n)$ such that $\text{spt}(u) \subset K$. Show that there exists a constant $c = c(n, K, s, p)$ such that

\begin{equation}
\|u\|_{L^p(\mathbb{R}^n)} \leq c \left\|(-\Delta)^{s/2}u\right\|_{L^p(\mathbb{R}^n)}
\end{equation}

or give a counterexample.

Since we have presented several proofs for the Poincaré inequality in the case $p = 2$, one could try some of our methods to solve question 4. However, some of our proofs are heavily based on Fourier analysis and those approaches might be difficult to generalize to the $L^p$-case when $p \neq 2$. Like in theorem 1.2 and in theorem 3.10, another interesting question is whether one can replace $u$ in the left-hand side of equation (27) with $(-\Delta)^{t/2}u$ when $0 \leq t \leq s$, and whether the constant $c$ in equation (27) can be expressed in terms of the classical Poincaré constant when $s \geq 1$. 
7.3. The Calderón problem for determining a higher order PDO. In this discussion, we try to make as simple assumptions as possible. The whole point is to introduce a new inverse problem that we think is a very natural and interesting one, at least from a pure mathematical point of view. Therefore the optimal regularity in the statement of the problem is not as important. Let Ω be a domain with smooth boundary. Suppose that $P(x, D) = \sum_{|\alpha| \leq m} a_\alpha(x) D^\alpha$ is a partial differential operator (PDO) of order $m$ with smooth coefficients on $\Omega$. We argue in section 3.1 that the operator $(-\Delta)^s + P(x, D)$ admits the UCP (in open sets).

It is shown in the seminal work of Ghosh, Uhlmann and Salo [29] that if $P(x, D)$ is of order $m = 0$, then one can determine the zeroth order coefficient (i.e. the potential $q$) from the associated DN map. It was then later shown in [11] that if $P(x, D)$ is of order $m = 1$, then one can also determine the coefficients (i.e. the potential $q$ and the magnetic drift $b$) from the associated DN map whenever the order of $(-\Delta)^s$ is large enough, namely when $2s > 1$. This and our work on higher order Calderón problems motivate the following inverse problem.

**Question 5.** Suppose that $\Omega \subset \mathbb{R}^n$ is a bounded open domain with smooth boundary. Let $P_j(x, D)$, $j = 1, 2$, be smooth PDOs of order $m \in \mathbb{N}$ in $\Omega$. Let $s \in \mathbb{R}^+ \setminus \mathbb{Z}$ be such that $2s > m$. Given any two open sets $W_1, W_2 \subset \Omega$, suppose that the DN maps $\Lambda_{P_j}$ for the equations

$$( -\Delta)^s + P_j(x, D) u_j = 0 \text{ in } \Omega$$

satisfy $\Lambda_{P_1} f|_{W_2} = \Lambda_{P_2} f|_{W_2}$ for all $f \in C_0^\infty(W_1)$. Show that $P_1(x, D) = P_2(x, D)$ or give a counterexample.\(^1\)

Another interesting question is whether the strong UCP [27] can be extended to higher order PDOs.
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