Josephson effect in $S_F XS_F$ junctions
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We investigate the Josephson effect in $S_F XS_F$ junctions, where $S_F$ is a superconducting material with a ferromagnetic exchange field, and $X$ a weak link. The critical current $I_c$ increases with the (antiparallel) exchange fields if the distribution of transmission eigenvalues of the $X$-layer has its maximum weight at small values. This exchange field enhancement of the supercurrent does not exist if $X$ is a diffusive normal metal. At low temperatures, there is a correspondence between the critical current in an $S_F IS_F$ junction with collinear orientations of the two exchange fields, and the AC supercurrent amplitude in an SIS tunnel junction. The difference of the exchange fields $h_1 - h_2$ in an $S_F IS_F$ junction corresponds to the potential difference $V_1 - V_2$ in an SIS junction; i.e., the singularity in $I_c$ [in an $S_F IS_F$ junction] at $|h_1 - h_2| = \Delta_1 + \Delta_2$ is the analogue of the Riedel peak. We also discuss the AC Josephson effect in $S_F IS_F$ junctions.

PACS: 74.50.+r, 74.80.-g, 75.70.-i

The presence of a magnetic exchange field in bulk superconductors and in superconductor (S) – ferromagnet(F) multilayers reduces the critical temperature $T_c$, i.e., suppresses superconductivity (see, e.g., and references therein). Similarly, an exchange field suppresses the proximity effect: superconducting correlations spread into the F layer of superconductor-ferromagnet structures on a shorter distance than into the normal layer of a superconductor-normal metal structure. Hence, it is natural to expect that the supercurrent in a junction will be suppressed by an exchange field in the superconductors or by the presence of ferromagnetic layers between the superconducting banks. Surprisingly, it was shown recently that the supercurrent can be strongly enhanced in a number of situations: e.g., in an $S_F IS_F$ junction formed by two “ferromagnetic superconductors” ($S_F$) whose exchange fields are oriented in an antiparallel way, and in SFIFS junctions. There is still no simple intuitive understanding of this exchange field supercurrent enhancement (EFSE) effect, and also, which conditions favor this effect. In the following, we investigate the Josephson effect in $S_F XS_F$ junctions for different choices of the scattering layer $X$, for example, when $X$ is a diffusive normal metal or an insulator, and find the conditions favoring the EFSE-effect.

In this Letter, we show that the EFSE-effect exists in $S_F XS_F$ junctions if the distribution of transmission eigenvalues of the $X$-layer has its maximum weight for small values. If the transparency is increased, we find that the effect becomes less pronounced; it disappears when the transparency is close to unity. If $X$ is a diffusive normal metal, there is no exchange field enhancement of the supercurrent. At zero temperature, we find a correspondence between the critical current $I_c(V=0, h_1 - h_2)$ of an $S_F IS_F$ junction with collinear exchange fields $h_1(2)$ and the AC supercurrent amplitude Re $I_c(V)$ of an SIS tunnel junction. The two quantities coincide if the voltage $V$ across the junction is equal to $h_1 - h_2$. Thus, the peak-like singularity of $I_c(V=0, h_1 - h_2)$ at $|h_1 - h_2| = \Delta_1 + \Delta_2$ has the same nature as the Riedel peak in SIS contacts at $|eV| = \Delta_1 + \Delta_2$. Here, $\Delta_{1(2)}$ are the superconducting pair potentials of the two contacts.

Fig. 1 Sketch of the device showing the EFSE-effect; the two ferromagnetic superconductor layers $S_F$ are characterized by BCS order parameters $\Delta_{1(2)}$ and exchange fields $h_{1(2)}$. A scattering region $X$ (e.g., an insulator or a diffusive normal metal) separates the two $S_F$ layers.
To derive the results listed above, we relate the supercurrent through the S_FXS_F junction to the scattering matrix of the region X, and then use the statistical properties of this scattering matrix. The model considered is illustrated in Fig. 1. It consists of a scattering region (hatched) between two superconducting S_F layers.

Examples for S_F-layers include superconductors with ferromagnetic impurities, or superconductor-ferromagnet (normal metal) multilayers, where the superconducting (and ferromagnetic) order parameter is induced by the proximity effect. They can be described by adding an exchange field to the BCS-model. Then the self-consistency equation at zero temperature shows that the superconducting order parameter $\Delta(h) = \Delta(0)$ if the exchange field $h \leq \Delta(0)$, and $\Delta(h) = 0$ otherwise. In this paper we assume that $|h| \leq \Delta(0)$ in the two “ferromagnetic superconductor” leads.

The supercurrent is calculated using the quasiclassical Green’s function technique. We assume that the junction is short, i.e., that the traversal time $\tau$ through the region X is such that $h/\tau$ exceeds the superconducting order parameters $\Delta_{1,2}$ of the S_F layers. Then, following Ref. 14, we relate the supercurrent $I$ to Keldysh Green’s functions, and finally to retarded quasiclassical Green’s functions $\hat{R}_{1,2}$ in the bulk of the S_F layers, and the eigenvalues $\tau_n$ of $tt^\dagger$, where $t$ is the transmission amplitude of the X-layer:

$$ I = \frac{1}{4e} \int dE \text{Tr} \left[ \hat{\varphi}^{(3)} \hat{I}(E) \right] \tanh \left( \frac{E}{2T} \right) , \quad (1a) $$

$$ \hat{I} = \frac{e^2}{\pi \hbar} \sum_n 2\tau_n \left[ \hat{R}_1, \hat{R}_2 \right] \frac{\left[ \hat{R}_1, \hat{R}_2 \right]}{4 + \tau_n \left( \left[ \hat{R}_1, \hat{R}_2 \right] - 2 \right)} , \quad (1b) $$

$$ \hat{R}_{1,2}(E) = i \left( \frac{\sqrt{(\Delta_{1,2})^2 - (\hat{E} + \hat{\sigma} \cdot \hat{h}_{1,2})^2}}{2\tau_n} \right) \times \left( \begin{array}{c} E + \hat{\sigma} \cdot \hat{h}_{1,2} \\
\pm e^{i\varphi_{1,2}} \Delta_{1,2} \\
-e^{-i\varphi_{1,2}} \Delta_{1,2} \\
-E - \hat{\sigma} \cdot \hat{h}_{1,2} \end{array} \right) , \quad (1c) $$

Here, $\hat{\varphi}^{(3)}$ is the Pauli matrix acting in Nambu space, the trace is taken over the Nambu and spin-spaces, and $\varphi_{1,2}$ is the superconducting phase corresponding to the S_F layers. Equations (1a)-(1c) are valid for both ballistic or dirty S_F-layers.

To derive Eqs. (1) we used the general Zaitsev boundary conditions for the Green’s functions rather than the Kupriyanov-Lukichev dirty-limit approximation which is valid for small $T$ (see, e.g., and references therein). Using the Zaitsev boundary condition leads to the anticommutator of the Green’s functions in the denominator of Eq. (1) which plays an important role here and cannot be neglected. Due to this anticommutator the EFSE-effect is suppressed in S_F-INS junctions with large transparencies $T$ and in S_FXS_F junctions in which X is a dirty normal metal, see, e.g., Fig. 3.

If $\hat{h}_1 \parallel \hat{h}_2$, Eq. (1) reduces to:

$$ I(\varphi) = \sum_{\sigma = \pm 1} \int dT \rho(T) \frac{e^2}{\hbar} T \sum_\omega \frac{d}{d\varphi} \ln[g(i\omega, \varphi, \sigma, T)] . \quad (2) $$

Here,

$$ g(E,\varphi,\sigma, T) = (1 - T) \sin(\alpha_1) \sin(\alpha_2) + \frac{1}{2} T (\cos(\varphi) - \cos(\alpha_1 + \alpha_2)) , \quad (3) $$

where $\varphi = \varphi_1 - \varphi_2$, $\rho(T) = \sum_n \delta(T - T_n)$ is the distribution of transmission eigenvalues, $\omega = 2\pi T(k + 1/2), k = 0, \pm 1, \ldots$ are Matsubara frequencies, and $\alpha_{1,2} = \arccos[(E + \sigma h_{1,2})/\Delta_{1,2}]$ represent the phases picked up at an Andreev reflection from the S_F layers. Equations (2) and (3) can be also derived using the scattering theory developed in Ref. 12.

In the general case $\hat{h}_1 \parallel \hat{h}_2$, the supercurrent is given by

$$ I(\varphi) = I(p)(\varphi) \cos^2 \left( \frac{\theta}{2} \right) + I(a)(\varphi) \sin^2 \left( \frac{\theta}{2} \right) , \quad (4) $$

where the indices $p, a$ correspond to the parallel and antiparallel configurations of the exchange fields; $\theta$ is the angle between $\hat{h}_1$ and $\hat{h}_2$. Equation (4) can be derived from (1a)-(1c) using the following identity for an analytical function $L$ of two variables:

$$ \text{Tr} L[|\hat{\sigma} \cdot \hat{a}, (\hat{\sigma} \cdot \hat{b})|] = \frac{1}{2} \sum_{\sigma_1 \sigma_2 = \pm 1} \left( 1 + \sigma_1 \sigma_2 \frac{\hat{a} \cdot \hat{b}}{|\hat{a}|^2} \right) L[|\sigma_1 |\hat{a}, |\sigma_2 |\hat{b}] , \quad (5) $$

where the trace is taken over spin degrees of freedom. The last identity can be proved by a series expansion.

Using Eqs. (2-4), we can work out the effect of ferromagnetic interactions on the supercurrent in a number of structures.

We shall concentrate below on the case when the exchange fields are collinear. Suppose that X is a tunnel barrier. Then $\rho(T) = N \delta(T - D)$, where $D \ll 1, N$ is the number of channels [$N = k_F^2 A / 4\pi$, where $A$ is the area of the junction cross-section, and $k_F$ is the Fermi wave vector in S]. It follows from (2) that

$$ I(\varphi) = \frac{\sin(\varphi)}{e^2} (R_N)^{-1} \Delta_1 \Delta_2 \times \quad (6) $$

$$ T \sum_\omega \text{Re} \frac{1}{\sqrt{(\Delta_1)^2 + (\omega + i\hbar_1)^2} \sqrt{(\Delta_2)^2 + (\omega + i\hbar_2)^2} } . $$
where $R_N = (N De^2/\pi\hbar)^{-1}$ is the normal-state resistance of the junction. If $\text{sign}(h_{1h2}) > 0$, Eq. (6) gives $I^p$, and in the opposite case $I^a$ [see Eq. (4)]. For $\Delta_1 = \Delta_2$, $h_1 = -h_2$, Eq. (6) reproduces the corresponding results of [11].

It follows from Eq. (3) that at small temperatures, $T \ll \min\{\Delta_1, \Delta_2\}$, as long as $|h_1| < \Delta_1, |h_2| < \Delta_2$, the supercurrent does not depend on $h_1 + h_2$. It grows with $h_1 - h_2$ and diverges logarithmically when $|h_1 - h_2| \to \Delta_1 + \Delta_2$. To illustrate this, we write Eq. (6) in the real-time representation:

$$I(\varphi) = \frac{\Delta_1 \Delta_2}{4R_N} \sin(\varphi) \sum_{\sigma = \pm 1} \int_{-\infty}^{\infty} dE \tanh\left(\frac{E}{2T}\right) \times (7)$$

$$\text{Im} \frac{1}{\sqrt{(\Delta_1)^2 - (E + h_1 \sigma)^2)(\Delta_2)^2 - (E + h_2 \sigma)^2}} .$$

The integration domain is shown in Fig. 3. Equation (7) and Fig. 3 show that the exchange fields $h_{1(2)}$ shift the Fermi energies of the two superconductors by $\sigma h_{1(2)}$. The potentials $V_{1(2)}$ applied to the superconducting banks of an SIS junction shift the Fermi energies in a similar manner. In particular, it turns out that the amplitude Re $I_c(V)$ of the AC Josephson supercurrent [which is proportional to $\sin(2eVt/\hbar)$] of an SIS junction is equal to the critical current $I_c = I(\varphi = \pi/2)$ in Eqs. (6) after the substitution $h_{1(2)} \to eV_{1(2)}$. At zero temperature, the critical current $I_c = I(\varphi = \pi/2)$ defined by Eq. (6) can be expressed through the elliptic function $K[\frac{\pi}{2}]$. If we define $h \equiv h_1 - h_2$, then within the interval $|h| < |\Delta_1 - \Delta_2|$,

$$I_c R_N = \frac{2e\Delta_1 \Delta_2}{\sqrt{(\Delta_1 + \Delta_2)^2 - h^2}} \times K\left(\sqrt{\frac{(\Delta_1 - \Delta_2)^2 - h^2}{(\Delta_1 + \Delta_2)^2 - h^2}}\right) . \quad (8)$$

If $|\Delta_1 - \Delta_2| < |h| < \Delta_1 + \Delta_2$ then

$$I_c R_N = e\sqrt{\Delta_1 \Delta_2} K\left(\sqrt{\frac{4\Delta_1 \Delta_2}{h^2 - (\Delta_1 - \Delta_2)^2}}\right) . \quad (9)$$

For $h_1 = h_2 = 0$, $\Delta_1 = \Delta_2$, Eq. (9) leads to $I_c R_N = e2\pi/2$, i.e., the usual result of the critical current of an SIS Josephson junction [12].

For $|h|$ close to $\Delta_1 + \Delta_2$, the integral (6) has a singularity. The singular part of the current is:

$$I_c R_N \sim \frac{e\sqrt{\Delta_1 \Delta_2}}{2} \ln\left(\frac{\Delta_1 + \Delta_2}{|h| - (\Delta_1 + \Delta_2)}\right) . \quad (10)$$

If the temperature is close to the critical temperature of the SF layer, the supercurrent depends on $h_1 + h_2$ as well as $h_1 - h_2$, and there is no EFSE-effect in agreement with [11]. In this case, the correspondence of the exchange field in SFXS$_F$ junctions and the voltage in SIS junctions is not valid any more.

The main point of the discussion above is that the supercurrent is strongly enhanced by the exchange field in the tunnelling regime, i.e., when the scattering region X is an insulator with small transparency. Below we investigate whether the enhancement effect is seen in other types of SFXS$_F$ junctions, e.g., when the layer X is a diffusive normal metal.

If $\Delta = \Delta_1 = \Delta_2$, $h \equiv h_1 = -h_2$ (antiparallel magnetizations), Eq. (8) can be simplified:

$$g(E, \varphi, \sigma, T) = \frac{2 - T}{2\Delta^2} \sqrt{\Delta^2 - E^2 - h^2)^2 - 4E^2h^2 + \frac{T}{2} \left(\cos(\varphi) + \frac{h^2 - E^2}{\Delta^2}\right) . \quad (11)$$

The current can be evaluated using (8).

Let us first turn to the case when the distribution of transmission eigenvalues $\rho \propto \delta(T - D)$. As shown above, the enhancement effect exists as long as $D \ll 1$. If the transparency $D$ becomes larger, we find from Eq. (2) that the EFSE-effect becomes less pronounced; it disappears when the transparency is close to unity. This is illustrated in Fig. 4a, where the critical current of an SFXS$_F$ junction with $\Delta \equiv |\Delta_1| = |\Delta_2|$ is shown as a function of the exchange field $E_{ex} \equiv h_1 = -h_2$ at
different transparencies $D$. The relation of the transparency and the normal state resistance is given by $D = R_{th}/R_N$, where the Sharvin resistance $R_{th} = (e^2k_F^2A/4\pi^2\hbar)^{-1}$, and $A$ is the area of the junction.

Another possibility is that $X$ is a dirty normal wire of conductance $G_N$ and an insulating layer with conductance $G_T$ crosses the wire [this insulating layer, for example, can be situated at the S$_F$-X interface]. In this case the distribution of the transmission eigenvalues $\rho(T)$ is known [22]: for example, if $G_T/G_N \gg 1$, then $\rho(T) = (\pi hG_N/e^2)/T\sqrt{1 - T}$ [22]. The graph of the critical current versus the exchange field is shown in the Fig. 3 for a set of values of $\alpha \equiv G_T/G_N$. It follows from this figure that in the metallic regime, $\alpha \gg 1$, when both small and large transmission eigenvalues give the main contribution to the current, the EFSE is suppressed. If $X$ consists of two insulating barriers separated by a dirty normal wire, $\rho \propto 1/T^{3/2}\sqrt{1 - T}$; there is a weak EFSE-effect in this case, the relative supercurrent enhancement does not exceed 10%.

Figure 4 shows the relative contribution of the discrete spectrum (Andreev levels) and the continuous spectrum to the supercurrent. It turns out that the EFSE-effect is mostly due to the continuous spectrum: the contribution of the discrete spectrum to the supercurrent decreases with the exchange field, while the contribution of the continuous spectrum increases. If $X$ is an insulator, the continuous spectrum gives the main contribution to the supercurrent (see Fig. 3) and there is a pronounced EFSE effect.

Finally we discuss the AC Josephson effect in S$_F$IS$_F$ structures. Similarly as in tunnel SIS junctions [13–12], the current consists of three parts: $I(t) = I_1(t) + I_2(t) + I_3$, where $I_1(t) = \text{Re}[I_c(V, h)]\sin(2eVt/\hbar)$ is the supercurrent, $I_2(t) = \text{Im}[I_c(V, h)]\cos(2eVt/\hbar)$ the interference current, and $I_3$ the quasiparticle current, here, $h = h_1 - h_2$. Here, we concentrate on the behavior of $I_1$ and $I_2$: the quasiparticle current has been studied in [13]. The complex supercurrent amplitude $I_c(V, h)$ in an S$_F$IS$_F$ junction can be calculated in a similar way as in an SIS junction [14–11]. At zero temperature, it has the remarkable property that

$$I_c(V, h) = \frac{1}{2}(I_c(V + h/e, 0) + I_c(V - h/e, 0)).$$  \quad (12)

By setting $V = 0$, we find again that the DC critical current of an S$_F$IS$_F$ junction coincides with the real part of the AC supercurrent amplitude of an SIS junction if we replace $eV$ by $h$. Using Eq. (12) we can also discuss the AC Josephson effect of the S$_F$IS$_F$ junction. In an SIS junction, Re $I_c(V)$ has a Riedel singularity at $|eV| = \Delta_1 + \Delta_2$; but in the S$_F$IS$_F$ case, the Riedel singu-
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