High-energy electron cooling in a collider
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Abstract. High-energy electron cooling can open new possibilities in particle physics by producing high-quality hadron beams in colliders, and is presently considered for several accelerator physics projects. However, it also presents many unique features and challenges. For example, an accurate estimate of the cooling times requires a detailed calculation of the cooling process, which takes place simultaneously with various diffusive mechanisms. This task becomes even more challenging when the cooling is performed directly at a collision energy which puts special demands on the description of the beam distribution function under cooling. To address these issues, a systematic study of the cooling dynamics is underway at Brookhaven National Laboratory. In this paper, we present various aspects of this research and summarize our findings.
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# 1. Introduction

Electron cooling is an extremely useful technique for obtaining high-quality ion beams of high-intensity and low momentum spread [1]. In this method, the phase-space density of an ion beam is increased by means of a dissipative force—the dynamical friction (or velocity drag) on individual ions undergoing Coulomb collisions with a lower temperature electron distribution.

The electron cooling method found a wide range of applications in low-energy proton and ion storage rings. Cooled ion beams enable experiments under conditions unavailable otherwise, including the generation and storage of rare nuclei and short-lived isotopes, high-precision measurement of lifetimes for radioactive nuclides and of isotope masses, as well as other numerous applications [2]–[4].

The first relativistic cooling with relativistic parameter $\gamma = 9.5$ was demonstrated in 2005 at Fermilab (FNAL), with cooled antiprotons being transferred for the experiments in a collider [5]. The high-energy cooling project for a relativistic heavy ion collider (RHIC) at Brookhaven National Laboratory (BNL) is unique compared to other cooling systems [6]–[8]. It considers cooling at $\gamma = 107$ directly in a collider, which puts additional requirements on the description of the ion distribution function under cooling. This will be the first cooling system to use bunched electron beams, which allows to perform various beam manipulations. However, since the cooling times at high energy are much longer compared to standard low-energy cooling, quantitative calculation of cooling times are required with an accurate description of the cooling process.

In this paper, we summarize our findings from detailed study of the friction force both for the magnetized and non-magnetized cooling approaches. We also performed systematic study of various available models for the intra-beam scattering (IBS) and report comparison of theoretical models with experimental data. An accurate study of the cooling process which
requires description of beam distribution under cooling is discussed. The simulations presented are done using the VORPAL [9, 10] and BETACOOL [11] codes.

2. Cooling of the beam

2.1. Magnetized and non-magnetized cooling

The traditional electron cooling system employed at any low-energy cooler is based on electron beam generated with an electrostatic electron gun in DC operating mode, immersed in a longitudinal magnetic field. The magnetic field is used for the transport of an electron beam through the cooling section from the gun to the collector. The magnetic field value is determined by the condition of electron ‘magnetization’—radius of the electron cyclotron rotation in the transverse plane has to be much less than the beam radius. The presence of a strong longitudinal magnetic field changes the collision kinetics significantly. The magnetic field limits transverse motion of the electrons. In the limit of a very strong magnetic field, the transverse degree of freedom does not take part in the energy exchange, because collisions are adiabatically slow relative to the cyclotron oscillations. As a result, the efficiency of electron cooling is determined mainly by the longitudinal velocity spread of the electrons. Such type of cooling is typically referred to as a ‘magnetized cooling’. Magnetized cooling was found to be an extremely useful technique in obtaining high-brightness hadron beams with extremely low longitudinal momentum spread [2].

However, if the rms velocity spread within the electron beam is comparable to or smaller than the spread within the ion beam, and there is no requirement to achieve ultra-cold ions, the cooling can be done without the help of a strong external magnetic field. Such cooling is referred to as non-magnetized cooling, although weak external fields may be employed, for example, to ensure focusing and alignment of electron and ion beams. The first cooling system which is based on the ‘non-magnetized’ approach was successfully constructed at the FNAL Recycler ring. It has been in operation since July 2005. This system is also the cooler with the highest energy, by far, of the electrons (4.3 MeV) in operation [5].

Extensive studies of the magnetized cooling approach for the RHIC showed that such an approach is feasible [6, 7] and would provide required increase in the luminosity for the RHIC-II upgrade. However, since an approach based on the non-magnetized electron beam significantly simplifies the cooler design, the baseline was recently changed to the non-magnetized one.

Generation and acceleration of the electron bunch without longitudinal magnetic field allows us to reach a low value of the emittance for the electron beam in the cooling section. The cooling rate required for suppression of IBS induced emittance growth can be achieved with \(~5\,\text{nC}\) electron bunches \((3 \times 10^{10}\) electrons per bunch). For cooling of Au ions in the RHIC at a beam energy of 100 GeV \(n^{-1}\), the kinetic energy of the electron beam has to be 54.3 MeV. An Energy Recovery Linac (ERL) [8] will be needed to provide the required current continuously with high efficiency.

2.2. Friction force with zero magnetic field

The first step towards accurate calculation of cooling times is to use an accurate description of the cooling force.
With no magnetic field, the friction force on an ion inside a uniform density electron plasma with velocity distribution function \( f(v_e) \) is given by \([12, 13]\):

\[
\vec{F} = -\frac{4\pi n_e e^4 Z^2}{m} \int L \frac{\vec{V}_i - \vec{v}_e}{|\vec{V}_i - \vec{v}_e|^3} f(v_e) \, d^3 v_e,
\]

(1)

where \( Z \) is the ion charge number, \( e \) is the electron charge, \( n_e \) is the electron density, \( m \) is the electron mass, \( V_i \) and \( v_e \) are the ion and electron velocity, and \( L \) is the Coulomb logarithm \( L = \ln(\rho_{\text{max}}/\rho_{\text{min}}) \) where \( \rho_{\text{max}} \) and \( \rho_{\text{min}} \) are the maximum and minimum impact parameters, respectively. An anisotropic velocity distribution \( f(v_e) \) can be approximated by a Maxwellian distribution with different temperatures for the longitudinal and transverse degrees of freedom. Simple asymptotic expressions for a typical situation in low-energy coolers when the transverse rms velocity spread of electrons \( \Delta_{e,\perp} \) is much larger than the longitudinal one \( \Delta_{e,\parallel} \) (which happens due to the electrostatic acceleration) have been obtained \([13]\).

For an arbitrary ratio of the transverse and longitudinal temperatures of the electron beam, the friction force in equation (1) needs to be evaluated numerically. Such a numerical integration was recently implemented in BETACOOL code \([11]\). In our studies, we found that in some cases, the asymptotic formulas can over estimate the friction force significantly, even for relatively large anisotropy of the rms velocities in the electron distribution. Therefore, if accuracy in the force values is a concern, the integration over velocity distribution in equation (1) should be done numerically.

In general, the Coulomb logarithm depends on the relative velocity and thus should be kept under the integral. In the assumption that the logarithm can be taken out of the integral, the three-dimensional integral in equation (1) can be reduced to a one-dimensional integral, as was suggested by Binney \([14]\). Such representation significantly speeds up the calculation, and was also implemented in the BETACOOL code. We find that the result based on Binney’s formulation agrees within 10% with a more accurate evaluation of equation (1), for azimuthally symmetric distributions.

Numerical integration of equation (1) was further benchmarked with simulations using the VORPAL code \([9, 10]\). For simulation of electron cooling problem, VORPAL uses molecular dynamics techniques and explicitly resolves close binary collisions to obtain the friction force and diffusion coefficient with a minimum of physical assumptions \([10]\).

Figure 1 compares VORPAL data (dots with error bars) with the results of numerical integration in equation (1) for the case of a Maxwellian distribution of electrons with rms velocity spreads of \( \Delta_{1} = 1 \times 10^5 \) and \( \Delta_{x,y} = 0.707 \times 10^5 \) m s\(^{-1}\) (\( Z = 79 \), and the density of electrons in the beam frame \( n_e = 2 \times 10^{15} \) m\(^{-3}\)).

Simulations were done for various degrees of anisotropy of electron velocity as well. In general, we find agreement between VORPAL simulations and numeric integration in equation (1) within 10–15%, which we consider to be satisfactory.

### 2.3. Friction force with finite magnetic field

Description of Coulomb collisions in an external magnetic field is an interesting topic which found a lot of attention in both plasma and accelerator physics communities. The presence of a strong longitudinal magnetic field changes the collision kinetics, limiting the transverse motion of electrons. The combined effect of a strong magnetic field and strong velocity anisotropy of the electrons led to a well-known effect of ‘fast magnetized cooling’ \([2]\).
A variety of theoretical models for the friction force have been developed (see, for example [4, 13, 15], and references therein). However, the available expressions make strong approximations, and the discrepancy between theory and experiments can be large.

In the presence of a finite-strength magnetic field, analytic treatments of the friction force have limitations. A practical expression reduced to a one-dimensional integral is possible only in the limit of a very strong magnetic field [13]. Such a result for the magnetized friction force was first obtained by Derbenev and Skrinsky [13]:

\[
\vec{F} = -\frac{2\pi n_e e^4 Z^2}{m} \frac{\partial}{\partial \vec{V}} \int \left[ \frac{V_i^2}{U^3} L_M + \frac{2}{U} \right] f(v_e) \, dv_e,
\]

where \(\vec{V} = (V_\perp, V_\parallel)\) is the ion velocity, and \(U = \sqrt{V_i^2 + (V_\parallel - v_e)^2}\) is the relative velocity of the ion and an electron ‘cyclotron circle’, with transverse electron velocities assumed to be completely suppressed (i.e. approximation of infinite magnetic field). The actual values of the magnetic field and transverse rms electron velocity spread enter only via the cutoff parameters under the Coulomb logarithm, which is defined as \(L_M = \ln(\rho_{\text{max}}/\rho_L)\), where \(\rho_L = cm\Delta_{e,\perp}/(eB)\) is the radius of cyclotron rotation.

The function in equation (2) has asymptotes in the region of small (\(V \ll \Delta_{e,\perp}\)) and large (\(V \gg \Delta_{e,\perp}\)) ion velocities. These asymptotic expressions are useful qualitative guides, but are not sufficient for use in electron cooling system design, where accurate description of the friction force is needed for a large range of relative velocities between the ions and electrons.

The longitudinal force for the case of zero transverse ion velocity is plotted in figure 2. The VORPAL simulations presented are done for the following parameters: magnetic field in cooling solenoid \(B = 5\) T, time of interaction in the beam frame \(\tau = 0.4\) ns, the rms velocity spreads of the electron beam in the beam frame \(\Delta_{e,\perp} = 1.1 \times 10^7\) m s\(^{-1}\), \(\Delta_{e,\parallel} = 1.0 \times 10^5\) m s\(^{-1}\), \(Z = 79\) and the density of electrons in the beam frame \(n_e = 2 \times 10^{15}\) m\(^{-3}\).

One can see that the friction force expressions, which were constructed based on the asymptotic limits to cover a full range of relative velocities [4] can over estimate force values by a significant factor. The accuracy of the expression in equation (2) is itself of concern since it was

**Figure 1.** Longitudinal component of the friction force (eV m\(^{-1}\)) versus ion velocity (m s\(^{-1}\)). Dashed line (red), numerical integration of equation (1); VORPAL results, dots with error bars.
Figure 2. Longitudinal component of the force (eV m\(^{-1}\)) versus velocity (\(\times 10^5\) m s\(^{-1}\)). Asymptotic expressions [4], dot-dashed line (grey); equation (2) without the non-logarithmic term, dashed line (blue); empirical fit from [18], solid line (green); VORPAL results, dots with error bars.

Figure 3. Longitudinal component of the force (eV m\(^{-1}\)) versus velocity (\(\times 10^5\) m s\(^{-1}\)) for zero transverse angle \(\theta = 0\) with respect to the magnetic field lines. VORPAL results, dots with error bars; empirical fit from [18], solid line.

obtained with several approximations, including an approximation of a very strong magnetic field. The limitations of this expression, especially at zero transverse angle were recently discussed in detail [16, 17].

For a practical situation with finite magnetic field, an empirical formula was introduced by Parkhomchuk in [18]. For the special case of zero transverse ion velocity, as in figure 2, we find that this empirical formula is in remarkable agreement with our simulation results using the VORPAL code. This is shown in figure 3, where the solid curve corresponds to empirical formula from [18] with the effective velocity spread equal to the longitudinal rms velocity spread of the electrons (\(\Delta_{e,\text{eff}} = \Delta_{e,\parallel}\)) used in present simulations. The points with error bars are the VORPAL results. The observed agreement is reasonable, because this empirical formula was
obtained through systematic parametric fitting of longitudinal friction force measurements from experiments with ion beams that were already cooled and so had small transverse velocity spread.

Unfortunately, this empirical formula does not include the anisotropic behaviour of the friction force expected in the presence of a strong longitudinal magnetic field. For relative velocities larger than the longitudinal spread of the electrons, this model overestimates the friction force for some angles (with respect to the direction of the magnetic field lines), while underestimating it for others, compared to the VORPAL results [17]. However, direct numerical computation of the friction force shows only a weak dependence on angle. This was demonstrated by Parkhomchuk using simulations with zero-temperature electrons [18]. For finite temperature electrons, our simulations show even weaker dependence on angle [17]. These limitations of Parkhomchuk’s empirical formula may average out to some extent, since for the net cooling power one needs to average over all particle amplitudes and phases.

As a result of our studies, we found that the use of equation (2) directly by means of numerical evaluation of the integral avoids significant over estimates of the friction force as compared to the asymptotic expressions. However, it requires the use of the non-logarithmic term (not necessarily justified in some cases) to prevent unphysical behaviour at high relative velocities. In addition, its functional behaviour at zero transverse ion velocity with the enhanced values for the force may be attributed to the limitation of the linearized dielectric approach to accurately treat close collisions. Thus, this expression should be used with caution [16].

For a simple estimate of the net cooling power and for finding basic parameters needed for an electron cooling system, use of the empirical expression from [18] seems sufficient. For an accurate description of the friction force in a magnetic field of arbitrary strength, with accuracy better than a factor of two, direct numerical simulations with a code like VORPAL are required.

2.4. Comparison with experimental data

The friction force as a function of various parameters was extensively explored in many low-energy coolers (see, for example [4], [19]–[22], and references therein).

A series of dedicated measurements of the longitudinal magnetized friction force was recently performed at the circular ion accelerator CELSIUS [23], which includes an electron cooling section. The goal of the measurements was to obtain data suitable for a detailed quantitative comparison with theoretical models and simulations. The longitudinal friction force was measured using the phase-shift method with a bunched ion beam, which is based on measuring the phase difference between the RF system and the ion beam. High precision in the measurements was obtained through a combination of two techniques: (i) changing the RF frequency instead of the electron voltage, and (ii) accurate measurements of the phase difference using a phase discriminator.

The friction force was measured for various parameters of the cooler, including different electron beam currents, various magnetic field strengths, different strengths of the magnetic field errors in the cooling solenoid and the misalignment angle between the electron and ion beams. In addition, standard parameters of the cooler were altered in order to explore effects that are essential for the understanding of high-energy magnetized cooling, such as treatment of IBS for non-Gaussian distributions. Some comparison of these measurements with the theoretical models was also reported [24].

For the non-magnetized force, uncertainties in the theoretical friction force expressions are relatively small, but comparison with experiments is obscured by the dependence on the
transverse rms velocity spread within electron beam, which is no longer suppressed by the magnetic field, making its effect on the force value very strong. As a result, accurate interpretation of experimental data requires careful characterization of the electron beam, an effort which is presently being attempted at the FNAL cooler [5, 25].

Our numerical approach using the VORPAL code is capable of simulating experimental data obtained in low-energy coolers as well, although in some cases simulations become more complicated since they require inclusion of electron-electron interactions in addition to electron-ion interactions [17, 26].

For the case of non-magnetized cooling at FNAL, several new algorithms were implemented in BETACOOL code which allow direct simulation of the procedures of the drag rate measurement used there, as well as simulation of the evolution of the antiproton beam distribution during such measurements [27]. Initial comparison of the experimental data with the simulations was recently reported [28].

3. Heating of the beam

The present performance of the RHIC collider with heavy ions is limited by IBS. Such a process is typically separated in two effects: (i) scattering on a large angle so that the particles can be lost from the bunch during a single collision, called the Touschek effect, and (ii) scattering on small angles which randomly add together and can increase the phase space volume of the beam, called IBS.

3.1. General models

A theory of IBS for proton beams was proposed by Piwinski [29]. This model was later extended by a CERN team in collaboration with Piwinski to include variations of the lattice functions around the ring. An improved model was described in a detailed report by Martini [30]. Similar results were also obtained with a completely different approach of S-matrix formalism by Bjorken and Mtingwa [31].

For RHIC parameters at collision energy of 100 GeV n⁻¹ (which is well above the transition energy), we found that the growth rates using both Martini’s and Bjorken-Mtingwa’s models were within a few percent agreement with one another. For our numerical studies of electron cooling presented in this report, Martini’s model was used without any approximation. We also used an exact designed lattice of the RHIC which includes the derivatives of the lattice functions and insertions in the straight sections for the interaction points.

3.2. Comparison with experiments

Since the main goal of electron cooling for the RHIC is to overcome emittance growth due to IBS, it was extremely important to make sure that the models of IBS which are being used in cooling simulations are in a good agreement with experimentally measured growth rates.

Several dedicated IBS experiments were performed in 2004 with Au and in 2005 with Cu ions to increase the accuracy and parameter range of previous IBS measurements [32]. For this purpose, bunches of various intensity and emittance were injected, and growth rates of both the horizontal and vertical emittance and the bunch length in each individual bunch were recorded.
with the Ionization Profile Monitor (IPM) and the Wall Current Monitor (WCM), respectively. Other effects which may obscure comparison, like beam-beam collisions, were turned off. Experiments were done with the RF harmonic $h = 360$ allowing growth of the longitudinal profile without losses from the bucket.

The latest data for IBS with Cu ions showed very good agreement between the measurements and Martini’s model of IBS for the exact RHIC lattice. Figure 4 shows comparison of simulations versus measurements for the growth of the horizontal and vertical emittance for a single bunch of Cu ions with intensity of $2.9 \times 10^9$. Analysis were performed for bunches with different intensity and initial emittance. The measured growth rate was found to scale with the bunch intensity and the value of the initial emittance as expected for the IBS growth rates for energies well above the transition energy. More details on comparison of experimental data with theory can be found in [33, 34].

Note, that conditions of the ‘dedicated IBS experiments’ (presented in this subsection) are different from a typical settings during RHIC operation with ions. Such conditions were specifically chosen to provide a clean comparison between the IBS theory and measurements. In reality, during a standard operation, one uses RF cavity with harmonic $h = 2520$. A resulting emittance growth in such a case is much stronger than the one shown in figure 4, and is similar to the one seen in figure 8.

3.3. IBS for ion beam distribution under electron cooling

Standard models of IBS discussed in subsection 3.2 are based on the growth rates of the rms beam parameters for the Gaussian distribution. In the absence of beam loss and without electron cooling, the time evolution of the beam profiles in the RHIC is approximated with a Gaussian distribution with a good accuracy.

However, when electron cooling is introduced, the beam distribution quickly deviates from Gaussian. An example of simulated distribution is shown in figure 5 for the parameters of the
magnetized cooling of the RHIC [7]. The formation of the non-Gaussian profiles during the cooling process were also experimentally recorded to provide the data for the verification of the IBS models for such distributions [24].

To address such a process, the IBS theory was recently reformulated for a bi-Gaussian distribution by Parzen [35]. A detailed analytic treatment of IBS, which depends on individual particle amplitude was proposed by Burov [36], with an analytic formulation done for a flattened Gaussian distribution (longitudinal rms velocity spread in beam frame is negligible compared to the transverse one). Also, a simplified ‘core-tail’ model, based on different diffusion coefficients for beam core and tails was proposed [37]. The above formulations, which attempt to calculate IBS for a beam distribution changing under electron cooling, were implemented in BETACOOL code and were used for cooling studies of the RHIC. The major goal was to produce a reasonable estimate of the expected luminosity gain for such distributions.

A more accurate estimate of the luminosity gain requires further improvements of our IBS models for non-Gaussian distributions with an accurate description of the IBS not just for the core of the distribution but for the tails as well. This work is presently in progress with new treatments of IBS recently implemented in BETACOOL, including the kinetic model [38] and local diffusion model [39]. An alternative approach of IBS treatment for an arbitrary distribution similar to the one used in MOCAC code [40] is also being considered.

In our studies, we found that the difference between various models and resulting integrated luminosity is substantial for the previous approach of the magnetized cooling where a formation of a distribution with a sharp core is observed [37], as shown in figure 5. One can see formation of a dense core after 30 min of cooling (at $\gamma = 107$). Similar profiles are observed in standard low-energy coolers but on much shorter time scale of, typically, less than a second.

For the present parameters of electron cooling in the RHIC [41], which is based on the non-magnetized cooling approach, the formation of such a bi-Gaussian distribution is less pronounced than before for the case of the magnetized cooling. As a result, a deviation between various models and the difference in the integrated luminosity being predicted is expected to be less crucial. The
evolution of ion beam profiles for the present parameters of the non-magnetized cooling of the RHIC is shown in figure 6 which shows that distribution stays close to Gaussian even after two hours of cooling. More accurate algorithms for the IBS of such distributions are presently being developed to reduce remaining uncertainty.

4. Cooling performance

4.1. Detailed evolution of beam distribution

A quick estimate of the cooler performance can be done using an approach with a dynamical tracking of the rms beam parameters. For the previous design with magnetized cooling for the RHIC, when a detailed treatment of the beam distribution with a pronounced core was extremely important, we found that such an approach may be too inaccurate [37]. For the case of fast cooling in typical low-energy coolers where the whole Gaussian beam is quickly cooled to an approximately Gaussian distribution with much smaller rms parameters, a simple approach based on the rms dynamics provides reasonably accurate estimates. For the present parameters of the RHIC cooler based on the non-magnetized approach most of the particles with amplitudes within a few rms deviations are also effectively cooled, making an rms dynamics approach a reasonable estimate as well.

The luminosity performance for the RHIC-II upgrade with Au ions at 100 GeV n−1 beam energy is shown in figures 7 and 9, using BETACOOL simulation [11] based on the rms and detailed beam approach, respectively. For simulations presented, we used the following parameters of RHIC cooler based on the non-magnetized approach: cooling section $L = 80$ m, electron charge 5 nC, rms normalized emittance of electrons $4 \mu \text{m}$, rms momentum spread of electrons $3 \times 10^{-4}$, undulator (to suppress recombination [7]) with period 8 cm and magnetic field of 10 G. The parameters of the Au ion beam are the following: $1 \times 10^9$ particles per bunch, 112 bunches, initial 95% normalized emittance $15 \mu \text{m}$ initial rms momentum spread $5 \times 10^{-4}$
Figure 7. Luminosity (cm$^2$ s$^{-1}$) versus time (seconds) based on the rms dynamics approach. Dashed (blue) line, luminosity for the RHIC-II for Au ions at 100 GeV n$^{-1}$ with cooling; solid (red) line, luminosity for the RHIC-II for Au ions without cooling.

Figure 8. 95% normalized transverse emittance (µm) versus time (seconds) for Au ions and parameters of the RHIC-II upgrade, corresponding to figure 7. BETACOOL simulations: solid (red) curve, emittance growth due to the IBS without cooling; dashed (blue) curve, emittance with cooling using rms dynamics approach.

and initial rms bunch length 18 cm. For the case without electron cooling we used beta function in interaction point $\beta^* = 1$ m, while for the case with electron cooling we used $\beta^* = 0.5$ m. The resulting average luminosity with cooling during 4 h store is $\langle L \rangle = 5 \times 10^{27}$ and $7 \times 10^{27}$ cm$^2$ s$^{-1}$ for figures 7 and 9, respectively.

Note that for present parameters of electron cooler for the RHIC, the transverse rms emittance is cooled only slightly, as can be seen in figure 8 using the rms dynamics approach or from beam profiles in figure 6, which are obtained using a more accurate ‘detailed beam’ approach in BETACOOL simulations. Such modest cooling corresponds to a slight increase in
Figure 9. Luminosity (cm$^2$ s$^{-1}$) versus time (seconds) based on the approach with detailed evolution of beam distribution. Dashed (blue) line, luminosity for the RHIC-II for Au ions at 100 GeV n$^{-1}$ with cooling; solid (red) line, luminosity for the RHIC-II for Au ions without cooling.

peak luminosity in figure 9. The real difference in average luminosity per store between the case with and without cooling comes from the fact that without cooling emittance has a strong growth, shown in figure 8. Such a growth of emittance has major contribution to luminosity loss without cooling, shown in figure 9.

Also, as a result of such emittance growth, further significant reduction of the $\beta^*$ below 1 m would lead to a significant angular spread and beam loss. On the other hand, keeping rms emittance approximately constant (by cooling), allows us to start a store cycle with smaller values of the $\beta^*$ [7], which results in larger initial peak luminosity with cooling, as shown in figure 9.

Additional luminosity loss without cooling comes from the longitudinal IBS which results in particle loss from the bucket. Electron cooling prevents growth of both the transverse and longitudinal emittances. The drop in the luminosity observed in figure 9 for the case with electron cooling is due an effect of beam disintegration in collisions for such high luminosities. The cross section of such a ‘burn-off’ process (from dissociation and bound electron-positron pair production) for Au ions at 100 GeV n$^{-1}$ is about 212 (barn) which limits the store time. Various manipulations with electron beam, such as dynamic change of beam radius and beam charge may help to maintain luminosity at constant level for a longer period of time. Such schemes are presently under development.

4.2. Various scenarios of cooling

There are various possibilities of using electron cooling at the RHIC [6, 7]. Direct cooling at the top energy is considered as a base line approach for RHIC-II. However, for the eRHIC project [42], it is important that cooling is fast enough to allow reduction of the rms beam parameters, especially the rms bunch length. In this case, pre-cooling at low energy becomes very attractive due to a very strong dependence of the cooling time on energy. For the same reason, cooling is very effective for scenarios with collisions at low energy.

Electron cooling of Au ions at storage energy of 100 GeV n$^{-1}$ allows to reach desired increase in the integrated average luminosity for the RHIC-II upgrade, which is a factor of 40 increase compared to designed RHIC values. The longitudinal cooling which prevents bunch length from
growing, also maximizes the useful interaction region, increasing an effective luminosity in the detector.

For Au–Au collisions at 100 GeV n$^{-1}$ with electron cooling, the store time is limited to about 4 h due to a rapid “burn-off” in the IP. However, for other ions species, for which the cross section of such a process is small, longer stores can be tolerated with essentially constant luminosity.

5. Summary

Motivated by the design of the high-energy cooling system for the RHIC, a detailed study of the cooling process is being performed at the Brookhaven National Laboratory. The goal of this study is to provide an accurate description of the friction force both with and without external magnetic field in the cooler. Many new aspects of the cooling dynamics needed for accurate description of the cooling process in a collider mode were revealed as a result of detailed treatment of the ion distribution function under cooling. The study performed allows us to have a reliable design of the high-energy cooling system.
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