Jet and photon measurements from ATLAS
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Abstract. Differential cross-section measurements of inclusive-jet and di-jet production provide stringent tests of perturbative QCD predictions and provide inputs for determination of parton density functions. Ratios of jet multiplicity are sensitive to $\alpha_s$ and have reduced theoretical uncertainties. Measurements of the inclusive isolated-photons and di-photons cross-sections provide a direct probe of short-distance physics, complementary to that from measurement of jets or vector-boson and are sensitive to the gluon density in the proton. The measurements are compared to next-to-leading-order or higher-order QCD calculations.

1 Introduction

ATLAS is a general purpose detector operating within the LHC experiment. The main goals of ATLAS are searches of the Higgs boson, study of the properties of the top quark and search for new physics. High-precision measurements to make novel tests of perturbative QCD (pQCD) will also be possible due to the higher centre-of-mass energy ($\sqrt{s}$) available at LHC than in previous accelerators. In this paper, measurements of jets and photons at ATLAS are presented. These measurements are one of the tools that can be used at LHC to increase the understanding of QCD interactions. In particular, they allow the testing of pQCD down to the shortest accessible distances. Their sensitivity to the proton parton distribution functions (PDFs) make them adequate to measure the strong coupling constant $\alpha_s$, and to the improvement of the determination of the PDFs. Photons are colorless probes to QCD and can be used to constrain the proton PDFs. Di-photons processes are in addition an important background for the identification of the Higgs boson in the $H \rightarrow \gamma\gamma$ channel. Comparison of data and next-to-leading-order (NLO) and next-to-next-leading-order (NNLO) QCD theoretical calculations are the main focus of this paper.

2 inclusive-jet measurements

2.1 cross-section for $\sqrt{s} = 2.76$ TeV

The inclusive-jet cross-section was measured [1] using an integrated luminosity of $L = 0.20$ pb$^{-1}$. Jets are reconstructed using the anti-$k_t$ algorithm with a distance parameter $R = 0.6$. The jets were required to have a transverse momentum $p_T \geq 20,430$ GeV and rapidity $|y| < 4.4$. The data are compared with theoretical calculations from NLO QCD predictions using NLOJet++ with the CT10 PDF set, to which non-perturbative corrections have been applied. Figure 1 shows the results for the double-differential inclusive-jet cross-section $d^2\sigma/dp_T dy$. Figure 2 shows the ratios of the measured cross-section and the QCD predictions in different rapidity regions. Theoretical predictions using different PDF sets, namely MSTW 2008, NNPDF 2.1 and HERAPDF 1.5 and ABM 11 NLO, are also included in this figure. The agreement between data and theory is within 10% for $|y| < 2.8$. For the two highest rapidity regions, $2.8 < |y| < 3.6$ and $3.6 < |y| < 4.4$, the agreement between data and theory is worse. The prediction based on the ABM 11 NLO PDF set gives a worse agreement for high $p_T$ values and the lowest rapidity regions. The measurements with $\sqrt{s} = 2.76$ TeV are compared to those with $\sqrt{s} = 7$ TeV [2] in the double ratio presented in Figure 3. The small experimental uncertainty is due to the cancellation of the uncertainties between the two measurements. Figure 3 also includes other theoretical predictions with the different PDF sets already mentioned above. The data are generally slightly higher than the predictions in the central rapidity regions and slightly lower in the forward rapidity regions. A larger deviation is seen for ABM 11 NLO for the highest rapidity regions. The agreement between data and theory is within 10% for $|y| < 2.8$. For the two highest rapidity regions, $2.8 < |y| < 3.6$ and $3.6 < |y| < 4.4$, the agreement between data and theory is worse. The prediction based on the ABM 11 NLO PDF set gives a worse agreement for high $p_T$ values and the lowest rapidity regions. The measurements with $\sqrt{s} = 2.76$ TeV are compared to those with $\sqrt{s} = 7$ TeV [2] in the double ratio presented in Figure 3. The small experimental uncertainty is due to the cancellation of the uncertainties between the two measurements. Figure 3 also includes other theoretical predictions with the different PDF sets already mentioned above. The data are generally slightly higher than the predictions in the central rapidity regions and slightly lower in the forward rapidity regions. A larger deviation is seen for ABM 11 NLO for the highest rapidity regions.
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Fig. 2. Ratio of the measurements of Figure 1 and the predictions of NLOJET++ based on the CT10 PDF set. The predictions using different PDF sets are also shown. Other details as in the caption to Figure 1 [1].

Fig. 3. Ratio of the inclusive-jet cross section at $\sqrt{s} = 2.76$ TeV to the one at $\sqrt{s} = 7$ TeV, shown as double ratio to the theoretical prediction calculated with the CT10 PDFs as a function of $p_T$ in different rapidity regions. Theoretical predictions using different PDFs sets are also shown [1].

2.2 NLO QCD analysis combining HERA+ATLAS data

The previous results have shown that due to the correlations at different center-of-mass energies, it is possible to increase the precision of the data. These can then be used to constrain the PDF uncertainties in a global fit within the NLO QCD framework. The analysis [1] was performed using a combination of data from the HERA experiments together with ATLAS data using the HERAFitter package with the DGLAP formalism and based on a $\chi^2$ minimization. In this analysis, care was taken to avoid regions of low $p_T$ and low $Q^2$, where the non-perturbative descriptions have a large uncertainty. The results of the fit for $xg(x)$ and $xS(x)$ are shown in Figures 4 and 5, respectively, at the scale $Q^2 = 1.9$ GeV$^2$. The combination of ATLAS and HERA data results in a harder gluon distribution with smaller uncertainty at high Bjorken-$x$ than for HERA data alone. The sea quark distribution is softer at high Bjorken-$x$ and has larger uncertainty.

3 Di-jet cross-sections

The di-jet cross-section was measured using data from 2011 with $\sqrt{s} = 7$ TeV, corresponding to an integrated luminosity of $L = 4.8$ fb$^{-1}$ [3]. The jets were reconstructed using the anti-$k_t$ algorithm with distance parameter $R = 0.6$. The leading jet was selected with $p_T > 100$ GeV and

Fig. 4. The extracted gluon $xg(x)$ momentum distribution and the relative experimental uncertainty as a function of $x$ for $Q^2 = 1.9$ GeV$^2$ [1].

Fig. 5. The extracted sea quark $xS(x)$ momentum distribution and the relative experimental uncertainty as a function of $x$ for $Q^2 = 1.9$ GeV$^2$ [1].

Fig. 6. Ratio of the measured double-differential di-jet cross section and NLOJET++ based on the CT10 PDF set as a function of the di-jet mass in different regions of $y'$. The predictions based on different PDF sets are also included [3].
The measured cross-section fraction $N_{3/2}$ as a function of $p_T$. The NLOJET++ predictions for $\alpha_s(M_Z) = 0.110$ and 0.130 based on MSTW2008NLO and including non-perturbative corrections are also included. The error bars in the predictions include the full theoretical uncertainty and are shifted to aid visibility [4].

The multi-jet cross-section was also measured using 2010 data with an integrated luminosity of 7 fb$^{-1}$ for $\sqrt{s} = 7$ TeV [4]. Jets were reconstructed using the anti-$k_t$ algorithm with an $R = 0.6$ and were required to have rapidities $|y| < 2.8$. The dijet cross-section was measured as a function of the invariant mass and $y' = |y_{1} - y_{2}|/2$. The measurements span invariant masses from 260 GeV to 4.6 TeV. Theoretical predictions calculated with NLOJET++ based on the CT10 PDF set and including non-perturbative corrections are compared to the data. Figure 6 shows the ratio between the measurements and the predictions. Comparisons with theoretical predictions using different PDF sets, namely MSTW2008, NNPDF 2.1 and HERAPDF 1.5, are also included in the figure. For all $y'$ regions, data and theory, independently of the PDF set used, show a good agreement for $m_{12} < 2.5$ TeV. Above this value the theory predicts a higher cross-section.

4 Multi-jet cross-sections and determination of $\alpha_s$

Table 1. The values of $\alpha_s$ determined using different PDF sets in the NLO predictions. The uncertainty includes only the experimental source [4].

| PDF          | $\alpha_s$ (exp.) |
|--------------|-------------------|
| MSTW08      | 0.110 ± 0.006     |
| CT10        | 0.109 ± 0.006     |
| HERAPDF 1.5 | 0.114 ± 0.005     |
| ABM 1.5     | 0.116 ± 0.005     |
| NNPDF 2.3   | 0.112 ± 0.005     |

In Table 1 the results of $\alpha_s$ using different PDF sets show an independence on the PDF input used in the theoretical predictions. The results for the running of $\alpha_s$ are shown in Figure 8. ATLAS data covers the region of $Q \in [200,800]$ GeV, compatible with the predictions from the Renormalization Group Equation (RGE) [6] based on the world average $\alpha_s$.

5 Isolated-photon cross-sections

Fig. 8. The strong coupling constant $\alpha_s$ from ATLAS [4], DØ [8], ZEUS [9] and H1 [10] as a function of the scale $Q$. For ATLAS, the error bars correspond to the experimental uncertainties while the shaded region is the total uncertainty. For the other experiments, the error bars correspond to the total uncertainty [4].

This result is in agreement with the world average and with determinations from other experiments:

$0.1184 \pm 0.0007$ (world average) [5]

$0.1178 \pm 0.0001$ (stat.) $+0.0008 -0.0005$ (syst.) (CDF) [7]

$0.1191^{+0.0008}_{-0.0007}$ (DØ) [8]

In Table 1 the results of $\alpha_s$ using different PDF sets show an independence on the PDF input used in the theoretical predictions. The results for the running of $\alpha_s$ are shown in Figure 8. ATLAS data covers the region of $Q \in [200,800]$ GeV, compatible with the predictions from the Renormalization Group Equation (RGE) [6] based on the world average $\alpha_s$.

The measurements of the isolated-photon differential cross-sections as functions of $E_T^\gamma$ and $p_T^{\gamma'}$ were made using 2011 data with an integrated luminosity of $L = 4.7$ fb$^{-1}$ for $\sqrt{s} = 7$ TeV [11]. The photons were selected with 100 $< E_T^\gamma < 1000$ GeV and $|p_T^{\gamma'}| < 1.37$ and $1.52 \leq |\eta^\gamma'| \leq 2.37$. The data are compared to NLO and LO theoretical predictions: (i) NLO QCD JetPhox 1.3 + BFG set II that includes direct and fragmentation processes and using two proton PDF sets, namely CT10 and MSTW2008 NLO (ii) leading-logarithm parton shower predictions of Pythia 6.4.
Fig. 9. Measured isolated-photon differential cross section as a function of $E_\gamma^T$. The inner error bars show statistical uncertainties while the outer bars are the full uncertainties. The LO and NLO theoretical predictions detailed in the text are also included. The shaded region represents the full theoretical uncertainty [11].

Fig. 10. Measured isolated-photon differential cross section as a function of $\eta^\gamma$. Other details as in the caption to Figure 9 [11].

and HERWIG 6.5, which include the $2 \rightarrow 2$ processes $qg \rightarrow q\gamma$ and $gq \rightarrow q\gamma$, based on MRST2007LO proton PDF sets. The AMBT2 and AUET2 tunes were used for PYTHIA and HERWIG, respectively. Figure 9 shows the differential cross-section as a function of $E_\gamma^T$. The theoretical predictions describe the data. Figure 10 shows the differential cross-section as a function of $\eta^\gamma$; the theoretical predictions underestimate the measurements in all the regions considered. The measured integrated cross-section for isolated-photons is $\sigma(pp \rightarrow \gamma + X) = 234 \pm 2$ (stat)$^{+13}_{-9}$ (syst) $\pm 4$ (lumi) pb for $|\eta^\gamma| < 1.37$ and $\sigma(pp \rightarrow \gamma + X) = 122 \pm 2$ (stat)$^{+5}_{-2}$ (syst)$^{+2}_{-4}$ (lumi) pb for $1.52 < |\eta^\gamma| < 2.37$. Table 1 summarizes the total cross-section for these two pseudorapidity regions for the four theoretical predictions considered in this study.

Table 2. Predicted integrated cross sections for isolated-photon production [11].

| Model                        | $\sigma(pp \rightarrow \gamma + X)$ (pb) |
|------------------------------|---------------------------------------|
| PYTHIA                       | 224                                   |
| HERWIG                       | 187                                   |
| JETPHOX CT10                 | 203 $\pm$ 25                         |
| JETPHOX MSTW2008             | 212 $\pm$ 24                         |

Table 3. Predicted integrated cross sections for isolated-photon pair production [12].

| Model                        | $\sigma(pp \rightarrow \gamma\gamma + X)$ (pb) |
|------------------------------|-----------------------------------------------|
| 2\gamma NNLO MSTW2008 NNLO   | 44 $^{+6}_{-4}$                              |
| DIPHOX + GAMMA2MC CT10 NLO   | 39 $^{+5}_{-3}$                              |
| PYTHIA MRST2007LO            | 36                                            |
| SHERPA CTEQ6L1               | 36                                            |

6 Di-photon cross-sections

For the di-photon cross-section measurements [12], the complete 2011 data set of $\sqrt{s} = 7$ TeV was used, corresponding to $L = 4.9$ fb$^{-1}$. The photon selection required two isolated-photons with $E_\gamma^T > 25(22)$ GeV for the (sub-)leading photon and an angular separation of $\Delta R > 0.4$ and within the same pseudorapidity range mentioned in Section 5. The measured integrated cross-section measured is $\sigma(pp \rightarrow \gamma\gamma + X) = 44^{+7}_{-5}$ pb. The theoretical predictions are shown in Table 3. The LO models underestimate the data by 20%. The NLO DIPHOX + GAMMA2MC prediction underestimates the data by 10% whereas the 2\gamma NNLO reproduces the data well. Figures 11 and 12 show the measured differential cross-sections as functions of $p_T^{\gamma\gamma}$ and $\Delta\phi_{\gamma\gamma}$ together with the higher-order theoretical predictions. The DIPHOX calculation underestimates the data in the full range considered whereas 2\gamma NNLO prediction is much closer to the measured results, except in the regions where the fragmenta-
Fig. 12. Measured differential cross section as a function of $\Delta\phi_{\gamma\gamma}$. Other details as in the caption to Figure 11 [12].

Other details as in the caption to Figure 11 [12].
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