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Abstract

In this work, task-level scheduling algorithms with respect to resource selection and deadline constraints in heterogeneous Map Reduce environment is considered. However, with the advance of computing technologies and the ever-growth of diverse requirements of end-users, a heterogeneous set of resources that take advantage of different network accelerators, machine architectures, and storage hierarchies allow clouds to be more beneficial to the deployments of the Map-Reduce framework for various applications. The heterogeneity is manifested in the through employment of the optimization algorithms in the resource selection process. PSO is selected as the auto optimization strategy for Hybrid resources scheduling algorithm (PH-PSO). There are mainly two types of PSO distinguished by different updating rules for calculating the positions and velocities of particles which are task and resource in the map reduce framework. Hyper parameter selection is a kind of continuous optimization problem in the large scale and iterative applications, and feature selection is a kind of binary optimization problem.

Introduction:

Industries of today, reliant increasingly on large scale data analytics for their business decisions of day to day life. This reliant on large scale data decision motivated the development of MapReduce. MapReduce is a model of program for data-intensive computation which becomes popular in recent years. MapReduce is an implementation on cluster for processing and producing huge data sets with a parallel, distributed algorithm. Together MapReduce is a framework for problems to be parallelizable process across large datasets with the help of huge number of computers (nodes), collectively known as a cluster or a grid. In MapReduce the jobs is partitioned as small tasks like map and reduce tasks and execute parallel among large number of machines (nodes).

In todays companies, the MapReduce frameworks performance and efficiency have became critical to their success. The map and reduce tasks is collectively called as job which is scheduled concurrently on multiple machines which reduces the running time of a job. The job scheduler is the central component of MapReduce system. Job completion time is minimized by spanning the jobs of map and reduces tasks, which is done by job scheduler. The key-value block is give as input to map tasks where the key-value pair is stored in file system of distributed environment, the map tasks performs a user-specified map function and the output will be the intermediate key-value pairs. Subsequently, the reduce task collects and apply the reduce function of user-specified on a collected key-value pairs for final output. From task to task and from job to job the resource consumptions run time varies. Several recent studies have reported that production workloads often have diverse utilization profiles and performance requirements [2], [3]. Hadoop is the most famous frame for implementing the MapReduce. The Hadoop cluster consists of commodity machines of large number where one node acts as a master and other nodes as slaves. The
resource manager is runs on a master node which is responsible for task scheduling on the slave nodes. The local node manager runs on slave node which is responsible for allocating and launching resources for each task. For this above process the Java Virtual Machine (JVM) is launched by the task tracker. The JVM executes the map or reduce function.

**System architecture design:**
In this section, present the architecture of the system. Then, illustrate the work flow of the system in detail.

A. **System Work Flow:**
The dataset is the main part in the Map Reduce. The Map Reduce works entirely on the base of the dataset information. That dataset is described as the workload in this system. The dataset is described as task or job. Once the job arrives into the system, the jobs characteristic are analyzed for the further usage. The characteristic of the jobs are nothing but the information or details about jobs. That information is stored in a centralized location. The centralized location is named as Resource Information Centre. In this part only the optimization algorithm is applied. The PSO algorithm is used as the optimization algorithm. The optimization algorithm is used to allocate the job to the best resource. The allocation of resource for the job is based on the jobs characteristic which has been analyzed before. This allocation helps in the fast analysis of data which improves the overall performance. This flow is show in the Fig 3.1.

![Fig 3.1: Flow of Framework](image)

**Comparative study on modeling algorithm:**
Genetic algorithm (GA) and particle swarm optimization (PSO) are two typical machine learning strategies in the category of evolutionary computation. These two methods can be employed to optimize the prediction model, for the expectation of achieving higher performance. GA was proposed by John Holland and his students in 1975 [15], inspired by the theory of natural selection and evolution. GA uses a set of chromosomes to represent solutions. The chromosomes from one population are taken and used to form a new population which is called offspring. The chromosomes with better fitness will have more chances for reproduction, and consequently, the new population will be better than the old one.

The PSO was proposed by Kennedy and Eberhart [12], inspired by social behavior of nature system, such as bird flocking or fish schooling. The system initializes a population of random particles and searches a multidimensional
solution space for optima by updating particle generations. Each particle moves based on the direction of local best solution discovered by itself, and global best solution shared by the swarm.

This study aims at comparing the optimization performance of GA and PSO by simulation. We concentrate on hyperparameter selection using host load data set. Parameters are initialized with values that are commonly used: acceleration constants c1 and c2 are selected according to [12], decreasing inertia weight w linearly with time as proposed in [13], and changing SVR's hyperparameters C; ε,ɟ exponentially during optimization [16]. The initialized parameters of GA and PSO and optimized hyperparameters of SVRs are given in Tables 4.1 and 4.2. If the input feature number is too small, we can’t tell the difference of optimizing time between the two, so we set it to 10.

MAE was used to measure the accuracy of the optimized model, and optimizing time was recorded to measure its efficiency. From Figs. 4.1a and 4.2b we can find that PSO achieves lower error than GA in most of the q values considered, and has less optimizing time. Based on such comparative results, PSO is selected by our system as optimization strategy for prediction models.

![Fig 4.1 Comparison between GA and PSO (a) Accuracy (b) Efficiency](image)

| parameter                      | q = 1          | q = 2          | q = 3          | q = 4          | q = 5          |
|-------------------------------|---------------|---------------|---------------|---------------|---------------|
| feature number of samples (m) | 10            | 10            | 10            | 10            | 10            |
| population                    | 10            | 10            | 10            | 10            | 10            |
| mutation rate                 | 0.2           | 0.2           | 0.2           | 0.2           | 0.2           |
| crossover rate                | 0.9           | 0.9           | 0.9           | 0.9           | 0.9           |
| interval of C                 | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ |
| interval of ε                 | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ |
| interval of γ                 | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ |
| C                             | 0.25          | 25.60         | 0.25          | 0.125         | 4.0           |
| ε                             | 128.0         | 0.125         | 0.0078        | 0.0625        | 0.125         |
| γ                             | 1024.0        | 0.03125       | 0.25          | 64.0          | 8.0           |

Table 4.1 Parameter of GA
There are mainly two types of PSO distinguished by different updating rules for calculating the positions and velocities of particles: continuous version [12], [13] and binary version [14]. Hyperparameter selection is a kind of continuous optimization problem, and feature selection is a kind of binary optimization problem. Concerning our optimization problem definition, this study proposes a parallel optimization algorithm which hybridizes continuous PSO and binary PSO together, namely PH-PSO.

### Table 4.2 Parameter of PSO

| Parameter                      | $q = 1$ | $q = 2$ | $q = 3$ | $q = 4$ | $q = 5$ |
|-------------------------------|---------|---------|---------|---------|---------|
| feature number of samples ($m$) | 10      | 10      | 10      | 10      | 10      |
| population                    | 10      | 10      | 10      | 10      | 10      |
| Inertia weight ($w$)          | $1.4 \rightarrow 0.5$ | $1.4 \rightarrow 0.5$ | $1.4 \rightarrow 0.5$ | $1.4 \rightarrow 0.5$ | $1.4 \rightarrow 0.5$ |
| Acceleration constants        | 2       | 2       | 2       | 2       | 2       |
| interval of $C$               | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ |
| interval of $\varepsilon$     | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ |
| interval of $\gamma$         | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ | $[2^{-10}, 2^{10}]$ |
| $C$                           | 9.0889  | 9.7656e-4| 1.6678  | 0.9805  | 1024.0  |
| $\varepsilon$                | 1024.0  | 1024.0  | 0.1041  | 0.1101  | 266.4968|
| $\gamma$                     | 9.7656e-4| 0.8051  | 0.0414  | 1.5194  | 9.7656e-4|

**Proposed optimization algorithm:**

There are mainly two types of PSO distinguished by different updating rules for calculating the positions and velocities of particles: continuous version [12], [13] and binary version [14]. Hyperparameter selection is a kind of continuous optimization problem, and feature selection is a kind of binary optimization problem. Concerning our optimization problem definition, this study proposes a parallel optimization algorithm which hybridizes continuous PSO and binary PSO together, namely PH-PSO.

**Flow of Algorithm:**

1. Initialize system
2. Preprocessing
3. Fitness evaluation
4. Update velocity and position
5. Termination condition?
6. Yes: Finish
7. No: Update local/global best
8. Position Modification

$$V_{i}^{k+1} = wV_{i}^{k} + c_1 \text{ rand } (...) \times (\text{pbest}_i - s_{ik}^k) + c_2 \text{ rand } (...) \times (\text{gbest}_i - s_{ik}^k) \quad (1)$$

Where
- $v_i^k$: velocity of agent $i$ at iteration $k$,
- $c_1$: weighting factor,
- $w$: weighting function,
- $\text{rand}$: uniformly distributed random number between 0 and 1,
- $s_{ik}^k$: current position of agent $i$ at iteration $k$. 

Fig 5.1 Flow chart of PSO.
\( w = w^{\text{Max}} - \frac{(w^{\text{Max}} - w^{\text{Min}}) \times \text{iter}}{\text{maxIter}} \) \hspace{1cm} (2)

where  
\( w^{\text{Max}} = \) initial weight,  
\( w^{\text{Min}} = \) final weight,  
\( \text{maxIter} = \) maximum iteration number,  
\( \text{iter} = \) current iteration number.

\( s_{i}^{k+1} = s_{i}^{k} + V_{i}^{k+1} \) \hspace{1cm} (3)

A large inertia weight \((w)\) facilitates a global search while a small inertia weight facilitates a local search.

By linearly decreasing the inertia weight from a relatively large value to a small value through the course of the PSO run gives the best PSO performance compared with fixed inertia weight settings.

**Evaluation on proposed system:-**

A. Data Preprocessing:-

The data preprocessing is the phase that need to be done before scheduling the resources and task. Hadoop framework has been established with complex distributed systems composed of resources and Tasks. Resource information extraction process has been build to monitor and predict Hadoop resource state information for our system architecture. Task users do not need traversal of all the nodes or hadoop expertise to get information. We design a uniform and friendly interface component for accessing the information. Computing system architecture maintains a service container for taking jobs; such container should be reused for seamless fusion between a environment and task or workload. Executing jobs is the fundamental function of a Hadoop system, we deploy resource sensors on computing nodes since it’s inevitable, they also run and sleep dynamically to reduce overhead, while we deploy other components out of computing nodes to avoid extra overhead.

B. Genetic Algorithm

This algorithm is used to schedule the resource and task. The steps involved in this algorithm as follows,

(a) Fix a prediction model of machine learning algorithm, and set its default hyper-parameters. Separate the sample set into three parts: training set, validation set and test set.

(b) Feed the learning algorithm with a sample of training set, repeat it one by one until all samples are used. For some algorithms, the training procedure runs only once; for others, iterations are needed.

(c) Feed the trained model with all samples of validation set, record the errors between true data and predicted ones.

(d) Fix an optimization algorithm, which evolves the hyper-parameters of prediction model for better fitness (performance).

(e) When a termination condition is met, optimized prediction model is achieved, and then tested using test set.

C. Modeling the hybrid PSO in the map reduce framework

In this module, define combined criteria for fitness evaluation of the resource for task, and propose a Parallel Hybrid Particle Swarm Optimization (PH-PSO) algorithm for resource prediction through map reduce framework. PH-PSO takes both hyper-parameter selection and feature selection under consideration, thus is expected to enhance the accuracy and efficiency of data centres. There are mainly two types of PSO distinguished by different updating rules for calculating the positions and velocities of particles: continuous version and binary version. Hyper-parameter selection is a kind of continuous optimization problem, and feature selection is a kind of binary optimization problem. Concerning the optimization problem definition, this module proposes a parallel optimization algorithm which hybridizes continuous PSO and binary PSO together, namely PH-PSO. A system is initialized with a population of random particles (task) and searches a multi-dimensional solution space (resource) for optima by updating particle generations. Each particle calculates its own velocity and updates its position in each iteration until the termination condition is met.

D. Modeling the resource Selection mechanism based on PSO

In this module, design is to model the monitoring system to map phase. The process indicates certain operations (i.e. I/O operation) and calculates the running performance of resource as monitoring data, such as latency and bandwidth; estimate the CPU and memory usage to evaluate their overhead. Sampling frequency is set to once per minute.
Prediction service controls the overall prediction procedure through reduce phase, and evaluation services are used for evaluating model fitness in parallel. The number of evaluation services used for fitness evaluation is equal to the number of particles in PH-PSO algorithm. All the tests are implemented through dynamic collaboration of system services. High accuracy and efficiency is the primary design goal of prediction subsystem. Present the prediction and optimization results of bandwidth. In $q$-step-ahead prediction, $q = 1, 2, 3, 4, 5$ are considered. In model optimization, implemented four different strategies including feature selection with hyper-parameter selection, feature selection without hyper-parameter selection, hyper-parameter selection without feature selection for optimization mechanism. The test data sets used are the same. Record parallel/serial CPU time for optimizing models to measure prediction accuracy. It is implied that our modeling method is suitable for both one-step-ahead and multi-step-ahead resource state predictions. The model’s training time can be obviously reduced by feature selection rather than hyper parameter selection. It is clear that the optimizing time of combinational optimization is rather short by means of parallelization, namely within 3 seconds on data sets. The global best fitness of combinational optimization during each iteration was recorded to evaluate the convergence performance. A trend is obvious on host load data set that the global best fitness decreases clearly as the prediction step $q$ increases. While such trend is not found on bandwidth data set, which implies that the bandwidth variation has got more noise than host load. It is also implied in these sub-figures that the combinational optimization converges during proper iterations for most of the $q$ values considered.

**Result:**

![Login screen](image1)

Fig 10.1 Login screen

![Main menu page](image2)

Fig 10.2 The Main Home page
Uploading the dataset into hdfs

Fig 10.3 The data uploading into the HADOOP file system

Reading the data from hdfs

Fig 10.4 Viewing the uploaded data from HDFS
Data partitioning

Fig 10.5 The loaded data is partitioned

Selecting the details

Fig 10.6 The year and the product is selected for processing
Displaying the data need

Fig 10.7 Displaying the data for the selected details

Initial job allocation

Fig 10.8 Initial job allocation for processing
Fig 10.9 Jobs allocated to the mapping nodes

Resource allocation

Fig 10.10 Generation of the resources
In this analysis, Energy reduction has been incorporated into the mapreduce implementation to improve the efficiency of the data center. The parallel scheduler for resource and task using particle swarm optimization is to manage the map and reduce tasks assignment. The Resource management is carried to manage a resource slots which reduces the consumption of energy when running the application achieves optimal schedules. Performance evaluation of the frameworks is compared with state of approaches which concludes that the framework outperforms in terms of efficiency and effectiveness.
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