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ABSTRACT

Cell-free massive multiple-input multiple-output (CF-mMIMO) has been considered as one of the potential technologies for beyond-5G and 6G to meet the demand for higher data capacity and uniform service rate for user equipment. However, reusing the same pilot signals by several users, owing to limited pilot resources, can result in the so-called pilot contamination problem, which can prevent CF-mMIMO from unlocking its full performance potential. It is challenging to employ classical pilot assignment (PA) methods to serve many users simultaneously with low complexity; therefore, a scalable and distributed PA scheme is required. In this paper, we utilize a learning-based approach to handle the pilot contamination problem by formulating PA as a multi-agent static game, developing a two-level hierarchical learning algorithm to mitigate the effects of pilot contamination, and presenting an efficient yet scalable PA strategy. We first model a PA problem as a static multi-agent game with P teams (agents), in which each team is represented by a specific pilot. We then define a multi-agent structure that can automatically determine the most appropriate PA policy in a distributed manner. The numerical results demonstrate that the proposed PA algorithm outperforms previous suboptimal algorithms in terms of the per-user spectral efficiency (SE). In particular, the proposed approach can increase the average SE and 95%-likely SE by approximately 2.2% and 3.3%, respectively, compared to the best state-of-the-art solution.
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I. INTRODUCTION

As service demands in wireless communications increase, each new generation of cellular networks must determine new ways to multiplex more devices and enhance the spectral efficiency (SE) per device. Network densification is a common method for increasing the SE in wireless networks [1]. This can be achieved either by adding more base stations (BSs) or increasing the number of antennas on each BS to serve numerous user equipments (UEs) within the same time and frequency resource block, which is known as massive multiple-input multiple-output (mMIMO) [2]. Each of these techniques has certain drawbacks: placing a large number of BSs increases inter-cell interference and consequently decreases the service quality of the UEs, whereas with mMIMO, UEs positioned at the edge of the cell experience substantial propagation loss because of their long distance from the BS. Cell-free mMIMO (CF-mMIMO) was recently suggested as a solution to address the deficiencies of the aforementioned technologies by combining macro-diversity and multi-user interference reduction to provide a uniform user experience [3]. In CF-mMIMO systems, a massive number of distributed access points (APs) simultaneously service a relatively small number of UEs without imposing cell borders, which improves both SE and energy efficiency [4]. The implementation of the MIMO approach requires precise channel state information (CSI) at the transmitter (or receiver). Owing to the scalability of uplink pilot
transmissions, CSI acquisition in CF-mMIMO systems can be performed via uplink pilot transmissions. However, because of the limited coherence time, we are only allowed to have a limited number of orthogonal pilots, which is often less than the total number of UEs. Consequently, we are forced to reuse the same pilots for multiple UEs, introducing undesirable effects known as pilot contamination. As such, the fading channel cannot be accurately estimated because of the co-pilot interference that occurs between UEs. It is worth mentioning that under the assumptions of suboptimal linear precoders, pilot contamination becomes the only capacity-limiting factor for both cellular and CF-mMIMO networks [3], [5]. Consequently, a proper pilot assignment (PA) is vital for minimizing the effects of pilot contamination, which is the primary focus of this research.

A. RELATED WORKS
The optimal PA problem for CF-mMIMO system is the inherently nondeterministic polynomial time (NP). Consequently, the computational complexity required to obtain an optimal solution increases exponentially with the number of UEs. Therefore, the vast majority of published studies have concentrated on heuristic-based solutions. These algorithms can be classified into centralized and distributed schemes. Random PA (RPA) is a technique presented in [3] that enables UE to randomly choose a pilot sequence. The complexity of this strategy is minimal and it can be implemented in a distributed manner. However, the RPA has the worst performance because it is possible for two close UEs to select the same pilot signal, which might result in significant pilot contamination. Additionally, a greedy PA (GPA) approach was suggested in [3] to iteratively update the minimum rate of all UEs. Unfortunately, this approach can only enhance the performance of the weakest UE and not that of the entire system. Using an iterative application of the K-means clustering technique, the authors of [6] proposed a structured PA that seeks to maximize the minimum distance between co-pilot UEs. In [7], the MIMO network was modeled by artificially imposing topological structures on the UE-AP connectivity and considering a partially connected interference network. Thus, the PA problem can be considered a topological interference management problem with multiple groupcast messages. Subsequently, depending on whether the channel connectivity pattern is known a priori, the topological PA problem is formulated in two ways. Another approach that can be employed to address the PA problem is using a graph-theoretic framework. In [8], a conflict graph was developed by forming an edge connecting UEs that are dominant interferers with one another. Subsequently, a greedy approach was employed to solve the graph coloring problem. The authors of [9] mapped the PA problem to the max K-cut problem and solved it using a heuristic algorithm. In [10], the PA problem was formulated as a graph matching problem and a Hungarian algorithm was applied to alleviate it. A novel approach based on tabu search was proposed in [11] to alleviate the PA problem and maximize the sum-user SE. The majority of these studies are based on the similar premise that geographically far enough apart UEs can use the same pilot. This principle also serves as the impetus behind the primary PA scheme that was proposed in this work, along with the additional objective that it should be distributed and scalable while providing competitive performance in terms of the SE for the average UE. The following section will provide a summary of our contributions.

B. MOTIVATION AND CONTRIBUTIONS
Recently, learning-based approaches have demonstrated considerable promise in various applications [12], specifically for addressing a range of resource-allocation problems in wireless communication networks [13], [14], [15], [16]. The authors in [13] proposed a deep supervised learning approach to reduce pilot contamination for a multi-user mMIMO system. In [14] and [15], deep reinforcement learning (DRL) was employed for pilot design to alleviate the pilot contamination problem in cellular mMIMO systems. The authors of [16] developed a deep supervised learning-based PA algorithm for CF-mMIMO systems with massive access. In our previous work [17], we used a single-agent DRL to solve the power allocation problem in CF-mMIMO systems. To the best of our knowledge, this study is the first attempt to use a multi-agent DRL approach to solve a PA problem in CF-mMIMO. The main contributions of this study are summarized as follows:

1. We develop an optimization problem to maximize the uplink sum-user SE by considering the per-user power constraints, channel estimation error, multi-antenna APs, AP selection, and pilot contamination effects.
2. An appropriately designed PA algorithm improves system performance by alleviating the pilot contamination effect. We address the PA problem in an uplink CF-mMIMO system by modeling the PA problem as a diverse clustering problem.
3. We formulate the PA problem as a multi-agent static game. We then employ hierarchical multi-agent DRL to propose an efficient yet distributed PA scheme to mitigate the effects of pilot contamination on CF-mMIMO.
4. The computational complexity and convergence of the proposed approach are analyzed.

The rest of the paper is organized as follows: In Section II, the system model for CF-mMIMO is introduced. In this section, we formulate the PA problem as an optimization problem. Preliminaries on reinforcement learning are studied in Section III. The proposed DRL-based PA approach and its experimental results are presented and discussed in Sections IV and V. Finally, conclusions are drawn, and future work is discussed in Section VI.
is given by $M$, where $M = LN$. It is also assumed that all APs are connected to the central unit via error-free fronthaul links. We employ a UE-centric technique to handle the scalability problem in which each UE is served by a subset of APs. Throughout this paper, $M_k$ denotes the subset of APs serving UE $k$ and $D_l$ denotes the subset of UEs serviced by AP $l$ [18]. We also consider a conventional time-division duplex (TDD) protocol for downlink and uplink data transmissions. Let $\tau_c$ be the length of the coherence block in samples, which is divided into three parts: $\tau_c = \tau_p + \tau_T + \tau_d$; where $\tau_p$, $\tau_T$, and $\tau_d$ samples are used for uplink data transmissions, uplink pilot training, and downlink data transmissions, respectively [2]. In this paper, we focus on uplink training and uplink data transmissions and assume that $\tau_d = 0$. The channel coefficient between UE $k$ and AP $l$ is given by $g_{kl} = \sqrt{p_{kl}} h_{kl} \in \mathbb{C}^N$, where $p_{kl}$ indicates the large-scale fading coefficient (both path loss and shadowing), and $h_{kl} \in \mathbb{C}^N$ are independent and identically distributed random variables that represent the small-scale fading vector. In our model, it is presumed that the system has access to all deterministic information, including the large-scale fading coefficient and the geographic locations of the APs.

**A. UPLINK PILOT TRAINING AND CHANNEL ESTIMATION**

During the channel estimation phase, each UE uses a pilot from a set $P$ orthogonal pilot signal $P = \{\phi_1, \phi_2, \ldots, \phi_P\}$, where $\phi_i$ denotes the $i$-th pilot signal with the length of the $\tau_p$ samples. We assume that $P$ pilot signals are mutually orthogonal, $P \leq \tau_p$. Since the pilot resources are limited, the pilot set must be reused throughout the network. As a result, many UEs share the same pilot; we refer to these UEs as co-pilot UEs (pilot-sharing UEs). We indicate the index of the pilot assigned to UE $k$ by $p_k = \{1, 2, \ldots, P\}$ and $C_k$ as the set of co-pilot UEs, including UE $k$ itself. After correlating the received signal at AP $l$ with the pilot $p_k$, the estimate of channel $y_{pkl}$ is given by:

$$y_{pkl}^p = \sum_{k \in C_k} \sqrt{p_{pkl}} g_{kl} + n_l,$$

where $p_{pkl}^p$ denotes the normalized transmit signal-to-noise ratio of the pilot symbol for UE $k$, and $n_l$ is an additive Gaussian noise at the $l$-th AP whose elements are i.i.d. $\mathcal{CN}(0, 1)$. The minimum mean-squared-error estimate of the channel coefficient between the $k$-th UE and the $l$-th AP is given by

$$\hat{g}_{kl} = \alpha_{kl} \left( \frac{1}{\tau_p} \sum_{k \in C_k} g_{kl} + W_{p,l} \phi_k \right),$$

where $W_{p,l} \in \mathbb{C}^{N \times \tau_p}$ denotes the noise at the $l$-th AP, whose elements are i.i.d. $\mathcal{CN}(0, 1)$, and $\alpha_{kl}$ is given by

$$\alpha_{kl} = \frac{\sqrt{p_{kl}} \beta_{kl}}{\tau_p \sum_{k \in C_k} p_{kl} + 1}.$$  

It is worth mentioning that $g_{kl}$ is uncorrelated with the $\hat{g}_{kl}$ and distributed as follows:

$$g_{kl} \sim \mathcal{CN}(0, \gamma_{kl}); \quad \hat{g}_{kl} \sim \mathcal{CN}(0, \beta_{kl} - \gamma_{kl}),$$

where $\gamma_{mk} = \sqrt{p_{mk} p_{mk} \alpha_{mk}}$.

**B. UPLINK DATA TRANSMISSION**

AP $l$ physically receives the signal from all UEs during uplink data transmission, this is,

$$y_l = \sum_{k=1}^{K} g_{kl} s_k + n_l, \quad (5)$$

where $s_k (\mathbb{E}|s_k|^2 = p_k)$ is the symbol transmitted from UE $k$ with power $\sqrt{p_k}$, and $n_l \in \mathbb{C}^N$ denotes the noise at AP $l$, and its elements are i.i.d. $\mathcal{CN}(0, 1)$. However, to estimate $\hat{s}_k$, only the APs in $M_k$ can be used, and $\hat{s}_k$ is given as:

$$\hat{s}_k = \sum_{l=1}^K a_{hl}^H y_l,$$

where $a_{hl} \in \mathbb{C}^N$ is the combining vector selected by AP $l$ for UE $k$. Here, we consider the maximum ratio combining (MRC) method with $a_{hl} = \hat{g}_{kl}$. By substituting (5) and $g_{kl} = (g_{kl} - \hat{g}_{kl})$ into (6), we obtain

$$\hat{s}_k = \sum_{l=1}^K a_{hl}^H g_{kl} s_k + \sum_{l=1}^K \sum_{k' \neq k} a_{hl}^H g_{kl' \hat{s}_{k'}} + \sum_{l=1}^K a_{hl}^H n_l + \sum_{k'=1}^K \sum_{k \neq k'} a_{hl}^H g_{kl' \hat{s}_{k'}}.$$  

where $\text{DS}_k$, $\text{IUI}_{kk'}$, $\text{TEE}_{kk'}$, and $\text{TN}_k$ are the desired signal, interuser interference, total estimation error, and total noise, respectively. The achievable SE for UE $k$ is obtained by utilizing the so-called use-and-then-forget bound because the CPU is unaware of the channel estimations [19]:

$$\text{SE}_k = \frac{\tau_d}{\tau_c} \mathbb{E}_{\text{SSF}} \left\{ \log_2 (1 + \text{SINR}_k) \right\},$$

where $\text{SSF}$ denotes the sum of squared functions.
where SINR is given by
\[
\text{SINR}_k = \frac{Np_k (\sum_{M_k} \gamma_{kl})^2}{D_k},
\]
where \( D_k \) is obtained as follow:
\[
N \sum_{k'=1}^{K} p_{k'} \left( \sum_{M_k} \gamma_{kl} \beta_{k'l} \right)^2 + \sum_{k'=1}^{K} \sum_{k'=1}^{K} p_{k'} \beta_{k'l} + \sum_{M_k} \gamma_{kl} = (10)
\]
In the above equation, the first term denotes the interference caused by co-pilot UEs, the second term corresponds to multi-user interference, and the last term contains the noise power.

C. ACCESS POINT SELECTION

In the proposed approach, unlike [18], which first selects the appropriate APs for each UE through a competitive mechanism and then implements a PA approach, we first apply the PA algorithm and then perform AP clustering. Our main idea is based on the fact that all APs physically receive the signal of all UEs, and therefore, proper PA schemes must be performed before AP clustering. The proposed PA scheme is described in detail in Sections IV. Here, we cover the AP selection algorithm in which the pilot is already assigned to each UE. The following assumption was considered when developing an algorithm for AP selection:

Assumption: Each AP serves most of the \( \tau_p \) UEs (one UE per pilot) to prevent severe pilot contamination.

Our proposed AP selection method consists of the following steps: Step 1) UE \( k \) finds the AP \( l \) with the strongest large-scale fading (LSF) coefficient as its master AP, and two co-pilot UEs are not able to choose one specific AP for their Master AP; in this case, the latter UEs select the second-strongest LSF channel coefficient as its Master AP. In this step, we ensure that each UE is served by at least one AP. Step 2) Each AP decides to serve \( P \) UEs. Each AP then selects one UE per pilot with the strongest LSF coefficient.

D. UPLINK DATA POWER CONTROL

Before delving into the proposed PA scheme, it is pertinent to explore a scalable power control with low complexity. Here, we utilize the fractional power (FrP) algorithm to determine the appropriate power control for UE \( k \), which is given by
\[
p_k = \min_{1 \leq i \leq K} \left( \frac{\sum_{m=1}^{M} \beta_{mi}}{\sum_{m=1}^{M} \beta_{mk}} \right)^{\theta} \tilde{p}, \quad (11)
\]
where \( \theta \in [0, 1] \) controls how the range of power coefficients is compressed and larger values of \( \theta \) indicate better fairness.

E. PROBLEM FORMULATION

The objective of our PA algorithm is to maximize the sum SE by properly selecting the set of co-pilot UEs subject to certain constraints owing to the limited availability of pilots. In the literature on linear programming, this type of problem is often written up using the column generation method, in which each possible group of co-pilot UEs is thought of as a column. Let \( A \) represent all possible co-pilot UE sets that do not include null and singleton sets. As a result, \( A \) has the cardinality of \( 2^K - 1 \), which is equal to the number of columns. The matrix \( A \) is defined, in which each column represents a set in \( A \), and the corresponding column for the co-pilot UEs is indicated by \( x_j \). We define the cost of \( x_j \) as
\[
C(x_j) = \begin{cases} 
- \sum_{k \in x_j} \log_2 (1 + \text{SINR}_k), & \text{SINR}_k \geq \Gamma_{min} \\
\infty, & \text{SINR}_k < \Gamma_{min}
\end{cases} \quad (12)
\]

According to the above definition, the set of co-pilot UEs that do not fulfill the minimum SINR threshold, even for a single UE, is never chosen, and \( \Gamma_{min} \) denotes the minimum SINR threshold. The optimization problem is formulated as follows
\[
P_1 : \max_{\Lambda} \sum_{s=1}^{\vert A \vert} C(x_s) \lambda_s \quad (13a)
\]
\[\text{s.t.} \quad \Lambda \lambda = 1 \quad (13b)
\]
\[\|\Lambda\|_1 = P \quad (13c)
\]
where \( \Lambda = [\lambda_1, \ldots, \lambda_{\vert A \vert}] \). Equation (13a) guarantees that each UE is assigned one pilot, and (13b) guarantees that exactly \( P \) pilots are used in the PA scheme. Problem P1 is NP-hard in nature, whereas the feasible solution space is denoted by \( \binom{\vert A \vert}{P} \). For example, the feasible solution space for a moderately small system comprising 20 UEs and 10 pilots is approximately equal to \( 4.4 \times 10^{33} \). Owing to the complexity of the problem, it is reasonable to explore suboptimal solutions that can be effectively implemented in a network. In Sections IV, we describe a multi-agent-based PA scheme that considers only UE’s location to cluster the co-pilot UEs in a way that mitigates pilot contamination-induced interference and indirectly enhances the sum SE. This approach is scalable and can be implemented in a distributed manner as network size increases.

III. PRELIMINARIES ON DEEP REINFORCEMENT LEARNING MODEL

Reinforcement learning is a type of sequential decision making in which the goal is to learn a policy in a given environment whose dynamics are unknown. Reinforcement learning requires an interactive environment in which an agent can choose from a variety of activities that affect the environment. DRL, which effectively solves complex and high-dimensional environments, was created by fusing a reinforcement learning structure with a deep neural network (DNN) as a function approximation [20]. In this section, we review the mathematical background and preliminaries of both single-agent and multi-agent DRL.
The Markov decision process (MDP) formulation develops a mathematical foundation for modeling a single-agent DRL environment that includes tuple \((S, U, r, \eta)\). In the MDP model, \(S\) is a set of possible states \((s_t)\), \(U\) is a set of possible actions \((u)\), and \(r\) is the decision time point. The transition probability of performing action \(u\) in state \(s_t\), resulting in state \(s_{t+1}\), is denoted as \(P_a : S \times A \times S \rightarrow [0, 1]\). The expected immediate reward for taking action \(u\) and the transition from state \(s_t\) to state \(s_{t+1}\) are defined by \(r_u\), and \(\eta\) determines the discount factor [21]. Different DRL systems have varying specifications regarding how data are gathered and how their performance is measured. The dynamic relationship between the agent and environment is depicted in Fig. 2. After carrying out the action requested by the agent, the environment always delivers the corresponding state and reward to the agent at the end of each iteration. Finding an optimal policy, \((\pi^*(s))\), which takes action depending on the present state in order to maximize the discounted reward over time, is the fundamental objective of the RL agent. This can be obtained by optimally solving the Bellman equation:

\[
Q^\pi_n(s, u) = E \left[ r(s, u) + \eta \sum_{u'} \pi(u|s) Q_n(s', u') \right],
\]

(14)

Q-learning is one of the most influential developments in reinforcement learning, and is a specific implementation of the Bellman equation based on the Q-table as follows:

\[
Q(s_t, u_t) \leftarrow Q(s_t, u_t) + \alpha [r_t + \eta \max_a Q(s_{t+1}, u) - Q(s_t, u_t)]
\]

(15)

Q-table computes the estimated maximum future reward for each action in each state. Subsequently, the proper action is selected to yield the greatest expected reward. The optimal state-action value function can be obtained by updating (15). However, obtaining a Q-table is tedious task in many cases. A Deep Q-network (DQN) expands the Q-learning concept to alleviate this problem. The DQN utilizes a DNN instead of a Q-table to estimate the nonlinear Q-values for each state-action [22]. The optimal action policy is obtained based on every action that the agent can perform in the environment, as follows:

\[
\pi^*(s) = \arg \max_{u \in A} \{Q(s, u; \theta^*)\}.
\]

(16)

The DQN agent aims to maximize the return function by determining the optimal weight vector, that is, \(\theta\). Owing to the ambiguous transition probability, the DQN agent uses an epsilon-greedy algorithm to balance the exploitation and exploration. Each experience is stored in a first-in-first-out replay buffer, which is always accessible. Finally, the DQN agent updates \(\theta\) to minimize the loss function by choosing a mini-batch of events from the experience replay buffer and applying a proper optimizer (such as Adam or SGD). For further information, refer to [23] which provides a detailed examination of DRL as well as various types of neural networks, DRL architectures, and the applications of these technologies in the real world.

B. MULTI-AGENT DRL (MADRL)

In practical situations, multi-agent systems have inspired the development of distributed solutions that are likely to be less expensive and more effective than centralized single-agent alternatives. Sequential decision-making problems involving a number of agents are addressed by MADRL, in which all agents work together to influence the dynamics of the system. In particular, the reward that an agent receives now depends on the actions of all other agents rather than just its own. Consequently, a specific agent should consider the policies of other agents to maximize the long-term reward. The stochastic game (SG) is a generalization of the MDP to the multi-agent scenario that includes a tuple \((S, U^1, \ldots, U^n, r^1, \ldots, r^n, P)\) [24], where \(n\) is the number of agents, \(U^i, i = 1, 2, \ldots, n\) denotes the finite sets of actions available to the agents, resulting in the joint action set \(U = U^1 \times U^2 \times U^n\). In the state transition probability function. The Q-function of each agent depends on the joint action and policy. Furthermore, in fully cooperative SG, all the agents have the same reward function. There is a specific SG with no state signal known as a static (stateless) game. A static game is defined by a tuple \((U^1, \ldots, U^n, r^1, \ldots, r^n, P)\) in which all agents make decisions simultaneously, without knowledge of the policies that are being chosen by other agents.

1) MULTI-AGENT DQN (MADQN)

In an SG, the joint optimal policy is known as the Nash equilibrium (NE) and can be defined as \(\pi^* = (\pi^*_1, \pi^*_2, \ldots, \pi^*_n)\). The NE is an integration of all agents’ policies, with each policy being the optimal reaction to the policies of the other agents. In NE, each agent’s action is an optimal reaction to the choice of another agent’s action. Specifically, an agent’s policy must be compatible with that of other agents; otherwise, no actor may gain an advantage by modifying its policy. Consequently, each duty of learning agent is to investigate an NE for any given condition in the environment. Each agent in
MADQN comprises a primary (online) network, target network, and replay memory. In the training phase, the learnable parameters of the DNN are updated to boost the accuracy of the Q-function approximation in accordance with the system transition history. In the learning step, \( t \), each agent inputs the current state into the DQN and outputs Q-values for each action. Agents in DQN employ the same Q-values for action selection and assessment, leading to a Q-value overestimation problem. To address this problem and enhance the learning efficiency of the agents, the following two enhanced versions of DQN are presented.

2) MULTI-AGENT DOUBLE DQN (MADDQN)

The DDQN overcomes the overestimation problem by separating the maximum procedure in the target network’s action selection from the action assessment of the target network. In particular, two networks, DQN1 and DQN2, have been utilized, where DQN1 is employed to select actions and DQN2 is employed to assess the Q-value of the corresponding action.

3) MULTI-AGENT DUELING DOUBLE DQN (MAD3QN)

The standard DQN method computes the value of each action in a given state. However, in certain states, different policies can lead to the same value function. This behavior can hinder the ability to learn an optimal response to a specific condition. To alleviate this problem, dueling of a DDQN has been proposed. The dueling DDQN is an improved variant of the DQN in which the Q-network includes two streams of Q-functions, namely, the state value function \( V(s) \) and the advantage function \( A(s, a) \), where the advantage function is used to assess the relative significance of one action in relation to other actions in a given situation. The output of the dueling network is derived by merging these two streams into a single-output Q-function and an aggregate module to accelerate convergence and enhance the efficiency.

IV. PROPOSED MADRL-BASED PILOT ASSIGNMENT SCHEME

A. MODELING THE PROBLEM AS A STOCHASTIC GAME

The interactions of the agents are modeled by SG, where the environment is altered in response to player actions. Here, we show that the PA in CF-mMIMO systems can be modeled as a SG. The detailed definitions are provided below.

1. Set of agents: In a proper PA, each UE attempts to choose an appropriate pilot sequence from \( P \) orthogonal pilots. We define a new strategy in which each pilot, as an agent, interacts with the wireless communication environment and selects the UEs that can be assigned to it.

2. State space: All agents collectively probe the environment by inspecting various states. Specifically, the location and SINR of the co-pilot UEs are considered to be the current state.

3. Action space: We define the action as reassigning a new pilot to one of the UEs in each agent. A set of discrete pilot indices is considered as the action space. Each agent is allowed to select only one UE in each time slot and to reassign the new pilot index to the selected UE. All agents have the same action space.

4. Reward function: It evaluates an agent’s actions as either favorable or unfavorable. Consequently, a reward function must be constructed that corresponds to the objective function described in (12). The reward function of each agent at learning step \( t \) is defined as

\[
r(t) = C(x_j, t) - C(x_j, t + 1)
\]

B. PROPOSED PA APPROACH

In the proposed method, we provide a new perspective on the PA problem. An effective PA policy requires only location of the UE and does not require any additional signaling overhead to mitigate the effects of pilot contamination. This is because the distance between the UEs has the most significant impact on co-pilot interference. Here, we model the PA as a diverse clustering problem. To this end, a static multi-agent game is defined with \( P \) teams (agents), in which each team is represented by a specific pilot. Each team is interested in connecting with an \( \lceil \frac{K}{P} \rceil \) UEs, where each team is supposed to select a number of UEs in which the least pilot contamination effect occurs. It is worth mentioning that the main difference between our approach and the previous one is that, instead of assigning the pilot to the UEs, we cluster the UEs into teams specified by the pilot. As shown in Fig. 3, the implementation of the proposed approach is a two-level hierarchical MADRL. The steps of the proposed approach are as follows.

1. Define \( P \) agents (\( P \) teams), each represented by a specific pilot.

2. Randomly set \( \lceil \frac{K}{P} \rceil \) UEs for each pilot as the initialization phase. Each team has at most \( \lceil \frac{K}{P} \rceil \) co-pilot UEs. This is the starting point and the input of the proposed algorithm. The proposed method attempts to maximize...
3. In each agent, the UE that causes the worst pilot contamination effect by the pre-trained DNN is selected and expelled. Simply put, the agents learn to select the best UE candidate at a low level through independent learning. This step is executed in a distributed manner and the agents are executed independently of each other. The output of this step is an exclusion list containing all the UEs that have been expelled from their group. In this step, we design one DNN and train it in an unsupervised manner to learn to select the UE that has the least sum distance to other co-pilot UEs. Here, we do not require any ground-truth outputs for training, which makes this step more flexible for practical implementation. In Fig. 4, the proposed DNN for the worst UE selection is illustrated. The network comprises four layers that are consecutively interconnected to select one UE from the \(P\) UEs. The input of the network is the UEs’ location, the number of neurons in the input layer is equal to \(2P\), and the number of neurons in the output layers is equal to \(\lceil P/\pi \rceil\) to construct a one-hot vector to determine the index of the expelled UE. The number of hidden layers and nodes within the layer is a hyperparameter, and in our proposed structure, we consider two hidden layers with \(\lceil K/4 \rfloor\) and \(\lceil K/2 \rfloor\) nodes in each hidden layer. Finally, the following loss function is considered for unsupervised training to select the UE that causes the most pilot contamination.

\[
\text{Loss} = \sum_{k=1}^{\lceil P/\pi \rceil} \text{dist}(\text{UE}_k, \text{UE}^\star), \quad (18)
\]

where

\[
\text{dist}(\text{UE}_k, \text{UE}^\star) = \sqrt{\sum_{i=1}^{\lceil P/\pi \rceil} (\text{UE}_k[i] - \text{UE}^\star[i])^2}, \quad (19)
\]

computes the distance between the UE\(k\) and UE\(^\star\), where \(F\) denotes the geographical coordinates of the UEs. Because the distance between UEs has the greatest influence on co-pilot interference, we only consider (19) as a loss function. However, for more sophisticated loss functions, we also need to consider shadowing and fast-fading effects, which will be addressed in future work.

4. Implement cooperative agents with centralized training and decentralized execution to learn how to reassign UEs in the exclusion list into different teams so that the final objective function is improved. During the learning phase, the cost function constructed in (12) is made available to each agent as a reward. Each agent then adjusts its actions to remain close to an optimal policy by updating the deep Q-network. In this step, each agent learns to connect its expelled UE to the best possible team (assigning a new pilot for the expelled UE). During the execution phase, each agent receives local observations of the environment (which is the co-pilot UEs’ location and UEs’ SINR) and then chooses an action (reassigning a new pilot to expelled UE) based on its trained DQN. The NN used in this step is similar to that used in the previous step. The only difference is the number of neurons in the output layer, which is \(P\) to construct a one-hot vector to determine a new pilot for the UE.

5. Repeat Steps 3-4 until the stopping condition is met, that is, the difference between two consecutive objective functions is less than the threshold or the number of iterations specified in advance.

C. COMPLEXITY ANALYSIS

This section presents a computational complexity analysis of the proposed PA scheme. The computational complexity of the MADQL-based PA is determined by the number of floating operations per second (FLOPS) in the neural network. The number of FLOPS for each NN used in Step 3 is determined by matrix multiplication in each layer [25] as:

\[
\text{FLPOS}_{\text{DNN}} \approx \left(\frac{10 + P}{8P}\right)K^2 + \left(\frac{3P + 4}{4P}\right)K, \quad (20)
\]

and the number of FLOPS for each NN used in Step 4 is given by

\[
\text{FLPOS}_{\text{DQN}} \approx \left(\frac{P + 1}{8P}\right)K^2 + \left(\frac{3}{4}\right)K + 1 \quad (21)
\]

During the inference, \(P\) DNN in Step 3 and \(P\) DQN in Step 4 should be performed to ensure proper action. Therefore, the total number of FLOPS for our approach is computed as follows:

\[
\text{FLPOS} = P \times \text{FLPOS}_{\text{DNN}} + P \times \text{FLPOS}_{\text{DQN}} \\
\approx \left(\frac{1}{4}\right)PK^2 + \left(\frac{11}{8}\right)K^2 + \left(\frac{3}{2}\right)KP + K + P. \quad (22)
\]

As shown in (22), the complexity of the proposed approach is of the polynomial order \((PK^2)\).
TABLE 1. Simulation parameters.

| Parameter          | Value   |
|--------------------|---------|
| Carrier frequency  | 1.9 GHz |
| Bandwidth          | 20 MHz  |
| Noise figure       | 9 dB    |
| Pilot transmit power ($P_t$) | 100 mW |
| Data transmit Power ($P_d$) | 100 mW |

V. NUMERICAL RESULT AND DISCUSSION

A. SIMULATION SETUP

A typical CF-mMIMO with $L = 100$ APs equipped with $N = 2$ antennas and $K = 50$ UEs is considered, where all APs and UEs are independently and uniformly distributed in a simulation area of size $1km \times 1 km$. We utilize the wrap-around technique to prevent boundary effects at the edge and imitate network behavior over an infinite area. We formulate the large-scale propagation parameters to generate the path loss and the shadow fading coefficients using the 3GPP Urban Microcell model [3]. We also consider that each coherence block has $\tau_c = 200$ samples, where $P$ samples are used for uplink pilots and the remainder is used for uplink data. Other simulation parameters are summarized in Table 1, which are the same parameters as used in [4]. We also employed Frp power control expressed by (11) to further improve the system performance.

B. BENCHMARK ALGORITHMS

In this section, we evaluate the performance of our proposed PA scheme. We compared the performance of the proposed approach with that of the benchmark solutions listed below.

1. RPA: Each UE is randomly assigned one pilot from $P$ orthogonal pilots.
2. GPA: This approach considers a simple greedy algorithm that iteratively refines the PA. GAP is explained in detail in [3].
3. Repulsive clustering based PA (RCBPA) [26]: In this approach, a repulsive clustering-based PA scheme is employed to mitigate the effects of pilot contamination.
4. No-pilot contamination (NPC): In this approach, we consider that there is no limitation on pilot resources, and each UE uses an orthogonal pilot. It should be mentioned that in this approach, the number of pilots is equal to the number of UEs, $\tau_p = K$.

C. SIMULATION SETUP

We implemented our MADRL approach in the TensorFlow 2 framework and ran our simulation on a PC with a Core(TM)i7 CPU @ 4 GHz and 32 GB of installed memory (RAM).

D. RESULT AND DISCUSSION

Fig. 5 illustrates the convergence behavior of the MADRL-based PA schemes in CF-mMIMO system. This figure describes the performance of the proposed PA approach with different agents (MADQN, MADDQN, MAD3QN) in terms of the total reward. It is worth mentioning that we implement the MAD3QN and MADDQN algorithms for PA with the same DNN architecture as the one used in MADQN. The first observation is that all three agents eventually converge to the same amount of reward, which confirms that the final performance of the proposed PA algorithm remains unchanged by utilizing different agents, and the only difference is the speed of convergence. More specifically, MAD3QN and MADDQN converge quickly, and favorable results are obtained after 95 and 145 iterations, respectively. Furthermore, it can be seen that the MADQN approach learns the right policy to gain positive rewards after 174 episodes, and it can achieve complete convergence after 400 episodes. Fig. 6 illustrates the cumulative distribution function of the SE per UE. We compare the proposed schemes with the four above-mentioned benchmarks. The first observation is that the proposed MADRL-based PA performs better than other approaches. As shown in Fig. 6, there are 40%, 29% and 16% improvements in the median of per-user uplink SE with

FIGURE 5. The convergence of the proposed MADRL-based PA algorithm with various agents.

FIGURE 6. Cumulative distribution of the per-user SE of CF-mMIMO with MRC receiver with $L = 100$, $N = 2$, $K = 50$, and $P = \tau_p = 10$ for different PA strategies.
the proposed scheme compared to the RPA, GPA, RCBPA algorithm, respectively. When comparing with the NPC, the proposed method performs better by a small margin. It should be considered that although there is no pilot contamination in NPC approach, assigning $\tau_p = K$ samples to pilots degrades the SE by a factor of $1 - \frac{\tau_p}{P}$. The 95%-likely of the uplink SE by varying the number of pilots for different PA schemes is depicted in Fig. 7, in which we can see the impact of the number of pilots in 95%-likely SE. In the NPC scheme, the number of pilots is constant and equal to $\tau_p = 50$, which we use in the figure for comparison. It is obvious that for $\tau_p = 1$ and $\tau_p = 50$ the 95%-likely of the uplink SE for all PA schemes are the same. For the RPA scheme, although increasing the number of pilots improves the system performance (the 95%-likely of the uplink SE), there is always a possibility that two UEs that are not far from each other will be assigned the same pilot and then cause strong mutual interference. For GPA, the same trend can be observed. It has slightly better performance due to the greedy search. For RCBPA and our scheme, adding more pilots will only enhance the 95%-likely of the uplink SE up to a certain point, and then it will begin to decrease once that threshold has been reached. Specifically, Fig. 7 shows that the maximum 95%-likely SE of CF-mMIMO with the MADRL-PA scheme is about 1.45 bits/s/Hz, and for the RCBPA scheme it is approximately 1.33 bits/s/Hz. It is also obvious that for both algorithms (proposed approach and RCBPA) the maximum 95%-likely SE is achieved at the $\tau_p = 16$. This figure also demonstrates how important it is to determine the optimum number of pilots. This issue will be the subject of our future research.

In this study, we proposed a MADRL-based PA scheme for CF-mMIMO systems with the objective of maximizing the sum SE in the uplink. For this purpose, we considered the PA problem as a multi-agent static game and developed a two-level hierarchical MADRL algorithm to mitigate the effects of pilot contamination by assigning the same pilot to UEs that are geographically far apart. At a low level, agents learned to select the worst UE among the co-pilot UEs in an unsupervised manner, whereas they

| Authors, year | Average SE  | 95%-likely SE |
|---------------|------------|---------------|
| Liu, et al., 2019 [11] | 230.8 | 1.04 |
| Buzzi, et al., 2020 [10] | 233.1 | 0.91 |
| Liu, et al., 2020 [8] | 231.5 | 1.21 |
| Zeng, et al., 2021 [9] | 223.8 | 0.98 |
| Yu, et al., 2022 [7] | 237.8 | 1.12 |
| Mohebi, et al., 2022 [26] | 237.2 | 1.20 |
| Ours | 243.1 | 1.25 |

VI. CONCLUSION

In particular, compared to the existing competing alternative, our PA approach improves the average SE by 2.2% and the second-best performance are highlighted and underlined.
learned to reassign expelled UEs with new pilots at a higher level via centralized training and decentralized execution. In addition, the complexity and convergence of the proposed scheme were demonstrated. Furthermore, the superiority of MADRL-based PA over prior algorithms, such as RPA, GPA, and RCBPA, was validated by simulation results. It has been shown that compared to the existing competing alternatives, the proposed MADRL-based PA approach achieved approximately 2.2% and 3.3% improvements in the average SE and the 95%-likely SE, respectively. In future work, we will expand our MADRL-based approach by jointly optimizing the PA, power control, and subcarrier allocation to enhance CF-mMIMO system performance.
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