Inverse Kinematics (IK) solves the problem of mapping from the Cartesian space to the joint configuration space of a robotic arm. It has a wide range of applications in areas such as computer graphics, protein structure prediction, and robotics. The problem is commonly solved analytically based on the structure of the robotic arm or numerically by approximation through recursive methods, e.g., Jacobian-based methods. Over the past decade, data-driven methods have also been exploited. Unfortunately, these approaches to IK become inadequate for high Degree-of-Freedom (DoF) robotic arms. Theoretically, the redundant DoFs of such robotic arms can provide an infinite number of solutions to IK for reaching a given target position. The huge solution space could be exploited for more flexible operations of high-DoF robotic arms. The problem is that existing approaches are confined and normally produce only one joint solution for a target position. This paper presents the first work that solves high-DoF IK by generating multiple distinct joint solutions to reach any given target position in the working space. The proposed data-driven approach can be applied to any robotic arms without knowing detailed kinematics information. It not only obtains multiple distinct joint solutions for a target position, but also solves the high-DoF IK problem within a millisecond and achieves subcentimeter distance errors with very sparse training data.

1 Introduction

A key computation in robot control is solving the inverse kinematics (IK) problem. The problem is to find the joint parameters that can move the end effector of a robotic arm to a target position, perhaps with a certain orientation. The IK problem has been studied extensively since the 1980s [1, 3, 5, 22, 23, 27, 29, 30], and has found applications in such diverse areas as computer graphics, protein structure prediction, robotics, etc. The problem is commonly solved analytically based on the structure of the robotic arm [1, 3, 23, 27, 30] or numerically by approximation through iterative calculations [5, 22, 29], e.g., Jacobian-based methods. Recently, we have also seen data-driven approaches to solving the IK problem [2, 7, 8, 10, 12, 15, 21, 24, 26, 28]. Unfortunately, existing works become insufficient for high Degree-of-Freedom (DoF) robotic arms, which have attracted growing interests recently [13, 14, 18, 19, 31].

One distinct feature of high-DoF robotic arms, i.e., arms with more than six DoFs, is the redundant DoFs. It opens up new possibilities for robot controls. For example, high-DoF robotic arms can approach objects from different angles with different postures, perform tasks with the most efficient posture, maneuver to avoid obstacles, or mimic human postures more closely. Theoretically, the redundant DoFs can provide an infinite number of joint solutions in IK to reach a given target position, though many solutions give similar postures. Hence, to better exploit the redundant DoFs, it is essential to obtain multiple “distinct” joint solutions for a target position. As far as we know, the problem has not been systematically studied before, and existing works cannot be extended easily to solve this problem. Without loss of generality, we assume that joints of the robotic arms consist of rotational joints only. Thus, we will use “angle solutions” instead of “joint solutions” in the following discussions.
The analytical methods can solve the IK problem fast and comprehensively by deriving a closed-form expression for a robotic arm. However, the structure of the arm has to obey certain kinematics rules and cannot be too complicated. Unfortunately, high-DoF robotic arms are too complex to derive closed-form expressions for IK. The numerical methods approximate the target position iteratively from a starting point. The iterative approximation may take a longer time to compute the IK, and it produces only one angle solution. On the other hand, for high-DoF robotic arms, different starting points may generate different angle solutions to the given target position. Therefore, to obtain multiple angle solutions, we can simply perform the iterative approximation with different starting points. The problem, however, is that there is no guarantee that the solutions are sufficiently distinct and the total computation time is prolonged.

Most data-driven methods solve the IK problem using Deep Neural Networks (DNNs) to learn the mapping function from target positions to angle solutions \[2, 7, 8, 10, 12, 15, 26, 28\]. To compare with the numerical methods, the data-driven methods have shorter computation time and can directly compute the joint angles to reach the target position. In other words, the initial position of the robot is immaterial and it can reach the target position by simply turning the joints to the designated angles. However, the mapping functions can only associate one target position to one and only one angle solution. To obtain multiple angle solutions, a simple extension is to build several DNNs, each mapping the target positions to different angle solutions, or alternatively to train a single DNN that maps target positions plus an integer group id to angle solutions. In either method, the problem is that, since every target position has countless angle solutions with varying characteristics to reach it, clustering them into a fixed number of groups may not best match the characteristics of the angle solutions, leading to larger errors in reaching the target position.

This paper presents the first comprehensive study to tackle the problem of solving IK for high-DoF robotic arms that finds multiple distinct angle solutions for given target positions fast. We adopt the data-driven approach for its fast computation time and use self-supervised learning for generating the rational indices by considering the characteristics of the angle solutions. The key insight is that this problem is essentially a clustering of the infinite number of angle solutions to a target position into groups and a way of characterizing the groups. We thus propose to learn a feature vector for the groups that can best characterize them to obtain the optimal clustering. The feature vector is referred to as the posture index, which can be learned from training data through techniques such as Auto-Encoder and Variational Auto-Encoder (VAE). Since a target position may have many posture indices, we propose to use the KD-tree and the dictionary data structure to track the known positions, i.e., those in the training data and their corresponding posture indices. It follows that, given a target position, we can find different angle solutions by selecting one of the posture indices and then feeding it to the joint angle calculation model to get the angle solution. The proposed method is thus called Selective Inverse Kinematics (SIK).

SIK can be applied to find multiple distinct angle solutions for a target position or a position plus an orientation. Hence, in the following discussions, the term "goal" will be used to refer to both, while "target position" refers to position only.

The main contributions of the paper are as follows:

- To the best of our knowledge, this is the first work that solves the IK problem for high-DoF robotic arms by providing multiple distinct angle solutions to reach a given goal with sub-centimeter errors. We only need to use a single DNN plus a KD-tree.
- The proposed SIK requires very sparse training data to achieve very high accuracy in reaching the target position. A technique called Regional Goal Alignment is proposed to solve the IK for goals not in the training data. Experimental results show that the accuracy can be within $\sim0.5$ cm with training data collected by every $30^\circ$ per joint.
- It has a fast computation time for real-time manipulations.
- It can be applied to any robotic arm without hardware constraints.
- The paper provides a very comprehensive study of the proposed SIK, including properties of posture indices, effects of the sparsity of the training data, different training strategies, positions as well as orientations as the goal, etc.

The remainder of the paper is organized as follows. Section 2 introduces the proposed SIK, and Section 3 shows our experiments and results. To better understand the contribution of the proposed approach, related works are described in Section 4. Conclusions are drawn in Section 5.

### 2 Approach

This section presents the proposed SIK method. Section 2.1 gives an overview of the method. In Section 2.2, we present the offline processing part of the method, including ground-truth dataset collection, joint angle calculation model...
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Figure 1: Overview of the proposed SIK approach.

training, and data dictionary preparation. Section 2.3 introduces the online processing part of the method, including posture index selection and Regional Goal Alignment (RGA), which extends posture indices for unseen target positions.

2.1 Overview

We denote the desired goal, which is a target position plus perhaps an orientation, of the robotic arm by \( g \). The set of angle solutions with respect to desired goal \( g \) is denoted by \( \mathbb{A}_g = \{ a^0_g, a^1_g, \ldots, a^n_g \} \), where \( a^i_g \) is a vector representing an angle solution for the given goal. Given the desired goal \( g \), ideally we want to find a function \( P(\mathbb{A}_g|g) \) to generate all angle solutions. However, obtaining the joint probability of \( \{ a^0_g, a^1_g, \ldots, a^n_g \} \) is not realistic due to the infinite number of angle solutions of high-DoF robotic arms. Therefore, we simplify this problem by adopting an alternative function \( P(\mathbb{A}_g|g,i^g) \), where \( i^g \) is an index referring to one solution in the solution set \( \mathbb{A}_g \). With this function, it is possible to obtain different solutions in the set \( \mathbb{A}_g \) by providing different indices. Now, there is no need to calculate the solutions all at once, because the index can be used to generate individual solutions.

In order to obtain multiple "distinct" angle solutions to the given goal, the indices must be constrained. Otherwise, the indices may refer to very similar angle solutions. Therefore, it is desirable to have the indices to refer to the angle solutions that are as diverse as possible. In summary, the primary objective of SIK is to find a conditional probability function \( P(\mathbb{A}_g|g,i^g) \) that can return one of the most likely angle solutions for a given index \( i^g \), and the difference of any two indices must have a positive correlation with the difference of the corresponding angle solutions.

To find the conditional probability function \( P(\mathbb{A}_g|g,i^g) \), we propose to train a joint angle calculation DNN model to perform that function, similar to most existing data-driven methods to solving the IK problem. Unlike previous works that use DNNs to learn the association from a desired goal to a single angle solution, our joint angle calculation model for solving the high-DoF IK will take an extra index as the input to refer to one angle solution from among the multiple solutions to reach the desired goal. This DNN can be easily understood as a black box with a control rod outside and many functions inside. Given a desired goal as input, the black box can generate different outputs by altering the rod to enable the mapping function that we want to switch on.

For the joint angle calculation model to work, we need some auxiliary mechanisms to provide it with an index from among a number of indices that allow the robotic arm to reach the given desired goal. Since the working space of a robotic arm is fixed and bounded, we thus propose to provide the indices with a dictionary that contains the posture indices. Since it is impossible and unnecessary to build a dictionary that contains all the desired goals in the working space, we will only store a partial set of data and rely on kernel regression, a technique called Regional Goal Alignment, to generate indices for desired goals not in the dictionary. The sparse set of data can also be used as the training data to train the joint angle calculation model and thus will be called the ground-truth dataset in the later discussions.

Fig. 1 shows an overview of our approach, which consists of the two parts described above. The desired goal is first used to look up the dictionary, which in turn outputs an index. The index is then fed into the joint angle calculation model together with the given desired goal to obtain an angle solution. The whole process can be divided into two phases, each consisting of a number of steps:

**Offline phase:**

**Step 1.** Ground-truth dataset collection:
Uniformly sample the angles of the robotic arm to collect angle solutions \( a^0_g \) to their corresponding desired goal \( g \).
Step 2. Joint angle calculation model training:
Use the ground-truth dataset as the training data to train the joint angle calculation model.

Step 3. Dictionary building:
Store all the desired goals seen in Step 1 with their corresponding indices, which are obtained in Step 2 as byproducts, in the dictionary.

Online phase:

Step 1. Dictionary lookup:
Given a desired goal, look up the dictionary to find the closest data point and retrieve its indices.

Step 2. Regional goal alignment:
Align the indices to match the given desired goal.

Step 3. SIK inference:
Select one index to apply to the joint angle calculation model, together with the desired goal, to obtain one angle solution to move the robotic arm to the desired goal.

2.2 Offline Processing

In this subsection, we describe the operations performed in the offline phase, including ground-truth dataset collection, joint angle calculation model training, and dictionary building.

Ground-truth dataset collection

The proposed SIK method follows a supervised learning strategy to learn the indices to the multiple angle solutions for a given desired goal. Therefore, the first step is to collect the ground-truth dataset, which can be used for the offline SIK neural network training and for the online index selection. The ground-truth dataset consists of joint angles of the arm, the coordinates (x, y, z) of the end-effector, and the optional orientation of the end-effector. Since the working space of the robotic arm is known and fixed, the ground-truth dataset can be collected offline. Theoretically, we can collect every possible angle solution to every position in the working space of every possible orientation and store the data in a huge table. In practice, this is unnecessary and inefficient. As will be shown later, we only need to sample a very sparse set of data points, and the errors by our SIK method can be reduced to sub-centimeters.

In this work, we propose to turn each joint of the robotic arm in turn by \( \pi x \) degrees to collect the ground-truth dataset. For each turn of a joint, we record the angles of all the joints and use forward kinematics (FK) to calculate the coordinates and orientations of the end-effector. In the end, we will collect a large number of tuples that map from angle solutions to the positions and orientations of the end-effector. By sorting these tuples using positions and orientations as the key, we will have another set of tuples that map from positions and orientations to angle solutions. The latter tuples constitute the ground-truth dataset of our SIK method. Our experiments show that turning the joint angles by \( \pi x = 30 \) degrees to collect a very sparse set of ground-truth dataset is sufficient to maintain the IK errors within a centimeter.

Joint angle calculation model

With the ground-truth data, we can train a neural network to implement the function \( P(a^x_\pi g, i^x_\pi) \) that maps from a given desired goal and an index to an angle solution. To simplify the following discussions, we will focus on target positions as the desired goal. The orientations will be discussed later.

Intuitively, we can directly use a sequence of integers as the index to generate angle solutions. Unfortunately, this can at best produce suboptimal solutions. For one reason, since there is an infinite number of angle solutions to a target position and the solutions are continuous, there is no rational labeling method to cluster the angle solutions and associate the clusters to the integers, and in addition keep the clustering consistent across all target positions. Any mechanical clustering of the angle solutions to a fixed number of groups will inevitably lead to suboptimal solutions. We need a better index that can cluster all the angle solutions to a target position and best match the characteristics of the clusters.

Our idea in the SIK is to learn an efficient index, called posture index, by self-supervised learning using the ground-truth dataset collected in the previous step. The idea is inspired by Auto-encoder [4], which is an unsupervised feature-learning scheme. In an auto-encoder, we use an encoder to compress the input and a decoder to reconstruct the compressed data. By calculating the reconstruction loss, the posture indices are related to the angle solutions, and they have a strong, consistent meaning to the postures of the robotic arm. With these properties, the SIK can exploit the characteristics of posture indices to realize how the type of the angle solution should be like, and then the SIK can generate the proper answer with the given desired goal.
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Fig. 2 shows the implementation of our approach. The green part is our main angle calculation model for inference, and the rest of the architecture aims to obtain the posture indices. In the training phase, the encoder part first takes target positions, and their angle solutions from the ground-truth dataset and extracts feature vectors that can characterize their clusterings as the posture indices. The decoder part then receives a target position and its posture indices, deconverting this information back to the angle solutions by minimizing the reconstruction loss. After training, the decoder part in the figure can be used to calculate the angle solutions during inference.

Adopting reconstruction loss is sufficient for retrieving the characteristics of the postures. The fundamental problem is that the learned representations may not be continuous, so the interpolation of the posture indices may also not exist. This is not a serious problem to our approach though, because we only have to know different indices for different postures instead of every latent posture lying on the latent space. Nevertheless, the continuity of the posture indices may still be desirable. For example, the model can learn some synthesized postures by interpolating two different postures. Hence, we propose a variant of the SIK, called PSIK, which encodes the posture indices more rationally by mapping them to probability distributions. PSIK is more suitable for training with a very sparse ground-truth dataset, because sparse data is insufficient for the SIK to infer the continuous angle solutions between ground-truth dataset points. By introducing probabilistic distributions, the posture index becomes a range instead of a point. Thus, for any given target position not in the ground-truth dataset, its posture indices must have a strong correlation with the adjacent ground-truth dataset points.

To implement PSIK, we adopt Variational Auto-encoder (VAE) [16,17,25]. The VAE has the important advantage of approximating posterior with continuous latent variables. Fig. 3 shows the architecture of PSIK. We first convert the target position and the angle solutions to a simple probability distribution, e.g., normal distribution, through an encoder. Then we sample latent variables, i.e., posture indices, from the distribution and convert the latent variables with the target position back to the angle solutions through a decoder. It should be noted that we do not really sample latent variables, because backpropagation cannot handle sampling. Therefore, the reparameterization technique is used to implement the idea [17]. The original equation in VAE [17] is modified slightly by adding extra conditions. The loss function is as follows:

\[
\text{Loss} = -\int q(z|g, x) \cdot \log p(x|g, z) \, dz + KL(q(z|g, x) \parallel \text{Nor}(0, 1)),
\]

where \( g \) is the target position, \( x \) is the corresponding angle solutions with respect to \( g \), and \( z \) is the posture index. The objective is to minimize the equation above.

To ensure the angle solutions generated by the posture indices that are sufficiently distinct, we can calculate their similarities, e.g., in terms of Euclidean distance, of posture indices and only keep dissimilar ones. Finding a suitable threshold \( \lambda \) to determine the dissimilarity of the posture indices depends on the nature of the robotic arm that determines the distribution of the angle solutions in its working space, and thus will be left for future study.
Dictionary building

The dictionary contains target positions in the collected ground-truth dataset and their corresponding posture indices. It can be queried with a target position and will output a posture index, which can be fed into the joint angle calculation model to generate an angle solution. The dictionary can be built after the joint angle calculation model is trained in the previous step. Specifically, we leverage the encoder part of the neural network and feed the target positions in the ground-truth dataset through the encoder once more to obtain their posture indices. We then store the posture indices that are sufficiently distinct (> λ) into the dictionary.

During inference, if the given target position is in the ground-truth dataset, we can simply look up the dictionary to select a corresponding posture index and feed it to the joint angle calculation model to obtain the angle solution. If the given target position is not in the dictionary, i.e., was not reached during ground-truth dataset collection, we will look through the dictionary to find the position that is nearest to the given target position and use its posture indices. The regional goal alignment technique discussed in the next subsection can then be used to adapt these posture indices for the given target position. The rationale behind this is that the postures to reach a certain target position can also reach the positions around that position with minor adjustments.

To efficiently find the nearest position in the dictionary, we build a KD-tree to track the geometric relationship of the positions in the ground-truth dataset. A KD-tree is a space-partitioning data structure for organizing geometric data. Fig. 4 shows the data structures. A KD-tree comprises the positions in the ground-truth dataset to facilitate the search for the nearest position for the given target position. The dictionary contains the positions in the ground-truth dataset with their posture indices.

2.3 Online Processing

As mentioned earlier, given a target position during runtime, we will first search the KD-tree for the nearest position and then look up the dictionary for the corresponding posture indices. The obtained posture indices need to be adjusted slightly to fit the given target position. This is done through the regional goal alignment technique discussed in Section 2.3 After the posture indices are properly aligned, one index is selected for feeding into the joint angle calculation model to obtain an angle solution.

Regional goal alignment

We apply kernel-weighted prediction to adapt the posture indices of the nearest position in the ground-truth dataset to fit the given target position. A predicted set of posture indices is obtained as a kernel-weighted combination of the posture indices in the ground-truth dataset. Specifically, we denote \( I_{\text{given}} \) as the set of posture indices corresponding to the given target position and \( I_{\text{nearest}} \) as the set of posture indices of the nearest position in the ground-truth dataset. The kernel function \( k(given, nearest) \) is a measure to generalize indices from \( I_{\text{nearest}} \) to \( I_{\text{given}} \). Any kernel function can be used here to predict the set of posture indices for the given target position. The approximation can be denoted as:

\[
I_{\text{given}} = k(given, nearest) \times I_{\text{nearest}}.
\]

If the ground-truth dataset is dense enough, which means the difference between the given target position and the nearest position in the ground-truth dataset is close to zero, the kernel function can be seen as an identity matrix. We call this neighboring approximation strategy Regional Goal Alignment (RGA).
In our experiments, we found that an identity matrix is sufficient for getting an excellent result with a sub-centimeter error, and we believe our ground-truth dataset, which was collected with a 30-degree interval, is not difficult to collect, process, and store. Hence, the effects of different kernel functions on the overall performance will be left for future study.

3 Experiments

This section is organized as follows. In Section 3.1 details of the experimental setup are given. In Section 3.2 the diversity of the multiple angle solutions to reach a given target position is examined. In Section 3.3 we estimate the overall position accuracy of the proposed approach. In Section 3.4 properties of the posture indices are studied, and in Section 3.5 the computation time of our approach is evaluated. Finally, Section 3.6 shows the results using the target position plus the orientation as the given goal.

3.1 Experimental Setup

We evaluate the proposed methods using a 7-DoF robotic arm, Franka Emika Panda Arm\(^2\). Joint 1, which is the axis nearest the base, controls the orientation of the whole arm. Joint 4 is an elbow joint, which gives more versatility to the end-effector. The first three axes (Joints 1, 2, and 3) determine the position of the elbow joint, and the remaining axes determine the pose of the end-effector. The rotation limits of the joints are as follows: Min/Max (degree) = A1: -166/166, A2: -101/101, A3: -166/166, A4: -176/-4, A5: -166/166, A6: -1/215, A7: -166/166. The experiments were conducted entirely in a virtual environment, the PyBullet\(^7\) physics simulator, for fast experiments and avoiding unexpected collisions and damages if a real arm were used. In the virtual environment, physical parameters of the robot arm are the same as those of the real robot, except the self-collision mechanism was turned off.

Our ground-truth dataset consists of the motor angles of the arm, coordinates (x, y, z) of the end-effector, and the orientation of the end-effector. The ground-truth dataset was collected every 30 degrees of each motor and thus is very sparse. The ground-truth dataset contains 6,967,296 data points with a total size of 589.5 MB. From the collected data, we identified 580,608 different positions, resulting in about 12 data points per position on average. Note that it does not mean there are only 12 postures per position. Since the ground-truth dataset is sparse, it is not possible to obtain all the angle solutions to the same target position. To cope with the sparsity and to generate a sufficient number of angle solutions to a target position for selection, we actually include all the data points that can reach within 1 cm from the given target position as the angle solutions to that position. Hence, in Section 3.2, we also considered the posture indices from the neighboring nodes that are close to the target position for selection.

To implement SIK, the encoder and decoder each had five fully connected layers. The encoder had 2048, 2048, 1024, 27.25, 24.57, and 4 neutrons in the five layers respectively, whereas the decoder had 512, 1024, 2048, 1024, 512, and 7 neutrons. Each layer was followed by an ELU activation function, except for the output layer. The posture index produced by the encoder consists of four floating-point numbers. We have tried different parameters to train the neural networks of SIK. It is found that the learning rate should be less than or equal to 0.0005, decreased after every 1000 training epochs, and the batch size should be 65536. Stable and satisfactory results can be obtained for the entire working space after 3300 epochs. In PSIK, the layers are almost the same as in SIK, but the output layer of the encoder generates two outputs: one stands for the mean, and the other stands for the variance.

After the neural networks were trained, the ground-truth data points were fed through the networks once more to generate the posture indices and build the dictionary, following the procedures described in Section 2.2. In the dictionary, the maximum values of the posture indices, represented with four floating-point numbers, using SIK are: 31.62, 23.00, 27.25, 24.57, and the minimum values are: -34.04, -21.83, -29.92, -26.02. The average values of the posture indices with SIK are: -0.61, 0.38, 0.36, -0.26. In PSIK, the maximum mean/variance of the posture indices are: 5.70, 5.31, 7.99, 4.44/0.20, 0.07, 0.19, 0.07, and the minimum mean/variance are: -5.00, -4.98, -6.78, -4.48/0.01, 0.00, 0.00, 0.00. The average values of the posture indices with PSIK are: -0.01, 0.02, 0.01, 0.00, 0.01, 0.01, 0.01, 0.01.

The proposed approach is compared against a baseline design, which is a modified iterative method with a random previous position. Note that numerical methods solve the IK problem by iteratively reducing the distance between the target position and the current position of the end-effector. Therefore, the final posture of the robotic arm depends on its starting point. On the other hand, data-driven methods produce the angle solutions directly and the starting point is immaterial. Therefore, to make the comparison between SIK and the baseline meaningful, we randomly sampled ten locations around the target position as the previous state to obtain different angle solutions with the baseline. More specifically, in the baseline method, the robotic arm first approaches a random position that is within 50 cm of the target

---

\(^2\)https://www.franka.de/

---
Table 1: The variance of the angle for each joint in the four target positions using SIK, PSIK, and the baseline, based on 10 different angle solutions. Joint 1 controls the base of the robotic arm, whereas Joint 7 controls the rotation of the end-effector (gripper).

| Desired goal | Joint 1 | Joint 2 | Joint 3 | Joint 4 | Joint 5 | Joint 6 | Joint 7 |
|--------------|---------|---------|---------|---------|---------|---------|---------|
| SIK          |         |         |         |         |         |         |         |
| a            | 141.23  | 70.59   | 175.55  | 5.75    | 178.47  | 54.69   | 133.93  |
| b            | 194.92  | 56.36   | 188.62  | 15.60   | 213.78  | 147.51  | 114.54  |
| c            | 166.66  | 99.60   | 176.19  | 2.99    | 142.76  | 109.93  | 51.89   |
| d            | 110.25  | 57.55   | 255.89  | 1.25    | 335.27  | 131.81  | 126.34  |
| PSIK         |         |         |         |         |         |         |         |
| a            | 138.53  | 70.26   | 176.80  | 5.69    | 179.89  | 54.97   | 0.01    |
| b            | 205.18  | 56.01   | 159.10  | 17.50   | 249.05  | 121.48  | 71.94   |
| c            | 164.97  | 98.49   | 178.18  | 3.03    | 142.63  | 109.57  | 0.01    |
| d            | 172.87  | 55.37   | 249.41  | 1.28    | 341.17  | 131.19  | 1.50    |
| Baseline     |         |         |         |         |         |         |         |
| a            | 0.64    | 6.21    | 58.19   | 31.62   | 9.12    | 0.58    | 0.00    |
| b            | 182.98  | 176.04  | 47.71   | 0.00    | 38.85   | 0.01    | 0.00    |
| c            | 232.72  | 87.02   | 101.10  | 0.00    | 3.80    | 0.00    | 0.00    |
| d            | 2.03    | 6.07    | 38.30   | 41.55   | 2.45    | 1.63    | 0.00    |

...
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Table 2: Illustrations of the ten different angle solutions in the four target positions

| No. 1 | No. 2 | No. 3 | No. 4 | No. 5 | No. 6 | No. 7 | No. 8 | No. 9 | No. 10 |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|
| ![image] | ![image] | ![image] | ![image] | ![image] | ![image] | ![image] | ![image] | ![image] | ![image] |
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Table 2 shows more details of the four target positions and their distance errors using SIK and PSIK. The first column is the positions in meters, and the remaining columns show the Euclidean distance errors of the end-effector in centimeters. In SIK, the average distance errors are between 0.4 cm to 0.5 cm, whereas PSIK has average distance errors between 1.1 cm to 1.5 cm. On the other hand, the average distance errors with the baseline in the four positions are 0.40 cm, 0.69 cm, 0.19 cm, and 0.32 cm, respectively. The total average error is about 0.4 cm.

To sum up, the multiple angle solutions obtained from the proposed methods to reach a given target position are quite distinct, and the average distance errors of the end-effector are about 0.5 cm and 1 cm. SIK and PSIK can both produce distinct, controllable, and reproducible postures. The baseline, by contrast, can only obtain random solutions with minor variations. In terms of distance errors, the baseline seems to outperform PSIK. However, it should be noted that our ground-truth dataset is very sparse. The distance errors of PSIK can easily be reduced to sub-centimeter if denser data are collected, as shown in later experiments.

Finally, Fig. 6 demonstrates an application of SIK for obstacle avoidance. In this example, there is a cube on the table, and the arm has to move the end-effector from the initial point (left) to the destination (right). Since the proposed SIK provides several different angle solutions to reach the target position, we can choose a better one that can avoid obstacles. Compared to SIK, the baseline iterative method only tries to move the end-effector to the target position as
Table 3: The distance errors (cm) of the ten angle solutions in the four target positions using SIK and PSIK

| Goal (meter): (x, y, z) | No. 1 | No. 2 | No. 3 | No. 4 | No. 5 | No. 6 | No. 7 | No. 8 | No. 9 | No. 10 | Avg. |
|------------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|------|
| SIK                    |       |       |       |       |       |       |       |       |       |        |      |
| (0.1357, -0.321, 0.222) | 0.22  | 0.25  | 0.54  | 0.22  | 1.6   | 0.29  | 0.56  | 0.19  | 0.61  | 0.48   |      |
| (-0.333, 0.246, 0.1999)| 0.35  | 0.25  | 0.48  | 0.4   | 0.36  | 0.38  | 0.42  | 0.34  | 0.35  | 0.37   |      |
| (-0.188, -0.168, 0.321)| 0.74  | 0.24  | 1.04  | 0.57  | 0.40  | 0.63  | 0.43  | 0.45  | 0.31  | 0.61   | 0.54 |
| (0.2020, 0.2021, 0.2022)| 0.21  | 0.29  | 0.31  | 0.47  | 1.08  | 0.30  | 0.46  | 0.40  | 0.46  | 0.71   | 0.47 |
| PSIK                   |       |       |       |       |       |       |       |       |       |        |      |
| (0.1357, -0.321, 0.222) | 0.98  | 0.65  | 1.03  | 0.82  | 1.70  | 1.28  | 3.24  | 0.63  | 2.72  | 1.43   |      |
| (-0.333, 0.246, 0.1999)| 0.93  | 1.51  | 1.46  | 2.44  | 1.32  | 0.40  | 0.74  | 1.48  | 1.13  | 1.83   | 1.32 |
| (-0.188, -0.168, 0.321)| 0.94  | 1.45  | 3.35  | 1.26  | 0.51  | 1.64  | 0.77  | 1.09  | 0.29  | 0.63   | 1.19 |
| (0.2020, 0.2021, 0.2022)| 1.03  | 0.27  | 1.04  | 2.18  | 2.05  | 1.31  | 1.18  | 1.39  | 2.94  | 1.17   | 1.46 |

Figure 6: An example of approaching the target position, in which the robotic arm attempts to grasp the green object without colliding with the cube. The first row shows the trajectory calculated by the baseline and the second row by SIK, which can avoid the obstacle if an appropriate posture index is provided.

close as possible, without considering the obstacles. To avoid obstacles, extra path planning schemes are needed that calculate intermediate positions to guide the end-effector to move around the obstacles.

### 3.3 Accuracy and Data Density

In the previous subsection, we randomly sampled four positions in the working space of the robotic arm and studied the resultant angle solutions in depth. In this subsection, we study the proposed methods considering the whole working space and examine the effects of the density of collected data.

We first evaluate the accuracy of the proposed methods over the entire working space. This is done by sampling 100 desired goals uniformly from the working space based on the ground-truth dataset that has a 30-degree per joint resolution. The average distance error is then computed. For SIK, the average distance error is found to be about 0.5 cm after 3300 epochs, while for PSIK, the error is 1.56 cm. As mentioned in Section 3.1, PSIK is more difficult to train. The KL divergence prevented PSIK from fitting the training dataset, which is similar to a regularization term in training, so the accuracy of PSIK is limited. The subcentimeter error by SIK can match that by the iterative approximation methods, such as the baseline, while independent of the starting point.

We note that the ground-truth dataset has different densities in different regions of the working space, due to the nature of the robotic arm and the way the data were collected, i.e., based on the angles of the joints. Thus, to further examine the performance of our approach in different regions of the working space, we divided the working space with different
sizes of circles centered around the base of the robot and sampled 100 random target positions on each of the circles. The resultant average distance errors are shown in Tables 4.

Table 4 shows that SIK has worse performance when the end-effector is near the body of the arm. It performs even worse than PSIK. The best region for SIK is around 20 cm to 50 cm, where SIK has a 0.5 cm average distance error. Compared with SIK, the average distance errors in PSIK are relatively uniform across different regions, because PSIK treats the ground-truth dataset as distributions during training and considers nearby data points together. This also allows PSIK to infer angle solutions around edge regions, i.e., the radius smaller than 10 cm, by extending the sparse data points. Unfortunately, both methods perform poorly on 25 cm radius due to the low data density.

As shown in the beginning of this subsection, the PSIK has an average 1.56 cm distance error over the entire working space using a ground-truth dataset with a resolution of 30-degree per joint. To show that the distance error can be reduced within one centimeter, ground-truth dataset with higher resolution should be collected and evaluated. Unfortunately, the hardware resources available to us prevented us from collecting data with a one-degree per joint resolution, which would result in more than 9e+16 data points and excessive time for training. Hence, we narrowed the working space down to 10 degrees per joint and collected a ground-truth dataset with a one-degree per joint resolution. The target positions for testing were generated by randomly selecting seven numbers between 0 to 10 as the angle degrees of the seven joints in the narrowed working space and then calculating the position of the end-effector using forward kinematics. The resulting average distance error using the PSIK method can be as small as 0.3 cm.

3.4 Posture Indices

Our approach represents the postures of the robotic arm numerically using the 4-dimensional posture indices. Intuitively, every element in the posture indices should affect some aspects of the final posture of the arm. Unfortunately, the unsupervised learning that we used to obtain the posture indices lacks semantic explanations, though it allows our approach to generalize to any DoF robotic arms. This section tries to exploit the properties of the posture indices and compares those produced by SIK and PSIK.

The first question we attempt to answer is: “What dimensionality should the posture index have?” Since high-DoF IK is very new in robotics, we cannot find any related literature to assist us in answering this question. Hence, we tried different dimensionalities from one to seven in the experiments, because we used a 7-DoF robotic arm as the target robotic arm and it is unreasonable if the dimension of the posture indices is greater than the number of the joints. Our experiments show that the models with a dimension smaller than three failed to fit the training data. The loss values of these models stopped decreasing in an early stage. On the other hand, the models with a dimension greater than or equal to three can successfully achieve a good comparable performance. The main difference among them is the speed to converge. The longer the indices are, the faster the loss value decreases. Since the models with 3-dimensional indices need more hyper-parameter adjustments and training time, we therefore use 4-dimensional posture indices in most experiments discussed in this section.

Next, we study the effects of changing different elements in the posture indices. Let us start with 4-dimensional posture indices. Table 5 shows the changes of the postures when different elements in a posture index are changed for the target position (-0.25, -0.25, 0.25). There are two different trends in the postures when the robotic arm tries to reach the given target position. One affects the orientation of the end-effector (elements 1 & 4), and the other affects the body of the robotic arm but keeps both the orientation and the location fixed (elements 2 & 3). More specifically, element 1 makes the end-effector rotate around the vertical line, whereas element 4 rotates it around the horizontal line. In other words, we can change the two elements to control the direction that the end-effector approaches the target position. Fig. 7 shows the results when we adjust both elements 1 and 4. As we can see, the end-effector moves along slant lines.

On the other hand, elements 2 and 3 of the posture indices change the slope of the robotic arm. They cause similar effects except for the side. Such effects are a result of the extra redundancy in high-DoF robotic arms. Note that robotic arms with DoF fewer than seven can only have one solution to reach a target position when they need to keep a fixed orientation.

We next study how the roles of the elements in the posture indices change when the dimensionality of the indices is changed. We examine 3-dimensional posture indices first and observe the effects of adjusting each of the three
Figure 7: Since we know which elements in the posture index control the orientation of the end-effector, we can adjust the elements to make the end-effector move along slant lines and still keep touching the target position.

Table 5: Attributes of the posture indices in target position (-0.25, -0.25, 0.25)

| Element 1 | Error (cm) |
|-----------|------------|
|           | 0.08 | 0.24 | 0.6 | 0.81 | 0.65 | 0.51 |
| Element 2 | Error (cm) |
|           | 0.06 | 0.15 | 0.18 | 0.08 | 0.49 | 0.6 |
| Element 3 | Error (cm) |
|           | 0.03 | 0.58 | 0.66 | 0.38 | 0.37 | 0.38 |
| Element 4 | Error (cm) |
|           | 0.03 | 0.11 | 0.18 | 0.19 | 0.42 | 0.86 |

It is found that two of the three elements affect the orientation. This implies that they are essential so that the end-effector can approach the target position from any direction in a 3D space. The remaining element alters the slope, which means that the two elements that do the same in 4-dimensional posture indices are now merged into one due to their similarity. This also explains why the dimension of the posture indices has to be at least three.

When the dimensionality of posture indices increases, the trained models can have more room to contain the two types of changing trends, which eases the difficulty of training. However, many elements in the posture indices may cause similar effects. In summary, the dimensionality of posture indices should be at least two (for affecting the orientation) plus the DoF of the target robotic arm minus six, i.e., the number of extra redundancies.

Finally, we give a brief qualitative comparison of SIK and PSIK, after we have examined various aspects of these two methods. Both SIK and PSIK can obtain distinct postures for given goals, and they have similar diversity in the angle solutions. With respect to accuracy, SIK is much better than PSIK and is easier to train, because PSIK has more constraints and requires the posture indices to obey probabilistic distributions. However, PSIK has very uniform distance errors across the entire working space. This stabilizes the overall performance and extends the ground-truth dataset smoothly to overcome the sparsity in collected training data.

Regarding the characteristics of the obtained posture indices, SIK generates arbitrary floating-point numbers, whereas PSIK produces normalized numbers. If the application is just to obtain different angle solutions, then the normalization
Table 6: Comparison of computing time. The computing time of RNEA is the time that RNEA calculates the same one-hundred desired goals.

| Method          | DoF | Computing time (sec) |
|-----------------|-----|----------------------|
| Random IW-PSO   | 7   | 1.6                  |
| baseline        | 7   | 0.007                |
| SIK             | 7   | 0.0044               |
| PSIK            | 7   | 0.0044               |

will not change the usage. We only need to retrieve the numbers from the dictionary and feed them into the joint angle calculation models to get the angle solutions. However, if the application requires changing the posture of the robotic arm from a given initial posture, then PSIK may be a better choice. The normalization of the posture indices means that all the numbers of the indices are bounded in a known range and the impacts of the postures are equally distributed in the range. Therefore, users have better controls in adjusting the elements in the posture indices.

3.5 Computing Time

To evaluate the computation time, we measure the search time, which is the time to find the positions in the KD-tree that are nearest to the given target position plus the time to look up the dictionary of the posture indices. We also measure the execution time of running the SIK/PSIK models to generate the angle solutions. The Python \texttt{time.clock()} function, which returns the current processor time in seconds, is used to estimate the computation time. It was assumed that the KD-tree and the corresponding dictionary of posture indices had been established. We randomly sampled 100 testing points across the entire working space for estimating the average computation time.

The results show that the search time is about 0.0004 seconds, and the SIK/PSIK models take about 0.004 seconds to obtain the solution. Since SIK and PSIK have the same number of neurons, their execution time to calculate the angle solutions are the same. To fairly compare with the baseline, we only take the time when the baseline calculates the final target position as the computation time. Table 6 shows the comparison of the three methods in terms of computing time. The proposed methods only need half of the computation time of the baseline to calculate an angle solution. This is mainly because we have already learned the relationship between the target position and the angle solutions through a delicate function approximation, which is conceptually equal to a closed-form equation. Therefore, the proposed data-driven approaches can save a lot of time.

3.6 Orientation as Goal

In this subsection, we examine SIK when the desired goals include target position as well as orientation. The implementation is the same as those presented in Section 3.1 except for the length of the inputs to the joint angle calculation models, which becomes six plus the size of the posture indices. As mentioned in Section 3.4, we found that the dimension of the posture indices has to be at least three, in which one element controls the slope of the arm and the other two control the orientation of the end-effector. Now, the goal requires orientation also, so the orientation of the end-effect is given. That means we cannot change the orientation for such goals. It follows that we may be able to reduce the length of the posture indices from three to one.

We evaluated the distance errors and the cosine similarity of the orientation of the end-effector in four different desired goals using 1-dimensional posture indices. The average distance error is 1.35 cm, and the average cosine similarity is 0.9983, which means the deviation of the orientation is about 3 degrees. This experiment validates that SIK can also be applied if the desired goal includes both target position and orientation. Table 7 illustrates the five postures generated from the five posture indices to reach the four target positions while maintaining the given orientations. We can easily see the similar effects as discussed in the previous sections considering only target positions. We also trained SIK using 3- and 4-dimensional posture indices. It turned out that the extra elements cause the same changing trend, i.e., slope adjustment, but not orientation.

4 Related Work

Inverse kinematics (IK) calculates the angle displacement for each joint of a robotic arm such that the end-effector can reach the given target position with the given orientation in the working space. In other words, IK attempts to map from the robot working space (a Cartesian space) to its joint configuration space. Traditional solutions to the IK problem
Table 7: Illustrations of the five different angle solutions in the four target positions considering both target position and orientation using 1-dimensional posture indices

| No. 1 | No. 2 | No. 3 | No. 4 | No. 5 |
|-------|-------|-------|-------|-------|
| ![Illustration a](image1) | ![Illustration b](image2) | ![Illustration c](image3) | ![Illustration d](image4) | ![Illustration e](image5) |

can be broadly categorized into two main classes: analytical (closed-form) methods [1, 3, 23, 27, 30] and numerical methods (Jacobian-based) [5, 22, 29].

Analytical methods use explicit mathematical formulations to solve the IK problem with closed-form expressions. They can precisely determine all possible IK solutions. The biggest shortcoming of analytical methods is the need to solve the algebraic formulas that are very complex and difficult. Another problem is that analytic IK solutions require full knowledge of the kinematic structure of the robotic arm, and so far the whole process is very difficult to automate. Numerical methods, on the other hand, obtain one IK solution through iterative approximation. They avoid the complex formulation process. However, numerical methods are time-consuming in the iterative process. The computation time of a numerical method can be 100 times slower than an analytical one.

In addition to the two traditional IK solutions, data-driven approaches [2, 7, 8, 10, 12, 15, 21, 24, 26, 28] have also shown great potentials in solving the IK problem recently. Most of them applied a neural network to map the target position to one angle solution. Unfortunately, this is inadequate for high-DoF robotic arms. The redundant DoFs lead to extra flexibility of high-DoF robotic arms that can exploit different angle solutions for the same given goal. Existing data-driven methods can only find one angle solution, which greatly limits the applications of high-DoF robotic arms.

In [2], an accurate solution for the IK problem by using a neural network is introduced. The main idea is that the neural network for solving the IK problem can be improved if the current state of the robotic arm is added to the input. Their training dataset can only have a unique joint configuration in both input and output sets because their model can only find one angle solution. The experiments showed high accuracy by their model in robot motion control. Compared with this work, our approach can find multiple angle solutions, and we do not need a specialized training dataset. Our model can find the angle solutions for any target position (plus the orientation) in the entire workspace, while their model only works by following specific paths.

In [7], a machine learning approach to solving the IK problem was proposed that can eliminate the need for developing the equations by hand. In [26], a work that can solve the IK of a 3-DoF robotic arm in 3-dimensional space was introduced, which does not need a large dataset for training and can reduce the neural network structure. In [15], an IK solution by combining Genetic Algorithm and Neural Network was proposed. The above three studies again solved the IK problem by providing only a single angle solution, and they need to put extra efforts into designing customized training datasets, e.g., space-filling curves. Furthermore, these works only considered low-DoF robotic arms (2-DoF and 3-DoF), and it is unclear how they may be extended to high-DoF arms.

The work in [12] introduced two approaches to the IK problem for the Tricept robot: one is based on the MLP neural network, and the other is based on the RBF neural network. The proposed approaches can only find one angle solution for a given goal and consider only low-DoF robots. The study in [8] discussed solving the IK problem of multiple robotic arms using Artificial Neural Networks and Adaptive Neuro-Fuzzy Inference Systems. Similarly, this work can
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only obtain one angle solution for a target position. Although it experimented with 4, 5, 6, and 7-DoF robotics, the accuracy is poor, over a few centimeters. By contrast, our approach has a low distance error (smaller than 0.5 cm).

Two solutions were proposed in [23] for the IK problem of an industrial parallel robot: a closed analytical form and a Deep Learning approximation model based on three different networks (MLP, LSTM, GRU). The training data was collected through a user-defined point cloud and a 3-DoF parallel robot, the IRB360, is used for experiments. Again, the work ignored the flexibility of high-DoF robotic arms by considering only the unique solutions confined by the point cloud. It is unclear how the proposed work performs for high-DoF robotic arms.

In [21], a new method for learning a mapping between redundant states and low-dimensional postures was proposed. The work considered a high-DoF, complex musculoskeletal robot and attempted to find sets of internal pressures of pneumatic artificial muscles to meet a target position. An autoencoder was developed to handle the high-dimensional data, and supervised learning was used to learn known low-dimensional corresponding vectors. The proposed model had a relatively high distance error (~10 cm), and the characteristics of the vectors learned from the autoencoder were not studied. In contrast to their work, we showed a comprehensive analysis of the posture indices in this paper, and our model can achieve very good performances in both speed and accuracy.

5 Conclusions

We present in this paper a new data-driven approach to the IK problem for high-DoF robotic arms without knowing the kinematics information. Our approach can obtain multiple angle solutions for a given target position (plus a target orientation) and has a low distance error (~0.5 cm) for any position in the entire working space of the robot. The proposed methods do not impose any special constraints on training data and thus can be applied to any DoF robotic arm. Compared with the latest data-driven methods, our work signifies a major step forward in solving the IK problem for high-DoF robotic arms. This is the first data-driven research to address multiple angle solutions in IK, and a comprehensive study of the various properties of the proposed method is provided.
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