Fully differentiable optimization protocols for non-equilibrium steady states
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Abstract
In the case of quantum systems interacting with multiple environments, the time-evolution of the reduced density matrix is described by the Liouvillian. For a variety of physical observables, the long-time limit or steady state (SS) solution is needed for the computation of desired physical observables. For inverse design or optimal control of such systems, the common approaches are based on brute-force search strategies. Here, we present a novel methodology, based on automatic differentiation, capable of differentiating the SS solution with respect to any parameter of the Liouvillian. Our approach has a low memory cost, and is agnostic to the exact algorithm for computing the SS. We illustrate the advantage of this method by inverse designing the parameters of a quantum heat transfer device that maximizes the heat current and the rectification coefficient. Additionally, we optimize the parameters of various Lindblad operators used in the simulation of energy transfer under natural incoherent light. We also present a sensitivity analysis of the SS for energy transfer under natural incoherent light as a function of the incoherent-light pumping rate.

1. Introduction
Nano-scale devices are commonly described as quantum systems that interact with multiple environments or baths. Their performance is usually quantified through quantum observables of the form, \( \langle \hat{O}(t) \rangle = \text{Tr}[\hat{O}\rho(t)] \), where \( \rho(t) \) is the reduced representation of the quantum system’s state at time \( t \) [1]. For systems such as quantum heat engines, batteries, and incoherently excited exciton transport systems, the observables of interest depend on the functional form of the Liouvillian and the value of the parameters \( \Theta \). By knowing the gradient of \( \rho^{ss} \) with respect to any parameter of \( F \), we could understand more in depth the effect \( \Theta \) has on \( \rho^{ss} \) and \( \langle O \rangle^{ss} \).
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The simulation of nano-scale devices, through an open quantum many-body framework, has lead to the development of various algorithms, e.g. renormalization group [2–4], meanfield methods [5–7], tensor networks [8–12], hierarchical equations of motion [13–15], Heisenberg equation of motion approaches [16, 17], secular and non-secular Redfield theory (RT) [18, 19], tensor transfer methods [20–22], and mixed quantum–classical methods [23–25].

Over the years, many optimal control and inverse design protocols for quantum dissipative systems have been proposed [26–37]. The goal, find the optimal set of control parameters $x$ that govern the time-evolution of $\rho(t)$ by maximizing a cost function and/or a quantum observable: $x^* = \arg\max_{x} g(x; \rho(t))$. Previously, the study of quantum observables for open quantum systems ($\langle \hat{O} \rangle = \text{Tr}[\hat{O}\rho]$) was usually carried with either grid search or physically motivated methods [26–30, 38–41], mainly because numerical differentiation is prone to numerical errors and is computational inefficient for large number of parameters. Furthermore, there are only few systems that can be solved in closed form. Recently, with the help of machine learning tools there have been two new directions, (i) control policies learned through a reinforcement learning methodology [35, 42–44], and (ii) gradient-based algorithms powered by automatic differentiation (AD) [31–34].

The study and optimization of non-equilibrium SS systems has only been done by brute force search or physically motivated methods, references [45–48]. This is due to two main difficulties, (i) the need to solve for $\rho^\alpha$ a large number of times, and (ii) inefficient numerical techniques for computing $d\rho^\alpha$ and $dO_{\rho^\alpha}$. For the former problem, there have been recent works on how to alleviate the large cost in obtaining $\rho^\alpha$ by parametrizing the SS solution [49–52], and determining the Liouvillian gap [53] using various deep learning architectures. Additionally, the memory kernel has also been approximated with deep learning methodologies [54–57].

Gradient based methods, based on $\frac{d\rho^\alpha}{d\Theta}$ and $\frac{d\langle \hat{O} \rangle}{d\Theta}$, could facilitate the navigation/search for the optimal parameters $\Theta^*$ in the steady states where the $\langle \hat{O} \rangle_{\rho^\alpha}$ observable is maximum/minimum. While deep learning based approaches could alleviate some of the computational cost associated with obtaining $\rho^\alpha$, none of these methodologies can improve the computation of $\frac{d\langle \hat{O} \rangle}{d\Theta}$ since they were not designed to learn the relation between the SS and the Liouvillian’s parameters, $\rho^\alpha = f(\Theta)$. The work presented here introduces a new route to efficiently compute these quantities by combining AD [58] and the implicit function theorem [59].

The sections of the paper are organized as follows, section 2 presents the methodology. Section 3 contains the results and discussion for the optimization of a quantum heat transfer (QHT) device and the energy transfer efficiency in an exciton model. Lastly, the summary is in section 4.

2. Method

In general, any physical observable that depends on the SS is a scalar function, e.g. $\langle \hat{O} \rangle_{\rho^\alpha} = g(\rho^\alpha, \Theta)$ (equation (1)), whose gradient with respect to the parameters can be decomposed with the chain rule, with terms of the form $\frac{d\langle \hat{O} \rangle_{\rho^\alpha}}{d\Theta}$ can be computed efficiently with AD [58], or using closed form expressions when available. On the other hand, the gradient of the SS with respect to some parameters, $\frac{d\rho^\alpha}{d\Theta}$, is not readily available, and the standard ways of obtaining these gradients is either analytically (when possible) or via finite differences. However, the latter approach requires computing $\frac{d\rho^\alpha}{d\Theta}$ for each single parameter separately, for a total of $O(d)$ evaluations of the SS, where $d$ is the number of free-parameters in the Liouvillian, $\Theta \in \mathbb{R}^d$. This makes the finite difference approach intractable for systems that depend on a larger number of parameters.

Computing gradients through the chain rule is the role of an AD framework, though we note that naively using AD is insufficient for computing $\frac{d\rho^\alpha}{d\Theta}$. While we can solve for $\rho^\alpha$ by running an appropriate ODE solver for a sufficiently long period of time, differentiating through the internals of the ODE solver is prohibitive as it requires storing all intermediate quantities of the solver. There exists low-memory methods for computing gradients of ODE solutions but they require either the trajectory $\rho(t)$ to be stored in memory or solving $\rho(t)$ in reverse time for constant memory [31, 32, 60]. However, the reversing approach is not applicable as the SS, once reached, cannot be reversed.
To differentiate the SS solution with respect to any parameter with constant memory usage, we view $\rho^a$ as the solution of a fixed point problem,

$$F(\rho^a; \Theta) = 0.$$  

(4)

By differentiating both sides of equation (4) and solving for $d\rho^a/d\Theta$ we obtain,

$$d\rho^a d\Theta = - \left( \frac{\partial F(\rho^a; \Theta)}{\partial \rho} \right)^{-1} \left[ \frac{\partial F(\rho^a; \Theta)}{\partial \Theta} \right].$$  

(5)

The implicit function theorem [59] (equation (5)) permits us to exactly compute $d\rho^a d\Theta$ without knowing the explicit or analytic dependence of $\rho^a$ on $\Theta$, $\rho^a = f(\Theta)$. The full derivation of equation (5) is presented in section I-A in the supplemental material (https://stacks.iop.org/NJP/23/123006/mmedia).

For the inverse design of non-equilibrium quantum systems using gradient based methods, we require the Jacobian $J$ of section I-A in the supplemental material (https://stacks.iop.org/NJP/23/123006/mmedia). For more details about AD and the implicit function theorem we refer the reader to reference [58] and section I-A in the supplemental material.

The Jacobian $J := \frac{\partial (\rho^a; \Theta)}{\partial \rho}$ is a $m^2 \times m^2$ matrix, where $m$ is the number of degrees of freedom to describe a quantum system, and it could be efficiently inverted only for small quantum systems. Additionally, to compute $J$ using AD, we must to evaluate the Liouvillean $O(m^4)$ times, which could be computationally expensive for larger quantum systems.

The approach presented here avoids the computation of $J^{-1}$ by realizing that $\nabla J^{-1} \rho^a$ is the SS solution of second ODE of the form,

$$\frac{d\hat{y}}{dt} = \left( \frac{\partial F(\rho^a; \Theta)}{\partial \rho} \right) \hat{y} - \nabla.$$  

(8)

where the SS solution ($\hat{y}^\infty$) is,

$$\hat{y}^\infty = \left( \frac{\partial F(\rho^a; \Theta)}{\partial \rho} \right)^{-1}.$$  

(9)

Notably, simulating this second ODE only requires VIP of the form $\nabla (\partial F(\rho^a; \Theta)/\partial \rho)$, that can be efficiently computed with AD. Thus, to differentiate the SS solution of a QME, we essentially solve two SS problems, both of which can be computed using any black-box SS solver. For all our simulations we used an adaptive step size Runge-Kutta algorithm of order 5 [61] to solve for the SS. SS solutions obtained by this approach were checked by exact long time computations. In summary, we propose an efficient algorithm for computing $\nabla d\rho^a$ in order to allow any black-box SS solver to be placed within an AD framework, such as JAX [62]. For more details about AD and the implicit function theorem we refer the reader to reference [58] and section I-A in the supplemental material.

The implicit function theorem for ODE steady states was first proposed by Pineda in 1987 to generalize the back propagation algorithm for recurrent neural networks [63]. However, the methodology presented here is a generalization of that work since it does not depend on analytic forms for the Jacobian of the Liouvillean.

To summarize, we propose a method of efficiently computing exact derivatives for all parameters simultaneously with just a single evaluation of $\rho^a$, compared to finite difference approximations computed using $O(d)$ evaluations. The computation of $\nabla d\rho^a$ is independent of how we solve for $\rho^a$. The implementation of the proposed algorithm is available online [64]. In the following sections, we carry out inverse design and sensitivity analysis by differentiating through the SS for the optimization of quantum heat and energy transfer systems.

3. Results

3.1. RT: model systems

QHT models have been proposed as rich systems to study quantum effects in thermodynamics [45, 65–68]. QHT models are commonly studied within the framework of open quantum systems where various
approaches of the quantum master equation have been applied. In the limit of weak interactions between the system and the baths, the time evolution of a QHT model can be described in a perturbative manner using RT. RT assumes that the baths are prepared in a canonical thermal state, that the system–bath interaction can be factorized, and that the environments are Markovian. The Redfield master equation for multiple non-interacting baths is [1, 19],

$$\frac{\partial \rho_{\mu\nu}(t)}{\partial t} = -i [H_S, \rho(t)] + \sum_{\alpha} D^\alpha \rho(t)$$  \hspace{1cm} (10)

$$= -i \omega_{\mu,\nu} \rho_{\mu,\nu}(t) + \sum_{\alpha} \sum_{\nu,\lambda} R_{\mu,\nu,\kappa,\lambda}^\alpha \rho_{\nu,\lambda}(t),$$  \hspace{1cm} (11)

where $D^\alpha$ is the dissipator for each $\alpha$ environment, and the Redfield tensor for the $\alpha$ environment is $R^\alpha_{\mu,\nu,\kappa,\lambda}$. In the Markovian limit and neglecting the Lamb shift, the Hamiltonian is,

$$H_S = \epsilon \sum \alpha \rho_{\alpha}$$

where the transition rates $\alpha \Gamma^\pm$ are,

$$\alpha \Gamma^\pm_{\lambda_{\mu,\nu,\kappa,\lambda}} = \langle \lambda | S^\alpha | \nu \rangle \langle \mu | S^\alpha | \kappa \rangle \Upsilon^\alpha (\omega),$$  \hspace{1cm} (13)

where $S^\alpha$ is the interaction of the system with the $\alpha$-bath and $\Upsilon^\alpha (\omega)$ is defined as,

$$\Upsilon^\alpha (\omega) = \begin{cases} \frac{1}{2} G^\alpha (\omega) n_\nu (|\omega|; T_\nu) & \omega < 0 \\ \frac{1}{2} G^\alpha (\omega) [n_\nu (\omega; T_\nu) + 1] & \omega > 0 \end{cases}$$  \hspace{1cm} (14)

Each Redfield tensor depends on the system–environment interactions, the spectral density function, $G^\alpha (\omega) = \gamma_\alpha \omega e^{-\omega/\omega_0}$, and the average phonon occupation number, $n_\nu (\omega)$. $\mu, \nu, \kappa, \lambda$ are the index of the eigenstates of $H_S$, i.e. they satisfy $H_S | \mu \rangle = \epsilon_\mu | \mu \rangle$, and $\omega_{\mu,\nu}$ is the difference between eigenvalues $\epsilon_\mu$ and $\epsilon_\nu$. Additionally, each environment is characterized by the temperature $T_\nu$ and a friction coefficient $\gamma_\alpha$. For more details about RT we refer the reader to the supplemental material and to references [1, 18, 19].

QHT models are characterized by the change in the system’s energy, $\dot{H} / dt = \text{Tr} [H_S \rho(t)]$, corresponding to the heat flow. This equality only holds if the system’s Hamiltonian $H_S$ is time independent. In the long-time limit, $\dot{\rho}(t) = 0$, the energy exchange is comprised of the flow of heat, where the rate of heat exchange with the $\alpha$-bath is given by,

$$J_\alpha = \text{Tr} [H_S D^\alpha \rho^\alpha].$$  \hspace{1cm} (15)

If one tries to inverse design the system, baths, or the system–baths interactions to maximize $J_\alpha$, one needs to understand the effect each parameter has in the QME, e.g. $\frac{\partial J_\alpha}{\partial \theta}$ or $\frac{\partial J_\alpha}{\partial \phi}$. Here, we combine AD and equation (5), to inverse design the heat current using gradient based methods. We illustrate this new methodology on a QHT model with a three-level system interacting with three baths, where the system Hamiltonian is,

$$H_S = \epsilon_1 |g\rangle \langle g| + \epsilon_2 |1\rangle \langle 1| + J \{ |1\rangle \langle 2| + h.c. \}.$$  \hspace{1cm} (16)

$\theta$ and $J$ describe the energy of sites $|1\rangle$ and $|2\rangle$ and the hopping between them. We set $\epsilon_2 = 0$ for reference. The shorthand ‘h.c.’ denotes the Hermitian conjugate of former terms in the expressions. For the construction of the Redfield tensors we invoked the Markovian approximation, and each environment’s state is described with an ohmic spectral density function and a friction coefficient $\gamma_\alpha$. We also neglect the Lamb shift. For more details see the supplemental material.

The most general type of interactions with the hot ($H$), cold ($C$) and decoherence ($D$) baths are,

$$S^H = a_0 |g\rangle \langle 1| + a_1 |g\rangle \langle 2| + h.c.$$

$$S^C = b_0 |g\rangle \langle 1| + b_1 |g\rangle \langle 2| + h.c.$$  \hspace{1cm} (18)

$$S^D = |1\rangle \langle 2| + h.c.,$$  \hspace{1cm} (19)

where $[a_0, a_1]$ and $[b_0, b_1]$ are the coupling strength parameters to the $H$ and $C$ bath, left panel figure 1. The $D$-bath is a control mechanism to study the role of coherences between the sites. For this system, analytic
results for $J_n$ can only be derived in the secular limit [45]. These system–bath interactions (equations (17) –(19)) are needed to construct the transition rates $\Gamma^\pm$ (equation (13)).

The parameters of this QHT model can be efficiently optimized by maximizing the heat exchange with the hot bath, $J_H$ (equation (15)). For these simulations, the temperatures are held fixed for all three baths, $T_H = 0.15$, $T_C = 0.1$, and $T_D = 0.12$. The final space of parameters is $\Theta = [\theta, J, a_0, a_1, b_0, b_1, \gamma_H, \gamma_C, \gamma_D]$.

For each optimization procedure, all initial parameters were randomly sampled. Values of $a_i$ and $b_i$ were constrained to $[0, 1]$ to avoid physically incorrect models, and the values of $\theta$ and $J$ were constrained to the positive domain by casting them as the exponential function of unconstrained variables. To maximize $J_H$, we used the Adam [69] optimization algorithm with a learning rate of 0.02.

In reference [45], this system was studied using fixed parameters $a_0 = b_1 = 1$ and $a_1 = b_0 = 0$. Through optimization, we found that the majority of the optimized systems also recovered these parameter values (model A). However, the remainder of the optimized results indicate that $J_H$ is maximum when both baths, hot and cold, interact with only one site, e.g. $a_0 = b_0 \approx 1$ while $a_1 = b_1 \approx 0$ or vice-versa (model B).

Figure 2 contains a collection of optimizations, with the optimized values of $\theta$ and $J$ indicated and those of the remaining parameters not explicitly shown. In addition, the upper inset shows that all of these optimizations converge to essentially the same value of $J_H$. It is worth noticing that independent of the initial parameters, $J_H > 1.85 \times 10^{-5}$ after 200 iterations; figure 2 upper inset panel.

Our QHT model considers any linear combination of interactions between both hot and cold baths with any site. It is not a surprise that $J_H$ is maximized when $a_i \approx 0$ or $b_i \approx 1$, since a stronger system–bath interaction increases the heat transfer. However, by being able to independently optimize $a_i$ and $b_i$, we found that the magnitude of the heat exchange for model B is the same as for model A, making it an interesting future route for further examination since it has never been studied.

We stressed that the parameters for both models A and B where found by maximizing $J_H$ with Adam [69], a first order gradient descent method. The optimal value of the $J$ parameter for model A is $J \approx 0.018$, and for model B $0.0025 < J < 0.03$. For both systems, model A and B, the optimal value of the energy of sites $|1\rangle$ and $|2\rangle$ is $\theta \approx 0.3895$. The optimized parameters are reported in table I in the supplemental material.

$\gamma_H$ and $\gamma_C$ are the friction parameters that describe the strength of the coupling to each bath. For each individual optimization we found that at the end of the search procedure, $\gamma_H/\gamma_C \approx 1$. This is an interesting property that can depend on the fixed values of the temperatures. We also found that the value of $\partial J_H/\partial \gamma_D$ is zero in the regions where $J_H$ is maximum. Given the weak-interacting assumption inherent within RT, the maximum value allowed for $\gamma_H$ is 0.0025 and the initial values for these parameters were only sampled from $[10^{-3}, 10^{-4}]$. The gradient of $\partial J_H/\partial \gamma_H$ and $\partial J_H/\partial \gamma_C$ show that their values must increase in order to maximize the heat exchange.

For this case, each iteration requires only two SS evaluations with our approach, while a finite difference approach would have needed $2 \times |\Theta| = 18$ evaluations of the SS. Additionally, each gradient-based optimization took less than 150 iterations to find optimal parameters with high precision, figure 2. A standard grid-search approach of 10 points for each parameter would have required over $10^9$ SS evaluations.

We also considered a QHT model with non-degenerate states, $H_S = \varepsilon_g |g\rangle\langle g| + \sum_{i=1}^{2} \theta_i |i\rangle\langle i| + J (|1\rangle\langle 2| + h.c.)$, using the same procedure and the same system–bath interactions, equations (18) and (19). We found that degenerate systems, $\theta_1/\theta_2 \approx 1$ are the systems with the highest $J_H$. The optimal values of using separate

---

Figure 1. (Left panel) Diagram for a three level QHT model in the local site basis. The dashed arrows represent the interactions with the hot (red) and cold (blue) bath. (Right panel) Diagram for a three level system with incoherent excitation coupled to a reaction center (RC).

Figure 2. Diagrams for a three level QHT model in the local site basis. The dashed arrows represent the interactions with the hot (red) and cold (blue) bath. (Right panel) Diagram for a three level system with incoherent excitation coupled to a reaction center (RC).
parameters for each site ($\theta_1$ and $\theta_2$) were similar to the optimized value of using a single on-site energy parameter ($\theta$) to describe both sites in equation (16). The optimal value found was $\theta_i = \theta \approx 0.389$ (figure 2). For these degenerate Hamiltonians it was found that the hot and the cold bath interacting with different sites (model A) was ideal. It is well known that degeneracy between sites leads to increased coherences in transport systems which in turn increases the currents. This demonstrates that even with limited input the method outlined in section 2 can lead to correct physical models. All parameters are reported in table II in the supplemental material.

Another common observable to study QHT models is the rectification coefficient, $R$, which is the net heat current when the temperature difference, $T_H - T_C$, in the $H$ and $C$ reservoirs is reversed [70],

$$R = \frac{|J_H| - |J_H'|}{|J_H| + |J_H'|},$$

(21)

where $J_H$ is the heat current when the hot bath interacts with $|1\rangle$ and cold bath with $|2\rangle$, and $J_H'$ is computed by swapping the temperatures of the $H$ and $C$ bath. For all simulations, we fixed the values $a_i$ and $b_i$ to $a_0 = b_1 \approx 1$ and $a_1 = b_0 = 0$, and we again held fixed $T_H = 0.15$, $T_C = 0.1$, and $T_D = 0.12$. The same methodology used to optimize a QHT system where the surrogate observable was $J_H$ can be used to tune the free parameters for $R$. We use the same gradient-based algorithm, Adam, to maximize $R$. For these simulations, we only considered as free parameters, $\theta$, $J$ and the friction coefficients for all three baths, $[\gamma_H, \gamma_C, \gamma_D]$. Results of the optimal parameters, as in figure 2 for a set of obtained cases, are displayed in figure 3. As stressed through this paper, inverse designing QHT model with modern gradient methods like Adam, requires very few number of iterations—roughly 100 or less for this case—to find optimal parameter values.

For each individual optimization, we first sampled the parameters $\theta$, $J$, $\gamma_H$, $\gamma_C$, $\gamma_D$ and used Adam to find the maximizer of $R$. All optimizations were stopped once $R > 95\%$, which on averaged took approximately 100 iterations; lower inset in figure 3. Our results illustrate that there is a linear trend between $\theta$ and $J$. However, the optimal range of $\theta$ when $R$ is maximum is wider than for $J_H$, indicating that both quantum observables do not share the same set of optimal physical parameters.

3.2. Energy transfer for the $V$-system

As a second system, we consider a simplified model of energy transfer shown in the right panel in figure 1. When the radiation incident on the donor state $|1\rangle$ is taken to originate from an incoherent source, such as
Figure 3. The symbols in the main and upper inset panels represent the optimal set of parameter that maximize the rectification coefficient \( R \), equation (21), for a QHT system, (figure 1). All parameters, \( \Theta = \{ \theta, J, \gamma_H, \gamma_C, \gamma_D \} \), were optimized with the Adam algorithm. The hot and cold bath only interact to different sites. The lower inset figure depicts the averaged value of the rectification coefficient during the optimization procedure for 25 random initialization of \( \Theta \).

Figure 4. The symbols in the main and upper inset panels represent the optimal set of parameter that maximize the rectification coefficient \( R \), equation (21), for a QHT system, (figure 1). All parameters, \( \Theta = \{ \theta, J, \gamma_H, \gamma_C, \gamma_D \} \), were optimized with the Adam algorithm. The hot and cold bath only interact to different sites. The lower inset figure depicts the averaged value of the rectification coefficient during the optimization procedure for 25 random initialization of \( \Theta \).

the Sun, the system is a useful minimal model of biological energy transfer. The SS efficiency, \( \eta_{loc} \), is quantified by:

\[
\eta_{loc} = \frac{\Gamma_{RC}}{J} \rho_2^R.
\]  

(22)

Here \( \rho_2^R \) is the probability of being in the site neighboring the RC, \( |2\rangle \), figure 1, \( \Gamma_{RC} \) is the rate of energy transfer from the acceptor state \( |2\rangle \) to the RC \( |RC\rangle \), and \( r \) is the incoherent-light pumping rate. The time evolution of this system is modeled by,

\[
\frac{\partial \rho}{\partial t} = L_0[\rho] + L_{rad}[\rho] + L_{deph}[\rho] + L_{rec}[\rho] + L_{RC}[\rho],
\]  

(23)

where the first term is the unitary evolution of the system, \( L_0[\rho] = -i [H_S, \rho] \), and the rest of the terms, \( L_i \), describe the radiation (rad), the trapping of the excitons at the RC, environmental dephasing (deph), and the recombination of the excitons (rec). See the supplemental material and reference [46] for more information.

We optimize \( \Theta = [\Gamma, \gamma_d, |\epsilon_1 - \epsilon_2|, J] \) by maximizing \( \eta_{loc} \) using the Adam algorithm, figures 4–5. \( |\epsilon_1 - \epsilon_2| \) is the energy difference between site \( |1\rangle \) and \( |2\rangle \), \( J \) is the hopping amplitude, both being system parameters. \( \Gamma \) corresponds to the recombination rate, and \( \gamma_d \) is the phonon bath dephasing rate. For each optimization, we randomly sampled different values for the parameters. We fixed the values of \( \Gamma_{RC} \) to \( 0.5 \) ps\(^{-1} \) and the incoherent-light pumping rate \( r = 6.34 \times 10^{-10} \) ps\(^{-1} \); parameters taken from reference [48]. Optimal set of parameters are presented in figure 4 and table III in the supplemental material.

From figure 4, we can observe that when the value of \( J \) is small, there is a linear correlation with the difference between the energy sites, \( |\epsilon_1 - \epsilon_2| \). For \( \gamma_d \) the optimal possible values span a wider range, from \( 10^9 \) to \( 10^{13} \) Hz; however, for larger values of \( \gamma_d \) the \( |\epsilon_1 - \epsilon_2| \) optimal parameters must be greater as well. The optimal range for \( \Gamma \) was less wider than the rest, and interestingly, this range is aligned with the values used in physical simulations of reference [47]. For these simulations, the initial parameters were sampled from a region where \( \eta_{loc} \) is not optimal, however, our approach managed to optimize the parameters regardless of their initial values. Throughout our optimizations, we notice that it only took approximately 20 iterations to reach \( \eta_{loc} > 99\% \) (figure 4 upper inset and left panel in figure 5). As we can observe from the left panel of figure 4, for some values of \( |\epsilon_1 - \epsilon_2| \) and \( J \) the plateau where \( \eta_{loc} \) is maximum is when \( \Gamma \) and \( \gamma_d \) have small values. We report all optimal parameters in table III in the supplemental material.
Figure 4. Optimal parameters found by maximizing $\eta_{loc}$ using Adam. We considered different random initializations of $\Gamma, \gamma_d, J$ and $|\epsilon_1 - \epsilon_2|$. Each optimize model has a $\eta_{loc} \approx 1$. The optimal values of $\Gamma, \gamma_d, J$ and $|\epsilon_1 - \epsilon_2|$ are presented in the main and inset lower panels. For these simulations, we fixed the values of $\Gamma_{RC} = 0.5 \text{ ps}^{-1}$, $|\epsilon_1 - \epsilon_2| = 1.3 \text{ ps}$, and $r = 6.34 \times 10^{-10} \text{ ps}^{-1}$ [47]. The upper inset panel presents $\eta_{loc}$ averaged throughout the optimization procedure for different random initialization.

Figure 5. (Left panel) Optimization steps for $\eta_{loc}$ for different random initializations, starting in the right with $\eta_{loc} \sim 0$. The markers represent the optimization trajectories that the Adam algorithm follows. (Right panel) The time evolution of $\rho$ until a SS is reached. We considered two cases, a random initial parameters (dashed curves) where $\eta_{loc} \approx 0$, and for optimized parameters (solid curves) where $\eta_{loc} \approx 1$. The random initial parameters considered were, $\gamma_d = 2.88 \times 10^{12} \text{ Hz}$ and $\Gamma = 0.0194 \text{ ps}^{-1}$, and the optimized ones are $\gamma_d = 3.53 \times 10^{11} \text{ Hz}$ and $\Gamma = 7.2 \times 10^{-3} \text{ ps}^{-1}$. For these simulations, we fixed the values of $\Gamma_{RC} = 0.5 \text{ ps}^{-1}$ and $r = 6.34 \times 10^{-10} \text{ ps}^{-1}$ [47]. As it can be observed, there is a significant difference in $\rho_{\text{ss}}$ for the random initial parameters and the optimized ones.

In figure 5 we display the optimization trajectories, using Adam, where all random initial parameters had $\eta_{loc} < 20\%$ and the end result where $\eta_{loc} > 99\%$. The time evolution of $\rho(t)$ for a pair of random and optimal set of parameters is display in the right panel of figure 5. The random initial parameters values are $\gamma_d = 2.88 \times 10^{12} \text{ Hz}$ and $\Gamma = 0.0194 \text{ ps}^{-1}$, and the optimized ones are $\gamma_d = 3.53 \times 10^{11} \text{ Hz}$ and $\Gamma = 7.2 \times 10^{-3} \text{ ps}^{-1}$. For these simulations, we fixed the value for the other parameters to $\Gamma_{RC} = 0.5 \text{ ps}^{-1}$, $|\epsilon_1 - \epsilon_2| = 1.3 \text{ ps}$, and $r = 6.34 \times 10^{-10} \text{ ps}^{-1}$ [47]. As it can be observed, there is a significant difference in $\rho(t)$ for the random initial parameters and the optimized ones.

As we pointed above, our algorithm allows us to compute the vector-Jacobian product of the SS with respect to any parameter of the Liouvillian. So far, the main application has been the inverse design of open quantum systems by maximizing/minimizing quantum observables using gradient based methods. However, the Jacobian can also be used to understand the effect a set of parameters have on a quantity of interest, sensitivity analysis. For non-equilibrium SS systems and before this work, the Jacobian of the SS...
was only computed when analytic solutions were available, or by finite differences. Here, as the last example, we study the effects of the attenuation of the incident radiation which is important since photon absorbing centers are found in a variety of environments [71–73]. By computing \( \partial \rho_{ss}/\partial r \) we found that \( \rho_{ss}^{e-} \), \( e^- \) is the most sensitive to \( r \), i.e., \( \partial \rho_{ss}^{e-}/\partial r > \partial \rho_{ss}^{e+}/\partial r \), figure 6. Here, \( e^\pm \) are the eigenstates of the system Hamiltonian, \( H_S|e^\pm\rangle = \epsilon^\pm|e^\pm\rangle \), and \( \rho_{ss}^{e\pm} \) are the matrix elements of the SS density matrix in the eigenbasis. Additionally, from figure 6 we can also observe that the imaginary part of the coherence, \( \mathcal{I}(\rho_{e^+e^-}) \), which relates to the exciton flux [46], is less sensitive until \( r \approx 0.51 \times 10^{-9} \) ps\(^{-1} \), indicating that the pumping rate will not increase the flux below \( r \sim 0.51 \times 10^{-9} \) ps\(^{-1} \).

4. Summary

Inverse design and optimal control protocols for open quantum systems that are quantified through observables that depend on the SS, \( \langle O \rangle_{\rho_{ss}} \), are commonly done with brute-force search or inspired methods. On the other hand, gradient-based algorithms have proven to be efficient tools to minimize/maximize functions. For non-equilibrium SS systems, the technical limitation was the inability to efficiently compute the Jacobian of the SS with respect to any parameter of the Liouvillian; \( \frac{d\rho_{ss}}{d\Theta} \). We circumvent this by combining AD and the implicit function theorem. Furthermore, we believe that the present work is the first example of the application of gradient-based methods to efficiently inverse design non-equilibrium SS systems. All systems were optimized with Adam, a first order gradient algorithm; however, the procedure proposed here, combined with AD, can be also applied to efficiently compute the Hessian matrix, used in second order gradient optimization algorithms.

The optimal design of non-equilibrium systems is still driven by physical intuition. However, with the possibility to compute \( \frac{d\rho}{d\Theta} \), we could engineer more robust systems, baths, and system–bath interactions. Furthermore, this methodology could also be used to study the sensitivity of \( \rho_{ss} \) with respect to any parameter in the Liouvillian, and, for example, could lead to more insight in how light affects biological processes.

Any inverse design protocol must create physically valid parameters. While this could be taken into account by adding some constraints to the main physical observable of interest, here we decided to take a different route by leveraging the flexibility of AD. For example, to constrain the system–bath parameters to \([0, 1]\) we used the soft-max function [74], and for \( \gamma^i \)'s the range was constrained to \([0, 0.0025]\), the soft-max function times the maximum value allowed. By constraining the range of \( a_i, b_i \), and \( \gamma^i \), the optimization of the system remains in the weak-interacting limit where the RT is valid. Similar algebraic
transformations could be applied to constrain the value of other parameters to ensure a valid physical range for experimental setups.

In the cases introduced, optimization of a single target quantity (e.g. the heat transfer, or energy efficiency) was carried out in models parametrized by several quantities. As a result, numerous optimized models were obtained, each with similar values of the optimized target. That is, interestingly, the parameter surface has multiple maxima of similar depth. In cases where one is attempting to achieve optimization of multiple quantities (e.g. heat transfer and verification) the proposed methodology could be integrated into gradient-based algorithms for multi-objective optimization to construct the Pareto front [75].

In all the simulations presented here, an ODE solver was used to obtain \( \rho^{ss} \); however, equation (5) is agnostic to the exact method used to obtain \( \rho^{ss} \). This makes the present methodology particularly valuable. Additionally, this method could be used to study any other system whose observables depend on a long-time solution for equations of the form of equation (2). Finally, this methodology opens the possibility of studying more complex QHT devices or natural-light induced processes.
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