We show that the Brauer algebra $\Br_d(\delta)$ over the complex numbers for an integral parameter $\delta$ can be equipped with a grading, in the case of $\delta \neq 0$ turning it into a graded quasi-hereditary algebra. In which case it is Morita equivalent to a Koszul algebra. This is done by realizing the Brauer algebra as an idempotent truncation of a certain level two VW-algebra for some large positive integral parameter $N$. The parameter $\delta$ appears then in the choice of a cyclotomic quotient. This cyclotomic VW-algebra arises naturally as an endomorphism algebra of a certain projective module in parabolic category $\mathcal{O}$ of type D. In particular, the graded decomposition numbers are given by the associated parabolic Kazhdan-Lusztig polynomials.
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**1. Introduction**

We fix as ground ring the complex numbers $\mathbb{C}$. Given an integer $d \geq 1$ and $\delta \in \mathbb{C}$, the associated *Brauer algebra* $\Br_d(\delta)$ is a diagrammatically defined algebra with basis all Brauer diagrams on $2d$ points, that is all possible matchings of $2d$ points with $d$ strands, such that each point is the endpoint of exactly one strand. In other words, the basis elements correspond precisely to subdivisions of the set of $2d$ points into subsets of order 2. Here is an example of such a Brauer diagram (with $d = 11$):

(1.1)

The multiplication is given on these basis vectors by a simple diagrammatical rule: we fix the positions of the $2d$ points as in the diagram (1.1) with $d$ points at the bottom and $d$ points at the top. Then the product $bb'$ is equal to $\delta^k(b' \circ b)$, where $b' \circ b$ is the Brauer diagram obtained from the two basis elements $b$ and $b'$ by stacking $b'$ on top of $b$ (identifying the bottom points of $b'$ with the top points of $b$ in the

---
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obvious way) and then turning the result into a Brauer diagram by removing all internal circles, and $k$ is the number of such circles removed. For instance:

\[
\begin{array}{c}
\begin{array}{c}
\cdots \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\cdots \\
\end{array}
\end{array}
= \delta
\]

Brauer algebras form important examples of cellular diagram algebras in the sense of [GL96]. In particular we have cell modules (or Specht modules) $\Delta(\lambda)$ indexed by $\lambda \in \Lambda_d$. Here

\[
\Lambda_d = \bigcup_{m \in \mathbb{Z}_{\geq 0} \cap (d-2\mathbb{Z}_{\geq 0})} \text{Par}(m),
\]

with $\text{Par}(m)$ denoting the partitions of the integer $m$. We have simple modules $L(\mu)$ for $\mu \in \Lambda_d^\delta$, where $\Lambda_d^\delta = \Lambda_d$ in case of $\delta \neq 0$ and $\Lambda_d^\delta = \Lambda_d \setminus \text{Par}(0)$ in case of $\delta = 0$, see [CDVM09].

Although the Brauer algebra can be defined for arbitrary $\delta \in \mathbb{C}$ it turns out that it is always semi-simple for $\delta \notin \mathbb{Z}$, see [Rui05]. For our purposes these cases are trivial, hence we will always assume $\delta \in \mathbb{Z}$.

Brauer algebras were originally introduced by Brauer [Bra37] in the context of classical invariant theory as centralizer algebras of tensor products of the natural representation of orthogonal and symplectic Lie algebras. More precisely, assuming $d < n$ there is a canonical isomorphism of algebras

\[
\text{End}_g(V^\otimes d) \cong \text{Br}_d(N)
\]

where $g$ is an orthogonal or symplectic Lie algebra of rank $n$ with vector representation $V$ of dimension $N$ in the orthogonal case and dimension $-N$ in the symplectic case, see e.g. [dCP76] or [GW09] for details.

As an algebra, the Brauer algebra is generated by the following elements $t_i, g_i$

\[
t_i \begin{array}{c}
\begin{array}{c}
\cdots \\
\end{array}
\end{array} i \begin{array}{c}
\begin{array}{c}
\cdots \\
\end{array}
\end{array} i+1 \begin{array}{c}
\begin{array}{c}
\cdots \\
\end{array}
\end{array} g_i \begin{array}{c}
\begin{array}{c}
\cdots \\
\end{array}
\end{array} i \begin{array}{c}
\begin{array}{c}
\cdots \\
\end{array}
\end{array} i+1
\]

for $1 \leq i < d$, and $t_i$ acts on $V^\otimes d$ in (1.3) by permuting the $i$th and $(i+1)$st tensor factor, and the element $g_i$ acts by applying to the $i$th and $(i+1)$st factor the evaluation morphism $V \otimes V = V^* \otimes V \to \mathbb{C}$ followed by its adjoint.

The realization (1.3) as centralizers includes the cases $\text{Br}_d(\delta)$ for $\delta \in \mathbb{Z}$ integral and $\delta$ large enough in comparison to $d$. Hence the Brauer algebra is semisimple in these cases. In fact it was shown by Rui, see [Rui05], that $\text{Br}_d(\delta)$ is semisimple except for $\delta$ integral of small absolute value, see also [ES13b] for a precise statement and references therein for proofs. For arbitrary $\delta \in \mathbb{Z}$ and $d \geq 1$ the Brauer algebras still appear as centralizers of the form (1.3) if we replace $g$ by an orthosymplectic Lie superalgebra such that its vector representation has super dimension $k|2n$ with $\delta = k - 2n$, see [ES14].

Whereas the semisimple cases were studied in detail in many papers, including for instance the semiorthogonal form in [Naz96], the non-semisimple cases are still not well understood. In the pioneering work of Cox, De Visscher and Martin, [CDVM09], it was observed that the multiplicity $[\Delta(\lambda) : L(\mu)]$ how often a simple module $L(\mu)$ indexed by $\mu$ (that is the simple quotient of $\Delta(\mu)$) appears in a Jordan-Hölder series of the cell module $\Delta(\lambda)$ is given by certain parabolic Kazhdan-Lusztig polynomial $n_{\lambda,\mu}$ of type D with parabolic of type A, [Boe88, LS12], i.e.

\[
[\Delta(\lambda) : L(\mu)] = n_{\lambda,\mu}(1).
\]
This result connects the combinatorics of Brauer algebras with Kazhdan-Lusztig combinatorics of type D Lie algebras, i.e., multiplicities of simple (possibly infinite) highest weight modules appearing in a parabolic Verma module. Here are two obvious questions arise: Is there an interpretation of the variable $q$ in the Kazhdan-Lusztig polynomial $n_{\lambda,\mu}(q) \in \mathbb{Z}[q]$? Is there an equivalence of categories between modules over the Brauer algebra $Br_d(\delta)$ for integral $\delta$ and some subcategory of the Bernstein-Gelfand-Gelfand (parabolic) category $\mathcal{O}$ for type D explaining the mysterious match in the combinatorics? In this paper we will give an answer to both questions.

Let us explain the results in more detail. Given a finite dimensional algebra $A$ we denote by $A - \text{-mod}$ its category of finite dimensional modules. If the algebra $A$ is $\mathbb{Z}$-graded we denote by $A - \text{-gmod}$ its category of finite dimensional graded modules with degree preserving morphisms and by $F : A - \text{-gmod} \rightarrow A - \text{-mod}$ the grading forgetting functor. For $i \in \mathbb{Z}$ let $(i) : M \mapsto M(i)$ denote the autoequivalence of $A - \text{-gmod}$ which shifts the grading by $i$, i.e. $F(M(i)) = FM$ and $(M(i))_j = M_{j-i}$ for any $M \in A - \text{-gmod}$. As an application of our main theorem below we obtain the following refinement of (1.5), summing up the results obtained in Section 5:

**Theorem A.** Let $\delta \in \mathbb{Z}$. The Brauer algebra $Br_d(\delta)$ can be equipped with a $\mathbb{Z}$-grading turning it into a $\mathbb{Z}$-graded algebra $Br_d^{\mathbb{Z}}(\delta)$. Moreover, it satisfies the following:

1.) $Br_d^{\mathbb{Z}}(\delta)$ is Morita equivalent to a Koszul algebra if and only if $\delta \neq 0$ or $\delta = 0$ and $d$.

2.) $Br_d^{\mathbb{Z}}(\delta)$ is graded cellular.

3.) $Br_d^{\mathbb{Z}}(\delta)$ is graded quasi-hereditary if and only if $\delta \neq 0$ or $\delta = 0$ and $d$ odd.

Moreover, in the quasi-hereditary case

a.) We have distinguished graded lifts of standard modules and simple modules in the following sense: For the cell module $\Delta(\lambda)$ of $Br_d(\delta)$, $\lambda \in \Lambda_d$, there exists a module $\hat{\Delta}(\lambda)$ for $Br_d^{\mathbb{Z}}(\delta)$ such that $F\hat{\Delta}(\lambda) = \Delta(\lambda)$. For a simple module $L(\mu)$ of $Br_d(\delta)$, for $\mu \in \Lambda_d^0$, there exists a module $\hat{L}(\mu)$ for $Br_d^{\mathbb{Z}}(\delta)$ such that $F\hat{L}(\mu) = L(\mu)$. Furthermore $\hat{L}(\mu)$ is the simple quotient of $\hat{\Delta}(\mu)$ concentrated in degree 0, making the choice of these lifts unique.

b.) The $\hat{\Delta}(\lambda)$ form the graded standard modules.

4.) The modules $\hat{\Delta}(\lambda)$ have a Jordan-Hölder series in $Br_d^{\mathbb{Z}}(\delta) - \text{-gmod}$ with multiplicities given by

$$[\hat{\Delta}(\lambda) : \hat{L}(\mu) < i >] = n_{\lambda,\mu,i},$$

where $n_{\lambda,\mu,i}(q) = \sum_{j \geq i} n_{\lambda,\mu,i}q^j$.

For instance, $Br_d^{\mathbb{Z}}(\delta)$ is isomorphic to the algebra $\mathbb{C} \oplus \mathbb{C} \oplus \mathbb{C}$ in case $\delta \neq 0$ whereas it is isomorphic to $\mathbb{C} \oplus \mathbb{C}[x]/(x^2)$ with $x$ in degree 2, see Section 7.

The above result is based on our main theorem which realizes $Br_d(\delta)$ for integral $\delta$ as an idempotent truncation of a level 2 cyclotomic quotient of a VW-algebra $\mathbb{W}_d(\Xi)$, see Definition 5.1 for the exact parameter set $\Xi$. Here, the VW-algebra $\mathbb{W}_d(\Xi)$ is as a vector space isomorphic to $Br_d(N) \otimes \mathbb{C}[y_1, \ldots, y_d]$ with both factors being in fact subalgebras. The defining relations imply that there is a unique surjective homomorphism of algebras

$$\mathbb{W}_d(\Xi) \longrightarrow Br_d(N),$$

which extends the identity on $Br_d(N)$ and sends $y_i$ to 0. The polynomial generators $y_i$ are then sent to the famous Jucys-Murphy elements $\xi_k$ in the Brauer algebra, see Proposition 1.19 for a definition. These elements form a commutative subalgebra which plays an important role in the theory of semiorthogonal forms for the Brauer
algebras. In this way, the Brauer algebra $\text{Br}_d(N)$ can be realized naturally as a level 1 cyclotomic quotient of $\mathbb{W}_d(\Xi)$.

The connection to Lie theory however is based on a more subtle realization of the Brauer algebra as follows: Let $n \in \mathbb{Z}$ be large (say $N = 2n \geq 2d$) and consider the type $A_n$ Lie algebra $\mathfrak{so}(N)$ of rank $n$ with its vector representation $V$. Let $\varpi_0$ be the fundamental weight corresponding to a spin representation (that is to one of the fork ends in the Dynkin diagram) and let $\mathfrak{p} \subset \mathfrak{so}(N)$ be the (type $A$) maximal parabolic corresponding to the simple roots orthogonal to $\varpi_0$. For any fixed $\delta \in \mathbb{Z}$ let $M^p(\delta)$ be the associated parabolic Verma module with highest weight $\delta \varpi_0$, see [Hum08]. Then [ES13b, Theorem 3.1] gives a natural isomorphism of algebras

\begin{equation}
\text{End}_{\mathfrak{so}(N)}(M^p(\delta) \otimes V^{\mathfrak{so}_d})^{\text{opp}} \cong \mathbb{W}_d^{\text{cycl}}
\end{equation}

where $\mathbb{W}_d^{\text{cycl}} = \mathbb{W}_d(\Xi)/(y_1 - \alpha)(y_1 - \beta)$ for $\alpha = \frac{1}{2}(1 - \delta)$ and $\beta = \frac{1}{2}(\delta + N - 1)$. The finite dimensional algebra $\mathbb{W}_d^{\text{cycl}}$ decomposes into simultaneous generalized eigenspaces with respect to $\mathbb{C}[y_1, \ldots, y_d]$. Let $f$ be the idempotent of $\mathbb{W}_d^{\text{cycl}}$ which projects onto all common generalized eigenspaces with small eigenvalues $c_j$ with respect to $y_j$, i.e. where $c_j$ satisfy $|c_j| < \beta$ for $1 \leq j \leq d$.

Our main result, Theorem 4.3, is then the following:

**Theorem B.** For any fixed $\delta \in \mathbb{Z}$, there is an isomorphism of algebras

$$
\Phi_\delta : \text{Br}_d(\delta) \longrightarrow f\mathbb{W}_d^{\text{cycl}}f
$$

given on the standard generators of the Brauer algebra by

\begin{equation}
t_k \longmapsto -Q_k s_k Q_k + \frac{1}{b_k} f, \quad \text{and} \quad g_k \longmapsto Q_k e_k Q_k.
\end{equation}

for certain elements $Q_k$ and $b_k$, defined in (4.2) and (4.3), which can be expressed in term of the polynomial generators $y_j$, $1 \leq j \leq d$ and $\beta$.

Note that the idempotent truncation is independent of $N$ (as long $N$ is large enough), but the right hand side as well as the map do depend on $N$. In particular, the parameter $N$ on the right hand side changes into the parameter $\delta$ on the left hand side. Under the isomorphism, the Jucys-Murphy elements $\xi_k$ of the Brauer algebra are sent to $-y_k f$ inside $f\mathbb{W}_d^{\text{cycl}}f$, see Proposition 4.9. In particular, generalized eigenspaces for Jucys-Murphy elements coincide with generalized eigenspaces of the polynomial generators $y_k$.

By general theory on category $\mathcal{O}$, [BGS96], [Bac99], the algebra $\mathbb{W}_d^{\text{cycl}}$ can be equipped with a positive $\mathbb{Z}$-grading, see [ES13b, Theorem 3.1]. Since the idempotent truncation $f$ corresponds to successive projections onto blocks, see [ES13b, Section 4.1], $B_d(\delta)$ inherits a grading which is then the grading in Theorem A. In contrast to a general block in category $\mathcal{O}$, the grading can be made totally explicit in our case using the theory of generalized Khovanov algebras of type $D$, [ES13b]. Note that the theorem implies that all of the combinatorics developed in [ES13b] for $f\mathbb{W}_d^{\text{cycl}}f$ are now applicable to the Brauer algebra.

As an application of our result note that understanding the degree of non-semisimplicity for Brauer algebras and decomposition numbers in the non-semisimple cases gives some first insight into the structure of the tensor product of the natural module for the orthosymplectic Lie superalgebra via the result from [EST14], or [LZ14].

The idea and difficulty behind the formulas (1.3) stems from the fact that we connect directly the semiorthogonal form for $\mathbb{W}_d^{\text{cycl}}$ from [AMR06] and for $\text{Br}_d(\delta)$ from [Naz96] by realizing the latter as obtained from the first via a naive idempotent truncation to small eigenvalues corrected with some extra terms encoded in the
rather complicated elements $Q_k$ and $b_k$. The correction terms seriously depend on the generalized weight spaces. In the semisimple case, i.e. if all generalized eigenvectors are actually proper eigenvectors, the formulas simplify drastically, since the operators act on an eigenspace just by a certain number which can be expressed combinatorially in terms of contents of tableaux. The point here is that our formulas also work in the non-semisimple cases. Then the definitions of the correction terms involves (inverses) of square roots. It is a nontrivial result, that the operators are well-defined and that the images of the generators of the Brauer algebra satisfy the Brauer algebra relations.

We should mention that a similar result for walled Brauer algebras was obtained in [SS14]. The two results are independent and, as far as we can see, neither of the two implies the other. In fact, the result [SS14 Lemma 8.1] seriously simplifies the setup treated there, but doesn’t hold in the Brauer algebra setting. As a result, the Brauer algebra requires a very different treatment.

Another approach defining gradings on Brauer algebras arising from semiorthogonal forms was taken independently in [Li14] and resulted in a KLR-type presentation of Brauer algebras. One can show that the two algebras are actually isomorphic. In particular, parabolic category $O$ of type $D$ should provide a general framework for higher level cyclotomic quotients of VW-algebras provide some KLR-type presentations similar to the beautiful results in type A, see e.g. [BK08], [BS11], [HM13].
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2. BRAUER ALGEBRA AND VW ALGEBRAS

We start with the definition of the Brauer algebra in terms of generators and relations. Then we recall the definition of its degenerate affine analogue, the so-called VW-algebra with its cyclotomic quotients. By an algebra we always mean an associative unital algebra with unit 1.

**Definition 2.1.** Let $d \in \mathbb{N}$ and $\delta \in \mathbb{C}$. The Brauer algebra $\text{Br}_d(\delta)$ is the associative $\mathbb{C}$-algebra generated by elements $t_i, g_i, 1 \leq i \leq d - 1$ subject to the relations

1. $t_i^2 = 1$,
2. $t_i t_j = t_j t_i$ for $|i - j| > 1$,
3. $t_i t_{i+1} t_i = t_{i+1} t_i t_{i+1}$,
4. $g_i^2 = \delta g_i$
5. $g_i g_j = g_j g_i$ for $|i - j| > 1$,
6. $g_i g_{i+1} g_i = g_{i+1}$,
7. $t_i g_i + g_i t_i = g_i t_{i+1} g_i + t_{i+1} g_i t_i$.

whenever the terms in the expressions are defined.

**Remark 2.2.** Since $g_i g_j g_i = g_i t_j g_i = g_i t_j g_i$, one can replace the relation $g_i t_j g_i = g_i$ for $|i - j| = 1$ by the relation $g_i g_j g_i = g_i$.

**Definition 2.3.** Let $d \in \mathbb{N}$ and $\Xi = (\omega_i)_{i \leq N}$ with $\omega_i \in \mathbb{C}$ for all $i$. Then the associated VW-algebra $\mathcal{W}_d(\Xi)$ is the algebra generated by

$$s_i, e_i, y_j \quad 1 \leq i \leq d - 1, 1 \leq i \leq d, k \in \mathbb{N},$$

subject to the following relations (for $1 \leq a, b \leq d - 1, 1 \leq c < d - 1$, and $1 \leq i, j \leq d)$:

(VW.1) $s_a^2 = 1$
(VW.2) (a) $s_a s_b = s_b s_a$ for $|a - b| > 1$
(b) $s_a s_{c+1} s_c = s_{c+1} s_c s_c$
(c) $s_a y_i = y_i s_a$ for $i \notin \{a, a + 1\}$
(VW.3) $e_a^2 = \omega_a e_a$
(VW.4) $e_k y_k e_1 = \omega_k e_1$ for $k \in \mathbb{N}$
(VW.5) (a) $s_a e_b = e_b s_a$ and $e_a e_b = e_b e_a$ for $|a - b| > 1$
\[ (VW.6) \]
\[(a) \quad e_a s_a = e_a = s_a e_a \]
\[(b) \quad s_c e_{c+1} s_c = e_{c+1} s_c e_c = e_c s_{c+1} \]
\[(c) \quad e_{c+1} e_s e_{c+1} = e_{c+1} e_s s_{c+1} = s_{c+1} e_{c+1} e_s = s_{c+1} s_c e_{c+1} \]
\[(d) \quad e_{c+1} e_s e_{c+1} = e_{c+1} e_s s_{c+1} = e_c \]

**Remark 2.4.** The VW-algebra \( \mathcal{W}_d \) is a degeneration of the affine BMW-algebra\(^1\), hence plays the analogue role for the Brauer algebra as the degenerate affine Hecke algebra for the symmetric group. It was introduced originally by Nazarov in \([NaZ16]\), under the name generalized Wenzl-algebra\(^2\).

Finally we introduce, following \([AMR06]\), the cyclotomic quotients of \( \mathcal{W}_d \) of level \( \ell \):

**Definition 2.5.** Given \( u = (u_1, u_2, \ldots, u_\ell) \in \mathbb{C}^\ell \) we denote by \( \mathcal{W}_d(\Xi; u) \) the quotient

\[ \mathcal{W}_d(\Xi, u) = \mathcal{W}_d(\Xi) / \prod_{i=1}^{\ell} (y_i - u_i) \]

and call it the *cyclotomic VW-algebra of level \( \ell \)* with parameters \( u \).

**Remark 2.6.** As explained in \([AMR06]\), the tuple \( \Xi \) must satisfy some admissibility condition for the algebra \( \mathcal{W}_d(\Xi) \) to have a nice basis. Furthermore, the \( \Xi \) must satisfy some \( u \)-admissibility condition for this basis to be compatible with the quotient, see \([AMR06]\) Theorem A, Prop. 2.15.

Inside the VW-algebra \( \mathcal{W}_d(\Xi) \), the elements \( \{y_k | 1 \leq k \leq d\} \) generate a free commutative subalgebra, hence we can consider the simultaneous generalized eigenspace decompositions for these elements. Any finite dimensional \( \mathcal{W}_d(\Xi) \)-module \( M \) has a decomposition

\[ M = \bigoplus_{i \in \mathbb{C}^d} M_i, \]

where \( M_i \) is the generalized eigenspace with eigenvalue \( i \), i.e., \( (y_k - i_k)^N M_i = 0 \) for \( N \gg 0 \) sufficiently large. We first describe how the generators \( e_k \) and \( s_k \) interact with this eigenspace decomposition.

**Lemma 2.7.** For all \( 1 \leq k < d \) the following holds

\[ e_k M' \subset \begin{cases} \{0\} & \text{if } i_k + i_{k+1} \neq 0, \\ \bigoplus_{i \in \mathcal{J}} M_i & \text{if } i_k + i_{k+1} = 0, \end{cases} \]

where \( \mathcal{J} = \{j \in \mathbb{C}^d | j_j = i_j \text{ for } j \neq k, k+1 \text{ and } i'_j + i'_{j+1} = 0\} \).

**Proof.** Assume first that \( a := i_k + i_{k+1} 
eq 0 \). Then the endomorphism induced by \( (y_k + y_{k+1} - a) \) is nilpotent on \( M_i \) and hence \( y_k + y_{k+1} \) induces an automorphism of \( M_i \). Hence \( e_k M_i = c_k (y_k + y_{k+1}) M_i = \{0\} \), where for the last equality Relation (VW.11) was used.

Now assume \( i_k + i_{k+1} = 0 \). Since \( (y_k + y_{k+1}) e_k = 0 \) by Relation (VW.12) we know that on the image of \( e_k \) the endomorphism induced by \( y_k + y_{k+1} \) has eigenvalue 0, hence \( y_k \) and \( y_{k+1} \) have eigenvalues that add up to 0.

---

\(^1\) as every car lover can probably imagine easily ...

\(^2\) which translated to German is *Verallgemeinerte Wenzl Algebra*, abbreviated as \( \mathcal{W} \). It is also sometimes called *Nazarov-Wenzl algebra* in the literature. Hence \( \mathcal{W} \) can be viewed as composed of the letters \( N \), \( W \) and \( V \) as well.
The situation for $s_k$ is more complicated and we need the following preparation:

**Lemma 2.8.** Let $\psi_k = s_k(y_k - y_{k+1}) + 1$, then for all $1 \leq k \leq d - 1$ it holds

$$\psi_k M_1 \in \begin{cases} M_{s_k} & \text{if } i_k + i_{k+1} \neq 0, \\ \Theta_{p^e} M_{1'} & \text{if } i_k + i_{k+1} = 0. \end{cases}$$

In case $i_k + i_{k+1} \neq 0$ and additionally $|i_k - i_{k+1}| \neq 1$, the map $\psi_k$ defines an isomorphism of vector spaces $M_1 \cong M_{s_k(i)}$.

**Proof.** From Relation (VW7) we obtain $y_k \psi_k = \psi_k y_k + c_k(y_k - y_{k+1})$ and by Relation (VW23) then $y_j \psi_k = \psi_k y_j$ for $|j - k| > 1$.

Assume $i_k + i_{k+1} \neq 0$ and let $m \in M_1$. Then by Lemma 2.7 we have $y_k \psi_k m = \psi_k y_k m$ and $y_{k+1} \psi_k m = \psi_k y_{k+1} m$, hence $(y_k - i_{s_k(i)}) N \psi_k m = \psi_k (y_{s_k(i)} - i_{s_k(i)}) N m$ for all $N$ and all $i$. Thus $\psi_k M_1 \subset M_{s_k(i)}$.

Relation (VW7) implies $(y_k + y_{k+1}) \psi_k = \psi_k (y_k + y_{k+1})$. Assuming $i_k + i_{k+1} = 0$ we have $(y_k + y_{k+1})^N M_1 = \{0\}$ and hence $(y_k + y_{k+1})^N \psi_k M_1 = \psi_k (y_k + y_{k+1})^N M_1 = \{0\}$. Thus, on the image of $\psi_k$, the endomorphism induced by $y_k + y_{k+1}$ has eigenvalue 0 and therefore $y_k$ and $y_{k+1}$ have eigenvalues adding up to 0.

Assuming now $i_k + i_{k+1} \neq 0$ and furthermore $|i_k - i_{k+1}| \neq 1$, then thanks to Relation (VW7) and Lemma 2.7 we have $\psi_k^2 = -(y_k - y_{k+1})^2 + 1$ as an endomorphisms of $M_1$. Setting $c = i_k - i_{k+1}$ it follows $((y_k - y_{k+1}) - c) N M_1 = \{0\}$ for $N \geq 0$ by definition. In particular, as endomorphisms of $M_1$, this implies

$$\psi_k^2 = 1 - ((y_k - y_{k+1}) - c + c)^2$$

$$= 1 - c^2 - ((y_k - y_{k+1}) - c)^2 - c(y_k - y_{k+1} - c) = 1 - c^2 - z$$

for some nilpotent endomorphism $z$. Since $c^2 \neq 1$ by assumption, $\psi_k^2$ is invertible and therefore also $\psi_k$. Note that the concrete form of the inverse depends on $i$. □

**Corollary 2.9.** Assume $M_i \neq \{0\}$ for some $i = (i_1, \ldots, i_{d-1}, i_d)$ such that $i_k + i_d \neq 0$ and $|i_k - i_d| \neq 1$ for all $k < d$. Let $I' = (i_d, i_1, \ldots, i_{d-1})$, then it holds

$$(y_d - i_d) N M_i = \{0\} \iff (y_1 - i_1) N M_{I'} = \{0\}$$

for all positive integers $N$.

**Proof.** By Lemma 2.8, the element $\psi := \psi_1 \cdots \psi_{d-1}$ as an isomorphism between $M_1$ and $M_{I'}$ intertwining the actions of $y_1$ and $y_d$. i.e. $\psi(y_1 m) = y_d \psi(m)$ for any $m \in M_1$. □

**Corollary 2.10.** Assume that $i_k \neq i_{k+1}$, then

$$s_k M_1 \in \begin{cases} M_{s_k} \oplus M_1 & \text{if } i_k + i_{k+1} \neq 0, \\ \Theta_{p^e} M_{1'} & \text{if } i_k + i_{k+1} = 0. \end{cases}$$

**Proof.** Under the assumption that $i_k \neq i_{k+1}$ we have that $y_k - y_{k+1}$ is an automorphism of $M_1$ and the statement follows then directly from Lemma 2.8 □

3. **Cyclotomic Quotients and Category $\mathcal{O}$**

Fix $\delta \in \mathbb{Z}$. Let $\mathfrak{g} = \mathfrak{so}(2n)$ be the complex special orthogonal Lie algebra corresponding to the Dynkin diagram $\Gamma$ of type $D_n$ and fix a triangular decomposition $\mathfrak{g} = \mathfrak{n}^+ \oplus \mathfrak{h} \oplus \mathfrak{n}^-$. Fix $\mathfrak{l}$, a Levi subalgebra obtained from an embedding of the type $A_{n-1}$ Dynkin diagram into $\Gamma$ and denote by $\mathfrak{p} = \mathfrak{f} \oplus \mathfrak{n}^-$ the corresponding parabolic subalgebra. Denote by $\varepsilon_1, \ldots, \varepsilon_n$ the standard basis of $\mathfrak{h}^*$.

By $\mathcal{O}^p(n) = \Omega_{\mathfrak{p}_n}^p(\mathfrak{so}(2n))$ we denote the integral parabolic BGG category $\mathcal{O}$, i.e., the full subcategory of $\mathcal{U}(\mathfrak{g})$-modules consisting of finitely generated $\mathcal{U}(\mathfrak{g})$-modules,
semisimple over \( \mathfrak{h} \) with integral weights, and locally finite for \( \mathfrak{p} \), see [Hum08, Chapter 9]. Let

\[
X^p_n = \{ \lambda \in \mathfrak{h}^* \text{ integral} \mid \lambda + \rho = \sum_{i=1}^n \lambda_i \epsilon_i \text{ where } \lambda_1 < \lambda_2 < \cdots < \lambda_n \},
\]

where \( \rho \) denotes the half-sum of the positive roots, \( \rho = \sum_{i=1}^n (i-1) \epsilon_i \). Then \( X^p_n \) is precisely the set of highest weights of simple objects in \( \mathcal{O}^p(n) \), see [Hum08]. For an element \( \lambda \in X^p_n \) we denote by \( +M^p(\lambda) \) the parabolic Verma module with highest weight \( \lambda \). Note that a weight \( \lambda = (\lambda_1, \lambda_2, \cdots, \lambda_n) \) written in the \( e \)-basis is integral, if either \( \lambda_i \in \mathbb{Z} \), i.e. \( 2\lambda_i \) is even for all \( i \), or \( \lambda_i \in \frac{1}{2} + \mathbb{Z} \), i.e. \( 2\lambda_i \) is odd for all \( i \).

As in [ES13b], a crucial player in the following will be the parabolic Verma module \( M^p(\delta) \) of highest weight

\[
\delta = \frac{\delta}{2}(\epsilon_1 + \cdots + \epsilon_n),
\]

i.e., a multiple of the fundamental weight \( \frac{1}{2}(\epsilon_1 + \cdots + \epsilon_n) \). With an appropriate choice of parameters \( \Xi_\delta \), there is, see [ES13b], a natural (right) action of \( \Psi_d(\Xi_\delta) \) on \( M^p(\delta) \otimes V^{\otimes d} \) by \( \mathfrak{g} \)-endomorphisms. Hence we have an algebra homomorphism \( \Psi_d(\Xi_\delta) \to \text{End}_\mathfrak{g}(M^p(\delta) \otimes V^{\otimes d})^{\text{opp}} \). The parameter set \( \Xi_\delta = (\omega_0)_{a \geq 0} \) appear as part of the following definition:

**Definition 3.1.** For \( N = 2n \), we define the **cycletomic parameters** as follows

\[
\omega_0 = N, \quad \omega_1 = N \frac{N-1}{2}, \quad \omega_a = (\alpha + \beta)\omega_{a-1} - \alpha \beta \omega_{a-2} \quad \text{for } a \geq 2,
\]

where we set

\[
\alpha = \frac{1}{2}(1 - \delta), \quad \beta = \frac{1}{2}(\delta + N - 1).
\]

Then the following important result holds:

**Theorem 3.2 (ES13b).** If \( n \geq 2d \), then the \( \Psi_d(\Xi_\delta) \)-action from above induces an isomorphism of algebras

\[
\Psi(\delta) : \Psi_d(\Xi_\delta; \alpha, \beta) \to \text{End}_\mathfrak{g}(M^p(\delta) \otimes V^{\otimes d})^{\text{opp}}.
\]

In the following we abbreviate \( \Psi_d^{\text{cycl}} = \Psi_d(\Xi_\delta; \alpha, \beta) \).

Note that via (3.3), the space \( M^p(\delta) \otimes V^{\otimes d} \) becomes a module for \( \Psi_d(\Xi_\delta; \alpha, \beta) \) with the action preserving the finite dimensional \( \mathfrak{g} \)-weight spaces, hence we have a simultaneous generalized eigenspace decomposition (2.3). We describe now this decomposition Lie theoretically and then combinatorially using the notion of a up-down bitableaux and bipartitions. We start with the following well-known fact:

**Lemma 3.3.** Let \( \mu \in \Lambda \). Then \( M^p(\mu) \otimes V \) has a filtration (called Verma flag) with sections isomorphic to precisely the \( M^p(\mu \pm \epsilon_j) \) for all \( j = 1, \ldots n \) such that \( \mu \pm \epsilon_j \in \Lambda \).

The sections are pairwise not isomorphic.

**Proof.** This is a standard consequence of the tensor identity; see e.g. [Hum08, Theorem 3.6], noting that \( V \) has precisely the weights \( \pm \epsilon_j \) for \( 1 \leq j \leq n \).

In particular, \( M^p(\delta) \otimes V^{\otimes d} \) has a Verma flag with sections isomorphic to precisely the \( M^p(\lambda) \), where \( \lambda = \delta - \sum_{j=1}^s a_i \epsilon_i \), where \( a_i \in \{ \pm \epsilon_j \mid 1 \leq j \leq n \} \). Given such a weight \( \lambda \) we can write \( \lambda - \delta = \sum_{i=1}^m a_i \epsilon_i \) with \( m_i \leq 0 \) for \( 1 \leq i \leq s \) and \( m_i > 0 \) for \( i > s \) for some (uniquely defined) \( s \). Then we assign to \( \lambda \) the bipartition \( \varphi(\lambda) = (\lambda^{(1)}, \lambda^{(2)}) \), which is both consisting of arrangements of boxes with left-justified rows and number of boxes per row weakly decreasing from top to bottom. Each box in such a pair of Young diagrams has a content \( c(b) \), let \( b \) be in the \( r \)-th row of its diagram and in
the \( c \)-th column (counting from top to bottom and from left to right, starting with 1 in both cases), then \( c(b) = r - c \) if \( b \) is in \( \lambda^{(1)} \) and \( c(b) = c - r \) if \( b \) is in \( \lambda^{(2)} \). Below, the pair of Young diagrams attached to the bipartition \((3,2,1,1),(2,2,1)\) is shown with the contents of each box written in the box

\[
\begin{pmatrix}
\lambda^{(1)} = \begin{array}{ccc}
0 & 1 & -2 \\
1 & 0 & -1 \\
2 & -1 & 0 \\
3 & & \\
\end{array}, \\
\lambda^{(2)} = \begin{array}{ccc}
0 & 1 \\
1 & 0 \\
-2 & \\
\end{array}
\end{pmatrix}
\]  

(3.6)

It will be convenient to draw such a pair of Young diagrams \( \varphi(\lambda) \) as a double Young diagram with a total of \( d \) boxes in the following way.

Consider an infinite strip with \( n \) columns and a horizontal line \( o \). This horizontal line will split the strip into two regions, an upper and a lower part. A double Young diagram consists of two Young diagrams, one placed in the upper half with center of gravity on the lower right point of that region and a second one places in the lower part with center of gravity on the upper left such that no column contains boxes above and below the line \( o \).

The double Young diagram attached to the weight \( \lambda \) is constructed as follows: the Young diagram at the bottom is just the the Young diagram for \( \lambda^{(1)} \) transposed; the Young diagram at the top is obtained from the Young diagram for \( \lambda^{(2)} \) by transposing the diagram and then rotating it by 180 degrees. Denote the result \((\lambda^{(1)})^t, (\lambda^{(2)})^t\) \(  \). The contents for the boxes are transposed respectively rotated accordingly. Below, the double Young diagram attached to the bipartition \((3,2,1,1),(2,2,1)\) is displayed:

\[
\lambda^{(1)} = \begin{array}{ccc}
0 & 1 & -2 \\
1 & 0 & -1 \\
2 & -1 & 0 \\
3 & & \\
\end{array}, \\
\lambda^{(2)} = \begin{array}{ccc}
0 & 1 \\
1 & 0 \\
-2 & \\
\end{array}
\]

(3.7)

In addition we will modify the content of a box in such a double Young diagram as follows. If a box \( b \) is inside the lower part of the diagram, then \( c_\delta(b) = c(b) + \alpha \), while the content of a box \( b \) in the upper part of the diagram is defined to be \( c_\delta(b) = c(b) + \beta \).

To read off the weight \( \lambda \) from the corresponding double Young diagram we consider the boundary boxes responsible for the shape (i.e. the boxes shaded in the example (3.7)). Let \( b_i \) denote the number of boxes in column \( i \), multiplied with \( -1 \) if the boxes are in the lower half. Then

\[
\lambda = \delta + \frac{1}{2} \sum_{i=1}^n b_i \varepsilon_i.
\]

More generally, the weight, \( \text{wt}(Y) \), of a double diagram \( Y \) is defined as

\[
\text{wt}(Y) = \sum_{i=1}^n b_i \varepsilon_i.
\]

An up-down bitableaux of length \( d \) is a sequence \( Y = (Y_1,Y_2,\ldots,Y_d) \) of double Young diagrams such that \( Y_1 \) corresponds to the trivial bipartition \((\emptyset,\emptyset)\) and
two consecutive double diagrams differ just by one box (added or removed). Let \( \text{wt}(Y) = (\text{wt}(Y))_{1 \leq d} \) be the weight sequence attached to \( Y \). The set of all such up-down bitableaux of length \( d \) is denoted by \( T_d \).

The module \( M := M^p(\Delta) \otimes V^d \) decomposes into a direct sum of submodules
\[
M = \bigoplus_{a \in \mathbb{C}^d/S_d} M_{S_d, a},
\]
where \( a \) runs through a fixed set of representatives for the \( S_d \)-orbits on \( \mathbb{C}^d \) and \( M_{S_d, a} = \oplus_{w \in S_d} M_{w(a)} \), with the summands defined as in (2.5). These are then the subspaces of \( M \) where the multiset of occurring generalized eigenvalues of all the individual \( y_i \)'s is fixed.

**Proposition 3.4.** Assume \( n \geq 2d \). There is a canonical bijection between \( T_d \) and the parabolic Verma modules appearing as sections in a Verma filtration of \( M^p(\Delta) \otimes V^d \) counted with multiplicities such that the following holds

1.) The bijection is given by assigning to a up-down bitableau \( Y = (Y_1, Y_2, \ldots, Y_d) \) the parabolic Verma module \( M(\Delta + \text{wt}(Y_d)) \).

2.) For \( 1 \leq j \leq d \), let \( \eta_j = 1 \) if \( Y_j \) was obtained from \( Y_{j-1} \) by adding a box \( B_j \) and \( \eta_j = -1 \) if \( Y_j \) was obtained from \( Y_{j-1} \) by removing a box \( B_j \). Then the parabolic Verma module \( M^p(\Delta + \text{wt}(Y_d)) \) associated to \( Y \) appears as a subquotient of the summand \( \otimes_{i \neq \eta_j} M_{S_d, \beta} \) containing the generalized eigenspace of the operator \( \eta_j e_3(B_k) \).

**Proof.** In case \( \delta \geq 0 \) this follows directly from [ES13b] and the bijection between up-down bitableaux and Verma path describing the Verma modules appearing in a Verma filtration and their eigenvalues. For \( \delta < 0 \) the arguments are totally analogous.

**Definition 3.5.** We call an eigenvalue of \( y_k \) small if it corresponds to the content of a box in the lower half and we call it large if it corresponds to the content of a box in the upper half.

The idempotent we define now projects onto the generalized common eigenspaces of the elements \( y_k \) that are small.

**Definition 3.6.** For \( 1 \leq k \leq d \) we denote by \( \eta_k \in \mathbb{W}_d^\text{cycl} \) the idempotent projecting onto the generalized eigenspace of \( y_k \) with eigenvalue different from \( \beta \). Furthermore let \( f_k = \eta_1 \cdots \eta_k \) and \( f = f_d \).

It is clear from the definition resp. the calculus of up-down sequences that if \( y_k \) has a large eigenvalue on some composition factor, then there exists a \( j \leq k \) such that \( y_j \) has eigenvalue \( \beta \) on that composition factor. Hence the element \( f \) projects onto the common generalized eigenspaces of small eigenvalues for the commutative subalgebra generated by the \( y_j \)'s.

The idempotent \( f \) not central, but we have at least the following formulas:

**Proposition 3.7.** In \( \mathbb{W}_d^\text{cycl} \) the following equalities hold:

1.) For \( 1 \leq k \leq d - 1 \)
   \[ i) \quad e_k f s_k f = e_k s_k f, \quad ii) \quad b_{k+1} f s_k f = b_{k+1} s_k f, \quad iii) \quad e_k f e_k f = e_k e_k f, \quad iv) \quad b_{k+1} f e_k f = b_{k+1} e_k f. \]

2.) For \( 1 \leq k < d - 1 \)
   \[ i) \quad e_k f s_{k+1} f = e_k s_{k+1} f, \quad iv) \quad f_k f s_{k+1} f = f_k s_{k+1} f, \quad ii) \quad e_k f e_{k+1} f = e_k e_{k+1} f, \quad v) \quad f_k f e_{k+1} f = f_k e_{k+1} f, \quad iii) \quad f_k f s_{k+1} f = f_k s_{k+1} e_k f. \]
as well as all of these equalities with \( k \) and \( k + 1 \) swapped.

**Proof.** We start with part 1. For case \( i \) we claim that
\[
c_kf_{sk}f = c_k s_k f - c_k (1 - f) s_k f = c_k s_k f.
\]

We only have to justify the last equality. But this holds due to Lemma 2.8; the \( k \) as well as all of these equalities with eigenvalue \( \beta \). By Corollary 2.10 and the fact that due to the diagram calculus and the assumptions on \( n, y_1 \) always acts by a scalar these are honest eigenvectors and thus \( c_k \) acts by zero. For case \( ii \) we calculate
\[
b_{k+1}f_{sk}f = b_{k+1}f_{sk} \frac{c_{k+1}}{c_{k+1}} f
\]

\[
\overset{(a)}{=} b_{k+1}f(c_k s_k + c_k - 1) \frac{1}{c_{k+1}} f
\]

\[
\overset{(b)}{=} b_{k+1} c_k s_k \frac{1}{c_{k+1}} f + b_{k+1} c_k \frac{1}{c_{k+1}} f - \frac{b_{k+1}}{c_{k+1}} f
\]

\[
\overset{(c)}{=} b_{k+1} (s_k c_{k+1} - c_k + 1) \frac{1}{c_{k+1}} f + b_{k+1} e_k \frac{1}{c_{k+1}} f - \frac{b_{k+1}}{c_{k+1}} f = b_{k+1} s_k f
\]

Here equalities \( (a) \) and \( (c) \) hold by Lemma 3.8 while equality \( (b) \) is due to the other cases of this lemma. For case \( iii \) we have
\[
c_k e_k f = c_k f_{sk-1} f = c_k f_{sk-1} e_k f + c_k (1 - f_k) f_{sk-1} e_k f = c_k f_{sk} f.
\]

The final equality holds because the image of \((1 - f_k) f_{sk-1}\) consists of eigenvectors for \( y_k \) with eigenvalue \( \beta \), hence are annihilated by \( c_k \). That the image consists of eigenvectors follows as in case \( i \). Furthermore, due to Lemma 2.7, \( f_k e_k = f_{k+1} e_k \) and the statement follows. Case \( iv \) is the same since \( b_{k+1} c_k = c_k e_k \) by Relation (VW8b).

For part 2. we note that all of these are more or less proven in the same way using Lemma 2.7 and Corollary 2.10. We will argue for \( e_k f_{sk+1} f = e_k s_{k+1} f \) and leave the others to the reader. It holds
\[
e_k s_{k+1} f = e_k f_{sk+1} f + e_k (1 - f) s_{k+1} f.
\]

If we now look at a generalized eigenspace \( M_1 \) in the image of \((1 - f) s_{k+1} f \), we see that, due to the diagram combinatorics, this can only be non-zero if \( \beta_k + \beta = \beta \) and all other eigenvalues are small. Applying \( e_k \) to this eigenspace is zero, due to Lemma 2.7 since \( \beta_k \) is small and thus cannot be \( -\beta \). Hence only the first summand survives which proves the claim. Similar arguments have to be applied to the other cases. \( \Box \)

Relation (VW7) from Definition 2.8 on the nose or multiplied with the idempotent \( k \) from both sides yields the following equalities:

**Lemma 3.8.** In \( W_d^{cycl} \) the following equalities hold for \( 1 \leq k \leq d - 1 \):

1.) We have \( b_{k+1} s_k = s_k b_k - e_k + 1, \) and \( f_{sk} \frac{1}{b_k} f = \frac{1}{b_{k+1}} f_{sk} f - \frac{1}{b_k} e_k \frac{1}{c_k} f + \frac{1}{b_k} s_k \frac{1}{c_k} f, \)

2.) We have \( b_k s_{k+1} = b_{k+1} s_k - e_k + 1, \) and \( f_{sk} \frac{1}{b_k} f = f_{sk} \frac{1}{b_{k+1}} f - \frac{1}{b_k} e_k \frac{1}{c_k} f + \frac{1}{b_k} b_{k+1} \frac{1}{c_k} f, \)

3.) We have \( c_{k+1} s_k = s_k c_k + e_k - 1, \) and \( f_{sk} \frac{1}{c_k} f = \frac{1}{c_{k+1}} f_{sk} f + \frac{1}{c_k} e_k \frac{1}{c_k} f - \frac{1}{c_k} c_{k+1} \frac{1}{c_k} f, \)

4.) We have \( s_k c_{k+1} = c_k s_k + e_k - 1, \) and \( f_{sk} \frac{1}{c_k} f = f_{sk} \frac{1}{c_{k+1}} f + \frac{1}{c_k} e_k \frac{1}{c_k} f - \frac{1}{c_k} c_{k+1} \frac{1}{c_k} f. \)

Note moreover that by Lemma 2.7, Corollaries 2.9 and 2.10, the definition of \( f \), and our diagrammatic calculus we have that the expressions
\[
\frac{1}{b_k} s_k f \text{ and } \frac{1}{b_k} e_k f,
\]

are well-defined. This will be used in many of the proofs to come.
4. The isomorphism theorem

In the isomorphism of the main theorem will appear some square roots. We start by recalling their definition and the required setup from [SS14]. The crucial result is the following fact from [SS14, Section 4]:

**Lemma 4.1.** Let \( f(x) \in \mathbb{C}[x] \). Assume \( B \) is a finite-dimensional algebra, and let \( x_0 \in B \). Suppose that \( (x - a) \nmid f(x) \) for all \( a \in \mathbb{C} \) which are generalized eigenvalues for the action of \( x_0 \) on the regular representation. Then \( f(x_0) \in B \) has a (unique) inverse and a (non-unique) square root.

Let as above \( x_0 \in B \) be an element of a finite-dimensional algebra, and let \( a \in \mathbb{C} \). If \( a \) is not a generalized eigenvalue of \( x_0 \) then by Proposition 4.1 we can write expressions like

\[
(4.1) \quad \frac{1}{x_0 - a}, \quad \sqrt{x_0 - a}, \quad \sqrt[1]{\frac{1}{x_0 - a}}
\]

The square root is not unique, but we make one choice once and for all, so that for example \( \sqrt{x_0 - a} \sqrt[1]{\frac{1}{x_0 - a}} = 1 \). For more details we refer to [SS14].

Let \( 1 \leq k \leq d \). We fix the following elements of \( \mathbb{W}_d^{\text{cycl}} \)

\[
(4.2) \quad b_k = \beta + y_k \quad \text{and} \quad c_k = \beta - y_k
\]

and set (for a choice of square root)

\[
(4.3) \quad Q_k = \sqrt{b_k+1}^{-1} f.
\]

Note that \( \frac{b_k+1}{b_k} f \) is well-defined (in contrast to \( \frac{b_k+1}{b_k} \)) by definition of \( b_k \) and \( f \). By the above arguments, also the square root makes sense.

**Definition 4.2.** For \( 1 \leq k \leq d - 1 \) define

\[
(4.4) \quad \tilde{s}_k = -Q_k s_k Q_k + \frac{1}{b_k} f \quad \text{and} \quad \tilde{c}_k = Q_k c_k Q_k.
\]

We finally can state our main result:

**Theorem 4.3 (Isomorphism theorem).** The map

\[
\Phi_\delta : \quad \text{Br}_d(\delta) \longrightarrow \mathbb{W}_d^{\text{cycl}} f.
\]

given on the standard generators by

\[
(4.5) \quad t_k \quad \longrightarrow \quad -Q_k s_k Q_k + \frac{1}{b_k} f, \quad \text{and} \quad g_k \quad \longrightarrow \quad Q_k c_k Q_k.
\]

for \( 1 \leq k \leq d - 1 \) defines an isomorphism of algebras.

**Proof.** That the map is well-defined follows from a series of statements in Section 6. Namely altogether the Lemmas 6.4 and 6.5, Proposition 6.6, Lemmas 6.3, 6.7, 6.8, 6.9, 6.10 and 6.11 prove that the elements \( \tilde{s}_k \) and \( \tilde{c}_k \) for \( 1 \leq k \leq d \) satisfy all the defining relations of the Brauer algebra \( \text{Br}_d(\delta) \). It suffices to prove surjectivity of \( \Phi_\delta \), since the algebras have the same dimension, namely \((2d - 1)!!\), by [ES13b, Proposition 4.4].

To prove surjectivity we use the description of a basis of \( \mathbb{W}_d^{\text{cycl}} \) from [AMR06, Theorem 5.5], see [ES13b, Corollary 2.25] for our special case which says in particular that any element in \( \mathbb{W}_d^{\text{cycl}} \) is a linear combination of elements of the form \( p_1 p_2 \), where \( p_1, p_2 \in \mathbb{C}[y_1, \ldots, y_d] \) with degree \( 1 \) in each variable and \( w = x_1 \cdots x_r \), where \( x_j \in \{ s_i, e_i \mid 1 \leq i \leq d - 1 \} \) for \( 1 \leq j \leq r \). We will call such a presentation \( x_1 \cdots x_r \) for \( w \) a reduced word if \( r \) is chosen minimally to present \( w \) in such a form.
Since by Lemma 4.6 all the elements $y_k f$ are in the image $I$ of $\Phi_\delta$ it suffices to show that $f x_1 \cdots x_r f \in I$ for any reduced word $x_1 \cdots x_r$.

We show this by two inductions on the sum of the length of the word and the number of $s_i$'s occurring in the expression. For $r = 0, 1$ the claim is clear, since $y_k f \in I$ for all $k$ and so are all polynomial expressions in the $y_i$'s; e.g. $Q_k^{-1} f$ and $b_k f$, and thus also the elements of the form $f s_k f$ and $f e_k f$ for all $k$. Hence the claim is true for $r \leq 1$.

For $r > 1$, we first assume that the expression $f x_1 \cdots x_r f$ contains no $s_i$'s. In this case assume that $x_r = e_l$ for some $l$, then by induction we know that

$$f x_1 \cdots x_{r-1} f e_l f x_r f$$

is in the image of $\Phi_\delta$, since all three factors are in the image by induction. By Proposition 3.7 we have

$$f x_1 \cdots x_{r-1} f c_l f x_r f = f x_1 \cdots x_{r-1} c_l x_r f$$

$$= \beta f x_1 \cdots x_{r-1} x_r f + f x_1 \cdots x_{r-1} y_{r+1} x_r f$$

(4.6)

The last equality is possible because the word was assumed to be reduced, thus the element $y_{r+1}$ can be moved to the outside by using repeatedly Relation (VW.8.b) and (VW.8.a) - only creating a possible sign change. Since $\frac{1}{\beta y_{r+1}} f \in I$, it follows that $f x_1 \cdots x_r f \in I$. Assume now that the reduced word $f x_1 \cdots x_r f$ for some $w$ contains a positive number, say $m$, of $s_i$'s. Let $l$ be such that $x_r \in \{e_l, s_l\}$. Then again by induction we know that

$$f x_1 \cdots x_{r-1} f e_l f x_r f \in I.$$  

Using again Proposition 3.7 we obtain a similar expression as before, namely

$$f x_1 \cdots x_{r-1} f e_l f x_r f = f x_1 \cdots x_{r-1} c_l x_r f$$

$$= \beta f x_1 \cdots x_{r-1} x_r f + f x_1 \cdots x_{r-1} y_{r+1} x_r f$$

$$= \beta f x_1 \cdots x_{r-1} x_r f + \left\{ y_{j} f x_1 \cdots x_{r-1} x_r f \right\} \text{ for some } j$$

$$+ \text{ smaller summands.}$$

The smaller summands do not contain any $y_j$'s in this case, see Relation (VW.7), and are moreover either of length smaller than $r$, or of length $r$, but then with strictly less than $m$ letters $s_i$'s. Since by induction all these smaller terms are contained in $I$, the claim follows also in this case. Thus $\Phi_\delta$ is surjective and the theorem follows.  

**Remark 4.4.** The main feature of our isomorphism is the change of the parameter $N$ for $\mathfrak{W}_d$ to the corresponding parameter $\delta$ of $\text{Br}_d(\delta)$; the most important relation we have to prove is

$$(Q_k e_k Q_k)^2 = \delta Q_k e_k Q_k.$$  

Essentially, this amounts to check that

$$(4.7)\quad Q_k e_k \frac{b_{k+1}}{b_k} e_k Q_k = (2\beta + 1) Q_k e_k Q_k - N Q_k e_k Q_k = \delta Q_k e_k Q_k.$$  

see Lemma 3.3 By Naz296 we can take a formal variable $u$ and write

$$(4.8)\quad e_k \frac{1}{u - y_k} e_k f = \frac{W_k(u)}{u} e_k f,$$  

where $W_k(u)$ is a formal power series in $u^{-1}$ as in Naz296. We may now be tempted to replace $u = -\beta$ and be able to compute $W_k(-\beta) = \beta_1$, and hence obtain (4.7).
from \((1.3)\). Now, while this can be formalized in the semisimple case (by using the eigenvalues of \(y_k\), as done several times in [Naz96]), it gets much more tricky in the non-semisimple case. Hence we need to take another way using the formalism from Section 4.

**Corollary 4.5.** The algebra \(\mathfrak{W}^\text{cycl}_d\) is generated by the elements \(f_s, f_e, f_\gamma\), and \(y_\lambda f\) for \(1 \leq i < d\) and \(1 \leq k \leq d\).

**Proof.** This follows immediately from the proof of Theorem 4.3 \(\square\)

Before the proof we describe the preimages of the polynomial generators \(y_k\).

4.1. **The map \(\Phi_\delta\) and Jucys-Murphy elements.** The Jucys-Murphy elements \(\xi_k\), for \(1 \leq k \leq d\) in the Brauer algebra \(\text{Br}_\delta(\delta)\) are defined as follows:

\[\xi_1 = 0 \quad \text{and} \quad \xi_{k+1} = t_k \xi_k t_k + t_k - g_k \quad \text{for all} \ 1 < k < d.\]

**Proposition 4.6.** The map \(\Phi_\delta\) from Theorem 4.3 maps \(\xi_k - \alpha\) to \(-y_k f\).

**Proof.** We prove this by induction on \(k\), for \(k = 1\) we have

\[\Phi_\delta(\xi_1 - \alpha) = -\alpha f = -y_1 f.\]

For \(k + 1 > 1\) we calculate

\[\Phi_\delta(\xi_{k+1} - \alpha) = \Phi_\delta(t_k \xi_k t_k + t_k - g_k - \alpha) = \Phi_\delta(t_k (\xi_k - \alpha) t_k + t_k - g_k) = -\tilde{s}_k y_k \tilde{s}_k + \tilde{s}_k - \tilde{e}_k = Q_k y_k Q_k \tilde{s}_k + \tilde{s}_k - \tilde{e}_k - \frac{1}{b_k} f y_k \tilde{s}_k = Q_k (y_{k+1} + e_k - 1) Q_k \tilde{s}_k + \tilde{s}_k - \tilde{e}_k - \frac{1}{b_k} f y_k \tilde{s}_k = -y_{k+1} \tilde{s}_k - \frac{y_{k+1}}{b_k} f \tilde{s}_k - \frac{y_{k+1}}{b_k} f \tilde{s}_k - \frac{1}{b_k} f y_k \tilde{s}_k = -y_{k+1} f.\]

The proposition is proved. \(\square\)

5. **Consequences: Koszulity and graded decomposition numbers**

We deduce now some non-trivial consequences of the main theorem. For the whole section \(d\) is a positive integer and \(\delta \in \mathbb{Z}\). First, one of the main results of [ES13b] allows us to equip the Brauer algebra with a grading. To state the result we need some additional notation for graded modules. Let \(A\) be a \(\mathbb{Z}\)-graded algebra. For \(M \in A - \text{gmod}\) we denote its **graded endomorphism ring** by

\[\text{end}_A(M) = \bigoplus_{r \in \mathbb{Z}} \text{Hom}_{A - \text{gmod}}(M, M (r)),\]

which becomes a graded ring by putting \(\text{end}_A(M)_r = \text{Hom}_{A - \text{gmod}}(M, M (r))\). The composition of \(f \in \text{Hom}_{A - \text{gmod}}(M, M (r))\) and \(g \in \text{Hom}_{A - \text{gmod}}(M, M (s))\) is given by \(g(r) \circ f\) in the category of graded modules. Note that for a graded lift \(\overline{M} \in A - \text{mod}\) of \(M \in A - \text{gmod}\) it holds

\[\text{End}_{A - \text{mod}}(M) \cong \text{end}_A(\overline{M})\]

as (ungraded) algebras.

**Proposition 5.1.** The Brauer algebra \(\text{Br}_\delta(\delta)\) can be equipped with a \(\mathbb{Z}\)-grading turning it into a \(\mathbb{Z}\)-graded algebra \(\text{Br}_\delta^{\mathbb{Z}}(\delta)\).
modules the graded lifts will be unique up to isomorphism in our case. Up to isomorphism and grading shifts. With the assumption on the degree of the result then follows from the general theory of graded category \( \mathcal{O} \) (see [Str03] using [ES13a] Theorem 4.9). Denote by \( \Delta(\Lambda) \) for \( \lambda \in \Lambda_d \) the standard module for \( \text{Br}_d(\delta) \) and by \( L(\lambda) \) for \( \lambda \in \Lambda^0_d \) the corresponding simple quotient, see [CDVM09]. As in the introduction denote by \( F \) the grading forgetting functor from \( \text{Br}_d^g(\delta) \) – gmod to \( \text{Br}_d(\delta) \) – mod. Theorem 5.5. Assume that \( \delta \neq 0 \) or \( \delta = 0 \) and \( d \) odd, i.e. the case where \( \text{Br}_d^g(\delta) \) is graded quasi-hereditary. For any \( \lambda \in \Lambda_d \) there exists a unique modules \( \widetilde{\Delta}(\Lambda) \in \text{Br}_d^g(\delta) \) – gmod such that \( F \widetilde{\Delta}(\Lambda) \cong \Delta(\Lambda) \) and for \( \lambda \in \Lambda^0_d \) there exists a unique \( \widetilde{L}(\lambda) \in \text{Br}_d^g(\delta) \) – gmod such that \( F \widetilde{L}(\lambda) \cong L(\lambda) \), and both modules are concentrated in non-negative degrees with non-vanishing degree zero.

Proof. From [Str03] Lemma 1.5 it follows that graded lifts, if they exist, are unique up to isomorphism and grading shifts. With the assumption on the degree of the modules the graded lifts will be unique up to isomorphism in our case.
For $\mathcal{W}_d^{\text{cyl}}$ the existence of graded lifts follows from [ES13] Theorem 4.9 and general theory of category $O$, see [Str03].

The existence of the graded lifts for $\mathfrak{g}^\text{cyl}$ then follows from [ES13a] Theorem 4.13 via a quotient functor construction. \hfill $\Box$

We now want to match the multiplicities of simple modules occurring in a standard module with the coefficients of certain Kazhdan-Lusztig polynomials. Denote by $W$ the Weyl group of $\mathfrak{g}$ and by $W_p$ the parabolic subgroup generated by all simple roots except $\alpha_0$, i.e., the one corresponding to the parabolic $p$ from the introduction and Section 3. By $W^p$ we denote the shortest coset representatives in $W_p \setminus W$. For $x, y \in W^p$ let $n_{x,y}(q) \in \mathbb{Z}[q]$ be the parabolic Kazhdan-Lusztig polynomial of type $(D_n, A_{n-1})$, see [Boe88] and for this special case [LS12].

Given now $\nu \in X^*_W$ there is a unique $\nu_{\text{dom}} \in X^*_p$ and $x_\nu \in W^p$ such that $\nu_{\text{dom}} + \rho$ is dominant and

$$x_\nu (\nu_{\text{dom}} + \rho) = \nu + \rho.$$  

We now give a dictionary how to translate between the labelling set of standard modules and Weyl group elements. To a partition $\lambda$ we associate a double Young diagram $Y(\lambda)$ via the bipartition $(\lambda, \emptyset)$ and a weight $\text{wt}(\lambda) = \Delta + \text{wt}(Y(\lambda))$. For $\lambda, \mu \in \Lambda_d$ we put

$$n_{\lambda, \mu}(q) = \begin{cases} n_{\text{wt}(\lambda), \text{wt}(\mu)}(q) & \text{if } \lambda \in W \cdot (\text{wt}(\mu) + \rho), \\ 0 & \text{otherwise}. \end{cases}$$

**Theorem 5.6.** For $\lambda \in \Lambda_d$, the module $\overline{\Delta}(\lambda)$ has a Jordan-Hölder series in $\text{Br}_d^\text{gr}(\delta)$-gmod with multiplicities given by

$$[\overline{\Delta}(\lambda) : \overline{L}(\mu) < i >] = n_{\lambda, \mu, i},$$

where $n_{\lambda, \mu}(q) = \sum_{i \geq 0} n_{\lambda, \mu, i} q^i$ and $\mu \in \Lambda^\delta_d$.

**Proof.** Denote by $\overline{\Delta}(\lambda)$ the standard module in $\mathcal{W}_d^{\text{cyl}}$-gmod that is sent to $\overline{\Delta}(\lambda)$ via the quotient functor $Q$ to $\mathfrak{g}_d^{\text{cyl}}$-gmod and analogously $\overline{L}(\mu)$ the simple module in $\mathfrak{g}_d^{\text{cyl}}$-gmod. Then the following equality holds

$$n_{\lambda, \mu, i} = [\overline{\Delta}(\lambda) : \overline{L}(\mu) < i >] = [Q \overline{\Delta}(\lambda) : Q \overline{L}(\mu) < i >] = [\overline{\Delta}(\lambda) : \overline{L}(\mu) < i >].$$

where (a) is due to [ES13] Theorem 4.9], (b) is due to [Don98] p.136 (4)(vii)], and (c) is due to [Don98] p.136 (4)(iv)] for the simple module and [KX98] Prop. 4.3 for the standard module. \hfill $\Box$

## 6. Well-definedness of $\Phi_\delta$

In this section we establish the remaining part of Theorem 4.3, namely the map $\Phi_\delta$ being well-defined. In other words, we have to verify that the $\tilde{s}_i$ and $\tilde{e}_i$ satisfy the Brauer relations. We will commence with a few lemmas that will help in the calculations, allowing us to simplify various expressions.

**Lemma 6.1.** It holds $e_k \eta_{k+1} = e_k \eta_k$ for all $k$, hence $e_k f_{k+1} = e_k f_k$.

**Proof.** Let $\mathfrak{g}_d^{\text{cyl}}$ act on itself by the regular representation. By Lemma 2.7 it follows that if either side of the equation acts non-trivially then the eigenvalues of $y_k$ and $y_{k+1}$ are opposite. Hence if one is small so is the other. \hfill $\Box$

We often need to simplify expressions involving fractions, such as in the definitions of $\tilde{s}_k$ and $\tilde{e}_k$. The following proposition collects a few useful formulas for this.
Proposition 6.2. In \( \mathcal{W}_d^{\text{cycl}} \) the following equalities hold for \( 1 \leq k \leq d - 1 \):

\[
\begin{align*}
\text{i)} & \quad e_k \frac{1}{b_k} s_k \mathbf{f} = \frac{1}{b_k} e_k \frac{1}{b_k} \mathbf{f}, \\
\text{ii)} & \quad f_{s_k} \frac{1}{b_k} e_k \mathbf{f} = \frac{1}{b_k} \frac{1}{b_k} \mathbf{f}_k \mathbf{f}, \quad \text{and iii)} & \quad e_k \frac{1}{b_k} e_k \mathbf{f} = (1 + \frac{1}{2\beta}) e_k \mathbf{f}.
\end{align*}
\]

Proof. Note first that \( \frac{1}{b_k} s_k \mathbf{f} \) and \( \frac{1}{b_k} e_k \mathbf{f} \) are well-defined. To see this look at the action of these elements on the module \( M = M^F(\Delta) \otimes V^\otimes \mathfrak{s} \). For both, \( s_k \mathbf{f} \) and \( e_k \mathbf{f} \) it holds that their image is contained in those subspaces \( M_i \) such that \( i_k \neq \beta \), due to Lemma 2.7 and Lemma 2.8 in conjunction with the diagram calculus. Hence \( \frac{1}{b_k} \) is defined as an endomorphism of these images.

Let us first assume iii) is proven already. To verify i) we calculate

\[
\begin{align*}
e_k \frac{1}{b_k} s_k \mathbf{f} &= \frac{e_k s_k}{b_{k+1}} \mathbf{f} - e_k \frac{1}{b_k} e_k \frac{1}{b_{k+1}} \mathbf{f} + e_k \frac{1}{b_k} \mathbf{f} \\
&= e_k \frac{1}{b_{k+1}} \mathbf{f} - (1 + \frac{1}{2\beta}) e_k \frac{1}{b_{k+1}} \mathbf{f} + e_k \frac{1}{b_{k+1}} \mathbf{f} \\
&= e_k \left( \frac{2\beta - b_k}{2\beta b_k b_{k+2}} \right) = e_k \left( \frac{e_k}{2\beta b_k b_{k+1}} \right) = e_k \left( \frac{b_{k+1}}{2\beta b_k b_{k+1}} \right) \\
&= \frac{1}{\beta} e_k \mathbf{f}
\end{align*}
\]

where equality (a) holds by Lemma 3.8 and equality (b) is valid thanks to part iii) of this proposition.

Formula ii) is shown analogously, but note that since \( \frac{1}{b_k+1} \mathbf{f} \) is in general not defined we have to multiply the whole equation by \( \mathbf{f} \) from the left to make it well-defined.

Finally let us consider the formula iii) which we will prove by induction on \( k \). If \( k = 1 \) then note that by Definition 3.1 the element \( y_1 \) has exactly two eigenvalues, namely \( \alpha \) and \( \beta \) as in 3.4, with the projections \( \frac{y_1 - \beta}{\alpha - \beta} \) respectively \( \frac{y_1 - \alpha}{\beta - \alpha} \) onto the eigenspaces. Then we obtain

\[
\begin{align*}
e_1 \frac{1}{b_1} e_1 \mathbf{f} &= e_1 \left( \frac{1}{\alpha + \beta} \frac{y_1 - \beta}{\alpha + \beta} + \frac{1}{2\beta} \frac{y_1 - \alpha}{\alpha + \beta} \right) e_1 \mathbf{f} \\
&= \frac{1}{\alpha - \beta} e_1 \left( \frac{y_1 - \beta}{\alpha + \beta} + \frac{\alpha - y_1}{2\beta} \right) e_1 \mathbf{f} \\
&= \frac{1}{\alpha + \beta} \left( -y_1 + \alpha + 2\beta \right) e_1 \mathbf{f} \\
&= \frac{1}{2N \beta} \left( N(1 - N) + N^2 + 2\beta \right) e_1 \mathbf{f} = \left( 1 + \frac{1}{2\beta} \right) e_1 \mathbf{f}.
\end{align*}
\]

Now assume the formula holds for \( k \) and, by applying Lemma 3.8 repeatedly, we obtain

\[
(6.1) = e_{k+1} s_k \mathbf{f} + e_{k+1} s_k \left( \frac{1}{b_k} e_k \frac{1}{b_{k+1}} \mathbf{f} \right) - e_{k+1} s_k \left( \frac{1}{b_k} \frac{1}{b_{k+1}} \right) \mathbf{f} = e_{k+1} s_k \mathbf{f} + e_{k+1} s_k \frac{1}{b_k} e_k \mathbf{f} - e_{k+1} s_k \frac{1}{b_k} \mathbf{f}
\]

by Lemma 3.8. Now the first summand in (6.1) equals, by (VWBC),

\[
\begin{align*}
e_{k+1} e_k s_k \mathbf{f} &= e_{k+1} e_k \frac{1}{b_k} e_k e_k \mathbf{f} = \left( 1 + \frac{1}{2\beta} \right) e_k e_k \mathbf{f} \\
&= \left( 1 + \frac{1}{2\beta} \right) e_k \mathbf{f}
\end{align*}
\]
by induction, whereas the second summand equals
\[
e_{k+1} s_k \frac{1}{b_k} \frac{1}{b_{k+1}} e_{k+1} f
\]
\[
= e_{k+1} \left( s_k \frac{1}{b_k} \right) e_k e_{k+1} \frac{1}{c_k} f
\]
\[
= e_{k+1} \left( \frac{1}{b_{k+1}} s_k \right) e_k e_{k+1} \frac{1}{c_k} f - e_{k+1} \left( \frac{1}{b_{k+1}} e_k \right) e_k e_{k+1} \frac{1}{c_k} f + e_{k+1} \left( \frac{1}{b_{k+1} b_k} \right) e_k e_{k+1} \frac{1}{c_k} f
\]
\[
= \frac{1}{c_k} e_k e_{k+1} \frac{1}{c_k} f - \left( 1 + \frac{1}{2\beta} \right) e_k e_{k+1} \frac{1}{c_k} f + \frac{1}{b_k b_{k+1} e_k} \frac{1}{c_k} e_k e_{k+1} \frac{1}{c_k} f
\]
\[
= -\frac{1}{2\beta} e_{k+1} f + \frac{1}{b_k c_k^2} e_{k+1} f
\]
by (VW$_{Sa}$) and (VW$_{Sa}$), Lemma 6.3 and induction hypothesis. Finally the third summand in (6.1) equals
\[
- e_{k+1} \left( s_k \frac{1}{b_{k+1}} \right) e_k e_{k+1} \frac{1}{b_k} f
\]
\[
= - e_{k+1} \left( \frac{1}{b_{k+1}} s_k \right) e_k e_{k+1} \frac{1}{b_k} f - e_{k+1} \left( \frac{1}{b_{k+1} b_k} \right) e_k e_{k+1} \frac{1}{b_k} f + e_{k+1} \left( \frac{1}{b_{k+1} b_k} \right) e_k e_{k+1} \frac{1}{b_k} f
\]
\[
= \frac{1}{b_k^2} e_k e_{k+1} f - \frac{1}{b_k^2 c_k} e_{k+1} f + \frac{1}{b_k^2 e_k} \frac{1}{c_k} e_{k+1} f.
\]
Hence altogether we obtain
\[
\left( 1 - \frac{1}{b_k^2} \right) e_{k+1} f = e_{k+1} f = \left( 1 + \frac{1}{2\beta} \right) e_k e_{k+1} f + \left( \frac{1}{2\beta} \right) e_k e_{k+1} f + \frac{1}{b_k^2} e_k e_{k+1} f
\]
\[
= \left( 1 - \frac{1}{2\beta} \right) e_k e_{k+1} f + \frac{1}{2\beta} \frac{1}{b_k^2} e_k e_{k+1} f + \frac{1}{b_k^2 c_k} e_k e_{k+1} f + \frac{1}{b_k^2 e_k} \frac{1}{c_k} e_k e_{k+1} f.
\]
Now one easily checks that the last coefficient in front of the final $e_{k+1} f$ is zero and since $\left( 1 - \frac{1}{b_k^2} \right)$ is invertible on the image of $e_{k+1} f$ we obtain
\[
e_{k+1} f = \left( 1 + \frac{1}{2\beta} \right) e_k e_{k+1} f
\]
which finishes the proof. \qed

6.1. The key relation $f_{d}^{\text{cycl}} = f_{d}$. The following is the most crucial point of the proof (see also Remark 4.4):

**Lemma 6.3.** We have $\hat{e}_k^2 = \delta \hat{e}_k$ for $1 \leq k \leq d - 1$.

**Proof.** We compute
\[
\hat{e}_k^2 = Q_k e_k \frac{1}{b_k} f e_k Q_k (a) = Q_k e_k \frac{1}{b_k} f e_k Q_k (b) = Q_k e_k \frac{1}{b_k} c_k Q_k
\]
\[
\hat{e}_k^2 \overset{(c)}{=} 2\beta Q_k e_k \frac{1}{b_k} c_k Q_k - Q_k e_k^2 c_k Q_k \overset{(d)}{=} (2\beta + 1) Q_k e_k Q_k - N Q_k e_k Q_k = \delta \hat{e}_k.
\]
Where equality (a) follows from Relation (VW$_{Sa}$), equality (b) holds by Proposition 5.7, equality (c) just expands $e_k$ as $2\beta - b_k$ and equality (d) is valid thanks to Proposition 6.2. \qed
6.2. Symmetric group relations in $\mathfrak{e}_d^{\text{cyc}}$. In this part we show that the $\tilde{s}_j$'s satisfy the defining relation of the symmetric group.

**Lemma 6.4.** We have $\tilde{s}_k^2 = f$ for $1 \leq k \leq d - 1$.

**Proof.** We compute

$$\tilde{s}_k^2 = Q_k \left( s_k \frac{b_{k+1}}{b_k} f s_k - s_k \frac{1}{b_k} - \frac{1}{b_k} f s_k \right) Q_k + \frac{1}{b_k^2} f$$

(a) $= Q_k \left( s_k \frac{b_{k+1}}{b_k} s_k - s_k \frac{1}{b_k} - \frac{1}{b_k} s_k \right) Q_k + \frac{1}{b_k^2} f$

(b) $= Q_k \left( s_k \frac{b_{k+1}}{b_k} s_k - s_k \frac{1}{b_k} - \frac{1}{b_k} s_k \right) Q_k + \frac{1}{b_k^2} f$

(c) $= Q_k \left( \frac{b_k}{b_{k+1}} + (s_k - e_k) b_k + s_k - e_k b_k + \frac{1}{b_k} s_k \right) Q_k + \frac{1}{b_k^2} f$

(d) $= Q_k \left( \frac{b_k}{b_{k+1}} + (s_k - e_k) b_k + s_k - e_k b_k + \frac{1}{b_k} s_k \right) Q_k + \frac{1}{b_k^2} f$

(e) $= Q_k \left( \frac{b_k}{b_{k+1}} - \frac{1}{b_k b_{k+1}} \right) f Q_k + \frac{1}{b_k^2} f = f$

where (a) follows from Proposition 5.7 and the fact that $f$ commutes with $\frac{1}{b_k}$ on the image of $s_k$. (b) is due to Lemma 4.3. (c) and (d) are applications of Relation (VW.7). (e) uses Proposition 6.2 and finally (f) uses again Lemma 4.3.

Since $f s_k f$ commutes with $Q_j$ and $\frac{1}{b_j} f$ when $|i - j| > 1$ the following lemma holds.

**Lemma 6.5.** We have $\tilde{s}_i \tilde{s}_j = \tilde{s}_j \tilde{s}_i$ for $1 \leq i, j \leq d - 1$ with $|i - j| > 1$.

We verify now the braid relations, which is a surprisingly non-trivial task.

**Proposition 6.6.** The braid relation $\tilde{s}_i \tilde{s}_{i+1} \tilde{s}_i = \tilde{s}_{i+1} \tilde{s}_i \tilde{s}_{i+1}$ holds for $1 \leq i < d - 1$.

**Proof.** We expand both sides of the equality below and compute

$$\tilde{s}_k s_{k+1} \tilde{s}_k =$$

(6.3) $- Q_k s_k Q_k s_{k+1} Q_{k+1} Q_k s_k Q_k$

(6.4) $+ \frac{1}{b_k} f Q_k s_k Q_k s_{k+1} Q_k s_k Q_k$

(6.5) $+ Q_k s_k Q_k \frac{1}{b_k} f Q_k s_k Q_k$

(6.6) $+ Q_k s_k Q_k s_{k+1} Q_{k+1} \frac{1}{b_k} f$

and

(6.7) $- \frac{1}{b_k b_{k+1}} f Q_k s_k Q_k$

(6.8) $- \frac{1}{b_k} f Q_k s_k Q_k s_{k+1} Q_{k+1} \frac{1}{b_k} f$

(6.9) $- Q_k s_k Q_k \frac{1}{b_k b_{k+1}} f$

(6.10) $+ \frac{1}{b_k^2} f$.
\( \bar{s}_{k+1} \bar{s}_k \bar{s}_{k+1} = \)

\[
(6.11) \quad - Q_{k+1} s_{k+1} Q_{k+1} s_k Q_k Q_{k+1} s_{k+1} Q_{k+1}
\]

\[
(6.12) \quad + \frac{1}{b_{k+1}} f Q_k s_k Q_k s_{k+1} Q_{k+1}
\]

\[
(6.13) \quad + Q_{k+1} s_{k+1} Q_{k+1} \frac{1}{b_g} f Q_{k+1} s_{k+1} Q_{k+1}
\]

\[
(6.14) \quad + Q_{k+1} s_{k+1} Q_{k+1} Q_k Q_k \frac{1}{b_{k+1}} f
\]

\[
(6.15) \quad - \frac{1}{b_k b_{k+1}} f s_{k+1} Q_{k+1}
\]

\[
(6.16) \quad - \frac{1}{b_{k+1}} f Q_k s_k Q_k \frac{1}{b_{k+1}} f
\]

\[
(6.17) \quad - Q_{k+1} s_{k+1} Q_{k+1} \frac{1}{b_k b_{k+1}} f
\]

\[
(6.18) \quad + \frac{1}{b_k b_{k+1}^2} f.
\]

For the following calculations we abbreviate \( A := Q_{k+1} \frac{1}{b_k} f \). To improve readability we highlight those terms that are modified in each step, using either Lemma \[3.3\] to move terms past \( s_j \)'s, Proposition \[3.7\] to eliminate \( f \)'s or Proposition \[6.2\] to modify terms involving fractions.

We first simplify some parts of the right hand side of the braid.

\[
(6.17) + (6.18) = - A \frac{1}{b_k+1} s_{k+1} f A + \frac{1}{b_{k+1}} f
\]

\[
(6.19) \quad - A \left( \frac{1}{b_{k+2}} f s_{k+1} - \frac{1}{b_{k+2}} f s_{k+1} + \frac{1}{b_{k+1}} s_{k+1} \right) A + \frac{1}{b_{k+1}} f
\]

\[
(6.13) + (6.15) = A \left( \frac{b_{k+1}}{b_{k+1}} f s_{k+1} - \frac{1}{b_{k+1}} f s_{k+1} \right) A
\]

\[
(6.20) = A \left( s_{k+1} b_k - b_{k+1} s_k - \frac{1}{b_{k+1}} s_{k+1} \right) A
\]

Adding \( (6.19) \) and \( (6.20) \) we obtain:

\[
(6.21) \quad (6.13) + (6.15) + (6.17) + (6.18) = \frac{1}{b_k} f
\]
On the left hand side we simplify the following.

\begin{align*}
- \text{(6.5)} - \text{(6.7)} &= A \left( \frac{b_{k+1}}{b_{k+2}} f s_k b_{k+1} + \frac{f}{b_k} f s_k b_{k+1} + \frac{1}{b_k} f s_k b_{k+2} \right) A \\
&= A \left( -\frac{b_{k+1} s_k}{b_{k+2}} f s_k b_{k+1} + \frac{1}{b_k} f s_k b_{k+1} + \frac{1}{b_k} f s_k b_{k+2} \right) A \\
&= A \left( -\left( s_k b_k - e_k + 1 \right) \frac{1}{b_k} f s_k b_{k+1} + \frac{1}{b_k} f s_k b_{k+2} \right) A \\
&= A \left( -s_k f s_k b_{k+1} + e_k \frac{1}{b_k} f s_k b_{k+1} \right) A \\
&= A \left( -\frac{b_{k+1} s_k b_{k+1}}{b_{k+2}} + s_k \left( 1 - f \right) s_k b_{k+1} + \frac{1}{b_k} f s_k b_{k+1} - e_k \frac{1}{b_k} s_k b_{k+1} \right) A \\
&= -\frac{1}{b_k} A s_k \left( 1 - f \right) s_k b_{k+1} A + A \frac{1}{2\beta c_k} s_k b_{k+1} A - A e_k \frac{1}{b_k} \left( 1 - f \right) s_k b_{k+1} A

\end{align*}

Furthermore, we simplify the following.

\begin{align*}
\text{(6.10)} - \text{(6.9)} - \text{(6.10)} &= -\frac{1}{b_{k+1}} f Q_k s_k b_{k+1} - Q_k s_k b_{k+1} f + \frac{1}{b_{k+1}} f Q_k s_k b_{k+1} f - \frac{1}{b_{k+1}} f Q_k s_k b_{k+1} f \\
&= -\frac{1}{b_{k+1}} f Q_k s_k b_{k+1} f + Q_k \left( \frac{1}{b_{k+1}} f s_k b_{k+1} - e_k \frac{1}{b_k} + \frac{1}{b_k} f s_k b_{k+1} \right) f - Q_k \left( \frac{1}{b_{k+1}} f s_k b_{k+1} f - \frac{1}{b_{k+1}} f s_k b_{k+1} f \right) \\
&= Q_k \left( \frac{1}{b_{k+1}} f s_k b_{k+1} f + \frac{1}{b_k} f s_k b_{k+1} \right) - \frac{1}{b_{k+1}} f s_k b_{k+1} f = -Q_k \frac{1}{b_{k+1}} f s_k b_{k+1} f \\
&= -A e_k \frac{1}{b_k} b_{k+2} A

\end{align*}

To summarize, we have:

\begin{align*}
\text{(6.13)} + \text{(6.15)} + \text{(6.17)} + \text{(6.13)} - \text{(6.7)} + \text{(6.10)} - \text{(6.9)} - \text{(6.10)} \\
= A s_k \left( 1 - f \right) s_k b_{k+1} A + A \frac{1}{2\beta c_k} s_k b_{k+1} A - A e_k \frac{1}{b_k} \left( 1 - f \right) s_k b_{k+1} A \\
- A e_k \frac{1}{b_k} b_{k+2} A

\end{align*}

We consider the following expressions

\begin{align*}
\text{(6.12)} - \text{(6.6)} - \text{(6.8)} &= A \left( s_k f s_{k+1} - b_{k+1} s_k f s_{k+1} \frac{1}{b_k} f + \frac{1}{b_k} f s_{k+1} \right) A \\
&= A \left( s_k s_{k+1} - b_{k+1} s_k s_{k+1} \frac{1}{b_k} f + \frac{1}{b_k} f s_{k+1} \right) A \\
&= A \left( s_k s_{k+1} - \left( s_k b_k - e_k + 1 \right) s_{k+1} \frac{1}{b_k} + \frac{1}{b_k} s_{k+1} \right) A \\
&= A e_k s_{k+1} \frac{1}{b_k} A

\end{align*}

and

\begin{align*}
\text{(6.14)} - \text{(6.4)} &= Q_{k+1} s_{k+1} Q_k s_k f Q_{k+1} Q_k s_k f Q_{k+1} Q_k s_k Q_k \\
&= A \left( s_{k+1} f s_k - s_{k+1} \frac{1}{b_k} f s_k b_{k+1} \right) A = A \left( s_k s_{k+1} - s_{k+1} \frac{1}{b_k} f s_k b_{k+1} \right) A \\
&= A \left( s_{k+1} \frac{1}{b_k} f s_k - s_{k+1} \frac{1}{b_k} f b_{k+1} \right) A = A \left( s_{k+1} \frac{1}{b_k} f e_k s_{k+1} \frac{1}{b_k} f b_{k+1} \right) A \\
- A e_k s_{k+1} \frac{1}{b_k} A

\end{align*}
The only terms left are (6.3) and (6.11), which we need to expand into a large number of terms. We will do so separately, starting with the one from the left hand side.

\begin{align*}
(6.11) &= -A (s_{k+1} f_{s k} b_{k+2} f_{s k+1}) A = -A \left( \frac{1}{b_{k+2}} f_{b_{k+2} s_{k+1}} f_{s k} b_{k+2} s_{k+1} \right) A \\
&= -A \left( \frac{1}{b_{k+2}} f_{s_{k+1} b_{k+1} b_{k+2} s_{k+1}} A + A \left( \frac{1}{b_{k+2}} f_{e_{k+1} b_{k+2} s_{k+1}} - A s_{k+1} A \right) \right) A \\
&= -A \left( \frac{1}{b_{k+2}} f_{s_{k+1} b_{k+1} b_{k+2} s_{k+1}} A + A \left( \frac{1}{b_{k+2}} f_{e_{k+1} s_{k} b_{k+2} s_{k+1}} - A s_{k+1} A \right) \right) A \\
&= -A s_{k+1} b_{k+2} s_{k+1} A - A \left( \frac{1}{b_{k+2}} f_{e_{k+1} s_{k} b_{k+2} s_{k+1}} A + A s_{k+1} A \right) \\
&+ A \left( \frac{1}{b_{k+2}} f_{e_{k+1} s_{k} b_{k+1} b_{k+2} A} - A \left( \frac{1}{b_{k+2}} f_{e_{k+1} s_{k} e_{k+1} A} + A \frac{1}{b_{k+2}} f_{e_{k+1} s_{k} A} \right) \right) \\
&= -A s_{k+1} s_{k} A \\
&+ A s_{k+1} s_{k} e_{k+1} A \\
&= -A s_{k+1} s_{k} A
\end{align*}

For the other term we obtain

\begin{align*}
(6.3) &= A \left( b_{k+1} s_{k} \frac{1}{b_{k}} f_{s k} b_{k+1} \right) A \\
&= A \left( \frac{1}{b_{k+2}} f_{s k} b_{k+2} s_{k+1} \frac{1}{b_{k}} f_{s k} b_{k+1} \right) A \\
&= A \left( \frac{1}{b_{k+2}} f_{s k} b_{k+1} s_{k+1} \frac{1}{b_{k}} f_{s k} b_{k+1} - \frac{1}{b_{k+2}} f_{e_{k+1} s_{k} b_{k+1} A} + \frac{1}{b_{k+2}} f_{e_{k+1} s_{k} b_{k+1} A} \right) A \\
&= A \left( \frac{1}{b_{k+2}} f_{s k} b_{k+1} s_{k+1} \frac{1}{b_{k}} f_{s k} b_{k+1} A \right) \\
&- A \left( \frac{1}{b_{k+2}} f_{s k} b_{k+1} s_{k+1} \frac{1}{b_{k}} f_{e_{k+1} s_{k} b_{k+1} A} \right) \\
&+ A \left( \frac{1}{b_{k+2}} f_{s k} b_{k+1} s_{k+1} \frac{1}{b_{k}} f_{s k} b_{k+1} A \right)
\end{align*}

We examine the terms (6.30), (6.31), (6.32) separately.

\begin{align*}
(6.30) &= A \left( \frac{1}{b_{k+2}} f_{s k} b_{k+1} s_{k} b_{k+1} A \right) \\
&+ A \left( \frac{1}{b_{k+2}} f_{s k} b_{k+1} s_{k} b_{k+1} A \right) \\
&- A \frac{1}{b_{k+2}} f_{s k} b_{k+1} s_{k} b_{k+1} A
\end{align*}
We now compare all the results and see that the following summands cancel each other: (6.32) and (6.34), (6.33) and (6.37), (6.34) and (6.40), (6.35) and (6.36), (6.36) and (6.41), (6.42) and (6.44), (6.43) and (6.40), (6.44) and (6.35).
From the remaining summands we add the following:

\[ (6.36) + (6.28) + (6.25) \]

\[ = A \left( -e_k s_{k+1} - \frac{1}{b_k} s_k b_{k+1} + s_{k+1} s_k e_{k+1} + e_k s_{k+1} \frac{1}{b_k} \right) A \]

\[ (6.48) \]

\[ = A \left( -e_k s_{k+1} s_k + e_k s_{k+1} \frac{1}{b_k} e_k - e_k s_{k+1} \frac{1}{b_k} - e_k s_{k+1} \frac{1}{b_k} \right) A \]

\[ = A \left( -e_k s_{k+1} + e_k s_{k+1} \frac{1}{b_k} e_k + e_k s_{k+1} \frac{1}{b_k} \right) A = Ae_k s_{k+1} \frac{1}{b_k} e_k A \]

(6.39) + (6.29) + (6.26)

\[ = A \left( s_{k+1} \frac{1}{b_k} s_k b_{k+1} - s_{k+1} s_k + s_{k+1} \frac{1}{b_k} e_k - s_{k+1} \frac{1}{b_k} \right) A \]

\[ = A \left( s_{k+1} s_k - s_{k+1} \frac{1}{b_k} e_k + s_{k+1} \frac{1}{b_k} - s_{k+1} s_k + s_{k+1} \frac{1}{b_k} e_k - s_{k+1} \frac{1}{b_k} \right) A = 0 \]

Collecting all the remaining summands we get the following expression:

\[ (6.38) + (6.27) + (6.48) \]

\[ = A \left( \frac{1}{2b_{k+2}} e_k \frac{b_{k+1}}{b_k} - e_k \frac{1}{b_k b_{k+2}} + e_k s_{k+1} \frac{1}{b_k} \right) A \]

\[ (6.50) \]

\[ = A \left( \frac{1}{2b_{k+2}} e_k \frac{b_{k+1}}{b_k} - e_k \frac{1}{b_k b_{k+2}} + e_k e_{k+1} \frac{s_k}{b_k} \right) A \]

\[ = A \left( \frac{1}{2b_{k+2}} e_k \frac{b_{k+1}}{b_k} - e_k \frac{1}{b_k b_{k+2}} + \frac{1}{2b_{k+2}} e_k e_{k+1} \frac{s_k}{b_k} \right) A \]

\[ = A \left( e_k \frac{b_{k+1} - 2 \beta + b_k}{2b_{k+2} b_k} \right) A = A \left( e_k \frac{y_{k+1} + y_k}{2b_{k+2} b_k} \right) A = 0. \]

This proves the claim of the proposition. 

\[ \square \]

### 6.3. Relations involving only  \( \tilde{e}_k \)'s in  \( f^{\text{cycl}} \). We continue with the defining relations that will only involve the \( \tilde{e}_k \)'s. The key relation that \( \tilde{e}_k \) squares to 0 was already proven in Lemma 6.3. We continue with the remaining relations:

**Lemma 6.7.** We have  \( \tilde{e}_i \tilde{e}_j = \tilde{e}_j \tilde{e}_i \) for  \( 1 \leq i, j < d \) with  \( |i - j| > 1 \).

**Proof.** Since  \( f_0 f \) commutes with  \( Q_j \) when  \( |i - j| > 1 \) the statement follows. \( \square \)

**Lemma 6.8.** We have  \( \tilde{e}_k \tilde{e}_{k+1} \tilde{e}_k = \tilde{e}_k \) and  \( \tilde{e}_{k+1} \tilde{e}_k \tilde{e}_{k+1} = \tilde{e}_{k+1} \) for  \( 1 \leq k < d - 1 \).

**Proof.** We only prove the first equality, the second is done in an analogous way. We compute

\[ \tilde{e}_k \tilde{e}_{k+1} \tilde{e}_k = Q_k e_k Q_k Q_{k+1} e_{k+1} Q_{k+1} e_k Q_k \]

\[ = Q_k b_{k+2} f e_k f e_{k+1} b_k f e_k f e_{k+1} b_k f Q_k \]

\[ = Q_k b_{k+2} f e_k f e_{k+1} b_k f e_k f e_{k+1} b_k f Q_k \]

\[ = Q_k b_{k+2} f e_k f e_{k+1} b_k f e_k f e_{k+1} b_k f Q_k \]

\[ = Q_k b_{k+2} f e_k f e_{k+1} b_k f e_k f e_{k+1} b_k f Q_k \]

\[ = Q_k b_{k+2} f e_k f e_{k+1} b_k f e_k f e_{k+1} b_k f Q_k \]

\[ = Q_k b_{k+2} f e_k f e_{k+1} b_k f e_k f e_{k+1} b_k f Q_k \]

\[ = Q_k b_{k+2} f e_k f e_{k+1} b_k f e_k f e_{k+1} b_k f Q_k \]

Where (a) is due to Relation (VW 5a), since \( e_k = \frac{1}{e_{k+1}} f e_k \), and (b) follows from \( e_{k+1} \frac{1}{e_{k+1}} f = e_{k+1} b_{k+2} f \) due to Relation (VW 5a). Finally (c) is again a consequence of Lemma 6.3 and Relation (VW 6a).

\[ \square \]
6.4. Mixed relations in $\text{fW}^{\text{cycl}}_d$. We are now left with proving the relations involving both $\tilde{s}_i$’s and $\tilde{e}_j$’s.

**Lemma 6.9.** We have $\tilde{e}_k \tilde{s}_k = \tilde{s}_k \tilde{e}_k$ for $1 \leq k < d$.

**Proof.** We compute

$$\tilde{e}_k \tilde{s}_k = -Q_k e_k \frac{b_{k+1}}{b_k} s_k Q_k + Q_k e_k Q_k \frac{1}{b_k} f$$

$$\overset{(a)}{=} -Q_k e_k \frac{b_{k+1}}{b_k} s_k Q_k + Q_k e_k Q_k \frac{1}{b_k} f$$

$$\overset{(b)}{=} -Q_k e_k \frac{1}{b_k} s_k b_k Q_k + Q_k e_k \frac{1}{b_k} e_k Q_k$$

$$\overset{(c)}{=} -\frac{1}{2} Q_k e_k Q_k + (1 + \frac{1}{2\beta}) Q_k e_k Q_k = \tilde{e}_k$$

where equality $(a)$ is due to Proposition 6.7, $(b)$ is due to Relation (VW), and finally $(c)$ is due to Proposition 6.2. The second equality in the claim follows analogously. \hfill $\square$

**Lemma 6.10.** We have $\tilde{s}_i \tilde{e}_j = \tilde{e}_j \tilde{s}_i$ for $1 \leq i, j < d$ with $|i - j| > 1$.

**Proof.** This follows by the same arguments as for Lemmas 6.5 and 6.7 \hfill $\square$

**Lemma 6.11.** We have $\tilde{s}_k \tilde{e}_{k+1} \tilde{e}_k = \tilde{s}_{k+1} \tilde{e}_k$ and $\tilde{s}_k \tilde{e}_{k+1} \tilde{e}_k \tilde{s}_{k+1} = \tilde{s}_k \tilde{e}_{k+1}$ for $1 \leq k < d-1$.

**Proof.** We only prove the first equality, the second is done analogously,

$$\tilde{s}_k \tilde{e}_{k+1} \tilde{e}_k = -Q_k s_k Q_k Q_{k+1} e_{k+1} Q_k e_k Q_k + \frac{1}{b_k} f Q_{k+1} e_{k+1} Q_k e_k Q_k$$

$$\overset{(a)}{=} -Q_k \sqrt{b_{k+2}} f s_k \frac{1}{b_k} e_{k+1} e_k f \sqrt{b_{k+2}} f Q_k + \frac{1}{b_k} f e_{k+1} e_k f \sqrt{b_{k+2}} f Q_k$$

$$\overset{(b)}{=} -Q_{k+1} \frac{1}{b_k} f s_k e_{k+1} e_k f \sqrt{b_{k+2}} f Q_k + Q_{k+1} \frac{1}{b_k} f e_{k+1} e_k f \sqrt{b_{k+2}} f Q_k$$

$$\overset{(c)}{=} -Q_{k+1} \frac{1}{b_k} f s_k e_{k+1} e_k f \sqrt{b_{k+2}} f Q_k + \frac{1}{b_k} \sqrt{b_{k+2}} f e_{k+1} e_k f \sqrt{b_{k+2}} f Q_k$$

$$\overset{(d)}{=} -Q_{k+1} s_k Q_{k+1} Q_k e_k Q_k + \frac{1}{b_{k+1}} Q_k e_k Q_k = \tilde{s}_{k+1} \tilde{e}_k$$

Where equality $(a)$ follows from Proposition 6.7 while the second equality is a consequence of Lemma 3.5 and again Proposition 6.7. Equality $(c)$ follows by using relations (8a) and (8b) to rewrite the second summand and then applying relations (9a) and (9b). Finally equality $(d)$ is using Proposition 5.7 and reordering the factors afterwards. \hfill $\square$

7. Example: The graded Brauer algebras $\text{Br}^{G}_d(\delta)$

In this section we will illustrate explicitly the construction of the isomorphism for the Brauer algebras $\text{Br}_2(\delta)$ and describe their graded version $\text{Br}^{G}_2(\delta)$.

7.1. Case $\delta \neq 0$. We first consider the case $\text{Br}_2(\delta)$ for $\delta \neq 0$. By [Rui05] this Brauer algebra is semisimple with basis $1, t = t_1,$ and $g = g_1$. The set of orthogonal idempotents is

$$\left\{ \frac{1 + t}{2} - \frac{1}{\delta}, \frac{1}{\delta}, \frac{1}{\delta}, \frac{1 - t}{2} + \frac{1}{\delta}, \frac{1}{\delta}, \frac{1}{\delta} \right\}$$

which gives rise to an isomorphism

$$\text{Br}_2(\delta) \cong \mathbb{C} \oplus \mathbb{C} \oplus \mathbb{C}.$$
Note that the grading on $\text{Br}_2(\delta)$ needs to be trivial since all idempotents have to have degree 0. We now want to illustrate the idempotent truncation of the level 2 cyclotomic quotient $\mathbb{C}(\Xi)$ with parameters from Definition 3.1.

We describe $\mathbb{C}(\Xi)^\text{cycl}$ in terms of the seminormal representation of $\mathbb{C}(\Xi)^\text{cycl}$ from [AMR06, Theorem 4.13] by an action of $\mathbb{C}(\Xi)^\text{cycl}$ on the vector space with basis given by all up-down bitableaux of length 2. Explicitly, this basis consists of

$$
\begin{array}{cccccccc}
v_1 & v_2 & v_3 & v_4 & v_5 & v_6 & v_7 & v_8 \\
(\emptyset, \emptyset) & (\emptyset, \emptyset) & (\emptyset, \emptyset) & (\emptyset, \emptyset) & (\emptyset, \emptyset) & (\emptyset, \emptyset) & (\emptyset, \emptyset) & (\emptyset, \emptyset) \\
(\begin{array}{c}
\emptyset
\end{array}) & (\begin{array}{c}
\emptyset
\end{array}) & (\begin{array}{c}
\emptyset
\end{array}) & (\begin{array}{c}
\emptyset
\end{array}) & (\begin{array}{c}
\emptyset
\end{array}) & (\begin{array}{c}
\emptyset
\end{array}) & (\begin{array}{c}
\emptyset
\end{array}) & (\begin{array}{c}
\emptyset
\end{array}) \\
(\begin{array}{cc}
\emptyset & \emptyset
\end{array}) & (\begin{array}{cc}
\emptyset & \emptyset
\end{array}) & (\begin{array}{cc}
\emptyset & \emptyset
\end{array}) & (\begin{array}{cc}
\emptyset & \emptyset
\end{array}) & (\begin{array}{cc}
\emptyset & \emptyset
\end{array}) & (\begin{array}{cc}
\emptyset & \emptyset
\end{array}) & (\begin{array}{cc}
\emptyset & \emptyset
\end{array}) & (\begin{array}{cc}
\emptyset & \emptyset
\end{array})
\end{array}
$$

all of which are common eigenvectors for $y_1$ and $y_2$. The corresponding pairs of eigenvalues are the following:

\[(\alpha, \alpha - 1) \quad (\alpha, \alpha + 1) \quad (\alpha, -\alpha) \quad (\beta, -\beta) \quad (\alpha, \beta) \quad (\beta, \alpha) \quad (\beta, \beta - 1) \quad (\beta, \beta + 1)\]

where the first entry denotes the eigenvalue for $y_1$ and the second for $y_2$. Using these eigenvalues one can calculate via [AMR06, Theorem 4.13] the matrix of $s_1$

\[
s_1 = \begin{pmatrix}
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{\alpha + \beta - 1}{\alpha - \beta} & \sqrt{-(2\beta - 1)(2\alpha - 1)} & \frac{\alpha - \beta}{\alpha - \beta} & 0 & 0 & 0 \\
0 & 0 & \sqrt{-(2\beta - 1)(2\alpha - 1)} & \frac{\alpha + \beta - 1}{\alpha - \beta} & \frac{\alpha - \beta}{\alpha - \beta} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & * & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & * & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & * \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

The *'s indicate some further non-zero entries which are irrelevant for the construction. Similarly one obtains the matrix for $e_1$ as

\[
e_1 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \sqrt{-(2\beta - 1)(2\alpha - 1)} & \frac{\alpha + \beta}{\alpha - \beta} & \frac{\alpha + \beta}{\alpha - \beta} \\
0 & 0 & 0 & 0 & 0 & \sqrt{-(2\beta - 1)(2\alpha - 1)} & \frac{\alpha + \beta}{\alpha - \beta} & \frac{\alpha + \beta}{\alpha - \beta} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

Although tedious, it is of course straightforward to check that these matrices together with the action of $y_1, y_2$ satisfy all the defining relations of $\mathbb{C}(\Xi)^\text{cycl}$.

For the isomorphism in Theorem 4.3 we first need to apply the idempotent $f$ from both sides. In the chosen basis this amounts to truncation with respect to the basis vectors where the second partition is always empty (i.e. $v_1, v_2$ and $v_3$) that means we look at the submatrices consisting of the first three columns in the first three rows. Clearly, the submatrices $fs_1f$ and $fe_1f$ do not even satisfy the most basic Brauer algebra relations, i.e. the relation for squares. This deficiency is overcome by the correction term $Q = Q_1 \equiv \sqrt{\frac{1}{s_1}} f$ and $\frac{1}{s_1} f$ from the definition of the
isomorphism in Theorem 4.3 as we show now explicitly. We have
\[
Q = \begin{pmatrix}
\sqrt{\alpha+\beta} & 0 & 0 \\
0 & \sqrt{\alpha+\beta} & 0 \\
0 & 0 & \sqrt{\alpha+\beta}
\end{pmatrix}
\] and \( \frac{1}{b_1} \mathbf{f} = \begin{pmatrix}
\frac{1}{\alpha+\beta} & 0 & 0 \\
0 & \frac{1}{\alpha+\beta} & 0 \\
0 & 0 & \frac{1}{\alpha+\beta}
\end{pmatrix} \).

By multiplying \( \mathbf{f} e_1 \mathbf{f} \) from both sides with \( Q \) we obtain
\[
Q \mathbf{f} e_1 \mathbf{f} Q = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \delta
\end{pmatrix},
\]
which is obviously a matrix that squares to \( \delta \) times itself. The analogous construction for \( \mathbf{f} s_1 \mathbf{f} \) needs an extra correction term (as given in Theorem 4.3):
\[
Q \mathbf{f} s_1 \mathbf{f} Q = \begin{pmatrix}
\frac{-\alpha+\beta-1}{\alpha+\beta} & 0 & 0 \\
0 & \frac{\alpha+\beta+1}{\alpha+\beta} & 0 \\
0 & 0 & -\frac{\alpha+\beta-1}{\alpha+\beta}
\end{pmatrix} \quad \text{and} \quad -Q \mathbf{f} s_1 \mathbf{f} Q + \frac{1}{b_1} \mathbf{f} = \begin{pmatrix}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

7.2. Case \( \delta \neq 0 \). If we try to do the same for the Brauer algebra \( \text{Br}_2(0) \) we immediately encounter a problem, since the algebra is not semisimple and so we cannot apply the formulas and constructions from [AMR06]. The whole difficulty of our proof is to show that the formulas in Theorem 4.3 still make sense and give the required correction terms even in the non-semisimple case.

One can show that via the orthogonal idempotents \( \{1 + t, 1 - t\} \), one obtains
\[
\text{Br}_2(0) \cong \mathbb{C} \oplus \mathbb{C}[x]/(x^2),
\]
with the element \( x \) corresponding to the element \( g \in \text{Br}_2(0) \). It becomes graded in the obvious way by putting the idempotents in degree 0 and \( x \) in degree 2.

There is in fact a generalization of the up-down tableaux basis in the graded setting via the diagram calculus developed in [ES13b]. The explicit isomorphism between this description and the Brauer algebra itself is being worked out in [LS14].

Remark 7.1. To make the connection from (7.1) to [ES13b] we note that \( \text{Br}_2^\s(0) \) can be realized as the subalgebra of the generalized type D Khovanov algebra from [ES13a] (using the notation from there) with the following diagrams as basis:

Here the first diagram spans the copy of \( \mathbb{C} \) under the identification with (7.1), while the other two span a copy of \( \mathbb{C}[x]/(x^2) \), with the second diagram being the unit and the third one being the element of degree 2, i.e. it corresponds to \( x \).
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