Geometry fluctuations and Casimir effect in a quantum antiferromagnet
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Abstract. We show the presence of a Casimir type force between domain walls in a two dimensional Heisenberg antiferromagnet subject to geometrical fluctuations. The type of fluctuations that we consider, called phason flips, are well-known in quasicrystals, but less so in periodic structures. As the classical ground state energy of the antiferromagnet is unaffected by this type of fluctuation, energy changes are purely of quantum origin. We calculate the effective interaction between two parallel domain walls, defining a slab of thickness $d$, in such an antiferromagnet within linear spin wave theory. The interaction is anisotropic, and for a particular orientation of the slab we find that it decays as $1/d^3$, thus, more slowly than the electromagnetic Casimir effect in the same geometry.

The Casimir effect \cite{1} refers to the net force between two electrically neutral objects that arises due to vacuum fluctuations of the electromagnetic field when they are placed sufficiently close together. Initially considered as a somewhat mysterious apparition of “something out of nothing”, the phenomenon described by Casimir is far more widespread, and arises quite generally due to fluctuations in media where long ranged correlations \cite{2} are present. Thermal fluctuations in superfluids \cite{3,4} and superconductors \cite{5} give rise to long ranged forces. Casimir forces have been shown to exist in nematic liquid crystals \cite{6}, or even granular systems \cite{7}. In this paper, we consider the interaction energy in a thin slab of the spin-$1/2$ antiferromagnetic Heisenberg model on the staggered dice lattice illustrated in Figure 1. The interfaces correspond to a row of phason flips of the structure, and hence to boundary conditions of a novel type compared to the usual Dirichlet or Neumann boundary conditions.

In our model, periodic boundary conditions are assumed so that there are no external boundaries. The parallel slab geometry in this antiferromagnet is instead determined by geometrical defects termed phason flips, in which the bonds of a single spin flip between two equivalent local configurations. We assume that the transitions between the two configurations can occur easily and that the magnitude of the nearest neighbor Heisenberg spin-spin couplings, $J$, is unaffected by the change. Such a situation could arise in structures, in which there are two equivalent chemical pathways to generate antiferromagnetic Heisenberg superexchange, as we will discuss at the end of this paper. This type of disorder is reminiscent of the “two level systems” that were proposed for amorphous systems \cite{8,9}, in order to explain the anomalously high scattering rate of phonons seen at low temperatures. While phason flip disorder is well-known in the field of quasicrystals\textsuperscript{1}, its effects have only recently been considered in a periodic structure, namely the staggered dice antiferromagnet \cite{11}. Compared to the disordered quantum spin models studied in the literature such as bond-disordered models
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\caption{(Color online) The staggered dice lattice. The sites are colored red or blue according to whether they belong in the $A$ or $B$-sublattice.}
\end{figure}

\textsuperscript{1} The term “phason flip” refers to a single local change of the lattice in this paper, while the term “phason”, coined as an analogy with “phonon”, usually denotes a collective excitation in quasicrystals \cite{10}.
or site-dilution models \[12-16\], phason flip disorder leads to some novel properties. In contrast to bond-fluctuation or site-dilution, a phason flip does not modify the classical ground state energy of the antiferromagnet. It does however modify the quantum corrections to the ground state energy and the spectrum of excitations around the ground state. As a result, antiferromagnetism was found to be enhanced rather than diminished as in other types of disordered antiferromagnets \[11\]. This phenomenon can be considered as a variant of the order-by-disorder effect originally found by Villain for a frustrated\(^2\) spin model \[17\].

The Heisenberg model considered is:

\[
H = J \sum_{\langle i,j \rangle} \vec{S}_i \cdot \vec{S}_j ,
\]

with \(J > 0\), where \(\vec{S}_i\) are the spin operators for the sites \(i\) of the staggered dice lattice and the sum runs over all pairs of spins \(i, j\) joined by an edge of length \(a\). On the dice lattice, one can distinguish hexagonal “cages” formed by six spins, of which three are coupled to the spin at the cage center. This can occur in one of two ways. The staggered dice lattice is formed by assembling such hexagonal cages such that the bonds alternate between the “up” and “down” configurations. The lattice vectors of the SDL shown in Figure 1 are given by \(\vec{r}_1 = \sqrt{3}a \hat{x}\) and \(\vec{r}_2 = 3a \hat{y}\), and the symmetry of the structure is rectangular. The SDL structure is unfrustrated, as can be seen in Figure 1, where spins are colored red or blue, according to the sublattice and one expects rotational symmetry to be broken in the ground state, which is Néel ordered, with spins on sublattice \(A\) aligned along \(+z\), the case for which the quantum fluctuations are strongest. The energies of the spin excitations in the model are determined upon diagonalization by means of a Bogoliubov transformation. In the limit that \(\vec{K}\) tends to zero one finds the linear relationship for the lowest energy Goldstone modes \(\hbar \omega(\vec{k}) = \nu_a \vec{k}\) (for \(\vec{k} \ll a^{-1}\)) where \(\nu_a = 6 \sqrt{\frac{4}{31}} J\) is the spin wave velocity. The ground state energy per site was calculated in linear spin wave theory to be \(E_0 = -0.6517(7) J\) in the thermodynamic limit, which compares well to the result \(E_0 = -0.6639(1) J\) obtained from quantum Monte Carlo (QMC) simulations \[11\].

Figure 2 illustrates the effect of a pair of phason flips within a single unit of the dice lattice. The interior spins \(\vec{S}_i\) and \(\vec{S}_0\) are coupled with three cage spins in different ways in the left-hand and the right-hand figures. As the total number of bonds is constant, the total classical energy is unchanged by phason flips. As can be seen from Figure 2, the transition between the two configurations implies a change of the sublattice of the center spin. In order to preserve the antiferromagnetic condition on the total spin, \(S_{total} = 0\), the number of flips on sublattices \(A\) and \(B\), respectively, are, therefore, taken to be equal in all the (finite) systems that we consider. Since phason flips do not introduce any frustration, Néel antiferromagnetic order is always preserved and linear spin wave theory can thus be

\(^2\) The term “frustrated” is used when it is not possible to simultaneously minimize the energies of all pairs of nearest neighbor spins, as occurs, for example, for three spins on vertices of a triangle.
used to study the system within the entire range of values of the number of flips, $0 \leq N_f \leq N/3$ where $N$ is the total number of spins. Periodic boundary conditions are assumed along $x$ and $y$-directions.

The energy cost per phason flip can be calculated in spin wave theory by a numerical diagonalization procedure. It was found to be approximately 0.06 J, far smaller than, for example, the energy of a spin vacancy which is about 0.6 J [20]. The energy of interaction as a function of the distance has a short distance component $-A$ of the order of one unit cell spacing $d$ and an anisotropic power law decay at long distance. The sign of the interaction energy of two phasons depends on the sublattice: for phasons on opposite sublattices, the interaction is attractive, and for those on the same sublattice it is repulsive. The rapid decay of perturbations around a phason flip can be understood in terms of a continuum version of the discrete Hamiltonian of equation (1) by the fact that a flip produces gradient terms of high (third and above) order.

We now present results for the energy dependence as a function of thickness for a horizontal (i.e. having its orientation parallel to the $\vec{r}_1$ direction) slab of thickness $d$. Figure 3a shows the configuration studied: the lower row of $A$-sublattice phasons is shown in red, while the upper row corresponds to $B$-sublattice phasons, shown in blue. The resulting system is analogous to a parallel plate capacitor: “outside” the parallel lines one has the original dice lattice, while “inside” the plates one has the fully flipped version of the original lattice. For each value of $d$, we calculated the difference of ground state energy $E_N(d) - E_0$ where $E_0$ is the ground state energy of the defect-free SDL. Dividing this by the length of the domain wall $L_x$, we obtain the energy per unit length, $\epsilon$. As Figure 4 shows, the interaction between the lines is attractive. We fitted the energy change to the expression:

$$\frac{(E_N(d) - E_0)}{L_x} = \epsilon N(d) = A_N + B_N \left( \frac{1}{d} + \frac{1}{L_y - d} \right). \quad (7)$$

where the second term of the term in brackets arises due to the periodic boundary conditions ($L_y$ is the periodic length in the $y$-direction). Fitting to the data using equation (7) for distances that are sufficiently large, we obtain the coefficients $A_N$ and $B_N$ for each sample size. The energy versus distance plot for three different sample sizes are shown in Figure 4, along with the curves given by $A_N + B_N/d$ for $N = 4800, 5888$ and $6912$. Both $A$ and $B$ coefficients follow a finite size scaling in $1/N$. Extrapolation to the infinite system yields the interface energy per length: $\epsilon(d) = A + B/d$, with the values $A = 0.062 J/a$ and $B = 0.001 J$. If one takes the exchange coupling $J$ to have a value comparable to that of typical Heisenberg antiferromagnets, namely a fraction of an eV, and that the edge length is of the order of an Angstrom, one obtains an interaction energy of about 1 pJ/m.

When the horizontal slab calculations are repeated but for domain walls of phason flips on the same sublattice, the resulting force is repulsive, with the same $d$ dependence. This behavior is consistent with the earlier studies of the interaction between two phason flips: repulsive for same sublattice, attractive for different sublattices [11]. This mechanism for repulsive Casimir force can be contrasted with the system described in reference [21] wherein a topological insulator is used as a dielectric medium, and in which the sign of the interaction is varied by tuning the magnetoelectric polarizability of the medium. The Casimir effect is strongest for the horizontal configuration, where the domain walls are rows of closely spaced...
same-sublattice flips. All other orientations of the domain walls lead to faster decay. In particular, a domain wall along the \( \vec{r}_1 + \vec{r}_2 \) direction for example (Fig. 3b), which alternates flips on the A- and B-sublattices, leads to a short range contact-type interaction.

In sum, the interaction energy \( E(d) \) between horizontal domain walls depends on the slab length \( L_x \) and slab thickness \( d \), as \(-L_x/d\). The proportionality of \( E(d) \) with slab length is expected, whereas the inverse thickness dependence is less obvious. This dependence on the inverse of the thickness can be deduced from a dimensional analysis.

On the other hand, the interaction energy is a dimensionless quantity when expressed in units of \( J \) (the only energy the thickness can be deduced from a dimensional analysis).

This distance dependence of the energy can be compared with that of the electromagnetic field in a similar geometry. In that case, a dimensional analysis predicts that the interaction energy due to quantum fluctuations, which is proportional to \( \hbar c \), should drop off as \( L_x/d^2 \). Our model also differs in several essential respects from the one considered in references [22,23] between two rows of holes in a square lattice antiferromagnet, where a Casimir effect is observed. For that problem, the interaction, always attractive, was found to decay as \( 1/d^2 \). In that case, each row of holes is characterized by the microscopic length scale \( a \), and the region between is the unperturbed antiferromagnet. In contrast, the slab geometry that we consider separates two regions which are distinct, although related by phason flips.

A back-of-the-envelope calculation for this inverse distance dependence of \( E \) can also be given. We note that at long distance, the two phonon interaction energy decays as \( r^{-3} \) [11]. The \( d \) dependence of the energy of the slab of phasons can be estimated by computing the energy of interaction of a single A-sublattice phason on the edge due to its interactions with successive rows of B-sublattice phasons, which is proportional to \( \int_0^d dy \int_0^{a/2} dx(x^2 + y^2)^{-3/2} \sim 1/d \) for \( L_x \gg d \gg a \). Added to this is a contribution of the opposite sign, due to the interactions of same sublattice phasons, but the distances are different and therefore the contributions will not completely cancel. This rough calculation for the energy per unit length makes use of the simplified asymptotic form of the 2-phonon interaction, and does not take into account the detailed angular dependence of the anisotropic decay.

We address finally the question of possible experimental realizations of the ordinary dice and staggered dice lattices. The ordinary dice lattice can be constructed using optical trapping of cold atoms [24], thus providing an experimental realization of electron tight binding models with so-called Dirac-Weyl fermions. Cold trapped atoms could similarly also be used to realize the Heisenberg model on the dice lattice, and possibly even the staggered dice lattice which is a more complex structure. In conventional condensed matter systems, the dice lattices could perhaps be realized in layered compounds in a way analogous to the realization of the Heisenberg model on the two-dimensional Kagome lattice (dual of the dice lattice). In the mineral named volborthite, for example, the spins are associated with Cu atoms, interacting via super-exchange processes. When each of these magnetically active layers is viewed from above, the spins and the bonds are seen to project to the Heisenberg antiferromagnetic model on a Kagome lattice [25]. The so-called checkerboard model can be realized by a mapping in which projecting spins on a three dimensional pyrochlore lattice [26]. In an analogous way, our model on the dice lattice could be realized by considering spins on vertices of cubes, and considering their projection on a plane perpendicular to one of the body diagonals that bisects the cube. The six sites of the hexagonal cell of the dice lattice correspond to the six vertices lying closest to this plane (shown in red in Fig. 5 for a row of cubes). The two remaining apical vertices shown in blue, both project onto the central site in the cage but with different connectivities. If the one of these configurations is selected randomly, for example, one obtains the phason-disordered case. To realize the parallel plate geometry discussed in this paper, one could in principle suitably engineer the substrate on which the spin system is built, so as to slightly bias one or other of the two configurations. Transitions could then be induced by small changes of the distances of the apical atoms. Yet another approach could consist of using molecular magnets as building blocks to construct the dice lattice systems, using the methods described in reference [27].

![Fig. 5](Color online) (Upper) Two examples of rows of cubes showing the vertices before projection. Red sites project onto hexagonal cage vertices, while the blue site can lie either above or below the 3-fold plane bisecting the cubes. The upper row shows a uniform choice of blue sites, and the lower row a staggered choice. (Lower) The sites after projection on the three-fold plane. The decoration is uniform in all cells in the upper row, while in the lower row it is staggered.
In conclusion, we have computed the Casimir forces in a two dimensional antiferromagnet based on the honeycomb lattice. The fluctuations have a geometrical origin, involving changes of local topology, and may be realized in quasi-two-dimensional structures, in which the nearest neighbor environments allow for local transitions between two different conformations with little or no energy cost. The interaction energy depends on the orientation of the Casimir slab, and can be attractive or repulsive depending on whether the walls belong to the same to different sub-lattices. The effect is strongest for a slab with horizontal orientation, the interaction energy falling off as the inverse of the slab thickness. The magnitude of the effect is estimated to be of the order of pJ/m, for antiferromagnetic couplings $J$ of the order of 1 eV. This fluctuation-induced interaction could be measured for sheets of spins in which the phason flips are flips between isomeric configurations.
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