Abstract. The inverse problem of supervised reconstruction of depth-variable (time-dependent) parameters in a neural ordinary differential equation (NODE) is considered, that means finding the weights of a residual network with time continuous layers. The NODE is treated as an isolated entity describing the full network as opposed to earlier research, which embedded it between pre- and post-appended layers trained by conventional methods. The proposed parameter reconstruction is done for a general first order differential equation by minimizing a cost functional covering a variety of loss functions and penalty terms. A nonlinear conjugate gradient method (NCG) is derived for the minimization. Mathematical properties are stated for the differential equation and the cost functional. The adjoint problem needed is derived together with a sensitivity problem. The sensitivity problem can estimate changes in the network output under perturbation of the trained parameters. To preserve smoothness during the iterations the Sobolev gradient is calculated and incorporated. As a proof-of-concept, numerical results are included for a NODE and two synthetic datasets, and compared with standard gradient approaches (not based on NODEs). The results show that the proposed method works well for deep learning with infinite numbers of layers, and has built-in stability and smoothness.
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1. Introduction. Machine learning in the form of supervised learning addresses the inverse problem of reconstructing or approximating a function from given data. Deep neural networks have been proven efficient for this purpose, as these can learn complex functions on large quantities of data. Neural networks are a form of parametrized computational architectures propagating information sequentially using linear parametric operators and certain nonlinearities. Research in this direction has been prolific and an overview cannot be given here; an introduction to neural networks with focus on inverse problems is in [5], see also [20].

Residual Networks [19, 38, 23] (ResNets) enable successful optimization of very deep neural network architectures with hundreds of layers. Its representational power has led to improvements in a range of high performance computer vision applications, such as classification, object detection, segmentation, etc. In the seminal paper [13], it was observed that the structure of a residual network is similar to the Euler discretization of an ordinary differential equation (ODE). This differential equation, termed a neural ordinary differential equation (NODE), takes the form

\[
\begin{align*}
    \mathbf{x}'(t) &= F(t, \mathbf{x}(t), \theta(t)), & t \in I := (0, T) \\
    \mathbf{x}(0) &= \mathbf{x}^0
\end{align*}
\]

and corresponds to an infinite number of layers. Here, $F$ can describe activation of neurons in

---

\*Department of Science and Technology, Linköping University, SE-601 74 Norrköping, Sweden (george.baravdish@liu.se, gabriel.eilertsen@liu.se, rym.jaroudi@liu.se, tomas.johansson@liu.se, lukas.maly@liu.se, jonas.unger@liu.se).
the network and depends on the depth-variable (i.e., time-dependent) parameters $\theta(t) \in \mathbb{R}^M$, $t \in I$. Starting from the input layer $x^0$, the output layer $x(T)$ can be obtained by solving the ODE (1.1). There are advantages of this time-continuous formulation. For example, in time-series and medical applications, it is important to have time as a continuous variable to make predictions. Using neural ODEs, it is possible to simulate forward in time as well as reversing to see what initial data that caused an observed effect. Furthermore, from theory for ODEs, qualitative statements about the output and parameter dependence can be derived, as well as enabling a trade-off between precision and speed in an already trained model. The apparent stability of methods based on NODEs is an attractive feature in real world applications, see for example [32]. Further advantages of neural ODEs are listed in [16, Secs. 2.1–2.2]. A number of works for NODEs have been presented, we point to some in the remaining sections.

Supervised training entails fitting the output of the neural network to a given set of data points. In the continuous setting, an ODE is learned for function approximation. This means identifying the parameter function $\theta(t)$ representing weight matrices and biases. The output data consists of a (usually) large number of elements $y \in \mathbb{R}^N$ and corresponding initial states $x^0$ connected by the condition $x(T) = y$ at some time-point (layer) $T > 0$ with $x$ satisfying (1.1). Identifying $\theta$ can be recast as minimizing a so-called cost functional

\begin{equation}
J(\theta) = E(x, y, \theta)
\end{equation}

subject to $x(t)$ solving (1.1) and $\theta$ belonging to a suitable class of vector-valued (or matrix-valued) functions, e.g. $\theta \in C([0, T] \to \mathbb{R}^M)$ or a Hilbert function space. In [13], a numerical method is proposed for finding the parameter $\theta \in \mathbb{R}^M$ introducing an adjoint equation to approximately compute a gradient of a specific cost functional.

A limitation of the original NODE in [13] is that it considers a constant $\theta$ that does not vary with depth $t \in (0, T)$. This shortcoming has been pointed out in [29], which also suggested an improved method to allow for depth-varying parameters $\theta(t)$. Previous work on NODEs have also only considered them in combination with conventional neural networks, where both the input and output of the NODE are processed by layers not within the ODE formulation. Thus, it has not been studied how NODEs perform in isolation. With an independent NODE architecture, the relation between input and output is directly described by the NODE, allowing for mathematical analysis, e.g., sensitivity analysis of network predictions.

We present a novel nonlinear conjugate gradient method (NCG) for minimizing a general cost functional (1.2) subject to (1.1) to find depth-varying (time-dependent) $\theta$, and consider (1.1) as an isolated network mapping from input to output for a broad class of functions $F$. The cost functional covers commonly used ones in deep learning, consisting of loss functions and penalty terms. The adjoint and sensitivity problems are derived. The Fréchet derivative of the cost functional is calculated in the $L^2$ sense and also with respect to a Sobolev norm, that is the Sobolev gradient is found. The derived framework has some distinct benefits. In particular, the sensitivity problem can be used when analysing error propagation in the learned parameters under changes in for example the initial condition. Moreover, as will be demonstrated in the numerical examples, the Sobolev gradient has a profound effect on the training since it generates smoother parameters, which in turn speed up the numerical solution of the NODEs.
As a proof-of-concept, we implement the proposed method and present numerical results for a NODE and two synthetic datasets. The results show promising behavior and compare well with standard SGD based methods, opening up for future use of isolated NODEs with depth-varying network weights. Employing the Sobolev gradient has a striking effect on the learned parameters, and appears not to have been tested earlier in deep learning.

The present work builds on recent results [10, 11] on inverse ill-posed coefficient and source identification problems for parabolic equations, see also [3, 7]. The inverse problems in those works are reformulated as the minimization of cost functionals, and a conjugate gradient method is employed to find a minimum. Note that parabolic equations can be seen as abstract ODEs taking values in suitable function spaces.

To summarize the contributions of the present work, we: 1) derive and analyse a novel method for identifying depth-varying parameters in NODEs by means of conjugate gradients for minimizing a general cost functional, 2) consider the NODE as a separate entity and do not combine it with other traditional architectures 3) calculate the Sobolev gradient of the cost functional and 4) include numerical results showing the actual reconstruction of such parameters on different datasets (in previous work numerical results are typically generated with constant parameters and placing the NODE within a traditional deep learning framework).

We mention that inverse problems for ODEs have been studied previously, see for example [26, 28], but results do not cover the present setting of parameter estimation in models of deep learning. ODEs have also been used in the context of optimization algorithms (see [9] and references therein) but their usage to generate continuous depth-varying algorithms in deep learning is recent.

The paper is organized as follows. In Section 2, we recall some facts about the well-posedness of (1.1) for a general function $F$ together with a result on the differentiability of the solution with respect to parameters in the model, see Theorem 2.1 and Theorem 2.2. In Section 3, we introduce a general cost functional to be minimized, and a nonlinear conjugate gradient method for its minimization. The cost functional covers commonly used loss functions and penalty terms. For example, it can contain Tikhonov penalization of Sobolev type. The required adjoint and sensitivity problems are derived, see Theorem 3.1 and Theorem 3.7. To keep smoothness of the updates during the iterations the Sobolev gradient is calculated, and its effect and expression are given in Remark 3.4 and Corollary 3.6. At the end of Section 3, it is outlined that for certain choices of terms in the cost functional there exists a well-defined minimum and that it is possible by training to get arbitrarily close to the desired target, see Proposition 3.8. Throughout the paper, the stated results are for a broad class of right-hand sides in the ODE (1.1), and cover the case of NODEs in deep learning when the depth-varying trainable parameter $\theta$ is a vectorization of a weight matrix and a bias vector, and supplied with an activation function (admissible activation functions are discussed at the end of Section 2).

Numerical results are given in Section 4 for a NODE and two synthetic datasets known as a two moons dataset and two full circles dataset. It is demonstrated that with a rather direct implementation without optimizing the code the obtained results compare well with the ones from standard neural network toolboxes (which are not based on NODEs), and in particular generate stable classifications. The training is also performed using the Sobolev gradient improving smoothness of the sought parameters and speeding up the training. Some conclusions are drawn in Section 5.
2. Solutions and parameter dependence of ordinary differential equations. We start by recalling the following standard well-posedness result, which generalizes the Picard–Lindelöf theorem and allow for possible discontinuities in the activation function $F$ along the layers (that is in time), keeping the notation $I = (0, T)$ with $T > 0$.

**Theorem 2.1** (cf. [31, Chap. 3]). Consider the initial value problem

$$\begin{cases} x'(t) = F(t, x(t)), & t \in I, \\ x(0) = x^0 \end{cases}$$

with a general right-hand side $F : I \times \mathbb{R}^N \to \mathbb{R}^N$. Assume that $F$ is $L^p$-Carathéodory and $L^p$-Lipschitz in $x$, i.e., $F$ is measurable in $t$ and satisfies

$$|F(t, x) - F(t, z)| \leq \alpha(t)|x - z| \quad \text{for every } x, z \in \mathbb{R}^N \text{ and a.e. } t \in I$$

with $\alpha \in L^p(I)$. Then, there exists a unique solution $x \in W^{1,p}(I)$ to the given initial value problem.

The space $W^{1,p}(I)$ is the Sobolev space of order one, that is functions in $L^p$ having a distributional derivative in $L^p$. Such functions can, by the Sobolev embedding theorem, be redefined on a set of measure zero to be continuous on the interval $I$, and absolutely continuous on any compact subinterval of $I$, with a classical derivative in $L^p(I)$.

Theorem 2.1 yields that deep networks described by NODEs are well-defined and it is possible to run inference for a rather broad class of right-hand sides $F$. However, higher regularity of $F$ is required for the analysis of perturbations when training the network to find optimal parameters $\theta(t)$. Our method makes use of the following form of Peano’s theorem that establishes differential dependence of a solution to the governing ODE on parameters.

**Theorem 2.2** (cf. [18, Thm. V.3.1]). Given a parameter $s \in \mathbb{R}$, consider the initial value problem

$$\begin{cases} x'(t) = \tilde{F}(t, x(t), s), & t \in I, \\ x(0) = x^0 \end{cases}$$

where $\tilde{F} : I \times \mathbb{R}^N \times \mathbb{R} \to \mathbb{R}^N$ is continuous. Assume also that $\tilde{F}$ is continuously differentiable with respect to $x$ and $s$. Then, the unique solution $x = x(t; s)$ to the given initial value problem is continuously differentiable with respect to the parameter $s$ (and the initial condition $x^0$). Moreover, $\xi(t) := D_s x(t; s)$ satisfies the linear equation

$$\begin{cases} \xi'(t) = D_x \tilde{F}(t, x(t; s), s)\xi(t) + D_s \tilde{F}(t, x(t; s), s), & t \in I, \\ \xi(0) = 0. \end{cases}$$

For weaker assumptions on $\tilde{F}$ under which the solution $x(t; s)$ is differentiable with respect to the parameter $s$, see [37] with an overview of results given in [25].

In our numerical experiments, we will use a special structure of the right-hand side of the NODE (1.1), namely,

$$F(t, x, \theta) = \sigma(W x + b),$$

(2.1)
with the depth-varying (time-dependent) trainable parameter \( \theta \in \mathbb{R}^{N^2+N} \) being a vectorization of a weight matrix \( W \in \mathbb{R}^{N \times N} \) and a bias vector \( b \in \mathbb{R}^N \). Here, \( \sigma \) is an activation function applied component-wise, e.g., ReLU (rectified linear unit) defined by \( r \mapsto \max\{0, r\} \). It is clear that for \( F \) as in (2.1), Theorem 2.1 applies whenever \( \sigma \) is Lipschitz continuous (i.e., including ReLU) and \( W, b \in L^p(I) \). The differential dependence on parameters in Theorem 2.2 applies to (2.1) when the trainable parameters \( \theta \) are perturbed by \( s\eta \) as in \( \dot{F}(t, x, s) = F(t, x, \theta(t) + s\eta(t)) \), provided that the activation function \( \sigma \) is continuously differentiable and the parameter functions \( \theta \) and \( \eta \) are continuous. Even though this requirement excludes ReLU or Leaky ReLU (thus the above results still apply) but having known drawbacks in deep learning neural networks (such as the “vanishing gradient problem”).

3. Minimization of the cost functional. Consider a neural network described by the NODE (1.1). Given a batch of \( K \) data points, each with input \( x_k \in \mathbb{R}^N \) and desired output \( y_k \in \mathbb{R}^N \), we seek a parameter \( \theta : [0, T] \to \mathbb{R}^M \) that minimizes the cost functional

\[
E(\theta) = \frac{1}{K} \sum_{k=1}^{K} \left( L(x_k(T), y_k) + \int_0^T \ell(x_k(t), y_k) \, dt \right) + \int_0^T \Phi(\theta(t), \theta'(t)) \, dt,
\]

subject to the NODEs

\[
\begin{aligned}
&x_k'(t) = F(t, x_k(t), \theta(t)), \quad t \in I, \\
&x_k(0) = x_k^0
\end{aligned}
\]

with \( k = 1, 2, \ldots, K \). Here, \( L, \ell : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^+ \) are loss functions that measure the “distance” between the desired output \( y_k \) and \( x_k(t) \), and possibly the magnitude of \( x_k(t) \), while \( \Phi : \mathbb{R}^M \times \mathbb{R}^M \to \mathbb{R} \) measures the magnitude of the parameters and/or their derivative. Note that one may very well choose \( \ell \) and \( \Phi \) to be identically zero provided that \( L(x, y) > 0 \) whenever \( x \neq y \). We assume that \( L, \ell, \) and \( \Phi \) are differentiable. For stability, the function \( \Phi \) can contain a multiplicative factor \( \lambda > 0 \) acting as a regularization parameter.

A standard example of \( L \) or \( \ell \) is the squared \( \ell^2 \)-distance, i.e., \( L(x, y) = \frac{1}{2}\|x - y\|^2_2 \). Alternatively, if \( y \) is a probability vector, then \( L(x, y) \) can be defined as cross-entropy after \( x \) has been normalized to a probability vector using, e.g., softmax.

The final term in the right-hand side of (3.1) can act as a Tikhonov penalty term. It can be useful in practical applications to not only penalize the parameter values \( \theta \) but also the derivative \( \theta' \), which motivates allowing \( \Phi \) to depend also on \( \theta' \).

A nonlinear conjugate gradient method for minimizing the cost functional. We propose an iterative method based on the adjoint problem and the conjugate gradient method in order to search for a minimizer \( \theta \) of \( E(\theta) \) in (3.1). Given an initial parameter \( \theta_0 : I \to \mathbb{R}^M \), we find the direction of steepest descent for \( E \) via the adjoint problem stated in (3.4) below, see Theorem 3.1. The descent direction is thus \( \eta_0 = -E'(\theta_0) \). Having solved what is known as a sensitivity problem (see (3.11) below), we determine the learning rate \( \beta_0 > 0 \) and update the parameter by setting \( \theta_1 = \theta_0 + \beta_0\eta_0 \).
In \((j + 1)^{\text{st}}\) iteration, the direction of steepest descent is \(-E'(\theta_j)\). The Fletcher–Reeves conjugate gradient coefficient \(\gamma_j\) is computed by

\[
\gamma_j = \frac{\|E'(\theta_j)\|^2}{\|E'(\theta_{j-1})\|^2}
\]

and we set the descent direction to \(\eta_j = -E'(\theta_j) + \gamma_j \eta_{j-1}\). The norm in the expression for \(\gamma_j\) is either the norm of \(L^2(I)\) or the Sobolev space \(W^{1,2}(I)\); alternative expressions for the conjugate gradient coefficients are listed in [4, p. 126]. The learning rate \(\beta_j > 0\) is then determined via the sensitivity problem (3.11) and we update the sought parameter by setting \(\theta_{j+1} = \theta_j + \beta_j \eta_j\).

To calculate the conjugate gradient coefficient \(\gamma_j\), we start by finding \(E'(\theta)\) in the classical sense, and then extend the result to generate the corresponding Fréchet derivative in the function space \(L^2(I)\) respective the Sobolev space \(W^{1,2}(I)\).

**Theorem 3.1.** Assume that \(L, \ell, \text{ and } \Phi \) in (3.1) as well as \(F\) and \(\theta\) in (3.2) are continuously differentiable. Let \(\eta : I \to \mathbb{R}^M\) be continuously differentiable. Then, the directional derivative of the cost functional \(E\) in (3.1) at \(\theta\) along \(\eta\) is given by

\[
E'_{\eta}(\theta) = \int_0^T \left( D_{\theta} \Phi(\theta(t), \theta'(t)) + \frac{1}{K} \sum_{k=1}^K \lambda_k(t)^T D_{t}F(t, x_k(t), \theta(t)) \right) \eta(t) \, dt \\
+ \int_0^T D_{\theta} \Phi(\theta(t), \theta'(t)) \eta'(t) \, dt,
\]

where \(\lambda_k : I \to \mathbb{R}^N\) is the solution to the adjoint problem

\[
\begin{align*}
\lambda_k'(t) &= -D_x F(t, x_k(t), \theta(t))^T \lambda_k(t) - D_x \ell(x_k(t), y_k)^T, \quad t \in (0, T), \\
\lambda_k(T) &= D_x L(x_k(T), y_k)^T.
\end{align*}
\]

If \(\Phi\) does not depend on the second variable, i.e., \(\Phi(\theta(t), \theta'(t)) = \tilde{\Phi}(\theta(t))\), then it suffices to assume that \(\theta\) and \(\eta\) are merely continuous instead of continuously differentiable.

**Proof.** Since the element \(x_k\) satisfies (3.2), we may add a Lagrange relaxation term to \(E(\theta)\) and thus define

\[
\mathcal{E}(\theta) = \frac{1}{K} \sum_{k=1}^K \left( L(x_k(T), y_k) + \int_0^T \ell(x_k(t), y_k) \, dt \right) + \int_0^T \Phi(\theta(t), \theta'(t)) \, dt \\
+ \int_0^T \lambda_k(t) F(t, x_k(t), \theta(t)) - x_k'(t) \, dt,
\]

where \(\lambda_k : I \to \mathbb{R}^N\) is yet to be determined. The last integral above contains the standard inner product in \(\mathbb{R}^N\) defined by \(\langle x, y \rangle = y^T x\). Given the parameters \(\theta, \eta : I \to \mathbb{R}^M\), we shall find the directional derivative

\[
\mathcal{E}_{\eta}^\prime(\theta) = \lim_{\varepsilon \to 0} \frac{\mathcal{E}(\theta + \varepsilon \eta) - \mathcal{E}(\theta)}{\varepsilon}.
\]
Let $\tilde{F}(t, x, \varepsilon) = F(t, x, \theta(t) + \varepsilon \eta(t))$. If $x_k$ is a solution to (3.2), then it is also a solution to the initial value problem

\[
\begin{cases}
  x'_k(t) = \tilde{F}(t, x_k(t), \varepsilon), & t \in I, \\
  x_k(0) = x_0
\end{cases}
\]

with $\varepsilon = 0$. By Theorem 2.2, $x_k$ is differentiable with respect to the parameter $\varepsilon$. In particular, when $\theta$ is perturbed by $\varepsilon \eta$, then $x_k = x_k(t; \theta + \varepsilon \eta) = x_k(t; \theta) + \varepsilon \xi_k(t) + o(\varepsilon)$, where $\xi_k$ satisfies

\[
\begin{cases}
  \xi'_k(t) = D_x \tilde{F}(t, x_k(t; \theta), 0) \xi_k(t) + D_\varepsilon \tilde{F}(t, x_k(t; \theta), 0), & t \in I, \\
  \xi_k(0) = 0.
\end{cases}
\]

Here, we used the little-o notation, meaning that $\frac{a(\varepsilon)}{\varepsilon} \to 0$ as $\varepsilon \to 0$. Expressed in terms of $F$, the perturbation of the solution $\xi_k$ satisfies the linear differential equation

\[
\begin{cases}
  \xi'_k(t) = D_x F(t, x_k(t; \theta), \theta(t)) \xi_k(t) + D_\theta F(t, x_k(t; \theta), \theta(t)) \eta(t), & t \in I, \\
  \xi_k(0) = 0.
\end{cases}
\]

The difference quotient in (3.5) can be expressed as

\[
\frac{E(\theta + \varepsilon \eta) - E(\theta)}{\varepsilon} = \frac{1}{K} \sum_{k=1}^{K} \left( L(x_k(T; \theta) + \varepsilon \xi_k(T) + o(\varepsilon), y_k) - L(x_k(T; \theta), y_k) \right)
\]

\[
+ \frac{1}{K} \sum_{k=1}^{K} \int_0^T \frac{\ell(x_k(t; \theta) + \varepsilon \xi_k(t) + o(\varepsilon), y_k) - \ell(x_k(t; \theta), y_k)}{\varepsilon} dt
\]

\[
+ \int_0^T \frac{\Phi(\theta(t) + \varepsilon \eta(t), \theta'(t) + \varepsilon \eta'(t)) - \Phi(\theta(t), \theta'(t))}{\varepsilon} dt
\]

\[
+ \frac{1}{K} \sum_{k=1}^{K} \int_0^T \left( \lambda_k(t), \frac{F(t, x_k(t; \theta + \varepsilon \eta), \theta(t) + \varepsilon \eta(t)) - F(t, x_k(t; \theta), \theta(t))}{\varepsilon}
\]

\[
- \frac{x'_k(t; \theta + \varepsilon \eta) - x'_k(t; \theta)}{\varepsilon} \right) dt.
\]

Taking the limit as $\varepsilon \to 0$ yields that

\[
E'_\eta(\theta) = \frac{1}{K} \sum_{k=1}^{K} \left( D_x L(x_k(T; \theta), y_k) \xi_k(T) + \int_0^T D_x \ell(x_k(t; \theta), y_k) \xi_k(t) dt \right)
\]

\[
+ \int_0^T \left( D_\theta \Phi(\theta(t), \theta'(t)) \eta(t) + D_{\theta'} \Phi(\theta(t), \theta'(t)) \eta'(t) \right) dt
\]

\[
+ \frac{1}{K} \sum_{k=1}^{K} \int_0^T \left( \lambda_k(t), D_x F(t, x_k(t; \theta), \theta(t)) \xi_k(t) + D_\theta F(t, x_k(t; \theta), \theta(t)) \eta(t) \right) dt
\]

\[- \frac{1}{K} \sum_{k=1}^{K} \int_0^T \left( \lambda_k(t), \xi_k(t) \right) dt.
\]
Integration by parts in the last integral gives
\[
\int_{0}^{T} \left< \lambda_k(t), \xi_k(t) \right> dt = \left< \lambda_k(T), \xi_k(T) \right> - \left< \lambda_k(0), \xi_k(0) \right> - \sum_{k=1}^{K} \int_{0}^{T} \left< \lambda_k'(t), \xi_k(t) \right> dt,
\]
where the middle term is zero as $\xi_k(0) = 0$ by Theorem 2.2. Rearranging terms in $E'_\eta(\theta)$, we obtain
\[
E'_\eta(\theta) = \frac{1}{K} \sum_{k=1}^{K} \left( D_\theta L(x_k(T; \theta), y_k)^T - \lambda_k(T), \xi_k(T) \right)
\]
\[
+ \frac{1}{K} \sum_{k=1}^{K} \int_{0}^{T} \left( D_\theta \ell(x_k(t; \theta), y_k)^T + D_\theta F(t, x_k(t; \theta), \theta(t))^T \lambda_k(t) + \lambda_k'(t), \xi_k(t) \right) dt
\]
\[
+ \int_{0}^{T} \left( D_\theta \Phi(\theta(t), \theta'(t))^T + \frac{1}{K} \sum_{k=1}^{K} D_\theta F(t, x_k(t; \theta), \theta(t))^T \lambda_k(t), \eta(t) \right) dt
\]
\[
+ \int_{0}^{T} \left< D_\theta \Phi(\theta(t), \theta'(t))^T, \eta'(t) \right> dt.
\]
If $\lambda$ is a solution of the adjoint problem (3.4), then
\[
E'_\eta(\theta) = \int_{0}^{T} \left< D_\theta \Phi(\theta(t), \theta'(t)) + \frac{1}{K} \sum_{k=1}^{K} D_\theta F(t, x_k(t; \theta), \theta(t))^T \lambda_k(t), \eta(t) \right> dt
\]
\[
+ \int_{0}^{T} \left< D_\theta \Phi(\theta(t), \theta'(t))^T, \eta'(t) \right> dt.
\]
Since $E(\theta) = E(\theta)$ for all parameter functions $\theta : I \to \mathbb{R}^M$, we have hereby proven (3.3).

**Corollary 3.2.** In addition to the assumptions of Theorem 3.1, suppose that $\Phi$ does not depend on the second variable, i.e., $\Phi(\theta(t), \theta'(t)) = \Phi(\theta(t))$. Then, the Fréchet derivative of the cost functional $E(\theta)$ in (3.1) with respect to the dual pairing in $L^2(I \to \mathbb{R}^M)$ is given by
\[
E'(\theta) = \nabla \Phi(\theta(t)) + \frac{1}{K} \sum_{k=1}^{K} \lambda_k(t)^T D_\theta F(t, x_k(t), \theta(t)).
\]

The gradient $E'(\theta)$ is used when updating elements in the iterative process. Calculating this gradient in $L^2$ can lead to loss of smoothness in the generated elements. If it is a priori known that updates should be smooth, it is usually better to calculate $E'(\theta)$ with respect to for example the Sobolev space $W^{1,2}$. This is related to the concept of a Sobolev gradient, see [2, Chap. 8.5] for calculations of such gradients in inverse heat transfer problems; an overview of works employing Sobolev gradients are given in [24, Sec. 5.2], see also [30]. The following result can be used to replace the pairing in $L^2$ with a pairing in $W^{1,2}$ when finding $E'(\theta)$.

**Theorem 3.3.** Given $u \in L^2(0, T)$, let
\[
v(t) = \frac{\cosh(T - t)}{\sinh T} \int_{0}^{t} u(s) \cosh(s) ds + \frac{\cosh t}{\sinh T} \int_{t}^{T} u(s) \cosh(T - s) ds, \quad t \in [0, T].
\]
Then,

\begin{equation}
\int_0^T u(s)\phi(s) \, ds = \int_0^T (v(s)\phi(s) + v'(s)\phi'(s)) \, ds
\end{equation}

for every \( \phi \in W^{1,2}(0,T) \).

\textbf{Proof.} The inner product of \( L^2(0,T) \) defines continuous linear functionals on the space \( W^{1,2}(0,T) \), hence the Riesz representation theorem for Hilbert spaces implies that there is an element \( v \in W^{1,2}(0,T) \) that represents \( u \in L^2(0,T) \) as a dual element with respect to the inner product of \( W^{1,2}(0,T) \). Thus, the existence of \( v \) satisfying (3.8) is clear; we shall show that \( v \) can be taken in the form (3.7).

Assume that \( u \in L^2(0,T) \) is continuous and let \( v \) be defined by (3.7). Then, a direct calculation shows that \( v \in C^2(0,T) \cap C^{0,1}[0,T] \) is a solution to the boundary value problem

\begin{equation}
\begin{cases}
v''(t) - v(t) = -u(t), & t \in (0,T), \\
v'(0) = 0, \\
v'(T) = 0.
\end{cases}
\end{equation}

Thus, integration by parts yields that

\begin{align*}
\int_0^T (v(s)\phi(s) + v'(s)\phi'(s)) \, ds &= v'(T)\phi(T) - v'(0)\phi(0) - \int_0^T (v''(s) - v(s))\phi(s) \, ds \\
&= \int_0^T u(s)\phi(s) \, ds
\end{align*}

for every \( \phi \in W^{1,2}(0,T) \).

It remains to show that formula (3.8) also holds true in the case when \( v \) is defined by (3.7) with \( u \in L^2(0,T) \) not continuous. By the density of continuous functions in \( L^2(0,T) \), we can find a sequence \( \{u_j\}_{j=1}^\infty \subset C[0,T] \) such that \( u_j \to u \) in \( L^2(0,T) \) and pointwise a.e. in \((0,T)\). Let \( v_j \in C^2(0,T) \cap C^{0,1}[0,T] \subset W^{1,2}(0,T) \) be the corresponding Sobolev representatives given by (3.7). Direct computation renders

\begin{align*}
v'_j(t) &= \frac{\sinh(t-T)}{\sinh T} \int_0^t u_j(s) \cosh(s) \, ds + \frac{\sinh t}{\sinh T} \int_t^T u_j(s) \cosh(T-s) \, ds, \quad t \in [0,T].
\end{align*}

For \( j \neq k \), we obtain by the triangle inequality that

\begin{align*}
|v_j(t) - v_k(t)| &\leq \frac{\cosh(T-t)}{\sinh T} \int_0^t |u_j(s) - u_k(s)| \cosh(s) \, ds \\
&\quad + \frac{\cosh t}{\sinh T} \int_t^T |u_j(s) - u_k(s)| \cosh(T-s) \, ds \\
&\leq C_T \|u_j - u_k\|_{L^2(0,T)}
\end{align*}
pairing in the Sobolev space for every \( m \) for the limit function \( \varphi \in W^{1,2}(0,T) \) is a Cauchy sequence in \( W^{m+p}(0,T) \). Thus, \( v_j \to v \) in \( W^{1,2}(0,T) \) and (3.8) remains valid also for the limit function \( v \).

**Remark 3.4.** The Sobolev gradient affects the smoothness of \( E'(\theta) \). This can be seen since it follows from (3.7) that when \( u \in L^2(0,T) \) then \( v \in W^{2,2}(0,T) \subset C^1[0,T] \) and \( v \) is \( k \)-Lipschitz continuous with \( k \leq \|u\|_{L^1(0,T)} \). Moreover, a simple modification of the proof allows us to state the theorem above in a more general form. Namely, if \( u \in L^p(0,T) \) with \( p \in [1, \infty) \), then the function \( v \) as defined in (3.7) lies in \( W^{2,p}(0,T) \subset C^{1,1/p'}[0,T] \) and it satisfies (3.8) for every \( \phi \in W^{1,p'}(0,T) \), where \( p' \) is the Hölder conjugate exponent. If also \( u \in W^{m,p}(0,T) \) for some \( m \geq 1 \), then \( v \in W^{m+2,p}(0,T) \).

We shall then give an explicit expression for \( E'(\theta) \) when the pairing is with respect to the Sobolev space \( W^{1,2} \), and for this we need the next result.

**Corollary 3.5.** Given \( u \in L^2(0,T) \), let \( U(t) = \int_0^t u(s) \, ds \) and

\[
\begin{align*}
v(t) &= \cosh(T - t) \int_0^t U(s) \cosh(s) \, ds + \frac{\cosh t}{\sinh T} \int_t^T U(s) \cosh(T - s) \, ds, \quad t \in [0,T].
\end{align*}
\]

Then

\[
(3.10) \quad \int_0^T u(s) \phi'(s) \, ds = \int_0^T \left( (U(s) - v(s)) \phi(s) + (U'(s) - v'(s)) \phi'(s) \right) \, ds
\]

for every \( \phi \in W^{1,2}(0,T) \).

**Proof.** As the function \( U \) is a Lebesgue primitive to \( u \in L^2(0,T) \subset L^1(0,T) \), we have

\[
\begin{align*}
\int_0^T u(s) \phi'(s) \, ds &= \int_0^T \left( U(s) \phi(s) + u(s) \phi'(s) \right) \, ds - \int_0^T U(s) \phi(s) \, ds \\
&= \int_0^T \left( (U(s) - v(s)) \phi(s) + (u(s) - v'(s)) \phi'(s) \right) \, ds
\end{align*}
\]

by Theorem 3.3.

We can then give the expression for \( E'(\theta) \).

**Corollary 3.6.** Under the assumptions of Theorem 3.1, there is a \( v \in W^{1,2}(I \to \mathbb{R}^M) \) that represents the Fréchet derivative of the cost functional \( E(\theta) \) in (3.1) with respect to the dual pairing in the Sobolev space \( W^{1,2}(I \to \mathbb{R}^M) \).
are solutions to the NODEs takes the following form.

\[ \tilde{\text{auxiliary functional}} \]

Thus, \( \int_0^T u_j(t)\eta_j(t) \, dt = \int_0^T (v_j(t)\eta_j(t) + v_j'(t)\eta_j'(t)) \, dt \)
and \( \int_0^T \tilde{u}_j(t)\eta_j'(t) \, dt = \int_0^T (\tilde{v}_j(t)\eta_j(t) + \tilde{v}_j'(t)\eta_j'(t)) \, dt. \)

Thus, \( v = (v_1 + \tilde{v}_1, v_2 + \tilde{v}_2, \ldots, v_M + \tilde{v}_M) \) is the sought representative of the Fréchet derivative of \( E(\theta). \]

In the iterations of NCG, we determine the optimal learning rate \( \beta \) by minimizing an auxiliary functional \( \tilde{E}(\beta) \), which utilizes the solution of a so-called sensitivity problem. It takes the following form.

**Theorem 3.7.** Assume that \( L, \ell, \Phi, F \) and \( \theta \) are as in Theorem 3.1. Assume also that \( x_k \) are solutions to the NODEs (3.2). Let \( \eta : I \to \mathbb{R}^M \) be continuously differentiable. Then,

\[
E(\theta + \beta \eta) = \frac{1}{K} \sum_{k=1}^K \left( L(x_k(T) + \beta \xi_k(T), y_k) + \int_0^T \ell(x_k(t) + \beta \xi_k(t), y_k) \, dt \right) + o(\beta)
\]

\[
+ \int_0^T \Phi(\theta(t) + \beta\eta(t), \theta'(t) + \beta\eta'(t)) \, dt =: \tilde{E}(\beta) + o(\beta),
\]

and

\[
\tilde{E}'(\beta) = \frac{1}{K} \sum_{k=1}^K \left( D_2 L(x_k(T) + \beta \xi_k(T), y_k) \xi_k(T) + \int_0^T D_2 \ell(x_k(t) + \beta \xi_k(t), y_k) \xi_k(t) \, dt \right)
\]

\[
+ \int_0^T D_\theta \Phi(\theta(t) + \beta\eta(t), \theta'(t) + \beta\eta'(t)) \eta(t) \, dt
\]

\[
+ \int_0^T D_\theta \Phi(\theta(t) + \beta\eta(t), \theta'(t) + \beta\eta'(t)) \eta'(t) \, dt,
\]

where \( \xi_k : I \to \mathbb{R}^N \) are solutions to the sensitivity problem

\[
(3.11) \quad \begin{cases}
  \xi'_k(t) = D_2 F(t, x_k(t), \theta(t)) \xi_k(t) + D_\theta F(t, x_k(t), \theta(t)) \eta(t), & t \in I, \\
  \xi_k(0) = 0.
\end{cases}
\]

**Proof.** Similarly as in the proof of Theorem 3.1, we may apply the differentiable dependence on parameters stated in Theorem 2.2 to see that the solution to the NODEs (3.2) with
parameter $\theta + \beta \eta$ can be approximated by the solutions to the NODEs with parameter $\theta$ and the sensitivity problem (3.11) such that
\[(3.12)\]
\[x_k(t; \theta + \beta \eta) = x_k(t; \theta) + \beta \xi_k(t) + o(\beta).\]

Thus,
\[(3.13)\]
\[E(\theta + \beta \eta) = \tilde{E}(\beta) + o(\beta)\]
as both $L$ and $\ell$ are Lipschitz continuous on compact sets. The derivative $\tilde{E}'(\beta)$ is obtained by direct differentiation. Note that the integrands have bounded derivatives on compact intervals, hence one may differentiate under the integral sign. 

We remark that from (3.12) and (3.13), it follows that the sensitivity problem can be used when computing effects of changes in the learned parameters on inference accuracy and when investigating error propagation in the classification.

We have then explicit expressions for the quantities needed to realize the steps of the proposed NCG given at the beginning of this section. We shall not go into details on convergence of this method, the reader can find results on convergence of nonlinear conjugate gradient methods in the recent work [4, Chap. 3], where also an overview of different nonlinear conjugate gradient methods are given ([4, pp. 41–43]). For convergence, it is of course important to know that there indeed exists a minimum to (3.1); existence is discussed in the next section.

**Minimizer of the cost functional (3.1).** We briefly discuss existence and properties of a minimizer of the above cost functional (3.1). In [15], classes of cost functionals are investigated, for example, (3.1) with $\ell = 0$, $K \leq N$, and the term involving $\Phi$ in (3.1) being equal to
\[\lambda \| \theta \|_{H^k(I \to \mathbb{R}^{N^2 + N})}^2\]
for $k = 0, 1$, with $H^k$ denoting the standard Lebesgue/Sobolev space of order $k$ endowed with an inner product, i.e., $L^2$ or $W^{k,2}$. Existence of a minimizer to that class of cost functionals with $F$ as in (2.1) is discussed and guaranteed when $k = 1$, see [15, Rem. 1]. Note that the cost functional we consider in our paper covers the case when $k = 0$ ($L^2$-regularization) as well as $k = 1$ ($H^1$-regularization) in [15]. Furthermore, under the basic assumption that the desired output vectors after activation, i.e., $\{\sigma(y_1), \ldots, \sigma(y_K)\} \subset \mathbb{R}^N$, where $\sigma$ is a smooth activation function, form a linearly independent set, it is shown in [15, Thm. 5.1] that a minimizer approaches the zero training regime meaning that it meets the desired output. Hence, [15] implies the following result.

**Proposition 3.8.** Assume that $N \geq K$. Then, there are cost functionals of the form (3.1) for which, by adjusting parameters, there exists a minimizer making the training error arbitrarily close to zero, that is close to the minimum value of the loss term.

Putting an upper bound on the distance between the initial data and the desired output, the training error can be zero ([15, Thm. 5.1]).

In the case when $L$ is based on a norm, such as $L(x, y) = \frac{1}{2} \| x - y \|_2^2$, conditions on $\Phi$ to guarantee the existence of a minimum to (3.1) are given in [34, Thm. 4.1] and [22, Prop. 2].
Analysis of the minimization of cost functionals in the case of discretized ODEs in deep learning is given in [8].

For an inverse problem, uniqueness of a solution is usually desired. We remark that in applications of neural networks, the actual numerical values of the weights themselves have no apparent physical meaning. It is only requested to find a set of weights that can meet the desired training output. Moreover, minimizing the loss term is usually a highly non-convex optimization problem, thus a minimizer of the training error is in general not unique.

Finally, we point out that deep mathematical results on approximation properties of NODEs are presented in [35] and [36], building on [27]. For example, in [35] it is shown that parameters can be determined in (3.2) with $F$ in the form (2.1) to match the given output states with arbitrary precision in the $L^\infty$-norm. Limitations on what functions that can actually be approximated is presented in [14], where extension to more general systems of NODEs is suggested; see also [6].

4. Numerical results. We recall that in this work the NODE is considered in isolation, that is describing the full network, where the input is plugged into the NODE as the initial condition and the output is generated as the final value of the NODE. The parameters to be found (learned) are allowed to depend on time (depth-variable). We shall generate results on training this time-dependent model using the proposed NCG method for NODEs, and compare with the corresponding results obtained by conventional discrete methods utilized in deep learning. As a proof-of-concept, tests are performed on synthetically generated 2D data described below.

The NCG is implemented in MATLAB using standard solvers for the involved NODEs (for example ODE45). We will make precise the NODE solved and the cost functional which is minimized. We start by first describing the datasets.

Two moons dataset. The two moons dataset is a simple synthetic dataset in the Euclidean plane consisting of two semicircles, and is included in the scikit-learn library for Python. The upper semicircle of radius 1 with center at the origin corresponds to one of the moons, while the lower semicircle of radius 1 with center at the point $(1,0.5)$ corresponds to the other moon. The input data $x^0 \in \mathbb{R}^2$ consists of $x$- and $y$-coordinates of a point in the plane and the output $y \in \mathbb{R}^2$ is a one-hot encoded category of the point, i.e., $y = (1,0)^T$ for points of the first moon, whereas $y = (0,1)^T$ for points of the second moon.

The training dataset consists of a 1000 points that are uniformly distributed along the two moons and then perturbed by Gaussian noise with standard deviation of 0.07 (the training points are thus clustered around the two moons).

Two circles dataset. Similarly as for the two moons, the two circles dataset is a standard simple synthetic dataset in the Euclidean plane, and is also included in the scikit-learn Python library. The dataset consists of a circle of radius 1 and a circle of radius 0.5, both with center at the origin. The input data $x^0 \in \mathbb{R}^2$ consists of $x$- and $y$-coordinates of a point in the plane and the output $y \in \mathbb{R}^2$ is a one-hot encoded category of the point, i.e., $y = (1,0)^T$ for points of the outer circle, whereas $y = (0,1)^T$ for points of the inner circle.

The training dataset consists of a 1000 points that are uniformly distributed along the two circles and then perturbed by Gaussian noise with standard deviation of 0.07 (the training points are thus clustered around the two circles).
points are thus clustered around the two circles).

**Test datasets.** To measure how well the respective neural network has learned to classify the two moons/circles, we ran inference on two distinct test datasets and computed the accuracy of the classification, i.e., the proportion of test points that were classified correctly.

One of the test sets had 100 points of “clean” data, meaning that the points were uniformly distributed on the two moons/circles. The other test set had 1000 points and consisted of “noisy” data, meaning that the points were uniformly distributed on the two moons/circles and then perturbed by a Gaussian noise of standard deviation 0.06. The noisy data was thus clustered around the two moons/circles.

**Neural network structure and the cost functional.** We use a neural ODE model on the interval $[0, T]$ based on fully connected linear layers with tanh as an activation function, namely,

$$
\begin{align*}
\mathbf{x}'_k(t) &= \tanh(W(t)\mathbf{x}_k(t) + b(t)), \quad t \in (0, T), \\
\mathbf{x}_k(0) &= \mathbf{x}_k^0
\end{align*}
$$

with $k = 1, 2, \ldots, K$, where $W : [0, T] \to \mathbb{R}^{2 \times 2}$ and $b : [0, T] \to \mathbb{R}^2$ are the parameters to be found (trained). Note that the activation function tanh is applied component-wise. Theorem 2.1 applies and guarantees the well-posedness of (4.1). In our experiments, the “time interval” has length $T = 5$ and data batches comprise 100 points during the training and hence $K = 100$. We point out that the parameters $W$ and $b$ can be vectorized and put into a generic parameter $\theta$, i.e.,

$$
\theta(t) = (W_{1,1}(t), W_{2,1}(t), W_{1,2}(t), W_{2,2}(t), b_1(t), b_2(t))^T \in \mathbb{R}^6, \quad t \in [0, T],
$$

thus the framework of Section 3 can be applied.

For simplicity, the cost functional (3.1) is written in terms of the parameters $W$ and $b$, that is $E(W, b)$. Terms included in this cost functional are chosen as to match the output of the network $\mathbf{x}_k(T)$ with the desired output $\mathbf{y}_k$ possibly penalizing the magnitude of the functions $W(t)$ and $b(t)$ and their derivatives, thus

$$
E(W, b) = \frac{1}{K} \sum_{k=1}^{K} \left( \frac{\mu_1}{2} \| \mathbf{x}_k(T) - \mathbf{y}_k \|_F^2 + \mu_2 H(\mathbf{y}_k, \text{softmax}(\mathbf{x}_k(T))) + \frac{\mu_3}{2} \| \mathbf{x}_k(T) \|_F^2 \right) + \int_0^T \left( \frac{\mu_4}{2} \| W(t) \|_F^2 + \| b(t) \|_F^2 \right) + \frac{\mu_5}{2} \left( \| W'(t) \|_F^2 + \| b'(t) \|_F^2 \right) dt,
$$

with $\mu_1, \ldots, \mu_5 \geq 0$, where $H(\mathbf{p}, \mathbf{q}) = -\sum_i p_i \log(q_i)$ is the cross-entropy between the probability vectors $\mathbf{p}, \mathbf{q} \in \mathbb{R}^N$ and $\| \cdot \|_F$ denotes the Frobenius norm of a matrix. Softmax is a standard function turning input into a probability vector required to apply the cross-entropy (explicit definition is in the next paragraph). Note that the first row in the right-hand side of (4.2) corresponds to the loss function $L(\mathbf{x}_k(T), \mathbf{y}_k)$ and the second row to $\Phi(\theta(t), \theta'(t))$ in the general formula (3.1) (the term involving $\ell$ is put to zero and is not included).

To match the output via the squared mean distance, set $\mu_1 > 0$ and $\mu_2 = \mu_3 = 0$. If the matching is done via cross-entropy, then set $\mu_2 > 0$ and $\mu_1 = 0$. When using cross-entropy, it is
desirable to control the magnitude of the output by \( \mu_3 > 0 \) since softmax has the unfortunate property to be invariant under shift along the space diagonal \( d = (1, 1, \ldots, 1)^T \), i.e.,

\[
\text{softmax}(z) := \frac{1}{\sum_i \exp(z_i)} \begin{pmatrix} \exp(z_1) \\ \exp(z_2) \\ \vdots \\ \exp(z_N) \end{pmatrix} = \frac{1}{\sum_i \exp(z_i + c)} \begin{pmatrix} \exp(z_1 + c) \\ \exp(z_2 + c) \\ \vdots \\ \exp(z_N + c) \end{pmatrix} = \text{softmax}(z + cd)
\]

for every \( z \in \mathbb{R}^N \) and \( c \in \mathbb{R} \).

Considering the NODE \((4.1)\) with the cost functional \((4.2)\), we can now give specific formulae for the adjoint problem \((3.4)\), the sensitivity problem \((3.11)\), the direction of steepest descent \((3.6)\) as well as the learning rate \( \beta \).

Recall that the activation function \( \text{tanh} \) in \((4.1)\) is applied component-wise. Therefore, the chain rule yields that the adjoint problem \((3.4)\) can be formulated as follows:

\[
\begin{align*}
\lambda_k'(t) &= -W(t)^T \left( \text{sech}^2(W(t)x_k(t) + b(t)) \circ \lambda_k(t) \right), \quad t \in (0, T), \\
\lambda_k(T) &= \frac{1}{K} \left( \mu_1(x_k(T) - y_k) + \mu_2(\text{softmax}(x_k(T)) - y_k) + \mu_3 x_k(T) \right),
\end{align*}
\]

where \( \text{sech}^2 \) is applied component-wise and \( \circ \) denotes the Hadamard (i.e., component-wise) product. Note also that we have made use of the fact that \( y_k \) is a probability vector when simplifying the derivative of the cross-entropy term in the final value condition.

The terms that penalize \( W \) and \( b \) and their derivatives in \((4.2)\) may be expressed using the Lebesgue \( L^2 \) and Sobolev \( W^{1,2} \) norms, namely,

\[
\int_0^T \left( \frac{\mu_4}{2} \left( \|W(t)\|_F^2 + \|b(t)\|_{L^2}^2 \right) + \frac{\mu_5}{2} \left( \|W'(t)\|_F^2 + \|b'(t)\|_{L^2}^2 \right) \right) dt
\]

\[
= \frac{\mu_4 - \mu_5}{2} \left( \|W\|_{L^2(I)}^2 + \|b\|_{L^2(I)}^2 \right) + \frac{\mu_5}{2} \left( \|W\|_{W^{1,2}(I)}^2 + \|b\|_{W^{1,2}(I)}^2 \right).
\]

The Fréchet derivative of \( E(W, b) \) with respect to the \( L^2 \) inner product has been stated in Corollary 3.2 corresponding to the case when \( \mu_5 = 0 \). Then, the direction of steepest ascent for \( E(W, b) \) with respect to the \( L^2 \)-norm is given by

\[
\begin{align*}
dW(t) &= \sum_{k=1}^K \lambda_k(t) \circ \left( \text{sech}^2(W(t)x_k(t) + b(t)) x_k(t)^T \right) + (\mu_4 - \mu_5) W(t), \\
db(t) &= \sum_{k=1}^K \lambda_k(t) \circ \left( \text{sech}^2(W(t)x_k(t) + b(t)) \right) + (\mu_4 - \mu_5) b(t).
\end{align*}
\]

If \( \mu_5 > 0 \), then the cost functional \( E(W, b) \) is not differentiable in \( L^2(I) \). On the other hand, it is differentiable in \( W^{1,2}(I) \). By Corollary 3.6, the direction of steepest ascent for \( E(W, b) \) with respect to the \( W^{1,2} \)-norm is then given by

\[
\delta W(t) = S[dW](t) + \mu_5 W(t) \quad \text{and} \quad \delta b(t) = S[db](t) + \mu_5 b(t),
\]

where \( \delta W(t) \) and \( \delta b(t) \) are the variations of the cost functional.
where \( S[\cdot] \) is the transformation described in Theorem 3.3 applied component-wise to the functions \( dW \) and \( db \) from (4.4).

Having determined a direction along which the weights and biases are to be updated, we can use the sensitivity problem to measure the change of the output of the neural network. If \( W(t) \) and \( b(t) \) are perturbed by \( V(t) \) and \( a(t) \), respectively, then (3.11) is expressed by

\[
\begin{aligned}
\xi'_k(t) &= \text{sech}^2(W(t)x_k(t) + b(t)) \circ (W(t)\xi_k(t) + V(t)x_k(t) + a(t)), \quad t \in (0, T), \\
\xi_k(0) &= 0.
\end{aligned}
\]

(4.6)

The auxiliary functional \( \tilde{E}(\beta) \) that approximates \( E(W + \beta V, b + \beta a) \) has derivative

\[
\tilde{E}'(\beta) = \frac{1}{K} \sum_{k=1}^{K} \left( \mu_1(x_k(T) + \beta \xi_k(T) - y_k) \\
+ \mu_2(\max(x_k(T) + \beta \xi_k(T)) - y_k) + \mu_3 x_k(T), \xi_k(T) \right) \ell^2 \\
+ \int_0^T \left( \mu_4 \left( \langle W(t) + \beta V(t), V(t) \rangle_F + \langle b(t) + \beta a(t), a(t) \rangle_F \right) \\
+ \mu_5 \left( \langle W'(t) + \beta V'(t), V'(t) \rangle_F + \langle b'(t) + \beta a'(t), a'(t) \rangle_F \right) \right) dt,
\]

(4.7)

where \( \langle \cdot, \cdot \rangle_F \) denotes the Frobenius inner product on \( \mathbb{R}^{N \times N} \). The optimal learning rate is found by solving the equation \( \tilde{E}'(\beta) = 0 \). Note that this equation is linear in \( \beta \) in the case when \( \mu_2 = 0 \).

**Training process.** At the very beginning of the training, the sought parameters \( W_0(t) \) and \( b_0(t) \) were initialized to an arbitrary \( C^1 \)-function of a small Sobolev \( W^{1,2} \)-norm and a training dataset of 1000 points was generated/loaded. In each epoch (passes of the entire training dataset), the training data were divided into 10 batches, each containing 50 + 50 points of the two moons/circles. Each batch was used in 15 iterations of the gradient descent steps as described in Section 3:

In each iteration, the direct problem (4.1) and then the adjoint problem (4.3) were solved. The \( L^2 \)-steepest ascent direction was computed using (4.4). In the first iteration for a batch, the chosen descent direction was the steepest one, i.e., \( V_0(t) = -dW_0(t) \) and \( a_0(t) = -db_0(t) \). In the \((j+1)\)th iteration, the conjugate gradient coefficient was calculated by

\[
\gamma_j = \frac{\|dW_j\|_{L^2(t)}^2 + \|db_j\|_{L^2(t)}^2}{\|dW_{j-1}\|_{L^2(t)}^2 + \|db_{j-1}\|_{L^2(t)}^2}
\]

and the descent direction was given by

\[
V_j(t) = -dW_j(t) + \gamma_j V_{j-1}(t) \quad \text{and} \quad a_j(t) = -db_j(t) + \gamma_j a_{j-1}(t).
\]

The sensitivity problem (4.6) was solved and the learning rate \( \beta_j \) was determined as the zero of \( \tilde{E}'(\beta) \) in (4.7). Then, the parameters were updated so that \( W_{j+1}(t) = W_j(t) + \beta_j V_j(t) \) and \( b_{j+1}(t) = b_j(t) + \beta_j a_j(t) \). Thereafter, the next iteration was started.
In the case when the Sobolev-gradient direction was to be used, then (4.4) in the algorithm above was immediately followed by (4.5), all instances of \(dW\) and \(db\) were replaced by \(\delta W\) and \(\delta b\), respectively, and the conjugate gradient coefficient was calculated using the \(W^{1,2}\)-norm instead of the \(L^2\)-norm.

When 15 iterations were finished for a batch, then another batch of 50 + 50 training data points within the epoch was taken and used in 15 iterations. When all 10 batches of an epoch were used, then a new epoch with a new partition of the training data into batches was started. The weights and biases \(W_{15}\) and \(b_{15}\) obtained after one cycle of iterations are used as starting values \(W_0\) and \(b_0\) for the next cycle of iterations.

**Inference.** When a given set of data points \(\{x^0_k \in \mathbb{R}^N : k = 1, \ldots, K\}\) is to be classified using the neural network (with the learned parameters), it is fed into the network via the initial condition in the NODE (4.1). The final value \(x_k(T)\) of the solution to the differential equation is then used to determine the class of the respective point. In our experiments, we used one-hot encoding for the desired output, where the first class was encoded as the vector \((1,0)^T\), whereas the second class was encoded as \((0,1)^T\). The \(k^{th}\) point belongs to the first class if the distance from \(x_k(T)\) to \((1,0)^T\) is shorter than the distance to \((0,1)^T\). Otherwise, the point belongs to the second class.

**Augmentation for the two circles dataset.** Consider the transformation that maps a point \(x^0 \in \mathbb{R}^2\) to the final value \(x(T) \in \mathbb{R}^2\) of the solution to the NODE (4.1) having \(x^0\) as its initial condition. As a consequence of Theorem 2.1, this mapping is an orientation-preserving homeomorphism of the plane. In particular, when this transformation is applied to the circles, then the image of the inner circle stays inside the image of the outer circle. Therefore, the image of certain points of the outer circle lies necessarily closer to \((0,1)^T\) and these points are thereby incorrectly classified. This is an inevitable property of the continuous neural network model due to the topology of the dataset and the plane. A possible solution to the topological constraints is to embed the plane in the 3-dimensional space by padding both the input and the desired output by (e.g.) zeroes. When the dimension of the data increases, the dimension of the trainable parameters has to increase accordingly. Hence, \(W : [0,T] \rightarrow \mathbb{R}^{3 \times 3}\) and \(b : [0,T] \rightarrow \mathbb{R}^3\) are the trainable parameters for the augmented neural differential equation (this type of augmentation method is also considered in [14]).

**Comparison of numerical results of the NCG for various cost functionals.** For each of the synthetic datasets (two moons, two circles without augmentation, and two circles with augmentation), we trained a NODE-based neural network in 5 epochs using several combinations of terms in the cost functional. We measured the best achieved accuracy for noisy test data as well as for clean test data (the word clean here means that no noise has been applied, see the description of test sets above), and we recorded at which epoch/batch this accuracy was obtained. This means that training for any additional epochs/batches does not lead to improvement in the achieved accuracy (some improvement might be obtained after the 5\(^{th}\) epoch). The results over 10 independent test runs for each combination are collected in Tables 1 and 2. Some tests had clustered values with a tail to left, giving a large standard deviation. No accuracies can of course be higher than 100. The decimal part in the epoch count shows the number of batches before completing an epoch, e.g., epoch count 1.6 corresponds to
having trained for 1 full epoch and 6 batches (out of 10) of the next epoch.

For the two moons dataset, square mean distance was used to measure the difference between the network output $x_k(T)$ and the one-hot encoded output $y_k$ and hence $\mu_1 = 1$ while $\mu_2 = \mu_3 = 0$. For the two circles dataset (regardless of whether augmentation is applied or not), cross-entropy was used and hence $\mu_1 = 0$ while $\mu_2 = 1$ and $\mu_3 = 0.1$. We made this choice in order to illustrate results for matching the output both by a norm, and by cross-entropy. As explained above, due to the shift invariance along the space diagonal of the cross-entropy, it is advisable to have $\mu_3 > 0$.

We tested three types of penalization of the parameters $W$ and $b$ in our experiments, namely, no penalization at all ($\mu_4 = \mu_5 = 0$), $L^2$-penalization ($\mu_4 = 10^{-5}$ and $\mu_5 = 0$), and $W^{1,2}$-penalization ($\mu_4 = \mu_5 = 10^{-5}$). The particular choice of the value $10^{-5}$ was decided empirically so that the penalization of parameters does not overpower the terms that measure matching of the output during the iterative optimization process.

### Table 1

Averages and standard deviations of highest achieved accuracies within 5 epochs over 10 test runs when using $L^2$-steepest descent direction during the optimization.

| Dataset  | Test data | No penalization by $\Phi$ | $L^2$-penalization |
|----------|-----------|---------------------------|---------------------|
|          |           | Best accuracy | Epoch | Best accuracy | Epoch |
| Moons (2D) | Clean | 100 | 0.6 ± 0.3 | 100 | 0.7 ± 0.2 |
|           | Noisy | 100 | 0.9 ± 0.6 | 100 | 1.1 ± 0.9 |
| Circles (2D) | Clean | 98.1 ± 2.8 | 2.0 ± 0.7 | 93.0 ± 12 | 1.4 ± 1.2 |
|           | Noisy | 97.6 ± 3.1 | 3.4 ± 1.3 | 92.6 ± 12 | 1.6 ± 1.3 |
| Circles (3D) | Clean | 100 | 0.4 ± 0.05 | 100 | 0.6 ± 0.3 |
|           | Noisy | 100 | 0.5 ± 0.05 | 99.99 ± 0.03 | 1.1 ± 1.4 |

### Table 2

Averages and standard deviations of highest achieved accuracies within 5 epochs over 10 test runs when using $W^{1,2}$-steepest descent direction. Remark: 100% accuracy for clean test data for augmented circles was achieved in all test runs within 13 epochs.

| Dataset  | Test data | No penalization by $\Phi$ | $L^2$-penalization | $W^{1,2}$-penalization |
|----------|-----------|---------------------------|---------------------|------------------------|
|          |           | Best accuracy | Epoch | Best accuracy | Epoch | Best accuracy | Epoch |
| Moons (2D) | Clean | 100 | 2.7 ± 0.4 | 100 | 2.7 ± 0.5 | 100 | 2.6 ± 0.7 |
|           | Noisy | 100 | 4.0 ± 0.7 | 99.99 ± 0.03 | 3.9 ± 0.7 | 99.9 ± 0.1 | 3.8 ± 0.7 |
| Circles (2D) | Clean | 97.2 ± 2.3 | 2.2 ± 1.6 | 96.3 ± 3.2 | 2.8 ± 1.4 | 96.1 ± 3.1 | 2.0 ± 0.8 |
|           | Noisy | 96.3 ± 2.6 | 2.7 ± 1.7 | 95.2 ± 3.4 | 3.2 ± 1.2 | 95.3 ± 3.3 | 3.3 ± 1.4 |
| Circles (3D) | Clean | 99.5 ± 1.6 | 1.6 ± 1.2 | 99.3 ± 2.2 | 1.6 ± 1.6 | 99.4 ± 1.6 | 1.8 ± 1.4 |
|           | Noisy | 99.1 ± 2.2 | 2.2 ± 1.6 | 98.9 ± 2.9 | 2.2 ± 1.7 | 99.0 ± 2.6 | 2.4 ± 1.8 |
In Table 1, the steepest descent direction was determined with respect to the $L^2$-pairing, i.e., (4.4) was applied. In Table 2, the steepest descent direction was given with respect to the $W^{1,2}$-pairing, i.e., (4.5) was used. Recall that $E(W,b)$ is not differentiable in $L^2$ if $\mu_5 > 0$, which is why the column corresponding to $W^{1,2}$-penalization is not included in Table 1.

As can be seen from Tables 1 and 2, the various penalization terms do not improve or significantly change the results, compared to when no penalization is used. This phenomenon has been observed earlier for conjugate gradient methods, see for example [17, 12]. When penalization is present, then the iterations can in principle continue without any risk of the parameters blowing up, whilst with no penalization the iterations have to be terminated using an appropriate stopping rule.

It is also apparent from Table 1 and Table 2 that the accuracy is higher and reached in fewer epochs/batches when the $L^2$-steepest descent direction is used.

To gain further insight into these results, we computed the corresponding Lebesgue $L^2$ and Sobolev $W^{1,2}$-norms of the trainable parameters at the end of the $5$th epoch. Averages and standard deviations of the norms over 10 test runs are recorded in Table 3 ($L^2$-norms) and Table 4 ($W^{1,2}$-norms).

| Dataset     | No penalization by $\Phi$ | $L^2$-penalization | $W^{1,2}$-penal. |
|-------------|---------------------------|---------------------|------------------|
|             | $L^2$-descent             | $W^{1,2}$-descent   | $L^2$-descent    |
| Moons (2D)  | 16.7 ± 3.6                | 8.15 ± 0.66         | 16.3 ± 4.4       |
|             | 8.06 ± 0.37               | 8.13 ± 0.55         |
| Circles (2D)| 46.0 ± 56.1               | 15.1 ± 7.5          | 355 ± 236        |
|             | 13.0 ± 4.6                | 13.0 ± 4.6          |
| Circles (3D)| 7.47 ± 1.53               | 23.4 ± 34.2         | 13.6 ± 3.4       |
|             | 21.5 ± 27.9               | 20.9 ± 27.5         |

| Dataset     | No penalization by $\Phi$ | $L^2$-penalization | $W^{1,2}$-penal. |
|-------------|---------------------------|---------------------|------------------|
|             | $L^2$-descent             | $W^{1,2}$-descent   | $L^2$-descent    |
| Moons (2D)  | 247 ± 97                  | 12.6 ± 1.3          | 225 ± 126        |
|             | 12.5 ± 1.2                | 12.5 ± 1.3          |
| Circles (2D)| 2111 ± 3938               | 22.2 ± 10.9         | 25786 ± 18003    |
|             | 18.4 ± 7.3                | 18.3 ± 7.1          |
| Circles (3D)| 80.6 ± 35.4               | 28.2 ± 38.1         | 180 ± 113        |
|             | 26.0 ± 30.4               | 25.4 ± 30.4         |

From Tables 3 and 4, it can be seen that a penalizing term can in some instances reduce the norms, and thus decrease the magnitude of the trained parameters and/or their derivative. However, the choice of the gradient descent direction has a much more significant effect. It is evident, in particular in Table 4, that using the $W^{1,2}$-steepest descent direction (4.5) (and possibly also a $W^{1,2}$-penalty term) greatly reduces the norm of the derivatives $W'(t)$ and $b'(t)$, which means that the oscillations in the learned parameters are eased out. Having smoother parameters improves speed and accuracy of the ODE-solvers in the NCG. Thus, although higher accuracy is reached in fewer epochs with the $L^2$-direction, the oscillations...
in the parameters slow down each iteration as the ODE-solver needs to repeatedly refine the discretization, making the results with $W^{1,2}$-direction comparable in usage of CPU time.

Unsurprisingly, Tables 1 and 2 confirm that least accuracy is achieved for the two circles dataset with no augmentation and the learned parameters have usually the highest norms for that dataset as seen in Tables 3 and 4. Topology of the Euclidean plane and two concentric circles together with the continuous neural network model prevent successful classification. The inner circle has to stay inside the outer circle when undergoing transformation via the entire NODE, thus the circles cannot be linearly separated. As the class is decided by which of the points $(1, 0)$ or $(0, 1)$ lies nearest to the output of the network, a linear separation is needed.

**Visualization of the results of NCG and comparison with SGD.** Each model trained by the proposed NCG was replicated in the Tensorflow machine learning platform using the Keras interface (Python based), in order to enable comparisons with existing standard stochastic gradient descent (SGD) based optimization techniques used in deep learning applications. The chosen reference models consists of 250 layers, which corresponds to the discretization level used in the NODE results. The activation function was scaled by the factor $1/50$, in order to have an exact copy of a NODE solved with Euler discretization in the time interval $[0, 5]$. All other hyper-parameters were also set as in the NODE optimization, with the same layer definitions, activation functions, loss functions, and batch size used in the training. For training, the SGD optimizer RMSProp [21] was used, with a base learning rate of 0.1.

For the two moon dataset and the augmented two circles dataset, training was performed over 15 epochs, reaching 100% training accuracy. For the two circles dataset in 2 dimensions, training was stopped after 30 epochs with a training accuracy of around 98%.

For visual comparison of the results obtained with the various optimization methods, Figures 1–3 have been generated (i.e., one figure per dataset: two moons, two circles without augmentation, and two circles with augmentation). Each of the three figures is formed as a 3-by-3 matrix of subfigures, where the first column shows results of NCG when using $L^2$-steepest descent direction (4.4), the middle column shows results of NCG with $W^{1,2}$-steepest descent direction (4.5), and the last column depicts results for the discrete neural network model trained by SGD. The used penalization $\Phi$ for NCG is listed in the footer of respective column. In each 3-by-3 matrix of subfigures the rows are as follows.

The first row contains graphs of all the trainable parameters $\theta(t)$ (consisting of weight matrices $W(t)$ and bias vectors $b(t)$) over the “time” interval $I = [0, 5]$ for NCG and the corresponding 250 layers used in SGD. We point out that the SGD is an optimization method for a discrete model (not based on NODEs), thus the weights and biases are discrete. To further accentuate this, only every third value of the parameters $W$ and $b$ have been included in the graph for SGD so that they would not be misread as continuous curves by accident.

The middle row shows decision boundaries obtained by respective neural network model. In order to produce the image of the decision boundaries, a grid of data points was generated in the shown rectangular area, with the resolution of 400-by-400 points per unit square. Every grid point was plugged in as input (i.e., as initial condition $x_k(0)$) into the neural network whose output (i.e., the final value $x_k(5)$) was then used to determine the color shade of the grid point. The difference of $y$- and $x$-coordinates of the output value represent the difference
in distance from the points $(1, 0)$ and $(0, 1)$. Recall that these two points correspond to the two distinct classes as per one-hot encoding. On top of the decision boundaries, $250 + 250$ points of the noisy test dataset have been plotted and colored according to the ground truth. Note that this amounts to half of the noisy test set.

The final row shows trajectories of $25 + 25$ points of the clean test dataset as their position $x_k(t)$ evolve throughout the neural network. In Figures 1 and 2, the time-component is preserved in the image and the value of $t$ is present as one of the axes. Observe that the trajectories do not cross, as distinct points are guaranteed to never collide in the NODE-model due to uniqueness of solutions of ODEs established in Theorem 2.1.

Graphs of $W(t)$ and $b(t)$:

Decision boundaries:

Trajectories:

**Figure 1.** The two moons dataset. NCG depicted after batch 1 of epoch 4 in test run #9.
Graphs of $W(t)$ and $b(t)$:

Decision boundaries:

Trajectories:

NCG with $L^2$-descent
$L^2$-penalization

NCG with $W^{1.2}$-descent
No penalization by $\Phi$

SGD

Figure 2. The two circles dataset without augmentation. NCG shown after batch 2 of epoch 3 in test run #2.

The trajectory data in Figure 3 are 3-dimensional due to augmentation and hence the time component is not shown in the image. Therefore, the trajectories appear to be crossing. Nevertheless, the points do not collide as they reach the same position at different times $t$.

The effect of using the $W^{1.2}$-descent direction in NCG can be clearly seen in the graphs of
Graphs of $W(t)$ and $b(t)$:

Decision boundaries:

Trajectories:

**Figure 3.** The two circles dataset with augmentation. NCG depicted after epoch 3 in test run #6.
the trainable parameters $W(t)$ and $b(t)$ in Figures 1–3. Oscillations that are present when the $L^2$-direction is used are significantly attenuated. The corresponding effect can also be observed for the trajectories as they vary in a smoother fashion and the motion of the points is free of sharp turns due to diminished acceleration and twists.

Comparing Figures 2 and 3, we see that augmentation has a profound effect for the two circles dataset (as has been pointed out above). In particular, the thin passage through the outer circle that connects the inner region to the outer parts of the plane disappears when the dimension is increased by augmentation. Namely, the additional dimension makes it possible for all the points of the inner region to follow a path towards the point $(0, 1, 0)$ without ever colliding with any of the points of the outer circle that are following a path towards $(1, 0, 0)$.

The obtained results compare well with the corresponding ones obtained with the SGD. Note that the weights obtained with SGD as well as the trajectories are oscillatory. Moreover, the continuous setting of NCG (before numerical discretization) corresponds to an infinite number of layers as opposed to the 250 layers employed in the SGD.

An additional benefit of the continuous NODE based model is that, due to well-posedness, it is rather easy to run the model backwards and forecast which region in the plane will map to the respective output class.

5. Conclusions. The inverse problem of finding depth-variable (time-dependent) parameters in a neural ordinary differential equation (NODE) has been investigated, corresponding to supervised reconstruction in a neural network with time continuous layers (an infinite number of layers). The NODE is considered in isolation, that is describing the full network where both the input and output are solely processed by the NODE and not by other layers outside this formulation, as opposed to previous works. The inverse problem is recast in the form of minimization of a cost functional, involving loss terms and penalty terms, subject to a general first order differential equation. A nonlinear conjugate gradient method (NCG) is developed for finding the minimum. The adjoint and sensitivity problems are derived, as well as the Fréchet derivative of the cost functional. The Sobolev gradient is also derived and incorporated to enhance smoothness of the reconstructed parameters. Mathematical properties such as parameter dependence of the differential equation are shown, and existence of a minimum to the cost functional is outlined. Numerical results are given for a particular NODE and two synthetic datasets, a two moon one and one corresponding to two full circles. In the examples, the sought parameters are a vectorization of a weight matrix and a bias vector, and supplied with an activation function. Comparison with standard SGD based methods (discrete, not based on NODEs) show that NODEs in isolation perform well having additional advantages such as smoothness and stability, and being able to forecast forward in time as well as reversing to find the cause of an observed effect. As verified in the numerical examples, using the Sobolev gradient instead of the standard $L^2$ gradient has a marked effect on the results. It renders smoother parameters and trajectories, which in turn speeds up the solution of the requested NODEs in the NCG. There are recent results on training to also automatically find values of parameters for the penalty terms, see [1], that would be interesting to utilize. Investigating the sensitivity problem further has the potential to render qualitative statements about the behavior of error propagation in the learning process under noise. The results presented are general covering a broad class of NODEs and cost functionals, and can therefore be applied
to parameter identification in ODEs also outside the context of deep learning. It opens the possibility to turn other discrete optimization methods into continuous minimization subject to ODEs in the spirit of what has been initiated in [33]. The usefulness of learning an ODE for function approximation has been observed in works on time-series and medical forecasting [16]. Speeding up the calculations via the Sobolev gradient can further enhance the use of NODEs in applications.
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