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Abstract
Purpose – This paper aims to specifically focus on the challenges that human resource management (HRM) leaders and departments in contemporary organisations face due to close interaction between artificial intelligence (AI) (primarily robots) and human workers especially at the team level. It further discusses important potential strategies, which can be useful to overcome these challenges based on a conceptual review of extant research.

Design/methodology/approach – The current paper undertakes a conceptual work where multiple streams of literature are integrated to present a rather holistic yet critical overview of the relationship between AI (particularly robots) and HRM in contemporary organisations.

Findings – We highlight that interaction and collaboration between human workers and robots is visible in a range of industries and organisational functions, where both are working as team members. This gives rise to unique challenges for HRM function in contemporary organisations where they need to address workers’ fear of working with AI, especially in relation to future job loss and difficult dynamics associated with building trust between human workers and AI-enabled robots as team members. Along with these, human workers’ task fulfilment expectations with their AI-enabled robot colleagues need to be carefully communicated and managed by HRM staff to maintain the collaborative spirit, as well as future performance evaluations of employees. The authors found that organisational support mechanisms such as facilitating environment, training opportunities and ensuring a viable technological competence level before organising human workers in teams with robots are important. Finally, we found that one of the toughest challenges for HRM relates to performance evaluation in teams where both humans and AI (including robots) work side by side. We referred to the lack of existing frameworks to guide HRM managers in this concern and stressed the possibility of taking
insights from the computer gaming literature, where performance evaluation models have been developed to analyse humans and AI interactions while keeping the context and limitations of both in view.

**Originality/value** – Our paper is one of the few studies that go beyond a rather general or functional analysis of AI in the HRM context. It specifically focusses on the teamwork dimension, where human workers and AI-powered machines (robots) work together and offer insights and suggestions for such teams' smooth functioning.
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1. Introduction
The implications of technological developments and innovations for humans are increasingly becoming complex, with the role of machines changing from useful tools for production or usage to playing a critical role in different spheres of organisational and economic life (e.g. Coupe, 2019; Arslan et al., 2021). Work in modern society propelled by progressively prevalent digitalisation and communication technology comprises non-stop connectivity, immediacy and a plethora of challenges in the work-life (Derks et al., 2015). As such, work-life and work identified are being fundamentally transformed and reconfigured amidst the growing prevalence of new emerging digital economy and emergent technologies such as big data, machine learning and artificial intelligence (AI) attached to the newly emerging digital economy (Petriglieri et al., 2019; Sutherland et al., 2020).

Recent research offers extensive evidence of different ways in which managers and workers operate in a complex environment characterised by swift digital interactions, fast cycle times (Golembiewski, 2019), technological intensity (Serban et al., 2015) and the gig economy (Petriglieri et al., 2019; Sutherland et al., 2020). A perfect storm of technological change is shifting the landscape in which managers and employees operate. The rhetoric is overwhelming in the popular press about the benefits as well as challenges (dark side) of utilising modern technologies in the workplace. In this context, a recent Forbes article highlighted that the future of HR is both digital and human (Forbes, 2019), thus suggesting a vital role of modern technologies in HRM function. In this context, recently several concerns have been raised by the scholars about the potential dark-sides of emerging technologies such as AI-based analytics within the HRM functions (cf. Davison et al., 2011; Gibbs et al., 2015; Holland and Bardoe1, 2016; van den Heuvel and Bondarouk, 2017) Multidimensional technological forces involving augmented reality, machine learning, Industry 4.0, the Internet of things, big data, AI and blockchain are profoundly transforming work and organisations (Avolio et al., 2014; Mohanta et al., 2020; Peysakhovich and Naeker, 2017). Digital technologies have become a new strategic imperative for businesses (Fitzgerald et al., 2014). As such, managers and employees increasingly behave in unconventional ways and are compelled to use social media, algorithms, big data analytics, machine learning, simulations, augmented reality and games in their everyday lives and as part of their decision-making processes (Serban et al., 2015; Spencer et al., 2012). As these digital technologies radically transform leaders’ work environment, scholarly attention has mostly focussed on the effects of particular technologies on organisations and their leaders (Henfridsson et al., 2014; Spencer et al., 2012).

Rapid technological change, especially in the digital age (Henfridsson et al., 2014), constantly feeds the gap between human workers’ current and expected levels of knowledge and competencies. Information overload can exacerbate managers and employees’ anxiety and personal paradoxes (e.g. Bawden and Robinson, 2009). However, not keeping up with the required knowledge and competence levels may lead to an overwhelming gap between the actual and required human competitiveness levels. Furthermore, the constant flux of new technologies and paradigms makes most existing skills obsolete and weakens the justification for building new competencies that could become irrelevant virtually
overnight (Anand et al., 2010; Henfridsson et al., 2014). As such, adjusting to technological change in the current age is a daunting challenge.

In human resource management (HRM), like other management domains, emerging technologies, including AI, have become a visible player going beyond their role as just a tool (Ivanov and Webster, 2019; Malik et al., 2020; Vrontis et al., 2021). AI consists of a broad set of technologies that allow the computer to perform multiple tasks that normally require human cognition, including adaptive decision-making (e.g. Tambe et al., 2019; Vrontis et al., 2021). It is in such a context that previous research has shown how AI influences specific HR tasks, for instance, how to use data mining techniques in employee selection, intelligent agent technologies for employee development, new employee recruiting through social networking sites by using data extraction tools, smart sensory mechanisms to evaluate employee productivity and detect knowledge hiding (Strohmeier and Piazza, 2015; Richards et al., 2019; Malik et al., 2020). However, so far, the focus of extant research on AI’s role for HRM has been on its application at a functional level. An interesting dimension of AI in recent years has manifested itself in the visibility of AI-powered machines including robots interacting and collaborating with human workers in a range of tasks from industrial production (e.g. Libert et al., 2020) to product development (e.g. Demir et al., 2020), and customer service delivery (Ivanov and Webster, 2019).

We specifically focus on the challenges that HRM function in contemporary organisations face due to close interaction between AI (robots as well as processes) and human workers, especially at the team level, and highlight vital potential strategies, which can be useful to overcome these challenges. By doing so, we contribute to the extant HRM as well as technology management literature in three important ways. First, we highlight the key challenges and opportunities arising from utilising emerging technologies in the workplace. These challenges and opportunities could seem overwhelming at face value. However, we argue that a closer engagement between social and technological sciences can enable alleviating the challenges and better utilising the potential opportunities of the rise of new technologies in the workplace. Second, we highlight the key psychological aspects particularly trust by building on recent studies (e.g. Glikson and Woolley, 2020; Webster and Ivanov, 2020; Gillath et al., 2021) as important enablers in facilitating AI-human worker interaction in organisations. Only by establishing and maintaining trust in AI and other emergent technologies can it be possible to make advances in HRM that contribute to all stakeholders, including employees and shareholders. Finally, we document the important role of training and sound HR practices in enhancing the integration of emerging technologies in organisations while maintaining privacy and security of employees’ personal data. We suggest that training and rigorous HR practices can both support trust in emerging technologies and their effective leverage in the workplace.

The rest of the paper is organised as follows. The next section presents a specific discussion on the influences of AI on HR functions in contemporary organisations. This is followed by a discussion on the challenges posed by AI’s rise for HR functions and strategies. Finally, the paper concludes with the presentation of theoretical, managerial and policy implications as well as future research directions.

2. AI and HRM: an overview

AI is a crucial and fundamentally transformative new technology that can be defined in various ways. However, generally speaking, it corresponds to a machine-based system’s ability to correctly interpret external data, learn from it, flexibility use and adapt that knowledge to achieve specific goals and fulfil tasks (e.g. Kaplan and Haenlein, 2019). Nowadays, first-generation AI (applying AI only to specific tasks) is a commonplace phenomenon across a range of organisations. It is increasingly being argued that in the near
future, first-generation AI will evolve into what is called artificial general intelligence that is expected to be able to reason, plan and solve problems autonomously for tasks they were never even designed for (e.g. Kaplan and Haenlein, 2019). Artificial general intelligence is likely to challenge some of the white-collar tasks but is not likely to pose a fundamental threat to modern management’s uniquely human aspects such as social interactions with workers, as well as managers and employees’ emotional intelligence. That said, in the longer run, artificial general intelligence may be followed by an artificial superintelligence, where self-aware and conscious machines-based systems are expected to depict scientific creativity, social skills and general wisdom, which has so far been associated with humans (Yampolskiy, 2015). Such developments have the potential to render humans redundant. Artificial superintelligence is probably the stage where humans and human work will be fundamentally challenged and either be transformed or evaporated, leading to serious implications for employees’ productivity and retention. The emergence of recent AI-based technologies, such as autoregressive language models like Generative Pre-trained Transformer-3 (GPT) (Analytica, 2020), conversational systems, and immersive technologies (Hudson et al., 2019), hint at unique challenges faced by humanity and employees if/when artificial superintelligence emerges as a prevalent phenomenon.

AI has a wide range of applications within the realm of HRM. For example, AI tools have been applied to the recruitment process to facilitate job application and selection practices (Rodney et al., 2019). Likewise, big data algorithmic analytics, sensory and tracking technologies and metabolism monitors have risen as AI-based decision-making technologies in the workplace (Nica et al., 2019). Furthermore, Industry 4.0 inspired smart HR 4.0 has been applied to transform talent onboarding, talent development and talent offboarding processes in the HRM domain (Sivathanu and Pillai, 2018). These growing potentials of AI for HRM can be seen both as an opportunity for advancement and as a daunting behavioural challenge, especially for those directly at the front line in terms of work-related threats AI poses.

With regard to the challenges associated with AI-related applications in HRM, employees face toxic decision processes and competitive threats amidst the growing prevalence of technology in the workplace (Maitlis and Özcelik, 2004). Recent research on digital firms highlights that insidious HRM techniques to the detriment of workers’ interests are increasingly commonplace (Mosco, 2016). The growing wave of layoffs and redundancies driven by AI and related technologies engenders severe emotional damages for affected professionals and co-workers (survivors) who remain in organisations but most often in a more precarious situation ensuing the wave of technology-driven layoffs and redundancies (Moore, 2018). The downsizing and restructuring in many organisations due to these developments mean that the traditional psychological and social contract, which offered job security in return for organisational loyalty, has changed (Petriglieri et al., 2019). In this vein, even if human labour persists, some major changes, including pervasive rationalisation, maximising the output extracted from labour inputs, and AI-driven replacement of humans in important functions that need large mental capacities, are foreseeable (Pueyo, 2018). In addition, scholarship suggests that HR managers are ill-prepared as most of them lack critical skills and training in modern technology-enabled tools, and this can potentially have consequences for employees and organisations (e.g. Holland and Bardoe, 2016; Mariappanadar and Aust, 2017). There are also issues related to employees and their managers’ misuse of IT resources and sharing of information to unintended recipients. Similarly, the security and protection of employees’ personal data is a huge challenge for organisations, as misuse of personal information and posting information on websites could potentially harm employees’ welfare.

Furthermore, employees face psychological and existential challenges related to dealing with “impossible expectations” amidst relentless technological changes that are accelerated by conditions such as anxiety, stress and burnout (e.g. Harms et al., 2017; Bednar and Welch, 2020).
In particular, managers and employees may face challenges related to confidence concerning working along with AI-based tools and algorithms, confront constant pressure to change and adapt amidst AI-driven work paradigms and systems and concerns over controlling AI-based machines to avoid autonomous decisions and implicit biases (Kaplan and Haenlein, 2019), as well as potentially overburden with new work requirements. Machine–human interaction in the workplace is likely to bring a plethora of questions and challenges to HRM managers and employees alike. Such interaction and increasing prevalence of AI systems are also likely to shape the way people work and how their performance is measured and managed (Richards et al., 2019). Consequently, AI systems and AI-based tools are inextricably intertwined with HRM and are likely to transform the modern HRM domain through unprecedented levels of potential and future challenges. This intertwining and interaction between AI and humans is also expected to result in significant challenges for organisations’ HRM function (e.g. Tambe et al., 2019). The next section discusses these challenges from a critical perspective as well as offers some insights concerning potential HRM strategies.

3. AI and human workers interaction: challenges and potential HRM strategies

A significant amount of prior research has focussed on AI’s challenges for HRM from the perspective of lost jobs (e.g. Coupe, 2019; Ivanov and Webster, 2019; Arslan et al., 2021), changed professional demands (e.g. Hmoud and Lszlo, 2019), need for new skills development (Malik et al., 2020; Arslan et al., 2021) and talent management dynamics (e.g. Vrontis et al., 2021). KPMG (https://home.kpmg/xx/en/home.html), in their recent report, mentioned that majority of CEOs believe that AI will create more jobs than the ones it eliminates, while the view of the majority of HR managers is opposite (KPMG, 2019, p. 1). A key reason for this difference in perceptions concerning the role of AI is due to the fact that traditionally, HR function in the organisation has viewed technologies including AI from a functional perspective, and the focus has been on retraining and skills development for the workers whose jobs may be replaced by AI. However, continuous interaction between AI-powered robots and human workers in routine organisational functions (e.g. Libert et al., 2020) is a dynamic that has not been specifically analysed in-depth by the researchers as well as understood better by contemporary HR managers.

It has been argued that due to Industry 4.0 associated technologies, there is increased visibility of interaction and collaboration between humans and AI (usually visible in the form of robots, though increasingly other smart machines are becoming visible to improve productivity), which brings its own unique challenges concerning control, analysis and performance evaluation (e.g. Tsarouchi et al., 2017; Libert et al., 2020). These scholarly insights and popular press indicate that digital technologies, including AI, will play a significant role in HR, and HR leaders need to find ways to optimise the interactions of digital technologies and humans (cf. Forbes, 2019). An interesting example is this concern is of so-called “smart (or social) robots”, which have been helping to enhance the industrial process by working together with humans in industrial assembly lines (Evjemo et al., 2020), as well as offering advice to human workers using AI-based algorithms in other organisational functions (Ivanov and Webster, 2019). Hence, the AI-powered robots’ role has changed from “tools to teammates” for human workers (Ivanov and Webster, 2019; Seeber et al., 2020). This change has resulted in humans and robots increasingly taking more and more complex and collaborative roles in both the manufacturing and the service sectors (Seeber et al., 2020). Specifically, this interaction and collaboration have been found to be visible in contexts like military, construction, agriculture, medical/healthcare, analytical services and manufacturing (Webster and Ivanov, 2020). Against this backdrop, AI has been suggested to play a vital role in transforming the HR function, and its role is highlighted to be crucial for plugging the skills gaps that organisations are facing (CIO, 2020).
In their analysis of robot–human co-working in 1,500 organisations, found that they can enhance each other’s strengths and increase organisational productivity if the co-working is implemented strategically in the relevant teams. In this regard, they highlight the example of cobot arm being used in Mercedes-Benz production, which enhances the human worker and stress the importance of the development of collaborative intelligence (Wilson and Daugherty, 2018). However, the development of such collaboration is not that straightforward process as some scholars have highlighted that the along with being functional interactions; such endeavours also significantly influence the meaning and meaningfulness of work for the human workers (e.g. Smids et al., 2020).

For HRM studies, enhancing interaction and collaboration between human employees (generally as well as being part of a team) has been a significantly researched topic, given that cognitive biases, emotions, and personality differences play a major role in the success or failure of such collaborations (Mattesich and Monsey, 1992; Driskell et al., 2018; Smids et al., 2020). These aspects become even more complex in those settings and contexts where AI-powered robots and humans are working together as teammates because it is likely that there can be resistance by some human workers due to fear of losing their jobs ultimately to technology (e.g. Ivanov and Webster, 2019; KPMG, 2019; Smids et al., 2020), as well as psychological problems with the adoption of emerging technologies. Similar issues have been addressed in some past studies under the umbrella term “computer or technology anxiety”, which has been defined as the extent to which an individual feels unpleasant when using a specific technology (e.g. Mikkelsen et al., 2002). This anxiety manifests itself in an emotional state such as frustration, apprehension, fear and uneasiness (e.g. Okumus et al., 2017). The circumstances surrounding AI-powered machines and processes including robots interacting and collaborating with human workers are very complex compared to relatively old technologies such as personal computers or legacy organisational IT systems. Hence, it is logical to expect that some human workers’ anxiety can be higher while dealing with these robots regularly as part of their team. This can influence their acceptance of robots as team members and adopt this new reality in working life. For the HR function in contemporary organisations, this anxiety presents a significant challenge that decision-makers and HR leaders must address carefully and strategically. Prior scholars have referred to taking a state perspective to computer- or technology-related anxiety (Harrington et al., 1990), which means that it can be a temporary phase, and anxiety tends to be higher when the technology is introduced (Webster and Martocchio, 1992; Novak and Wisdom, 2018). Therefore, earlier studies have stressed the importance of clear communication concerning expectations (e.g. Okumus et al., 2017), potential changes in job tasks (Lariviere et al., 2017), training opportunities (e.g. Okumus et al., 2017; Sampson et al., 2020) and adjustment time periods (Arthanat et al., 2019) to overcome this anxiety. We argue that the adoption of similar approaches by HR departments in organisations where human and AI-powered machines and processes are interacting or going to interact regularly can help overcome the barriers and hesitations.

It is further important to note that trust has been highlighted as one of the major issues when working with emerging technologies such as AI (Ivanov and Webster, 2019; Webster and Ivanov, 2020; Gillath et al., 2021). Scholars have highlighted issues such as reliability, availability, confidentiality and integrity as cornerstones for developing trust with technology by humans (Castelfranchi and Falcone, 2010). This trust ultimately influences technology acceptance significantly by relevant people (e.g. employees in organisations). Similarly, trust-related issues have been well documented in the existing literature on the adoption of Internet banking (cf. Yousafzai et al., 2009), where it is suggested that trust plays a vital role in the adoption of Internet banking. Thus, trust has been specifically found to be a significant factor in cases where humans interact and collaborate with AI-powered robots (Schefer, 2013). However, this interaction between humans and robots is not without its
challenges. Scholars have highlighted challenges such as human workers either expecting AI-powered machines like robots to do every task perfectly, leading to reduced communication (Schaefer, 2013), or starting to intervene in their tasks earlier than required due to the fear of them not doing the tasks efficiently (e.g. Demir et al., 2020). Also, prior studies have shown that human workers’ behaviour and trust towards AI are influenced by whether it is in form of a physical robot or just virtual programme or process (e.g. Glickson and Woolley, 2020). Also, some recent studies (e.g. Gillath et al., 2021) have referred to the importance of attachment in context of AI-human workers relationship and trust development. All these aspects concerning expectations and trust development can be challenging for HRM in organisations due to a rather lack of prior practice-based evidence on useful strategies in such circumstances due to the newness of topic. Hence, it is important to incorporate knowledge from related fields in order to develop and enrich HRM strategies in this concern.

For example, earlier studies have found organisational support an important factor in helping employees deal with new technology-related challenges and overcome resistance to their adoption (Mitchell et al., 2012; Sampson et al., 2020). This organisational support tends to manifest itself in the form of developing facilitating conditions and offering required training (Mitchell et al., 2012; Paruzel et al., 2020). It is indeed important for HR departments to ensure that a viable level of technology-specific competence in employees before they are introduced to work in teams comprising of humans and robots. However, recent studies have suggested that many firms are failing to adequately train their employees for interaction and collaboration with AI – resulting in making them not ready for future work, where this is expected to be a common sight (Ivanov and Webster, 2019).

Earlier mentioned facilitating conditions and training can potentially result in development of a certain level of attachment (bond) between human workers and AI especially if the need of attachment or dependency urge is mentioned by AI robot as it gives confidence boost to human workers (e.g. Gillath et al., 2021). Finally, one of the toughest challenges for the HR function in organisations relates to performance evaluation dynamics, especially in cases where humans and AI-enabled robots are both working as part of the same team. Due to this phenomenon’s relative newness, there is a lack of specific HRM studies addressing this topic. However, we argue that HRM as a research area, as well as HR functions in organisations, can benefit from prior research done in areas such as computer gaming, where performance evaluation between human and AI gamers has been addressed from a range of perspectives (e.g. Kim et al., 2018). These studies have stressed the issues such as contextualising performance evaluation (e.g. Backlund et al., 2018), adjustable performance criteria incorporating human limitations (Canaan et al., 2019), especially the element of fatigue (Shen et al., 2019). HRM function in organisations where human workers interact, collaborate and perhaps compete with AI-enabled robots in the same teams will need to use such and other similar insights to develop a relatively fair performance appraisal system. This is expected to overcome hesitations and develop trust in such emerging technologies (Bitkina et al., 2020) in order to keep human workers motivated to continue interacting and collaborating with AI-enabled robots, as team members.

Table 1 presents a summary of key challenges and potential HRM strategies dealing with AI-human workers’ teamwork interaction and collaboration in contemporary organisations.

4. Conclusions, implications and future research directions

4.1 Conclusions
The key aim of this paper was to take a closer and critical look at the interaction between AI and human workers from an HRM lens by specifically focussing on the challenges organisations and workers encounter due to this relatively new phenomenon. Existing
research and popular press have documented the potential advantages of utilising AI in organisations in terms of improving productivity and streamlining organisational processes and tasks (KPMG, 2019; Forbes, 2019). However, there are significant psychological barriers in adopting modern technologies due to the fear of workers losing their jobs and requiring additional training to use such technologies.

Based on a conceptual overview, this paper highlights that interaction and collaboration between human workers and robots are visible in a range of organisational functions, where both are working as team members. This gives rise to unique challenges for HRM function in contemporary organisations where they need to address workers’ fear of working with AI, especially concerning future job loss and complicated dynamics associated with building trust between human workers and AI-enabled robots as team members. Along with these, human workers’ task fulfilment expectations with their AI-enabled robot colleagues need to be carefully communicated and managed by HRM staff to maintain the collaborative spirit.

We highlight that organisational support mechanisms such as facilitating environment, training opportunities and ensuring a viable technological competence level before...
organising human workers in teams with robots are important for organisations to reap the benefits from emerging technologies. Finally, we found that one of the toughest challenges for HRM relates to performance evaluation in teams where both humans and robots work side by side. We referred to the lack of existing frameworks to guide HRM function in this concern and stressed the possibility of taking insights from the computer gaming literature, where performance evaluation models have been developed to analyse humans’ performance in the same context as AI.

4.2 Theoretical and managerial implications
The discussion offered in the current conceptual piece provides both theoretical and managerial implications. First, a key theoretical implication relates to the importance of developing specific theoretical paradigms that go beyond viewing AI from a functional usage perspective in HRM and offer specific insights concerning the challenges emanating from humans and AI working together in teams (cf. Tambe et al., 2019). Such paradigms will need to be contextualised and industry (sector) focussed, as the challenges as well as associated dynamics vary when human workers work with robots in assembly line manufacturing to when they are working together on a research and development project in the IT sector to their collaboration in customer service delivery settings. Also, incorporating multidisciplinarity is important for any theoretical work on AI and human workers interaction from an HRM focus as academic areas such as computer gaming, as well as robotics research, have a significant potential to offer insights due to their link to this context, as well as significant research already being done there from a technical perspective. In addition, key insights that are drawn from the technology acceptance model (e.g. Davis, 1989; Davis et al., 1989) and diffusion of innovations (e.g. Rogers, 1995) will provide an important understanding of the challenges related to the utilisation and acceptance of modern technologies in organisations.

A key managerial implication from the current paper relates to the importance of trust building and communication to overcome the challenges associated with human workers and AI interaction. A recent paper by Demir et al. (2020) found that AI-enabled machines, including robots, still need to be programmed to understand their team environment and effectively communicate with human co-workers. Hence, the burden of communication and trust-building in such teams still lies with human workers and managers. Therefore, the managers should clearly specify the goals and expected outcomes of such teams, along with a relatively clear explanation of performance evaluation criteria. Such endeavours are expected to result in the development of trust in the teams. Also, the facilitating environment dynamics mentioned earlier should be clearly visible in HRM strategies of the organisation where teams comprising of human and AI workers are becoming a visible part of the modern organisational landscape. Skills identification, as well as development strategies in such organisations, will also need to be further enhanced, as, in a hybrid working environment of human and AI workers, managers need to have a clear grasp of what specific skills are needed in both types, in order for the teams to achieve their goals. Beside managerial implications, the paper has important policy implications. Given that policymakers are encouraging the development of AI and emerging technologies related infrastructure – a case in point is China and several other developed markets that are aggressively investing in AI infrastructure. Therefore, policymakers need to invest in key skills, given that skills related to emerging technologies are still with most of the developed markets, and emerging and developing economies lack such skills. Adopting and leveraging emerging technologies such as AI and robots by organisations from various sectors may lead to fewer people commuting to work. As we have seen during the current pandemic, organisations are utilising emerging technologies for performing various functions and facilitating work from home. With this in
mind, policymakers need to work closely with organisations and facilitate the development of sound HRM practices conducive to the utilisation and adoption of emerging technologies.

4.3 Future research directions

Our paper also offers important avenues for future research. First, future studies could collect longitudinal data and examine employees’ reactions, both skilled and semi-skilled, to utilise emerging technologies such as AI and track the productivity gains through such technologies. Second, key decision-makers and boards’ role can be important in the implementation and utilisation of emerging technologies. Thus, future studies need to examine the type of leadership styles conducive to utilising emerging technologies in the workplace. Third, future studies can empirically examine the touch challenges of emerging technologies such as AI in HRM context by analysing human workers’ emotions and adjustment dynamics in teams where they are working with AI-powered robots. Fourth, future studies could examine how emerging technologies will shape the future of work, including workers’ resilience and adaptability. Future studies need to explore the psychological issues related to emerging technologies and how various HR practices could mitigate employees’ psychological problems associated with emerging technologies would provide useful insights. It should be noted that some barriers/hurdles mentioned in Table 1 possess high power to drive other barriers and may cause a domino effect in a system. Therefore, it will be insightful to explore the hierarchy and dependencies amongst the barriers to implementing AI in HRM to understand which barrier is the most influential and needs to be eliminated first. Finally, future research can examine the interactive effect of possible impending (resistance to change, fear of job loss, organisational inertia) and driving (training, conducive environment, collaboration, communication, performance improvement) forces on the interaction between AI and human workers.
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