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I. INTRODUCTION

Many important phenomena occurring in first order phase transformations, such as nucleation and growth, are controlled by interfacial properties. In the theory of solidification, one such property is the solid-liquid interfacial free energy $\gamma_{sl}$. This parameter controls the barrier for nucleation of a solid in an undercooled liquid and the transitions between planar, cellular and dendritic growth regimes in metals, which in turn governs their final microstructure. Despite its importance for both theoretical models and practical applications, accurate data for the value of $\gamma_{sl}$ are not known even for the case of simple elements. There are indeed few experimental techniques aimed at measuring this quantity (for a comprehensive review see Ref.[2] and their application is complicated by the very strict control on all experimental parameters that must be achieved to obtain accurate data. One such method for example involves recovering $\gamma_{sl}$ indirectly from nucleation-rate measurements. In this case, large uncertainties in the measured values arise from the possible occurrence of heterogeneous nucleation from very low-concentration impurities. Reliable theoretical values would therefore be very useful.

Several methods have been developed to calculate $\gamma_{sl}$ from in-silico experiments with molecular dynamics, where complete control of the "experimental" variables is achievable. These methods are the Capillary Fluctuation method (CFM)\[2\], different sorts of so-called "cleaving" methods (CM)\[3,4\] and a Classical Nucleation Theory (CNT) approach\[5\]. In CFMs the fluctuation spectrum of the interface height is related to the interfacial stiffness $\gamma_{sl}(\theta) + \gamma_{sl}''(\theta)$ (where the second derivative is taken with respect to an angle $\theta$ defining the crystallographic orientation of the surface) through which $\gamma_{sl}$ can be recovered by calculating $\gamma_{sl} + \gamma_{sl}''$ for different interface orientations and fitting the results to an expansion of $\gamma_{sl}$ in kubic harmonics. In CMs, as the name suggests, bulk solid and liquid phases are separately cleaved and the different phases are joined to form an interface. In this way, $\gamma_{sl}$ is recovered by measuring the work done during the process. Finally, in the CNT approach, crystalline nuclei of different sizes are inserted into a supercooled liquid and some orientational average of $\gamma_{sl}$ is recovered by measuring the radius of the critical nucleus $R^*$ and inserting its value in the classical nucleation theory equation relating $R^*$ and $\gamma_{sl}$ (see for example Ref.[5], page 46). We refer the interested reader to the literature for details of these calculations. Successful applications of the aforementioned methods have been reported for model systems such as hard spheres\[6,7\] and Lennard-Jones potential\[8,9\] as well as more realistic semiepipirical and quantum-mechanical\[10,11\] based Embedded Atom\[12,13\] and Stillinger-Weber\[14\] potentials.

The CFM and CNT are derived with macroscale approximations and thus require large simulation supercells of about $10^8$ atoms to be applicable and give accurate results. Cleavage methods require somewhat smaller supercells ($\approx 10^4$ to $10^5$ atoms) but are prone to the error introduced if the sequence of simulations is not completely reversible. A dramatic example would be the complete solidification of the liquid while joining it to the solid due to a large relative fluctuation in the position of the interface. The simulation supercell must contain a relatively large area of interface in order to avoid the occurrence of these events. Moreover, to compute $\gamma_{sl}$ accurately and efficiently, one has to use a cleaving potential which mimics accurately the interactions between the system’s particles. This must be built in an ad hoc way for every system and can become cumbersome when complex many-body interactions have to be taken into account such as for example in ab-initio-based calculations.
These shortcomings become particularly troublesome if one considers that interface free energies are very sensitive to the details of the empirical potential; for instance, different parameterizations of EAM potentials yield values of $\gamma_{sl}$ which vary by as much as 30%\(^{19}\). In order to capture the complex bonding and the unusual local environments present at the solid-liquid interface, and to capture accurately the anisotropy of crystalline surface energies, one must consider more sophisticated models, which reproduce more closely the first-principles total energy.

In the present paper, we discuss a novel technique to compute $\gamma_{sl}$ which aims at being robust, efficient and transferable, and which is a promising candidate to extend the scope of interfacial energy calculations to more complex potentials than previously treated. Briefly, our method reconstructs a coarse-grained free energy surface (FES) using metadynamics\(^{20,21}\). Such a FES maps out the transition from a single phase to the space of configurations where two phases coexist. The minimum difference in Gibbs free energy between these two regions at the solid-liquid equilibrium temperature is an excess free energy $G_{xs}$, which is equivalent to the interface free energy $\gamma_{sl}$ multiplied by the area $A$ of the interface.

The remainder of this paper is organized as follows. In Section II we present the thermodynamic basis and the details of the method. In Section III we describe the computational details of our simulations. In Section IV we show our results for a simple Lennard-Jones system and critically discuss them in comparison with other available methods. We also speculate on the possibility of implementing this approach together with ab-initio molecular dynamics. Finally, we summarize our main results.

II. METHODOLOGICAL DETAILS

A. Thermodynamic basis

We consider a homogeneous solid or liquid system of $N$ atoms, located in a periodically repeated supercell within an infinite system, at a pressure $P$ and temperature $T$. Its Gibbs free energy $G$ can be written as

$$G_{s(l)}(P,T) = \mu_{s(l)}(P,T)N$$  \hspace{1cm} (1)

where $\mu_{s(l)}$ is the chemical potential of atoms in the solid (liquid) phase. At the melting temperature $T_m$, the chemical potentials in the two phases are equal

$$\mu_s(P,T_m) = \mu_l(P,T_m) \equiv \mu(P,T_m).$$

There exists a second state of the same system at the melting temperature, in which solid and liquid phases coexist, separated by macroscopically planar interfaces that are naturally fluctuating on the atomic scale. Since the chemical potential in the solid and liquid bulk phases at $T_m$ is identical, one can write the overall Gibbs free energy as

$$G_{s(l)}(P,T_m) = \mu(P,T_m)N + G_{xs},$$  \hspace{1cm} (2)

where an excess energy term associated with the interface has been introduced. Such a term will be extensive with respect to the area of the interface, and we can write it as the product of the surface area $A$ and an interface free energy $\gamma_{sl}$, i.e. $G_{xs} = A\gamma_{sl}$.

The most direct approach to the computation of $\gamma_{sl}$ is clearly to calculate the free-energy difference between the bulk phases and the configurations in which planar interfaces are present, as described by Eqs. 1 and 2 respectively. We will obtain this free-energy difference by means of metadynamics simulations, as described in the next section.

B. Free energy differences from metadynamics

The use of metadynamics for reconstructing free-energy landscapes has been the subject of many papers and we refer the reader to the excellent review by Laio and Gervasio and references therein\(^{22}\) while we only briefly sketch the main ideas here. Metadynamics is a simulation technique based on non-equilibrium molecular dynamics, which is designed to reconstruct a coarse-grained free energy surface (FES) in the space of one or more collective variables $\{s_i\}$ that describe the state of the system. Metadynamics reconstructs the FES by adding a bias potential in the form of a Gaussian centered at a specific point in the Collective Variable (CV) space each time that point is visited. The mathematical form of the bias potentials is given by

$$V(s_0,t) = \int_0^t \exp\left(\frac{(s(t')-s_0)^2}{2\sigma^2}\right) dt'$$  \hspace{1cm} (3)

which in the discrete version needed to implement the algorithm for computations becomes

$$V(s_0,t) = \sum_{i=0}^N w(t)\exp\left(\frac{(s(t')-s_0)^2}{2\sigma^2}\right).$$  \hspace{1cm} (4)

Here $\tau$ is the inverse of the frequency of deposition of the Gaussians, and $N = t/\tau$ is the number of Gaussians accumulated up to time $t$ in the simulation. $w$ is the deposition rate of the Gaussian functions and $\sigma$ their width.

The bias discourages the trajectory from remaining indefinitely in the same region of the CV space, effectively pushing the system towards the lowest-lying free-energy barrier. Once all the relevant free energy minima have been levelled by the bias (see Figure 1), the system becomes completely diffusive and wanders freely through all the possible states.
At this stage of the simulation the accumulated bias is equal to the negative of the free energy of the real system plus an additive constant (for a detailed analysis see Ref.\textsuperscript{23}). However, there are two limitations in this original form of metadynamics. First of all it is not clear when a metadynamics simulation should be stopped, i.e. when the bias has effectively compensated the underlying free energy. Moreover, even at this point, the effective FES will have a residual roughness of the order of the height of each individual Gaussian ($w_{\tau}$ in equation \textsuperscript{6}). In order to resolve these issues, the so-called “well-tempered” metadynamics method\textsuperscript{24} has been proposed recently by Barducci \textit{et al.}, and we use this specific type of metadynamics in our simulations. The idea behind well-tempered metadynamics is to gradually reduce the height of the deposited Gaussians, at a rate determined by the magnitude of the bias already present. The expression analogous to (3) reads

$$V(s_0, t) = \int_0^t we^{-\frac{V(s_0, t')}{\Delta T}} e^{-\frac{(s_0 - s')^2}{2\sigma^2}} dt'. \quad (5)$$

The parameter $\Delta T$ controls how quickly the deposition rate is reduced. Once the simulation approaches convergence, the collective variables space will be sampled with a probability distribution corresponding to an artificial temperature $T + \Delta T$\textsuperscript{23}. Hence, the final bias accumulated during a single simulation converges to

$$V(s_0, t) \rightarrow - \frac{\Delta T}{\Delta T + T} G(s_0) \quad (6)$$

The true free energy can be recovered inverting equation (6).

As in any free-energy calculation based on the mapping of the configurations of the system to a coarse-grained collective-variable space, the definition of CVs that can effectively distinguish between relevant states, and describe reliably the natural transformation path is the first, and most important step. The primary requirement is to distinguish the solid phase from the liquid. With this aim, we define for every atom an order parameter $\phi$, which depends on the relative position of its neighbors. The definition of $\phi$

$$\phi(x_i) = \frac{\sum_{j \neq i} c_r (|x_j - x_i|)}{\sum_{j \neq i} c_r (|x_j - x_i|)} \quad (7)$$

contains an angular term $c_\alpha$ to distinguish the different environments, and some radial cutoff functions $c_r$ which are useful to guarantee that $\phi$ is a continuous function of all its arguments. Note that the weighted sum of $c_\alpha$ is normalized over the total coordination, so that $\phi$ is relatively insensitive to fluctuations of the density.

We define the angular function $c_\alpha$ as a combination of polynomials in Cartesian coordinates, symmetry adapted to the cubic point group:

$$c_\alpha(x) = \left[ x^4 y^4 \left( 1 - z^4 / |x|^4 \right) + y^4 z^4 \left( 1 - x^4 / |x|^4 \right) \right] \frac{1}{|x|^3} \quad (8)$$

We have chosen Eq. (8) rather than more traditional parameters such as the so-called $Q_6$ (see e.g. 20,28), for
a number of reasons: $c_o$ has well-defined peaks for an fcc environment (see Figure 2), it is not rotationally invariant (and will therefore enforce an orientation of the crystal consistent with the periodic boundaries) and it is relatively cheap to compute. It would possible to construct a different form of $c_o$ if one wanted to deal with a different crystal structure, and one simply has to rotate the function in order to specify a different crystallographic orientation of the surface. The application of a specialised, orientation-dependent order parameter is a key ingredient of our approach.

The radial cutoff is defined as

$$c_r(r) = \begin{cases} 
1 & r \leq r_1 \\
0 & r \geq r_0 \\
(y-1)^2(1+2y) & r_1 < r < r_0
\end{cases}$$

(9)

where $y = (r - r_1)/(r_0 - r_1)$. The polynomial part in Eq. (9) is simply a third order polynomial satisfying the constraints of continuity of $c_r(r)$ and its first derivative at $r_1$ and $r_0$.

In order to study the formation of a solid-liquid interface, one must then distinguish configurations where the supercell is completely solid, completely liquid, or partially solid and partially liquid: in the latter case, at least two parallel interfaces will be present. For this purpose we divide the supercell, centered at the origin, into two regions: we assign to region A those atoms having $|z| < \bar{z}$, and to region B all the others (see Figure 3). Note that we take $\bar{z}$ to be about one fourth of the supercell length along $z$, and we keep it constant irrespective of the fluctuations of the supercell’s size. This choice is not troublesome as long as the averages are properly normalized, so that the value of the CVs is independent of the number of atoms contained in each of the regions.

Again, in order to obtain smoothly-varying CVs, we introduce a weight function. We use the same functional form introduced for the radial cutoff; namely, $c_z(x) = c_r(|z|)$, setting $r_1 = \bar{z}$, $r_0 = \bar{z} + \Delta z$ in Eq. (9).

We finally define our CVs $s_A$ and $s_B$ by averaging the order parameters of the atoms located within region $A$ and $B$, respectively:

$$s_A = \sum_i \tilde{\phi}(x_i) c_z(x_i) / \sum_i c_z(x_i)$$

$$s_B = \sum_i (1 - c_z(x_i)) / \sum_i [1 - c_z(x_i)]$$

(10)

where

$$\tilde{\phi} = \frac{2288}{79} \phi - \frac{64}{79}.$$  

(11)

This scaling has been chosen so that $\tilde{\phi} = 0$ in a homogeneous liquid and $\tilde{\phi} = 1$ in a perfect fcc solid.

### III. COMPUTATIONAL DETAILS

In order to evaluate our method, we decided to perform the metadynamics calculations with a truncated Lennard-Jones potential, in the form used by Broughton and Gilmore. Such a simple potential is inexpensive and thoroughly studied, yet it can capture many of the relevant physical phenomena occurring in real systems. Its solid-liquid transition, an important ingredient of our approach, has been recently studied by Mastny and de Pablo through a modified Wang-Landau sampling technique. Therefore, this system is ideal for a systematic study with our method, comparing it with other techniques and benchmarking its performance as a function of the parameters of the simulation.

We will use Lennard-Jones units throughout the paper. The zero pressure coexistence temperature for this system has been recently recalculated and we take it to be $T_m = 0.6185$. Details of the phase diagram can be found in ref. We performed our simulations with a range of supercell sizes from $4 \times 4 \times 4$ fcc unit cells (384 atoms) to $9 \times 9 \times 20$ (6480 atoms). The supercells were oriented with fcc [001] cell vectors parallel to the axes, with the longest side parallel to $z$, and were rescaled to a volume consistent with the equilibrium density of the solid at the coexistence temperature. Atomic positions were then equilibrated at $T_m$ by performing a short molecular dynamics simulation in the canonical (NVT) ensemble. This procedure was adopted in order to generate the starting configurations for the subsequent metadynamics simulations, which we perform instead in the isothermal-isobaric (NPT) ensemble. The timestep for the integration of the equations of motion, performed with a velocity Verlet algorithm, was 0.004. This choice gave negligible drift of the conserved quantity in all our simulations.

In order to perform constant pressure simulations, variable-cell dynamics is implemented using a Langevin piston barostat and a friction of $\gamma_B = 2$ ps$^{-1}$.

The presence of an interface calls for particular attention when performing constant-pressure simulations. In particular, one has to deal with the change in density
that occurs when a portion of the supercell melts, at the same time considering fluctuations in the $xy$-plane. If the $xy$-plane parameters of the supercell are fixed, the fluctuations in the solid will be frustrated; on the other hand, if those parameters are left free to vary, one will witness a spurious shrinking of the dimensions in the $xy$-plane due to surface tension whenever an interface is present. In both cases one can in principle observe a strain-related free energy contribution. However, this problem would disappear in the thermodynamic limit, hence one can just make the choice that is more computationally convenient, and consider the resulting error as another finite-size effect, which can be controlled by comparing the results with different supercell sizes. We decided to let only the $z$ component free to fluctuate. In this way, the change of volume occurring as the fraction of liquid and solid phases changes can be accommodated, and even in case of complete melting the $xy$ dimensions remain commensurate with a strain-free solid, which makes it simpler for the system to freeze again into a defect-free solid.

Temperature control is extremely important in metadynamics simulations, since the increase of the biasing potential creates a continuous supply of energy to the system, which must nevertheless be held close to equilibrium in order to sample the free energy correctly. A strong local thermostat is needed, but at the same time one must avoid overdamping, which drastically reduces the diffusion coefficient and hence the sampling of slow, collective modes. We therefore use a colored-noise thermostat, fitted to provide efficient sampling over a broad range of frequencies, corresponding to vibrational periods between $0.1$ and $10^3$ Lennard-Jones time units.

The metadynamics we used for the different simulations are reported in Table I. This Table also includes data for a number of tests using a single CV, which we describe later. We performed tests with other choices of these parameters spanning about an order of magnitude and no statistically significant changes were observed in the calculated value of $\gamma_{sl}$. The values reported, however, resulted in the best statistical uncertainty in the final free-energy estimate. The simulations were performed using the DL_POLY code (version 2.18), patched to perform metadynamics using the PLUMED cross-platform plugin, which greatly reduces the implementation burden by providing a convenient framework for introducing new collective variables.

When performing simulations at $T > 0K$, thermal fluctuations induce some disorder in the solid and the scaled order parameter $\bar{\phi}$ deviates from the value predicted for the ideal fcc crystal. In figure 4 we report the time-averaged order parameter $\langle \bar{\phi} \rangle$ and its fluctuations for a single atom in the bulk phases. At the coexistence temperature, the average for the liquid oscillates around zero, while for the solid $\langle \bar{\phi} \rangle \approx 0.83$. We note that even for an individual atom the order parameter can distinguish very clearly between the two phases at the melting temperature.

| # atoms (cell) | $\tau$ | $\frac{\Delta T}{T_m}$ | $w_\tau$ |
|----------------|-------|----------------|--------|
| S1 (2D) 2352 ($7 \times 7 \times 12$) | 4 | 60 | 0.115 |
| S2 (1D) 384 ($4 \times 4 \times 6$) | 4 | 40 | 0.037 |
| S3 (1D) 512 ($4 \times 4 \times 8$) | 4 | 40 | 0.037 |
| S4 (1D) 768 ($4 \times 4 \times 12$) | 4 | 40 | 0.037 |
| S5 (1D) 1024 ($4 \times 4 \times 16$) | 4 | 40 | 0.037 |
| S6 (1D) 1280 ($4 \times 4 \times 20$) | 4 | 40 | 0.037 |
| S7 (1D) 1200 ($5 \times 5 \times 12$) | 4 | 60 | 0.058 |
| S8 (1D) 2352 ($7 \times 7 \times 12$) | 4 | 120 | 0.115 |
| S9 (1D) 6480 ($9 \times 9 \times 20$) | 4 | 205 | 0.191 |

Table I: Metadynamics parameters for different simulations (1 and 2 dimensional) and different supercell sizes. $\Delta T$ has been chosen such that $k(\Delta T + T) \approx \gamma_{sl}A$ for every size. An order-of-magnitude estimate of $\gamma_{sl}$ suffices for this purpose. $\tau$ was chosen so as to observe the first solid-liquid transition at about half of the total simulation time, and $\sigma$ was set to 0.03, which is of the order of the thermal fluctuations of the CVs in an unbiased simulation.

The parameters entering the radial cutoff function $c_r$ have been chosen to be $r_0 = 1.5$ and $r_1 = 1.2$, so as to encompass the typical first-neighbour distances in both Lennard-Jones solid and liquid at $T = T_m$. In order to prevent $s_A$ and $s_B$ from visiting irrelevant configurations, corresponding to an order parameter far from its mean value in either liquid or solid, we have applied a lower and upper wall on both CVs in the form

$$V_{wall}(s) = k \left( \frac{s - s_{limit}}{\epsilon} \right)^n$$

with $k = 50$, $\epsilon = 0.01$, $n = 4$ and $s_{limit} = -0.15$ and
introduces a restraining potential for $s_A, s_B < -0.15$ and $s_A, s_B > 0.9$. At the same time, $V_{wall}$ is set to be zero inside this interval and thus cannot interfere with the dynamics of the system in this region of CV space.

IV. RESULTS AND DISCUSSION

A. Qualitative analysis of the FES

Ideally the FES should be symmetric about the line $s_A = s_B$. Moreover, as calculations are performed at $T_m$, one should observe the occurrence of two minima with the same free energy, at the values of the CVs corresponding to the single bulk phases (either solid or liquid). The expected behavior is clearly exhibited by the calculated FES, reported in Figure 5 for a 7x7x12 supercell, where we show the free-energy landscape together with some snapshots corresponding to different values of the CVs. The combination of CVs $s = (s_A + s_B)/2$ corresponds roughly to the average of $\phi$ over the whole box, and distinguishes between configurations with different proportions of solid and liquid phases. It can be used as a convenient reaction coordinate (see Figure 5(f) for the FES projected on $s$). As expected, two wells occur with minima at the complete solid and liquid states, separated by a rather flat region, whose height above the two minima corresponds to the interfacial free energy.

The fact that the two wells should have the same depth can be used to check that the simulation temperature is indeed the melting temperature. This is a significant advantage of our method, since knowledge of the melting temperature is a prerequisite of all the different methods described in the literature to calculate $\gamma_{sl}$. Both the CFM and CM, being based on coexistence simulations, could suffer from major irreversible changes leading to complete solidification/melting of the simulation cell if not performed at the correct temperature, and the data gathered during the simulation would not serve its purpose. Also the CNT method needs the correct value for the melting temperature in order to calculate the nucleation barrier from which $\gamma_{sl}$ is recovered. Our method, by contrast, is still effective even if the simulation temperature is slightly off the actual $T_m$. Clearly, an error will be introduced, since $\gamma_{sl}$ is estimated from equation 2 which is satisfied exactly only at $T = T_m$. However, our method is very robust, in the sense that it tells us both whether such an error occurs and give us the sign and an estimate of the magnitude of the correction. We will discuss this issue further when addressing finite-size effects.

The two-dimensional FES is rather constant along the line of points equidistant between the two wells, in the direction of the orthogonal combination of CVs $\bar{s} = (s_A - s_B)/2$, since this variable describes the position of the two phases with respect to the partitioning of the cell along $z$ (see snapshots a, b and e in Figure 5).

As we will comment further below, our CVs are effective because there exist no metastable phases of the LJ potential correspond to values of the order parameter $\phi$ between $\phi_l$ and $\phi_s$, and this is likely to be the case for any potentials describing a fcc crystal. Hence, when moving away from the perfect liquid(solid) bulk value, any homogeneous variation of the order parameter would be too energetically costly, and the system instead induces some order(disorder) in the form of small clusters, slowly increasing the free energy (region in orange in Figure 5). Because of the elongated aspect ratio of the supercell, as soon as enough liquid(solid) phase is present, the most favourable configuration corresponds to the presence of two interfaces perpendicular to the $z$ axis. The fact that we observe a solid $\Leftrightarrow$ liquid transition via the growth of an individual cluster suggests that a very similar approach can be used to study the nucleation process itself. This idea will be explored in future work.

As the time needed by metadynamics to reconstruct the FES is an exponential function of the dimensionality of the coarse grained space, one might wonder if it is possible to speed up calculations by using a single CV. We explored this possibility as follows. Rather than using $s = (s_A + s_B)/2$, we kept a two-dimensional description, but performed metadynamics on $s_A$ alone, while atoms in region B are constrained in order to maintain this region of the supercell in a solid state (i.e. we apply a restraining lower wall potential which is a function of $s_B$, and introduces a penalty in the enthalpy whenever $s_B$ deviates too much from $\phi_s$). The values of the parameters entering in the restraining potential, whose form is described in Section 111 are $k = 50$, $\epsilon = 0.01$, $n = 4$ and $s_{limit} = 0.7$. This forces region B to remain solid, while region A can sample both solid and liquid phases. In this case, the FES should show a minimum for $s_A \approx \phi_s$ where the supercell is completely in a solid phase and a maximum where $s_A \approx \phi_l$ i.e. when two interfaces are present. Again the difference between these two values is the interface excess energy. Figure 8 (inset (a)) shows the 1D FES reconstructed in this way at different simulation times. The use of a single CV does not have any adverse influence on the calculated value of $\gamma_{sl}$, as we will show in Section 1111B and the use of this simpler form of metadynamics is fully justified for our purposes.

A necessary condition for metadynamics to reconstruct the coarse-grained free energy of the system in a meaningful way is that all the important states and the barriers between them are effectively reached many times during the simulation. Moreover, one has to make sure that quasi-equilibrium conditions hold, which can be monitored by checking temperature and structural relaxation of the system.

In order to check that the system effectively performs many transitions between the single-phase and the two-phase states, we verified that the CVs oscillate several time between their value in the liquid and solid phases. Moreover, we also visually check that the system actually performs these transitions by printing snapshots of
Figure 5: (color online) 2D FES reconstructed by well-tempered metadynamics, together with selected snapshots of configurations obtained during the simulation. Atoms participating in \( s_A \) are colored in orange, those in \( s_B \) in blue, and the region of CV space corresponding to each snapshot is marked. The negative peaks in the FES clearly correspond to the two single-phase regions. They are separated by a very wide plateau, corresponding to the presence of well-defined interfaces between solid and liquid phases at various different positions relative to the \( A/B \) partition (insets (a), (b), (e)). In inset (f) we report the projection of the FES along the single CV \( s = (s_A + s_B)/2 \).

Figure 6: (color online) Radial pair correlation function \( g(r) \) for the liquid in the presence of an interface during our metadynamics simulations (red, dashed) and for a normal molecular dynamics simulation of a bulk liquid (blue). It is clear that the two curves are very similar, thus ruling out quantitatively the presence of metastable structures during our simulation. In the inset, the kinetic energy distribution during our simulation is plotted in comparison to that expected for a canonical ensemble at \( T = T_m \). Again the two are very close demonstrating that the metadynamic bias does not induce any systematic deviation from the correct ensemble, and that quasi-equilibrium conditions hold.

A peculiar feature of our approach is that, at variance with cleavage methods, the solid-liquid interface is created and “annihilated” several times during each simulation, so that hysteresis should be much less of a concern. When the well-tempered bias is nearly converged, the systems diffuse on a flattened FES, and the morphology of the interface corresponds to the most favourable one from a free-energy point of view. As seen from Figure 7 such a morphology includes a significant amount of the atomic positions and visualising them using the VMD software. Quasi-equilibrium conditions hold very accurately, as demonstrated from the inset (b) of Figure 6 where we show the velocity distribution function compared to its analytical equilibrium value. The radial pair correlation function \( g(r) \) of the liquid portion of interfacial configurations (Figure 6) agrees well with the one computed for the bulk liquid in an unbiased run, which is a further confirmation that our simulation strategy does not introduce spurious structural effects. The \( g(r) \) distribution is a sensitive measure of the short-range order present in the liquid, and any extra structuring would have been clearly detected as a shift of the peak positions or shapes, which does not happen here. The absence of artefacts has also been checked by visual inspection of snapshots of the atomic configurations along the metadynamics trajectory.
of roughness at the atomic scale. This might be expected from the observation that for the system under consideration the melting temperature is higher than the roughening transition temperature for the (100) surface.

B. Analysis of accuracy and system-size effects

Several terms contribute to the error in calculating a complex thermodynamic property such as $\gamma_{sl}$. In actual applications of this method to a real substance one will be concerned with the accuracy of the total energy and force model, but this is not an issue in our present proof-of-principle case. However, there are still two major sources of error we must be concerned with here; namely, a statistical error stemming from insufficient ergodicity of the sampling (a finite sampling-time error) and the inaccuracies caused from insufficient size of the supercell. These finite-size errors introduce a lower bound on the acoustic vibrational frequencies, and most importantly might affect the structure of the liquid phase, introducing spurious correlation that change the liquid entropy thus changing the melting temperature of the system (although we have seen no evidence for this in the pair correlation function reported above). Moreover, they could in principle induce a strain field in the solid and introduce interactions between the two interfaces.

The finite-sampling error is readily gauged, by performing several independent runs and by checking how quickly the discrepancy between the reconstructed free-energies converges to zero. It is shown in Refs.\textsuperscript{23,25} that for simple models the error in the FES, after a short transient phase when the free-energy basins are being filled, is expected to decay as the inverse square root of simulation time.

It is reassuring to verify that this behaviour is also found in our system, as shown in Figure 8. This behaviour is to be expected, because for long simulation times well-tempered metadynamics corresponds to a histogram-reweighting with a nearly perfect biasing potential. It means also that rather than running a very long simulation, one can with equal machine efficiency perform several, shorter, independent runs, with great advantages from the point of view of parallelisation.

In order to calculate the value of $\gamma_{sl}$ from the reconstructed FES, we need to monitor in time the estimate of the excess free-energy due to the interface,

$$G_{xs}(t) = G_{sl}(t) - G_{sl}(t) \rightarrow \gamma_{sl}A,$$

where we label as $G_{sl}$ the estimate of the free energy for a configuration with a solid-liquid interface. As is routinely done in conventional metadynamics simulations, we take as our best estimate of $G_{xs}$ the incremental average over the final part of the trajectory, well after the
initial transient:
\[
G_{xx} \approx \frac{1}{t_f - t_i} \int_{t_i}^{t_f} G_{xx}(t) dt.
\]  

(14)

We perform ten independent runs, and we can therefore compute an unbiased estimate of the overall statistical error.

As we previously discussed, in the case of our 2D metadynamics, there are many points on the FES corresponding to coexisting solid and liquid phases, which have the same free energy (see Figure 5). Analogously, an extended plateau region is found in the 1D setup. Therefore, any point in these regions would be a valid choice for evaluating the interfacial free energy, provided that these regions are indeed flat. This brings us to the discussion of finite-size errors. In fact, at least for a simple, short-ranged potential such as Lennard-Jones, the greatest concern is the interaction of the two interfaces along \( z \), mediated by the elastic strain field in the solid portion and by the altered structure of the liquid in close proximity to the solid/liquid boundary. Such effects are already clearly evident from the 1D FES reported in Figure 9. In the case of very small supercells (4 \( \times \) 4 \( \times \) 6 and 4 \( \times \) 4 \( \times \) 8 fcc cells, containing 384 and 512 atoms respectively) finite size effects are quite severe and one can hardly see a plateau region. The free energy at these supercell sizes changes quite rapidly over the whole CV space, probably due to the strong interactions between the two interfaces formed during the solid-liquid transition, which are quite close in such short cells. As we increase the length of the supercell at constant \( xy \) dimensions, from 4 \( \times \) 4 \( \times \) 12 onwards, another feature of the free energy is observed: one can clearly distinguish a plateau with a linear residual slope. This can be explained by the reduction in the liquid entropy by the constraint of finite \( xy \) dimensions of the supercell, which slightly raises the melting temperature. Since the solid is marginally more stable, once the interface is formed there will be a linear increase in free energy as the fraction of liquid phase grows. Indeed, simulations for supercells with larger \( xy \) dimensions yield a flatter plateau (see Figure 9(b)). The small increase in melting temperature is expected to manifest itself when the width of the supercell is less than some correlation length \( 2 L_{\text{corr}} \). \( L_{\text{corr}} \) can be estimated by looking at the distance at which the pair correlation function (see Figure 5) approaches 1, which in our case is 5\( \sigma \), corresponding to \( \approx 3 \) cell parameters, suggesting we need at least 6 \( \times \) 6 unit cells in \( xy \). Indeed the effect is seen to have vanished by 9 \( \times \) 9 unit cells (Figure 9b).

With these concerns about finite-size effects in mind, we can discuss a reasonable protocol to compute \( G_{xx} \). For the 2D metadynamics, the region with 0.35 < \( s_A, s_B < 0.55 \) is sufficiently flat, and we estimate the free-energy of the two-phases configuration to be \( G_{s|l} = G(s_A = s_B = 0.45) \). Let us now consider the 1D case, where region \( B \) is restrained to remain solid. In this case, due to the finite slope, the estimate of \( \gamma_{sl} \) will depend on which point on the plateau we take to be corresponding to the value of \( G_{s|l} \). Hence, we get our best estimate of \( G_{s|l} \) as \( G(s_A = 0.2) \) (the point equidistant from the limits of the plateau region) and estimate roughly the systematic error due to the finite slope as \( G(s_A = 0.3) - G(s_A = 0.1) \).

The results of calculations with different supercell sizes are reported in Table III where we report our best estimate of \( \gamma_{sl} \) and of the statistical and finite-size errors(\( \Delta \gamma_{stat} \) and \( \Delta \gamma_{fs} \) respectively). \( \Delta \gamma_{stat} \) is computed as the root mean square deviation between 10 independent simulations of \( 10^7 \) timesteps each. The results of a run using two CVs is also reported for comparison.

### C. Comparison with other methods

With the aid of Table III we can now discuss the relative merits of our technique. First of all it can be seen that our calculated value for the (100) surface is very close to the ones calculated by CFM(0.369 ± 0.008) and
as the (110) and (111) surfaces have a lower $\gamma\text{sl}$, the anisotropy in $\gamma\text{sl}$ gives results differing by as much as 300% (see e.g. Ref. 41) compared to the errors affecting experiments, which can be explained in part by the existence of a small discrepancy between the CFMs and CMs. At this stage, one will have the much more promising reference to the calculation of the solid-liquid interface free energy, in which case our approach would still be a promising candidate. With high performance computers, simulating a few hundred atoms for several hundred picoseconds is within the reach of present, widely used molecular dynamics methods employing so-called ab initio (electronic density functional) techniques for the calculation of interatomic forces. This would probably result in better predictive power and smaller overall errors despite the possibility of mild finite-size effects.

With a view to performing calculations with more sophisticated potentials, metadynamics offers a further advantage over the other techniques. One could implement a process of iterative refining, whereby one performs a sequential set of calculations with potentials of increasing sophistication and computational cost, in order to reduce the burden of levelling the FES. In fact, the major features of the FES can be captured by the use of very simple potentials reproducing the nearest neighbour bonding in the real material. This first level FES, $G^{(0)}(s)$, could then be used as the initial bias for a second metadynamics run, to be performed with a more accurate (and expensive) potential. At this stage, one will have the much easier task of correcting the discrepancy between $G^{(0)}(s)$ and the FES of the new potential, $G^{(1)}(s)$. This scheme could be repeated with increasingly accurate potentials.

### V. CONCLUSIONS

In the present paper we have presented a novel approach to the calculation of the solid-liquid interface free energy $\gamma\text{sl}$, and discussed its application to the calculation of $\gamma\text{sl}$ for the (100) surface of a Lennard-Jones solid in contact with its liquid. Our method is based on the definition of a new order parameter, which is designed to identify fcc-ordering of atoms in the orientation of choice, compatible with the periodic boundary conditions.

| # atoms (cell) | $\gamma\text{sl}$ ($\Delta\gamma_{sl}^{stat}, \Delta\gamma_{sl}^{fs}$) |
|----------------|--------------------------------------------------|
| S1 (2D) 2352 (7 x 7 x 12) | 0.37(0.01) |
| S2 (1D) 384 (4 x 4 x 6) | 0.39(0.0008,0.02) |
| S3 (1D) 512 (4 x 4 x 8) | 0.39(0.001,0.008) |
| S4 (1D) 768 (4 x 4 x 12) | 0.39(0.003,0.005) |
| S5 (1D) 1024 (4 x 4 x 16) | 0.39(0.002,0.006) |
| S6 (1D) 1280 (4 x 4 x 20) | 0.39(0.003,0.002) |
| S7 (1D) 1200 (5 x 5 x 12) | 0.386(0.003,0.003) |
| S8 (1D) 2352 (7 x 7 x 12) | 0.369(0.002,0.0006) |
| S9 (1D) 6480 (9 x 9 x 20) | 0.360(0.003,0.0004) |

Table II: Value of $\gamma\text{sl}$ calculated for different supercell sizes with both 1D and 2D metadynamics. The error is reported as $(\Delta\gamma_{sl}^{stat}, \Delta\gamma_{sl}^{fs})$, where $\Delta\gamma_{sl}^{stat}$ and $\Delta\gamma_{sl}^{fs}$ are the statistical and systematic error respectively, as defined in the text. For all sets of parameters, ten independent runs have been performed, each $10^7$ steps long.
conditions, and uses metadynamics simulations to estimate free-energy differences between the bulk phases and configurations where macroscopically flat interfaces are present. We obtain results for $\gamma_{sl}$ in good agreement with previously proposed methods. Moreover, our technique offers several advantages compared to previous approaches discussed in the literature. It requires fewer atoms than those methods based on macroscale approximations, such as measuring capillary fluctuations or the critical nucleation radius, while being less affected by hysteresis than cleavage methods, since the interface is created and destroyed several times during each simulation as equiprobable sampling of the free energy surface is approached. We discuss at length the different sources of error, and how they can be controlled. In particular, we show that our approach is effective even for super-cells containing fewer than 1000 atoms, with finite-size errors whose importance can be gauged easily. For this reason, we speculate that it would be possible to perform an \textit{ab initio} calculation of $\gamma_{sl}$, at the level of electronic density functional theory. To this end, we suggest that an iterative refinement scheme, which starts with a bias-free energy surface computed from a semi-empirical potential, could be a helpful starting point for obtaining converged results within reasonable computational time. We plan to attempt these calculations in the near future, after having further validated our method by comparison with experiments in the case of a simple metal for which we expect empirical potentials to be adequate.
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