A NITSCHE HYBRID MULTISCALE METHOD WITH NON-MATCHING GRIDS
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Abstract. We propose a Nitsche method for multiscale partial differential equations, which retrieves the macroscopic information and the local microscopic information at one stroke. We prove the convergence of the method for second order elliptic problem with bounded and measurable coefficients. The rate of convergence may be derived for coefficients with further structures such as periodicity and ergodicity. Extensive numerical results confirm the theoretical predictions.
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1. Introduction. Consider the elliptic problem with Dirichlet boundary condition

\begin{align}
-\text{div}(a(x)\nabla u(x)) &= f(x), \quad x \in D \subset \mathbb{R}^n, \\
 u(x) &= 0, \quad x \in \partial D,
\end{align}

where $D$ is a bounded domain in $\mathbb{R}^n$ with $n = 2, 3$, and $\epsilon$ is a small parameter that signifies the multiscale nature of the problem. Problem (1.1) may be viewed as a prototypical model of many multiscale problems arising from a variety of contexts, such as the heat conduction and the electromagnetism in composites, or the transport of the porous media. The main quantities of interest for Problem (1.1) are the macroscopical behavior of the solution and the local microscopical information of the solution [16, 8]. Many numerical methods have been developed in the literature to capture either the macroscopical behaviors or the microscopical information of the solution, such as the heterogeneous multiscale methods (HMM) [17], the multiscale finite element methods [28] and many others.

There are also some methods that aim to retrieve the coarse scale information and the local fine scale information simultaneously. Such methods may be roughly grouped into three classes. The first one is the global-local method, which was originally proposed in [41, 48]. The main idea is to solve the coarse scale problem by a numerical upscaling method firstly, and then solve the local problem around the defects or the places for which the fine scale information is of interest, while the coarse scale information is employed as the constraints. This idea has been incorporated into the HMM framework in [17] and the performance has been thoroughly analyzed in [19] and [7]. The global-local method has been extended to solve an elastodynamical wave equation in [8].

The second method is based on the domain decomposition idea, which has been exploited to solve the multiscale PDEs in [22, 4, 15, 2, 38]. The most relevant is the one in [2]. The authors therein used a discontinuous Galerkin HMM in a region with scale separation, while use a finite element method in a region without scale separation. The unknown boundary condition has been supplied by minimizing the difference between the solutions in the overlapped region. The well-posedness and the convergence of this method have been studied in [2] for the periodic media.
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The third method relies on the hybridization idea [29]. One solves the following variational problem: Find $v_h \in X_h$ such that

$$(1.2) \quad \langle b^\varepsilon \nabla v_h, \nabla w \rangle = \langle f, w \rangle \quad \text{for all } w \in X_h,$$

where $X_h$ is any finite element space, and we denote the $L^2(D)$ inner product by $\langle \cdot, \cdot \rangle$. Here $b^\varepsilon(x) = \rho(x)a^\varepsilon(x) + (1 - \rho(x))A(x)$, where $A$ is the effective matrix arising from the homogenization problem:

$$(1.3) \begin{cases} -\text{div}(A(x)\nabla u_0) = f(x), & x \in D, \\ u_0 = 0, & x \in \partial D. \end{cases}$$

The coefficient $b^\varepsilon$ is a hybridization of the microscopical coefficient and the macroscopical coefficient with a transition function $\rho$. Roughly speaking, the transition function takes one in the defected region and zero otherwise. The authors proved the well-posedness and the convergence of (1.2) for the bounded and measurable coefficient $a^\varepsilon$. The rate of convergence was derived for the periodic media and the quasi-periodic media. Numerical results in [29] show that this hybrid method is comparable with the classical global-local method in terms of both the accuracy and the efficiency, while it is particularly suitable for the scenario that the microscopic coefficient $a^\varepsilon$ is only available in part of the domain, while outside this region, the coarse scale information is available for the coefficient fields.

The present work is a follow-up of [29], and there are two contributions. Firstly we employ the variational formulation of Nitsche [40] to solve (1.2), which allows for non-matching grid across the interface. Such numerical interface is caused by the local support of the transition function. The authors in [29] employed the linear finite element over a body-fitted mesh to solve (1.2). Highly refined mesh has to be used around the defect region to ensure the conformity of the mesh and the resolution of the local defects. From this aspect of view, the non-matching grid is more flexible in implementation. Indeed, as demonstrated in § 5, fewer global degrees of freedom is required to achieve the desired accuracy compared to the original hybrid method. We note that Nitsche’s method is a powerful tool to deal with the interface problem in finite element method and the discontinuous Galerkin method; See, e.g., [9, 15, 44, 12]. Another contribution is a general method to construct the transition function, which is an essential ingredient of the hybrid method while seems missing in [29], because only the square defects have been dealt with therein, for which the transition function is a tensor product of a spline function in one dimension. It is nontrivial to find such explicit expression of $\rho$ for defects with irregular shape. Once a general transition function is constructed, it is straightforward to handle the defects with irregular shapes, and numerical results show that the method works well for such irregular defects without occurring extra cost.

To analyze the Nitsche hybrid method, we need a well-defined trace over the element boundary, which demands that $u_0 \in H^{1+s}(D)$ with $s > 1/2$. For smooth solution, the Nitsche hybrid method may be analyzed by combining the technique in [29] and the standard way for analyzing DG method [6]. Unfortunately, such smoothness assumption on $u_0$ may not be true for a rough coefficient matrix $A$, or a point load function $f$, or a nonconvex domain $D$. Hence we adapt the medius analysis [23] to the present problem. To deal with the non-matching grid that is not covered by the standard medius analysis [23, 24, 36], we construct a new enriching operator that measures the difference between the discontinuous finite element space
and the Sobolev space $H^1$ over such triangulation. Such difference may be bounded by the jump of the function across the interface, which is independent of the mesh ratio. The enriching operator stems from [10] and [31], which plays an important role in analyzing DG method [31, 23], nonconforming finite element method [10, 34] and the virtual element method [11], where we just name a few of them and refer to [11] for an updated review. The main ingredient of the construction is the mesh ratio dependent weights [45, 27] instead of the standard arithmetic mean [31]. Using this enriching operator, we may prove the error estimate without any regularity assumption on $u_0$. Though the error bounds weakly depend on the mesh ratio, we may remove such dependence by adjusting the penalized parameter in Nitsche’s variational formulation.

Besides the non-matching grids, the bounded measurable coefficient $a_\varepsilon$ adds certain new difficulties.

The rest of the paper is organized as follows. We introduce the method in §2. The well-posedness and the error estimates of the proposed method are proved in §3, this is also the main theoretical result of the present work. We prove the main technical lemmas in §4. Numerical examples for defects with various shapes are reported in §5. Some technical results are included in the Appendix.

2. The Nitsche Hybrid Method. To introduce the method, we fix some notations. Let $K_0$ be the defected region, and we slightly extend $K_0$ to $K_1$ and define $d:=\text{dist}(K_0,K_1)$. Denote $K_2 = D \setminus K_1$, and let $|K_i| = \text{mes}K_i$ with $i = 1, 2$ and $\Gamma = \partial K_1 \setminus \partial D$. We construct a transition function $\rho$ satisfying

$$\begin{cases} K_1 = \text{supp } \rho, & 0 \leq \rho \leq 1, \\
\rho(x) \equiv 1 & \text{for } x \in K_0. \end{cases}$$

To this end, we firstly set $\rho \equiv 1$ in $K_0$ and $\rho \equiv 0$ outside $K_1$. A one layer mesh is constructed between $K_0$ and $K_1$. Secondly, we use a linear Lagrange interpolant over this triangulation to generate the transition function $\rho$ in $K_1 \setminus K_0$, which is a continuous function. The triangulation between $K_0$ and $K_1$ for three different kinds of defects is plotted in Fig. 1. This construction ensures that $\rho(x) = 0$ for $x \in \Gamma$.

![Fig. 1. One layer triangulation of (a) well defect; (b) channel defect; (c) Ellipse defect.](image)

In what follows, we do not assume any further smoothness on $\rho$. The effect of the smoothness on $\rho$ will be studied in §5.2.

We triangulate $K_1$ and $K_2$ by $\mathcal{T}_h$ and $\mathcal{T}_H$ with the maximum meshsize $h$ and $H$, respectively. Hence we have a global triangulation $\mathcal{T}_{h,H} = \mathcal{T}_h \cup \mathcal{T}_H$ over the whole domain though $\mathcal{T}_h$ and $\mathcal{T}_H$ may not be conforming; See Fig. 2 for an illustration of
\( \mathcal{T}_{h,H} \). We assume that both \( \mathcal{T}_h \) and \( \mathcal{T}_H \) are shape-regular in the sense of Ciarlet-Raviart [13] with the chunkiness parameter \( \sigma \).

![Fig. 2. Left: the region \( K_1 \) and \( K_2 \); Right: The mesh \( \mathcal{T}_h \) in \( K_1 \) (blue), \( \mathcal{T}_H \) in \( K_2 \) (black) and the interface \( \Gamma \) (red).](image)

Denote the set of all edges (faces in \( n = 3 \)) of \( \mathcal{T}_h \) and \( \mathcal{T}_H \) on \( \Gamma \) by \( \mathcal{E}_h \) and \( \mathcal{E}_H \), i.e., \( \mathcal{E}_\Gamma = \{ e \cap E : e \in \mathcal{E}_h, E \in \mathcal{E}_H \} \). For convenience, we define
\[
\mathcal{T}_h^\Gamma = \{ \tau \in \mathcal{T}_h : \tau \cap \Gamma \neq \emptyset \} \quad \text{and} \quad \mathcal{T}_H^\Gamma = \{ \tau \in \mathcal{T}_H : \tau \cap \Gamma \neq \emptyset \},
\]
and \( \mathcal{T}_{h,H}^\Gamma = \mathcal{T}_h^\Gamma \cup \mathcal{T}_H^\Gamma \). We refer to Fig. 3 for a plot of the mesh around the interface.

![Fig. 3. The collection \( \mathcal{T}_h^\Gamma \) (blue) and \( \mathcal{T}_H^\Gamma \) (black).](image)

Let \( X_h \) and \( X_H \) be the Lagrange finite element spaces consisting of piecewise polynomials of degree \( r \) over \( \mathcal{T}_h \) and \( \mathcal{T}_H \), respectively. Over \( \mathcal{T}_{h,H} \), we define
\[
X_{h,H} = X_h \times X_H \quad \text{and} \quad X_{h,H}^0 = \{ v \in X_{h,H} : v|_{\partial D} = 0 \}.
\]

For each \( e \in \mathcal{E}_\Gamma \), there exists \( (\tau_1, \tau_2) \in \mathcal{T}_h^\Gamma \times \mathcal{T}_H^\Gamma \) such that \( \bar{\tau}_1 \cap \bar{\tau}_2 = e \). Define \( h_e = h_{\tau_1} \) and \( H_e = h_{\tau_2} \), and the weighted average and jump for \( v = (v_1, v_2) \in X_h \times X_H \) on \( e \) are defined by
\[
\{ v \}_\omega = \omega_1 v_1 + \omega_2 v_2 \quad \text{and} \quad \jump{ v } = v_1 - v_2
\]
with the weights
\[
\omega_1 = \frac{h_e}{h_e + H_e} \quad \text{and} \quad \omega_2 = \frac{H_e}{h_e + H_e}.
\]

Similar to the magic DG formula in [6], we have
\[
\{ v \}_\omega [w] - \jump{ v w } = -\jump{ v } \{ w \}_\omega,
\]
where \( \{ v \}_\omega = \omega_2 v_1 + \omega_1 v_2 \).
The bilinear form is defined for any \( v, w \in X_{h,H} \) as

\[
B^h_{\lambda}(v, w) = \sum_{i=1}^{2} \int_{K_i} b_i^h \nabla v \nabla w \, dx - \sum_{e \in \mathcal{E}_\gamma} \int_{e} \{(b_i^h \nabla v \cdot n)\}_\omega \|w\| \, ds - \sum_{e \in \mathcal{E}_\gamma} \int_{e} \{(b_i^h)\nabla w \cdot n\}_\omega \|v\| \, ds + \sum_{e \in \mathcal{E}_\gamma} \int_{e} \frac{\gamma}{H_e + h_e} \|v\| \|w\| \, ds,
\]

where \( n \) is the unit outward normal vector of \( \Gamma \) from \( K_1 \) to \( K_2 \), and \( \gamma \) is the penalized parameter. Here

\[
b_i^h(x) = \rho(x) a^\tau(x) + (1 - \rho(x)) A_h(x)
\]

with \( A_h \) an approximation of \( A \). To step further, we assume that \( a^\tau \) belongs to a set \( \mathcal{M}(\lambda, \Lambda; D) \) defined by

\[
\mathcal{M}(\lambda, \Lambda; D) = \{ a \in [L^\infty(D)]^{n \times n} : \xi \cdot a(x) \xi \geq \lambda |\xi|^2, \xi \cdot a(x) \xi \geq (1/\Lambda)|a(x)\xi|^2 \text{ for any } \xi \in \mathbb{R}^n \text{ and a.e. } x \text{ in } D \},
\]

where \(| \cdot |\) denotes the Euclidean norm in \( \mathbb{R}^n \). By the theory of H-convergence [47], we have \( A \in \mathcal{M}(\lambda, \Lambda; D) \). For any reasonable approximation \( A_h \), we may assume that the hybrid coefficient \( b_i^h \in \mathcal{M}(\lambda', \Lambda'; D) \) for certain positive constants \( \lambda' \) and \( \Lambda' \). For example, if we use HMM [18, 1, 19, 52] to compute the effective matrix, then \( A_h \in \mathcal{M}(\lambda, \Lambda; D) \). Hence \( b_i^h \in \mathcal{M}(\lambda, \Lambda; D) \). If we use some other numerical upscaling methods, e.g., [20, 35, 21, 30], then \( b_i^h \in \mathcal{M}(\lambda', \Lambda'; D) \) with certain constants \( \lambda' \) and \( \Lambda' \), which depend on \( \lambda \) and \( \Lambda \), but not exactly the same. To quantify the approximation error for the effective matrix, we define \( e(\text{HMM}) = \max_{x \in K_2} \| (A - A_h) (x) \|_F \), where \( \| \cdot \|_F \) is the Frobenius norm of a matrix.

The approximation problem is defined as: Find \( v_h \in X_{h,H}^0 \) such that

\[
B^h_{\lambda}(v_h, w) = \langle f, w \rangle \quad \text{for all } w \in X_{h,H}^0.
\]

3. Error Estimate for the Nitsche Hybrid Method.

3.1. Accuracy for retrieving the macroscopic information. In this part, we estimate the error between the hybrid solution and the homogenized solution. For any \( v \in X_{h,H}^0 \), we define the broken energy norm as

\[
\|v\| := \left( \sum_{i=1}^{2} \|v\|_{1,K_i}^2 + \gamma \sum_{e \in \mathcal{E}_\gamma} \frac{H_e + h_e}{\lambda'} \|v\| \|w\|_0^2 \right)^{1/2}.
\]

The following lemma gives the continuity and coercivity of the bilinear form \( B^h_{\lambda} \) with respect to the above broken energy norm.

**Lemma 3.1.** Assume that \( b_i^h \) is in \( \mathcal{M}(\lambda', \Lambda'; D) \). Let \( \gamma_0 = 8\Lambda'\sigma^2 C_{inv}^2 / \min(1, \lambda^2) \), with \( C_{inv} \) in (3.4). If \( \gamma \geq \gamma_0 \), for all \( v, w \in X_{h,H} \), then

\[
|B^h_{\lambda}(v, w)| \leq 2 \max(1, \lambda') \|v\| \|w\|,
\]

\[
B^h_{\lambda}(v, v) \geq \min (1/2, \lambda' / 2) \|v\|^2,
\]

where the constant \( C_{inv} \) depends only on \( r \) and \( \sigma \) such that

\[
\|v\|_{0,e} \leq C_{inv}|h_{r,\tau}|^{-1/2} \|v\|_{0,\tau} \quad \text{for all } v \in P_r(\tau), e \subset \partial \tau, \tau \in T_{h,H}.
\]
The existence and uniqueness of the solution of Problem (2.4) follow from the Lax-Milgram theorem provided that \( \gamma \geq \gamma_0 \). The proof is standard and we refer to [6] for details. The explicit form of \( C_{\text{inv}} \) may be found in [51], which will be used to determine the lower bound \( \gamma_0 \) of the penalized parameter \( \gamma \).

The following inequality slightly extends [29, Lemma 3.1].

**Lemma 3.2.** For any \( v \in H^s(D) \) with a positive number \( s \), and for any subset \( \Omega \subset D \), there exists \( C \) independent of \( \Omega \) such that

\[
\| v \|_{0,\Omega} \leq C|\Omega|^{\theta} \eta(\Omega) \| v \|_{s,D},
\]

where \( \theta = \min(s/n, 1/2) \) and

\[
\eta(\Omega) := \begin{cases} 
|\ln|\Omega||^{1/2} & \text{if } n = 2, 3 \text{ and } s = n/2, \\
1 & \text{otherwise}.
\end{cases}
\]

**Proof.** If \( 0 < s < n/2 \), then we proceed along the same line that leads to [29, Lemma 3.1] and obtain (3.5) with \( \theta = s/n \).

For \( s > n/2 \), we use the embedding \( H^s(D) \hookrightarrow L^\infty(D) \) and obtain

\[
\| v \|_{0,\Omega} \leq |\Omega|^{1/2} \| v \|_{L^\infty(\Omega)} \leq |\Omega|^{1/2} \| v \|_{L^\infty(D)} \leq C|\Omega|^{1/2} \| v \|_{s,D},
\]

where \( C \) depends on \( D \) but independent of \( \Omega \).

It remains to deal with \( s = n/2 \). The case \( n = 2, s = 1 \) has been proved in [29, Lemma 3.1]. The case \( n = 3, s = 3/2 \) may be proved as follows. Using [33, Theorem 2.1], for any \( p > 2 \), there exists \( C \) depending only on \( D \) such that

\[
\| v \|_{L^p(D)} \leq C\sqrt{p} \| v \|_{3/2,D}.
\]

Therefore,

\[
\| v \|_{0,\Omega} \leq |\Omega|^{1/2 - 1/p} \| v \|_{L^p(\Omega)} \leq |\Omega|^{1/2 - 1/p} \| v \|_{L^p(D)} \leq C|\Omega|^{1/2 - 1/p} \sqrt{p} \| v \|_{3/2,D}.
\]

Taking \( p = |\ln|\Omega|| \) in the right-hand side of the above inequality, we obtain (3.5) for \( n = 3 \) and \( s = 3/2 \).

A combination of the above cases implies (3.5).

The following result concerns the accuracy of the method approximating the homogenized solution \( u_0 \) when \( u_0 \) is smooth.

**Theorem 3.3.** Let \( u_0 \) and \( v_h \) be the solutions of Problem (1.3) and Problem (2.4), respectively. If \( u_0 \in H^{1+s}(D) \) with \( s > 1/2 \), and \( \psi_g \in H^1_0(D) \) is the unique solution of the adjoint variational problem:

\[
\langle A\nabla v, \nabla \psi_g \rangle = \langle g, v \rangle \quad \text{for all } v \in H^1_0(D),
\]

which satisfies the regularity estimate

\[
\| \psi_g \|_{2,D} \leq C\| g \|_{0,D}.
\]

\footnote{The authors therein only considered \( D = \mathbb{R}^n \), while the proof may be extended to the domain \( D \) by Stein extension as in [3].}
Then there exists $C$ depending on $D, \lambda$ and $\Lambda$ such that,
\[
\| u_0 - v_h \| \leq C \left( \inf_{\chi \in X_{h,H}^0} \| u_0 - \chi \| + |K_1|^\eta(K_1) + \epsilon(H_{\text{MM}}) \right),
\]
and
\[
\| u_0 - v_h \|_{0,D} \leq C \left( \inf_{\chi \in X_{h,H}^0} \| u_0 - \chi \| + |K_1|^\eta(K_1) \right) \left( h + |K_1|^{1/n} \eta(K_1) \right)
\]
\[+ C \epsilon(H_{\text{MM}}). \]

Let $\chi$ be the Scott-Zhang interpolant \[42\] in (3.8) and (3.9) and we may obtain the following error estimates.

**Corollary 3.4.** Under the same assumptions as in Theorem 3.3, there exists $C$ depending on $D, \lambda, \Lambda$ and $\sigma$ such that
\[
\| u_0 - v_h \| \leq C \left( h^{s^*} + H^{s^*} + |K_1|^\eta(K_1) + \epsilon(H_{\text{MM}}) \right),
\]
and
\[
\| u_0 - v_h \|_{0,D} \leq C \left( h^{s^*} + H^{s^*} + |K_1|^\eta(K_1) \right) \left( h + |K_1|^{1/n} \eta(K_1) \right)
\]
\[+ C \epsilon(H_{\text{MM}}), \]
with $s^* = \min(s, r)$.

**Proof of Theorem 3.3** Firstly, we need an auxiliary problem: Find $\tilde{u} \in X_{h,H}^0$ such that
\[
A(\tilde{u}, v) = \langle f, v \rangle \quad \text{for all} \quad v \in X_{h,H}^0,
\]
where the bilinear form $A$ is defined for any $v, w \in X_{h,H}^0$ the same as $B^\varepsilon_h$ with $b^\varepsilon_h$ replaced by $A$. From the Galerkin orthogonality
\[
A(u_0 - \tilde{u}, v) = 0 \quad \text{for any} \quad v \in X_{h,H}^0,
\]
and (3.2), (3.3) we have
\[
\| u_0 - \tilde{u} \| \leq 4 \max(\Lambda, 1) \min(1, \lambda) \inf_{\chi \in X_{h,H}^0} \| u_0 - \chi \|,
\]
and
\[
\| u_0 - \tilde{u} \|_{0,D} \leq 2 \Lambda \| u_0 - \tilde{u} \| \sup_{g \in L^2(D)} \| g \|_{0,D} \inf_{\chi \in X_{h,H}^0} \| \psi_g - \chi \|.
\]

Let $w = \tilde{u} - v_h$, we write
\[
B^\varepsilon_h(w, w) = B^\varepsilon_h(\tilde{u}, w) - \langle f, w \rangle = B^\varepsilon_h(\tilde{u}, w) - A(\tilde{u}, w)
\]
\[= \sum_{i=1}^2 \int_{K_i} (b^{\varepsilon_h}_i - A) \nabla \tilde{u} \nabla w \, dx - \sum_{e \in \mathcal{E}} \int_e \left\{ (b^{\varepsilon_h}_i - A) \nabla \tilde{u} \cdot \mathbf{n} \right\} \omega[w] \, ds
\]
\[+ \sum_{e \in \mathcal{E}} \left( \left\{ (b^{\varepsilon_h}_i - A)^T \nabla w \cdot \mathbf{n} \right\} \omega[\tilde{u}] \right) \, ds.
\]
By \( b_h^* - A = \rho (a^* - A) + (1 - \rho) (A_h - A) \), we have, for any \( x \in K_1 \),
\[
\| (b_h^* - A)(x) \|_F \leq \| b_h^* (x) \|_F + \| A(x) \|_F \leq \Lambda' + \Lambda,
\]
and for any \( x \in K_2 \),
\[
\| (b_h^* - A)(x) \|_F = \| (A_h - A)(x) \|_F \leq e(\text{HMM}).
\]
This implies
\[
\sum_{i=1}^2 \int_{K_i} (b_h^* - A) \nabla u \nabla w \, dx \leq (\Lambda + \Lambda') |u|_{1,K_i} |w|_{1,K_i} + e(\text{HMM}) \| u \| \| w \|.
\]
Noting that \( \rho = 0 \) for \( e \in E_{\gamma} \), we obtain for any \( x \in e \),
\[
\| (b_h^* - A)(x) \|_F = \| (A_h - A)(x) \|_F \leq e(\text{HMM}).
\]
Hence, we obtain
\[
\left| \sum_{e \in E_{\gamma}} \int_e \{(b_h^* - A) \nabla \bar{u} \cdot n\}_n [w] \, ds \right|
\leq \left( \sum_{e \in E_{\gamma}} \frac{H_e + h_e}{\gamma} \| \{(b_h^* - A) \nabla \bar{u} \cdot n\}_n \|_0, e \| w \|_0, e \right)^{1/2}
\leq e(\text{HMM}) \gamma_0 \left( \sum_{e \in E_{\gamma}} (H_e + h_e) \| \nabla \bar{u} \|_0, e \| w \|_0, e \right)^{1/2} \| w \|.
\]
Using Cauchy-Schwarz inequality and (3.4), we obtain
\[
\sum_{e \in E_{\gamma}} (H_e + h_e) \| \nabla \bar{u} \|_0, e \| w \|_0, e \leq \sum_{e \in E_{\gamma}} (H_e + h_e) \left( \omega_1 \| \nabla \bar{u}_1 \|_0, e + \omega_2 \| \nabla \bar{u}_2 \|_0, e \right)
= \sum_{e \in E_{\gamma}} h_e \| \nabla \bar{u}_1 \|_0, e + \sum_{e \in E_{H}} H_e \| \nabla \bar{u}_2 \|_0, e
\leq C_{\text{inv}} \left( \sum_{e \in T_{\gamma}^\epsilon} \| \nabla \bar{u}_1 \|_{0, e}^2 + \sum_{e \in T_{H}^\epsilon} \| \nabla \bar{u}_2 \|_{0, e}^2 \right).
\]
A combination of the above two inequalities gives
\[
\left| \sum_{e \in E_{\gamma}} \int_e \{(b_h^* - A) \nabla \bar{u} \cdot n\}_n [w] \, ds \right| \leq C_{\text{inv}} \gamma_0 e(\text{HMM}) \| \bar{u} \| \| w \|.
\]
Exchanging the role of \( \bar{u} \) and \( w \), we obtain
\[
\left| \sum_{e \in E_{\gamma}} \int_e \{(b_h^* - A)^T \nabla w \cdot n\}_n [\bar{u}] \, ds \right| \leq C_{\text{inv}} \gamma_0 e(\text{HMM}) \| \bar{u} \| \| w \|.
\]
Combining all the above estimates, we obtain
\[
B_h^*(w, w) \leq (\Lambda + \Lambda') |\bar{u}|_{1,K_1} |w|_{1,K_1} + (1 + 2C_{\text{inv}}/\gamma_0) e(\text{HMM}) \| \bar{u} \| \| w \|.
\]
(3.14)
Using the triangle inequality and (3.5), we obtain
\[
\| \tilde{u} \|_{1,K_1} \leq \| u_0 - \tilde{u} \|_{1,K_1} + \| u_0 \|_{1,K_1}
\]
(3.15)
\[
\leq \| u_0 - \tilde{u} \| + C|K_1|^{\theta} \eta(K_1) \| u_0 \|_{1+s,D}.
\]

Combining the above three inequalities and the a-priori estimate \( \| \tilde{u} \| \leq C \| f \|_{-1,D} \),
we obtain
\[
\| \tilde{u} - v_h \| \leq C \left( \| u_0 - \tilde{u} \| + |K_1|^{\theta} \eta(K_1) \| u_0 \|_{1+s,D} + \epsilon(HMM) \| f \|_{-1,D} \right),
\]
which together with (3.12) and the triangle inequality conclude the estimate (3.8).

We exploit Aubin-Nitsche’s dual argument to prove the \( L^2 \) error bound.

For any \( g \in L^2(D) \), let \( \varphi_g \in H^1_0(D) \) satisfying
\[
B_h^x(v, \varphi_g) = (g, v) \quad \text{for all } v \in X_h,H.
\]

Substituting \( v = \tilde{u} - v_h \) into the above equation, we obtain
\[
(g, \tilde{u} - v_h) = B_h^x(\tilde{u} - v_h, \varphi_g) = B_h^x(\tilde{u}, \varphi_g) - (f, \varphi_g)
\]
\[
= B_h^x(\tilde{u}, \varphi_g) - A(\tilde{u}, \varphi_g).
\]

Proceeding along the same line that leads to (3.14), we obtain
\[
|\langle g, \tilde{u} - v_h \rangle| \leq C \left( \| \tilde{u} \|_{1,K_1} \| \varphi_g \|_{1,K_1} + \epsilon(HMM) \| \tilde{u} \| \| \varphi_g \| \right).
\]

Using (3.15) and the a-priori estimates for \( \tilde{u} \) and \( \varphi_g \), we obtain
\[
|\langle g, \tilde{u} - v_h \rangle| \leq C|K_1|^{1/n} \eta(K_1) \| g \|_{0,D} \left( \| u_0 - \tilde{u} \| + |K_1|^{\theta} \eta(K_1) \| u_0 \|_{1+s,D} \right)
\]
(3.16)
\[
+ Ce(HMM) \| f \|_{-1,D} \| g \|_{-1,D}.
\]

Then
\[
(3.17) \quad \| \tilde{u} - v_h \|_{0,D} \leq C|K_1|^{1/n} \eta(K_1) \left( \| u_0 - \tilde{u} \| + |K_1|^{\theta} \eta(K_1) \| u_0 \|_{1+s,D} \right)
\]
\[
+ Ce(HMM) \| f \|_{-1,D}.
\]

Combining the above inequality with (3.12), (3.13) and using the triangle inequality, we obtain (3.9).

In the following, we shall consider the case when \( u_0 \) is nonsmooth, which may be caused by a rough homogenized coefficient \( A \), or a point load function \( f \), or a nonconvex domain \( D \). If \( u_0 \in H^{1+s}(D) \) with \( 0 < s \leq 1/2 \), the Galerkin orthogonality (3.11) is invalid and we cannot use Céa’s lemma to prove (3.12). To overcome this difficulty, we employ the median analysis in [23]. We firstly need the following extra assumptions on \( T_h,H \):

**Assumption A:** \( T_h^\Gamma \) is quasi-uniform, i.e., there exists a constant \( \nu \) independent of \( h \) such that for any \( \tau \in T_h^\Gamma, \ h_\tau \geq \nu h \), where \( h_\Gamma := \max\{h_\tau : \tau \in T_h^\Gamma\} \).

**Assumption B:** \( E_h \) is a subgrid of \( E_\Gamma \), i.e., \( E_h \cap E_\Gamma = E_h \).

According to **Assumption A** and **Assumption B**, we may construct a compatible sub-decomposition \( T_h \) out of \( T_h^\Gamma \) such that \( T_h^\Gamma \cup T_h^\Gamma \) is a conforming mesh, which is quasi-uniform near the interface \( \Gamma \), while we never need such refined mesh in the implementation; see Fig. 4. Both assumptions have been used in [31] to prove the a-posterior error estimate for the DG method.
We define the oscillation for \( f \in L^2(D) \) as
\[
\text{osc}(f) := \left[ \sum_{\tau \in \mathcal{T}_{h,H}} h_{\tau}^2 \left( \inf_{f \in P_0(\tau)} \| f - \bar{f} \|_0^2, \tau \right) \right]^{1/2},
\]
and the oscillation for \( A \in [L^\infty(D)]^{n \times n} \) as
\[
\text{osc}(A) := \max_{\tau \in \mathcal{T}_{h,H}} \left( \inf_{A \in \mathcal{P}_0(\tau)} \| A - \bar{A} \|_{0,\infty,\tau} \right).
\]

By Meyers' regularity result [37], there exists \( p_0 > 2 \) that depends on \( D, \Lambda \) and \( \lambda \), such that for all \( p \leq p_0 \),
\[
|u_0|_{1,p,D} \leq C \| f \|_{-1,p,D},
\]
where \( C \) depends on \( n, D, \Lambda \) and \( \lambda \). Using Hölder's inequality, we obtain
\[
|u_0|_{1,K_1} \leq |K_1|^{1/2-1/p} |u_0|_{1,p,K_1} \leq |K_1|^{1/2-1/p} |u_0|_{1,p,D}
\]
\[
\leq C|K_1|^{1/2-1/p} \| f \|_{-1,p,D}.
\]

**Theorem 3.5.** Let \( u_0 \) and \( v_h \) be the solutions of Problem (1.3) and Problem (2.4), respectively. If Assumption A and Assumption B are valid, then there exists \( C \) depending on \( D, \Lambda, \) and \( C_{\text{inv}} \) such that for any \( 2 < p < p_0 \),
\[
\| u_0 - v_h \| \leq C \phi \left( \inf_{\chi \in \mathcal{X}_{h,H}} \| u_0 - \chi \| + \text{osc}(A) + \text{osc}(f) \right)
\]
\[
+ C \left( e(\text{HMM}) + |K_1|^{1/2-1/p} \right).
\]

Under the same assumptions, for any \( 2 < p < \tilde{p}_0 \) with
\[
\tilde{p}_0 = \begin{cases} 
  p_0 & \text{if } n = 2, \\
  \min(p_0, 6) & \text{if } n = 3,
\end{cases}
\]
it holds that
\[
\| u_0 - v_h \|_{0,D} \leq C \left( g^2 \left( \inf_{\chi \in X_{h,H}} \| u_0 - \chi \| + \text{OSC}(f) + \text{OSC}(\mathcal{A}) \right) + |K_1|^{1/2-1/p} \right) \\
\times \left( \sup_{g \in L^2(D)} \frac{1}{\| g \|_{0,D}} \inf_{\tilde{\chi} \in X_{h,H}} \left( \sum_{\tau \in T_{h,H}} h_{\tau}^{-1} \| \psi_g - \tilde{\chi} \|_{0,\tau} + \| \psi_g - \tilde{\chi} \| + \text{OSC}(g) \right) \right) \\
+ \text{OSC}(\mathcal{A}) + |K_1|^{1/2-1/p} + C e(\text{HMM}),
\] (3.21)
where \( g = (H + h)/(\gamma h_D) \) and \( \psi_g \in H^1_0(D) \) is the unique solution of Problem (3.6).

We do not impose the regularity assumption on \( \psi_g \). The proof of this theorem is a combination of the ways that lead to Theorem 3.3 and Lemma 3.6 below, provided that we replace (3.5) by (3.18) and replace (3.16) by
\[
|\langle g, u_h \rangle - v_h \| \leq C|K_1|^{1/2-1/p} \left( \| u_0 - \tilde{u} \| + |K_1|^{1/2-1/p} \| f \|_{-1,p,D} \right) \| g \|_{-1,p,D} \\
+ C e(\text{HMM}) \| f \|_{-1,D} \| g \|_{-1,D},
\]
respectively.

It follows from the Sobolev imbedding \( L^2(D) \hookrightarrow W^{-1,p}(D) \) for any \( p \geq 1 \) if \( n = 2 \) and for any \( 1 \leq p \leq 6 \) if \( n = 3 \) [3], the estimate (3.17) is changed to
\[
\| \tilde{u} - u_h \|_{0,D} \leq C|K_1|^{1/2-1/p} \left( \| u_0 - \tilde{u} \| + |K_1|^{1/2-1/p} \| f \|_{-1,p,D} \right) \\
+ e(\text{HMM}) \| f \|_{-1,D} \quad \text{for any} \quad 2 < p < p_0.
\] (3.22)

**Lemma 3.6.** Under the same assumptions of Theorem 3.5, there exists \( C \) depending on \( D, \lambda, \Lambda \) and \( C_{\text{inv}} \) such that
\[
\| u_0 - \tilde{u} \| \leq C g \left( \inf_{\chi \in X_{h,H}} \| u_0 - \chi \| + \text{OSC}(f) + \text{OSC}(\mathcal{A}) \right),
\] (3.23)
and
\[
\| u_0 - \tilde{u} \|_{0,D} \leq C \left( g \| u_0 - \tilde{u} \| + \text{OSC}(f) + \text{OSC}(\mathcal{A}) \right) \\
\times \left( \sup_{g \in L^2(D)} \frac{1}{\| g \|_{0,D}} \inf_{\tilde{\chi} \in X_{h,H}} \left( \sum_{\tau \in T_{h,H}} h_{\tau}^{-1} \| \psi_g - \tilde{\chi} \|_{0,\tau} + \| \psi_g - \tilde{\chi} \| + \text{OSC}(g) \right) \right) \\
+ \text{OSC}(\mathcal{A}) + \text{OSC}(\mathcal{A}),
\] (3.24)
where \( \psi_g \in H^1_0(D) \) is the unique solution of Problem (3.6).

**Remark 3.7.** By contrast to (3.12) and (3.13), there is no regularity assumption on \( u_0 \) in Lemma 3.6, while it contains extra oscillation terms \( \text{OSC}(\mathcal{A}), \text{OSC}(f) \) and...
we define $X$. In order to prove the localized energy error estimate, we state that some properties of $K$.

We also note that the right hand side of (3.23) and (3.24) depend on $g$, which seems unpleasant at the first glance because the error blows up for large $g$, while it may be small or even harmless if we tune the penalized parameter $\gamma$. This will be shown in Corollary 3.8 and § 5. It would be very interesting to know whether such dependence can be removed. We shall leave this for further study.

The proof of the above lemma is quite involved and is of independent interest, we postpone it to §4.

It follows from Theorem 3.5 that

**Corollary 3.8.** If $A \in [C^{0, \alpha}(D)]^{n \times n}$ with $\alpha \in (0, 1)$ and $\beta = \min(\alpha, s)$, if $\gamma > \max((H + h)/h_\Gamma, \gamma_0)$, $u_0 \in H^{1+\delta}(D)$ with $0 < s \leq 1/2$ and $f \in L^2(D)$, then

$$
\|u_0 - v_h\| \leq C \left( h^{\beta} + H^{\beta} + |K_1|^{s/\alpha} \eta(K_1) + e(\text{HMM}) \right). 
$$

(3.25)

If the adjoint problem (3.26) has the following regularity estimate

$$
\|\psi_g\|_{1+s,D} \leq \|g\|_{0,D},
$$

then

$$
\|u_0 - v_h\|_{0,D} \leq C \left( h^{\beta} + H^{\beta} + |K_1|^{s/\alpha} \eta(K_1) + e(\text{HMM}) \right). 
$$

(3.26)

**Proof.** If $\gamma > \max((H + h)/h_\Gamma, \gamma_0)$, then $\gamma$ is a constant which is independent of any other parameters. If $A \in [C^{0, \alpha}(D)]^{d \times d}$, then there exists $C$ independent of $h$ and $H$ such that $\text{osc}(A) \leq C(h^\alpha + H^\alpha)$. If $f \in L^2(D)$, then $\text{osc}(f) \leq C(h + H)\|f\|_{0,D}$. Let $\chi$ be the Scott-Zhang interpolant of $u_0$ in (3.19). Replacing (3.18) by (3.5) with $\theta = s/n$, we obtain (3.25).

For any given $g \in L^2(D)$, we have $\text{osc}(g) \leq C(h + H)\|g\|_{0,D}$. Let $\chi$ and $\tilde{\chi}$ be the Scott-Zhang interpolant of $u_0$ and $\phi_g$ in (3.21), respectively. In view of the regularity of $\psi_g$, we replace (3.22) by

$$
\|\tilde{u} - v_h\|_{0,D} \leq C|K_1|^{s/\alpha} \eta(K_1) \left( h^{\beta} + H^{\beta} + |K_1|^{s/\alpha} \eta(K_1) \right)
+ Ce(\text{HMM})\|f\|_{-1,D}.
$$

Combining all the estimates, we obtain (3.26). 

### 3.2. Accuracy for retrieving the local microscopic information

We assume that $\text{dist}(K_0, \Gamma) = d \geq \kappa h$ for a sufficiently large $\kappa > 0$. For a subset $B \subset D$, we define

$$
H^1_\kappa(B) = \{ u \in H^1(D) \mid u|_{D \setminus B} = 0 \}, \quad \text{and}
X_\kappa(B) = \{ u \in X_{h,\kappa} \mid u|_{D \setminus B} = 0 \}.
$$

Let $G_1$ and $G$ be subsets of $K_1$ with $G_1 \subset G$ and $\text{dist}(G_1, \partial G \setminus \partial D) = \tilde{d} > 0$. In order to prove the localized energy error estimate, we state that some properties of the standard Lagrange finite element space $X_h$ hold [14]:

1. Local interpolant: There exists a local interpolant $Iu$ such that for any $u \in H^1_\kappa(G_1)$, $Iu \in X_\kappa(G)$.
2. Inverse properties: For each $\chi \in X_\kappa(K_1)$, and $\tau \in T_h$, $1 \leq p \leq q \leq \infty$, and $0 \leq t \leq s \leq r + 1$,

$$
\|\chi\|_{s,p,\tau} \leq C h^{s-t+n/p-n/q}\|\chi\|_{t,p,\tau}.
$$

(3.27)
3. Superapproximation: Let $\omega \in C^{\infty}(K_1) \cap H^1_0(G_1)$ with $|\omega|_{r+1} \leq C \bar{d}^{-j}$ for integers $0 \leq j \leq r + 1$ for each $\chi \in X_\chi(G) \cap X_0^\alpha$ and for each $\tau \in T_h$ satisfying $h_\tau \leq d$,

$$
\| \omega_\chi \|_{0,\tau} \leq C \left( \frac{h_\tau}{d} |\omega_\chi|_{1,\tau} + \frac{h_\tau}{d^2} \| \chi \|_{0,\tau} \right).
$$

\textbf{Theorem 3.9.} Let $u^\varepsilon$ and $v_h$ be the solutions of (1.1) and (3.10) respectively. Let $K_0 \subset K_1 \subset D$ be given, and let $\text{dist}(K_0, \Gamma) = d$. Let the above properties hold with $d = d/16$, in addition, let $\max_{\tau \cap \Gamma \neq \emptyset} h_\tau / d \leq 1/16$. Then

$$
|u^\varepsilon - v_h|_{1,K_0} \leq C \left( \inf_{\chi \in X_0^{\alpha}} |u^\varepsilon - \chi|_{1,K_1} + d^{-1} \| u^\varepsilon - v_h \|_{0,K_1} \right),
$$

where $C$ depends only on $X', X', \lambda, \Lambda,$ and $D$.

Proof. Let a subset $\hat{K} \subset K_1$ satisfying $\text{dist}(\hat{K}, \Gamma) = d_0 > 0$. We have $X_\chi(\hat{K}) \subset H^1_0(K_1)$. Then for any $u, v \in H^1_0(K_1)$, the bilinear form $B_h(v, w)$ degenerates to $\langle b_h^\varepsilon \rangle$ for $\langle b_h^\varepsilon \rangle$. Thus, the proof of above theorem is the same with that in [29, Theorem 3.2], and we omit the details for brevity.

Using the triangle inequality, we have

$$
|u^\varepsilon - v_h|_{1,K_0} \leq C \left( \inf_{\chi \in X_0^{\alpha}} |u^\varepsilon - \chi|_{1,K_1} + d^{-1} \left( \| u_0 - v_h \|_{0,D} + \| u^\varepsilon - v_h \|_{0,D} \right) \right).
$$

The first term in the right-hand side of the above inequality concerns how the local events are resolved. Accurate approximation requires a highly refined mesh, which is allowed by Theorem 3.9; using Corollary 3.4 and Corollary 3.8, we may bound $d^{-1} \| u_0 - v_h \|_{0,D}$; the last term converges to zero as $\varepsilon$ tends to zero by H-convergence theory [47] for any bounded and measurable $a^\varepsilon$. Therefore, the method converges for Problem (1.1) with bounded and measurable coefficient. Moreover, if we assume more structural conditions such as periodicity, almost-periodicity or stochastic ergodicity on $a^\varepsilon$, we may expect $\| u^\varepsilon - u_0 \|_{0,D} \lesssim O(\varepsilon^\alpha)$ for certain $\alpha > 0$. We refer to [32, 43, 5] for extensive discussions for such $L^2$–estimate.

\textbf{4. Proof of Lemma 3.6.} To prove Lemma 3.6, we employ the medius analysis in [23]. We need an enriching operator $E_h : X_{h,H} \rightarrow X_{h,H} \cap H^1(D)$. The construction of $E_h$ is similar to that in [31] with certain modifications.

Let $\mathcal{N}(\tau)$ be the set of all nodes of $\tau \in T_h$. Define $\mathcal{N}_H = \bigcup_{\tau \in T_h} \mathcal{N}(\tau)$, $\mathcal{N}_h = \bigcup_{\tau \in T_h} \mathcal{N}(\tau)$, $\mathcal{N}_1 = \{ p \in \mathcal{N}_h \cup \mathcal{N}_H \mid p \in \Gamma \}$ and $\mathcal{N}^0_1 = \mathcal{N}_H \cap \mathcal{N}_1$.

\textbf{Lemma 4.1.} \textbf{If Assumption A and Assumption B hold for $n = 2,3$, there exists a linear map $E_h : X_{h,H} \rightarrow X_{h,H} \cap H^1(D)$ satisfying}

$$
\sum_{\tau \in T_h} h_\tau^{2m-2} |v - E_h v|_{m,\tau}^2 \leq C \sum_{\tau \in T_h} h_\tau^{-1} \| \| v \|_{0,e}^2 \text{ for all } m \leq r,
$$

where the constant $C$ is independent of $h$, $H$ and $H/h$.

\textbf{Proof.} See Appendix A.

A direct consequence of the above local enriching estimate is the following
COROLLARY 4.2. If Assumption A and Assumption B are true, then there exists $C$ independent of $h, H, \gamma$ and the mesh ratio $H/h$ such that

\begin{equation}
\sum_{\tau \in T^h_{e,H}} h^{-2m-2}_\tau |v - E_h v|^2_{m,\tau} \leq Cq \| v \|^2, \quad 0 \leq m \leq r,
\end{equation}

and

\begin{equation}
\| v - E_h v \|^2 \leq Cq \| v \|^2,
\end{equation}

and

\begin{equation}
\sum_{e \in \mathcal{E}_n} h^{-1}_e \| \{ v - E_h v \} \|_{0,e}^2 \leq Cq \| v \|^2,
\end{equation}

\begin{equation}
\sum_{e \in \mathcal{E}_n} (H_e + h_e) \| \{ v - E_h v \} \|_{1,e}^2 \leq Cq \| v \|^2.
\end{equation}

Proof. Using Assumption A, we have

\begin{equation}
\sum_{e \in \mathcal{E}_n} h^{-1}_e \| v \|^2_{0,e} \leq \sum_{e \in \mathcal{E}_n} \frac{H_e + h_e}{\gamma h_e + H_e} \| v \|^2_{0,e} \leq \| v \|^2,
\end{equation}

Therefore, the estimate (4.2) is a direct consequence of (4.1).

Since $v - E_h v \equiv 0$ in $T_{h,H} \setminus T^h_{h,H}$, using the above inequality and (4.2) with $m = 1$, we obtain (4.3).

For any $v = (v_1, v_2) \in X_h \times X_H$, by definition, we obtain

\begin{equation}
\sum_{e \in \mathcal{E}_n} h^{-1}_e \| \{ v - E_h v \} \|_{0,e}^2 \leq \sum_{e \in \mathcal{E}_n} \left( h^{-1}_e \| v_1 - E_h v \|^2_{0,e} + h^{-1}_e \omega^2_1 \| v_2 - E_h v \|^2_{0,e} \right).
\end{equation}

Using Assumption A, we have, for any $e \in \mathcal{E}_n$,

\begin{equation}
h^{-1}_e \omega^2_1 \leq h_e \omega_1 \leq H^{-1}_e.
\end{equation}

Using the trace inequality, there exists $C$ such that

\begin{equation}
\sum_{e \in \mathcal{E}_n} h^{-1}_e \| \{ v - E_h v \} \|_{0,e}^2 \leq \sum_{e \in \mathcal{E}_h} h^{-1}_e \| v_1 - E_h v \|^2_{1,e} + \sum_{E \in \mathcal{E}_H} H^{-1}_E \| v_2 - E_h v \|^2_{1,E}
\end{equation}

\begin{equation}
\leq C \sum_{\tau \in T^h_{h,H}} \left( h^{-2}_\tau \| v - E_h v \|^2_{0,\tau} + \| v - E_h v \|^2_{1,\tau} \right),
\end{equation}

which together with (4.2) implies (4.4).

Proceeding along the same line, we obtain

\begin{equation}
\sum_{e \in \mathcal{E}_n} (H_e + h_e) \| \{ v - E_h v \} \|_{1,e}^2 \leq \sum_{e \in \mathcal{E}_h} h_e \| v_1 - E_h v \|^2_{2,e} + \sum_{E \in \mathcal{E}_H} H_E \| v_2 - E_h v \|^2_{1,E}
\end{equation}

\begin{equation}
\leq C \sum_{\tau \in T^h_{h,H}} \left( \| v - E_h v \|_{1,\tau} + h^2_\tau \| v - E_h v \|_{2,\tau} \right),
\end{equation}

which together with (4.2) implies (4.5).
Next lemma concerns the error estimate of \( \widetilde{u} \) approximating \( u_0 \), which is a type of Strang’s lemma, the proof follows from the same line of [23, Lemma 2.1 and § 3.2] and we omit the details.

**Lemma 4.3.** There exists a constant \( C \) such that

\[
\|u_0 - \widetilde{u}\| \leq C \inf_{\chi \in X_{h,H}^0} \left( \|u_0 - \chi\| + \sup_{\psi \in X_{h,H}^0 \setminus \{0\}} \frac{\langle f, \psi - E_h\psi \rangle - A(\chi, \psi - E_h\psi)}{\|\psi\|} \right).
\]

To estimate the second term in the right hand side of the above inequality, we shall use the following lemma, which is similar to the discrete local efficiency estimates in the a-posteriori error analysis [49]. The proof is quite standard and we refer to [50].

**Lemma 4.4.** Let \( u_0 \in H_0^1(D) \) be the solution of (1.3) and \( \chi \in X_{h,H}^0 \).

1. For each \( \tau \in \mathcal{T}_{h,H} \), let \( \tilde{A} \in [P_0(\tau)]^{n \times n} \), there exists \( C \) such that

\[
h_{\tau}^2 \|f + \nabla \cdot \tilde{A} \nabla \chi\|_{0,\tau}^2 \leq C \left( \|u_0 - \chi\|_{1,\tau}^2 + h_{\tau}^2 \inf_{\tilde{f} \in P_0(\tau)} \|f - \tilde{f}\|_{0,\tau}^2 \right.
\]

\[
+ \|A - \tilde{A}\|_{0,\infty,\tau}^2 \|u_0\|_{1,\tau}^2 \bigg).
\]

2. For each \( e \in \mathcal{E}_n \), there exists \( (\tau_1, \tau_2) \in \mathcal{T}_{h}^\tau \times \mathcal{T}_{H}^\tau \) such that \( \tau_1 \cap \tau_2 = e \) and \( e \) is a full edge of both \( \tau_1 \) and \( \tau_2 \); See Fig. 4. Let \( \tilde{A} \in [P_0(\tau_1) \times P_0(\tau_2)]^{n \times n} \), we have

\[
h_{e}^2 \|\tilde{A} \nabla \chi \cdot n\|_{0,e}^2 \leq C \sum_{\tau \in \{\tau_1, \tau_2\}} \left( \|u_0 - \chi\|_{1,\tau}^2 + h_{\tau}^2 \inf_{\tilde{f} \in P_0(\tau)} \|f - \tilde{f}\|_{0,\tau}^2 \right.
\]

\[
+ \|A - \tilde{A}\|_{0,\infty,\tau}^2 \|u_0\|_{1,\tau}^2 \bigg).
\]

Combining all the above estimates, we are ready to prove Lemma 3.6.

**Proof of Lemma 3.6** On each element \( \tau \in \mathcal{T}_{h,H} \), let \( \tilde{A} \in [P_0(\tau)]^{n \times n} \). We define a bilinear form \( \tilde{A}(\cdot, \cdot) \) the same as \( A(\cdot, \cdot) \) with \( A \) replaced by \( \tilde{A} \). For any \( \psi \in X_{h,H}^0 \), using (2.2), we obtain

\[
\langle f, \psi - E_h\psi \rangle - A(\chi, \psi - E_h\psi)
\]
\[
= \langle f, \psi - E_h\psi \rangle - \tilde{A}(\chi, \psi - E_h\psi) + \tilde{A}(\chi, \psi - E_h\psi) - A(\chi, \psi - E_h\psi)
\]
\[
= \sum_{\tau \in \mathcal{T}_{h,H}} \int_{\tau} (f + \nabla \cdot \tilde{A} \nabla \chi)(\psi - E_h\psi) \, dx - \sum_{e \in \mathcal{E}_n} \int_{e} [\tilde{A} \nabla \chi \cdot n] \langle \psi - E_h\psi \rangle \omega \, ds
\]
\[
+ \sum_{e \in \mathcal{E}_n} \int_{e} [\tilde{A}^T \nabla (\psi - E_h\psi) \cdot n] \omega \|u_0 - \chi\| \, ds
\]
\[
- \sum_{e \in \mathcal{E}_n} \int_{e} \frac{\gamma}{h_e} \|u_0 - \chi\| \|\psi - E_h\psi\| \, ds + \langle \tilde{A}(\chi, \psi - E_h\psi) - A(\chi, \psi - E_h\psi) \rangle
\]
\[
= I_1 + \cdots + I_5.
\]
Using (4.6) and (4.2) with $m = 0$, we obtain

$$|I_1| \leq \left( \sum_{\tau \in T_{h,h}} h^2_\tau \| f + \nabla \cdot \bar{A} \nabla \chi \|_{0,\tau}^2 \right)^{1/2} \left( \sum_{\tau \in T_{h,h}} h^{-2}_\tau \| \psi - E_h \psi \|_{0,\tau}^2 \right)^{1/2} \leq C \varrho \left( \inf_{\chi \in X_{h,h}} |u_0 - \chi|_{1,D} + \text{osc}(f) + \text{osc}(A) \right) \| \psi \|. $$

Using (4.7) and (4.4), we obtain

$$|I_2| \leq \left( \sum_{e \in E_{\gamma}} h_e \| [\bar{A} \nabla \chi \cdot n] \|_{0,e}^2 \right)^{1/2} \left( \sum_{e \in E_{\gamma}} h^{-1}_e \| \{\psi - E_h \psi\}^{\omega} \|_{0,e}^2 \right)^{1/2} \leq C \varrho \left( \inf_{\chi \in X_{h,h}} |u_0 - \chi|_{1,D} + \text{osc}(f) + \text{osc}(A) \right) \| \psi \|. $$

Using (4.5), we obtain

$$|I_3| \leq C \left( \sum_{e \in E_{\gamma}} \frac{H_e + h_e}{\gamma} \| \{\psi - E_h \psi\}^{\omega} \|_{1,e}^2 \right)^{1/2} \left( \sum_{e \in E_{\gamma}} \frac{\gamma}{H_e + h_e} \| [u_0 - \chi] \|_{0,e}^2 \right)^{1/2} \leq C(\varrho/\gamma_0) \| u_0 - \chi \| \| \psi \|. $$

Using (4.3), we may bound the last two terms as

$$|I_4| \leq C \| u_0 - \chi \| \| \psi \|,$$

and

$$|I_5| \leq C \text{osc}(A) \| \psi - E_h \psi \| \leq C \varrho \text{osc}(A) \left( \| u_0 - \chi \| + |u_0|_{1,D} \right) \| \psi \|. $$

Combining all the above estimates and using Lemma 4.3, we obtain (3.23).

Proceeding along the same line that leads to [23, Theorem 4.4], we obtain $L^2$ estimate (3.24), and we postpone the proof to Appendix B.

5. Numerical Experiments. In this part, we report two examples with different shapes of defects to demonstrate the accuracy and efficiency of the method. The governing equation is (1.1) with domain $D = (0, 1)^2, f = 1$ and the homogeneous Dirichlet boundary condition is imposed on $\partial D$. The finite element solvers are carried on FreeFem++ toolbox [26].

The first example is taken from [29] with a two-scale coefficient. **Example 1:**

Let

$$a^\varepsilon(x) = \frac{(R_1 + R_2 \sin(2\pi x_1))(R_1 + R_2 \cos(2\pi x_2))}{(R_1 + R_2 \sin(2\pi x_1/\varepsilon))(R_1 + R_2 \sin(2\pi x_2/\varepsilon))} I, $$

where $I$ is a two by two identity matrix. The effective matrix is given by

$$A(x) = \frac{(R_1 + R_2 \sin(2\pi x_1))(R_1 + R_2 \cos(2\pi x_2))}{R_1 \sqrt{R_1^2 - R_2^2}} I. $$

2https://freefem.org/
In the simulation we let $R_1 = 2.5$, $R_2 = 1.5$ and $\varepsilon = 0.01$. The reference solutions for $u^\varepsilon$ and $u_0$ are obtained by solving Problem (1.1) and (1.3) with linear element over a uniform mesh with the mesh size around $3.33\varepsilon - 4$.

The second example is taken from [2] and the coefficient has no clear scale separation inside $K_0$. **Example 2**: For a subset $B \subset D$, we define $\delta_B$ as the characteristic function for the set $B$. The setup for this example is the same with the first one except that the coefficient is replaced by $a^\varepsilon = \delta_{K_0} \tilde{a} + (1 - \delta_{K_0}) \tilde{a}^\varepsilon$, where

$$
\tilde{a}(x) = \left(3 + \frac{1}{\varepsilon^2} \sum_{j=0}^{4} \sum_{i=1}^{j} \frac{1}{j+1} \cos \left(8 \left(ix_2 - \frac{x_1}{i+1}\right) + \left[150ix_1 + \left[150x_2\right]\right] \right)\right) I,
$$

and

$$
\tilde{a}^\varepsilon(x) = (2.1 + \cos(2\pi x_1/\varepsilon)\cos(2\pi x_2/\varepsilon) + \sin(4\pi x_1^2 x_2^2))I.
$$

We let $\varepsilon = 0.0063$ in the simulation.

By [29], the effective matrix $A = \delta_{K_0} \tilde{A} + (1 - \delta_{K_0}) \tilde{A}$, where $\tilde{A}$ is the effective matrix associated with $\tilde{a}^\varepsilon$. Since there is no analytical formula for $\tilde{A}$, we use the least-squares reconstruction method in [35, 30] to obtain a higher-order approximation to $\tilde{A}$ so that $e$ (HMM) is negligible. The approximation to $\tilde{A}$ is denoted by $\tilde{A}_h$. The homogenized solution $u_0$ is computed by solving Problem (1.3) with $A_h = \delta_{K_0} \tilde{a} + (1 - \delta_{K_0}) \tilde{A}_h$. The hybrid coefficient is

$$b_h = \delta_{K_0} \tilde{a} + (1 - \delta_{K_0})(\rho \tilde{a}^\varepsilon + (1 - \rho) \tilde{A}_h).$$

We use linear element to compute $u^\varepsilon$ and $u_0$ over a refined $3000 \times 3000$ mesh as the reference solution.

For both examples, our major interests are the following two quantities:

$$e(u_0) = \frac{|u_0 - v_h|_{1,K_2}}{|u_0|_{1,K_2}} \quad \text{and} \quad e(u^\varepsilon) = \frac{|u^\varepsilon - v_h|_{1,K_0}}{|u^\varepsilon|_{1,K_0}}.$$

5.1. **The choice of the penalized factor $\gamma$**. Based on the explicit expressions of the inverse trace inequalities in [51], the lower bound $\gamma_0$ in Lemma 3.1 for the penalized factor may be bounded by

$$
\gamma_0 \leq \begin{cases} 
\frac{16\sqrt{3}}{9} \frac{r(r+1)\sigma \Lambda^2}{\min\{1, \lambda^2\}} & n = 2, \\
\frac{32\sqrt{3}}{27} \frac{r(r+2)\sigma \Lambda^2}{\min\{1, \lambda^2\}} & n = 3.
\end{cases}
$$

We test Example 1 and Example 2 with the well defect (see § 5.3.1) for different $\gamma$ and the results are plotted in Fig. 5. We observe that the error does not change when $\gamma$ is bigger than certain threshold value. It is worthwhile to mention that the threshold value is independent of $H/h$. In what follows, we set $\gamma = 50$ in Example 1 and $\gamma = 20$ in Example 2.

5.2. **The effect of the smoothness of the transition function**. To study the effect of the smoothness of $\rho$ numerically, we consider a square defect $K_0 = (0.5, 0.5) + (-L, L)^2$ with $L = 0.05$, and define $K_1 = (0.5, 0.5) + (-L - \delta, L + \delta)^2$ with $\delta = 0.05$. The transition function $\rho = \mu(x_1 - 0.5)\mu(x_2 - 0.5)$ with $\mu : \mathbb{R} \to [0,1]$
defined by

\[
\mu(t) = \begin{cases}
\frac{1}{2} \cos \left( \pi \left( x + \frac{L}{\delta} \right) \right) + \frac{1}{2}, & \text{if } t \in [ -L - \delta, -L ), \\
1, & \text{if } t \in (-L, L), \\
\frac{1}{2} \cos \left( \pi \left( -x + \frac{L}{\delta} \right) \right) + \frac{1}{2}, & \text{if } t \in (L, L + \delta), \\
0, & \text{otherwise}.
\end{cases}
\]

Such \( \rho \) is a \( C^1 \) function. We test Example 1 with this \( C^1 \) transition function and the one constructed by a linear interpolant introduced in § 2, which is a continuous function. The results are reported in Table 1. We observe that there is no significant difference between these two choices and we shall use the \( C^0 \) transition function in the following tests.

### Table 1

| \( H = 2^{-5}, h = 2^{-8} \) | \( e(u_0) \) | \( e(u^\varepsilon) \) |
|-----------------------------|----------|----------|
| \( C^1 \) transition func. | 4.21e-2  | 1.12e-1  |
| \( C^0 \) transition func. | 4.21e-2  | 1.13e-1  |
| \( H = 2^{-6}, h = 2^{-9} \) | \( e(u_0) \) | \( e(u^\varepsilon) \) |
| \( C^1 \) transition func. | 1.62e-2  | 4.62e-2  |
| \( C^0 \) transition func. | 1.62e-2  | 4.65e-2  |

5.3. The accuracy of the Nitsche hybrid method. We test three defects with different shapes: the well defect, the channel defect and the ellipse defect.

#### 5.3.1. Well defect. The defect \( K_0 = (0.5, 0.5) + (-L, L)^2 \) with \( L = 0.05 \) is a square, and we define \( K_1 = (0.5, 0.5) + (-L - \delta, L + \delta)^2 \) with \( \delta = 0.05 \). We report the results for Example 1 in Table 2 by fixing \( H = 2^{-5} \) and decreasing \( h \). We observe that locally refined mesh resolves the local events, and \( e(u^\varepsilon) \approx \mathcal{O}(h) \), which is consistent with the following explicit form of the error estimate (3.29):

\[
|u^\varepsilon - v_h|_{1,K_0} \leq C \left( h + \frac{1}{\delta} \left( H^2 + L^2 \ln L + \varepsilon^{s-1} \right) \right).
\]

The last term comes from the following error estimate proved in [39]:

\[
\| u^\varepsilon - u_0 \|_{0,D} \leq C \varepsilon^{s-1} \| u_0 \|_{s,D} \quad \text{for } s < 3.
\]
The error $e(u_0)$ remains unchanged when $h$ is decreased, which shows that the resolution inside the defect has negligible effect on the accuracy for retrieving the macroscopic information.

| $h$  | $2^{-7}$ | $2^{-8}$ | $2^{-9}$ |
|------|----------|----------|----------|
| $e(u^e)$ | 2.52e-1 | 1.15e-1 | 4.60e-2 |
| rate | 1.01 | 1.32 | |
| $e(u_0)$ | 4.60e-2 | 4.67e-2 | 4.61e-2 |

To compute $e(u_0)$, we fix the mesh size in $K_1$ and refine the mesh in $K_2$. The result is reported in Table 3. When $H \simeq L$, the first order rate of convergence is observed for the error $e(u_0)$, which is consistent with

$$|u_0 - v_h|_{1,K_2} \leq C(h + H + L \ln L)^{1/2}.$$ 

Nevertheless, the error $e(u^e)$ remains unchanged when $H$ is decreased.

| $H$  | $2^{-8}$ | $2^{-9}$ | $2^{-10}$ |
|------|----------|----------|-----------|
| $e(u_0)$ | 1.18e-1 | 4.61e-2 | 1.76e-2 |
| rate | 1.35 | 1.39 | |
| $e(u^e)$ | 1.96e-2 | 1.69e-2 | 1.66e-2 |

We turn to Example 2. It follows from Table 4 that the rate of convergence for $e(u_0)$ is bigger than 1, while we do not know any quantity estimate on $e(HMM)$ in this case. Fig. 6 indicates that the error $e(u^e)$ converges at a rate around 0.71, which deteriorates a little bit than Example 1. This may be due to the roughness of $a^e$ inside $K_0$.

| $H$  | $2^{-8}$ | $2^{-9}$ | $2^{-10}$ |
|------|----------|----------|-----------|
| $e(u_0)$ | 1.06e-1 | 4.90e-2 | 1.56e-2 |
| rate | 1.11 | 1.65 | |
| $e(u^e)$ | 1.56e-2 | 1.02e-2 | 1.02e-2 |

5.3.2. Channel defect. Let $K_0$ be a channel with a corner, with width $L = 0.05$ and $K_1$ is the set within a distance of $\delta = 0.025$ away from the channel; see Fig. 1b.

We firstly test Example 1 with different $H$. The result is shown in Table 5. We observe that the first order rate of convergence for the error $e(u_0)$, which is consistent with the theoretical result.

Next we fix $H = 2^{-5}$ and decrease $h$, and report the result in Table 6. We observe that the resolution of the defect has more pronounced influence on the error $e(u_0)$.

We report the results for Example 2 in Table 7 and Fig. 7. The method still works with reasonable accuracy. However, from Fig. 7, we find that the error $e(u^e)$ is worse than that in Example 1, which may be due to the poor regularity of the solution inside the defect.
5.3.3. Ellipse defects. We choose two slender ellipse defects as $K_0$ with major axis 0.5 and minor axis 0.02; See Fig. 8. $K_1$ is a rectangle of size 0.54 $\times$ 0.06 that contains the ellipse; see Fig. 1e.

We plot the relative errors in Fig. 9a and Fig. 9b with a fixed ratio $H/h$. The method works for both examples. If we refine the mesh in both subdomains simultaneously, then the energy error is around the first order.

5.4. Comparison with the original hybrid method. In the last test, we compare the present method with the hybrid method with a body fitted mesh [29]. Two kinds of mesh are plot in Fig. 10 for an illustration. Let $K_0 = (0.5, 0.5) + (-L, L)^2$ and $K_1 = (0.5, 0.5) + (-L - \delta, L + \delta)^2$ with $L = 0.05$ and $\delta = 0.01$.

We choose a mesh with $N = 28585$ degrees of freedom for the Nitsche hybrid method, and $N = 60564$ degrees of freedom for the original hybrid method. The results for Example 1 are summarized in Table 8. It seems that the accuracy of both methods are comparable, while the total degrees of freedom of the Nitsche hybrid method is less than one half of the original hybrid method.

6. Conclusion. We present a hybrid method that captures the macroscopical and microscopic information simultaneously in the framework of the Nitsche’s variational formulation. A general approach for construction the transition function is proposed. This method admits non-matching grids and works for defects with irregular shape. Hence the method is more efficient and flexible than the original hybrid method [29]. We prove that the method converges for problems with bounded and measurable coefficients. Rate of convergence has been derived for the periodic media and almost-periodic media. A possible extension of the present work is to deal with more realistic problem such as parabolic problems with time varying boundary conditions, which is allowed by the Nitsche’s variational formulation [46]. We shall leave this for further pursuit.
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Table 6
The error of Example 1 in the channel defect with \( H = 2^{-5} \).

| \( h \) | 2\(^{-6} \) | 2\(^{-7} \) | 2\(^{-8} \) |
|-------|-----|-----|-----|
| \( e(u) \) | 3.69e-1 | 1.99e-1 | 7.73e-2 |
| rate | 0.90 | 1.36 |
| \( e(u_{0}) \) | 5.10e-2 | 4.90e-2 | 4.86e-2 |

Table 7
The error of Example 2 in the channel defect with \( h = 2^{-9} \).

| \( H \) | 2\(^{-4} \) | 2\(^{-5} \) | 2\(^{-6} \) |
|-------|-----|-----|-----|
| \( e(u_{0}) \) | 8.85E-2 | 4.42E-2 | 2.17E-2 |
| rate | 1.00 | 1.03 |
| \( e(u) \) | 5.73e-2 | 4.80e-2 | 4.03e-2 |

work. We also thank the anonymous referee for valuable comments.

Appendix A. Proof of Lemma 4.1. We define an extension operator: for any \( v \in X_{h,H} \)

\[ E_h v(p) = \begin{cases} v(p) & \text{if } p \in (\mathcal{N}_H \cup \mathcal{N}_h) \setminus \mathcal{N}_\Gamma, \\ \omega_1 v_1(p) + \omega_2 v_2(p) & \text{if } p \in \mathcal{N}_\Gamma^0, \end{cases} \]

where \( v = (v_1, v_2) \in X_h \times X_H \). For each \( p \in \mathcal{N}_\Gamma \setminus \mathcal{N}_\Gamma^0 \), there exists \( \tau \in \mathcal{T}_H \) such that \( p \) sits on the boundary of \( \tau \) by Assumption B. Noting that \( E_h v \) is well-defined over \( \tau \), we may define \( E_h v(p) = (E_h v)_{\tau}(p) \). The definition of \( E_h \) and the uniqueness of the Lagrange interpolation over interface mesh \( \mathcal{E}_\Gamma \) ensure that \( E_h v \) is continuous across \( \Gamma \). Therefore, \( E_h v \in X_{h,H} \cap H^1(D) \) and \( E_h v \equiv v \) in \( D \setminus \mathcal{T}^{\mathcal{E}_\Gamma}_{h,H} \).

Over each \( \tau \in \mathcal{T}^{\mathcal{E}_\Gamma}_{h,H} \), we write

\[ v - E_h v = \sum_{p \in \mathcal{N}(\tau) \cap \mathcal{N}_\Gamma^0} (v_2 - E_h v)(p) \phi_{\tau,p} \]

\[ = \sum_{p \in \mathcal{N}(\tau) \cap \mathcal{N}_\Gamma^0} \omega_1 (v_2 - v_1)(p) \phi_{\tau,p}, \]

where \( \phi_{\tau,p} \) is the basis function on \( \tau \) associated with node \( p \). A scaling argument shows that, there exist \( c_n \) and \( C_n \) independent of \( h^\tau \) such that

\[ c_n h^\tau_n^{-2m} \leq |\phi_{\tau,p}|_{m,\tau}^2 \leq C_n h^\tau_n^{-2m}. \]

Combining the elements in \( \mathcal{T}^{\mathcal{E}_\Gamma}_{h,H} \) and using the standard inverse inequality [13], we obtain

\[ \sum_{\tau \in \mathcal{T}^{\mathcal{E}_\Gamma}_{h,H}} h^\tau_n^{2m-2} |v - E_h v|_{m,\tau}^2 \leq C \sum_{e \in \mathcal{E}_\Gamma} \frac{h^2_e}{(h_e + H_e)^2} H_e^{n-2} \| [v] \|_{0,\infty,e}^2 \]

\[ \leq C \sum_{e \in \mathcal{E}_\Gamma} \frac{h^2_e}{(h_e + H_e)^2} H_e^{n-2} h_e^{-d+1} \| [v] \|_{0,e}^2 \]

\[ \leq C \sum_{e \in \mathcal{E}_\Gamma} h_e^{-1} \| [v] \|_{0,e}^2, \]

(A.2)
where we have used
\[ h^{-n+3}_c H^{-n-2}_c / (h_c + H_c)^2 \leq (h_c / H_c)^{-n+4} h^{-1}_c \leq h^{-1}_c \quad n = 2, 3. \]

Next, over each \( \tau \in \mathcal{T}_H \), we write
\[
v - E_h v = \sum_{p \in N(\tau) \cap \Gamma} (v_1 - E_h v)(p)\phi_{\tau,p}
\]
\[
= \sum_{p \in N(\tau) \cap \Gamma} (v_1 - v_2)(p)\phi_{\tau,p} + \sum_{p \in N(\tau) \cap \Gamma} (v_2 - E_h v)(p)\phi_{\tau,p}
\]

By Assumption B, there exists \( \bar{\tau} \in \mathcal{T}_H \) such that \( p \) sits on the boundary of \( \bar{\tau} \), and
\[
E_h v(p) - v_2(p) = \sum_{\bar{p} \in N(\bar{\tau}) \cap \mathcal{N}(\bar{\tau})} (E_h v - v_2)(\bar{p})\phi_{\bar{\tau},\bar{p}}(p)
\]
\[
= \sum_{\bar{p} \in N(\bar{\tau}) \cap \mathcal{N}(\bar{\tau})} \omega_1(v_1 - v_2)(\bar{p})\phi_{\bar{\tau},\bar{p}}(p).
\]

A scaling argument shows that, there exist \( \bar{c}_n \) and \( \bar{C}_n \) independent of \( h_\tau \) such that
\[ \bar{c}_n h^{-n-2m}_\tau \leq |\phi_{p,\bar{p}}|^2_{m,\tau} \leq \bar{C}_n h^{-n-2m}_\tau. \]
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Fig. 9. The relative error for the ellipse defects.

Fig. 10. Left: non-matching grid; Right: matching grid.

By Assumption A, the number of the hanging nodes on each $e \in \mathcal{E}_H$ may be bounded by $c(H_e/h_\Gamma)^{n-1}$. Thus, proceeding along the same line that leads to (A.2) and using the above estimate and the inverse inequality, we obtain

\[
\sum_{\tau \in T_h^e} h_{e,\tau}^{2m-2} |v - E_{h,\tau} v|_{m,\tau}^2 \leq C \sum_{e \in \mathcal{E}_n} h_e^{n-2} h_e^{-n+1} \|v\|_{0,e}^2
+ C \sum_{e \in \mathcal{E}_n} (H_e/h_\Gamma)^{n-1} h_e^{n-2} h_e^{-n+1} \|v\|_{0,e}^2
\]

(A.3)

where we have used

\[
(H_e/h_\Gamma)^{n-1} h_e^{-1} \omega_1^2 \leq (H_e/h_e)^{n-3} h_e^{-1} \leq h_e^{-1} \quad n = 2, 3.
\]

Combining (A.2) and (A.3), we obtain (4.1).

Appendix B. Proof of (3.24). For any $\chi \in X_{h,H}^0$, using (3.6) and the enriching
Table 8
Comparison between the Nitsche hybrid method and the original hybrid method.

| DOF        | Nitsche hybrid method | hybrid method |
|------------|-----------------------|---------------|
| $e(u^f)$   | 4.60e-2               | 4.64e-2       |
| $e(u_0)$   | 9.30e-3               | 5.66e-3       |

operator $E_h$ defined in Lemma 4.1, we obtain

$$
\langle g, u_0 - \bar{u} \rangle = \langle g, u_0 - E_h \bar{u} \rangle + \langle g, E_h \bar{u} - \bar{u} \rangle
$$

$$
= \langle A \nabla (u_0 - E_h \bar{u}), \nabla \psi_g \rangle + \langle g, E_h \bar{u} - \bar{u} \rangle
$$

$$
= \langle f, \psi_g \rangle - \sum_{i=1}^2 \int_{K_i} A \nabla \bar{u} \nabla \psi_g \, dx + \sum_{i=1}^2 \int_{K_i} A \nabla (\bar{u} - E_h \bar{u}) \nabla \psi_g \, dx
$$

$$
+ \langle g, E_h \bar{u} - \bar{u} \rangle,
$$

which may be further expanded as

$$
\langle g, u_0 - \bar{u} \rangle = \langle f, \chi \rangle - \sum_{i=1}^2 \int_{K_i} A \nabla \bar{u} \nabla \chi \, dx + \langle f, \psi_g - \chi \rangle - \sum_{i=1}^2 \int_{K_i} A \nabla \bar{u} \nabla (\psi_g - \chi) \, dx
$$

$$
+ \langle g, E_h \bar{u} - \bar{u} \rangle - \sum_{i=1}^2 \int_{K_i} A \nabla (E_h \bar{u} - \bar{u}) \nabla \chi \, dx
$$

$$
+ \sum_{i=1}^2 \int_{K_i} A \nabla (\bar{u} - E_h \bar{u}) \nabla (\psi_g - \chi) \, dx.
$$

Using (3.10), (2.2) and integration by parts, for any piecewise constant matrix $\bar{A}$ over $\mathcal{T}_{h,H}$, we have

$$
\langle g, u_0 - \bar{u} \rangle
$$

$$
= \left\{ \langle f + \nabla \cdot \bar{A} \nabla \bar{u}, \psi_g - \chi \rangle - \sum_{e \in \mathcal{E}_h} \int_e \left[ \bar{A} \nabla \bar{u} \cdot n \right] \{ \psi_g - \chi \} \omega \, ds \right\}
$$

$$
+ \left\{ \langle g + \nabla \cdot \bar{A}^T \nabla \chi, E_h \bar{u} - \bar{u} \rangle - \sum_{e \in \mathcal{E}_h} \int_e \left[ \bar{A}^T \nabla \chi \cdot n \right] \{ E_h \bar{u} - \bar{u} \} \omega \, ds \right\}
$$

$$
+ \left\{ \frac{2}{2} \int_{K_i} A \nabla (\bar{u} - E_h \bar{u}) \nabla (\psi_g - \chi) \, dx + \sum_{e \in \mathcal{E}_h} \frac{\gamma}{H_e + h_e} [\bar{u}] [\chi] \, ds \right\}
$$

$$
+ \left\{ -\frac{2}{2} \int_{K_i} (A - \bar{A}) \nabla \bar{u} \nabla (\psi_g - \chi) \, dx - \sum_{e \in \mathcal{E}_h} \int_e \{ (A - \bar{A}) \nabla \bar{u} \} \omega [\chi] \, ds \right\}
$$

$$
+ \left\{ -\frac{2}{2} \int_{K_i} (A - \bar{A}) \nabla (E_h \bar{u} - \bar{u}) \nabla \chi \, dx - \sum_{e \in \mathcal{E}_h} \int_e \{ (A - \bar{A}) \nabla \chi \} \omega [\bar{u}] \, ds \right\}
$$

$$
= I_1 + \cdots + I_5.
$$
Using Lemma 4.4, we obtain
\[
|I_1| \leq C \left( \|u_0 - \bar{u}\| + \text{Osc}(f) + \max_{\tau \in T_h} \|A - \bar{A}\|_{0,0,D} \right)
\times \sum_{\tau \in T_h} \left( h^{-1}_{\tau} \|\psi_g - \chi\|_{0,\tau} + \|\psi_g - \chi\|_{1,\tau} \right).
\]

Using Lemma 4.4 and the enriching estimates (4.2), (4.4), we obtain
\[
|I_2| \leq C \rho \left( \|\psi_g - \chi\| + \text{osc}(g) + \max_{\tau \in T_h} \|A - \bar{A}\|_{0,0,D} \right) \|u_0 - \bar{u}\|
\]
where we have used the fact $[u_0] \equiv 0$ on $\Gamma$.

Using (4.2) and the fact $[\psi_g] \equiv [u_0] \equiv 0$ on $\Gamma$, we have
\[
|I_3| \leq C \rho \|\tilde{u} - u_0\| \|\psi_g - \chi\|.
\]

Finally,
\[
|I_4| \leq C \max_{\tau \in T_h} \|A - \bar{A}\|_{0,0,D} \left( \sum_{i=1}^{2} \|u_i\|_{0,K_i}^2 \right)^{1/2} \|\psi_g - \chi\|
\leq C \max_{\tau \in T_h} \|A - \bar{A}\|_{0,0,D} \left( \|u_0 - \bar{u}\| + \|f\|_{-1,D} \right) \|\psi_g - \chi\|
\]
and
\[
|I_5| \leq C \rho \max_{\tau \in T_h} \|A - \bar{A}\|_{0,0,D} \left( \|\psi_g - \chi\| + \|g\|_{-1,D} \right) \|u_0 - \bar{u}\|.
\]

Combining all the above estimates, we obtain (3.24).
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