MOON: Multi-Hash Codes Joint Learning for Cross-Media Retrieval

Donglin Zhang, Xiao-Jun Wu∗∗, He-Feng Yin, Josef Kittler

*a School of Artificial Intelligence and Computer Science, Jiangnan University, 214122, Wuxi, China
b Center for Vision, Speech and Signal Processing (CVSSP), University of Surrey, UK

ABSTRACT

In recent years, cross-media hashing technique has attracted increasing attention for its high computation efficiency and low storage cost. However, the existing approaches still have some limitations, which need to be explored. 1) A fixed hash length (e.g., 16bits or 32bits) is predefined before learning the binary codes. Therefore, these models need to be retrained when the hash length changes, that consumes additional computation power, reducing the scalability in practical applications. 2) Existing cross-modal approaches only explore the information in the original multimedia data to perform the hash learning, without exploiting the semantic information contained in the learned hash codes. To this end, we develop a novel Multiple hash Codes Joint learning method (MOON) for cross-media retrieval. Specifically, the developed MOON synchronously learns the hash codes with multiple lengths in a unified framework. Besides, to enhance the underlying discrimination, we combine the clues from the multimodal data, semantic label and learned hash codes for hash learning. As far as we know, the proposed MOON is the first attempt to simultaneously learn different length hash codes without retraining in cross–media retrieval. Experiments on several databases show that our MOON can achieve promising performance, outperforming some recent competitive shallow and deep methods.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

With the rapid development of smart devices and multimedia technologies, tremendous amount of data (e.g., texts, videos and images) are poured into the Internet every day (Chaudhuri et al., 2020; Cui et al., 2020; Zhang and Wu, 2020; Zhang et al., 2021b; Hu et al., 2019; Zhang et al., 2021a). In the face of massive multimedia data, how to effectively retrieve the desired information with hybrid results (e.g., texts, images) becomes an urgent but intractable problem. To this end, many research works have been devoted to cross-media retrieval. The key challenge of cross-media similarity search is mitigating the “media gap”, because different modalities may lie in completely distinct feature spaces and have diverse statistical properties. To erase the discrepancy, the basic solution is to project the multimedia data into a common subspace to learn the correspondence. Besides, with the continuous increasing of multimedia data, the efficiency has become another obstacle restricting the application in real-world systems. To solve this issues, binary coding (i.e., hashing technique), which encodes the heterogeneous data into a set of meaningful compact hash codes that keep the similarity and structure information in the original space, has been incorporated into the applications for cross-media similarity search. Based on the binary encoding formulation, the retrieval can be efficiently performed with reduced storage cost. With all these merits, therefore, hashing techniques have gained much attention, with many hashing based methods proposed for advanced cross-modal retrieval.

General speaking, existing cross-media hashing algorithms can be divided into two branches: unsupervised and supervised. For the unsupervised models, representative approaches include, but not limited to, composite correlation quantization (CCQ) (Long et al., 2016), collective matrix factorization
hashing (CMFH) (Ding et al., 2014), fusion similarity hashing (FSH) (Liu et al., 2017) and collective reconstructive embeddings (CRE) (Hu et al., 2018). Different from unsupervised approaches, supervised schemes can obtain more promising performance. Typical supervised approaches include supervised matrix factorization hashing (SMFH) (Tang et al., 2016), which preserves the similarity by an $n \times n$ matrix and relaxes the discrete constraints to learn the binary representations. Semantic preserving hashing (SePH) (Lin et al., 2015) utilizes the KL-divergence and transforms the semantic information into probability distribution to learn the hash codes. Because of the use of the $n \times n$ affinity matrix, SMFH and SePH are unscalable to large databases. Semantic correlations maximization (SCM) (Zhang et al., 2014) maximizes the correlations between different databases. These methods usually obtain more promising performance compared with the shallow ones.

In cross-modal retrieval, the existing methods usually predefine a fixed hash length (e.g., 8bits), such that we can utilize the 8bits query sample to retrieval the 8bits related ones. However, when the hash length changes, the model needs to be retrained to learn the corresponding binary codes, which is inconvenient and cumbersome in real-world applications.

Most existing cross-modal approaches project the original multimedia data directly into hash space, implying that the binary codes can only be learned from the given original multimedia data. However, the learned hash codes contain valuable semantic information, which has not been well explored. Therefore, we propose to utilize the learned meaningful hash codes to assist in learning more discriminative binary codes.

To address the above issues, we develop a novel model for cross-media retrieval, i.e., multiple hash codes joint learning method (MOON). In the proposed MOON, we can learn diverse length hash codes simultaneously, and the model does not need to be retrained when changing the length, which is very practical in real-world applications. We can employ three types of information for hash learning (i.e., different length hash codes, semantic labels and the raw features of multimedia data). In addition, we propose a bidirectional projection scheme to preserve more valuable information in the latent semantic subspace, with which the model can be efficiently optimized by developed optimization scheme and the binary codes can be generated discretely. To the best of our knowledge, the proposed MOON is the first work to synchronously learn various length hash codes without retraining and is also the first attempt to utilize the learned hash codes for hash learning in cross-media retrieval.

The major contributions of this work are summarized as below.

- We develop a novel framework, which can simultaneously learn different length hash codes without retraining. To our knowledge, this is the first work to explore multiple hash codes joint learning for cross-modal retrieval.
- The learned various length hash codes are utilized for hash learning. The advantage is that the learned binary codes can be further explored to learn better binary codes.
- We propose a bidirectional projection scheme to preserve more discriminative information, and the supervised semantic information can be fully utilized by the label reconstruction scheme. The optimization problem can be effectively addressed by the proposed optimization scheme without relaxation processing.

The rest of this article is organized as follows. The developed model is presented in Section 2. The experimental results are reported in Section 3. Finally, Section 4 concludes this work.

## 2. The Proposed Method

### 2.1. Notations

We introduce the designed approach and perform the experiments on bimodal databases for simplicity, but the proposed model can be generalized in multimodal scenarios (more than two modalities). Suppose $O_{train} = \{o_i\}_{i=1}^n$ is the training set with $n$ samples. The $i$-th instance is $o_i = \{x_i^{(1)}, x_i^{(2)}\}$. $x_i^{(1)}$ and $x_i^{(2)}$ denote the text and image data points, respectively. $X^{(1)} \in \mathbb{R}^{d_{text} \times n}$ stands for the feature matrix of text/image modality. $d_t$ denotes the corresponding dimension. $Y \in \{0, 1\}^{\times n}$ denotes label matrix, where $c$ means the number of categories. $\| \cdot \|$ means the Frobenius-norm for matrix or $\ell_2$-norm for vector. $\text{sgn}(\cdot)$ is the sign function. In this work, we aim to learn $K$ different hash codes. $B_k \in \{-1, 1\}^{\times d_k}$ denotes the $k$-th binary code ($1 \leq k \leq K$), where $r_k$ is the length of the $k$-th hash code.

### 2.2. The Framework

To reduce the semantic gap between different modalities, we first map the original feature of text $(X^{(1)})$ and image $(X^{(2)})$ into
a latent shared semantic subspace. The objective is formulated as,
\[
\sum_{k=1}^{K} \beta^k (||U^k_{ij}x^{(1)} - S^k||^2 + ||U^k_{ij}x^{(2)} - S^k||^2),
\]
(1)
where \(S^k \in \mathbb{R}^{r \times n}\) is the latent common semantic representation of the \(k\)-th item. \(U^k_{ij} \in \mathbb{R}^{d \times m}\) denotes the projection matrix that projects \(X^{(i)}\) to the latent semantic subspace. Although the above formulation can learn underlying semantic representations, such operations (i.e., forward projection, \(X^{(i)} \rightarrow S^k\)) may lose some valuable information. To solve this issue, we propose a bidirectional projection strategy (i.e., \(X^{(i)} \rightarrow S^k \& S^k \rightarrow X^{(i)}\) (back projection)). Then, the formulation is updated as,
\[
\sum_{k=1}^{K} \beta^k (||U^k_{ij}X^{(1)} - S^k||^2 + ||U^k_{ij}X^{(2)} - S^k||^2) + \sum_{k=1}^{K} \alpha^k (||U^k_{i}S^k - X^{(1)}||^2 + ||U^k_{2i}S^k - X^{(2)}||^2).
\]
(2)

The above formulation can preserve more discriminative information in the latent semantic representations. To verify it, we take the \(k\)-th semantic representation as an example. Then, we have,
\[
\beta^k (||U^k_{ij}X^{(1)} - S^k||^2 + ||U^k_{ij}X^{(2)} - S^k||^2) + \alpha^k (||U^k_{i}S^k - X^{(1)}||^2 + ||U^k_{2i}S^k - X^{(2)}||^2).
\]
(3)

By introducing the reconstruction errors (i.e., \(\xi_{fj}, \xi_{bi}\)), we have,
\[
x^{(1)}_i = U^k_{i}x^f + \xi_{fj},
\]
\[
x^{(2)}_i = U^k_{i}x^{(1)} + \xi_{bi}.
\]
(4)

The \(\ell_2\) distance between \(x^f_i\) and \(x_J^f\) can be written as
\[
||x^f_i - x^f_J|| = ||U^k_{i}(x^f_i - x^f_J) + (\xi_{fj} - \xi_{fj}')||.
\]
(5)

Similarly, the \(\ell_2\) distance between \(x^{(1)}_i\) and \(x^{(1)}_J\) can be written as
\[
||x^{(1)}_i - x^{(1)}_J|| = ||U^k_{i}(x^{(1)}_i - x^{(1)}_J) + (\xi_{bi} - \xi_{bj})||.
\]
(6)

Based on the matrix triangle and cosine inequalities, we have,
\[
||x^{(1)}_i - x^{(1)}_J|| \leq ||U^k_{i}(x^{(1)}_i - x^{(1)}_J)|| + ||(\xi_{bi} - \xi_{bj})||
\]
\[
\leq ||U^k_{i}|| ||x^{(1)}_i - x^{(1)}_J|| + ||(\xi_{bi} - \xi_{bj})||.
\]
(7)

\[
||x^f_i - x^f_J|| \leq ||U^k_{i}(x^f_i - x^f_J)|| + ||(\xi_{fj} - \xi_{fj}')||
\]
\[
\leq ||U^k_{i}|| ||x^f_i - x^f_J|| + ||(\xi_{fj} - \xi_{fj}')||.
\]
(8)

Furthermore, for ease of representation, we utilize \(D_1\) and \(D_2\) to represent \(1/||U^k_{i}||\) and \(||U^k_{i}||\), respectively, i.e., \(D_1 = 1/||U^k_{i}||\) and \(D_2 = ||U^k_{i}||\). Besides, \(\psi_1(i, j) = ||\xi_{fj} - \xi_{fj}'||/||U^k_{i}||\) and \(\psi_2(i, j) = ||\xi_{fj} - \xi_{fj}'||\) are the bound errors. Then, we have,
\[
||x^f_i - x^f_J|| \geq D_1||x^{(1)}_i - x^{(1)}_J|| - \psi_1(i, j),
\]
\[
||x^{(1)}_i - x^{(1)}_J|| \leq D_2||x^{(1)}_i - x^{(1)}_J|| + \psi_2(i, j).
\]
(9)

Ideally, the reconstruction errors will vanish when \(X^{(i)}\) and \(S^k\) are perfectly factorized. Accordingly, \(\psi_1(i, j)\) and \(\psi_2(i, j)\) will be decreased to 0. In effect, the bound errors (i.e., \(\psi_1(i, j)\) and \(\psi_2(i, j)\)) are reduced in the process of optimization. Then, \(||s^f_i - s^f_J||\) is tight to the lower bound \(D_1||x^{(1)}_i - x^{(1)}_J||\) and upper bound \(D_2||x^{(1)}_i - x^{(1)}_J||\), that is, \(D_1||x^{(1)}_i - x^{(1)}_J|| \leq ||s^f_i - s^f_J|| \leq D_2||x^{(1)}_i - x^{(1)}_J||\), which is approximately bi-Lipschitz continuous. Thus, the similarity of original multimodal data can be well preserved for latent semantic representations by the bidirectional projection scheme.

According to the above analysis, we can prove that the bidirectional projection scheme can preserve richer information in the latent semantic representations compared with the one-side projection scheme.

After learning the latent semantic representations, we assume that the hash codes can be learned from the representations. Then, the formulation is defined as below,
\[
\sum_{k=1}^{K} ||B^k - R^kS^k||^2,
\]
\[\text{s.t.} \quad R^kR^T = I, \quad B^k \in [-1, 1]^{r \times n},\]
(10)
where \(R^k \in \mathbb{R}^{r \times n}\) is the orthogonal matrix, keeping the discrete constraints in the process of training and directly learning the binary codes.

As discussed above, the learned hash codes contain rich semantic information. The learned hash codes with different lengths can be utilized for hash learning. To be specific, many works have demonstrated that longer hash codes can achieve better performance due to longer hash codes can be embedded more discriminative information (Shi et al., 2016; Wang et al., 2017b). This phenomenon indicates that the learned binary codes can be further re-utilized to learn better hash codes. Inspired by this, we further re-utilize the learned hash codes to learn powerful hash codes. Then, we define the following formulation,
\[
\sum_{k=1}^{K} ||B^k - T^kB^{k+1}||^2,
\]
(11)
where \(T^k \in \mathbb{R}^{r \times n_{k+1}}\) is a mapping matrix, \(r_k\) and \(r_{k+1}\) denote the length of \(B^k\) and \(B^{k+1}\), respectively.

In the above, the hash codes are learned from two kinds of information, i.e., the raw features of the multimodal data and the learned hash codes. To further improve the search performance, the supervised semantic information is adopted in our model, assumed that the semantic label matrix can be reconstructed by the learned latent semantic representations. Then, the loss is defined as,
\[
\sum_{k=1}^{K} ||Y - P^kS^k||^2,
\]
(12)
where $P^k \in \mathbb{R}^{n \times r_k}$ is a mapping matrix, which is utilized to project latent semantic representations into semantic labels.

We combine Eqs. (2), (10), (11) and (12) to formulate the following overall objective function,

\[
\begin{aligned}
\min_{B^k, U^k_{ib}, U^k_{if}, S^k, R^k, T^k, P^k} & \mathcal{L}(B^k, U^k_{ib}, U^k_{if}, S^k, R^k, T^k, P^k) \\
= & \sum_{k=1}^{K} \beta^k \left( \sum_{i=1}^{2} ||U^k_{if} \phi(X^{(i)}) - S^k||^2 \right) \\
+ & \sum_{k=1}^{K} \alpha^k \left( \sum_{i=1}^{2} ||U^k_{ib} S^k - \phi(X^{(i)})||^2 \right) \\
+ & \sum_{k=1}^{K} \sum_{i=1}^{2} ||B^k - R^k S^k||^2 + \sum_{k=1}^{K-1} \mu^k ||B^k - T^k B^{k+1}||^2 \\
+ & \sum_{k=1}^{K} \omega_k ||Y - P^k S^k||^2 + \lambda \text{Reg}(U^k_{ib}, U^k_{if}, S^k, T^k, P^k), \\
\text{s.t. } R^k R^T = I, \quad B^k \in [-1, 1]^{r \times n},
\end{aligned}
\]

where $\text{Reg}(\cdot) = \|\cdot\|^2$ is utilized for regularization. $\beta^k$, $\gamma^k$, $\mu^k$ and $\lambda$ are the balance parameters. Besides, the RBF kernel is utilized to obtain the transformed representations $\phi(X^{(i)})$, which has been widely utilized in many works (Kulis and Grauman, 2009; Shen et al., 2015; Li et al., 2018b). Specifically, $\phi(X^{(i)}) = [\phi(x^{(i)}_1), \phi(x^{(i)}_2), \ldots, \phi(x^{(i)}_m)]$. The kernel features are represented as $\phi(x^{(i)}_m) = \text{exp}(-||x^{(i)}_1 - d^{(i)}_m||^2/2\sigma^2_t), \ldots, \text{exp}(-||x^{(i)}_m - a^{(i)}_m||^2/2\sigma^2_m)$. $\{d^{(i)}_m\}_{i=1}^m$ denotes the $m$ anchor points ($m < n$) that are randomly chosen from the training samples. The kernel width $\sigma_t = 1/\text{nm} \sum_{i=1}^{n} \sum_{j=1}^{m} ||x^{(i)}_t - d^{(i)}_j||^2$.

2.3. Optimization

In this section, we develop an alternating optimization scheme to address the optimization issue in Eq. (13). To clearly elaborate the optimization procedure, we only show the $k$-th item. The details are given as follows.

Step-1: To update $S^k$ with other variables fixed, let $\partial \mathcal{L} / \partial S^k = 0$, the solution can be obtained as

\[
S^k = (\omega^k P^k T^k + \sum_{i=1}^{2} \alpha^k U^k_{ib} U^k_{ib} + R^k T^k + (2\beta^k + \lambda)I)^{-1} \cdot \left( \omega^k P^k T^k Y + R^k T^k B^k + \sum_{i=1}^{2} (\alpha^k U^k_{ib} \phi(X^{(i)}) + \beta^k U^k_{if} \phi(X^{(i)})) \right),
\]

where $I$ is an identity matrix.

Step-2: To update $U^k_{ib}$ with other variables fixed, let $\partial \mathcal{L} / \partial U^k_{ib} = 0$, we have

\[
U^k_{ib} = \alpha^k \phi(X^{(i)}) S^k T^k (\alpha^k S^k S^k T^k + \lambda I)^{-1}.
\]

Step-3: To update $U^k_{if}$ with other variables fixed, let $\partial \mathcal{L} / \partial U^k_{if} = 0$, then obtain

\[
U^k_{if} = \beta^k S^k \phi(X^{(i)})^T (\beta^k \phi(X^{(i)}) \phi(X^{(i)})^T + \lambda I)^{-1}.
\]

Step-4: To update $T^k$ with other variables fixed, let $\partial \mathcal{L} / \partial T^k = 0$, then obtain

\[
T^k = \mu^k B^k B^{k+1} T^k (\mu^k B^{k+1} B^{k+1} T^k + \lambda I)^{-1}.
\]

Step-5: To update $B^k$ with other variables fixed. Then, Eq. (13) can be simplified as

\[
||B^k - R^k S^k||^2 + \mu^k ||B^k - T^k B^{k+1}||^2,
\]

s.t. $B^k \in [-1, 1]^{r \times n}$.

The solution of $B^k$ can be easily obtained as

\[
B^k = \text{sign}(R^k S^k + \mu^k T^k B^{k+1}).
\]

Step-6: To update $R^k$ with other variables fixed. We have,

\[
||B^k - R^k S^k||^2, \quad \text{s.t. } R^k R^T = I.
\]

Eq. (20) is a typical orthogonal procrustes issue Schönenmann (1966), which can be easily addressed by SVD. Then, we have $R^k S^k T^k = \overline{W} \overline{U}^T$, the solution can be obtained as

\[
R^k = \overline{W} \overline{U}^T.
\]

We summarize the optimization steps in Algorithm 1.

2.4. Out-of-Sample Extension

In the query stage, the developed MOON can convert the multimodal data into hash codes. Concretely, given a query data $x^{(i)}_{query}$, the hash codes can be obtained by

\[
b^k_{query} = \text{sign}(R^k U^k_{if} x^{(i)}_{query}),
\]

where $R^k$ and $U^k_{if}$ are learned in Algorithm 1.

Algorithm 1 Muti-Hash Codes Jointly Learning (MOON)

**Input:** Text/Image feature matrix $X^{(i)}$ ($i = 1, 2$), label matrix $Y$, parameters $K$, $\{\alpha^k\}_{k=1}^K$, $\{\beta^k\}_{k=1}^K$, $\{\mu^k\}_{k=1}^K$, $\{\omega^k\}_{k=1}^K$ and $\lambda$.

**Output:** Rotation matrix $\{R^k\}_{k=1}^K$, hash matrix $\{b^k\}_{k=1}^K$ and $\{U^k_{if}\}_{k=1}^K$.

1. Calculate $\phi(X^{(i)})$;
2. Randomly initialize $B^1, R^1, S^1, U^1_{if}$ and $P^1$;

**Repeat**

3. Update $\{S^k\}_{k=1}^K$ using Eq. (14);
4. Update $\{U^k_{ib}\}_{k=1}^K$ using Eq. (15);
5. Update $\{U^k_{if}\}_{k=1}^K$ using Eq. (16);
6. Update $\{T^k\}_{k=1}^K$ using Eq. (17);
7. Update $\{B^k\}_{k=1}^K$ using Eq. (19);
8. Update $\{R^k\}_{k=1}^K$ using Eq. (21); **until** convergence or reach the maximum iteration.

**return:** $\{R^k\}_{k=1}^K$, $\{b^k\}_{k=1}^K$ and $\{U^k_{if}\}_{k=1}^K$. 
The results of other items are similar. Concretely, the overall databases are reported in Table 2.

### 3. Experiments

#### 3.1. Experimental settings

##### 3.1.1. Datasets

To testify the performance of our MOON, we perform extensive experiments on three large-scale databases, i.e., NUS-WIDE (Chua et al., 2009), IAPR-TC (Escalante et al., 2010), and MIR Flickr (Huiskes and Lew, 2008). The statistics of these databases are reported in Table 2.

| Task      | Method          | MIR Flickr | IAPR-TC | NUS-WIDE |
|-----------|-----------------|------------|---------|----------|
|           |                 | 12bits | 24bits | 36bits | 48bits | 12bits | 24bits | 36bits | 48bits | 2015 | 24           |
|           |                 |         |         |         |         |         |         |         |         | 10,000 |         |
|           |                 |         |         |         |         |         |         |         |         | 2,000  |         |
|           |                 |         |         |         |         |         |         |         |         | 18,015 |         |
|           |                 | 2015    | 18,000  | 10,000  | 2015    | 18,000  | 10,000  | 2015    | 18,000  | 18,000  | 10,000  |
|            |                 | 0.457   | 0.462   | 0.485   | 0.457   | 0.462   | 0.485   | 0.457   | 0.462   | 0.485   | 0.457   |

### 2.5. Complexity analysis

In this subsection, we analyze the computational complexity of MOON. To simplify the analysis, we only show the k-th item, the results of other items are similar. Concretely, the overall complexity includes $O(2^{2r_k+c^2}+(r_k+c+2)^f)$ for updating $S^{k}$, $O((f+3)^2+(r_k+c+2)^f)$ for updating $U^{k}_{o}$, $O((r_k+c+2)^f)$ for solving $P^{k}$, $O((r_k+c+2)^f)$ for solving $T^{k}$, $O((r_k+c+2)^f)$ for updating $U^{k}_{f}$, $O((r_k+c+2)^f)$ for $R^{k}$, $O((r_k+c+2)^f)$ for $B^{k}$, respectively, where $c$ denotes the number of categories, $f$ is the anchor points and $r_k$ means the hash length. $r_k$, $c$, $f \ll n$. Thus, the overall complexity of MOON is linear to $n$ (the size of training data).

#### 3.2. Comparison with Shallow Hashing methods

In the experiments, four lengths of binary codes are adopted (i.e., $K=4$) to testify the performance. Specifically, the lengths are set to 12bits, 24bits, 36bits and 48bits, respectively. The mAP results of our MOON and other compared algorithms are given in Table 1, in which the best results are shown in boldface. From these results, it can be found that the developed MOON outperforms all the compared approaches in all cases, verifying the superiority of the developed MOON in cross-modal re-
trieval. The superiority is mainly attributed to the joint learning of different hash codes in a unified framework, with three types of information, (i.e., learned hash codes, semantic labels and raw features of multimodal data) being employed to obtain more discriminative hash codes. In addition, the developed bidirectional projection scheme can preserve more effective information in the latent semantic subspace, where the optimization issue can be effectively addressed by the designed optimization scheme without relaxation. For a detailed comparison, we also report the PR-curves on NUS-WIDE, MIR Flickr and IAPR-TC for Img2Txt and Txt2Img tasks, which are shown in Fig. 1. As shown in the figure, the curves of our MOON are the highest in all cases, which indicates that the proposed MOON can obtain higher precision compared to the baselines at the same recall values.

3.3. Comparison with Deep Hashing methods

In this section, we set $K=3$. To be specific, the lengths are set to 16bits, 32bits and 64bits, respectively. For fair comparison, the experimental settings of our model and other methods are the same as that of DCMH (please note that the experimental settings of this section are different from Section 3.2, more details can be referred to (Jiang and Li, 2017)). To be specific, we adopt CNN-F deep network pretrained on ImageNet to extract the image features, the text samples are described by the BOW features. For MIR Flickr database, 10,000 image-text pairs are arbitrarily selected for training, and test set is built by randomly selecting 2,000 text-image pairs. For NUS-WIDE, 10,500 samples are selected for training and 2,100 data points are chosen for testing. We conduct comparison with some recent deep methods on NUS-WIDE and MIR Flickr. Table 3 reports the experimental results. It can be observed that the proposed MOON achieves good performance on NUS-WIDE and MIR Flickr, the performance is also superior to some comparative deep algorithms. The above results further demonstrate the efficacy of the developed model.

3.4. Further analysis

3.4.1. Ablation study

To confirm the contribution of different components of the proposed MOON, we further perform some experiments to evaluate the effectiveness of different components on NUS-WIDE. To be specific, we design several derivatives of our MOON: 1) MOON-L, which denotes that supervised information term is removed in MOON (i.e., $\omega$ is set to 0 ). 2) MOON-K, which means that we only utilize the raw features rather than the kernelized features. 3) MOON-H means that the learned
hash codes are not utilized in MOON (i.e., \( \mu^k \) is set to 0). This variant is utilized to testify the effect of using the learned hash codes. 4) MOON-B denotes the back projection terms are discarded. 5) MOON-S denotes the hash codes are learned separately by using the multimodal data and semantic label. Table 4 reports the experimental results. We can see that the performance of MOON is much better than that of MOON-L, the main reason is that MOON-L cannot utilize the semantic information from labels, which can help to narrow the semantic gap between different modalities, further indicating the importance of supervised information. Besides, the performance of MOON is also superior to MOON-H, demonstrating that the learned longer hash codes can be reutilized to learn powerful hash codes. From the search results of MOON-B and MOON, we can see that MOON outperforms MOON-B, the reason is that the bidirectional projection strategy can preserve more valuable information compared with the one-side projection scheme. Moreover, MOON also outperforms MMON-K and MOON-S, which demonstrates the efficacy of kernelized features and joint learning. According to the above analysis and the experimental results, we can see that our MOON outperforms MOON-H, MOON-L, MOON-K, MOON-S and MOON-A, respectively, demonstrating the importance of all the designed features of the developed model.

Table 4: mAP results of MOON and its variants on IAPR-TC.

| Variants | Img2Txt | Txt2Img |
|----------|---------|---------|
|          | 12bits  | 24bits  | 36bits  | 48bits  | 12bits  | 24bits  | 36bits  | 48bits  |
| MOON-L   | 0.4653  | 0.4839  | 0.4938  | 0.4989  | 0.5386  | 0.5749  | 0.5975  | 0.6074  |
| MOON-K   | 0.3696  | 0.3842  | 0.3946  | 0.3974  | 0.3975  | 0.3985  | 0.4085  | 0.4123  |
| MOON-S   | 0.4427  | 0.4582  | 0.4662  | 0.4721  | 0.5234  | 0.5592  | 0.5780  | 0.5916  |
| MOON-H   | 0.4245  | 0.4324  | 0.4416  | 0.4668  | 0.5110  | 0.5397  | 0.5657  | 0.5707  |
| MOON-B   | 0.4560  | 0.4768  | 0.4820  | 0.4879  | 0.5325  | 0.5701  | 0.5823  | 0.5904  |

3.4.2. Time Cost Analysis

In this section, some experiments are conducted on MIR Flickr to illustrate the efficiency of MOON. All experiments are tested 5 runs on a desktop computer with an 8-core 3.2GHZ CPU and 32G RAM, the average results are recorded as the final values. Please note that our MOON learns different length hash codes simultaneously. For fair comparison, we should perform these compared approaches on different hash length settings (12bits+24bits+36bits), and the sum of the training time of different hash code lengths (12bits+24bits+36bits) is used as the final comparison time. Table 5 shows the training time of all algorithms. From the results, it can be found that the developed MOON is much faster than these compared approaches. The main reason is that our MOON can simultaneously learn different length hash codes without retraining, while all compared methods need to be retrained to learn the corresponding hash codes. From the above analysis and results, we can conclude that the developed MOON can achieve good efficiency.

3.4.3. Visualization

To further testify the efficacy of our model, we perform several visualization experiments on the popular LabelMe database (Russell et al., 2008). Concretely, we arbitrarily select 300 textual samples and 300 visual ones, and choose the case when the code length is 36 to display. For clear comparison, we first conduct PCA (Abdi and Williams, 2010) to get the same dimensional data. The t-SNE tools (Maaten and Hinton, 2008) are employed to visualize the distributions of raw text and image instances, which is shown in Fig. 2 (a), it can be found the distribution is scattered and difficult to separate. In addition, the learned semantic representations (without binarization) are plotted in Fig. 2 (b). From the figure, we can see that the learned semantic features of our MOON are formed by several different clusters, which further verifies the efficacy of the proposed MOON.

![Fig. 2: (a) Raw features. (b) Learned semantic representations.](image)

4. Conclusion

In this paper, we develop a novel multiple hash codes joint learning method for cross-modal similarity search, called MOON. Different from the existing methods, we can learn multiple hash codes with different lengths simultaneously in the proposed model. Besides, the learned hash codes are utilized to learn more discriminative hash representations. We also propose a bidirectional projection scheme to preserve more semantic information in the latent semantic subspace, and a label reconstruction strategy is adopted to capture the semantic structure. Moreover, we further develop an alternative optimization scheme to effectively address the model without relaxation. Experiments on several databases show that the performance of our method is superior against some recent shallow and deep models. In addition, we find that with the increase of the number of hash codes, the number of parameters will also increase, which is a challenge for this model. We will give an effective scheme to solve this problem in our future work.
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