Charge transfer reactions between gas-phase hydrated electrons, molecular oxygen and carbon dioxide at temperatures of 80–300 K†
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The recombination reactions of gas-phase hydrated electrons (H2O)n•− with CO2 and O2, as well as the charge exchange reaction of CO2•+ (H2O)n with O2, were studied by Fourier transform ion cyclotron resonance (FT-ICR) mass spectrometry in the temperature range T = 80–300 K. Comparison of the rate constants with collision models shows that CO2 reacts with 50% collision efficiency, while O2 reacts considerably slower. Nanocalorimetry yields internally consistent results for the three reactions. Converted to room temperature condensed phase, this yields hydration enthalpies of CO2, −334 ± 4 kJ mol−1 and ΔHhydration(O2•+) = −404 ± 28 kJ mol−1. Quantum chemical calculations show that the charge exchange reaction proceeds via a CO2•− intermediate, which is consistent with a fully ergodic reaction and also with the small efficiency. Ab initio molecular dynamics simulations corroborate this picture and indicate that the CO2•− intermediate has a lifetime significantly above the ps regime.

Introduction

Hydrated electrons in the gas phase1–3 have been known for more than 30 years. Today they are very well characterized spectroscopically.4–16 Even the dynamics following photoexcitation have been revealed recently.17,18 Clusters also serve as model systems for the hydrated electron inside bulk water or on its surface.19,20 Thermochemical information can be inferred from the number of water molecules evaporating during the reaction.21–24

Williams and coworkers use this concept of nanocalorimetry to perform electrochemical measurements directly in the gas phase, using multiply charged hydrated cations recombining with free electrons.25,26

We have recently established a variant of nanocalorimetry which allows us to measure the thermochemistry of ion-molecule reactions of hydrated ions in a Fourier transform ion cyclotron resonance (FT-ICR) mass spectrometer.24 We have tested this method for a series of reactions with hydrated electrons,27–29 the carbon dioxide radical anion,30–32 and hydrated metal ions.33–35 For hydrated electrons and the carbon dioxide radical anion, the method seems to work very well. Hydrated metal ions, on the other hand, often exhibit a very pronounced size dependence, which compromises the results of nanocalorimetry. For accurate results, three conditions must be fulfilled: (A) the reaction rate must be independent from cluster size, (B) the reaction rate must be independent from the internal energy content of the cluster, and (C) the reaction must be fully ergodic, i.e. the energy released during the reaction must be statistically distributed over all internal degrees of freedom of the water cluster.

In our initial work on nanocalorimetry,24 reactions of hydrated electrons (H2O)n•− with CO2 and O2 as well as the core-switching reaction of CO2•+ (H2O)n with O2 were studied. Based on the results, the ergodicity assumption was questioned for the core switching reaction, implying a direct charge transfer from CO2•− to O2 resulting in the formation of superoxide. In a recent review, however, Weber pointed out that due to the strong interaction between CO2 and superoxide, it is very
likely that the charge transfer involves CO$_2^{*−}$ as an intermediate. Formation of this intermediate, however, implies that the charge transfer proceeds while there is strong coupling of the CO$_2$ unit to the water cluster, while the non-ergodic picture put forward in our previous study implies that neutral CO$_2$ is formed in the bent geometry of the anion, and would be evaporated vibrationally excited. In a nutshell, the presence of the CO$_2^{*−}$ intermediate means that the reaction is fully ergodic, in contrast to the conclusions from our previous study.\textsuperscript{24} This discrepancy prompted us to repeat the experiments with (H$_2$O)$_m$$^*$ reacting with CO$_2$ and O$_2$, as well as CO$_2^{*−}$ (H$_2$O)$_m$ reacting with O$_2$, to get more precise values for the hydration enthalpy of the product species and to check whether the release of CO$_2$ in the core switching reaction is ergodic or not, condition (C). Starting with different initial cluster size distributions and working at different temperatures, we should also be able to test the validity of conditions (A) and (B). The insight gained from the size and temperature dependent experiments significantly enhances our understanding of the reaction dynamics of large water clusters.

### Experimental

The experiments are conducted on a modified Bruker/Spectrospin CMS47X FT-ICR mass spectrometer, equipped with a 4.7 T superconducting magnet, Bruker infinity cell modified to allow liquid nitrogen cooling, and APEX III data station.\textsuperscript{24,35–39} The hydrated ion clusters are generated in an external laser vaporization source\textsuperscript{40–42} as described previously.\textsuperscript{24} The hydrated anions are stored in the ICR cell with a base pressure below 5 × 10$^{-10}$ mbar. Reactants are introduced into the UHV region through a needle valve at constant pressures between 5.0 \textsuperscript{9} and 1.0 \textsuperscript{9} mbar. Reactions are monitored by measuring mass spectra as a function of time. Pressure calibration and calculation of absolute rate constants was done following established procedures.\textsuperscript{29,43}

The average cluster size $N_R$ and $N_p$ of reactant and product species, respectively, is calculated from these data. To extract thermochemical information, these values are fitted with a genetic algorithm with a set of differential equations:

$$dN_R = -k_I(N_R - N_{0,R})dt \tag{1}$$

$$dN_p = -k_{IP}(N_p - N_{0,p})dt + (N_R - \Delta N_{vap} - N_p)(k_{IP}/k_{IP})dt \tag{2}$$

Eqn (1) and the first term in eqn (2) account for black-body radiation induced dissociation (BIRD) of water clusters,\textsuperscript{24–30} where $k_I$ describes the linear dependence of the BIRD rate on cluster size. $N_{0,R}$, $N_{0,p}$ correct for the contribution of the ionic core to the infrared absorption cross sections. The second term in eqn (2) deals with the bimolecular reaction, describing the evaporation of water molecules due to the reaction enthalpy released in the cluster. Key result of the fit is the average number of evaporated water molecules $\Delta N_{vap}$. To evaporate a water molecule from the cluster, the energy $\Delta E_{vap} = 43.3 \pm 3.1$ kJ mol$^{-1}$ is required. This value has been measured by photodissociation.\textsuperscript{51,52}

With our original fit procedure, convergence was reached only if one fit parameter was kept constant.\textsuperscript{24} With our recent modification, this is no longer necessary.\textsuperscript{29} Now the average cluster size as well as the difference in cluster size are fitted over the full time range, and their contribution to the total error can be adjusted with a weight parameter. Convergence of the fits is thus achieved with all fit parameters active. The heat released in the cluster during the reaction can be calculated directly with $\Delta E_{raw} = -\Delta N_{vap} \Delta E_{vap}$.\textsuperscript{53}

Quantum chemical calculations were performed with density functional theory at the M06-2X/6-311++G(d,p) level using the Gaussian09 suite of program.\textsuperscript{54} All energies were corrected with zero-point energy obtained from harmonic vibration analyses. Local minima and transition structures on the potential energy surface were confirmed with no and one imaginary frequency, respectively. The local minima structures associated with each transition structure were verified by the intrinsic reaction coordination method. Spin density distributions were evaluated at the same level of theory and shown using an isosurface with a value of 0.02 au.

Molecular dynamics simulations were performed with density functional theory at the revPBE level using the Quickstep module of the CP2K suite of programs.\textsuperscript{55} A triple-zeta Gaussian basis set augmented with diffuse functions plus the Goedecker–Teter–Hutter pseudopotential (with charge density cutoff of 280 Ry) for an auxiliary planewave basis set (TZV2P-MOLOPT-GTH) were used.\textsuperscript{56,57} Dispersion interaction was corrected with the Grimme D3 method (with Becke–Johnson damping).\textsuperscript{58–60} The chemical systems were placed at the center of a cubic simulation box with the lattice parameters of 18 × 18 × 18 Å$^3$, corrected with the Martyna and Tuckerman Poisson solver.\textsuperscript{61} Equations of motion of the classical Newtonian mechanics for all atoms were integrated with a time step of 0.5 fs under either the micro-canonical ensemble (NVE) conditions or the canonical ensemble (NVT) conditions with the constant temperatures controlled by Nosé–Hoover thermostats.\textsuperscript{62}

### Results and discussion

#### Experimental results

Mass spectra of the reaction of (H$_2$O)$_n$$^*$ with CO$_2$ at a temperature of 226 ± 2 K and a CO$_2$ pressure of 6.0 × 10$^{-9}$ mbar are shown in Fig. 1. One molecule of CO$_2$ is quantitatively taken up by hydrated electrons, reaction (3).

$$(\text{H}_2\text{O})_n^{*−} + \text{CO}_2 \rightarrow \text{CO}_2^{*−} (\text{H}_2\text{O})_{n−m} + m\text{H}_2\text{O} \tag{3}$$

Due to the low temperature, the rate of BIRD is significantly reduced, and the cluster size distribution shifts only very slowly to smaller sizes with increasing reaction delay. Fig. 2 shows the reaction kinetics and the nanocalorimetric fit for this experiment, for reaction delays up to 3 s. The kinetics clearly exhibits pseudo-first order behavior. A fit of the average cluster sizes and their difference with eqn (1) and (2) works very well and yields $\Delta N_{vap,226K}(3) = 2.2$ water molecules.

We repeated the experiment at temperatures from 130 K to 298 K. Below 160 K, it became difficult to stabilize the CO$_2$
pressure in the ICR cell, indicating that the reaction gas started to freeze out on the surfaces. As a consequence, the data sets exhibit a larger scattering of data points at low temperatures for CO₂. The results of the kinetic and nanocalorimetric fits are summarized in Table 1. Interestingly, the absolute rate constants increase with temperature, while the Langevin rate for collisions of non-polar molecules with a point charge as part of average dipole orientation (ADO) theory is independent from temperature, illustrated in Fig. 3. Also the efficiency $F_{ADO} = \frac{k_{abs}}{k_{ADO}}$ is unrealistically high, reaching 150% at room temperature. Since it cannot be expected that water clusters with up to 130 molecules behave like a point charge, we employed two
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**Fig. 1** Mass spectra of the reaction (H₂O)_n⁻ with CO₂ at a temperature of 226 ± 2 K and a CO₂ pressure of 6.0 × 10⁻⁹ mbar after nominal (a) 0 s, (b) 0.8 s, and (c) 4.0 s reaction delay.

![Fig. 2](Image)

**Fig. 2** (a) Kinetics and (b), (c) nanocalorimetric fits of the reaction of (H₂O)_n⁻ with CO₂ at T = 226 ± 2 K and p = 6.0 × 10⁻⁹ mbar, see Fig. 1. Blue filled squares, (H₂O)_n⁻; red filled circle, CO₂; filled diamond, difference in the cluster size.
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**Fig. 3** (a) Calculated collision rates with three different models. (b) Experimental rate constants. (c) Efficiencies $\Phi_{HSA} = \frac{k_{abs}}{k_{HSA}}$ (triangle), $\Phi_{ADO} = \frac{k_{abs}}{k_{ADO}}$ (circle) and $\Phi_{SCC} = \frac{k_{abs}}{k_{SCC}}$ (diamonds).

### Table 1

| CO₂ + (H₂O)_n⁻ | $T/K$ | $p_{CO}_2/10^{-9}$ mbar | $k_{rel}/s^{-1}$ | $k_{abs}/10^{-10}$ cm³ s⁻¹ | $\Delta N_{vap}$ |
|----------------|-------|-------------------------|-----------------|-----------------------------|-----------------|
| n = 62–130     | 298   | 2.8                     | 0.20            | 10.7                        | 2.7             |
| n = 61–134     | 298   | 6.4                     | 0.43            | 10.0                        | 3.4             |
| n = 40–92      | 298   | 6.0                     | 0.37            | 9.2                         | 2.3             |
| n = 38–95      | 298   | 9.5                     | 0.58            | 9.2                         | 2.4             |
| n = 42–107     | 298   | 5.8                     | 0.35            | 9.2                         | 2.1             |
| n = 64–130     | 266   | 4.2                     | 0.23            | 7.4                         | 2.5             |
| n = 58–132     | 266   | 4.5                     | 0.23            | 7.0                         | 2.1             |
| n = 58–131     | 229   | 4.8                     | 0.36            | 8.6                         | 2.2             |
| n = 58–132     | 226   | 6.0                     | 0.45            | 8.5                         | 2.2             |
| n = 69–133     | 182   | 4.4                     | 0.32            | 6.6                         | 2.1             |
| n = 37–90      | 181   | 4.2                     | 0.32            | 7.0                         | 2.6             |
| n = 61–130     | 172   | 4.0                     | 0.32            | 6.9                         | 3.1             |
| n = 53–127     | 130   | 6.1                     | 0.60            | 6.5                         | 2.2             |

This article is licensed under a Creative Commons Attribution 3.0 Unported License.
collision models that account for the finite size of the clusters, the hard-sphere ADO model (HSA) and the surface-charge capture (SCC) model. Both models reproduce the temperature dependence of the experimental data, and result in temperature-independent collision efficiencies of $\Phi_{\text{HSA}} = 70\%$ and $\Phi_{\text{SCC}} = 30\%$, respectively. The actual collision efficiency lies somewhere in between. The origin of the temperature dependence lies in the finite size of water cluster. In the Langevin model, the rate increasing effect of the higher velocity exactly cancels out with the rate decreasing effect of a smaller impact parameter for ion-induced dipole capture. With the contribution of the geometric cross section in the HSA and SCC models, the velocity of the neutral collision partner becomes more important, resulting in more frequent collisions with increasing temperature.

The nanocalorimetry results range from $\Delta N_{\text{vap}}$ = 2.1 to 3.4 evaporated water molecules, Table 1. A simultaneous fit of all data sets yields $\Delta N_{\text{vap,sim}(3)}$ = 2.4 water molecules. Taking the average of all measured data sets, we obtain $\Delta N_{\text{vap}(3)}$ = 2.46 ± 0.75, where twice the standard deviation is taken as a conservative estimate for the error. This translates into $\Delta E_{\text{raw}}(3) = -107$ ± 39 kJ mol$^{-1}$. Thermal corrections as outlined previously are small, we can convert this nanocalorimetry result to $\Delta H_{298K(3)} = -105$ ± 39 kJ mol$^{-1}$. Details of the conversion are given in the ESL.$^\dagger$

A similar series of experiments was performed for the uptake of molecular oxygen by hydrated electrons, reaction (4).

\[
(H_2O)_n^{**} + O_2 \rightarrow O_2^{**}(H_2O)_{n-m} + mH_2O \quad (4)
\]

Mass spectra are shown in Fig. S1 (ESI†), kinetics and nanocalorimetry in Fig. S2 (ESI†). Similar to CO$_2$, we observe an overall increase in the reaction rate with temperature, from $1.1 \times 10^{-10}$ cm$^3$ s$^{-1}$ to $1.5 \times 10^{-10}$ cm$^3$ s$^{-1}$, Table 2. With the SCC model, Fig. S3 (ESI†), the collision efficiency is independent of temperature, $\Phi_{\text{SCC}} = 5.6\%$. The HSA model results in a negative temperature dependence, with efficiencies of $\Phi_{\text{HSA}} = 14\%$ at $T = 80$ K down to $\Phi_{\text{HSA}} = 11\%$ at 300 K. The Langevin collision rate results in a positive temperature dependence of the collision efficiency.

Nanocalorimetry yields values $\Delta N_{\text{vap}}$ = 6.0 to 6.6, Table 2. A simultaneous fit of all data sets yields $\Delta N_{\text{vap,sim}(4)}$ = 6.4 evaporated water molecules, identical to the average of all measured values $\Delta N_{\text{vap}(4)} = 6.40 \pm 0.45$, which corresponds to $\Delta E_{\text{raw}}(4) = -277 \pm 28$ kJ mol$^{-1}$ and $\Delta H_{298K(4)} = -276 \pm 28$ kJ mol$^{-1}$.

At last the core exchange reaction of CO$_2^{**}$ (H$_2$O)$_n$ with O$_2$ is analyzed, reaction (5), with mass spectra and kinetic as well as nanocalorimetric fits shown in Fig. S4 and S5 (ESI†), respectively.

\[
CO_2^{**}(H_2O)_n + O_2 \rightarrow O_2^{**}(H_2O)_{n-m} + CO_2 + mH_2O \quad (5)
\]

The kinetic analysis yields reaction rates $k_{\text{abs}}(5) = 3.5–4.9 \times 10^{-11}$ mbar, Table 3 and Fig. S6 (ESI†). Interestingly, the highest rate is observed for temperatures around 230 K. A maximum in the rate is a result of a pronounced negative temperature dependence of the collision efficiency, multiplied with the rate decreasing effect of the enthalpy of the corresponding reaction in bulk aqueous solution at room temperature. The efficiencies are $\Phi_{\text{HSA}} = 2.8\%$ and $\Phi_{\text{SCC}} = 1.4\%$.

Nanocalorimetry of individual data sets yields $\Delta N_{\text{vap}}$ = 2.8 to 3.9 evaporated water molecules, Table 3. The simultaneous fit of all data sets results in $\Delta N_{\text{vap,sim}(5)} = 3.4$ evaporated water molecules, again identical to the average value of individual data sets $\Delta N_{\text{vap}(5)} = 3.40 \pm 0.63$, which corresponds to $\Delta E_{\text{raw}}(5) = -147 \pm 29$ kJ mol$^{-1}$ and $\Delta H_{298K(5)} = -146 \pm 29$ kJ mol$^{-1}$.

As described by Lee and Castleman, stepwise hydration energies of ions become independent from the ion already with a few water molecules. Extrapolating this idea to the bulk, this means we can identify the values $\Delta H_{298K}(3–5)$ with the enthalpy of the corresponding reaction in bulk aqueous solution at room temperature. In this way, we can derive the hydration enthalpies of the radical anions CO$_2^{**}$ and O$_2^{**}$, applying Hess’ law, Tables 4 and 5, respectively. This yields $\Delta_{\text{vap}}H(O_2^{**}) = -334 \pm 44$ kJ mol$^{-1}$ and $\Delta_{\text{vap}}H(CO_2^{**}) = -404 \pm 28$ kJ mol$^{-1}$.

### Table 3

| $n$ | $N_{\text{vap}}$ | $T$ (K) | $p_{\text{raw}}$ (mbar) | $k_{\text{abs}}$ (cm$^3$ s$^{-1}$) | $k_{\text{abs}}$ (10$^{-10}$ cm$^3$ s$^{-1}$) | $\Delta N_{\text{vap}}$ |
|----|-----------------|--------|----------------------|-----------------|-----------------|-----------------|
| n = 59–132 | 298 5.5 | 0.078 | 1.4 | 6.1 |
| n = 56–133 | 298 6.0 | 0.098 | 1.6 | 6.5 |
| n = 44–96 | 298 5.5 | 0.076 | 1.3 | 6.4 |
| n = 36–82 | 298 6.1 | 0.090 | 1.4 | 5.5 |
| n = 70–126 | 237 5.7 | 0.11 | 1.4 | 6.6 |
| n = 59–123 | 176 7.4 | 0.19 | 1.5 | 6.6 |
| n = 52–124 | 172 7.9 | 0.21 | 1.5 | 6.6 |
| n = 52–125 | 171 7.7 | 0.21 | 1.5 | 6.6 |
| n = 64–125 | 140 8.0 | 0.24 | 1.4 | 6.6 |
| n = 66–128 | 136 5.2 | 0.12 | 1.0 | 6.1 |
| n = 67–129 | 95 5.5 | 0.21 | 1.2 | 6.0 |
| n = 69–131 | 86 8.0 | 0.31 | 1.1 | 6.3 |

### Discussion of experimental results

**Rates.** The measured rates and their temperature dependence reveal interesting aspects of the reaction dynamics. The rate of the CO$_2$ uptake by hydrated electron, reaction (3), agrees within error limits with previously published values for other cluster sizes, Table 6. The high efficiency around 50% indicates a mechanistically simple reaction, in which CO$_2$ recombines with the hydrated electron. This requires some rearrangement of
Table 4  Thermochemical cycle for $\Delta_{\text{hyd}}H(\text{CO}_2^*)^a$

| Reaction | $\Delta H_{\text{298 K}}$ [kJ mol$^{-1}$] | Ref. |
|----------|----------------------------------------|------|
| $\text{CO}_2^* (g) \rightarrow \text{CO}_2 (g) + e^- (g)$ | $-58 \pm 19$ | 72 and 73 |
| $e^- (g) \rightarrow e^- (aq)$ | $-170.7 \pm 3.8^a$ | 74 |
| $\text{CO}_2 (g) + e^- (aq) \rightarrow \text{CO}_2^* (aq)$ | $-105 \pm 39$ | This work |
| $\text{CO}_2^* (g) \rightarrow \text{CO}_2^* (aq)$ | $-334 \pm 44$ | Sum of above |

$^a$ Referenced to $\Delta_{\text{hyd}}H(\text{H}^+)$ = $-1090$ kJ mol$^{-1}$.

Table 5  Thermochemical cycle for $\Delta_{\text{hyd}}H(\text{O}_2^*^-)^a$

| Reaction | $\Delta H_{\text{298 K}}$ [kJ mol$^{-1}$] | Ref. |
|----------|----------------------------------------|------|
| $\text{O}_2^*^- (g) \rightarrow \text{O}_2 (g) + e^- (g)$ | $43 \pm 1$ | 75 |
| $e^- (g) \rightarrow e^- (aq)$ | $-170.7 \pm 3.8^a$ | 74 |
| $\text{O}_2 (g) + e^- (aq) \rightarrow \text{O}_2^*^- (aq)$ | $-276 \pm 28$ | This work |
| $\text{O}_2^*^- (g) \rightarrow \text{O}_2^*^- (aq)$ | $-404 \pm 28$ | Sum of above |

$^a$ Referenced to $\Delta_{\text{hyd}}H(\text{H}^+)$ = $-1090$ kJ mol$^{-1}$.

The situation is different for O$_2$, which, as outlined before, faces spin restrictions. The triplet ground state of O$_2$ and the doublet of the hydrated electron form an energetically accessible doublet and an inaccessible quartet product state. The statistical weight of the accessible doublet state is 1/3. The observed rate, however, is significantly lower than one third of the collision rate, and lower than previously reported, see Table 6. The deviation from our own previous work is probably due to a malfunction of the pressure gauge in the previously published experiment. The deviation of 40% from the results of Arnold et al. are almost within the error limits of the pressure calibration. However, the different cluster sizes used may also contribute. It is conceivable that in the relatively large clusters used in the present study, the O$_2$ molecule has a smaller chance of colliding with the cluster in the right place to interact with the localized hydrated electron. Without mass selection, however, this remains speculative.

The even lower rate of the exchange reaction (5) together with the clearly negative temperature dependence is very intriguing. Here, the agreement with our earlier study is very good, probably because the exchange reaction in the earlier study was measured after maintenance work on the ion gauge. This reaction faces the same spin restrictions as the reaction of O$_2$ with hydrated electrons, yet it is a factor of four slower, with efficiencies of only 2–3% at room temperature. This suggests that the initial step of the reaction is formation of a hydrated CO$_2^*$ complex. Since O$_2$ does not interact strongly with neutral water molecules, it rapidly evaporates if it collides with the water cluster remotely from CO$_2^*$. The low rate of reaction (5) is most likely a steric effect in the formation of the CO$_2^*$ intermediate.

**Thermochemistry.** The nanocalorimetry results for reactions (3) and (4) both lie 0.5–0.6 water molecules below the estimates by Posey et al., see Table 6, and 1.2–1.4 water molecules above the results by Arnold et al. They are also 0.6–1.5 molecules higher than our previous results, which were derived from only one data set. Only for reaction (5) our previous result agrees with the present one within error limits. For all three reactions, the nanocalorimetry results lie in the range obtained from visual inspection of the mass spectra by Balaj et al. Given that the results from the present study are each the average of more than 10 independent measurements, and at the same time they lie in the range spanned by four independent studies from three different groups, we are confident that the present results are valid within their very conservative error limits.

Reactions (3)–(5) are connected with a thermochemical cycle, eqn (6). Comparing the two sides of the equation, we get agreement within error limits, eqn (7) and (8). This self-consistency of the results, which is reached in the present study, is another positive test for the validity of the results and the method.

$$
\Delta_r H(3) + \Delta_r H(5) = \Delta_r H(4)
$$

Table 6  Comparison of reaction rates $k_{\text{abs}}$, number of evaporated water molecules $\Delta N_{\text{cap}}$, reaction enthalpy $\Delta H_{\text{r}}$ and hydration enthalpy of radical anions $\Delta_{\text{hyd}}H_{\text{r}}$ from five different studies

| Reaction | Source | $k_{\text{abs}}$/cm$^3$ s$^{-1}$ at 298 K | $\Delta N_{\text{cap}}$ | $\Delta H_{\text{r}}$/kJ mol$^{-1}$ | $\Delta_{\text{hyd}}H_{\text{r}}$/kJ mol$^{-1}$ |
|----------|--------|----------------------------------------|----------------|-----------------|-----------------|
| (3) $\text{CO}_2 + (\text{H}_2\text{O})_{n}^*$ | This work | $9.8 \times 10^{-10}$ | 2.46 $\pm 0.75$ | $-105 \pm 39$ | $-334 \pm 44^a$ |
| | Höckendorf et al.$^b$ | $1.0 \times 10^{-9}$ | 1.0 $\pm 0.2$ | $-39 \pm 9$ | $-268 \pm 27$ |
| | Arnold et al.$^c$ | $7.6 \times 10^{-10}$ | 1.3 |  |  |
| | Posey et al.$^d$ | — | 3 | $-105.2^e$ | $-333.8^f$ |
| | Balaj et al.$^g$ | — | 2–3 |  |  |
| (4) $\text{O}_2 + (\text{H}_2\text{O})_{n}^*$ | This work | $1.4 \times 10^{-10}$ | 6.40 $\pm 0.45$ | $-276 \pm 28$ | $-404 \pm 28^a$ |
| | Höckendorf et al. | $5.4 \times 10^{-10}$ | 5.8 $\pm 0.2$ | $-247 \pm 20$ | $-375 \pm 30$ |
| | Arnold et al. | $2.5 \times 10^{-10}$ | 5.0 | 7 | $-317^e$ | $-445.8^f$ |
| | Posey et al. | — |  |  |  |
| | Balaj et al. | — | 5–6 |  |  |
| (5) $\text{O}_2 + \text{CO}_2^* (\text{H}_2\text{O})_{n}$ | This work | $3.7 \times 10^{-11}$ | 3.40 $\pm 0.63$ | $-146 \pm 29$ |
| | Höckendorf et al. | $4.1 \times 10^{-11}$ | 3.5 $\pm 0.2$ | $-149 \pm 14$ |
| | Balaj et al. | — | 3–4 |  |  |

$^a$ Referenced to $\Delta_{\text{hyd}}H(\text{H}^+)$ = $-1090$ kJ mol$^{-1}$, $^b$ Ref. 24, $^c$ Ref. 22, $^d$ Ref. 21, $^e$ Estimated reaction enthalpy from ref. 21 combined with the electron hydration enthalpy from ref. 74, referenced to $\Delta_{\text{hyd}}H(\text{H}^+)$ = $-1090$ kJ mol$^{-1}$. $^f$ Estimated by Posey et al., ref. 21, based on data from ref. 76 and 66, $^g$ Ref. 23.
\[ \Delta H(3) + \Delta H(5) = -105 \pm 39 - 146 \pm 29 \text{kJ mol}^{-1} \]
\[ = -251 \pm 49 \text{kJ mol}^{-1} \]
\[ \Delta H(4) = -276 \pm 28 \] (7)
\[ \Delta H(4) = -276 \pm 28 \] (8)

In our previous study, eqn (6) was not fulfilled, which led us to the conclusion that the reaction exchange of CO$_2^{+*}$-(H$_2$O)$_n$ with O$_2$, reaction (5), had a significant non-ergodic component. We suggested that the CO$_2$ product was vibrationally excited. The present, more reliable results do no longer support this interpretation. Since (7) and (8) agree within error limits, the results are completely consistent with a fully ergodic reaction (5). The ergodicity assumption (C) seems to be valid. No dependence on temperature or initial cluster size distribution is apparent from the results, Tables 1–3, suggesting that also assumptions (A) and (B) are valid.

**Hydration enthalpies.** The new hydration enthalpies lie in the range of the values estimated by Posey et al.\textsuperscript{21} from a combination of literature thermochemistry. The hydration enthalpy of CO$_2^{+*}$ is in excellent agreement, while the value for O$_2^{+*}$ is 40 kJ mol$^{-1}$ lower than the literature estimate.

**Mechanism of the exchange reaction between CO$_2^{+*}$-(H$_2$O)$_n$ and O$_2$**

The low rate of the exchange reaction (5) and its negative temperature dependence indicate that the reaction proceeds via the formation of a CO$_2^{+*}$ intermediate. To learn more about the mechanism, we performed quantum chemical calculations on the reaction path of reaction (5) for \( n = 5 \) and 10 using DFT at the unrestricted M06-2X/6-311++G(d,p) level of theory.

For \( n = 5 \), as shown in Fig. 4, the reaction begins with the doublet CO$_2^{*}$ and the triplet O$_2$ and forms an intermediate complex i5I(q) with a binding energy of 10 kJ mol$^{-1}$. A single-point calculation on the geometry of i5I(q) at doublet spin state predicted i5I(d) in which the spin of CO$_2^{+*}$ is anti-parallel with that of O$_2$. The relative energy of i5I(d) (−11 kJ mol$^{-1}$, including zero-point energy correction obtained from a harmonic vibration analysis giving one imaginary frequency) is almost iso-energetic with i5I(q). It should be noted that for technical reasons, the geometry of the intermediate complex i5I can only be optimized on the quartet surface, while the reaction may start on either the quartet or the doublet surface, depending on the orientation of the CO$_2^{+*}$ spin relative to the spin of O$_2$. It is quite reasonable to expect that the anti-parallel spin state can readily result, without any barrier, in a radical recombination reaction to yield CO$_2^{+*}$-(H$_2$O)$_5$ (i5II) with a relative energy of −178 kJ mol$^{-1}$. If all spins are parallel, the radical recombination in i5I is also predicted to be facile via a transition state with a relative energy of around 6 kJ mol$^{-1}$, estimated roughly from the crossing between the quartet and doublet surfaces of CO$_2^{+*}$-(H$_2$O)$_5$ with respect to the distance of the forming C-O bond (Fig. S7, ESI\textsuperscript{†}). These results support that CO$_2^{+*}$ is an intermediate for the exchange reaction between CO$_2^{+*}$ and O$_2$ and the spin restriction of the initial radical recombination is not likely a limiting factor. The distance of the newly formed C-O bond in i5II is 1.527 Å. This reaction slightly alters the OCO angle of the CO$_2$ from 135° to 137°. In CO$_2^{+*}$, the spin is mainly located at a π-orbital of the *OO– moiety leaving the anionic charge mainly on the two oxygen atoms of the –CO$_2$ moiety, which is then stabilized by solvation. A subsequent heterolytic cleavage of the C-O bond of CO$_2^{+*}$ can occur via a transition structure (i5ts), with a relative energy of −143 kJ mol$^{-1}$ and the C-O distance and OCO angle being 2.190 Å and 164°, resulting in O$_2^{+*}$ and CO$_2$ in i5IV or i5V. Eliminating CO$_2$ from the intermediates gives the final product O$_2^{+*}$-(H$_2$O)$_5$ (ps) + CO$_2$. The overall exchange reaction is exothermic by 138 kJ mol$^{-1}$.

Similar DFT analysis was also performed for the radical recombination between CO$_2^{+*}$-(H$_2$O)$_{10}$ and O$_2$. The reaction energies and some selected geometries are summarized in

![Fig. 4 Potential energy profile for the exchange reaction CO$_2^{+*}$-(H$_2$O)$_n$ + O$_2$ → O$_2^{+*}$-(H$_2$O)$_n$ + CO$_2$. The relative energies, in kJ mol$^{-1}$, were evaluated at M06-2X/6-311++G(d,p) level of theory. *The transition state for the radical recombination between CO$_2^{+*}$ and O$_2$ was estimated roughly by the crossing between the quartet and doublet surface of CO$_2^{+*}$ with respect to the C–O distance. **The doublet i5I(d) was obtained from a single-point calculation on the geometry of the quintet i5I(q). The spin densities were plotted with iso-values of 0.02 (yellow) and −0.02 (blue).](image-url)
The reaction dynamics between CO$_2^*$ ($\text{H}_2\text{O})_n$ and O$_2$ is further examined by DFT-MD simulations with a cluster of size $n = 10$. A MD trajectory (5 ps) for a quartet [O$_2$, CO$_2^*$ ($\text{H}_2\text{O})_n$] complex (an analog of i10I-a(q)) with O$_2$ being close to CO$_2^*$ (by ca. 3–4 Å) was firstly obtained at a temperature of 100 K under the $NVT$ condition.

### Molecular dynamics simulations for the exchange reaction between CO$_2^*$ ($\text{H}_2\text{O})_n$ and O$_2$

The reaction dynamics between CO$_2^*$ ($\text{H}_2\text{O})_n$ and O$_2$ is further examined by DFT-MD simulations with a cluster of size $n = 10$. A MD trajectory (5 ps) for a quartet [O$_2$, CO$_2^*$ ($\text{H}_2\text{O})_n$] complex (an analog of i10I-a(q)) with O$_2$ being close to CO$_2^*$ (by ca. 3–4 Å) was firstly obtained at a temperature of 100 K under the $NVT$ condition.

### Table 7

| $x$ = a, b or c | a | b | c |
|---|---|---|---|
| r10-x + O$_2$ | 0 | 6 | 9 |
| i10I-x | -10 | -3 | -1 |
| i10II-x | -170 | -164 | -158 |
| i10ts-x | -127 | -130 | -138 |
| i10III-x | -130 | -138 | -149 |
| i10IV-x | -166 | -169 | -160 |
| p10-x + CO$_2$ | -142 | -145 | -140 |

As expected, O$_2$ was weakly bound on the cluster surface without reacting with CO$_2^*$ at the overall quartet spin state of the complex. Then, ten geometries were randomly selected, each of which was used as the initial geometry (with its original atomic velocities preserved) for a subsequent MD simulation under the $NVE$ condition with the overall spin switched manually to doublet (an analog of i10I-a(d)). Interestingly, the CO$_2^*$ intermediate was initially formed within the beginning 0.5 ps of the $NVE$ trajectories for all ten selected geometries. The resulting CO$_2^*$ was unstable against dissociation to the exchanged products CO$_2$ and O$_2$. Fig. 6 shows a representative $NVE$ trajectory (only the first 2 ps duration is shown, all trajectories are available in ESI†). As shown in Fig. 6a, O$_2$ and CO$_2^*$ attracted one another upon the manual switch of spin from quartet to doublet; the C–O distance (between the carbon atom of CO$_2^*$ and the oxygen atoms of O$_2$) was decreasing from 3–4 Å (0 ps) to 1.5–2 Å (ca. 0.2 ps), yielding CO$_2^*$. Then, the C–O distance was increased together with the OCO angle also increasing from ca. 140° to linear, indicating that CO$_2^*$ was dissociated into CO$_2$ and O$_2$. The CO$_2$ was weakly bound on the cluster surface in the remaining simulation time (total 5 ps). Fig. 6b shows the kinetic energies of the entire system (black) and some sub-systems, including the water cluster (red), CO$_2$ (blue) and O$_2$ (green), calculated based on the atomic velocities of the respective systems. A sharp increase of the total kinetic energy at the beginning of this $NVE$ trajectory is attributed to the exothermic nature for the formation of the intermediate CO$_2^*$ and the exchanged products O$_2^*$ and CO$_2$. This exothermic reaction energy was initially deposited onto the CO$_2$ and O$_2$ moieties, which were the species directly involved in the reaction coordinates. Then, the gained kinetic energies were rapidly redistributed to the water molecules within the next 1 ps.
determined from the differences of their average potential both geometry optimizations and molecular dynamics simulations, respectively (the error bars are the standard deviations of the CO2 dissociated to the exchanged products O2/NVT approach under the set of NVT initial geometries and atomic velocities taken from the ten NVE trajectories each at a point where the initially formed CO4 intermediate was dissociating. As predicted, the complexes with CO4 trajectories (ESI,† Fig. S11). Elevating the temperature to 300 K also under the NVT conditions, the CO4 intermediate was also produced and remained intact in the entire 5 ps duration for all (but one) trajectories (ESI,† Fig. S11). Elevating the temperature to 300 K also under the NVT conditions, the CO4 intermediate again dissociated to the exchanged products O2 and CO2. A similar set of NVT MD simulations at 100 K were also performed with initial geometries, [O2, CO4 (H2O)10], and their atomic velocities same as those used for the NVE runs as shown in Fig. 6. For these NVT simulations, the CO4 intermediate was also produced and remained intact in the entire 5 ps duration for all (but one) trajectories (ESI,† Fig. S11). Elevating the temperature to 300 K also under the NVT conditions, the CO4 intermediate again dissociated to the exchanged products O2 and CO2. A similar set of NVT MD simulations at 100 K were also performed with initial geometries and atomic velocities taken from the ten NVE trajectories each at a point where the initially formed CO4 intermediate was dissociating. As predicted, the complexes with exchanged products, [CO2, O4 (H2O)10], were formed. In the MD approach under the NVT conditions, the reaction energies of [O2, CO4 (H2O)10] to [CO4 (H2O)10] then to [CO2, O4 (H2O)10] were determined from the differences of their average potential energies, which are −152 ± 3 kJ mol⁻¹ and −142 ± 9 kJ mol⁻¹, respectively [the error bars are the standard deviations of the values from all trajectories]. Our theoretical examinations, based on both geometry optimizations and molecular dynamics simulations, suggest that CO4 (H2O)ₙ is formed as a short-lived intermediate during the exchange reaction of CO₄⁺ (H₂O)₁₀ with O₂.

**Discussion of the internal vs. surface solvation**

Due to limitations in computing resources, our quantum chemical calculations have been carried out on small cluster with only five or ten water molecules, in which all species, ions as well as neutrals, are at the surface. In the experiments, with cluster sizes up to 130 water molecules, internal solvation or at least a change in the hydrogen bonding network around the negative charge center must be considered. For CO₄⁺ (H₂O)ₙ, n ≤ 100, a recent *ab initio* molecular dynamics study reports internal solvation for n = 50 and n = 100.⁷¹ However, Jungwirth and coworkers have recently shown that hydrated electrons at the surface of water differ very little from electrons solvated in bulk.²⁰ These authors conclude that charges on the surface of water behave as almost fully hydrated species. This interpretation is in line with the early findings from cluster science by Castleman and coworkers⁶⁶ that the binding energy of a water molecule to an ionic cluster X⁺(H₂O)ₙ converges very quickly, i.e. n < 10. This means that the contribution of the ion−water interaction to the overall hydration enthalpy is already accounted for in very small clusters. Changes associated with the transition from surface to internal solvation can be expected to be smaller than error limits of the thermochemical values reported in the present study.

**Conclusions**

With a series of experiments at different temperatures and cluster sizes, we established reliable enthalpies for the three studied reactions, which are consistent within error limits. Quantum chemical calculations of the charge exchange reaction potential energy surface corroborate the prediction by Weber that the reaction proceeds through a CO₄⁺ intermediate. Our previous interpretation of a non-ergodic component in the charge exchange reaction between CO₂⁺ and O₂ has been shown to be wrong, it was based on one unreliable data set. The newly derived hydration enthalpies of CO₂⁺ and O₂⁻ are close to previous estimates by Posey et al. Since each value is based on more than ten data sets in the present study, these thermochemical values are more reliable.
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