HI-Sky: Hash Index-Based Skyline Query Processing
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Abstract: The skyline query has recently attracted a considerable amount of research interest in several fields. The query conducts computations using the domination test, where “domination” means that a data point does not have a worse value than others in any dimension, and has a better value in at least one dimension. Therefore, the skyline query can be used to construct efficient queries based on data from a variety of fields. However, when the number of dimensions or the amount of data increases, naïve skyline queries lead to a degradation in overall performance owing to the higher cost of comparisons among data. Several methods using index structures have been proposed to solve this problem but have not improved the performance of skyline queries because their indices are heavily influenced by the dimensionality and data amount. Therefore, in this study, we propose HI-Sky, a method that can perform quick skyline computations by using the hash index to overcome the above shortcomings. HI-Sky effectively manages data through the hash index and significantly improves performance by effectively eliminating unnecessary data comparisons when computing the skyline. We provide the theoretical background for HI-Sky and verify its improvement in skyline query performance through comparisons with prevalent methods.
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1. Introduction

The skyline query [1] returns data points that are not dominated by other data points in a given database. We refer to such data points as skylines, and domination indicates that a data point is better than other data points in at least one dimension while being equal to or better than other data points in the remaining dimensions. Figure 1 demonstrates an example of a skyline query. Here, Figure 1a lists a given dataset, and Figure 1b identifies the skylines of the dataset (i.e., A, G, H).

Generally, the skyline query can be used in many real-world applications, such as retail [2], road networks [3], and Web services [4]. Among these, it is commonly known that retail applications deal with dynamic datasets. For example, recently, it was reported that Walmart has high-volume data (i.e., four petabyte) that contains purchase records, where the skyline is frequently used to obtain a set of non-dominant data [5]. Considering that in such retail applications, data points change frequently (i.e., the addition of new purchase records, deletion of the records, or updates on the field values), it is essential to have a skyline query technique that scales well in the presence of the intense amount of updates. In addition, when the dimensionality or quantity of the data points is increased, naïve skyline queries lead to degradation in overall performance owing to the higher cost of pairwise data comparisons [1]. This degradation is the result of a significantly increased frequency of the comparison operations needed for performing dominance tests. Thus, to efficiently compute the skylines among a
large amount of high-dimensional data, a more efficient method is required to improve performance relative to existing methods.

| Point | Dimension 1 | Dimension 2 |
|-------|-------------|-------------|
| A     | 0.3         | 0.3         |
| B     | 0.4         | 0.4         |
| C     | 0.7         | 0.35        |
| D     | 0.35        | 0.8         |
| E     | 0.6         | 0.6         |
| F     | 0.9         | 0.8         |
| G     | 0.6         | 0.1         |
| H     | 0.9         | 0.05        |
| I     | 0.55        | 0.9         |
| J     | 0.8         | 0.55        |

(a) example dataset

Figure 1. An example of skyline query.

Among recent proposals, research interest has tended toward index structure-based methods due to their efficiency in handling large amounts of data. These methods generate indices on data for efficient skyline computation when a query is requested. The branch-and-bound skyline (BBS) is a method proposed by Papadias et al. [6,7] that utilizes the features of the R-tree [8,9]. Z-SKY, proposed by Lee et al. [10,11], computes the skyline through a ZBtree by combining the B+-tree with a Z-order curve [12,13]. However, BBS and Z-SKY are not suitable for skyline computation when the data frequently changes, as these methods require a large number of resources to maintain the indices [14,15]. Moreover, these methods fail to overcome issues related to high-volume data and dimensionality, which greatly influence the performance of indices.

In this paper, we propose a hash index-based skyline (HI-Sky), which is a skyline query method based on the hash index. HI-Sky can efficiently create and maintain index structures for large and high-dimensional data, and can eliminate unnecessary pairwise data comparisons when computing the skylines. More precisely, we make the following contributions in this paper:

- We propose an index structure, which is a fusion of the hash index and grid partitioning (simply HashGrid). HashGrid manages data by grid location address (GLAD), which is a special form of the hash key. We assign GLAD to each grid-partitioned region and perform a region-wise data comparison. This enables us to prune the data space without access to the entire dataset.

- We propose a hash index-based skyline (HI-Sky), which is a skyline query method that utilizes the features of HashGrid. HI-Sky computes the skyline through HashGrid using data that only belong to regions not dominated by other GLADs, which is therefore predicted to contain the skyline. This feature allows HI-Sky to avoid accessing unnecessary data that cannot be a skyline and simultaneously performs the dominance test using GLAD to enable efficient computation of the skyline only when domination is possible.

- We demonstrate the superiority of HI-Sky through various experiments. Specifically, we compare the index creation time and skyline query processing time with state-of-the-art skyline query methods including sort-filter skyline (SFS) [16,17], BBS [6,7], and Z-SKY [10,11] in a single system environment. The results of our experiment demonstrate that HI-Sky can generate indices faster than other methods and perform faster skyline query processing at higher dimensions by effectively reducing the number of dominance tests.

The remainder of this paper is organized as follows: In Section 2, we discuss existing work related to the proposed method. Section 3 describes the theoretical background of HashGrid and
HI-Sky. Section 4 presents the results of a comparison with existing methods. Section 5 summarizes the conclusions of this study.

2. Related Study

In this section, we review related studies on the skyline query. Numerous methods have been proposed to process skyline queries efficiently, and we classify them into traditional skyline computation, parallel and distributed skyline computation, and index structure-based skyline computation.

2.1. Traditional Skyline Computation

The traditional skyline query methods compare all data to compute the skyline. One such technique is the block nested loop (BNL), a basic skyline query method proposed by Borzsonyi et al. [15]. The BNL conducts the dominance test according to the order in which data are stored on a disk. However, the BNL is inefficient due to frequent changes in skyline candidate data point selection. Chomicki et al. [16,17] proposed the sort filter skyline (SFS), which computes the skyline by relying on the fact that data with better entropy scores are more likely to become skylines. To utilize this feature, the SFS calculates the entropy score while sorting the data and then performs the dominance test similarly to the BNL. The entropy score provides a monotonic ordering characteristic to the skyline candidate, which enables the SFS to compute the skyline more effectively than the BNL. However, the requirement of additional computation for entropy score calculation and sorting for all data makes this method unsuitable for the fast computation of skylines from large amounts of data.

2.2. Index Based Skyline Computation

The main problem with skyline queries is the need to perform dominance tests for the entire set of data. Index structure-based methods have been proposed to solve this problem, such as branch-and-bound skyline (BBS) [6,7] and Z-SKY [10,11].

The BBS was proposed by Papadias et al. [6,7]. It generates an R-tree [8,9] index structure for the given data through preprocessing. The skyline query is then requested using the spatial features of the minimum bounding rectangle (MBR), which is an index component of the R-tree. The main feature of BBS is that it removes MBRs dominated by other MBRs or skyline candidates through dominance testing. Thus, the removal of MBRs can be used to prune large amounts of data using a single comparison. However, the R-tree also has the problem of overlapping being increasingly likely among the MBRs as dimensionality increases. Because this overlapping significantly reduces the probability of domination in the dominance test, it also reduces the efficiency of the skyline computation.

Z-SKY was proposed by Lee et al. [10,11]. It computes the skyline through a ZBtree by combining a B+-tree and a Z-order curve index structure [12,13]. The Z-order curve generates an address for the given multidimensional data called a Z-address, and the Z-address is used as a basis to map the data to a one-dimensional space. Z-addresses have the characteristic of monotonic ordering, which allows the location information of the given data to be extracted. This in turn allows Z-SKY to compute the skyline without access to the actual data stored on the disk. For more efficient skyline computations, Z-SKY also uses RZ-regions, which are clusters that employ the B+-tree and Z-order curve segments. An RZ-region is generated by searching the Z-order curve segments that can be included in all Z-addresses belonging to the corresponding node using the internal node of the B+-tree. Therefore, as the generated RZ-region shows the data space with various lattices, it enables easy data space pruning with a small number of comparisons. However, when data at fine intervals (i.e., real values) are used in Z-SKY, the Z-address becomes very long. Because of this, Z-SKY can only be used with a limited range of integer data or with real values normalized to a limited range of integers. Even if real values are normalized, the exact skyline cannot be computed by the Z-address alone, because the actual data may be different. Thus, Z-SKY is highly dependent on the data type. Moreover, if the RZ-region of the skyline does not dominate the given data, all the RZ-regions belonging to this region are stored in a queue. Consequently, when the threshold of the node is high, a large number of nodes is entered into
the queue, and a dominance test is performed on them that may decrease computation performance. Thus, Z-SKY cannot guarantee fast performance in all cases due to the potentially massive storage and memory space requirement of the Z-address.

2.3. Parallel and Distributed Skyline Computation

Parallel and distributed skyline query methods have been proposed to rapidly compute skylines in parallel and distributed environments. The critical aspect of performance for these skyline queries is the assignment of data distributed to each system or processor. Therefore, various data-partitioning techniques have been proposed. In particular, Vlachou et al. [18] proposed a skyline query method that has received significant attention and is based on angle-based space partitioning (ABSP). Grid partitioning, which is a traditional partitioning approach, can potentially create a partition that does not contain a skyline. By contrast, these unnecessary partitions are less likely to be created when using ABSP because it reflects the topological characteristics of the skyline. Because the local skyline generated in each partition using ABSP is likely to become the global skyline, which is the final skyline query result, ABSP can respond more quickly to the skyline query request because it operates using distributed systems. However, in ABSP, as the numbers of dimensions and partitions increase, the likelihood of these unnecessary local skylines occurring significantly increases, and though they do not become global skylines at the partition boundary, overall efficiency is significantly reduced as a consequence. Therefore, although this method can respond quickly when used in a distributed environment, it is unsuitable for high-dimensional data.

New skyline query methods based on MapReduce technology have recently been proposed and have shown excellent results in the field of big data processing. Early applications of MapReduce included traditional skyline query methods [19], and existing distributed environments were also converted into Hadoop environments [20]. However, these methods are still ineffective on big data because they require dominance tests on all data to compute the skyline. Therefore, recent work has yielded a new method of combining MapReduce with index structure-based skyline methods. These methods can obtain skylines from a large number of data in a single scan by using group-to-group comparison instead of data-to-data comparison [21–24]. Also, skyline queries using an environment like SpatialHadoop [25], an extended Hadoop that supports various indexes for spatial data, have been proposed [26]. However, because their performance is highly dependent on the index structure used, which attracts continuous attention in the field of skyline computation.

3. Hash Index-Based Skyline Query Processing

This section describes the theoretical background of HI-Sky, the proposed skyline query method to more effectively handle high-dimensional big data. Section 3.1 describes HashGrid in detail. Section 3.2 demonstrates how HI-Sky performs skyline computation using HashGrid.

3.1. Hash Index for Skyline

In the past, major index structures have used a tree structure to accomplish data computation with a minimal number of operations. Existing tree structure methods such as the R-tree and B+-tree store data in a cluster under a certain standard. This feature makes it possible to quickly remove large amounts of data without requiring a comparison. Therefore, though conventional methods have the disadvantage of requiring dominance testing on all data, this can be obviated through the index structure to enable the efficient processing of large volumes of data, such as big data.

However, tree structure-based approaches based on the R-tree or B+-tree methods, such as BBS and Z-SKY, increase data sparsity in the data space by increasing the absolute distance between data points as the number of dimensions increases. This significantly reduces the probability of data space pruning in the MBR or the RZ-region. Moreover, these methods are expensive to preprocess or traverse for skyline computation. It is also difficult to utilize these methods in environments where data insertion and deletion are frequent because it leads to expensive operations such as changes to the tree
structure [27–29]. In such cases, skyline computation requires a new index structure method capable of clustering the given data and maintaining it at low cost.

HashGrid is a fusion of the hash index [30,31] and grid partitioning [32,33], and allows for chaining. The most important feature of hash indices is that very little time is needed to find the bucket where data is stored, or will be stored. Chaining-based hash indices are also robust in terms of maintenance because they do not require changes to other buckets when storing or deleting data. Therefore, in generating and maintaining indices using large amounts of data, a hash index can be generated more quickly than a conventional tree-based method, and maintenance cost is thus reduced. Further, hash index clusters similar data points in the same hash bucket, similarly to tree structures. At the same time, it is common to use a formula that can distribute the data as uniformly as possible. Therefore, to effectively use the hash index in skyline computation, it is important to select a hash function that can cluster data based on the data space and sparsity. Moreover, the generated hash key must be able to prune the data space without needing to access the real data. To do this, the hash function used in HashGrid divides the given data at regular intervals in each dimension and combines them sequentially to generate a hash key. Then, the number of partitions (np) for dividing each dimension is input by the user. Alternatively, given the number of dimensions d, the minimum bucket capacity C, and the number of data N, the maximum value of np can be obtained from the following Equation (1).

$$\max(np) = \begin{cases} \left\lfloor \sqrt[2]{N/C} \right\rfloor, & \sqrt[2]{N/C} \geq 2 \\ 2, & \sqrt[2]{N/C} < 2 \end{cases}$$

Equation (1) computes the maximum value of np required to store the amount of data close to the minimum capacity into the partitioned space, assuming that a uniformly distributed dataset is given. However, it returns 2, the minimum value of np, when there is no value satisfying this criterion. Then, the final np is selected from the minimum value of np (np = 2) to the maximum value of np. Finally, if the data is correlated or anti-correlated, better performance can be obtained by using a value slightly larger than the maximum value of np obtained through Equation (1). The hash key generated using this np represents the position of the grid-partitioned region, which we call GLAD.

Given the data points belonging to 2-D data space [0, 1]² as shown in Figure 1a, and assuming the number of partitions (np) of each dimension is four, each dimension is divided into regular intervals and marked in an ordered manner starting from zero (e.g., 0, 1, 2, 3) as shown in Figure 2. Thus, given the data point $G = [0.6, 0.1]$, we obtain values of two for the horizontal axis and zero for the vertical axis. On the other hand, if the data point is on a partition boundary, the higher order is applied (e.g., 0.5 obtains two). The hash function computes the order along each axis for the given data, i.e., the number of dimensions, and generates GLAD based on this order. In this case, GLAD is obtained by converting the order of each dimension into bits and combining them in sequence. The number of digits representing all intervals in order needs to be the minimum number of bits that can represent them. The required number of minimum digits can be obtained by taking $\log_2(np)$ and performing a subsequent decimal point round-up. Therefore, if np is four, as shown in this example, two bits are required to indicate the marked intervals of each dimension. Because data point G is located in the third interval along the horizontal axis (bit value 10), and in the first interval along the vertical axis (bit value 00), the result of their combination in GLAD is eight (1000). Figure 2 shows the partition results for the data space used in this example as well as the GLAD assigned to each partition. The generated GLADs were not duplicated, and were instead obtained by combining the interval order corresponding to each partition in a bitwise sequence. Furthermore, the generated GLADs have the column major-order characteristic for the data space when the bit is changed to decimal, allowing GLADs to be more easily managed.

HashGrid uses the GLAD obtained to store the data in the appropriate hash index. Once the hashing and storing of all data is complete, only the hash index with the bucket is stored in the index storage space on the disk according to the order of GLAD, thereby minimizing the use of unnecessary
index storage space. Because of these features, HashGrid is very robust against frequent insertion and deletion, unlike index structures used in previous studies, and can also prune the data space because the clustering of the given data is based on the lattice region. Moreover, dividing the data into a uniformly sized lattice space minimizes the reduction in the efficiency of data space pruning resulting from partition overlap.

3.2. Hash Index-Based Skyline Query Processing

To increase the processing efficiency of skyline computation, we propose a HashGrid-based skyline query method called hash index-based skyline (HI-Sky). HashGrid is an index structure that manages the given data by dividing the data space into uniformly sized partitions. In this section, we discuss the basic background, data space pruning step, and skyline computation step of HI-Sky.

3.2.1. Background

Most operations in skyline computation perform dominance tests to determine the dominance among the data. As mentioned in Section 1, domination means that a data point is better than other data points in at least one dimension while being equal to or better than other data points in the remaining dimensions. Here, the criterion for determining a good value is “<” or “>,” and in this paper, smaller values are considered better for the consistency of contents. The definition is as follows:

**Definition 1.** Dominance [1011]. Given d-dimensional space $S = \{s_1, s_2, \ldots, s_d\}$ and data points $p$ and $p'$ in this space, $p$ is said to dominate $p'$ if $\forall s_d \in S, p[s_d] \leq p'[s_d] \land \exists s_k \in S, p[s_k] < p'[s_k]$, and is not said to do so otherwise.

HI-Sky performs most operations in the dominance test similarly to existing skyline methods. Therefore, for a quick computation of the skyline, it is necessary to remove unnecessary data with minimal comparison. GLAD as used by HI-Sky has the feature of column-major ordering along with the location information of the data space, which has the following characteristics in the skyline:

**Lemma 1.** Given d-dimensional space $S = \{s_1, s_2, \ldots, s_d\}$ and arbitrary GLADs $a$ and $b$ composed from a combination of the sequential order of each dimension $O_k$ ($k = 1 \ldots d$), if $a.O_k < b.O_k$ in all dimensions that constitute the GLADs, all data that belong to $a$ dominates all data belonging to $b$.

**Proof.** A GLAD is formed by a combination of the order of regions divided by the partition in each dimension. Therefore, when the comparison operation is performed on the GLADs, $O_k$ ($k = 1 \ldots d$) orders can be obtained in each dimension. In this case, if arbitrary GLADs $a$ and $b$ satisfy $a.O_k < b.O_k$ in all dimensions, the data belonging to GLAD $a$ have a better value in all dimensions than those belonging to GLAD $b$. Thus, Definition 1 is always satisfied. \(\square\)
Lemma 1 shows that HI-Sky can prune the data space using GLAD and can remove a large amount of data early, which significantly reduces the number of dominance tests. In this case, data space pruning is performed only if the corresponding GLAD has a smaller order in all dimensions. This is because, as shown in Figure 2, data point A may dominate data points such as C and D which have the same order in a certain dimension. However, data point B may not dominate other data points C and D. As these data do not satisfy the conditions of Lemma 1, i.e., neither point is in a partition with smaller corresponding dimensions than the other point given the order of the partition, data space pruning is not performed. Moreover, even if Lemma 1 is not satisfied, the characteristics of the column-major order in GLAD lead to the following characteristics of Lemma 2 and 3 that can be used to evaluate the need for dominance tests between partitions, and this results in the effective reduction of unnecessary dominance tests:

Lemma 2. Given arbitrary GLADs a and b, if a < b, a has a smaller value in at least one dimension in which its order is less than that of b.

Proof. GLAD is characterized by a column-major order. Therefore, when each of d-dimensions is divided into np partitions, the order \( O_k \) \( (k = 1 \ldots d) \) of each dimension satisfies \( O_k \in [0, np - 1] \), whereas the GLAD is obtained through the following formula:

\[
(...(((O_1 \times np) + O_2) \times np) + O_3) \times np \ldots) \times np + O_d = \sum_{k=1}^{d} np^{d-k} \times O_k
\]  

(2)

Therefore, if the condition \( a < b \) is satisfied, \( a \) has at least one dimension smaller than \( b \) from \( O_1 \) to a specific \( O_k \).

Due to the characteristics of Lemma 2, data in relatively smaller GLADs have at least one dimension where they have a better value than data with relatively larger GLADs, and are thus not dominated by larger GLADs. For example, in Figure 2, data point B belonging to GLAD 5 (0101) has a larger value in dimension 1 than data point D in GLAD 7 (0111), but it is guaranteed through the GLAD that it has a smaller value in dimension 2. Likewise, data point B has a larger value in dimension 2 than C in GLAD 9 (1001), but a smaller value in dimension 1 is guaranteed through the GLAD. Therefore, it is never the case that data belonging to a relatively large GLAD, such as C and D, dominate B belonging to a relatively small GLAD. The proof of this is in Lemma 3.

Lemma 3. Given arbitrary GLADs a and b, if a < b, data belonging to a are not dominated by those belonging to b.

Proof. As evidenced in the Lemma 2, if \( a < b \) is satisfied, \( a \) has a smaller value than \( b \) in at least one dimension. Therefore, data belonging to \( b \) cannot dominate data belonging to \( a \) according to Definition 1. □

3.2.2. Data Space Pruning Step

HI-Sky conducts a two-step skyline computation to maximize the features of Lemmas 1–3. In the first step, the data space is pruned using the features of Lemma 1 to remove the partitioned region where the skyline cannot occur. To this end, we create a window in main memory to store the GLAD (simply GLAD_window) that is not dominated, and prune the data space through a comparison between the GLAD stored in GLAD_window and the next GLAD in sequence. As the GLAD is stored in an ordered manner at the final HashGrid, the characteristic of monotonic ordering is obtained when the GLAD is used sequentially. Therefore, it is unnecessary to check whether the given GLAD...
dominates GLADs stored in GLAD_window, thereby enabling a more efficient computation. The proof of this is in Lemma 4.

**Lemma 4.** When the data space is pruned using ordered GLADs, the order of the GLADs is characterized by monotonic ordering.

**Proof.** When ordered GLADs are used in sequence, GLADs stored in GLAD_window are always smaller than the next GLAD in the sequence to be compared. As demonstrated in Lemmas 2 and 3, large GLADs cannot dominate small GLADs. The number of GLADs stored in memory always increases monotonically. Therefore, GLADs are characterized by monotonic ordering. □

Once the first step completes data space pruning for GLADs that cannot contain the skyline, GLADs stored in GLAD_window are used to start the second step of computation for the actual skyline. For an effective skyline computation, a comparison operation is needed between the previously stored GLAD and the given GLAD because a dominance test can only proceed between data if domination can occur. This comparison operation is performed via a general dominance test using Definition 1 when the given GLAD is dominated by one previously stored in GLAD_window. This means that even though the order of some dimensions is the same, data belonging to the preceding GLAD may have a smaller value than those belonging to the given GLAD. However, as demonstrated by Lemma 3, the data in the next GLAD in sequence cannot dominate those in the preceding GLAD; thus, a dominance test is not necessary. Further, these comparisons can be processed more efficiently as a result of Lemma 5.

**Lemma 5.** When GLADs are ordered and GLAD a and b are given, if \( a < b \) and if \( a.O_k > b.O_k \) is satisfied in the \( k \)-th dimension (\( k = 1 \ldots d \)), then \( b \) is not dominated by GLAD \( a \), and \( b \) cannot be dominated by any subsequent GLAD with identical dimensional order until reaching a GLAD with its last order in the \( k \)-th dimension.

**Proof.** When ordered GLADs are used and current GLAD \( b \) is not dominated by GLAD \( a \) due to the order of the \( k \)-th dimension obtained by decomposing GLAD, then there is no need to perform a comparison until reaching a specific GLAD which has the same order in all dimensions except \( k \)-th dimension and has the last order in the \( k \)-th dimension, compared to \( a \). Because GLAD \( b \) has a smaller order than the others in the \( k \)-th dimension, Lemma 1 is not satisfied. Therefore, there is no need to perform a comparison because dominance cannot occur, and we can skip the comparison from the current GLAD to the specified GLAD using Lemma 5. □

### 3.2.3. Skyline Computation Step

After the data space pruning is completed, the skyline computation step is performed to compute the actual skyline using the GLADs in GLAD_window. At that stage, because skyline candidates also need to be managed according to their GLADs, a window for each GLAD (simply Sky_window) is created in main memory, and the selected data are stored in the Sky_window of each GLAD as a skyline candidate. In this process, we can perform the skyline computation step more effectively through the dominance test using GLADs. If the current GLAD is not dominated by a GLAD that was previously stored a skyline candidate in Sky_window, Lemma 5 allows us to skip unnecessary dominance testing between the data in each GLAD. Data that belong to the same GLAD stored in the Sky_window then need to be compared with one another. However, data belonging to the same GLAD are not monotonically ordered, and thus the efficiency of the computation can be drastically reduced if the data are compared in a naïve manner. To solve this problem, HI-Sky calculates the entropy score of the data to check for dominance, minimizing the efficiency reduction.
**Definition 2.** Entropy score [16,17]. Given d-dimensional space \( S = \{s_1, s_2, \ldots, s_d\} \) and a data point \( p \) belonging to that space, the entropy score of \( p \), \( E(p) \), is calculated using the actual values of each dimension of \( p \) as follows:

\[
E(p) = \sum_{k=1}^{d} \ln(p[s_k] + 1)
\]  

(3)

Such an entropy score enables monotonic ordering of the given data. Thus, to dominate specific data points, the given data point must have an entropy score smaller than a specific data point. On the contrary, when the entropy score of the given data point is greater than that of the specific data point, the latter is likely to dominate the former. The proof of this is as follows:

**Lemma 6.** Given d-dimensional space \( S = \{s_1, s_2, \ldots, s_d\} \) and data points \( p \) and \( p' \) belonging to that space, if the calculated entropy score of both data points satisfies the \( p \) dominates \( p' \) relationship, this condition is sufficient to show that \( E(p) < E(p') \).

**Proof.** For \( p \) to dominate \( p' \) by Definition 1, it must satisfy \( \forall s_d \in S, p[s_d] \leq p'[s_d] \land \exists s_x \in S, p[s_x] < p'[s_x] \). Therefore, to dominate a specific data point, the data point must have values smaller than or equal to that specific data point in all dimensions, with a smaller value in at least one dimension. When this condition is extended to Definition 2, \( E(p) < E(p') \) is always satisfied when \( p \) dominates \( p' \). \( \Box \)

Using these characteristics, HI-Sky confirms by use of entropy score whether the data point belonging to the same GLAD is dominated by the given data point, or whether the given data point is itself dominated. To perform these operations more efficiently, data that are not dominated are sorted by entropy score and stored in a Sky_window.

However, the features of Lemma 6 apply equally to dominance tests of all data and data points from the same GLAD. In particular, even if a comparison is made with a skyline candidate belonging to a relatively small GLAD, the given data can be dominated only if Lemma 6 is satisfied. If this is not the case, according to Lemma 3, the dominance test for the relevant GLAD can be completed early because the given data do not dominate the remaining skyline candidates. Therefore, HI-Sky prunes the data space early where the skyline cannot occur through Lemma 1, and compares all skyline candidates that can dominate the given data or can be dominated by them. Thus, HI-Sky computes for the exact number of skyline points.

In this way, HI-Sky performs fast skyline computation by data space pruning in data space pruning step, through various features of HashGrid, GLAD, and entropy score, and by the removal of most dominance tests in skyline computation step when absolute dominance cannot occur.

### 3.2.4. Skyline Computation using HI-Sky

In this section, we provide a step-by-step explanation of how HI-Sky handles skyline queries. HI-Sky involves a first step of data space pruning using HashGrid and the GLAD stored therein, as described in the previous section. The second step of computing the skyline using data involves the non-pruned GLAD.

For HI-Sky, when two-dimensional (2-D) data are given as shown in Figure 1a, they are represented in a 2-D space as shown in Figure 3a. For effective skyline query processing, HI-Sky generates a HashGrid through a hash function that allows grid partitioning using the given data before a skyline query is requested. In this case, if the np used by the hash function is 4, 16 GLADs can be stored in HashGrid in total, from zero (0000) to 15 (1111), as in Figure 3b. They have the property of column-major order due to the combination of bits. Once the HashGrid is completed, only the GLAD that has data as in Figure 3a is stored as the final HashGrid like Figure 3b; if the skyline query is requested, the stored HashGrid is used for it.
Sky_window and repeats the process. However, if there is a match, using the characteristics of Lemma 5, the skyline candidate is determined as either dominating or dominated, and the dominated data are removed. If data are not dominated according to the dominance test, they are stored as a skyline candidate in a Sky_window with the same GLAD. The storing is carried out in an aligned manner by entropy score for efficiency of comparison. Therefore, in the second step, data points A and B stored in GLAD 5 (0101) are used first, and A is determined as the skyline of 5 (0101), as shown in Figure 3e. When B is used first instead of A and is stored in Sky_window as a skyline candidate, we can see through Lemma 6 that A is likely to dominate B, and we can thus remove B and add A to the list of skyline candidates through comparison. In the subsequent case of GLAD 7 (0111), a comparison with the skyline candidates of GLAD 5 (0101) should be performed because 7 (0111) was dominated by 5 (0101). In this process, data point D is removed from the comparison because it is dominated by the skyline candidate A of 5 (0101) as shown in Figure 3f, and there are no more data points in 7 (0111). Thus, it does not have a skyline candidate.

Figure 3. An example of skyline query processing based on HI-Sky. (a) 2-D data space; (b) result of HashGrid; (c) data space pruning; (d) data space pruning (cont.); (e) skyline computation; (f) skyline computation (cont.); (g) skyline computation (cont.); (h) skyline computation (cont.); (i) result of skyline query

When a skyline query is requested, the first step of HI-Sky compares the GLAD stored in the HashGrid for data space pruning. At this time, to store the non-pruned data space, a GLAD_window is created and the data spaces shown in dotted lines in Figure 3c are pruned. More specifically, as the order of comparison is in accordance with that of GLAD values, 5 (0101), which is the smallest GLAD of HashGrid, is used first for comparison. This compares the GLAD stored in the GLAD_window with the given GLAD read from the HashGrid based on Lemma 1; if Lemma 1 is not satisfied, it is repeatedly compared with subsequent GLADs stored in the GLAD_window. Initially, 5 (0101) is stored in GLAD_window because GLAD_window is empty, and no regions can be pruned using 5 (0101) through Lemma 3. Then, 7 (0111), 8 (1000), and 9 (1001) are compared in order, and are all stored in the
GLAD_window because no GLAD that can prune them is present in GLAD_window. However, in case of 10 (1010), 11 (1011), 14 (1110), and 15 (1111) (excluding 12 (1100) with data point \( H \)), they are not stored in GLAD_window because we can know that all data in these GLADs are dominated by all data in 5 (0101) according to Lemma 1. Therefore, GLAD_window stores only 5 (0101), 7 (0111), 8 (1000), 9 (1001), and 12 (1100), where the skyline is expected to occur as shown in Figure 3d after the completion of Step 1.

Following data space pruning for all GLADs stored in HashGrid, HI-Sky begins the second step, where it computes for the skyline using data from non-pruned GLADs. In this step, the GLAD stored in the GLAD_window is sequentially visited, and the skyline is computed using the data stored in each GLAD. The entropy score minimizes unnecessary comparisons as demonstrated in Lemma 6, and it also monotonically orders the data to enable an efficient skyline computation. Thus, for each piece of data, the entropy score is immediately calculated once the reading is complete. Following entropy score calculation, HI-Sky checks the given GLAD and the GLADs already stored in the Sky_window to determine whether the data belonging to the given GLAD can be dominated by GLADs in the Sky_window. This check is confirmed according to Definition 1 rather than according to Lemma 1 used in data space pruning. If the given GLAD is dominated by the GLAD in Sky_window, there is a possibility of it being dominated by the skyline candidates belonging to the GLAD held in Sky_window, and the skyline candidates stored in the corresponding GLAD and those resulting from the Lemma 6-based comparison are used to confirm dominance. Conversely, if the GLAD of the Sky_window is not a comparison object, HI-Sky checks whether the given GLAD is identical to the GLAD of the Sky_window, and if it is not, HI-Sky moves to the next GLAD in the Sky_window and repeats the process. However, if there is a match, using the characteristics of Lemma 5, the skyline candidate is determined as either dominating or dominated, and the dominated data are removed. If data are not dominated according to the dominance test, they are stored as a skyline candidate in a Sky_window with the same GLAD. The storing is carried out in an aligned manner by entropy score for efficiency of comparison. Therefore, in the second step, data points \( A \) and \( B \) stored in GLAD 5 (0101) are used first, and \( A \) is determined as the skyline of 5 (0101), as shown in Figure 3e. When \( B \) is used first instead of \( A \) and is stored in Sky_window as a skyline candidate, we can see through Lemma 6 that \( A \) is likely to dominate \( B \), and we can thus remove \( B \) and add \( A \) to the list of skyline candidates through comparison. In the subsequent case of GLAD 7 (0111), a comparison with the skyline candidates of GLAD 5 (0101) should be performed because 7 (0111) was dominated by 5 (0101). In this process, data point \( D \) is removed from the comparison because it is dominated by the skyline candidate \( A \) of 5 (0101) as shown in Figure 3f, and there are no more data points in 7 (0111). Thus, it does not have a skyline candidate.

In case of GLAD 8 (1000), as it is not dominated by 5 (0101), it is not necessary to compare it with its skyline candidate. Because dominance has not occurred between GLAD 5 (0101) and GLAD 8 (1000) due to dimension 2, we can skip the dominance test up to GLAD 7 (0111) using Lemma 5. Therefore, data point \( G \), the only data point in GLAD 8 (1000), is defined as the skyline candidate of 8 (1000) as shown in Figure 3g. The data point \( C \) of GLAD 9 (1001) is then dominated and removed by skyline candidate \( A \) belonging to GLAD 5 (0101). The last GLAD of the GLAD_window, 12 (1100), is not dominated by 5 (0101), but is dominated by 8 (1000) through the dominance test. Therefore, it is necessary to perform a comparison with the skyline candidate \( G \) of GLAD 8 (1000), and as data point \( H \) is not dominated by \( G \), it is confirmed as the skyline candidate of GLAD 12 (1100) as shown in Figure 3h. As the GLAD and data stored in GLAD_window no longer exist, Step 2 ends, and \( A \) of GLAD 5 (0101), \( G \) of 8 (1000), and \( H \) of 12 (1100) are determined as skylines and are returned as the results of the skyline query as shown in Figure 3i.

The processing of HI-Sky can be represented by the HI-Sky algorithm shown in Figure 4.
In case of GLAD 8 (1000), as it is not dominated by 5 (0101), it is not necessary to compare it with its skyline candidate. Because dominance has not occurred between GLAD 5 (0101) and GLAD 8 (1000) due to dimension 2, we can skip the dominance test up to GLAD 7 (0111) using Lemma 5. Therefore, data point G, the only data point in GLAD 8 (1000), is defined as the skyline candidate of 8 (1000) as shown in Figure 3g. The data point C of GLAD 9 (1001) is then dominated and removed by skyline candidate A belonging to GLAD 5 (0101). The last GLAD of the GLAD_window, 12 (1100), is not dominated by 5 (0101), but is dominated by 8 (1000) through the dominance test. Therefore, it is necessary to perform a comparison with the skyline candidate G of GLAD 8 (1000), and as data point H is not dominated by G, it is confirmed as the skyline candidate of GLAD 12 (1100) as shown in Figure 3h. As the GLAD and data stored in GLAD_window no longer exist, Step 2 ends, and A of GLAD 5 (0101), G of 8 (1000), and H of 12 (1100) are determined as skylines and are returned as the results of the skyline query as shown in Figure 3i.

The processing of HI-Sky can be represented by the HI-Sky algorithm shown in Figure 4.

**Algorithm HI-Sky**

**Input** $H$: A HashGrid with sorted GLAD.

**Output** $Skyline$: A set of skyline candidates

**Process**

1: /* Step 1: Data space pruning */
2: GLAD_window initialization;
3: FOR EACH (GLAD $g$ in $H$)
4: IF (GLAD_window is empty)
5: GLAD_window.insert($g$);
6: ELSE
7: FOR EACH (GLAD $c$ in GLAD_window)
8: IF ($g$ pruned by $c$)
9: BREAK;
10: IF ($g$ has not been pruned)
11: GLAD_window.insert($g$);
12: /* Step 2: Skyline Computation */
13: Sky_window[GLAD_window.size()] initialization;
14: FOR EACH (GLAD $c$ in GLAD_window)
15: FOR EACH (DATA $p$ in $c$)
16: $p$.entropyScoreCalc();
17: FOR EACH (GLAD $s$ in Sky_window)
18: IF ($s$ dominate $c$)
19: FOR EACH (DATA $sc$ in $s$)
20: IF ($p$ dominated by $sc$)
21: BREAK;
22: IF ($p$.entropyScore < $sc$.entropyScore)
23: BREAK;
24: ELSE IF ($s$ equal $c$)
25: FOR EACH (DATA $sc$ in $s$)
26: IF ($sc$.entropyScore < $p$.entropyScore)
27: IF ($p$ dominated by $sc$)
28: BREAK;
29: ELSE
30: IF ($sc$ dominated by $p$)
31: Sky_window[] remove(sc);
32: ELSE
33: $s$ = skippedGLAD($s$, $c$)
34: IF ($p$ is not dominated)
35: Sky_window[] insert($p$);
36: $Skyline = Sky_window$;
37: RETURN $Skyline$;

Figure 4. The pseudocode of the HI-Sky algorithm.

In line 2, the GLAD_window is initialized, and in lines 3–11, HI-Sky performs data space pruning through a comparison between GLADs. If the GLAD_window is empty, the smallest GLAD will be saved immediately without comparison, as in lines 4 and 5. Otherwise, GLAD_window stores only the undominated GLAD, as shown in line 6–11, by comparing the GLAD read from HashGrid with the GLAD stored in GLAD_window. After finishing the data space pruning, HI-Sky performs the skyline computation on lines 12–35. In line 13, a Sky_window is created for each of the GLADs stored in the GLAD_window. In lines 18–23, a comparison is made between the data belonging to different GLADs. If there is no dominant relation to the GLAD according to line 18, the comparison is not performed, and if Lemma 6 is not satisfied in the comparison process, the comparison with the current Sky_window is ended as shown in lines 22 and 23. In lines 24–31, a comparison is made between data belonging to the same GLAD. At this time, because the data inside the GLAD is not ordered, the comparison is also performed when the input data dominates the skyline candidate according to lines 29–31. However, if dominance does not occur, and it is also not the same GLAD, the dominance test can be skipped according to Lemma 5 as shown in lines 32 and 33. Finally, the undominated data is stored in the Sky_window as in lines 34 and 35. Once all data belonging to the GLAD in GLAD_window has been compared, the entire dataset stored in the Sky_window is returned to the user as a skyline query result as in lines 36 and 37.
4. Performance Evaluation

The results of the performance evaluation of HI-Sky are detailed in this section. The experimental environment is described first, and is followed by experimental results along with a description of the state-of-the-art methods used for comparison against our method.

4.1. Experimental Environment

Datasets are important for the evaluation of skyline query methods. Therefore, to determine a fair performance, datasets were generated using the generator proposed by Borzsonyi et al. [15]. To simulate various scenarios, we generated various distributions, such as anti-correlated (correlation: −0.5), independent, and correlated (correlation: 0.5) datasets. Each dataset consists of four, eight, twelve, and sixteen dimensions. All datasets had 10 K (ten thousand), 100 K (one hundred thousand), 1 M (one million), and 10 M (ten million) data points to demonstrate the scalability of the proposed method. For experiments, we separated datasets into two types, one of which contains integer values whereas the other contains real values. Integer datasets used a range of [0, 1023] whereas real value datasets used a range of [0, 1] with up to 10 decimal places. Lastly, we also performed this experiment with a real dataset called the Gas Sensors for home activity monitoring [34]. This dataset has a size of 919 k and contains ten dimensions of real values. For real dataset experiments, we normalized the dataset to real values in the range of [0, 1].

To evaluate our proposed method, we first experimented with the performance change of our method according to the np, and then we compared it with the state-of-the-art skyline query methods SFS [16,17], BBS [6,7], and Z-SKY [10,11]. Traditionally, BBS is implemented using R-tree that constructs the overlapping structure. As the proposed method is a non-overlapping structure, we additionally performed experiments on quadtree-based BBS (BBS-Q). These experiments consisted of three factors of assessment as follows: indexing time, skyline computation time, and the number of dominance test calls. The indexing time refers to the total time taken to generate an index when data are entered sequentially. Skyline computation time shows the total time taken to request and complete the skyline query. The number of dominance test calls shows the dominance tests performed during the skyline query. HI-Sky, BBS-R, BBS-Q, and Z-SKY compute the skyline through indexing, whereas SFS does not use indexing. Therefore, indexing time was used only for HI-Sky, BBS-R, BBS-Q, and Z-SKY, whereas skyline computation time was measured by including preprocessing time. In other words, the SFS performs preprocessing to calculate entropy scores and sort the data according to the entropy score, and the HI-Sky performs preprocessing for data space pruning.

All methods were implemented using VC++ 12.0, and the experiments were carried out on an Intel Core i7-6700 3.4 GHz processor with 64-bit Windows 10 and 16 GB of main memory. The original data and the index structure used in the experiments were all placed in the main memory to mitigate fluctuations in performance due to the influence of disk access speed. Finally, the maximum capacity of nodes for BBS-R, BBS-Q, Z-SKY, and HI-Sky was fixed at 64, and the np of HI-Sky was used as the maximum value obtained from Equation (1) when half of the maximum capacity was the minimum capacity.

4.2. Result of Experiments

In this subsection, we will show the result of experimental evaluation on varying aspects such as performance changes of HI-Sky by the np, indexing time, and skyline computation time of each method.

4.2.1. Comparison of Changes in np

We first measured performance changes of HI-Sky such as indexing time, skyline computation time, and the number of dominance test calls according to the np. This experiment was conducted using a varying np based on the eight-dimensional independent data on 1 M (one million) and 10 M (ten million).
Figure 5 shows the results of performance changes of HI-Sky according to varying np. In this case, the maximum number of np that can be obtained from Equation (1) is 4 for the 1 M dataset and 5 for the 10 M dataset. The experimental result shows that the maximum number of np does not guarantee optimal performance, but it can work properly as a criterion to prevent performance degradation because the small np reduces the benefit of the data space pruning step as it creates a smaller number of GLADs and stores more data in each GLAD. On the other hand, a large np reduces the benefit of the skyline computation step because it raises the number of GLADs created to be closer to the number of data and performs more operations to determine whether a comparison between GLADs is required. However, the maximum np can be used to store the number of data close to the minimum capacity, thus reducing the number of comparisons between GLADs while properly pruning the data space.

Figure 5. The performance changes according to varying np.

4.2.2. Comparison of Indexing Time

We compared the indexing time of HI-Sky, BBS-R, BBS-Q, and Z-SKY. The experiments were conducted by varying the data type, dimensionality, and data distribution for various scenarios. We also show that the proposed method (i.e., HashGrid, the index structure of HI-Sky) can work well when data points are frequently inserted or deleted from the datasets.

Figure 6 shows the results in terms of indexing time for each data type and distribution. The experimental results show that HashGrid was faster than the R-tree of BBS-R or the ZBtree of Z-SKY because both needed to repeatedly change the structures of their trees to maintain optimal conditions for computing. In particular, the optimal RZ-region of ZBtree was computed using a split process to maintain the optimum RZ-region. However, the cost of computing the optimal RZ-region required more computation than a simple partitioning of the R-tree or quadtree. Thus, the indexing time was longer overall. By contrast, the hash bucket search of HashGrid and storage in the hash bucket were reduced to a time complexity of O(1), which enabled fast data storage. Further, as the hash table did not structurally change due to the data input, there was no additional cost to maintain the optimal structure. However, HashGrid was slower than the quadtree of BBS-Q above twelve dimensions. This is because the asymmetric tree structure of the quadtree can be relatively inexpensive to maintain. However, HashGrid increases the number of buckets generated due to the high-dimensionality, which increases the cost of managing them.
reduced to a time complexity of $O(1)$, which enabled fast data storage. Further, as the hash table did not structurally change due to the data input, there was no additional cost to maintain the optimal structure. However, HashGrid was slower than the quadtree of BBS above twelve dimensions. This is because the asymmetric tree structure of the quadtree can be relatively inexpensive to maintain. However, HashGrid increases the number of buckets generated due to the high-dimensionality, which increases the cost of managing them.
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Figure 6. Indexing time (1 Million).

Figure 7 shows the processing time when data is repeatedly inserted or deleted into the HashGrid. The experiments were conducted using varying dimensions and data distribution. In the case of deletion, Figure 7a,c,e show the consumed time when 10 K data are deleted 20 times consecutively from HashGrid composed of 1 M dataset. In the case of insertion, Figure 7b,d,f show the consumed time when inserting 10 K data 20 times consecutively into HashGrid composed of 800 K dataset. The result
of experiments demonstrates that for skewed data (i.e., correlated or anti-correlated), the time taken for the deletion process was relatively increased due to a large number of data stored in specific GLADs in a higher dimension. However, we did not observe a significant change in the overall performance of HashGrid caused by the volume of insertion and deletion operations. This is because HashGrid is a hash index-based approach that is not a volume-sensitive, unlike tree structure-based approaches [35].

![Graphs showing processing times for deletion and insertion](image.png)

Figure 7. Results of HashGrid maintenance performance on dynamic dataset.

4.2.3. Comparison of Skyline Computation Time

The third experiment measured the time required to complete the skyline query to determine the performance of skyline computation. In this case, the SFS required preprocessing to calculate entropy score and perform sorting, and HI-Sky used preprocessing to perform data space pruning.
Therefore, because the SFS and HI-Sky performed preprocessing, skyline computation time included preprocessing time, whereas because BBS-Q, BBS-R, and Z-SKY did not require preprocessing, only the time required for skyline computation was included. We experimented with dimensionality and cardinality using varying data distributions.

Figure 8 shows the results of skyline computation times for each dimension and distribution on the log scale. The experimental results show that the BBS-Q and BBS-R yielded the best performance in the case of independent and correlated data with four dimensions. Because the MBR of the BBS-R and the bucket of the BBS-Q have a hierarchical inclusion relationship, it was possible to remove large amounts of data even with a small number of comparisons. However, in the case of BBS-R, as the number of dimensions increased, the problem of overlapping among the MBRs increased significantly and, owing to a lack of monotonic ordering, the efficiency of the dominance test was low. In the case of BBS-Q, 2^d buckets are created for each split, and the creation of child buckets exceeding than the capacity of the bucket results in empty buckets, which reduces the efficiency of the dominance test. Therefore, as the number of dimensions increased, skyline computation in the BBS-R and BBS-Q were drastically affected. However, in the case of the SFS and HI-Sky, as the dominance test was performed effectively by utilizing the characteristics of monotonic ordering, comparatively small changes in performance occurred even when the number of dimensions increased. Meanwhile, in the case of HI-Sky, the dominance test was not performed when dominance did not occur because GLAD was used, which rendered HI-Sky more effective than the SFS.

Lastly, Z-SKY is demonstrated only using integers because it depends heavily on the data type and data range due to the Z-Address. Z-SKY demonstrated poor performance in most cases as a result of three identifiable problems. First, the ZBtree has poor performance because of its repeated dominance tests from root to leaf and its performance sensitivity to node capacity. Z-SKY uses the ZBtree to store the skyline in a similar manner to indexing, but this requires costly tree construction and maintenance, as mentioned in the second experiment. Second, Z-SKY performs a dominance test on the RZ-regions of each node. This test is performed every time new data is entered, starting from the root, until it is dominated or selected as skyline. In this process, child nodes of the RZ-region that need to be compared are repeatedly stored in queue and sequential comparison with them is performed in turn. The data selected as the skyline need to be compared with all RZ-regions or candidate skylines in the queue, which often requires more comparisons than performing a comparison using actual data with monotonic ordering. Third, depending on the node’s capacity, the height of the ZBtree and the maximum number of child nodes stored in the queue changes, which has a significant effect on overall performance. Therefore, choosing an incorrect capacity can significantly affect the overall performance, and it is difficult to select the optimum capacity in advance.

Figure 9 shows the results of skyline computation times for each cardinality and distribution on the log scale using an eight-dimensional dataset. For HI-Sky, to check only the effect due to cardinality, np is set to four, which is that of the default dataset (8 D, 1 M). The experimental results show that the SFS yielded the best performance in the case of independent and correlated data with a 10 K dataset. This is because a small number of data has a small number of skylines, where the sequential comparison is more efficient than using other structures. On the contrary, in the case of an anti-correlated dataset where more skylines occur, HI-Sky is faster than SFS. Additionally, indexing methods based on tree structures have a greater increase in computation time with increased data. This is because the number of nodes increases with the increase of data, and the number of nodes to be stored in the heap/queue increases for the skyline computation. The number of data stored in the GLAD also increases as the data increases when using HI-Sky, but because the comparison is performed only when dominance can occur using the GLAD, the increase of the skyline computation time is more directly correlated with the increase in the number of data.
4.2.4. Comparison of a Number Dominance Test

The fourth experiment measured the number of dominance tests in the skyline query. Using these experiments, we compared the performance of the methods through common dominance test calls that have a direct impact on performance for various skyline query methods and therefore have an absolute criterion for query processing time. Finally, we experimented by varying the dimensionality and data distributions to compare various scenarios.
Figure 9 shows the results of the number of dominance test calls for each dimensionality and data distribution on the log scale. The experimental results show that SFS and HI-Sky featured fewer dominance test calls than the other methods. These results show that dominance test calls in the MBR, bucket, and RZ-region were not few and, as the number of dimensions increased, the sparsity of the data increased to such an extent that they were not easily dominated. Therefore, an increase in the number of dimensions led to more dominance test calls. Conversely, in the case of SFS, a dominance test between the skyline and actual data was conducted immediately, and thus there was no need for unnecessary comparisons as in the case of dominance tests between MBRs. This was also true for
HI-Sky. However, as HI-Sky removed data that could not be skylines through data space pruning, it operated with fewer data and made fewer calls than the SFS. Moreover, when data were incomparable due to the use of GLAD, dominance test was not performed, which drastically reduced the number of calls. In particular, the efficiency of incomparability is prominently shown in Figure 10e,f, which show the experimental results using anti-correlated data. Anti-correlated data are characterized by a higher number of skylines than other types of data, and also have smaller data spaces or number of actual data points that each skyline can dominate. Therefore, if anti-correlated data are used, the SFS, BBS-R, and BBS-Q make more dominance calls. Meanwhile, Z-SKY can calculate dominance by using the dominance relation of the RZ-region, whereas HI-Sky can determine dominance by using GLAD. Therefore, they conducted fewer dominance tests only when the given data could be dominated, so fewer calls were made than in other methods.

Figure 10. The number of dominance tests according to dimensionality (1 Million).
Figure 11 shows the results of the number of dominance test calls for each cardinality and distribution on the log scale using an eight-dimensional dataset. The experimental results show that the number of dominance test calls increases as the cardinality increases. However, BBS-R and BBS-Q showed a higher rate of increase than other methods. This is because the number of nodes increases with the increase of data, and it implies more comparisons for the skyline computation. In case of Z-SKY, unlike the previous method, there is relatively little increase because it is a structure that does not cause node overlap and unnecessary node creation as in R-tree and quadtree. On the other hand, SFS or HI-Sky responds less sensitively to changes in cardinality because the structure, such as the height of the tree and the number of nodes, does not change even if the data increases.

Figure 11. The number of dominance tests according to cardinality.
Finally, as described above, because HI-Sky eliminated unnecessary dominance tests by data space pruning and by Lemma 5, it performs skyline computation with the smallest number of dominance tests in most scenarios.

4.2.5. Comparisons Using Real-World Dataset

The last experiment demonstrated the real world application of HI-Sky using a real world dataset called Gas Sensors for home activity monitoring [34]. The dataset is freely available at UCI Machine Learning Repository. In addition, Z-SKY was excluded from the experiment because the data is real valued data, and normalization into an integer type causes a large number of skylines to disappear.

Figure 12 shows the results of performance for each method. In this case, the real world dataset has correlations between specific dimensions and has clustered data distribution. Therefore, BBS-R and BBS-Q show better performance in skyline computation time than SFS in this experiment. However, in case of the dominance test calls, the comparison between the nodes occur more than the SFS as in the previous experiments. However, in all cases, HI-Sky performed better than other methods because the distribution of the real world dataset greatly influenced by the pruning of data space and the elimination of unnecessary dominance test between the GLADs.

![Figure 12. The experimental results using a real dataset.](image)

5. Conclusions

In this paper, we proposed a hash index structure and a special hash key for a skyline query method called HI-Sky, which reduces unnecessary dominance tests through a hash index and grid partitioning-based approach. For this purpose, we showed the theoretical background of HashGrid, a new hash index, and GLAD, a hash key used in the corresponding index structure. The theoretical background of HI-Sky, which efficiently computes the skyline using HashGrid, was presented. It was also tested through experiments against state-of-the-art methods. The results showed that HI-Sky can generate indices faster than other methods and can perform faster skyline query processing at higher dimensions by effectively reducing the number of dominance tests. This is because HI-Sky has an indexing method called HashGrid and a hash key called GLAD that enable data space pruning where a skyline cannot occur, eliminating unnecessary dominance tests when dominance cannot occur. Therefore, HI-Sky can process skyline queries more efficiently than other methods. To solve the data skewness problem, in the future work, we are planning to apply a method like box-counting [36]. The box-counting determines the data skewness based on number of grids that are penetrated by data points. This feature can be utilized in HI-Sky to make it choose the best np by itself. In addition, we are planning to utilize a system like SpatialHadoop [25,26] to extend HI-Sky into a distributed environment.
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