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We give a new simple derivation for the sine-Gordon description of Berezinskii-Kosterlitz-Thouless(BKT) phase transition (is driven by vortices). Our derivation is simpler than traditional derivations. Besides, our derivation is a continuous field theoretic derivation by using path integration, different from the traditional derivations which are based on lattice theory or based on Coulomb gas model. Our new derivation rely on Abelian duality of two dimensional quantum field theory. By utilizing this duality in path integration, we find that the vortex configurations are naturally mapped to exponential operators in dual description, these operators are the vortex operators that can create vortices, the sine-Gordon description then naturally follows. Our method may be useful for the investigation to the BKT physics of superconductors.
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1. Introduction

The Berezinskii-Kosterlitz-Thouless (BKT) phase transition is the unique transition where vortices plays the main role. This transition can be illustrated by the two dimensional (2D) XY model. It is well known that this model has no spontaneously symmetry broken\[4\][5][6]. But it does exhibit a phase transition without the appearance of a spontaneous magnetization. Its low temperature phase (below a critical temperature $T_c$) contains massless spin waves, and has an algebraic long range order. Its high temperature phase ($T > T_c$) is completely disordered by the Coulomb gases of vortices, leads to an exponential decay of spin-spin correlations, and only short range order can exist. The BKT transition has been argued to be relevant to many phenomena\[7\], for examples, to part of the phase diagram of high Tc superconductors\[8\][9], to the vortex physics of ultracold-atom\[10\][11][12], and to weakly interacting bose gases in 2D (see \[13\] for a review).

It is well known that the BKT transition is beyond ordinary Landau paradigm of continuous phase transitions (which relates phase transition to symmetry breaking). As a result, people traditionally study the BKT transition, not by using continuous field theory, but as a lattice theory (the 2D XY spin model) or as an equivalent Coulomb plasma system\[2\][3]. But the BKT transition can also be described by an effective field theory, the two-dimensional sine-Gordon model \[14\][15]. The traditional derivations for this effective field theory description are via a complicated dual transformation in lattice theory \[16\] or through the Coulomb gas model \[14\][17][18]. In this paper, we try to give a direct continuous field theoretic derivation, by further developing the path-integral formulation of the Abelian-duality of two dimensional quantum field theory \[19\]. Our new derivation is elegant and simpler than traditional derivations. In our derivation, by using path integration, the vortex configurations can be naturally mapped to exponential operators (the
vortex operators) in dual description. Then, the vortex and anti-vortex gases are naturally mapped to a cosine interaction term, the sine-Gordon description of BKT physics thus follows.

Since the sine-Gordon description has been used to investigate the BKT physics of quasi-two-dimensional superconducting systems [18], such as the layered superconductors [20], the two-dimensional superconductors at finite magnetic field [21], and to investigate the energy needed to create a vortex core in bilayer films of cuprates [22], we can naturally expect that our new method may cast some lights on these problems [23]. On the other hand, most ultracold-atom experiments on BKT physics of vortices [10] [11] [12] [24] [35] are concentrated on interacting Bose gas in a two dimensional harmonic trap, in contrast to the infinite uniform system, in these cases our new method may be much more convenience for theoretical analysis than usual methods [23] [37].

The present paper will be organized as following, in next section, we’ll give our new simple derivation for the sine-Gordon description of BKT transition (this is the content of subsection 2.3), to achieve this, we will firstly develop the Abelian duality and the vortex operator description for vortices, this is the contents of subsection 2.2 and 2.3. In section three, we’ll revisit the BKT transition based on the sine-Gordon model, a detail renormalization group analysis will be included in for completion. In last section, we summarized our results and give an outlook for further developments.

2. Vortex Operator and sine-Gordon Description of BKT Transition

2.1. Continuous Field Theory Description for BKT Transition

In this subsection, we’ll develop a continuous field theoretic description for BKT transition by using path integration. We’ll begin from the two-dimensional XY model to set our conventions, but our description is essentially based on continuous field theory and does not rely on the lattice theory of XY model.

The two-dimensional XY model is a system of spins constrained to rotate in the plane of the lattice with spacing $a$. This model is described by the partition function [38]

$$Z = \int_{-\pi}^{\pi} \prod_x \frac{dA_x}{2\pi} \exp\left[\frac{\beta}{2\pi} \sum_{x,\delta} (S_x \cdot S_{x+\delta} - 1)\right],$$

$$= \int_{-\pi}^{\pi} \prod_x \frac{dA_x}{2\pi} \exp\left[\frac{\beta}{2\pi} \sum_{x,\delta} (\cos(A_x - A_{x+\delta}) - 1)\right].$$
Here $x$ denotes a site of the 2D lattice, $\delta$ is a unit vector connecting this site with one of its nearest neighbors, and $\beta = 1/T$ is the inverse temperature. Where $A_x \sim A_x + 2\pi$ is the angle that the $x$-th spin makes with some arbitrary axis, and we have normalised $|S_x| = 1$.

Since we only interest the long-distance behaviors of this system, we can develop a continuous field theoretic description for it, in this description, only slowly varying configurations will give significant contributions to the partition function so that we may expand the action up to terms quadratic in the angles $A_x$

$$S = \frac{1}{4\pi T} \sum_{x, \delta} (A_x - A_{x+\delta})^2 \approx \frac{1}{4\pi T} \int_{\mathbb{R}^2} \| dA \|^2$$

(2.2)

where $A(x) \sim A(x) + 2\pi$ is a continuous scalar field, $dA = \frac{\partial A}{\partial x^i} dx^i$ is the wedge differential of $A$, and $\| dA \|^2 = (dA) \wedge (dA)$, here $\wedge$ is the Hodge star operator of two dimensions, and $\wedge$ stands for the wedge product of differential forms. If we ignore the periodicity of the angular variable $A$ at first (hence we ignore vortex configurations), then the partition function of the system can be given as an appropriate path integral of $A$ field, with weight $W[A]$,

$$W[A] = \exp \left[ -\frac{1}{4\pi T} \int_{\mathbb{R}^2} \| dA \|^2 \right].$$

(2.3)

To account for the periodicity of $A$, we must sum over certain singular configurations (in the continuous field theoretic description) carrying nontrivial topological numbers. That is, we should allow field $A$ to be a multi-valued function, so that it may have $2\pi$ jumps at certain branch cuts. These field configurations stand for the vortex excitations.

Now we’ll describe how to handle the vortex configurations, in the $A$ field path integration. When there is a vortex singularity at point $p$, we draw an infinite small circle $C_p$ around $p$ counterclockwise, cut out the inner of $C_p$ – to get rid of the vortex singularity – and replace the path integration over the field configuration on this inner patch by a small constant $g$, which stands for the contribution of the inner of a vortex. After that we take the configuration of $A$ along $C_p$ (this configuration is determined by the vortex located at $p$) as the boundary condition for the $A$ field configuration at the outside of $C_p$, and we’ll perform the path integral at the outside of $C_p$ with this vortex boundary condition. Thus the total contribution of a vortex configuration, to the path integral, is the multiplication of this outer patch path integration and the inner patch contribution $g$.

In fact, for a $n$-vortex, located at $p$, carrying topological quantum number (winding number) $n \in \mathbb{Z}$, we have

$$\int_{C_p} \frac{F_A}{2\pi} = n,$$  

(2.4)
where $F_A = dA$. Thus, for this vortex, the $A$ field boundary condition along $C_p$ can be simply described as: the value of $A$ will increase $n2\pi$ after walking around $C_p$ a circle counterclockwise. If $n$ is negative, we will call this $n$-vortex as an anti-vortex.

For the vortex with topological winding number 2, 2-vortex, we can image that it is composed of two tightly bound 1-vortices. However, because vortex-vortex interaction is always mutually repulsion as we will see in subsection 2.3, the two composite 1-vortex always tend to separate from each other, thus the unbound configuration have lower energy and higher weight in the path integration. The same arguments can also be applied to vortices and anti-vortices with higher winding numbers. Therefore, we can ignore the contributions, to the partition function, of all higher vortices with topological quantum numbers greater than one (or anti-vortices with winding numbers smaller than minus one), but only include the contributions of well separated 1-vortices, and 1-anti-vortices ($-1$-vortices), they form a kind of dilute gas.

For each dilute gas with $m$ 1-vortices and $n$ $-1$-vortices, we can perform the corresponding path integral, which is a generalization of the path integration with single vortex, that we have described the prescription for it. Finally, we will sum over the contributions of all the dilute gases with different numbers of vortices and anti-vortices, including the contributions with no vortices, end up with a 1-vortices approximate partition function $Z_{1\text{vortices}}$:

$$Z_{1\text{vortices}} = \sum_{m,n} \frac{1}{m!} \frac{1}{n!} g^{m+n} \int_{m,n} [DA] \exp \left[ -\frac{1}{4\pi T} \int_{R^2} \|dA\|^2 \right], \tag{2.5}$$

where $\int_{m,n} [DA]$ stands for the path integration over the $A$ field configurations at the outside of each 1-vortex and of each $-1$-vortex, with corresponding vortex boundary conditions at the infinite small circles. Noticing that the position coordinates of each vortex and each anti-vortex must be integrated too, since the vortices located at different positions stand for different configurations. The factors $\frac{1}{m!}$ and $\frac{1}{n!}$ in (2.5) come from the permutations of identical vortices and identical anti-vortices respectively, and the factor $g^{m+n}$ comes from the inner configurations of these $m$ vortices and $n$ anti-vortices. Where we have use the symbol $Z_{1\text{vortices}}$, to remind us that we have made 1-vortices (and $-1$-vortices) and dilute gas approximation.

In the following two subsections, we’ll carry out the path integral in (2.5), by developing the Abelian duality [19] and vortex operator description to the vortices.
2.2. Abelian Duality

In this subsection, instead of the $A$ field description to BKT transition that we have described in 2.1, we’ll develop a dual description in terms of some $B$ field by utilizing the two dimensional Abelian duality\[19\]. The main idea is, in short, to transform the vortices in $A$ field description to some vortex operators in dual description.

We begin from the configurations without vortices, by noticing that the path integration $\int [DA]W[A]$ is equivalent to

$$Z = \int [DA]DB] \exp \left[ \frac{i}{2\pi} \int_{R^2} (dB \wedge F_A) \right] W[A],$$

(2.6)

where $F_A = dA$, and we have normalized field $B$ to have periodicity $B \sim B + 2\pi$. This equivalence can be seen by noticing that the exponential factor in (2.6) is automatically trivial by integrating by part, thus the path integral over $B$ only contribute a trivial infinite constant, which can be regularized easily.

Now we exchange the order of $A$, $B$ functional integrations. Note that the functional integration over $A$ is basically the same as the functional integration over $F_A = dA$, since the $A$ field configurations are topologically trivial. Therefore, we firstly perform the integration over $dA$ in (2.6), the result, ignoring a constant factor that comes from the gaussian integration over $dA$, is

$$Z = \int [DB] \exp \left[ -\frac{T}{4\pi} \int \| dB \|^2 \right].$$

(2.7)

In other words, the partition function $\int [DA]W[A]$ (without vortices) is completely equivalent to (2.7), a functional integration over a dual field $B$.

To become familiar with this duality transformation, we’d like to work out another example, we’ll calculate the path integral $\int [DA](dA)W[A]$, with insertion $dA$. By using the duality transformation as above, we can see that $\int [DA](dA)W[A]$ is equivalent to

$$\int [DB](iT \ast dB) \exp \left[ -\frac{T}{4\pi} \int \| dB \|^2 \right].$$

(2.8)

With these preparations, we can now reexpress the $A$ field path integration with 1-vortex boundary conditions as the dual $B$ field path integration with appropriate local operator insertions, these local operators are the vortex operators that can create vortices. These are the content of next subsection.
2.3. Vortex Operator and sine-Gordon Description

We can now derive a dual $B$ field description for $Z_{1\text{vortexes}}$ (2.3), it turns out to be the sine-Gordon description for BKT transition. To achieve this, we firstly calculate the contribution of a single 1-vortex.

We recall that, in $A$ field description, a single 1-vortex located at $p$ is a vortex boundary with corresponding boundary condition at the infinite small circle $C_p$ (the inner of $C_p$ has been cut out and replaced by a factor $g$). After walking along $C_p$ a circle counterclockwise, the value of $A$ will increase $2\pi$. We’ll denote the $A$ field path integral with this vortex boundary condition as $Z[C_p]$.

To proceed, we’ll denote the space at the outside of $C_p$ as $C \times \mathbb{R}^+$, and will pick a right hand orientation on it. Obviously, as the boundary of $C \times \mathbb{R}^+$, the considered 1-vortex boundary has a correlated clockwise orientation, we’ll denote this boundary as $C_p^-$, the superscript $-$ is used to indicate its clockwise orientation. We then consider the exponential factor

$$\exp \left[ \frac{i}{2\pi} \int_{C \times \mathbb{R}^+} dB \wedge F_A \right].$$

One can rewrite this factor as $\exp \left[ \frac{i}{\pi} \int_{C \times \mathbb{R}^+} d(BF_A) \right]$, which can be integrated (at the boundary $C_p^-$) as

$$\exp \left[ iB(p) \int_{C_p^-} F_A \frac{1}{2\pi} \right],$$

since $C_p^-$ is an infinite small circle. By noticing that $C_p^-$ is the vortex boundary of the considered 1-vortex, but with clockwise orientation, we have $\int_{C_p^-} F_A / 2\pi = -\int_{C_p} F_A / 2\pi = -1$, thus

$$\exp \left[ iB(p) \int_{C_p^-} F_A \frac{1}{2\pi} \right] = \exp \left[ -iB(p) \right].$$

Obviously, one can cancel this final result by multiplying an additional factor $\exp [iB(p)]$ to the exponential (2.3), thus

$$\exp [iB(p)] \exp \left[ \frac{i}{2\pi} \int_{C \times \mathbb{R}^+} dB \wedge F_A \right] = 1.$$

From these discusses, we can see that the $A$ field path integral $Z[C_p]$ is equivalent to the following path integral

$$Z[C_p] = \int [DADB] \exp [iB(p)] \exp \left[ \frac{i}{2\pi} \int_{C \times \mathbb{R}^+} (dB \wedge F_A) \right] W[A],$$
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since the path integration over $B$ is trivially an infinite constant (due to (2.12)) that can be easily regularized. After exchanging the integral order of $A, B$ functional integrations and carrying out the $A$ field integration, just like we have done in subsection 2.2, we can get (ignoring an irrelevant constant that comes from the gaussian integration of $dA$)

$$Z[C_p] = \int [DB] \exp[iB(p)] \exp \left[ -\frac{T}{4\pi} \int_{\mathbb{R}^2} \|dB\|^2 \right]. \quad (2.14)$$

The above derivation tells us that, in $B$ field description, a single 1-vortex located at $p$ can be created out by inserting a local operator $\exp[iB(p)]$ in $B$ field path integral. Likewise, to create a single $-1$-vortex at $p$, one should insert a local operator $\exp[-iB(p)]$. In general, a $m$-vortex located at $p$ is created by exponential operator $\exp[imB(p)]$. These exponential operators are the vortex operators.

As an exercise, we can calculate the potential energy $U_{eff}(x)$ and the force $F(x)$ between a $m$-vortex located at $x$ and a $n$-vortex located at the origin 0. Obviously, $U_{eff}(x)$ is determined, in $B$ field description that we just developed, by a two points correlation function of vortex operators

$$\exp[-\beta(U_{eff}(x) + U_L)] = \langle \exp[iB(x)] \exp[iB(0)] \rangle, \quad (2.15)$$

where the adjustable constant $U_L$ is introduced to set $U_{eff}(L) = 0$, $L$ denotes the space length of the considered system. One can easily find $U_{eff}(x) = \frac{mn}{2} \ln(L^2/x^2)$, which is the 2D Coulomb potential between an electric charge $m$ and and an electric charge $n$. The force $F(x)$ is $F(x) = mn/|x|$, which is repulsion when $m, n$ have the same sign (two vortices or two anti-vortices), otherwise is attractive (a vortex and an anti-vortex). This will lead to the Coulomb gas description of the planar XY model[2].

We can now reformulate $Z_{1\text{vortices}} (2.5)$, by utilizing the vortex operator descriptions for 1-vortex and $-1$-vortex, as

$$Z_{1\text{vortices}} = \sum_{m,n} \frac{1}{m!} \frac{1}{n!} g^{m+n} \int [DB] \int d^2x_1 d^2x_2 \cdots d^2x_m \exp[i \sum_{i=1}^m B(x_i)] \cdot \int d^2x_1' \cdots d^2x_n' \exp[-i \sum_{j=1}^n B(x_j')] \exp \left[ -\frac{T}{4\pi} \int_{\mathbb{R}^2} \|dB\|^2 \right], \quad (2.16)$$

where $x_i, x'_j$ stands for the positions of $i$-th vortex and $j$-th anti-vortex respectively. And we have integrated over the position coordinates of vortices to account for the total contributions of all possible configurations.
It seems that there are contributions from any configurations with arbitrary \( m \) 1-vortices and arbitrary \( n \) \(-1\)-vortices, but in fact only the neutral configurations with equal number of 1-vortices and \(-1\)-vortices can have nonzero contributions. This can be seen by firstly integrating out the zero mode of \( B \) field in the path integration of \( (2.16) \). Thus, one need only consider the neutral Coulomb gas of vortices and anti-vortices.

But if we firstly carry out the summation over non-negative integers \( m, n \), in \( (2.16) \), we can reexpress \( Z_{1\text{vortexes}} \) as

\[
Z_{1\text{vortexes}} = \int [DB] \exp \left[ -\frac{T}{4\pi} \int_{\mathbb{R}^2} \| dB \|^2 + g \int_{\mathbb{R}^2} \cos(B) \right].
\]

(2.17)

This is a two-dimensional sine-Gordon model, the well known effective field theory description \([14][15]\) for BKT phase transition. Thus, we have arrived at our mainly purposes of the present paper, that is to provide an elegant new derivation for the sine-Gordon description for BKT transition, our derivation is directly based on continuous field theory rather than based on the lattice theory or based on Coulomb gas model.

3. BKT Phase Transition Revisit

We now revisit the BKT phase transition, by utilizing the sine-Gordon description \((2.17)\). All the results of this section can be compared to the literatures\([2][3][14][15]\). From the expression \((2.17)\) of \( Z_{1\text{vortexes}} \), one can see that, at extremely low temperature, \( B \) field fluctuations are very large, these fluctuations will erase the contributions of vortices. Thus, at extremely low temperature we can completely ignore vortices and anti-vortices. The spin-spin correlation can then be easily calculated within \( A \) field description \((2.3)\)

\[
\langle \exp[iA(x)] \exp[-iA(0)] \rangle \sim \left( \frac{1}{x^2} \right)^{T/2}.
\]

(3.1)

While at high temperature, phase rigidity of \((2.17)\)is large, the cosine term becomes important, thus field \( B \) is classically fixed at 0. In this case one can expanse field \( B \) around 0 in \((2.17)\), to see that the system is gaped, and the order of the system is short range.

To determined the critical temperature \( T_{c,g=0} \) at \( g = 0 \), we’ll view the effective theory \((2.17)\) as a \( g \cos(B) \) perturbation to the free field theory with action \( S_0 = \frac{1}{4\pi\beta} \int_{\mathbb{R}^2} \| dB \|^2 \), the critical temperature is at the value to make the \( \cos(B) \) deformation marginal, hence the conformal weight \( \Delta = \beta/2 \) of \( \cos(B) \) becomes 2. This gives us

\[
1/(2T_{c,g=0}) = 2, \quad T_{c,g=0} = 1/4.
\]

(3.2)
Furthermore, at the vicinity of $g = 0$, one can calculate the renormalization group (RG) flow of the dimensionless coupling constant $y = ga^2$ (to first order of $y$), this flow should be proportional to $x = \Delta - 2 = \beta/2 - 2$ since $\Delta = 2$ makes $y \cos(B)$ marginal. A detail perturbation calculation tells us

$$dy = -xyd\ln a. \quad (3.3)$$

We can see that, when $T < 1/4$, $x > 0$, $y \cos(B)$ is irrelevant, at long distance the RG will flow to a conformal field theory (CFT) of a free boson, and there is an algebraic long-range correlation between two $SO(2)$ spins (3.1). In fact, in this case, the vortex and anti-vortex excitations will be paired up and combined into neutral dipoles (due to the Coulomb attraction between them), and the system is dielectric. Such dipoles only have negligible influence to the thermodynamical behavior of the system. While, when $T > 1/4$, $x < 0$, the vortex perturbation $y \cos(B)$ is relevant, the system has an energy gap, the RG will flow to trivial at long distance. In this case, the dipoles will dissociate, form a plasma of vortices and anti-vortices, and a screening length will be generated dynamically. When $T = 1/4$, $x = 0$, $y \cos(B)$ is marginal, if $y = 0$, the system will flow to a $Z_2$ orbifold CFT [39].

At the vicinity of fixed point $x = \beta/2 - 2 = 0$, $y = 0$ (hence $T = 1/4$, $g = 0$), one can also calculate the RG flow of $x$ to second order of $y$ and $x$, with the result

$$dx = -Cy^2d\ln a, \quad (3.4)$$

where $C$ is a positive constant which can be set to any positive number by changing the scale of the length scale $a$. By utilizing the set of differential equations (3.3) and (3.4), one can get a better understanding to the low temperature ($T < T_c$) behaviors and high temperature ($T > T_c$) behaviors of the system [14][15]. At the critical temperature $T_c$, the system will flow to the fixed point $x = y = 0$, where the theory is described by a $Z_2$ orbifold CFT. In A field description, this CFT can be described as path integral over $W[A]$ (2.3) with $T = 1/4$. Thus the critical index $\eta$ of the spin-spin correlation at $T_c$ will be $\eta = 1/4$.

As we have stressed, in deriving the effective theory (2.17), we have made 1-vortex approximation. It is natural to expect that di-vortices will contribute a similar term $g_2 \cos(2B)$ with a much smaller factor $g_2 \ll g$. When the temperature is raised to 1, $\cos(2B)$ will become relevant too. Therefore, our 1-vortex approximation works only when $T$ is less than 1.
4. Summary and Outlook

We have given a simple new derivation for the sine-Gordon description of the BKT phase transition, by using the path integral formalism of the Abelian duality of two dimension quantum field theories. Our derivation is directly based on continuous field theory rather than on lattice theory or Coulomb gas model. In our formulation, the \( n \)-vortex configuration in \( A \) description is mapped to the vortex operator \( \exp[inB(p)] \) in dual \( B \) description (where \( n \in \mathbb{Z} \) is the winding number of the \( n \)-vortex), and the contributions of neutral vortex anti-vortex gases are naturally mapped to a cosine term \( g \int \cos(B) \). Hence, the sine-Gordon description follows. Based on this effective field theory description, we revisited the renormalization group analysis of the BKT transition in detail, and we also derived the critical index \( \eta = 1/4 \) of the spin-spin correlation, our results are consistent with the literatures.

Furthermore, since the sine-Gordon description has been applied to investigate the BKT physics of quasi-two-dimensional superconductors \[18\], it is natural to expect that our new method based on path integral formulation of the Abelian duality and vortex operators may cast some lights on these problems\[23\]. On the other hand, the likewise Abelian duality may be developed for two dimensional field theories in a trap\[23\], thus our methods may be used to the theoretical analysis for recent ultracold-atom experiments on vortex physics of BKT transition\[10\]-\[12\],\[24\]-\[32\], since these experiments are concentrated on interacting Bose gas in a two dimensional harmonic trap, in contrast to the infinite uniform system.
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