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Abstract

Previous feature alignment methods in Unsupervised domain adaptation (UDA) mostly only align global features without considering the mismatch between class-wise features. In this work, we propose a new coarse-to-fine feature alignment method using contrastive learning called CFContra. It draws class-wise features closer than coarse feature alignment or class-wise feature alignment only, therefore improves the model’s performance to a great extent. We build it upon one of the most effective methods of UDA called entropy minimization [47] to further improve performance. In particular, to prevent excessive memory occupation when applying contrastive loss in semantic segmentation, we devise a new way to build and update the memory bank. In this way, we make the algorithm more efficient and viable with limited memory. Extensive experiments show the effectiveness of our method and model trained on the GTA5 [39] to Cityscapes dataset has boost mIoU by 3.5 compared to the MinEnt algorithm [47]. Our code will be publicly available.

1 Introduction

Nowadays, semantic segmentation based on deep learning models has been a great success through deeper models like deeplabv3 [44] and large datasets like PASCAL VOC [16], COCO [54], so forth. However, it takes great effort to label images correctly [39]. The more convenient alternative is to transfer knowledge from the domain where the labels are generated through computer graphic techniques, like GTA5 [39] dataset or SYNTHIA [40] dataset. However, due to the domain discrepancy between real and synthetic datasets, the hypothesis that the training data and testing data share the same distribution is no longer true and the generalization ability of models trained on synthetic data degrades drastically on data in the target domain.

One of the most important underlying problems of domain discrepancy is the mismatch between feature distributions across domains. There are numerous methods aligning feature distributions in various ways including matching the distribution of input image through style transfer [36, 48, 24, 3, 19], the distribution of features via discriminator [25, 18] or losses [43], and distribution of labels through classifiers [17, 13, 33, 45]. However, these methods only minimize the global distance between domains without thinking about the mismatch between class-wise features in the target domain and source domain. There are other algorithms [50, 31, 35, 41, 30] aligning class-wise features using two classifiers based adversarial training or designed losses together with complicated training scheme. The two classifier idea is especially elegant and thought-provoking.

However, previous class-wise feature alignment algorithms are either too complicated to train or unable to produce robust results due to the adversarial training. Therefore, we designed a coarse-to-fine feature alignment method using contrastive loss combined with style transfer. It is directly trained on transferred images and aligning features through optimizing the contrastive loss without an adversarial network. Therefore, our network is easy to train and experiments show its robustness and
Figure 1: Example of the feature movement in the feature space through CFContra. The original Data part shows massive amounts of target samples are misclassified due to domain discrepancy. Through style transfer, more but not all of the target features can be correctly classified out of global feature alignment. Then by optimizing contrastive loss, features become more concentrated thus easier to distinguish. Through previous misclassified target, we are able to tell the movement of features within each step. Finally, we minimize entropy to move the decision boundary away from features and further increase segmentation accuracy.

We build our method upon the entropy minimization [47] algorithm. This algorithm represents the state-of-the-art performance in UDA, and at the same time, provides a powerful performance boost upon the feature alignment method. The entropy minimization algorithm minimizes the entropy of the predictive vectors to increase the gap between features and the decision boundary. In this way, it improves the model’s generalization ability. Combining our method with entropy minimization, we pull the decision boundary further and boost the performance.

Specifically, we first transfer images from the source domain to the target domain using adaptive instance normalization (AdaIN) [26] based style transfer [32], which is light-weight compared to other style transfer methods [53, 27]; Then we extracted class centers of the source domain and assign pseudo-labels to target features using the transferred images. We assign pseudo-labels based on the hypothesis that features of the same class across domains are closer to each other; Afterwards, we build the memory bank for each category in the source domain and target domain respectively. Therefore we can compare the representative feature center of the whole dataset with features in each image batch and improve the stability of comparison; Finally, we build contrastive loss, entropy loss, and cross-entropy loss for optimization. After optimization, features are concentrate within each class and well separated from features of other categories, thus distinguishable for the classifier. We present Figure 1 to illustrate each step’s impact on feature alignment and decision boundary.

In particular, contrastive learning in semantic segmentation can be hard to train due to the massive amounts of memory occupation when every pixel counts as an instance. We make the training process viable and improve the model’s performance through two tricks: Firstly, we ignore hard pixels in the target domain which is close to several centers in the early stage, and exploit it later when features are drawn closer to the center through the training. Secondly, we update the memory center using the average of class-wise features in the same batch rather than
every feature to decrease computation complexity greatly and achieve a huge runtime cutup.

A great number of experiments show that our algorithm outperforms the original entropy minimization algorithm and other state-of-the-art feature alignment methods. \cite{50, 48, 24} to a great extend. Also, Experiments show that our coarse-to-fine feature alignment method pulls class-wise features closer and performs better on the target domain than the global feature alignment method or class-wise feature alignment method. Therefore, each of our modules plays an important role in our algorithm. In summary, our main contribution is two-fold and summarized in the following:

- Combine contrastive loss and style transfer in semantic segmentation for the first time. Compared to other class-wise feature alignment methods, our coarse-to-fine feature alignment method is easier to train, more robust, and provides state-of-the-art performance.
- Reducing the memory occupation and computational complexity of contrastive learning in semantic segmentation. Through our tricks in building and updating the memory bank, we make contrastive learning feasible and useful in UDA.

## 2 Related Work

### Semantic Segmentation

Semantic segmentation is a pixel-wise classification task used in various applications like autonomous driving, Geo sensing, Precision Agriculture, and so forth. Deep Learning based semantic segmentation has evolved quickly due to the access to large datasets and various network designs \cite{5, 51, 29}.

### Unsupervised Domain Adaptation (DA)

DA algorithms are a group of algorithms that try to transfer knowledge from one or several sources to a related target, which including resample methods, feature alignment methods, and inference-based methods \cite{47}. DA algorithms are of great importance since it helps models to learn new knowledge with ease. In particular, Unsupervised Domain Adaptation transfers knowledge without the need of any new labels, which is especially useful but at the same time challenging.

### Unsupervised Domain Adaptation in Semantic Segmentation

UDA can be used in various tasks including classification \cite{7, 42}, object detection and so on. However, UDA in semantic segmentation can be extremely difficult. It is easy to align class-wise features in classification tasks since each image belongs to only one class. Nevertheless, we do not know which part of image belongs to a certain class for sure in the semantic segmentation task due to the lack of labels. Therefore, it is impossible to align class-wise features 100% correct in semantic segmentation though it plays a key role in domain adaptation.

#### Feature Alignment Method in UDA

There are various ways to apply feature alignment methods in UDA, which can be categorized into alignment in image level, feature level, and label level. Various methods \cite{49, 24, 36} use style transfer based on GAN \cite{20} and cycle-consistent loss \cite{52} to transfer images from the source domain to the target domain; Other algorithms use maximum mean discrepancy loss or classifier based adversarial training to match distribution at feature level; There are also methods think it is more important to match structural information like the semantic labels. To this end, some algorithms combine several of the above methods and align features in both image-level and feature-level.

#### Class-wise Feature Alignment Method in UDA

It is rather significant yet difficult to align class-wise features in semantic segmentation tasks. Only recently, some methods have been proposed to solve this issue. \cite{41, 31} tries to use two classifiers with different angles to build reliable boundaries to separate features in source domain. Combined with adversarial training, the feature extractor will generate target features that lie within the boundary as well, therefore separate features in the target domain. Compared with the above methods, our approach uses contrastive loss without adversarial training or other complex training techniques. Therefore it is easier to train and provides more consistent results.

#### Contrastive Learning in UDA

Contrastive learning \cite{9, 11, 2, 12} first used in self supervised learning to train feature extractor without any labels. It controls feature movement based on the principle that positive samples should stay together while negative samples stay apart. Ideally, optimizing the network through contrastive loss will push and pull features in a hypersphere.

Contrastive Learning in UDA Although contrastive learning was proposed only recently, several work \cite{44} have managed to utilize it in the UDA. Due to its effec-
tiveness in matching features, the contrastive loss was used to maximize the mutual information between label and feature, minimize intra-class distance, and maximize inter-class distance, and so on. However, our approach is the first to our knowledge that uses contrastive learning in semantic segmentation and brings a great boost to the model’s performance.

3 Methods

In this section, we present the details of our method. Firstly, we formulate the problem and explain the basic setting we used; Secondly, we describe our network architecture the procedures in style transfer and constructing contrastive loss step by step. Finally, we present our objective function.

3.1 Problem Formulation

In unsupervised domain adaptation, we have source domain with labels that denoted as \( D_s \), minimize intra-class distance, and maximize inter-class distance \( D_t \), and so on. However, our approach is the first to our knowledge that uses contrastive learning in semantic segmentation and brings a great boost to the model’s performance.

In this section, we present the details of our method. Firstly, we formulate the problem and explain the basic setting we used; Secondly, we describe our network architecture the procedures in style transfer and constructing contrastive loss step by step. Finally, we present our objective function.

3.2 Coarse-to-fine Feature Alignment Network

The overall network architecture of our approach is based on autoencoder and Deeplabv2 and is shown in Figure 2.

3.2.1 Coarse Feature Alignment via Style Transfer

We transfer both source domain images and target domain images to the source domain using pre-trained ADAIN based style transfer network, which view mean and variance of images as style. In the style transfer network, we extract source domain features \( f_s \), target domain features \( f_t \), and map the mean and variance of source domain features to target domain features. Through style transfer, we align global features across domains. The process in the ADAIN module can be written as:

\[
\begin{align*}
    f_s &= \frac{s - \mu_s}{\sqrt{\sigma_s}} \\
    f_t &= f_t * \sqrt{\sigma_t} + \mu_t
\end{align*}
\]

The \( \mu_s, \mu_t, \sigma_s, \sigma_t \) is the mean and the variance of the source domain and the target domain respectively.

To restrain the style and content of the generated image, we train the network using the following content loss and style loss with \( I_{mqf} \) as the generated image and \( f_{tf} \) as its feature:

\[
L_{content} = \frac{1}{H \times W \times C} \sum_{n=1}^{H \times W} \sum_{c=1}^{C} (f_{tf}^{n,c} - f_{sf}^{n,c})^2
\]

\[
L_{style} = \frac{1}{2}((\mu_{tf} - \mu_t)^2 + (\sqrt{\sigma_t} - \sqrt{\sigma_{tf}})^2)
\]

The style transfer network is trained without adversarial losses and based on VGG and a decoder, which is easier to train and light-weight compared to other state-of-the-art style transfer network.
3.2.2 Class-wise Feature Alignment via Contrastive Loss

Aligning class-wise features plays a vital role in domain adaptation since it’s more accurate and helps the model perform better than global feature alignment. Previous work [22] proves that contrastive loss is useful in clustering features. Therefore, we apply the contrastive loss to cluster the class-wise target features and their corresponding source features. We use the InfoNCE [46] with the similarity measure function being the inner product function as our contrastive loss:

\[
L_{contra}^{i} = - \log \frac{\exp(<f(x_i), f(x^+)> / \tau)}{\sum_{k \neq i} \exp(<f(x_i), f(x_k)> / \tau)}
\] (8)

\(f(x_i)\) represents the feature and \(f(x^+)\) is the positive center it needs to align, whereas \(f(x_k)\) represents the negative centers it needs to be drawn away from. And \(\tau\) is the temperature parameter. Through optimizing the contrastive loss, features will be drawn to the center of its label or its pseudo label indicates. Key procedures in constructing contrastive loss include remapping features, pseudo-label assignment, and constructing the memory bank.

Remapping Features in Contrastive Loss: Inspired by other work in contrastive learning [21,8,22], it is important to remap the features used in semantic segmentation and decouple features’ functionality. Therefore, we plug in head modules that contain different layers after the resnet [23] backbone. Thus, segmentation features are different with features used in the contrastive loss. Different design is borrowed from [21,8,22] and described in Table 1.

| Module Name   | Linear | MOCO [22] | BYOL [21] | SIMCLR [8] |
|---------------|--------|-----------|-----------|------------|
| Structure     | Linear | Linear    | Linear    | Linear     |
|               | RELU   | BatchNorm1d | RELU    | BatchNorm1d |
|               | Linear | Linear    | Linear    | Linear     |
|               |        | BatchNorm1d |        | BatchNorm1d |

Table 1: Different structure of head module

Pseudo-label Assignment: Since we do not have labels
in the target domain, each target domain feature will be assigned a pseudo label based on its distance to other source centers. With the hypothesis that features in the same category are close to each other, the label of each target domain feature is the index of source center which the feature is closest to. Furthermore, to increase label accuracy, we ignore features that do not have enough distance differences between source centers. Each center $V_s^i$ and $V_t^i$ are represented by the mean of features in each category of source and target domain, such that we can stabilize the comparing process. And each source center is calculated as:

$$V_s^i = \frac{1}{\sum_{n=1}^{H \times W} I_{y_n^s=i}(y_n^s)} \sum_{n=1}^{H \times W} I_{y_n^s=i}(y_n^s) * f_s^n$$ (9)

where $I_{y_n^s=i}(y_n^s)$ is the indication function and equals 1 only when $y_n^s = i$ otherwise equals 0. It will be abbreviated as $I_{y_n^s=i}$ in the following out of convenience. And $f_s^n$ represents the source domain features extracted by the resnet [23] backbone. Therefore, source centers are calculated by averaging all features in the source domain by category.

Then we calculate the distance between the target features and the source centers. First, we calculate the minimum distance with $f_t^n$ represents the target domain features:

$$d_{min}^n = \min_{i} (\sqrt{f_t^n - V_s^i}))$$ (10)

Then we calculate the second minimum distance with the feature’s closest center indexed by k:

$$d_{secrem}^n = \min_{i \neq k} (\sqrt{f_t^n - V_s^i}))$$ (11)

At last, the target feature will be assigned label k if the difference between distances is larger than a threshold $t$. And we can calculate target centers based on the pseudo labels.

$$y_t^n = \begin{cases} k & |d_{min}^n - d_{secrem}^n| > t \\ -1 & \text{otherwise} \end{cases}$$ (12)

$$V_t^i = \frac{1}{\sum_{n=1}^{H \times W} I_{y_n^t=i}(y_n^t)} \sum_{n=1}^{H \times W} I_{y_n^t=i}(y_n^t) * f_t^n$$ (13)

Note that features with label -1 will not be saved in the memory bank and will be ignored by contrastive loss. In this way, we can save lots of memory occupation of memory bank and increased pseudo-label accuracy. As training proceeds, features will be pulled closer to its center and assigned labels, such that it can be utilized in contrastive loss.

**Construct Memory Bank** With the centers calculated above, our memory bank is built and we use momentum $\alpha$ to update the memory bank. With the memory bank, we can compare features of each batch with global average features. And updating the memory bank with momentum moves centers slowly and stabilizes the clustering process. Furthermore, we update the center using the average of each batch’s data rather than all of the features in each batch, therefore we can reduce computational complexity. The updating process can be written as follows.

First, we calculate the mean $M$ of features in source domain and target domain by category with B being the batch size:

$$M_s^i = \frac{1}{\sum_{n=1}^{H \times W \times B} I_{y_n^s=i}(y_n^s)} \sum_{n=1}^{H \times W \times B} I_{y_n^s=i}(y_n^s) * f_t^n$$ (14)

$$M_t^i = \frac{1}{\sum_{n=1}^{H \times W \times B} I_{y_n^t=i}(y_n^t)} \sum_{n=1}^{H \times W \times B} I_{y_n^t=i}(y_n^t) * f_t^n$$ (15)

Then, we update the memory bank as follows with $\alpha$ represents the momentum:

$$V_t^i = \alpha V_t^i + (1 - \alpha)M_s^i$$ (16)

$$V_t^i = \alpha V_t^i + (1 - \alpha)M_t^i$$ (17)

Normally, we will update the center with every feature in the batch, rather than the average of it. Through the above approximation, we make the training process much more efficient without harming the performance.

**Contrastive loss** With the obtained target center and the source center, our contrastive loss within source domain can be written as:

$$L_{contra}^i(f_t, V_s) = -\log \frac{\exp(<f_t^n, V_s^+>)}{\sum_{i \neq k} \exp(<f_t^n, V_s^i>)}$$ (18)

where $V_s^+$ is the corresponding center $k$ of current feature.
Within the contrastive loss, comparison can intertwine between the source domain and target domain, the contrastive loss that achieved the best performance is:

\[
L_{contra}^i = L_{contra}^i(f_s, V_s) + L_{contra}^i(f_s, V_t) + L_{contra}^i(f_t, V_s) + L_{contra}^i(f_t, V_t)
\]

The overall objective function for each iteration with \(B_s\) and \(B_t\) being the batch size of the source domain and target domain is written as:

\[
L(x_s, x_t) = \frac{1}{|B_s|} \sum_{B_s} L_{CE} + \frac{\lambda_{ent}}{|B_t|} \sum_{B_t} \sum_{h,w} E^{(h,w)}_{x_t} + \frac{\lambda_{contra}}{|B_t|} \sum_{B_t} \sum_{h,w} L_{contra}^{(h,w)}
\]

In total, we train our coarse-to-fine feature alignment network with cross-entropy loss defined in Eq. 1 to build an accurate decision boundary on the transferred source domain. Then we align features with style transfer and contrastive loss defined in Eq. 19. Finally, entropy loss defined in Eq. 2 helps to broaden the gap between the features and the interface.

4 Experiments

In this section, we first compared our algorithm with the MinEnt algorithm [47] we build on, as well as other state-of-the-art feature alignment method. Comparison shows the effectiveness of our algorithm. Then, we use an ablation study to find out the role of each module in our algorithm. At last, we dig into the contrastive loss. We firstly show its clustering effect through the change of losses and pseudo-label accuracy, then we analyze its sensitivity to all kinds of parameters, and finally, analyze the effect of different head modules.

4.1 Datasets

We evaluate our model on the GTA5 [39] dataset to the Cityscapes [14] dataset. The GTA5 dataset contains 24966 images with 33 categories. We use 19 classes which is in common with the categories in Cityscapes and all of the images as the training dataset. The cityscapes dataset contains 2975 images, we use its original training and validation set as training and test set.

4.2 Implementation Details

During style transfer, we scale the images into (512, 1024), and train the network for 160000 iterations with the learning rate equals to 1e-4. We use the model of iteration 160000 as the inference model to generate transferred images.

As for contrastive learning, we scale both the source domain and target domain images into (1280, 640) and train the network with the learning rate equals to 2.5e-4 for 120000 iterations. We set the batch size equals to 1 due to memory limitations, and we set the efficient of cross-entropy loss, entropy loss and contrastive loss as 1, 1e-3, 1e-3 respectively. For contrastive loss, the best result is produced when the threshold, the temperature coefficient, and the momentum for the memory bank are 0.05, 0.07, 0.9 respectively. Experiments are conducted using the model pre-trained on Imagenet [15] and the algorithm is implemented using Pytorch [38] on a single TITAN rtx.

4.3 Main Results

4.3.1 Overall Results

We compared our algorithm with other state-of-the-art algorithms with the same network structure in Table 2. As shown in the table, our method improved the MinEnt method by a large margin, and exceeds other state-of-the-art method like AdaptSegNet [45], DCAN [48], Cycada [24] and CLAN [50] to a great extent as well. Especially, CLAN is a state-of-the-art method in aligning class-wise features, which shows our algorithm’s effectiveness. Compared to other algorithms in class-wise IOU, our algorithms perform better on most classes like road, sidewalk, buildings, fence, vegetation, sky, rider, car, truck, and bike. It illustrates that our CFContra methods help most e classes cluster features no matter how many pixels each class has, and therefore improved accuracy.
### 4.3.2 Ablation Study

As shown in the table 3, adding the style transfer module or adding the contrastive loss alone on top of the MinEnt Algorithm can boost the performance to a great extent. It shows the benefit of both global feature alignment methods. However, simply combine those two feature alignment methods can further boost adaptation performance. This result validates our algorithm and shows the importance of aligning class-wise features on top of aligning global features.

We also present the segmentation result on the same picture with different methods in 3. The comparison shows that through feature alignment, predictions are more clear and more objects can be identified.

| Method          | CE loss | Entropy loss | Pseudo-label acc |
|-----------------|---------|--------------|------------------|
| baseline        | 0.160   | -            | -                |
| MinEnt          | 0.148   | 0.148        | -                |
| CONTRA(intra)   | 0.128   | 0.104        | 45%              |
| CONTRA(all)     | 0.115   | 0.111        | 43%              |
| CONTRA(MOCO)    | 0.112   | 0.09         | 45%              |

Table 4: Change of losses and pseudo-label accuracy with contrastive loss. CONTRA represents we only align class-wise features in the experiment. CONTRA(intra) represents we only cluster features within each domain; CONTRA(all) represents we cluster features within and across domain; CONTRA(MOCO) represents we use MOCO as the head module and cluster features across domains.

### 4.3.3 Analysis on Contrastive Loss

Previously, we analyze contrastive loss’s clustering ability through Eq. [8]. With experiment, more evidences rise up and validate our interpretation. In the Table 5, we listed the change of cross entropy loss, entropy loss and pseudo label accuracy with and without contrastive loss.

As shown in the table, the contrastive loss can further reduce both cross-entropy loss and entropy loss. Cross-entropy loss reflects the accuracy of source domain prediction and entropy loss shows the distance between decision boundary and feature clusters. Furthermore, the pseudo label accuracy, which indicates the percentage of features that have been assigned the correct center, also improves. These shreds of evidence show that by optimizing the contrastive loss we construct, we can bring both source and target domain features close to their corresponding center.

| Method       | CE loss | Entropy loss | Pseudo-label acc |
|--------------|---------|--------------|------------------|
| baseline     | 0.160   | -            | -                |
| MinEnt       | 0.148   | 0.148        | -                |
| CONTRA(intra)| 0.128   | 0.104        | 45%              |
| CONTRA(all)  | 0.115   | 0.111        | 43%              |
| CONTRA(MOCO)| 0.112   | 0.09         | 45%              |

Table 5: Change of losses and pseudo-label accuracy with contrastive loss. CONTRA represents we only align class-wise features in the experiment. CONTRA(intra) represents we only cluster features within each domain; CONTRA(all) represents we cluster features within and across domain; CONTRA(MOCO) represents we use MOCO as the head module and cluster features across domains.

### Parameter Sensitivity Analysis

We shows the sensitivity of contrastive loss to parameters like $\tau$, $\alpha$, $t$, and $\lambda_{contra}$ in the Table 5.

Both the temperature coefficient $\tau$ and weight coefficient $\lambda_{contra}$ have a great impact on the performance, whereas the momentum $\alpha$ and threshold $t$ only change the results slightly. With the contrastive coefficient being too large, the network may overfocus on contrastive loss and move features incorrectly since the pseudo-label is not accurate in the early stage. With in the range we specified in the Table 5, the temperature coefficient is the bigger the better. According to [10], increasing the temperature coefficient concentrate the network on the dissimilarity be-
Figure 3: The segmentation results in the target domain. We compared our algorithm with MinEnt[47] method and direct adaptation. The result shows that through feature alignment, the object edge is refined and prediction within an instance is more consistent.

between negative samples and the distribution differences between negative samples and uniform distribution. By increasing it within the range, We draw negative samples further away from each other thus easier for classifier to distinguish. The results of momentum and threshold ablation experiments shows that the contrastive loss is robust via the shift in these two parameters within the given range.

**Effect of Remapping** We compared different head modules’ effectiveness in our method in Table 6. All of the variants of the head module besides linear module is useful in boosting the performance. The head module named MOCO boost the performance to the greatest extent. It shows that decoupling the features for different tasks is necessary and useful. Since the linear module only scales the features in a given space, it is useless in decoupling therefore useless in improve performance.

5 Conclusion

In this paper, we propose coarse-to-fine feature alignment using contrastive loss called as CFContra in the UDA for semantic segmentation. Compared with other work aligning class-wise features, our method does not need adversarial training or other complicated training scheme, therefore is easy to train and experiments produce robust, state-of-the-art results. Also, we improved both time and space efficiency of contrastive learning through tricks in constructing and updating the memory bank. Further-
| parameter $\tau$ | 0.03 | 0.05 | 0.07 | 0.14 |
|-------------------|------|------|------|------|
| mIOU              | 43.2 | 44.3 | **44.4** | 44.6 |
| parameter $\alpha$ | 0.9 | 0.99 |      |      |
| mIOU              | **44.5** | 44.4 |      |      |
| parameter threshold $t$ | 0.03 | 0.05 |      |      |
| mIOU              | 44.5 | **44.5** |      |      |
| parameter $\lambda_{contra}$ | 0.1 | 0.01 | 0.001 |      |
| mIOU              | 31.6 | 41.3 | **44.5** |      |

Table 5: Parameter sensitivity. Note that the experiment conducted with only class-wise feature alignment and the result slightly dropped compared to the whole algorithm.

| Head Module | None | Linear | SIMCLR | BYOL | MOCO |
|-------------|------|--------|--------|------|------|
| mIOU        | 44.4 | 44.0   | 44.8   | 44.9 | **45.4** |

Table 6: Results on different head layer with class-wise alignment only. None represent we directly use the feature after backbone for both semantic segmentation and contrastive loss. Other variants use the head module its name indicates.

more, we analyze the contrastive loss in various aspects and further understand its clustering ability.
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