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Abstract

One deals with \( r \)-regular bipartite graphs with \( 2n \) vertices. In a previous paper Butera, Pernici, and the author have introduced a quantity \( d(i) \), a function of the number of \( i \)-matchings, and conjectured that as \( n \) goes to infinity the fraction of graphs that satisfy \( \Delta^k d(i) \geq 0 \), for all \( k \) and \( i \), approaches 1. Here \( \Delta \) is the finite difference operator. This conjecture we called the “graph positivity conjecture”. “Weak graph positivity” is the conjecture that for each \( i \) and \( k \) the probability that \( \Delta^k d(i) \geq 0 \) goes to 1 as \( n \) goes to infinity. Here we prove this for the range of parameters where \( r \leq 10 \), \( i + k \leq 100 \), \( k \leq 27 \), or \( i + k \leq 29 \) all \( r \). A formalism of Wanless as systematized by Pernici is central to this effort.

1 Introduction

We deal with \( r \)-regular bipartite graphs with \( v = 2n \) vertices. We let \( m_i \) be the number of \( i \)-matchings. In [1], Butera, Pernici, and I introduced the quantity \( d(i) \), in eq. (10) therein,

\[
d(i) \equiv \ln \left( \frac{m_i}{r^i} \right) - \ln \left( \frac{\overline{m}_i}{(v-1)^r} \right)
\]

where \( m_i \) is the number of \( i \)-matchings for the complete (not bipartite complete) graph on the same vertices,

\[
\overline{m}_i = \frac{v!}{(v-2i)!i!2^i}
\]

We here have changed some of the notation from [1] to agree with notation in [2]. We then considered \( \Delta^k d(i) \) where \( \Delta \) is the finite difference operator, so

\[
\Delta d(i) = d(i+1) - d(i)
\]

A graph was defined to satisfy graph positivity if all the meaningful \( \Delta^k d(i) \) were non-negative. That is

\[
\Delta^k d(i) \geq 0
\]

for \( k = 0, \ldots, v \) and \( i = 0, \ldots, v - k \). We made the conjecture, the ‘graph positivity conjecture’, supported by some computer evidence,
Conjecture 1.1. As $n$ goes to infinity the fraction of graphs that satisfy graph positivity approaches one.

We note some of the impressive results of the numerical study of graph positivity in [1].

1. All graphs with $v < 14$ satisfy graph positivity.
2. When $r = 4$, the first violations occur when $v = 22$ in 2 graphs of the 2806490 graphs with $v = 22$.
3. For $r = 3$, the fraction of graphs not satisfying graph positivity continuously decreases between $v = 14$ and $v = 30$. There is a single violation at $v = 14$.

In this paper we study a weaker conjecture than the graph positivity conjecture. We work with “weak graph positivity”.

Conjecture 1.2. For each $i$ and $k$ one has

$$\text{Prob}(\Delta_k^d(i) \geq 0) \rightarrow 1 \quad \text{as} \quad n \rightarrow \infty.$$  

In fact what we prove is:

Theorem 1.1. If $r \leq 10, i + k \leq 100, k \leq 27$, or $i + k \leq 29$ all $r$, then

$$\text{Prob}(\Delta_k^d(i) \geq 0) \rightarrow 1 \quad \text{as} \quad n \rightarrow \infty.$$  

The paper relies heavily on the work of Wanless, [3], and Pernici, [2], that gives a nice representation of the $m_i$. The restriction to bipartite graphs is mainly because this restriction is made in [1]. In this paper the bipartite nature appears in two places. First, the number of vertices is assumed to be even and second, in eq. (3.8) the lower limit 4 is replaced by 3 if one does not assume the graph is bipartite.

In a previous paper, [6], we gave a “near proof” of weak positivity. We assumed the truth of eq. (3.7) and the “awesome conjecture”, Appendix B. Herein we replace the first assumption by Theorem 3.2, and the second by Theorem B.1. Both Theorem 3.2 and Theorem B.1 were proved, in part, using integer valued computer computation, Theorem 3.2 by Pernici, [2]. Mostly, we follow [6] closely, but with notational changes and organizational rearrangements.

Clearly, further computer work could likely extend the space of parameters for which we can prove weak graph positivity. But the goal of future work is to prove eq. (3.7) and the “awesome conjecture”. Then, maybe to prove graph positivity!

\section*{2 Idea of the Proof}

Suppose we want $\text{Prob}(x > y)$ to be large. We have

$$\text{Prob}(x < y) = \text{Prob}(e^x < e^y).$$  

\begin{equation}
\text{Set} \quad (e^x - e^y) \equiv \alpha_0 \quad \tag{2.2}
\end{equation}

and

$$\text{E}(e^x - e^y) \equiv \alpha. \tag{2.3}$$  
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We will want $\alpha$ to be positive, and in the present work proving this positivity will be a major component. Let

$$E((e^x - e^y)^2) - \alpha^2 \equiv \beta. \quad (2.4)$$

Then, assuming $\alpha > 0$,

$$E((e^x - e^y - \alpha)^2) \geq \alpha^2 \Pr(e^x - e^y < 0). \quad (2.5)$$

And so

$$\Pr(e^x < e^y) \leq \frac{\beta}{\alpha^2}. \quad (2.6)$$

In our problem $\beta$ and $\alpha$ will be functions of $n$, and we’ll want probability to go to zero with $n$ as $n$ goes to infinity.

We turn to the object of study, and perform some simple manipulations, working from eq. (1.1)

$$\Pr(\Delta_k i > 0) = \Pr\left((-1)^k \sum_{\ell=0}^{k} (-1)^\ell \binom{k}{\ell} \ln\left(\frac{m_i + \ell}{m_i + \ell} \cdot \frac{(v-1)^{i+\ell}}{r^{i+\ell}}\right) > 0\right) \quad (2.7)$$

$$= \Pr\left(\sum_{\ell \in \mathcal{L}^+} \binom{k}{\ell} \ln\left(\frac{m_i + \ell}{m_i + \ell} \cdot \frac{(v-1)^{i+\ell}}{r^{i+\ell}}\right) > \sum_{\ell \in \mathcal{L}^-} \binom{k}{\ell} \ln\left(\frac{m_i + \ell}{m_i + \ell} \cdot \frac{(v-1)^{i+\ell}}{r^{i+\ell}}\right)\right) \quad (2.8)$$

where $\mathcal{L}^+$ is the set of odd $\ell$, $0 \leq \ell \leq k$, if $k$ is odd and is the set of even $\ell$, $0 \leq \ell \leq k$, if $k$ is even, and $\mathcal{L}^-$ is defined vice versa.

Returning to the language of (2.1)–(2.6), we set

$$x \equiv \sum_{\ell \in \mathcal{L}^+} \binom{k}{\ell} \ln\left(\frac{m_i + \ell}{m_i + \ell} \cdot \frac{(v-1)^{i+\ell}}{r^{i+\ell}}\right) \quad (2.9)$$

$$y \equiv \sum_{\ell \in \mathcal{L}^-} \binom{k}{\ell} \ln\left(\frac{m_i + \ell}{m_i + \ell} \cdot \frac{(v-1)^{i+\ell}}{r^{i+\ell}}\right) \quad (2.10)$$

and so

$$e^x = \prod_{\ell \in \mathcal{L}^+} \left(\frac{m_i + \ell}{m_i + \ell} \cdot \frac{(v-1)^{i+\ell}}{r^{i+\ell}}\right)^{\binom{k}{\ell}} \quad (2.11)$$

$$e^y = \prod_{\ell \in \mathcal{L}^-} \left(\frac{m_i + \ell}{m_i + \ell} \cdot \frac{(v-1)^{i+\ell}}{r^{i+\ell}}\right)^{\binom{k}{\ell}} \quad (2.12)$$

For each $k$ we will use these expression to study the large $n$ behavior of $\alpha$, $\beta$, and $\beta/\alpha^2$, see (2.3)-(2.6). The proof of Theorem 1.1 follows if $\alpha \geq 0$ and $\beta/\alpha^2 \to 0$.

Note: throughout often the restriction “for $n$ large enough” is understood.

3 The Work of Wanless and Pernici

In [3] Wanless developed a formalism to compute the $m_i$ of any regular graph. We here only give a flavor of this formalism, but present some of the consequences we will use in this paper. For each $i$ there are defined a set of graphs $g_{i1}, g_{i2}, \ldots, g_{in(i)}$. Given a regular graph $g$, one computes for each $j$ the number of subgraphs of $g$ isomorphic to $g_{ij}$, call this $g \parallel g_{ij}$. Then $m_i$ for $g$ is
determined by the \( n(i) \) values of \( g / g_{ij} \). We define \( M_i \) to be the value of \( m_i \) assigned to any graph with all \( n(i) \) values of \( g / g_{ij} \) zero. Such graphs will exist only for large enough \( n \). Initially \( M_i \) is defined only for such \( n \). But it may be extended as a finite polynomial in \( \frac{1}{n} \) to all non-zero \( n \). \( M_i = M_i(r, n) \) is an important object of study to us.

In [2] Pernici systematized the results of Wanless. We now present the very non-trivial computational construction of \( M_i \) from [2] and [3]. One first defines quantities \( u_s(r) \), \( s \geq 2 \) by

\[
T_r = \frac{2(r - 1)}{2(r - 1) - r + r\sqrt{1 - 4x(r - 1)}}. \tag{3.1}
\]

\[
u_s(r) = \begin{bmatrix} x_s \end{bmatrix} T_r. \tag{3.2}
\]

The notation is slightly changed from [2]. The expression \( [x^s]f \) for a series, \( f \), in \( x \) is defined as the coefficient of \( x^s \) in the series \( f \). Then one has

\[
M_j = [x^j] \exp \left( nr - \sum_{s \geq 2} \frac{nu_s(r)}{s} (-x)^s \right). \tag{3.3}
\]

Defining quantities \( a_h(r, j) \) one has the expressions

\[
M_j = \frac{n^j r^j}{j!} (1 + H_j) \tag{3.4}
\]

\[
H_j = \sum_{h=1}^{j-1} \frac{a_h(r, j)}{n^h} \tag{3.5}
\]

that exhibit the structure of \( M_j \) especially in so far as powers of \( n \). It is important to keep in mind often that

\[
a_0 = 1, \quad a_h = 0 \text{ if } h \geq j.
\]

In [2], Pernici via a clever formal computation (not rigorous) derives the equations

\[
[j^k n^{-h}] \ln \left( 1 + H_j \right) = [j^k n^{-h}] \ln \left( 1 + \sum_{s=1}^{j-1} \frac{a_s(r, j)}{n^s} \right) = 0, \quad k \geq h + 2 \tag{3.6}
\]

\[
[j^{h+1} n^{-h}] \ln \left( 1 + H_j \right) = [j^{h+1} n^{-h}] \ln \left( 1 + \sum_{s=1}^{j-1} \frac{a_s(r, j)}{n^s} \right) = \frac{1}{(h+1)\delta} \left( \frac{1}{x^h} - 2 \right) \tag{3.7}
\]

equations (16) and (17) of [2]. Here \([x^a n^{-b}]f\) is an obvious generalization of \([x^s]f\). The status of these equations (3.6), (3.7) is as follows. First, (3.6) is true and in fact we have a stronger result.

**Theorem 3.1.** Equation (3.6) holds if \( M_j \) is calculated from (3.3) with any values for the \( u_s \), \( s \geq 2 \), not necessarily the values given by (3.1), (3.2).

This is proven in Appendix A, using a major contribution from Robin Chapman, [5]. As to equation (3.7) we certainly believe it always holds. But we only claim the cases proved in the next theorem.

**Theorem 3.2.** For \( r \leq 10 \) and \( j \leq 100 \), and for \( j \leq 29 \) and all \( r \), equation (3.7) holds.
Pernici proved this for $r \leq 10$ and $j \leq 100$ using computer computation. See the end of Section 2 in [2]. The additional region was proved by me in [10], also by computer computation. We note that Theorem 3.2 yields inductively values of $a_k(r, j)$ for $k \leq 100$, $j \leq 100$, $r \leq 10$. One should see [2] for a logical development of this and Theorem 3.2. A useful inductive deduction from Theorem 3.1 is that $a_k$ is a polynomial of degree at most $2k$.

We set $M_0 = 1$ and $M_s = 0$ if $s < 0$. Then $m_j$ is recovered from $M_j$ by the formula

$$m_j = \exp\left(\sum_{s \geq 4} \frac{\varepsilon_s}{2s} (-\hat{x})^s\right) M_j$$

(3.8)

eq. (11) of [2]. Here

$$\hat{x} M_j = M_{j-1}$$

(3.9)

$\varepsilon_s$ for a graph $g$ is a linear function of a finite number of $g / \ell_i$, $\ell_i$ a set of given graphs, the 'contributors'. The only thing we need to know is that for any given product of $\varepsilon_s$'s, $\prod_i \varepsilon_{s(i)}$, one has that

$$E\left(\prod_i \varepsilon_{s(i)}\right) \leq C$$

(3.10)

i.e. it is a bounded function of $n$. Here as everywhere in this paper the expectation is the average value of the function over all $r$ regular bipartite graphs of order $2n$.

The result one needs to see this is that the number of $s$-cycles are independent Poisson random variables of finite means in the fixed $r$, $n$ goes to infinity limit, [4]. The needed extension to the bipartite case was done by Wormald, [9]. One then uses the fact that the $\ell_i$ and $g_{ij}$ graphs discussed above all are either single cycle or multicyle in nature.

Working from eq. (3.8) one can arrange the resultant terms arising into the following expression for $m_j$

$$m_j = \frac{n! r^j}{j!} \left(1 + \hat{H}_j\right)$$

(3.11)

$$\hat{H}_j = \sum_{h=1}^{j-1} \frac{a_h(r, j, \{\varepsilon_i\})}{n^h}$$

(3.12)

$m_j$ is a function on graphs, eq. (3.8) or eq. (3.11)-(3.12) in turn expresses $m_j$ as a polynomial in the $\{\varepsilon_i\}$, these also functions on the graphs. We will be dealing with expectations of polynomials in the $\{m_j\}$, for example eq. (4.3). We make the important observation that, for the sum in eq. (3.12) appearing in an expectation, the $n$ dependence of the $\varepsilon_i$ does not effect the formal expected asymptotic expansion by powers of $1/n$, from the discussion surrounding eq. (3.10).

4 Some simple reorganization

We define

$$1 + K_i \equiv \frac{(v-1)^i}{r^i} \cdot \frac{(v-2i)! 2^i}{v!} \cdot \frac{r^i n^i}{i!}$$

(4.1)

using notably eq. (1.2). Then with

$$a_0 = \left(\prod_{\ell \in \mathcal{L}^+} \left((1 + H_{i+\ell})(1 + K_{i+\ell})\right)^{(\ell)}\right) - \left(\prod_{\ell \in \mathcal{L}^-} \left((1 + H_{i+\ell})(1 + K_{i+\ell})\right)^{(\ell)}\right)$$

(4.2)
\( \alpha \) becomes
\[
\alpha = E(\alpha_0) \tag{4.3}
\]
Further we set
\[
1 + K_i \equiv e^{G_i} \tag{4.4}
\]
where
\[
G_i \equiv G_{i,1} + G_{i,2} + G_{i,3} + G_{i,4} + G_{i,5} \tag{4.5}
\]
\[
G_{i,1} \equiv i \ln \left( 1 - \frac{1}{2n} \right) \tag{4.6}
\]
\[
G_{i,2} \equiv (2n - 2i) \ln \left( 1 - \frac{i}{n} \right) \tag{4.7}
\]
\[
G_{i,3} \equiv 2i \tag{4.8}
\]
\[
G_{i,4} \equiv \frac{1}{2} \ln \left( 1 - \frac{i}{n} \right) \tag{4.9}
\]
\[
G_{i,5} \equiv \sum_{j \text{ odd}} c_j \left( \frac{1}{n^j} - \frac{1}{(n-i)^j} \right) \tag{4.10}
\]
We have used the Stirling series to expand \( \ln n! \). We also note that for example \( c_1 = -\frac{1}{24} \). \( K_i \) is easily developed as a series in inverse powers of \( n \).

**Valuable Observation** The convergence problem for series, except inside expectation values, is trivial, since one deals with \( r, j, \) and \( \epsilon_i \) (taken as a number) fixed and \( n \) large enough. BUT, the only expectations we take are of \( \alpha_0 \) and \( \alpha^2_0 \) (for \( \beta \)). And, see (4.2) and the discussion after (3.11)-(3.12), these both are finite polynomials in the \( \{ \epsilon_i \} \) (So to study \( \alpha_0 \) and \( \alpha \) it is a good idea to expand \( \alpha_0 \) in the formal series in powers of \( \frac{1}{n} \) taking the coefficients of the terms through \( \frac{1}{n} \) from eq.(6.2) and the rest of the terms from eq.(4.2).)

### 5 First Identity
We start with some simple manipulations
\[
\prod_i (1 + x_i)^{e_i} = e^{\sum e_i \ln (1 + x_i)} = 1 + \left( \sum e_i \ln (1 + x_i) \right) + \frac{1}{2!} \left( \sum e_i \ln (1 + x_i) \right)^2 + \cdots \tag{5.1}
\]
With the notation
\[
(1 + \hat{H}_i)(1 + K_i) \equiv 1 + U_i \tag{5.2}
\]
we substitute \( U_i \) for \( x_i \) and \( \binom{k}{\ell} \) for \( e_i \) in (5.1.1)
\[
\prod_{\ell \in \mathcal{L}^+} (1 + U_{i+\ell})^{\binom{k}{\ell}} = 1 + t_+ + \frac{1}{2!} t_+^2 + \frac{1}{3!} t_+^3 \cdots \tag{5.3}
\]
where
\[
t_+ \equiv \sum_{\ell \in \mathcal{L}^+} \binom{k}{\ell} \left( U_{i+\ell} - \frac{1}{2} (U_{i+\ell})^2 + \frac{1}{3} (U_{i+\ell})^3 \cdots \right) \tag{5.4}
\]
The First Identity consists of (5.3) and (5.4) and the same expressions with \( \mathcal{L}^+ \), \( t_+ \) replaced by \( \mathcal{L}^-, t_- \).
6 Second Identity

Throughout this section we understand the restrictions
\[ r \leq 10, k \geq 2, k \leq 27, i + k \leq 100 \]  
(6.1)

For convenience we introduce
\[ F_i \equiv (1 + \hat{H}_i)(1 + K_i) \]  
(6.2)

**Theorem 6.1** (Second Identity). For \( r \leq 10, k \geq 2, k \leq 27, i + k \leq 100 \)

\[ \sum_{\ell=0}^{k} \binom{k}{\ell} (-1)^{\ell+k} \left[ \frac{1}{n^{k-1}} \right] \sum_{m=1}^{k-1} (-1)^{m+1} \frac{1}{m} (F_{i+\ell} - 1)^m = \frac{(k-2)!}{r^{k-1}} \]  
(6.3)

**Theorem 6.2.** For \( r \leq 10, k \geq 2, k \leq 27, i + k \leq 100 \)

\[ \left[ \frac{1}{n^{k-1}} \right] \ln(F_i) \]  
(6.4)

has highest power of \( i = i^k \), and this term is
\[ \frac{(k-2)!}{k!} \cdot \frac{i^k}{r^{k-1}} \]  
(6.5)

For example for \( k = 3 \)

\[ \left[ \frac{1}{n^{k-1}} \right] \ln(F_i) = -\frac{1}{12} \frac{s \left( 5r^2 s - 12rs - 2s^2 + 12r + 9s - 7 \right)}{r^2} \]  
(6.6)

We now note

\[ \sum_{\ell=0}^{k} \binom{k}{\ell} (-1)^{\ell+k} \ell^d = \left\{ \begin{array}{ll} 0 & d < k \\ k! & d = k \end{array} \right. \]  
(6.7)

that follows from

\[ \sum_{\ell=0}^{k} \binom{k}{\ell} (-1)^{\ell+k} \ell^d = \Delta^k i^d \]  
(6.8)

which like \( \left( \frac{d}{dr} \right)^k x^d \) has values in (6.7). From eq. (6.7) one can deduce that Theorem 6.1 follows from Theorem 6.2, which we proceed to prove.

\[ \left[ \frac{1}{n^{k-1}} \right] \ln(F_i) = \left[ \frac{1}{n^{k-1}} \right] \ln(1 + \hat{H}_i) + \left[ \frac{1}{n^{k-1}} \right] \ln(1 + K_i) \]  
(6.9)

From Theorem B.1 with \( k \geq 2 \) we see that the highest power of \( i \) in \( \left[ \frac{1}{n^{k-1}} \right] \ln(1 + \hat{H}_i) \) is \( k \) and its coefficient is

\[ \frac{1}{k(k-1)} \left( \frac{1}{r^{k-1}} - 2 \right) \]  
(6.10)

To study \( \left[ \frac{1}{n^{k-1}} \right] \ln(1 + K_i) \) we turn to equations (4.4)-(4.10). We note the highest power of \( i \) arises from the expansion of the term \( G_{i,2} \), eq.(4.7), and \( \left[ \frac{1}{n^{k-1}} \right] \ln(1 + K_i) \) has highest power of \( i \) equal \( k \) and its coefficient is

\[ \frac{2}{k(k-1)} \]
So
\[ \left[ \frac{1}{n^{k-1}} \right] \ln(F_i) = \frac{(k-2)!}{k!} \frac{1}{r^{k-1}} i^k \] (6.11)
Quod erat demonstrandum.

7 \( k = 1 \) and \( k = 0 \)

Not only is \( k = 1 \) the first case, but it is different from \( k \geq 2 \) in some essential ways. We proceed to compute \( \alpha \) for \( k = 1 \). From eq. (4.12) we have
\begin{equation}
\alpha_0 = (1 + H_{i+1})(1 + K_{i+1}) - (1 + \hat{H}_i)(1 + K_i)
\end{equation} (7.1)
Following the development in [2], from eq. (17) through the end of Section 2, using Theorem B.1 of this paper, one gets
\begin{equation}
\hat{H}_i \sim H_i \quad r \leq 10, i \leq 100
\end{equation} (7.2)
i.e. they have the same leading term.

Taking \( H_i \) in this range, from eq(18) and eq(45) of [2]
\begin{equation}
\hat{H}_i = i(i-1) \left( -1 + \frac{1}{2r} \right) \frac{1}{n} + O\left( \frac{1}{n^2} \right) \quad r \leq 10, i \leq 100.
\end{equation} (7.3)
In such asymptotic series bounds we treat the \( \varepsilon_i \) as constants.

Using eq. (4.4)-(4.10) one gets
\begin{equation}
K_i = (i^2 - 1) \frac{1}{n} + O\left( \frac{1}{n^2} \right).
\end{equation} (7.4)
There follows
**Theorem 7.1.** For \( k = 1 \)
\begin{equation}
\alpha_0 = \frac{i}{rn} + O\left( \frac{1}{n^2} \right) \quad r \leq 10, i \leq 99
\end{equation} (7.5)
One easily gets
**Theorem 7.2.** For \( k = 0 \)
\begin{equation}
\alpha_0 = 1 + O\left( \frac{1}{n} \right) \quad r \leq 10, i \leq 100
\end{equation} (7.6)

8 \( k \geq 2 \)

Throughout this section we enforce the restrictions of eq. (6.1)
\[ r \leq 10, k \geq 2, i \geq 0, i + k \leq 100, k \leq 27. \]
The goal of this section is proving the following theorem.
**Theorem 8.1.** For \( k \geq 2, r \leq 10, i + k \leq 100, k \leq 27 \)
\begin{equation}
\alpha_0 = \frac{(k-2)!}{r^{k-1} n^{k-1}} + O\left( \frac{1}{n^k} \right)
\end{equation} (8.1)
From Section 5 using the First Identity we have
\[
\alpha_0 = \left( (1 + t_+ + \frac{1}{2}t_+^2 + \cdots) - (1 + t_- + \frac{1}{2}t_-^2 + \cdots) \right)
\]  
(8.2)
where with
\[
1 + U_i = (1 + \hat{H}_i)(1 + K_i)
\]  
(8.3)
one defines
\[
t_+ = \sum_{\ell \in L^+} \binom{k}{\ell} (U_{i+\ell} - \frac{1}{2}(U_{i+\ell})^2 + \frac{1}{3}(U_{i+\ell})^3 \cdots)
\]  
(8.4)
\[
t_- = \sum_{\ell \in L^-} \binom{k}{\ell} (U_{i+\ell} - \frac{1}{2}(U_{i+\ell})^2 + \frac{1}{3}(U_{i+\ell})^3 \cdots)
\]  
(8.5)
We treat the terms written explicitly in (8.2); first the linear terms.
\[
\left[ \frac{1}{n^d} \right] (t_+ - t_-) = \left[ \frac{1}{n^d} \right] \sum_{\ell} \binom{k}{\ell} (-1)^{k+\ell} (U_{i+\ell} - \frac{1}{2}(U_{i+\ell})^2 + \frac{1}{3}(U_{i+\ell})^3 \cdots)
\]  
(8.6)
\[
= \begin{cases} 
0 & d < k - 1 \\
\frac{(k - 2)!}{r^d} & d = k - 1 
\end{cases}
\]  
(8.7)
by the Second Identity, Theorem 6.1. In applying \( \left[ \frac{1}{n^d} \right] \) we treat the \( \epsilon_i \) as constants. Next we want to prove that the higher powers of \( t \)’s make no contribution in (8.2)! This is amazing when one first sees it. Explicitly dealing only with the quadratic terms,
\[
\left[ \frac{1}{n^d} \right] (t_+^2 - t_-^2) = 0 \quad \text{for} \quad d \leq k - 1
\]  
(8.8)
We proceed by looking at the powers of \( \frac{1}{n} \).
\[
\left[ \frac{1}{n^d} \right] (t_+^2 - t_-^2) = \sum_{s=1}^{d-1} \left( \left[ \frac{1}{n^d} \right] t_+ \right) \left( \left[ \frac{1}{n^{d-s}} \right] t_+ \right) - \left( \left[ \frac{1}{n^d} \right] t_- \right) \left( \left[ \frac{1}{n^{d-s}} \right] t_- \right)
\]  
(8.9)
All we need to complete a proof of (8.8) is to show
\[
\left[ \frac{1}{n^d} \right] t_+ = \left[ \frac{1}{n^d} \right] t_- \quad 1 \leq s \leq d - 1
\]  
(8.10)
But this follows from (8.6),(8.7) above. Pretty neat.

9 Completion

In this section, we always have \( r \leq 10, i + k \leq 100, k \leq 27 \). The information we need from the calculations of this paper are Theorem 7.1, Theorem 7.2 and Theorem 8.1. From these respectively, we get:
1. For $k = 1, i \neq 0$:

$$\alpha \geq \frac{c_1}{n} \text{ c}_1 \text{ positive} \quad (9.1)$$

$$\beta \leq \frac{c_2}{n^4} \quad (9.2)$$

2. For $k = 0$:

$$\alpha \geq c_3 \quad \text{c}_3 \text{ positive} \quad (9.3)$$

$$\beta \leq \frac{c_4}{n^2} \quad (9.4)$$

3. For $k \geq 2$:

$$\alpha \geq \frac{c_{5,k}}{n^{k-1}} \quad \text{c}_{5,k} \text{ positive} \quad (9.5)$$

$$\beta \leq \frac{c_{6,k}}{n^{2k}} \quad (9.6)$$

Referring to Section 2, Theorem 1.1 follows from the fact that $\beta/\alpha^2$ goes to zero as $n$ goes to infinity in each case. The key observation in getting the estimate for $\beta$ is to notice that in

$$\beta = E(\alpha_2^2) - (E(\alpha_0))^2 \quad (9.7)$$

the lead term and the second term in an expansion in powers of $\frac{1}{n}$ for the two terms on the right side of (9.7) cancel since the lead term in the expansion of $\alpha_0$ is independent of the $\epsilon_i$.

A Appendix

The organization of this Appendix is as follows. Section A.1 presents Theorem A.1, which is actually a restatement of Theorem 3.1. Section A.2 presents Theorem A.2, a theorem about Stirling numbers of the first kind, [5], [7]. In Section A.3 we prove the equivalence of Theorem A.1 and Theorem A.2, [5], [7]. Thus a proof of Theorem 3.1.

Historically, I wanted to prove Theorem A.1. I found that Theorem A.1 implied Theorem A.2. I put Theorem A.2 as a conjecture, onto the web, [7]. Robin Chapman saw this paper and proved the theorem, [5], by a clever little argument.

Section A.1

Let $\tilde{u}_s$, $s \geq 2$ be arbitrary numbers. Define

$$\tilde{M}_j(n) \equiv [x^j] \exp \left( nx + \sum_{s \geq 2} n \tilde{u}_s x^s \right) \quad (A.1)$$

$$\tilde{M}_j \equiv \frac{n^j}{j!} \sum_{n=0}^{j-1} \frac{\tilde{a}_n(j)}{n^n} \quad (A.2)$$

Then we have

Theorem A.1.

$$[j^k n^{-h}] \ln \left( 1 + \sum_{s=1}^{j-1} \frac{\tilde{a}_s}{n^s} \right) = 0 \quad k \geq h + 2 \quad (A.3)$$
Section A.2

The (unsigned) Stirling numbers of the first kind, \([\tfrac{n}{k}]\), are defined by

\[ x(x+1)\ldots(x+n-1) = \sum_{k=1}^{n} \tfrac{n}{k} x^k \]  
(A.4)

It is easy to show \([\tfrac{n}{n-w}]\) is a polynomial in \(n\) of degree \(2w\). So we may naturally define \([\tfrac{x}{x-w}]\) for any number \(x\) by extending the domain of the polynomial. We set

\[ P_w(x) = \left[ \frac{x}{x-w} \right] \]  
(A.5)

Now we give ourself an integer \(g \geq 2\), an integer \(w\), \(0 \leq w \leq g - 2\) and a set of \(g\) distinct numbers,

\[ S = \{c_1, \ldots, c_g\}. \]  
(A.6)

We define a configuration as a sequence of non-empty subsets of \(S\):

\[ S_1, \ldots, S_m \]  
(A.7)

that are disjoint with union \(S\), i.e.

\[ S_i \neq \emptyset, S_i \cap S_j = \emptyset \text{ if } i \neq j \quad \text{and} \quad \bigcup_{i=1}^{m} S_i = S. \]  
(A.8)

For a configuration we define

\[ t_i = \sum_{c_j \in S_i} c_j \quad i = 1, \ldots, m \]  
(A.9)

A weighted configuration is a configuration as above for which each \(S_i\) is assigned a non-negative integer \(w_i\), its weight, with the restriction

\[ \sum_{i=1}^{m} w_i = w. \]  
(A.10)

Such a weighted configuration has an evaluation defined as

\[ (-1)^m \frac{1}{m} \prod_{i=1}^{m} P_{w_i}(t_i) \]  
(A.11)

**Theorem A.2.** The sum over all distinct weighted configurations of their evaluations is zero.

Section A.3

**Theorem A.3.** Theorem A.1 implies Theorem A.2

Given integer \(g \geq 2\) and integer \(w\), \(0 \leq w \leq g - 2\) and a set of \(g\) distinct numbers

\[ S = \{c_1, \ldots, c_g\} \]  
(A.12)
we want that the associated set of weighted configurations have a sum of their evaluations equal zero. Of course, read Section A.2. We first prove this in the case the set $S$ has all the $c_i$ positive integers, each $\geq 2$.

We set

$$k = \sum c_i - w$$  \hspace{1cm} (A.13)

and

$$h = \sum c_i - g$$  \hspace{1cm} (A.14)

so that $k - h = g - w \geq 2$. We set all the $\tilde{u}_s$ to zero in (A.1), except for values of $s$ equal to one of the $c_i$. Then the left side of (A.3) is identically zero as a function of the $\tilde{u}_s$. The coefficient of the term $\tilde{u}_{c_1}\tilde{u}_{c_2}\ldots\tilde{u}_{c_g}$ in the left side of (A.3) $= 0$ is just the statement of Theorem A.2.

Since the sum over evaluations, considered in Theorem A.2 is a polynomial in the $c_i$ of degree $2w$, knowing it is true for all integer $c_i$, distinct, $\geq 2$, implies that it is true for all $c_i$.

**Theorem A.4.** Theorem A.2 implies Theorem A.1

We introduce the notation $\Phi(g, w, \{c_i\})$ for the sum in Theorem A.2. Then with $c_1, \ldots, c_g$ distinct integers $\geq 2$ what the reader computed in showing Theorem A.1 implies Theorem A.2 above was the equivalence of

$$\Phi(g, w, \{c_i\})$$  \hspace{1cm} (A.15)

with

$$[\tilde{u}_{c_1}\tilde{u}_{c_2}\ldots\tilde{u}_{c_g}][j^kn^{-h}] \ln \left(1 + \sum_{s=1}^{j-1} \tilde{a}_s n^s\right)$$  \hspace{1cm} (A.16)

The equations (A.1,A.2,A.13,A.14) being understood. Thus we know that in (A.3) the terms in a development into a power series in the $\tilde{u}_i$ for which there are are no repeated variables (terms linear in each $\tilde{u}_i$) are zero.

We consider a term with repeated indices

$$[\tilde{u}_{c_1}^{a_1}\tilde{u}_{c_2}^{a_2}\ldots\tilde{u}_{c_g}^{a_g}][j^kn^{-h}] \ln \left(1 + \sum_{s=1}^{j-1} \tilde{a}_s n^s\right)$$  \hspace{1cm} (A.17)

$$k = \sum \alpha_i c_i - w$$  \hspace{1cm} (A.18)

$$h = \sum \alpha_i c_i - g$$  \hspace{1cm} (A.19)

where at least one of the $\alpha_i$ is $> 1$. We now take advantage of the fact that in Theorem A.2 the $c_i$ do not have to be integers. We consider

$$\Phi\left(\sum \alpha_i, w, \{c_{ij}\}\right)$$  \hspace{1cm} (A.20)

where for each $i$ the range of $j$ is $1, 2, \ldots, \alpha_i$ the $c_{ij}$ distinct. It is natural to take a limit where each $c_{ij}$ approaches $c_i$ through a limit where the $c_{ij}$ are distinct

$$\lim_{\{c_{ij} \rightarrow c_i\}} \Phi\left(\sum \alpha_i, w, \{c_{ij}\}\right).$$  \hspace{1cm} (A.21)
The tilde over the limit means that the $c_{ij}$ are kept distinct through the limit process. Of course, (A.21) is zero.

What is true, proving the implication of this section of the appendix is that

$$\lim_{\{c_{ij}\rightarrow c_i\}} \Phi \left( \sum \alpha_i, w, \{c_{ij}\} \right) = \left( \prod_i (\alpha_i)! \right) [\tilde{u}_{\alpha_1} \tilde{u}_{\alpha_2} \cdots \tilde{u}_{\alpha_g}] [j^k n^{-h}] \ln \left( 1 + \sum_{s=1}^{j-1} \tilde{a}_s \right) \quad (A.22)$$

One can think that on both sides of the equation one is dealing for each $i$ with $\alpha_i$ “identical but distinct” integers $c_i$! Whereas the implication Theorem $\text{A.2} \implies$ Theorem $\text{A.1}$ required a painfully fussy calculation (but just a calculation), the understanding of (A.22) and the inverse of the implication can be reasoned through in your head, no calculation. At the end of the day, that the $c_i$ in Theorem $\text{A.2}$ need not be an integer makes all the difference!

### B Appendix

In this appendix, we deal with “the awesome conjecture”, Conjecture B.1. Section B.1 presents this conjecture. Also presented there is the weaker theorem, Theorem B.1, that is a partial substitute for “the awesome conjecture”. The proof of Theorem B.1 is presented in Section B.2 and Section B.3. “The awesome conjecture” was first put forth in [6]. Lemma B.1 in Section B.2 proved by a computer, is an example of “the Genius conjectures” of [8].

#### Section B.1

**Conjecture B.1 (The Awesome Conjecture).** Let $z_i \geq 2$ be positive integers. We set:

$$F = \sum_{s \geq 0} \frac{a_s(r, j)}{n^s} + \sum_i c_i j(j-1) \cdots (j-z_i+1) \frac{1}{n^{z_i} r^{z_i}} \sum_{s \geq 0} \frac{a_s(r, j-z_i)}{n^s} \quad (B.1)$$

Then we conjecture:

$$[j^k n^{-h}] \ln(F) = 0, \quad k \geq h + 2 \quad (B.2)$$

$$[j^{h+1} n^{-h}] \ln(F) = \frac{1}{(h+1)h} \left( \frac{1}{r^h} - 2 \right) \quad (B.3)$$

Compare with eq.(3.6)-(3.7), the $a$’s are the same.

In the next two section we will prove Theorem B.1 as much as we could easily prove by computer computation.

**Theorem B.1.** Let $z_i \geq 4$ be positive integers. We set

$$F = \sum_{s \geq 0} \frac{a_s(r, j)}{n^s} + \sum_i c_i j(j-1) \cdots (j-z_i+1) \frac{1}{n^{z_i} r^{z_i}} \sum_{s \geq 0} \frac{a_s(r, j-z_i)}{n^s} \quad (B.4)$$

Then if $r \leq 10, h \leq 26, j \leq 100$

$$[j^k n^{-h}] \ln(F) = 0, \quad k \geq h + 2 \quad (B.5)$$

$$[j^{h+1} n^{-h}] \ln(F) = \frac{1}{(h+1)h} \left( \frac{1}{r^h} - 2 \right) \quad (B.6)$$

(If the restriction $z_i \geq 4$ is changed to $z_i \geq 2$ the upper limits on $k$ in the paper are changed from $k \leq 27$ to $k \leq 21$.)
Section B.2

The content of eq. (3.3), (3.4), (3.5) we are now after is contained in
\[ M_j = [x^j] \exp \left( nrx - \sum_{s \geq 2} \frac{nux}{s} (-x)^s \right) \]  
(B.7)

\[ \left( 1 + \sum_{h=1}^{j-1} \frac{a_h (r, j)}{n^h} \right) = \frac{j!}{n^j} M_j. \]  
(B.8)

This we view as a vehicle to pass from a given sequence of functions \( u_2, u_3, \ldots \) to a sequence of functions \( a_1, a_2, \ldots \). Each of the functions is a function of \( r \) and \( j \). We introduce a function, \( F \), so we may write
\[ \{a_h\} = F(\{u_s\}). \]  
(B.9)

Also, eq. (A.1) and (A.2) are of this nature
\[ \{\tilde{a}_h\} = \{\{\tilde{u}_s\}\}' \]  
(B.10)

where the quotes we have put in (B.10) are to point out we have to make some simple redefinitions of the \( \tilde{a}_h \) and \( \tilde{u}_s \) for the equation to hold. We are now in a position to state the result of this section.

Lemma B.1. Let \( z_i \) be an integer \( \geq 2 \). Then if
\[ F = \sum_{s \geq 0} \frac{a_s'(r, j)}{n^s} + \sum_i c_i j(j-1) \cdots (j-z_i+1) \frac{1}{n^{z_i} r^{z_i}} \sum_{s \geq 0} \frac{a_s'(r, j-z_i)}{n^s} \]  
(B.11)

where
\[ \{a_s'\} = F(\{u_s'\}), \]  
(B.12)

there are \( xx_s \) such that
\[ F = \sum_{s \geq 0} \frac{a_s''}{n^s} \]  
(B.13)

where
\[ \{a_s''\} = F(\{u_s' + xx_s\}). \]  
(B.14)

Moreover, if each \( u_s' \) is bounded as \( j \to \infty \), and the \( z_i \geq 4 \) then
\[ xx_s = O(1/j) \text{ if } s \leq 27. \]  
(B.15)

The existence of \( xx_s \) such that (B.14) holds is trivial. The statement after the moreover, (B.15) is the real content of the theorem. (B.15) holding without the restriction \( s \leq 27 \) would be a consequence of the “the Genius Conjectures” [8]. The present result is a computer computation.

The computation was done in Maple. We used less than an hour on a simple desktop computer.

The output of the program included \( xx_s \) in the form
\[ xx_s = P_s/Q_s \]  
(B.16)

where \( Q_s \) is a polynomial in \( j \) and \( P_s \) is a polynomial in the \( \{u_s\}, j, \{c_i\} \). \( r \) is irrelevant and may be set equal to one. It also checked that the degree in \( j \) of \( P_s \) is less than the degree of \( Q_s \), All for \( s \leq 27 \). Of course, we designed the line of development in Appendix B to make efficient use of the computers computational power.
Section B.3
We again introduce some functionals. For the basic equations
\[
M_j = [x^j] \exp \left( nr x - \sum_{s \geq 2} \frac{nu'_s}{s} (-x)^s \right) \tag{B.17}
\]
\[
(1 + H'_j) = \frac{j^1}{n! r^j} M_j \tag{B.18}
\]
we let \( \mathcal{H} \) be the functional so determining a map from the \( u'_s \) to the \( H'_j \)
\[
(1 + H'_j) = \mathcal{H}(\{u'_s\}). \tag{B.19}
\]
For the relation
\[
F = \sum_{s \geq 0} \frac{a'_s(r, j)}{n^s} + \sum_i c_i j(j-1) \cdots (j-z_i+1) \frac{1}{n^{z_i r^i}} \sum_{s \geq 0} \frac{a'_s(r, j-z_i)}{n^s} \tag{B.20}
\]
we set the functional \( \mathcal{G} \) such that
\[
F = \mathcal{G}(\{u'_s\}) \tag{B.21}
\]
so that with \( \mathcal{F} \) from eq. (B.7)-(B.9) one has
\[
F = \mathcal{G} \circ \mathcal{F}(\{u'_s\}). \tag{B.22}
\]
We collect some basic information we want to emphasize.

I.) With \( (1 + H'_j) = \mathcal{H}(\{u'_s\}) \) one has that \( \ln(1 + H'_j) \) is a polynomial in \( \frac{1}{n}, j, \) and the \( \{u'_s\} \).
So \( r \) may appear in the coefficients of the polynomial.

II.) With \( F = \mathcal{G} \circ \mathcal{F}(\{u'_s\}) \) one has that \( (F) \) is a polynomial in \( \frac{1}{n}, j, \) and the \( \{u'_s\} \).

III.) Given a set \( \{u'_s\} \) there are \( \{xx'_s\} \) such that
\[
\ln(\mathcal{H}(\{u'_s + xx'_s\})) = \mathcal{G} \circ \mathcal{F}(\{u'_s\}) \tag{B.23}
\]
and if each \( u'_s \) is bounded as \( j \) goes to infinity, and the \( z_i \geq 4 \) then
\[
xx'_s = \mathcal{O}(1/j) \text{ if } s \leq 27 \tag{B.24}
\]
(Note: \( u'_s \) may be a function of \( r \) and \( j \).) The last result is from Lemma \[B.1\].
With I, II, and III, the proof of Theorem \[B.1\] is within mental grasp. (Of course with Theorem \[5.1\] and Theorem \[8.2\].)

C Appendix

It is sad to know that Robin Chapman is now dead. He did not complete preparation of \textit{A Stirling number identity} of which he sent me a rough draft. Nor do we know if he would have sought to publish it. The proof we present follows the lines of his rough draft. This presentation
is centered about proving eq. (C.1) below. It was I think particularly clever of Robin Chapman to realize this was the 'right' equivalent formulation of our Theorem A.2 (presented as a conjecture on the web) to address.

1) We note the Stirling Number of the first kind $\begin{pmatrix} n \cr k \end{pmatrix}$ is the number of permutations of $n$ objects with $k$ cycles. And the Stirling Number of the second kind $\{n \atop k\}$ is the number of partitions of $n$ objects into $k$ disjoint non-empty sets.

2) We set $\text{Sym}(A)$ to be the set of permutations of set $A$. The "weight" of a permutation $\sigma \in \text{Sym}(A)$ as

$$w(\sigma) = n - c(\sigma)$$

the number of elements in $A$ minus the number of cycles in $\sigma$. The weight is equivalently the least number of transpositions whose product can make up $\sigma$. As in equation (A.5) we set

$$P_w(n) = \begin{pmatrix} n \\ n-w \end{pmatrix}$$

the number of permutations of weight $w$ in the symmetric group on $n$ objects.

3) For disjoint finite sets $A$ and $B$ we define the cross product of $\sigma \in \text{Sym}(A)$ and $\tau \in \text{Sym}(B)$ to be the permutation

$$\sigma \times \tau \in \text{Sym}(A \cup B)$$

which restricts to $\sigma$ on $A$ and $\tau$ on $B$. The cross product identifies $\text{Sym}(A) \times \text{Sym}(B)$ with a subgroup of $\text{Sym}(A \cup B)$ which we also denote by $\text{Sym}(A) \times \text{Sym}(B)$. The cross product extends to products of permutations on three or more pairwise disjoint finite sets. We remark that

$$w(\sigma \times \tau) = w(\sigma) + w(\tau).$$

4) For finite sets $A_1, \ldots, A_m$ then

$$\sum_{w_1 + \cdots + w_m = w} P_{w_1}(|A_1|) \cdots P_{w_m}(|A_m|)$$

is the number of $\rho \in \text{Sym}(A_1) \times \cdots \times \text{Sym}(A_m)$ of weight $w$. Let us write this number as

$$P_w(|A_1|, \ldots, |A_m|)$$

for convenience.

5) For a positive integer $g$ define $[g] = \{1, \ldots, g\}$ and fix some pairwise disjoint finite sets $C_1, \ldots, C_g$. For $I \subseteq [g]$ define

$$C_I = \bigcup_{i \in I} C_i$$

and

$$C = C_{[g]} = C_1 \cup \cdots \cup C_g.$$
If we have a partition \( I = (I_1, \ldots, I_r) \) of \([g]\) into \( r \) non-empty sets, then \( C_I = (C_{I_1}, \ldots, C_{I_r}) \) is partition of \( C \) into \( r \) non-empty sets. This defines a subgroup 
\[
\text{Sym}_I(C) = \text{Sym}(C_{I_1}) \times \cdots \times \text{Sym}(C_{I_r})
\]
of \( \text{Sym}(C) \).

6) Let \( U_r([g]) \) denote the collection of partitions of \([g]\) into \( r \) disjoint non-empty parts. Then the identity we are trying to prove is the following

\[
\sum_{r=1}^{g} (-1)^{r-1} (r-1)! \sum_{\{I_1, \ldots, I_r\} \in U_r([g])} P_w(|C_{I_1}|, \ldots, |C_{I_r}|) = 0 \tag{C.1}
\]
for \( 0 \leq w \leq g - 2 \). Compare this statement to that of Theorem A.2. The difference of numerical factor by \( r! \) is due to that the subsets in equation (A.11) are ordered. (The small difference that the \( c_i \) of (A.11) need not be integer, but distinct, here they are integer but need not be distinct.)

7) To prove (C.1) we consider the left side as a weighted count of permutations of weight \( w \) in \( \text{Sym}(C) \). Let \( I = \{I_1, \ldots, I_r\} \) be a partition of \([g]\). We say that \( I \) admits \( \sigma \in \text{Sym}(C) \) if \( \sigma \in \text{Sym}_I(C) \), equivalently that \( \sigma(C_{I_j}) = C_{I_j} \) for all \( j \). Then

\[
\sum_{r=1}^{g} (-1)^{r-1} (r-1)! \sum_{\{I_1, \ldots, I_r\} \in U_r([g])} P_w(|C_{I_1}|, \ldots, |C_{I_r}|) = \sum_{\sigma \in \text{Sym}(C), w(\sigma) = w} \sum_{r=1}^{g} (-1)^{r-1} (r-1)! \Phi_r(\sigma)
\]
where \( \Phi_r(\sigma) \) is the number of partitions of \([g]\) into \( r \) non-empty parts which admit \( \sigma \). The identity (C.1) will follow from the identity

\[
\sum_{r=1}^{g} (-1)^{r-1} (r-1)! \Phi_r(\sigma) = 0 \tag{C.2}
\]
which I claim holds whenever \( w \leq g - 2 \).

8) Given a \( \sigma \in \text{Sym}(C) \) there is a unique partition of \([g]\), \( J_\sigma \), such that it admits \( \sigma \), and it is a refinement of any partition that admits \( \sigma \).

9) Suppose \( I_\sigma \) is a partition into \( m \) non-empty subsets. The set of partitions of \([g]\) with \( r \) parts that are refined by \( J_\sigma \) corresponds naturally to the partition of a set of \( m \) objects into \( r \) parts. Therefore, \( \Phi_r(\sigma) = \binom{m}{r} \). Then eq.(C.2) is equivalent to

\[
\sum_{r=1}^{m} (-1)^{r-1} (r-1)! \binom{m}{r} = 0 \tag{C.3}
\]

10) To prove eq.(C.3) we first show \( m > 1 \) if \( w \leq g - 2 \). As was noted in 2), under this condition \( \sigma \) can be realized as the product of \( \leq g - 2 \) transpositions. The subset in \( J_\sigma \) that contains 1 has \( \leq g - 1 \) elements, since at most \( g - 2 \) elements can be 'connected' to 1 by the transpositions. So \( m > 1 \).
11) We now prove eq.(C.3) is true for \(m > 1\), and so our result eq.(C.1). Using the recurrence relation for the \(\binom{m}{r}\) gives, for \(m \geq 2\)

\[
\sum_r (-1)^{r-1}(r-1)! \binom{m}{r} = \sum_r (-1)^{r-1}(r-1)! \left( \binom{m-1}{r-1} + r \binom{m-1}{r} \right)
\]

\[
= \sum_r (-1)^{r-1}(r-1)! \binom{m-1}{r-1} + \sum_r (-1)^{r-1}r! \binom{m-1}{r}
\]

\[
= \sum_s (-1)^s s! \binom{m-1}{s} + \sum_r (-1)^{r-1}r! \binom{m-1}{r}
\]

\[= 0.\]

References

[1] Butera, P., Federbush, P., and Pernici, M., A positivity property of the dimer entropy of graphs, Physica A 421 (2015) 208.

[2] Pernici, M., 1/n expansion for the number of matchings on regular graphs and monomer-dimer entropy, J. Stat. Phys. 168 (2017) 666.

[3] Wanless, I. M., Counting Matchings and Tree-like Walks in Regular Graphs, Combinatorics, Probability and Computing 19 (2010) 463.

[4] Bollobas, B., A probabilistic proof of an asymptotic formula for the number of labelled regular graphs, Eur. J. Combin. 1 (1980) 311.

[5] Robin Chapman, A Stirling number identity, see Appendix C herein.

[6] Federbush, P., A Near Proof of Weak Graph Positivity, A New Property of Regular Random Graphs, arXiv:1710.00357.

[7] Federbush, P., A Set of Conjectured Identities for Stirling Numbers of the First Kind, arXiv:1808.09264.

[8] Federbush, P., The Genius Conjectures (via Bell Polynomials), arXiv:2002.03814

[9] Wormald, N. C., Models of Random Regular Graphs, London Mathematical Society Lecture Note Series, 1999.

[10] Federbush, P., Extension of Range of Validity of Pernici’s 1/n Conjecture, mp_arc, 22-22, 2022.