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Abstract—In this work, we approach the problem of resource allocation in a team of agents through the framework of Centroidal Voronoi Tessellations. CVTs provide a natural way to embed a desired global trend in the team through probability distributions, and in one-dimensional spaces, CVTs offer an inherent line structure allowing for a simple communication graph and scalability. We first consider the amount of resource to be allocated to be a constant and provide an analytical solution to such static resource allocation problem by embedding the allocation constraint within the distribution through a system of nonlinear equations. Using the solution of such a constrained CVT minimization problem as an initialization step, we propose a decentralized dynamic resource allocation solution that employs a one-step update when the desired distribution is Gaussian. We introduce a “civility model” for negotiations between the agents to allow for flexibility in local preferences and maintaining robustness against local disturbances. We demonstrate the effectiveness of the proposed method by considering the application of demand-response in smart grids through the problem of power allocation in a group of building thermal loads.

I. INTRODUCTION

Often times we see a conflicting, paradoxical problem around us in the world. There is too much and yet there is not enough; obesity and hunger coexisting, overpopulation and population scarcity coexisting, floods and drought coexisting few hundred miles apart, vacant house and homeless people outside of them. In each of the scenario, there is a resource that is abundant in one sector, be it location or a group of people, but scarce in another. It makes one wonder if we can alleviate the problem by allocating the resources in a “right” manner.

Taking roots in the field of Economics through [1] in 1970’s, the resource allocation problem has broadened to the field of engineering in more recent decades. Mathematically, the resource allocation problem can be framed as, [2]:

\[
\min_{z_i \in \mathbb{R}} \frac{1}{N} \sum_{i \in I_N} f_i(z_i) \\
\text{such that,} \quad \sum_{i \in I_N} z_i = r
\]

(1)

In the resource allocation problem, an \( r \) amount of resource is to be allocated among \( N \) agents while minimizing the sum of their individual cost functions \( \{f_i\}_{i \in I_N} \).

Typically, in engineering problems, the agents are local controllers tasked to maintain local interests while equipped with capabilities to communicate with other agents.

Simultaneously seeming trivial and complex, the nature of (1) can be broken down into the following aspects: the information structure in the group of agents, the separability of the objective function, and the global constraint. Due to the separability of the objective function, each agent can minimize the (global) cost function without any dependance on other agents. However, because of the global constraint imposed on the team, the team information structure becomes a significant aspect.

Like most of the work on the resource allocation problem, the authors in [2] assume the individual cost functions to be convex. In the case where the cost functions are differentiable, they propose a gradient descent consensus algorithm. And when the cost functions are not necessarily differentiable, they present a sub-gradient based algorithm. While they let the team information structure be dynamic, they impose reasonable mild conditions on the team information structure like connectedness, and start at an initial feasible condition.

While [2] proposes the gradient descent algorithm where the agents trade resources in proportion to the gradient difference for their individual cost functions, [3] takes up the allocation problem (1) to focus on choosing the proportional weights (to the resource trading) to obtain sufficient conditions for the convergence of the algorithm, and to further improve the rate of convergence. [4] considers the dual of the resource allocation problem and derives two methods using the alternating direction method of multipliers (ADMM) algorithm. Also considering the dual problem, [5] includes uncertainties in the individual cost functions and solves the problem using sub-gradient methods on the distributed Lagrangian.

Mixing economics in the team, [6] considers a stochastic system in which agents allocate shared system resources in response to customer requests that arrive stochastically over time and introduces the notion of a transfer contract to specify compensation among agents when resources are traded. Each agent has a model of how resources are shared by others and it makes allocation decisions by maximizing its utility function subject to such model. However, it is worth noting that in most of the work on decentralized resource allocation, the amount of resource to be allocated is fixed over the iterations; the agents begin at a feasible solution and move along the resource allocation constraint through the feasible solutions to only minimize the cost function in...
In this work, we approach the resource allocation problem through Centroidal Voronoi Tessellations (CVTs). Even though they date centuries, Voronoi tessellations (VTs) have been found to be immensely helpful in various applications ranging from health to computer graphics to natural sciences. The first documented application of Voronoi tessellations appeared in [7] on the 1854 cholera epidemic in London in which it is demonstrated that proximity to a particular well was strongly correlated to deaths due to the disease [8]. In more recent decades, VTs have almost become a common basis tool for path planning algorithms by multi-robot systems in the field of coverage control [9] to such an extent that the VT-based coverage control has been generalized using optimal transport-based control [10]. An adaptive coverage controller is proposed in [11] where the leader in the leader-follower strategy therein distributes the followers within its obstacle-free sensing range, and the optimized distribution is obtained through a CVT. In their study on optimality of multi-robot coverage control, the authors in [12] draw a relationship between CVT configurations and the sufficient condition for optimality through the spatial derivative of the density.

Despite the wide range of applications of CVTs, to the best of our knowledge, they have not been employed in the resource allocation problem. Our main motivations for employing them in the context of resource allocation problem are minimal communication requirement, robustness, flexibility, scalability and generalizability offered by the CVT framework. To allocate one-dimensional resources, a line graph for the communication network in the team information structure is sufficient to obtain the global optima. We will delve deeper into the advantages and our motivation for using CVT in the resource allocation problem in Section II.

To demonstrate our solution to the resource allocation problem using the CVT framework, we consider the application of demand-response in smart grids. We are in the era of a volatile energy market with a looming energy crisis. While the underlying occurrences like geopolitical transitions that cause such crises are beyond local control, the effects are certainly received through the spectrum. In such cases, what one can do locally, on smaller scales is to better employ the resources available at hand. The field of demand-response in smart grids aims to maintain robust operation during such times.

As many parts of the world are gradually moving towards competitive transactive energy markets as a means to generate and procure electricity alongside many of the support services required to operate a power system, many countries are pushing the reform of the electricity power sector very positively. For example, Chile pioneered in the 1980s the deregulation of the electric power industry. In today’s U.S. retail electricity market, fourteen states have already adequate retail competition with Texas, Illinois, and Ohio respectively having 100%, 60%, and 50% of their residential customers receiving service from electricity suppliers [13]. But, even today, most of the customers have very limited “direct” participation in supporting the grid.

Through the developments in the transactive energy market, there have been some interesting and innovative proposals. [14] proposes a data-driven method to forecast the electricity demand for decentralized energy management. On the consumption end, although mostly work in progress, peer-to-peer (P2P) electricity trading is gaining momentum with time. Analogous to internet servers and clients, P2P electricity trading is the platform where the end consumer becomes a prosumer (functioning as both energy producer and consumer) and exchanges the remaining electricity with other consumers in the power grid [15]. A detailed review of existing P2P trading projects is carried out in [16]. Another major proposal in this direction is load aggregation. As defined in [17] “An aggregator is a new type of energy service provider which can increase or moderate the electricity consumption of a group of consumers according to the total electricity demand on the grid. An aggregator can also operate on behalf of a group of consumers producing their own electricity by selling the excess electricity they produce.” A detailed review of the value of aggregators in the electricity market can be found in [18].

While such a centralized framework is beneficial in certain applications the cost and the risk of the associated communication overhead can be too high. Such a center-heavy approach also makes the framework vulnerable to attacks due to a single point of failure. The advantages of having communication capabilities between agents reduces such associated risks. One then needs to develop a framework to model the flow of information among the agents and design control laws at global and local levels such that the global and local objectives are achieved. We consider a certain power, generated or negotiated between the aggregator and the utilities, as the resource to be allocated among a team of agents that are building loads, HVACs to be specific. Such thermal loads, due to their latency, inherently allow for further flexibility in the CVT framework.

The paper organization is as follows. We begin with a review of some definitions and preliminaries, along with our motivation for employing CVTs to solve this problem in Section II. Like most work on resource allocation problems, we consider the static allocation problem where the amount of resource to be allocated is fixed, and solve it using a system of nonlinear equations in Section III. We then move to varying the allocation amount and solve the corresponding dynamic resource allocation problem in Section IV. In Section V, we demonstrate the developed decentralized dynamic resource allocation method on a demand-response problem of power allocation in a group of building loads. Finally, we draw conclusions in Section VI and present some lines of future work.

II. PRELIMINARIES

In this Section, we will first review some definitions and background of CVTs in Section II-A followed by a brief review on iterative and analytical methods to compute CVTs in Section II-B. Then in Section II-C, we define some
notations on communication and resource graph employed in this paper.

A. Centroidal Voronoi Tessellations

Consider a region $\Omega \subset \mathbb{R}^n$ with density $\rho(\cdot)$. Denote a team of $N \in \mathbb{N}$ agents indexed by the set $I_N = \{1, 2, \ldots, N\}$.

1. Tessellation: $\{V_i\}_{i \in I_N}$ is a tessellation of $\Omega$ if $V_i \cap V_j = \emptyset$ for $i \neq j$, and $\bigcup_{i \in I} V_i = \Omega$.

2. Voronoi region and generators: The Voronoi region $V_i$ of the Voronoi generator $z_i$ is $V_i = \{x \in \Omega : ||x - z_i|| < ||x - z_j||, \ i \neq j \text{ and } i, j \in I_N\}$.

3. Voronoi tessellation: The set of $N$ Voronoi regions $V_a = \{V_i\}_{i \in I_N}$ of $\{z_i\}_{i \in I_N}$ is called a Voronoi tessellation $\{z, V_i\}$.

The mass centroid of a region $V_i \subset \Omega$ under the probability density function $\rho(\cdot)$ is defined as:

$$z_{V_i, \rho}^c = \frac{\int_{V_i} x \rho(x) dx}{\int_{V_i} \rho(x) dx} \quad (2)$$

A Voronoi tessellation that minimizes the functional $F$ is referred to as a Centroidal Voronoi Tessellation (CVT), [19]. The CVT obtained for 3 generators in the region $\Omega = [0, 15]$ under Uniform and Normal distributions – $U(0, 15)$ and $N(7.5, 1)$ – are shown in Fig. 1. The generators under Uniform and Normal distribution over $\Omega$ are marked in star and square symbols respectively.

Consider the functional $F$ with any $N$ points $\{z_i\}_{i \in I_N} \in \Omega$ and any tessellation $\{V_i\}_{i \in I_N}$ of $\Omega$ as its input arguments:

$$F(\{z_i, V_i\}, i \in I_N) = \sum_{i \in I_N} \int_{V_i} \|x - z_i\|^2 \rho(x) dx \quad (3)$$

This functional $K$ is also referred to as the energy of the tessellation or the quantization energy.

Including the resource allocation constraint from (1) in the functional $K$, we obtain the following constrained CVT minimization problem:

$$\min_{z_i \in I_N} \sum_{i \in I_N} \int_{V_i} \|x - z_i\|^2 \rho(x) dx$$

s.t.

$$\sum_{i \in I_N} z_i = r \quad (5)$$

Comparing with the resource allocation problem (1), we see that the individual objective functions from (5) are $\{\int_{x \in V_i} \rho(x)||x - z_i||^2 dx\}_{i \in I_N}$. While the objective function in (5) is separable, a global distribution $\rho(\cdot)$ governs all the individual objective functions. This enables embedding of a desired aggregate behavior in the team through such distributions; the desired aggregate behavior can arise from modeling individual preferences or from an external global trend setting factor depending on the application at hand.

B. Computation of CVT

Given $\Omega$, $N$ and $\rho(\cdot)$, there are various iterative algorithms to compute a CVT in $\Omega$. Under the same conditions, CVT need not be unique for any dimensional region unless certain conditions are imposed on the density function. In 1-D regions, the CVT is unique for log-concave density functions with finite second moment [20]. For higher dimensions, finding the conditions on the uniqueness for the general case, without assumptions on the region, density or the number of generators $N$, remains an open area of research. However, it is proved in [21] that for $N = 2$, there does not exist a unique CVT for any density for dimensions greater than one.

Accordingly, the solutions rendered by various algorithms to compute the CVT need not be the unique global minimizers, and can converge to a local minima. A deterministic, popular algorithm to obtain a CVT is the Lloyd’s algorithm. Introduced in [22] to find the optimal quantization in pulse code modulation, Lloyd’s algorithm has been modified or adapted in various fields. At the core of it, Lloyd’s algorithm is an iteration between constructing Voronoi tessellations and their centroids:

Given: $\Omega \subset \mathbb{R}^n$, $N$, $\rho(x)$

Initialize: Generators $z = \{z_i\}_{i \in I}$, where each $z_i \in \Omega$.

1. Construct the Voronoi tessellation $V_z$.
2. Compute the mass centroids $z_{V_z, \rho}$ of $V_z$.
3. If the computed centroids meet certain stopping criteria then terminate. If not, then set $z = z_{V_z, \rho}$, and return to Step 1.

Even though Lloyd’s algorithm is iterative and approximate, it has certain desirable convergence properties. Various global convergence properties of the Lloyd’s algorithm are
rigorously proved in [23]. Specifically for one-dimensional spaces with log-concave density function, the local convergence using the Lloyd’s algorithm has been proved in [24]. Depending on the application at hand, various algorithms that have faster convergence than Lloyd’s have been proposed, [25], [26], [27]. Taking the probabilistic approach, [28] offers a Monte Carlo sampling based method for the computation of CVTs in any dimension. However, the MacQueen’s method only results in the centroids of the CVT and not their Voronoi partitions.

In one-dimensional spaces, we can obtain the entire tesselation analytically using a System of Non-linear Equations (SNLE). The core idea is to parameterize the Voronoi regions in terms of their centroids. In Ω = [a, b] ⊂ ℝ, without loss of generality, let the N generators be z₁ < z₂ < . . . < z_N ∈ Ω. Following Section II-A by definition, the Voronoi regions are given as:

\[ V_i = \left[ \frac{z_{i-1} + z_i}{2}, \frac{z_i + z_{i+1}}{2} \right] \]

Additionally, by the definition of CVT the Voronoi generators must be the mass centroids from (3). Rewriting the centroids in terms of the parameterized Voronoi regions from (6), we have \( \forall i \in I_N \):

\[ z_i^c = \frac{\int_{x_{i-1}}^{x_i} x \rho(x)dx}{\int_{x_{i-1}}^{x_i} \rho(x)dx} \]

where \( x_{i-1}, x_i, \rho \) from (2) is denoted as \( z_i^c \) for ease of notation. In (7), there are N number of unknowns: \( \{ z_i^c \}_{i\in I_N} \), and N equations. Therefore, solving this system of nonlinear equations will result in the centroids of the CVT with which the Voronoi regions can be computed as in (6). This is the exact solution of the functional K from (4).

To employ CVTs to solve the resource allocation problem (1), we treat the Voronoi generators as the agents’ resources. In the next Section, we introduce the notations for resource and communication graph for the team which highlights the advantage of employing one-dimensional CVTs in the resource allocation problem.

C. Notations

Let \( z = \{ z_i \}_{i\in I_N} \) be the agents’ resources with each \( z_i \in \Omega \subset \mathbb{R} \). Let \( \rho(.) \) denote a measure of information or the probability density over \( \Omega \).

Let \( Z \) denote the undirected resource graph and \( C \) denote the undirected communication network of all the agents \( i \in I_N \). Their vertex and edge sets are \( \{ z, E_Z \} \) and \( \{ I_N, E_C \} \), respectively. Denote the set of neighbors of agent \( i \in I_N \) according to resource and communication graphs as \( N_{z_i} \) and \( N_{C_i} \), respectively.

The set of resource neighbors \( N_{Z_i} \) of each agent \( i \in I_N \) is given by [29]:

\[ N_{Z_i} = \{ j \in I_N : z_k < z_j < z_i, \forall j, k \in I_N \} \cup \{ j \in I_N : z_i < z_j < z_k, \forall j, k \in I_N \} \]

\[ \equiv \ j \in N_{Z_i} \iff \{ z_i, z_j \} \in E_Z \iff i \in N_{Z_j} \]

Parallelly, since \( C \) is undirected, \( \{ i, j \} \in E_C \iff i \in N_{C_j} \) and \( j \in N_{C_i} \), where \( N_{C_i} \) is the set of communication neighbors of the agent \( i \).

Since the resources \( z_i \in \mathbb{R} \), the resource network is always a line graph: each agent can have at most 2 resource neighbors. While the communication network \( C \) can be as complex as a full graph, we set it to be the simplest connected graph in 1-D, \( E_C = E_Z \). That is, the agents are aware of the resource positions of their neighbors only.

Any agent being informed of the resource positions of its non-neighbor agent is redundant, since it is not used in the iterative CVT computation methods like Lloyd’s. Therefore, if each agent were to communicate only with its resource neighbors, then all the agents would converge to the CVT through Lloyd’s algorithm with minimal communication in a decentralized manner.

In this Section, we looked into how CVTs provide a natural way of embedding a desired distribution in the solution, along with obtaining the solution in a straightforward decentralized approach with minimal requirements on the team information structure. We studied that one may obtain 1-D CVTs in a decentralized manner using one of the simplest communication graphs: a line graph that is also the same as the resource graph. In the next Section, we take up the resource allocation problem (1), which is a constrained CVT minimization problem, and solve it centrally using the analytical CVT computation method SNLE.

III. STATIC RESOURCE ALLOCATION

The underlying idea in employing CVTs to solve the resource allocation problem is quite straightforward: the CVT centroids are the resources allocated to the agents, and accordingly, they must sum up to the available amount of resource \( r \). Comparing the resource allocation constrained CVT minimization problem (5) with (1), we can observe that the individual agent cost functions are:

\[ f_i(z_i) = \int_{x \in V_i} ||x - z_i||^2 \rho(x)dx \]

The main similarity between the constrained CVT minimization problem (5) and the resource allocation problem (1) is that the objective functions are separable. That is, the objective functions are decomposed into individual (agent) objective functions that are convex and differentiable. Additionally, the integral equation (9) is known as the Fredholm integral equation of the first kind, [30].
Given the separability of \( v \) along with the convexity and differentiability of the agent cost functions, the asymptotic convergence properties developed in [2] for the resource allocation problem apply to the resource allocation constrained CVT minimization problem [5]. The core idea of our solution to the problem of resource allocation through CVTs is to embed the resource allocation constraint within the objective function through the density \( \rho(\cdot) \).

Suppose \( \rho(\cdot) \) is defined by \( n_p \) number of parameters: 
\[ v = (v_1, v_2, \ldots, v_{n_p}) \]. Let \( v_k \in v \) for some \( k \in I_{n_p} \) be an unknown or the “free” design parameter, and all the other parameters defining the density function be known and fixed. To highlight the dependence of the density function on the free parameter \( v_k \), denote the density function as \( \rho(x, v_k) \), where \( x \) is its support.

The optimal solution of the unconstrained CVT minimization problem [4] is the set of centroids of the Voronoi regions for every agent. Using the definition of centroids [2] for \( \{ z_i \} \in I_N \), and embedding the resource allocation constraint transforms the constrained CVT minimization problem into the following system of nonlinear equations with \( N + 1 \) unknowns – \( (z_1^c, z_2^c, \ldots, z_N^c, v_k) \):

\[
\begin{align*}
  z_i^c &= \frac{\int_{x_{i-1}^c}^{x_{i+1}^c} x \rho(x, v_k) dx}{\int_{x_{i-1}^c}^{x_{i+1}^c} \rho(x, v_k) dx} & \forall i \in I_N \\
  \sum_{i=1}^{N} z_i^c &= r 
\end{align*}
\]

(10)

The solution of this system of nonlinear equations, \( (z_1^c, z_2^c, \ldots, z_N^c, v_k) \), satisfies the following:

- \( (z_1^c, z_2^c, \ldots, z_N^c) \) are the \( N \) centroids of the CVT in \( \Omega = [a, b] \) under the density function \( \rho(x, v_k) \).
- The centroids sum up to \( r \), satisfying the resource allocation constraint in (I).

The main solution of interest here is the solved design parameter \( v_k \) which is fed to the Lloyd’s algorithm in its initialization step. In that case, all the agents can still maintain communication only with their resource neighbors, and since they are all initialized with the same design parameters, all the agents are minimizing the cost function (4) under the same specifications, and obtain the CVT.

We now demonstrate the method with different simulation cases. In Fig. 2 the region \( \Omega = [0, 100] \), \( N = 50 \), and the density is Gaussian. Out of the three examples therein, the top two have the same variance but are required to allocate different amounts of resources – 2500 in the first and 1500 in the second – among the same number of agents. Accordingly, we can observe the resources allocated among all the agents are lower in the second case than the first. Moving from the second example to the third (the bottom graph in Fig. 2), the variance is increased while keeping all other parameters the same. In all these three cases, the free design parameter \( v_k \) is \( \mu \) – the mean of the Gaussian distribution. The solution of the free parameter obtained from solving the \( N + 1 \) equations from (10), is shown in the figures and is used to initialize the Lloyd’s algorithm. The generators obtained from the Lloyd’s algorithm and the generators from solving (10) are plotted together. We can observe that the two solutions are very close to each other. Additionally, both the solutions sum up to the resource to be allocated – \( r \), with an acceptable error.

Similarly, we present another set of simulations in Fig. 3. In the three cases therein, \( \Omega, N \) and \( r \) are the same. The difference in the three cases is the underlying distributions – Gamma distribution in the top figure, Exponential in the middle, and Gaussian distribution in the bottom figure. Like in Fig. 2 the solutions from the two approaches are close to each other and also sum up to \( r \).

Even though in this approach we obtain the solution of \( v_k \), the SNLE method is centralized and its grows with \( N \). However, it is worth pointing out that once the Lloyd’s algorithm is initialized with a design parameter \( v_k \), CVT obtained using Lloyd’s algorithm is scalable to any \( N \) because regardless of the total number of agents \( N \), each agent can have at most two neighbors.

Like most of the solutions to the resource allocation problem, in this Section we considered a fixed amount of resource to be allocated among all the agents. Using the developed static allocation method as the initialization step, in the next Section we consider the problem of dynamic resource allocation problem where the amount of resource to be allocated is time-varying and all the agents are aware of the quantity.
troids of the CVT in $\Omega$ the considered time duration is known to all the agents.

amount of resource to be allocated among all the agents over Theorem 1. Through the design process, we assume that the following Lemma 1 to obtain such one-step update in allocation constraint while preserving the CVT. We employ the approach. Therefore, in this Section we focus on developing the free parameter $v_k$ being $k$. Middle: Exponential distribution with the free parameter $v_k$ being $\lambda$. Bottom: Gaussian distribution with the free parameter $v_k$ being $\mu$.

IV. DYNAMIC RESOURCE ALLOCATION

In the previous section, we solved the static resource allocation problem by using the centralized system of nonlinear equations. However, extending the same approach to varying amount of resource-to-be-allocated results in a centralized approach. Therefore, in this Section we focus on developing a decentralized approach to the dynamic resource allocation problem.

Employing the static resource allocation problem as the initialization step, our solution approach to the dynamic resource allocation problem under Normal distribution involves a one-step update that maintains the dynamic resource allocation constraint while preserving the CVT. We employ the following Lemma 1 to obtain such one-step update in Theorem 1. Through the design process, we assume that the amount of resource to be allocated among all the agents over the considered time duration is known to all the agents.

Suppose $\rho(.) = \mathcal{N}(\mu, \sigma^2)$ and the “free” parameter $v_k$ is $\mu$. Then we have:

Lemma 1: Suppose at time $k$, $\{z_i(k)\}_{i \in I_N}$ are the centroids of the CVT in $\Omega \subset \mathbb{R}$ with density $\rho(.) = \mathcal{N}(\mu(k), \sigma^2)$. Then the following relationship holds between the time-updated centroids:

$$z_i(k + 1) - z_i(k) = z_j(k + 1) - z_j(k) = \mu(k + 1) - \mu(k) = -\delta$$ (11)

Proof: Let $\mu(k + 1) = \mu(k) - \delta$. Because $\{z_i(k)\}_{i \in I_N}$ are the centroids with normal distribution, we have by definition:

$$z_i(k) = \frac{\int_{V_i(k)} x e^{\frac{(x - \mu(k))^2}{2\sigma^2}} dx}{\int_{V_i(k)} e^{\frac{(x - \mu(k))^2}{2\sigma^2}} dx}$$

Similarly, writing out the mass centroid for the next time instant $k + 1$ using $\mu(k + 1) = \mu(k) - \delta$, we have:

$$z_i(k + 1) = \frac{\int_{V_i(k+1)} x e^{\frac{(x - (\mu(k) - \delta))^2}{2\sigma^2}} dx}{\int_{V_i(k+1)} e^{\frac{(x - (\mu(k) - \delta))^2}{2\sigma^2}} dx}$$ (12)

Suppose $V_i(k) = [a, b] \subset \Omega$. Consider the change of variables $y = x - \delta$. Then the mass centroids transform as:

$$z_i(k) = \int_a^b e^{\frac{(x - \mu(k))^2}{2\sigma^2}} dx$$

Similarly, writing out the mass centroid for the next time instant $k + 1$ using $\mu(k + 1) = \mu(k) - \delta$, we have:

$$z_i(k + 1) = \int_{a-\delta}^{b-\delta} e^{\frac{(x - (\mu(k) - \delta))^2}{2\sigma^2}} dx$$

Since (13) holds for all $i \in I_N$ and $\mu(k + 1) = \mu(k) - \delta$, we have (11) proved.

Theorem 1: Suppose we are initialized with static resource allocation solution at discrete-time $k$ and are at the following conditions: $\{z_i(k)\}_{i \in I_N}$ s.t $\sum_{i \in I_N} z_i(k) = r(k)$, $\{z_i(k)\}_{i \in I_N} \sim \mathcal{N}(\mu(k), \sigma^2)$. Suppose the resource to be allocated at the next time instant is $r(k + 1)$. If agents update their resources as

$$z_i(k + 1) = z_i(k) + \frac{1}{N}(r(k + 1) - r(k))$$ (14)

then the resulting solution satisfies the following:

1. $\sum_{i \in I_N} z_i(k + 1) = r(k + 1)$
2. $\{z_i(k + 1)\}_{i \in I_N} \sim \mathcal{N}(\mu(k + 1), \sigma^2)$

where $\mu(k + 1)$ is a solution of the $(N - 1)$ SNLE (10).

Proof: Obtain the time-difference of the summation of the resources:
\[
\sum_{i \in I_N} z_i(k+1) - \sum_{i \in I_N} z_i(k) = \sum_{i \in I_N} z_i(k+1) - z_i(k) \\
= -N \delta \\
= N(\mu(k+1) - \mu(k)) \\
= r(k+1) - r(k)
\]

Following Theorem 1 we obtain the CVT that satisfies the dynamic resource allocation constraint for the desired Normal distribution in a decentralized manner. While this fulfills our objective, it can be observed that the approach is quite rigid. In practical applications where the agents have their own set of dynamics and are trying to navigate around certain local objectives as well, this approach can be restrictive. Therefore, to extend its applicability we introduce flexibility in the design by allowing for (local) negotiations between neighbors through what we call a “civility model”.

Before detailing the civility model, let us introduce some new notations. For each agent \( i \in I_N \), denote its desired resource amount at time \( k \) that meets its local objective as \( u_i(k) \). For example, if the agent \( i \) is responsible for the control of a certain system modeled as a state-space, such \( u_i(k) \) could be the control input from a state-feedback controller, from an LQR or from any such local controller. Since we are operating in 1-D spaces, recall from Section II-C that the resource and communication graphs are the same. Following the same notation therein, denote the communication graph at time \( k \) as \( C^k \), and the neighbors of agent \( i \) at time \( k \) as \( N_{C^k} \).

**Initialization**: All agents are aware of the total resources \( r(k) \), \( \forall k \in T \) and the initial communication network \( C^{k-1} \).

Solve the static allocation problem for the resource \( r(k-1) \).

Following the initialization, the civility model for local negotiations is developed as follows.

| Civility model for local negotiations |
|--------------------------------------|
| **For every agent** \( i \in I_N \), **at every time** \( k \in T \), do: |
| 1. Compute the resource update \( z_i(k) \) from (14).
| 2. Compute \( u_i(k) \) based on the local requirements, possibly from the local controller.
| 3. Compute the neighbor of interest as \( j = \{ j \in N_{C^k} \cup i \text{ such that } ||u_i(k) - z_j(k)|| < ||u_i(k) - z_j(k)|| \} \).
| 4. Swap resources with the neighbor of interest \( j \) from the previous step, if \( j \) indicates it has not already been taken. This results in \( z_i(k) = z_j(k) \). If \( j \) has already negotiated with its other neighbor and is hence taken, or if \( j = i \), then implement the resource update \( z_i(k) \) from Step 1. |

It is worth noting that the communication network is dynamically updated in a decentralized manner, and that such an update naturally follows from the resource swap during the local negotiations. We call this approach the civility model because if a neighbor asks to swap, the agent complies with it regardless of its own local requirement. And hence, since all the agents follow the same model, no agent is at a disadvantage in following such an approach.

To demonstrate the clarity and effectiveness of the proposed method to dynamically allocate resources in a decentralized manner, we consider the application of demand-response in smart grids. Specifically, we consider a group of Heating, Ventilation, and Air Conditioning (HVAC) units that have their local objectives to maintain their indoor air temperatures according to certain desired setpoints, but are also required to respond to certain demand (power) curve by consuming the available power as a team of agents.

### V. Application to Demand Response

To demonstrate the developed method, we consider power allocation in a group of building HVACs. In this application of demand-response, the agents are the building HVACs. The resources to be allocated to all the agents are the powers consumed by the HVACs to maintain the local indoor air temperatures. We adapt the state-space model from [31] to simulate the indoor air temperatures for each agent \( i \) as:

\[
\dot{x}_i(t) = A_i x_i(t) + B_i u_i(t) + G_i w_i(t) \\
y_i(t) = C_i x_i(t) + D_i u_i(t)
\]

(16)

The input \( u_i \) is the power consumption of the HVAC (agent \( i \)), the output \( y_i \) is the indoor air temperature, and \( w_i \) is the vector of disturbances – outdoor air temperature and solar radiation. The system matrices for each agent are given by:

\[
A_i = \begin{bmatrix}
-(K_1^i + K_2^i + K_3^i + K_4^i + K_5^i) & (K_1^i + K_2^i) & K_1^i \\
K_1^i + K_2^i & -C_1^i & 0 \\
K_1^i & 0 & -(K_1^i + K_2^i)
\end{bmatrix}
\]

\[
B_i = \begin{bmatrix}
\frac{1}{C_1^i} + \frac{1}{C_2^i} \\
0 \\
0
\end{bmatrix}, \quad G_i = \begin{bmatrix}
\frac{1}{C_1^i} \\
0 \\
\frac{1}{C_1^i}
\end{bmatrix}, \quad C_i = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}
\]

with \( D_i \) being a zero matrix. The system parameters, which are resistances and capacitances in the thermal dynamics of the building model, for each agent \( i \) are obtained as realizations of the following normal distributions:

- \( K_1 \sim \mathcal{N}(16.48, 0.1) \)
- \( K_5 \sim \mathcal{N}(23.04, 0.1) \)
- \( K_2 \sim \mathcal{N}(108.5, 0.1) \)
- \( C_1 \sim \mathcal{N}(9.36 \times 10^5, 1) \)
- \( K_3 \sim \mathcal{N}(5, 0.1) \)
- \( C_2 \sim \mathcal{N}(2.97 \times 10^6, 1) \)
- \( K_4 \sim \mathcal{N}(30.5, 0.1) \)
- \( C_3 \sim \mathcal{N}(6.695 \times 10^5, 1) \)

We implement the agent’s model by discretizing the state-space model (16) with a sampling time of 10 minutes.
In the HVAC model, the input $u_i$ corresponds to cooling when negative and to heating when positive. Regardless, its absolute value is the power consumed, and therefore we use that for local negotiations and let the individual agent decide whether to use the allocated power for heating or cooling based on its local control. To maintain the indoor air temperatures from a local control, we employ a state-feedback controller for pole placement for every agent to determine its $u_i(k)$. We consider the same disturbances for all the agents; the outdoor air temperature and the solar radiation, [32], we use for our simulations are shown in Fig. 4.

To begin the dynamic resource allocation we initialize $\rho(\cdot)$ as $\mathcal{N}(\mu, \sigma^2)$, and following Section II solve the first-time allocation (initialization) as a static allocation problem. Communicating to all the agents the resulting mean $\mu$, we begin the decentralized dynamic allocation as laid out in Section IV.

Even though the performance of the developed approach depends on the total available resource and the local requirements, the civility model allows for flexibility, and that could be necessary to compensate for local disturbances or for improper selection of the (desired) distribution in the tessellation. To explain the graphical setup of our results, we begin with $N = 5$ in Fig 5. The top figure shows the power consumption of all the agents at every time instant, and the bottom figure shows their total power consumption versus the available power. Augmenting, Fig 6 shows the individual indoor air temperatures when the agents implement the allocated power from Fig 5.

Next, we demonstrate the civility model from Section IV by allowing for swapping through local negotiations. Continuing the previous case we first consider only 5 agents in the team in Fig 7 and then demonstrate for 15 agents. For every agent, the power consumptions and the indoor air temperatures are shown in the same color throughout the simulation duration. For example, agent 2 is shown in red. Thus one can follow the agents’ negotiations and the resulting swaps and communication network by following the individual power consumption of the agents through their colors. In the subsequent cases, we do not show the satisfaction of the resource allocation constraint through a dedicated figure since we can concisely express it numerically as the error between total power consumption of all the agents and the available power; we use $l_2$ norm to compute the power consumption error.

The strengths of the developed method lie in its robustness in maintaining the resource allocation constraint while accounting for local preferences in a truly decentralized manner. To demonstrate the same, we perturb the setpoints of certain agents and observe the corresponding resource negotiations and the air temperatures in Fig 9. We can observe the increased amount of negotiations in the increased number of swaps spreading throughout the team to correct for the disturbances for some of the agents. Quantifying the swaps, we have that out of 144 time-steps in the simulation, each agent swapped 126.9 times on average and that every agent has been a neighbor of almost every other agent. This suggests a high degree of variation in the communication...
Fig. 6. Baseline indoor air temperatures: Agents acting based on the resource allocation constraint without the civility model.

Fig. 7. Civility model with local state feedback controller for 5 agents.

Fig. 8. Civility model with local state feedback controller for 15 agents. The temperature setpoints for all the HVACs are at 72° F.

The decentralized dynamic resource allocation solution proposed in this work follows the idea of “Global trendsetting, local negotiations”. Here, the global trend is for the agents’ resources to be Gaussian distributed while summing up to the available power, and the local negotiations happen to maintain the balance between following such global trend and accounting for the local requirements simultaneously.

VI. CONCLUSIONS

CVTs in one-dimensional spaces are desirable due to their inherent line structure and ease of computation of the entire tessellations, allowing for verification of the quality of the solution. Employing them in the resource allocation problem brings forth additional advantages as embedding desired global trends in the team through probability distributions.

For a fixed amount of resource, the static resource allocation method offers an analytical, although central, solution network, further suggesting that the amount of information is so fragmented among all the agents that it is sufficient to meet the resource allocation constraint while following the desired distribution in the tessellation but not enough for any agent to recreate the behavior of any other agent.
by posing the constrained CVT minimization problem as a system of non-linear equations. The generalizability of the developed static allocation framework is worth remarking. Instead of the summation constraint, one can have any constraint from $\mathbb{R}^N \rightarrow \mathbb{R}$, and one can also have as many constraints as the number of parameters defining the desired distribution.

The developed decentralized dynamic allocation solution using CVTs provides a natural way to embed the aggregate team behavior or to set the desired global trend through absorbing and distributing disturbances throughout the architecture through the highly dynamic communication network that nevertheless was a simple line graph at all times, demonstrating the scalability of the method.

Building on this work, we aim to generalize the develop decentralized resource allocation method to global trends that are described by more distributions, and not just Gaussian.

We aim to verify the robustness of the architecture to a changing number of agents in the team, possibly due to communication failures.
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