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The stochastic reaction network in which chemical species evolve through a set of reactions is widely used to model stochastic processes in physics, chemistry and biology. To characterize the evolving joint probability distribution in the state space of species counts requires solving a system of ordinary differential equations, the chemical master equation, where the size of the counting state space increases exponentially with the type of species. This makes it challenging to investigate the stochastic reaction network. Here we propose a machine learning approach using a variational autoregressive network to solve the chemical master equation. Training the autoregressive network employs the policy gradient algorithm in the reinforcement learning framework, which does not require any data simulated previously by another method. In contrast with simulating single trajectories, this approach tracks the time evolution of the joint probability distribution, and supports direct sampling of configurations and computing their normalized joint probabilities. We apply the approach to representative examples in physics and biology, and demonstrate that it accurately generates the probability distribution over time. The variational autoregressive network exhibits plasticity in representing the multimodal distribution, cooperates with the conservation law, enables time-dependent reaction rates and is efficient for high-dimensional reaction networks, allowing a flexible upper count limit. The results suggest a general approach to study stochastic reaction networks based on modern machine learning.
all possible trajectories to generate statistics of relevant variables. However, achieving high-accuracy statistics of the joint probability distribution requires a large number of trajectories. Moreover, the dynamics can be dramatically affected by rare but important trajectories, which are difficult to sample by the Gillespie algorithm. In contrast with sampling-based methods, asymptotic approximations have been proposed to transform the CME into continuous-state equations, for example, the chemical Langevin equation. This method is more computationally efficient, but the continuous-state approximation becomes inaccurate when fluctuations on the count of species are significant, for example, in the case of proteins. Another class of methods truncates the CME into a state space covering the majority of the probability distribution, including the finite state projection, the sliding window method and the accurate chemical master equation (ACME) method. Further advances employ the Krylov subspace approximation and tensor-train representations. However, the computational cost of these methods is still prohibitive to reach high accuracy when both the number and counts of species become large. Although a great effort has been made, we still lack a general method to solve the CME by directly facing the representation problem of the evolving joint probability distribution.

In this paper, we develop a neural-network approach to investigate the time evolution of the joint probability distribution for the stochastic reaction network. Our method is inspired by the strong representation power of neural networks for high-dimensional data. In particular, we leverage the variational autoencoder network (VAN) to solve the CME (Fig. 1). The VAN has been applied to statistical physics, quantum many-body systems, open quantum systems, quantum circuits and computational biology, where it enables efficient sampling of configurations and computation of the normalized probability of configurations. Here, we extend the VAN to characterize the joint probability distribution of species counts for the stochastic reaction network. As the unit of the VAN, we have employed recurrent neural networks (RNNs) and the transformer, which are flexible to represent the high-dimensional probability distribution and to adjust the upper count limit. We also enable the VAN to have the count constraint on each species or to maintain the conservation on the total count of species for specific systems, both of which can improve the accuracy with the contracted probability space.

Our approach differs significantly from recently developed methods. Instead of using simulated data from the Gillespie algorithm to train the neural network, our approach does not need any existing data or measurements. This is advantageous, especially for cases where the Gillespie algorithm itself is inefficient to capture the multimodal distribution. This approach gives an automatically normalized distribution as the solution of the CME at an arbitrary finite time. Moreover, the obtained joint distribution contains more information than estimating the marginal statistics alone, providing the probability for each configuration in the high-dimensional state space.

To demonstrate the advances of the proposed approach, we apply it to representative examples of stochastic reaction networks, including the genetic toggle switch with multimodal distribution, the intracellular signalling cascade in the high dimension, the early life self-replicator with an intrinsic constraint of count conservation and the epidemic model with time-dependent rates. The results on the marginal statistics match those from previous numerical methods, such as the Gillespie algorithm or the finite state projection. The present approach further efficiently produces the time evolution of the joint probability distribution. In particular, it can learn multimodal distribution, effective for systems with feedback regulations and is computationally efficient for high-dimensional systems, where the computational time scales almost linearly to the number of species, allowing the approach to be applicable and adapatble to general stochastic reaction networks.

### Chemical master equation

We consider the discrete-state continuous-time Markovian dynamics with configurations \( n = [n_1, n_2, \ldots, n_N] \) and the size of variables \( M \). The probability distribution at time \( t \) evolves under the stochastic master equation:

\[
\frac{\partial P_t(n)}{\partial t} = \sum_{n' \neq n} W_{n \rightarrow n'} P_t(n') - r_n P_t(n),
\]

where \( P_t(n) \) is the probability of the configuration state \( n \), \( W_{n \rightarrow n'} \) are the transition rates from \( n \) to \( n' \), and the escape rate from \( n \) is \( r_n = \sum_{n' \neq n} W_{n \rightarrow n'} \). As the probabilities of transiting into and out from any configuration sum up to 0, the total probability is conserved over time.

One type of the master equation describing stochastic reaction networks is the CME. Specifically, a stochastic reaction network with \( K \) reactions and \( M \) species (each species \( X_i \) has the count \( n_i = 0, 1, \ldots, N_i \) with \( 1 \leq i \leq M \)) is:

\[
\sum_{i=1}^{M} r_{ni} X_i \rightarrow \sum_{i=1}^{M} p_{ki} X_i,
\]

with the reaction rates \( c_k \) for the \( k \)-th reaction. The numbers of reactants and products are denoted by \( r_{ni} \) and \( p_{ki} \), respectively. The change in the count of species follows the stoichiometric matrix \( M = [m_{ki}] \), where \( m_{ki} \) represents the probability of the reaction \( k \) occurring in the infinitesimal time interval at the state \( n \) (ref. [3]). For example, a conventional way follows the law of mass action: the propensity \( a_k \) for each reaction is calculated by multiplying the reaction rate \( c_k \) and the count of species \( n_i \) to the power of \( r_{ni} \).

Given the stoichiometric matrix, reaction rates, propensities and an initial distribution \( P_0(n) \), the system evolves according to the CME:

\[
\frac{\partial P_t(n)}{\partial t} = \sum_{k=1}^{K} \left[ a_k (n - s_k) P_t(n - s_k) - a_k (n) P_t(n) \right],
\]

where \( s_k \) is the \( k \)-th row of the stoichiometric matrix. We consider the reflecting boundary condition for both boundaries at \( n_i = 0 \) and \( n_i = N_i \) by setting the transition probability out of the boundary to zero, where the CME conserves the probability over time. Other boundary conditions can be employed when necessary. The state space of the probability distribution scales exponentially with the number of species \( N^{M} \) if each species has a count up to \( N \). The exponentially increasing state space makes it challenging to solve the CME. Based on a neural-network ansatz, we next provide a computational approach toward solving this problem.

### Results

#### Design of the VAN

We leverage the VAN to represent the probability distribution of species counts in the CME. The VAN is a product of conditional probabilities:

\[
\hat{P}^\theta(n) = \prod_{i=1}^{M} \hat{P}^\theta(n_i | n_1, \ldots, n_{i-1}),
\]

where \( n_i \) is the count of the \( i \)-th species, and \( \theta \) denotes the parameters of the VAN to be trained. The VAN parameterizes an automatically normalized probability distribution, such that sampling configurations can be performed in parallel under the corresponding probabilities. Compared with the VAN for statistical mechanics where each variable has binary states for the spin, we extend it to the \( N \)-state variable, where \( N \) denotes the maximum of the upper count limit of all the species: \( N = \max_i N_i \). The issue of choosing a proper \( N \) is discussed in Methods.

The conventional unit of the VAN includes MADE, PixelCNN, RNN and transformer. We mainly employ the RNN and transformer.
to represent the highly correlated distributions (Methods). In the examples, we find that a single-layer RNN is sufficient to parameterize the joint distribution, and the transformer performs equally well. Specifically, there may be a priori knowledge on the count of certain species or an intrinsic conservation on the total count of all species. These constraints can be put into the VAN to improve the accuracy of training in the contracted probability space (Methods). For specific systems, there may be a priori knowledge on the count of certain species or an intrinsic conservation on the total count of all species. These constraints can be put into the VAN to improve the accuracy of training in the contracted probability space (Methods).

**Tracking time evolution of the probability distribution**

To track the probability distribution over time, we minimize the loss function:

$$
\mathcal{L} = D_{KL} \left[ \hat{P}_{t+\delta t}^\theta \mid \mid \mathbb{P}_t^\theta \right].
$$

which is the Kullback–Leibler (KL)-divergence between a distribution $\hat{P}_{t+\delta t}^\theta$ parameterized by the VAN and the one-time-step evolution of the distribution $P_t^\theta$ at time $t$. The transition kernel in the time interval $\delta t$ is $\mathbb{T} = e^{h \mathbb{W}} \approx (I + \delta t \mathbb{W})$, which preserves the total probability, and the generator $h$ is given by equation (I). The time-step length $\delta t$ is typically fixed, but an adaptive $\delta t$ can be used to help accelerate the simulation (Methods).

The loss function is approximated by drawing samples from the VAN:

$$
\mathcal{L} = \mathbb{E}_{\mathbb{S}_d \sim \hat{P}_{t+\delta t}^\theta} \left[ \ln \hat{P}_{t+\delta t}^\theta (\mathbb{S}) - \ln \mathbb{P}_t^\theta (\mathbb{S}) \right],
$$

where $\mathbb{S}_d$ are samples drawn from the distribution $\hat{P}_{t+\delta t}^\theta$ parameterized by the VAN. At each time step, we calculate the manipulation of the configurations transiting in and out of each drawn sample, which are also paralleled for all the samples. The number of such 'connected' configurations for each sample in the CME is equal to the number of chemical reactions $K$. Thus, only the order of $O(K)$ multiplications is required to account for all the possible transitions of each
configuration, rather than performing $\mathcal{O}(N^M)$ multiplications of the full transition matrix. This crucial property leads to an efficient method to approximately solve the CME by the VAN.

The VAN is updated by:

$$
\mathcal{L} = E_{s \sim \rho_{t+\delta t}^{\theta}} \left[ \mathcal{L} \right] = \mathcal{L},
$$

(7)

where we have used

$$
\mathbb{E}_{s \sim \rho_{t+\delta t}^{\theta}} \left[ \ln \rho_{t+\delta t}^{\theta} (s) \right] = \ln \mathbb{E}_{s \sim \rho_{t+\delta t}^{\theta}} \left[ \rho_{t+\delta t}^{\theta} (s) \right] = \mathcal{L} = 0
$$

when sufficient samples are drawn. Training by the gradient equation (7) amounts to the policy gradient algorithm in the reinforcement learning framework\(^{1}\): the term in the curly bracket of equation (6) is the reward, and $\rho_{t+\delta t}^{\theta} (s)$ is a stochastic policy. The pseudocode is summarized in ALGORITHM 1.

**Algorithm 1.** Solving the CME by the VAN.

The choice of hyperparameters can be based on Table 1.

| Species | Reactions | Time steps | $\delta t$ | Epochs | Depth | Width | Comput. time |
|---------|------------|------------|-----------|---------|-------|-------|-------------|
| Birth–death process | 1 | 2 | 30 | $10^4$ | $10^{-2}$ | 100 | 1 | 16 | 1.62 |
| Gene expression | 2 | 4 | 100 | $3.6 \times 10^0$ | $10^{-1}$ | 100 | 1 | 32 | 10.21 |
| Autoregulatory feedback | 2 | 5 | 100 | $2 \times 10^3$ | $5 \times 10^{-3}$ | 100 | 1 | 32 | 0.65 |
| Early life self-replicator | 3 | 6 | 100 | $2 \times 10^2$ | $4 \times 10^{-4}$ | 20 | 1 | 32 | 42.21 |
| Epidemic model | 3 | 6 | 80 | $10^4$ | $2 \times 10^{-2}$ | 100 | 1 | 8 | 3.68 |
| Toggle switch | 4 | 8 | 80 | $10^3$ | $5 \times 10^{-3}$ | 100 | 1 | 32 | 4.23 |
| Signalling cascade 1 | 15 | 30 | 10 | $10^3$ | $10^{-2}$ | 100 | 1 | 32 | 16.68 |
| Signalling cascade 2 | 15 | 30 | 40 | $10^3$ | $10^{-2}$ | 100 | 1 | 32 | 16.68 |
| Signalling cascade 3 | 15 | 31 | 10 | $10^3$ | $10^{-2}$ | 100 | 1 | 32 | 16.68 |

The time-step length $\delta t$ has the unit of the inverse of the reaction rates. The computational time (in hours) for various numbers of species in signalling cascade 1 is shown in Fig. 3f. The number of epochs is that used at each time step, except for the first time step requiring $\delta t$.

---

**Examples**

We apply our approach to representative examples of stochastic reaction networks, including the genetic toggle switch\(^{15}\) and the intracellular signalling cascade\(^{31}\). They separately demonstrate that our approach is applicable to systems with a multimodal distribution and in high dimensions. More examples are provided in the Supplementary Information: the birth–death process (Supplementary Fig. 2), gene expression without regulation (Supplementary Fig. 3), an autoregulatory feedback loop\(^{26}\) (Supplementary Fig. 4), the early life self-replicator\(^{26}\) (Supplementary Fig. 5), the epidemic model\(^{31}\) (Supplementary Fig. 6). The last two examples, respectively, are intrinsically constrained by count conservation and time-dependent parameters. The computational time and the hyperparameters of the VAN for all the examples are in Table 1. With the VAN, tracking the joint distribution becomes computationally efficient for stochastic reaction networks.

To benchmark our method, we compared it with other numerical methods. Specifically, the Gillespie simulation is the comparison of the marginal statistics for all examples. The finite state projection agrees with our result in the autoregulatory feedback loop with the bimodal distribution of the protein. We also find a match between the VAN and the ACME method\(^{15}\) on learning the multimodal distribution for the genetic toggle switch. To highlight the effectiveness of the VAN on capturing the joint distribution, in each example we show the joint distribution for two of the species (heatmaps). We next provide the results for the toggle switch and the intracellular signalling cascade.

**Genetic toggle switch.** In the toggle switch\(^{15,44}\) (Fig. 2a), there are six molecular species: genes $G_x$, $G_y$, which transcribe two proteins $P_x$, $P_y$, inhibiting the gene expression of each other, and two protein–DNA complexes $G_x (P_x)$ with protein $P_x (P_y)$ bound to gene $G_x (G_y)$. The dimer of the protein $P_x (P_y)$ inhibits the activity of the gene $G_x (G_y)$. The result from the VAN matches those from the Gillespie simulation (Fig. 2a) and standard deviation (Fig. 2c).

The joint distribution of the two proteins (Fig. 2e) shows the multimodality corresponding to the four stable genetic states of the two genes: ‘Off–Off’ ($G_x = 0$, $G_y = 0$), ‘On–Off’ ($G_x = 1$, $G_y = 0$), ‘Off–On’ ($G_x = 0$, $G_y = 1$) and ‘On–On’ ($G_x = 1$, $G_y = 1$), which is consistent with the ACME method shown in Fig. 4 of ref. 15.

**Intracellular signalling cascade.** The intracellular signalling cascade\(^{31}\) is a biological reaction with a series of reactions, where one species catalyzes the production of the next (Fig. 3a). This recurrent structure of the signalling cascade makes it an ideal model to conveniently test our method with different numbers of species.
The time evolution of the mean species count (Fig. 3b) and standard deviations (Fig. 3c) from the VAN match with the Gillespie simulation. The marginal distributions from the two methods (Fig. 3d) also has a small Hellinger distance. Besides generating marginal statistics, the VAN gives a joint probability distribution of all the species (Fig. 3e). The computational time scales almost linearly to the number of species (Fig. 3f), with the result of $M = 50$ species in Supplementary Fig. 8. The accuracy of the VAN is not sensitive to the
order of the species used for the conditional probabilities in equation (4) (Supplementary Fig. 9). The transformer has a similar accuracy compared with the RNN (Supplementary Fig. 10), but requires longer computational time. The signalling cascade with the nonlinear activation or with feedback regulations is accurately tracked by the VAN as well (Supplementary Figs. 11 and 12).

**Discussion**

We have developed a machine learning approach to track stochastic reaction networks, by leveraging the VAN for the joint probability distribution in the CME. Specifically, there can be hundreds of possible states for each species, beyond the binary spin state in statistical physics\(^{15}\). During the time evolution, the connected configurations of each sample depend on the chemical reactions. These properties require a tailored architecture of the VAN and rule of the time evolution. We have achieved such an extension, leading to the first approach of using the neural network alone to solve the CME. We have applied it to examples in biophysics, systems biology and epidemics, where it is accurate to track the joint probability distribution over time and is efficient in high-dimensional systems.

Learning the multimodal probability distribution can be affected by the mode-collapse\(^{29}\), since the variational training employs the reverse KL-divergence. Still, the VAN has effectively learned the bimodal distribution in the example of the early life self-replicator and autoregulatory feedback loop, and captured the multimodality in the toggle switch\(^{15}\). This is because the VAN continuously tracks the evolving distribution from the initial delta distribution with a single peak, such that it can capture the gradual change of the distribution when new probability peaks progressively emerge, similar to the annealed importance sampling\(^{46}\). To alleviate the mode-collapse in complex problems with rugged distributions, temperature annealing\(^{29}\) and variational annealing\(^{49}\) are also helpful. Furthermore, sampling rare configurations may be necessary to capture the probability peaks with relatively lower probabilities, for which an importance sampling can be employed\(^{47}\).

With the joint probability distribution learnt by the VAN, evaluating the macroscopic thermodynamical quantities including the free energy and entropy is achievable\(^{15}\). The present approach may also be adapted to reaction networks in more complex scenarios, such as non-Markovian dynamics\(^{15}\). Beyond the well-mixed condition, the spatially extended models can have hundreds of species and spatially long-range correlations among sites. Capturing this complex distribution requires longer training on the VAN, and thus the computational cost may grow with the number of species more than the nearly linear rate in the signalling cascade model. To further investigate the non-equilibrium phase transition needs to scan a set of values of the critical parameter\(^{15}\). Despite these challenges, since the computational cost of the present approach does not scale exponentially to the number of species, such studies become practically feasible by parallelizing multiple GPUs (graphics processing units). To this end, we have developed a user-friendly package extendable to stochastic reaction networks in more general situations.

**Methods**

**Difference to previous methods**

Compared with the Gillespie algorithm\(^{12–14}\) of simulating trajectories, our approach learns the joint probability distribution. Because the state space increases exponentially with the number of species, it is not feasible to extract the joint probability distribution from simulating trajectories for high-dimensional systems, for example, certain configurations may not be accessed unless an exponentially increasing number of trajectories are simulated (Supplementary Fig. 13). Instead, the joint probability distribution can be learned by the VAN, which offers direct sampling from the joint distribution to compute statistics, beyond acquiring only the marginal statistics from the Gillespie algorithm. Moreover, the trajectory space increases exponentially with the number of time points, making it harder to characterize the time evolution of the joint distribution by simulating trajectories and capturing rare trajectories. The present approach overcomes this issue by evolving the VAN to track the probability distribution over each time point. With the learnt time-evolving distribution covering the rare configurations, the dynamics under time-scale separations may be revealed.

The computational cost of the finite state projection\(^{18}\) and the sliding window method\(^{41}\) increases exponentially with the number of species, because the states need to be explicitly labeled to cast the CME into ordinary differential equations. The ACME method\(^{20,42,43}\) also requires the buffers to be sufficiently large for accurate estimations, which may become computationally expensive when the upper count limit $N$ is large. Instead, the present approach captures the joint probability distribution of the whole state space with an adjustable $N$, and is efficient when both the upper count limit $N$ and the number of species $M$ are large, such as in the example of a signalling cascade. Given such a property, one can further conduct an estimation on choosing the proper $N$ to control the truncation error\(^{15}\), and then $N$ can be adjusted accordingly for the neural network without losing the flexibility on learning the joint distribution. In addition, compared with the method based on the tensor network\(^{23,24}\), the advantages of the VAN mainly include its generality. The neural-network ansatz is more flexible representing complex probability distributions. For example, the VAN is useful in higher-dimensional lattice systems\(^{25}\), whereas the matrix product states are mainly for one-dimensional lattices\(^{26}\).

**Details on the VAN**

The details of implementing the VAN are as follows. For encoding the count of species, one may use the one-hot representation or binary representation. For the binary representation, each count of a species is encoded as the binary-digit representation. When using the VAN to sample configurations, the VAN maps binary digits back to $N$-output probabilities for each species. The required number of input variables for binary encoding increases logarithmically with the maximum count of species. Alternatively, to efficiently represent the count space by the least possible variables in the VAN, we directly used the count of each species in the range of $[0,N]$ as the input of the VAN. We next present two architectures to represent the probability in equation (4), the RNN and the transformer.

**Recurrent neural network.** In the RNN, the conditional probability is calculated iteratively over species, with each site on the chain representing a species. Each site has two inputs: a visible variable with the count of species and a hidden state. The iteration process starts from an initial variable $n_0$ and hidden state $h_0$, which are chosen as zero. Then, a recurrent cell processes the information from the previous input variable $n_t$ and hidden state $h_{t-1}$, generates a new hidden state $h_t$, and passes the information of $h_t$ to the next cell. The recurrent cell also provides the conditional probability of this site $p(n_t|n_{t-1},...,n_{t-1})$ with the parameter $\theta$. The conditional probability is obtained from the hidden state, which is acted on a linear transform and a softmax operator $p(n_t|n_{t-1},...,n_{t-1}) = \text{Softmax}(W_h + b)$. The softmax operation ensures the normalized condition for the probability of all the possible counts of the species. The joint probability distribution is obtained by multiplying the iteratively generated conditional probabilities.

Sampling from the probability distribution occurs in a similar manner. To sample configurations with discrete counts, we use the multinomial distribution to generate integers based on the given probability. Given an initial variable and hidden state, the variable $n_t$ is sampled from the estimated conditional probability. The procedure is repeated to the last species, generating a configuration with a certain count of each species.

To learn the distribution with long-range correlations, we use a gated recurrent unit (GRU)\(^{27}\) as the recurrent cell. It avoids the vanishing
gradient problem for the vanilla RNN, and is more efficient than the cell of the long-short time memory. The GRU takes the \( d_v \)-dimensional hidden state \( h_t \) as an input. It updates by the gates:

\[
z_t = \sigma(W_{zn}n_{t-1} + W_{zh}h_{t-1} + b_z),
\]

\[
r_t = \sigma(W_{rn}n_{t-1} + W_{rh}h_{t-1} + b_r),
\]

\[
\hat{h}_t = \tanh(W_{hn}n_{t-1} + W_{hh}(r_t \odot h_{t-1} + b_h)),
\]

\[
h_t = (1-z_t) \odot h_{t-1} + z_t \odot \hat{h}_t,
\]

where \( W \)s are the weight matrices, \( \sigma \) denotes the sigmoid activation function, \( bs \) are bias vectors, and \( \odot \) is the Hadamard product. A reset gate \( r_t \) and an update gate \( z_t \) interpolate between the previous input hidden state and a candidate hidden state, where the reset gate controls the extent of forgetting on the previous hidden state.

To increase the representative capacity of the VAN, many hidden layers of RNN may be employed. We find that the one-layer RNN is sufficient to generate accurate probability distributions in examples.

**Transformer.** The transformer employs the attention mechanism to learn the correlation between relevant configurations in a distribution. For the conventional transformer model, given a ‘query’, it uses ‘key’ to estimate a correlation to certain ‘value’, and then generates the attention value. We implement the transformer as a unit of the VAN, where the input is the count of each species and the output is the conditional probabilities in equation (4). Specifically, the transformer has an input layer, where a linear transform and the ReLU function act on the input configurations. Then, positional embedding is applied to the configurations, and the attention matrix for the configurations is calculated subsequently by using multihread attention. These are passed to a linear transform and then a softmax operator as in the RNN. The architecture ensures that the output conditional probabilities are normalized.

For the transformer, the hyperparameters include the number of features in the encoder and decoder inputs \( d_{model} \), the number of heads in the multihread attention models \( n_{heads} \), the number of encoder and decoder layers \( n_{layers} \), and the dimension of the feed-forward network model \( d_{ff} \). The hyperparameter \( n_{layers} \) plays a similar role as the number of depths in the RNN, and the other hyperparameters play the role of widths. The chosen values of hyperparameters are listed in Supplementary Table 2.

We have tested the transformer in the examples of the signalling cascade, where it shows a similar accuracy as the RNN. However, the transformer generally needs more computational time than the RNN (Supplementary Table 2). Therefore, we have mainly used the RNN for other examples. The representative capacity of the transformer enables its application to more complex reaction networks.

**The choice of upper count limit**

For a given problem, the upper count limit \( N \) is typically fixed, because there is usually a lack of prior knowledge on the variation of the range over time. The choice of \( N \) requires a special care: if \( N \) is too small, the counting space is not fully covered; if \( N \) is too large, training the VAN may require longer computational time to converge. When a priori knowledge of \( N \) is unavailable, one can search for the smallest upper count limit such as by simulating trajectories from the Gillespie algorithm. Another more rigorous approach of finding the proper \( N \) is to use the ACME method. This method based on the finite-buffer method can reduce the state space from an \( M \)-dimensional hypercube to a \( M \)-simplex, and provides an error bound on choosing \( N \). It gives guidance on choosing an appropriate \( N \) to truncate, ensuring that the truncation error is smaller than a threshold. After finding a proper \( N \), the flexibility of neural networks in representing complex distributions allows \( N \) to be adjusted accordingly in the present method.

**Incorporating constraints to the VAN**

**Adding constraints on the count of each species.** When a priori knowledge on the count of certain chemical species is available, one can put separate constraints on the count of each species, to contract the probability space and improve the accuracy of the VAN. For example, the DNA fragment typically has a count of zero or one inside a cell. Thus, one can constrain its count to 0, 1, which reduces the state space of the probability distribution.

We implement this constraint in the VAN, by setting the probability of the exceeding count in the output of the VAN to zero. That is, the count of the species out of the constraint is set to zero probability, such that only the allowable count is generated in the VAN. The constraint on the count can be specified for each species, as an input argument in our code package. It is exemplified in the toggle switch and the autoregulatory feedback loop.

**Keeping conservation on the total species count.** Many stochastic reaction networks in nature include a count conservation of species. Such conservation places a constraint on the total count of certain chemical species. Therefore, the count conservation needs to be incorporated into the VAN. Here, we implement the total count conservation in the VAN similar as refs. \( 20,21 \), to model the chemical reactions with an intrinsic conserved quantity \( N_p \). Such an implementation of count conservation is used in the example of an early life self-replicator.

To make the total count conserved, we adjust the output of each conditional probability in the VAN, to assign zero probabilities to the counts of species that do not satisfy the conservation. Specifically, the conditional probabilities \( P(n_1, n_2, \ldots, n_{i-1} | n_i) \) for species \( i \) are zero if

\[
0 \leq n_i \leq N_0 - \sum_{j=1}^{i-1} n_j
\]

is not satisfied. This constraint ensures that the sampled configurations from the VAN must have the total count of species equal to \( N_p \). We have used such strategies of adjusting the neural-network output for both sampling configurations and acquiring probabilities from the VAN. The conservation of certain species can be realized in a similar manner.

We note that the conservation can also be maintained by performing the variable reduction. However, putting the constraint on the total conservation without the variable reduction is more straightforward in the VAN. For a high-dimensional system with many species under a constraint of \( \sum_{i=1}^{M} n_i = N_0 \) after performing the variable reduction, the remaining variables are still under the constraint of their counts and are dependent on the counts of other species.

**Training details**

Starting from a chosen initial distribution, we iteratively conduct the minimization by equation (5), generating a sequence of the VAN to continuously track the time evolution of the distribution. The first time step requires a long epoch (\( O(10^4) \)) to have a converged loss. Then, the learned VAN at the current time step is inherited to train the VAN after the next time-step evolution. After the first time step, the inherited VAN loss soon converges, because the change in the distribution is generally not dramatic. This inheritance significantly accelerates the training, taking \( O(10^2) \) epochs at the time points after the first time step.

The batch size is chosen as 1,000 for each epoch. To estimate the statistics from the distribution more accurately, after the loss converges, we save the batch from the last 10 epochs. This collection of \( 1,000 \times 10 \) samples gives accurate estimations, and one can also save the VAN to generate more samples as desired (Supplementary Fig. 7). The Adam optimizer is chosen to perform the stochastic gradient descent, and the variance reduction is included to reduce the variance.
of the loss function. We tested learning rates $10^{-5}$, $10^{-4}$, $10^{-3}$, and $10^{-2}$, which affect the accuracy of training. We find that $10^{-1}$ leads to relatively lower loss and better accuracy of training. Certain schedulers for the learning rate can be designed to help alleviate general optimization issues such as trapping into local minima.

The accuracy of the VAN depends on the number of parameters in the neural network. For the RNN, we have used 2, 4, 8, 16, 32, 64, 128 as the number of hidden states, and found that the number larger than or equal to 16 performs well for the one-layer RNN. A larger number of hidden states and hidden layers may lead to better accuracy, with a cost of longer computational time. We list the number of depths and widths of the RNN with the best performance under our attempt for each model (Table 1). The table contains the computational times in various systems with different numbers of chemical species and reactions, under the chosen time-step length. We also list the number of parameters for the transformer, which has equal performance but longer training time (Supplementary Table 2).

The VAN maps each count of species to the conditional probability of the species conditioned on the previous species. This procedure assigns a specific order to the species. Once the VAN can be trained to achieve zero KL-divergence, the joint distribution is faithfully learned regardless of the species order used in the conditional probabilities, because the parameters of the VAN are optimized to learn the joint probability distribution instead of each conditional probability. Specifically, we used different orders of the species for the conditional probabilities, such as shuffling the order of species in the example of the signaling cascade, and found that the learned probability distribution was not affected by the chosen order (Supplementary Fig. 9). If the chosen order respects the conditional dependence of species in the given reaction network, the training may be more efficient. A similar effect was analyzed in the context of supervised learning, where the optimal permutations on the order of variables can be searched by the spectral ordering, to adapt the structure of learning models to the dataset.

To evaluate the accuracy of the learned distribution, we use two ways: examining the value of the converged loss function and the sample variance of the loss function (Supplementary Note 1); comparing the result with other methods. First, the loss function of the KL-divergence quantifies the convergence and accuracy of learning the distribution. For example, the converged values of the KL-divergence and sample variance over time points are typically below the order of $o(10^{-4})$ in the toggle switch (Supplementary Fig. 1). It indicates that the variational training faithfully learns the distribution and does not suffer from a serious error accumulation over time. The comparison with other methods is detailed in the examples.

The choice of time-step length

The choice of the time-step length requires a care. It has the discretization error from the Suzuki-Trotter decomposition in equation (5). An improper choice of a too large time-step length may generate negative probabilities due to the escape rate in equation (1). A sufficiently small time-step length is ideal for the accuracy, with a cost of longer computational time. Thus, the time-step length $\delta t$ needs to be adjusted to each given system, because the reaction rates have various values for each system. One needs to search for the proper $\delta t$ by trial and error. An empirically proper choice for each example is in Table 1.

In addition to the fixed time-step length, one may use the option of adaptive step length in the code repository to save computational time. Specifically, by trial and error, we first find a sufficiently small step length as a baseline for a given system. Then, we increase the baseline value by 100-fold. If it generates negative probabilities, the increase is reduced to 100/2-fold, etc., until reaching the baseline of step length which does not give negative probabilities. This strategy allows us to explore the largest possible step length at each time point, to accelerate the simulation.

**Data availability**

The authors declare that the data supporting this study are available within the paper. Source data are provided with this paper.

**Code availability**

A PyTorch implementation of the algorithm can be found at GitHub (https://github.com/jamestang23/NNCEME), CodeOcean (https://doi.org/10.24433/CO.9625043.v1) and Zenodo (https://doi.org/10.5281/zenodo.7623370).
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