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The concept of spin-base invariance is extended to arbitrary integer dimension \(d \geq 2\). Explicit formulas for the spin connection as a function of the Dirac matrices are found. We disclose the hidden spin-base invariance of the vielbein formalism and give a detailed motivation for this symmetry from first principles. The common Lorentz symmetric gauge for the vielbein is constructed for the Dirac matrices, even for metrics which are not linearly connected. Under certain criteria, it constitutes the simplest possible gauge, demonstrating why this gauge is so useful.

I. INTRODUCTION

Gravitation is unique in many ways. Especially, the quantization of the general theory of relativity seems to be rather different from the quantization of the standard model of particles and forces \([1]\). Currently, there is no consensus about the ultraviolet completion of gravity on the theoretical side. Of course there are many approaches \([2–11]\) using very different fundamental degrees of freedom. Whatever the correct ultraviolet description of gravity may be, it has to accommodate the other interactions and matter degrees of freedom – in particular fermions \([12–16]\). The two most common variables for the gravitational field are the metric \(g_{\mu\nu}\) and the vielbein \(e^a_\mu\) related by

\[
g_{\mu\nu} = e^a_\mu e^b_\nu \eta_{ab}.
\]

In order to decide which of these classically (infrared) equivalent parametrizations is realized in nature, we need to make predictions for their quantum (ultraviolet) behavior and compare these to experiments. Unfortunately so far we have only experimental access to the non-quantum regime of gravity. Hence, even if we had a complete theory of gravity, we were not able to decide whether classically equivalent theories are describing our world properly also for high energies or not.

In this work, we want to review a common line of reasoning that suggests that the mere existence of fermions should give preference to vielbein based theories of gravity. It goes as follows: As gravity is encoded in the spacetime curvature and matter is fermionic we need to describe fermions in curved spacetimes. According to textbook knowledge the coupling of fermions to curved spacetimes makes the introduction of a vielbein necessary \([17–20]\). Since the metric can be constructed from the vielbein, it is now tempting to argue that the vielbein language is at least better adapted to the description of fermions.

Surprisingly the common practice is to first write the action in terms of the vielbein, and then reexpress the vielbein as a function of the metric with the help of some gauge-fixing condition. While this is perfectly valid for classical dynamics, this is somewhat irritating for a quantum theory. If the vielbein was a fundamental variable, then the path integral measure \(D e\) should be defined in terms of the vielbein degrees of freedom. If so, one would have to take into account a nontrivial Jacobian coming from the variable transformation \(D e \to D g\) (not to be confused with the Faddeev-Popov determinant from the gauge fixing). This Jacobian is usually disregarded. Meanwhile, there are indications that a pure vielbein quantization will have at least quantitative differences compared to the case where one reexpresses the vielbein as a function of the metric \([3]\).

In fact, it is by no means obvious that one has to introduce a vielbein in order to describe fermions in curved spacetimes at all. In this work, we demonstrate that the introduction of a vielbein (or something similar) can be avoided completely in a very natural way. In the following we aim at working out the ideas from Schrödinger \([21]\), Bargmann \([22]\), Finster \([23]\) and Weldon \([24]\) on a spin-base invariant formulation of fermions on curved space. Especially we extend our earlier work \([25]\) to arbitrary integer dimensions \(d \geq 2\). Even though the spin-base invariant formalism has quite some advantages compared to its vielbein counterpart, it is rarely used in the literature \([26–32]\).

Let us start our considerations with the following observation concerning the Dirac matrices \(\gamma_\mu\). The Clifford algebra

\[
\{\gamma_\mu, \gamma_\nu\} = 2g_{\mu\nu}I
\]

by construction is present in any description of Dirac fermions. We treat this relation as a fundamental equation, valid in the classical as well as the quantum regime. This suggests to construct everything we need for the description of fermions in curved spacetimes in terms of the Dirac matrices \(\gamma_\mu\). Since the metric is also determined by the \(\gamma_\mu\) it is tempting to use them as the fundamental variables of gravity. If we now aim at a functional integral over the Dirac matrices the metric arises naturally as the only relevant degree of freedom \([25]\). To see this we have to keep in mind, that we cannot integrate over arbitrary \(\gamma_\mu\), but they have to satisfy a Clifford algebra at every spacetime point. The most general infinitesimal variation \(\delta \gamma_\mu\) of the Dirac matrices (one integration step

\[1\] The one dimensional case is structurally different from all other dimensions. This is mainly because in irreducible representation the Dirac matrices do not satisfy \(\text{tr} \gamma_\mu = 0\).
within a path integral) can be decomposed as

$$\delta \gamma_\mu = \frac{1}{2}(\delta g_{\mu\nu}) \gamma^\nu + [\delta S_\gamma, \gamma_\mu], \quad \text{tr} \delta S_\gamma = 0. \quad (3)$$

In $d = 4$, this has been shown by Weldon [24]. A general proof for arbitrary integer $d \geq 2$ is given in App. [A]. Here $\delta g_{\mu\nu}$ corresponds to a metric fluctuation and $\delta S_\gamma$ to a spin-base fluctuation. Note, that this is a one-to-one mapping. In other words, given an allowed variation of the Dirac matrices $\delta \gamma_\mu$ (compatible with the Clifford algebra), then there is a unique metric fluctuation $\delta g_{\mu\nu}$ and a unique spin-base fluctuation $\delta S_\gamma$, satisfying Eq. (3). On the other hand for an arbitrary metric fluctuation $\delta g_{\mu\nu}$ and an arbitrary spin-base fluctuation $\delta S_\gamma$ we can calculate the corresponding Dirac matrix fluctuation from Eq. (3). Hence, we can give the restricted integral over Dirac matrices compatible with the Clifford algebra a meaning by an unrestricted integral over metrics and spin-bases. As we will argue in favor of spin-base invariance, the integration over spin-bases turns out to be just a trivial normalization constant for the path integral [23], leaving us with a pure metric quantization. We stress that it is more complicated and inconvenient to integrate over Dirac matrices in terms of vielbeins. This is mainly because the vielbein alone does not cover all possible Dirac matrices. Hence we need some additional quantity to integrate over. It turns out that this additional quantity does not form a group. Whereas for the metric decomposition this additional quantity is the integration over the spin-base transformations, and hence forms a group. Details are found in App. [B].

In this way the above-mentioned common treatment of the vielbein as a function of the metric (without keeping the Jacobian) becomes fully justified. In order to perform the path integral we can choose a gauge for the spin base, and reexpress the Dirac matrices as a function of the metric. This procedure leads to the exact same results as one finds for the reexpression of the vielbein as a function of the metric, without keeping the aforementioned Jacobian.

Since the vielbein is not needed at any step in our analysis we do not recapitulate the well known formulas of the vielbein formalism. They can be found e.g. in [17–20, 33]. But we encourage the reader to compare all the results with the standard vielbein formalism to find that we are covering the vielbein formalism completely. Additionally we will comment on the relation to the vielbein formalism at the appropriate points.

The paper is organized as follows. In Sect. [II] we give a detailed motivation of spin-base invariance. Particularly we find a hidden spin-base invariance within the vielbein formalism. In order to be as comprehensible as possible we summarize our mathematical assumptions in Sect. [III]. Sect. [IV] is devoted to the analysis of the spin metric and spin connection properties. The constraints of the spin torsion and an action suggested from the field strength are discussed in Sect. [V]. We construct the simplest choice of Dirac matrices for a given set of background metric and full metric in Sect. [VI]. It turns out that this is exactly the Dirac matrix analog of the well known Lorentz symmetric gauge for the vielbein. Conclusions are drawn in Sect. [VII]. We prove the Weldon theorem for arbitrary integer dimensions $d \geq 2$ in App. [A]. In App. [B] we show that it is complicated and inconvenient to integrate over Dirac matrices in terms of vielbeins. App. [C] is devoted to the construction of the minimal group ensuring full spin-base invariance. Some important identities for the Dirac matrices are derived in App. [D] and [E]. App. [F] shows the existence and uniqueness of the canonical part of the spin connection. The existence and uniqueness (up to a sign) of the spin metric is shown in App. [G].

### II. HOW SPINORS TRANSFORM UNDER COORDINATE TRANSFORMATIONS

In this section we give a motivation for the spin base invariant formalism. We aim at describing fermions in a curved spacetime with 1 timelike and $d - 1$ spacelike directions. In our conventions the signature of the metric reads $(-, +, \ldots, +)$. The Dirac structure is introduced with the Clifford algebra

$$\{\gamma_\mu, \gamma_\nu\} = 2g_{\mu\nu}I. \quad (4)$$

Here $g_{\mu\nu}$ is the spacetime metric with the greek spacetime indices $\mu, \nu, \ldots$ running from 0 to $d - 1$. The $\gamma_\mu$ are complex $d_\gamma \times d_\gamma$ matrices, where $d_\gamma = 2^{\lfloor d/2 \rfloor}$ and I is the unit matrix. It is important to note that the Clifford algebra enjoys an invariance with respect to similarity transformations $\gamma_\mu \rightarrow S \gamma_\mu S^{-1}$, where $S \in \text{SL}(d_\gamma, \mathbb{C})$.[34].

Fermions are then represented as vectors $\psi$ in Dirac space with $d_\gamma$ components. The corresponding dual vectors $\bar{\psi}$ are denoted with a bar. The dual vector $\bar{\psi}$ is related to the vector $\psi$ via the spin metric $h$

$$\bar{\psi} = \psi^\dagger h. \quad (5)$$

We will give a precise definition of the spin metric later. For the moment it suffices to know that we need a spin metric in order to define a product between two fermionic fields $\psi$ and $\chi$ which results in a scalar with respect to coordinate transformations

$$\bar{\psi}\chi = \psi^\dagger h\chi. \quad (6)$$

Additionally we require this spin metric to not introduce any scale and therefore demand

$$|\det h| = 1. \quad (7)$$
As is well known, in flat spacetimes we can choose Cartesian coordinates and the Dirac matrices in Dirac representation $S_{\text{Lor}}γ_3 S_{\text{Lor}}^{-1}$. There the spin metric turns out to be $h = γ_0$. In other representations of the Dirac matrices the spin metric is in general not equal to $γ_0$. We will see how this comes about later on.

First we have to understand what fermions are. From the viewpoint of a theoretical physicist this means that we need to know how they transform under which symmetry group. Since we deal with curved spacetimes we have to know how the fermionic fields behave under coordinate transformations. To this end one usually looks at $ψγ_μψ$ and demands that this object transforms like a usual contravariant spacetime vector since the complete Dirac structure is eliminated

$$\overline{ψ}γ_μψ \to \partial x^μ \overline{ψ}γ_μψ = \overline{ψ} \partial x^μ γ_μψ.$$  (8)

In flat spacetimes where one usually restricts oneself to Lorentz transformations $A^a_{\mu}$ as coordinate transformations we are used to a nice property of the flat Dirac matrices $γ_i^a$, namely

$$S_{\text{Lor}} γ_i^a S_{\text{Lor}}^{-1} = Λ S_{\text{Lor}}^a γ_i^b,$$  (9)

where $S_{\text{Lor}} \in \text{Spin}(d-1,1)$ and $Λ S_{\text{Lor}}^a \in \text{SO}(d-1,1)$ is the corresponding Lorentz transformation $\text{SL}(d,\mathbb{C})$. And therefore we can write

$$\overline{ψ} γ_i^a ψ \to \overline{ψ}′ γ_i^a ψ′ = Λ S_{\text{Lor}}^a γ_i^b ψ = \overline{ψ} S_{\text{Lor}} γ_i^a S_{\text{Lor}}^{-1} ψ,$$  (10)

which suggests that spinors transform under Lorentz transformations according to

$$ψ \to ψ′ = S_{\text{Lor}}^{-1} ψ, \quad \overline{ψ} \to \overline{ψ}′ = \overline{ψ} S_{\text{Lor}}.$$  (11)

But this is rather a group theoretical accident for Lorentz transformations than a rule for general coordinate transformations which enjoy no such relation. One simple counterexample is the stretching of one of the axes, $x^3 \to x^3 = \frac{1}{α^2} x^3$. Then the Minkowski metric in $d = 4$ spacetime dimensions changes to

$$(η_{ab}) = \text{diag}(-1,1,1,1) \to (η′_{ab}) = \text{diag}(-1,1,1,α^2)$$  (12)

and therefore the transformed Dirac matrix $γ′_3$ would have to square to $α^2$. But this cannot be achieved via a similarity transformation, since $(S_{\text{Lor}} γ_3 S_{\text{Lor}}^{-1})^2 = I$ for all $S \in \text{SL}(d,\mathbb{C})$. This example illustrates why it is in general not possible to pass on a coordinate transformation to a similarity transformation and why we should start rethinkig. We will give an intuitive introduction to spin-base invariance in the following.

If we perform a general coordinate transformation we have to transform the metric, unlike for Lorentz transformations, in a non trivial way

$$g_{μν} \to g′_{μν} = \frac{∂ x^ρ}{∂ x′^μ} \frac{∂ x^λ}{∂ x′^ν} g_{ρλ}.$$  (13)

Therefore we also have to transform the Dirac matrices non trivially $γ_μ \to γ′_μ$. Taking the Clifford algebra as a guideline, we find

$$\{γ_μ ,γ′_ν\} = 2g′_{μν}, I = 2 \frac{∂ x^ρ}{∂ x′^μ} \frac{∂ x^λ}{∂ x′^ν} g_{ρλ} I = \left\{ \frac{∂ x^ρ}{∂ x′^μ} γ_μ, \frac{∂ x^λ}{∂ x′^ν} γ_λ \right\}.$$  (14)

This equation implies that

$$γ_μ \to γ′_μ = \left\{ \begin{array}{ll} \frac{∂ x^ρ}{∂ x′^μ} S ρ S^{-1}, & d \text{ even} \\ \pm \frac{∂ x^ρ}{∂ x′^μ} S ρ S^{-1}, & d \text{ odd} \end{array} \right.$$  (15)

where $S \in \text{SL}(d,\mathbb{C})$ is arbitrary. The proof of this relation uses that every irreducible representation of the Clifford algebra for a given metric is connected to each other via a similarity transformation and in odd dimensions if necessary via an additional sign change since there are two connected components $\text{SL}(d,\mathbb{C})$ $\text{SL}(d,\mathbb{C})$. This sign flip has to be global if we want the Dirac matrices to be differentiable.

We can rephrase our finding Eq. (15) by saying that a coordinate transformation for Dirac matrices is a combination of the usual transformation of the vector part $\frac{∂ x^ρ}{∂ x′^μ}$, a similarity transformation $S \in \text{SL}(d,\mathbb{C})$ and if necessary a sign flip. But since we still have a solution to the Clifford algebra if we perform a similarity transformation or a sign flip on the Dirac matrices we should distinguish two kinds of coordinate transformations $\text{SL}(d,\mathbb{C})$ $\text{SL}(d,\mathbb{C})$.

First we have the usual spacetime coordinate transformations

$$γ_μ \to γ′_μ = \frac{∂ x^ρ}{∂ x′^μ} γ_ρ.$$  (16)

These transformations change the spacetime coordinate bases and are called diffeomorphisms. Second we have the similarity transformations $S \in \text{SL}(d,\mathbb{C})$ and in odd dimensions also the sign flip, which are the Dirac (or spin) coordinate transformations,

$$γ_μ \to γ′_μ = \left\{ \begin{array}{ll} S γ_μ S^{-1}, & d \text{ even} \\ ± S γ_μ S^{-1}, & d \text{ odd} \end{array} \right.$$  (17)

They change the spin bases and therefore we will call them spin-base transformations in the following.

At the moment the choice of $\text{SL}(d,\mathbb{C})$ as the transformation group for the spin-base transformations seems a little arbitrary. For example we could also take $\text{GL}(d,\mathbb{C})$ or $\text{SL}(d,\mathbb{C})/\mathbb{Z}_d$. But it turns out that $\text{SL}(d,\mathbb{C})$ is special. In order to formalize this choice, we have to clarify what we need from the spin-base transformations.

---

3 In fact we are dealing with the fundamental representation of $\text{SL}(d,\mathbb{C})$ and not the group itself. But we will keep this terminology in the following for simplicity, as we are working with the representations of the groups exclusively throughout this paper. By fundamental representation we mean the defining matrix representation of $\text{SL}(d,\mathbb{C})$, which is $\{ S \in \text{Mat}(d,\mathbb{C}) : \text{det} S = 1 \}$ together with the matrix multiplication as the group law.
First of all we are dealing with different choices for a spin-base coordinate system, therefore we need a group $SB_{\min}$ to connect these. As the different spin bases are connected via similarity transformations, this group should be a subgroup of $GL(d_\gamma, \mathbb{C})$, with the usual matrix multiplication as the group law, $SB_{\min} \leq GL(d_\gamma, \mathbb{C})$. Next we have to ensure that we do not miss any spin base, i.e. every two sets $\gamma_\mu$ and $\gamma'_\mu$ compatible with the Clifford algebra for a given metric have to be connected via Eq. (17) where $S \in SB_{\min}$. And finally we want to keep $SB_{\min}$ minimal in order not to artificially inflate the symmetry. In other words we have to minimize the cardinality of the set $\{ S \in SB_{\min} : S\gamma\mu S^{-1} = \gamma_\mu \}$. In App. C it is shown that $SB_{\min} = SL(d_\gamma, \mathbb{C})$ is the unique group satisfying the preceding conditions.

A general coordinate transformation of the Dirac matrices is therefore given by an independent change of the spacetime base and the spin base. Here independent means that we can in principle perform one of them without the other, as long as we stay on one fixed patch of the manifold. But we have to keep in mind that there might be some topological obstructions similar to those encountered in the vielbein formalism. There it can happen that one has to change the orthonormal frame while changing the patch on the manifold. For the vielbein this is already true on the 2-sphere due to the Poincaré-Brouwer (hairy-ball) theorem. The Dirac matrices on the other hand do have a global spin base on the 2-sphere, rendering the complete decoupling of spacetime coordinates and spin bases obvious. A detailed analysis of the situation on the 2-sphere is given in [29]. Whether a global spin base exists on all metrizable manifolds is unclear so far.

Now we can turn back to the question how the fermionic fields behave under spacetime coordinate transformations and spin-base transformations. For the description of dynamics we need a kinetic fermion term. If we additionally want to have covariance we need this term to be invariant under all types of coordinate transformations. We assume the kinetic term to be of the form $\bar{\psi} \nabla \psi$ where $\nabla = \gamma^\mu \nabla_\mu$ is the Dirac operator with $\nabla_\mu$ the covariant derivative. Again we postpone the precise definition of $\nabla_\mu$, but for the moment it is sufficient to know that this derivative has to have two important properties. First if $\psi$ is a fermionic Dirac spinor, then $\nabla_\mu \psi$ is also a fermionic Dirac spinor, i.e. it transforms in the same way under spin-base transformations. And second if $\psi$ is a spacetime tensor, then $\nabla_\mu \psi$ is a spacetime tensor of one rank higher, i.e. the additional spacetime index $\mu$ transforms like a covariant vector index under spacetime coordinate transformations. At the moment we do not assume anything about the tensorial rank of $\psi$.

Since $\nabla_\mu \psi$ acts exactly like $\psi$ under spin-base transformations and as a tensor of one rank higher than $\psi$ under spacetime coordinate transformations, we can investigate $\psi \gamma^\mu \psi$ instead of the original kinetic operator, demanding that it transforms like a scalar under spin-base transformations and as a contravariant vector under spacetime coordinate transformations.

The discussion straightforwardly generalizes to fermions with further internal (flavor, color) symmetries. As we are dealing with complex degrees of freedom, we expect to find a $U(1)$ symmetry for $\bar{\psi} \gamma^\mu \psi$. If we dealt with $N$ families of fermions we would find a $U(N)$ symmetry, similar to the gauge symmetries of the standard model of particle physics. We are going to ignore these symmetries, as we could always regain them, by adding a gauge field respectively with an appropriate charge to the covariant derivative, cf. [23].

The even and the odd dimensional case are structurally very different therefore we will discuss them separately.

### A. The odd dimensional case

First we look at the behavior under spin-base transformations $S \in SL(d_\gamma, \mathbb{C})$. To this end we remind ourselves that the Dirac matrices and their antisymmetric combinations form a complete basis in $Mat(d_\gamma \times d_\gamma, \mathbb{C})$, the $d_\gamma \times d_\gamma$ matrices [33]. In the odd dimensional case we need only the antisymmetric combinations with an even number of Dirac matrices to decompose an arbitrary $M \in Mat(d_\gamma \times d_\gamma, \mathbb{C})$

$$M = \sum_{n=0}^{d_\gamma - 1} m^{\mu_1 \ldots \mu_{2n}} \gamma_{\mu_1 \ldots \mu_{2n}}, \quad (18)$$

with the “coordinates” $m^{\mu_1 \ldots \mu_{2n}} \in \mathbb{C}$, whose indices are completely antisymmetrized. The antisymmetric combinations of the Dirac matrices are given by

$$\gamma_{\mu_1 \ldots \mu_n} = 1 \begin{cases} \gamma_{[\mu_1 \ldots \mu_n]}, & n = 0, \\ 1 \gamma_{[\mu_1 \ldots \mu_n]}, & n \geq 1. \end{cases}, \quad (19)$$

where we denote the normalized antisymmetrization with $[\ldots]$, e.g. $\gamma_{\mu
u} = \gamma_{[\mu\nu]} = \frac{1}{2}(\gamma_\mu \gamma_\nu - \gamma_\nu \gamma_\mu)$. Since in odd dimensions the basis elements are the $\gamma_{\mu_1 \ldots \mu_{2n}}$, they transform homogeneously under spin-base transformations because the possible sign flip drops out. In App. D and E we have collected some important properties of the Dirac matrices and the basis elements.

Now we look at the behavior under spin-base transformations $S \in SL(d_\gamma, \mathbb{C})$ of $\bar{\psi} \gamma^{\mu} \psi$

$$\bar{\psi} \gamma_{\mu} \psi \rightarrow \bar{\psi}' \gamma_{\mu} \psi' = \pm \bar{\psi}' S \gamma_{\mu} S^{-1} \psi' = \bar{\psi} \gamma_{\mu} \psi, \quad (20)$$

and demand invariance. Without loss of generality we make the ansatz

$$\psi' = SB \psi, \quad (21)$$

$$h' = (S^d)^{-1}(B^d)^{-1}hCS^{-1}, \quad (22)$$

where $B, C \in GL(d_\gamma, \mathbb{C})$ are arbitrary invertible matrices. Note that the invertibility of $B$ and $C$ is mandatory because otherwise we would violate the reversibility of spin-base transformations and they would not form a group.
Plugging in our ansatz we get
\[ \pm \bar{\psi} C \gamma_\mu B \psi = \bar{\psi} \gamma_\mu \psi. \] (23)

Because of the independence of \( \psi \) and \( \psi^\dagger \) we conclude
\[ \pm C \gamma_\mu B = \gamma_\mu. \] (24)

By multiplying with \( \pm \frac{1}{d} B^{-1} \gamma^\mu \) from the right, we can read off
\[ C = \pm \frac{1}{d} \gamma_\mu B^{-1} \gamma^\rho. \] (25)

Inserting this back into Eq. (24) we get
\[ \frac{1}{d} (\gamma_\mu B^{-1} \gamma^\rho) \gamma_\mu B = \gamma_\mu. \] (26)

If we multiply with \( \frac{1}{d} \gamma^\mu \) from the right we infer
\[ \left( \frac{1}{d} (\gamma_\mu B^{-1} \gamma^\rho) \right)^{-1} = \frac{1}{d} \gamma_\mu B \gamma^\lambda. \] (27)

Therefore we can rewrite Eq. (26) as
\[ \gamma_\mu B = \frac{1}{d} (\gamma_\lambda B \gamma^\lambda) \gamma_\mu. \] (28)

We finally multiply with \( \frac{1}{d} \gamma^\mu \) from the left and find
\[ B = \frac{1}{d} \gamma_\mu \left( \frac{1}{d} (\gamma_\lambda B \gamma^\lambda) \right) \gamma^\mu. \] (29)

Now we use that we can write \( B \) as
\[ B = \sum_{n=0}^{d-1} b_{\rho_1...\rho_2n} \gamma^{\rho_1...\rho_2n}. \] (30)

and use the identity Eq. (27) from App. D1 to calculate
\[ \frac{1}{d} (\gamma_\lambda B \gamma^\lambda) = \frac{1}{d} \sum_{n=0}^{d-1} (d - 4n) b_{\rho_1...\rho_2n} \gamma^{\rho_1...\rho_2n}, \] (31)

\[ \frac{1}{d} \gamma_\mu \left( \frac{1}{d} (\gamma_\lambda B \gamma^\lambda) \right) \gamma^\mu = \frac{1}{d^2} \sum_{n=0}^{d-1} (d - 4n)^2 b_{\rho_1...\rho_2n} \gamma^{\rho_1...\rho_2n}. \] (32)

Together with Eq. (29) and a comparison of coefficients we conclude
\[ b_{\rho_1...\rho_2n} = \left( 1 - \frac{4n}{d} \right)^2 b_{\rho_1...\rho_2n}, \quad n \in \left\{ 0, \ldots, \frac{d-1}{2} \right\}. \] (33)

These equations imply
\[ B = b \cdot 1, \quad C = \pm \frac{1}{b} b \cdot 1, \quad b \in \mathbb{C} \setminus \{0\}. \] (34)

Since Eq. (7) has to be a spin-base independent statement also
\[ |\det h| = 1 \] (35)

has to hold. Therefore \( b \) is restricted to a \( U(1) \) phase
\[ b = e^{i\varphi} \in U(1). \] (36)

Summing up, we found \( \psi \rightarrow e^{i\varphi} S \psi \). The \( \text{SL}(d, \mathbb{C}) \) part is the nontrivial spin-base transformation, whereas the \( U(1) \) phase is the aforementioned gauge symmetry which we are going to ignore.

The transformation law for spin-base transformations \( S \in \text{SL}(d, \mathbb{C}) \) in odd dimensions then reads
\[ \gamma_\mu \rightarrow \pm S \gamma_\mu S^{-1}, \quad \psi \rightarrow S \psi, \quad \bar{\psi} \rightarrow \pm \psi S^{-1}, \quad h \rightarrow \pm (S^\dagger)^{-1} h S^{-1}. \] (37)

Note that the \( U(1) \) phase actually would drop out of the transformation law of \( \gamma_\mu \) and \( h \) confirming that this symmetry is independent of the spin-base transformations.

Next we investigate the behavior under diffeomorphisms. Again we look at \( \bar{\psi} \gamma_\mu \psi \) and demand that it behaves like a covariant vector
\[ \bar{\psi} \gamma_\mu \psi \rightarrow \bar{\psi} \gamma_\mu \psi' = \bar{\psi} \frac{\partial x^\rho}{\partial x'^\mu} \gamma_\rho \psi' + \frac{\partial x^\rho}{\partial x'^\mu} \bar{\psi} \gamma_\mu \psi'. \] (38)

Now we can go through the same steps as for the spin-base transformations and find that the fermions have to transform like scalars under spacetime coordinate transformations again with an additional arbitrary phase transformation, which we neglect. Therefore we find the transformation law under diffeomorphisms in odd dimensions as
\[ \gamma_\mu \rightarrow \frac{\partial x^\rho}{\partial x'^\mu} \gamma_\rho, \quad \psi \rightarrow \psi, \quad \bar{\psi} \rightarrow \bar{\psi}, \quad h \rightarrow h. \] (39)

An important remark is in order here. Since the Clifford algebra has two connected components in odd dimensions we had to introduce the sign flip for the spin-base transformations. This sign flip spoils full spin-base invariance of a mass term \( \bar{\psi} \psi \), since this sign flip does not drop out as for \( \bar{\psi} \gamma_\mu \psi \). This implies that \( \bar{\psi} \psi \) transforms as a scalar under the continuous part \( S_c \), but as a pseudo scalar under the discrete sign flip.

B. The even dimensional case

To find the transformation behavior in even dimensions we proceed in a similar way as for the odd dimensional case. First we introduce the complete basis in
Mat($d_{\gamma} \times d_{\gamma}, \mathbb{C}$) in terms of the $\gamma_{\mu_1..\mu_n}$. Such that we can rewrite an arbitrary $M \in \text{Mat}(d_{\gamma} \times d_{\gamma}, \mathbb{C})$ as
\[ M = \sum_{n=0}^{d} m^{\mu_1..\mu_n} \gamma_{\mu_1..\mu_n}, \quad (40) \]
where the $m^{\mu_1..\mu_n}$ are the “coordinates” with respect to this basis, whose indices are completely antisymmetrized.

Additionally we introduce the matrix $\gamma_{\mu}$ defined in even dimensions as
\[ \gamma_{\mu} = \frac{i(-i)^{d/2}}{d!} \varepsilon_{\mu_1..\mu_d}^{\gamma^{\mu_1..\gamma^{\mu_d}}} = \frac{i(-i)^{d/2}}{d!} \varepsilon_{\mu_1..\mu_d} \gamma_{\mu_1..\mu_d}. \quad (41) \]
Here $\varepsilon_{\mu_1..\mu_d}$ denotes the totally antisymmetric Levi-Civita tensor $\varepsilon_{\mu_1..\mu_d} = \sqrt{-g} \varepsilon_{\mu_1..\mu_d}$ and $\varepsilon_{\mu_1..\mu_d}$ is the totally antisymmetric Levi-Civita symbol $\varepsilon_{0..d-1} = 1$. The most important properties of $\gamma_{\mu}$ are
\[ \{ \gamma_{\mu}, \gamma_{\nu} \} = 0, \quad \text{tr} \, \gamma_{\mu} = 0, \quad \gamma_{\mu}^2 = I. \quad (42) \]

Again we start with the spin-base transformations and analyze the behavior of $\psi \gamma_{\mu} \psi$
\[ \bar{\psi} \gamma_{\mu} \psi \to \bar{\psi} \gamma_{\mu}^\prime \psi' = \bar{\psi} S \gamma_{\mu} S^{-1} \psi' \equiv \bar{\psi} \gamma_{\mu} \psi \quad (43) \]
demanding that it behaves like a scalar. We employ again the general ansatz
\[ \psi' = S B \psi, \quad (44) \quad h' = (S^\dagger)^{-1} (B^{-1})^{-1} h C S^{-1}, \quad (45) \]
with $B, C \in \text{GL}(d_{\gamma}, \mathbb{C})$ arbitrary. Following the same route as before we find
\[ C \gamma_{\mu} B = \gamma_{\mu} \quad (46) \]
and from there with similar manipulations
\[ C = \frac{1}{d} \gamma_{\mu} B^{-1} \gamma_{\mu}, \quad (47) \quad B = \frac{1}{d} \gamma_{\mu} \left( \frac{1}{d} (\gamma_{\lambda} B \gamma_{\lambda}) \right) \gamma_{\mu}. \quad (48) \]
Here we use the convenient basis $\gamma_{\mu_1..\mu_n}$ for $B$
\[ B = \sum_{n=0}^{d} b_{\mu_1..\mu_n} \gamma_{\mu_1..\mu_n} \quad (49) \]
and calculate with the aid of the identity Eq. 11 from App. 12
\[ \frac{1}{d} (\gamma_{\lambda} B \gamma_{\lambda}) = \frac{1}{d} \sum_{n=0}^{d} (-1)^n (d - 2n) b_{\mu_1..\mu_n} \gamma_{\mu_1..\mu_n}, \quad (50) \]
\[ \frac{1}{d} \gamma_{\mu} \left( \frac{1}{d} (\gamma_{\lambda} B \gamma_{\lambda}) \right) \gamma_{\mu} = \frac{1}{d^2} \sum_{n=0}^{d} (d - 2n)^2 b_{\mu_1..\mu_n} \gamma_{\mu_1..\mu_n}. \quad (51) \]
By comparison of the coefficients we can read off
\[ b_{\mu_1..\mu_n} = \left( 1 - \frac{2n}{d} \right)^2 b_{\mu_1..\mu_n}, \quad n \in \{ 0, \ldots, d \}. \quad (52) \]

This time the general solution is
\[ B = b_1 e^{b_2 \gamma_{\mu}}, \quad \gamma_{\mu} \in C \setminus \{ 0 \}, \quad b_2 \in C. \quad (53) \]
Since $\det e^{b_2 \gamma_{\mu}} = 1$, the implementation of Eq. 7 restricts $b_1$ to a U(1) phase
\[ b_1 = e^{i \varphi} \in U(1). \quad (54) \]
That means by solely demanding that the kinetic term is invariant under spin-base transformations we have another degree of freedom. We can have not only a phase transformation $e^{i \varphi}$ but also a non trivial chiral transformation $e^{b_2 \gamma_{\mu}}$.

As usual, the chiral symmetry can be broken explicitly by a mass term $\bar{\psi} \psi$. We demand that it transforms as a scalar under all spin-base transformations since the Clifford algebra has only one connected component in even dimensions.

If we thus also demand that
\[ \bar{\psi} \psi \to \bar{\psi} \gamma_{\mu} \psi' = \bar{\psi} C B \psi = \bar{\psi} \psi, \quad (55) \]
we find that
\[ C B = e^{b_2 \gamma_{\mu}} \gamma_{\mu} = \text{cosh}(2b_2) \cdot I + \sinh(2b_2) \cdot \gamma_{\mu} \quad (56) \]
Remember that $b_2 \in C$. This equation leads to only two solutions for $e^{b_2 \gamma_{\mu}}$
\[ e^{b_2 \gamma_{\mu}} = \pm I. \quad (57) \]
The sign ambiguity can be compensated by a phase conversion,
\[ B = \pm e^{i \varphi} I = e^{i \varphi} I, \quad C = \pm e^{-i \varphi} I = e^{-i \varphi} I, \quad (58) \]
with an appropriately chosen $e^{i \varphi} \in U(1)$. Now we can apply the same arguments as before and ignore the phase again.

Therefore we conclude that spin-base transformations $S \in \text{SL}(d_{\gamma}, \mathbb{C})$ in even dimensions act as
\[ \gamma_{\mu} \to S \gamma_{\mu} S^{-1}, \quad \psi \to S \psi, \quad \bar{\psi} \to \bar{\psi} S^{-1}, \quad h \to (S^\dagger)^{-1} h S^{-1}. \quad (59) \]
Finally, we investigate the diffeomorphisms by demanding that $\psi \gamma_{\mu} \psi$ transforms as a covariant spacetime vector
\[ \bar{\psi} \gamma_{\mu} \psi \to \bar{\psi} \gamma_{\mu}^\prime \psi' = \bar{\psi} \frac{\partial \xi^\rho}{\partial x^\mu} \gamma_{\rho} \psi' = \frac{\partial \xi^\rho}{\partial x^\mu} \bar{\psi} \gamma_{\rho} \psi. \quad (60) \]
Once again we find the phase transformation $e^{i\varphi}$ and the chiral transformation $e^{i\varphi^*}$. If we then proceed analogous to the spin-base transformations and demand that $\bar{\psi}\psi$ is a scalar

$$\bar{\psi}\psi \rightarrow \bar{\psi}^\prime \psi^\prime = \bar{\psi}\psi,$$  

(61)

the chiral transformation turns out to be just a sign $\pm e^{i\varphi} = \pm e^{i\varphi^*}$, which we drop.

We summarize the behavior under diffeomorphisms as

$$\begin{align*}
\gamma_\mu &\rightarrow \frac{\partial x^\rho}{\partial \xi^\mu} \gamma_\rho, \\
\psi &\rightarrow \psi, \\
\bar{\psi} &\rightarrow \bar{\psi}, \\
h &\rightarrow h.
\end{align*}$$

(62)

In even dimensions it is possible to demand that the kinetic term as well as the mass term is invariant under all types of coordinate transformations. If we do so, the behavior under spin-base transformations is given by Eq. (59) and under spacetime coordinate transformations by Eq. (61).

C. Relation to flat spacetime and vielbein formalism

To define fermions more formally one usually starts in flat space with the Lorentz group $SO(d-1,1)$ and investigates its representations. In four spacetime dimensions fermions are objects transforming under the $(\frac{d}{2},0)\oplus(0,\frac{d}{2})$ representation of $Spin(3,1)$ which is the double cover of $SO(3,1)$. Here $SO_0(3,1)$ is the connected component of the identity of $SO(3,1)$. Already on this stage it is apparent that a similar construction for the diffeomorphisms will be difficult. This is because of two reasons, first the Lorentz transformations leave the metric invariant and thus the explicit form of the Clifford algebra.

The fermions are not representations of the Lorentz group $SO(3,1)$ but of the double cover of the Lorentz group, which is the spin group $Spin(3,1)$. One may expect that something similar, probably more complicated holds for the diffeomorphisms. In fact Ogilvetsky and Polubarinov found a highly nonlinear way of assigning a diffeomorphism to transformations in spinor space in Refs. [37, 38]. The standard way, however, to recover the Lorentz group is by introducing the vielbein, which then has the being index carrying the Lorentz symmetry. In order to make contact with the spin group the flat Clifford algebra

$$\{\gamma_{(i)a},\gamma_{(j)b}\} = 2\eta_{ab}I$$

(63)

is then introduced in tangential space at every point of the manifold.

We want to stress that spin-base invariance is in some sense already present in this construction. It is now usually assumed, that the flat Dirac matrices $\gamma_{(i)a}$ are chosen to be the same in every tangential space. But of course there is no reason to do this, as every point of the manifold has its own tangential space, with its own base [4]. If we allow the flat Dirac matrices to be different at the different tangential spaces, we find the $SL(d,\mathbb{C})$ again as the corresponding transformation between the different choices of the bases. We can now observe, that neither the vielbein $e^{\mu}_{\ a}$ nor the flat Dirac matrices $\gamma_{(i)a}$ appear alone in the usual terms of the gravitational and matter action, it is exclusively the combination $e^{\mu}_{\ a}\gamma_{(i)a}$, i.e. the full Dirac matrices $\gamma_{(i,a)}$. Therefore it seems rather artificial to decouple the Dirac matrices $\gamma_{\mu}$ into a vielbein $e^{\mu}_{\ a}$ and the flat Dirac matrices $\gamma_{(i)a}$.

Finally we can explain what it means that spinors transform under Lorentz transformations as in Eq. (11).

We have to read this transformation as a coordinate transformation composed of a spin-base transformation $S = S_{\text{Lor}}^{-1}$ and a diffeomorphism $\frac{\partial x^\alpha}{\partial \xi^\mu} = \Lambda^a_{\ b} S_{\text{Lor}}^a \ b$ such that

$$\gamma_{(i)a} \rightarrow \frac{\partial x^\alpha}{\partial \xi^\mu} S\gamma_{(i)b} S^{-1} = \Lambda^a_{\ b} S_{\text{Lor}}^{-1} \gamma_{(i)b} S_{\text{Lor}} \equiv \gamma_{(i)a}$$

(64)

and

$$\psi \rightarrow S \psi = S_{\text{Lor}}^{-1} \psi, \quad \bar{\psi} \rightarrow \bar{\psi} S^{-1} = \bar{\psi} S_{\text{Lor}}.$$  

(65)

By contrast if we only perform a spacetime coordinate transformation the fermions do not change. Strictly speaking there is no sense in saying that fermions change sign under a spatial rotation of 360°. The standard sign change becomes only visible if also the spin base is transformed in a specific way. But of course the spin base can be rotated without the spacetime and vice versa.

The spin-base transformations and especially the invariance of the action with respect to these has an intuitive interpretation. If we start with the Clifford algebra we have many different sets of Dirac matrices which we can choose from a given metric. But all these different sets are connected to each other via a similarity transformation and in odd dimensions additionally via a sign flip. With this in mind we can read the invariance under spin-base transformations as an invariance of the choice of Dirac matrices, i.e. for any choice of compatible $\gamma_{\mu}$ we get the same physical answer. And in order to satisfy this condition for all compatible representations of the Clifford algebra we really have to take the complete $SL(d,\mathbb{C})$ as shown in App. [C].

This consideration also tells us that in odd dimensions physical results can depend on the choice of the connected component of the $\gamma_{\mu}$. We have an invariance with respect to $SL(d,\mathbb{C})$, but if we e.g. include a mass term we lose invariance under the sign flip. And therefore the choice

---

4 In fact this is the reason why the $SO(d - 1, 1)$ is local in the vielbein formalism.

5 This becomes most apparent by comparing the later formulas for the spin connection $\Gamma_{\mu}$, cf. Eq. (19), and the spin metric $h$, cf. Eq. (111), with their standard vielbein formalism analogs.
of the connected component can be an integral part of the theory. This is, for instance, familiar from fermion-induced Chern-Simons terms [39, 40].

### III. GENERAL REQUIREMENTS

With the preparations of the previous chapter we now turn to the description of fermions in curved spacetimes. Considering curved spacetimes and fermions we have to care about covariance with respect to coordinate transformations especially both kinds of them, spacetime coordinate transformations and spin-base transformations. In order to describe spinors we need Dirac structure, defined via the Clifford algebra in irreducible representation

$$\{\gamma_\mu, \gamma_\nu\} = 2g_{\mu\nu}I, \quad \gamma_\mu \in \text{Mat}(d_\gamma \times d_\gamma, \mathbb{C}).$$

(66)

Fermions $\psi$ are then complex Grassmann valued fields transforming as “vectors” under the fundamental representation of the special linear group $\text{SL}(d_\gamma, \mathbb{C})$. The dual vector $\bar{\psi}$ is related to the vector $\psi$ via the spin metric $h$

$$\bar{\psi} = \psi^\dagger h$$

(67)

whose determinant has to satisfy

$$|\det h| = 1,$$

(68)

such that $h$ does not introduce any scale between $\psi$ and $\bar{\psi}$. The transformation law for fermions under a spin-base transformation $S \in \text{SL}(d_\gamma, \mathbb{C})$ reads

$$\psi \rightarrow \psi' = S\psi, \quad \bar{\psi} \rightarrow \bar{\psi}' = \bar{\psi}S^{-1}$$

(69)

and under diffeomorphisms

$$\psi \rightarrow \psi' = \psi, \quad \bar{\psi} \rightarrow \bar{\psi}' = \bar{\psi}.$$ 

(70)

Under spin-base transformations the spin metric changes as

$$h \rightarrow h' = (S^\dagger)^{-1}hS^{-1},$$

(71)

and under diffeomorphisms as a scalar

$$h \rightarrow h' = h.$$ 

(72)

Of course also the Dirac matrices transform non trivially under spin-base transformations

$$\gamma_\mu \rightarrow S\gamma_\mu S^{-1}.$$ 

(73)

In even dimensions there are only one connected component and therefore there is no such discrete transformation. Under diffeomorphisms the $\gamma_\mu$ behave as covariant vectors

$$\gamma_\mu \rightarrow \frac{\partial x^\rho}{\partial x'^\mu} \gamma_\rho.$$ 

(76)

In even dimensions there is only one connected component and therefore there is no such discrete transformation. Under diffeomorphisms the $\gamma_\mu$ behave as covariant vectors

$$\gamma_\mu \rightarrow \frac{\partial x^\rho}{\partial x'^\mu} \gamma_\rho.$$ 

(76)

Since we aim at describing dynamics we also have to introduce a covariant derivative $\nabla_\mu$ with

(i) linearity:

$$\nabla_\mu(\psi_1 + \psi_2) = \nabla_\mu \psi_1 + \nabla_\mu \psi_2,$$

(ii) product rule:

$$\nabla_\mu(\bar{\psi}\psi) = (\nabla_\mu \bar{\psi})\psi + \bar{\psi}(\nabla_\mu \psi),$$

(iii) metric compatibility:

$$\nabla_\mu \bar{\psi} = \bar{\nabla}_\mu \psi,$$

(iv) covariance:

$$\nabla_\mu(\bar{\psi}\gamma^\nu\psi) = D_\mu(\bar{\psi}\gamma^\nu\psi).$$

The first two properties are quite intuitive. Demanding (iii) is the analog of metric compatibility

$$D_\mu T_\nu = g_{\nu\rho}D_\mu T^\rho$$

(78)

of the usual spacetime covariant derivative $D_\mu$ with

$$D_\mu T^\nu = \partial_\mu T^\nu + \Gamma^\nu_{\rho\sigma}T_\rho T^\sigma.$$ 

(79)

Here $\Gamma^\nu_{\rho\sigma}$ is the spacetime connection

$$\Gamma^\nu_{\mu\rho} = \begin{Bmatrix} \nu \\ \mu\rho \end{Bmatrix} + K^\nu_{\mu\rho}$$ 

(80)

composed of the mandatory Levi-Civita part $\begin{Bmatrix} \nu \\ \mu\rho \end{Bmatrix}$

$$\begin{Bmatrix} \nu \\ \mu\rho \end{Bmatrix} = \frac{1}{2}g^{\nu\lambda}(\partial_\mu g_{\lambda\rho} + \partial_\rho g_{\lambda\mu} - \partial_\lambda g_{\mu\rho})$$

(81)

and the possible contorsion tensor $K^\nu_{\mu\rho}$ which is related to the torsion tensor $C^\nu_{\mu\rho}$

$$C^\nu_{\mu\rho} = 2K^\nu_{[\mu\rho]}.$$ 

(82)

$$K^\nu_{\mu\rho} = \frac{1}{2}(C^\nu_{\mu\rho} + C^\nu_{\rho\mu} - C^\nu_{\mu\rho}) \equiv -K^\nu_{\mu\rho}.$$ 

(83)

The last condition connects the generalized covariant derivative $\nabla_\mu$ to the spacetime covariant derivative $D_\mu$ and provides the covariance with respect to diffeomorphisms.

We implicitly assume that the covariant derivative transforms a geometric object into the same geometric object of one spacetime tensorial rank higher. For instance if the derivative acts on a spinor $\psi$, then $\nabla_\mu \psi$ is still a spinor with the same transformation law under spin-base transformations, but with the transformation law of a covariant vector under diffeomorphisms.

Finally the action of a unitary dynamical theory containing fermions should be real. Therefore we demand

$$\psi \rightarrow \psi, \quad \bar{\psi} \rightarrow -\bar{\psi}, \quad h \rightarrow -h, \quad d \text{ odd}. \quad (75)$$

In even dimensions there is only one connected component and therefore there is no such discrete transformation. Under diffeomorphisms the $\gamma_\mu$ behave as covariant vectors

$$\gamma_\mu \rightarrow \frac{\partial x^\rho}{\partial x'^\mu} \gamma_\rho.$$ 

(76)
that the kinetic and the mass term in their usual forms are real
\[ \int_x (\bar{\psi} \nabla \psi)^* = \int_x \bar{\psi} \nabla \psi, \quad (84) \]
\[ \int_x (\bar{\psi} \nabla \psi)^* = \int_x \bar{\psi} \nabla \psi. \quad (85) \]

Here \( \nabla \) denotes the Dirac operator \( \nabla = \gamma^\mu \partial_\mu \) and \( \int_x \) is a shorthand for the spacetime integral \( \int d^d x \sqrt{-g} \). We tacitly assume that the considered manifolds and the fermionic fields allow us to freely integrate by parts under the integral without the occurrence of any boundary terms.

These basic requirements are the same as in [23], where the spacetime dimension \( d \) was fixed to 4. In the next section we construct the spin connection which will ensure the spin-base covariance for arbitrary integer dimensions \( d \geq 2 \).

IV. SPIN METRIC AND SPIN CONNECTION

Using our assumptions from the previous chapter let us analyze the properties of the necessary spin metric and spin connection. Beginning with Eq. (84) and the Grassmann nature of fermions
\[ (\bar{\psi} \gamma^\mu \psi)^* = \psi^\dagger h^* \psi = -\psi^\dagger h \psi, \quad (86) \]
it turns out that the spin metric has to be antihermitean
\[ h^\dagger = -h. \quad (87) \]

Additionally we define the Dirac conjugation of a matrix \( M \in \text{Mat}(d, d, C) \) analogous to the Dirac conjugation of a vector \( \psi \) as
\[ \bar{M} = h^{-1} M^\dagger h. \quad (88) \]

This Dirac conjugation is of particular interest for the complex conjugate of objects like
\[ (\bar{\psi} M \psi)^* = \bar{\psi} M \psi. \quad (89) \]

For the next step in our analysis we use the properties (i) - (iv) of Eq. (87) to deduce
\[ (\partial_\mu \bar{\psi}) \psi + \bar{\psi} (\partial_\mu \psi) = \partial_\mu \bar{\psi} \psi = \bar{\nabla}_\mu \bar{\psi} \psi = (\nabla_\mu \bar{\psi}) \psi + \bar{\psi} (\nabla_\mu \psi). \quad (90) \]

From here we conclude that the covariant derivative must carry a connection \( \Gamma^\mu_\mu \)
\[ \nabla_\mu \psi = \partial_\mu \psi + \Gamma^\mu_\mu, \quad \nabla_\mu \bar{\psi} = \partial_\mu \bar{\psi} - \bar{\psi} \Gamma^\mu_\mu. \quad (91) \]

From the transformation laws under spin-base transformations and diffeomorphisms of spinors \( \psi \) we find the transformation law of the connection \( \Gamma^\mu_\mu \)
\[ \Gamma^\mu_\mu \rightarrow S \Gamma^\mu_\mu S^{-1} - (\partial_\mu S) S^{-1}, \quad (92) \]
\[ \Gamma^\mu_\mu \rightarrow \frac{\partial x^\rho}{\partial x'^\mu} \Gamma^\rho_\mu. \quad (93) \]

From (iii) we infer
\[ \nabla_\mu \bar{\psi} = \nabla_\mu \bar{\psi} = (\nabla_\mu \psi)^\dagger h = \partial_\mu \bar{\psi} - \bar{\psi} h^{-1} \partial_\mu h + \bar{\psi} \Gamma^\mu_\mu, \quad (94) \]
and deduce the metric compatibility equation
\[ h^{-1} \partial_\mu h = \Gamma^\mu_\mu + \Gamma^\mu_\mu. \quad (95) \]

The following auxiliary matrix \( \hat{\Gamma}^\mu_\mu \) turns out to be useful for our analysis. It is defined by
\[ D_{(\text{LC})}^\mu \gamma^\nu = \partial_\mu \gamma^\nu + \gamma^{\gamma [\mu} \gamma_{\nu]} = -[\hat{\Gamma}^\mu_\gamma, \gamma^\nu], \quad \text{tr} \hat{\Gamma}^\mu_\mu = 0, \quad (96) \]
where \( D_{(\text{LC})}^\mu \) is the (Levi-Civita) spacetime covariant derivative without torsion. Such a matrix exists and is uniquely given by
\[ \hat{\Gamma}^\mu_\mu = \sum_{n=1}^d \hat{m}_{\mu_1 \cdots \mu_n} \gamma^{\rho_1 \cdots \rho_n}, \quad d \text{ even}, \quad (97) \]
\[ \hat{\Gamma}^\mu_\mu = \sum_{n=1}^d \hat{m}_{\mu_1 \cdots \mu_{2n}} \gamma^{\rho_1 \cdots \rho_{2n}}, \quad d \text{ odd}, \quad (98) \]
\[ \hat{m}_{\mu_1 \cdots \mu_n} = \frac{(-1)^{n+1}}{2 \cdot n! \cdot ((1 - (-1)^n)d - 2n) \cdot d_{\gamma}} \cdot \text{tr} \left( \gamma^{\rho_1 \cdots \rho_n} [(D_{(\text{LC})}^\mu \gamma^\nu), \gamma_{\nu}] \right). \quad (99) \]

The proof is found in App. [1]. Note that \( \hat{\Gamma}^\mu_\mu \) is completely determined in terms of the \( \gamma_\mu \) and their first derivatives. The matrix \( \hat{\Gamma}^\mu_\mu \) transforms exactly like \( \Gamma^\mu_\mu \) inhomogeneously under spin-base transformations
\[ \hat{\Gamma}^\mu_\mu \rightarrow S \hat{\Gamma}^\mu_\mu S^{-1} - (\partial_\mu S) S^{-1}. \quad (100) \]

To see this one considers the behavior of the defining equation of \( \hat{\Gamma}^\mu_\mu \) Eq. (96) under spin-base transformations \( S \in \text{SL}(d, C) \) and
\[ \text{tr} \left( (\partial_\mu S)^{-1} \right) = \partial_\mu \text{tr} \ln S = \partial_\mu e^{\text{tr} \ln S} = \partial_\mu \det S = 0. \quad (101) \]

In order to investigate Eq. (84) we calculate
\[ D_{(\text{LC})}^\mu \bar{\gamma}^\nu = D_{(\text{LC})}^\mu (h^{-1} \gamma^\nu h) = [\gamma^\nu, h^{-1} (\partial_\mu h)] + h^{-1} (D_{(\text{LC})}^\mu \gamma^\nu) h = [\gamma^\nu, \Gamma^\mu_\mu + \hat{\Gamma}^\mu_\mu] + h^{-1} (D_{(\text{LC})}^\mu \gamma^\nu) h = [\gamma^\nu, \Gamma^\mu_\mu + \hat{\Gamma}^\mu_\mu - \hat{\Gamma}^\mu_\mu] \quad (102) \]
and recapitulate that
\[ \partial_\mu \sqrt{-g} = \sqrt{-g} \left\{ \rho_{\mu \rho} \right\}. \quad (103) \]
The transformation law under spin-base transformations for the components of the spin connection reads

\[ A_\mu \rightarrow A_\mu, \quad \Delta \Gamma_\mu \rightarrow S \Delta \Gamma_\mu S^{-1}. \] (110)

We found the three important algebraic equations for the spin metric

\[ \gamma_\mu | = -h \gamma_\mu h^{-1}, \quad h^\dagger = -h, \quad |\text{det } h| = 1. \] (111)

For a given set of Dirac matrices there is a unique spin metric (up to a sign) as proven in App. [C].

Next we use the Eqs. (C25) and (C26) from App. [C] to infer

\[ \Delta \Gamma_\mu = -\Delta \Gamma_\mu, \quad \text{Im } A_\mu = 0. \] (112)

If we compare the spin covariant derivative \( \nabla_\mu \) with the spacetime covariant derivative \( D_\mu \), we note a similar structure

\[ \nabla_\mu \psi = \partial_\mu \psi + \hat{\Gamma}_\mu \psi + \Delta \Gamma_\mu \psi + i A_\mu \psi, \]
\[ D_\mu T^\nu = \partial_\mu T^\nu + \left( \frac{\nu}{\mu \rho} \right) T^\rho + K^\nu_{\mu \rho} T^\rho. \] (113)

The first part is the ordinary partial derivative, the second part is the canonical (Levi-Civita) part, which is determined in terms of the Dirac matrices, respectively the metric. The third part is a possible torsion term, whose dynamics is essentially independent of the Dirac matrices and has to be determined by other means, e.g. an action principle. For the fermionic fields there is another for the moment unrestricted contribution, \( A_\mu \), without analog in the spacetime covariant derivative. This vector field is reminiscent to a \( U(1) \) gauge field from the standard model. If we included a \( U(1) \) symmetry transformation for the fermions, then this field would behave exactly like a usual gauge field. As discussed above, we ignore this gauge field in the following.

Now we are in a very comfortable situation. Given a set of Dirac matrices we can calculate everything we need to describe fermions in a curved spacetime. There is a (up to a sign) unique spin metric \( h \) and a unique canonical (Levi-Civita) part of the connection \( \Gamma_\mu \). Furthermore there is a rather undefined object \( \Delta \Gamma_\mu \), which we call spin torsion and whose dynamics we are going to investigate in the next section.

Let us first justify the name “spin torsion” by comparing it to spacetime torsion. The spacetime torsion is the part of the spacetime connection, that even in local inertial coordinates at an arbitrary point is non vanishing, it cannot be transformed away with a spacetime coordinate transformation. In order to be more precise, we need a notion of “local inertial coordinates” in our setup. We want local inertial spacetime coordinates as well as local inertial spin bases. There is a straightforward generalization for “local inertial at a fixed spacetime point \( z \)”. For the spacetime coordinates we demand that the spacetime metric acquires Minkowskian form and its first derivative vanishes

\[ g_{\mu \nu}|_z = \eta_{\mu \nu}, \quad \partial_z g_{\mu \nu}|_z = 0, \] (114)
i.e. the spacetime coordinate base is constant in a vicinity around \( z \). Since there is no preferred set of Dirac matrices compatible with the Clifford algebra, there is no “Minkowskian” form of the \( \gamma_{\mu |} \). Still, we can analogously demand that the spin base is adjusted in the same fashion around a vicinity of \( z \)

\[ \partial_z \gamma_{\mu |} = 0. \] (115)

These coordinates are by no means unique, e.g. for the spacetime coordinates we can always perform constant Lorentz transformations and for the spin bases we can perform constant similarity transformations. However, the essential property of local inertial coordinates is that in these coordinates at the point \( z \) the Christoffel symbol vanishes, but the contorsion tensor \( K^\nu_{\mu \rho} |_z \) only vanishes if there is no torsion at this point. We observe now the same behaviour for the spin connection. The canonical torsion

\[ \Delta \Gamma_\mu \]

In fact the Minkowskian form of \( g_{\mu \nu}|_z \) is not important. We could change the spacetime coordinates in a nontrivial, but constant way and would lose the Minkowskian form, but still the Christoffel symbols would vanish. The important point is the constant spacetime base.
(Levi-Civita) part \( \hat{\Gamma}_\mu \rvert_z \) vanishes, whereas the spin torsion \( \Delta \Gamma_\mu \rvert_z \) would only vanish if it was zero also before the coordinate transformation, i.e. if there was no spin torsion at all.

The dynamics of the spin torsion \( \Delta \Gamma_\mu \) is still missing, as well as the actual degrees of freedom of \( \Delta \Gamma_\mu \). E.g. for the spacetime covariant derivative the contorsion \( K^\nu_{\mu \rho} \) is not an arbitrary tensor, but it has to be antisymmetric in the first and the last indices, c.f. Eq. (53), in order to satisfy the metric compatibility condition. A similar statement holds for the spin torsion which has to be antisymmetric with respect to Dirac conjugation, c.f. Eq. (112), so that the spin-metric compatibility is satisfied. Additionally we found the constraint Eq. (109), which ensures that the kinetic term is real. A perfectly valid model, but quite simple solution to this equation is \( \Delta \Gamma_\mu \rvert = 0 \). But it is obvious that this is not the most general choice compatible with the constraints.

V. DYNAMICS OF SPIN TORSION

This section is devoted to the spin torsion and its degrees of freedom as well as the construction of a possible action governing the dynamics of \( \Delta \Gamma_\mu \). To find the most general form of the spin torsion we first decompose it into the basis of Dirac matrices

\[
\Delta \Gamma_\mu = \sum_{n=1}^d \theta_\mu p_1 \ldots p_n \gamma_{p_1 \ldots p_n}, \quad d \text{ even},
\]

\[
\Delta \Gamma_\mu = \sum_{n=1}^{d-1} \theta_\mu p_1 \ldots p_{2n} \gamma_{p_1 \ldots p_{2n}}, \quad d \text{ odd}.
\]

Next we use the identities from App. E to implement Eq. (106) and (112). The odd dimensional case is simpler, we employ Eq. (122) and find

\[
0 = [\Delta \Gamma_\mu, \gamma^\mu] = \sum_{n=1}^{d-1} \theta_\mu p_1 \ldots p_{2n} [\gamma_{p_1 \ldots p_{2n}}, \gamma^\mu]
\]

\[
= -4 \sum_{n=1}^{d-1} n \theta_\mu p_1 \ldots p_{2n} g^{\mu [p_1, \gamma_{p_2 \ldots p_{2n}]}
\]

\[
= -4 \sum_{n=1}^{d-1} n \theta_\mu p_1 p_2 \ldots p_{2n} \gamma_{p_2 \ldots p_{2n}}.
\]

From this we conclude

\[
0 = \theta_\mu p_1 p_2 \ldots p_{2n}, \quad n \in \left\{ 1, \ldots, \frac{d-1}{2} \right\}.
\]

In even dimensions we plug in our ansatz

\[
0 = [\Delta \Gamma_\mu, \gamma^\mu] = \sum_{n=1}^d \theta_\mu p_1 \ldots p_n [\gamma_{p_1 \ldots p_n}, \gamma^\mu],
\]

and calculate for \( k \in \{ 1, \ldots, d \} \)

\[
0 = \sum_{n=1}^d \theta_\mu p_1 \ldots p_n \frac{1}{d} \text{tr} \left( [\gamma_{p_1 \ldots p_n}, \gamma^\mu] \gamma_{\nu_1 \ldots \nu_k} \right).
\]

Since the trace of an odd number of Dirac matrices in even dimensions always vanishes

\[
0 = \text{tr}(\gamma_{\mu_1} \ldots \gamma_{\mu_{2l+1}}), \quad l \in \mathbb{N}_0,
\]

we have to distinguish two cases, \( k \) even and \( k \) odd. Then we can neglect half of the sum for the respective choice of \( k \).

For \( k \) even we write \( k = 2m, m \in \{ 1, \ldots, \frac{d}{2} \} \) and find with the identity Eq. (E4) from App. E

\[
0 = \sum_{l=1}^m g^{\mu}_{\mu_1 \ldots \mu_{2l} - 1} \frac{1}{d} \text{tr} \left( [\gamma_{\mu_1 \ldots \mu_{2l} - 1}, \gamma_\mu] \gamma_{\nu_1 \ldots \nu_{2m}} \right)
\]

\[
= \sum_{l=1}^m g^{\mu}_{\mu_1 \ldots \mu_{2l} - 1} \frac{1}{d} \text{tr} \left( [\gamma_{\nu_1 \ldots \nu_{2m}}, \gamma_{\mu_1 \ldots \mu_{2l} - 1}] \gamma_\mu \right)
\]

\[
= \sum_{l=1}^m g^{\mu}_{\mu_1 \ldots \mu_{2l} - 1} (-1)^{l-1} \cdot 2 \cdot (2l)! \cdot g_{\mu_1 [\nu_1} \delta_{\nu_1 \nu_2 \ldots \nu_{2l}]} \chi^l_{\mu_{2l-1}},
\]

where \( \delta_{\nu_1 \nu_2 \ldots \nu_{2m}} \) is the normalized and antisymmetrized Kronecker Delta. Since \( m \in \{ 1, \ldots, \frac{d}{2} \} \) is arbitrary we infer

\[
0 = \theta_{[\mu_1 \ldots \mu_{2m-1}]}. \quad (124)
\]

Next we choose \( k \) odd and write \( k = 2m - 1 \) with \( m \in \{ 1, \ldots, \frac{d}{2} \} \). Then the trace evaluates to

\[
0 = \sum_{l=1}^m g^{\mu}_{\mu_1 \ldots \mu_{2l} - 1} \frac{1}{d} \text{tr} \left( [\gamma_{\mu_1 \ldots \mu_{2l}}, \gamma_\mu] \gamma_{\nu_1 \ldots \nu_{2m-1}} \right)
\]

\[
= \sum_{l=1}^m g^{\mu}_{\mu_1 \ldots \mu_{2l} - 1} \frac{1}{d} \text{tr} \left( -4 \delta_{\mu_1 \gamma_{\nu_1 \ldots \nu_{2l}}} \gamma_{\mu_1 \ldots \nu_{2m-1}} \right)
\]

\[
= 2 \sum_{l=1}^m g^{\mu}_{\mu_1 \ldots \mu_{2l}} \cdot (2m)! \cdot (-1)^m \delta_{\mu_1 \gamma_{\nu_1 \ldots \nu_{2l}}} \delta_{\nu_1 \nu_2 \ldots \nu_{2m-1}} \cdot \delta_{\mu_{2l}}
\]

\[
= 2 \sum_{l=1}^m g^{\mu}_{\mu_1 \ldots \mu_{2l}} \cdot (2m)! \cdot (-1)^m \delta_{\mu_1 \gamma_{\nu_1 \ldots \nu_{2l}}} \delta_{\nu_1 \nu_2 \ldots \nu_{2m-1}} \cdot \delta_{\mu_{2l}}
\]

\[
= 2 \sum_{l=1}^m g^{\mu}_{\mu_1 \ldots \mu_{2l}} \cdot (2m)! \cdot (-1)^m \delta_{\mu_1 \gamma_{\nu_1 \ldots \nu_{2l}}} \delta_{\nu_1 \nu_2 \ldots \nu_{2m-1}} \cdot \delta_{\mu_{2l}}
\]

\[
= 2 \sum_{l=1}^m g^{\mu}_{\mu_1 \ldots \mu_{2l}} \cdot (2m)! \cdot (-1)^m \delta_{\mu_1 \gamma_{\nu_1 \ldots \nu_{2l}}} \delta_{\nu_1 \nu_2 \ldots \nu_{2m-1}} \cdot \delta_{\mu_{2l}}
\]

where we have made use of Eqs. (122) and (111). Again since \( m \in \{ 1, \ldots, \frac{d}{2} \} \) is arbitrary, we deduce

\[
0 = \theta_{[\mu_1 \ldots \mu_{2m-1}]}. \quad (126)
\]

The second condition Eq. (112) reexpresses the metric compatibility and tells us whether the coefficients \( \theta_\mu p_1 \ldots p_n \), respectively \( \theta_\mu p_1 p_2 \ldots p_{2n} \) are purely real or purely
imaginary. We introduce the new variables
\[ \tilde{g}_{\mu_1...\mu_n} = i^{n+1/2} g_{\mu_1...\mu_n}, \quad n \in \{1, \ldots, d\}, \quad d \text{ even,} \]
\[ \tilde{g}_{\mu_1...\mu_2n} = \tilde{g}_{\mu_1...\mu_{2n}}, \quad n \in \left\{1, \ldots, \frac{d-1}{2}\right\}, \quad d \text{ odd,} \]
and find that these have to be purely real employing the metric compatibility together with Eq. (121) from App. B.
\[ \tilde{g}_{\mu_1...\mu_n} \in \mathbb{R}, \quad n \in \{1, \ldots, d\}, \quad d \text{ even,} \]
\[ \tilde{g}_{\mu_1...\mu_{2n}} \in \mathbb{R}, \quad n \in \left\{1, \ldots, \frac{d-1}{2}\right\}, \quad d \text{ odd.} \]
Summing up, the spin torsion is given in even dimensions by
\[ \Delta \Gamma_\mu = \sum_{n=1}^{d} \tilde{g}_{\mu_1...\mu_{2n}} i^{n(n+1)/2} \gamma^{\mu_1...\mu_n}, \]
with the real coefficients
\[ 0 = \tilde{g}^{\mu_1...\mu_{2n}}, \quad m \in \left\{1, \ldots, \frac{d}{2}\right\}. \]
and in odd dimensions
\[ \Delta \Gamma_\mu = \sum_{n=1}^{d} \tilde{g}_{\mu_1...\mu_{2n}} i^{n(n-1)/2} \gamma^{\mu_1...\mu_{2n}}, \]
with the real coefficients
\[ 0 = \tilde{g}^{\mu_1...\mu_{2n}}, \quad m \in \left\{1, \ldots, \frac{d}{2}\right\}. \]
Further we can count the degrees of freedom. In even dimensions, for each \( \tilde{g}_{\mu_1...\mu_n} \), we have \( (d) \) components. For even \( n \) there are \( \binom{d}{n-1} \) constraints and for odd \( n \) there are \( \binom{d}{n+1} \) constraints
\[ d \sum_{n=1}^{d} \binom{d}{n} - \sum_{n=1}^{d} \binom{d}{2n-1} = (d-1)(d^2 - 1). \]
Therefore we have in total \( (d-1)(d^2 - 1) \) real degrees of freedom for spin torsion in even dimensions. In odd dimensions, for each \( \tilde{g}_{\mu_1...\mu_{2n}} \) we have \( d \cdot \binom{d}{2n} \) components and \( \binom{d}{2n-1} \) constraints
\[ d \sum_{n=1}^{d} \binom{d}{2n} - \sum_{n=1}^{d} \binom{d}{2n-1} = (d-1)(d^2 - 1). \]
Hence, we also have \( (d-1)(d^2 - 1) \) real degrees of freedom for spin torsion in odd dimensions.

For even dimensions this number decreases if we also demand chiral invariance \( (\psi \rightarrow \gamma_s \psi, \bar{\psi} \rightarrow -\bar{\psi} \gamma_s) \) of the kinetic operator
\[ \bar{\psi} \nabla \psi \rightarrow -\bar{\psi} \gamma_s \nabla \gamma_s \psi \rightarrow \bar{\psi} \nabla \psi. \]
This constraint leads to
\[ 0 = \gamma^\mu (\nabla_\mu \gamma_s) = \gamma^\mu (\partial_\mu \gamma_s + [\hat{\Gamma}_\mu, \gamma_s]) + \gamma^\mu [\Delta \Gamma_\mu, \gamma_s] \]
\[ = \gamma^\mu [\Delta \Gamma_\mu, \gamma_s]. \]
In order to implement this constraint we insert our series expansion for \( \Delta \Gamma_\mu \) and use Eq. (106)
\[ 0 = \sum_{n=1}^{d} \tilde{g}_{\mu_1...\mu_{2n}} i^{n(n+1)/2} \gamma^{\mu_1...\mu_n} \gamma_s \]
\[ = -2i \gamma_s \sum_{n=1}^{d} \tilde{g}_{\mu_1...\mu_{2n-1}} i^n \gamma^{\mu_1...\mu_{2n-1}} \gamma_s \]
\[ = -i \gamma_s \sum_{n=1}^{d} \tilde{g}_{\mu_1...\mu_{2n-1}} i^n \gamma^{\mu_1...\mu_{2n-1}} \gamma_s \]
\[ = -i \gamma_s \sum_{n=1}^{d} \tilde{g}_{\mu_1...\mu_{2n-1}} i^n \gamma^{\mu_1...\mu_{2n-1}} \gamma_s. \]
Next we employ the result Eq. (123) from App. B and find
\[ 0 = \sum_{n=1}^{d} \tilde{g}_{\mu_1...\mu_{2n-1}} i^n \gamma^{\mu_1...\mu_{2n-1}} \]
\[ = 2 \sum_{n=1}^{d} \tilde{g}_{\mu_1...\mu_{2n-1}} (2n-1) i^n \gamma^{\mu_1...\mu_{2n-1}} \]
\[ = 2 \sum_{n=1}^{d} \tilde{g}_{\mu_1...\mu_{2n-1}} (2n-1) i^n \gamma^{\mu_1...\mu_{2n-1}}. \]
Since the \( \gamma^{\mu_1...\mu_n} \) form a basis we can read off
\[ 0 = \tilde{g}_{\mu_1...\mu_{2n-1}}, \quad n \in \left\{1, \ldots, \frac{d}{2}\right\}. \]
These additional constraints are independent from the first set Eq. (132), again we can count the new constraints
\[ \sum_{n=1}^{d} \left( \frac{d}{2n-2} - \frac{1}{2} \right) = \frac{1}{2}(d^2 - 1). \]
7 Note that if we decompose \( [\gamma^\mu, \gamma^{\mu_1...\mu_{2n-1}}] \) into our standard basis, we find \( \text{tr}([\gamma^\mu, \gamma^{\mu_1...\mu_{2n-1}}] \gamma_{\mu_1...\mu_{2n-1}}) = 0 \) and \( \text{tr}([\gamma^\mu, \gamma^{\mu_1...\mu_{2n-1}}] \gamma_{\mu_1...\mu_{2n-1}}) \sim \delta_{\mu_1} \delta_{\mu_2} \delta_{\mu_3} \cdots \delta_{(n-1), \mu_n}, \) c.f. Eq. (124).
leaving us with \((d-2)(d^2-1)+\frac{d^2}{2}\) real degrees of freedom for chiral spin torsion in even dimensions.

Note that the coefficients \(\tilde{q}_{\rho_1\cdots\rho_n}\), respectively the \(\tilde{q}_{\rho_1\cdots\rho_{2n}}\) are spin-base independent: In accordance to the preceding discussion we cannot transform away any of these coefficients with a spin-base transformation.

With the covariant derivative \(\nabla_\mu\) at hand we can turn to a construction of an action similar to \[13\]. The Einstein-Hilbert action is constructed from the field strength tensor, which in general relativity is the Riemann tensor \(R_{\mu\nu\rho\lambda}\). It is defined as

\[
R_{\mu\nu\rho\lambda} = [D_\mu, D_\nu]T^\lambda + C_{\mu\nu\rho}D_\lambda T^\lambda, \quad \forall T^\rho \text{ tensor.} \tag{143}
\]

Following the same route we define the spin curvature \(\Phi_{\mu\nu}\) to be

\[
\Phi_{\mu\nu} = [\nabla_\mu, \nabla_\nu] \psi + C_{\mu\nu\rho} \nabla_\rho \psi. \tag{144}
\]

More precisely \(\Phi_{\mu\nu}\) reads

\[
\Phi_{\mu\nu} = \partial_\nu \Gamma_\mu - \partial_\mu \Gamma_\nu + [\Gamma_\mu, \Gamma_\nu] \tag{145}
\]

\[
= \hat{\Phi}_{\mu\nu} + 2\partial_\mu \Delta \Gamma_\nu + [\hat{\Gamma}_\mu, \hat{\Gamma}_\nu] + [\Delta \Gamma_\mu, \Delta \Gamma_\nu], \tag{146}
\]

where \(\hat{\Phi}_{\mu\nu}\) is the curvature induced by \(\hat{\Gamma}_\mu\), c.f. \[23\].

\[
\hat{\Phi}_{\mu\nu} = \partial_\nu \hat{\Gamma}_\mu - \partial_\mu \hat{\Gamma}_\nu + [\hat{\Gamma}_\mu, \hat{\Gamma}_\nu] \tag{147}
\]

\[
= \frac{1}{8} R_{(LC)\mu\nu\alpha\beta}[\gamma^\alpha, \gamma^\beta]. \tag{148}
\]

By \(R_{(LC)\mu\nu\rho\sigma}\) we denote the Riemann curvature tensor induced by the Christoffel symbols

\[
R_{(LC)\mu\nu\rho\sigma} = \partial_\nu \{ \partial_\rho \{ \partial_\sigma \Phi_\mu \} \} - \partial_\mu \{ \partial_\nu \{ \partial_\rho \Phi_\sigma \} \} + \{ \partial_\mu \{ \partial_\nu \Phi_\rho \} \} - \{ \partial_\rho \{ \partial_\sigma \Phi_\mu \} \}. \tag{149}
\]

With this field strength we now construct an invariant (scalar) in order to give an action. The simplest first order invariant without introduction of any new fields is

\[
\mathcal{L}_\Phi = \frac{1}{d\gamma} \tr(\Phi_{\mu\rho} \gamma^{\mu\nu}). \tag{150}
\]

With this invariant we can construct an action reminiscent to the usual Einstein-Hilbert action

\[
S_\Phi = \frac{1}{8\pi G} \int x \mathcal{L}_\Phi, \tag{151}
\]

where \(G\) is some coupling constant. For the explicit evaluation of \(\mathcal{L}_\Phi\), we first calculate in even dimensions

\[
D_{(LC)\mu} \Delta \Gamma_\nu = D_{(LC)\mu} \sum_{n=1}^{d} \theta_{\nu\rho_1\cdots\rho_n} \gamma^{\rho_1\cdots\rho_n} \tag{152}
\]

\[
= \sum_{n=1}^{d} [(D_{(LC)\mu} \theta_{\nu\rho_1\cdots\rho_n}) \gamma^{\rho_1\cdots\rho_n} \tag{152}
\]

\[
+ \theta_{\nu\rho_1\cdots\rho_n} (D_{(LC)\mu} \gamma^{\rho_1\cdots\rho_n})] \tag{152}
\]

\[
= \sum_{n=1}^{d} (D_{(LC)\mu} \theta_{\nu\rho_1\cdots\rho_n}) \gamma^{\rho_1\cdots\rho_n} - [\hat{\Gamma}_\mu, \Delta \Gamma_\nu], \tag{152}
\]

Analogously in odd dimensions

\[
D_{(LC)\mu} \Delta \Gamma_\nu = \sum_{n=1}^{2d} (D_{(LC)\mu} \theta_{\nu\rho_1\cdots\rho_{2n}}) \gamma^{\rho_1\cdots\rho_{2n}} - [\hat{\Gamma}_\mu, \Delta \Gamma_\nu] \tag{153}
\]

holds. Additionally it helps to rewrite the complete antisymmetrization

\[
\tilde{q}_{\mu_1\cdots\rho_n} = \frac{1}{n+1} \left[ \tilde{q}_{\mu_1\rho_1\cdots\rho_n} \sum_{l=1}^{n+1} (-1)^l \tilde{q}_{\mu_l\rho_1\cdots\rho_l-1\rho_{l+1}\cdots\rho_n} \right] \tag{154}
\]

of \(\tilde{q}_{\mu_1\cdots\rho_n}\) as

\[
\frac{1}{n} \sum_{l=1}^{n} (-1)^l \tilde{q}_{\mu_1\rho_1\cdots\rho_l-1\rho_{l+1}\cdots\rho_n} = \frac{1}{n} \tilde{q}_{\mu_1\rho_1\cdots\rho_n} - \frac{n+1}{n} \tilde{q}_{\mu_1\cdots\rho_n}. \tag{155}
\]

With the aid of the identities from App. \[4\] and \[5\] and the constraints for the \(\tilde{q}_{\mu_1\cdots\rho_n}\) respectively \(\tilde{q}_{\mu_1\cdots\rho_{2n}}\) it is then straightforward to calculate \(\mathcal{L}_\Phi\) in even dimensions

\[
\mathcal{L}_\Phi = \frac{1}{2} R_{(LC)} + 2 \sum_{n=1}^{d} (-1)^{n} \cdot n! \cdot \left[ \tilde{q}^{\mu_1\cdots\rho_n} \tilde{q}_{\mu_1\cdots\rho_n} \right. \tag{156}
\]

\[
- (n+1) \tilde{q}^{\mu_1\cdots\rho_{2n}} \tilde{q}_{\mu_1\cdots\rho_{2n}} - n \tilde{q}_\mu^{\rho_1\cdots\rho_{2n}} \tilde{q}^{\nu_1\cdots\nu_{2n}} \cdot \tilde{q}_{\rho_1\cdots\rho_{2n}} \right]. \tag{156}
\]

and in odd dimensions

\[
\mathcal{L}_\Phi = \frac{1}{2} R_{(LC)} + 2 \sum_{n=1}^{d} (-1)^{n} \cdot n! \cdot \left[ \tilde{q}^{\mu_1\cdots\rho_{2n}} \tilde{q}_{\mu_1\cdots\rho_{2n}} \right. \tag{157}
\]

\[
- (2n+1) \tilde{q}^{\mu_1\cdots\rho_{2n}} \tilde{q}_{\mu_1\cdots\rho_{2n}} \right]. \tag{157}
\]

While this is a compact form of the Lagrangian in terms of the \(\tilde{q}_{\mu_1\cdots\rho_n}\) it is more convenient to rewrite it in a form which is respecting the constraints of the \(\tilde{q}_{\mu_1\cdots\rho_n}\) explicitly. We are dealing with tensors \(T_{\mu_1\cdots\rho_n}\) of the
form $T_{\mu_1\cdots\mu_n} = T_{[\mu_1\cdots\mu_n]}$. Hence, it is helpful to introduce the projectors onto the trace

$$(P^n_{\text{TL}})_{\mu_1\cdots\mu_n} = \frac{n(-1)^{n-1}}{d - (n - 1)} g_{\mu_1\delta_{p_2\cdots p_n}} g^{\rho_1\rho_2\cdots\rho_n},$$

(158) as well as onto the totally antisymmetric part

$$(P^n_{\Lambda})_{[\mu_1\cdots\mu_n]} = \delta_{\Lambda}^\mu_{\mu_1\cdots\mu_n},$$

(159) and onto the traceless part

$$(P^n_{\text{TL}})_{\mu_1\cdots\mu_n} = (\mathbb{g}^n)_{\mu_1\cdots\mu_n} - (P^n_{\text{Tr}})_{\mu_1\cdots\mu_n} - (P^n_{\Lambda})_{\mu_1\cdots\mu_n},$$

(160) of such a tensor. The identity projector reads

$$(\mathbb{g}^n)_{\mu_1\cdots\mu_n} = \delta^\mu_{\mu_1\cdots\mu_n}. $$

(161) The projector properties such as idempotence\(^8\)

$$(P^n_{\text{Tr}})^2 = (P^n_{\text{Tr}}), \quad (P^n_{\Lambda})^2 = (P^n_{\Lambda}), \quad (P^n_{\text{TL}})^2 = (P^n_{\text{TL}}),$$

(162) orthogonality

$$(P^n_{\text{Tr}})(P^n_{\text{Tr}}) = (P^n_{\text{Tr}}) = 0,\quad (P^n_{\text{Tr}})(P^n_{\text{TL}}) = (P^n_{\text{Tr}})(P^n_{\text{Tr}}) = 0,$$

(163) and the partition of unity

$$\delta_{\mu_1\cdots\mu_n} = (P^n_{\text{Tr}}) + (P^n_{\Lambda}) + (P^n_{\text{TL}}) = (1^n),$$

(164) are easily checked with the aid of

$$\delta_{\alpha_1\cdots\alpha_n} = \frac{d}{n} \delta_{\alpha_1\cdots\alpha_n}. $$

(165) We denote the trace of $\tilde{g}_{\mu_1\cdots\mu_n}$ by $\tilde{g}_{\rho_{p_2\cdots p_n}}$,

$$\tilde{g}_{\rho_{p_2\cdots p_n}} = \tilde{g}_{\rho_{p_2\cdots p_n}},$$

(166) the antisymmetric part by $(\tilde{g}_{\Lambda})_{\mu_1\cdots\mu_n}$,

$$(\tilde{g}_{\Lambda})_{\mu_1\cdots\mu_n} = (P^n_{\Lambda})_{\mu_1\cdots\mu_n}$$

(167) and the traceless part by $(\tilde{g}_{\text{TL}})_{\mu_1\cdots\mu_n}$,

$$(\tilde{g}_{\text{TL}})_{\mu_1\cdots\mu_n} = (P^n_{\text{TL}})_{\mu_1\cdots\mu_n}$$

(168) Then we can decompose $\tilde{g}_{\mu_1\cdots\mu_n}$ as

$$\tilde{g}_{\mu_1\cdots\mu_n} = (\tilde{g}_{\text{TL}})_{\mu_1\cdots\mu_n} + (\tilde{g}_{\Lambda})_{\mu_1\cdots\mu_n}$$

(169) Especially the square of $\tilde{g}_{\mu_1\cdots\mu_n}$ then reads

$$\tilde{g}^{\mu_1\cdots\mu_n} \tilde{g}_{\mu_1\cdots\mu_n} = (\tilde{g}_{\text{TL}})^{\mu_1\cdots\mu_n} (\tilde{g}_{\text{TL}})_{\mu_1\cdots\mu_n} + (\tilde{g}_{\Lambda})_{\mu_1\cdots\mu_n}$$

(170) In other words, the trace, the antisymmetric part and the traceless part decouple from each other.

The Lagrangian in these variables in even dimensions then reads

$$\mathcal{L}_\Phi = \frac{1}{2} R_{(LC)} + 2 \sum_{n=1}^d (-1)^{n+1} (\tilde{g}_{\text{TL}})^{\mu_1\cdots\mu_n} (\tilde{g}_{\text{TL}})_{\mu_1\cdots\mu_n}$$

$$(163) - 2 \sum_{n=1}^d 2n \cdot (2n)! \cdot (\tilde{g}_{\Lambda})^{\mu_1\cdots\mu_{2n}} (\tilde{g}_{\Lambda})_{\mu_1\cdots\mu_{2n}}$$

$$(171) + 2 \sum_{n=1}^d (2n-1) \cdot (2n-1)! \cdot \left( \frac{d-2n+1}{d-2n+2} \right) \tilde{g}_{\rho_2\cdots\rho_n},$$

$$(172)$$

and in odd dimensions we have

$$\mathcal{L}_\Phi = \frac{1}{2} R_{(LC)} + 2 \sum_{n=1}^d (2n)! \cdot (\tilde{g}_{\text{TL}})^{\mu_1\cdots\mu_{2n}} (\tilde{g}_{\text{TL}})_{\mu_1\cdots\mu_{2n}}$$

$$(163) - 2 \sum_{n=1}^d 2n \cdot (2n)! \cdot (\tilde{g}_{\Lambda})^{\mu_1\cdots\mu_{2n}} (\tilde{g}_{\Lambda})_{\mu_1\cdots\mu_{2n}}$$

$$(172)$$

In this form it is apparent that the resulting classical equations of motion after varying with respect to the spin torsion degrees of freedom are purely algebraic in the fields $(\tilde{g}_{\text{TL}})_{\mu_1\cdots\mu_n}$, $(\tilde{g}_{\Lambda})_{\mu_1\cdots\mu_n}$ and $\tilde{g}_{\rho_2\cdots\rho_n}$. Therefore the spin torsion vanishes classically in the absence of, e.g., spinorial sources. The variation with respect to the metric gives us the usual Einstein field equations.

VI. LORENTZ SYMMETRIC GAUGE

In the usual vielbein setup one often needs the vielbein $e_\mu^a$ as a function of the metric $g_{\mu\nu}$ with respect to some fixed but arbitrary background metric $\bar{g}_{\mu\nu}$ and background vielbein $\bar{e}_\mu^a$. Such relations define a gauge for the vielbein. It turned out that the Lorentz-symmetric gauge is very useful and minimizes in practice the calculational effort\(^14\)\(^16\). In particular, corresponding SO(3, 1) Faddeev-Popov ghosts do not contribute in perturbation theory\(^41\)\(^42\). An interesting application of the generalized Weldon theorem Eq. A1 is the derivation of the analog of the Lorentz symmetric gauge for the Dirac matrices as the simples\(^9\) possible choice (gauge)

\(^8\) The product $(P^n_{\text{TL}})(P^n_{\text{Tr}})$ of two projectors $(P^n_{\text{Tr}})$ and $(P^n_{\text{Tr}})$ is defined as $[(P^n_{\text{Tr}})(P^n_{\text{Tr}})]_{\alpha_1\cdots\alpha_n} = (P^n_{\text{Tr}})_{\alpha_1\cdots\alpha_n} (P^n_{\text{Tr}})_{\alpha_1\cdots\alpha_n}$.

\(^9\) The notion of “simplest” here will become apparent below. It means the least possible change of the Dirac structure while going from $\gamma_\mu$ to $\gamma_\mu$. 
of the Dirac matrices $\gamma_\mu = \gamma_\mu(g)$. We show how this is
done in the following.

With $h_{\mu\nu}$ we denote a metric fluctuation which
parametrizes the full metric $g_{\mu\nu}$ with respect to an
unspecified (arbitrary) background metric $\bar{g}_{\mu\nu}$,

$$ g_{\mu\nu} = \bar{g}_{\mu\nu} + h_{\mu\nu}. \quad (173) $$

The background Dirac matrices are denoted with $\bar{\gamma}_\mu$.\footnote{During this section we will use the bar as a reference to the
background. Especially the background Dirac matrices $\bar{\gamma}_\mu = 
\gamma_\mu(\bar{g})$ should not be confused with the Dirac conjugation of
the Dirac matrices $h^{-1} \gamma h$ which had the same bar notation in
the previous chapters but are not present here.}

We assume that we can expand $\bar{\gamma}_\mu$\footnote{We discuss the situation for a nonexpandable metric at the end of
this section.}

$$ \Bar{\gamma}_\mu(g) = \sum_{n=0}^{\infty} \frac{\partial^n \bar{\gamma}_\mu(g)}{n! \partial g_{\nu_1\nu_2} \cdots \partial g_{\nu_{2n-1}\nu_{2n}}} |_{g = \bar{g}} \h_{\nu_1 \nu_2} \cdots \h_{\nu_{2n-1}\nu_{2n}}. \quad (174) $$

Using the generalized Weldon theorem Eq. (A1) we can write

$$ \frac{\partial \gamma_\mu(g)}{\partial g_{\nu_1\nu_2}} = \frac{1}{2} \delta^{\nu_1\nu_2} \partial^\nu(g) + [G^{\nu_1\nu_2}(g), \gamma_\mu(g)], \quad (175) $$

where $\delta^{\nu_1\nu_2} \cdots \delta^{\nu_m\nu_m}$ is the normalized and symmetrized
Kronecker delta and $G^{\nu_1\nu_2}$ is a Dirac valued function of
the metric encoding the gauge choice. I.e. by fixing $G^{\nu_1\nu_2}(g)$ and
$\gamma_\mu = \bar{\gamma}_\mu(g)$ we completely fix the function $\gamma_\mu
\gamma_\mu(g)$. Since there is no preferred choice of Dirac matrices for a
given metric, we can leave the background Dirac matrices $\bar{\gamma}_\mu$
arbitrary while compatible with the Clifford algebra. We aim at optimizing
the function $G^{\nu_1\nu_2}$ such that Eq. (174) becomes as simple as
possible.

In order to do so we expand $G^{\nu_1\nu_2}(g)$ in powers of the
metric fluctuations

$$ G^{\nu_1\nu_2} = \sum_{n=0}^{\infty} \frac{1}{n!} G^{\nu_1\nu_2 \lambda_1 \cdots \lambda_{2n}} h_{\lambda_1 \lambda_2} \cdots h_{\lambda_{2n-1}\lambda_{2n}}, \quad (176) $$

where the $G^{\nu_1\nu_2 \lambda_1 \cdots \lambda_{2n}}$ are the expansion coefficients
to be determined. Since we aim at simplifying the function
Eq. (174) we have to simplify the derivatives of the Dirac
matrices. Looking at the first nontrivial term we find

$$ \frac{\partial \gamma_\mu(g)}{\partial g_{\nu_1\nu_2}} |_{g = \bar{g}} = \frac{1}{2} \delta^{\nu_1\nu_2} \gamma_\mu + [G^{\nu_1\nu_2}, \bar{\gamma}_\mu]. \quad (177) $$

Taking into account that the symmetric part and the
commutator part are completely independent, it is obvious
that the best simplification we can find is $G^{\nu_1\nu_2} = 0$. With
this we can go on to the second derivative

$$ \frac{\partial^2 \gamma_\mu(g)}{\partial g_{\nu_1\nu_2} \partial g_{\nu_3\nu_4}} |_{g = \bar{g}} = -\partial^{\nu_1 \cdots \nu_4} \gamma_\mu \gamma_\mu + [G^{\nu_1 \cdots \nu_4}, \bar{\gamma}_\mu], \quad (178) $$

where $\omega^{\nu_1 \cdots \nu_4} = \frac{1}{2} \delta^{\nu_1\nu_2} \delta^{\nu_3\nu_4} + \delta^{\nu_1\nu_3} \delta^{\nu_2\nu_4}$.
The tensor $\omega^{\nu_1 \cdots \nu_4}$ has a symmetric and an antisymmetric part concerning the pair $(\mu, \rho)$. Using that we can rewrite the antisymmetric part as a commutator. We find

$$ \frac{\partial^2 \gamma_\mu(g)}{\partial g_{\nu_1\nu_2} \partial g_{\nu_3\nu_4}} |_{g = \bar{g}} = -\omega^{\nu_1 \cdots \nu_4} \gamma_\mu + [\bar{G}^{\nu_1 \cdots \nu_4}_{\rho_1 \rho_2}, \bar{\gamma}_\mu], \quad (179) $$

where $(\ldots)$ denotes the normalized symmetrization of
indices. Once again we have two independent terms and we find that the simplest choice is

$$ \bar{G}^{\nu_1 \cdots \nu_4} = \frac{1}{8} \omega^{\nu_1 \cdots \nu_4} \varepsilon^{\rho_1 \rho_2}. \quad (180) $$

The $\omega^{\nu_1 \cdots \nu_4}$ can be calculated recursively applying the above given construction of the $G^{\nu_1\nu_2 \lambda_1 \cdots \lambda_{2n}}$, where we already know the first three of them

\begin{align*}
(\omega_0)_{\mu\rho} &= -\bar{g}_{\mu\rho}, \\
(\omega_1)_{\nu_1\nu_2 \mu\rho} &= \frac{1}{2} \delta_{\nu_1\nu_2} \delta_{\mu\rho}, \\
(\omega_2)_{\nu_1 \cdots \nu_4 \mu\rho} &= \omega^{\nu_1 \cdots \nu_4} (\mu, \rho). \quad (182)
\end{align*}

Unfortunately it is difficult to perform this iteration to all
orders. To circumvent this problem we remind ourselves
that equation Eq. (175) is a consequence of the Clifford
algebra and insert the simplified ansatz Eq. (180) into the
Clifford algebra

$$ 2(\bar{g}_{\mu\nu} + h_{\mu\nu}) I = \sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{(-1)^{n+m}}{n! m!} \{ \bar{\gamma}^\alpha, \bar{\gamma}^\beta \} \times (\omega^{\nu_1 \cdots \nu_2 \mu\rho} h_{\nu_1\nu_2} \cdots h_{\nu_{2n-1}\nu_{2n}} x \lambda_{\nu_1 \lambda_2 \cdots \lambda_{2n-1}\lambda_{2n}}. \quad (183) $$

We can reorder the sums such that we sum over the pow-
ers of the fluctuations in increasing order. For this we intro-
duce the new summation variables $(s, l) = (n+m, m)$, where
$l \in \{0, \ldots, s\}$ and $s \in \{0, \ldots, \infty\}$ and the shor-
t-hand

$$ (\omega^{\nu_1 \cdots \nu_4} h_{\nu_1\nu_2} \cdots h_{\nu_{2m-1}\nu_{2m}}. \quad (185) $$
Then we find
\[
\bar{g}_{\mu\nu} + h_{\mu\nu} = \sum_{s=0}^{\infty} \frac{(-1)^s}{s!} \sum_{l=0}^{s} \binom{s}{l} \bar{g}_{\mu\kappa} (\omega_s - 1) h^{s-l})^\kappa_{\alpha} (\omega_l h^l)^\alpha_{\nu}.
\]
(186)
Since this equation has to be true for each power of \( h_{\mu\nu} \) individually the equation splits into three parts. First we have from \( s = 0 \)
\[
\delta_{\mu\nu}^s = (\omega_0 h^0)^\mu_{\alpha} (\omega_0 h^0)^\alpha_{\nu},
\]
(187)
which is of course satisfied, cf. Eq. (181). For \( s = 1 \) we find again just a trivially satisfied equation
\[
\bar{g}^{\mu\alpha} h_{\alpha\nu} = - (\omega_1 h^1)^\mu_{\alpha} (\omega_0 h^0)^\alpha_{\nu} - (\omega_0 h^0)^\mu_{\alpha} (\omega_1 h^1)^\alpha_{\nu},
\]
(188)
cf. Eq. (182). The last part is \( s \geq 2 \)
\[
0 = \sum_{l=0}^{s} \binom{s}{l} (\omega_s - l) h^{s-l})^\mu_{\alpha} (\omega_l h^l)^\alpha_{\nu},
\]
(189)
which we can rewrite as
\[
(\omega_s h^s)^\mu_{\nu} = \frac{1}{2} \sum_{l=1}^{s-1} \binom{s}{l} (\omega_s - l) h^{s-l})^\mu_{\alpha} (\omega_l h^l)^\alpha_{\nu},
\]
(190)
by splitting off the \( l = 0 \) and \( l = s \) parts and using Eq. (181). In other words we have a recursion relation with initial conditions Eq. (181) and (182). This recursion obviously has a unique solution. With the initial conditions we can show by induction that
\[
(\omega_s h^s)^\mu_{\nu} = c_s \cdot h_{\mu\rho_1} \cdots h_{\rho_{s-1}^\nu}, \quad s \geq 1,
\]
(191)
where \( h_{\mu\nu} = \bar{g}^{\rho\sigma} h_{\rho\sigma} \) and \( c_s \) are just numbers to be determined. Plugging our result into Eq. (190) we get a recursion for the \( c_s \)
\[
c_s = \frac{1}{2} \sum_{l=1}^{s-1} \binom{s}{l} c_{s-l} c_l, \quad s \geq 2,
\]
(192)
with initial condition \( c_1 = \frac{1}{2} \). The explicit solution of this recursion reads
\[
c_s = (-1)^{s-1} \frac{\Gamma(\frac{3}{2})}{\Gamma(\frac{3}{2} - s)}.
\]
(193)
which can be shown by induction again. As a result we have
\[
\gamma_{\mu}(g) = \sum_{n=0}^{\infty} \frac{(-1)^{n+1}}{n!} \bar{g}_{\mu\kappa} (\omega_n h^n)^\kappa_{\lambda} \gamma^\lambda
\]
\[
= \bar{g}_{\mu\kappa} \sum_{n=0}^{\infty} \frac{\Gamma(\frac{3}{2})}{\Gamma(n + 1) \Gamma(\frac{3}{2} - n)} (h^n)^\kappa_{\lambda} \gamma^\lambda,
\]
(194)
where \( (h^n)^\kappa_{\lambda} = h_{\mu\rho_1} h_{\rho_2} \cdots h_{\rho_{n-2}} h_{\rho_{n-1}^\lambda} \). This sum is exactly the series representation of the square root and we can write formally
\[
\gamma_{\mu}(g) = \bar{g}_{\mu\kappa} [\sqrt{\delta + h}]^\kappa_{\lambda} \gamma^\lambda.
\]
(195)
This is precisely the representation given by Woodard for the vielbein [42]
\[
e_{\mu}^a = \bar{g}_{\mu\kappa} [\sqrt{\delta + h}]^\kappa_{\lambda} e^{\lambda a}.
\]
(196)
This calculation illustrates why the Lorentz symmetric gauge proved so useful.
In view of contemporary nonperturbative quantum gravity calculations, an urgent question arises [43–48]. Is there a way to fix the gauge without assuming that \( \gamma_{\mu}(g) \) is expandable in the metric fluctuation \( h_{\mu\nu} \) around the background metric \( \bar{g}_{\mu\nu} \). We will give a possibility here.
Let us assume two given metrics \( g_{\mu\nu} \) and \( \bar{g}_{\mu\nu} \), with the same notation as before. We have seen, that we can tune the spin-base such that the full Dirac matrices \( \gamma_{\mu}(g) \) and the background Dirac matrices \( \gamma_{\mu} \) are related in a linear way \( \gamma_{\mu} \sim \gamma_{\mu} \). Let us take such a form as an ansatz to find a nonperturbative gauge
\[
\gamma_{\mu}(g) = \mathcal{B}_{\mu\nu}(g, \bar{g}) \gamma_{\nu}^\mu, \quad \mathcal{B}_{\mu\nu}(g, \bar{g}) = \mathcal{B}_{\nu\mu}(g, \bar{g}),
\]
(197)
where we have to determine the complex functions \( \mathcal{B}_{\mu\nu}(g, \bar{g}) \). The symmetry of \( \mathcal{B}_{\mu\nu}(g, \bar{g}) \) is in the same spirit as our construction from above and is supposed to ensure the simplicity. Plugging this ansatz into the Clifford algebra we find
\[
g_{\mu\nu} = \mathcal{B}_{\mu\nu}(g, \bar{g}) \bar{g}^{\mu\kappa} \mathcal{B}_{\nu\kappa}(g, \bar{g}).
\]
(198)
For clarity, we switch to an intuitive matrix formulation \( g_{\mu\nu} \rightarrow g \), \( \mathcal{B}_{\mu\nu}(g, \bar{g}) \rightarrow \mathcal{B} \) and additionally drop the arguments \( (g, \bar{g}) \) from now on. By using the symmetry \( \mathcal{B} = \mathcal{B}^T \) we can rewrite Eq. (198)
\[
g = \mathcal{B} \bar{g}^{-1} B^T = \mathcal{B} \bar{g}^{-1} B = \bar{g}(\bar{g}^{-1} B)^2.
\]
(199)
Therefore \( \bar{g}^{-1} B \) has to be a square root of \( \bar{g}^{-1} g \), compatible with the symmetry condition [42]. To simplify the structure we use that \( \bar{g} \) is a real symmetric matrix and therefore has a (nonunique) symmetric square root \( \chi \)
\[
\bar{g} = \chi^2, \quad \chi^T = \chi.
\]
(200)
Depending on the signature \( \chi \) can be complex. Then it follows that \( \chi^{-1} B \chi^{-1} \) is symmetric as long as \( B \) is symmetric. Hence, we arrive at
\[
(\chi^{-1} B \chi^{-1})^2 = \chi^{-1} g \chi^{-1},
\]
(201)
\footnote{Note that for \( g = \bar{g} + h \) we get the perturbative result from above \( B = \bar{g} \sqrt{1 + g^{-1} h} \).}
where $\chi^{-1}g\chi^{-1}$ is obviously a symmetric matrix as well. This is a quite comfortable situation, as we are looking for a symmetric square root of a symmetric matrix. If we suppose there is a symmetric square root $\kappa$ of $\chi^{-1}g\chi^{-1}$

\[ \chi^{-1}g\chi^{-1} = \kappa^2, \quad \kappa^T = \kappa, \quad (202) \]

then we have a solution $\mathcal{B}$ with

\[ \mathcal{B} = \chi\kappa\chi, \quad (203) \]

as can be checked easily. Especially for the recently become prominent exponential parametrization $\ref{exp}$

\[ g = \bar{g}e^{\bar{g}^{-1}h}, \quad h^T = h, \quad (204) \]

we find

\[ \kappa = e^{\frac{1}{2}\chi^{-1}h\chi^{-1}}, \quad (205) \]

\[ \mathcal{B} = \bar{g}e^{\frac{1}{2}\bar{g}^{-1}h}. \quad (206) \]

Unfortunately in general there is no guarantee that for a complex symmetric matrix a symmetric square root exists. Still, any Euclidean metric corresponds to a symmetric, positive definite matrix. Hence, there is a unique, symmetric, positive definite $\chi$. Therefore we also have a unique, symmetric, positive definite $\kappa$, leading to a unique $\mathcal{B}$ given by Eq. (203). As proven in App A of $\ref{app}$ one can uniquely parametrize any Euclidean metric $g$ by Eq. (204), hence $\kappa$ and $\mathcal{B}$ are given by Eq. (205) and (206).

In general dimensions the situation for the Lorentzian signature is unclear so far. The problem stems from the minus sign in the signature of the metric leading to a complex $\chi$. The first nontrivial dimension is $d = 2$. One can show, however, that the only complex symmetric $2 \times 2$ matrices without symmetric square root are of the form

\[ c \cdot \begin{pmatrix} \pm i & 1 \\ 1 & \mp i \end{pmatrix}, \quad \text{with} \quad c \in \mathbb{C} \setminus \{0\}. \]

Fortunately these matrices have vanishing determinant guaranteeing the existence of the symmetric square root of $\chi^{-1}g\chi^{-1}$ at least in two dimensions independent of the signature. One can hope that this generalizes somehow to arbitrary integer dimensions $d \geq 2$, but this is beyond the scope of this paper.

\[ \text{VII. CONCLUSION} \]

In this paper we have generalized the results of $\ref{gen}$ to arbitrary integer dimensions $d \geq 2$. It was demonstrated how the concept of spin-base invariance arises naturally from completely standard considerations. We have pointed out the hidden spin-base invariance of the vielbein formalism and have shown how it artificially splits the full Dirac matrices into a vielbein and flat Dirac matrices. Especially we have presented how the generalized Weldon theorem allows us to formulate a purely metric based description of fermions.

We have constructed all relevant quantities for the description of fermions in curved spacetimes from the Dirac matrices. It is obvious that every manifold that admits a global vielbein also admits global Dirac matrices, but as shown in $\ref{glob}$ the converse is not true. The 2-sphere serves as a simple example how our approach generalizes the usual vielbein formalism. We stress that the vielbein formalism, if applicable, is always a special choice of Dirac matrices and therefore completely covered by our approach as long as there is no torsion. Additionally to spacetime torsion the spin connection can carry spin torsion. The name spin torsion is motivated by the fact, that this part of the spin connection transforms homogeneously under coordinate transformations and therefore cannot be transformed away locally by adjusting the coordinates. Similarly to spacetime torsion we can impose conditions like metric compatibility for spin torsion leading to some algebraic constraints. These constraints have been resolved completely such that we have been able to count the actual degrees of freedom of spin torsion. Motivated through classical field theory we have given a possible action in terms of the field strength induced by the spin connection. Using this action in vacuum, i.e. no matter Lagrangian, we have found the standard vacuum Einstein field equations and identically vanishing spin torsion.

We further have found that the analog of the commonly used Lorentz symmetric gauge in terms of the Dirac matrices is in fact the simplest possible choice of Dirac matrices for a given background metric and metric fluctuation. This explains why this gauge choice is so useful for explicit calculations. Furthermore we have presented a possibility for an explicit gauge fixing of the Dirac matrices for two general metrics, which do not have to be linearly connected.
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\[ \text{Appendix A: Weldon theorem in arbitrary integer dimensions} \]

An essential ingredient for our investigations is the Weldon theorem $\ref{weld}$. It states that the most general infinitesimal variation of the Dirac matrices compatible with the Clifford algebra can be written as

\[ \delta \gamma^\mu = \frac{1}{2} (\delta g_{\mu\nu}) \gamma^\nu + [\delta \mathcal{S}_\gamma, \gamma^\mu], \quad \text{tr} \delta \mathcal{S}_\gamma = 0, \quad (A1) \]
where $\delta g_{\mu \nu}$ is the infinitesimal variation of the metric and $\delta S_\gamma \in \text{Mat}(d_x \times d_x, \mathbb{C})$ parametrizes an arbitrary infinitesimal similarity transformation. With $\text{Mat}(d_x \times d_x, \mathbb{C})$ we denote the $d_x \times d_x$ matrices. Especially there is a one-to-one mapping between $\delta \gamma_\mu$ on the one hand and $\delta g_{\mu \nu}$ and $\delta S_\gamma$ on the other hand. With this theorem we can proof the existance of $\tilde{\Gamma}_\mu$ in App. [I] parametrize all possible Dirac matrices and perform derivatives of the $\gamma_\mu$ with respect to the metric.

Weldon has proven this theorem in $d = 4$ spacetime dimensions. We give a general proof for arbitrary integer dimensions $d \geq 2$. Starting with the Clifford algebra

$$ \{ \gamma_\mu, \gamma_\nu \} = 2g_{\mu \nu}I $$

(A2)

we perform an infinitesimal variation and arrive at

$$ \{ \gamma_\mu + \delta \gamma_\mu, \gamma_\nu + \delta \gamma_\nu \} = 2(g_{\mu \nu} + \delta g_{\mu \nu})I. $$

(A3)

Now instead of solving this equation in general in one step, we start with one special solution namely

$$ (\delta \gamma_\mu)_{\text{special}} = \frac{1}{2}(\delta g_{\mu \nu})\gamma^\nu. $$

(A4)

This solution solves Eq. (A3) not exactly but only to the first order in $\delta g_{\mu \nu}$, which is of course sufficient since we are only interested in infinitesimal variations. Now we employ the well known theorem that every solution to the Clifford algebra to a given metric is connected to each other via a similarity transformation and in odd dimensions via a sign flip (if necessary) [35]. Since we only deal with infinitesimal variations, we cannot leave the connected component. This excludes the sign flip as well in odd dimensions. Therefore the most general solution $\delta \gamma_\mu$ must be connected to $(\delta \gamma_\mu)_{\text{special}}$ via a similarity transformation and actually this transformation has to be an infinitesimal one $e^{\delta S_\gamma} \simeq I + \delta S_\gamma$

$$ \gamma_\mu + \delta \gamma_\mu \equiv e^{\delta S_\gamma} (\gamma_\mu + (\delta \gamma_\mu)_{\text{special}}) e^{-\delta S_\gamma}. $$

(A5)

By expanding this equation we can read off

$$ \delta \gamma_\mu = (\delta \gamma_\mu)_{\text{special}} + [\delta S_\gamma, \gamma_\mu] = \frac{1}{2}(\delta g_{\mu \nu})\gamma^\nu + [\delta S_\gamma, \gamma_\mu]. $$

(A6)

Since the trace part completely drops out of the commutator it is sufficient to restrict $\delta S_\gamma$ to be traceless. The last relation proves that we can decompose every Dirac matrix fluctuation compatible with the Clifford algebra as in Eq. (A1).

We still have to proof the uniqueness of $\delta g_{\mu \nu}$ and $\delta S_\gamma$ for a given $\delta \gamma_\mu$, where we impose that any metric fluctuation has to be symmetric $\delta g_{\mu \nu} = \delta g_{\nu \mu}$ and that any spin-base fluctuation has to be traceless $\text{tr} \delta S_\gamma = 0$. Now let us suppose we have two sets of compatible metric fluctuations and spin-base fluctuations $\delta g_{\mu \nu}, \delta S_\gamma$ (unprimed decomposition) and $\delta g^\mu_{\nu}, \delta S^\gamma_\gamma$ (primed decomposition) for a given $\delta \gamma_\mu$.

$$ \delta \gamma_\mu = \frac{1}{2}(\delta g_{\mu \nu})\gamma^\nu + [\delta S_\gamma, \gamma_\mu] = \frac{1}{2}(\delta g^\mu_{\nu})\gamma^\nu + [\delta S^\gamma_\gamma, \gamma_\mu]. $$

(A7)

By calculating the trace of $\gamma_\mu \delta \gamma_\mu + \gamma_\nu \delta \gamma_\nu$ first in the unprimed decomposition

$$ \frac{1}{d_\gamma} \text{tr}(\gamma_\mu \delta \gamma_\mu + \gamma_\nu \delta \gamma_\nu) = \delta g_{\mu \nu} $$

(A8)

and then again in the primed decomposition

$$ \frac{1}{d_\gamma} \text{tr}(\gamma_\mu \delta \gamma_\mu + \gamma_\nu \delta \gamma_\nu) = \delta g^\mu_{\nu} $$

(A9)

we find that the two metric fluctuations have to be equal $\delta g_{\mu \nu} = \delta g^\mu_{\nu}$. From here it is obvious that $[\delta S_\gamma, \gamma_\mu] = [\delta S^\gamma_\gamma, \gamma_\mu]$, implying that

$$ [[\delta S_\gamma, \gamma_\mu], \gamma^\nu] = [[\delta S^\gamma_\gamma, \gamma_\mu], \gamma^\nu]. $$

(A10)

Now we can use that the $\gamma^{\mu_1...\mu_d}$ in even dimensions or respectively the $\gamma^{\mu_1...\mu_{d-2}}$ in odd dimensions form a basis in $\text{Mat}(d_x \times d_x, \mathbb{C})$ [56] Next we observe that the contracted commutator of Dirac matrices $[[\cdot, \gamma_\mu], \gamma^\nu]$ does not mix the base elements, and only eliminates the part proportional to the identity, cf. Eq. (D10) from App. [D]. Hence the two matrices $\delta S_\gamma$ and $\delta S^\gamma_\gamma$ are equal up to a trace term. Since we know that they are traceless they have to be equal $\delta S_\gamma = \delta S^\gamma_\gamma$. This proves the uniqueness of $\delta g_{\mu \nu}$ and $\delta S_\gamma$.

**Appendix B: Dirac matrices in terms of the vielbein**

In the following we investigate what happens if one tries to give the Dirac matrix path integral a meaning using the vielbein formalism. In other words we aim at decomposing an arbitrary Dirac matrix fluctuation $\delta \gamma_\mu$ (compatible with the Clifford algebra) uniquely into a vielbein fluctuation $\delta e_\alpha^\mu$ and a fluctuation of some other quantity.

We begin by assuming the existence of a vielbein degree of freedom $e_\alpha^\mu$ in the Dirac matrix formalism. Then we can define a set of spacetime dependent flat Dirac matrices $\gamma(\alpha \alpha)$ by

$$ \gamma(\alpha \alpha) = e^\alpha_\mu \gamma_\mu $$

(B1)

satisfying a Clifford algebra for the flat metric $\eta_{\alpha \beta}$. Hence, we can express the Dirac matrices as $\gamma_\mu = \gamma(\alpha \alpha)$.
$e^\mu_a \gamma_{(0)a}$. A general vielbein fluctuation can be decomposed uniquely into a metric fluctuation $\delta g_{\mu\nu}$ and a Lorentz fluctuation $\delta \Lambda^a_b$

\[ \delta e^\mu_a = \frac{1}{2}(\delta g_{\mu\nu})e^\nu_a + e^\mu_b \delta \Lambda^a_b, \quad (B2) \]

where

\[ \delta g_{\mu\nu} = (\delta e^\mu_a)e_{\nu a} + (\delta e^\nu_a)e_{\mu a}, \quad (B3) \]
\[ \delta \Lambda^a_b = \frac{1}{2}(\delta \gamma^a_\rho)e^\rho_b - \frac{1}{2}(\delta \gamma^a_\mu)e^\mu_a - \delta \rho^a_b. \quad (B4) \]

From a given Dirac matrix fluctuation $\delta \gamma_\mu$ we can read off the corresponding metric fluctuation $\delta g_{\mu\nu}$ and the corresponding spin-base fluctuation $\delta S_\gamma$ from the Weldon theorem

\[ \delta \gamma_\mu = \frac{1}{2}(\delta g_{\mu\nu})\gamma^\nu + [\delta S_\gamma, \gamma_\mu], \quad (B5) \]

cf. App. A. On the other hand we can calculate the fluctuations of the decomposition Eq. \[ \delta \gamma_a \]

\[ \delta \gamma_\mu = (\delta e^\mu_a)\gamma_{(0)a} + e^\mu_a (\delta \gamma_{(0)a}), \quad (B6) \]

where $\delta e^\mu_a$ is the vielbein fluctuation and $\delta \gamma_{(0)a}$ is a fluctuation of a flat Dirac matrix. Here we can decompose the vielbein fluctuation like in Eq. \[ \delta \gamma_a \]

\[ \delta \gamma_{(0)a} = [\delta S_{(t)}], \quad (B7) \]

Then we arrive at

\[ \delta \gamma_\mu = \frac{1}{2}(\delta g_{\mu\nu})\gamma^\nu + \left[ \delta S_{(t)} + i\frac{1}{2}(\delta \Lambda^b_c)\gamma_{(0)b}, \gamma_{(0)c} \right], \quad (B8) \]

where we have used the identity $[\gamma_{(0)b}, \gamma_{(0)c}] = 4\delta^b_c\gamma_{(0)d} - 4\eta^b_d\gamma_{(0)c}$. Here we see that $\delta \gamma_\mu$ fixes the metric fluctuation part $\delta g_{\mu\nu}$ of the vielbein fluctuation $\delta e^\mu_a$. Besides it follows that

\[ \delta S_\gamma = \delta S_{(t)} + \frac{1}{2}(\delta \Lambda^b_c)[\gamma_{(0)b}, \gamma_{(0)c}]. \quad (B9) \]

This implies that there are in principle infinitely many possible Lorentz fluctuations $\delta \Lambda^a_b$ for a given spin-base fluctuation $\delta S_\gamma$. In order to cure this ambiguity, we have to find a way to extract a unique Lorentz fluctuation from $\delta S_\gamma$. The obvious way is to restrict $\delta S_{(t)}$ to the traceless matrices, without the set $\{\omega_{\mu\nu}[\gamma^\mu, \gamma^\nu] : \omega_{\mu\nu} \in \mathbb{R}\}$, where $[\gamma^\mu, \gamma^\nu]$ is one part of the Dirac matrix base for Mat$(d_\gamma \times d_\gamma, \mathbb{C})$. Unfortunately the remaining degree of freedom $\delta S_{(t)}$ then corresponds to a symmetry whose representation becomes spacetime dependent and dependent on the position in configuration space (within a path integral). Even worse, as $\delta S_\gamma$ is an element of the complex algebra $sl(d_\gamma, \mathbb{C})$, the matrix $\delta S_{(t)}$ has then to be an element of $sl(d_\gamma, \mathbb{C}) \setminus \{\omega_{\mu\nu}[\gamma^\mu, \gamma^\nu] : \omega_{\mu\nu} \in \mathbb{R}\}$. This set obviously does not form an algebra any more (except for $d = 3, d_\gamma = 2$), and hence the construction of a meaningful integral for $\delta S_{(t)}$ is an open problem.

Summing up we found, that if one insists on integrating over Dirac matrices in terms of a vielbein, it will be difficult to define a meaningful remaining quantity, necessary to cover all possible Dirac matrices. Either the remaining quantity, will be a spacetime dependent representation of an object which most likely will not form a group, leading to a complicated construction of the corresponding path integral. Or one already needs a revised and presumably inconvenient way of assigning a vielbein fluctuation to the Dirac matrix fluctuation.

### Appendix C: Minimal spin-base group

In this section we will show, that $SL(d_\gamma, \mathbb{C})$ is the unique group $^{[4]}$ $\text{SB}_{\text{min}} \leq GL(d_\gamma, \mathbb{C})$ satisfying

(i) $\forall \gamma_\mu, \gamma'_\mu$ compatible with the Clifford algebra

\[ \exists S \in \text{SB}_{\text{min}} : \gamma'_\mu = \left\{ S\gamma_\mu S^{-1} \right\} d \text{ even} \]

\[ \pm S\gamma_\mu S^{-1} \text{ d odd} \]

(ii) $\forall \gamma_\mu$ compatible with the Clifford algebra, it holds

\[ \left\{ \left\{ S \in \text{SB}_{\text{min}} : S\gamma_\mu S^{-1} = \gamma_\mu \right\} \right\} = \min_{\text{SB}_{\text{test}} \leq GL(d_\gamma, \mathbb{C})} \left\{ \left\{ S \in \text{SB}_{\text{test}} : S\gamma_\mu S^{-1} = \gamma_\mu \right\} \right\}, \]

where we denote the cardinality of a set $S$ with $|S|$. The existence of a group satisfying (i) is guaranteed by the Clifford algebra and is independent of the metric $^{[3]}$. In addition condition (ii) is independent of the actual choice of the Dirac matrices, i.e. if it is satisfied for a specific set $\gamma_\mu$ compatible with the Clifford algebra, then it is satisfied for any. This follows from Schur’s lemma $^{[15]}$ and $\delta \gamma_\mu S^{-1} = \gamma_\mu \Leftrightarrow S = \frac{1}{(tr S)} (tr M) \cdot I$ for $S \in GL(d_\gamma, \mathbb{C})$.

Now let us construct the group $\text{SB}_{\text{min}}$. We start by observing that every element of $GL(d_\gamma, \mathbb{C})$ can be written as $e^M$ for some $M \in \text{Mat}(d_\gamma \times d_\gamma, \mathbb{C})$. Next we can split $M$ into its trace part $\frac{1}{d} (tr M) \cdot I$ and the traceless part $M - \frac{1}{d} (tr M) \cdot I$. Since the trace part is proportional to the identity matrix it commutes with every element of $\text{Mat}(d_\gamma \times d_\gamma, \mathbb{C})$. Therefore the trace

---

$^{14}$ In fact we are dealing with the fundamental representation of $\text{SL}(d_\gamma, \mathbb{C})$ and not the group itself. But we will keep this terminology in the following for simplicity. By fundamental representation we mean the defining matrix representation of $\text{SL}(d_\gamma, \mathbb{C})$, which is $\{S \in \text{Mat}(d_\gamma \times d_\gamma, \mathbb{C}) : \text{det} S = 1\}$ together with the matrix multiplication as the group law.

$^{15}$ Schur’s lemma basically says that a matrix $M \in \text{Mat}(d_\gamma \times d_\gamma, \mathbb{C})$ which commutes with every base element is proportional to the identity matrix. Since we can construct a basis in $\text{Mat}(d_\gamma \times d_\gamma, \mathbb{C})$ from the $\gamma_{\mu_1 \ldots \mu_n}$, it suffices if $M$ commutes with the $\gamma_{\mu_1}$, as it then obviously also commutes with the $\gamma_{\mu_1 \ldots \mu_n}$. 
part is trivial for the similarity transformations. By the use of Jacobi’s formula we find det $e^M = 1$, leading us to
$\text{SB}_{\text{min}} \leq \text{SL}(d_{\gamma}, C)$.

If we calculate the set of trivial elements (condition (ii)) for $\text{SL}(d_{\gamma}, C)$, we find

$$\{ S \in \text{SL}(d_{\gamma}, C) : S\gamma S^{-1} = \gamma \} = \text{Cen} \left( \text{SL}(d_{\gamma}, C) \right),$$

(C3)

where $\text{Cen} \left( \text{SL}(d_{\gamma}, C) \right) = \{ e^{i2\pi n \gamma_i} \cdot I : n \in \{0, \ldots, d_{\gamma} - 1\} \}$ is the center of $\text{SL}(d_{\gamma}, C)$ and has finite cardinality $|\text{Cen} \left( \text{SL}(d_{\gamma}, C) \right)| = d_{\gamma}.$

In order to determine which elements of $\text{SL}(d_{\gamma}, C)$ we definitely need, we use condition (i). Let us consider two different transformations $S_1, S_2 \in \text{SL}(d_{\gamma}, C)$ connecting a given pair $\gamma_\mu, \gamma'_\mu$ compatible with the Clifford algebra. It turns out that they have to be related by a center element

$$S_1 \gamma_\mu S_1^{-1} = \gamma'_\mu = S_2 \gamma_\mu S_2^{-1} \Rightarrow [S_2^{-1} S_1, \gamma_\mu] = 0.$$  

(C4)

With this observation we can define an equivalence relation $\sim$, $S_1 \sim S_2$ iff $\exists C \in \text{Cen} \left( \text{SL}(d_{\gamma}, C) \right)$ so that $S_1 = CS_2$. For a given $\gamma_\mu$ every equivalence class generates a different $\gamma'_\mu$, and we already know that all $\gamma'_\mu$ are generated in this way.

In the next step we will show that the center gets generated by a specific equivalence class. Since we need at least one representative of each equivalence class the whole $\text{SL}(d_{\gamma}, C)$ gets generated as well by applying the generated center elements to the representatives of the equivalence classes.

Let us define the matrix $M$ as

$$M = i \frac{2\pi}{d_{\gamma}} I - i 2\pi A,$$

(C5)

where $A$ can be any matrix satisfying

$$A^2 = A, \quad \text{tr} A = 1.$$  

(C6)

One such $A$ is the matrix with a 1 in the upper left corner and 0 everywhere else. The matrix $M$ is by construction traceless and satisfies

$$e^M = e^{\frac{i2\pi}{d_{\gamma}}} \cdot I,$$

(C7)

i.e. it generates the center of $\text{SL}(d_{\gamma}, C)$ and belongs to the equivalence class of the identity element. This relation can be verified by observing

$$e^{aA} = I + \sum_{n=1}^{\infty} \frac{a^n}{n!} A = I + (e^a - 1) A, \quad a \in \mathbb{C}.$$  

(C8)

Next we calculate

$$e^{\frac{i2\pi}{d_{\gamma}} M} = e^{\frac{i2\pi}{d_{\gamma}}} I + e^{\frac{i2\pi}{d_{\gamma}}} (e^{-\frac{i2\pi}{d_{\gamma}}} - 1) A.$$  

(C9)

The determinant of this matrix is equal to 1 and additionally it is not proportional to the identity matrix and therefore is a nontrivial spin-base transformation, i.e. it belongs to a non-trivial equivalence class. Hence, there has to be at least one $n \in \{0, \ldots, d_{\gamma} - 1\}$, so that $e^{\frac{i2\pi}{d_{\gamma}} n} e^{\frac{i2\pi}{d_{\gamma}} M} \in \text{SB}_{\text{min}}$. Because $\text{SB}_{\text{min}}$ is supposed to be a group, it has to be closed under the group law. This implies that also $(e^{\frac{i2\pi}{d_{\gamma}} n} e^{\frac{i2\pi}{d_{\gamma}} M})^d_{\gamma}$ has to be an element of $\text{SB}_{\text{min}}$, as $d_{\gamma}$ is an integer. By calculating

$$(e^{\frac{i2\pi}{d_{\gamma}} n} e^{\frac{i2\pi}{d_{\gamma}} M})^d_{\gamma} = e^M = e^{\frac{i2\pi}{d_{\gamma}}} I$$  

(C10)

we see that $e^{\frac{i2\pi}{d_{\gamma}}} I \in \text{SB}_{\text{min}}$, implying that the whole center gets generated. Therefore we have $\text{SL}(d_{\gamma}, C) \leq \text{SB}_{\text{min}}$. With this finding we conclude that $\text{SB}_{\text{min}} = \text{SL}(d_{\gamma}, C)$.

**Appendix D: Special relations for the Dirac matrices – Part I**

In order to prove the uniqueness of $\Gamma_\mu$ and give the explicit expressions Eq. (B7), (B8) and (B9) we will need some identities for the Dirac matrices. Let us introduce the shorthands

$$(A^n_{m,k})_{\mu_1 \cdots \mu_n} = \frac{1}{d_{\gamma}} \text{tr}(\gamma^{\mu_1 \cdots \mu_n} \gamma_{\nu_1 \cdots \nu_m}),$$  

(D1)

$$(A^n_{m,r})_{\mu_1 \cdots \mu_n} = (A^{n-1}_{m-1})_{\mu_1 \cdots \mu_{n-1} \nu_1 \cdots \nu_m},$$  

(D2)

Some of these $(A^n_{m})$ are easily calculated directly from their definition Eq. (D1),

$$(A^0_{0}) = 1,$$

(D3)

$$(A^0_{n})_{\mu_1 \cdots \mu_n} = 0, \quad n > 0, \quad d \text{ even},$$

(D4)

$$(A^2_{0})_{\mu_1 \cdots \mu_2} = 0, \quad n > 0, \quad d \text{ odd},$$

(D5)

$$(A^1_{\nu})_{\mu} = \delta^\nu_{\mu},$$

(D6)

$$(A^n_{1})_{\mu_1 \cdots \mu_n} = 0, \quad n > 1, \quad d \text{ even},$$

(D7)

$$(A^n_{2})_{\mu_1 \mu_2 \cdots \mu_n} = 0, \quad n > 1, \quad d \text{ odd},$$

(D8)

$$(A^{2n-1}_{1})_{\nu_1 \cdots \nu_n} = 0, \quad n > 1, \quad d \text{ odd.}$$

(D9)

The identities to be proven are

$$[(\gamma^{\mu_1 \cdots \mu_n}, \gamma^\nu)] = 2((1 - (-1)^n)d + (-1)^n 2n)\gamma^{\mu_1 \cdots \mu_n},$$

(D10)

and the traces of the base elements for even dimensions with $n, m \in \{1, \ldots, d\}$

$$(A^n_{m})_{\mu_1 \cdots \mu_n} = (-1)^{n(n+1)/2} n! \delta^n_m \delta_{\mu_1 \cdots \mu_n},$$

(D11)

as well as the traces of the base elements for odd dimensions with $n, m \in \{0, \ldots, d-1\}$

$$(A^{2n}_{2n})_{\mu_1 \cdots \mu_{2n}} = (-1)^n (2n)! \delta^n_m \delta_{\mu_1 \cdots \mu_{2n}},$$

(D12)

$$(A^{2n+1}_{2n+1})_{\mu_1 \cdots \mu_{2n+1}} = (-1)^n (2n+1)! \delta^n_m \delta_{\mu_1 \cdots \mu_{2n+1}}.$$  

(D13)
Here $\delta_{\nu_1\nu_2...\nu_m}^{\mu_1...\mu_n}$ denotes the normalized and antisymmetrized Kronecker delta. As a first step we rewrite the Clifford algebra as

$$\gamma_\nu \gamma^\mu = -\gamma^\mu \gamma_\nu + 2 \delta_\nu^\mu I$$  \hspace{1cm} (D14)

to find that for $n \in \mathbb{N}^*$

$$\gamma_\nu \gamma^{\mu_1}...\gamma^{\mu_n} \gamma^\nu = -\gamma^{\mu_1} \gamma_\nu \gamma^{\mu_2}...\gamma^{\mu_n} \gamma^\nu + 2 \gamma^{\mu_2}...\gamma^{\mu_n} \gamma^{\mu_1}. $$  \hspace{1cm} (D15)

Now we can iterate this process $n$ times to get

$$\gamma_\nu \gamma^{\mu_1}...\gamma^{\mu_n} \gamma^\nu = (-1)^n \gamma^{\mu_1}...\gamma^{\mu_n} \gamma^\nu$$

$$- 2 \sum_{l=1}^n (-1)^l \gamma^{\mu_1}...\gamma^{\mu_{l-1}} \gamma^{\mu_{l+1}}...\gamma^{\mu_n} \gamma^{\mu_l}$$

$$= (-1)^n d \gamma^{\mu_1}...\gamma^{\mu_n}$$

$$- 2 \sum_{l=1}^n (-1)^l \gamma^{\mu_1}...\gamma^{\mu_{l-1}} \gamma^{\mu_{l+1}}...\gamma^{\mu_n} \gamma^{\mu_l}. $$  \hspace{1cm} (D16)

With this equation we can infer

$$\gamma^\nu \gamma^{\mu_1}...\gamma^{\mu_n} \gamma^\nu = (-1)^n d \gamma^{\mu_1}...\gamma^{\mu_n} - 2 \sum_{l=1}^n (-1)^l \gamma^{\mu_1}...\gamma^{\mu_n} (-1)^{n-l}$$

$$= (-1)^n (d - 2n) \gamma^{\mu_1}...\gamma^{\mu_n}, $$  \hspace{1cm} (D17)

and from there we deduce the first of two necessary results to give an explicit expression of $\Gamma^\mu$

$$[\gamma^{\mu_1}...\gamma^{\mu_n}, \gamma^\nu] = 2 ((1 - (-1)^n) d + (-1)^n 2n) \gamma^{\mu_1}...\gamma^{\mu_n}. $$  \hspace{1cm} (D18)

Note that we did not assume $d$ to be even, this result holds in any integer dimension $d \geq 2$.

The second result is concerning the trace of two basis elements $\gamma^{\mu_1}...\gamma^{\mu_m}$ in even dimensions and $\gamma^{\mu_1}...\gamma^{\mu_{2n+1}}$ in odd dimensions.

At first we leave $d$ without restrictions and look at $n, m \in \mathbb{N}^*$

$$\frac{1}{d_\gamma} \text{tr}(\gamma^{\mu_1}...\gamma^{\mu_n} \gamma^\nu_1...\gamma^\nu_m)$$

$$= - \frac{1}{d_\gamma} \text{tr}(\gamma^{\mu_1}...\gamma^{\mu_{n-1}} \gamma^\nu_1 \gamma^{\mu_n} \gamma^\nu_2...\gamma^\nu_m)$$

$$+ \frac{2}{d_\gamma} \delta_{\nu_1}^\mu \text{tr}(\gamma^{\mu_1}...\gamma^{\mu_{n-1}} \gamma^\nu_2...\gamma^\nu_m). $$  \hspace{1cm} (D19)

This time it is a little more difficult to iterate and antisymmetrize the indices in Eq. (D19). For the first term we get after iterating

$$\frac{(-1)^m}{d_\gamma} \text{tr}(\gamma^{\mu_1}...\gamma^{\mu_n} \gamma^\nu_1...\gamma^\nu_m), $$  \hspace{1cm} (D20)

and after antisymmetrization

$$-(-1)^{n+m} (A^n_m)^{\mu_1...\mu_n}_{\nu_1...\nu_m}. $$  \hspace{1cm} (D21)

The iterated second term becomes

$$- \frac{2}{d_\gamma} \sum_{l=1}^m \sum_{r=1}^m \sum_{k=1}^m (-1)^l \delta_{\nu_1}^\mu \text{tr}(\gamma^{\mu_1}...\gamma^{\mu_{n-1}} $$

$$\times \gamma^\nu_1...\gamma_{l-1} \gamma^\nu_{l+1}...\gamma^\nu_m). $$  \hspace{1cm} (D22)

If we now perform the antisymmetrization we can split it into the antisymmetrization of the indices inside the trace and the indices outside the trace to reach

$$- \frac{2}{d_\gamma} \sum_{l=1}^m \sum_{r=1}^m \sum_{k=1}^m (-1)^{n+k+r} \delta_{\nu_1}^\mu (A^n_{m,k})^{\mu_1...\mu_n}_{\nu_1...\nu_m}. $$  \hspace{1cm} (D23)

Plugging this into Eq. (D19) we find

$$\begin{align*}
(A^n_m)^{\mu_1...\mu_n}_{\nu_1...\nu_m} &= - (-1)^{n+m} (A^n_m)^{\mu_1...\mu_n}_{\nu_1...\nu_m} \\
- &\sum_{k=1}^m \sum_{r=1}^m 2(-1)^{n+k+r} n \delta_{\nu_1}^\mu (A^n_{m,k})^{\mu_1...\mu_n}_{\nu_1...\nu_m}. \quad (D24)
\end{align*}
$$

Because the even and the odd dimensional case are conceptually a little different we will discuss them separately now starting with the even dimensional one.

It is obvious that

$$(A^n_m)^{\mu_1...\mu_n}_{\nu_1...\nu_m} = 0, \quad (n + m) \text{ odd}, $$  \hspace{1cm} (D25)

since the trace then contains an odd number of Dirac matrices and hence always vanishes in even dimensions. Therefore we can restrict ourselves to the case where $(n + m)$ is even. In this case we conclude from Eq. (D24)

$$\begin{align*}
(A^n_m)^{\mu_1...\mu_n}_{\nu_1...\nu_m} &= - \sum_{k=1}^m \sum_{r=1}^m (-1)^{n+k+r} n \delta_{\nu_1}^\mu (A^n_{m,k})^{\mu_1...\mu_n}_{\nu_1...\nu_m}. \\
\end{align*} $$  \hspace{1cm} (D26)

Therefore the $(A^n_m)$ are directly proportional to the $(A^{n-1}_{m-1})$. Via iteration and the conditions Eq. (D27) we find that

$$(A^n_m) = 0, \quad n \neq m. $$  \hspace{1cm} (D27)

For $n = m$ we get the recursion relation

$$(A^n_n)^{\mu_1...\mu_n}_{\nu_1...\nu_n} = - n(-1)^n \delta_{\nu_1}^\mu (A^{n-1}_{n-1})^{\mu_2...\mu_n}_{\nu_2...\nu_n} $$  \hspace{1cm} (D28)

with the initial condition

$$(A^n_1)^{\mu} = \delta_{\nu}^\mu. $$  \hspace{1cm} (D29)

This relation can easily be solved explicitly and we find

$$(A^n_n) = (-1)^{\frac{n(n-1)}{2}} n! \delta_{\nu_1...\nu_n}^{\mu_1...\mu_n}. $$  \hspace{1cm} (D30)

---

16 We denote the natural numbers including zero with $\mathbb{N}_0$ and the natural numbers excluding zero with $\mathbb{N}^* = \mathbb{N}_0 \setminus \{0\}$. 
where $\delta_{A_1^{\mu_1} \ldots A_n^{\mu_n}}$ is the normalized and antisymmetrized Kronecker delta. Together with Eq. (D27) this proves Eq. (D11)

$$\left( A_m^n \right)_{\mu_1^{\ldots} \mu_n^{\ldots}} = (-1)^{n(n-1)/2} n! \delta_{n \bar{A}_1^{\mu_1} \ldots \bar{A}_n^{\mu_n}}. \quad \text{(D31)}$$

To show the last relation we restrict ourselves to odd dimensions. Therefore we can shift $n \rightarrow 2n$ and $m \rightarrow 2m$ in Eq. (D24) and find

$$\left( A_{2m}^{2n} \right)_{\mu_1^{\ldots} \mu_{2n}^{\ldots}} = - \sum_{k=1}^{2n} \sum_{r=1}^{2m} \frac{(-1)^{k+r}}{2n} \delta_{r k} \left( A_{2m}^{2n+k} \right)_{\mu_1^{\ldots} \mu_{2n}^{\ldots}}. \quad \text{(D32)}$$

Again we find a directly proportional relation from \((A_{2m}^{2n})\) to \((A_{2n}^{2m})\). Note that \((A_{2n}^{2m})\) are not the traces we are looking for since they have an odd number of upper and an odd number of lower indices. But we can yet further relate the \((A_{2m}^{2n-1})\) directly proportional to \((A_{2(m-1)}^{2(n-1)})\) because Eq. (D24) is true for all $n, m \in \mathbb{N}^*$ and \((2n-1 + 2m-1)\) is an even number. Therefore we deduce a direct proportionality between \((A_{2m}^{2n})\) and \((A_{2(m-1)}^{2(n-1)})\) and with the iteration of that and the conditions Eq. (D8) and (D9) we get

$$\left( A_{2m}^{2n} \right) = \left( A_{2m+1}^{2n+1} \right) = 0, \quad n \neq m. \quad \text{(D33)}$$

Here we note that Eq. (D20) uses only $n = m$ in Eq. (D24) and the initial condition Eq. (D6), with both of them valid in even and odd dimensions. Therefore Eq. (D30) is also valid odd dimensions. Hence, we easily conclude

$$\left( A_{2m}^{2n+1} \right)_{\mu_1^{\ldots} \mu_{2n}^{\ldots}} = (-1)^n (2n)! \delta_{n \bar{A}_1^{\mu_1} \ldots \bar{A}_n^{\mu_n}}, \quad \text{(D34)}$$

$$\left( A_{2m+1}^{2n+1} \right)_{\mu_1^{\ldots} \mu_{2n+1}^{\ldots}} = (-1)^n (2n)! \delta_{n \bar{A}_1^{\mu_1} \ldots \bar{A}_n^{\mu_n} + 1}. \quad \text{(D35)}$$

The last two relations prove Eq. (D12) and (D13)

$$\left( A_{2m}^{2n} \right)_{\mu_1^{\ldots} \mu_{2m}^{\ldots}} = (-1)^n (2n)! \delta_{n \bar{A}_1^{\mu_1} \ldots \bar{A}_n^{\mu_n}}, \quad \text{(D36)}$$

$$\left( A_{2m+1}^{2n+1} \right)_{\mu_1^{\ldots} \mu_{2m+1}^{\ldots}} = (-1)^n (2n! + 1)! \delta_{n \bar{A}_1^{\mu_1} \ldots \bar{A}_n^{\mu_n} + 1}. \quad \text{(D37)}$$

### Appendix E: Special relations for the Dirac matrices

- **Part II**

For the explicit implementation of some conditions concerning the spin torsion $\Delta \Gamma_\mu$, we need more identities for the $\gamma_\mu$. We have to prove

$$\tilde{\gamma}_{\mu_1 \ldots \mu_n} = (-1)^{n(n+1)/2} \gamma_{\mu_1 \ldots \mu_n}, \quad \text{(E1)}$$

$$\left[ \gamma_\mu, \gamma_{\rho_1 \ldots \rho_{2n}} \right] = 4n \delta_\mu^{[\rho_1} \gamma_{\rho_2 \ldots \rho_{2n}]}, \quad \text{(E2)}$$

$$\{ \gamma_\mu, \gamma_{\rho_1 \ldots \rho_{2n+1}} \} = 2(2n+1) \delta_\mu^{[\rho_1} \gamma_{\rho_2 \ldots \rho_{2n} + 1]}, \quad \text{(E3)}$$

where $n \in \mathbb{N}_0$ is arbitrary. Additionally we need

$$\frac{1}{d_\gamma} \text{tr}([\gamma_{\nu_1 \ldots \nu_{2m}}, \gamma_{\rho_1 \ldots \rho_{2n-1}}] \gamma_\mu) = (-1)^{n-1} \cdot 2 \cdot (2n)! \cdot g_{\mu [\nu_1} \delta_{\nu_2 \ldots \nu_{2m} ]} \gamma_\mu, \quad \text{(E4)}$$

where $n, m \in \mathbb{N}^*$. The last important identity reads

$$\frac{1}{d_\gamma} \text{tr}([\gamma_{\rho_1 \ldots \rho_n}, \gamma_{\lambda_1 \ldots \lambda_m}] \gamma_\mu) = -4 \cdot n \cdot m! \cdot (-1)^{n(n+1)/2} \cdot \delta_\mu^{[\rho_1} g_{\nu [\lambda_1} \delta_{\nu \lambda_2 \ldots \lambda_m ]} \gamma_\mu, \quad \text{(E5)}$$

where $(n + m)$ has to be even and $n, m \in \mathbb{N}^*$, i.e. either both have to be even or both have to be odd.

The proof of the first three identities is rather simple. First we use that $\gamma_\mu = h^{-1} \gamma_\mu h = - \gamma_\mu$ to show

$$h^{-1} (\gamma_{\mu_1} \ldots \gamma_{\mu_n})^\dagger h = h^{-1} \gamma_{\mu_1}^\dagger \ldots \gamma_{\mu_n}^\dagger h = (-1)^n \gamma_{\mu_n} \ldots \gamma_{\mu_1}. \quad \text{(E6)}$$

Next we antisymmetrize the indices on both sides to prove the first identity

$$\tilde{\gamma}_{\mu_1 \ldots \mu_n} = (-1)^n (-1)^{n+1} \gamma_{\mu_1 \ldots \mu_n} = (-1)^{n+1} \gamma_{\mu_1 \ldots \mu_n}. \quad \text{(E7)}$$

The second proof follows a similar track, we start with

$$\gamma_\mu \gamma_{\rho_1 \ldots \rho_{2n}} = 2 \delta_\mu^{[\rho_1} \gamma_{\rho_2 \ldots \rho_{2n}] + \gamma_{\rho_1 \ldots \rho_{2n}} = \gamma_{\rho_1} \gamma_\mu \gamma_{\rho_2} \ldots \gamma_{\rho_{2n}}. \quad \text{(E8)}$$

Again we iterate $2n$ times

$$\gamma_\mu \gamma_{\rho_1 \ldots \rho_{2n}} = 2 \sum_{l=1}^{2n} (-1)^{l-1} \delta_\mu^{[\rho_1} \gamma_{\rho_2 \ldots \rho_{l-1} \gamma_{\rho_{l+1}} \ldots \rho_{2n}] + \gamma_{\rho_1 \ldots \rho_{2n}} \gamma_\mu. \quad \text{(E9)}$$

If we now also antisymmetrize the indices we can read off

$$\gamma_\mu \gamma_{\rho_1 \ldots \rho_{2n}} = 2 \sum_{l=1}^{2n} \delta_\mu^{[\rho_1} \gamma_{\rho_2 \ldots \rho_{2n}]} + \gamma_{\rho_1 \ldots \rho_{2n}} \gamma_\mu \quad \text{(E10)}$$

$$= 4n \delta_\mu^{[\rho_1} \gamma_{\rho_2 \ldots \rho_{2n}]} + \gamma_{\rho_1 \ldots \rho_{2n}} \gamma_\mu. \quad \text{(E11)}$$

The last relation proves the identity. In order to show the third statement we perform analogous steps

$$\gamma_\mu \gamma_{\rho_1 \ldots \rho_{2n+1}} = 2 \sum_{l=1}^{2n+1} \delta_\mu^{[\rho_1} \gamma_{\rho_2 \ldots \rho_{2n+1}]} - \gamma_{\rho_1 \ldots \rho_{2n+1}} \gamma_\mu. \quad \text{(E12)}$$

$$= 2(2n+1) \delta_\mu^{[\rho_1} \gamma_{\rho_2 \ldots \rho_{2n+1}]} - \gamma_{\rho_1 \ldots \rho_{2n+1}} \gamma_\mu. \quad \text{(E13)}$$
With the identities Eqs. (D11) and (D13) from App. D it is straightforward to calculate

\[
\frac{1}{d_{\gamma}} \text{tr}\left(\left[\gamma_{\nu_{1}}...\nu_{2n}, \gamma^{\rho_{1}...\rho_{2n-1}}\right]\gamma_{\mu}\right)
\]

\[
= \frac{1}{d_{\gamma}} \text{tr}\left(\left[\gamma_{\mu}, \gamma_{\nu_{1}}...\nu_{2n}\right]\gamma^{\rho_{1}...\rho_{2n-1}}\right)
\]

\[
= 4m \frac{d}{d_{\gamma}} g_{\nu_{1}}(\gamma_{\nu_{2}}...\nu_{2n})\gamma^{\rho_{1}...\rho_{2n-1}}
\]

\[
= (-1)^{n-1} \cdot 2 \cdot (2n)! \cdot g_{\nu_{1}} \cdot \delta_{\gamma}^{\rho_{1}...\rho_{2n-1}} \cdot \delta_{\mu}^{n}
\]

(E14)

which proves the fourth identity.

Now we are left with the proof of the last identity. Which is only true for \((n + m)\) even and \(n, m \in \mathbb{N}^{+}\). Employing our usual trick we get

\[
\frac{1}{d_{\gamma}} \text{tr}\left(\gamma^{\rho_{1}...\rho_{n}}\gamma_{\lambda_{1}...\lambda_{m}}\gamma_{\mu}\right)
\]

\[
= n \delta_{\nu_{1}}^{\rho_{1}} \frac{d}{d_{\gamma}} \text{tr}\left(\gamma^{\rho_{2}...\rho_{n}}\gamma_{\lambda_{1}...\lambda_{m}}\gamma_{\mu}\right)
\]

\[
+ m(1)^{n} g_{\nu_{1}} \frac{1}{d_{\gamma}} \text{tr}\left(\gamma_{\lambda_{2}...\lambda_{m}}\gamma_{\mu}\gamma^{\rho_{1}...\rho_{n}}\right)
\]

(E15)

and

\[
\frac{1}{d_{\gamma}} \text{tr}\left(\gamma_{\lambda_{1}...\lambda_{m}}\gamma^{\rho_{1}...\rho_{n}}\gamma_{\mu}\right)
\]

\[
= m g_{\nu_{1}} \frac{1}{d_{\gamma}} \text{tr}\left(\gamma_{\lambda_{2}...\lambda_{m}}\gamma^{\rho_{1}...\rho_{n}}\gamma_{\mu}\right)
\]

\[
+ n(1)^{m} \delta_{\nu_{1}}^{\rho_{1}} \frac{1}{d_{\gamma}} \text{tr}\left(\gamma^{\rho_{2}...\rho_{n}}\gamma_{\lambda_{1}...\lambda_{m}}\right)
\]

(E16)

There are two distinct cases, \(n, m\) even and \(n, m\) odd. Starting with \(n, m\) even we shift \(n \rightarrow 2l\) and \(m \rightarrow 2k\) and find

\[
\frac{1}{d_{\gamma}} \text{tr}\left(\gamma^{\rho_{1}...\rho_{2l-1}}\gamma_{\lambda_{1}...\lambda_{2k}}\gamma_{\mu}\right)
\]

\[
= 2l \delta_{\nu_{1}}^{\rho_{1}} \frac{1}{d_{\gamma}} \text{tr}\left(\gamma^{\rho_{2}...\rho_{2l-1}}, \gamma_{\lambda_{1}...\lambda_{2k}}\gamma_{\mu}\right)
\]

\[
- 2k g_{\nu_{1}} \frac{1}{d_{\gamma}} \text{tr}\left(\gamma_{\lambda_{2}...\lambda_{2k}}, \gamma_{\lambda_{1}...\lambda_{2k}}\gamma^{\rho_{1}...\rho_{2l-1}}\gamma_{\mu}\right)
\]

\[
= - 4 \cdot 2l \cdot (2l)! \cdot (-1)^{\frac{2l(2l-1)}{2}} \delta_{\nu_{1}}^{\rho_{1}} g_{\nu_{1}} \delta_{\gamma}^{\rho_{2}...\rho_{2l-1}} \delta_{\mu}^{2l-1}.
\]

(E17)

This gives us the relation Eq. (E26) for \(n, m\) even. On the other hand we now can take \(n, m\) odd and therefore shift \(n \rightarrow 2l - 1\) and \(m \rightarrow 2k - 1\). Now the commutator reads

\[
\frac{1}{d_{\gamma}} \text{tr}\left(\gamma^{\rho_{1}...\rho_{2l-1}}\gamma_{\lambda_{1}...\lambda_{2k-1}}\gamma_{\mu}\right)
\]

\[
= (2l - 1) \delta_{\nu_{1}}^{\rho_{1}} \frac{1}{d_{\gamma}} \text{tr}\left(\gamma^{\rho_{2}...\rho_{2l-1}}\gamma_{\lambda_{1}...\lambda_{2k-1}}\gamma_{\mu}\right)
\]

\[
- (2k - 1) g_{\nu_{1}} \frac{1}{d_{\gamma}} \text{tr}\left(\gamma_{\lambda_{2}...\lambda_{2k-1}}\gamma^{\rho_{1}...\rho_{2l-1}}\gamma_{\mu}\right)
\]

\[
= - 4 \cdot (2l - 1) \cdot (2l - 1)! \cdot (-1)^{\frac{2l(2l-1)}{2}} \delta_{\nu_{1}}^{\rho_{1}} g_{\nu_{1}} \delta_{\gamma}^{\rho_{2}...\rho_{2l-1}} \delta_{\mu}^{2l-1}.
\]

(E18)

proving the last identity for \(n, m\) odd.

### Appendix F: Existence and uniqueness of the spin connection

In this appendix we prove the existence and the uniqueness of the spin connection \(\hat{\Gamma}_{\mu}^{\nu}\) implicitly defined as

\[
\partial_{\nu} \gamma^{\rho} + \left\{ \frac{\nu}{\mu} \right\} \gamma^{\rho} = -\hat{\Gamma}_{\mu}^{\nu}, \quad \text{tr} \hat{\Gamma}_{\mu} = 0.
\]

(F1)

We follow the idea of Weldon in [24] to prove the existence. First we expand the \(\gamma_{\mu}\) and the metric around some arbitrary spacetime point \(x\)

\[
\gamma^{\rho}(x + dx) \approx \gamma^{\rho}(x) + dx^{\rho} \partial_{\rho} \gamma^{\nu}(x),
\]

\[
g^{\rho\lambda}(x + dx) \approx g^{\rho\lambda}(x) + dx^{\rho} \partial_{\rho} g^{\lambda\nu}(x).
\]

(F2)

(F3)

Next we plug the variations of the metric and the Dirac matrices into the Weldon theorem to get

\[
dx^{\nu} \partial_{\nu} \gamma^{\rho} = \frac{1}{2} dx^{\nu} (\partial_{\rho} g^{\lambda\nu}) \gamma_{\lambda} + [\delta S_{\nu}, \gamma^{\rho}].
\]

(F4)

Since this equation has to be fulfilled for all infinitesimal changes of the coordinates \(dx^{\nu}\), we can also expand \(\delta S_{\nu} = dx^{\mu} (S_{\nu})_{\mu}\), where the \((S_{\nu})_{\mu}\) are specified by the explicit choice \(\gamma_{\mu}(x)\) (as a function of spacetime) and will therefore transform non homogeneously under coordinate transformations, i.e. spacetime coordinate as well as spin-base transformations.

Additionally we employ the metric compatibility of the Christoffel symbol

\[
\partial_{\nu} g^{\rho\lambda} = -\left\{ \frac{\nu}{\mu} \right\} g^{\rho\lambda} - \left\{ \frac{\lambda}{\mu} \right\} g^{\rho\nu}
\]

(F5)

to conclude

\[
\partial_{\nu} \gamma^{\rho} + \left\{ \frac{\nu}{\mu} \right\} \gamma^{\rho} = -\left[ \frac{1}{8} \left\{ \frac{\alpha}{\mu} \right\} g^{\rho\beta} [\gamma_{\alpha} \gamma_{\beta}] - (S_{\nu})_{\mu}, \gamma^{\rho} \right],
\]

where we took advantage of the identity

\[
[[\gamma_{\alpha}, \gamma_{\beta}], \gamma^{\rho}] = 4 \delta_{\beta}^{\rho} \gamma_{\alpha} - 4 \delta_{\alpha}^{\rho} \gamma_{\beta}.
\]

(F7)

This means that \(\partial_{\nu} \gamma^{\rho} + \left\{ \frac{\nu}{\mu} \right\} \gamma^{\rho}\) can be written as a commutator. Furthermore at least one \(\hat{\Gamma}_{\mu}\) fulfilling Eq. (F1) exists.

Since we know that there exists a solution to Eq. (F1), we can expand \(\hat{\Gamma}_{\mu}\) with the basis elements from Eq. (18) and (40)

\[
\hat{\Gamma}_{\mu} = \sum_{n=1}^{d} m_{\mu p_{1}...p_{n}} \gamma^{p_{1}...p_{n}}, \quad d \text{ even},
\]

(F8)

\[
\hat{\Gamma}_{\mu} = \sum_{n=1}^{d-1} m_{\mu p_{1}...p_{2n}} \gamma^{p_{1}...p_{2n}}, \quad d \text{ odd}.
\]

(F9)
From Eq. (F10) we infer by calculating the commutator with $\gamma_{\nu}$

$$[[\hat{\Gamma}_\mu, \gamma^{\nu}], \gamma_{\nu}] = -[(D_{(LC)}\gamma^{\nu})_{\mu}, \gamma_{\nu}], \quad (F10)$$

Plugging in our ansatz for $\hat{\Gamma}_\mu$ and using the identity Eq. (D10) from chapter D we get for the left hand side in the even dimensional case

$$[[\hat{\Gamma}_\mu, \gamma^{\nu}], \gamma_{\nu}] = \sum_{n=1}^{d} 2((-1)^{n}+(-1)^{n+1})\hat{m}_{\mu\rho_1...\rho_n}\gamma^{\rho_1...\rho_n} \nu^{\rho_1...\rho_n} \quad (F11)$$

and in the odd dimensional case

$$[[\hat{\Gamma}_\mu, \gamma^{\nu}], \gamma_{\nu}] = \sum_{n=1}^{d} \hat{m}_{\mu\rho_1...\rho_n}\gamma^{\rho_1...\rho_n}, \quad (F12)$$

The right hand side can be expanded into the basis from Eq. (F11) as well

$$-(D_{(LC)}\gamma^{\nu})_{\mu}, \gamma_{\nu} = \sum_{n=1}^{d} \hat{a}_{\mu\rho_1...\rho_n}\gamma^{\rho_1...\rho_n}, \quad d \text{ even}, \quad (F13)$$

$$-(D_{(LC)}\gamma^{\nu})_{\mu}, \gamma_{\nu} = \sum_{n=1}^{d-1} \hat{a}_{\mu\rho_1...\rho_n}\gamma^{\rho_1...\rho_n}, \quad d \text{ odd}. \quad (F14)$$

The coefficients $\hat{a}_{\mu\rho_1...\rho_n}$ or respectively $\hat{a}_{\mu\rho_1...\rho_n}$ can be calculated employing the orthogonality of the trace Eq. (D11) and (D12)

$$\hat{a}_{\mu\rho_1...\rho_n} = \frac{(-1)^{n(n-1)}}{n! d_{\gamma}} \text{tr}(\gamma_{\rho_1...\rho_n} [D_{(LC)}\gamma^{\nu}]_{\mu}), \quad (F15)$$

$$\hat{a}_{\mu\rho_1...\rho_n} = \frac{(-1)^{n}}{(2n)! d_{\gamma}} \text{tr}(\gamma_{\rho_1...\rho_n} [D_{(LC)}\gamma^{\nu}]_{\mu}). \quad (F16)$$

Since the $\gamma^{\rho_1...\rho_n}$ or respectively the $\gamma^{\rho_1...\rho_n}$ form a basis we are allowed to compare the coefficients and find

$$\hat{m}_{\mu\rho_1...\rho_n} = \frac{\hat{a}_{\mu\rho_1...\rho_n}}{2((-1)^{n}+(-1)^{n+1})d + (-1)^{n+1}2n}, \quad d \text{ even}, \quad (F17)$$

$$\hat{m}_{\mu\rho_1...\rho_n} = \frac{\hat{a}_{\mu\rho_1...\rho_n}}{8n}, \quad d \text{ odd}. \quad (F18)$$

With the last equations we have shown the uniqueness and have given an explicit expression for $\hat{\Gamma}_\mu$ in terms of the $\gamma_{\mu}$ and their first derivatives.

### Appendix G: Spin metric

The spin metric is an important quantity in our investigations. We found that it is restricted to satisfy

(i) $\gamma_{\mu}^{-1} = -h\gamma_{\mu}h^{-1}$,

(ii) $|\text{det } h| = 1$, \quad (G1)

(iii) $h^{-1} = -h$.

In [25] it was already shown that these conditions are sufficient to determine (up to a sign) the spin metric $h$ in terms of the Dirac matrices $\gamma_{\mu}$ in 4 spacetime dimensions. The way this proof was done is actually true for all even dimensions, and we will see that with minor modifications this proof also generalizes to all integer dimensions $d \geq 2$.

In order to be self consistent we give the full proof again. As a first step we show the uniqueness (up to a sign) of the spin metric. Let us assume that there is at least one spin metric $h_{1}$, which satisfies all three conditions. Then we know, if there is another spin metric $h_{2}$, they must be related via

$$[h_{2}^{-1}h_{1}, \gamma_{\mu}] = 0, \quad (G2)$$

because both spin metrics have to fulfill

$$h_{2}\gamma_{\mu}h_{2}^{-1} = -\gamma_{\mu} = h_{1}\gamma_{\mu}h_{1}^{-1}. \quad (G3)$$

Therefore, using Schur’s Lemma,

$$h_{2} = zh_{1}, \quad z \in C, \quad (G4)$$

has to hold. With (ii), it follows that

$$|z| = 1. \quad (G5)$$

But if both spin metrics satisfy the condition (iii), then

$$z^{*}h_{1} = -z^{*}h_{1}^{-1} = -h_{2} = h_{2} = zh_{1} \quad (G6)$$

has to hold. Therefore both spin metrics have to be identical up to a sign,

$$h_{2} = \pm h_{1}. \quad (G7)$$

This demonstrates the uniqueness (up to a sign) of the spin metric.

Now we only need to prove the existence of one such spin metric $h$. For this, we first introduce the Matrix $\hat{M}$ satisfying

$$\gamma_{\mu} = -e^{\hat{M}}\gamma_{\mu}e^{-\hat{M}}, \quad \text{tr } \hat{M} = 0. \quad (G8)$$

The existence of such a matrix in every dimension is guaranteed by the Clifford algebra and our sign conventions. In even dimensions the existence is obvious since $\gamma_{\mu}^{\dagger}$ and $-\gamma_{\mu}$ satisfy the Clifford algebra and therefore there must exist a connecting similarity transformation. For odd dimensions we use that the hermitean conjugation can
change the connected component of the representation of the Clifford algebra depending on the signature of the metric. According to the number of \( \pm \) signs in the signature tells us whether the connected component is changed or not. For an even number of plus signs the connected component is changed, whereas for an odd number it is not. In our case we have \( d - 1 \) plus signs in the signature, i.e. for \( d \) odd we have an even number leading to a change of the connected component and therefore we need the minus sign in Eq. (G8). The trace of \( \hat{M} \) can always be set to zero, because the trace part commutes with all matrices and therefore drops out of Eq. (G8).

The hermitean conjugate of Eq. (G8) is

\[
\hat{\gamma}_\mu = -e^{-\hat{M}^\dagger}\gamma_\mu^\dagger e^{\hat{M}^\dagger}. \tag{G9}
\]

Therefore, also

\[
e^{\hat{M}}\gamma_\mu e^{-\hat{M}} = -\gamma_\mu^\dagger = e^{\hat{M}^\dagger}\gamma_\mu e^{-\hat{M}^\dagger} \tag{G10}
\]

has to hold. Schur’s Lemma again implies there exists a \( \varphi \) such that

\[
e^{\hat{M}^\dagger} = e^{i\varphi}e^{\hat{M}}, \quad \varphi \in \mathbb{R}. \tag{G11}
\]

This equation fixes \( e^{i\varphi} \) once we have chosen a specific \( \hat{M} \). Now we also know, that \( \det e^{\hat{M}} = 1 \) and therefore the same has to hold for \( \det e^{\hat{M}^\dagger} = 1 \). From this, we conclude that \( \varphi \) is limited to

\[
\varphi \in \left\{ \frac{2\pi}{d_\gamma} : n \in \{0, \ldots, d_\gamma - 1\} \right\}. \tag{G12}
\]

The desired spin metric \( h \) is then given by

\[
h = ie^{i\varphi}e^{\hat{M}}. \tag{G13}
\]

It is straightforward to show, that this metric satisfies (i) - (iii).

It is helpful to note that the determinant of the spin metric is also fixed and even independent of the set of Dirac matrices. To show this we just use that \( d_\gamma \) is even for \( d \geq 2 \) and therefore the sign ambiguity of the spin metric is not important for the determinant and additionally the determinant of a spin-base transformation \( S \in \text{SL}(d_\gamma, \mathbb{C}) \) is equal to one. With our previous investigations there are only two possibilities, namely

\[
\det h = \pm 1. \tag{G14}
\]

Since we always can choose local inertial coordinates in an arbitrary point \( x \) of the manifold it is sufficient to calculate the determinant in this frame with a special chosen set of Dirac matrices compatible with the Clifford algebra. Hence, we can take a representation which fulfills

\[
\gamma_0(x) = -\gamma_0, \quad \gamma_i(x)^\dagger = \gamma_i(x), \quad i \in \{1, \ldots, d - 1\}. \tag{G15}
\]

In such a representation the spin metric at the spacetime point \( x \) is given by \( \pm \gamma_0(x) \) since

\[
\gamma_0^\dagger(x) = -\gamma_0(x) = -\gamma_0(x)\gamma_0(x)(\gamma_0(x))^{-1}, \tag{G16}
\]

\[
\gamma_i^\dagger(x) = \gamma_i(x) = -\gamma_0(x)\gamma_i(x)(\gamma_0(x))^{-1}, \quad i \in \{1, \ldots, d - 1\}, \tag{G17}
\]

\[
\det \gamma_0(x) = \det e^{\hat{\gamma}_0(x)} = e^{\text{tr} \hat{\gamma}_0(x)} = 1. \tag{G18}
\]

With this special choice we prove the general relation

\[
\det h = 1. \tag{G19}
\]

We continue with implementing the spin metric compatibility as expressed in Eq. (G19). This tells us that

\[
\Gamma_\mu + \bar{\Gamma}_\mu = h^{-1}\partial_\mu h \tag{G20}
\]

has to hold. Taking into account that (cf. Eq. (G6))

\[
-D_{(LC)}h\gamma^\nu h^{-1} = D_{(LC)}\gamma^\nu = (D_{(LC)}\gamma^\nu)^\dagger = -[\hat{\Gamma}_\mu, \gamma^\nu]^\dagger, \tag{G21}
\]

we arrive at

\[
[h^{-1}(\partial_\mu h) - \hat{\Gamma}_\mu, \gamma^\nu] = 0. \tag{G22}
\]

Because \( \text{tr} \hat{\Gamma}_\mu = 0 \), this implies

\[
\hat{\Gamma}_\mu + \bar{\Gamma}_\mu = h^{-1}\partial_\mu h - \frac{1}{d_\gamma}\text{tr}(h^{-1}\partial_\mu h). \tag{G23}
\]

Now we use \( \det h = 1 \) to deduce

\[
0 = \partial_\mu \det h = \partial_\mu e^{\text{tr} \ln h} = \partial_\mu \text{tr}(\ln h) = \text{tr}(h^{-1}\partial_\mu h). \tag{G24}
\]

This leaves us with

\[
\Gamma_\mu + \bar{\Gamma}_\mu = h^{-1}\partial_\mu h = \hat{\Gamma}_\mu + \bar{\Gamma}_\mu, \tag{G25}
\]

which implies that

\[
\text{Re} \text{tr} \Gamma_\mu = 0. \tag{G26}
\]

These two identities are used in Sect. (X) to constrain spin torsion.

\[
(\sigma_3 \otimes)^j \sigma_2 (\otimes \sigma_0)^{1/2} \xi_{j-1}, \quad j \in \{1, \ldots, [d/2] - 1\} \text{ and for odd dimensions we additionally need } \gamma_{d-1}(x) = \sigma_3 (\otimes \sigma_3)^{1/2} \xi_{d-1}. \]
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