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ABSTRACT
Driven by the popularity of the Android system, Android app markets enjoy a booming prosperity in recent years. One critical problem for modern Android app markets is how to prevent apps that are going to receive low ratings from reaching end users. For this purpose, traditional approaches have to publish an app first and then collect enough user ratings and reviews so as to determine whether the app is favored by end users or not. In this way, however, the reputation of the app market has already been damaged.

To address this problem, we propose a novel technique, i.e., Sextant, to detect low rating Android apps based on the .apk files. With our proposed technique, an Android app market can prevent from risking it reputation on exposing low rating apps to users. Sextant is developed based on novel static analysis techniques as well as machine learning techniques. In our study, our proposed approach can achieve on average 90.50% precision and 94.31% recall.

1 INTRODUCTION
Nowadays, Android is the most popular mobile platform. 88% of mobile phones are running Android [11]. Such a popularity has stimulated a prosperity in the Android app market. According to one of the recent reports, the total revenue of Android apps has reached 27 billion US dollars in 2016 [1]. Such a prosperity does not only exist in the official Google Play market but also in many other third party markets, which produce 10 billion US dollars revenue in 2016 [1]. Today, millions of apps could be downloaded in Android markets. Thousands of apps are created and uploaded to those markets [12] everyday.

Despite the prosperity of Android markets, many apps in the market often receive low star ratings. These apps are not appreciated by end users. They either provide inferior user experience or have low code quality. Having too many low rating apps in an app market can hurt the reputation of the market. It will eventually drive end users away from the market and make the market suffer from losing revenue. This problem can be even more severe for third party markets since they have more competitions than the Google Play market.

Due to this reason, the app markets are trying to prevent low rating apps. Google Play is working on punishing the developers of the apps with lowest star ratings [14]. This approach is useful, but it is more about fixing the damages rather than preventing the damages. Currently, the only way for an app market to know whether an app will have a low rating is to publish the app first, accumulate star ratings from a substantial amount of end users, and finally average these star ratings. In such a process, the low rating app has already reached the end users. It means that the low rating app has already caused damages to the reputation of the market. Another approach to prevent low rating apps is to have manual inspections [6]. However, this approach is labor intensive and expensive.

Therefore, it is beneficial for app markets to be able to automatically detect low rating apps without any user feedback. It benefits an app market in two ways. First, the market does not need publish low rating apps in order to detect them. When a potential low rating app is uploaded, it will be automatically detected and prevented from the market. In this way, the reputation of the market will not be damaged. Second, the automated detection technique can be used to assist the manual inspection and accelerate the review process. This could save the labor and expense in the manual inspection process.

Being able to detect low rating apps can also be very beneficial for developers and end users. For developers, such a capability enables them to have a quick feedback about their app without waiting for a few weeks for actual user ratings. If they find that their app may potentially be a low rating app, they could have an early plan for modification. For end users, this capability can be useful when users are installing apps from unknown sources. For these apps, they rarely have valid user ratings. Thus, it is very difficult for end users to know the quality of an app from unknown sources. Being able to detect low rating apps can potentially help end users avoid wasting their time on the apps that they do not expect.

Although automatically detecting low rating apps is very valuable, it is very challenging to achieve such a goal. The main challenge comes from the fact that app ratings are highly subjective and abstract. App ratings are subjective because they are provided by end users. Thus, they are inevitably affected by the personal preference of each end user. Such a personal preference is very difficult to be modeled. App ratings are abstract because they describe the general feeling of end users to an app. There isn’t a concrete rule or algorithm to generate the rating of an app. Thus, it is impossible to detect low rating apps by detecting a pre-defined code pattern or bug.

Traditional program analysis techniques are not capable of detecting low rating Android applications. Traditional static or dynamic program analysis techniques work well on detecting and fixing specific problems in programs [29, 32, 59, 60] or modeling concrete metrics, such as energy [28, 31, 34] or runtime [38, 57, 58]. However, since the rating of an Android app is subjective and abstract, detecting the specific code problems or modeling specific metrics is not sufficient to detect low rating apps.
To automatically detect low rating Android apps, in this paper, we propose a static analysis and machine learning based approach, Sextant. Our approach detects if an Android app is low rating only based on the .apk package of the app. Our implementation of Sextant is available on github\(^1\). To the best of our knowledge, this is the very first technique to do the similar task.

Sextant contains three main components. First, it contains two novel representations for an Android app. These two representations can be retrieved from the .apk file of an app with effective and scalable static analysis techniques. The first representation is the semantic vector, which is used to capture the features of the executable file of the app. The second one is the layout vector, which is used to represent the layout information of the app. Second, Sextant contains two pre-training neural network models to learn unified features from both executable files and UI layout of an Android app. Third, Sextant contains a neural network model that accepts features from the pre-training model and determines whether an Android app is low rating or not.

We also perform an extensive empirical study with Sextant. Specifically, we measure the detection accuracy of Sextant on 33,456 realistic Android apps from the Google Play market. In our experiment, Sextant on average achieved 92.31% accuracy, 90.50% precision, and 94.31% recall. We also compare Sextant with four other baseline models: two models which use the bag of words representation [15, 18, 20, 22, 42, 45–47, 62], the executable only model, and the UI only model. The proposed Sextant outperforms all the four baseline models with statistically significant differences.

This paper has following contributions

- Our approach is the very first approach to detect low rating Android apps before they can reach the end users.
- We propose a novel representation to model the semantics of Java/Android apps
- Extensive evaluation of the proposed approach on 33,456 Google Play apps demonstrates the effectiveness of the proposed method.

The other parts of this paper are organized as follows. In Section 2, we briefly discuss the background information of Android apps and convolutional neural networks. In Section 3, we discuss the approach of Sextant. In Section 4, we discuss a preliminary study to evaluate how accurate can our executable representation capture the differences and similarities between Android/Java applications on the semantic level. In Section 5, we discuss the evaluation result of Sextant. In Section 6, we discuss the threat to validity of our evaluation. In Section 7, we discuss the related work. Finally, we conclude this paper in Section 8.

2 BACKGROUND

In this section, we briefly discuss some background information about the structures of Android apps and the principle of convolutional neural networks.

2.1 Structures of Android Apps

An Android app is organized as a .apk package, which includes all the resources and code for the app. Among those resources, the executable is organized as the .dex file and the UI layout files are stored as XML files in the layout/ folder.

The executable of an Android app is in the form of Dalvik bytecode, which is compiled from Java. Therefore, many tools, such as soot [51] and dex2jar [8] can be used to convert the Dalvik bytecode to Java bytecode. The executable of an Android app contains several activities, which are basic components of the Android app. Each activity starts at the “onCreate” callback [4].

The UI layout XML files define the visual structure for user interfaces. They can be loaded in the “onCreate” callback of an activity to create the GUI. The basic blocks of the UI layout XML files are the View and ViewGroup tags. A View tag represents the basic UI elements such as text boxes, buttons, and graphs. A ViewGroup tag is a special type of View. It represents a group of other View tags. Combining the View and ViewGroup tags, developers can declare the UI of an app as a layout tree [5].

2.2 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are a popular deep neural network model which has been widely utilized for image classification, machine translation, etc. It simulates the biological process that each neuron is only activated by a restricted area of the input. Compared to ordinary neural network structures such as restricted boltzmann machine or autoencoder, typical convolutional neural networks are comprised of one or more convolutional layers (often with a subsampling step) and then followed by one or more fully connected layers as in a standard multilayer neural network. The convolutional layer is the key building block of a convolutional neural network. During the forward pass, each filter is slid across the width and height of the input volume to compute dot product between the entries of the filter and the input at any position. In this way, convolutional neural networks can reduce the weights that need to be learned and obtain meaningful representations of the input structured information. Figure 1 shows an example of convolutional neural networks. In this figure, the input is a 4×4 matrix. The sliding window, which has a size of 3×3, is shown as the blue and red boxes in Figure 1. Each color represents a step of moving the sliding window. In a forward pass, the convolutional network simulates the biological process that each neuron is only activated by a restricted area of the input.
layer first computes dot product between the $3 \times 3$ filter and the $3 \times 3$ sliding window on the input, then it moves the sliding window with stride 1 to the next $3 \times 3$ input entries and computes its dot product with the $3 \times 3$ filter again. This process is repeated until all elements in the input matrix are processed. After the convolution operation with a number of filters, multiple feature maps are produced, subsampled, and transformed into a hidden feature vector (hidden layer) which can be eventually utilized for classification or other tasks.

3 APPROACH

Our approach takes the .apk of an Android app as input and outputs whether the input app is a low rating app. The workflow of our approach is shown in Figure 2. It has three stages. The first stage is the analysis stage. In this stage, Sextant obtains the executable representation, i.e., the semantic vector, and the UI representation, i.e., the layout vector of the input app respectively. The executable representation is obtained by using static program analysis techniques. The UI representation is obtained by parsing the UI layout files of the app. The second stage is the pre-training stage. In this stage, Sextant feeds the executable representation and the UI representation to two Convolutional Neural Network (CNN) models respectively. This stage learns the normalized features of the executable and the UI. In the final stage, i.e., the learning stage, Sextant concatenates the executable feature and the UI feature, which are obtained in the pre-training stage, as a global feature vector and then feeds it to a multilayer perceptron followed by a softmax function to perform the low rating app detection. The detection process of the final stage is essentially a classification process. The softmax function determines whether the input app belongs to the low rating app or not.

3.1 Executable Representation

In Sextant, the executable representation of an Android app is the semantic vector, which is defined as $(l_1, l_2 ... l_N)$, where $N$ is the total types of instructions in the Android framework. Here, instructions include all basic operations, such as arithmetic add and branching instructions, and all the APIs in the Android framework, such as file operations or network communications. All types of branching instructions, and all the APIs in the Android framework, “LinearLayout” and “TextView”. It uses two UI elements from the Android framework, “com.facebook.resources.ui.FbTextView”.

Program 1: Example code for the executable representation

```java
1   public void method(){
2     List<Integer> list=new LinkedList<Integer>();
3     for(int i=0;i<10;i++) {// outer loop
4       list.add(i+1);
5     for(int j=0;j<2;j++) {// inner loop
6       if(list.length>7){
7         list.add(i+j)
8       }
9     }
10   }
11   System.out.println(list.length);
12 }
```

Table 1: The ID of each type if instructions in Program 1

| ID | Description |
|----|-------------|
| 1  | The new instruction at line 2 |
| 2  | The list.add operation at line 4 and 7 |
| 3  | The arithmetic add operation at line 3, 4, 5, and 7 |
| 4  | The comparison instruction at line 3, 5, and 6 |
| 5  | The assignment instruction at line 2, 3, and 5 |
| 6  | The system.out.println at line 11 |

ID 3 in Figure 3. The arithmetic add operation appears four times in the program, so, the total number $f_3$ is 4. The $i++$ and $i+1$ at line 3 and 4 are in the outer loop, so their loop depths are 1. The $j++$ and $j+i$ at line 5 and line 7 are in the inner loop, so their loop depths are 2. Thus, the average loop depth of the arithmetic add operation, i.e., $l_3$, is $\frac{1+1+2+2}{4} = 1.5$. Only the $j+i$ at line 7 is in a branch. Thus, the average branch count of the arithmetic add operation, i.e., $b_3$ is $\frac{0+0+0+1}{4} = 0.25$.

3.2 UI Layout Representation

Sextant uses the layout vector to represent the UI layout of the target app. Similar to the semantic vector, the layout vector is a vector of tuples. Formally, a layout vector is defined as $(U_1, U_2 ... U_{M+2})$, where $M$ is the total types of UI elements in the Android framework. $U_k, 1 <= k <= M$ represents the the $k$th type of UI elements. $U_{M+1}$ represents the UI elements that are from the Android Legacy Library. $U_{M+2}$ represents the customized UI elements from developers. Each $U_k$ in the layout vector is a 2-tuple $(n_k, d_k)$, where $n_k$ and $d_k$ are the frequency and the average depth in the layout tree of the UI elements with the $k$th type respectively. For the rest parts of this paper, the terms layout vector and UI representation are interchangeable.

An example of UI layout file is shown in Program 2, which is one piece of layout files that are retrieved from the market app, Facebook [10]. This example uses two UI elements from the Android framework, “LinearLayout” and “TextView”. It uses two UI elements from the legacy library, whose tag names start with “android.support”. It also contains a customized UI element, which is “com.facebook.resources.ui.FbTextView”. To encode this layout file as a layout vector. Our approach first numbers the UI elements. Our approach sets the IDs of “LinearLayout” and “TextView” as 1
Figure 2: The workflow of our approach

Figure 3: The semantic vector of Program 1

| ID | 1 | 2 | 3 | 4 | 5 | 6 |
|----|---|---|---|---|---|---|
| f  | 1 | 2 | 4 | 3 | 5 | 1 |
| l  | 0 | 1.5 | 1.5 | 1.67 | 0.8 | 0 |
| b  | 0 | 0.5 | 0.25 | 0.33 | 0 | 0 |

Figure 4: The layout vector of Program 2

| ID | 1 | 2 | 3 | 4 |
|----|---|---|---|---|
| v  | 2 | 2 | 3 | 1 |
| d  | 0.5 | 2 | 1 | 1 |

Program 2: The example UI layout

And 2 respectively. In this case, the UI elements from the legacy library have the ID of 3 and customized elements have the ID of 4. Since one of the "LinearLayout" tags has the depth of zero in the XML tree and another one has the depth of one. Hence, the average depth of "LinearLayout" is 0.5. Similarly, the average depth of other UI elements can be calculated and the layout vector of Program 2 would be Figure 4.

3.3 The Analysis Stage

The input of the analysis stage of Sextant is the .apk file of an Android app. The output of it is the semantic vector as the executable representation and the layout vector as the UI layout representation.

To do so, Sextant first unpacks the input Android app to retrieve the binary executable file and the UI layout XML files of the app. Then it analyzes the executable file to calculate the frequency, average loop depth, and average branch count of the semantic vector. It also parses the layout files to generate the layout vector. In this section, we will focus on how to generate the semantic vector from the executable file because the process of getting the layout vector from the layout files is similar but more straightforward.

We first introduce the intra-procedural analysis of getting the semantic vector. This process is shown in Algorithm 1, which takes the binary code of a method and generates the semantic vector of the method. Algorithm 1 first builds the nested loop tree and detects all branches of the method. Then it parses all the instructions in the method and updates the loop depth and the branch counts accordingly for each instruction. At line 3 to 8, Algorithm 1 first calculates the frequency, the total loop depth, and the branch count for each type of instructions. Then it averages the loop depth and the branch count by dividing the total loop depth and branch count over the frequency.

Algorithm 1 works directly on the binary code of a method. Thus, it does not have the Abstract Syntax Tree (AST) to identify the boundaries of loops and branches. To detect loops, Sextant uses the standard algorithm [16]. For branches, instead of detecting the branch structures directly, Sextant detect branches of the Control Flow Graph (CFG) of the method.

In Sextant, a branch is defined as a 3-tuple \( (s, e, I) \) where \( s \notin I \) and \( e \notin I \). In this tuple, \( s \) is the starting point of the branch. It is a branch instruction, such as "if", and is not the source of a back edge. \( e \) is the immediate post-dominator of \( s \). \( I \) is all the instructions between \( s \) and \( e \). In Algorithm 1, BuildBranchSet() first removes
all the back edges of $M$ and then finds all branches in the method. $\text{BranchTree}.\text{getCount}(i)$ counts how many branches that contain the instruction $i$.

**Algorithm 1 Intra-procedural semantic vector building**

**Require:** A method $M$ and the ID map $\text{MAP}$

**Ensure:** The semantic vector $V$

1. $\text{LoopTree} \leftarrow \text{BuildNestedLoopTree}(M)$
2. $\text{BranchSet} \leftarrow \text{BuildBranchSet}(M)$
3. for all Instruction $i \in M$ do
   4. $ID \leftarrow \text{MAP}.\text{getID}(i)$
   5. $V[ID].f \leftarrow 1$
   6. $V[ID].l \leftarrow \text{LoopTree}.\text{getDepth}(i)$
   7. $V[ID].b \leftarrow \text{BranchSet}.\text{getCount}(i)$
4. end for
5. for all $ID \in V$ do
   6. $V[ID].f /\sim V[ID].f$
   7. $V[ID].b /\sim V[ID].f$
8. end for

**Inter-procedural Analysis:** Sextant takes a summary based approach to perform the inter-procedural analysis. For a method $M_d$, its semantic vector $V_d$ is the summary. To perform the inter-procedural analysis, Sextant builds the summary for each method in the reverse topological order of the call graph. While processing each method, if line 3 of Algorithm 1 encounters a method invocation, line 4 to line 7 of Algorithm 1 will be changed to the process in Algorithm 2.

**Algorithm 2 Handling Summaries**

**Require:** A invoke instruction $i$, the semantic vector $V$

1. $V_i \leftarrow \text{Summary}(i)$
2. if $V_i = \text{null}$ then
3. $ID \leftarrow \text{MAP}.\text{getID}(i)$
4. $V[ID].f \leftarrow 1$
5. $V[ID].l \leftarrow \text{LoopTree}.\text{getDepth}(i)$
6. $V[ID].b \leftarrow \text{BranchSet}.\text{getCount}(i)$
7. else
8. for all $ID \in V.IDSet()$ do
9. $V[ID].f \leftarrow V[ID].f$
10. $V[ID].l \leftarrow (\text{LoopTree}.\text{getDepth}(i) + V[ID].l) + V[ID].f$
11. $V[ID].b \leftarrow (\text{BranchSet}.\text{getCount}(i) + V[ID].b) + V[ID].f$
12. end for
13. end if

Our summary handling process, which is shown in Algorithm 2, takes the invocation instruction, $i$, and the semantic vector of the current method, $V$, as an input. It first detects whether $i$ contains summaries at line 2. If not, it means $i$ points to an API, then Algorithm 2 will process $i$ as a normal instruction and takes the same steps of Algorithm 1. If the invocation has a summary, suppose it is $V_i$. Algorithm 2 first adds the frequency of all instructions in $V_i$ to the summary of the current method, $V$, at line 9. Then, at line 10, it updates the total loop depths of all instructions of $V$. Since the average loop depth of each instruction in $V_i$ is increased by the loop depth of the instruction $i$ in the current method. The total loop depth in the summary of the current method should be increased by $(\text{LoopTree}.\text{getDepth}(i) + V[ID].l) + V[ID].f$. The similar updates are also performed for the total branch count at line 11.

After the process of Algorithm 2 for $i$ has finished, it will return to the Algorithm 1 to process the next instruction. Finally, the average loop depth and branch count will be calculated at lines 10 and 11 of Algorithm 1.

**Processing UI Layout Files:** Sextant takes the UI layout XML files of an Android app as the input and generates the layout vector. The process of this is similar to the process of processing executables. The only difference is that, for UI layout XML files, Sextant counts the depth of each UI element in the XML tree rather than the loop depth or branch count. Android Layout XML files may contain reference tags, which allow people to represent the layout tree in another file with one XML tag. To handle the reference tags, Sextant treats them as method calls in the executable and takes the similar summary based inter-procedural analysis process.

### 3.4 The Pre-Training Stage

The inputs of the pre-training stage are the semantic vector and the layout vector. Its outputs are the normalized executable feature and UI feature. The reason of having the pre-training stage is that the semantic vector and the layout vector are not in the same shape and have different magnitude of values. Specifically, in Sextant, the elements of the semantic vector are 3-tuples while the elements of the layout vector are 2-tuples. They cannot be combined together as one feature vector directly. Furthermore, the number of instructions can often be more than hundreds of thousands in the semantic vector while the number of UI elements is below one thousand in the layout vector. Any simple method that reshapes and combines the semantic vector and the layout vector directly will make the machine learning techniques ignore the effect of the layout vector.

Sextant learns the normalized executable feature vector and the layout feature vector with two CNN models respectively. These two models have similar structures. The only difference is the shape of the input and the size of hidden layers in the models. For the conciseness of this paper, we will focus on the pre-training model of the executable feature.

The model for executable feature learning is a convolutional neural network model. The first is a convolutional layer with 10 different $3 \times 20$ filters. This convolutional layer is followed by three dense layers. Each of the first two layers consists of 1000 nodes and the third layer is with 50 nodes as the feature layer. The last layer of the model is a binary classifier to determine whether the input app is a low rating app or not. Each layer uses the $\text{tanh}$ as the activation function and utilizes batch normalization to avoid overfitting. Softmax function is used as the classifier and cross entropy loss is used for supervised training.

For training, Sextant first converts the semantic vectors of the apps in the training set into a set of $3 \times N$ matrices, where $N$ is the total number of types of instructions. Then these matrices are fed to the convolutional layer. During the training, the model will optimize the cross entropy loss to improve the accuracy of classifying low
rating apps. After the training, to obtain the executable feature of an app, Sextant feeds the semantic vectors of the app to the pre-trained model and uses the output of the feature layer as the executable feature for the input app.

**UI Feature:** We can follow the similar procedure to pre-train a CNN model for the semantic feature. The differences are that it contains 10 different $2 \times 20$ filters in the convolutional layer and has only one dense layer with 50 nodes as the feature layer.

### 3.5 The Learning Stage

The input of the learning stage is a vector generated by concatenating the one dimensional executable feature and the one dimensional UI feature. The output is a softmax function to predict whether the input app is a low rating app. The multilayer perceptron used in the learning stage has two dense layers and one output layer for classification. The first dense layer has 100 nodes and the second layer has 20 nodes. The output layer has two nodes to generate the classes of the input app. Class 0 presents the input is a low rating app and class 1 represents that the input app is not a low rating app. The dense layers use \( \text{tanh} \) as the activation function. They also use batch normalization to avoid over fitting. The cross entropy loss is used as the loss function.

### 4 PRELIMINARY STUDY

The quality of the semantic vector is critical for the accuracy of Sextant. One important question is that **whether the semantic vector can accurately model the differences and similarities between Java/Android programs on the semantic level**. This question is fundamental because if the semantic vector cannot represent the differences and similarities between Java/Android programs on the semantic level with high accuracy, using it to detect low rating Android apps cannot achieve a good result. Due to this reason, before evaluating the accuracy of Sextant to detect low rating Android apps, we first answer the question about whether the semantic vector can represent differences and similarities between Java/Android apps in this preliminary study.

To answer this question, we use the accuracy of classifying Java programs that implement the same functionalities as the metric to measure how well can the semantic vector capture the similarities and differences between Java/Android programs on the semantic level. Our general experiment is as follows. First, we collect a group of Java applications in \( K \) categories. All the programs in the same category, \( C_i, 0 \leq i \leq K \), implement the same functionality. Then, we use a convolutional neural network model to classify the category of each Java program. The convolutional neural network model is similar to the pre-training model of the executable representation in Section 3.4. However, the model in this preliminary study has smaller hidden layers and the output layer generates \( K \) classes instead of two, where \( K \) is the total number of categories. Finally, we report the classification accuracy.

The data set of the preliminary study was collected from the Google Code Jam Website [3], which is a programming competition sponsored by Google every year since 2008. Each year Google Code Jam posts programming questions for more than 10,000 competitors. Each question requires competitors to upload a piece of program that can pass the pre-designed test suite with required resource. Thus, the uploaded answers to the same question implement the same functionality and belong to the same category in our preliminary study.

In this our preliminary study, we downloaded the Java answers from the top 100 competitors from 2008 to 2016. We filtered the programs as follows:

- We removed those solutions that could not be compiled.
- We removed those solutions that caused Soot to crash.
- We removed those questions that had less than 20 answers.

The reason for the first two criteria was that our implementation replied on Soot to analyze the binaries of Java programs. For the third criterion, we did this because we needed sufficient cases in each category to evaluate the accuracy. After the filtering, our set of test cases contained 105 questions and 8,245 answers. In other words, we had 8,245 Java programs in 105 categories and each category contained at least 20 programs.

To further evaluate the accuracy of our executable representation, we compared the accuracy of the using the semantic vector with the baseline representation, which was the 1-dimensional bag of words approach [15, 18, 20, 22, 42, 45–47, 62]. This representation equals to only using the frequency of instructions in the semantic vector. We built two baseline neural network models that accepted the bag of words representation as the input. The first one was the fully connected model. In this model, we replaced the convolutional layer to a dense layer. The second model was a baseline convolutional neural network model. For this model, we replaced the \( 3 \times 20 \) filters in the semantic vector model with the \( 1 \times 20 \) filters since the bag of words representation only has one dimension.

During our experiment, we first calculated the semantic vector for each of the programs with the method introduced in Section 3.1. Then, we used the convolutional neural network model to classify the programs. To have a valid result, we took a 10-fold approach and repeated the experiment for ten times. In each round of the experiment, we randomly split the data into ten sets. Then, we used nine sets as training sets and one as the testing set. Then the classification accuracy was measured in each experiment. Finally, we reported the average results and the standard deviations. The same protocol was applied to the two baseline models for the bag of words representation.

In our measurement, the neural network model on the semantic vectors achieved an average accuracy of 91.86% with a standard deviation of 1.00%. The fully connected neural network model over the bag of words representation achieved an average 89.64% accuracy with a standard deviation of 1.30%. The convolutional neural network model over the bag of words representation achieved on average 90.50% accuracy with a standard deviation of 1.08%. We compared the result of the semantic vector model to the two baseline models with student test. The p values were below 0.04, which meant that the accuracy of the model on the semantic vectors was significantly higher than the two baseline models.

This result suggests that the semantic vectors can accurately represent the semantic similarities between programs. It indicates that the semantic vector can possibly capture the semantic features of a Java/Android program. It is possible to use the semantic vector to detect low rating apps.
We implemented the analysis stage of Sextant with soot [51], apktool [9], and FlowDroid [19]. We used apktool to unpack Android .apk files and retrieve the XML files. We used FlowDroid to build the call graph of Android apps. We used soot to build the semantic vector of the executable. We used Keras [7] and tensor flow [13] to implement the neural network models. We used the API set Android 7.0 as the instruction set of the semantic vector. We also used the UI element set of Android 7.0 for the layout vector. The hardware we used in our experiments was a desktop with Core i7 6700K processor, 32GB memory, and Nvidia GTX 1080 graphic card. In our implementation, we trained the model with batched input. The batch size was 128. We also trained the training data for ten epochs to achieve the best accuracy.

5.2 Data Set
We evaluated Sextant with real Google Play apps. In our experiments, we downloaded Google Play apps from the PlayDrone project [2, 52], which contains 1.1 million free apps and their meta information from the Google Play market. In our experiment, we categorized the apps based on their star numbers into four groups: 1 to 2 stars, 2 to 3 stars, 3 to 4 stars, and 4 to 5 stars. For each category, we downloaded 10,000 apps randomly. Thus, we had 40,000 apps from PlayDrone and the stars of these apps are roughly evenly distributed from one star to five stars. For these downloaded apps, we filtered out the apps that caused soot or FlowDroid to crash and the apps that their UI layout could not be successfully retrieved by apktool. After the filtering, we had 8,684 apps with more than four stars, 7,854 apps with three to four stars, 8,775 apps with two to three stars, and 8,142 apps with less than two stars. In total, we had 33,456 market Android apps.

Our result also shows that the semantic vector has a significantly higher accuracy than the bag of words representation. This is not surprising since the semantic vector of a program contains the loop and branch information, which is not contained by the bag of words representation.

5 EVALUATION
In our evaluation, we seek to answer the following three research questions:

- RQ 1: How accurate can our approach detect low rating Android apps
- RQ 2: Processing time of static analysis
- RQ 3: The learning time

5.1 Implementation
We implemented the analysis stage of Sextant with soot [51], apktool [9], and FlowDroid [19]. We used apktool to unpack Android .apk files and retrieve the XML files. We used FlowDroid to build the call graph of Android apps. We used soot to build the semantic vector of the executable. We used Keras [7] and tensor flow [13] to implement the neural network models. We used the API set Android 7.0 as the instruction set of the semantic vector. We also used the UI element set of Android 7.0 for the layout vector. The hardware we used in our experiments was a desktop with Core i7 6700K processor, 32GB memory, and Nvidia GTX 1080 graphic card. In our implementation, we trained the model with batched input. The batch size was 128. We also trained the training data for ten epochs to achieve the best accuracy.

5.2 Data Set
We evaluated Sextant with real Google Play apps. In our experiments, we downloaded Google Play apps from the PlayDrone project [2, 52], which contains 1.1 million free apps and their meta information from the Google Play market. In our experiment, we categorized the apps based on their star numbers into four groups: 1 to 2 stars, 2 to 3 stars, 3 to 4 stars, and 4 to 5 stars. For each category, we downloaded 10,000 apps randomly. Thus, we had 40,000 apps from PlayDrone and the stars of these apps are roughly evenly distributed from one star to five stars. For these downloaded apps, we filtered out the apps that caused soot or FlowDroid to crash and the apps that their UI layout could not be successfully retrieved by apktool. After the filtering, we had 8,684 apps with more than four stars, 7,854 apps with three to four stars, 8,775 apps with two to three stars, and 8,142 apps with less than two stars. In total, we had 33,456 market Android apps.

Our result also shows that the semantic vector has a significantly higher accuracy than the bag of words representation. This is not surprising since the semantic vector of a program contains the loop and branch information, which is not contained by the bag of words representation.

5 EVALUATION
In our evaluation, we seek to answer the following three research questions:

- RQ 1: How accurate can our approach detect low rating Android apps
- RQ 2: Processing time of static analysis
- RQ 3: The learning time

5.1 Implementation
We implemented the analysis stage of Sextant with soot [51], apktool [9], and FlowDroid [19]. We used apktool to unpack Android .apk files and retrieve the XML files. We used FlowDroid to build the call graph of Android apps. We used soot to build the semantic vector of the executable. We used Keras [7] and tensor flow [13] to implement the neural network models. We used the API set Android 7.0 as the instruction set of the semantic vector. We also used the UI element set of Android 7.0 for the layout vector. The hardware we used in our experiments was a desktop with Core i7 6700K processor, 32GB memory, and Nvidia GTX 1080 graphic card. In our implementation, we trained the model with batched input. The batch size was 128. We also trained the training data for ten epochs to achieve the best accuracy.

5.2 Data Set
We evaluated Sextant with real Google Play apps. In our experiments, we downloaded Google Play apps from the PlayDrone project [2, 52], which contains 1.1 million free apps and their meta information from the Google Play market. In our experiment, we categorized the apps based on their star numbers into four groups: 1 to 2 stars, 2 to 3 stars, 3 to 4 stars, and 4 to 5 stars. For each category, we downloaded 10,000 apps randomly. Thus, we had 40,000 apps from PlayDrone and the stars of these apps are roughly evenly distributed from one star to five stars. For these downloaded apps, we filtered out the apps that caused soot or FlowDroid to crash and the apps that their UI layout could not be successfully retrieved by apktool. After the filtering, we had 8,684 apps with more than four stars, 7,854 apps with three to four stars, 8,775 apps with two to three stars, and 8,142 apps with less than two stars. In total, we had 33,456 market Android apps.

5.3 RQ 1: Accuracy of Classification
Our first research question is to evaluate the accuracy of Sextant of detecting low rating apps. To do this, we first labeled all the apps that have less than three stars as low rating apps. For all the apps that have more than three stars, we labeled them as negative samples. Thus, in total, we labeled 16,917 apps as low rating apps and 16,538 apps as not-low rating apps. Then we followed the 10 fold protocol we had used in Section 4: we randomly split the data set into ten parts, took nine of them as the training set and one as the testing set. This process was repeated for ten times. The averages and standard deviations of precisions, recalls, and accuracies were measured.

In our evaluation, we also built four other baseline models for comparison. The first two were based on the bag of words representation, which was used in previous techniques [15, 18, 20, 22, 42, 45–47, 62]. Our first model was the fully connected neural network model for the bag of words representation. The structure of this model was similar to the re-training model of the semantic vector. The only difference was that we replaced the convolutional layer of the pre-training model of the semantic vector with a dense layer with 1000 nodes. The second model was the CNN model over the bag of words representation. In this model, we replaced the 3x20 filters in the pre-training model for the semantic vector with 1x20 filters to accept the 1-dimensional bag of words representation. The third model we built was an executable only model. In this model, we used the pre-training model for the semantic vector learning alone to detect low rating apps. Similarly, our fourth model was the UI only model. We built it by using the pre-training model for UI feature learning alone. This model evaluated the accuracy of only using UI information for low rating app detection. For all these four models, we followed the same 10 fold experiment process and calculated the averages and standard deviations of their precisions, recalls, and accuracies.

The result of our measurement is shown in Figure 6. The bars with BOW represent the result of the bag of words representation with the fully connected neural network model. BOW_CONV represents the bag of words representation with the convolutional neural network model. Executable is the result of only using the semantic vector for classification. UI is the accuracy of only using the UI representation. Union is the accuracy of Sextant.

![Figure 5: The distribution of categories of our apps](image)
In our experiment, Sextant on average achieved 92.31% of accuracy with a standard deviation as 0.55%. The average precision was 90.50% with a standard deviation of 2.25%. The average recall was 94.31% with a standard deviation of 3.14%.

For the bag of words representation with the fully connected neural network model, it achieved an accuracy of 85.14% with a standard deviation of 0.67%. Its average precision was 81.76% with a standard deviation of 2.78%. Its average recall was 89.32% with a standard deviation of 3.77%.

For the bag of words representation with the convolutional neural network model, the average accuracy of was 87.18% and the standard deviation was 4.7%. The average precision was 84.63% with a standard deviation of 6.7%. The average recall was 93.12% with a standard deviation of 7.70%.

For the executable only model, the average accuracy was 90.82% and the standard deviation was 1.25%. The average precision was 89.10% with a standard deviation of 2.94%. The average recall of the executable only model was 93.49% with a standard deviation of 2.68%.

For the UI only model, the average accuracy was 70.73% with a standard deviation of 1.15%. The average precision was 69.29 with a standard deviation of 0.92%. The average recall was 76.75% with a standard deviation of 3.62%.

To ensure the statistical significance, we also made a student test between the results of each pair of the five models. The p-value of all tests were smaller than 0.035, except the recall between the BOW_CONV and Executable. This result meant that there were statistically significant differences between the results of the five models except the recalls of BOW_CONV and Executable.

The result of our experiment is promising. It shows that Sextant can accurately detect low rating apps. Note that, in our implementation, we simply labeled apps with less than three stars as low rating apps. This labeling method does not consider the borderlines apps which have stars around three. For example, an app with 2.9 stars is not necessarily worse or less popular than an app with 3.1 stars. It is harder for Sextant to correctly detect the borderline apps. Due to this reason, we think the 92.31% of accuracy is satisfiable.

One interesting observation for our result is that Sextant has a higher recall than precision. This result means that our approach is less likely to miss low rating apps. This result is more beneficial for app stores because they can use Sextant to scan their apps and find out all candidates of low rating apps. This process will only miss 5.7% of low rating apps. Then, the app stores can focus on the apps that are detected as low rating apps. This process could potentially save the labor for app markets to detect low rating apps.

The results of our experiments also prove that it is effective to add branch and loop information into the semantic vector. As shown in Figure 6, using the semantic vector can achieve 3.62% more accuracy than the bag of words approach. It can also achieve a much smaller standard deviation, which means the model with the semantic vector is more robust than the convolutional neural network model over the bag of word representation. The improvement of using the semantic vector to detect low rating apps is larger than the improvement of using it to classify programs with the same functionality in Section 4. This is because realistic Android apps are larger and more complex than solutions to programming questions on the CodeJam platform. It is more beneficial to keep the loop and branch information in large programs.

Our experiments also prove that combining the UI representation with the executable representation can significantly improve the detection accuracy over the executable only model. This is not surprising since UI is also an important factor that can influence user experience of an Android app.

### 5.4 RQ 2: Run Time Overhead of Static Analysis

Our second research question is to evaluate the time consumed by our static analysis stage to build the executable representation and UI representation from the .apk file of an Android app.

To answer this research question, we first added time stamp logs to our static analysis code and scripts. Then we executed our code and collected the time overhead for each of our test cases. To have a better understanding of the time overhead of the static analysis phase, we broke down the total time as four categories: the processing time of FlowDroid, the time overhead to build the executable representation, the time for apktool to retrieve the UI xml files, and the analysis time to build the UI representation.

In our measurement, the average processing time was 23.98 seconds per app. The standard deviation was 18.00 seconds. The breakdown of the four categories of time is shown in Figure 7. More specifically, on average, the processing time of FlowDroid per each app was 17.44 seconds with a standard deviation of 17.36 seconds, the time overhead to build the executable representation was 1.22 seconds and the standard deviation was 0.77 seconds. The time cost of apktool to retrieve UI xml files was 5.14 seconds with a standard deviation of 0.42 seconds, and the processing time to build the UI representation was 0.28 seconds with a standard deviation of 0.04 seconds.

According to the result, our static analysis stage on average take less than 30 seconds to process one Android market app. This indicates that our approach is very scalable and can be applied to realistic Android markets. One interesting fact about our result is that 94% of the processing time of our approach is consumed by the apktool and FlowDroid. Especially, 73% of the time is consumed by FlowDroid. This is because besides building the call graph,
FlowDroid also does other analyses which are not used in our approach. We expect our approach could be faster if we use a more light-weighted way to build the call graph.

5.5 RQ 3: Learning Time

To answer this research question, we measured the time consumed during the training stage. This time contains three parts: the time consumed by the pre-training model of the executable feature learning, the time of the pre-training model of the UI feature learning, and the time of the final learning stage. To ensure the validity of our result, we measured the time consumption of each of the three parts of the learning time for ten times during the 10 fold experiment. The result is shown in Figure 8, where the unit is minute.

On average, the pre-training model for the executable feature was 174 minutes with a standard deviation of 28 minutes. The average time to train the UI feature model was six minutes with a standard deviation of 10 seconds. The average training time in the final stage was 22 minutes with a standard deviation of 17 seconds.

As shown in our evaluation, our model could be trained in 3.4 hours. It is acceptable for more than 30,000 apps. This time can be further reduced with more powerful hardware. Another fact in our experiment is that 86% of the total training time is spent while training the executable feature model in the pre-training stage. This because the input of the semantic vector has much larger dimensions than the UI representation and the input in the final stage. Nevertheless, our model can still be trained in a reasonable amount of time.

6 THREAT TO VALIDITY

External Validity: To guarantee that our applications are representative, we collected 33,456 realistic Android apps from the Google Play market. These apps have different star ratings and are from 25 categories. During the process of app collection, we filtered the apps that could not be processed by soot and FlowDroid and the apps whose layout files could not be retrieved by apktool. This process did not bias the result of our evaluation.

In our experiment, we used the apps from the database crawled by PlayDrone [2, 52], it contains the snapshot of the Google Play store at Oct 31st, 2014. This app set does not contain the latest Android apps since Android 4.4. This threat does not affect the validity of our experiment because the architecture, API set, and the way to create apps for Android have not been changed significantly since Android 4.0. To further alleviate this threat, in our approach, we used the API set and the UI element set of Android 7.0 in our implementation. The unique APIs and UI elements in Android 4.4 were not captured. Thus, we do not expect the result of our experiments will be significantly different with recent apps.

Our app set only contains free apps. However, we believe that there is not a significant difference between free apps and paid apps in the methodology of programming and UI designing. Thus, we do not expect a very different result of our experiment in paid apps.

Internal Validity: The neural network models of Sextant were randomly initialized. Such a randomness can affect the accuracy of our models. The time measurement in our experiments can also be affected by the randomness. To alleviate the impact of the randomness, we followed 10 fold process. We randomly divided our apps into ten sets. In each experiment, we used nine sets for training and one for testing. We then averaged the results in ten experiments and reported the standard deviation.

Construction Validity: In Section 5.3, we compared the accuracy of Sextant to four baseline models. Such a comparison can be affected by the random measurements errors. To make the result comparison solid, we also performed the student test for each pair of our models. The result of our student test showed that the difference in accuracy between any two models in Section 5.3 was statistically significant.

7 RELATED WORK

To the best of our knowledge, detecting low rating Android apps with only static program and UI information is a problem that has not been addressed before. Monett and colleagues proposed a technique to predict the star number of Android apps from the user reviews [35]. Similar technique is also used to predict movie scores or other sentiment analysis in natural language processing [25, 39–41, 49]. The problem of these techniques is that they still require users to provide reviews for Android apps. It suffers the same problem of the current star rating system.
Another related work to us is Mou and colleagues’ work [37]. This approach first embeds the keywords of a programming language as vectors so that similar keywords have closer vectors in the Euclidean space. Then, it uses the token level embeddings to classify the programs from the online judgment platform of the Peking University. To classify the programs, this approach represents the nodes in the AST of a program with the token level embeddings and uses a tree-based convolution neural networks to classify the ASTs. This task is similar to what we have done in the preliminary study.

Compared to Mou and colleague’s work, our approach addresses a different problem with realistic apps. Our approach detects the low rating Android market apps. Android apps are substantially larger and more complex than online judgment platform questions. The star ratings of Android apps are also less accurate than the labels of questions. Furthermore, Mou and colleague’s work requires the source code to build the ASTs, while our approach works directly on the executables. Thus, our approach can be used on close-source applications while Mou and colleague’s work cannot.

White and colleagues proposed a neural network based technique to detect program clones [55]. This work first uses recursive neural network based approach to embed tokens of program source code as vectors [56]. It then encodes the source code of program snippets as vectors with a recursive autoencoder [48]. Finally, the program vectors are used to detect program clones. Deckard [24, 30] summarizes the patterns in ASTs of programs and counts these patterns as vectors. Then it uses machine learning techniques to detect code clones with the tree patterns. Chen and colleagues embeds CFG of programs as a matrix [21] to detect program clones. Unlike Sextant, these approaches focus on detecting program clones. They do not detect low rating Android apps. Further, similar to Mou and colleague’s work [37], these approaches also need the source code, while our approach does not.

Mu and colleagues proposed a machine learning based technique, DroidSIFT, to detect malwares [61]. This approach builds the API dependency pattern database from benign and malicious Android apps. Then it encodes new apps based on its similarities to the API dependency patterns in the databases. Finally, it detects malwares by learning a model from the app encodings. The limitation of this work is that it encodes apps based on the dependency graph for each API. It is very expensive to build the dependency graph for all APIs used by an app. For malware classification, this problem can be alleviated by focusing on a small set of permission related APIs. However, for detecting low rating apps, people cannot only analyze a small set of APIs. In this case, DroidSIFT will encounter the scalability issue.

Wang and colleagues proposed a neural network based approach for defect prediction on the source code file level [54]. This approach first encodes programs based on the token vector of AST nodes. Then it uses a deep belief network for feature dimension reduction. Finally, it trains a model to classify buggy files with the features with reduced dimension. This technique cannot be directly used to detect low rating apps because of two reasons. First, it requires source code. Second, the size of the token vector can be too large for machine learning models on the whole application level.

Bag of word approaches are used for malware detection [15, 18, 20, 22, 42, 45–47, 62]. Compared with these approaches, Sextant addresses a very different problem. Furthermore, as we evaluated in Section 5.3, our approach significantly outperforms the bag of word approach regarding classification accuracy.

Many approaches also use machine learning techniques to generate code snippets from natural language queries [17, 26, 43]. These techniques learn a translation model from the API sequences and their comments. Then, when people provide the model a natural language query, the model will generate the API sequence. Other techniques are also proposed for API patterns mining [23, 36, 53]. Despite the usefulness of these techniques, they address very different problems as we addressed in this paper.

There are also a group of studies that examine the relationship between the rating and features of apps. Tian and colleagues [50] found that the size, code complexity, and other 15 features have positive correlations with the star ratings. Linares-Vasquez and colleagues [33] studied the relationships of API changes in Android apps and star ratings. Ruiz and colleagues [44] studied the correlation between ad libraries and ratings of Android apps. Gui and colleagues [27] studied the relationship between energy consumption and ratings of Android apps. Although the conclusions of these techniques are interesting, they do not have a method to predict or classify low rating apps.

8 CONCLUSIONS

In this paper, we proposed a novel method to detect low rating Android apps only based on the .apk files. With our approach, an app market does not need to risk its reputation by exposing low rating apps to end users for rating collection. Our approach is based on static program analysis and machine learning. In our approach, we first proposed novel representations for the executable file as well as the UI layout of an Android app. Then, based on the executable and UI representations, we built a convolutional neural network model to detect low rating Android apps.

We also performed an extensive evaluation of our approach on 33,456 realistic Android market apps. In our experiment, our approach could detect low rating Android apps with 90.50% precision and 94.32% recall. Our approach also outperformed all the four baseline models with statistical significance.

Overall, our approach is both accurate and scalable. It can be potentially helpful for Android app markets to prevent low rating apps and accelerate manual reviewing process.
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