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Abstract—Self-triggered control (STC) is a well-established technique to reduce the amount of samples for sampled-data systems, and is hence particularly useful for Networked Control Systems. At each sampling instant, an STC mechanism determines not only an updated control input but also when the next sample should be taken. In this paper, a dynamic STC mechanism for nonlinear systems is proposed. The mechanism incorporates a dynamic variable for determining the next sampling instant. Such a dynamic variable for the trigger decision has been proven to be a powerful tool for increasing sampling intervals in the closely related concept of event-triggered control, but was so far not exploited for STC. This gap is closed in this paper. For the proposed mechanism, the dynamic variable is chosen to be the filtered values of the Lyapunov function at past sampling instants. The next sampling instant is based on the dynamic variable and on hybrid Lyapunov function techniques, chosen such that an average decrease of the Lyapunov function is ensured. The proposed mechanism is illustrated with a numerical example from the literature. For this example, the obtained sampling intervals are significantly larger than for existing static STC mechanisms.

I. INTRODUCTION

Implementing feedback laws using shared hardware or shared communication channels has recently received growing interest due to various applications in networked and embedded control systems. In such setups, classical periodic sampling of feedback laws often leads to a waste of resources [1], [2]. For Networked Control Systems (NCS), there exist well-known alternatives to periodic sampling based on state-dependent trigger mechanisms instead of time-dependent ones, as, e.g., event- and self-triggered control [3]. In event-triggered control (ETC), the trigger rule is monitored continuously and a transmission is triggered as soon as the trigger rule is violated. In self-triggered control (STC), in contrast, at each sampling instant the controller determines proactively when the next sample should be taken.

It has been demonstrated that STC can reduce the network load for NCS significantly [4], [5]. For linear systems, various STC approaches are available, see, e.g., [3], [6] and the references therein. For nonlinear systems, fewer results are available. In [5], [7], [8] isochronous manifolds are employed to determine the next sampling instant. In [9], [10], [11], [12] continuity properties of the considered systems are utilized to choose sampling instants. All these works have in common that only the current state of the system is taken into account for determining the next sampling instant and no past information about the system behavior is used.

However, for event-triggered control, it has been shown that taking into account such information, e.g., using an averaged version of a purely state-dependent trigger rule, can reduce the required amount of samples significantly [13]. It therefore appears promising to take the past system behavior into account also for STC.

To close this gap, we propose in this paper a novel dynamic STC mechanism that uses a dynamic variable to increase sampling intervals. The dynamic variable is chosen as an averaged version of a Lyapunov function and thus encodes the past system behavior. The update of the dynamic variable based on sampled values of the Lyapunov function can be described by a finite-impulse-response (FIR) low-pass filter. The next sampling instant is chosen at the current one as the largest time for which the value of the Lyapunov function at the next sampling instant is bounded by the value of the dynamic variable. To achieve this, hybrid Lyapunov techniques originally based on [14], [15] and adapted from [16] are employed to bound the future evolution of the Lyapunov function and to determine the sampling instants. Combining the dynamics of the dynamic variable and the bound on the Lyapunov function, an average decrease of the Lyapunov function can be guaranteed. From this, we derive stability guarantees for the dynamic STC mechanism.

Moreover, the proposed dynamic STC mechanism allows a trade-off between the computational complexity and the conservativeness when determining the next sampling instant. We illustrate the proposed dynamic STC mechanism with a numerical example from the literature and demonstrate that a significant reduction of the amount of samples in comparison to existing static STC mechanisms can be obtained.

The remainder of this paper is structured as follows. In Section II, we specify the considered setup using a hybrid system description. Some preliminaries are discussed in Section III. In Section IV, details of the proposed STC mechanism are presented and stability guarantees are derived. A numerical example is given in Section V. Section VI summarizes the paper and gives an outlook on possible future research directions.

Notation and definitions

The nonnegative real numbers are denoted by $\mathbb{R}_{\geq 0}$. The natural numbers are denoted by $\mathbb{N}$, and we define $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. The smallest eigenvalue of a real symmetric matrix...
\( P \) is denoted by \( \lambda_{\min}(P) \). A continuous function \( \alpha : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) is a class \( K \) function if it is strictly increasing and \( \alpha(0) = 0 \). It is a class \( K_{\infty} \) function if it is of class \( K \) and it is unbounded. A continuous function \( \beta : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) is a class \( KLC \) function, if \( \beta(\cdot, t) \) is of class \( K \) for each \( t \geq 0 \) and \( \beta(q, \cdot) \) is nonincreasing and satisfies \( \lim_{t \to \infty} \beta(q, t) = 0 \) for each \( q \geq 0 \). A function \( \beta : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) is a class \( KLC \) function if for each \( r \geq 0 \), \( \beta(\cdot, r) \) and \( \beta(\cdot, \cdot, r) \) belong to class \( KLC \).

We use [14, Definitions 1-3], that are originally taken from [17], to characterize a hybrid model of the considered NCS and corresponding hybrid time domains, trajectories and solutions.

II. Setup

We consider a setup where a continuous plant and a dynamic controller exchange information only at discrete sampling instants. A reason for the discrete sampling may be, e.g., that plant and controller are connected through a communication network. The plant is described by

\[
\dot{x}_p = f_p(x_p, \bar{u}),
\]

where \( x_p(t) \in \mathbb{R}^{n_p} \) is the plant state with initial condition \( x_p(0) = x_{p,0} \) and \( \bar{u}(t) \in \mathbb{R}^{n_u} \) is the last input that has been received by the plant. The input is generated by the controller

\[
\begin{align*}
\dot{x}_c &= f_c(x_c, \hat{x}_p) \\
\bar{u} &= g_c(x_c, x_p),
\end{align*}
\]

where \( x_c(t) \in \mathbb{R}^{n_c} \) is the state of the controller with some initial condition \( x_c(0) = x_{c,0} \) and \( \hat{x}_p \) is the last plant state that has been received by the controller. Note that this controller model admits also static state-feedback controllers.

The plant is sampled at sampling instants \( t_j, j \in \mathbb{N}_0 \), that are determined by using a sampling mechanism to be specified later. At each sampling instant, \( \hat{x}_p \) and \( \bar{u} \) are updated based on the current values of \( x_p \) and \( u \), i.e., \( \hat{x}_p(t_j) = x_p(t_j) \) and \( \bar{u}(t_j) = u(t_j) \). Further, we denote by \( \hat{x}_c \) the controller state associated to the last sampling instant, i.e., \( \hat{x}_c(t_j) = x_c(t_j) \). Between sampling instants, we assume that \( \hat{x}_p, \bar{u} \) and \( \hat{x}_c \) are kept constant, which resembles a zero-order-hold (ZOH) scenario.

We introduce the sampling-induced error \( e = \left[ e_{x_p}^T, e_{x_c}^T \right]^T \) and the combined state \( x = \left[ x_p, x_c \right]^T \). Note that \( e(t) \in \mathbb{R}^{n_e} \) and \( x(t) \in \mathbb{R}^{n_x} \) for \( n_x = n_{x_p} + n_{x_c} \).

We consider in this paper a dynamic STC mechanism. Similar as for static STC mechanisms, the considered mechanism determines at the current sampling instant \( t_j \) the next sampling instant \( t_{j+1} \). In addition to the current states of plant and controller, the dynamic mechanism uses an internal state \( \eta(t) \in \mathbb{R}^{n_\eta} \) which allows to incorporate the past system behavior in the trigger decision. The dynamic sampling mechanism can then be described by \( t_{j+1} = t_j + \Gamma(x(t_j), \eta(t_j)) \), where \( \Gamma : \mathbb{R}^{n_x} \times \mathbb{R}^{n_\eta} \rightarrow [t_{\min}, \infty) \) for some \( t_{\min} > 0 \). We will provide later an explicit value for \( t_{\min} \) for the proposed mechanism.

For reasons of practical implementability, the dynamic variable \( \eta \) is only updated at sampling instants based on its current value and on current state information, and remains constant in between sampling instants. Thus, \( \eta \) evolves according to \( \eta(t_{j+1}) = S(\eta(t_j), x(t_j)) \) for some \( \eta(0) \), where \( S : \mathbb{R}^{n_x} \times \mathbb{R}^{n_\eta} \rightarrow \mathbb{R}^{n_\eta} \).

We introduce the timer variable \( \tau \) which keeps track of the elapsed time since the last sampling instant and the auxiliary variable \( \tau_{\max} \) which encodes the next sampling interval. With this, we can model the overall networked control system as the hybrid system

\[
\begin{align*}
\dot{\xi} &= F(\xi), & \xi \in C, \\
\dot{\xi}^+ &= G(\xi), & \xi \in D,
\end{align*}
\]

with \( \xi := [x^T, e^T, \eta^T, \tau, \tau_{\max}]^T \),

\[
F(\xi) := (f(x, e)^T, g(x, e)^T, 0, 1, 0)^T,
\]

and

\[
G(\xi) := \left( x^T, 0, S(\eta, x)^T, 0, \Gamma(x, \eta) \right)^T,
\]

and with

\[
C := \{ \xi \in \mathbb{R}^{n_x + n_\eta + n_{\tau} + 2} | \tau \leq \tau_{\max} \},
\]

\[
D := \{ \xi \in \mathbb{R}^{n_x + n_\eta + n_{\tau} + 2} | \tau = \tau_{\max} \}.
\]

Since sampling instants are modeled as jumps of the hybrid system (3), the sampling sequence \( t_j, j \in \mathbb{N}_0 \) corresponds exactly to the time indices when (3) jumps. We thus describe by \( s_j := (t_j, j) \) the hybrid time directly after the sampling at time \( t_j \), i.e., the hybrid time instants just before and just after \( t_j \).

We assume that the self-triggered sampling mechanism is executed at the initial time \( s_0 = 0 \), i.e., there is a jump at \( t = 0 \) and we have that \( \xi(0, 1) = G(\xi(0, 0)) \). This can be incorporated into the hybrid system (3) by restricting the initial conditions for \( \tau(0, 0) \) and \( \tau_{\max}(0, 0) \) to \( \tau_{\max}(0, 0) = \tau(0, 0) \). Note that without this assumption, the first sampling instant might be not well-defined.

Subsequently, our goal will be to design functions \( \Gamma \) and \( S \) that ensure asymptotic stability of the origin of (3) for a region of attraction \( R \) according to the following definition, which is adapted to our setup from [14, Definition 4].

**Definition 1:** For the hybrid system (3), the set \( \{(x, e, \eta, \tau) \in R \times C \times D \times D : x = 0, e = 0, \eta = 0 \} \) is asymptotically stable with region of attraction \( R \subseteq \mathbb{R}^{n_x} \), if there exists \( \beta \in KLC \) such that, for each initial condition \( x(0, 0) \in R \), \( \eta(0, 0) \in \mathbb{R}^{n_\eta}, e(0, 0) \in \mathbb{R}^{n_e} \), \( \tau(0, 0) \in \mathbb{R}_{\geq 0} \) and \( \tau_{\max}(0, 0) = \tau(0, 0) \), and each corresponding solution

\[
\begin{align*}
\left\| x(t, j) \right\| &\leq \beta \left( \left\| x(0, 0) \right\|, e(0, 0), \eta(0, 0) \right), \\
\left\| e(t, j) \right\| &\leq \beta \left( \left\| e(0, 0) \right\|, \eta(0, 0) \right), \\
\left\| \eta(t, j) \right\| &\leq \beta \left( \left\| \eta(0, 0) \right\|, t, j \right)
\end{align*}
\]

with
for all \((t, j)\) in the solutions domain.
While local results are typically more relevant for nonlinear systems, our results are also applicable to obtain global guarantees. In this case, we use the following definition.

**Definition 2:** If the hybrid system \((3)\) satisfies Definition 1 with \(\mathcal{R} = \mathbb{R}^n\), then the set \(\{(x, e, \eta, \tau, \tau_{\text{max}}): x = 0, e = 0, \eta = 0\}\) is uniformly globally asymptotically stable.

### III. Preliminaries

In this section, we present an assumption that we make on the dynamics of the hybrid system \((3)\) and state a preliminary result that we will exploit later to determine sampling instants. We make the following assumption that is based on [14, Assumption 1].

**Assumption 1:** Consider some sets \(\mathcal{X} \subseteq \mathbb{R}^n_x\) and \(\mathcal{E} \subseteq \mathbb{R}^n_e\). There exist a locally Lipschitz function \(W : \mathcal{E} \rightarrow \mathbb{R}_{\geq 0}\), a locally Lipschitz function \(V : \mathcal{X} \rightarrow \mathbb{R}_{\geq 0}\), a continuous function \(H : \mathcal{X} \times \mathcal{E} \rightarrow \mathbb{R}_{\geq 0}\), constants \(L, \gamma \in \mathbb{R}_{>0}, \quad \epsilon \in \mathbb{R}\), and \(\alpha_W, \beta_W, \alpha_V, \beta_V \in \mathcal{K}_\infty\) such that for all \(e \in \mathcal{E}\),

\[
\alpha_W(\|e\|) \leq W(e) \leq \beta_W(\|e\|),
\]

for all \(x \in \mathcal{X}\),

\[
\alpha_V(\|x\|) \leq V(x) \leq \beta_V(\|x\|),
\]

and for all \(x \in \mathcal{X}\) and almost all \(e \in \mathcal{E}\),

\[
\left\langle \partial W(e), g(x, e) \right\rangle \leq LW(e) + H(x, e).
\]

Moreover, for all \(e \in \mathcal{E}\) and almost all \(x \in \mathcal{X}\),

\[
\langle \nabla V(x), f(x, e) \rangle \leq -\epsilon V(x) - H^2(x, e) + \gamma^2 W^2(e).
\]

Note that there are some differences between Assumption 1 and [14, Assumption 1]. Firstly, Assumption 1 is stated in a local fashion. A global version similar to [14, Assumption 1] can be obtained for \(\mathcal{X} = \mathbb{R}^n_x\) and \(\mathcal{E} = \mathbb{R}^n_e\). Secondly, we restrict ourselves to systems that satisfy the exponential input-to-state stability (ISS) condition (9) instead of considering the more general ISS condition from [14, Assumption 1] (i.e., we replace \(g(\|x\|)\) by \(\epsilon V(x)\) in (9)). This simplification is made to streamline presentation and can in principle be relaxed as we will discuss at the end of Section IV. Thirdly, we use the more general function \(H(x, e)\) instead of restricting ourselves to \(H(x)\), which often admits smaller values for \(\gamma\) and \(L\), as it has been demonstrated in [18]. Moreover, this modification allows us for \(W(e) = \|e\|\) to chose \(H(x, e) = \|g(x, e)\|\) and \(L\) arbitrarily small and thus yields a systematic procedure to verify (8) in this case.

It is important to note here that Assumption 1 can typically be satisfied for various different choices of the parameters \(\epsilon, \gamma\) and \(L\). If one can find one set of parameters, then one will typically also be able to find many different sets of parameters, e.g., by varying \(\epsilon\). Approaches for verifying Assumption 1 for given \(\epsilon\) can, e.g., be found in [18].

The proposed dynamic STC mechanism will be based on a bound on the evolution of \(V\) between two sampling instants, which has already been presented in [16]. This bound employs the function

\[
T_{\text{max}}(\gamma, \Lambda) := \begin{cases} \frac{1}{\Lambda} \arctan(r) \quad & \gamma > \Lambda \\ \frac{1}{\Lambda} \arctanh(r) \quad & \gamma < \Lambda \end{cases}
\]

where

\[
r := \sqrt{\left(\frac{\gamma}{\Lambda} \right)^2 - 1}.
\]

This function was originally used in [15]. In Figure 1, an overview over the function \(T_{\text{max}}(\gamma, \Lambda)\) is given in the form of a surface plot. It can be seen that the function gets larger as \(\gamma\) and \(\Lambda\) get smaller.

We adapt from [16, Proposition 12] the following result.

**Proposition 1:** Consider system \((3)\) at sampling instant \(s_j^+\) for some \(j \in \mathbb{N}_0\). Let Assumption 1 hold for \(\mathcal{X} \supseteq \mathcal{R} := \{x | V(x) \leq c\}\) and \(\mathcal{E} \supseteq \{e = \hat{x} - x | \hat{x} \in \mathcal{R}, x \in \mathcal{R}\}\) for some \(\gamma, \epsilon, L\) and \(c \geq \max \{1, e_{\text{max}}(\epsilon, \gamma, L)\}\) such that \(V_{s_j^+}(x) \leq 0\).

Moreover, let \(0 < \tau_{\text{max}}(s_j^+) < T_{\text{max}}(\gamma, \Lambda)\) for \(\Lambda > 0\). Consider

\[
U(\xi) = V(x) + \gamma \phi(\tau) W^2(e),
\]

where \(\phi : [0, \tau_{\text{max}}(s_j^+)] \rightarrow \mathbb{R}\) is the solution to

\[
\dot{\phi} = -2\Lambda \phi - \gamma (\phi^2 + 1), \quad \phi(0) = \lambda^{-1}
\]

for some sufficiently small \(\lambda \in (0, 1)\). Then, for all \(t \leq t_j + \tau_{\text{max}}(s_j^+)\), it holds that

\[
V(x(t)) \leq U(\xi(t, j + 1)) \leq e^{\max(\epsilon, 2(L - \Lambda))(t - t_j)} V(x(s_j^+)).
\]

### IV. Dynamic STC with Stability Guarantees

In this section, we will present the details of the proposed dynamic STC mechanism and derive stability guarantees. First, we describe how the dynamic variable is used for the proposed dynamic STC mechanism and derive stability guarantees.

Fig. 1. Surface plot of \(T_{\text{max}}(\gamma, \Lambda)\).

\(^{1}\)Note that \(\{e = \hat{x} - x | \hat{x} \in \mathcal{R}, x \in \mathcal{R}\}\) is the Minkowski sum of \(\mathcal{R}\) and \(-\mathcal{R}\).
section can be exploited to determine the sampling instants. Finally, we guarantee asymptotic stability for the proposed mechanism.

\[ V(x(s_{j+1})) \leq e^{-\epsilon_{ref}(t_{j+1}-t_{j})} \frac{1}{m} \sum_{k=j-m+1}^{j} V(x(s_k)). \]  
Here, a tunable constant $\epsilon_{ref} > 0$ is used to guarantee a certain decay of $V(x)$ in comparison to the past average, thus allowing us to ensure a decrease of the right hand side of (15) over time. If (15) cannot be guaranteed at a sampling instant, then the dynamic STC mechanism will use a fallback strategy to be specified later. Both together will lead to stability guarantees for the dynamic STC mechanism.

Next, we will explain how sufficient conditions for (15) can be implemented in our setup. The dynamic variable $\eta$ can be used as a storage for the past values of $V(x)$. To do so, we can choose $n_\eta = m - 1$ and define the update rule for the dynamic variable as

\[ S(\eta, x) = (\eta_2 \ldots \eta_{m-1} V(x))^\top. \] 
Observe that for this choice of $S(\eta, x)$, at time $s_j$, if $j \geq m$, then it holds that $\frac{1}{m} \sum_{k=j-m+1}^{j} V(x(s_k)) = \frac{1}{m} \left( V(x(s_j)) + \sum_{k=1}^{m-1} \eta_k(s_j) \right).$

To enable the dynamic STC mechanism to use Proposition 1, we will employ subsequently Assumption 1 for $\mathcal{X} \supseteq \mathcal{R}$ and $\mathcal{E} \supseteq \{ e = \dot{x} - x | \dot{x} \in \mathcal{R}, x \in \mathcal{R} \}$. The STC mechanism therefore needs to ensure that $x(t, j) \in \mathcal{R}$ and $e(t, j) \in \mathcal{E}$ for all $(t, j)$. This will be achieved by the additional condition

\[ V(x(s_{j+1})) \leq c \] 
that has to be ensured by the dynamic STC mechanism. We can now summarize (15) and (17) as

\[ V(x(s_{j+1})) \leq e^{-\epsilon_{ref}(t_{j+1}-t_{j})} C(x(s_j), \eta(s_j), c), \]  
where

\[ C(x(s_j), \eta(s_j), c) := \min \left\{ c, \frac{1}{m} \left( V(x(s_j)) + \sum_{k=1}^{m-1} \eta_k(s_j) \right) \right\}. \]

Thus, if the dynamic STC mechanism ensures (18), then it ensures (15) and in addition that Proposition 1 can be used. For $j \leq m$, the value of $C(x(s_j), \eta(s_j), c)$ may depend on the initial condition for $\eta$, which can typically be chosen by the user to tune the initial behavior of the STC mechanism and does not influence stability guarantees.

B. Determining the next sampling instant

In this subsection, we discuss how Proposition 1 can be used at time $s_j$ if $V(x(s_j)) \leq c$ to maximize $t_{j+1} = t_j + \tau_{\max}(s_j) \supseteq t_j + \tau_{\max}(s_j)$. Such that (18) holds. We suppose subsequently that Assumption 1 holds for $V, \mathcal{X} \supset \mathcal{R}$ and $\mathcal{E} \supseteq \{ e = \dot{x} - x | \dot{x} \in \mathcal{R}, x \in \mathcal{R} \}$ for $n_{\text{par}} \in \mathbb{N}$ different parameter sets $\gamma_i, \epsilon_i, L_i, i \in [1, \ldots, n_{\text{par}}]$.

At least for one of the parameter sets, to which we assign the index 1, we require that $\epsilon_1 > 0$ in order to obtain stability guarantees. For all further parameter sets with index $i \neq 1$, $\epsilon_i$ may be negative, which will turn out to be very useful to maximize the time between sampling instants.

Depending on the parameters, different values for $T_{\max}(\gamma, \Lambda)$ can be obtained that allow to make statements about $V$ based on Proposition 1 for different time spans between sampling instants. Depending on the time span, either a decrease of $U$ and thus of $V$ can be guaranteed or, e.g., for negative $\epsilon$, a bound for the maximum increase of $V$ can be obtained.

Recall that we want to maximize $\tau_{\max}(s_j) \supseteq (18)$ holds. For any of the parameter sets, we observe due to (14) and $V(x(t, j)) \leq U(\xi(t, j)) \forall t, j$ that (18) holds if

\[ e_{\max}(-\epsilon, 2(L_i - \Lambda_i)\tau_{\max}(s_j)) V(x(s_j)) \leq e^{-\epsilon_{ref}\tau_{\max}(s_j)} C(x(s_j), \eta(s_j), c) \] 
and $\tau_{\max}(s_j) < T_{\max}(\gamma_i, \Lambda_i)$ for some $i$. Thus, our goal is now to maximize $\tau_{\max}(s_j)$ such that there is at least one parameter set $i$ for which (19) and $\tau_{\max}(s_j) < T_{\max}(\gamma_i, \Lambda_i)$ hold for some $\Lambda_i$.

To be able to search efficiently for $\tau_{\max}(s_j)$, we make two simplifications. Firstly, we replace the condition $\tau_{\max}(s_j) < T_{\max}(\gamma_i, \Lambda_i)$ by $\tau_{\max}(s_j) \leq \delta T_{\max}(\gamma_i, \Lambda_i)$ for some $\delta \in (0, 1)$. Secondly, we fix $\Lambda_i = \max \{ L_i + \frac{\delta}{2}, 1 - \delta \}$. Here the (typically small) positive value of $1 - \delta$ avoids that $\Lambda_i \leq 0$. Note that Proposition 1 still applies despite the simplifications.

The second simplification allows us to rewrite (19) as

\[ (-\epsilon_{i} + \epsilon_{ref}) \tau_{\max}(s_j) \leq \log \left( \frac{C(x(s_j), \eta(s_j), c)}{V(x(s_j))} \right). \] 

Maximizing $\tau_{\max}(s_j)$ such that (20) and $\tau_{\max}(s_j) \leq \delta T_{\max}(\gamma_i, \Lambda_i)$ hold is straightforward. It can be done in

\[^2\text{Typically } \delta \text{ will be chosen close to } 1 (\text{e.g. } 0.999) \text{ in order to obtain a preferably large inter-sampling interval.}\]

\[^3\text{Note that choosing } \Lambda_i \text{ larger would not provide any advantage, whilst smaller choices could in some situations be advantageous. Since the expected advantage is typically minor, we omit it in the STC mechanism to reduce computational complexity. A line search could be included to exploit different values for } \Lambda_i.\]
closed form by distinguishing between the following four cases.

1) If $C(x(s_j), \eta(s_j), c) \geq V(x(s_j))$ and $-\epsilon_i + \epsilon_{ref} > 0$, then we obtain
$$
\tau_{\text{max}}(s^+_j) = \min \left\{ \delta T_{\text{max}}(\gamma_i, \Lambda_i), \frac{\log(C(x(s_j), \eta(s_j), c)) - \log(V(x(s_j)))}{-\epsilon_i + \epsilon_{ref}} \right\}.
$$

2) If $C(x(s_j), \eta(s_j), c) \geq V(x(s_j))$ and $-\epsilon_i + \epsilon_{ref} \leq 0$, we obtain $\tau_{\text{max}}(s^+_j) = \delta T_{\text{max}}(\gamma_i, \Lambda_i)$.

3) If $C(x(s_j), \eta(s_j), c) < V(x(s_j))$ and $-\epsilon_i + \epsilon_{ref} > 0$, then $\tau_{\text{max}}(s^+_j) = \delta T_{\text{max}}(\gamma_i, \Lambda_i)$ if $\delta T_{\text{max}}(\gamma_i, \Lambda_i) > t$. If $\delta T_{\text{max}}(\gamma_i, \Lambda_i) \leq t$, then no solution exists.

4) If $C(x(s_j), \eta(s_j), c) < V(x(s_j))$ and $-\epsilon_i + \epsilon_{ref} < 0$, then (19) would hold if $\tau_{\text{max}}(s^+_j) \geq \frac{\log(C(x(s_j), \eta(s_j), c)) - \log(V(x(s_j)))}{-\epsilon_i + \epsilon_{ref}}$.

Taking into account the additional condition $h_i \leq \delta T_{\text{max}}(\gamma_i, \Lambda_i)$ we obtain in this case the solution $\tau_{\text{max}}(s^+_j) = \delta T_{\text{max}}(\gamma_i, \Lambda_i)$ if $\delta T_{\text{max}}(\gamma_i, \Lambda_i) > t$. If $\delta T_{\text{max}}(\gamma_i, \Lambda_i) \leq t$, then no solution exists.

Note that Proposition 1 provides only a sufficient condition for (14). Thus, if there is no positive value for $\tau_{\text{max}}(s^+_j)$ for one specific parameter set for which (20) holds with $\tau_{\text{max}}(s^+_j) \leq \delta T_{\text{max}}(\gamma_i, \Lambda_i)$, then this does not mean that (18) cannot be satisfied. Instead, different parameter sets can be tried in this case. To determine the next sampling instant $t_{j+1} = \tau_{\text{max}}(s^+_j) + t_j$, the STC mechanism therefore probes all parameter sets for the largest possible value of $\tau_{\text{max}}(s^+_j)$ for which it can be guaranteed that (18) holds. This value is then used to determine the next sampling instant.

Whilst (18) would be sufficient to guarantee asymptotic stability of the set $\{(x, e, \eta, \tau, \tau_{\text{max}}) : x = 0, e = 0, \eta = 0\}$ if it would hold at all sampling instants, there may still be the situation, that we cannot guarantee that (18) holds at a sampling instant. Thus, we also need to handle the situation where we cannot guarantee for any parameter set that (18) holds. In this case, we exploit that $\epsilon_1 > 0$. If we set $\tau_{\text{max}}(s^+_j) = T_{\text{max}}(\gamma_i, \Lambda_i + \frac{\epsilon}{\Lambda}) > 0$, then we can conclude from Proposition 1 that
$$
V(x(s_{j+1})) \leq e^{-\epsilon_1 \delta T_{\text{max}}(\gamma_i, \Lambda_i + \frac{\epsilon}{\Lambda})} V(x(s_j)),
$$
i.e., a certain decrease of $V$ can be guaranteed in this case. This decrease of $V$ can be used to ensure asymptotic stability of the set $\{(x, e, \eta, \tau, \tau_{\text{max}}) : x = 0, e = 0, \eta = 0\}$. Hence, the choice $\tau_{\text{max}}(s^+_j) = T_{\text{max}}(\gamma_i, \Lambda_i + \frac{\epsilon}{\Lambda}) > 0$ will be used as fall-back strategy if there is no parameter set for which (20) holds with $\tau_{\text{max}}(s^+_j) > 0$, i.e., if we cannot guarantee for any parameter set that (18) holds.

The overall procedure to determine $\tau_{\text{max}}(s^+_j)$ is summarized in Algorithm 1, which serves therefore as an implicit definition of the function $\Gamma$ for the proposed STC mechanism. The first step of the algorithm is to determine $V$ and $C$ based on $x(s_j)$, $\eta(s_j)$ and $c$. Then, a strictly positive minimum value for $\tau_{\text{max}}$ is determined using the fall-back strategy based on $\epsilon_1, \gamma_1$ and $L_1$ and stored to $h$. After that, an iteration over all other parameter sets is started. For each parameter set, the algorithm computes a preferably large value $h_i \leq \delta T_{\text{max}}(\gamma_i, \Lambda_i)$ for which (20) holds for $\tau_{\text{max}}(s^+_j)$ according to the previously discussed procedure. If such a value exists for a parameter set and exceeds the current value of $h_i$, then the algorithm updates $h_i$. If not, then the algorithm directly proceeds to determine the next sampling instant, until all parameter sets have been investigated.

Thus, Algorithm 1 ensures that either (18) or (21) hold. Moreover, it guarantees that $\tau_{\text{min}} \geq \delta T_{\text{max}}(\gamma_1, L_1 + \frac{\epsilon}{\Lambda}) > 0$. We will demonstrate in the next subsection how stability guarantees can be derived from these facts.

C. Stability results

In this subsection, we derive stability guarantees for the proposed dynamic STC mechanism based on the findings from the previous subsections. The steps carried out by the dynamic STC mechanism at a sampling instant are summarized in Algorithm 2. We obtain the following stability result.

Theorem 1: Assume there are $n_{\text{par}}$ different parameter sets $\epsilon_i, \gamma_i, L_i$, $i \in [1, \ldots, n_{\text{par}}]$, for which Assumption 1 holds for the same function $V(x)$, $X \supset R$ and $E \supset \{x = \hat{x} : \hat{x} \in R, x \in R\}$. Let $\epsilon_1 > 0$. Consider (3) with $S(\gamma, x)$ and $T(\gamma, x)$ defined according to (16) and by Algorithm 1 with some $\delta \in (0, 1)$ and $\epsilon_{\text{ref}} > 0$. Then $t_{j+1} - t_j \geq t_{\text{min}} \geq \delta T_{\text{max}}(\gamma_1, L_1 + \frac{\epsilon}{\Lambda})$ for all $j \in N_0$ and the set $\{(x, e, \eta, \tau, \tau_{\text{max}}) : x = 0, e = 0, \eta = 0\}$ is asymptotically stable with region of attraction $R$.

The proof of Theorem 1 is omitted due to spatial limitations. It can be found in the preprint (https://arxiv.org/).
Algorithm 2 Dynamic STC mechanism at sampling instant $t_j$

1: Measure $x_p(s_j)$
2: Set $\hat{x}_p(s_{j+1}) = x_p(s_j)$
3: Set $\hat{x}_p(s_{j+1}) = g_c(x_c(s_j), x_p(s_j))$
4: Set $r_{\text{max}}(s_{j+1}) = \Gamma(x(s_j), \eta(s_j))$ with $\Gamma$ defined by Algorithm 1
5: Set $\eta(s_{j+1}) = S(\eta(s_j), x(s_j))$
6: Wait until $t_{j+1}$

If Assumption 1 holds globally, i.e., with $X = \mathbb{R}^{nx}$ and $E = \mathbb{R}^{nx}$, then global stability guarantees can be obtained for the dynamic STC mechanism, as stated in the following corollary of Theorem 1.

**Corollary 1.** Let the conditions of Theorem 1 hold for $R = \mathbb{R}^{nx}$. Then $t_{j+1} - t_j \geq t_{\text{min}} := \delta T_{\text{max}}(\gamma_1, L_1 + \frac{\bar{\epsilon}}{2})$ for all $j \in \mathbb{N}_0$ and the set \( \{ (x, \epsilon, \eta, r, r_{\text{max}}) : x = 0, \epsilon = 0, \eta = 0 \} \) is uniformly globally asymptotically stable.

**Remark 1:** A suitable choice for $\eta(s_0)$ is, e.g., $\eta_k(s_0) = V(s_0)$ for all $k \in [1, \ldots, m-1]$.

**Remark 2:** The computational effort for determining the next sampling instant depends linearly on $n_{\text{par}}$. Typically, the proposed mechanism becomes less conservative as the number of different parameter sets increases. Thus, we can typically trade off the computational effort and the achievable length of the sampling intervals.

**Remark 3:** The proposed dynamic STC mechanism can be modified in order to relax Assumption 1 by replacing (9) with a more general ISS condition with a class $K$ function $\varrho(\|x\|)$ instead of $\epsilon V(x)$. Then, the decrease condition in Proposition 1 can be replaced by $\frac{d}{dt} U(\xi(t, j)) \leq \max \{ \varrho(\|x(t, j)\|), 2(L - \Lambda)U(\xi(t, j)) \}$, which can still be used to construct a bound on the future evolution of $V(x(t, j))$. Algorithm 1 can be modified to incorporate this bound, leading to similar stability guarantees.

V. EXAMPLE

In this section, we illustrate the proposed dynamic STC mechanism with a numerical example from the literature. We demonstrate that the proposed mechanism can significantly reduce the required amount of sampling instants in comparison to existing static mechanisms from the literature.

As an example system, we use the forced Van der Pol oscillator that was also considered in [7]. The dynamics of the plant are given by

\[
\begin{align*}
\dot{x}_p &= x_{p2} \\
\dot{x}_{p2} &= (1 - x_{p1}^2)x_{p2} - x_{p1} + \epsilon.
\end{align*}
\]

The plant is controlled by the static state-feedback controller $u = -x_{p2} - (1 - x_{p1}^2)x_{p2}$, leading for $a_1(x, e) = 2x_{p1}e_1 + e_1 e_2$ and $a_2(x, e) = x_{p1}^2 + 2x_{p1}e_1 + e_1^2$ to $f(x, e) = \begin{bmatrix} 0 & 1 \\ -1 & -1 \end{bmatrix} x + \begin{bmatrix} 0 & 0 \\ a_1(x, e) & -2 + a_2(x, e) \end{bmatrix} e$, and $\varrho(x, e) = -f(x, e)$. We consider the function $V(x) = x^T P x$ with $P = \begin{bmatrix} 5.10 & 1.05 \\ 1.05 & 3.88 \end{bmatrix}$.

We are interested in guaranteeing asymptotic stability for the region of attraction $R := \{ x \mid V(x) \leq 0.60 \}$, i.e., we chose $c = 10.60$.

To this end, we need to determine parameters for which Assumption 1 holds for $X \supseteq \mathbb{R}$ and $E \supseteq \{ e = \dot{x} - x \mid x, \dot{x} \in \mathbb{R}, x \in \mathbb{R} \}$. In particular, we verify the assumption for the sets $X := \{ x \mid \|x\| \leq \bar{a} \} \supseteq \mathbb{R}$ and $E := \{ e \mid \|e\| \leq 2 \bar{a} \} \supseteq \{ e = \dot{x} - x \mid x, \dot{x} \in \mathbb{R}, x \in \mathbb{R} \}$ for $\bar{a} = \sqrt{\frac{\lambda_{\text{max}}(P^2)}{\lambda_{\text{min}}(P)}}$. Note that for $x \in X$ and $e \in E$, it holds that $a_1(x, e) \in [-4\bar{a}, 4\bar{a}]$ and $a_2(x, e) \in [-4\bar{a}, 9\bar{a}]$. We can thus use the approach from [18, Section IV] with the modification that we minimize $\gamma$ subject to constraint $^4[18, \text{Equation (21)}]$ for all combinations of the bounds on $a_1(x, e)$ and $a_2(x, e)$ simultaneously to determine the values of $\gamma$ and $L$ for a given $\epsilon$.

In total, we have computed $n_{\text{par}} = 21$ different parameter sets for different values of $\epsilon_i, i \in \{2, \ldots, n_{\text{par}}\}$ in the range of $-40 \leq \epsilon_i \leq 0.01$. Here $\epsilon_1 = 0.01$ is also used for the fall-back strategy, for which the corresponding parameter set leads to $t_{\text{min}} = 0.025$ s.

In Figure 2, a state trajectory for a simulation with $\epsilon_{\text{ref}} = 0.01, m = 30$ and $\eta(s_0)$ chosen according to Remark 1 starting at $x_p(0) = [-0.3, 1.7]^T$ is depicted. Figure 3 shows the time evolution of the resulting sampling intervals. Figure 4 displays the evolution of the sampling intervals along the considered trajectory. It can be seen that the sampling interval rapidly increases at the beginning. After roughly 1 s it starts to oscillate slowly between 0.05 s and 0.07 s. When simulated for a longer amount of time, this oscillating

\[^4\text{To account for the exponential ISS condition (9), we have to replace } \Lambda_{11} \text{ by } \Lambda_{11} = A^T P + P A + \epsilon P + M_2 C^T C.\]
behavior continues, which is not surprising as the considered system exhibits oscillating behavior as well.

The considered example allows also a comparison of the proposed dynamic STC mechanism to the static STC mechanism from [7]. For the considered trajectory, the dynamic STC mechanism produces significantly larger sampling intervals at roughly the same control performance. Whilst in [7], a total number of 1448 sampling instants is reported during the first 5 s of the simulation, the proposed dynamic STC requires only 80 sampling instants, which constitutes a reduction by a factor 18. Nevertheless, the state trajectories for both mechanisms are similar, which can, e.g., be seen when comparing Fig. 4 to [7, Fig. 9]. This demonstrates that dynamic STC can lead to significantly larger sampling intervals than static STC approaches. Note that it might also be possible to emulate a dynamic ETC condition in the setup of [7], [8], leading to less conservative results.

VI. SUMMARY AND OUTLOOK

In this paper, we have presented a dynamic STC mechanism that takes into account the past system behavior using a dynamic variable that stores the past evolution of the Lyapunov function. Using a hybrid Lyapunov function approach, sampling instants are chosen such that an average decrease of the Lyapunov function is ensured leading to guarantees for asymptotic stability. In a numerical example, it was demonstrated that the proposed dynamic STC mechanism can reduce the required amount of samples significantly in comparison to existing static STC approaches.

Future work will address different strategies to update the dynamic variable in order to adjust the behavior of the STC mechanism, e.g., for setpoint changes. Moreover, we are interested in obtaining stability and performance guarantees also for nonlinear systems subject to perturbations.
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