On Fractional Lyapunov Functions of Nonlinear Dynamic Systems and Mittag-Leffler Stability Thereof
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Abstract: In this paper, fractional Lyapunov functions for epidemic models are introduced and the concept of Mittag-Leffler stability is applied. The global stability of the epidemic model at an equilibrium state is established.
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1. Introduction

In a nonlinear fractional-order system, the Lyapunov direct method can be used to research the Mittag-Leffler stability without having to solve the fractional differential equations directly [1,2]. This technique broadens the idea of demonstrating that a model is stable if it contains any Lyapunov function possibility [3]. It can be used to measure the size of a basin of attraction or the rate at which critical point techniques are applied. It has also been used in the proof of the Hopf-type bifurcation theorem [4]. This approach has been extensively used by many mathematicians in the study of dynamical systems [5–7]. Many authors provided Lyapunov for the SIR epidemic model in [8,9]. Further, it was generalized and applied to multicompartment mathematical models with nonlinear functional answers [10–12].

The fractional-order calculus is related to models with the concept of memory in the communicable disease [13]. The stability analysis of the epidemic model with different biological parameters has been obtained [14]. We extended the work of author [15] by constructing the Lyapunov function for SIR and SIRS models for fractional-order dynamical systems. Lyapunov is a tool, if such an operator exists, for analyzing the global stability in nonlinear dynamical systems. If the Lyapunov function exists for a given nonlinear dynamical system, then the system is stable.

The paper is organized as follows: The basic preliminary of fractional calculus is given in Section 2. The model is described in Section 3. Mittag-Leffler stability analysis is discussed in Section 4. Numerical simulations are presented in Section 5. Finally, the conclusion is drawn in Section 6.

2. Basic Preliminary

In this section, we present some basic definitions of fractional calculus that are used in this paper, as fractional calculus plays a vital role in applied science and engineering. Here, we discuss the fractional integral and derivatives of the Riemann–Liouville and Caputo operators.
The Riemann–Liouville fractional integral of the function $f$ is defined as
\begin{equation}
\mathcal{D}_{t_0}^{-\alpha} f(t) = \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} (t - \nu)^{\alpha - 1} f(\nu) d\nu, \quad \alpha \in \mathbb{R}^+.
\end{equation}

The Riemann–Liouville fractional derivative of the function $f$ is defined as
\begin{equation}
\mathcal{D}_{t_0}^\alpha f(t) = \frac{1}{\Gamma(n - \alpha)} \frac{d^n}{dt^n} \int_{t_0}^{t} (t - \nu)^{n-\alpha-1} f(\nu) d\nu, \quad t > 0, \alpha \in [n-1,n), n \in \mathbb{Z}^+.
\end{equation}

Remark 1. If $\alpha \in \mathbb{R}$ and $v > -1$, then $\mathcal{D}_{t_0}^{-\alpha} (t-t_0)^v = \frac{\Gamma(1+v)}{\Gamma(1-\alpha)}$.

The Caputo fractional derivative of the function $f$ is defined as
\begin{equation}
\mathcal{C}_{t_0}^\alpha f(t) = \frac{1}{\Gamma(n - \alpha)} \int_{t_0}^{t} (t - \nu)^{n-\alpha-1} f^{(n)}(\nu) d\nu, \quad \alpha \in (n-1,n), n \in \mathbb{Z}^+.
\end{equation}

The Mittag-Leffler function is the development of the exponential function.

The one-parametric Mittag-Leffler function of $g$ is defined as
\begin{equation}
E_{a_1}(g) = \sum_{k=0}^{\infty} \frac{g^k}{(ak+1)^{Re(a_1)}}, \quad Re(a_1) > 0, g \in \mathbb{C}.
\end{equation}

The two-parametric Mittag-Leffler function of $g$ is defined as
\begin{equation}
E_{a_1,a_2}(g) = \sum_{k=0}^{\infty} \frac{g^k}{(a_1k+a_2)^{Re(a_1)}}, \quad Re(a_1) > 0, a_2, g \in \mathbb{C}.
\end{equation}

Remark 2. If $a_2 = 1$, then Equation (5) yields $E_{a_1,1}(g) = E_{a_1}(g)$. In particular, if $a_1 = a_2 = 1$, then $E_{1,1}(g) = E_1(g) = e^g$.

Remark 3. The relationship between Mittag-Leffler and the gamma function is given as
\begin{equation}
E_{a_1,a_2}(g) = g E_{a_1,a_1}(g) + \frac{1}{\Gamma(a_2)}.
\end{equation}

Remark 4. The Laplace transformation of the two-parametric Mittag-Leffler function is
\begin{equation}
\mathcal{L}\{t^{a_2-1}E_{a_1,a_2}(-ht^{a_1})\} = \frac{r^{a_2-a_1}}{r^{a_1} + h}, \quad t \geq 0, Re(r) > |h|^{1/a_1}, h \in \mathbb{R}.
\end{equation}

3. Model Description

In this section, the susceptible class $S$, the infected class $I$, and the recovered class $R$ are the three distinct classes that make up the total population $Z$. When susceptible individuals contract the illness after coming into contact with an infectious person, the individuals joins the infected class and, eventually, as a consequence of isolation or recovery, the removed compartment. If a recovered population preserves their immunity indefinitely, after that they will stay in the recovered compartment. This is the foundation of the SIR model. In addition, it is thought that all progeny are recruited healthy and are placed in the susceptible section. Assume that the inscription of recruitment into the person is proportional to its size $Z$ and that the spread of infection occurs according to the law of mass action. The SIR model can now be decomposed into the following system of ordinary differential equations:
where $\Delta$ is the recruitment rate, $\eta$ is the rate of prevalence, $\mu$ is the natural mortality charge, $d$ is the recovery charge, and $\mu_1$ the disease-induced death charge. All of these biological parameters must be non-negative.

This SIR model may be generalized further to account for temporary immunity, in which candidates of the $R$ class can lose their temporary immunity along time and go back to the $S$ class. The SIRS model is a product of this sort of extension. In addition, the vertical transmission consists of supposing that a biological parameter $f$ of the offspring is infected at recruitment and joins the ineffective class [18]. Using these conditions and the charge of loss of immunity by $\omega$, the SIR model can be written as below in terms of equations:

$$
\dot{S} = \Delta Z - \eta SI/Z - \mu S,
$$
$$
\dot{I} = (d + \mu_1 + \mu) I,
$$
$$
\dot{R} = dI - (\mu + \omega) R.
$$

(8)

Under the condition that $Z$ is constant, the SIR and SIRS models can be reduced to a two-dimensional model. Traditionally, the mathematical statement for the recovered class $R(t)$ is not included. When $Z$ is constant, the first and second mathematical statements of the system (8) can be easily decoupled. To find $R$, use the assumption $Z = S + I + R = constant$. The mathematical statements for $S(t)$ and $I(t)$ cannot be included, but ignoring the mathematical statement for $R(t)$ seems backward. Furthermore, by not including the mathematical statement for $S(t)$ instead of $R(t)$, it is possible to make both the epidemic SIR and SIRS models equivalent for the outcome of a two-dimensional system, including epidemic systems with the vertical dynamical transmission. Thus, the two-dimensional model is as below.

$$
\dot{I} = (81_1(Z - I - R) - \delta)I,
$$
$$
\dot{R} = dI - \eta_2 R,
$$

(10)

where $81_1 = \eta/Z, \eta_2 = \mu + \omega, and \delta = d + \mu_1 + \mu - f\Delta$. Let $g = \eta Z - \omega$, We have the ability to rewrite the system (10) as

$$
\dot{I} = (g - \eta I - R)I,
$$
$$
\dot{R} = dI - \mu R.
$$

(11)

There are multiple definitions of fractional derivatives and integrals in fractional calculus [19], but in this work, system (11) is based on the Caputo derivative [20]. Therefore, we have

$$
\frac{\alpha_1}{0} D^\alpha_1 I = (g - \eta I - R)I,
$$
$$
\frac{\alpha_1}{0} D^\alpha_1 R = dI - \mu R.
$$

(12)

where $\alpha \in (0, 1)$. Let $E_0 = (I_0, R_0) = (0, 0)$ be the free critical point of system (12), and $E_1 = (I_1, R_1) = (\mu g/\eta (d + \mu), dg/\eta (d + \mu))$ be the endemic critical point of system (12). Further, it can be seen that the $E_0$ exists when $R_0 = \eta Z/\sigma > 1$. At the critical point, the
expressions $g = \eta(I_1 + R_1)$ and $dR_1 - \mu R_1$ both hold. Inputting these two expressions into system (12), we have the system (12) as a skew-symmetric form.

$$C_0 D_t^\alpha I = I(\eta(I_1 - I) + \eta(R_1 - R)),
\quad C_0 D_t^\alpha R = \mu(R_1 - R) - d(I_1 - I).$$

(13)

4. Mittag-Leffler Stability

In this section, we express the stability in Mittag-Leffler’s perspective.

Definition 6 ([1]). The solution of system (12) is called the Mittag-Leffler stable if

$$\|y(t)\| \leq \{m[y(t_0)] E_{a_1}(-h(t-t_0))\}^b,$$

(14)

where $y = (I, R)$, $a_1 \in (0, 1)$, $b > 0$, $h \geq 0$, $m(0) = 0$, $t_0$ is the initial time, $m(y) \geq 0$ and $m(y)$ is locally Lipschitz on $y \in \mathbb{B} \subset \mathbb{R}^n$ with Lipschitz constant $m_0$.

Definition 7 ([21]). The explanation of system (12) is known as generalized Mittag-Leffler stability if

$$\|y(t)\| \leq \{m[y(t_0)] (t-t_0)^{-\theta} E_{a_1,1-\theta}(-h(t-t_0))\}^b,$$

(15)

where $a_1 \in (0, 1)$, $\theta \in (-a_1, 1-a_1)$, $b > 0$, $h \geq 0$, $m(0) = 0$, $m(y) \geq 0$, and $m(y)$ is locally Lipschitz on $y \in \mathbb{B} \subset \mathbb{R}^n$ with Lipschitz constant $m_0$.

The two aforementioned stabilities imply asymptotic stability. The asymptotic stability of the model (12) can be obtained using the Lyapunov second method. We now apply this technique to the system (12), resulting in Mittag-Leffler stability.

Remark 5. If $h = 0$, then Equation (15) gives

$$\|y(t)\| \leq [m[y(t_0)] / \Gamma(1-\theta)]^b (t-t_0)^{-\theta b}.$$  

(16)

Equation (16) implies that power-law stability is an exceptional point of Mittag-Leffler stability.

Remark 6. The below two conditions are comparable:

(i) $m(y)$ is Lipschitz in regard to $y$.
(ii) $\exists m_0$ satisfying $\|m(I) - m(R)\| \leq m_0 \|I - R\|$, and if $R = 0$, then $\|m(I)\| \leq m_0 \|I\|$. 

Theorem 1. Let $y = 0$ be the critical point of the system (12) and the domain with origin is a subset of $\mathbb{R}^n$. If $V(t, y(t)) : [0, \infty) \times \mathbb{D} \rightarrow \mathbb{R}$ is the continuous differentiable mapping as well as locally Lipschitz in regard to $y$ such that

$$\sigma_1 \|y\|^c_1 \leq V(t, y(t)) \leq \sigma_2 \|y\|^c_2,$$

(17)

$$\frac{C_0}{C_1} D_t^\alpha V(t, y(t)) \leq -\sigma_3 \|y\|^c_2,$$

(18)

where $t$ is positive, $y \in \mathbb{D}$, $a \in (0, 1)$, $\sigma_1, \sigma_2, \sigma_3, c_1$ & $c_2$ are constants. Then $y = 0$ is Mittag-Leffler stable. In addition, if the above conditions grasp globally on $\mathbb{R}^n$, then $y = 0$ is globally Mittag-Leffler stable.

Proof. From the above Equations (17) and (18), we have

$$\frac{C_0}{C_1} D_t^\alpha V(t, y(t)) \leq -\frac{\sigma_3}{\sigma_2} V(t, y(t)).$$
There exists a positive function $G(t)$ satisfying
\begin{equation}
\zeta D^\alpha_t V(t, y(t)) + G(t) = -\frac{c_3}{c_2} V(t, y(t)).
\end{equation}
(19)

On taking the Laplace both sides of the Equation (19), we have
\begin{equation}
r^\alpha V(r) - V(0) r^{\alpha-1} + G(r) = -\frac{c_3}{c_2} V(r),
\end{equation}
(20)
where $V(0)$ is equal to $V(0, y(0))$ and $V(r) = \mathcal{L}(r) = \mathcal{L}\{V(t, y(t))\}$ are positive constants. From Equation (20), we obtain
\[ V(r) = \frac{V(0) r^{\alpha-1} - G(r)}{r^\alpha + \frac{c_3}{c_2}}. \]

If $y(0) = 0$, such that $V(0) = 0$, the value to the system (12) is $y = 0$. If $y(0) = 0$, such that $V(0)$ is positive, from $V(t, y)$, “Theorem 3.7” of [21], and the Laplace inverse transformation of Equation (19), it gives
\[ V(t) = V(0) E_{\alpha_1} \left( -\frac{c_3}{c_2} t^{\alpha_1} \right) - G(t) \left[ t^{\alpha_1-1} E_{\alpha_1, \alpha_1} \left( -\frac{c_3}{c_2} t^{\alpha_1} \right) \right]. \]

Since both the functions $t^{\alpha_1-1}$ and $E_{\alpha_1, \alpha_1} \left( -\frac{c_3}{c_2} t^{\alpha_1} \right)$ are positive, we have
\[ V(t) \leq V(0) E_{\alpha_1} \left( -\frac{c_3}{c_2} t^{\alpha_1} \right). \]
(21)

Inputting Equation (21) into (17), we get
\[ \|y(t)\| \leq \left[ \frac{V(0)}{\alpha_1} E_{\alpha_1, \alpha_1} \left( \frac{c_3}{c_2} t^{\alpha_1} \right) \right]^{\frac{1}{\alpha_1}}, \]
where $\frac{V(0)}{\alpha_1} > 0$ for $y(0) = 0$.

Letting $m = \frac{V(0)}{\alpha_1} = \frac{V(0, y(0))}{\alpha_1} \geq 0$, we have
\[ \|y(t)\| \leq m E_{\alpha_1} \left( -\frac{c_3}{c_2} t^{\alpha_1} \right) \left[ \frac{1}{\alpha_1} \right]^{\frac{1}{\alpha_1}}, \]
where $m = 0$ grasps iff $y(0)$ is equal to zero. Therefore $V(t, y)$, the local Lipschitz condition, $V(0, y(0)) = 0$ iff $y(0)$ is also equal to zero, so $m(0) = 0$ and $m = \frac{V(0, y(0))}{\alpha_1}$ is also Lipschitz, and this means the stability of Equation (12). \(\square\)

**Theorem 2.** In “Theorem 1”, there exists a $t_1$ corresponding to the equilibria $y = 0$, which is generalized Mittag-Leffler stability for $t \geq t_1$.

**Proof.** From the proof of “Theorem 1” $\exists$ a $G(r)$ satisfying Equation (20). Let $\mathcal{L}\{\tilde{G}(t)\} = \tilde{G}(r) = G(r) - V(0) r^{\alpha_1-1} + V(0) r^{\alpha_1-\delta_1}$, where $\alpha_1 \leq \alpha_1 < 1 + \alpha_1$, we have
\[ V(r) = \frac{V(0) r^{\alpha_1-\delta_1} - \tilde{G}(r)}{r^{\alpha_1-\delta_1} + \frac{c_3}{c_2}}. \]
(22)
In terms of time, we have
\[ V(t) = V(0) e^{\alpha t} E_{d_1, d_1} \left( -\frac{c_3}{c_2} \right) - \tilde{G}(t) \left[ e^{\alpha t} E_{d_1, d_1} \left( -\frac{c_3}{c_2} \right) \right]. \] (23)

Therefore, from \( a_1 \in (0, 1), t_1 > 0 \) and \( \exists \ell > 0 \) such that
\[ \frac{\mu_{d_1} - a_1 - 1}{\Gamma(\ell - a_1)} - \frac{t - a_1}{\Gamma(1 - a_1)} \times \left[ e^{\alpha t} E_{d_1, d_1} \left( -\frac{c_3}{c_2} \right) \right] \geq 0, \]
\[ \forall \ t \geq t_1 \text{ and } a_1 \in (1 + a_1 - \ell, 1 + a_1). \]
Thus, \( \tilde{G}(t) \left[ e^{\alpha t} E_{d_1, d_1} \left( -\frac{c_3}{c_2} \right) \right] \geq 0 \ \forall \ t \geq t_1 \) and \( a_1 \in (1 + a_1 - \ell, 1 + a_1). \) Inputting this inequality into Equation (23), we obtain
\[ \| y(t) \| \leq \left[ V(0) e^{\alpha t} E_{d_1, d_1} \left( -\frac{c_3}{c_2} \right) \right]^{1/\alpha}, \]
\[ \forall \ t \geq t_1 \text{ and } a_1 \in (1 + a_1 - \ell, 1 + a_1). \]

Additionally, if \( y(t) \in \mathbb{R} \) a function that is both continuous and differentiable, after that by [22], we have
\[ 0.5 C D^1_0 I^2(t) \leq I(t) C D^1_0 I(t), \]
\[ 0.5 C D^1_0 R^2(t) \leq R(t) C D^1_0 R(t). \] (24)

Now, generally we construct the Lyapunov function for system (10) via the classical Laypunov direct method [23], and the stability of system (10) is also discussed. Take the Jacobian matrix \( J \) at \( E_0 \) and then after transformation we have the Lyapunov function as \( \frac{c}{0} D^1_0 V = 0.5(c_1 I^2 + c_2 r^2). \) Thus,
\[ \frac{c}{0} D^1_0 V = c_1 i^2 + c_2 r^2 \]
\[ = -0.5 A i^2 + B r - 0.5 C r^2 \]
\[ \leq - A_0^C D^1_0 i + B r - B r^C D^1_0 r, \] (25)
where \( A = 2c_1, B = -dc_2, \) and \( C = 2c_2. \) Hence, the sufficient condition for \( \frac{c}{0} D^1_0 V \) to be negative definite for free critical point if \( B^2 < AC \) i.e., \( c_2^2 < 4c_1 c_2. \)

Similarly, take the Jacobian matrix \( J \) at \( E_1, \) and then after transformation we have the Lyapunov function as \( \frac{c}{0} D^1_0 V = 0.5(c_1 I^2 + c_2 r^2). \) Thus,
\[ \frac{c}{0} D^1_0 V = c_1 i^2 + c_2 r^2 \]
\[ = -0.5 D i^2 + E r - 0.5 F r^2 \]
\[ \leq - D_0^C D^1_0 i + E r - F r^C D^1_0 r, \] (26)
where \( D = -2c_1(\eta_1 + \delta), E = c_2 d - c_1 \eta_1 \) and \( F = -2c_2 \mu. \) Hence, the sufficient condition for \( \frac{c}{0} D^1_0 V \) to be negative definite for the endemic critical point if \( E^2 < DF \) i.e., \( (c_2 d - c_1 \eta_1) \delta < 4c_1 c_2 \mu(\eta_1 + \delta). \)

5. Numerical Simulations

In this section, the numerical simulation for \( f = 0.1, \Delta = 1, \mu = 0.1; \mu_1 = 0.01, d = 0.3, \) Figure 1 demonstrates the dynamical behavior of an infectious and recovered population against time. Figures 2 and 3 show the variation of \( y \) against \( t \) for order \( \alpha = 0.75, 0.50, 0.25. \) From Figure 2, it is clear that as we decrease the index of memory \( \alpha, \) the infectious population decreases, and from Figure 3, it is seen that as we decrease the index of memory \( \alpha, \) the recovered population increases. This is also a natural fact. Hence, for \( \alpha \) values, the infectious population is directly proportional to \( Z \) and the recovered population is
inversely proportional to $Z$. Thus, $\mathcal{CDF}_\alpha[I(t)] \propto Z$ and $\mathcal{CDF}_\alpha[R(t)] \propto 1/Z$. This implies that $\mathcal{CDF}_\alpha[I(t)] \times \mathcal{CDF}_\alpha[R(t)] = \text{constant}$. The product of $I(t)$ and $R(t)$ with the corresponding order $\alpha$ is constant. Therefore, $\alpha$ produces the change in total population enclosed by the infectious population at time $t = 0$ and the recovered population at $t = 5$. The change in the population is a physical property, so $\alpha$ can be used to measure the changes in different population factors.

Figure 1. Time series plot of total population.

Figure 2. Effect of $\alpha$ on infectious population.

Figure 3. Effect of $\alpha$ on recovered population.

6. Conclusions

In this work, the fractional Lyapunov function for the fractional-order SIR and SIRS epidemic models was constructed. The special case of Mittag-Leffler stability, called power-law stability, was discussed. We further used Mittag-Leffler stability as well as generalized
Mittag-Leffler stability criteria to find the stability of the Caputo fractional-order model (12). It is also clear that $\left. D_0^\alpha V \right| < 0$ always holds, except at critical points. Therefore, system (10) is a Lyapunov function for the model (12). The endemic critical is globally asymptotically stable when it exists, according to the Lyapunov asymptotic stability theorem [24].
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Abbreviations

| Acronym | Description                                      |
|---------|--------------------------------------------------|
| SIR     | Susceptible–infected–recovered                  |
| SIRS    | Susceptible–infected–recovered–susceptible      |
| RL      | Riemann–Liouville                               |
| C       | Caputo                                           |
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