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Supplemental Methods

IDR analysis.

The IDR tool (Li et al. 2011) takes as input peak lists in ENCODE narrowPeak format for two replicates of ChIP-seq experiments. The peak lists can be sorted either by signal value, P-Value, or Q-value. For both replicates the peak lists are truncated after the top n peaks (e.g. n=100,000). Intuitively, we expect there to be a large degree of consistency in the ranks of peaks that represent true signals, but as we move down the list from strong signals to weak signals, the degree of rank consistency drops, often showing a well delineated transition from signal to noise. This transition is visualized in the correspondence profile Ψ and the first derivative of the correspondence profile, Ψ’. The assumption is that once the signal becomes noisy, the degree of reproducibility will drop substantially, reflected by a change in the slope of the Ψ’ curve from around zero to negative or positive values. The correspondence curve is constructed by sequentially determining the proportion of overlapping signals in the upper ranks of peaks for the two pseudoreplicates, i.e., the proportion of overlapping signals in the top 1% of ranks, in the 2% of ranks, and so on. If the proportion of overlapping peaks was always 100%, then the correspondence profile would be simply a diagonal line with slope 1. If the overlap proportion becomes smaller, then the correspondence profile Ψ will move away from the diagonal, with a corresponding change in the slope of Ψ’. At some point the correspondence profile returns to the diagonal, because the fraction of the top 100% ranks must be 100%. This implies that the slope of Ψ becomes greater than one. The later this happens, the more consistent the two ranked lists are (Fig. 3E). A second and independent component of the IDR procedure is based on copula mixture model and assumes the data consists of a reproducible group and an irreproducible group (Li et al. 2011). The IDR procedure assigns each overlapping signal a posterior probability of being part of the irreproducible group, which is reported as the Irreproducible Discovery Rate (IDR), which is similar to the false discovery rate (FDR). The IDR is interpreted as the expected probability that selected signals come from the irreproducible group (Fig. 3F).

CWOP analysis.

We defined consistently weak overlapping peaks (CWOPs) as overlapping peaks with IDR≤0.01 for which both pseudoreplicates have signal scores smaller than the mean score of all overlapping peaks with IDR>0.01 (i.e., “irreproducible peaks”) (Fig. S5). We then calculated the proportion of CWOPs amongst all peaks with IDR≤0.01. For an optimal dataset, this proportion would be zero. Q had more than 10% CWOPs in only one of the 38 datasets, and identified no CWOPs in 31 of the 38 datasets. In contrast, MACS2 and PeakSeq identified more than 10% CWOPs in 13 and 14 experiments, and for PeakSeq, the IDR procedure fails completely in three cases by classifying only consistently weak overlapping peaks as reproducible (Table S5). Figures S6 and S7 show two further examples. We then investigated the cases with more than 10% CWOPs and found many ties at the lower peak ranks. The IDR procedure was developed only for ranking systems that produce scores without ties [1]. However, depending on the peak calling method and data quality, all peak callers can produce ties, especially at the lower ranks. This is one reason why some peak callers and significance measures are considered to be compatible with the IDR procedure and others are not. For example, the signal enrichment values generated by SPP are considered to be well compatible [2], which could be largely confirmed by our analysis.

Peak calling parameters

For Q the fragment length estimation via hamming distance was skipped, by using -f1a l. We set no significance cutoff. In this case Q reports by default all positions that are covered by at least
one qfrag. For MACS2 we set \(-\text{gsize}\) to \(2.7 \times 10^9\), \(-\text{shiftsize}\) to \(\ell/2\), the significance threshold \(-\text{pvalue}\) to \(10^{-1}\) and skipped the model building step via the option \(-\text{nomodel}\). For PeakSeq we set \(\text{Enrichment\_fragment\_length}\) to \(\ell\), \(\text{Minimum\_interpeak\_distance}\) to \(2\ell/3\), \(\text{target\_FDR}\) to 0.99 and \(\text{max\_Qvalue}\) to 0.99, and otherwise used the default settings. To perform fragment-length estimation with SPP, we used the function \(\text{remove.local.tag.anomalies}\) to remove singular positions with extremely high tag count relative to the neighborhood. For peak calling we used the SPP function \(\text{find.binding.positions}\) and set \(\text{whs}\) to \(\text{whs}\), \(\text{fdr}\) to 0.99 and used the \(WTD\) method. For the motif content analysis we kept with the recommendation of the developer of SPP and used the \(MTC\) method and additionally applied the function \(\text{select.informative.tags}\) to select mapped reads with acceptable alignment quality.
Figure S1. Fragment length estimation. We compared the fragment length estimation of Q and SPP on 38 datasets analysed in this study. In all cases, the estimated fragment length of Q is equal to that of SPP minus one. Three representative examples are shown.
Figure S2. Coverage profiles for RNAPII in HeLa-S3 cells. ChIP-seq peak calling methods transform the raw reads in different ways before statistical hypothesis testing of peak enrichment. The four tracks show histograms of coverage for raw reads (grey), shifted reads (red), extended reads coverage (blue) and qfrags (black). Minimum and maximum coverages within the region chr1:1,240,182-1,263,869 are shown in square brackets and each track is scaled to its maximum value.
Figure S3. **Empirical distribution of 5’ ends.** We determined the empirical distribution of 5’ ends around peaks for a HoxD13 dataset [3]. Initially, we called peaks using SPP and conducted a de novo motif analysis using DREME. To enrich for true binding sites, we filtered for those having an occurrence of the primary de novo motif (TTTWATKR) in a distance of at most 20 nucleotides. To eliminate imprecision of predicted binding positions, we centered them to middle position of nearest occurrence of the primary motif. For the resulting 29,593 filtered and centered predicted binding positions the numbers of 5’ end positions of mapped reads for the positions 1,000 nucleotides upstream and downstream were determined and plotted separately for the forward strand (red) and reverse strand (blue). Position 0 corresponds to the predicted centered binding sites. The average fragment length of 231, determined using SPP, is depicted as solid lines upstream and downstream. The dashed lines correspond to \( q_{\text{min}} = 231 - 50 \) and \( q_{\text{max}} = 231 + 50 \).
Figure S4. Effect of downsampling the control dataset on P-value. After removal of duplicates for the datasets corresponding to Heals3-Pol2-Rep2, a total of 23,494,468 mapped reads were left for the treatment sample and 29,454,439 for the control. The data for treatment was then randomly downsampled to 11,747,234 mapped reads. Three control datasets of different sizes were generated from the original control data by downsampling to 23,494,468 (twice the size of treatment), 11,747,234 (equal to treatment) and 5,873,617 (half of treatment). Q was applied to the downsampled treatment data with the three different controls and the P-values were plotted against each other. Since the signal detection is performed only on the treatment data, in all three cases the same set of 746,755 peaks is detected. In the upper row the full range of P-Values is shown (equal vs. twice left, equal vs. half middle, twice vs. half). In the lower row the same plots are shown but zoomed into the range of 0 to 100. Overall the P-values are quite robust against the variation of the size of the control dataset. For smaller controls a relatively small number of peaks accumulate along the axis of the smaller control dataset. Manual inspection showed that those peaks almost exclusively correspond to mapping artefacts, due to repeats mainly in centromeric regions. Altogether, the more control data there is the fewer of those artefacts are detected as significant peaks.
Figure S5. CWOP analysis. Scatter plot of the logarithms of the P-values derived from both pseudoreplicates shown in Figure 3A (Q), with red points in panel (A) representing data with an IDR>0.01, and blue points in panel (B) representing peaks with IDR≤0.01. The dotted lines show the mean value for all peaks with IDR>0.01. (C) Summary of the analyses for all 38 datasets. Q showed the best overall performance in the CWOP analysis (Table S5).
Figure S6. CWOP analysis for TAF1 in hESC. Detailed results for IDR CWOP analysis of dataset H1-hESC-TAF1-REP2 (16). The left column is a scatterplot of $-\log p$ for all P values of the pseudoreplicates, the middle column (in red) shows the P-values for peaks with IDR $> 0.01$, and the right column (in blue) for peaks with IDR $\leq 0.01$. The four rows show the results for Q, MACS2, SPP, and PeakSeq.
Figure S7. CWOP analysis of dataset K562-NRSF-REP1. See the legend to Figure S6 for explanations.
Figure S8. Distribution of TSS flanking double summits for RNAPII. Each row corresponds to one analyzed RNAPII dataset for the cell lines HCT-116 and HeLa-S3 and each column to one peak calling method. Each TSS flanking double summit consists of two summits directly up- and downstream of the transcription start site. The summits were integrated over all non overlapping promoters (TSS±1500) containing a TSS flanking double summit. The subplot at the upper left is identical with Figure 6A in the main text.
Figure S9. Distance distributions of TSS flanking double summits for RNAPII. Each row corresponds to one analyzed RNAPII dataset for the cell lines HCT-116 and HeLa-S3. The plots are based on the same data as the first column (Q) in Figure S8. The distributions for three different distances are shown. Column 1: The distance between the upstream summit and the TSS; Column 2: the distance between the TSS and the downstream summit; Column 3: the distance between the upstream and downstream summits.
Figure S10. Distribution of TSS flanking double summits for H3K4me3. See the legend to Figure S8 for explanations. The subplot in the upper left is identical with Figure 6B in the main text.
Figure S11. Distance distributions of TSS flanking double summits for H3K4me3. See the legend to Figure S10 for explanations. The plots are based on the same data as the first column (Q) in Figure S10.
Table S1. ChIP-seq datasets

| n  | Cell line | Protein | Replicate | GEO   | labExp ID | Control ID | # Hits Treatment | # Hits Control |
|----|-----------|---------|-----------|-------|-----------|------------|-----------------|----------------|
| 1  | GM12878   | BATF    | 1         | GSM803538 | SL839 | SL516 | 16,116,534 | 88,344,819 |
| 2  | GM12878   | BATF    | 2         | GSM803538 | SL985 | SL517 | 16,971,028 | 26,781,377 |
| 3  | GM12878   | ETS1    | 1         | GSM803510 | SL1507 | SL1613 | 14,140,724 | 26,266,467 |
| 4  | GM12878   | ETS1    | 2         | GSM803510 | SL1655 | SL1613 | 18,811,239 | 26,266,467 |
| 5  | GM12878   | MEF2A   | 1         | GSM803511 | SL1425 | SL1613 | 11,365,961 | 26,266,467 |
| 6  | GM12878   | MEF2A   | 2         | GSM803511 | SL1792 | SL1613 | 17,549,982 | 26,266,467 |
| 7  | GM12878   | PAX5 (C20) | 1      | GSM803391 | SL675 | SL678 | 32,321,445 | 31,274,869 |
| 8  | GM12878   | PAX5 (C20) | 2      | GSM803391 | SL735 | SL517 | 13,237,334 | 26,781,377 |
| 9  | GM12878   | PAX5 (N19) | 1      | GSM803362 | SL677 | SL678 | 12,902,970 | 31,274,869 |
| 10 | GM12878   | PAX5 (N19) | 2      | GSM803362 | SL848 | SL516 | 23,889,850 | 88,344,819 |
| 11 | GM12878   | PU.1    | 1         | GSM803531 | SL612 | SL516 | 9,666,126 | 88,344,819 |
| 12 | GM12878   | PU.1    | 2         | GSM803531 | SL649 | SL516 | 23,357,263 | 88,344,819 |
| 13 | H1-NESC   | EGR1    | 1         | GSM803430 | SL1482 | SL1398 | 23,961,734 | 63,913,543 |
| 14 | H1-NESC   | EGR1    | 2         | GSM803430 | SL1885 | SL1398 | 23,990,931 | 63,913,543 |
| 15 | H1-NESC   | TAF1    | 1         | GSM803450 | SL853 | SL969 | 13,511,515 | 63,913,543 |
| 16 | H1-NESC   | TAF1    | 2         | GSM803450 | SL964 | SL969 | 12,530,448 | 63,913,543 |
| 17 | H1-NESC   | USF1    | 1         | GSM803426 | SL1159 | SL1398 | 14,927,131 | 63,913,543 |
| 18 | H1-NESC   | USF1    | 2         | GSM803426 | SL1319 | SL1398 | 13,135,507 | 63,913,543 |
| 19 | HCT-116   | POL2 (4H8) | 1      | GSM803474 | SL3456 | SL3457 | 16,290,358 | 28,967,090 |
| 20 | HCT-116   | POL2 (4H8) | 2      | GSM803474 | SL3830 | SL3457 | 27,110,433 | 28,967,090 |
| 21 | HeLa-S3   | POL2    | 1         | GSM803533 | SL631 | SL592 | 21,569,982 | 29,454,439 |
| 22 | HeLa-S3   | POL2    | 2         | GSM803533 | SL672 | SL592 | 23,494,468 | 29,454,439 |
| 23 | HepG2     | FOXA2   | 1         | GSM803403 | SL2196 | SL1781 | 21,403,947 | 31,364,318 |
| 24 | HepG2     | FOXA2   | 2         | GSM803403 | SL3175 | SL1781 | 23,793,338 | 31,364,318 |
| 25 | HepG2     | RAD21   | 1         | GSM803517 | SL3179 | SL1781 | 22,251,303 | 31,364,318 |
| 26 | HepG2     | RAD21   | 2         | GSM803517 | SL3564 | SL1781 | 24,232,455 | 31,364,318 |
| 27 | HepG2     | SIN3A   | 1         | GSM803530 | SL583 | SL593 | 13,366,326 | 19,754,550 |
| 28 | HepG2     | SIN3A   | 2         | GSM803530 | SL637 | SL593 | 26,093,615 | 19,754,550 |
| 29 | K562      | EGR1    | 1         | GSM803414 | SL3164 | SL2455 | 17,769,679 | 11,573,554 |
| 30 | K562      | EGR1    | 2         | GSM803414 | SL3497 | SL2455 | 30,990,458 | 11,573,554 |
| 31 | K562      | MAX     | 1         | GSM803523 | SL2945 | SL1396 | 17,109,585 | 64,876,189 |
| 32 | K562      | MAX     | 2         | GSM803523 | SL3070 | SL1397 | 30,518,637 | 24,507,401 |
| 33 | K562      | NRSF    | 1         | GSM803440 | SL3821 | SL2455 | 20,648,251 | 11,573,554 |
| 34 | K562      | NRSF    | 2         | GSM803440 | SL3822 | SL2455 | 18,684,487 | 11,573,554 |
| 35 | K562      | ZBTB7A  | 1         | GSM803473 | SL2265 | SL2455 | 15,848,419 | 11,573,554 |
| 36 | K562      | ZBTB7A  | 2         | GSM803473 | SL3183 | SL2455 | 23,721,201 | 11,573,554 |
| 37 | SK-N-SH_RA| P300    | 1         | GSM803495 | SL2910 | SL2905 | 20,343,215 | 26,169,645 |
| 38 | SK-N-SH_RA| P300    | 2         | GSM803495 | SL2918 | SL2905 | 14,389,846 | 26,169,645 |
| 39 | HCT-116   | H3K4me3 | 1         | -        | DS16056 | EH000950 | 22,956,881 | 21,115,507 |
| 40 | HCT-116   | H3K4me3 | 2         | -        | DS16055 | EH000950 | 26,193,423 | 21,115,507 |
| 41 | HeLa-S3   | H3K4me3 | 1         | -        | DS11553 | EH000469 | 11,927,832 | 14,921,520 |
| 42 | HeLa-S3   | H3K4me3 | 2         | -        | DS11553 | EH000469 | 14,741,696 | 14,921,520 |

Table S1. Datasets used for validation. The first column shows the number used to specify the dataset in the plots of the main manuscript. Other columns show the cell line, the protein of interest, the replicate number, the NCBI GEO sample accession number, and the ID for the control dataset used in the experiment. The final two columns show the numbers of non-redundant reads for treatment and control. The datasets can be downloaded from http://genome.ucsc.edu/cgi-bin/hgFileSearch?db=hg19.
Table S2. Runtime - Fragment length estimation

| CPU    | Remove dup. | N-Fold improvement | SPP (m) | Q (m) |
|--------|-------------|--------------------|---------|-------|
| AMD    | no          | 3.61               | 138.76  | 44.25 |
| AMD    | yes         | 4.74               | 144.69  | 31.33 |
| Intel  | no          | 3.12               | 45.56   | 15.28 |
| Intel  | yes         | 3.09               | 45.12   | 15.11 |

Table S2. Runtime comparison: Pearson cross-correlation vs. Hamming distance. A total of 38 datasets were analysed using SPP [4] to determine the Pearson cross-correlation or with Q to determine the Hamming distance. The calculations were performed on a desktop computer with an Intel Core i7-3770 (3.4 GHz) processor and on a rack server with an AMD Opteron(tm) Processor 6172 (2.1 GHz). The average time in minutes (user time plus system time) is indicated together with the fold improvement for Q as compared to SPP.
Table S3 Peak overlaps

| Dataset | Q   | MACS2 | SPP  | PeakSeq | Row mean |
|---------|-----|-------|------|---------|----------|
| 1       | 35,088 | 32,243 | 30,115 | 30,985 | 32,108   |
| 2       | 62,482 | 58,289 | 54,759 | 58,082 | 58,403   |
| 3       | 7,669  | 7,777  | 6,020  | 5,991   | 6,864    |
| 4       | 16,593 | 18,387 | 21,954 | 13,163  | 20,567   |
| 5       | 7,669  | 7,777  | 6,020  | 5,991   | 6,864    |
| 6       | 28,765 | 23,651 | 22,937 | 13,163  | 20,567   |
| 7       | 42,693 | 36,811 | 33,569 | 50,779  | 40,963   |
| 8       | 39,465 | 34,701 | 34,302 | 28,339  | 34,202   |
| 9       | 27,561 | 22,936 | 26,270 | 25,423  | 27,253   |
| 10      | 49,868 | 44,028 | 37,757 | 50,623  | 45,569   |
| 11      | 33,478 | 31,049 | 31,220 | 21,791  | 33,199   |
| 12      | 66,363 | 62,799 | 58,860 | 65,271  | 63,323   |
| 13      | 14,042 | 14,238 | 10,943 | 10,746  | 12,492   |
| 14      | 25,199 | 23,621 | 19,170 | 20,426  | 22,134   |
| 15      | 41,773 | 26,436 | 29,595 | 34,991  | 33,199   |
| 16      | 34,381 | 22,936 | 26,270 | 25,423  | 27,253   |
| 17      | 38,490 | 35,323 | 32,099 | 40,151  | 36,516   |
| 18      | 43,357 | 41,194 | 38,516 | 47,853  | 42,730   |
| 19      | 53,590 | 43,421 | 43,412 | 42,412  | 45,709   |
| 20      | 58,403 | 49,107 | 46,718 | 46,563  | 50,198   |
| 21      | 60,450 | 46,976 | 45,759 | 45,022  | 49,552   |
| 22      | 61,604 | 52,266 | 49,064 | 52,484  | 53,655   |
| 23      | 22,957 | 22,760 | 22,828 | 18,563  | 21,777   |
| 24      | 69,342 | 65,508 | 62,276 | 60,968  | 64,636   |
| 25      | 66,398 | 63,299 | 61,613 | 63,657  | 63,742   |
| 26      | 62,509 | 57,581 | 57,337 | 58,989  | 59,104   |
| 27      | 25,021 | 12,775 | 16,584 | 8,425   | 15,701   |
| 28      | 29,204 | 19,952 | 25,189 | 15,290  | 22,409   |
| 29      | 48,601 | 42,913 | 41,310 | 43,409  | 44,058   |
| 30      | 29,865 | 25,972 | 23,902 | 20,327  | 25,017   |
| 31      | 56,221 | 47,385 | 49,618 | 57,324  | 52,637   |
| 32      | 70,663 | 63,311 | 58,838 | 69,232  | 65,511   |
| 33      | 32,775 | 29,748 | 28,702 | 23,882  | 28,777   |
| 34      | 23,677 | 21,270 | 20,009 | 14,086  | 19,761   |
| 35      | 22,326 | 17,030 | 17,558 | 9,811   | 16,681   |
| 36      | 42,189 | 34,611 | 35,586 | 37,417  | 37,451   |
| 37      | 66,506 | 62,569 | 60,383 | 65,971  | 63,857   |
| 38      | 62,374 | 61,369 | 56,556 | 62,212  | 60,628   |

**Table S3. Peak overlap.** The number of peaks among the 100,000 top ranked peaks of pseudoreplicates that overlap. This data is visualized as a radarplot in Figure 4A of the main manuscript. Mean normalized values in Figure 4B were derived from this table by subtracting the row mean (shown in the last column) for each individual experiment.
Table S4. Pearson correlation coefficients for the signal values of peak overlaps of the 100,000 top ranked peaks of pseudoreplicates (Table S3). P-values relative to Q were calculated using two-sample two-sided Wilcoxon tests: Q vs. MACS2: $2.29 \times 10^{-8}$; Q vs. SPP: $3.45 \times 10^{-5}$; Q vs. PeakSeq: $1.97 \times 10^{-3}$.

| Dataset | Q   | MACS2 | SPP | PeakSeq |
|---------|-----|-------|-----|---------|
| 1       | 0.94| 0.85  | 0.89| 0.91    |
| 2       | 0.96| 0.89  | 0.93| 0.92    |
| 3       | 0.95| 0.90  | 0.93| 0.97    |
| 4       | 0.83| 0.71  | 0.76| 0.88    |
| 5       | 0.90| 0.79  | 0.82| 0.85    |
| 6       | 0.91| 0.83  | 0.85| 0.89    |
| 7       | 0.90| 0.80  | 0.81| 0.80    |
| 8       | 0.93| 0.85  | 0.87| 0.85    |
| 9       | 0.89| 0.79  | 0.80| 0.86    |
| 10      | 0.93| 0.86  | 0.86| 0.84    |
| 11      | 0.95| 0.88  | 0.93| 0.95    |
| 12      | 0.96| 0.92  | 0.95| 0.94    |
| 13      | 0.82| 0.70  | 0.72| 0.88    |
| 14      | 0.91| 0.83  | 0.84| 0.84    |
| 15      | 0.96| 0.87  | 0.88| 0.92    |
| 16      | 0.95| 0.85  | 0.86| 0.90    |
| 17      | 0.96| 0.90  | 0.95| 0.96    |
| 18      | 0.97| 0.92  | 0.96| 0.95    |
| 19      | 0.95| 0.84  | 0.86| 0.88    |
| 20      | 0.94| 0.83  | 0.82| 0.87    |
| 21      | 0.97| 0.88  | 0.88| 0.90    |
| 22      | 0.96| 0.87  | 0.86| 0.91    |
| 23      | 0.88| 0.75  | 0.75| 0.83    |
| 24      | 0.95| 0.88  | 0.92| 0.93    |
| 25      | 0.96| 0.88  | 0.95| 0.92    |
| 26      | 0.95| 0.87  | 0.94| 0.92    |
| 27      | 0.78| 0.66  | 0.65| 0.79    |
| 28      | 0.84| 0.67  | 0.60| 0.74    |
| 29      | 0.94| 0.85  | 0.89| 0.90    |
| 30      | 0.87| 0.74  | 0.78| 0.84    |
| 31      | 0.93| 0.84  | 0.84| 0.87    |
| 32      | 0.95| 0.89  | 0.85| 0.92    |
| 33      | 0.96| 0.87  | 0.93| 0.92    |
| 34      | 0.98| 0.90  | 0.96| 0.96    |
| 35      | 0.80| 0.68  | 0.69| 0.82    |
| 36      | 0.87| 0.73  | 0.67| 0.82    |
| 37      | 0.94| 0.85  | 0.84| 0.93    |
| 38      | 0.93| 0.84  | 0.85| 0.92    |
**Table S5 CWOP Analysis**

| Dataset | Q   | MACS2 | SPP | PeakSeq |
|---------|-----|-------|-----|---------|
| 1       | 0.00| 0.02  | 0.00| 0.03    |
| 2       | 0.01| 0.03  | 0.01| 0.00    |
| 3       | 0.00| 0.00  | 0.00| 1.00    |
| 4       | 0.00| 0.72  | 0.55| 1.00    |
| 5       | 0.00| 0.08  | 0.06| 0.39    |
| 6       | 0.00| 0.43  | 0.02| 0.70    |
| 7       | 0.00| 0.04  | 0.01| 0.00    |
| 8       | 0.00| 0.16  | 0.00| 0.16    |
| 9       | 0.00| 0.28  | 0.05| 0.11    |
| 10      | 0.00| 0.03  | 0.00| 0.00    |
| 11      | 0.00| 0.00  | 0.00| 0.21    |
| 12      | 0.00| 0.00  | 0.00| 0.00    |
| 13      | 0.20| 0.54  | 0.00| 0.91    |
| 14      | 0.01| 0.12  | 0.02| 0.37    |
| 15      | 0.00| 0.04  | 0.00| 0.01    |
| 16      | 0.00| 0.08  | 0.01| 0.07    |
| 17      | 0.00| 0.04  | 0.01| 0.00    |
| 18      | 0.00| 0.03  | 0.00| 0.00    |
| 19      | 0.00| 0.02  | 0.00| 0.00    |
| 20      | 0.00| 0.01  | 0.00| 0.00    |
| 21      | 0.01| 0.02  | 0.00| 0.00    |
| 22      | 0.00| 0.00  | 0.00| 0.00    |
| 23      | 0.00| 0.40  | 0.08| 0.04    |
| 24      | 0.00| 0.00  | 0.00| 0.00    |
| 25      | 0.00| 0.00  | 0.00| 0.00    |
| 26      | 0.00| 0.01  | 0.00| 0.00    |
| 27      | 0.00| 0.68  | 0.57| 0.00    |
| 28      | 0.00| 0.31  | 0.01| 0.42    |
| 29      | 0.00| 0.06  | 0.00| 0.00    |
| 30      | 0.09| 0.16  | 0.09| 0.34    |
| 31      | 0.00| 0.01  | 0.01| 0.00    |
| 32      | 0.00| 0.00  | 0.00| 0.00    |
| 33      | 0.00| 0.06  | 0.04| 0.22    |
| 34      | 0.09| 0.22  | 0.03| 0.72    |
| 35      | 0.04| 0.41  | 0.24| 1.00    |
| 36      | 0.00| 0.15  | 0.03| 0.01    |
| 37      | 0.00| 0.00  | 0.00| 0.00    |
| 38      | 0.00| 0.01  | 0.00| 0.00    |

| Number of datasets with CWOPs > 0 | 7 | 30 | 18 | 19 |
| Number of datasets with CWOPs > 0.1 | 1 | 13 | 3  | 14 |

**Table S5. CWOP Analysis.** Proportions of low quality peaks with IDR ≤ 0.01. Low quality peaks are here defined as overlapping peaks for which both pseudoreplicates signal have scores lower than the mean of the signal scores with IDR > 0.01. Those with a proportion greater than 0.10 are shown in bold.
Table S6 Peak overlaps for peaks with IDR ≤ 0.01.

Counts of peaks among the 100,000 top ranked peaks of pseudoreplicates (Table S3) with IDR ≤ 0.01. The same data is presented as a radarplot in the main manuscript as Fig. 4D, where all datasets for which one or more peak caller had 10% or more CWOPs (Table S5) were excluded. Mean normalized values in Figure 4E were derived from this table by subtracting the row mean for each individual experiment.

| Dataset | Q   | MACS2 | SPP  | PeakSeq | Row mean |
|---------|-----|-------|------|---------|----------|
| 1       | 11,944 | 11,283 | 9,092 | 10,665 | 10,746   |
| 2       | 24,489 | 21,474 | 17,953 | 20,438 | 21,089   |
| 3       | 1,106  | 805   | 781  | 5,320  | 2,003    |
| 4       | 2,299  | 1,981  | 2,311 | 4,176  | 2,692    |
| 5       | 7,792  | 5,040  | 5,209 | 7,009  | 6,263    |
| 6       | 5,362  | 5,399  | 3,743 | 4,940  | 4,861    |
| 7       | 8,775  | 5,683  | 4,692 | 13,451 | 8,150    |
| 8       | 7,191  | 6,077  | 4,383 | 5,787  | 5,860    |
| 9       | 5,192  | 4,049  | 2,971 | 4,571  | 4,196    |
| 10      | 12,081 | 10,194 | 6,385 | 16,681 | 11,335   |
| 11      | 12,212 | 11,276 | 10,580 | 9,904 | 10,993   |
| 12      | 28,875 | 26,834 | 24,316 | 26,241 | 26,567   |
| 13      | 1,828  | 1,774  | 1,238 | 3,901  | 2,185    |
| 14      | 4,926  | 4,115  | 2,858 | 5,513  | 4,353    |
| 15      | 18,028 | 13,194 | 9,715 | 15,678 | 14,204   |
| 16      | 13,236 | 10,507 | 7,011 | 13,154 | 10,977   |
| 17      | 11,730 | 10,148 | 9,719 | 11,229 | 10,707   |
| 18      | 13,524 | 12,070 | 11,414 | 13,239 | 12,562   |
| 19      | 23,543 | 17,470 | 14,429 | 17,600 | 18,261   |
| 20      | 27,323 | 20,751 | 14,609 | 18,849 | 20,383   |
| 21      | 27,284 | 22,015 | 11,618 | 16,318 | 18,059   |
| 22      | 31,244 | 20,185 | 15,929 | 19,863 | 21,805   |
| 23      | 5,057  | 5,252  | 3,214 | 6,250  | 4,943    |
| 24      | 29,834 | 26,783 | 24,873 | 22,794 | 26,071   |
| 25      | 35,087 | 34,742 | 32,681 | 30,594 | 33,276   |
| 26      | 33,643 | 32,492 | 30,630 | 30,400 | 31,791   |
| 27      | 3,133  | 2,078  | 2,074 | 5,409  | 3,174    |
| 28      | 8,599  | 3,308  | 1,754 | 3,722  | 4,346    |
| 29      | 18,977 | 15,581 | 14,492 | 17,566 | 16,654   |
| 30      | 11,471 | 8,396  | 7,178 | 8,362  | 8,852    |
| 31      | 19,227 | 21,301 | 11,181 | 22,461 | 18,543   |
| 32      | 32,006 | 26,608 | 19,178 | 30,035 | 26,957   |
| 33      | 7,279  | 6,338  | 5,578 | 6,216  | 6,353    |
| 34      | 5,762  | 5,651  | 3,972 | 6,126  | 5,378    |
| 35      | 3,134  | 2,539  | 1,708 | 3,824  | 2,801    |
| 36      | 13,238 | 10,270 | 5,250 | 15,756 | 11,129   |
| 37      | 23,824 | 19,079 | 16,394 | 21,118 | 20,104   |
| 38      | 19,059 | 14,964 | 13,564 | 17,777 | 16,341   |
Table S7. Motif content analysis. Number of peaks amongst the 50,000 top ranked peaks containing at least one significant occurrence of a reference motif, also visualized in Figure 5A. The mean-normalized values in Figure 5B were derived from this table by subtracting the row mean for each individual experiment.
Table S8. TSS flanking double summits for RNAPII. We performed an analysis of TSS flanking double summits (TFDS) on four RNAPII datasets from the two different cell lines, HCT-116 and HeLa-S3. We analysed the summits of the overlapping peaks derived in the reproducibility analysis (Table S3). For each dataset and peak caller, we counted the total number of summits in promoters (TSS±1500), of promoters with at least one summit and promoters with TFDS. The percentages for promoters with TFDS are with respect to the number of promoters with at least one summit.

Table S9. TSS flanking double summits for H3K4me3. See the legend to Figure S8 for explanations.
Table S10. TFDS - Reproducibility. For biological replicates we determined promoters (TSS±1500) with TFDS identified by Q for both replicates using bedtools [5].

| Cell line                  | TFDS REP1 | TFDS REP2 | Overlap            |
|----------------------------|-----------|-----------|--------------------|
| HCT-116-POL2H8             | 3,268     | 3,489     | 2,552 (78.09%)     |
| HeLa-S3-POL2               | 3,280     | 3,680     | 2,718 (82.87%)     |
| HCT-116-H3K4ME3            | 5,800     | 6,011     | 5,255 (90.60%)     |
| HeLa-S3-H3K4ME3            | 4,607     | 4,695     | 3,928 (85.26%)     |

Table S11. TFDS - Simulation study. We performed simulations for all pairs of replicates within one cell line. The numbers in the column Overlap refer to promoter overlaps, i.e. those promoters having a TFDS for RNAPII and H3K4me3. By the definition of TFDS also the corresponding intersummit regions must overlap. The numbers in the column Pattern observed refer to the number of cases for which the intersummit region of the TFDS for RNAPII is completely contained in that of the TFDS of H3K4me3. In the column Simulated avg the average observed number of patterns for 10,000 simulations are shown. In each simulation we randomly shuffled the intersummit regions of the TFDS for H3K4me3 and determined the how often the pattern occured. Percentages refer to the corresponding number of overlapping promoters (column Overlap). The last column shows upper bounds for the empirical P-value.

| Cell line                  | RNAPII    | H3K4me3   | Overlap | Pattern observed | Simulated avg | P-value        |
|----------------------------|-----------|-----------|---------|------------------|---------------|---------------|
| HCT-116-POL2H8-R1          | H3K4ME3-R1| 2,790     | 1,807   | (64.77%)         | 1,536         | (55.05%)      | < 10^{-4}     |
| HCT-116-POL2H8-R2          | H3K4ME3-R2| 2,833     | 1,798   | (63.47%)         | 1,515         | (53.48%)      | < 10^{-4}     |
| HCT-116-POL2H8-R2-R3       | H3K4ME3-R1| 2,998     | 2,041   | (68.08%)         | 1,761         | (58.74%)      | < 10^{-4}     |
| HCT-116-POL2H8-R2-R3       | H3K4ME3-R2| 3,037     | 2,016   | (66.38%)         | 1,722         | (56.70%)      | < 10^{-4}     |
| HeLa-S3-POL2-R1            | H3K4ME3-R1| 2,578     | 1,648   | (63.93%)         | 1,322         | (51.28%)      | < 10^{-4}     |
| HeLa-S3-POL2-R1            | H3K4ME3-R2| 2,615     | 1,703   | (65.12%)         | 1,386         | (53.00%)      | < 10^{-4}     |
| HeLa-S3-POL2-R2-R3         | H3K4ME3-R1| 2,837     | 1,939   | (68.35%)         | 1,628         | (57.38%)      | < 10^{-4}     |
| HeLa-S3-POL2-R2-R3         | H3K4ME3-R2| 2,904     | 1,995   | (68.70%)         | 1,697         | (58.44%)      | < 10^{-4}     |

Table S12. Runtime - Peak calling. A total of 38 datasets were analysed using Q, MACS2, SPP and PeakSeq. The calculations were performed on a rack server with an AMD Opteron(tm) Processor 6172 (2.1 GHz). The average runtimes are given in minutes (user time plus system time).

| Method | Q (m) | MACS2 (m) | SPP (m) | PeakSeq (m) |
|--------|-------|-----------|---------|-------------|
|        | 2.06  | 10.92     | 38.11   | 7.27        |
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