CORRECTING CONDITIONAL MEAN IMPUTATION FOR CENSORED COVARIATES AND IMPROVING USABILITY

ABSTRACT

Analysts are often confronted with censoring, wherein some variables are not observed at their true value, but rather at a value that is known to fall above or below that truth. While much attention has been given to the analysis of censored outcomes, contemporary focus has shifted to censored covariates, as well. Missing data is often overcome using multiple imputation, which leverages the entire dataset by replacing missing values with informed placeholders, and this method can be modified for censored data by also incorporating partial information from censored values. One such modification involves replacing censored covariates with their conditional means given other fully observed information, such as the censored value or additional covariates. So-called conditional mean imputation approaches were proposed for censored covariates in Atem et al. [2017], Atem et al. [2019a], and Atem et al. [2019b]. These methods are robust to additional parametric assumptions on the censored covariate and utilize all available data, which is appealing. As we worked to implement these methods, however, we discovered that these three manuscripts provide nonequivalent formulas and, in fact, none is the correct formula for the conditional mean. Herein, we derive the correct form of the conditional mean and demonstrate the impact of the incorrect formulas on the imputed values and statistical inference. Under several settings considered, using an incorrect formula is seen to seriously bias parameter estimation in simple linear regression. Lastly, we provide user-friendly R software, the `imputeCensoRd` package, to enable future researchers to tackle censored covariates in their data.
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1 Challenges with Current Approaches

In studies of longitudinal data, analysts are often confronted with censoring, wherein some variables are not observed at their true value. Instead, the censored value, which is known to fall above or below that truth depending on the type of censoring, is observed in its place. Suppose we are interested in age at onset of cardiovascular disease; if a subject drops
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A popular way to overcome conventional missing data while leveraging the entire dataset is imputation, whereby missing values are replaced by informed placeholders. Thus, completed (i.e., imputed) datasets are constructed on which standard complete-data methods, such as least-squares estimation for normal linear regression, can be applied. Imputation methods can similarly be applied to censored covariates. However, in this setting, partial information (i.e., the right-censored value which is known to be less than the true covariate) is available which would not be with traditional missing data. To capture this partial information, censored covariates can be replaced with their conditional means given other fully observed information such as the censored value or additional covariates; we refer to this approach as conditional mean imputation. A mean imputation which does not take into account the nature of the censoring might yield values that are not possible; for example, an imputed value lower than the right-censored one would be unrealistic.

Recently, such a conditional mean imputation approach was proposed for censored covariates in [Atem et al., 2017], [Atem et al., 2019a], and [Atem et al., 2019b]. This conditional mean, as shown below, requires estimating the survival function for the censored covariate. If misspecified, as could happen with a parametric survival model, the resulting estimates can be biased and the variability inflated. To circumvent this, Atem and colleagues modeled the survival function with the nonparametric Kaplan-Meier estimator or semiparametric Cox proportional hazards model; the former is applicable only without additional fully observed covariates, while the latter incorporates these. The Kaplan-Meier estimator makes no distributional assumptions, and the Cox model captures additional covariate effects without requiring a fully-specified distribution for the censored covariate.

That the methods of [Atem et al., 2017], [Atem et al., 2019a], and [Atem et al., 2019b] are robust to additional parametric assumptions and make the most of the available dataset makes them very desirable. However, in an effort to implement them, we found that these three manuscripts actually compute the conditional mean incorrectly and provide nonequivalent formulas. Therefore, to remedy this and enable others to readily implement this method, we derive the correct form of the conditional mean and provide user-friendly R software, the `inputCensoRd` package. We also illustrate the bias created when using the incorrect formulas.

## 2 What Is the Correct Form of the Conditional Mean?

To replicate the setup in the methods of Atem and colleagues, we consider a linear regression model, $E(Y|X, Z) = \alpha + \beta X + \gamma^T Z$, relating the outcome $Y$ to censored and fully observed covariates $X$ and $Z$, respectively. Data are available on a sample of $n$ subjects, but in place of $X$ is the observed covariate value $T = \min(X, C)$, where we assume $C$ is the noninformative, right-censored value and define the event indicator $\delta = I(X \leq C)$. Noninformative censoring, i.e., the assumption that $X$ is independent of $C$, is necessary for $X$ to be missing at random [Little and Rubin, 2002] from censored subjects, and it dictates the form of the expectation that follows (as noted). We focus on right censoring since that is the setting of the existing works, but modifications for left censoring follow closely from the methods provided. Conditional mean imputation involves computing $E(X|X > C, Z)$ for each censored subject, which we prove below is equivalent to

$$E(X|X > C_i, Z_i) = C_i + \frac{1}{S_0(C_i \exp(\lambda^T Z_i))} \int_{C_i}^\infty S_2(x|Z_i) dx$$

where $S_2(t|Z) = P(X \geq t|Z)$ is the conditional survival function of $X|Z$, $S_0(t) = S_2(t|Z = 0)$ is the baseline survival function, and $\lambda$ are the log hazard ratios from the Cox model for $X|Z$.

Under right censoring, the true covariate for a censored value $T_i$ (i.e., $\delta_i = 0$) is known to be greater than $T_i$. One way to compute the integral in Equation (1) is using the trapezoidal rule, incorporating the indicator $I(T_i \geq C_i)$ for right censoring.
censoring, which leads to the estimated version of the conditional mean as \( \hat{E}(X_i | X_i > C_i, Z_i) \)

\[
= C_i + \frac{1}{2} \left[ \sum_{j=1}^{n-1} \mathbb{I}(T(j) \geq C_i) \left\{ S_0(0) \left( T(j+1) \right)^{\exp(\lambda^T Z_i)} + S_0(T(j)) \exp(\lambda^T Z_i) \right\} (T(j+1) - T(j)) \right],
\]

where \( T(1) < T(2) < \cdots < T(n) \) are the ordered, observed values of \( T = \min(X, C) \).

To derive Equation (1), we will use rules of conditional probability, integration by parts, and the known relationship between the density and survival function of \( X \). We begin simply with the definition of expectation, which gives us that \( E(X|X > C_i, Z_i) = \int_{-\infty}^{\infty} xP(x|X > C_i, Z_i)dx \), where only \( X \) is considered random given observed data \( (C_i, Z_i) \) for subject \( i (i = 1, \ldots, n) \). It follows from the rules of conditional probability that \( P(X > C_i | Z_i) = P(X > C_i | Z_i) / P(X > | Z_i) \), where we recognize \( P(X > C_i | Z_i) \) as the conditional survival function of \( X|Z = Z_i \) at time \( C_i \) and thus \( P(X > C_i, Z_i) = P(X, X > C_i | Z_i) / S_x(C_i | Z_i) \). This allows the denominator to now be factored out of the integral, leaving

\[
E(X|X > C_i, Z_i) = \frac{1}{S_x(C_i | Z_i)} \int_{-\infty}^{\infty} xP(x, x > C_i | Z_i)dx.
\]

Under the assumption of noninformative right censoring, whereby \( X \) is independent of \( C \),

\[
E(X|X > C_i, Z_i) = \frac{1}{S_x(C_i | Z_i)} \int_{C_i}^{\infty} xP(x | Z_i)dx. \tag{3}
\]

Now, we solve for the following using integration by parts:

\[
\int_{C_i}^{\infty} xP(x | Z_i)dx = \left\{ -xS_x(x | Z_i) \right\} \Bigg|_{x=C_i}^{x=\infty} + \int_{C_i}^{\infty} S(x | Z_i)dx
\]

\[
= \left\{ \lim_{x \to \infty} -xS_x(x | Z_i) \right\} - \left\{ -C_iS_x(C_i | Z_i) \right\} + \int_{C_i}^{\infty} S(x | Z_i)dx
\]

\[
= C_iS_x(C_i | Z_i) + \int_{C_i}^{\infty} S(x | Z_i)dx. \tag{4}
\]

Plugging Equation (4) into Equation (3) yields

\[
E(X|X > C_i, Z_i) = \frac{1}{S_x(C_i | Z_i)} \left\{ C_iS_x(C_i | Z_i) + \int_{C_i}^{\infty} S(x | Z_i)dx \right\}
\]

\[
= C_i + \frac{1}{S_x(C_i | Z_i)} \int_{C_i}^{\infty} S(x | Z_i)dx.
\]

Since censored \( X \) is modeled with a Cox model, we have that \( S_x(t | Z_i) = S_0(t)^{\exp(\lambda^T Z_i)} \). With this, we arrive at Equation (1).

### 3 Impacts of Imputing with Incorrect Conditional Means

We now discuss how the formulas from Atem and colleagues used for conditional mean imputation differ from ours in Equation (2) and the resulting impact of these differences.

#### 3.1 Misplacing the hazard ratio

Compared to the correct imputed mean in Equation (2), the formula provided in Atem et al. [2017] is \( \hat{E}(X|X > C_i, Z_i) =
\]

\[
C_i + \frac{1}{2} \left[ \sum_{j=1}^{n-1} \mathbb{I}(T(j) > C_i) \left\{ S_0(0) \left( T(j+1) \right)^{\exp(\lambda^T Z_i)} + S_0(T(j)) \exp(\lambda^T Z_i) \right\} (T(j+1) - T(j)) \right], \tag{5}
\]
where the boxes highlight the differences. The impact of using an indicator function with an exclusive inequality, I(T_{ij} > C_i), rather than an inclusive inequality, I(T_{ij} ≥ C_i), is discussed in Section 3.2. For now, we consider the use of the term \{S_0(T_{ij+1}) + S_0(T_{ij})\}^{\exp(\lambda^TZ_i)} in the numerator, which incorrectly assumes that

\[
\{S_0(T_{ij+1}) + S_0(T_{ij})\}^{\exp(\lambda^TZ_i)} = \{S_0(T_{ij+1})^{\exp(\lambda^TZ_i)} + S_0(T_{ij})^{\exp(\lambda^TZ_i)}\}.
\]

This equality is only guaranteed to hold when \lambda^TZ_i = 0, and thus Equation (5) will yield incorrect conditional mean imputations otherwise. By properties of the survival function, recall that \(0 \leq S_0(t) \leq 1\) for all \(t\). With this in mind, it can be shown that

\[
\{S_0(T_{ij+1})^{\exp(\lambda^TZ_i)} + S_0(T_{ij})^{\exp(\lambda^TZ_i)}\} < \{S_0(T_{ij+1}) + S_0(T_{ij})\}^{\exp(\lambda^TZ_i)}
\]

if \lambda^TZ_i < 0 and

\[
\{S_0(T_{ij+1})^{\exp(\lambda^TZ_i)} + S_0(T_{ij})^{\exp(\lambda^TZ_i)}\} > \{S_0(T_{ij+1}) + S_0(T_{ij})\}^{\exp(\lambda^TZ_i)}
\]

if \lambda^TZ_i > 0. As such, Equation (5) will underestimate or overestimate the correct conditional means when \lambda^TZ_i < 0 or > 0, respectively. Next, the formula in Atem et al. [2019a] computes \(\hat{E}(X|X > C_i, Z_i)\) as

\[
C_i + \frac{1}{2} \left[ \sum_{j=1}^{n} I(T_{ij} > C_i) \{S_0(T_{ij+1}) + S_0(T_{ij})\} \exp(\lambda^TZ_i)(T_{ij+1} - T_{ij}) \right] / S_0(C_i) \exp(\lambda^TZ_i).
\]

Since both the numerator and denominator are being multiplied by the hazard ratio, \exp(\lambda^TZ_i), it cancels out. Thus, their formula is actually equivalent to conditional mean imputation with \(\hat{E}(X|X > C_i, Z_i) =

\[
C_i + \frac{1}{2} \left[ \sum_{j=1}^{n} I(T_{ij} > C_i) \{S_0(T_{ij+1}) + S_0(T_{ij})\} (T_{ij+1} - T_{ij}) \right] / S_0(C_i) \exp(\lambda^TZ_i).
\]

(6)

This means the conditional mean imputation following the formula from Atem et al. [2019a] ignores available covariate information.

The final formula comes from Atem et al. [2019b], which states that \(\hat{E}(X|X > C_i, Z_i) =

\[
C_i + \frac{1}{2} \exp(\lambda^TZ_i) \sum_{j=1}^{n} I(T_{ij} > C_i) \{S_0(T_{ij+1})^{\exp(\lambda^TZ_i)} + S_0(T_{ij})^{\exp(\lambda^TZ_i)}\} (T_{ij+1} - T_{ij}) \right] / S_0(C_i) \exp(\lambda^TZ_i).
\]

(7)

This trapezoidal approximation to the integral will be incorrect for all \lambda^TZ_i ≠ 0. Specifically, for all \lambda^TZ_i < 0, Equation (7) will overestimate the imputed value, since (1/2)^a > 1/2 for all a < 0. Conversely, when \lambda^TZ_i > 0 this formula systematically underestimates the imputed covariate value because (1/2)^a < 1/2 for all a > 0. In either case, the degree of over- or underestimation will become more severe as \lambda^TZ_i deviates further from 0. In addition, the upper bounds of the summands for Equations (6) and (7) are invalid because we cannot evaluate \(T_{(n+1)}\) in a sample of n subjects.

3.2 Underestimating the integral

We now highlight the impact of using an exclusive inequality (>) rather than an inclusive inequality (≥) within the indicator function of the trapezoidal rule, as in Equations (5)–(7). For simplicity, we assume that all observed times \(T_i\) are unique. Then, the correct formula presented in Equation (2) is equivalent to

\[
C_i + \frac{1}{2} \left[ \sum_{j=1}^{n} I(T_{ij} > C_i) \{S_0(T_{ij+1})^{\exp(\lambda^TZ_i)} + S_0(T_{ij})^{\exp(\lambda^TZ_i)}\} (T_{ij+1} - T_{ij}) \right] / S_0(C_i) \exp(\lambda^TZ_i).
\]

4
whether we use an exclusive indicator \( I(T_{ij} > C_i) \), i.e., the first observed value greater than \( C_i \). Thus, using the exclusive indicator \( I(T_{ij} > C_i) \) as in \cite{Atem2017, Atem2019a, Atem2019b} leads to underestimation of the integral, \( \int_{C_i}^{\infty} S(x | Z_i) dx \), and systematically biased imputation values. Systematic underestimation of this integral does not occur only if \( S_0 (m_i) \exp(\lambda^T Z_i) = S_0 (C_i) \exp(\lambda^T Z_i) = 0 \).

### 3.3 Simulation studies

To see how the different versions of conditional mean imputation affect bias in the imputation values and resulting inference, we conduct brief simulations. Samples of \( n = 1000 \) subjects were created, beginning with fully observed binary covariate \( Z \) which was generated from a Bernoulli distribution with \( P(Z = 1) = 0.25 \). The right censoring variable, \( C \), was independently generated from an exponential distribution with rate \( \lambda = 4 \). Covariate \( X \) was generated to have an exponential baseline survival function with rate \( = 5 \) following the procedure of \cite{Bender2005}. To do so, we generated \( U \) from a uniform distribution with \( \min = 0 \) and \( \max = 1 \) and constructed the baseline cumulative hazard as \( H_0(X) = - \log(U) \exp(-\lambda X) \), from which we have \( X = H_0(X)/\lambda \). The \( \lambda \) used to generate \( X \) is the log hazard ratio, and settings with \( \lambda = -2, -1, 0, 1, 2 \) were considered, leading to an average of \( 55\%, 51\%, 45\%, 39\% \), and \( 36\% \) censoring, respectively. Observed values were considered as \( T = \min(X, C) \). The outcome, \( Y \), is calculated as \( Y = 1 + X + 0.25Z + \epsilon \), with random errors \( \epsilon \) generated independently from a standard normal distribution. Each setting was replicated 1000 times.

Consider the conditional mean imputations from a single replication for all values of \( \lambda \). We focus on the first censored subject from each stratum of binary \( Z \), whose imputed values following all formulas are displayed in Figure 1. Between the left and right panels, we see that the strict indicator, \( I(T_{ij} > C_i) \), as in the numerator of the formulas from Atem and colleagues, led to slightly smaller conditional means due to the underestimation discussed in Section 3.2. Since we know that the indicator within the trapezoidal rule approximation should use an inclusive inequality, we now focus solely on the right panel with \( I(T_{ij} > C_i) \). With \( Z = 0 \), the first subject’s conditional mean is a constant across the range of \( \lambda \) values and all formulas agree; this is as expected since the formulas are equivalent when \( \lambda = 0 \).

Discrepancies between the formulas are apparent for the subject with \( Z = 1 \). While Equation (6) yields imputations that are still flat with respect to \( \lambda \), Equation (5) leads to conditional means that underestimate the correct formula for \( \lambda < 0 \) and overestimate for \( \lambda > 0 \), with the degree of this overestimation seen to quickly “blow up” with \( \lambda > 1 \). Though Equation (7) is the closest to the correct imputed values, the conditional means are seen to over- and underestimate the correct imputed values when \( \lambda < 0 \) or \( \lambda > 0 \), respectively, although its deviation from the correct formula was much smaller for \( \lambda > 0 \). Thus, Figure 1 supports the implications of imputing with incorrect conditional means discussed in Sections 3.1 and 3.2.

Next, we investigate the ramifications of these incorrect imputed values on statistical inference about \( \beta \), the coefficient for the censored covariate. We implement a multiple imputation approach wherein we iterate between (1) bootstrap resampling from the original data, (2) imputing censored covariates with conditional means, and (3) fitting a linear regression model using ordinary least-squares methods. We repeat steps (1)–(3) \( B = 20 \) times and ultimately pool the estimates using Rubin’s rules \cite{Rubin1991}:

\[
\hat{\beta} = \frac{1}{B} \sum_{b=1}^{B} \hat{\beta}^{(b)} \quad \text{and} \quad \text{SE}(\hat{\beta}) = \sqrt{\frac{1}{B} \sum_{b=1}^{B} \text{Var}(\hat{\beta}^{(b)}) + \left\{ \frac{B + 1}{B(B-1)} \right\} \sum_{b=1}^{B} (\hat{\beta}^{(b)} - \hat{\beta})^2},
\]

where \( \hat{\beta}^{(b)} \) is the parameter estimate obtained from the \( b^{th} \) iteration and \( \text{Var}(\hat{\beta}^{(b)}) \) is the corresponding variance estimate. This multiple imputation approach follows the same steps outlined in \cite{Atem2017, Atem2019a, Atem2019b}. Four formulas are considered for imputation in step (2): the correct derivation (Equation (2)) and the incorrect ones from Atem and colleagues (Equations (5), (6), and (7)). In addition, we explore potential improvements due to fixing the strict indicator, i.e., replacing \( I(T_{ij} > C_i) \) with \( I(T_{ij} \geq C_i) \), in the incorrect formulas.

Inference based on each of the four formulas, as well as the four formulas with \( I(T_{ij} > C_i) \) replaced by \( I(T_{ij} \geq C_i) \), are shown in Figure 2. We first note, upon comparing the left and right panels, that inference does not differ greatly whether we use an exclusive indicator \( I(T_{ij} > C_i) \) or an inclusive indicator \( I(T_{ij} \geq C_i) \). Even though the former generates systematically smaller imputed values (Figure 1), the impact on inference appears negligible. We then note
the impact on inference that is caused by the choice of formula. As expected, performance was comparable when \( \lambda = 0 \), but differences were apparent for all other settings. Biased parameter estimates \( \hat{\beta} \) were most noticeable for the formula from Atem et al. [2017], which overestimated when \( \lambda < 0 \) but underestimated when \( \lambda > 0 \); the severity of the bias increased as \( \lambda \) deviated further from zero, as well. Perhaps surprisingly, results based on the formulas from Atem et al. [2019a] and Atem et al. [2019b] yielded results that were in many settings comparable to those using the correct formula. This is by no means a universal result, and the fact remains that none of the three incorrect formulas is a reliable substitute for the correct formula. These results are consistent with those under smaller sample sizes of \( n = 100 \) or 500 (data not shown); there was bias for \( \lambda \neq 0 \) with \( n = 100 \) but it was seen to persist through at least \( n = 1000 \).

4 Empowering Future Usability

In this note, we highlight between-paper disagreement between the formulas for \( \hat{\mathbb{E}}(X|X > C_i, Z_i) \) provided by Atem et al. [2017], Atem et al. [2019b], and Atem et al. [2019a] and derive its correct form. To allow others to readily use this method, we also provide software implementations for conditional mean imputation, with or without additional covariates, in the imputeCensoRd R package [R Core Team, 2017] on our GitHub at https://github.com/kylefred/Imputing-Censored-Covariates. We believe that this note and the accompanying software will help to correct and broaden adoption of the conditional mean imputation approach for covariate censoring.
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Figure 1: Conditional mean imputation values, $\hat{E}(X|X > C_i, Z_i)$ for chosen censored subjects.
Figure 2: Linear regression model estimates using conditional mean imputation values following the correct and incorrect formulas.