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Abstract

Within the framework of building energy assessment, this article proposes to use a derivative based sensitivity analysis of heat transfer models in a building envelope. Two, global and local, estimators are obtained at low computational cost, to evaluate the influence of the parameters on the model outputs. Ranking of these estimators values allows to reduce the number of model unknown parameters by excluding non-significant parameters. A comparison with variance and regression-based methods is carried out and the results highlight the satisfactory accuracy of the continuous-based approach. Moreover, for the carried investigations the approach is 100 times faster compared to the variance-based methods. A case study applies the method to a real-world building wall. The sensitivity of the thermal loads to local or global variations of the wall thermal is investigated. Additionally, a case study of wall with window is analyzed.
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1 Introduction

Within the context of environmental sustainability, retrofit solutions help to decrease the heating and cooling demand of building stocks. In order to evaluate the efficiency of retrofit actions, engineers usually conduct energy audits of buildings. Numerical simulations are often used to analyze the energy performance of buildings according to the retrofit scenarios. However, despite the recent advances in building energy simulation programs, the gap between the actual and the predicted energy consumption still remains a challenging issue. In existing buildings, this discrepancy may arise from uncertainties in the thermophysical properties of building materials \cite{1}. The properties change due to (i) time degradation, (ii) exposure to weather conditions, and (iii) traditional processes of construction. Therefore, the estimation of the actual material properties will improve the accuracy and reliability of building simulation software.

It is essential to have models that evaluate the impact of input parameters variability on the physical phenomena predictions. It enables to assess the sensitivity of the important fields such as the temperature, the heat flux or the thermal conduction loads according to uncertain material properties. This is particularly relevant in the context of inverse problems and the objective of
retrieving the unknown parameters. The number of parameters to be estimated using in-situ measurement can be reduced by focusing on the most influencing ones. Besides, it reduces significantly the computational requirements of the inverse problems [2].

The use of sensitivity analysis is an attractive approach to highlight the main parameters and their impact on the interesting model outputs. In the literature, there are several studies that applied sensitivity analysis methods for building energy simulation. An extensive overview is given in [3]. Among others, uncertainty analysis is carried out in [4] to assess the influence of brick material properties on the cooling energy demand of a building. In [5] the design variables that have the most impact on the building energy performance of a typical office building are determined. Sensitivity analysis for an office building in Denmark is conducted in [6] to identify the most important design parameters for heating, cooling, and total building energy demand. Multiple building parameters are selected to examine their impact on annual building energy consumption, peak design loads, and building load profiles of office buildings in Hong Kong in [7]. An airflow network model [8] is characterized through the combination of the Morris method and the Sobol method: this approach reduced the dimensionality of the model in a more informative way than the standard methods. Uncertainty propagation from over 1000 parameters is studied by simulation-based sensitivity analysis in [9] to identify the most influential parameters using support vector regression.

One may note that variance–based sensitivity analysis methods are the most popular choice quantifying the influence of a parameter, while the Sobol sensitivity indices are often used as reference values [10]. However, the variance–based methods require a high number of model evaluations. To calculate sensitivity indicators of $M$ parameters through variance decomposition, one may need to make $O(100 \cdot M)$ model evaluations [11]. It can be remarked that a promising method, called the derivative based approach, has not been investigated yet for building energy simulation [12–15]. It is based on the computation of the so-called sensitivity coefficients obtained from direct differentiation of the governing equations according to the input parameters. A global estimator has been proposed and linked to the total Sobol indices by Kucherenko and Sobol in [12]. Several studies [16–18] across different disciplines suggest the efficiency of such approach. Thus, this article aims at investigating the derivative based approach to carry out sensitivity analysis of the heat transfer models in buildings components based on the variability of several input parameters. Its efficiency in terms of accuracy and computational cost is assessed through a comparison to standard methods.

The article is organized as follows. Section 2 presents the governing equations and the methodology for computing the sensitivity coefficients using the continuous approach. The discrete differential approach from the literature is also referred to. In Section 3, a case is considered to validate the approach using a reference solution. Last, in Section 4, a detailed case study of a wall is analyzed. The issue is to determine the influence of the thermal conductivity or volumetric capacity of each layer of the wall on the thermal loads. Additionally, in Section 4.3, an envelope composed of a single glazed window and a wall, is considered, and influence of wall and window properties on the overall energy performance is studied.
2 Methodology

2.1 Physical model

The physical problem considers one-dimensional heat conduction transfer through a building wall. The wall is composed of $N$ layers, and each layer differs from the other by its thermal properties and thickness, as shown in Figure 1. The temperature in the wall is defined on the domains $\Omega_x : x \in [0, L]$ and $\Omega_t : t \in [0, \tau_{\text{max}}]$, where $L [\text{m}]$ is the length of the wall and $\tau_{\text{max}} [\text{s}]$ is the duration of the simulation:

$$T : [0, L] \times [0, \tau_{\text{max}}] \rightarrow \mathbb{R}.$$  

The mathematical formulation of the heat transfer process is given as:

$$c \cdot \frac{\partial T}{\partial t} = \frac{\partial}{\partial x} \left( k \cdot \frac{\partial T}{\partial x} \right),$$  

(1)

where $c [\text{J/(m}^3\cdot\text{K})]$ is the volumetric heat capacity, or $c = \rho \cdot c_p$, corresponding to the product between the material density $\rho [\text{kg/m}^3]$ and the specific heat $c_p [\text{J/(kg} \cdot \text{K})]$, which varies depending on space:

$$c : x \mapsto \sum_{i=1}^{N} c_i \cdot \varphi_i (x),$$

where $\{ \varphi_i (x) \}_{i=1}^{N}$ are piecewise functions and can be written as:

$$\varphi_i (x) = \begin{cases} 
1, & x_{i-1} \leq x \leq x_i, \ i = 1, \ldots, N, \\
0, & \text{otherwise}, 
\end{cases}$$

where $x_{i-1}$ and $x_i$ are the left and right interfaces of layer $i$, respectively. A similar definition is assumed for the thermal conductivity $k [\text{W/(m} \cdot \text{K})]$:

$$k : x \mapsto \sum_{i=1}^{N} k_i \cdot \varphi_i (x).$$
Therefore, equation (1) becomes:

\[
\sum_{i=1}^{N} c_i \cdot \varphi_i(x) \cdot \frac{\partial T}{\partial t} = \frac{\partial}{\partial x} \left( \sum_{i=1}^{N} k_i \cdot \varphi_i(x) \cdot \frac{\partial T}{\partial x} \right).
\]  

(2)

The heat balance on the exterior wall includes the convective exchange between the air outside and the wall surface, as well as the absorbed radiation. It can be written as:

\[
k \cdot \frac{\partial T}{\partial x} = h_L \cdot \left( T - T_{\infty}^L(t) \right) - \alpha \cdot q_{\infty}^L(t), \quad x = 0,
\]  

(3)

where \( T_{\infty}^L[K] \) is the temperature of the outside air that varies over time, \( h_L[W/(m^2 \cdot K)] \) is the exterior convective heat transfer coefficient, and \( q_{\infty}[W/m^2] \) is the total incident radiation, which includes the direct, diffuse, and reflexive radiations, and \( \alpha \) is the surface absorptivity. The infrared radiation and solar radiation passing through the windows are not considered. The interior heat balance consists of the convective exchange between the air inside \( T_{\infty}^R[K] \) and the wall surface, and is given by the following expression:

\[
k \cdot \frac{\partial T}{\partial x} = -h_R \cdot \left( T - T_{\infty}^R(t) \right), \quad x = L
\]  

(4)

where \( h_R[W/(m^2 \cdot K)] \) is the convective heat transfer coefficient on the inside boundary. The initial temperature in the wall is given according to:

\[T = T_0(x), \quad t = 0,
\]  

(5)

where the initial temperature distribution will be set in case studies. The outputs of the given physical model are twofold. First, the heat flux \( j[W/m^2] \) is computed according to:

\[j = -\left( k \cdot \frac{\partial T}{\partial x} \right) \bigg|_{x = L}.
\]  

(6)

In addition, the thermal loads \( E[W \cdot s/m^2] \) are computed by integrating the heat flux at the inner surface over the chosen time interval [19, 20]:

\[E = \int_{t}^{t + \delta t} j(\tau) \, d\tau,
\]  

(7)

where \( \delta t \) is a time interval such as day, week, or month.

The dimensionless presentation of these equations is illustrated in Appendix A. All methodology, described in further sections, is presented using dimensionless variables. They are indicated by a superscript \(^*\).

### 2.2 Sensitivity analysis

The aim of this section is to describe the methods that identify how the variation in the model parameters affects the variation in the model output. In case of the model describing the heat conduction transfer in the building wall, several outputs can be assessed. The temperature field \( T \) is obtained directly from the model. Other variables of interest can be computed using \( T \), such as
the heat flux $j$ and the thermal loads $E$. Further, let us operate with the dimensionless temperature $u$. In the framework of sensitivity analysis, the variable $u$ is declared as a function of spatial and time coordinates $(x^*, t^*)$ as well as the parameter $p^*$. In our case, the parameter belongs to the set of sensitive parameters $\{k^*_i, c^*_i\}_{i=1,...,N}$. Thus, one may formulate the temperature as follows:

$$u : \Omega_x \times \Omega_t \times \Omega_p \longrightarrow \mathbb{R}$$

$$(x^*, t^*, p^*) \longmapsto u(x^*, t^*, p^*).$$

The sensitivity of the temperature to an individual parameter $p$ is defined as the partial derivative of the model output and called the sensitivity coefficient $X_{p^*}$ [21]:

$$X_{p^*} : (x^*, t^*, p^*) \longmapsto \frac{\partial u}{\partial p^*}.$$

High values of $X_{p^*}$ indicate that $u$ is more sensitive to $p^*$, i.e., small changes in $p^*$ cause large changes in the model output.

The key to estimate $X_{p^*}$ is the calculation of partial derivatives. The partial derivative $\frac{\partial u}{\partial p^*}$ can be found either through discrete approximation or through the direct differentiation of model–governing equations. These procedures are described in the following parts.

In addition, to explore the parameter domain, its discretization is proposed. Let us discretize uniformly the interval on which parameter $p^*$ is defined. Thus, one may obtain the following definition:

$$\Omega_p = \{ p^*_r : p^*_r - p^*_{r-1} = \delta p^* \}_{r=1,...,N_p},$$

where $\delta p^*$ is a discretization step and $N_p$ is the number of parameters in the set.

### 2.2.1 Discrete approach

The partial derivative $\frac{\partial u}{\partial p^*}$ can be expressed through the forward difference approximation:

$$X_{p^*} = \frac{u(p^* + \Delta p^*) - u(p^*)}{\Delta p^*} + \mathcal{O}\left(\Delta p^*\right), \quad (8)$$

or through the backward difference approximation:

$$X_{p^*} = \frac{u(p^*) - u(p^* - \Delta p^*)}{\Delta p^*} + \mathcal{O}\left(\Delta p^*\right), \quad (9)$$

where $\Delta p^*$ is a small change in parameter $p^*$. These approximations require only two model evaluations for the different values of the parameter. However, the use of a discrete approach involves the step–size dilemma, as use of the small step size $\Delta p^*$ may increase the round-off error while decreasing the truncation error [22]. Therefore, the value of $\Delta p^*$ should be carefully chosen. The formulation of an importance parameter factor based on the discrete partial derivative can be found in [23].
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The aforementioned partial derivative estimators have a first-order accuracy. One may also compute the sensitivity coefficients with higher-order accuracy, which may demand more model output evaluations. The second- and higher-order discrete approximations are presented in Appendix B. The discrete approximation of the partial derivative $\frac{\partial u}{\partial p^*}$ has several advantages such as an easy implementation and a low computational cost. To compute all first-order sensitivity coefficients for $N$ parameters, only $N + 1$ model output evaluations are required using the classic forward and backward approaches. However, an inappropriate choice of the step size value $\Delta p^*$ may yield inaccurate results and lead to wrong conclusions about parameter importance. To avoid this problem, a continuous approach is suggested.

2.2.2 Continuous approach using the sensitivity equations

The continuous approach to estimate the partial derivative $\frac{\partial u}{\partial p^*}$ assumes a direct differentiation of model-governing equations [24]. Thus, sensitivity coefficients $X_{p^*}$ are obtained as a solution of a differential equation also called a sensitivity equation, which is a result of partial differentiation of a model equation. To illustrate this technique on the heat transfer model, let us find the sensitivity equations for the parameters $\{k_1^*, c_1^*\}$. The following new variables are presented:

$$X_{k_1^*} : (x^*, t^*, k_1^*) \mapsto \frac{\partial u}{\partial k_1^*}$$

$$X_{c_1^*} : (x^*, t^*, c_1^*) \mapsto \frac{\partial u}{\partial c_1^*}.$$

The differentiation of Eq. (30) with respect to parameter $k_1^*$ provides the following differential equation for $X_{k_1^*}$:

$$\frac{\partial X_{k_1^*}}{\partial t^*} = \frac{F_0}{c^*} \cdot \frac{\partial}{\partial x^*} \left( \frac{\partial k^*}{\partial k_1^*} \cdot \frac{\partial u}{\partial x^*} + k^* \cdot \frac{\partial X_{k_1^*}}{\partial x^*} \right),$$

where

$$\frac{\partial k^*}{\partial k_1^*} = \begin{cases} 1, & 0 \leq x < x_1, \\ 0, & \text{otherwise} \end{cases}.$$  

Similarly, the following sensitivity equation is obtained for $X_{c_1^*}$:

$$\frac{\partial X_{c_1^*}}{\partial t^*} = -\frac{F_0}{c^*} \cdot \frac{\partial c^*}{\partial c_1^*} \cdot \frac{\partial}{\partial x^*} \left( k^* \cdot \frac{\partial u}{\partial x^*} \right) + \frac{F_0}{c^*} \cdot \frac{\partial}{\partial x^*} \left( k^* \cdot \frac{\partial X_{c_1^*}}{\partial x} \right),$$

where

$$\frac{\partial c^*}{\partial c_1^*} = \begin{cases} 1, & 0 \leq x < x_1, \\ 0, & \text{otherwise} \end{cases}.$$
For the sake of compactness, the equations of the second-order sensitivity coefficients are demonstrated in Appendix C. These sensitivity coefficients can also be used to measure how the variation of the model parameters will impact other model outputs such as the heat flux and the thermal loads. Let us provide the sensitivity equations of the heat flux sensitivity coefficients:

\[
\frac{\partial j^*}{\partial k^*_1} = - \left( \frac{\partial k^*}{\partial k^*_1} \cdot \frac{\partial u}{\partial x^*} + k^* \cdot \frac{\partial X^*_{k^*_1}}{\partial x^*} \right) \bigg|_{x^* = x^*_s} ,
\]

\[
\frac{\partial j^*}{\partial c^*_1} = - \left( k^* \cdot \frac{\partial X^*_{c^*_1}}{\partial x^*} \right) \bigg|_{x^* = x^*_s} ,
\]

\[
\frac{\partial^2 j^*}{\partial k^*_1^2} = - \left( \frac{\partial^2 k^*}{\partial k^*_1^2} \cdot \frac{\partial u}{\partial x^*} + 2 \cdot \frac{\partial k^*}{\partial k^*_1} \cdot \frac{\partial X^*_{k^*_1}}{\partial x^*} + k^* \cdot \frac{\partial X^*_{k^*_1 k^*_1}}{\partial x^*} \right) \bigg|_{x^* = x^*_s} ,
\]

\[
\frac{\partial^2 j^*}{\partial c^*_1^2} = - \left( k^* \cdot \frac{\partial X^*_{c^*_1 c^*_1}}{\partial x^*} \right) \bigg|_{x^* = x^*_s} ,
\]

\[
\frac{\partial^2 j^*}{\partial k^*_1 \partial c^*_1} = - \left( \frac{\partial k^*}{\partial k^*_1} \cdot \frac{\partial X^*_{c^*_1}}{\partial x^*} + k^* \cdot \frac{\partial X^*_{k^*_1 c^*_1}}{\partial x^*} \right) \bigg|_{x^* = x^*_s} , \quad x^*_s \in \{0, 1\} .
\]

Finally, the integration of the heat flux sensitivity coefficients during a time period will provide expressions to calculate the sensitivity coefficients for the thermal loads \( E^* \).

The magnitudes of the sensitivity coefficients reflect how a parameter influences the chosen model output. Low–magnitude values mean that a parameter does not have a strong impact on the output. However, it is difficult to compare a parameter effect by considering only the sensitivity coefficients values. It is important to define a variable importance measure, which quantifies a parameter effect relative to others. The next section introduces various metrics that are used in the article.

### 2.2.3 Sensitivity coefficient metrics

To evaluate how a change in a parameter value contributes to the change in a model output, several estimators of the individual parameter importance may be used. They include local and global approaches. The local one, from a mathematical point of view, is defined as:

\[
\eta_{p_i} \overset{\text{def}}{=} \frac{\int_{\Omega_x} \int_{\Omega_t} \left( X_{p_i}(\chi, \tau) \right)^2 \, d\chi \, d\tau}{\sum_{j=1}^M \int_{\Omega_x} \int_{\Omega_t} \left( X_{p_j}(\chi, \tau) \right)^2 \, d\chi \, d\tau} ,
\]

where \( X_{p_i} \) is the sensitivity coefficient of the parameter \( p_i \) obtained through the solution of the corresponding sensitivity equation, and \( M \) is the number of input parameters, which influence the output of the model. A large value of this metric means a significant influence on the output, while a small value indicates the nonsensitive parameters. However, this quantity does not include a variation over the parameter domain, therefore the metric \( \eta_{p_i} \) can be used as the local estimator only. It is defined as local since the parameter of interest \( p_i \) remains constant.

Another important estimator, used for the derivative based approach, is the following:

\[
\nu_{p_i} \overset{\text{def}}{=} \int_{\Omega_p} \int_{\Omega_x} \int_{\Omega_t} \left( X_{p_i}(\chi, \tau) \right)^2 \, d\chi \, dp .
\]
According to the results of Sobol in [12], this quantity verifies:

\[ D_{p_i}^{\text{tot}} \leq \frac{1}{\pi^2} \nu_{p_i} \]  

(18)

where \( D_{p_i}^{\text{tot}} \) is the total partial variance. Additionally, the following approximation is also retrieved from [12]:

\[ D_{p_i}^{\text{tot}} \approx \frac{1}{12} \nu_{p_i}. \]  

(19)

Last, we define the global metric:

\[ \gamma_{p_i} \overset{\text{def}}{=} \frac{\nu_{p_i}}{\sum_{j=1}^{M} \nu_{p_j}} \]  

(20)

This metric is global since it examines the solution variations over an interval of variation of parameter \( p_i \).

Two properties of the global metric can be noted [25]. First, the following inequality is observed:

\[ 0 < \gamma_{p_i} < 1. \]

Then, the sum of the global metrics of each parameter is equal to unity:

\[ \sum_{j=1}^{M} \gamma_{p_j} = 1. \]

### 2.2.4 Primary Identifiability for parameter estimation problem

The aforementioned metrics and sensitivity coefficients values are very efficient in the procedure of the parameter estimation problem. Since it is a difficult optimization problem, whose computational cost depends on the number of unknown parameters in a direct model. For example, in a wall composed of four layers, to identify the thermal conductivity and the volumetric heat capacity of each layer, theoretically, at least eight parameters should be estimated. Thus, it is of crucial importance to decrease the number of uncertain model parameters. However, the parameters might not be theoretically identifiable, lacking the uniqueness of the parameter set that may have produced the measurements. Therefore, it is futile to try to estimate such parameters.

The use of sensitivity analysis is an attractive approach to address this issue. It highlights the main parameters impacting on the output of interest of the model. Thus, the number of parameters to be estimated can be reduced to a few numbers, and the computational cost of solving the parameter estimation problem can be reduced. The sensitivity analysis also is a useful tool to arrange an experimental set-up since measurements focus only on significant material properties. This notion of primary identifiability is illustrated in Figure 2. The primary identifiability is a proposed empirical concept that indicates which parameters are more valuable and have more influence on the model output based on their sensitivity coefficients, and it comes before the theoretical and practical identifiability analysis [26, 27]. It can be noted that the computation of the aforementioned metrics is directly included in the practical identifiability analysis in the framework of the parameter estimation problem.
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2.3 Taylor series expansion

Knowledge of the partial derivatives facilitates the approximation of the model output by utilizing the TAYLOR series. Indeed, since we are in the context of the parameter estimation problem, the model output can be represented in the neighborhood of the a priori values of parameters with high accuracy. The TAYLOR approximation investigates how the respective model output changes according to the variation in model parameters and analyzes the influence of the parameters. The TAYLOR series expansion is used to predict how the temperature, the heat flux, and the thermal loads vary according to the changes in the parameters (namely, the thermal conductivity or the heat capacity). For the sake of compactness, expressions of the TAYLOR series expansion for the temperature, the interior heat flux and the thermal loads are presented in Appendix D.

2.4 Numerical solution

After defining the governing and sensitivity equations, this section details the construction of the numerical model. The latter aims at computing the solution and its variation through the sensitivity coefficients. Let us discretize uniformly space and time intervals, with the parameters $\Delta x^*$ and $\Delta t^*$, respectively. The discrete values of the function $u(\mathbf{x}^*, t^*)$ are defined as $u^j_n \overset{\text{def}}{=} u(x^*_j, t^*_n)$, where $j \in \{1, \ldots, N\}$ and $n \in \{1, \ldots, N_t\}$. The solution $u(x^*, t^*)$ is obtained using the DUFORT–FRANKEL numerical scheme [28–30]. It is an explicit numerical scheme with a relaxed stability condition. First, the numerical solution of the temperature is obtained. Next, in order to calculate sensitivity coefficients efficiently, the direct differentiation of the discrete numerical solution is used. Equations are differentiated according to the required parameter. In the end, the numerical model is composed of six algebraic equations to be solved. For the sake of compactness, the equations of the temperature and the sensitivity coefficients are demonstrated in Appendix E.

2.5 Standards for evaluating the efficiency of the method

The efficiency of the method to compute the solution and its sensitivity to input parameters can be evaluated using different metrics. It is important to distinguish the various approximations of the solution that can be computed. The numerical solution, obtained with the DUFORT–FRANKEL scheme, is denoted using the superscript "num." Then, the approximation of the solution using the TAYLOR expansion is written with the superscript "tay."
In order to validate the numerical model, the error between the solution \( u^{num}(x, t) \) and a reference \( u^{ref}(x, t) \) is evaluated as a function of \( x \) according to the formula:

\[
\varepsilon_2(x^*) := \sqrt{\frac{1}{N_t} \cdot \sum_{j=1}^{N_t} \left( u^{num}(x^*, t_j^*) - u^{ref}(x^*, t_j^*) \right)^2},
\]

(21)

where \( N_t \) is the number of temporal steps. In this work, the reference solution \( u^{ref} \) is given by the numerical solution of the differential equation based on the CHEBYSHEV polynomial and adaptive spectral methods. It is obtained using the function \texttt{pde23t} from the \textit{Matlab} \[31\] open source package \textit{Chebfun} \[32\].

To validate the TAYLOR series expansion for each model output, another error \( \varepsilon_{tay} \) quantity is suggested. It evaluates the difference between two solutions. The first solution is obtained with the TAYLOR series formula for variables \( k_1^* \in [k_1^{*\text{min}}, k_1^{*\text{max}}] \), \( c_1^* \in [c_1^{*\text{min}}, c_1^{*\text{max}}] \). The second is a reference solution retrieved from the direct computation of the governing model equation with parameter values \( k_1^* \) and \( c_1^* \). For the model output \( u \), the error is computed according to:

\[
\varepsilon_{tay}[u] := \sqrt{\frac{1}{N_t} \cdot \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \left( u^{tay}(k_1^*, c_1^*) - u^{ref}(k_1^*, c_1^*) \right)^2}.
\]

(22)

Similar formulas can be defined for other model outputs such as \( j \) and \( E \).

Last, the efficiency of a numerical model can be measured by its computational (CPU) run time required to compute the solution. It is measured using the \textit{Matlab} environment with a computer equipped with Intel i7 CPU and 16 GB of RAM.

3 Validation of the continuous approach for the sensitivity analysis

First, a simple case study is considered to validate the proposed continuous approach for the sensitivity analysis of the heat transfer process. The study considers a heat transfer through a two-layered wall with the following ROBIN-type boundary conditions:

\[
\begin{align*}
    u^L_{\infty}(t) &= 0.8 \cdot \sin \left( \frac{\pi \cdot t}{3} \right), & g^L_{\infty}(t) &= 0.6 \cdot \sin^2 \left( \frac{\pi \cdot t}{5} \right), \\
    u^R_{\infty}(t) &= 0.5 \cdot \left( 1 - \cos \left( \frac{\pi \cdot t}{4} \right) \right).
\end{align*}
\]

(23)

The Biot numbers equal \( \text{Bi}_L = 0.1 \) and \( \text{Bi}_R = 0.2 \). A simple uniform initial condition is set as \( u_0 = 0 \) to illustrate the approach. The FOURIER number, the thermal conductivity, and the heat capacity are given as:

\[
\begin{align*}
    \text{Fo} &= 0.02, & k^* &= \begin{cases} 
    k_1^{*\circ}, & x^* < 0.6 \\
    k_2^{*\circ}, & x^* \geq 0.6
    \end{cases}, & c^* &= \begin{cases} 
    c_1^{*\circ}, & x^* < 0.6 \\
    c_2^{*\circ}, & x^* \geq 0.6
    \end{cases},
\end{align*}
\]
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where $k_1^\circ = 0.1$, $k_2^\circ = 0.3$, $c_1^\circ = 0.2$, and $c_2^\circ = 0.5$. The time domain is defined as $t^* \in [0, 30]$. The problem is solved by implementing the DUFORT–FRANKEL numerical scheme. The space discretization parameter is set to $\Delta x^* = 10^{-2}$ and, time discretization parameter to $\Delta t^* = 10^{-3}$.

### 3.1 Validation of the numerical model

Figure 3 displays the variations of the solution $u$ as a function of space and time. It demonstrates a good agreement between the DUFORT–FRANKEL numerical solution and the reference solution. The reference solution is obtained through the CHEBYSHEV polynomial interpolation, as mentioned in Section 2.5. Owing to time–dependent ROBIN boundary conditions on both wall surfaces combined with spatially dependent material properties, obtaining an analytical solution is difficult. Figures 4, 5 show how second–order sensitivity coefficients of the first material vary over space and time. One may note that values of sensitivity coefficients for thermal conductivity are higher than for heat capacity, which means that the former has a greater influence on the temperature field. Figure 6 shows the error for different quantities. The numerical solution for the temperature field has an error at the order of $10^{-3}$. Error orders for heat capacity sensitivity coefficients are below $10^{-2}$. A very satisfactory agreement is observed between the numerical and the reference solutions for variables $X_{k_1^1}$ and $X_{k_1^1c_1^1}$. It can be noted that the error is higher, but still acceptable, for the coefficients $\hat{X}_{k_1^1k_1^1}$ due to the important magnitudes of variation. These results validate the implementation of the numerical model to compute the solution and its sensitivity coefficients.

In addition, it is important to compare results given by the continuous approach with those obtained with discrete. Although discrete approximations are neither particularly accurate nor efficient, this approach is commonly used to approximate sensitivity coefficients thanks to its easy implementation. By solving only the governing problem equations one may obtain the sensitivity coefficient values. However, as mentioned before, its accuracy strongly depends on the choice of the parameter...
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Figure 4. Variation of the field $X_{k_1^* k_1^*}$ as a function of (a) space $x^*$ and (b) and time $t^*$.

Figure 5. Variation of the field $X_{c_1^* c_1^*}$ as a function of (a) space $x^*$ and (b) and time $t^*$.

discretization step and the order of accuracy of the approximation. Figures 7(a) and 7(b) illustrate how the error between several discrete approximations for sensitivity coefficient $X_{k_1^*}$ and the reference solution changes according to the choice of discretization parameter $\Delta k_1^*$. Space and time discretization steps remain the same and equal $\Delta x^* = 10^{-2}$ and $\Delta t^* = 10^{-3}$, respectively. One may note that forward and backward approximations cannot achieve the accuracy of the continuous approach even when $\Delta k_1^*$ is $10^{-3}$. Nevertheless, the central and three-points formulations have the same order of error as the continuous approach. To compute sensitivity values of $X_{k_1^*}$ using the continuous approach 40 s is required, which is almost 1.5 times greater than computation
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Figure 6. Error $\varepsilon_2$ for sensitivity coefficients as a function of space.

using central approximation. The CPU time to calculate central and three–points approximations corresponds to 27 s and 40 s, respectively.

Computation of the second–order sensitivity coefficients $X_{k_1^*k_2^*}$ and $X_{k_1^*c_1^*}$ yields similar results. As shown in Figures 8 and 9 only second–order approximations give the same accuracy as a continuous approach when the discretization step for parameters $k_1^*$ and $c_1^*$ is $10^{-3}$. On the other hand, the efficiency of computation using the discrete approach is greater than with the continuous approach. The CPU time spent to obtain the discrete second–order sensitivity coefficients is 41 s, while the continuous approach requires 85 s. However, the continuous approach allows us to obtain both first– and second–order sensitivity coefficients.

The results from the comparison between discrete and continuous approaches prove that the latter is more accurate and time–efficient for computing the sensitivity coefficients.

3.2 Validation of Taylor series expansion

The issue is now to evaluate the use of the coefficients, computed with the continuous approach, for the sensitivity analysis of the model outputs. To this end, the TAYLOR expansion is used to analyze how the model outputs vary according to changes in the model input parameters. The study is carried out for the second material. A variation of the thermal conductivity and heat capacity by $\pm 90\%$ of their a priori values is made. Thus, the intervals of variation of the two parameters are $\Omega_{k_2} = k_2^{*o} \cdot [0.1, 1.9]$ and $\Omega_{c_2} = c_2^{*o} \cdot [0.1, 1.9]$, respectively. A total of 21 discrete values of each parameter $k_2^*$ and $c_2^*$ in these intervals of variation are taken, or $N_{k_2} = 21$ and $N_{c_2} = 21$.

Then, for each value of the parameters, the corresponding Taylor series value is computed. In parallel, the direct problem is solved with the corresponding parameter value, using CHEBYSHEV polynomial interpolation. This solution is used as a reference to compute the error $\varepsilon_{tay}$ according to Eq. (22). Calculated error values $\varepsilon_{tay}$ validate the high–quality approximation of the model outputs.
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Figure 7. Error $\varepsilon_2$ for sensitivity coefficient $X_{k_1^*}$ as a function of space for (a) $\Delta k_1^* = 10^{-2}$ and (b) $\Delta k_1^* = 10^{-3}$.

Figure 8. Error $\varepsilon_2$ for sensitivity coefficient $X_{k_1^* k_1^*}$ as a function of space for (a) $\Delta k_1^* = 10^{-2}$ and (b) $\Delta k_1^* = 10^{-3}$.

Figure 10(a) shows the error for the temperature field according to the variation of both parameters $k_2^*$ and $c_2^*$. Since the computed error is of the second order, the variation of the temperature field according to the variation of the parameters can be obtained through TAYLOR approximation. Figure 10(b) depicts how the interior temperature field varies, while the thermal conductivity value changes. One may note the temperature is strongly influenced as the value of the thermal conduc-
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Figure 9. Error ε for sensitivity coefficient $X_k c^*$ as a function of space for (a) $\Delta k^*_1 = 10^{-2}, \Delta c^*_1 = 10^{-2}$ and (b) $\Delta k^*_1 = 10^{-3}, \Delta c^*_1 = 10^{-3}$.

Activity decreases. Figure 11 displays the variation in the error according to each parameter $k^*_2$ or $c^*_2$, while the other is fixed to the a priori value. The error of the model expansion is acceptable until an order of $O\left(10^{-2}\right)$. It corresponds to intervals of variation $k^*_2 \cdot [0.2, 1.9]$ and $c^*_2 \cdot [0.35, 1.9]$ for parameters $k^*_2$ and $c^*_2$, respectively. The error is proportional to $O\left((k^*_2 - k^*_2)^3\right)$ and $O\left((c^*_2 - c^*_2)^3\right)$ as expected from the theoretical results. Figure 12(a) shows how thermal flux changes with the variation of both parameters. While parameters $k^*_2$ and $c^*_2$ vary in the range $k^*_2 \cdot [0.2, 1.9]$ and $c^*_2 \cdot [0.2, 1.9]$, the TAYLOR expansion of the heat flux is satisfactory as the accuracy order equals $O\left(10^{-2}\right)$. Similar conclusions are made for the thermal loads as a model output. When comparing the order of the error values between the heat flux and the thermal loads, we obtain higher error values for the thermal loads owing to the integration of the heat flux.

The results of this study support the fact that the TAYLOR expansion can be used to predict how a model output varies according to changes in parameter values, using the continuous approach to compute the sensitivity coefficients. Information of the model output and its sensitivity coefficients provides an accurate approximation of the model output with parameter variation.

3.3 Comparison with approaches from the literature

In the two previous subsections, the use of the sensitivity coefficients and the TAYLOR expansion to approximate the variation of the output model were validated. Thus, the following section describes the comparison between the continuous approach and three other approaches widely used in the literature for sensitivity analysis: (i) the Standardized Regression Coefficients (SRC) method [21, 33], (ii) the SOBOL method [34, 35], and the FOURIER Amplitude Sensitivity Test (FAST) [36]. The Latin Hypercube Sampling [37] and the Sobol Sequence set [38] were used to
calculate the SOBOL indices in order to cover the parameter ranges $\Omega_{k_2}$ and $\Omega_{c_2}$ effectively. The number of samples $N_s$ is mentioned below. The interval of variation of the parameters is still set to $\Omega_{k_2} = k_2^* \cdot [0.1, 1.9]$ for $k_2^*$ and $\Omega_{c_2} = c_2^* \cdot [0.1, 1.9]$ for $c_2^*$. The thermal loads are chosen as a model output. The time domain is decreased to $t^* \in [0, 5]$ to accelerate the calculation of the sensitivity indices. The space and time discretization steps are set to $\Delta x^* = 10^{-2}$ and $\Delta t^* = 10^{-3}$, respectively.
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\begin{align*}
0.1 k^* & = \kappa_1^* \\
0.1 c^* & = \kappa_1^* \end{align*}

Figure 12. (a) Error $\varepsilon_{\text{tay}}$ of the thermal flux $j^*$ as a function of variation $k^*_2$ and $c^*_2$, (b) Error $\varepsilon_{\text{tay}}$ of the thermal loads $E^*$ as a function of variation $k^*_2$ and $c^*_2$.

Figure 13 displays how the thermal loads change over the parameter intervals $\Omega_{k_2}$ and $\Omega_{c_2}$. This variation is obtained through the TAYLOR expansion series. One may conclude that the thermal conductivity $k^*_2$ has a greater influence on the output than the volumetric heat capacity $c^*_2$. The subsequent results of the sensitivity indices reinforce this conclusion.

Figure 13. Thermal loads variation over the changes in $k^*_2$ and $c^*_2$ parameters, obtained with the TAYLOR expansion and the sensitivity coefficients computed with the continuous approach.

First, the SRC method is applied to measure the impact of the second–layer parameters on the model output. To determine the SRC coefficients, the Latin Hypercube Samplings on the domains $\Omega_{k_2}$ and $\Omega_{c_2}$ are taken with a different number of samplings $N_s$. Then, the direct computation of the annual thermal loads is performed and through the Lasso optimization technique their corresponding standardized regression coefficients are evaluated. The regression coefficient of parameter $p_i$ is
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denoted as $\beta_{SRC}[p_i]$. Since $\beta_{SRC}^2[p_i]$ represents the share of variance [11], results are normalized according to the formula:

$$S_{SRC}[p_i] = \frac{\beta_{SRC}^2[p_i]}{\sum_{j=1}^{M} \beta_{SRC}^2[p_j]},$$

(24)

which allows us to compare SRC results with metrics, defined in Section 2.2.3. Similarly, the SRRC results were normalized. The results are reported in Table 1 and Table 2. It can be noted that at least 150 samples are required to obtain relevant results of the SRC and SRRC indices. The CPU time to calculate the thermal loads 150 times is equal to 240 s. Additionally, it can be noted that SRRC coefficient values are greater than SRC indices, indicating that there is an interaction effect between parameters. The values of the regression coefficients metric demonstrate that parameter $k_1^\star$ has a greater impact on the thermal loads than parameter $c_2^\star$.

Next, Sobol indices were calculated. The first-order sensitivity indices and total-effect indices were estimated for both second layer parameters. Results for a different number of model outputs are presented in Table 3, where $S_{SOB}^1[p_i]$ is the first-order sensitivity index for parameter $p_i$, and $S_{SOB}^{tot}[p_i]$ is the total-effect sensitivity index for parameter $p_i$. It can be seen from the data in Table 3 that acceptable index values start from the number of output samples equal to or greater than 1024. Indeed, the total index values are greater than the first ones. The computation of Sobol indices is a very expensive procedure. The whole estimation process for 4096 model outputs takes almost 3 h. One may conclude that the thermal loads are more sensitive to the thermal conductivity parameter $k_2^\star$.

The third step is to calculate the sensitivity indices using the FAST approach with a Random Balance Design [39]. The RBD–FAST approach calculates the first-order sensitivity indices with a reduced computational cost compared to the Sobol approach. As shown in Table 4, samples of 500 model outputs provide satisfactory results for this method, for which the computational time amounts to 17 min. One may note that sample sizes of 100 and 200 [39, 40] are not sufficient to analyze the sensitivity indices. The results are in agreement with the Sobol indices, supporting the fact that the volumetric heat capacity parameter $c_2^\star$ has a smaller impact on the thermal loads. Finally, the sensitivity coefficient metrics, introduced in Section 2.2.3, were computed. The local metric $\eta$ of a parameter $p$ considers the variation of output computed with fixed value of the parameter $p$, in this case, a priori parameter value, while the global metric $\nu$ additionally explores the variation of the parameter $p$ and its influence on the output. The local metric values for thermal conductivity and volumetric heat capacity are $\eta_{k_2^\star} = 0.86$ and $\eta_{c_2^\star} = 0.14$, respectively. The duration of the calculation is 12 s.

On the other hand, the accuracy of the global metrics depends on the discretization of the parameter domains $\Omega_{k_2}$ and $\Omega_{c_2}$. Using a first-order Taylor expansion (42) of the thermal loads, the order of accuracy are $O\left(\max\left(\Delta_{k_2}^2, \Delta_{c_2}^2\right)\right)$. Thus, if the discretization steps $\Delta_{k_2}$ and $\Delta_{c_2}$ are of the order $O\left(10^{-2}\right)$, then the order of accuracy is equal to $O\left(10^{-4}\right)$. Using these assumptions $N_{k_2} = 20$ and $N_{c_2} = 20$ discrete parameter values ensure $O\left(10^{-4}\right)$ order of accuracy. And values of $N_{k_2} = 5$ and $N_{c_2} = 5$ maintain error at the $O\left(10^{-2}\right)$ order. The global sensitivity metrics for both discretization cases are given in Table 5. Both metrics show that thermal conductivity has a greater influence on the thermal loads. Additionally, the interaction between parameters was computed, it corresponds to the variable...
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Table 1. Results of the SRC and SRRC indices.

| Number of model samples $N_s$ | 20  | 50  | 100 | 150 | 200 |
|-------------------------------|-----|-----|-----|-----|-----|
| $\text{SRC}[k^*_2]$          | -0.65 | -0.77 | -0.75 | -0.7 | -0.7 |
| $\text{SRC}[c^*_2]$          | -0.45 | -0.49 | -0.49 | -0.46 | -0.46 |
| $\text{SRRC}[k^*_2]$         | -0.66 | -0.85 | -0.82 | -0.78 | -0.75 |
| $\text{SRRC}[c^*_2]$         | -0.57 | -0.5  | -0.51 | -0.52 | -0.54 |

Table 2. Results of the normalized SRC and SRRC indices.

| Number of model samples $N_s$ | 20  | 50  | 100 | 150 | 200 |
|-------------------------------|-----|-----|-----|-----|-----|
| $S_{\text{SRC}}[k^*_2]$       | 0.67 | 0.71 | 0.7 | 0.69 | 0.69 |
| $S_{\text{SRC}}[c^*_2]$       | 0.33 | 0.29 | 0.3 | 0.31 | 0.31 |
| $S_{\text{SRRC}}[k^*_2]$      | 0.58 | 0.75 | 0.72 | 0.69 | 0.67 |
| $S_{\text{SRRC}}[c^*_2]$      | 0.42 | 0.25 | 0.28 | 0.31 | 0.33 |

$$\frac{\partial^2 E}{\partial k^*_2 \partial c^*_2},$$ if the thermal loads are selected as model output. The crossed-based sensitivity measure is defined as follows:

$$\nu_{k_2,c_2} = \int_{\Omega_{k_2}} \int_{\Omega_{c_2}} \frac{\partial^2 E}{\partial k^*_2 \partial c^*_2} \, dk^*_2 \, dc^*_2.$$  

As demonstrated in [41] $\nu_{k_2,c_2}$ provides maximal bound for the total SOBOL indices of an interaction between two inputs, and if it is equal to 0, there is no interaction between parameters. In this validation case study, value of $\nu_{k_2,c_2}$ is at order $O(10^{-2})$. It corresponds to the fact, that there is a small interaction between parameters. It is also consistent with the fact that there is almost no differences between the first and total-order SOBOL indices. However, the computational cost increases, since this metric requires variation of both parameters simultaneously. In this particular case, it requires $N_{k_2} \times N_{c_2}$ model evaluations, or 400 samples. This number is still smaller than the number of samples necessary for SOBOL total-order indices.

Additional verification is carried out by comparing the global metrics in Table 5 with the SOBOL total variance $D^{\text{tot}}$. One may note that the results verify inequality (18) for both cases. The global metrics provide a maximal bound for the SOBOL total variance $D^{\text{tot}}$. When $N_p = 20$ for the parameter $c_2^*$ even approximation (19) is true. One may note that global estimators provide an upper boundary for the total variance, thus, it can be used as quantitative measure to select significant parameters. This is consistent with the results from [12].

Table 6 lists the sensitivity index values for each approach and compares the computational time. One may conclude that the results are similar to each other in a qualitative way. Specifically, the thermal conductivity parameter $k_2^*$ has a greater effect on the thermal loads. Quantitatively, the metrics of the continuous approach are validated thanks to the accuracy of the TAYLOR expansion and the consistency with the theoretical results from [12]. This approach also provides sensitivity information faster than the RBD–FAST or SOBOL methods. Indeed, these two methods require a high number of samples to provide accurate results, increasing the computational time 85- and 900-fold, respectively. Additionally, the computational time of the computation of the global metric
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Table 3. First and total SOBOL indices.

| Number of model samples $N_s$ | 128  | 256  | 512  | 1024 | 2048 | 4096 |
|--------------------------------|------|------|------|------|------|------|
| $S^1_{\text{SOB}}[k_2^*]$     | 1    | 0.69 | 0.68 | 0.66 | 0.66 | 0.66 |
| $S^1_{\text{SOB}}[c_2^*]$     | 0    | 0.37 | 0.34 | 0.33 | 0.33 | 0.33 |
| $S_{\text{tot}}_{\text{SOB}}[k_2^*]$ | 1    | 0.63 | 0.65 | 0.67 | 0.67 | 0.67 |
| $S_{\text{tot}}_{\text{SOB}}[c_2^*]$ | 0    | 0.31 | 0.32 | 0.34 | 0.34 | 0.34 |
| $D_{k_2}^\text{tot}$          | 0.0015 | 4.9 · 10^{-4} | 4.45 · 10^{-4} | 4.22 · 10^{-4} | 4.14 · 10^{-4} | 4.08 · 10^{-4} |
| $D_{c_2}^\text{tot}$          | 0.0015 | 9.1 · 10^{-4} | 8.69 · 10^{-4} | 8.46 · 10^{-4} | 8.37 · 10^{-4} | 8.31 · 10^{-4} |

Table 4. First–order sensitivity indices using RBD–FAST.

| Number of model samples $N_s$ | 100 * | 200 * | 300  | 400  | 500  | 1000 | 1500 | 2000 | 3000 |
|--------------------------------|-------|-------|------|------|------|------|------|------|------|
| $S_{\text{FAST}}[k_2^*]$      | 0.76  | 0.76  | 0.69 | 0.69 | 0.66 | 0.68 | 0.65 | 0.66 | 0.66 |
| $S_{\text{FAST}}[c_2^*]$      | 0.5   | 0.49  | 0.34 | 0.32 | 0.32 | 0.37 | 0.30 | 0.33 | 0.32 |

Table 5. Global sensitivity coefficient metrics.

| Cardinal of the intervals $\Omega_{k_2}$ and $\Omega_{c_2}$ | $N_{k_2} = N_{c_2} = 5$ | $N_{k_2} = N_{c_2} = 20$ | $D_{k_2}^\text{tot}$ |
|-------------------------------------------------------------|--------------------------|--------------------------|---------------------|
| Global metric $\gamma_{k_2}$                               | 0.8                      | 0.77                     |                     |
| Global metric $\gamma_{c_2}$                               | 0.2                      | 0.23                     |                     |
| Global estimator $\nu_{k_2} / \pi^2$                       | 101 · 10^{-4}            | 25 · 10^{-4}             | 4.22 · 10^{-4}      |
| Global estimator $\nu_{c_2} / \pi^2$                       | 34 · 10^{-4}             | 10 · 10^{-4}             | 8.46 · 10^{-4}      |
| Global estimator $\nu_{k_2} / 12$                          | 83 · 10^{-4}             | 21 · 10^{-4}             | 4.22 · 10^{-4}      |
| Global estimator $\nu_{c_2} / 12$                          | 28 · 10^{-4}             | 8.5 · 10^{-4}            | 8.46 · 10^{-4}      |
Table 6. Summary of the sensitivity coefficients and CPU time for each approach.

| Method           | Sensitivity for $k^*_f$ | Sensitivity for $c^*_f$ | CPU time [min] | CPU time [?]     | Number of model samples $N_s$ |
|------------------|-------------------------|-------------------------|----------------|------------------|-----------------------------|
| Continuous, local metric | 0.86                    | 0.14                    | 0.2            | $t_0$            | 1                           |
| Continuous, global metric | 0.77                    | 0.23                    | 5              | $25 \cdot t_0$  | 20                          |
| SRRC             | 0.67                    | 0.33                    | 4              | $20 \cdot t_0$  | 150                         |
| Sobol            | 0.66                    | 0.31                    | 180            | $900 \cdot t_0$ | 4096                        |
| RBD–FAST         | 0.66                    | 0.32                    | 17             | $85 \cdot t_0$  | 500                         |

can be decreased. The value presented in Table 6 refers to the number of parameter samples equal to $N_p = 20$, while a smaller number of parameter samples give results faster at the cost of losing accuracy.

From a theoretical point of view, the computational time is proportional to the number of output evaluations. For derivative based sensitivity analysis the computational cost is evaluated at order $\mathcal{O}(N_p \times N_{\Delta_p})$, where $N_p$ is the number of parameters, and $N_{\Delta_p}$ is the number of discretizations in the parameter space. The appropriate number of discretizations can be calculated using first-order TAYLOR series expansion. If the discretization step $\Delta_p$ of the parameter space is at order $\mathcal{O}(10^{-2})$, then the approximation has error at order $\mathcal{O}(10^{-4})$.

In practice, an acceptable error’s order is $\mathcal{O}(10^{-2})$, thus, $\Delta_p$ is assumed to be at order $\mathcal{O}(10^{-1})$. This corresponds to $N_{\Delta_p}$ between 10 and 20, mostly, for all dimensionless parameters. Thus, the number of output evaluations is proportional to $\mathcal{O}(N_p \times 10)$. This evaluation can be compared to the other approaches from literature [11]. For example, the regression-based methods have the same order of output computation. However, FAST methods require at least $\mathcal{O}(N_p \times 10^2)$, which is 10 times greater than derivative based approach. Additionally, it has at least 100 times smaller computational cost compare to the variance-based methods, since SOBOL approach requires $\mathcal{O}(N_p \times 10^3)$ number of model evaluations.

3.4 Summary of the results for the validation case

On the basis of the present results, one may conclude the following:

- the comparison between the numerical and reference solution validates the implementation of the numerical model and its sensitivity coefficients;
- the discrete partial derivatives lack accuracy and efficiency to compute sensitivity metrics; however, the continuous partial derivatives enable us to overcome these drawbacks;
- the TAYLOR series expansion is a useful tool to evaluate continuously how the model output varies with the parameter variation using the sensitivity coefficients;
- the partial derivatives can be used as global sensitivity indices, as demonstrated in previous works [12];
- the derivative based approach has a similar evaluation of the parameter influence to the results, obtained using the SRC, the SOBOL, and the RBD–FAST methods;
- the derivative based approach has the lowest computational cost among the sensitivity methods presented.
4 Real–world case study

4.1 Presentation of the Case Study

To illustrate the application of the continuous approach, a real–world case study of a historical building is considered. The house, built in the nineteenth century, is located in Bayonne, France. The west–facing wall of the living room is considered for the study. The wall is composed of three materials: lime coater, rubble stone, and dressed stone, as illustrated in Figure 14(a). To facilitate the thermal comfort of the inhabitants and improve the energy efficiency, it is important to provide an optimal retrofitting solution. For this, the designers and engineers need to perform sensitivity analysis, at a reduced computational cost, to identify the influential parameters on the thermal loads.

The thermal properties of the wall are given in Table 7, obtained from the French standards [42]. The wall is monitored by sensors, which are placed on both sides of the wall surface and three are installed through the wall. Additionally, the exterior and interior conditions are observed. Data acquisition took almost 1 year with a time step of 1 h. Supplementary information on the experimental design can be found in [43]. In this article, only measurements of the inside and outside air temperature are used. Their variation over time is shown in Figure 14(b).

The convective heat transfer coefficients are set to $h_L = 15 \text{ W/m}^2\cdot\text{K}$ and $h_R = 8 \text{ W/m}^2\cdot\text{K}$ for the external and internal surfaces, respectively. The heat flux radiation on the external wall is acquired using weather data. It is the total incident radiation, which includes the direct, diffuse, and reflective radiations. Its variation over time is presented in Figure 15(a). The initial condition of the problem is calculated as a linear interpolation between the temperatures on the wall surfaces. Figure 15(b) displays a variation of the initial temperature. The whole simulation is performed for 1 year. The temperature and its partial derivatives are calculated using the DUFORT–FRANKEL explicit scheme. The following reference values are used for the computations: $L = 0.5 \text{ m}$, $t_{\text{ref}} = 3600 \text{ s}$, and $T_{\text{ref}} = 293.15 \text{ K}$. The values of the thermal conductivity and the heat capacity of the first layer (dressed stone) are applied as reference values $k_{\text{ref}}$ and $c_{\text{ref}}$, respectively. The space and time discretization are $\Delta x^* = 10^{-2}$ and $\Delta t^* = 10^{-2}$, corresponding, from a physical point of view, to $\Delta x = 5 \cdot 10^{-3} \text{ m}$ and $\Delta t = 3.6 \text{ s}$, respectively.

4.2 Results and discussion

The aim of this section is to determine a thermophysical property that has greater impact on the model outputs, and to predict how the outputs vary according to this significant parameter. First, the error between the computed surface temperature values and the measurements is calculated.
Figure 14. Illustration of the real-world case study (a) with the boundary conditions (b).

Figure 15. Illustration of the heat flux radiation on the exterior wall surface (a) and the initial condition (b).

Figure 16 shows the normalized density function of this error on the exterior and the interior wall surfaces. One may note that the mean values of the error are comparatively small. Therefore, the numerical model can be used for further investigation. The impact of the thermal conductivity and heat capacity of each layer on the model outputs is then discussed. Table 8 presents the values of importance local metric $\eta_k$ and $\eta_c$ for sensitivity of the temperature field and the annual thermal...
loads $E$ computed at the inner surface. It can be noted that thermal conductivity has more impact on these two outputs. Therefore, the heat capacity can be excluded from the scope of the thermal properties to estimate in the framework of a building assessment.

The global metrics $\nu_{k_1}$ and $\nu_{c_1}$ can now be computed. These values highlight the sensitivity of the annual thermal loads $E$ computed at the inner surface by taking into account uncertainty in the parameters $k_i$ and $c_i$. A variation of ±50% of the a priori values of both thermal parameters for each layer is assumed. The ±50% variation value is chosen to impose larger variations of the outputs. The same results are obtained with a ±20% variation value. Thus, $\Omega_{k_1} = [0.875, 2.625] \text{ W/(m} \cdot \text{K)}$ and $\Omega_{c_1} = [0.8, 2.4] \cdot 10^6 \text{ J/m}^3/\text{K}$. Next, $\Omega_{k_2} = [1.15, 3.45] \text{ W/(m} \cdot \text{K)}$ and $\Omega_{c_2} = [1.4, 4.2] \cdot 10^6 \text{ J/m}^3/\text{K}$. Finally, $\Omega_{k_3} = [0.4, 1.2] \text{ W/(m} \cdot \text{K)}$ and $\Omega_{c_3} = [1.1, 3.3] \cdot 10^6 \text{ J/m}^3/\text{K}$. To ensure an accuracy equal to $\mathcal{O}(10^{-2})$, a step corresponding to $\mathcal{O}(10^{-1})$ is used to discretize the domains $\Omega_{k_2}$ and $\Omega_{c_2}$. Thus, each layer has a different number of discrete parameters: (layer 1) $N_{k_1} = N_{c_1} = 5$; (layer 2) $N_{k_2} = N_{c_2} = 7$; (layer 3) $N_{k_3} = N_{c_3} = 5$. According to the results from Table 8, one may also conclude that the influence of the heat capacity on the thermal loads can be ignored.

The next step presents how the annual thermal loads differ according to the variation of the thermal conductivity and the volumetric heat capacity. Without losing the generality, all further computations are performed within the second layer. Both thermal parameters still vary by ±50% of their a priori values. Subsequently, the annual thermal loads on the interior surface are approximated through the Taylor series expansion using the sensitivity coefficients. The results of the approximation are displayed in Figure 17(a). It can be seen that the variation of the annual thermal loads is not linear relative to the thermal conductivity $k_2$.

According to the previous results, the SRC requires less computational effort compared with Sobol.
Table 8. Sensitivity coefficients on the model outputs.

| layer $i = \{1, 2, 3\}$ | Lime coater | Rubble stone | Dressed stone |
|--------------------------|-------------|---------------|---------------|
| Local metric $\eta_{k_i}$ | 0.9999      | 0.9992        | 1             |
| Local metric $\eta_{c_i}$ | $\mathcal{O}(10^{-5})$ | $\mathcal{O}(10^{-4})$ | $\mathcal{O}(10^{-6})$ |
| Thermal loads            |             |               |               |
| Local metric $\eta_{k_i}$ | 0.9999      | 0.9996        | 1             |
| Local metric $\eta_{c_i}$ | 5e-5        | 4.2e-4        | 2.18e-08      |
| Global metric $\gamma_{k_i}$ | 0.96    | 0.75          | 0.98          |
| Global metric $\gamma_{c_i}$ | 0.04    | 0.25          | 0.02          |

Figure 17. Variation of the annual thermal loads according to changes in the thermal properties of the second layer using (a) TAYLOR expansion and (b) SRC approximation.

or RBD–FAST. Thus, it is applied to compare its results with the sensitivity coefficients obtained through the continuous approach. To determine the SRC coefficients, the Latin Hypercube Samplings on the domains $\Omega_{k_2}$ and $\Omega_{c_2}$ are taken with a different number of samplings $N_s$. Then, the normalized SRC indices using expression (24) are calculated. Table 9 summarizes the results for every value of sampling number and its respective sensitivity index for each parameter. The reported values are about of the same order, which validates the convergence of the approach. One may note that there are similarities between values from Table 8 and Table 9. Furthermore, the linear approximation of the annual thermal loads is shown in Figure 17(b). The SRC approach assumes a linear variation of $E$, which is not the case as when comparing Figures 17(a) and 17(b). This assumption is no longer valid when the nonlinear behavior increases. For instance, the daily thermal loads could not be approximated using the SRC method owing to a nonlinear relationship to parameters $k_2$ and $c_2$, as seen in Figure 18.

Figure 17(a) demonstrates that the thermal loads do not vary while the volumetric heat capacity
Table 9. The sensitivity indices, using SRC coefficients.

| Number of model samples $N_s$ | 5     | 10    | 20    | 50    |
|-------------------------------|-------|-------|-------|-------|
| $S_{\text{SRC}}[k_2]$        | 0.9995| 0.9998| 0.9999| 0.9999|
| $S_{\text{SRC}}[c_2]$        | $5.0 \cdot 10^{-4}$ | $2.3 \cdot 10^{-4}$ | $9.9 \cdot 10^{-5}$ | $9.8 \cdot 10^{-5}$ |

Figure 18. Variation of the daily thermal loads according to changes of the thermal properties of the second layer $k_2$ and $c_2$ using (a) TAYLOR expansion and (b) SRC approximation.

differs. For this reason, the influence of thermal conductivity represents the main interest. Furthermore, the monthly thermal loads values are computed according to the variation range of this parameter. The variations are computed using the TAYLOR expansion considering the same parameter domain $\Omega_{k_2} = [1.15, 3.45]$ W/(m·K). The results are shown in Figure 19. It appears that the thermal loads are positive only for 3 months, and, generally, the wall loses energy. One may note how the thermal conductivity strongly affects the thermal loads during the winter season. One of the main merits of the continuous approach is that it can be used to explore the sensitivity of continuous model output due to changes in the parameters. Thus, it is possible to examine how the time variation in the heat flux differs according to the thermal conductivity of the dressed and rubble stone layers. As mentioned before, the influence of the volumetric heat capacity is negligible. Thus, only parameters $k_1$ and $k_2$ are altered by $\pm 50\%$ of their a priori values. Figure 20 shows the variation in the heat flux on the interior wall surface during the last week of the year. One may assess how the heat flux is affected by the thermal conductivity parameter. Now the remaining question is the computational effort of the continuous approach for the real–world case study. The results are summarized in Table 10. The computations are performed using the MATLAB environment with a computer equipped with Intel i7 CPU and 16 GB of RAM. According to the values in Table 10 1 year simulation for the whole wall, composed of three layers, takes 2.5 h for the first–order sensitivities, and 7.5 h for the second–order sensitivities. One may note that the computation of the local metric does not require the model output variation. However, calculation of the global metrics for all three layers involves at least 30 output evaluations as noted in Table 10. By contrast, standard global sensitivity analysis methods require a greater number of output samples.
4.3 Impact of window properties on the energy performance of a building envelope

A building envelope composed of wall of historical building, described in Section 4, and a single-glazed window is considered. The purpose is to investigate the sensitivity of the thermal loads of the envelope regarding glass reflectivity, transmissivity and wall thermal properties. To define the thermal loads of the glass, one may study heat transfer through the window. The physical problem considers one-dimensional heat conduction transfer through a building window. The window is a
Table 10. CPU time to perform sensitivity analysis with the continuous approach \((t_0 = 12 \text{ min})\) for one layer.

| Method                                      | CPU time \([\varnothing]\) | Number of model samples \(N_s\) |
|---------------------------------------------|-----------------------------|-------------------------------|
| Dufort–Frankel only one output             | \(t_0\)                     | 1                             |
| Continuous, local metric first order       | \(4 \cdot t_0\)             | 2                             |
| Continuous, local metric second order      | \(12.5 \cdot t_0\)          | 1                             |
| Continuous, global metric                  | \(20 \cdot t_0\)            | 10                            |

single glazed. The temperature in the window is defined on the domains \(\Omega_x : x \in [0, L_w]\) and \(\Omega_t : t \in [0, \tau_{\text{max}}]\), where \(L_w [\text{m}]\) is the length of the window and \(\tau_{\text{max}} [\text{s}]\) is the duration of the simulation.

In the window, the heat transfer is governed by diffusion and radiation mechanisms \([44, 45]\), which can be written as follows:

\[
\rho_w \cdot c_p \cdot \frac{\partial T}{\partial t} = \frac{\partial}{\partial x} \left( k_w \cdot \frac{\partial T}{\partial x} \right) + S, \tag{25}
\]

where \(\rho_w [\text{kg/m}^3]\) is the material density, \(c_p [\text{J/(kg \cdot K)}]\) is the material specific heat, \(k_w [\text{W/(m \cdot K)}]\) is the material thermal conductivity, \(S [\text{W/m}^3]\) is an internal source term for the absorbed short-wave radiation part:

\[
S = A \cdot q^{sw} \cdot \frac{x}{L_w},
\]

in which \(A\) is the fraction of absorbed heat. This source term is valid only for glass materials. The fraction of absorbed energy in a single glazing glass is written according to \([44, 45]\):

\[
A = \frac{(1 - \tau)(1 - \rho)}{(1 - \rho \tau)},
\]

where \(\rho [-]\) is the glass reflectivity and \(\tau [-]\) the glass transmissivity. Glass properties are defined in Table 11.

Table 11. Glass properties.

| Property                     | Value |
|------------------------------|-------|
| Density \(\rho_w [\text{kg/m}^3]\) | 2200  |
| Specific heat capacity \(c_p [\text{J/m}^3/\text{K}]\) | 835   |
| Thermal conductivity \(k_w [\text{W/m/K}]\) | 1     |
| Reflectivity \(\rho [-]\)     | 0.15  |
| Transmissivity \(\tau [-]\)   | 0.26  |
| Glass thickness \(L_w [\text{m}]\) | 0.006 |
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included as a source term in the governing equation (25), thus, it can be omitted. The exterior boundary condition can be written as:

\[ k_w \frac{\partial T}{\partial x} = h_L \left( T - T^L_\infty(t) \right), \quad x = 0, \quad (26) \]

where \( T^L_\infty[K] \) is the temperature of the outside air that varies over time, \( h_L[W/(m^2 \cdot K)] \) is the exterior convective heat transfer coefficient. The interior heat balance consists of the convective exchange between the air inside \( T^R_\infty[K] \) and the window surface, and is given by the following expression:

\[ k_w \frac{\partial T}{\partial x} = -h_R \left( T - T^R_\infty(t) \right), \quad x = L_w, \quad (27) \]

where \( h_R[W/(m^2 \cdot K)] \) is the convective heat transfer coefficient on the inside boundary.

In addition, the thermal loads of the glass \( \hat{E}_{\text{glass}}[W \cdot \text{s/m}^2] \) are computed by integrating the heat flux at the inner surface over the chosen time interval \([19, 20] \):

\[ \hat{E}_{\text{glass}} = \int_{t}^{t + \delta t} \left( -k_w \frac{\partial T}{\partial x} \right) \bigg|_{x = L_w} \, \text{d}\tau, \quad (28) \]

where \( \delta t \) is a time interval such as day, week, or month.

Furthermore, the overall thermal loads is defined as sum of the thermal loads of the wall and the glass respectively, and is expressed as follows:

\[ \hat{E} = \hat{E}_{\text{glass}} + \hat{E}_{\text{wall}}, \quad (29) \]

where \( \hat{E} \) is overall energy performance of the envelope, \( \hat{E}_{\text{wall}} \) is the wall thermal loads, obtained using (7).

According to the previous results the wall thermal loads mostly depend on the thermal conductivities of the first and second layers of the wall. Thus, the overall thermal loads can be written as:

\[ \hat{E} = \hat{E} \left( k_1^\circ, k_2^\circ, \tau, \rho \right). \]

Similarly, the sensitivity functions of the glass properties, such as reflectivity and transmissivity, were calculated as direct differentiation of the governing equation (25). Next, their impact on the overall building energy performance compared with wall thermal properties was analyzed. Results are shown in Table 12. Influence of wall thermal conductivities and glass properties on the thermal loads during one year was studied. It can be noted that glass properties do not have a large impact on the thermal loads, while the thermal conductivity of each wall’s layer have a similar effect, which is several times greater compared to the glass properties. This effect is probably due to the bad efficiency of the wall materials from the thermal point of view.

Using TAYLOR series expansion, one may calculate the impact on the monthly thermal loads according to variation in the selected parameter. The relative difference in the thermal loads is expressed as follows:

\[ \varepsilon_r(p) = \left| \frac{\hat{E}(p + \delta p) - \hat{E}(p)}{\hat{E}(p)} \right|, \]

where \( \delta p \) is the change in the selected parameter. Results are shown in Table 12. Influence of wall thermal conductivities and glass properties on the thermal loads during one year was studied. It can be noted that glass properties do not have a large impact on the thermal loads, while the thermal conductivity of each wall’s layer have a similar effect, which is several times greater compared to the glass properties. This effect is probably due to the bad efficiency of the wall materials from the thermal point of view.

Using TAYLOR series expansion, one may calculate the impact on the monthly thermal loads according to variation in the selected parameter. The relative difference in the thermal loads is expressed as follows:

\[ \varepsilon_r(p) = \left| \frac{\hat{E}(p + \delta p) - \hat{E}(p)}{\hat{E}(p)} \right|, \]
Table 12. Sensitivity coefficients metric on the thermal loads $\hat{E}$ during one year.

| Layer          | Lime coater | Rubble stone | Glass | Glass | Glass |
|----------------|-------------|--------------|-------|-------|-------|
| Parameter      | $k_1^0$     | $k_2^0$      | $\tau$ | $\rho$ |       |
| Thermal loads  |             |              |       |       |       |
| Global metric $\gamma_p$ | 0.53   | 0.46         | $O(10^{-2})$ | $O(10^{-4})$ |       |

where $\delta p$ is the variation of selected parameter. Furthermore, the aforementioned measure is calculated for each property of the wall and glass, which was varied by $\pm 50\%$ of the parameter’s value. Results are presented in Figures 21(a), 21(b). It can be noted that window properties have influence on the overall thermal loads around 1% during summer period, and during other three seasons its effect can be neglected, since it is varies between 0.1% and 1%. Results demonstrate that glass reflectivity has the smallest impact on the overall thermal loads. Wall thermal properties have a great effect on the energy performance of the envelope, and their impact are 10% to the overall thermal loads.

4.4 Summary of results for the real–world case study

The demonstration of the derivative -based sensitivity analysis is carried out on the wall of a historical building situated in France. The sensitivity coefficients are calculated using continuous partial derivatives. The influence of the wall thermal properties, such as thermal conductivity and volumetric heat capacity, on the wall temperature, the interior heat flux, and the thermal loads are computed. The results are summarized as follows:

- in this case study, the thermal conductivity has a greater impact on the aforementioned model outputs;
- as the heat capacity has a comparatively smaller impact on the temperature and the thermal loads, it can be neglected in a future parameter estimation problem;
- the derivative -based approach has similar metric values of the parameter influence to the SRC method. However, the linear approximation of the thermal loads retrieved by the SRC method is not valid, for example, to simulate the daily thermal loads;
- the time–varying model output variation according to the changes in parameters is assessed using the TAYLOR series expansion. As an example, the heat flux variation according to the variation of the thermal conductivity is presented;
- the derivative -based approach has the lowest computational cost among the sensitivity methods presented;
- the proposed approach can be extended to additional components of building envelopes, as demonstrated by carrying out a sensitivity analysis for the wall together with a single glazed window.
5 Conclusion

Estimation of the properties of wall material plays an important role in assessment of building energy performance. To reduce computational cost, the concept of primary identifiability is proposed to rank the unknown parameters and only estimate a few numbers. The parameters are selected by analyzing their impact on the model output. In other words, a sensitivity analysis is performed to eliminate the non-significant unknown parameters. However, the calculation of sensitivity coefficients requires a high computational effort since the methods usually employed in the literature involve a large number of model evaluations. Thus, the originality of this work lies in the computation of sensitivity coefficients through a continuous derivative-based approach. Incorporated in a reliable and efficient DUFORT–FRANKEL numerical model, the direct differentiation of the governing model equation provides accurate results with a reduced computational time. Initially, the results of first- and second-order sensitivity coefficients are compared with a reference solution and various discrete approximations. Although the discrete approach is faster, its accuracy...
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depends greatly on the discretization step value. Then, TAYLOR series expansion is discussed. The sensitivity coefficients are used to explore how model outputs vary according to changes in parameters. Variations for the temperature field, the heat flux, and the thermal loads relative to modification of the thermal parameters are assessed with very satisfactory accuracy. Finally, the comparison with variance and regression–based methods is conducted. Similar qualitative results highlight the reliability of the derivative -based approach. Additionally, the global metrics of the continuous approach comply with the SOBOL total indices. Another advantage is CPU time. RBD–FAST and SOBOL methods require at least 100 times higher computational time.

Since the validation case provides good results in terms of accuracy and computational time, the proposed method is used to determine the parameters that have the most influence on the energy performance of a real building wall, situated in France. The results of the local and global metrics show that the thermal conductivity has a greater impact on the thermal loads for this case study. One may also analyze how the thermal loads vary during the day, month, or year or how the heat flux varies according to the changes in the thermal conductivity. In terms of computational time global metric values were obtained with fewer output evaluations using the derivative -based approach. One may note that this approach can be employed together with the finite-difference approximations of sensitivity coefficients using the building simulation programs. Additionally, an envelope, composed of a historical building wall and a single-glazed window, was studied. The influence of glass and wall thermal properties on the overall energy performance was calculated to illustrate that the methodology can be extended to the other components of building envelope.

In brief, the derivative -based sensitivity analysis uses partial derivatives as global sensitivity coefficient estimators. Calculation of the partial derivatives through the direct differentiation of the model–governing equation provides continuous and time-varying sensitivity coefficients. The TAYLOR approximation allows us to explore model output variation according to changes in the input parameters. The proposed approach accurately finds the most influential parameters on any chosen model output with small computational effort. Therefore, it can be used as a preliminary step for the parameter estimation problem. However, these advantages, such as accuracy and computational cost, do not apply in general. They should be further investigated for other case studies and wall configurations. Further works should focus on extending the methodology for more complex mathematical models including, for instance, coupled heat and mass transfer in porous materials. Another possible extension is to widen the scope of the parameters scope by considering not only wall material properties but also the heat convection coefficients.
## Nomenclature

### Latin letters

| Symbol | Description                        | Unit               |
|--------|------------------------------------|--------------------|
| \( c \)  | material volumetric heat capacity  | \( J/(m^3 \cdot K) \) |
| \( c_p \) | material specific heat capacity    | \( J/(kg \cdot K) \) |
| \( E \)  | thermal loads                      | \( W \cdot s/m^2 \) |
| \( h \)  | convective heat transfer coefficient | \( W/(m^2 \cdot K) \) |
| \( j \)  | heat flux                          | \( W/m^2 \)         |
| \( k \)  | thermal conductivity               | \( W/(m \cdot K) \) |
| \( L \)  | wall length                         | \( m \)             |
| \( L_w \) | glass thickness                    | \( m \)             |
| \( q_\infty \) | total incident radiation           | \( W/m^2 \)         |
| \( T \)  | temperature                         | \( K \)             |
| \( t \)  | time                               | \( s \)             |
| \( x \)  | thickness coordinate direction      | \( m \)             |

### Greek letters

| Symbol | Description                        |
|--------|------------------------------------|
| \( \alpha \)   | surface absorptivity             |
| \( \rho_w \)  | material density                  | \( kg/m^3 \)       |
| \( \Omega \)  | variable domain                   |
| \( \rho \)  | glass reflectivity                 | [\( - \)]         |
| \( \tau \)  | glass transmissivity               | [\( - \)]         |

### Dimensionless values

| Symbol | Description                        |
|--------|------------------------------------|
| \( A \)  | fraction of absorbed heat          | [-]                |
| \( Bi \) | BIOT number                        | [-]                |
| \( Fo \) | FOURIER number                     | [-]                |
| \( g_\infty \) | total incident radiation   | [-]                |
| \( u \)  | temperature field                  | [-]                |

### Subscripts and superscripts

| Symbol | Description                        |
|--------|------------------------------------|
| \( L \)  | Left boundary \( x = 0 \)             |
| \( R \)  | Right boundary \( x = L \)            |
| \*      | dimensionless parameter             |
| \( \circ \)  | \textit{a priori} parameter value   |
| \textit{tay} | TAYLOR series expansion     |
| \textit{num} | numerical solution                 |
| \textit{w} | window                             |

**Abbreviations**

| Abbreviation | Description                                      |
|--------------|--------------------------------------------------|
| SRC          | Standardized Regression Coefficients             |
| SRRC         | Standardized Rank Regression Coefficients        |
| FAST         | FOURIER Amplitude Sensitivity Test               |
| RBD          | Random Balance Design                            |
References

[1] Martin Hughes, Jason Palmer, Vicky Cheng, and David Shipworth. Global sensitivity analysis of england’s housing energy model. *Journal of Building Performance Simulation*, 8(5):283–294, 2015.

[2] J.V. Beck and K.J. Arnold. *Parameter estimation in engineering and science*. Wiley, 1977.

[3] Wei Tian. A review of sensitivity analysis methods in building energy analysis. *Renewable and Sustainable Energy Reviews*, 20:411 – 419, 2013.

[4] J. Goffart, M. Rabouille, and N. Mendes. Uncertainty and sensitivity analysis applied to hygrothermal simulation of a brick building in a hot and humid climate. *Journal of Building Performance Simulation*, 10(1):37–57, 2017.

[5] Houcem Eddine Mechri, Alfonso Capozzoli, and Vincenzo Corrado. USE of the ANOVA approach for sensitive building energy design. *Applied Energy*, 87(10):3073–3083, October 2010.

[6] Per Heiselberg, Henrik Brohus, Allan Hesselholt, Henrik Rasmussen, Erkki Seinre, and Sara Thomas. Application of sensitivity analysis in design of sustainable buildings. *Renewable Energy*, pages 2030–2036, 2009.

[7] Joseph C. Lam and Sam C.M. Hui. Sensitivity analysis of energy performance of office buildings. *Building and Environment*, 31(1):27 – 39, 1996.

[8] F. Monari and P. Strachan. Characterization of an airflow network model by sensitivity analysis: parameter screening, fixing, prioritizing and mapping. *Journal of Building Performance Simulation*, 10(1):17–36, 2017.

[9] Bryan Eisenhower, Zheng O’Neill, Vladimir A. Fonoberov, and Igor Mezić. Uncertainty and sensitivity decomposition of building energy models. *Journal of Building Performance Simulation*, 5(3):171–184, 2012.

[10] Emanuele Borgonovo. *Sensitivity Analysis. An Introduction for the Management Scientist*. International Series in Operations Research and Management Science. Springer International Publishing, 2017.

[11] Bertrand Iooss and Paul Lemaître. *A Review on Global Sensitivity Analysis Methods*, pages 101–122. Springer US, Boston, MA, 2015.

[12] Ilya M. Sobol and Sergei S. Kucherenko. Derivative based global sensitivity measures and their link with global sensitivity indices. *Mathematics and Computers in Simulation*, 79(10):3009–3017, 2009.

[13] S. Kucherenko, B. Delpuech, B. Iooss, and S. Tarantola. Application of the control variate technique to estimation of total sensitivity indices. *Reliability Engineering and System Safety*, 134:251 – 259, 2015.
[14] Sergei Kucherenko and Shugfang Song. Derivative-based global sensitivity measures and their link with sobol sensitivity indices. In *Monte Carlo and Quasi-Monte Carlo Methods*, pages 455–469, Cham, 2016. Springer International Publishing.

[15] Christian Molkenthin, Frank Scherbaum, Andreas Griewank, Hernan Leovey, Sergei Kucherenko, and Fabrice Cotton. Derivative-Based Global Sensitivity Analysis: Upper Bounding of Sensitivities in Seismic-Hazard Assessment Using Automatic Differentiation. *Bulletin of the Seismological Society of America*, 107(2):984–1004, 03 2017.

[16] Alan M. Dunker. Efficient calculation of sensitivity coefficients for complex atmospheric models. *Atmospheric Environment (1967)*, 15(7):1155 – 1161, 1981.

[17] Alan M. Dunker. The decoupled direct method for calculating sensitivity coefficients in chemical kinetics. *The Journal of Chemical Physics*, 81(5):2385–2393, 1984.

[18] Yueh-Jiun Yang, James G. Wilkinson, and Arnimstead G. Russell. Fast, direct sensitivity analysis of multidimensional photochemical models. *Environmental Science & Technology*, 31(10):2859–2868, 1997.

[19] Sami A. Al-Sanea and M.F. Zedan. Effect of thermal bridges on transmission loads and thermal resistance of building walls under dynamic conditions. *Applied Energy*, 98:584 – 593, 2012.

[20] Julien Berger and Nathan Mendes. An innovative method for the design of high energy performance building envelopes. *Applied Energy*, 190:266 – 277, 2017.

[21] Andrea Saltelli, Stefano Tarantola, Francesca Campolongo, and Marco Ratto. *Sensitivity Analysis in Practice: A Guide to Assessing Scientific Models*. Halsted Press, New York, NY, USA, 2004.

[22] P.J. Olver. *Introduction to Partial Differential Equations*. Undergraduate Texts in Mathematics. Springer International Publishing, 2013.

[23] Jon C Helton. Uncertainty and sensitivity analysis techniques for use in performance assessment for radioactive waste disposal. *Reliability Engineering and System Safety*, 42(2):327 – 367, 1993.

[24] Robert P. Dickinson and Robert J. Gelinas. Sensitivity analysis of ordinary differential equation systems—a direct method. *Journal of Computational Physics*, 21(2):123 – 143, 1976.

[25] Samir Touzani and Daniel Busby. Screening method using the derivative-based global sensitivity indices with application to reservoir simulator. *Oil Gas Sci. Technol. - Rev. IFP Energies nouvelles*, 69(4):619–632, 2014.

[26] E. Walter and Y. Lecourtier. Global approaches to identifiability testing for linear and nonlinear state space models. *Mathematics and Computers in Simulation*, 24(6):472–482, 1982.

[27] E. Walter and L. Pronzato. Qualitative and quantitative experiment design for phenomenological models; a survey. *Automatica*, 26(2):195–213, 1990.
[28] E. C. Du Fort and S. P. Frankel. Stability conditions in the numerical treatment of parabolic differential equations. *Mathematical Tables and Other Aids to Computation*, 7(43):135–152, 1953. 9

[29] S. Gasparin, J. Berger, D. Dutykh, and N. Mendes. Stable explicit schemes for simulation of nonlinear moisture transfer in porous materials. *Journal of Building Performance Simulation*, 11(2):129–144, 2018. 9

[30] S. Gasparin, J. Berger, D. Dutykh, and N. Mendes. An improved explicit scheme for whole-building hygrothermal simulation. *Building Simulation*, 11(3):465–481, 2018. 9

[31] MATLAB. *Matlab R2018a*. The MathWorks Inc., Natick, Massachusetts, 2018. 10

[32] T. A. Driscoll, N. Hale, and L. N. Trefethen. *Chebfun Guide*. Pafnuty Publications, 2014. 10

[33] A. Saltelli, K. Chan, and E.M. Scott. *Sensitivity analysis*. Wiley, New York, NY, USA, 2000. 15

[34] Ilya M. Sobol. Sensitivity estimates for nonlinear mathematical models. *Matematicheskoe Modelirovanie*, 2:112–118, 01 1990. 15

[35] Toshimitsu Homma and Andrea Saltelli. Importance measures in global sensitivity analysis of nonlinear models. *Reliability Engineering and System Safety*, 52(1):1 – 17, 1996. 15

[36] R.I Cukier, H.B Levine, and K.E Shuler. Nonlinear sensitivity analysis of multiparameter model systems. *Journal of Computational Physics*, 26(1):1 – 42, 1978. 15

[37] Jon C. Helton and F. J. Davis. Latin hypercube sampling and the propagation of uncertainty in analyses of complex systems. *Rel. Eng. and Sys. Safety*, 81:23–69, 2003. 15

[38] Ilya M. Sobol. On the distribution of points in a cube and the approximate evaluation of integrals. *USSR Computational Mathematics and Mathematical Physics*, 7(4):86 – 112, 1967. 15

[39] S. Tarantola, D. Gatelli, and T.A. Mara. Random balance designs for the estimation of first order global sensitivity indices. *Reliability Engineering and System Safety*, 91(6):717 – 727, 2006. 18

[40] Elmar Plischke. An effective algorithm for computing global sensitivity indices (easi). *Reliability Engineering and System Safety*, 95:354–360, 04 2010. 18

[41] O. Roustant, J. Fruth, B. Iooss, and S. Kuhnt. Crossed-derivative based sensitivity measures for interaction screening. *Mathematics and Computers in Simulation*, 105:105 – 118, 2014. 19

[42] French Standards. Arrêté du 26 octobre 2010 relatif aux caractéristiques thermiques et aux exigences de performance énergétique des bâtiments nouveaux et des parties nouvelles de bâtiments (in french), 2010. 22

[43] J. Berger, H. R.B. Orlande, N. Mendes, and S. Guernouti. Bayesian inference for estimating thermal properties of a historic building wall. *Building and Environment*, 106:327 – 339, 2016. 22

37 / 44
An efficient sensitivity analysis for energy performance of a building envelope: a continuous derivative based approach

[44] J.R. Howell, M.P. Menguc, and R. Siegel. *Thermal Radiation Heat Transfer*. CRC Press, 2010.

[45] S. Gasparin, J. Le Dreau, and P. Salagnac. A sensitivity analysis of a double-skin facade performance for a building in oceanic climate. *in submission*, 2020.

[46] W. Kahan and J. Palmer. On a proposed floating-point standard. *SIGNUM News*, 14(s-2):13–21, October 1979.

[47] J. Berger, S. Gasparin, D. Dutykh, and N. Mendes. On the comparison of three numerical methods applied to building simulation: Finite-differences, RC circuit approximation and a spectral method. *Building Simulation*, Jul 2019.

[48] A. Trabelsi, Z. Slimani, and J. Virgone. Response surface analysis of the dimensionless heat and mass transfer parameters of medium density fiberboard. *International Journal of Heat and Mass Transfer*, 127:623–630, 2018.
A Dimensionless equation

This section introduces the dimensionless model equations. The dimensionless formulation has several advantages. First, once we operate the numbers of the same magnitude, we minimize the rounding numerical errors [46]. Second, it enables a general investigation of the model behaviour regardless of the unit used to measure variable [47, 48]. Finally, it simplifies equations by reducing the number of variables.

Let us define the following dimensionless variables:

\[ x^* \overset{\text{def}}{=} \frac{x}{L}, \quad u \overset{\text{def}}{=} \frac{T}{T_{\text{ref}}}, \quad t^* \overset{\text{def}}{=} \frac{t}{t_{\text{ref}}}, \]

\[ k^* \overset{\text{def}}{=} \frac{k}{k_{\text{ref}}}, \quad c^* \overset{\text{def}}{=} \frac{c}{c_{\text{ref}}}, \quad F_{\text{o}} \overset{\text{def}}{=} \frac{t_{\text{ref}} \cdot k_{\text{ref}}}{L^2 \cdot c_{\text{ref}}}, \]

where subscripts ref relate for a characteristic reference value, and superscript ★ for dimensionless parameters. Thus, equation (1) becomes:

\[ c^* \cdot \frac{\partial u}{\partial t^*} = F_{\text{o}} \cdot \frac{\partial}{\partial x^*} \left( k^* \cdot \frac{\partial u}{\partial x^*} \right). \tag{30} \]

ROBIN-type boundary conditions are converted to:

\[ k^* \cdot \frac{\partial u}{\partial x^*} = B_{\text{L}} \cdot \left( u - u_{\text{L}}^\infty \right) - \alpha \cdot g_{\text{L}}^\infty, \quad x^* = 0 \tag{31} \]

\[ k^* \cdot \frac{\partial u}{\partial x^*} = -B_{\text{R}} \cdot \left( u - u_{\text{R}}^\infty \right), \quad x^* = 1, \tag{32} \]

with dimensionless quantities:

\[ B_{\text{L}} \overset{\text{def}}{=} \frac{h_{\text{L}} \cdot L}{k_{\text{ref}}}, \quad B_{\text{R}} \overset{\text{def}}{=} \frac{h_{\text{R}} \cdot L}{k_{\text{ref}}}, \]

\[ u_{\text{L}}^\infty \overset{\text{def}}{=} \frac{T_{\text{L}}^\infty}{T_{\text{ref}}}, \quad u_{\text{R}}^\infty \overset{\text{def}}{=} \frac{T_{\text{R}}^\infty}{T_{\text{ref}}}, \quad g_{\text{L}}^\infty \overset{\text{def}}{=} \frac{q_{\text{L}}^\infty \cdot L}{T_{\text{ref}} \cdot k_{\text{ref}}}. \]

The initial condition is transformed to

\[ u = u_0, \quad \text{where} \quad u_0 \overset{\text{def}}{=} \frac{T_0}{T_{\text{ref}}}. \]

The dimensionless heat flux \( j^* \) is expressed as:

\[ j^* : t^* \mapsto \frac{j}{j_{\text{ref}}}, \quad \text{where} \quad j_{\text{ref}} \overset{\text{def}}{=} \frac{T_{\text{ref}} \cdot k_{\text{ref}}}{L}. \]

The dimensionless thermal loads \( E^* \) are calculated as:

\[ E^* : \delta t^* \mapsto \frac{E}{E_{\text{ref}}}, \quad \text{where} \quad E_{\text{ref}} \overset{\text{def}}{=} \frac{T_{\text{ref}} \cdot k_{\text{ref}} \cdot t_{\text{ref}}}{L}. \]

Next section presents how to quantify the change of the model output value according to the change of one or set of input parameters.
B  Discrete function derivatives

The Central difference approximation with the second–order accuracy can be defined as follows:

\[
X_{p^*} = \frac{u(p^* + \Delta p^*) - u(p^* - \Delta p^*)}{2 \cdot \Delta p^*} + O\left(\Delta p^{*2}\right). \tag{33}
\]

By adding another term to the backward difference approach, the second–order accuracy is achieved. The three points approximation can be expressed by the following formulation:

\[
X_{p^*} = \frac{3 \cdot u(p^*) - 4 \cdot u(p^* - \Delta p^*) + u(p^* - 2 \cdot \Delta p^*)}{2 \cdot \Delta p^*} + O\left(\Delta p^{*2}\right). \tag{34}
\]

Similarly, one may estimate the higher order sensitivity coefficients. The second–order derivatives can be approximated by the forward difference sensitivity approximation:

\[
X_{p^*p^*} = \frac{u(p^* + 2 \cdot \Delta p^*) - 2 \cdot u(p^* + \Delta p^*) + u(p^*)}{\Delta p^{*2}} + O\left(\Delta p^*\right) \tag{35}
\]

or the central difference approximation:

\[
X_{p^*p^*} = \frac{u(p^* + \Delta p^*) - 2 \cdot u(p^*) + u(p^* - \Delta p^*)}{\Delta p^{*2}} + O\left(\Delta p^{*2}\right). \tag{36}
\]

Joint effect of the two parameters \(p_i^*\) and \(p_j^*\) on the model output can be presented as mixed derivative with the following approximation:

\[
X_{p^*_i p^*_j} = \frac{1}{4 \cdot \Delta p_i^{*2} \cdot \Delta p_j^{*2}} \left( u(p_i^* + \Delta p_i^*, p_j^* + \Delta p_j^*) - u(p_i^* + \Delta p_i^*, p_j^* - \Delta p_j^*) 
- u(p_i^* - \Delta p_i^*, p_j^* + \Delta p_j^*) + u(p_i^* - \Delta p_i^*, p_j^* - \Delta p_j^*) \right) + O\left(\Delta p_i^{*2} \cdot \Delta p_j^{*2}\right). \tag{37}
\]
An efficient sensitivity analysis for energy performance of a building envelope: a continuous derivative based approach

C Continuous function derivatives

The second order partial differentiation of Eq. (30) gives us the second–order sensitivity coefficients:

\[ X_{k_1^* k_1^*} : (x^*, t^*, k_1^*) \mapsto \frac{\partial^2 u}{\partial k_1^* \partial k_1^*}, \]

\[ X_{c_1^* c_1^*} : (x^*, t^*, c_1^*) \mapsto \frac{\partial^2 u}{\partial c_1^* \partial c_1^*}, \]

\[ X_{k_1^* c_1^*} : (x^*, t^*, k_1^*, c_1^*) \mapsto \frac{\partial^2 u}{\partial k_1^* \partial c_1^*}. \]

Thus, the sensitivity equations to calculate the quantities \( X_{k_1^* k_1^*} \) and \( X_{c_1^* c_1^*} \) are:

\[
\begin{align*}
\frac{\partial X_{k_1^* k_1^*}}{\partial t^*} & = \frac{F_o}{c^*} \cdot \frac{\partial}{\partial x^*} \left( \frac{\partial^2 k^*}{\partial k_1^* \partial k_1^*} \cdot \frac{\partial u}{\partial x^*} + 2 \cdot \frac{\partial k^*}{\partial k_1^*} \cdot \frac{\partial X_{k_1^*}}{\partial x^*} + k^* \cdot \frac{\partial X_{k_1^* k_1^*}}{\partial x^*} \right). \\
\frac{\partial X_{c_1^* c_1^*}}{\partial t^*} & = 2 \cdot \frac{F_o}{c^*} \cdot \frac{\partial}{\partial x^*} \left( \frac{\partial^2 c^*}{\partial c_1^* \partial c_1^*} \cdot \frac{\partial u}{\partial x^*} \right) - \frac{F_o}{c^*} \cdot \frac{\partial^2 c^*}{\partial c_1^* \partial c_1^*} \cdot \frac{\partial}{\partial x^*} \left( k^* \cdot \frac{\partial u}{\partial x^*} \right) - \frac{2 \cdot F_o}{c^*} \cdot \frac{\partial}{\partial x^*} \left( k^* \cdot \frac{\partial X_{c_1^*}}{\partial x^*} \right) + \frac{F_o}{c^*} \cdot \frac{\partial}{\partial x^*} \left( k^* \cdot \frac{\partial X_{c_1^* c_1^*}}{\partial x^*} \right).
\end{align*}
\]

The coefficient \( X_{k_1^* c_1^*} \) measures the impact of the two parameters \( k_1^* \) and \( c_1^* \) on the model output, which is computed as a solution of the following equation:

\[
\begin{align*}
\frac{\partial X_{k_1^* c_1^*}}{\partial t^*} & = \frac{F_o}{c^*} \cdot \frac{\partial}{\partial x^*} \left( \frac{\partial k^*}{\partial k_1^*} \frac{\partial u}{\partial x^*} + k^* \frac{\partial X_{k_1^*}}{\partial x^*} \right) + \frac{F_o}{c^*} \cdot \frac{\partial}{\partial x^*} \left( \frac{\partial k^*}{\partial k_1^*} \frac{\partial X_{c_1^*}}{\partial x^*} + k^* \frac{\partial X_{k_1^* c_1^*}}{\partial x^*} \right).
\end{align*}
\]
D Taylor series expansion of model outputs

The following expression describes the estimation of the function $u(\mathbf{x}^*, \mathbf{t}^*)$ at every point of the parameters $\{k_1^*, c_1^*\}$ around the $\{k_1^*, c_1^*\}$, which are the a priori parameter values.

\[
u(\mathbf{x}^*, \mathbf{t}^*, k_1^*, c_1^*) = u(\mathbf{x}^*, \mathbf{t}^*, k_1^{*o}, c_1^{*o}) + \frac{\partial u}{\partial k_1^*} \left|_{k_1^* = k_1^{*o}} \right. (k_1^* - k_1^{*o}) + \frac{\partial u}{\partial c_1^*} \left|_{c_1^* = c_1^{*o}} \right. (c_1^* - c_1^{*o}) + \frac{1}{2} \frac{\partial^2 u}{\partial k_1^* \partial c_1^*} \left|_{k_1^* = k_1^{*o}, c_1^* = c_1^{*o}} \right. (k_1^* - k_1^{*o})^2 (c_1^* - c_1^{*o}) + O\left(\max\left\{(k_1^* - k_1^{*o})^3, (c_1^* - c_1^{*o})^3\right\}\right).
\]

The TAYLOR expansion for heat flux is given by:

\[j^*(\mathbf{t}^*, k_1^*, c_1^*) = j^*(\mathbf{t}^*, k_1^{*o}, c_1^{*o}) + \frac{\partial j^*}{\partial k_1^*} \left|_{k_1^* = k_1^{*o}} \right. (k_1^* - k_1^{*o}) + \frac{\partial j^*}{\partial c_1^*} \left|_{c_1^* = c_1^{*o}} \right. (c_1^* - c_1^{*o}) + \frac{1}{2} \frac{\partial^2 j^*}{\partial k_1^* \partial c_1^*} \left|_{k_1^* = k_1^{*o}, c_1^* = c_1^{*o}} \right. (k_1^* - k_1^{*o})^2 (c_1^* - c_1^{*o}) + O\left(\max\left\{(k_1^* - k_1^{*o})^3, (c_1^* - c_1^{*o})^3\right\}\right).\]

Last, the thermal loads value can also be approximated through a second order TAYLOR series expansion as:

\[E^*(k_1^*, c_1^*) = E^*(k_1^{*o}, c_1^{*o}) + \frac{\partial E^*}{\partial k_1^*} \left|_{k_1^* = k_1^{*o}} \right. (k_1^* - k_1^{*o}) + \frac{\partial E^*}{\partial c_1^*} \left|_{c_1^* = c_1^{*o}} \right. (c_1^* - c_1^{*o}) + \frac{1}{2} \frac{\partial^2 E^*}{\partial k_1^* \partial c_1^*} \left|_{k_1^* = k_1^{*o}, c_1^* = c_1^{*o}} \right. (k_1^* - k_1^{*o})^2 (c_1^* - c_1^{*o}) + O\left(\max\left\{(k_1^* - k_1^{*o})^3, (c_1^* - c_1^{*o})^3\right\}\right).
\]
E Numerical model equations of the temperature and sensitivity coefficients.

For the nonlinear case, the solution is calculated with the following expression:

\[ u_{j}^{n+1} = \nu_1 \cdot u_{j+1}^n + \nu_2 \cdot u_{j-1}^n + \nu_3 \cdot u_j^{n-1}, \]  

(43)

where

\[ \nu_1 = \frac{\lambda_1}{\lambda_0 + \lambda_3}, \quad \nu_2 = \frac{\lambda_2}{\lambda_0 + \lambda_3}, \quad \nu_3 = \frac{\lambda_0 - \lambda_3}{\lambda_0 + \lambda_3}, \]

and

\[ \lambda_0 \overset{\text{def}}{=} 1, \quad \lambda_1 \overset{\text{def}}{=} \frac{2 \Delta t^* \cdot \text{Fo}}{\Delta x^2 \cdot c_j^*} k_j^* + \frac{1}{2}, \quad \lambda_2 \overset{\text{def}}{=} \frac{2 \Delta t^* \cdot \text{Fo}}{\Delta x^2 \cdot c_j^*} k_j^* - \frac{1}{2}. \]

The nonlinear coefficients are approximated by:

\[ k_j^* \pm \frac{1}{2} = k^* \left( \frac{x_j^* + x_j^* + 1}{2} \right). \]  

(44)

One may obtain the numerical scheme for computing sensitivity coefficient \( X_{k_1} \) of the model output \( u(x^*, t^*) \) with respect to parameter \( k_1^* \), by partially differentiating each term of Eq. (43):

\[ X_{k_1}^{n+1} = \nu_1 \cdot X_{k_1}^{n+1} + \nu_2 \cdot X_{k_1}^{n+1} + \nu_3 \cdot X_{k_1}^{n+1} + \frac{\partial \nu_1}{\partial k_1} \cdot u_{j+1}^n + \frac{\partial \nu_2}{\partial k_1} \cdot u_{j-1}^n + \frac{\partial \nu_3}{\partial k_1} \cdot u_j^{n-1}. \] 

(45)

Similarly, the expression for sensitivity coefficient \( X_{c_1} \) is as follows:

\[ X_{c_1}^{n+1} = \nu_1 \cdot X_{c_1}^{n+1} + \nu_2 \cdot X_{c_1}^{n+1} + \nu_3 \cdot X_{c_1}^{n+1} + \frac{\partial \nu_1}{\partial c_1} \cdot u_{j+1}^n + \frac{\partial \nu_2}{\partial c_1} \cdot u_{j-1}^n + \frac{\partial \nu_3}{\partial c_1} \cdot u_j^{n-1}. \] 

(46)

Second order partial differentiation of Eq. (43) with respect to a parameter \( k_1^* \) results as the numerical scheme for \( X_{k_1^* k_1} \):

\[ X_{k_1^* k_1}^{n+1} = \nu_1 \cdot X_{k_1^* k_1}^{n+1} + \nu_2 \cdot X_{k_1^* k_1}^{n+1} + \nu_3 \cdot X_{k_1^* k_1}^{n+1} + 2 \cdot \frac{\partial \nu_1}{\partial k_1} \cdot X_{k_1^* k_1}^{n+1} + 2 \cdot \frac{\partial \nu_2}{\partial k_1} \cdot X_{k_1^* k_1}^{n+1} + 2 \cdot \frac{\partial \nu_3}{\partial k_1} \cdot X_{k_1^* k_1}^{n+1} + \frac{\partial^2 \nu_1}{\partial k_1^2} \cdot u_{j+1}^n + \frac{\partial^2 \nu_2}{\partial k_1^2} \cdot u_{j-1}^n + \frac{\partial^2 \nu_3}{\partial k_1^2} \cdot u_j^{n-1}. \] 

(47)
For the sensitivity coefficient $X_{c_1^1 c_1^1}$, we have:

$$X_{n+1}^{c_1^1 c_1^1} = \nu_1 \cdot X_{n}^{c_1^1 c_1^1} + \nu_2 \cdot X_{n}^{c_1^1 c_1^1} + \nu_3 \cdot X_{n-1}^{c_1^1 c_1^1} + 2 \cdot \frac{\partial \nu_1}{\partial c_1^1} \cdot X_{n}^{c_1^1 c_1^1} + 2 \cdot \frac{\partial \nu_2}{\partial c_1^1} \cdot X_{n}^{c_1^1 c_1^1} + 2 \cdot \frac{\partial \nu_3}{\partial c_1^1} \cdot X_{n-1}^{c_1^1 c_1^1} + \frac{\partial^2 \nu_1}{\partial c_1^2} \cdot u_{j+1}^{n} + \frac{\partial^2 \nu_2}{\partial c_1^2} \cdot u_{j}^{n} + \frac{\partial^2 \nu_3}{\partial c_1^2} \cdot u_{j-1}^{n}.$$  (48)

The coupled effects between parameters $k_1^*$ and $c_1^*$ is given through the numerical scheme for $X_{k_1^1 c_1^1}$ and demonstrated below:

$$X_{n+1}^{k_1^1 c_1^1} = \nu_1 \cdot X_{n}^{k_1^1 c_1^1} + \nu_2 \cdot X_{n}^{k_1^1 c_1^1} + \nu_3 \cdot X_{n-1}^{k_1^1 c_1^1} + \frac{\partial \nu_1}{\partial k_1^1} \cdot X_{n}^{k_1^1 c_1^1} + \frac{\partial \nu_2}{\partial k_1^1} \cdot X_{n}^{k_1^1 c_1^1} + \frac{\partial \nu_3}{\partial k_1^1} \cdot X_{n-1}^{k_1^1 c_1^1} + \frac{\partial^2 \nu_1}{\partial k_1^1 \cdot \partial c_1^1} \cdot u_{j+1}^{n} + \frac{\partial^2 \nu_2}{\partial k_1^1 \cdot \partial c_1^1} \cdot u_{j}^{n} + \frac{\partial^2 \nu_3}{\partial k_1^1 \cdot \partial c_1^1} \cdot u_{j-1}^{n}.$$  (49)