Limit theorems for additive functionals of continuous time random walks
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For a continuous-time random walk \( X = \{X_t, t \geq 0\} \) (in general non-Markov), we study the asymptotic behaviour, as \( t \to \infty \), of the normalized additive functional
\[
c_t \int_0^t f(X_s) \, ds,
\]
\( t \geq 0 \). Similarly to the Markov situation, assuming that the distribution of jumps of \( X \) belongs to the domain of attraction to \( \alpha \)-stable law with \( \alpha > 1 \), we establish the convergence to the local time at zero of an \( \alpha \)-stable Lévy motion. We further study a situation where \( X \) is delayed by a random environment given by the Poisson shot-noise potential: \( \Lambda(x, \gamma) = e^{-\sum_{y \in \gamma} \phi(x-y)} \), where \( \phi : \mathbb{R} \to [0, \infty) \) is a bounded function decaying sufficiently fast, and \( \gamma \) is a homogeneous Poisson point process, independent of \( X \). We find that in this case the weak limit has both ‘quenched’ component depending on \( \Lambda \), and a component, where \( \Lambda \) is ‘averaged’.
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1. Introduction

An evolution of continuous-time random walk (CTRW) \( X = \{X_t, t \geq 0\} \) is described by a sequence of times between consecutive jumps of the process, which are assumed to be independent identically distributed (iid) positive random variables \( \theta_n, n \geq 1 \), and by a sequence of iid sizes of jumps \( \xi_n, n \geq 1 \); the two sequences are assumed to be independent. When the distribution of \( \theta_n \) is exponential, CTRW is nothing but a compound Poisson process. Otherwise, CTRW is in general not a Markov process, so may be considered as a non-Markovian generalization of a compound Poisson process.

It is handful to represent the CTRW \( X \) in the form
\[
X_t = \sum_{k=1}^{N_t} \xi_k,
\]
where $N_t = \max \left\{ k \geq 0 : \sum_{i=1}^{k} \theta_i \leq t \right\}$ is the number of jumps up to time $t$.

(Throughout the paper we use the convention that $\sum_{k=1}^{0} = 0$.)

Consider a Borel function $f : \mathbb{R} \to \mathbb{R}$. We are interested in the asymptotic behaviour, as $t \to \infty$, of the additive functional $\int_0^t f(X_s) \, ds$, normalized by a suitable factor.

When $X$ is a discrete- or continuous-time ergodic Markov process having an invariant probability measure $\nu$, additive functionals of the form $A_t = \sum_{i=1}^{t} f(X_i)$ (respectively $A_t = \int_0^t f(X_s) \, ds$) with $f \in L^1(\nu)$ satisfy strong law of large numbers: $A_t/t \to \nu(f) := \int f(x) \nu(dx)$, $t \to \infty$, almost surely, and, under some additional assumptions, a central limit theorem: $(A_t - \nu(f)t) / \sqrt{t} \xrightarrow{d} N(0, \sigma_f^2)$, $t \to \infty$, with some variance $\sigma_f^2$ (see e.g. [6, Chapter 2]).

The situation is very different when $X$ does not have an invariant probability measure. In particular, when it is a recurrent random walk, under suitable normalization, additive functionals converge to a local time of some $\alpha$-stable Lévy motion multiplied by $\int_{-\infty}^{\infty} f(x) \, dx$ (in the case of lattice random walk, by the sum of its values at the lattice points), see [4, 11]. It is also worth to mention works [12, 14], where a general result on convergence of additive functionals of Markov processes is proved, [10], which studies convergence to local times and associated central limit theorems for additive functionals of diffusions, and [17], which establishes a limit theorem for local time at a state $x$ of processes which are regenerative at $x$.

There are also results in the non-Markovian case. Most notably, [11] studies cumulative sums $S_k = \sum_{i=1}^{k} X_i$ of some long-memory stationary sequences $X$ of moving-average type, and establishes convergence of normalized additive functionals to the local time of fractional Brownian motion or, in a heavy-tail situation, of a fractional $\alpha$-stable process (it is also worth mentioning that this article establishes some of the strongest results for the Markovian situation as well).

Despite a large body of research on limit theorems related to CTRWs (see e.g. [15] and references therein), the asymptotic behaviour of additive functionals for a CTRW in such a direct statement of the problem as ours has not been studied. We can name a paper [13] where, in another version, limit theorems of a similar type were considered. We are focussing on the case where the times between jumps are integrable. In this case, despite the corresponding CTRW is possibly a non-Markovian, the results we establish are similar to the Markovian case. The reason for this similarity is that the process $N_t$ grows approximately linearly, thanks to the law of large numbers; the corresponding results are contained in §3. In §4, we consider a quite different situation where the process $X$ is delayed by some environment $\Lambda$. We first study the case of non-random $\Lambda$, and prove a corresponding limit theorem. Further we look at a random environment given by the Poisson shot noise potential

$$\Lambda(x, \gamma) = e^{-\sum_{y \in \gamma} \phi(x-y)},$$

where $\gamma$ is a homogeneous Poisson configuration, and $\phi : \mathbb{R} \to [0, \infty)$ is bounded and integrable. We establish a limit theorem for this case as well. The convergence we show is ‘quenched’ in the sense that we have a weak convergence to a limit depending on $\gamma$ for almost all configurations $\gamma$. Another interesting feature is that
the limit, besides the aforementioned ‘quenched’ component, contains a component, where $\Lambda$ is ‘averaged.’

The remaining structure of the article is following: §2 contains some preliminary information on domains of attraction and stable variables, and proofs, which are rather technical, are postponed to Appendix.

2. Preliminaries

For any random variable $X$, we denote by $\varphi_X(\lambda) = \mathbb{E}[e^{i\lambda X}]$ its characteristic function. If $X$ has absolutely continuous distribution, $f_X$ denotes its density. Throughout the proofs, $C$ is a generic constant (possibly random), the value of which is not important and may change between lines. To emphasize dependence on some variables, we put them in subscripts: $C_p, C_k$, etc. The symbols $\xrightarrow{d}$ and $\xrightarrow{fdd}$ designate the convergence in law and the convergence of finite dimensional distributions, respectively.

2.1. Domains of attraction

Consider the basic definitions concerning the random variables $\{\xi_n, n \geq 1\}$, for details see [7, Chapter XVII] and [19].

Definition 1. A random variable $\xi$ is said to have a stable distribution with index $\alpha \in (1, 2]$ if its characteristic function has the form

$$\varphi_\xi(x) = \exp \{i\alpha x - c|x|^\alpha \omega(x, \alpha, \beta)\},$$

where $\omega(x, \alpha, \beta) = 1 + i\beta \text{sign } x \tan[(\pi \alpha)/2] ; c > 0$ is called the scale parameter, $\beta \in [-1, 1]$ is called the skewness parameter, $a \in \mathbb{R}$ is the expected value.

Definition 2. The distribution $\mathcal{L}$ is said to belong to the domain of attraction to stable law with index $\alpha \in (1, 2]$ if there exist some sequence $a_n \in \mathbb{R}$ and a slowly varying function $L$ such that the normalized sums

$$\frac{\xi_1 + \cdots + \xi_n}{L(n)^{1/\alpha}} - a_n$$

of iid random variables $\{\xi_n, n \geq 1\}$ with distribution $\mathcal{L}$ converge, as $n \to \infty$, to a stable distribution with index $\alpha$.

Definition 3. If in definition 2 $L(n) = \sigma$ for some constant $\sigma > 0$, we say that $\mathcal{L}$ belongs to the domain of normal attraction to stable law with index $\alpha \in (1, 2]$.

A distribution $\mathcal{L}$ belongs to a domain of attraction of a stable law with index $\alpha$ if its characteristic function admits in some neighbourhood of 0 an expansion of the form

$$\varphi_\mathcal{L}(x) = \exp \{i\alpha x - h(|x|)|x|^\alpha \omega(x, \alpha, \beta)\}, \quad (2.1)$$

where $h(x)$ is a function slowly varying at 0; it belongs to the domain of normal attraction to a stable law with index $\alpha \in (1, 2]$ if $h(x) \to c > 0, x \to 0$. The relation
between \( h \) and \( L \) is as follows:
\[
\frac{1}{L(n)n^{1/\alpha}} = \inf \left\{ x > 0 : x^\alpha h(x) = \frac{1}{\alpha n} \right\}, n \geq 1.
\]

2.2. Symmetric local time

**Definition 4.** For a measurable real-valued stochastic process \( \{X(t), t \geq 0\} \), a symmetric local time at a point \( x \in \mathbb{R} \) on an interval \([0, t]\) is defined as the limit in probability
\[
\ell_X(t, x) := \text{P-}\lim_{\varepsilon \to 0^+} \frac{1}{2\varepsilon} \int_0^t 1_{|x-\varepsilon,x+\varepsilon|}(X_s) \, ds.
\]

3. Asymptotic behaviour of additive functionals for CTRW

In this section we study asymptotic behaviour of additive functionals of the form \( \int_0^t f(X_t) \, dt \) for CTRW \( X \) given by (1.1). We will need several assumptions concerning the distribution of jumps \( \xi_n \) and times between them \( \theta_n \) as well as function \( f \).

**A1.** We will assume that the jump sizes \( \xi_n, n \geq 1 \), are centred and their distribution belongs to the domain of attraction to \( \alpha \)-stable law with \( \alpha \in (1, 2] \). In this case (see e.g. [18, proposition 3.4] or [11, proposition 1 (ii)]) there is also a functional convergence
\[
\left\{ \frac{1}{L(n)n^{1/\alpha}} \sum_{k=1}^{[nt]} \xi_k, t \geq 0 \right\} \overset{d}{\to} \{Z_\alpha(t), t \geq 0\}
\]
towards an \( \alpha \)-stable Lévy motion \( Z_\alpha(t) \).

**A2.** The assumptions on function \( f \) come from [11] and are accompanied by additional assumptions on the distribution of \( \xi_1 \), namely, we assume that
(i) either \( f \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \) and the distribution of \( \xi_1 \) has a nonzero absolutely continuous component,
(ii) or \( f \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \) and the characteristic function \( \varphi_{\xi_1} \) of jump sizes is integrable to some power \( p > 0 \):
\[
\int_{-\infty}^{\infty} |\varphi_{\xi_1}(t)|^p \, dt < \infty.
\]

**A3.** Concerning the times \( \theta_n \) between jumps, we will assume that they are integrable:
\[
\mathbb{E}[\theta_1] = \mu.
\]

Denote \( c_t = L(t)t^{1/\alpha-1} \), \( S_n = \xi_1 + \cdots + \xi_n \). We will use the following result, which is an adaptation of theorem 3 from [11] for the case \( x = 0 \), \( \beta_n = y_n \), \( c_0 = 1 \), \( c_j = 0, j \geq 1 \) (in the terms of [11]).
Theorem 3.1 [11]. Under assumptions A1–A2, the finite-dimensional distributions of the process

\[ c_n \sum_{k=1}^{[nt]} f(S_k), \quad t \geq 0, \]

converge to those of

\[ \int_{-\infty}^{\infty} f(x) \, dx \cdot \ell_{\alpha}(t, 0), \quad t \geq 0, \]

where \( \ell_{\alpha}(t, 0) \) is the symmetric local time at zero of the \( \alpha \)-stable Lévy motion \( Z_\alpha \) on \([0, t]\).

Now we establish a similar result for the CTRW \( X \) defined by (1.1).

Theorem 3.2. Let \( X \) be given by (1.1). Under assumptions A1–A3, the finite-dimensional distributions of the process

\[ c_t \int_0^{tu} f(X_s) \, ds, \quad u \geq 0, \]

converge as \( t \to +\infty \) to those of

\[ \mu^{1/\alpha} \int_{-\infty}^{\infty} f(x) \, dx \cdot \ell_{\alpha}(u, 0), \quad u \geq 0. \]

Remark 1. Using the results of [4], it is possible to replace the additional assumptions from A2 on the distribution of \( \xi \) by the requirement to be non-lattice. However, in this case \( f \) should have a compactly supported Fourier transform, which is a very restrictive requirement.

Remark 2. The results of [4] can be used to handle the lattice case. Namely, let A1 and A3 hold, but A2 is replaced by the assumption that \( P(\xi_1 \in \{a+b\mathbb{Z}\}) = 1 \) for some \( a \in \mathbb{R}, b > 0 \), and \( \sum_{n=-\infty}^{\infty} |f(a+bn)| < \infty \). Then

\[ \left\{ c_t \int_0^{tu} f(X_s) \, ds, u \geq 0 \right\} \xrightarrow{d} \mu^{1/\alpha} b \sum_{n=-\infty}^{\infty} f(a+bn) \cdot \ell_{\alpha}(u, 0), u \geq 0, \quad t \to +\infty. \]

Remark 3. Under the assumptions of theorem 3.2, one can also show the convergence of finite-dimensional distributions of

\[ \left( \frac{X_{tu}}{L(t) t^{1/\alpha}}, c_t \int_0^{tu} f(X_s) \, ds \right), \quad u \geq 0, \]

as \( t \to +\infty \) to those of

\[ \left( \mu^{-1/\alpha} Z_\alpha(u), \mu^{1/\alpha} \int_{-\infty}^{\infty} f(x) \, dx \cdot \ell_{\alpha}(u, 0) \right), \quad u \geq 0. \]

The proof is similar, but one needs an appropriate extension of theorem 3.1 establishing a similar joint convergence. Such extension is straightforward: the proof
of theorem 3.1 in [11] relies on several auxiliary results, of which the only one, lemma 8, is concerned with weak convergence. The latter lemma, in turn, appeals to [8, theorem 1, p. 485], which is easily seen to provide the desired joint convergence.

**Remark 4.** Our results hold exclusively in the one-dimensional recurrent case. The situation in the non-recurrent case is strikingly different. If we take, for example, a compactly supported function $f$, additive functionals $\int_0^t f(X_s) \, ds$ converge as $t \to \infty$ without any normalization. So in order to get non-trivial results here, we have to consider ‘larger’ functions $f$ than in the recurrent case; as for now, precise assumptions are beyond our understanding.

### 4. CTRW in a random environment

#### 4.1. CTRW with location-dependent intensity of jumps

Consider now the situation that the time between jumps depends on the current location of the random walker: the intensity of jumps from a location $x$ is $\Lambda(x) > 0$. In the Markovian case, the corresponding evolution is a pure jump process with the generator

$$(A \psi)(x) = \Lambda(x) \int_{\mathbb{R}} (\psi(x - y) - \psi(x)) \, F_{\xi_1}(dy).$$

The consecutive locations visited by the random walker $X$ are, as before, $S_1 = \xi_1, S_2 = \xi_1 + \xi_2, \ldots, S_n = \sum_{k=1}^n \xi_k, \ldots$. The time spent in the $n$th location is an exponential random variable with parameter $\Lambda(S_n)$, which also can be written as $\theta_n/\Lambda(S_n)$, where $\theta_n$ is an exponential random variable with parameter 1. In view of independence of times between jumps, the random variables $\theta_n, n \geq 1$, are independent, so the evolution can be written in the form

$$X_t = \sum_{k=1}^{N_t} \xi_k,$$  \hspace{1cm} (4.1)

where $N_t = \max \left\{ k \geq 0 : \sum_{i=1}^k \theta_i/\Lambda(S_i) \leq t \right\}$. To construct a non-Markovian counterpart of this dynamic, we now drop the requirement that the variables $\theta_n, n \geq 1$, have exponential distribution. So in the rest of this section $X$ will be given by (4.1) with iid jumps $\xi_n, n \geq 1$, and iid variables $\theta_n, n \geq 1$, which are also independent of $\xi$.

In this section we will need stronger assumptions than in the previous one. Namely, we will assume that the jump sizes are from the normal domain of attraction of $\alpha$-stable law. Moreover, since the case $\alpha = 2$ is very different technically, we will consider in this section only non-Gaussian case $\alpha \in (1, 2)$. We will also need stronger assumptions on the distribution of jumps.

**B1.** The jump sizes $\xi_n, n \geq 1$, are centred and their distribution belongs to the normal domain of attraction to $\alpha$-stable law with $\alpha \in (1, 2]$, i.e. $L(n) = \sigma > 0$ in definition 2. In this case (see [18, proposition 3.4]) there is a functional
convergence
\[
\left\{ \frac{1}{\sigma n^{1/\alpha}} \sum_{k=1}^{[nt]} \xi_k, t \geq 0 \right\} \overset{d}{\rightarrow} \{ Z_\alpha(t), t \geq 0 \}
\]
towards an \( \alpha \)-stable Lévy motion \( Z_\alpha(t) \).

**B2.** The distribution of \( \xi_n \) is absolutely continuous,

(i) for \( \alpha \in (1, 2) \),
\[
\int_{-\infty}^{\infty} x^2 |f_{\xi_1}(x) - f_{Z_\alpha}(x)| \, dx < \infty;
\]
(ii) for \( \alpha = 2 \), the density of \( S_N \) is bounded for some \( N \geq 1 \), and
\[
E \left[ \xi_1^2 \mathbb{1}_{|\xi_1| > t} \right] = o(t^{-\kappa}), \quad t \to +\infty,
\]
with some \( \kappa > 0 \).

Concerning the jump intensity \( \Lambda \) we will assume sub-polynomial growth and existence of Cezaro averages for its inverse.

**B3.** For any \( \delta > 0 \), \( \sup_{|x| \leq n} \Lambda(x)^{-1} = o(n^\delta), n \to \infty \).

**B4.** There exists \( \Lambda^{-1} > 0 \) such that for some \( r > \alpha \),
\[
\sup_{|x| \leq r} \left| \frac{1}{t} \int_{x}^{x+t} \Lambda(y)^{-1} \, dy - \Lambda^{-1} \right| \to 0, \quad t \to +\infty.
\]

We start by examining the properties of the sums \( \sum_{i=1}^{n} \theta_i / \Lambda(S_i) \) and the process \( N_t \).

**Proposition 4.1.** Under the assumptions A3, B1–B4,
\[
\frac{1}{n} \sum_{i=1}^{n} \frac{\theta_i}{\Lambda(S_i)} \overset{P}{\rightarrow} \mu \Lambda^{-1}, \quad n \to \infty,
\]
and
\[
\frac{N_t}{t} \overset{P}{\rightarrow} \frac{1}{\mu \Lambda^{-1}}, \quad t \to \infty.
\]

Finally we turn to asymptotics of the additive functional.

**Theorem 4.2.** Let \( X \) be given by (4.1). Under assumptions A2–A3 on \( f(x) = g(x)/\Lambda(x) \) and B1–B4, the finite-dimensional distributions of the process
\[
\sigma t^{1/\alpha-1} \int_{0}^{tu} g(X_s) \, ds, \quad u \geq 0,
\]
converge as \( t \to +\infty \) to those of
\[
\mu^{1/\alpha} \cdot \left( \frac{\Lambda^{-1}}{\mu} \right)^{1/\alpha-1} \cdot \int_{-\infty}^{\infty} \frac{g(x)}{\Lambda(x)} \, dx \cdot \ell_\alpha(u, 0), \quad u \geq 0.
\]
4.2. CTRW in a Poisson shot-noise potential environment

The conclusion of theorem 4.2 is also true for a random Λ independent of X provided that Λ satisfies B3–B4 almost surely, and g/Λ satisfies one of the assumption A2(i) or A2(ii) almost surely.

Of particular interest is a random Λ of the special form, a so-called Poisson shot-noise potential:

\[ \Lambda(x, \gamma) = e^{-\sum_{y \in \gamma} \phi(x-y)} =: e^{-E\phi(x, \gamma)}, \tag{4.2} \]

where \( \phi : \mathbb{R} \to \mathbb{R} \), \( \gamma \) is a homogeneous Poisson configuration, i.e. a point process such that for any Borel set \( A \subset \mathbb{R} \) having finite Lebesgue measure \( \lambda(A) \), the number of points of \( \gamma \) in \( A \), \( |\gamma \cap A| \), has a Poisson distribution with parameter \( \lambda(A) \).

A sufficient condition for \( \Lambda \) to be well defined for almost all \( x \in \mathbb{R} \) is that \( \phi \in L^1(\mathbb{R}) \); we will impose a stronger assumption.

**C1.** \( \phi \in C(\mathbb{R}) \) and there exist some \( C, \beta > 0 \) such that \( |\phi(x)| \leq C/(1 + |x|^{1+\beta}) \).

Under this assumption, it is shown in [5] that

\[ \mathbb{E} \left[ \Lambda(x, \gamma)^{-a} \right] = \exp \left\{ \int_{-\infty}^{\infty} \left( e^{a\phi(y)} - 1 \right) dy \right\} \]

for any \( a \in \mathbb{R} \) and

\[ \sup_{|x| \leq n} |E\phi(x, \gamma)| = O \left( \frac{\log n}{\log \log n} \right), \quad n \to \infty, \tag{4.3} \]

a.s.

**PROPOSITION 4.3.** Under the assumption C1, for any \( \delta > 0 \),

\[ \sup_{|x| \leq n} \Lambda(x, \gamma)^{-1} = o(n^\delta), \quad n \to \infty, \tag{4.4} \]

a.s., and for any \( r > 1 \),

\[ \sup_{|x| \leq t^r} \left| \frac{1}{t} \int_{x}^{x+t} \Lambda(y, \gamma)^{-1} dy - \mathbb{E} \left[ \Lambda(0, \gamma)^{-1} \right] \right| \to 0, \quad t \to +\infty, \]

almost surely.

We are now in the position to prove the main result of this section. To ensure A2 for the function \( g/\Lambda \), we impose suitable assumptions on \( g \).

**C2.** Either \( g \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \) and the characteristic function \( \varphi_{\xi_1} \) of jump sizes is integrable to some power \( p > 0 \), or \( g \in L^1(\mathbb{R}) \) and there exist some \( C, \varepsilon > 0 \) such that \( |g(x)| \leq C(1 + |x|^{\varepsilon})^{-1} \) for all \( x \in \mathbb{R} \).
Theorem 4.4. Let $X$ be given by (4.1) and $\Lambda$ be given by (4.2) with $\gamma$ independent of $X$. Under assumptions A3, B1, B2, C1, C2, the finite-dimensional distributions of the process

$$\sigma t^{1/\alpha-1} \int_0^{tu} g(X_s) \, ds, \quad u \geq 0,$$

converge as $t \to +\infty$ to those of

$$\mu^{1/\alpha} \cdot \exp \left\{ \left( \frac{1}{\alpha - 1} \right) \int_{-\infty}^{\infty} \left( e^{\phi(y)} - 1 \right) \, dy \right\} \cdot \int_{-\infty}^{\infty} \frac{g(x)}{\Lambda(x, \gamma)} \, dx \cdot \ell_\alpha(u, 0), \quad u \geq 0,$$

with $\ell_\alpha$ independent of $\gamma$.
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Appendix A. Proofs and auxiliary results

Proof of theorem 3.2. For simplicity, we show marginal convergence for $u = 1$; for arbitrary finite-dimensional distributions the proof is the same, just heavier in terms of notation.

Denote $\tau_n = \sum_{k=1}^{n} \theta_k$, $n \geq 0$, and write

$$c_t \int_0^t f(X_s) \, ds = c_t \sum_{k=1}^{N_t} \theta_k f(S_{k-1}) + c_t (t - \tau_{N_t}) f(S_{N_t}).$$

(A.1)

By the strong law of large numbers, $N_t/t \to \mu$, $t \to \infty$, a.s., therefore, $N_t \sim t/\mu$, $t \to \infty$, a.s. Therefore, since $c_t$ is regularly varying at infinity of index $1/\alpha - 1$,

$$c_t \sim \mu^{1/\alpha-1} c_{N_t}, \quad t \to \infty,$$

(A.2)

a.s. Thus, thanks to Slutsky’s lemma, we need to study the asymptotics of the normalized sums

$$\zeta_n = c_n \sum_{k=1}^{n} \theta_k f(S_{k-1}) \text{ as } n \to \infty$$

(the remainder $c_t(t - \tau_{N_t}) f(S_{N_t})$ will be handled later).
Step 1. Let us first consider the case of a bounded \( f \). Thanks to independence of \( \xi \) and \( \theta \), we can write

\[
\varphi_{\zeta_n}(\lambda) = \mathbb{E} \left[ \mathbb{E} \left\{ i\lambda c_n \sum_{k=1}^{n} \theta_k x_k \right\} \right]_{x_k = f(S_{k-1}), k=1, \ldots, n} = \mathbb{E} \left[ \prod_{k=1}^{n} \varphi_{\theta_k}(\lambda c_n f(S_{k-1})) \right] = \mathbb{E} \left[ \exp \left\{ \sum_{k=1}^{n} \log \varphi_{\theta_k}(\lambda c_n f(S_{k-1})) \right\} \right],
\]

where \( \log \) denotes the branch of the natural logarithm such that \( \log z \in (-\pi, \pi] \) for all \( z \in \mathbb{C} \setminus \{0\} \). From assumption A3 we have

\[
\varphi_{\theta_1}(t) = 1 + i\mu t + o(t), \quad t \to 0.
\]

Since also

\[
\log(1 + x) - x = o(x), \quad x \to 0,
\]

we get

\[
r(t) := \log \varphi_{\theta_1}(t) - i\mu t = o(t), \quad t \to 0.
\]

Now

\[
\varphi_{\zeta_n}(\lambda) = \mathbb{E} \left[ \exp \left\{ \sum_{k=1}^{n} (i\mu \lambda c_n f(S_{k-1}) + R_{k,n}) \right\} \right] = \mathbb{E} \left[ \exp \left\{ i\mu \lambda c_n \sum_{k=1}^{n} f(S_{k-1}) + R_n \right\} \right], \tag{A.3}
\]

where \( R_{k,n} = r(\lambda c_n f(S_{k-1})) \), \( R_n = \sum_{k=1}^{n} R_{k,n} \). By theorem 3.1,

\[
c_n \sum_{k=1}^{n} f(S_{k-1}) \overset{d}{\to} \int_{-\infty}^{\infty} f(x) \, dx \cdot \ell_\alpha(1,0), \quad n \to \infty.
\]

Since the absolute value of the expression inside the expectation in (A.3) is bounded by 1, we just need to show that \( R_n \to 0, n \to \infty \), in probability. To this end, fix arbitrary \( \varepsilon > 0 \) and let \( \delta > 0 \) be such that \( |r(t)| < \varepsilon |t| \) whenever \( |t| < \delta \). Since \( f \) is bounded, \( \lambda c_n |f(x)| \leq \delta \) for all \( x \in \mathbb{R} \) and all \( n \) large enough. Then we can write

\[
|R_n| \leq \sum_{k=1}^{n} |R_{k,n}| \leq \varepsilon |\lambda| c_n \sum_{k=1}^{n} |f(S_{k-1})|.
\]

By theorem 1,

\[
c_n \sum_{k=1}^{n} |f(S_{k-1})| \overset{d}{\to} \int_{-\infty}^{\infty} |f(x)| \, dx \cdot \ell_\alpha(1,0), \quad n \to \infty, \tag{A.4}
\]

so for any \( \eta > 0 \),

\[
\limsup_{n \to \infty} P(\{ R_n \geq \eta \}) \leq P \left( \int_{-\infty}^{\infty} |f(x)| \, dx \cdot \ell_\alpha(1,0) \geq \frac{\eta}{\varepsilon |\mu \lambda|} \right).
\]
Letting \( \varepsilon \to 0^+ \), we arrive at \( \limsup_{n \to \infty} P(R_n \geq \eta) = 0 \), which gives the desired convergence in probability.

Consequently, from the Lévy theorem we get
\[
\zeta_n \xrightarrow{d} \mu \int_{-\infty}^{\infty} f(x) \, dx \cdot \ell_\alpha(1,0), \quad n \to \infty.
\]

(A.5)

**Step 2.** Now let \( f \) be unbounded. We are going to apply [3, theorem 3.2]. As we have just shown, for any \( m \geq 1 \),
\[
\zeta^m_n := c_n \sum_{k=1}^{n} \theta_k f(S_{k-1}) \mathbb{1}_{|f(S_{k-1})| \leq m} \xrightarrow{d} \zeta^m
\]
\[
:= \mu \int_{-\infty}^{\infty} f(x) \mathbb{1}_{|f(x)| \leq m} \, dx \cdot \ell_\alpha(1,0), \quad n \to \infty.
\]

It is also clear that
\[
\zeta^m \xrightarrow{d} \mu \int_{-\infty}^{\infty} f(x) \mathbb{1}_{|f(x)| \leq m} \, dx \cdot \ell_\alpha(1,0), \quad m \to \infty.
\]

So it remains to deal with
\[
|\zeta_n - \zeta^m_n| = c_n \left| \sum_{k=1}^{n} \theta_k f(S_{k-1}) \mathbb{1}_{|f(S_{k-1})| > m} \right| \leq c_n \sum_{k=1}^{n} \theta_k |f(S_{k-1})| \mathbb{1}_{|f(S_{k-1})| > m}.
\]

Denote \( f_m(x) = |f(x)| \mathbb{1}_{|f(x)| > m} \). For any \( \varepsilon > 0 \), owing to independence of \( \xi \) and \( \theta \), we can write
\[
P(|\zeta_n - \zeta^m_n| > \varepsilon) \leq E \left[ P \left( \sum_{k=1}^{n} \theta_k x_k > \varepsilon \right) \bigg| x_k = f_m(S_{k-1}), k = 1, \ldots, n \right].
\]

(A.6)

Thanks to the Markov inequality,
\[
P \left( \sum_{k=1}^{n} \theta_k x_k > \varepsilon \right) \leq \frac{c_n}{\varepsilon} E \left[ \sum_{k=1}^{n} \theta_k x_k \right] = \frac{c_n \mu}{\varepsilon} \sum_{k=1}^{n} x_k,
\]
so
\[
P \left( \sum_{k=1}^{n} \theta_k x_k > \varepsilon \right) \bigg| x_k = f_m(S_{k-1}), k = 1, \ldots, n \leq \frac{c_n \mu}{\varepsilon} \sum_{k=1}^{n} f_m(S_{k-1}).
\]

By theorem 3.1,
\[
c_n \sum_{k=1}^{n} f_m(S_{k-1}) \xrightarrow{d} \int_{-\infty}^{\infty} |f(x)| \mathbb{1}_{|f(x)| > m} \, dx \cdot \ell_\alpha(1,0), \quad n \to \infty.
\]

By the Skorokhod representation theorem (see e.g. [3, theorem 6.7]), there exist random variables \( \ell'_\alpha(1,0) \) and \( S^{m,n}_{k-1} \), \( m, n \geq 1, k = 1, \ldots, n \), such that:
• \( \ell'_a(1, 0) \overset{d}{=} \ell_a(1, 0) \);

• for each \( n, m \geq 1 \),

\[
(S_{k-1}^{m,n}, k = 1, \ldots, n) \overset{d}{=} (S_{k-1}, k = 1, \ldots, n); \tag{A.7}
\]

• for each \( m \geq 1 \),

\[
c_n \sum_{k=1}^{n} f_m(S_{k-1}^{m,n}) \to \int_{-\infty}^{\infty} |f(x)| \mathbb{1}_{|f(x)| > m} \, dx \cdot \ell'_a(1, 0), \quad n \to \infty,
\]

almost surely.

Then, using (A.7) and the Fatou lemma, we obtain from (A.6) that

\[
\limsup_{m \to \infty} \limsup_{n \to \infty} P(|\zeta_n - \zeta_n^m| > \varepsilon) \\
\leq E \left[ \limsup_{m \to \infty} \limsup_{n \to \infty} P \left( c_n \sum_{k=1}^{n} \theta_k x_k > \varepsilon \left| x_k = f_m(S_{k-1}^{m,n}), k = 1, \ldots, n \right. \right) \right] \\
\leq E \left[ \limsup_{m \to \infty} \limsup_{n \to \infty} \frac{c_n \mu}{\varepsilon} \sum_{k=1}^{n} f_m(S_{k-1}^{m,n}) \right] \\
= E \left[ \limsup_{m \to \infty} \frac{\mu}{\varepsilon} \int_{-\infty}^{\infty} |f(x)| \mathbb{1}_{|f(x)| > m} \, dx \cdot \ell'_a(1, 0) \right] = 0.
\]

Therefore, using [3, theorem 3.2], we get (A.5) also in this case.

**Step 3.** Taking into account (A.2), the independence of \( \zeta_n \) of \( N_t \), and the convergence \( N_t \to \infty, t \to \infty, \) a.s., we get

\[
c_t \sum_{k=1}^{N_t} \theta_k f(S_{k-1}^{t}) \overset{d}{=} \mu^{1/\alpha} \int_{-\infty}^{\infty} f(x) \, dx \cdot \ell_a(1, 0), \quad t \to \infty.
\]

It remains to handle the term \( c_t(t - \tau_{N_t}) f(S_{N_t}) \). Clearly, \( (t - \tau_{N_t}) \leq \theta_{n+1} \). Therefore, appealing to (A.2) and to the almost sure convergence \( N_t \to \infty \), it suffices to show that \( c_n \theta_{n+1} f(S_n) \overset{P}{\to} 0, n \to \infty \). Since \( \theta_n \) are identically distributed, they are bounded in probability, so we only need to show that \( c_n f(S_n) \overset{P}{\to} 0, n \to \infty \). This, however, easily follows from (A.4). Indeed, we clearly have also

\[
c_n \sum_{k=1}^{n-1} |f(S_{k-1})| \overset{d}{=} \int_{-\infty}^{\infty} |f(x)| \, dx \cdot \ell_a(t, 0), \quad n \to \infty. \tag{A.8}
\]

But if \( \limsup_{n \to \infty} P(c_n |f(S_n)| \geq \eta) \) were positive for some \( \eta > 0 \), the limiting distribution of \( c_n \sum_{k=1}^{n-1} |f(S_{k-1})| = c_n |f(S_n)| + c_n \sum_{k=1}^{n-1} |f(S_{k-1})| \) would strictly dominate that of \( c_n \sum_{k=1}^{n-1} |f(S_{k-1})| \), which would contradict (A.4) and (A.8). □

**Lemma A.1.** Assume B1, B2 and let a function \( h: \mathbb{R} \to [0, \infty) \) satisfy
H1. For any $\delta > 0$, $\sup_{|x| \leq n} h(x) = o(n^\delta), n \to \infty$.

H2. There exists $\bar{h} \geq 0$ such that for some $r > 1$ there is a uniform convergence of Cezaro averages:

$$
\sup_{|x| \leq r^t} \left| \frac{1}{t} \int_x^{x+t} h(y) \, dy - \bar{h} \right| \to 0, \quad t \to +\infty.
$$

Then,

$$
\frac{1}{n} \sum_{k=1}^{n} h(S_k) \xrightarrow{P} \bar{h}, \quad n \to \infty.
$$

Proof. Consider first the case of $\alpha \in (1, 2)$. Take some $b \in (1/\alpha, r/\alpha)$ and define

$$
h_n(x) = h(x) \mathbb{1}_{|x| \leq n^b} + \bar{h} \mathbb{1}_{|x| > n^b}.
$$

It follows from H1 that for any $\delta > 0$,

$$
\sup_{x \in \mathbb{R}} |h_n(x)| = o(n^\delta), \quad n \to \infty. \quad (A.9)
$$

Clearly, extending $h$ by $\bar{h}$ may only improve convergence to $\bar{h}$, so it follows from H2, that for any sequence $(a_n, n \geq 1)$ such that $a_n \geq n^{b/r}$,

$$
\sup_{x \in \mathbb{R}} \left| \frac{1}{a_n} \int_x^{x+a_n} h_n(y) \, dy - \bar{h} \right| \to 0, \quad n \to \infty. \quad (A.10)
$$

Since $\xi_n$ belong to the normal domain of attraction to $\alpha$-stable law, we have $P(|S_k| > x) \leq C k x^{-\alpha}$ for all $x > 0, k \geq 1$. Then, for any $a \in (0, \alpha - b^{-1})$,

$$
\frac{1}{n} E \left[ \left| \sum_{k=1}^{n} h(S_k) - \sum_{i=1}^{n} h_n(S_k) \right| \right] 
\leq \frac{1}{n} \sum_{k=1}^{n} E \left[ |h(S_k) - h_n(S_k)| \right] 
\leq \frac{C}{n} \sum_{k=1}^{n} E \left[ |S_k|^a 1_{|S_k| > n^b} \right] 
= \frac{C a}{n} \sum_{k=1}^{n} \int_{n^b}^{\infty} x^{a-1} P(|S_k| > x) \, dx 
\leq C n^{b(a-\alpha)-1} \sum_{k=1}^{n} k \leq C n^{b(a-\alpha)+1} \to 0, \quad n \to \infty.
$$

Therefore, it is enough to prove that

$$
\frac{1}{n} \sum_{k=1}^{n} h_n(S_k) \xrightarrow{P} \bar{h}, \quad n \to \infty.
$$

To this end, consider

$$
\phi_n^{s,t} = \frac{1}{n} \sum_{sn \leq k < tn} h_n(S_k) = \sum_{sn \leq k < tn} F_n(X_n(k/n)), s < t, \quad n \geq 1,
$$

where $X_n(k/n) = n^{-1/\alpha} S_k$, $F_n(x) = n^{-1} h_n(n^{1/\alpha} x)$. As it was proved in [14], the processes $X_n$ provide a Markov approximation for the $\alpha$-stable Lévy motion $Z$. 

therefore, we can use \[12\] theorem 1 about the convergence of additive functionals (concerning the terminology, we advise to consult the articles \[12, 14\]). First note that

$$\sup_{x \in \mathbb{R}} |F_n(x)| \leq \frac{1}{n} \left( \sup_{|x| \leq n^b} |h(x)| + \bar{h} \right) \to 0, \quad n \to \infty.$$  

Further, the characteristic of the limiting functional

$$f^{s,t}(x) := E \left[ \int_s^t \bar{h} \, du \right] = \bar{h} \cdot (t - s), \quad s < t,$$

does not depend on \(x\), so obviously satisfies the uniform continuity assumption of \[12\], theorem 1. It then remains to show the uniform (in \(x \in \mathbb{R}, 0 \leq s < t \leq 1\)) convergence of characteristics

$$f_{n}^{s,t}(x) := \sum_{sn \leq k < tn} E \left[ F_n(X_n(k/n) + x) \right] = \frac{1}{n} \sum_{sn \leq k < tn} E \left[ h_n(S_k + n^{1/\alpha} x) \right]$$

to \(f^{s,t}(x)\). Since \(f^{s,t}(x)\) is independent of \(x\), this is equivalent to the uniform convergence of \(f_{n}^{s,t}(n^{-1/\alpha} x)\).

Fix some \(\varepsilon \in (b\alpha/r, 1)\) and consider

$$E \left[ h_n(S_k + x) \right] = \int_{-\infty}^{\infty} h_n(k^{1/\alpha} y + x) f_{k-1/\alpha} S_k(y) \, dy, \quad k \geq n^\varepsilon.$$  

By [1](see also [2]),

$$\int_{-\infty}^{\infty} |f_{Z_\alpha}(y) - f_{k-1/\alpha} S_k(y)| \, dy = o(k^{1-2/\alpha}), \quad k \to \infty. \quad (A.11)$$

Therefore, for any \(\delta \in (0, \varepsilon(2/\alpha - 1))\), thanks to (A.9),

$$\sup_{x \in \mathbb{R}, k \geq n^\varepsilon} |E \left[ h_n(S_k + x) \right] - E \left[ h_n(k^{1/\alpha} Z_\alpha + x) \right] |$$

$$\leq \sup_{k \geq n^\varepsilon} |h_n| \cdot \sup_{k \geq n^\varepsilon} \int_{-\infty}^{\infty} |f_{Z_\alpha}(y) - f_{k-1/\alpha}(y)| \, dy = o(n^{\delta + \varepsilon(1-2/\alpha)}) \to 0, \quad n \to \infty. \quad (A.12)$$

Further,

$$E \left[ h_n(k^{1/\alpha} Z_\alpha + x) \right] = \int_{-\infty}^{\infty} h_n(k^{1/\alpha} y + x) f_{Z_\alpha}(y) \, dy$$

$$= \int_0^\infty \int_{y : f_{Z_\alpha}(y) \geq z} h_n(k^{1/\alpha} y + x) \, dy \, dz.$$

It is well known (see e.g. [19, Chapter 2]) that a stable distribution has an unimodal analytic density, so for each \(z \in [0, \max f_{Z_\alpha})\), there exist some \(a_z < b_z\) such that
\[
\{ y : f_{Z_n}(y) \geq z \} = [a_z, b_z]. \text{ Then we can write for some } \gamma \in (0, 2(\varepsilon/\alpha - b/r)) \\
E \left[ h_n(k^{1/\alpha} Z_{\alpha} + x) \right] = \int_0^{\max f_{Z_n}} \int_{a_z}^{b_z} h_n(k^{1/\alpha} y + x) \, dy \, dz \\
= \left( \int_0^{\max f_{Z_n} - n^{-\gamma}} + \int_{\max f_{Z_n} - n^{-\gamma}}^{\max f_{Z_n}} \right) \int_{a_z}^{b_z} h_n(k^{1/\alpha} y + x) \, dy \, dz. \\
\tag{A.13}
\]

Clearly,
\[
\left| \int_{\max f_{Z_n} - n^{-\gamma}}^{\max f_{Z_n}} \int_{a_z}^{b_z} h_n(k^{1/\alpha} y + x) \, dy \, dz \right| \leq \sup |h_n|(b_1 - a_1)n^{-\gamma},
\]

whence, in view of (A.9),
\[
\sup_{x \in \mathbb{R}, k \geq 1} \left| \int_{\max f_{Z_n} - n^{-\gamma}}^{\max f_{Z_n}} \int_{a_z}^{b_z} h_n(k^{1/\alpha} y + x) \, dy \, dz \right| \to 0, \ n \to \infty. \tag{A.14}
\]

Further, for \( z \leq \max f_{Z_n} - n^{-\gamma} \),
\[
\int_{a_z}^{b_z} h_n(k^{1/\alpha} y + x) \, dy = \frac{1}{k^{1/\alpha}} \int_{k^{1/\alpha} a_z + x}^{k^{1/\alpha} b_z + x} h(u) \, du \\
= \frac{b_z - a_z}{k^{1/\alpha} (b_z - a_z)} \int_{k^{1/\alpha} a_z + x}^{k^{1/\alpha} b_z + x} h(u) \, du.
\]

Thanks to continuous differentiability of \( f_{Z_n} \), there exists some positive \( c > 0 \) such that \( b_z - a_z \geq cn^{-\gamma/2} \) for any \( z \leq \max f_{Z_n} - n^{-\gamma} \). Therefore, for such \( z \) and for \( k \geq n^\varepsilon, k^{1/\alpha} (b_z - a_z) \geq cn^{\varepsilon/\alpha - \gamma/2} \geq n^{b/r} \) for all \( n \) large enough. Consequently, in view of (A.10),
\[
\sup_{x \in \mathbb{R}, k \geq n^\varepsilon} \left| \int_{\max f_{Z_n} - n^{-\gamma}}^{\max f_{Z_n}} \frac{1}{k^{1/\alpha} (b_z - a_z)} \int_{k^{1/\alpha} a_z + x}^{k^{1/\alpha} b_z + x} h(u) \, du - \bar{h} \right| \to 0, \ n \to \infty.
\]

Combining this with (A.13)–(A.14) and noting that \( \int_0^{\max f_{Z_n}} (b_z - a_z) \, dz = \int_{-\infty}^{\infty} f_{Z_n}(x) \, dx = 1 \), we get
\[
\limsup_{n \to \infty} \sup_{x \in \mathbb{R}, k \geq n^\varepsilon} \left| E \left[ h_n(k^{1/\alpha} Z_{\alpha} + x) \right] - \bar{h} \right| \\
= \limsup_{n \to \infty} \sup_{x \in \mathbb{R}, k \geq n^\varepsilon} \left| \int_0^{\max f_{Z_n}} \int_{a_z}^{b_z} h_n(k^{1/\alpha} y + x) \, dy \, dz - \int_0^{\max f_{Z_n}} (b_z - a_z) \bar{h} \, dz \right| \\
= \limsup_{n \to \infty} \sup_{x \in \mathbb{R}, k \geq n^\varepsilon} \int_0^{\max f_{Z_n} - n^{-\gamma}} (b_z - a_z)
\]

Limit theorems for additive functionals
\[
\left( \frac{1}{k^{1/\alpha}(b_z - a_z)} \right) \int_{k^{1/\alpha}a_z + x}^{k^{1/\alpha}b_z + x} h_n(u) \, du - \tilde{h} \right) \, dz \leq \limsup_{n \to \infty} \int_0^{\max f_{z_n}} (b_z - a_z) \, dz.
\]

Recalling (A.12), we arrive at
\[
\sup_{x \in \mathbb{R}, k \geq n^\varepsilon} |E[h_n(S_k + x)] - \tilde{h}| \to 0, \quad n \to \infty,
\]
whence
\[
\sup_{x \in \mathbb{R}, n^{\varepsilon - 1} \leq s < t \leq 1} \left| \frac{1}{n} \sum_{k : sn \leq k < tn} E[h_n(S_k + x)] - \tilde{h} \cdot (t - s) \right| \to 0, \quad n \to \infty.
\]

Also, thanks to (A.9),
\[
\sup_{x \in \mathbb{R}, n^{\varepsilon - 1}} \left| \frac{1}{n} \sum_{k < n^\varepsilon} E[h_n(S_k + x)] \right| \leq C n^{\varepsilon - 1} \sup_{x \in \mathbb{R}} |h_n(x)| \to 0, \quad n \to \infty.
\]

Consequently,
\[
\sup_{x \in \mathbb{R}, 0 \leq s < t \leq 1} \left| \frac{1}{n} \sum_{sn \leq k < tn} E[h_n(S_k + x)] - \tilde{h} \cdot (t - s) \right| \to 0, \quad n \to \infty.
\]

This shows the required uniform convergence of characteristics, so by [12, theorem 1] we get
\[
\frac{1}{n} \sum_{k=1}^n h_n(S_k) \longrightarrow \tilde{h}, \quad n \to \infty,
\]
in law, equivalently, in probability.

For \( \alpha = 2 \), instead of (A.11) we have, thanks to [16],
\[
\sup_{y \in \mathbb{R}} (1 + |y|)^{2+\kappa} |f_{Z_n}(y) - f_{k^{-1/\alpha}S_k}(y)| = o(k^{-\kappa}), \quad k \to \infty,
\]
whence
\[
\int_{-\infty}^{\infty} |f_{Z_n}(y) - f_{k^{-1/\alpha}S_k}(y)| \, dy = o(k^{-\kappa}), \quad k \to \infty,
\]
so we can choose \( \delta \in (0, \varepsilon \kappa) \) is (A.12); the rest of proof is unchanged. \( \square \)
Proof of proposition 4.1. Denote $\gamma_n = 1/n \sum_{i=1}^{n} \theta_i/\Lambda(S_i)$ and write, similarly to the proof of theorem 3.2, for any $\lambda \in \mathbb{R} \setminus \{0\}$,

$$\varphi_{\gamma_n}(\lambda) = E \left[ E \left[ \left\{ \frac{i}{n} \sum_{k=1}^{n} \theta_k x_k \right\} \right] \bigg| x_k = \Lambda(S_{k-1})^{-1}, k=1,\ldots,n \right]$$

$$= E \left[ \prod_{k=1}^{n} \exp \left\{ \varphi_{\theta_1} \left( \frac{\lambda}{n\Lambda(S_k)} \right) \right\} \right]$$

$$= E \left[ \exp \left\{ \sum_{k=1}^{n} \log \varphi_{\theta_1} \left( \frac{\lambda}{n\Lambda(S_k)} \right) \right\} \right]$$

$$= E \left[ \exp \left\{ \frac{i \mu \lambda}{n} \sum_{k=1}^{n} \frac{1}{\Lambda(S_k)} + R_n \right\} \right],$$

where

$$R_n = \sum_{k=1}^{n} r \left( \frac{\lambda}{n\Lambda(S_k)} \right), \quad r(x) = \log \varphi_{\theta_1}(x) - i\mu x = o(x), \quad x \to 0.$$

By lemma A.1,

$$Y_n := \frac{1}{n} \sum_{k=1}^{n} \frac{1}{\Lambda(S_k)} \xrightarrow{P} \Lambda^{-1}, \quad n \to \infty. \quad (A.15)$$

In order to prove the first claim it remains to show that $R_n \xrightarrow{P} 0, \ n \to \infty$. Fix some $\varepsilon > 0$. For any $a > 0$, there exists some $\delta > 0$ such that $|r(x)| \leq a|x|$ for $|x| < \delta$. Therefore, on the event $A_n := \{ \max_{k \leq n} \Lambda(S_k)^{-1} \leq n\delta/|\lambda| \}$, we have $|R_n| \leq aY_n$. Therefore,

$$P( |R_n| > \varepsilon ) \leq P( Y_n > \varepsilon/a ) + P( A_n^c ).$$

Choosing $a < \varepsilon/\Lambda^{-1}$, we get from (A.15) that $P(Y_n > \varepsilon/a) \to 0, \ n \to \infty$. On the other hand, since by B3 for any $\eta < 1$ it holds that $\Lambda(x)^{-1} \leq K_\eta |x|^\eta$ with some $K_\eta > 0$, we have

$$P(A_n^c) \leq \sum_{k=1}^{n} P \left( \Lambda(S_k)^{-1} \geq \frac{n\delta}{|\lambda|} \right) \leq \sum_{k=1}^{n} P \left( |S_k|^\eta \geq \frac{n\delta}{K_\eta |\lambda|} \right)$$

$$\leq \sum_{k=1}^{n} P \left( |S_k| \geq Cn^{1/\eta} \right)$$

$$\leq n^2 P(|\xi_1| \geq Cn^{1/\eta-1}) = n^2 O(n^{(1-1/\eta)}), \quad n \to \infty,$$

where the last follows from B1 (see e.g. [4, § 1.1]). Taking $\eta < (1 + 2/\alpha)^{-1}$, we get $P(A_n^c) \to 0, \ n \to \infty$, thus establishing the convergence $R_n \xrightarrow{P} 0, \ n \to \infty$, which
follows in a standard way: for any $x < \frac{1}{\mu \Lambda^{-1}}$, 

$$P(N_t \leq tx) = P \left( \frac{\sum_{i=1}^{[tx]} \theta_i}{\Lambda(S_i)} \geq t \right) = P\left( \gamma_{[tx]} \geq \frac{t}{[tx]} \right) \to 0, \quad t \to +\infty,$$

since $\lim_{t \to -\infty} t/[tx] = 1/x < \mu \Lambda^{-1}$, and similarly for any $x > (\mu \Lambda^{-1})^{-1}$, $P(N_t \geq tx) \to 0$, $t \to \infty$.

**Proof of theorem 4.2.** Similarly to (A.1), we can write

$$\int_0^t g(X_s) \, ds = \sum_{k=1}^{N_t} \frac{g(S_{k-1})}{\Lambda(S_{k-1})} + g(t - \tau_{N_t}) \frac{g(S_{N_t})}{\Lambda(S_{N_t})}.$$ 

From proposition 4.1, we have $N_t/t \xrightarrow{P} (\mu \cdot \Lambda^{-1})^{-1}, n \to \infty$. Therefore, repeating the proof of theorem 3.2, we arrive at the statement.

The following lemma is probably well known: for instance, a similar statement can be found in [9, lemma A.2]. However, we did not find it in the given form, so we include it for completeness.

**Lemma A.2.** Let $\{Y_t, t \in [0, T]\}$ be a centred measurable process which is $a$-dependent for some $a \in (0, T)$, i.e. $\{Y_t, t \in A\}$ and $\{Y_t, t \in B\}$ are independent whenever $\inf_{t \in A, s \in B} |t - s| \geq a$. For each integer $k \geq 1$, there exists a universal constant $C_k > 0$ such that

$$E \left[ \left( \int_0^T Y_t \, dt \right)^{2k} \right] \leq C_k (aT)^k \sup_{t \in [0,T]} E \left[ Y_t^{2k} \right].$$

**Proof.** Since $Y$ is centred and $a$-dependent, we have

$$E \left[ \left( \int_0^T Y_t \, dt \right)^{2k} \right] = \int_{S_{2k,a,T}} E \left[ \prod_{j=1}^{2k} Y_{t_j} \right] \, dt_1 \ldots dt_{2k},$$

where $S_{2k,a,T} = \{ (t_1, \ldots, t_{2k}) \in [0,T] \mid \forall i = 1, \ldots, 2k \exists j \neq i : |t_i - t_j| \leq a \}$. Using the Hölder inequality, we get

$$E \left[ \left( \int_0^T Y_t \, dt \right)^{2k} \right] \leq \lambda(S_{2k,a,T}) \sup_{t \in [0,T]} E \left[ Y_t^{2k} \right]. \quad (A.16)$$

Clearly, $\lambda(S_{2k,a,T}) = T^{2k} \lambda(S_{2k,a/T,1})$. In turn,

$$\lambda(S_{2k,a/T,1}) = P(\forall i = 1, \ldots, 2k \exists j \neq i : |U_i - U_j| \leq a/T),$$

where $U_1, \ldots, U_{2k}$ are iid $U(0, 1)$ random variables. Denote by $G_{2k}$ the set of all graphs on $N_{2k} := \{1, \ldots, 2k\}$ having no isolated vertices; for $G \in G_{2k}$, let $V(G)$ be
its set of edges, and $S(G)$ be its minimal vertex cover, i.e. the minimal (in cardinality) set of vertices adjacent to all edges of $G$. It is well known that $|S(G)|$ is equal to the number of edges in the maximal matching (disjoint set of edges) of $G$, so $S(G) \leq k$. Then

$$
P(\forall i = 1, \ldots, 2k \exists j \neq i : |U_i - U_j| \leq a/T)$$

$$= P\left( \bigcup_{G \in \mathcal{G}_{2k}} \bigcap_{i,j \in V(G)} \{ |U_i - U_j| \leq a/T \} \right)$$

$$\leq \sum_{G \in \mathcal{G}_{2k}} P\left( \bigcap_{i \in N_{2k} \setminus S(G)} \bigcup_{j \in S(G)} \{ |U_i - U_j| \leq a/T \} \right)$$

$$= \sum_{G \in \mathcal{G}_{2k}} \mathbb{E} \left[ \prod_{i \in N_{2k} \setminus S(G)} \left( \prod_{j \in S(G)} P\left( \bigcup_{j \in S(G)} \{ |U_i - x_j| \leq a/T \} \right) \right) \right]_{x_j = U_j, j \in S(G)}$$

$$\leq \sum_{G \in \mathcal{G}_{2k}} \mathbb{E} \left[ \prod_{i \in N_{2k} \setminus S(G)} \sum_{j \in S(G)} P\left( \{ |U_i - x_j| \leq a/T \} \right) \right]_{x_j = U_j, j \in S(G)}$$

$$\leq \sum_{G \in \mathcal{G}_{2k}} \left( 2ka/T \right)^{2k - |S(G)|} \leq \left( \frac{a}{T} \right)^k \sum_{G \in \mathcal{G}_{2k}} (2k)^{2k - |S(G)|} = C_k \left( \frac{a}{T} \right)^k.$$ 

Recalling the fact that $\lambda(S_{2k}, a, T)$ is $T^{2k}$ times this expression and the estimate (A.16), we arrive at the statement. \qed

**Proof of proposition 4.3.** The first statement follows immediately from (4.3). In order to establish the second one, we start by noting that, in view of (4.4), for large $t$ the average of $X$ over $[x, x + t]$ will be close to that over $[x, x + [t]]$, where $[t]$ is the integer part of $t$, so it is enough to show the convergence over integers. Most of the statements below will hold almost surely, so for brevity, we omit this phrase throughout.

Fix some $a \in (0, 1)$ define $\phi_n(x) = \phi(x) 1_{|x| \leq n^a}$, $\Lambda_n(x, \gamma) = e^{-E\phi_n(x, \gamma)}$, $\phi_n = \phi - \phi_n$. Let $\nu_k = |\gamma \cap [k - \frac{1}{2}, k + \frac{1}{2}]|$, $k \in \mathbb{Z}$. It is easy to show (see e.g. [5, lemma 2.1]) that

$$\sup_{k \in \mathbb{Z}} \frac{\nu_k}{l(k)/l(l(k))} < \infty,$$

where $l(x) = 2 + \log(2 + |x|), x \in \mathbb{R}.$
Therefore, for any $x \in \mathbb{R}$ and any $\eta \in (0, a\beta)$, using C1, we have

$$
|E_\phi(x, \gamma) - E_\phi_n(x, \gamma)|
= |E_\phi_n(x, \gamma)| \leq \sum_{y \in \gamma} |\tilde{\phi}_n(x - y)|
$$

\[\leq C \sum_{k \in \mathbb{Z}, |k - x| \geq n^a - 1} \frac{\nu_k}{1 + |k - x|^\beta + 1} \leq C \sum_{m \in \mathbb{Z}, |m| \geq n^a - 1} \frac{1}{1 + m^{\beta + 1}} \cdot \frac{l(m + x)}{l(l(m + x))}
\]

\[\leq C \left( \frac{n^{-a\beta + \eta} + n^{-a\beta}}{l(l(x))} \right) \leq Cn^{-a\beta + \eta} \cdot \frac{l(x)}{l(l(x))}.
\]

Hence, owing to (4.3), we get that for any $r > 1$,

$$
\sup_{|x| \leq 2n^r} |\Lambda(x, \gamma)^{-1} - \Lambda_n(x, \gamma)^{-1}| \to 0, \quad n \to \infty,
$$

consequently,

$$
\sup_{|x| \leq n^r} \left| \frac{1}{n} \int_x^{x + n} \Lambda(y, \gamma)^{-1} \, dy - \frac{1}{n} \int_x^{x + n} \Lambda_n(y, \gamma)^{-1} \, dy \right| \to 0, \quad n \to \infty.
$$

Since $\Lambda_n(0, \gamma) \leq \Lambda(0, \gamma)$ and $\Lambda_n(0, \gamma) \to \Lambda(0, \gamma)$, $n \to \infty$, then $E \left[ \Lambda_n(0, \gamma)^{-1} \right] \to E \left[ \Lambda(0, \gamma)^{-1} \right]$, $n \to \infty$, so we are left to show that

$$
\sup_{|x| \leq n^r} \left| \frac{1}{n} \int_x^{x + n} \Lambda_n(y, \gamma)^{-1} \, dy - E \left[ \Lambda_n(0, \gamma)^{-1} \right] \right| \to 0, \quad n \to \infty.
$$

Observe that the process $\Lambda_n(y, \gamma)$ is $2n^a$-independent. Then, using the stationarity of $\Lambda_n$, we obtain from lemma A.2 that for any $k \geq 1$,

$$
E \left[ \left( \frac{1}{n} \int_x^{x + n} \Lambda_n(y, \gamma)^{-1} \, dy - E \left[ \Lambda_n(0, \gamma)^{-1} \right] \right)^{2k} \right]
$$

\[= n^{-k}E \left[ \left( \int_x^{x + n} \left( \Lambda_n(y, \gamma)^{-1} - E \left[ \Lambda_n(0, \gamma)^{-1} \right] \right) \, dy \right)^{2k} \right]
\]

\[\leq C_k n^{k(a - 1)} E \left[ \left( \Lambda_n(0, \gamma)^{-1} - E \left[ \Lambda_n(0, \gamma)^{-1} \right] \right)^{2k} \right]
\]

\[\leq C_k E \left[ \left( \Lambda(0, \gamma)^{-1} + E \left[ \Lambda(0, \gamma)^{-1} \right] \right)^{2k} \right] n^{k(a - 1)}.
\]

By Markov’s inequality, for any $\varepsilon > 0$,

$$
P \left( \left| \frac{1}{n} \int_x^{x + n} \Lambda_n(y, \gamma)^{-1} \, dy - E \left[ \Lambda_n(0, \gamma)^{-1} \right] \right| \geq \varepsilon \right) \leq \frac{C_k n^{k(a - 1)}}{\varepsilon^k}.
$$
Define the set \( A_n = \{ n^{r-a_i}, i = -[n^a], \ldots, [n^a] + 1 \} \) and for \( x \in [-n^r, n^r] \) denote \( a_n(x) = \sup \{ y \in A_n, y \leq x \} \). Thanks to (4.4),

\[
\sup_{|x| \leq n^r} \left| \frac{1}{n} \int_x^{x+n} \Lambda_n(y, \gamma)^{-1} \, dy - \frac{1}{n} \int_{a_n(x)}^{a_n(x)+n} \Lambda_n(y, \gamma)^{-1} \, dy \right| \\
\leq \sup_{|x| \leq n^r} \frac{2(x - a_n(x))}{n}, \sup_{|y| \leq 2n^r} \Lambda_n(y)^{-1} \leq 2n^{a-1} \sup_{|y| \leq 2n^r} \Lambda(y)^{-1} \to 0, \quad n \to \infty.
\]

Consequently,

\[
\limsup_{n \to \infty} P \left( \sup_{|x| \leq n^r} \left| \frac{1}{n} \int_x^{x+n} \Lambda_n(y, \gamma)^{-1} \, dy - E \left[ \Lambda_n(0, \gamma)^{-1} \right] \right| \geq \varepsilon \right) \\
= \limsup_{n \to \infty} P \left( \sup_{x \in A_n} \left| \frac{1}{n} \int_x^{x+n} \Lambda_n(y, \gamma)^{-1} \, dy - E \left[ \Lambda_n(0, \gamma)^{-1} \right] \right| \geq \varepsilon \right) \\
\leq \limsup_{n \to \infty} \sum_{x \in A_n} P \left( \left| \frac{1}{n} \int_x^{x+n} \Lambda_n(y, \gamma)^{-1} \, dy - E \left[ \Lambda_n(0, \gamma)^{-1} \right] \right| \geq \varepsilon \right) \\
\leq \limsup_{n \to \infty} \sum_{x \in A_n} \frac{C_k n^{k(a-1)}}{\varepsilon^k} \leq C_{k,\varepsilon} \limsup_{n \to \infty} n^{k(a-1)+a}.
\]

Now taking \( k > (1 + a)/(1 - a) \), we obtain that

\[
\sup_{|x| \leq n^r} \left| \frac{1}{n} \int_x^{x+n} \Lambda_n(y, \gamma)^{-1} \, dy - E \left[ \Lambda_n(0, \gamma)^{-1} \right] \right| \to 0, \quad n \to \infty,
\]

by virtue of the Borel–Cantelli lemma, concluding the proof. \( \square \)

**Proof of theorem 4.4.** Since \( \gamma \) is independent of \( X \), it suffices to show the quenched weak convergence, i.e. that the required weak convergence holds for almost all fixed realizations of \( \gamma \). This, in turn, boils down to verifying the assumptions B3, B4 for \( \Lambda \) and A2 for \( f = g/\Lambda \). The former follow from proposition 4.3. Concerning the latter, note that

\[
E \left[ \left\| \frac{g}{\Lambda} \right\|_{L^1(\mathbb{R})}^2 \right] = E \left[ \int_{-\infty}^{\infty} \frac{|g(x)|}{\Lambda(x, \gamma)} \, dx \right] = \int_{-\infty}^{\infty} |g(x)| E \left[ e^{E_{\phi}(x, \gamma)} \right] \, dx \\
= \int_{-\infty}^{\infty} |g(x)| E \left[ e^{E_{\phi}(x, \gamma)} \right] \, dx \\
= \int_{-\infty}^{\infty} |g(x)| \, dx \cdot \exp \left\{ \int_{-\infty}^{\infty} (e^{\phi(y)} - 1) \, dy \right\} < \infty.
\]

Consequently, \( g/\Lambda \in L^1(\mathbb{R}) \) a.s. Similarly, if \( g \in L^2(\mathbb{R}) \), then

\[
E \left[ \left\| \frac{g}{\Lambda} \right\|_{L^2(\mathbb{R})}^2 \right] = \int_{-\infty}^{\infty} g(x)^2 E \left[ e^{2E_{\phi}(x, \gamma)} \right] \, dx \\
= \int_{-\infty}^{\infty} g(x)^2 \, dx \cdot \exp \left\{ \int_{-\infty}^{\infty} (e^{2\phi(y)} - 1) \, dy \right\} < \infty
\]
and \( g/\Lambda \in L^2(\mathbb{R}) \) a.s.; if \( |g(x)| \leq C(1 + |x|^\varepsilon)^{-1} \), then \( g/\Lambda \) is bounded thanks to B3. Consequently, B3, B4 and A2 hold for almost all \( \gamma \), which implies the required quenched weak convergence. \( \square \)
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