High-Resolution CMB Lensing Reconstruction with Deep Learning
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Next-generation cosmic microwave background (CMB) surveys are expected to provide valuable information about the primordial universe by creating maps of the mass along the line of sight. Traditional tools for creating these lensing convergence maps include the quadratic estimator and the maximum likelihood based iterative estimator. Here, we apply a generative adversarial network (GAN) to reconstruct the lensing convergence field. We compare our results with a previous deep learning approach – Residual-Unet – and discuss the pros and cons of each. In the process, we use training sets generated by a variety of power spectra, rather than the one used in testing the methods.

I. INTRODUCTION

By observing the cosmic microwave background (CMB) we learn about the primordial universe [1]. The CMB photons are deflected by the intervening gravitational potential along the line of sight between the last scattering surface and the Earth [2]. This phenomena is known as CMB gravitational lensing and we can extract important information about the gravitational potential along with the properties of the universe from it [3]. Hu pointed out that the projected potential $\phi$ can be reconstructed using a quadratic estimator (QE) from the observed CMB temperature and polarization fields [4]. The QE is almost optimal at high noise levels. However, current and upcoming CMB surveys, e.g. [5][6][7][8][9][10][11], are designed to be capable of reaching unprecedented low levels of noise. These surveys will provide us with a significantly higher CMB lensing reconstruction signal-to-noise ratio [12], which in turn will better constrain the cosmological parameters. Yet the QE is found to be sub-optimal for these surveys with low noise level ($\sim$ a few $\mu$K-arcmin) [13]. Therefore the community has been actively developing analytical approaches to tackle this problem, e.g. the iterative estimator [14], the gradient-inversion method [15], likelihood-based methods [13][16][17] and recently the global-minimum-variance estimator [12]. Almost all these methods are built upon the vanilla QE, which, despite being sub-optimal, will still play an important role in recent surveys since it is easy and fast to implement computationally.

In our work, we demonstrate that deep learning can be a powerful tool for lensing reconstruction. Recently, there have been papers [18][19] trying to apply the Residual-Unet (ResUNet) [20][21] to the CMB convergence $\kappa$ map reconstruction task. The ResUNet model is based on convolutional neural network (CNN) and is one of the most reliable architecture in the field of computer vision. ResUNet achieved great success in reconstructing the primordial $B$ field and the lensing convergence $\kappa$ field, further it was proved to be capable of providing a lower lensing reconstruction noise than the QE approach when the detector noise is low. However ResUNet struggled to reconstruct the convergence field to a high precision in the presence of non-negligible noise. We realize that the reconstructed convergence $\hat{\kappa}$ field under such non-negligible detector noise can be viewed as a low-resolution reconstruction of the true convergence map. Therefore in this work, we seek help from the super-resolution image reconstruction architecture $Pix2Pix$ model [22] in deep learning. $Pix2Pix$ model is a powerful tool of reconstructing high-resolution images from low-resolution ones based on generative adversarial network (GAN) [23]. We develop a $Pix2Pix$ based deep learning architecture that is capable of predicting the CMB convergence map $\kappa$ to a high-resolution, and the the reconstructed lensing power spectrum is almost perfectly aligned with the ground truth power spectrum despite detector noise. We make two major modifications to the $Pix2Pix$ model: first, we use the observed CMB Stokes parameters $Q$ and $U$ as the input, where as in most super-resolution networks the input is the low-resolution version of the target image; second we get rid of the conditional assumption and also add Fourier space loss in the discriminator loss. We will talk about these in detail later. We also compare the performance of the ResUNet and our GAN model using a generalized dataset, where we vary the analytical convergence power spectrum $C^\kappa_{L}$ when constructing the set of {$(Q,U,\kappa)$} realizations. By doing this, we wish to test the robustness of these models; how will they extract an unknown power spec-
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1 The convergence $\kappa$ map only differs from the projected gravitational potential field $\phi$ by a constant field in Fourier space, so essentially the task is still reconstructing the lensing potential.
trum.

We organize the paper as follows: in section II we briefly introduce the background of CMB lensing reconstruction. In section III we introduce our GAN model: the modified version of Pix2PixHD network. In section IV we introduce the dataset we use and compare the results from the ResUNet and the GAN model using this dataset. Finally we conclude the work in section V. The source code of the work can be found in https://github.com/ionur/CMB.

II. CMB LENSING

In this section we briefly review the theory of CMB lensing reconstruction: the analytical background of the reconstruction, the input and target maps of the neural net and the detector noise model we apply. We will be using the flat-sky approximation throughout this work, also we use $\mathbf{d}$ to denote Fourier wavenumber for CMB fields and $\mathbf{L}$ for the lensing potential, as in [12].

The observed CMB field $X(\mathbf{n})$ in direction $\mathbf{n}$ differs from the primordial CMB field $X(\mathbf{n})$ by a deflection angle $\mathbf{d}$. Here $X = T, E, B$ can be either the temperature or the polarization field. This deflection angle $\mathbf{d}$ is related to the projected gravitational potential $\phi$ as $\mathbf{d}(\mathbf{n}) = \nabla \phi(\mathbf{n})$. The observed CMB field $X$ is no longer isotropic$^2$, due to the existence of the deflection field. Analytically the result of this is that non-zero off-diagonal elements of the following two-point functions will no longer vanish:

$$
(X(\mathbf{\ell}_1)Y(\mathbf{\ell}_2)) = (2\pi)^2\delta_{2D}(\mathbf{\ell}_1 + \mathbf{\ell}_2)C_{\mathbf{\ell}_1}\delta_{\text{off-diagonal}} \quad (1)
$$

where $X, Y = T, E, B$ are the observed CMB fields in Fourier space, and $C_{\mathbf{\ell}}$ is the diagonal element of the covariance, which is the power spectrum of the CMB. The non-zero off-diagonal elements carry essential information about the deflection field $\mathbf{d}$, which is directly related to the lensing potential $\phi$. Thus we can express the $\phi$ field in Fourier space as quadratic pairs of $X$ and $Y$. The convergence field $\kappa$ is related to $\phi$ in Fourier space by:

$$
\kappa(\mathbf{\ell}) = -\frac{L^2}{2} \phi(\mathbf{\ell}) \quad (2)
$$

so the quadratic estimator can also be applied to the convergence field:

$$
\hat{\kappa}^\text{QE}(\mathbf{\ell}) = \sum_{\mathbf{\ell}_1 + \mathbf{\ell}_2 = \mathbf{\ell}} X(\mathbf{\ell}_1)Y(\mathbf{\ell}_2)F_{XY}(\mathbf{\ell}_1, \mathbf{\ell}_2). \quad (3)
$$

Eq. (3) is the equation for the quadratic estimator where $X$ and $Y$ are Fourier modes of observed $T, E, B$ maps, $F_{XY}$ can be fully determined analytically using both observed and primordial (auto or cross) power spectrum of the temperature and polarization fields. This expression Eq. (3) is the analytical function mapping the input maps to the target $\kappa$ map.

The observed CMB maps contain various types of noise, including detector noise, which will be the main concern of this work. Detector noise is taken to be Gaussian and homogeneous, with power spectra given by [24]:

$$
C_{\ell}^{TT}_{\text{noise}} = \Delta^2_T e^{\ell(\ell+1)\theta_{\text{FWHM}}/8 \ln 2}, \quad (4)
$$

$$
C_{\ell}^{EE}_{\text{noise}} = C_{\ell}^{BB}_{\text{noise}} = \Delta^2_P e^{\ell(\ell+1)\theta_{\text{FWHM}}/8 \ln 2}, \quad (5)
$$

where $\Delta_T$ and $\Delta_P$ determine detector noise, and $\theta_{\text{FWHM}}$ is the FWHM of the beam.

Similar to previous work [18][19], we use the observed Stokes parameters $Q$ and $U$ as the input. The $Q$ and $U$ maps are related to the polarization $E$ and $B$ maps in Fourier space by [25]:

$$
Q(\mathbf{\ell}) = E(\mathbf{\ell}) \cos(2\phi_\ell) - B(\mathbf{\ell}) \sin(2\phi_\ell) \quad (6)
$$

$$
U(\mathbf{\ell}) = E(\mathbf{\ell}) \sin(2\phi_\ell) + B(\mathbf{\ell}) \cos(2\phi_\ell) \quad (7)
$$

where $\phi_\ell = \cos^{-1}(\mathbf{d} \cdot \hat{\mathbf{\ell}})$. Thus $Q$ and $U$ maps encode full information of observed CMB polarization maps. The target map is the CMB convergence map $\kappa$.

III. MODIFIED Pix2PixHD MODEL

In this section we introduce the details of the deep learning architecture we use in this work: the modified Pix2PixHD.

The Pix2PixHD model is one of the most promising super-resolution deep learning methods. This model is based on conditional generative adversarial network (cGAN), which is composed of two parts: a generative network (generator $G$) and a discriminative network (discriminator $D$). The generator has a CNN-based structure and is aiming at reconstructing the super-resolution image. Multiple discriminators try to distinguish the generated image from the ground truth image at multiple scales, considering different patches.

The training set for the CMB lensing reconstruction task is a set of images $\{(S_i, \kappa_i)\}_{i=1}^N$, where $N$ is the number of training samples and $i$ is the index for a specific realization. The input $S_i = (Q_i, U_i)$ can be considered as an image with two channels, $Q_i$ and $U_i$. The target map $\kappa_i$ is the high-resolution image we want to reconstruct.

The loss function of GAN is typically given by:

$$
\mathcal{L}_{\text{GAN}} = \mathbb{E}_\kappa[\log D(\kappa)] + \mathbb{E}_S[\log(1 - D(G(S)))]. \quad (8)
$$

where $\mathbb{E}_\kappa$ and $\mathbb{E}_S$ are the expectation value over all target maps and all input maps, respectively. The output of the generator $G(S)$ is the predicted convergence map $\hat{\kappa}$. The generator $G$ tries to minimize the loss function while the discriminator tries to maximize it:

$$
\min_G \max_D \mathcal{L}_{\text{GAN}}(G, D). \quad (9)
$$

Notice we remove the conditional assumption, since unlike usual super-resolution networks, here the input is the
FIG. 1. Modified Pix2PixHD model’s generator architecture. The input is the concatenated $(Q, U)$ CMB maps and $\hat{\kappa}$ map is the output of the generator. We multiply the output of the last hidden layer by the apodization mask to get the final result. The number of filters of each layer is shown underneath each block as well as the image size. Each convolution block has instance normalization followed by the rectified linear unit (ReLU) activation except for the last layer. There are 5 residual blocks forming the local enhancer $G_2$. (The graphic is created from the publicly available https://github.com/HarisIqbal88/PlotNeuralNet repository.)

Stokes parameters $Q$ and $U$ instead of the low-resolution version of the target $\kappa$. Therefore the conditional assumption will actually worsen the performance of the discriminator.

Like the Pix2PixHD model, we decompose the generator into two sub-networks: $G_1$ and $G_2$. $G_1$ is considered as the global generator network and $G_2$ as the local enhancer network. The global generator consists of two blocks: one downsampling block and one upsampling block. For the downsampling block, we use two convolutional layers with stride 1 followed by a downsampling layer with stride 2. Correspondingly, the upsampling layer is a transposed convolutional upsampling layer with stride 2 followed again by two convolutional layers with stride 1. Since the goal is to reconstruct a high resolution $\hat{\kappa}$ map and our map size is relatively small (128 $\times$ 128 pixels), we found that the stride 2 downsampling-upsampling combination more than once would make the output map worse. The local enhancer network we have is a set of (5) residual blocks. We also concatenate the output from the upsampling block with those from the downsampling block, which is the skip connection. The detailed structure of the GAN’s generator is shown in Figure 1.

We use a discriminator structure similar to that in [26]: two discriminators $D_1, D_2$ with identical architecture. The discriminator $D_1$ gets input images with the original pixel size, while the other one $D_2$ gets downsampled by half input images. These two discriminators focus on the differences of the generated $\hat{\kappa}$ and the true $\kappa$ maps at different scales. The $D_1$ discriminator has a global view of the image, making sure that the generated $\hat{\kappa}$ has correct global properties, while $D_2$ pays more attention to the smaller scale consistency. We also add a feature matching loss to the GAN loss in order to improve the generator training:

$$L_{FM}(G, D_i) = \mathbb{E}_{(S, \kappa)} \sum_{l=1}^{L_D} \frac{1}{N_l} \left[ \|D_i^{(l)}(\kappa) - D_i^{(l)}(G(S))\|_1 \right]$$

where $l$ represent the $l$-th layer of the discriminator $D_i$ and $L_D$ is the total number of layers in each discriminat-
FIG. 2. Flowchart and structures of the modified Pix2PixHD model. Here \( G \) is the generator, \( D_1 \) and \( D_2 \) are the discriminators. Here the Fourier space amplitude map is \(|\hat{\kappa}(\vec{L})|^2 L \) (or \(|\kappa(\vec{L})|^2 L \)).

Now the full minimax algorithm becomes:

\[
\min_G \left[ \left( \max_{D_1, D_2} \sum_{i=1,2} \mathcal{L}_{GAN}(G, D_i) \right) + \lambda \sum_{i=1,2} \mathcal{L}_{FM}(G, D_i) \right].
\]

We use 10 for a relative weight \( \lambda \) which determines the importance of \( \mathcal{L}_{GAN} \) and \( \mathcal{L}_{FM} \) as in [22]. Notice that the feature matching loss will only be effective when we back-propagate through the generator.

As a further improvement to the discriminator network, we have introduced another discriminator loss \( \mathcal{L}_F \) that computes the Fourier space mean-squared-error (MSE) loss between the predicted \( \hat{\kappa} \) and the true \( \kappa \) maps. We take the Fast Fourier Transform of both the \( \hat{\kappa} \) and the true \( \kappa \) maps and obtain an amplitude map and a phase map \( \angle \) for each. We multiply the amplitude map by \( L \) to focus more on high \( L \) differences. The Fourier space loss is given by

\[
\mathcal{L}_F(G) = \mathbb{E}_{(S, \kappa)} \left[ \lambda_{amp} \| |\kappa(\vec{L})|^2 L - |\hat{\kappa}(\vec{L})|^2 L | \right]_2 \\
+ \lambda_{phase} \| \angle(\kappa(\vec{L})) - \angle(\hat{\kappa}(\vec{L})) \|_2
\]

This loss depends on \( G \) since \( \hat{\kappa} = G(S) \). In practice, we find that including the Fourier space loss in the discriminator loss is better than directly adding it to the generator loss. The relative weights are set to be \( \lambda_{amp} = 20 \) and \( \lambda_{phase} = 1/20 \) respectively, to maximize the performance of the network. Now the full objective function becomes:

\[
\min_G \left[ \left( \max_{D_1, D_2} \sum_{i=1,2} \mathcal{L}_{GAN}(G, D_i) + \mathcal{L}_F(G) \right) \\
+ \lambda \sum_{i=1,2} \mathcal{L}_{FM}(G, D_i) \right]
\]

The modified Pix2PixHD model’s architecture is illustrated in Figure 2.

IV. DATA AND RESULTS

A. Data

We generate simulated data to build and train the deep learning models. We mostly follow the data pipeline in [19] for our data preparation. The cosmological parameters we use in this work are \( H_0 = 67.9 \text{ km s}^{-1} \text{ Mpc}^{-1}, \Omega_b h^2 = 0.0222, \Omega_c h^2 = 0.118, n_s = 0.962, \tau = 0.0943 \) and \( A_s = 2.21 \times 10^{-9} \), in order to compare with the results of [18][19]. The analytical convergence power spectrum \( C_{\kappa\kappa}^L \) mentioned below is computed using this set of parameters. This data pipeline first uses CAMB to generate the theoretical power spectra, then uses a modified version of Orphics to generate CMB maps for training.

3 https://github.com/EEmGuzman/resunet-cmb
4 https://camb.info
5 https://github.com/msyriac/orphics
Previous work [18][19] used a fixed lensing power spectrum to generate observed CMB polarization maps. In this work, in order to further test the robustness of the models, we generate the observed \( Q \) and \( U \) maps using \( \alpha C_\kappa^{0\ell} \) where \( \alpha \) is a multiplication factor randomly generated within range \( 0.75 - 1.25 \). We add the simplest form of uncertainty to the target \( \kappa \) maps, since in real surveys we will not know the actual lensing power spectrum. In future work, we will vary the power spectrum in a more realistic manner (e.g., by varying the baryon density) and train the network with a more complex dataset.

Each generated map has a size of \( 5^\circ \times 5^\circ \) and \( 128 \times 128 \) pixels, with a cosine taper of \( 1.5^\circ \) to get rid of the effect of periodic boundary conditions in Fourier space. We choose 4 noise levels with \( \Delta T = 0.0 \mu K\text{-arcmin}, \Delta T = 1.0 \mu K\text{-arcmin}, \Delta T = 2.0 \mu K\text{-arcmin} \) and \( \Delta T = 5.0 \mu K\text{-arcmin} \) with \( \Delta P = \sqrt{2} \Delta T \) and a beam smoothing with size \( 1\text{-arcmin} \). (Notice [19] uses a beam size of \( 1.4\text{-arcmin} \), however due to the size and resolution of our maps, this difference is negligible.) We generate 40,000 samples of ‘observed’ \( Q, U \) and ground truth \( \kappa \) maps for each noise level. We include the patchy reionization effect [27] in our dataset although we do not plan to reconstruct it in this work. We train the ResUNet and our model separately with these 40,000 samples and compare the result. The train-validation-test split ratio is set to be 90 : 5 : 5.

We show example input maps (\( Q \) and \( U \)) with different noise levels in Figure 3. The target map, which is the corresponding true \( \kappa \) field can be found in the top-left corner of Figure 4. Except for the highest noise level we consider (\( 5\mu K\text{-arcmin} \)), it seems that the effect of the detector noise appears to be negligible in Figure 3; i.e., the first 3 maps in each column appear identical. However in the next subsection IV B we will see that even the smallest amount of detector noise makes the reconstruction nontrivial.
FIG. 4. The reconstructed $\hat{\kappa}$ maps versus the true target $\kappa$ map. The top-left map is the ground truth map, and the remaining 4 maps in the first row are the reconstructed $\kappa$ maps using the ResUNet model. The 4 maps in the second row are the GAN model output, and the last two rows are the difference maps between the true field and the two types of reconstructed fields. Each of the 4 column to the right corresponds to a specific detector noise level.

B. Training Results: Predicted Maps

In this work we use Google Colab Pro + to train our
models. To further assess the quality of the generated maps, we train the two models—ResUNet and the GAN model separately for each noise level. For the ResUNet training, we use the same training pipeline and the same set of hyperparameters as in [19]. The batch size is 32 and the initial learning rate is 0.25, with a 0.5 decay rate if there is no improvement in validation loss for three successive epochs. The training will stop when there is no improvement in validation loss for ten consecutive epochs and the model will be saved at the lowest validation loss.

For the training of our GAN model, we also use the Adam optimizer [28] and we set the hyperparameters as follows: the batch size is 32, \( \beta_1 = 0.5 \), and the learning rate is set to be 0.0003. Here \( \beta_1 \) is the initial decay rate for estimating the first moment of the gradient when using the Adam optimizer. For the GAN training, we track the performance of the model training every 10 steps by computing and recording some important features (e.g., the mean-squared-error loss of the binned power spectrum \( L^2_{PS} \), and the signal-to-noise ratio \( (\frac{S}{N})_L^2 \) in Fourier space) on the validation set. We use the model if its validation output provides us with both a low \( L^2_{PS} \) and a high \( (\frac{S}{N})_L^2 \).

We first compare the result of the ResUNet and our GAN model directly at the map level in Figure 4. We can see that the ResUNet struggles to reproduce high resolution convergence maps in the presence of detector noise. In those cases, small scale features are missing in the \( \kappa_{\text{ResUNet}} \) maps. The GAN model does recover some of these small scale features of the map while not losing track of the global properties. For the difference maps however, the difference on the fourth row (GAN) is slightly greater than the difference on the third row (ResUNet). This is actually predictable since ResUNet uses the MSE loss as the optimization objective (which is the sum of the squared value of the pixels in the difference map), while this MSE error is not the only goal of the minimax optimization of the GAN model. The GAN model sacrifices the optimality in MSE loss in order to capture small scale features. We will see more evidence of this trade-off shortly.

Another way to describe the quality of the reconstructed maps is the correlation. The correlation between two maps in real space is defined as:

\[
r_{\kappa, \hat{\kappa}} = \frac{\sum_i \kappa_i \hat{\kappa}_i}{\sqrt{(\sum_i \kappa_i)^2 (\sum_i \hat{\kappa}_i)^2}},
\]

where the summation is performed over all pixels \( i \) of the maps. In Figure 5 we show the histogram of the correlation \( r \) for both models on the top row, the detector noise is taken to be 2\( \mu \)K-arcmin (the performance is similar for other noise levels). We see that the correlation for the GAN model is lower than the ResUNet model. However notice that since the GAN model is putting back all the small scale power of the spectrum, the denominator of \( r_{\kappa, \hat{\kappa}} \) is much larger than that of \( r_{\kappa, \text{ResUNet}} \), as shown on the third row of Figure 5. Besides the numerator of the correlation for GAN is actually slightly larger than that of ResUNet, see the second row of Figure 5. We can understand this as: during putting back the small scale features when training the GAN model, we are actually putting back ‘signal’ and ‘noise’ simultaneously. In the next few subsections, we will further evaluate and compare the quality of the predicted maps.

C. Training Results: Reconstructed Power Spectrum

As indicated in the previous subsection IV B, ResUNet struggles in reconstructing the small scale structure of the CMB convergence map. This will result in a deficit in the high \( L \) part of the convergence power spectrum, as shown in the upper half of Figure 6. The power spectrum plotted is the mean over all test set true/predicted maps. Therefore although our dataset is generated by convergence power spectrum with various scales \( \alpha C_L^{\kappa} \)

---

6 https://colab.research.google.com
(0.75 < α < 1.25), this figure (Figure 6) still almost perfectly captures the performance of the model on a fixed power spectrum dataset, the same as in [18][19]. The ResUNet reconstructed power spectrums, except for the noiseless case, all differ from the true convergence power spectrums substantially. This deficit becomes even more pronounced when L gets larger.

The GAN reconstructed power spectrum can be found in the lower half of Figure 6. The improvement from the GAN model is its successful reconstruction of the convergence power spectrum, even in the presence of detector noise. The credit goes to the design of the discriminator, where the reconstruction of small scale features is emphasized.

FIG. 6. True CMB convergence power spectrum versus reconstructed power spectrum using two deep learning models. The upper half corresponds to the ResUNet, and the lower half is the result of the GAN model. The spectrums are averaged over all realizations in the test set. The ratio of the reconstructed power spectrum to the true power spectrum is also shown here. The length of each L bin is set to be 50 here and after in this work.

![Figure 6](image-url)

FIG. 7. The upper panel is the ratio of the averaged signal-to-noise for the predicted maps on the test set for the two different models. The middle and the bottom panel show the curve for the signal ($C^\kappa_L$) and the noise ($\sqrt{2C^\kappa_L C^\kappa_L/n_L}$) averaged over all realizations, respectively. The detector noise level is taken to be 2µK-arcmin. Blue and orange correspond to the ResUNet’s and the GAN’s output, respectively.

D. Training Results: Signal-to-Noise Ratio

Another valuable metric is the Fourier space signal-to-noise ratio $(S/N)_L^2$. In the flat sky approximation, the signal-to-noise ratio can be expressed as:

\[
\left(\frac{S}{N}\right)_L^2 = \frac{n_L (C^\kappa_L)^2}{2C^\kappa_L C^\kappa_L}
\]

(15)

where $C^\kappa_L$ is the cross power spectrum and $n_L$ is the number of modes in each $L$-bin. In Figure 7 we show the ratio of the signal-to-noise ratio between the two models, along with the signal and the noise term for the detector noise 2µK-arcmin (all noise levels perform similarly). As shown in the figure, ResUNet has a slightly higher signal-to-noise ratio than the GAN model. This is consistent with the result of subsection IV B: the GAN model is not only putting in signal but also noise. This statement is now proved to be true as in the bottom two panels of Figure 7. We see that when we consider small scales (when $L$ is high), the signal $C^\kappa_L$ is higher for our GAN model, while in the meantime the noise term $\sqrt{2C^\kappa_L C^\kappa_L/n_L}$ is also higher, since the GAN reconstructed power spectrum $C^\kappa_L$ has much more small scale power than the ResUNet one (Figure 6).
Moreover we compare the signal-to-noise ratio between the GAN model and the EB quadratic estimator (QE)\(^7\) in Figure 8 under the 2µK-arcmin detector noise. We can see that although the signal-to-noise ratio of the GAN model is slightly lower than the ResUNet, it is still decently higher than the vanilla QE.

E. Training Results: Robustness Test

The next thing that we care about most is the generalization capability of the GAN model. Therefore we further test the two models with the following subsequently generated test data: 1,500 realizations of observed \(Q, U\) fields along with their associated convergence \(\kappa\) maps, created with the convergence power spectrum to be 1.25\(C_{10}^{\kappa}\), \(C_{1}^{\kappa}\) and 0.75\(C_{10}^{\kappa}\) respectively. We repeat the map generating process for all four different noise levels, and the predicted power spectrum for all these robustness test set using two different models can be found in Figure 9.

The two columns of Figure 9 correspond to the ResUNet output and GAN output respectively. We can see that for the noiseless case, both the models are capable of distinguishing the differences in the dataset decently. For the case where detector noise being 1 or 2µK-arcmin, the performance of both models starts to decrease. However it is still possible for us to train the GAN model iteratively to get an ideal result. Both the models struggle with telling the small scale differences for the highest noise level we consider in this work.

V. CONCLUSION

In this work we introduce a super-resolution based deep learning architecture designed to reconstruct the CMB lensing potential and compare its performance with the Residual-UNet architecture from previous work. ResUNet targets at minimizing the difference between the generated and the true maps, while the GAN model we apply focuses on reproducing small scale structure.

We see that these two models each has its own merits: ResUNet is better at reconstructing maps with higher correlations with the true map, while the GAN model is capable of capturing some small scale features and predicting the power spectrum. For example, 2µK-arcmin detector noise, the GAN model correctly predicts the small-scale power spectrum and sacrifices only \(\lesssim 15\%\) signal-to-noise. Notice that the GAN model still has a higher signal-to-noise ratio than the vanilla quadratic estimator’s approach. The differences between the two models can also be explained by the “no free lunch” (NFL) theorem \[29\] in the field of machine learning, where it states all optimization algorithms perform equally well when their performance is averaged over all possible objective functions.

In future work we plan to apply the modified Pix\(\times\)PixHD model to other reconstruction tasks where the small scale structures are missing (e.g., patchy reionization \[19\] and CMB polarization rotation \[30\]). Further we plan to include galactic and extra-galactic foreground effects in the input polarization maps, and learn to recover the CMB signal as well as the lensing signal simultaneously. More realistically we plan to consider the full spherical sky instead of a small flat patch, this can be achieved by transforming the spherical map into a two-dimensional array with the NESTED scheme of HEALPix \[31\][32]. In terms of the lensing reconstruction task itself, the main challenge right now for these deep learning models is to correctly recover the convergence power spectrum when trained on a variety of spectra, none of which may equal the true spectrum. We are exploring the possibility that a more “flexible” and “physical” architecture – the variational autoencoder (VAE) \[33\] – will potentially outperform the GAN model in this respect. The VAE based super-resolution architecture is still under active development \[34\][35].

\(^7\) Notice the performance of the EB QE is almost the minimum variance QE when we only consider polarization maps.
FIG. 9. Reconstructed power spectrum averaged over all realizations of the robustness test set’s output. Blue, orange and green curves correspond to the reconstructed power spectrums with the corresponding target true convergence maps having power spectrum $1.25C_{\kappa L}^*$, $C_{\kappa L}^*$ and $0.75C_{\kappa L}^*$, respectively. The ratio in this plot is taken to be $C_{\kappa L}^*/C_{\kappa L}^*$, where $C_{\kappa L}^*$ is the predicted power spectrum for both the models.
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