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ABSTRACT

We explore the problem of selectively forgetting categories from trained CNN classification models in federated learning (FL). Given that the data used for training cannot be accessed globally in FL, our insights probe deep into the internal influence of each channel. Through the visualization of feature maps activated by different channels, we observe that different channels have a varying contribution to different categories in image classification.

Inspired by this, we propose a method for scrubbing the model cleanly of information about particular categories. The method does not require retraining from scratch, nor global access to the data used for training. Instead, we introduce the concept of Term Frequency Inverse Document Frequency (TF-IDF) to quantize the class discrimination of channels. Channels with high TF-IDF scores have more discrimination on the target categories and thus need to be pruned to unlearn. The channel pruning is followed by a fine-tuning process to recover the performance of the pruned model.

Evaluated on CIFAR10 dataset, our method accelerates the speed of unlearning by 8.9× for the ResNet model, and 7.9× for the VGG model under no degradation in accuracy, compared to retraining from scratch. For CIFAR100 dataset, the speedups are 9.9× and 8.4×, respectively. We envision this work as a complementary block for FL towards compliance with legal and ethical criteria.

1 Introduction

Edge devices such as mobile phones and IoT devices have become the primary computing platform today. These devices generate a tremendous amount of valuable data while providing hidden insights about the human world. In this case, AI can hugely help evaluate the data and make sense of it. By training machine learning models that simulate intelligent behaviours to make well-informed decisions with little or no human intervention. However, analyzing large amounts of data with complex machine learning algorithms requires significant computational capabilities. Thus, users have to upload their data to a cloud server to train a satisfactory model, which is undesirable from a privacy, security, regulatory or economic perspective.

As an emerging and promising distributed machine learning paradigm, federated learning (FL) allows multiple devices to jointly train a shared model without direct access to sensitive training data [1, 2]. In FL, devices train on an initial model locally with their own data, and upload their model updates to the federated server to build a shared global model [3, 4]. However, in dynamic edge environments, data distribution is often not as static. To allow intelligent applications to adapt to the current environment with limited resources consumption, we need to eliminate specific categories of data from the trained models. Moreover, recent privacy legislation such as the European Union’s General Data Protection Regulation (GDPR) and the former Right to be Forgotten [5] also give users the right to eliminate specific categories of data from the trained model. These practical needs call for efficient techniques that enable FL models to unlearn, or to forget what has been learned from the categories to be removed (referred to as the target categories).

A naive way to make such models provably forgotten is to retrain them from scratch. However, the computational and time overhead associated with fully retraining models affected by training data erasure can be prohibitively expensive [6]. Approximate unlearning methods produce ML models that are an approximation of the fully retrained models.
Most of them can be categorized into one of three groups. Given the category $i$ to be unlearned from the trained model. The first group updates the trained ML model using the data $D_i$ of $i$ to perform a corrective Newton step; it is defined in [7]. The second group updates the trained ML model using the remaining data $D_\cdot \setminus D_i$ to perform a corrective Newton step; it follows [8, 9, 10]. The third group updates the trained ML model by correcting the SGD steps that led to the trained model; it follows the method defined in [11, 12]. Unfortunately, current centralized unlearning methods are not suited to handle the systems challenges that arise in federated learning, including lack of direct data access, communication cost, and non-IID data. Addressing these challenges is therefore a key contribution of our work.

Through the visualization of feature maps activated by different channels, we observe that different channels have a varying contribution to different categories in image classification. Inspired by this, we propose a pruning-based method for scrubbing the model cleanly of information about particular categories, as shown in Figure 1. The proposed method introduces the Term Frequency Inverse Document Frequency (TF-IDF) to quantize the class discrimination of channels and prune the most relevant channel of the target category to unlearn its contribution to the model. TF-IDF is a statistical measure that evaluates how relevant a word is to a document in a set of documents. Specifically, our unlearning method considers the output of a channel as a word, the feature map of a category as a document, and uses TF-IDF to evaluate the relevant scores between the channels and the categories. The channels with high TF-IDF scores have more class discrimination and thus need to be pruned to eliminate the contribution of the target class. The pruning process does not require any iterative training or searching, and thus is computationally efficient. Finally, a fine-tuning process is conducted to recover the performance of the pruned model, and to provide a better utility than the retrained model.

Our approach achieves practical unlearning in FL settings thanks to the following three designs: We primarily consider the category-level unlearning, rather than sample-level unlearning. Due to the lack of global access to the raw data, it is impractical for the federated server to evaluate the contribution of each erased data sample. Instead, we will try to evaluate the approximation features aggregated from a small set of participants. Next, we measure the relationship between channels and categories using a high-level feature map, rather than raw data. The high-level feature maps contain more information about the image category. The non-IID raw training data in the same category should also share similar high-level features, thus the class discrimination of the feature map can be learned through collaboration between a small set of participants. Thirdly, to achieve channel pruning in the federated server, each participant client only needs to upload its local representation score that describes the correlation between channels and categories. Such a method avoids raw data leakage and massive communication between client and server, thereby better adapting to the distributed and large scale settings of the FL.

To the best of our knowledge, this is the first time that CNN channel pruning has been used to guide the machine unlearning process. We also envision our work as a complementary block for FL towards compliance with legal and ethical criteria. Extensive experiments on several representative image classification tasks demonstrate the superiority of our unlearning method. Compared to retraining from scratch, the time required to achieve unlearning is significantly decreased by our method with no degradation in accuracy: on the CIFAR10 dataset, we observe that the speedup is
Figure 2: Visualization of images from different categories (first row) along with the feature map of the 52-th and 127-th channels (second and third row, respectively) in the 13-th convolutional layer of VGG16 trained on ImageNet. As seen, with different images as input, head and textual information are always activated by these two channels respectively.

8.9× for the ResNet model, and 7.9× for the VGG model; on the CIFAR100 dataset, the speedups are 9.9× and 8.4×, respectively.

2 Preliminaries

For sake of completeness, we now briefly review the federated learning (FL), the correspondent problem of target category unlearning, existing studies on unlearning in the context of ML (a.k.a. machine unlearning) and their limitations in the FL settings, due to the inherent distinction in the way how FL and ML learn from data.

2.1 Federated Learning

The term federated learning was introduced by [3]. Federated learning (FL) is a machine learning setting where a set of $m$ clients (e.g., mobile devices) collaboratively train a model under the orchestration of a federated server (e.g., service provider), while the training data of clients is stored locally and not exchanged [2]. The federated server orchestrates the collaborative training process, by repeating the following steps until training is converged:

1) **Client selection.** Given the unstable client availability, for the round $t$ of federated learning, the federated server selects $n$ clients meeting eligibility requirements to participate in the learning.

2) **Local training.** Upon notification of being selected at the round $r$, each selected client downloads the current parameters $w$ of global model and a training program from the federated server. Each selected client locally computes an update to the global model on its local training data by executing the training program.

3) **Global aggregation.** Upon having received local updates from $n$ clients, the federated server aggregates these updates and updates its global model, and initiates next round of learning.

2.2 General Centralized Unlearning

Recently introduced legislation, e.g., the General Data Protection Regulation (GDPR) in the European Union [13], introduces a right for individuals to have their data erased [14]. To remove the $i$-th category from a model trained with an integrated dataset $D$, a vanilla way would be to retrain the model from scratch on the remaining data points $D-D_i$. However, the time, computation, and energy costs of model retraining can be quite costly. To address this problem, machine unlearning has been recently studied, which typically produces an approximation of the fully retrained model at low cost. We coarsely characterize these methods into three groups:

1) **Fisher unlearning method.** The first group uses the Fisher information [15] of the remaining data $D-D_i$ and injects optimal noise in order to unlearn the target category [8, 9, 10]. The unlearning algorithm takes as input the currently trained model, the subset of the training data $D_i \in D$, and outputs an updated model given by

$$w' = w - F^{-1}\Delta + \sigma F^{-\frac{1}{2}}b$$

(1)

where $\Delta$ is the gradient of the loss function, computed on the remaining training data $D-D_i$. $F$ is the Fisher matrix, also computed on the remaining training data $D-D_i$. The first term corresponds to the corrective Newton step. The
second term corresponds to noise injection, and adds standard normal noise \( b \) to the updated model in the direction of the Fisher matrix.

2) **Influence unlearning method.** The second group [7, 16] is based on the Influence theory [17]. The unlearning algorithm is performed by computing the influence of the data \( D_i \) on the trained ML model then updating the model to remove that influence as

\[
w' = w + I^{-1} \nabla \tag{2}
\]

where \( \nabla \) is the gradient of the loss function, computed on the data \( D_i \). \( I \) is the second derivative of the loss function, computed on the remaining training data \( D - D_i \). The second term is known as the influence function of the data \( D_i \) on the trained model. The loss function incorporates noise injection to achieve unlearning.

3) **Gradient unlearning method.** The third group focuses on approximating the SGD steps as if full retraining was performed [11, 12, 18, 19]. To aid in a history of accurate computations to produce an effective approximation, the unlearning algorithm periodically computes the exact gradient after some iterations. The exact gradient is computed on the remaining training data \( D - D_i \).

2.3 Federated Unlearning

We primarily consider a scenario where a service provider is required by most users to delete the target data category from their model to protect the user’s privacy and avoid legal risks. We frame the problem of target category unlearning in FL as follows. Suppose train a shared model on data points \( D \) distributed across \( m \) devices, where \( m \gg n \) (the number of participant devices). Let \( U = \{u_1, \cdots, u_i, \cdots, u_{|U|}\} \) be the classification space that data space can mapping to, \( w \) be the model in hypothesis space after pre-training. To unlearn the \( i \)-th category from the trained model, we need to update the model to make it operate as if the training data \( D_i \) in \( i \)-th category had never been observed.

**Definition 2.1 (Federated Unlearning).** We define the algorithm \( \mathcal{L}: U \rightarrow w \) be a learning process which maps classification space \( U \) into the hypothesis space of model \( w \). \( u' \) be the category that most users require to delete. We define an unlearning process \( \mathcal{L}^-: \mathcal{L}(U) \otimes U \otimes u' \rightarrow w' \), which takes an input classification space \( U \), a learned model \( \mathcal{L}(U) \) and the category \( u' \) that required to be forgotten. Thus the objective of federated unlearning can be described as

\[
\Phi[\mathcal{L}(U \setminus u')] = \Phi[\mathcal{L}^-(\mathcal{L}(U), U, u')], \tag{3}
\]

where \( U \setminus u' \) defines the classification space without target category \( u' \). \( \Phi[\cdot] \) indicates the probability distribution of the output.

2.4 Challenges

The existing centralized unlearning methods always assume that they have access to the relevant global training data (e.g., \( D \) and \( D_i \)). However, such assumptions are broken in the FL setting, since the number of participant devices \( n \) is usually much smaller than the total devices \( m \) [3]. Moreover, the non-IID training data across different participants [1] makes it even more challenging to find the appropriate updating direction for the global models. Thus, with incomplete and severely biased local training data, the centralized unlearning method can only offer inaccurate model approximations.

3 Pathway to Channel Pruning

While the data used for training are impossible to access globally in FL, insights may still be gleaned by probing deep into the internal influence of each channel. Imagine such a possibility: if we can quantify the category information learned by each channel without globally accessing the data, then we have a chance to forget special categories by pruning the channels whose class discrimination is the most. Assuming this idea is feasible, the federated unlearning will usher a novel form of implementation, on which the existing practical limitations are well adapted to. To study the pathway to the channel pruning based solution, we start by investigating the class discrimination of channels in CNNs.

3.1 Class Discrimination of Channels

As exploited in [20], the feature map of each channel has the locality that a particular area in one feature map is activated. Inspired by this, we visualize the feature map generated by VGG16 trained on ImageNet to explore the local
information in the internal 13-th convolutional layer. As can be seen from Figure 2, the 52-th channel in the 13-th convolutional layer always generates a feature map that highlights the head information while the 127-th channel always highlights the textual information. Even though there is no explicitly labeled head or text, the class-discriminative channels automatically learn to extract partial information to make better decisions, which exactly meets human intuition when classifying an image. That is, head information extracted by the 52-th channel helps the model to identify animals, and textual information extracted by the 127-th channel contributes to classifying categories with texts such as airliners and digital watches. On the other hand, some local features may not be beneficial to identifying all categories. For example, the 127-th channel always chooses to deactivate most of the pixels when processing images with no textual semantics like cats and dogs (see the first and fourth columns).

Such local representation on the internal layer shows that different channels have varying contributions to different categories in image classification, which motivates us to rethink the importance of class-discriminative channels on federated unlearning. By evaluating the class-discriminatory information, we aim to find channels that have the greatest separability with respect to the target categories, which fits seamlessly with the goal of class forgetting.

3.2 TD-IDF based Channel Scoring

We introduce the Term Frequency Inverse Document Frequency (TF-IDF) to quantize the class discrimination of channels. TF-IDF [21] is a statistical measure that evaluates how relevant a word is to a document in a set of documents. It is used in many scenarios of document search and information retrieval, most importantly in automated text analysis, and is very useful for scoring words in machine learning algorithms for Natural Language Processing (NLP) [22]. TF-IDF defines a quantification of the relevance between a word and a document: the relevance increases proportionally to the number of times the word appears in the document, but is offset by the number of documents that contain the word. Therefore, words that are common in every document, rank low even though they may appear many times, since they mean few to that document in particular. Instead, if a word appears many times in a document, while not appearing many times in others, it probably means that the word is very relevant.

Concretely, TF-IDF for a word in a document is quantized by multiplying two different metrics: (1) The term frequency (TF) of the word in the document; (2) The inverse document frequency (IDF) of the word across a collection of documents. For word $t$ in document $e$ from the set $E$ of all documents, TF is usually calculated with a count of instances of $t$ appearing in $e$. Then, the frequency is divided by the length of $e$. The IDF can be calculated by taking the total volume of $E$, dividing it by the number of documents that contain $t$, and calculating the logarithm.

Multiplying the TF and IDF results in the TF-IDF score of $t$ in $e$.

Determining how discriminative a channel is to a category can use TF-IDF in a similar way. Specifically, our unlearning method regards the output of a channel as a word and the feature map of a category as a document. Hence, this TF-IDF variant can evaluate the relevant score between the channels and the categories. Channels with high TF-IDF scores have more class discrimination and thus need to be pruned.

3.3 Class-Discriminative Channel Pruning

Channel pruning targets at removing the specific channels in each layer and shrinking a CNN model into thinner one [23]. As a type of structured simplification, the advantage of channel-level pruning is removing the entire channels directly, which can be well supported by general-purpose hardware and high-efficiency Basic Linear Algebra Subprograms (BLAS) libraries [24].

Moreover, existing methods of class-discriminative channel pruning have not well studied the computational effectiveness. For example, the recent work [25] uses a closed-form function and the work [26] inserts a cross-entropy type loss. They both require iterative optimization steps or heavy matrix operation like matrix inversion to obtain the discrimination score, which can hinder these methods to be applied to large-scale FL settings. Compared to existing methods of class-discriminative channel pruning, our TF-IDF guided channel pruning does not require any iterative training or searching, which is much more lightweight in terms of computational overhead.

4 Federated Unlearning Framework

Our framework is applicable to FL models that pre-trained in a wide range of ways, unlike existing unlearning methods that require the training to be conducted in a special manner. Given the request to remove a specific category from a pre-trained model stored in both local and global, the workflow depicted in Figure 1 is composed of two key components running respectively in the FL client and the federated server: participant clients transform their private images to...
generate local representations which are communicated to the server, in order to build a pruner based on the TF-IDF score between the target category and channels.

4.1 Local Processing in FL Clients

At each FL client, local proc in the unlearning program is conducted with local private images, in order to generate a local representation between classes and channels. Considering the local trained model as an L-layer CNN model, whose kernel weights can be represented as \( w = \{ w_1, w_2, \ldots, w_L \} \). The kernel in the \( l \)-th layer is denoted as \( w_l \in \mathcal{R}^{C_{\text{out}}^l \times C_{\text{in}}^l \times K_l \times K_l} \), where \( C_{\text{out}}^l, C_{\text{in}}^l, K_l \) denote the numbers of output channels and input channels, and the kernel size, respectively. Let \( X_l \in \mathcal{R}^{N \times C_{\text{in}}^l \times H_l \times W_l} \) be the input of the \( l \)-th layer where \( N \) is the batch size of input images, and \( H_l, W_l \) are the height and width of the input respectively. Therefore, the local set of private images can be denoted as \( X_1 \). The output feature map of the \( l \)-th layer is calculated as

\[
O_l = X_l \ast w_l
\]

where \( \ast \) is the convolutional operation, \( O_l \in \mathcal{R}^{N \times C_{\text{out}}^l \times H_{l+1} \times W_{l+1}} \), and \( C_{\text{out}}^{l+1} = C_{\text{out}}^l \). As a first step, the client will record the feature map generated by local model in each layer. Then, we apply ReLU [27] followed by an average pooling operation over the feature map. For the channels at \( l \)-th layer, the activation of output feature map is denoted by \( A_l \), can be calculated by

\[
A_l = \text{AvgPooling(ReLU}(O_l))
\]

where \( O_l \) is the output feature map generated by \( l \)-th layer, and the feature map of each channel is resized from \( H_{l+1} \times W_{l+1} \) to \( 1 \times 1 \). Therefore, \( A_l \in \mathcal{R}^{N \times C_{\text{out}}^l} \) is a local representation between images and channels. Finally, the representation \( A_l \) will be averaged across classes and re-stacking each channel, as \( A'_l \in \mathcal{R}^{U \times C_{\text{out}}^l} \), where \( U \) is the number of classes. Upon the unlearning program is conducted completely in the client, the representation \( A'_l \) is uploaded to the federated server for further processing.

4.2 Processing in the Federated Server

At the federated server, server proc is conducted with the local uploaded representations between classes and channels. Upon having received local representations from all participant clients, the server first aggregates these local representations in average to generate a global representation between classes and channels. Given a global representation \( A^* \in \mathcal{R}^{U \times C_{\text{out}}^l} \) in \( l \)-th layer, the term frequency (TF) can be calculated by

\[
\text{TF}_{l}^{u'} = \frac{A^*_{u',j}}{\sum_j A^*_{u',j}}
\]

where \( \text{TF}_{l}^{u'} \in \mathcal{R}^{C_{\text{out}}^l} \) represents the contribution of each word (channel) to a specific document (class \( u' \)). Note that, some channels that have high scores in TF may also have a contribution to other categories outside the target category. In order to obtain the most discriminative channels of the target category, the inverse document frequency (IDF) in \( l \)-th layer can be calculated by

\[
\text{IDF}_{l}^{j} = \log \frac{1 + |U|}{1 + |\{u \in U : A^*_{u',j} \geq \text{Avg}(A^*_{u',})\}|}
\]

where \( \text{IDF}_{l}^{j} \in \mathcal{R}^l \) represents how common or rare contribution of a specific word (channel \( j \)) is in the entire document set (classes). The closer it is to 0, the more common contribution of a channel is. Hence, if contribution of a channel is very common and appears in many classes, its IDF will approach 0. Otherwise, it will approach 1. Multiplying \( \text{TF}_{l}^{u'} \) and \( \text{IDF}_{l}^{j} \) results in the TF-IDF score of channels for the target class in \( l \)-th layer, as

\[
\text{TF-IDF}_{l}^{u'} = \text{TF}_{l}^{u'} \ast \{\text{IDF}_{l}^{1}, \ldots, \text{IDF}_{l}^{C_{\text{out}}^l}\}
\]

where \( \text{TF-IDF}_{l}^{u'} \in \mathcal{R}^{C_{\text{out}}^l} \) represents the relevant score between the channels and categories. The higher the score, the more relevant that channel is in that particular class.

Based on the calculated TF-IDF score between channels and categories, the server then builds a pruner to execute pruning on the most discriminative channels of the target category. Pruning is a common technique to compress neural
network models. It prunes specific weights from models, thereby their values are zeroed and we make sure they do not take part in the back-propagation process. We adopt a one-shot pruning to prune the channels whose TF-IDF score is beyond a pre-defined percentage $R$. Since some channels in $l$+1-th layer are removed, the convolution filters that generate these channels in $l$-th layer will be removed accordingly. The pruned kernel $\hat{w}_l \in \mathbb{R}^{\hat{C}_l^{\text{out}} \times \hat{C}_l^{\text{in}} \times K_l \times K_l}$ is obtained under the constraints of $\hat{C}_l^{\text{in}} \leq C_l^{\text{in}}$ and $\hat{C}_l^{\text{out}} \leq C_l^{\text{out}}$. We have the Equation 4 in the pruned model $\hat{w}_l$ as

$$\hat{O}_l = \hat{X}_l \odot \hat{w}_l$$

(9)

In the case of multi-class removal, the pruning process is executed multiple times, removing one class each time. Finally, upon the pruning complete, the federated server will notify each participant FL client to download the pruned model from it. A fine-tuning process is then conducted to achieve the after-pruned model with a target accuracy.

4.3 Fine-tuning Processing

After pruning the most discriminative channels of the target category, the accuracy degradation should be compensated by retraining the pruned model. Our fine-tuning process is the same as the normal training procedure of federated learning, without introducing additional regularization. To reduce the unlearning time, we apply the prune once and retrain strategy: prune channels of multiple layers at once and retrain them until the target accuracy is restored. We find for our unlearning method, the prune once and retrain strategy can be used to prune away significant portions of the model corresponding to the target class, and any loss in accuracy can be regained by retraining for a short period of time (significantly less than retraining from scratch).

4.4 Discussion

Feasibility and limitations of applying our method to centralized learning. Although specifically designed for FL, the class-discriminative channel pruning method can definitely be applied in centralized learning, since the representative feature distribution between channels and categories can easily be obtained with global access to the data. However, the advantages of class-discriminative pruning are significantly diminished in centralized scenarios. With full access to the raw data, the central server can accurately evaluate the individual contributions of each data point. Additionally, data privacy protection and communication overhead optimization is no longer required. This will lead to a far greater diversity of class-unlearning designs, allowing the central server to obtain a better approximation to the target unlearned model in terms of accuracy or overhead.

 Challenges on sample-level unlearning. This study focuses on class-level unlearning problems in FL scenarios, while the sample-level unlearning problem is a more challenging issue that remains to be studied in future work. The sample-level unlearning task requires the model to remove specific data samples from the model while still maintaining the accuracy of the model. To achieve such an ambitious goal, it requires a more elaborate design since the data point contributions to the model are difficult to evaluate without access to the raw data, and we are working on a solution to the problem in the near future.

5 Experimental Evaluation

In this section, we empirically evaluate the performance of the proposed unlearning method in the FL settings. We report experiments on CIFAR10 and CIFAR100 datasets [28] with ResNet and [29] VGG [30] models. We choose these datasets and models because they are sufficiently standard and general in image classification tasks, thus proving that our method is general instead of only valid for specific image tasks, such as facial image classification. Specifically, CIFAR10 dataset consists of 60000 32x32 colour images in 10 classes, with 6000 images per class. CIFAR100 dataset is just like the CIFAR10, except it has 100 classes containing 600 images each.

5.1 FL Settings

Note that, the characteristic of FL is that only a portion of total clients are sampled as participant, and the participant clients have Non-IID local training data [3, 31, 1]. Therefore, the participant data are incomplete and biased. We assume the participant data have a distribution different from the overall training data distribution of the learning task. In particular, we assume the participant data are biased towards certain classes.

We follow Fang et al. [32] to distribute the training data points in a dataset among clients. Assuming there are $M$ classes in a dataset. We randomly split the clients into $M$ groups. A training data point with label $m$ is assigned to group $m$ with probability $q_l$0 and to any other group with probability $(1-q)/(M-1)$. Within the same group, data are
uniformly distributed to each client. \( q \), as a bias probability, controls the distribution difference of the local training data. If \( q = 1/M \), the local training data are independent and identically distributed (IID), otherwise the local training data are Non-IID. A larger \( q \) denotes a higher level of Non-IID among the local training data. We will set \( q = 1/M \) to simulate the Non-IID settings. Moreover, we assume the training data are distributed among 100 clients, and the number of clients participating in each round is 25. The bias probability \( q \) is set from 0.1 to 1.0 for CIFAR10, and is set from 0.01 to 1.0 for CIFAR100. On both CIFAR10 and CIFAR100, we compare our unlearning method against two baselines.

**Baselines.** (1) retraining the entire data (without the points to be unlearned) from scratch; (2) forgetting the target category based on the Fisher unlearning method [8, 9, 10]. As introduced in Section 2.2, this method uses the Fisher information of the participant data and injects optimal noise in order to achieve unlearning.

### Table 1: Impact of different bias probabilities (unlearning the last category from ResNet20 model).

| Bias probability | CIFAR10 Rounds of training | Test accuracy on U/R-set | CIFAR100 Rounds of training | Test accuracy on U/R-set |
|------------------|---------------------------|--------------------------|-----------------------------|--------------------------|
| 0.10             | 200 400 600 800 1000 1200 | Test Acc (%)             | 200 400 600 800 1000 1200   | Test Acc (%)             |
| 0.45             | 200 400 600 800 1000 1200 | Test Acc (%)             | 200 400 600 800 1000 1200   | Test Acc (%)             |
| 1.00             | 200 400 600 800 1000 1200 | Test Acc (%)             | 200 400 600 800 1000 1200   | Test Acc (%)             |

- **Our method:**
  - CIFAR10: 115 135 181
  - CIFAR100: 0.0008/0.13%
- **Fisher method:**
  - CIFAR10: 60 70 120
  - CIFAR100: 22.47/0.06%

### 5.2 Experimental Results

As shown in Figure 3, we unlearn the last category of CIFAR10 and CIFAR100 from different pre-trained models, and compare the speedup with fully retraining. The learning method is FedSGD, learning rate is set 0.1, and bias probability is 0.1(0.01). For full retrain, the x-axis represents the number of training rounds from scratch. For our method, the x-axis represents the number of training rounds in fine-tuning process. The y-axis represents the accuracy of the unlearned models on the testset (without the category to be forgotten). We show the impact of different bias probabilities in Table 1. The learning method is FedAVG, local epoch is 5, learning rate is 0.1. The model accuracy is calculated respectively on the testset only containing the target category (i.e., unlearned testset, or U-set) and the testset containing the rest categories (i.e., rest testset, or R-set). We set the hyper-parameter \( R = 0.05 \) for CIFAR10 ResNet; 0.1 for CIFAR10 VGG; 0.1 for CIFAR100 ResNet; 0.15 for CIFAR100 VGG.

**Unlearning speedup.** Obviously, the speedups produced by our method compared to fully retraining is very significant: on CIFAR10 dataset, we observe the speedup is 8.9~11.0x for the ResNet model, and 7.9~9.1x for the VGG model; on CIFAR100 dataset, the speedups are 9.9x and 8.4x, respectively. On the one hand, as the depth of the network increases, the effect of acceleration will get better. On the other hand, as the total number of categories increases, the effect of unlearning acceleration will also become better. These results show that our method can be well adapted to real large-scale scenarios with a large number of categories and a deep network.

Compared to the baseline method using the Fisher information, our method performs significantly better because our method is insensitive to the distribution of training data, thereby can achieve a accurate unlearning even with severely biased participant data. As another way to represent category information in the unlearning task, the Fisher
### Table 2: Information forgotten effect compared to fully retraining (unlearning the last category).

| Model          | Raw model | First class pruned | Second class pruned | Fine-tuned | Re-trained | Speedup |
|---------------|-----------|--------------------|---------------------|------------|------------|---------|
|               | U-set     | R-set              | U-set               | R-set      | U-set      | R-set   |
| ResNet20      | 91.50%    | 83.01%             | 0.20%               | 30.57%     | 79.00%     | 30.57%  |
| ResNet32      | 89.70%    | 84.10%             | 0.30%               | 25.04%     | 88.60%     | 25.04%  |
| VGG11         | 88.20%    | 84.10%             | 0.30%               | 25.04%     | 88.60%     | 25.04%  |
| VGG13         | 91.50%    | 84.10%             | 0.30%               | 25.04%     | 88.60%     | 25.04%  |
| VGG16         | 91.50%    | 84.10%             | 0.30%               | 25.04%     | 88.60%     | 25.04%  |
| VGG19         | 88.20%    | 84.10%             | 0.30%               | 25.04%     | 88.60%     | 25.04%  |

### Table 3: Delete two categories of CIFAR10 simultaneously from ResNet20 model.

| Delete class 6+9 from [0-9] | 88.70% | 83.01% | 0.20% | 30.57% | 0.00% | 87.12% | 0.00% | 87.29% | 0.00% |
|-----------------------------|--------|--------|-------|--------|-------|--------|-------|--------|-------|
| Delete class 0+5 from [0-9] | 81.90% | 84.10% | 0.25% | 25.04% | 88.60%| 25.04% | 88.60%| 89.75% | 0.00% |
| Delete class 5+9 from [0-9] | 84.70% | 84.01% | 0.20% | 31.74% | 0.00% | 87.12% | 0.00% | 87.29% | 0.00% |

Methodology:

- **Accurate and global access:** The current trend of optimal noise injection is accurate and global access to all training data, and it can be considered a linear corrective Newton method. However, the linear corrective Newton method heavily depends on accurate and global access to training data. Once the training data cannot be globally accessed (i.e., with higher bias in our settings), the corrective step cannot be guided precisely. Therefore, considering a large value of noise will indiscriminately remove information from the model which in turn drastically reduces the effectiveness of further fine-tuned training. Moreover, even the case of no bias, deep and nonlinear neural networks are great challenges for the linear corrective method.

- **Information erasure:** As shown in Table 2, we compare the model accuracy on R/U-set respectively for our method and full retrain, which serves as a befitting manner to measure the quality of unlearning (i.e., assess how much information about the target category is still contained in the unlearned model). It can be observed that, first of all, our method has no loss of precision on R-set. On this basis, the accuracy of our method on U-set is the same as full retrain, and both are 0%. These results prove that our method achieves resemble effect of information erasure on the pre-trained model as the full retrain does, without the expense of accuracy.

- **Multi-class removal:** As shown in Table 3, the performance in the case of multi-class removal is still advanced (with the speedups comparable to the case of single-class removal). After pruning for the second class, the accuracy of the after-pruned model on U-set gets lower (i.e., to 0%), which shows an ideal information erasure.

- **Membership inference attack:** We launch a membership inference attack (MIA) introduced in literature [33]. Given a sample of target category and the model after unlearning, the attack aims to infer whether the sample was used to train the original model. In other words, the attack aims to know that the target sample is in the training dataset of the original model. While the goal of unlearning is to protect privacy information about the target sample, a successful attack considered here can show unlearning instead leaks the target sample’s privacy. We measure the success rate of attacks to evaluate how much information about the target category is still contained in the model after unlearning. Seen from results under CIFAR10 (as referred to Table 4), no significant difference is found in the attack success rate between fully retraining and our method (with average deviation less than 0.63%).

- **Classification accuracy distribution:** We investigate how the classification accuracies distributed among all classes after unlearning and whether it is an ideal distribution approximate that of retraining from scratch. As shown in Table 5, the class-wise accuracy difference is only 0.59% at most. Moreover, we use the KL divergence to evaluate the distance between our distribution and the ideal distribution. Seen from results under CIFAR10, the KL divergence between fully retraining and our method is very close to 0 (less than 5.27e-6).

### 6 Related Work

Machine unlearning as the field most related to this paper, its notion was first proposed by Cao et al. [34] in the context of statistical query learning. Different from the class-level unlearning we defined, the goal of machine unlearning is
more strict as it forgets a particular subset of samples within a class. To unlearn a data sample, Cao et al. [34] transforms the learning algorithms into a summation form that follows statistical query learning, breaking down the dependencies of training data. However, the method in [34] is not applicable to learning algorithms that cannot be transformed into summation form, such as neural networks.

Thereafter, machine unlearning for different ML models have been explored. Ginart et al. [5] studied the problem of data removal for variants of k-means clustering, but cannot be applied to supervised learning. The works [8, 9, 10, 7, 16, 11, 12, 18, 19] introduced in Section 2.2 focus on supervised linear classification models, such as logistic regression, but not specializing for more complex models, such as neural networks. There are other approximate unlearning methods that fit for specific ML models, such as Brophy et al. [35] for random forest models, or Nguyen et al. [36] for bayesian learning. Bourtoule et al. [6] proposed a more general algorithm named SISA. The main idea of SISA is to split the training data into several disjoint shards, with each shard training one sub-model. To remove a specific sample, the algorithm only needs to retrain the sub-model that contains this sample. Nevertheless, existing machine unlearning works focus on ML models in traditional centralized settings, i.e., the training data assumed to be globally accessed, which is ineligible for unlearning in the FL settings. Liu et al. [37] studied client-level unlearning in FL, i.e., to eliminate the influence of data of a FL device on the global model, and proposed an algorithm named FedEraser. The main idea of FedEraser is to unlearn model by leveraging the historical parameter updates of clients that have been retained at the federated server during the training process. However, for convolutional architectures, [37] show that unlearning is possible for only shallow networks, such as for a 2-layer CNN followed by 2 fully-connected (FC) layers. How much the amount of stored information in the federated server also leads to a trade-off between the accuracy and scalability.

7 Conclusion

We propose a definition of selectively forgetting categories for the trained CNNs classification model in the federated learning (FL) settings. Based on this definition, we propose a scrubbing procedure that cleans information about particular categories from the trained model, without the need to globally access the training data, nor to retrain from scratch. Compared to the gold standard model trained from scratch without any knowledge of the target category data, our method demonstrates its superiority in terms of unlearning speed under no degradation in accuracy. We envision this work as an early step towards federated unlearning, which contributes as a complementary block for compliance with legal and ethical criteria. In future work, we will investigate a more challenging fine-grained unlearning task in FL settings, where not only does an entire class need to be forgotten, but rather a particular subset of samples within a class needs to be removed, while still maintaining output knowledge of that class.
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A Appendices

A.1 Multi-class removal: extensive cases

In the case of multi-class removal, Table 3 has shown the effect of deleting two categories of CIFAR10 simultaneously from ResNet20. For a more comprehensive investigation, we conduct similar experiments on CIFAR10 dataset with more pre-trains models (ResNet20/56, VGG11/19), as shown in Figure 4 and Table 6. The learning method is FedSGD, learning rate is set 0.1, and bias probability is 0.1(0.01). As seen, the performance of our method in unlearning acceleration and information erasure is satisfactory.

A.2 Term frequency inverse document frequency (TF-IDF): formal definition

As introduced in Section 3.2, TF-IDF for a word in a document is quantized by multiplying TF and IDF. TF-IDF multiplies the frequency of term (TF) appears in a document and the inverse document frequency (IDF) of the term across a collection of documents. In particular, TF-IDF score for a term $t$ in document $e$ from the document set $E=\{e_1,e_2,\ldots,e_n\}$ is calculated:

$$\text{TF-IDF}(t,e,E) = \text{TF}(t,e) * \text{IDF}(t,E)$$

(10)

where TF($) and IDF($) are defined to calculate as:

$$\text{TF}(t,e) = \text{freq}(t,e)/|e|$$

(11)

$$\text{IDF}(t,E) = \log((|E|+1)/(\text{count}(e,e\in E\cap t\in e)+1))$$

(12)

TF equals that the number of occurrences $\text{freq}(t,e)$ in document $e$ divided by the length $|e|$ of this document, which eliminates the impact of the length of the document on the term frequency. IDF equals the length of the set $E$ of all documents, divided by the length $\text{count}(e,e\in E\cap t\in e)$ of the subset of documents term $t$ appears in each of these documents.

A.3 ReLU activation and avg_pool2d operation: more details in Section 4.1

At each client, local_proc in the unlearning program is conducted with local private images, in order to generate a local representation between channels and categories, and facilitate measuring the class-wise discrimination of different channels.

As a first step, the client will record the feature map generated by local model in each layer. Then, for $l$-th layer, we reduce the dimension of feature map tensor $O^l_i$ of $i$-th category image by a ReLU layer and an average pool layer as:

$$A^l_i = \left(\sum_{1}^{H_{l+1}} \sum_{1}^{W_{l+1}} \max(0,O^l_i)\right) / (H_{l+1} * W_{l+1})$$

(13)

where $O^l_i \in \mathcal{R}^{C_{in}^{l+1} \times H_{l+1} \times W_{l+1}}$, and $C_{in}^{l+1}=C_{out}^l$. We refer $A^l_i \in \mathcal{R}^{C_{out}^l \times 1}$ as the category activation value of channels, and we denote the local representation between classes and channels as

$$A^l_i = \left\{A_{1}^{l_i}, A_{2}^{l_i}, \ldots, A_{|U|}^{l_i}\right\} \in \mathcal{R}^{|U| \times C_{out}^l}$$

(14)

The global representation $A^l_i$ of $i$-th category is calculated by averaging local representation $A^l_i$ for all $i$-th class images. We denote the global representation between classes and channels as

$$A^l_i = \left\{A_{1}^{l_i}, A_{2}^{l_i}, \ldots, A_{|U|}^{l_i}\right\} \in \mathcal{R}^{|U| \times C_{out}^l}$$

(15)

A.4 Algorithm of the framework

The procedure steps in the framework (as referred to Section 4) can be found from Algorithm 3.

A.5 Algorithm of local_proc

The procedure steps in local_proc (as referred to Section 4.1) can be found from Algorithm 1.

A.6 Algorithm of server_proc

The procedure steps in server_proc (as referred to Section 4.2) can be found from Algorithm 2.
Algorithm 1 Procedure steps in local_proc.

Require: the collection of local private images, \( X_1 \);
the local FL model that has been pre-trained, \( w \);
Ensure: local representation between classes and channels, \( A' \);
1: the client conducts the unlearning program in its local;
2: for each model layer \( l \) in \( L \) do
3: record output feature map in \( l \)-th layer \( O_l = X_1 \odot w_l \);
4: \( O_{l}^{'prime} \) ← apply ReLU activation to output feature map \( O_{l} \);
5: \( A'_l \) ← apply avg_pool2d to after-activated \( O_{l}^{'prime} \);
6: \( A'_l \) ← impose \( A'_l \) to be averaged by class-wise;
7: end for
8: return \( A' = \{ A'_1, A'_2, \ldots, A'_L \} \);

Algorithm 2 Procedure steps in server_proc.

Require: the class to be forgotten, \( u' \);
the set of total available classes, \( U \);
the collection of participant FL clients, \( n \);
the global FL model that has been pre-trained, \( w \);
local representations between classes and channels, \( A' \);
hyper-parameter to determine threshold of pruning \( R \);
Ensure: FL model with discriminative channels pruned, \( w \);
1: \( A' \) ← aggregate \( A'_i \) in average for each \( i \in n \);
2: for each model layer \( l \) in \( L \) do
3: calculate \( TF_l(A'^{'prime}, u'), IDF_l(A^{'prime}, U), TF-IDF_l(TF_l, IDF_l) \)
/* according to Equation (6), (7) and (8) */
4: \( TF-IDF_l \) ← concatenate(TF-IDF_l);
5: end for
6: \( w \) ← channel_pruner(\( w \), TF-IDF, \( R \));
7: return \( w \);

Figure 4: Extensive experiments: removing multiple categories of CIFAR10 from pre-trained models.

| CIFAR10 Models | Raw model | First class pruned | Last class pruned | Fine-tuned | Re-trained | Speedup |
|---------------|-----------|--------------------|-------------------|------------|------------|---------|
| ResNet56 | 88.70% | 83.01% | 02.10% | 24.57% | 00.00% | 32.41% | 00.00% | 87.12% | 00.00% | 87.29% | 88.71% |
| Delete class 0+9 from [0-9] | 88.70% | 83.01% | 02.10% | 24.57% | 00.00% | 32.41% | 00.00% | 87.12% | 00.00% | 87.29% | 88.71% |
| VGG19 | 88.70% | 83.01% | 02.10% | 24.57% | 00.00% | 32.41% | 00.00% | 87.12% | 00.00% | 87.29% | 88.71% |
| Delete class 0+9 from [0-9] | 88.70% | 83.01% | 02.10% | 24.57% | 00.00% | 32.41% | 00.00% | 87.12% | 00.00% | 87.29% | 88.71% |

Table 6: Extensive experiments: delete multiple categories of CIFAR10 simultaneously from pre-trained models.
Algorithm 3 Framework of federated unlearning.

Require: the collection of participant FL clients, \( n \);
the FL model that has been pre-trained, \( w \);
the set of classes to be forgotten, \( U' \);

Ensure: the FL model with target classes unlearned, \( w' \);

1: if there is a request to remove \( U' \) from \( w \) then
2:   the federated server notifies all clients in \( n \);
3:   for each client \( i \) in \( n \) do
4:     download unlearning program from the server;
5:     calculate localproc\((w, \text{private images})\);
       /* defined in Section 4.1 */
6:     upload calculated representation to the server;
7:   end for
8:   if the server got uploads from all clients in \( n \) then
9:     pruned \( \hat{w} \) ← serverproc\((w, u' \in U', \text{aggregation})\);
       /* defined in Section 4.2 */
10:    end if
11:   \( w' \) ← finetuningproc\((\hat{w}, \text{target accuracy})\);
12:   return \( w' \);
13: end if