Empirically explaining SGD from a line search perspective
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Abstract. Optimization in Deep Learning is mainly guided by vague intuitions and strong assumptions, with a limited understanding of how and why these work in practice. To shed more light on this, our work provides a deeper understanding of how SGD behaves by empirically analyzing the trajectory taken by SGD from a line search perspective. Specifically, a costly quantitative analysis of the full-batch loss along SGD trajectories from commonly used models trained on a subset of CIFAR-10 is performed. Our core results include that the full-batch loss along lines in update step direction is highly parabolically. Further on, we show that a learning rate exists with which SGD always performs almost exact line searches on the full-batch loss. Finally, we provide a new perspective on why increasing the batch size has almost the same effect as decreasing the learning rate by the same factor.
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1 Introduction

Although the field of Deep Learning has made impressive progress in recent years, both in theory and application, little is known about why and how approaches work in detail. In general, Deep Learning approaches are based on vague intuitions in practice or rather strong assumptions in theory, without providing comprehensive empirical evidence that their intuitions and assumptions hold (e.g.: [26,22,23,28,11,8,10,25]). Consequently, empirical analyses that search for a deeper understanding and explain why specific approaches work are rare to find.

This is particularly valid for optimization, which, in this domain, is optimizing the mean of a stochastic loss function with an extremely high-dimensional parameter space. The landscape of such a loss function is generally assumed to be highly non-convex; however, recent works [15,29,19,21,7,6,5] claim that loss landscapes look rather simplistic for typical Deep Learning benchmarks used in optimization. This is shown to be valid for the full-batch loss with low evidence and for mini-batch losses with stronger evidence. So far, there exists no detailed analysis of the relation of mini-batch losses to the full-batch loss to be optimized and of the actual performance of approaches using
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1 E.g., convexity, lipschitz continuity, interpolation, skip connections, batch normalization
2 Better performance does not imply that the assumptions used are correct.
3 Image classification on MNIST, SVHN, CIFAR-10, CIFAR-100 and ImageNet
mini-batches on the full-batch loss. Globally, such an empirical analysis is not feasible in terms of resources and time, even if performed for a single model only. To nevertheless shed light on the subject, this work focuses on the quantitative analysis of full-batch and mini-batch losses along lines in SGD update step directions of a ResNet-20, a ResNet-18 \cite{8} and a MobileNetV2 \cite{24} trained on a computationally feasible subset of CIFAR-10 \cite{14}. Since the evaluation on each of the models supports our claims, we concentrate on the results of ResNet-20.\footnote{Results for the other models are given in the Appendix. We are aware that the analysis of a small set of problems provides low general evidence, but this is still better than no evidence at all. With the code published with this paper, it is simple to repeat our experiments on other problems.}

Our core results are: 1. We provide further quantitative evidence that the full-batch loss along lines in update step direction behaves locally to a high degree parabolically (Sections 3, 4). 2. We analyze the behavior of SGD \cite{23}, parabolic approximation line search \cite{19} and further approaches on the full-batch loss when trained on mini-batch losses (Section 5). We empirically show that there exists a leaning rate for which SGD always performs almost exact line searches on the full-batch loss. The former is since the optimal update step size on the full-batch loss and the norm of the gradient of the mini-batch loss behave approximately proportional. 3. We consider the behavior of optimization approaches for different batch sizes (Section 6) and, from a new perspective, can quantitatively explain why increasing the batch size has virtually the same effect as decreasing the learning rate by the same factor, as experienced by \cite{27}.

2 Related work

**SGD trajectories:** Similar to this work \cite{29} analyzes the loss along SGD trajectories, but with less focus on line searches and the exact shape of the full-batch loss. \cite{12} and \cite{16} consider second-order information along SGD trajectories. Where \cite{12} investigates the spectral norm of the Hessian (highest curvature) along the SGD trajectory and shows, inter alia, that it initially visits increasingly sharp regions. \cite{16} investigates the dynamics and generalization of SGD based on the Hessian of the loss. They show, among other things, that the primary subspace of the second momentum of stochastic gradients overlaps substantially with that of the Hessian. Thus, to an extent, SGD uses second-order information.

**The simple loss landscape:** Loss landscapes of Deep Learning problems can generally be highly non-convex, and thus, hard to optimize. In practice, however, loss landscapes tend to be simple: \cite{15} suggests that loss landscapes of networks with skip connections behave smoothly. \cite{29} shows that the full-batch loss along SGD update step directions is roughly convex and that SGD bounces of walls of a valley like structure. \cite{19,2} reveal that the batch loss along the update step direction is almost parabolically, and \cite{19} suggests with weak empirical evidence that this also holds for the full-batch loss. Regarding this, \cite{17} claims that the full-batch loss can be fitted by cubic splines along negative gradient directions. \cite{7} points out that on a straight path from initialization to solution, optimizers do not encounter any significant obstacles on the loss landscape.
models the loss landscape as a set of high-dimensional wedges and demonstrates the existence of a low loss subspace connecting a set of minima. Similarly, [5] constructs continuous low-loss paths between minima and suggests that minima are best seen as points on single connected low-loss manifolds.

**Line searches:** Recently, line searches have gained attention for optimization in Deep Learning. [19] shows empirically that a parabolic approximation line search on batch losses performs well across models and datasets. [28] proposes a simple, well-performing backtracking line search on mini-batch losses based on the interpolation assumption. The latter states that if the full-batch loss has zero gradient, then each mini-batch loss has zero gradient. [17] builds a local model of the full-batch loss along the update direction based on a Gaussian Process.

**Batch size and learning rate:** Besides choosing the learning rate, selecting an appropriate batch size remains an important choice for SGD. [18] introduces the empirically-based "gradient noise scale", which predicts the largest beneficial batch size over datasets and models. [3] adaptively increases the batch size over update steps to assure that the negative gradient is a descent direction. [27] claims that decreasing the learning rate has virtually the same effect as increasing the batch size by the same factor.

3 The empirical method

For the empirical analysis, a Deep Learning problem has to be chosen, which is (a) computationally so cheap that the analysis of the full-batch loss can be performed in a reasonable amount of time and (b) still is representative for typical Deep Learning benchmarks used in optimization. Therefore, this work considers the problem of training a ResNet-20 [8] on eight percent of the CIFAR-10 dataset [14]. ResNet-like architectures are widely used in practice and CIFAR-10 is a commonly used baseline. The dataset is scaled down, so that computations for one training process take less than three weeks. Typical data augmentation is applied [5] Using PyTorch [20], the model is trained
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Fig. 1. Training processes of a ResNet-20 trained on 8% of CIFAR-10 with SGD with momentum 0 and 0.9. In the course of this work these processes will be analyzed in significant deeper details.
with SGD \[21\] with learning rate $\lambda = 0.1$\[21\] batch size 128 and momentum $\beta$ of 0 and 0.9 for 10000 steps.

Figure 1 shows the results of these SGD trainings. We note that the shown accuracies and losses do not provide much insight on what is happening on a deeper level. E.g. it does not provide much information why SGD performs well. To deal with this and further issues, the full-batch loss for each SGD update step is measured along lines in update step direction. This loss $l$ along direction $d$ through the current parameters $\theta_0$ is given by:

$$l(s) = L(\theta_0 + sd) = \frac{1}{|T|} \sum_{t \in T} L(t; \theta_0 + sd),$$

where $s$ is the step size along the line, $L$ is the full-batch loss, $L$ is the sample loss and $T$ is the dataset. In the case of SGD without momentum, $d$ is the negative unit gradient $-g/||g||$ of the original SGD trajectory whereas, in the case of SGD with momentum, $d$ is the negative unit momentum direction $-m/||m||$.

For each of the 10000 update steps, we analyze the full-batch loss along the corresponding line in the interval $s \in [-0.5, 0.5]$ with a fine-grained resolution of 0.006. For each of the 167 sample step sizes along the line the sample loss of each element in the dataset is calculated. Then, all losses at a step size are averaged. All in all, this procedure requires more than 52 million inferences or 1.67 million epochs.

Representative visualizations of mini- and full-batch losses along such lines are given in Figure 2. The following is observed considering all 10000 visualizations: The full-batch loss along lines has a simple, almost parabolic shape and does not change.

\[6\] Best performing $\lambda$ chosen of a grid search over $\{10^{-i}|i \in \{0, 1, 1.3, 2, 3, 4\}\}$
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**Fig. 2.** Losses along lines of the SGD training processes exhibit a simple shape. There is a significant difference between the full batch loss (red) and the loss of the direction defining batch (green). The loss of the direction defining batch is always steeper around 0. A mini-batch size of 128 is used. **Row 1:** SGD with momentum 0.0. **Row 2:** SGD with momentum 0.9. The mini-batch loss distributions exclude the direction defining mini batch.
substantially across all lines. Further on is the slope of the direction defining mini-batch around $s = 0$ is consistently steeper than the full-batch loss. The following sections provide further quantitative evidence that these observations hold.

In addition, we found the following interesting observations but do not investigate them further. There is a significant difference between the full-batch loss and the loss of the direction defining batch. Further, the loss of the direction defining batch does not follow the distribution of any other mini-batch loss along the line, especially for SGD without momentum. In addition, for SGD without momentum this loss is always lower and steeper than the other mini-batch losses.

4 On the similarity of the shape of full-batch losses along lines

The visualization of the full-batch loss along 10000 lines suggests that the shape of this loss does not vary significantly during the training process. For a more detailed investigation, the Mean Absolute Error (MAE) of the full-batch loss between each pair of lines is analyzed on a relevant interval. Since solely the shape of the loss is of interest and not the offset, each loss along a line is shifted along the y-axis, such that the minimum is at zero. The interval from $s \in [-0.2, 0.2]$ is considered for SGD and from $s \in [-0.5, 0.5]$ for SGD with momentum. The latter ensures that the minimum position and the origin are always included. The resulting distance matrices are depicted in Figure 3. They show that only the shapes of the full-batch loss of the very first lines vary strongly, whereas, later shapes behave more alike. In particular, the full-batch loss along consecutive lines behaves similarly. This favors optimization with fixed step

![Fig. 3. Distances of the shape of full-batch losses along lines in a window around the current position $s = 0$. Row 1: SGD without momentum. Row 2: SGD with momentum. Since the offset is not of interest the minimum is shifted to 0 on the y-axis. The distances are rather high for the first 10 lines (left). For the following lines the distances are less than 0.3 MAE (middle) and concentrate around 0.01. The MAEs of the full-batch loss of pairs of consecutive lines are given on the right.](image-url)
Fig. 4. MAE of polynomial approximations of the full-batch loss of degree 1 and 2. Row 1: SGD without momentum. Row 2: SGD with momentum. Full-batch losses along lines can be well fitted by polynomials of degree 2. The slope of the approximation stays roughly constant whereas the curvature decreases.

sizes, since the optimal update step does not change much. These results are also valid for the full-batch loss along each line in multiple noisy gradient directions starting from the same position in parameter space (Appendix Figure 8). This implies from an optimization point of view that it does not matter which of the descent directions is taken.

Figure 2 also indicates that the full-batch loss along lines exhibits an almost parabolic shape locally (core result 1). Figure 4 shows in detail that this is valid since the fitting error of a parabola is always low. In addition, we can see that the curvature of the fitted parabolas (i.e., the second directional derivative) decreases during training. This implies that the approximated loss becomes flatter and suggests that SGD follows a simple valley-like structure which becomes continuously wider. Considering the even faster-decreasing curvature of SGD with momentum, its valley becomes even wider (see also Figure 2). This might be a reason why SGD with momentum optimizes and generalizes better [13,9]. In accordance with [12], we also found that the curvature is increasing rapidly during the very first steps and then decreases.

Supporting results are obtained for ResNet-18 and for MobileNetV2 see Appendix Figures 11, 12, 13, 14.

5 On the behavior of line search approaches on the full-batch loss

The previous section showed that the full-batch loss along lines in update step direction behaves parabolically and exhibits positive curvature. This means that $l(s) \approx as^2 + bs + c$ with $a > 0$ (see Equation 1). In the following, the performance of several parabolic approximation line searches applied on the direction defining mini-batch loss are analyzed. From now on, we concentrate on SGD without momentum, but, Figure 9
(Appendix) shows that the upcoming results for SGD with momentum mostly support the derivations.

For SGD the mini-batch loss and its gradient \( g \) are given at the origin \( (s = 0) \) of a line. In addition, the directional derivative, which is the negative norm of \( g \), can be computed easily \(-\|g\|\cdot g^T = -\|g\|\)). To perform a parabolic approximation, either one additional loss along the line has to be considered or the curvature has to be estimated. The first approach is proposed by [19]. The default update step of their optimizer PAL is given as:

\[
    s_{\text{pal}} = -\frac{b}{2a} = -\frac{p_B'(0)\mu^2}{2(l_B(\mu) - l_B(0) - p_B'(0)\mu)},
\]

where \( l_B \) is the mini-batch loss along a line in the direction of \( g \) and \( \mu \) is the sample step size for the second loss. The second approach is a reinterpretation of SGD as a parabolic approximation line search with estimated curvature. SGD’s update step is given as \(-\lambda g\), where \( \lambda \) is the learning rate. Considering a normalized gradient and defining \( k = \frac{1}{\lambda} \) as the curvature, we get

\[
    -\lambda g = \lambda\|g\| \cdot -\frac{g}{\|g\|} = -\frac{\|g\|}{k} \cdot -\frac{g}{\|g\|} = -\frac{\|g\|}{k} \cdot \frac{g}{\|g\|} = -\frac{g}{k} \cdot \frac{g}{\|g\|} = -\frac{g}{k} \cdot \frac{g}{\|g\|} = -\lambda g,
\]

Note that the latter is a Newton update step.

To get a first intuition of how these approaches operate, several parabolic approximations and their resulting update steps on representative lines are shown in Figure 5.

The next step is to compare several update step strategies using three metrics. Beforehand, we have to define \( s_{\text{opt}} \) as the step size to the minimum of the full-batch loss along a line, which is the optimal update step size from a local perspective. \( s_{\text{upd}} \) is the update step size of an arbitrary optimization strategy considered. The metrics are: the update step size \( s_{\text{upd}} \), the distance of \( s_{\text{upd}} \) to the minimum of the full-batch loss \( (s_{\text{opt}} - s_{\text{upd}}) \), and the loss improvement per step, given as: \( l(0) - l(s_{\text{upd}}) \), where \( l \) is the full-batch loss along a line (see Equation 1). Note that this improvement measure does not represent actual training performance since the next considered line is independent of the previous update step size for all strategies except for SGD, which training process we are considering. However, it does represent the performance on full-batch losses along lines, which are likely to occur during training.

**Fig. 5.** Several parabolic line approximations and their minimum positions on representative losses along lines. The optimal update step, from a local perspective, is depicted by the red dashed line. The other update steps are derived from the direction defining mini-batch loss.
Fig. 6. Several metrics to compare update step strategies: 1. update step sizes. 2. the distance to the minimum of the full batch loss ($s_{\text{opt}} - s_{\text{upd}}$), which is the optimal update step from a local perspective. 3. the loss improvement per step given as: $l(0) - l(s_{\text{upd}})$ where $s_{\text{upd}}$ is the update step of a strategy. Average smoothing with a kernel size of 25 is applied. The right lower plot shows almost proportional behavior between $s_{\text{opt}}$ and the directional derivative of the direction defining mini-batch loss.

Figure 6 shows that some strategies exhibit varying behavior on the metrics. To strengthen our previous observation, a parabolic approximation on the full-batch loss (FBPAL) yields almost optimal performance. Surprisingly, SGD with $\lambda = 0.05$ estimates the minima of the full-batch loss almost as well. This is because the step to the minimum of the full-batch loss $s_{\text{opt}}$ is almost proportional to the directional derivative ($-||g||$) of the direction defining mini-batch loss (core result 2), as shown in the lower plot of Figure 6. Observe that the variance becomes larger during the end of the training, and thus the proportionality holds less. This almost proportional behavior explains why a constant learning rate can lead to a good performance, since it is sufficient to control the update step size with the norm of the noisy mini-batch gradient. In practice, however, this locally optimal learning rate is unknown. The globally best performing learning rate of 0.1 always does a step far beyond the locally optimal step. The latter is what described as bouncing off walls of a valley-like structure. Contrary to their intuition, we have not found any boundaries at all in the valley. Finally, Figure 6 suggests that exact line searches on the mini-batch loss perform poorly.

Supporting results are obtained for SGD with momentum, for ResNet-18 and for MobileNetV2 see Appendix Figures 3, 5, 15, 16, 17, 18. However, in the case of SGD with momentum the line search is constantly not as exact. Combining the last core results suggest that the locally optimal step size $s_{\text{opt}}$ can be well approximated by a Newton step on the full-batch loss or by a simple propor-
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\[ s_{\text{opt}} \approx \frac{-||g_{fbl}||}{g_{fbl}^T H_{fbl} g_{fbl}} \approx c \cdot -||g_{dl}|| \] \hspace{1cm} (4)

where \( f_{\text{bl}} \) stands for the full-batch loss and \( dl \) for the loss of the direction defining mini-batch. However, on a global perspective a step size larger than \( s_{\text{opt}} \), can perform better, although it yields locally lower improvement (Appendix Figure 10).

6 On the influence of the batch size on update steps

This section analyzes to which extent the performance of SGD and PAL changes with varying batch sizes. In addition, we show why, on the losses along lines measured, increasing the batch size has almost the same effect as decreasing the learning rate by the same factor, as suggested by [27].

The presented results are simplified, assuming that the SGD trajectory keeps identical with changing batch size. Thus, the same losses over lines can be considered. The original batch size is 128. For larger batch sizes, additional sample losses from the set of all measured losses are drawn without replacement. For smaller batch sizes, the sample losses with the highest directional derivatives are removed, assuming that for smaller batch sizes steeper steepest directions are found.

Fig. 7. Row 1 Comparing the influence of the batch size on the loss improvement. Left: SGD with the original learning rate of 0.1. Right: parabolic approximation line search (PAL). Row 2: Analysis of the relation of the batch size to the absolute directional derivative (=gradient norm) which shows in detail that increasing the batch size has a similar effect as decreasing the learning rate by the same factor. e.r. stands for expected ratio.
The upper plots of Figure 7 show that SGD performs significantly worse for smaller batch sizes than PAL does. Both approaches become significantly more accurate at larger batch sizes. A batch size of 512 is already sufficient to perform almost optimally. 

[27] shows that when training a ResNet-50[8] on ImageNet [4], increasing the batch size has virtually the same effect as decreasing the learning rate by the same factor. Their interpretation is based on the noise on the full-batch gradient introduced by mini-batches whereas, we argue from the perspective of mini-batch losses. The SGD update step length on losses along a line is the absolute of the learning rate times the directional derivative \( \lambda \cdot |l'_m(0)| = \lambda \cdot ||g|| \). The lower left plot of Figure 7 shows that with larger batch sizes, the absolute of the directional derivative, and thus the step size, decreases. This can be figuratively explained with the help of Figure 2. As the batch size increases, the loss of the direction defining batch becomes more similar to the full-batch loss; consequently, the absolute of the directional derivative decreases. The lower plot of Figure 7 shows by which factor the directional derivative is divided when the batch size is multiplied by a factor. For batch size 32 to 256 the assumption that if the batch size is increased by a factor, then the update step size decreases by the same factor, is valid during the whole training (core result 3). For larger batch sizes, the directional derivative is divided by a lower factor at the beginning of the training, then the batch size is multiplied but converges towards the same factor during the training. Based on the data collected, we cannot estimate the momentum term for a different batch size for each line; therefore, this analysis was not performed for SGD with momentum. Supporting results are obtained on ResNet-18 [8] and a MobileNetV2 [24] see appendix Section B Figure 19 and 20.

7 Discussion and Outlook

With this work, we provided a better understanding of what happens in detail during SGD training from a line search perspective. In short, we quantitatively showed that the full-batch loss along lines in update step direction locally is highly parabolically. Further on, we found a learning rate for which SGD always performs an almost optimal line search. This questions whether line searches for deep learning can ever outperform SGD in general. Finally, we quantitatively analyzed the relation of learning rate and batch size in detail and provided a new perspective on why increasing the batch size has almost the same effect as decreasing the learning rate by the same factor.

We have to emphasize that this work focused on a small set of representative problems only. Therefore, our results have to be handled with care. To get a more general view about the behavior of SGD and other optimizers across models and datasets, we propose to repeat these or similar experiments for as many as possible. This can be easily done with the published code but is extraordinarily time-consuming (see https://github.com/cogsys-tuebingen/empirically_explaining_sgd_from_a_line_search_perspective).

In general, we want to emphasize that a prospective goal of future studies in Deep Learning should be, beyond reporting good results, to provide empirical evidence that the assumptions used hold.
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A Further results on ResNet-20

Fig. 8. Distances (MAE) of the shape of full-batch losses along lines in multiple noisy gradient direction in a window of 0.3 around the line origin \( s = 0 \). The minimum is shifted to 0 on the y-axis. At fixed positions in parameter space the full-batch loss along lines in several noisy gradient directions reveals low distances. Those plots are representative for 100 positions we analyzed.

Fig. 9. SGD training process with momentum 0.9. See Figure 6 for explanations. The core differences are, that for the proportionality, the noise is higher than in the SGD case. In addition, SGD with momentum overshoots the locally optimal step size less and does not perform an as exact line search.

Fig. 10. SGD with a locally optimal learning rate of 0.05 performs worse than SGD with a globally optimal learning rate of 0.01. Trainings are performed on a ResNet-20 and 8% of CIFAR-10 with SGD without momentum.
B Analyses of ResNet-18 and MobileNetV2

B.1 Distance Matrices

Fig. 11. ResNet-18: Distances of the shape of full-batch losses along lines in a window around the current position \( s = 0 \). **Row 1:** SGD without momentum. **Row 2:** SGD with momentum. Since the offset is not of interest the minimum is shifted to 0 on the y-axis. The distances are rather high for the first 20 lines (left). For the following lines the distances are less than 0.4 MAE (middle) and concentrate around 0.005. The MAEs of the full-batch loss of pairs of consecutive lines are given on the right.

Fig. 12. MobileNet-V2: see Figure [11] for explanations. The distances are rather high for the first 25 lines (left). For the following lines the distances are less then 0.6 MAE (middle) and concentrate around 0.01.
B.2 Parabolic approximation

Fig. 13. ResNet-18: MAE of polynomial approximations of the full-batch loss of degree 1 and 2. **Row 1**: SGD without momentum. **Row 2**: SGD with momentum. Full-batch losses along lines can be well fitted by polynomials of degree 2. The slope of the approximation stays roughly constant whereas the curvature decreases.

Fig. 14. MobileNet-V2: for explanations and interpretations see Figure 13.
B.3 Optimization strategy metrics

Fig. 15. SGD training process without momentum on ResNet18. Several metrics to compare update step strategies: 1. the performed update steps, 2. the distance to the minimum of the full batch loss \( (s_{\text{opt}} - s_{\text{upd}}) \), which is the optimal update step from a local perspective. 3. the loss improvement per step given as: \( l(0) - l(s_{\text{upd}}) \) where \( s_{\text{upd}} \) is the update step of a strategy. Average smoothing with a kernel size of 25 is applied. In this case the ratio of the full batch minimum location with the norm of the direction defining gradient increases during the end of the training. The proportionality is only given in the beginning of the training.

Fig. 16. MobileNet-V2 momentum 0. See Figure 15 for explanations.
Fig. 17. ResNet-18 momentum 0.9. See Figure 15 for explanations. In the case of momentum SGD is not able to perform such an exact line search as in the case without momentum since the norm of the momentum vector is not directly related to the loss of the current line considered.

Fig. 18. MobileNet-V2 momentum 0.9. See Figure 15 and 7 for explanations and interpretations.
B.4 Batch size comparison

**ResNet-18 momentum 0**

| Batch Size | Accumulated Loss Improvement |PAL $\mu = 0.1$ |
|------------|------------------------------|------------------|
| 64         | -100                         | -100             |
| 128        | -200                         | -200             |
| 256        | -300                         | -300             |
| 512        | -400                         | -400             |
| 1024       | -500                         | -500             |
| 2048       | -600                         | -600             |

| Batch Size | Accumulated Loss Improvement |
|------------|-----------------------------|
| 64         | -100                        |
| 128        | -200                        |
| 256        | -300                        |
| 512        | -400                        |
| 1024       | -500                        |
| 2048       | -600                        |

![Graphs showing the relationship between batch size and loss improvement](image)

Fig. 19. **Row 1** Comparing the influence of the batch size on the loss improvement. Left: SGD with the original learning rate of 0.1. Right: parabolic approximation line search (PAL). **Row 2:** Analysis of the relation of the batch size to the absolute directional derivative (=gradient norm) depending on the batch size. **Row 3:** Analysis of the ratio of directional derivatives at several batch sizes & directional derivatives at bs 128. 

**MobileNet-V2 momentum 0**

| Batch Size | Accumulated Loss Improvement |PAL $\mu = 0.1$ |
|------------|------------------------------|------------------|
| 64         | -100                         | -100             |
| 128        | -200                         | -200             |
| 256        | -300                         | -300             |
| 512        | -400                         | -400             |
| 1024       | -500                         | -500             |
| 2048       | -600                         | -600             |

| Batch Size | Accumulated Loss Improvement |
|------------|-----------------------------|
| 64         | -100                        |
| 128        | -200                        |
| 256        | -300                        |
| 512        | -400                        |
| 1024       | -500                        |
| 2048       | -600                        |

![Graphs showing the relationship between batch size and loss improvement](image)

Fig. 20. MobileNet-V2 momentum 0: See Figure 19 for explanations.