Diffusion on asymmetric fractal networks
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We derive a renormalization method to calculate the spectral dimension $\tilde{d}$ of deterministic self-similar networks with arbitrary base units and branching constants. The generality of the method allows the effect of a multitude of microstructural details to be quantitatively investigated. In addition to providing new models for physical networks, the results allow precise tests of theories of diffusive transport. For example, the properties of a class of non-recurrent trees ($\tilde{d} > 2$) with asymmetric elements and branching violate the Alexander Orbach scaling law.

The behavior of random walks on networks has been linked to a wide range of interesting phenomena in many disciplines [1]. In recent decades the study of the properties of fractal [2] and, more recently, complex networks [3, 4] has revealed a range of “anomalous” behavior, characterized by power law scaling with non-integer exponents or dimensions. In general, interactivity on networks can be codified in a matrix, which in many applications (e.g. spring systems, random walks and conductivity) takes a Laplacian form [5]. Macroscopic properties, such as phase-transitions [6], and mass and electronic transport [3, 4] are connected to the eigenspectrum of the matrix which is characterized by the spectral dimension $\tilde{d}$. The dimension $d$ can be found using the site-independent [6] asymptotic form of the probability $p(t) \sim t^{-\frac{d}{2}}$ that a walker returns to its origin at time $t$.

Although many networks are random, simple models such as deterministic fractals, combs and trees have long been of theoretical interest because their properties can be analytically studied; the results used to test existing results, motivate new theories, mimic physical networks, or simply to provide insights into the nature of processes on networks. In this paper we use renormalization ideas [7, 8] to study $\tilde{d}$ for classes of deterministic networks that include asymmetric elements and branching constants (See Figs. 1 & 2). The models may therefore be able to mimic asymmetric branching and chirality of polymers, as well as aspects of complex networks which exhibit high variability in their degree distribution [11].

While considering networks [9, 10] to study $\tilde{d}$ for classes of deterministic networks that include asymmetric elements and branching constants (See Figs. 1 & 2). The models may therefore be able to mimic asymmetric branching and chirality of polymers, as well as aspects of complex networks which exhibit high variability in their degree distribution [11].

In a seminal paper, Alexander and Orbach (AO) [12] argued that $\tilde{d}$ was related to the fractal dimension $d_f$ and random walk dimension $d_w$ by the simple formula $\tilde{d} = 2d_f/d_w$. This result is one of the most important relations in the theory of fractals. All analytic results to date confirm the law, and Telcs has proved that it holds for recurrent ($d < 2$) loopless networks which satisfy a technical smoothness condition on the electrostatic potential which arises in the definition of the network resistance. No proof has been given purely in terms of geometric and topological characteristics of networks. To demonstrate the renormalization method we calculate $\tilde{d}$, $d_f$ and $d_w$ for a class of networks which violates the AO law. In a related study [13] we explain the discrepancy

![FIG. 1: Examples of networks. In (a) the base unit is a periodic comb with seven teeth and one diagonal strut. In (b) the network has branching constant $u = 2$ and the base unit has the shape of an asymmetric staple.](image)

in terms of anisotropic diffusion on the network.

The method of iteratively constructing the infinite network is shown in Fig. 2. The tree is made by taking a base unit, doubling its size, and attaching $u_i$ copies of the rescaled unit to each of the two end points of the base and so forth. There are a number of generalizations which can be readily incorporated, allowing the effect of numerous topological network characteristics to be probed. First, the base unit can be an arbitrary sub-network with $L$ left, and $R$ right nodes (The tree example in Fig. 2 has $L = 1$ and $R = 2$). If $L > R$, then $L - R$ of left nodes can be fused to form a network with $L = R$. If $L \leq R$ there are $R$ choose $L$ distinct ways of connecting the first iteration to the base; a different branching constant $u_i$ can be associated with each possibility. Second, each of the elements in the $n$th iteration of the tree can be replaced by the $n$th generation of a fractal with two specified end nodes (e.g. two corners of a Sierpinski triangle). Different sub-classes of these networks have been studied previously [14, 15, 16, 17, 18].

In standard diffusion the probability that a random walker is at a point $x$ at time $t$ on a pipe is governed by the equation $p(t) = \exp(-x^2/2D)$. To formulate the equations governing the probability on a network, we first solve the diffusion equation on a single bar for arbitrary Dirichlet conditions and a homogeneous initial condition: $p(0,t) = p_0(t)$, $p(b,t) = p_1(t)$ and $p(x,0) = 0$. The Laplace transform (LT) of the solution is [19].

$$c(x,s) = c_1(s) \frac{\sinh(x \sqrt{s})}{\sinh(b \sqrt{s})} + c_0(s) \frac{\sinh((b-x) \sqrt{s})}{\sinh(b \sqrt{s})}.$$

The flux entering the bar at the node $x = 0$ and $x = b$ is $q_0(t) = -Dp_x(0,t)$ and $q_1(t) = Dp_x(b,t)$ respectively.
For networks it is useful to express these fluxes in terms of the concentrations $c_i$ at either end. This gives rise to the “flux-concentration” equations

$$\frac{\tanh(b\sqrt{s/D})}{\sqrt{sD}} \begin{bmatrix} j_0 \\ j_1 \end{bmatrix} = \begin{bmatrix} 1 & -\sigma \\ -\sigma & 1 \end{bmatrix} \begin{bmatrix} c_0 \\ c_1 \end{bmatrix},$$

where $\sigma = \text{sech}(b\sqrt{s/D})$. For simplicity we set $D$ to unity. In general, the bar can be replaced by the generator of a fractal (see Fig. 2(d)). The above matrix is then a special case of the more general equation

$$(1-f^2)g \begin{bmatrix} J_{L1} \\ J_{R1} \end{bmatrix} = E \begin{bmatrix} C_{L1} \\ C_{R1} \end{bmatrix}.$$  

Here $E$ is an $(L+R) \times (L+R)$ matrix and the subscripts in the above matrices denote their size (e.g. $J_{L1}$ is an L by 1 matrix).

It is useful to rewrite equation (1) as $\Gamma j = c$, where $\Gamma = (1-f^2)gE^{-1}$ is a matrix of Green’s functions. The equation can be written in terms of sub-matrices as

$$\begin{bmatrix} \Gamma_{LL} & \Gamma_{LR} \\ \Gamma_{RL} & \Gamma_{RR} \end{bmatrix} \begin{bmatrix} J_{L1} \\ J_{R1} \end{bmatrix} = \begin{bmatrix} C_{L1} \\ C_{R1} \end{bmatrix}.$$  

Tree networks of the type shown in Fig. 1 and 2 can be iteratively constructed from these reduced networks. Carrying out the reduction process for a network of arbitrary iteration gives a system of $L + R$ equations, where $R$ is the number of end nodes. If no-flux conditions are applied at these nodes ($j_i = 0$, $i = 1, \ldots, R$), the equations reduce to an $L \times L$ system. For the infinite network these equations are written as

$$\hat{J}_{L1} = \frac{\sqrt{sE}\text{sech}(b\sqrt{s})}{\tanh(b\sqrt{s})} \hat{C}_{L1} = \hat{\Gamma}^{-1} \hat{C}_{L1},$$

where the hat denotes a quantity associated with the infinite network. To completely specify the problem, $L$ boundary conditions have to be applied at the left end nodes. At the origin, which is defined to be the first of the $L$ nodes, an instantaneous unit source $q_0(t) = \delta(t)$ is applied (so $j_0(s) = \mathcal{L} q_0(t) = 1$). No-flux conditions (i.e. $j_i = 0$) are applied to the remaining $L-1$ nodes. $p_0(t)$ is then given by the inverse LT of the first entry of the matrix $\hat{\Gamma}$. If the origin is shifted, its concentration is given by the corresponding diagonal entry of $\hat{\Gamma}$.

Because of the self similar nature of the tree, the matrix $\hat{\Gamma}$ can be studied through renormalization. The first step is to consider the equations for the infinite network which has been doubled in size. This is achieved by replacing $b$ in (3) by $2b$ to get

$$\hat{J}_{L1} = \frac{\sqrt{sE}\text{sech}(2b\sqrt{s})}{\tanh(2b\sqrt{s})} \hat{C}_{L1} = \hat{\Gamma}^{-1} \hat{C}_{L1}.$$  

The tilde is used to denote quantities associated with the rescaled network. Comparison between the two Green’s functions in Eqs. (3) and (4) reveals that $\hat{\Gamma}(s) = 2\hat{\Gamma}(4s)$.

The original network is reconstructed by patching the rescaled network to the initial finite network with $L$ left nodes and $R$ right nodes. If $L = R$ this is simply a matter of taking $J_{R1} + uJ_{L1} = 0$, where $u$ is the branching constant (e.g., $u = 2$ in Fig. 1(b)). For the example in
Fig. 2 \((R = 2, L = 1)\), the mass conservation condition is

\[
J_{R1} + u_1 \begin{bmatrix} 0 \\ \tilde{J}_{L1} \end{bmatrix} + u_2 \begin{bmatrix} \tilde{J}_{L1} \\ 0 \end{bmatrix} = 0.
\]  

(5)

In general, the conservation of mass condition can be written as

\[
J_{R1} = -\frac{1}{2} F_{RR}(u, \tilde{\Gamma}^{-1}(4s)) C_{R1},
\]

(6)

where \(u = (u_1, u_2, \ldots)\) are the branching constants. The form of \(F_{RR}\) is dependent on the structural details of the connections. In general \(F_{RR}\) depends on the elements of \(\tilde{\Gamma}^{-1}\) individually.

Now Eq. (6) is used in the second equation of (2) to express \(C_{R1}\) in terms of \(J_{L1}\), which can then be used in the first equation of (2) to get \(\Gamma^1 J_{L1} = C_{L1}\), where \(\Gamma^1\) is calculated by algebraic methods from the terms above. The renormalization is completed by noting that \(\tilde{\Gamma}^1\) must, by construction, be identical to \(\tilde{\Gamma}\) given in Eq. (3). This leads to the closed equation

\[
\tilde{\Gamma}(s) = \Gamma_{LL} - \Gamma_{LR} \left(2F_{RR}^{-1}(u, \tilde{\Gamma}^{-1}(4s)) + \Gamma_{RR}\right)^{-1} \Gamma_{RL}.
\]

(7)

The result can be extended to the case where each pipe is replaced by a two-ended fractal. Subsequent generations of the network are defined by increasing the iteration of the fractal rather than doubling the length of the pipes. For an infinite network, Eq. (3) becomes

\[
\tilde{J}_{L1} = (g(1 - f^2))^{-1} \tilde{E}(f) \tilde{C}_{L1} = \tilde{\Gamma}^{-1} \tilde{C}_{L1}.
\]

(8)

Increasing the generation of each fractal within the infinite network gives a structure whose equations (analogous to Eq. (4)) are

\[
\tilde{J}_{L1} = (g^*(1 - f^{*2}))^{-1} \tilde{E}(f^*) \tilde{C}_{L1} = \tilde{\Gamma}^{-1} \tilde{C}_{L1}.
\]

(9)

Here \(f^*\) and \(g^*\) are the first passage time and Green’s function associated with the two ends of the first iteration of the generator with reflective boundary conditions applied at both exterior nodes.

The functions \(f(s)\) and \(f^*(s)\) are related by \(f(\rho(s)) = f^*(s)\) where \(\rho(s)\) is the renormalization of first passage time function [10, 20]. For example, the deterministic tree has \(\rho(s) = \text{arcsech}(\sigma^2/(4 - 3a^2))^2\) [18]. Applying this relation to the two infinite Green’s function forms given in [8] and [9] gives \(\tilde{\Gamma}(s) = g^*(s)\tilde{\Gamma}(\rho(s))/g(\rho(s))\). Proceeding as above gives

\[
\tilde{\Gamma} = \Gamma_{LL} - \Gamma_{LR} \left(\frac{g^* F_{RR}^{-1}(u, \tilde{\Gamma}(\rho(s))^{-1})}{g(\rho(s))} + \Gamma_{RR}\right)^{-1} \Gamma_{RL}.
\]

(10)

Regarding the pipe as a fractal with \(\rho(s) = 4s\) recovers the prior case [Eq. (7)] as \(g^*(s)/g(\rho(s)) = 2\) and \(g^*(s) = (\tanh(2b/\sqrt{s}))^{-1}\). Note that the renormalization of the tree with fractal elements is undertaken with respect to time, rather than space.

The spectral dimension \(d\) is found by considering the asymptotic behavior of the first element of the matrix \(\tilde{\Gamma}\), denoted by \(\gamma\), which has the form

\[
\gamma(s) = \begin{cases} 
  k_1 s^{d/2-1} + \ldots & d < 2 \\
  k_0 s^{d/2-1} \ln(s) + \ldots & d = 2, 4, 6, \ldots \\
  k_0 + k_1 s^{d/2-1} + \ldots & d > 2, d \neq 4, 6, \ldots 
\end{cases}
\]

(11)

The Green’s function of the zeroth and first iteration have the asymptotic forms

\[
g = 1/(Ms) + O(s^0) \quad g^* = 1/(M^* s) + O(s^0),
\]

(12)

where \(M\) and \(M^*\) are the mass of the zeroth and first iterations of the generator. The mass rescaling factor of the fractal between successive iterations is given by \(A = M^*/M\). For \(s \rightarrow 0\), \(\rho(s) = as + O(s^2)\), where \(a\) is the time rescaling factor. The ratio of the mean first passage times between the left and right end nodes of the \(n\)th iterations of the generator is equal to \(a\).

As an example, consider the infinite structure in Fig. 2 (b). The matrix \(F_{RR}\) required for the evaluation of Eq. (10) is determined (from Eq. (10)) to be

\[
F_{RR} = \frac{1}{\gamma(\rho(s))} \begin{bmatrix} u_1 & 0 \\ 0 & u_2 \end{bmatrix}.
\]

(13)

The spectral dimension can be calculated by substituting \(u_1, u_2\) into (12) and then using the asymptotic forms (11) and (12). There are several distinct cases. If \(A(u_1 + u_2) - a < 0\) then \(d \leq 2\) with \(\tilde{d} = 2 \log_a(A(u_1 + u_2))\), while if \(A(u_1 + u_2) - a > 0\) then \(d > 2\) with \(\tilde{d} = 2 \log_a\left(\frac{A((u_1 + u_2)x + 6u_2u_1)}{4u_1^2u_2 + (16u_2^2 + x^2 + 12xu_2) u_1 + x^2u_2}\right)\)

where \(x > 0\) is found by solving the quadratic equation

\[
x^2 ((u_1 + u_2) A - a) \\
+ 2x (3Au_1u_2 - a(3u_2 + 2u_1)) - 20u_2u_1a.
\]

Interestingly, the latter formula for \(d > 2\) reduces to \(\tilde{d} = 2 \log_a(A(u_1 + u_2))\) when \(u_1 = 2u_2\).

The AO law can be readily checked for a pipe \((A = 2\) and \(a = 4)\). At large \(t\) and \(r\) the random walker’s behavior will be dominated by diffusion on long pipes which implies \(d_w = 2\). A simple renormalization argument shows that the mass \(M(r)\) of the network at a large distance \(r\) from the origin is given by \(M(r) = 4 + 2u_1M((r-3)/2) + 2u_2M((r-2)/2)\). Assuming \(M(r) \sim r^{d_f}\) and taking expansions gives \(d_f = \ln(2(u_1 + u_2))/\ln(2)\). For \(d < 2\), and for the exceptional case of \(d > 2\) \((u_1 = 2u_2)\), the pipe networks therefore obey the AO law. Excluding the case \(u_1 = 2u_2\) the results show that \(d \neq 2d_f/d_w\) if \(d > 2\). Computations confirming the analytic values of \(d_w\) and
Our main example demonstrates that networks with asymmetric characteristics can have properties which violate the AO law. Interestingly these unusual networks provide an example of a system in which local microscopic details affect macroscopic properties. This is not expected in the scaling theory of dynamic phenomena; in general the network properties should be determined by power law exponents while microscopic details are relegated to pre-factors. This idea is demonstrated by considering the addition of a bar between nodes 1 and 3 of the tree shown in Fig. 2. As expected, this does not change $d_f$ or $d_w$ ($A$ and $a$ remain unchanged). In contrast, $d$ is changed significantly and AO now holds if $u_1 = 4v_2$ when $d > 2$.

We have argued in Ref. [13] that the AO law holds if each site a distance $r$ from the origin is explored approximately uniformly, and numerically demonstrated that this is not the case for $d > 2$. The fact that AO holds for the tree if $d \leq 2$ demonstrates that asymmetry alone is not a sufficient condition for anisotropic transport for recurrent walks ($d \leq 2$). The generality of the renormalization method proposed should assist in the identification of geometric and topological characteristics associated with anisotropic (non AO-law) transport. In particular, the algebraic formulation allows a number of results to be stated for arbitrary sub-networks. For example, it is possible to prove [21] that the AO law is obeyed for the class of networks considered here if $d < 2$ or for $d > 2$ when $L = R = 2$.

In Ref. [13] it was shown that the resistivity exponent $\zeta$ of a network satisfies the law $\zeta = \frac{d}{2} (2 - d)$, which differs from the conventional relationship [2] $\zeta = d_w - d_f$ if $d \neq 2d_f/d_w$. A non-trivial test of the general formula is provided by replacing the pipe of the base unit by a deterministic tree generator ($A = 4$, $a = 8$). This gives $d = 3.58$, $d_w = 3$ and hence $\zeta = -2.37$, which matches the exact value [13].

We have derived a method for finding $d$ for self-similar trees based on an arbitrary sub-network with fractal elements. The ability to incorporate loops, branching and asymmetry allows the affects of these characteristics to be studied, and increases the classes of physical networks that can be quantitatively modeled. An advantage of using the continuum diffusion equation (compared with discrete-space walkers) is that non-integer bar lengths can be studied by taking $\rho(\tau) = 4^{\tau} s$, with $\tau$ real and positive. This allows $d$ to be continuously varied and careful study of the transition between recurrent and transient random walks (at $d = 2$), as well as the transition from fractal to inhomogeneous trees ($\nu \to 0$) (e.g. the Bethe lattice).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3}
\caption{Simulation of $d$ and $d_w$. The left hand axis gives $p_0(t)$; we calculate $d = 4.37$ (Best Fit: 4.36). On the right hand axis we plot $\sqrt{r^2(t)}$ against $t^{1/2}$ confirming $d_w = 2$.}
\end{figure}
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