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Abstract

Background: There are few large longitudinal microbiome studies, and fewer that include controlled, well-annotated perturbations between sampling-points. Thus, there are few opportunities to employ data-driven computational analyses of perturbed microbial communities over time.

Results: Our novel computational system simulates the dynamics of microbial communities under perturbations using genome-scale metabolic models (GEMs). Perturbations include modifications to a) the nutrients available in the medium, allowing modelling of prebiotics; and/or b) the microorganisms present in the community to model, for example, probiotics or pathogen infection. These simulations generate the quantity and types of information required by MDPbiome, an AI system which builds predictive models suggesting the perturbation(s) required to engineer microbial communities to a desired state. We call this novel combination of technologies “MDPbiomeGEM”. We demonstrate, in a Crohn’s disease microbiome, that MDPbiomeGEM correctly models the influence of both prebiotic fiber and a probiotic, resulting in a recommendation to consume inulin to recover from dysbiosis, consistent with prior biomedical knowledge. When used to model the soil microbiome’s ability to degrade the herbicide Atrazine, differing recommendations arise depending on the highly variable state of the initial soil microbial composition, highlighting the relevance of both phosphate and microbes (i.e. Halobacillus sp. and H.stevensii) in a directed microbiome engineering strategy, consistent with previously published observations.

Conclusions: MDPbiomeGEM generates large volumes of longitudinal data of complex microbial communities experiencing perturbations. Machine learning on these data reveal patterns consistent with existing biological knowledge, supporting the validity of the approach. MDPbiomeGEM could save research resources by optimizing sample collection in metagenomics studies through identification of “informative” scenarios/time-points, or by predicting optimal in-vitro culture formulations for generating performant synthetic microbial communities. Finally, MDPbiomeGEM outputs include detailed information about the metabolic state of the community, which can be used to further interpret the impact of perturbations, and potentially could be used to predict novel metabolic biomarkers of a microbiome’s state.
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Introduction

Predicting individualized treatments based on microbiome analysis

Precision medicine and farming depends not only on the availability of individual patient/plant genomes, but also on their individual associated microbiomes [1, 2]. Thus, individualized treatments, in both medicine and agriculture, will include the ability to precisely engineer individual microbiomes towards healthier or more performant microbial compositions. Though in the most extreme cases this involves wholesale microbiome transplantation, less invasive treatments are feasible, entailing the use of external factors that alter the microbiome, such as diet, prebiotics, probiotics, antibiotics, nutrients, diet, etc.

MDPbiome is an Artificial Intelligence system, built using a Markov Decision Process, to provide in-silico perturbation recommendations (e.g., related to diet, pre/pro-biotics, drugs, fertilizers, etc.) that will guide the studied...
microbiome through a path towards improved health or higher performance via predictions of microbial community responses to those perturbations.

Recent studies suggest that food-based interventions to modulate the gut microbiome are highly personalized, with different responses to the same food among individuals; concluding that the subject’s existing gut microbiome should be taken into account to predict the effect of a particular nourishment [3]. Additionally, microbiome-based stratification - effectively, identification of microbiome “states” - has been emphasized when metabolic responses to diets are investigated in children [4]. Even more, novel molecules are beginning to be chemically designed specifically to remodel the microbiome, for example, causing a decrease in the growth of a particular microbe to promote the increase of other healthy and/or under-represented strains [5].

Beyond medicine, context-dependent, directed microbiome interventions could be applied to agriculture and the environment. External perturbations could modulate the soil microbiome to allow plants to grow in new conditions, such as those provoked by biotic or abiotic stresses such as climate change [6], salt-stress [7], fungal infection [8], and soil over-exploitation [9]. Industrial applications of microbiome engineering will increase the performance of added-value chemicals production, such as food (yogurt, beverages), probiotics, enzymes or biofuels [10, 11], by modulation of the strain ratio (community enrichment or reduction) or identification of the optimal medium composition [12].

**Microbiome dynamics**

The static microbial community composition in a multitude of niches have been extensively analyzed, mainly comparing healthy vs ill or compromised scenarios, in humans [13], plants [14], animals [15], etc. Although the microbiome is not stable over time [16], studies of microbiome dynamics are scarce, or focused on very few sampling points; few long-term metagenomics studies are available to illustrate the variability of microbial communities over time, and even fewer with sufficient metadata regarding external events that could influence microbial community changes [17].

There are multiple factors affecting microbiome dynamics. Alterations in microbiome composition have been observed in human gut due to changes in diet at a macro-level (e.g. Western diet versus Mediterranean or vegetarian diet) [18] or addition of specific nutrients such as resistant starch [19]. In plants, alterations in soil microbiomes happen in response to biotic and abiotic stresses, such as those listed above [20]. More than one hundred dysbioses have been related to human diseases [21], and disease-suppressing soils - defined by their microbial composition - are studied to promote plant resistance to pathogens [22].

If rich, longitudinal datasets were available, computational analyses could help elucidate microbial community dynamics and, indeed, provide insights into how to modify the microbiome in desirable ways. With sufficient samples, data-driven computational systems such as MDPbiome [17], could provide suggestions for potentially low-impact engineering of microbiomes, guiding medically or economically important microbial communities to healthier or more performant states.

**Metabolic models for microbial community analysis**

A genome scale metabolic model (GEM) [23] is a metabolic reconstruction of a particular organism. Although their initial application was focused on strain design for enhanced production of industrially-relevant biochemical products, their use was later extended to applications in a wide range of scenarios [24]. GEMs were originally designed to simulate the metabolism of one isolated strain or cell. Recent advances combine multiple GEMs to attempt to model microorganism communities [25]. There are, however, several technical and biochemical challenges to be addressed [26], including: a) lack of standardization, with models from different authors using different nomenclatures, hampering integration, b) accurately defining medium composition to mirror real-world scenarios, and c) accurately determining bounds of exchange rates in order to accurately model the fluxes between community members. Additionally, GEMs were originally designed to simulate a cell as a static snapshot, rather than to analyse microbial community dynamics. As such, this more challenging application will require substantial adaptation of GEM design [27].
Our proposal: MDPbiomeGEM

We propose a combination of MDPbiome and GEMs (MDPbiomeGEM), where multiple simulations of the dynamics of a (simplified) microbial community under perturbations will generate sufficient longitudinal data to enable an MDPbiome-based analysis. MDPbiomeGEM identifies different microbial community states arising in the simulated data, and the perturbation-caused transitions between states. It then computes a recommendation consisting of directed interventions that will move microbial communities from a disease or low-performance state to a more desirable state.

There are few studies combining microbiome analyses and metabolic models [28, 29, 30], and these are primarily static analyses. However, studies have indicated the importance of metabolites in shaping the microbiome [31] and have even proposed applying metabolic treatments to cure disrupted microbiota [32]. In addition, a recent review [33] suggests that specific microbial functions within a community (e.g. to signal or to nourish) could be replaced through the provision of significant known microbial metabolites (such as butyrate or lactate), which would act to replace the activities of the endogenous microbiota. Pursuit of such studies requires the availability of data reflecting microbial community evolution over time, including considerations of founding microbial population structure as well as explicit metabolite exchange and variability of the metabolite concentration in the medium over time. Such data, however, are rarely available, and even more rarely in sufficient quantities to support machine-learning studies. To generate the data required for such investigations, we propose GEMs as an appropriate means to simulate microbial communities experiencing specific types of perturbations (i.e. metabolically-oriented). Microbial communities are often stable until some limiting nutrient is exhausted, thus changes in the metabolites within the medium could provoke a disruption in the microbial community, that would then stabilize to a new steady state. We propose, therefore, that at least some stable states seen in real microbial populations, and the transitions between them are the result of dynamic changes in metabolite availability that act to perturb a given stable state. We further propose that perturbations of this type can be simulated in a microbial community modeled with GEMs.

Here we describe the design of a novel computational system, MDPbiomeGEM, which extends our established MDPbiome analytical system to utilize, as input, the results of GEM-based dynamic simulations of microbial communities, including features such as varying population structure, medium composition, and metabolic fluxes over time. We demonstrate the application of MDPbiomeGEM to a variety of different study types. We further show that simulated data, interpreted by MDPbiome, recapitulates existing biomedical knowledge, suggesting that such simulations are capable of generating data that reflects biomedically relevant real-world phenomena. MDPbiomeGEM’s primary contribution is to provide an inexpensive, flexible approach to generate microbial population-structure and associated metabolic data, upon which early-stage hypotheses for minimally-invasive microbiome engineering studies may be based, using predictive tools such as MDPbiome.

Comparison with peer approaches

Given the diverse methods and areas of study that MDPbiomeGEM combines (microbiomes, metabolic modeling with GEMs, artificial intelligence models, dynamics in microbial communities, the influence of perturbations on them, etc.), comparison of MDPbiomeGEM with related approaches necessitates the exploration of distinct groups of slightly overlapping study designs and parameters (see Table 1)). In our overview, we include studies using GEMs to model microbiomes (‘GEM’ column = Yes in Table 1), studies related to the analysis of dynamics in microbial communities (‘Static/Dynamic’ column = Dynamic), and finally, studies of the effects of perturbations (‘Perturbations’ column = Yes).

As mentioned earlier, most studies combining metabolic models and microbiomes to date have been static. For example, Garza et al. [30] took metagenomics data as input to the GEMs (i.e. the initial population composition was defined by real relative abundance data), and predicted the nutrients in the medium as output. SteadyCom [29] designed a static model with the 9 most-abundant genera in the human gut to simulate the influence of an increase of fiber in the diet. This was done by changing the uptake rate of the fiber metabolite in each independent static run, rather than by modeling the more realistic scenario of constantly adjusting metabolite concentration (as our proposed method does). Steinway and colleagues [34] defined a static community model taking temporal metagenomics data
from mouse gut, perturbed with *C. difficile* and antibiotics. They used boolean models to define ‘states’ as all possible combinations of the presence or absence of individual strains. Pryor [35] evaluated the influence of metformin in gut microbiota with a GEM-based microbial community, defining a diet that included metformin in the medium composition. Their analysis was also executed as a static model, and disallowed interactions between microbial community members. Special attention must be given to the Thiele group’s investigations, that combine hundreds or thousands of GEM models from human gut microbes, in a collection called AGORA [36]. They have also developed metabolic reconstructions for host cells (i.e. human or mouse cells), called Recon models [37]. AGORA and Recons are included in the Virtual Metabolic Human [38], a database collecting many kinds of metabolic-associated data related to nutrients, diseases, and other biomedically interesting features. In one application of their approach [39], they simulate medium composition alterations through modifications in the minimum and maximum allowed bounds in metabolic reactions, following multiple distinct cases over multiple associated static runs [28, 32]. This contrasts with the dynamic runs, with perturbations occurring between time-points, executed by MDPbiomeGEM. Section “Comparing changes in the metabolome induced by perturbations” includes a quantitative comparison of MDPbiomeGEM with a similar study from Bauer [32], who made some of their study data available which was then used as the basis for comparison.

In summary, most of the studies described above are static, but allow for large and potentially complex microbial communities (hundreds or thousands of strains) [34, 30, 35, 40]. In contrast, dynamic methods, including the MDPbiomeGEM approach described here, are only capable of modelling smaller, simpler population structures (approx. < 10) [25], but have the advantage of being capable of modelling microbial community changes and responses to perturbations.

With respect to habitat, most microbiome/GEM studies relate to the human gut [41]. This is likely due to the availability of GEMs for human gut bacteria, which have been more extensively studied than those in other habitats such as soil.

Bauer et al. [32] and DiMucci et al. [42] apply two dynamic GEM modeling methods - BacArena [43] and COMETS [44], respectively; however, they nevertheless analyse only static data by only taking into account the final time point. BacArena, using an agent based approach, is able to manage hundreds of GEMs, while COMETS is limited to only a few. Conversely, Popp et al. [45] recently proposed a dynamic approach able to simulate a community with hundreds of GEMs, and follow features over time such as biomass and metabolite concentration. Unfortunately, none of these three dynamic approaches allow for the inclusion of perturbations over the time course of the simulation. Borer et al. [46] provide a dynamic GEM-based approach, focused on model soil habitats, with the distinct feature of modeling spatial properties. However, to model space required simplification of other aspects of the model, for example, avoiding changes in relative biomass between individual species, integrating all bacterial biomass per spatial unit in an unique GEM (running one Flux Balance Analysis (FBA) per unit), avoiding independent functionality per-microbe, and not modelling metabolite exchange between microbes. In addition, their dynamic implementation includes fixed time steps, is not configurable, and is more coarsely-grained than the approach we propose here, which is based on Ordinary Differential Equations. Moreover, they reduce the GEM size (in terms of number of metabolic reactions) while our alternative approach - MMODES (Metabolic Models based Ordinary Differential Equations Simulation; described in Sections 'The MDPbiomeGEM system’ and 'MMODES’) - is able to work with full-size GEMs.

Of the remaining dynamic studies, most are not GEM-based, but rather Bayes [47, 48], Lotka-Volterra [49] or Machine Learning approaches [50]. Shaw et al. [47] models microbiomes experiencing perturbations, but considers only 2 states (‘healthy’ vs an alternative stable state). This contrasts with the MDPbiomeGEM system which can model >= 2 states undergoing perturbations. Venturelli et al. [49] predict microbial community parameters, such as growth rate, building a model to infer time-series data using high-throughput sequencing data as input. Through our use of GEMs, we are additionally able to predict metabolite concentration, and its fluctuations over time, which is the primary goal of other non GEM-based approaches [51, 52, 50].

Finally, with the exception of Bauer’s “static” personalized diet recommendations, only MDPbiomeGEM creates an output that includes individualized recommendations regarding the potentially step-wise series of perturbations that would be required to engineer any microbiome from one state to a more desirable state, while avoiding less desirable states.
Results

The MDPbiomeGEM system

MDPbiomeGEM is a novel combination of computational methods, beginning with simulated microbiome dynamics data using GEMs, followed by prediction of the interventions required to direct the engineering of such a microbial community into a desirable state.

Fig. 1 provides a schematic overview of the MDPbiomeGEM system. It consists of two primary components. MMODES is a novel tool that utilizes GEMs to simulate microbial community dynamics, including directed perturbations. Numerous simulation runs, in which distinct, specified perturbations happen randomly over time, generate many unique time series describing the microbial dynamics in each run. These simulated time-series data are then used as input to our previously described MDPbiome system [17] to build a Markov Decision Process (MDP), which uses these to generate state-specific and goal-specific intervention recommendation(s). Detailed descriptions of all components are available in Materials and Methods section.

We will now show examples of MDPbiomeGEM being applied to several distinct scenarios, where we are able to compare its output against well-established biological knowledge in order to judge its utility and/or accuracy.

Suggesting personalized treatments for recovery from gut microbiome-related diseases, such as Crohn’s

The relevance of fiber in the diet is highlighted in several studies. For example, a fiber deprivation diet has been reported to alter the mouse gut microbiome, leading to disease risk because microbes consume the gut mucus barrier as their nutrient in place of fiber [53]. Another study analyzes the influence of inulin as a prebiotic in human, varying the amount of dietary fiber intake [54]. A study assessing the impact of separate food groups on microbiome composition was undertaken in a recent publication about dietary influence on the longitudinal microbiome [3]. They conclude that fiber from fruits and grains tend to generate similar microbiome profiles compared to other fibres. Additionally, Johnson et al. [3] highlight the molecular differences between fiber compounds, and the metabolically distinct use of fiber by bacterial species with different metabolic enzymes. These studies highlight the utility of studying the diet/microbiome relationship at the molecular level. In [55] Faecalibacterium is suggested as a probiotic and starch as a prebiotic, due to their positive influence in human gut microbiome health. This well-described, straightforward, but multi-faceted model was selected as a validating case-study for the utility of MDPbiomeGEM, as we will now describe.

We selected the microbial community and GEMs described by [56], composed of representatives of two of the three dominant phyla in the human gut (Actinobacteria and Firmicutes): Bifidobacterium adolescentis L2-32 (iBif452) and Faecalibacterium prausnitzii A2-165 (iFap484). Both strains have a cross-feeding relation through acetate. Our goal is to model the dynamics of the human gut microbiome associated with Crohn’s disease (CD), such as a depletion of F.prausnitzii as is symptomatic of this disease [57].

Using MMODES, we generated 94 simulated time-series; an example of a single output time-series is shown in Fig. 2a. Each run differs in its initial relative abundances of the two microbes in the community, covering the full range of possibilities (from healthy to dysbiosis; i.e. higher to lower proportions of F.prausnitzii), and each simulation experiences several perturbations randomly selected among a defined set, and randomly occurring (or not) over a series of fixed time-points. The perturbations we defined in this case study involve, first, different fiber sources (considered as prebiotics) that feed one or both strains, specifically: a) inulin (only fermented by F.prausnitzii), b) starch (only fermented by B.adolescentis) or c) FOS (Fructo-oligo-saccharides) (consumed by both strains). Published GEM models were adjusted to match the fermentation capabilities determined experimentally by [58] (see Materials and Methods).

A second defined perturbation involved the input of F.prausnitzii as a probiotic, simulating a sudden small or large increase in the biomass of that strain. F.prausnitzii has been reported as a potential next-generation probiotic against Crohn’s disease [59, 57].

Taking these MMODES simulated time-series as input, we then use MDPbiome to automatically identify statistically significant, discrete microbiome states in the simulated data. MDPbiome identified three robust states (Fig.2b), which we labelled “healthy”, “risky”, and “dysbiosis” (corresponding to F.prausnitzii concentrations greater...
than/\equal to/less than \textit{B.adolescentis}, respectively). Fig.2c shows the state transitions over time from the simulated time-series, based on these three state classifications (by color). High Short Chain Fatty Acid concentrations (e.g. butyrate) are indicative of a healthier microbiome because they promote bowel homeostasis. Selecting this as the desired outcome, we use MDPbiome to generate a state transition network (Fig.2d), which is then solved - that is, the optimal path to the goal-state is selected - using maximization of butyrate production as the MDPbiome utility function. As shown by the red arrows in Fig.2d, MDPbiome’s recommended policy to recover from dysbiosis is to consume inulin as a prebiotic, based on the model’s prediction that this will move the community to a state with a higher proportion of \textit{F.prausnitzii} than \textit{B.adolescentis}, and therefore a higher butyrate production. This recommendation is true for both the “dysbiosis” state, and the “risky” state.

Assessment of the Inulin recommendation
MDPbiome defines a stability ratio that measures the reliability of its optimal recommendation. This involves simulating one thousand input transition tables using a Dirichlet distribution, and then measuring the ratio of recommendations that remain the same as the original optimal [17]. The output is a quantitative measure of confidence in the recommendation, and is typically visualized as a bar plot. The stability assessment for the Inulin case study is shown in Fig. 3, where the proportion of the bar taken-up by a given perturbation is indicative of the stability of that recommendation. In this case, the recommendation of Inulin is extremely strong (large salmon-colored areas in Fig. 3a).

Additionally, MDPbiome specifies a metric to determine if the policy is general enough to prescribe it to new subjects. Using a Leave-One-Out Cross Validation, and given that the subjects do not necessarily follow the MDP recommendations, we measure whether the microbiome will transit to a better or worse state when the subject is following versus not following the recommendation. Fig. 3b shows a higher tendency to move to a better or equal state (green plus blue bars) when following (row F) the policy than not following it (row nF), with the tendency to move to a better microbiome state (green bar) being much higher when following the recommendation. Transition to a worse state (red bar) is observed when not following the recommendation, but is almost entirely absent when following the recommendation.

Comparing changes in the metabolome induced by perturbations
In this section we compare our results with those provided by Bauer et al. [32], related to microbial abundances and metabolite concentrations in Crohn’s disease (CD) vs healthy subjects. We executed 3 key comparisons: (A) with experimental data (their Figure 3a); (B) with simulated data (and treatment) by Bauer et al. (their Figure 2e-5e); and (C) an additional analysis that is uniquely enabled by MDPbiomeGEM.

Comparison of synthetic versus experimental data
We took experimental microbiome data related to Crohn’s disease from [60], that also are shown in [32]-Figure.3a. MMODES synthetic data are in-agreement with those experimental data with respect to relative abundances of the microbes studied: \textit{Bifidobacterium} is higher in CD versus control, and \textit{Faecalibacterium} is higher in control vs. Crohn’s. In contrast, Bauer’s simulated data shows \textit{Bifidobacterium} higher in the control population - in opposition to both experimental observations, and our simulated data.

Regarding metabolites, both simulated datasets - Bauer et al. and ours - are consistent with experimental data: the butyrate concentration is higher in healthy patients than in CD patients (see Additional file 1). The MDPbiomeGEM ratio more closely matches the experimental data than that of Bauer et al. with respect to butyrate. However, in the case of acetate, the Bauer et al. simulation produces results that more closely match experimental data.

Comparison between MMODES and Bauer et al. simulated datasets
To assist in the comparing MMODES and Bauer et al. synthetic data, we have constructed a set of figures that mirror those of [32]-Figure 2e and 5e, which compares the concentration of multiple metabolites in the two states considered (healthy and disease) and an additional predicted state after a treatment has been applied. Our Additional file 2
represents the same comparison of metabolites in two of our states (healthy and dysbiosis) with the equivalent states in Bauers’s study. To mirror BNA’s “treatment” state, we define as our treatment state those samples where the inulin recommendation from MDPbiome has been applied to samples that were previously in the dysbiosis state. Ideally, one would expect that the treatment would move the metabolite concentrations closer to those seen in healthy states. This is observed in the Short Chain Fatty Acids (SCFA) butyrate and formate, and somewhat so in H and H2O, while acetate shows the opposite behaviour, where the predicted treatment state is farther from the healthy state. In the remaining metabolites there are no remarkable differences. Although our system has the capacity to apply successive perturbations, this scenario cannot be compared to Bauers’s data. Bauers et al. concluded that transport reactions for fiber discriminate between healthy and CD subjects. This is in agreement with our results showing state discrimination with SCFA metabolites (i.e. degradation products from fiber). In conclusion, the MMODES component of MDPbiomeGEM is able to generate comparable simulated data to those obtained by Bauers et al.

**Additional analysis contributed by MDPbiomeGEM: Changes in the metabolome induced by perturbations**

Beyond the prediction of microbiome state-dependent metabolite concentrations, our system is additionally capable of exploring changes in metabolite concentrations that result from perturbations.

Fig. 4 shows how the concentration of various metabolites in the medium changes over time depending on the perturbation applied in the simulation. From Fig. 4, we can conclude that, as expected, perturbations influence metabolites, and often in distinct ways depending on the nature of the perturbation. For example, the highest butyrate increase happens when using inulin as a perturbation, followed by FOS. This observation is in agreement with the recommendation of inulin by MDPbiome, where butyrate concentration was maximized in the utility function. Inulin also promotes the highest increase in isoleucine concentration. Formate follows a similar pattern to butyrate, with a high increase after inulin perturbation, followed by FOS and finally starch. Starch produces the highest increase in certain other metabolites in the medium, such as ethanol, glycolaldehyde and succinate. Inulin, when measured as a metabolite (see the Inulin column), as expected, increased after addition of inulin as a perturbation, but also notably increases with F.prausnitzii as a probiotic. Some metabolites increase notably following all (tested) perturbations, such as maltose and arabinose, while galactose decreases following all perturbations (likely because it is the main carbon source in the simulated media).

Metabolite concentration changes are dependent not only on the perturbation applied, but also on the starting state of the microbiome, as Additional file 3 shows, where panels A, B, and C show the effect of perturbations on Dysbiosis, Healthy, and Risky states, respectively. For example, addition of inulin decreases the concentration of hydrogen sulfide, kestose and starch only when applied to the dysbiosis state. Starch promotes a high increase of proline in the dysbiosis state, but less so in risky and healthy states. Similarly, there are clear differences between microbiome states in the concentration ratio changes of certain metabolites, as seen in the L.Proline, L.Isoleucine, L.glutamate and hydrogen sulfide columns in panels A, B, and C.

Therefore, we conclude that the different perturbations induce distinct changes in metabolites in the simulated medium. Our system captures changes in metabolites beyond their dependence on microbiome state, but including those induced by perturbations, thus overcoming a limitation of the Bauers et al. approach. MDPbiomeGEM, therefore, provides a metabolic interpretation of perturbation recommendations.

In conclusion, this section has examined the capabilities of MDPbiomeGEM compared to the most similar peer approach [32] which similarly combines microbiomes and GEMs, and applies them to a common objective: Crohn’s disease recovery and dietary interventions. We find that MDPbiomeGEM metabolite concentration prediction correlates well with Bauers’s simulation, despite using only two GEMs (versus hundreds); MDPbiomeGEM predicts how to recover from Crohn’s disease by focusing on distinct sources of fiber, versus all metabolites as in Bauers et al., and using a dynamic simulation rather than a static one. Finally, MDPbiome additionally provides information related to metabolome changes induced by perturbations.

**Retrieving knowledge from metabolic fluxes with Machine Learning**

Apart from biomass and metabolite concentration, solving GEMs with mathematical methods (FBA) also returns data about fluxes through metabolic reactions, known as “fluxomics” data. Simulated fluxomics data from GEM
simulations have been proposed as the input to supervised Machine Learning (ML) classifiers to investigate, for example, the prediction of ecological niches (endosphere or rhizosphere) for isolated microbes (one GEM) [61] or the prediction of ecological interactions between pairs of microbes in communities (multiple GEMs) [42]. Similarly, unsupervised ML methods (mainly clustering) have been applied to simulated fluxomics data from GEMs. In these proposals, the input to the clustering becomes the ratio of change of the biomass reaction under differing conditions such as medium composition or gene knock-out/s in the participating organism [62], availability of nutrients such as oxygen, or changes in diet [36]. As such, existing ML approaches primarily utilize one metabolic reaction - the biomass objective function - rather than using all available metabolic reactions.

In this study, we wish to find more informative patterns in the metabolic fluxes resulting from the MMODES simulations. To achieve this, we apply clustering algorithms to the metabolic fluxes of not just one but many reactions, spanning a microbial community (versus a single microbe) and observing fluxes over time rather than at a single point. The goal is to find patterns over time between metabolic fluxes occurring in multiple organisms sharing a common medium. Clustering and retrieval of the most relevant reactions are described in section 'Clustering and identifying relevant reactions'.

When metabolic reactions from the gut microbiome case study are grouped according to their flux values 5 clusters emerge (Additional file 4). The five medoids correspond to different growth rates of the two microbes: 1) both growing, 2) both on stationary phase, 3 and 4) one or the other growing and 5) B. adolescentis growing faster than F. prausnitzii (due to a starch perturbation). The most relevant reactions to discriminate between those clusters are shown on the metabolic map in Fig. 5. The most important distinguishing reaction was MTHFD (Methylenetetrahydrofolate dehydrogenase NADP) (Additional file 5 shows the detailed list). Interestingly, most of the reactions are gathered around the butyrate pathway, consistent with the important metabolites identified in the earlier analyses. The metabolic map (Fig. 5) shows that acetate (see ACtex reaction), secreted by B. adolescentis, enhances butyrate production (see Ex Butyrate reactions).

In conclusion, MDPbiomeGEM provides a novel approach to identifying key metabolic factors underlying the population dynamics of microbial communities as they respond, in a coordinated way, to perturbations. This kind of knowledge can be used to, for example, identify druggable targets, or even to predict easily-measured biomarkers of microbial community state in the absence of sequence data or prior biological knowledge.

**Soil microbiome pre-/pro-biotics to optimize herbicide degradation**

Here we undertake a second case study to demonstrate the flexibility of MDPbiomeGEM by applying it to a completely distinct environment - that of the soil microbiome. Additional contributions from this second case study include: a) extending the number of heterogeneous GEM models MMODES uses in its simulation; b) increasing the complexity of the MDPbiomeGEM output models with more microbiome states and varying recommendations; and c) comparison with available (albeit limited) experimental data.

The goal in this case study is to determine how to perturb the microbiome to accelerate soil detoxification of the herbicide atrazine. The presence of this herbicide in drinking water is linked to hormone disrupting disorders such as Alzheimer, Autism, Parkinson’s, and developmental problems in offspring [63, 64]. As such, it is banned in many countries, however not in the United States, where atrazine detoxification is therefore an important issue.

We take a representative of a soil microbial community of three members (P. aurescens, H. stevensii, Halobacillus sp.) that degrades atrazine, with GEMs designed and described by [65]. P. aurescens is the atrazine degrader, so its presence in the microbial community is mandatory for the degradation to occur. The other two strains influence atrazine degradation according to the experimental results [65]. Using MMODES, we simulate 116 microbial growth time series with different initial composition of the three strains.

We applied several perturbations to the microbial community over time, modifying both the nutrients and microbe biomass; in particular, adding phosphate to the medium, or incrementing the biomass of H. stevensii and/or Halobacillus sp. - both of which are strains that interact with P. aurescens to enhance its degradation activity. MDPbiomeGEM identified 8 microbiome states (see Fig. 6a) with statistically distinct community structures. It then computed the relative probability to move between these states in a perturbation-dependent manner (see Fig. 6b).
We found distinct ratios of atrazine degradation in the eight microbiome states (see black dots in Fig. 6a) following MDPbiome’s automated clustering procedure [66]. The ratio of atrazine degradation calculated from our simulated data is not directly correlated with the relative abundance of the main degrader *P. aurescens* - an observation shared with that in original paper. Regarding state transitions, Fig. 6b highlights that phosphate is only a relevant driver in the case of transition from state 7 (with the lowest relative abundance of *P. aurescens*) to state 3 (reaching around 75% of that strain), and is the only starting-state where phosphate addition is the recommendation to move to a higher degradation state. This recommendation also shows a very high stability (see long green bar in row 7 of Fig. 6c). Additional file 7 shows the (large) state-transition diagram arising from this more complex case study.

These results show that MDPbiomeGEM is capable of providing contextually-sensitive predictions (that is, depending on starting microbiome state) for much more complex scenarios than the first case study. In this case, the perturbations that should be applied to improve herbicide degradation: phosphate supplementation (as ‘prebiotics’) or increasing the biomass of *Halobacillus sp.* and/or *H. stevensii* (as ‘probiotics’). Our system’s suggestions are very heterogeneous (different colors per row/state in Fig. 6c) and stable in general (long bars), with a high dependency on the current state of the microbial community, revealing how individualized the recommendations of MDPbiomeGEM can be.

Xu et al. [65] executed in-vitro experiments mirroring the simulation modelled here using MDPbiomeGEM, and concluded that “*Halobacillus sp.* best supported the atrazine degradation followed by the combination *Halobacillus sp.* and *H. stevensii*, and then *H. stevensii* ” (see Figure 3c from [65]). The results from MDPbiomeGEM, therefore, are largely in-agreement with that, given that the highest ratios of atrazine degradation (see black dots in Fig. 6a) correspond to the microbiome states 4, 2 and 6, where *P. aurescens* is assisted by both *H. stevensii* and *Halobacillus sp.*; almost exclusively by *Halobacillus sp.*; or primarily by *H. stevensii*, respectively.

**Materials and Methods**

**Genome Scale Metabolic models (GEM)**

A Genome Scale Metabolic Model (GEM) is a metabolic reconstruction of a particular organism, that gathers together its genome sequence and annotations from databases through a combination of automatic and manual workflows [67]. A GEM is usually represented in a stoichiometric network with reactions and metabolites. This can be transformed into a mathematical model, enabling the quantitative prediction of phenotype, in terms of fluxes through individual reactions. Flux Balance Analysis (FBA) [68] is the most widely applied method to solve the model, with the typical goal of optimizing cell growth, with linear programming, at a given time step. Constraints Based Reconstruction and Analysis (COBRA) methods [69, 70] are focused on analyzing single metabolic models; however, our work is distinct in that we combine several GEMs to model a microbial community.

There is an increasing interest in combining GEMs to simulate microbial communities [12], with the objectives of understanding community interactions and dynamics in experimentally hard-to-reproduce/manipulate environments (e.g. the innate gut microbiome [71]) and developing comprehensive computational tools to engineer synthetic consortia (e.g. [72]).

**MMODES**

With the goal of generating dynamic, versus static, models we developed a novel multi-strain dynamic FBA (dFBA) tool to perform dynamic simulations of microbial communities, using GEMs, and taking perturbations over time into account. We called this tool MMODES (Metabolic Models based Ordinary Differential Equations Simulation). The simulated community can be characterized as follows: a) multi-strain; b) dynamic (over time); c) hybrid, updating both biomass and metabolite concentration at each time-point; and d) inclusive of perturbations between time-points. MMODES is based on the approach of Daphne [73] which exhibited many of the properties we desired. Our main distinguishing contributions are: 1) the inclusion of perturbations; 2) concentration updates of specific, rather than *ad hoc*, metabolites; 3) a simplified human interface.

As a formal mathematical postulation, dFBA is a system of Ordinary Differential Equations (ODE), described by equations 1 and 2.

\[
\frac{dB_i}{dt} = v_{BM_i} - \delta B_i
\]
\[ \frac{dC_j}{dt} = \sum_{i=1}^{n} v_j B_i + \varepsilon_j \quad (2) \]

Where \( B_i \) is the biomass of model \( i \) (g); \( v_j \) is the flux of the exchange reaction \( j \) or biomass (BM) (mmol/gDW/h); \( \delta \) is the death rate; \( C_j \) is the amount (mmol) of \( j \) in the medium; and \( \varepsilon_j \) is the refreshment (mmol); i.e., the constant addition of a metabolite to the medium over time. Medium and biomass are initialised in the system as concentration units (mmol). Compounds \( j \) are automatically computed as the union of all extracellular metabolites of all the models. \( v_j \) is constrained at each time step for each model based on \( C_j \) of the previous time step.

If the kinetic parameters of uptake rate \( j \) are known, Michaelis-Menten kinetics is computed as a lower bound \( lb_j \) of \( v_j \). Otherwise, the lower bound is not changed unless it surpasses \( C_j B_i \), as shown in Equation 3. Upper bounds \( up_j \) are preserved as reported by the original corresponding GEM model.

\[ lb_j \geq v_j B_i \geq up_j \]

\[ lb_j = -\frac{C_j V_{max}}{C_j + K_m} \]

\[ lb_j \leq C_j B_i \quad (3) \]

Overall, at each time point, three steps are performed on each model in the community. First, their exchange lower bounds are computed as per equation 3. Second, FBA or parsimonious FBA (pFBA) is performed, retrieving a solution of fluxes. Third, this solution is used to compute equation 1 for the biomass differential and equation 2 for the medium differential. MMODES manages the single GEMs with the COBRApy implementation \([69]\) and solves them with (p)FBA. The order of models is randomized at every time point. The dynamics is implemented in a similar way to that of dynamicFBA, by alternating a phase of solving individual models with a phase of updating the metabolite concentrations in the medium and the strain biomasses.

The choice among different numerical methods was important for a stiff ODE problem, such as the one presented here. In this context, ‘stiffness’ means that the numerical methods to solve the differential equation are numerically unstable. Hence, in some areas of the solution, the methods approximate to the analytical solution worse than the expected error. In MMODES, we implemented both variable-step and fixed-step solutions. Variable-step solvers were integrated with the FORTRAN wrapper in the SciPy package to enhance performance. The adaptive methods used are 5th order Runge-Kutta and Backward Differentiation Formula (BDF, \([74]\)), the latter being better suited for a stiff problem. In addition, two fixed-step methods were implemented in native Python: Forward Euler Approach (FEA; \([75]\) and 4th order Runge-Kutta (RK4; \([75]\)). Though poorer in reflecting the analytic solution compared to BDF for stiff ODE problems, these final fixed-step methods were considered to be the only option when the ODE system was computationally highly-demanding, as in the atrazine case.

Comparison with GEM community dynamic methods

There are several categories of studies that use GEMs for microbial community modeling \([25]\). Briefly, these classifications can be simplified into static and dynamic approaches. Static methods make up the majority of studies (e.g. MO-FBA, (d)OptCom, cFBA, CASINO, Mminte, CarveMe, Microbiome modeling toolbox, etc.), with dynamic approaches being rarer and not widely used (e.g. COMETS, BacArena, Daphne, etc.) \([27]\). In the static methods, the metabolic matrices of individual strains are unified in just one matrix, or alternately, the individual matrices are preserved but are directly interconnected by exchange reactions so they neither allow free metabolite exchange with the medium nor accumulation of metabolites in that medium. Table 2 shows a comparison of the dynamic methods that are able to simulate a multi-strain consortium, using more than one GEM model.

The three main contributions of MMODES are, therefore: (i) the ability to model perturbations over time; (ii) versatility of setting integrator and kinetics parameters (fine-tuning of the Michaelis-Mentens parameters for specific reactions, death rates, refreshment, single-strain and community growth limitations, integrator, and linear programming solver); and (iii) easily extensible, with the ability to run new simulations with just few lines of code. Although
DAPHNE [73] also accepts fine-tuning of some parameters (kinetic, refreshment, lineal programming solver), it does not provide an interface to modify them easily. Compared to BacArena or COMETS, MMODES does not take spatial distribution into account; space is out of the scope of this work, which exclusively focuses on time series with perturbations.

Beyond the dFBA implementation discussed above, MMODES provides a user-interface to instantiate the medium, to assign known kinetic parameters to specific reactions, to add assorted perturbations, to represent simulations graphically and to provide the output in different formats (COMETS compatible).

**MDPbiomeGEM**

MDPbiomeGEM is a combination of MMODES with MDPbiome. Technically, to link the output of MMODES to the input of MDPbiomeGEM, MMODES output is transformed into a microbiome standard R phyloseq object – the input for MDPbiome. To generate the OTU matrix of that object, OTU abundances are populated with microbe biomasses arising from the various MMODES time-series (based on the presumption that these two kinds of data are functionally equivalent). The multitude of time points provided by MMODES are filtered out, preserving only one time point corresponding to each simulated perturbation - equivalent to a sampling point in a microbiome longitudinal experiment - usually the step just before or after one of the randomly-occurring perturbations; this assumes that the remaining time-points are associated with community stabilization post-perturbation.

Once the simulated data have been transformed, MDPbiome is then applied in the usual way to identify stable and statistically robust microbiome states using the robust clustering procedure described in [66].

Finally, a utility function should be defined, and provided to MDPbiome such that it knows the goal. The utility function required by MDPbiome, for each microbiome state, is a numeric value representing the “goodness” of that state according to the selected goal [17]. For example, in a disease to healthy time-series, the samples associated to a disease state should have a lower utility value than the samples associated to a healthier state. Usually, the utility value per state is computed as the average of the utility value per samples within that state. For the synthetic data arising from MMODES, the utility function must be defined in terms of the available synthetic data (biomasses, nutrient concentration and metabolic fluxes), most often using expert knowledge about the simulated microbiome. For example, lower vs higher nutrient concentration in a dysbiosis vs healthy reported study, or knowledge about differential metabolic functions activated over time. The concentration increase of a helpful nutrient or the decrease of a harmful one in the medium between two sampling points is often a good utility function.

One final issue relates the number of simulated time-series to run with MMODES to generate sufficient coverage of all possible state-transitions, and their associated perturbations, such that MDPbiome can generate a reliable state-transition map. This, clearly, depends on the number of distinct perturbations, and the number of states identified by MDPbiome’s clustering algorithm. As a consequence, in practice, it may require several iterations for MDPbiomeGEM to achieve a robust set of recommendations.

**Input Genome Scale Models and adjustments**

**Human gut microbiome**: the 2 models were iBif452 (*Bifidobacterium adolescentis* L2-32) and iFap484 (*Faecalibacterium prausnitzii* A2-135) from [56]. Uptake reactions of glucose for both models were adjusted to 10 mmol/gDW/h. This value represents uptake rate in YCFAG medium (Yeast extract-Casitone-Fatty Acids), supplemented with glucose for *F. prausnitzii* [77] and for minimum uptake rate tested in MCB medim (Medium for Colon Bacteria) for various strains of *Bifidobacterium* [78]. Other carbohydrate source uptakes were scaled accordingly to the number of carbon atoms in glucose. In addition, reactions to enable different documented uptakes of dietary fibers [58] were added: inulin (PubChem CID:16219508) consumption was enabled for iFap484; starch (PubChem CID:24836924) consumption for iBif452, as non-soluble starch that reaches the colon; and kestose (PubChem CID:12304825) consumption in both models, as a representative fructo-oligo-saccharide. Perturbations were added every 8 hours, emulating food intake. Quantitative details of initial medim and perturbations can be found in Additional files 8 and 9. MMODES simulation of this microbial community was computed with pFBA and BDF.

**Soil microbiome**: the GEMs used in this consortium were kindly provided by the authors of [65], since with the exception of *P. aurescens* TC1 [79] they had not yet been made publicly available. The minimum mineral
medium described in the original publication supplemented with atrazine (PubChem CID: 2256) was used in this case. To provide input for MDPbiome, 116 runs of 5 hours with randomized initial consortia and perturbations were performed. Quantitative details of initial medium (minimum or root exudate-like simulating proximity to the plant) and perturbations can be found in Additional files 10 and 11. MMODES simulation of this microbial community was computed with FBA and FEA.

**Clustering and identifying relevant reactions**

Given that GEMs have hundreds or thousands of reactions per model, and we have several models and multiple time points, preprocessing steps to filter-out some reactions should be done before clustering fluxes. PCA for dimensionality reduction of features has been applied previously to metabolic fluxes [80]. However, we are interested in the interpretation of the results based on the original metabolic reactions, which is not possible with PCA due to its change of feature representation to a new latent space. As such, a different approach was necessary.

First, before clustering fluxes, we select one hundred equidistant points, uniformly distributed over the time-series for every run. Reactions with a constant value over time are removed. We remove reactions that provide redundant metabolic knowledge as follows: Transport and exchange reactions are eliminated, preserving the reactions of the inner metabolism for which the proposed interpretations will have a stronger grounding. We then preserve only one representative of coupled reactions, i.e., those with the same value among all samples and belonging to the same pathway. This allows us to reduce data complexity with a minimal loss of information. Flux values of the resulting subset of reactions are rescaled between -1 and 1.

Second, metabolic reactions are grouped based on flux values over time and samples using unsupervised machine learning (clustering), following the criteria in [66] to select the optimal number of clusters.

Third, predicted flux-states are used as labels for a Random Forest classifier [81] and feature importance is computed; i.e., the reactions that best described the differences between flux-states. The same protocol has been previously used in metabolic flux analysis, for guiding the refinement of GEMs [82]. Variable importance was measured using the Mean Decrease in Accuracy (MDA) [83]. The number of trees constructed was 1000 and the minimum terminal node size was 42.

**Ratio of metabolite increase**

In our comparison with Bauer et al. [32] regarding metabolome changes (section ‘Comparing changes in the metabolome induced by perturbations’), we manually extracted data from Bauer et al. figures, text and their references to compare with our results because machine-readable data are not available. Regarding the metabolite concentration in different states, or after a perturbation, we chose to compute the increase (or associated ratio of increase) rather than the absolute concentration in mM as [32] does, since that would depend on the initial concentration and biomass of strains. We compute the ratio of metabolite increase as the concentration at the beginning of the subsequent state, divided by the concentration at the beginning of the current state. Thus, a ratio equals to 1 means no modification in the concentration during that period, less than 1 means a decrease in the concentration and greater than 1 means an increase in the concentration. This computation is primarily applied to comparisons of butyrate concentration, in our study.

**Discussion**

Our system MMODES is able to simulate a variety of guided changes in a microbial community over time, that can be grouped in two main kinds of perturbations: a) increase/decrease in a metabolite’s concentration in the medium, b) increase/decrease the biomass of a specific microbe. The former could be considered as a simulation of the use of prebiotics, and the latter as a simulation of probiotics or a knock-out. In addition, symbiotic (pre and pro-biotics at the same time) can also easily be modeled; for example, in the human gut microbiome case study, increasing the amount of inulin and *F.prausnitzii* simultaneously. Similarly, targeted antibiotics could be considered perturbations that reduce the biomass of specific community members. Different combinations of basic perturbations, such as different metabolites in different amounts, could be also modeled with our system (e.g. the distinct fiber types in the
proportion they are in a particular food, as Wong et al. [84] claims). The trade-off when considering these possibilities is that the greater the number of different combinations, the greater the number of time series needed to adequately fill the MDP transition table in MDPbiome. Finally, our system is distinct from all other approaches in its ability to model successive perturbations, while the few peer approaches that model perturbations (Table 1) allow a maximum of one.

Our first case study was based on the distinct chemical composition of different fibers that can be metabolized by distinct gut microbes. Adjustment in the concentration of these fibers affects the relative biomass of the bacteria in the community, which in turn affects the biochemistry of the gut environment that can result in inflammatory bowel diseases (IBD) such as Crohn’s. Our results are consistent with what is known about Crohn’s disease evolution. For example, a depletion in *F. prausnitzii* is correlated with Crohn’s disease [57, 59] and an increment in *F. prausnitzii* is associated with an improvement in IBD symptoms [58]. Biological studies support our system’s prediction regarding a positive influence of fiber on the gut microbiome. For example, modulating the gut microbiome with dietary supplements [85], demonstrated that fiber is a promoter of the increase of butyrate and *Faecalibacterium* in the mouse caecum. It would appear, then, that in our first case study MDPbiomeGEMs predictions are supported by prior biomedical knowledge regarding how different amounts and types of fiber influence the microbial community. Nevertheless, the specific scenario modeled in that case study - where distinct fiber sources are administered, in differing concentrations - has never been undertaken experimentally [84], because food and even prebiotics mix different types of fiber. As such, we propose that MDPbiomeGEM can assist with the planning and design of novel intervention studies through enabling precisely controlled, accurate simulations that would be difficult to mimic through *in vivo* experiments. This will enable better tuning of real-world intervention experiments prior to testing them, reducing risk, and saving both time and money.

The second, more complex case study demonstrates additional properties of MDPbiomeGEM, including its ability to model more complex microbial populations, identify numerous stable states in a dynamic microbiome, predict the metabolic capacity of each state, and generate state-specific intervention recommendations (in contrast with the single recommendation for every situation that arose from Crohn’s use case). In addition, this case study differs from the Crohn’s case in the structure of the input data - that is, the use of more but shorter time series; i.e. fewer sampling points over more participants. This reveals the versatility of MMODES, which is capable of simulating a wide variety of experimental designs.

MDPbiomeGEM is flexible in the kinds of intervention outcomes that can be discovered because of flexibility in, for example, the definition of the perturbations, the utility function (e.g. butyrate concentration or atrazine degradation), and the microbes within the community. The primary limitation of MDPbiomeGEM is the availability (and accuracy) of GEMs for the selected microbes of interest. The metabolic networks for commonly-studied microbes, such as those in the human gut, have often been constructed as a GEM, however bacteria from the soil microbiome are scarce in the global GEM databases such as BiGG [86]. In addition, these metabolic networks often require additional case-specific fine-tuning, as was done with the GEMs provided by [65], which in turn requires real-world data and/or metabolic knowledge that may or may not be available. This affects the accuracy/reliability of the MMODES simulation outputs, and thus of the final MDPbiomeGEM output.

Our study was also hampered by a more global curatorial problem, that needs to be solved quickly by the microbial research community. Microbial community analyses using metabolic modeling requires that all models be sharing the identifiers for common compounds in order to enable cross-talk among them. This lack of standardization limits the rapid and accurate synthesis of the desired configurations of microorganisms in a simulated community, even when models are available. Community-efforts such as Memote [87], a quality validator of GEMs, are assisting with GEM nomenclature standardization. Moreover, the National Microbiome Data Collaborative (https://microbiomedata.org/) recently established a GO FAIR Implementation Network (https://www.go-fair.org/implementation-networks/) to act as an umbrella organization, coordinating global efforts to bring microbiome data in-line with the requirements of the FAIR Data Principles [88].

Modeling dynamics of a microbial community, using GEM approaches, is inherently difficult. GEMs were originally designed to study steady-state events, although GEMs have been extended to be applied in dynamic contexts, such
as this work, following the assumptions of dFBA and ODE. However, using GEMs in dynamic simulations requires reliable experimental data (i.e. enzymatic) such that the models can be reliably parameterized, and such data is often lacking [89]. In addition, dynamic simulations naturally invoke a higher computational cost than static simulations. As such, simplifying offsets and counterbalances are usually implemented, which in-turn simplifies the overall model of the microbial community. Many of the systems collected in Table 1 claim to study dynamic events, however in practice they simplify this to one static point under distinct environmental conditions. Other studies reduce the reactions and/or metabolites in the GEM to only the core metabolic network. Other approaches unify various GEMs, avoiding nutrient exchange among them or with the medium. At the cost of high computational expense, our approach preserves all of these dynamic elements to help ensure models are as close as possible to physiological conditions. The main simplification in MMODES is, therefore, related to community size. MMODES is, as a practical matter, limited to a small number of community members (\(<10\) in practice, a number considered reasonable by [25]), where the cost of increasing the community size is not only computational, but also inherent in the complexity that each additional GEM adds to the overall experiment; increasing size requires GEM discovery/creation, curation, nomenclature harmonization, medium definition and integration with the other GEMs in the community. For reference, we evaluated the performance of MMODES running a simulation of a microbial community with up to 10 homogeneous strains of \(E.\text{coli}\) - a fairly large and complex GEM - and we report our results in Additional file 6. Nevertheless, the practical scale of an MMODES simulation will depend on configuration parameters such as the number of strains, the length of the time series, the size of each GEM and the method chosen to solve the ODE (see section ‘MMODES’). Thus, MMODES would be optimally used for experiments involving communities where there is a well-understood interaction between 2-5 microbes, in well-curated GEMs, with well-defined perturbations, and where a well-defined and quantitatively measurable biomedical/biochemical objective.

Given the limited availability of in-vivo fluxomics data [90], the in-silico fluxomics simulated data provided by GEMs are very valuable and provided at lower cost than experimental techniques [91]. However, although FBA returns quantitative data, it is very important to highlight that the certainty/reliability of these predicted values will depend on the quality of the GEM that generates fluxes, and on the biological knowledge on which the model was based (that may be incomplete). Given these limitations, we believe that qualitative analyses of fluxomics data from GEMs are likely more reliable than quantitative ones. Our system attempts to avoid limits in precision through finding clusters of metabolic behaviour (flux-states), and comparing fluxome data under different conditions or at different time points, rather than attempting to quantitatively define a single individual phenotype.

Finally, MMODES simulated data provides numerous advantages versus executing \textit{in vitro} or \textit{in vivo} microbiome experiments, such as: homogeneous sampling points; time series of arbitrary length; no limits on the number of subjects; well-defined and quantitative perturbations of many kinds (nutrient changes, increase in abundance of strains, addition of new strains, antibiotic application, pathogen infection, etc); allowing any combination of those perturbations; and the ability to target a subset of strains of interest or focus on known metabolic functions. Many of these features are difficult or impossible to do in non-simulated scenarios, and thus provide a unique opportunity to address detailed questions about microbiome community evolution, as a step towards planning real-world microbiome engineering efforts.

**Conclusions**

Cao et al. [92] highlights the necessity for ‘predictive modeling frameworks and tools for precise manipulation of microbiome behaviors. MDPbiomeGEM addresses this challenge.

The main contributions of MDPbiomeGEM are: 1) integration of distinct GEMs into a dynamic microbial community simulation (MMODES); 2) The inclusion of iterative, combinatorial perturbations during a microbial community dynamics simulation; 3) novel description of distinct microbiome states based on their metabolic fluxes; 4) Analysis/visualization of perturbed community growth dynamics; and 5) further validation of the ability of MDPbiome to generate accurate intervention predictions.

We found that the output model and policy from MDPbiome was consistent with both manual examination of the simulated data, and with biomedical knowledge. Thus we suggest that MDPbiomeGEM may be an effective tool
for filtering non-optimal solutions, or making predictions during the planning phases of a microbiome engineering initiative in an industrial setting, providing the ability to minimize resource usage on failed experiments. Moreover, it provides a method for generating contextually-sensitive intervention plans (e.g. for personalized medicine or precision agriculture) in the absence of sufficient experimentally-derived metagenomics data.

Finally, MDPbiomeGEM provides the ability to predict novel biomarkers, by enabling iterative simulation/state-identification/disease-association until a strong predicted association is identified. These associations may then be studied in more depth at the metabolic level, potentially revealing novel biomarkers based on metabolic activities and/or the presence of metabolites in the medium. Such cheap and low-intervention biomarkers extremely useful for precision medicine, as exemplified by the recently published urinary biomarker for irritable bowel syndrome [93]). Thus, application of MDPbiomeGEM could eventually lead to less invasive or environmentally destructive practices in medicine and agriculture respectively.
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Figure 3 Stability and generality of the MDPbiomeGEM recommendations to recover from Crohn's disease. a Stability assessment: rows represent the three microbiome states. Within each row, the color fragments represent each of the defined perturbations. The darker color fragment represents the optimal recommendation for each state (one per row). b Generality assessment: frequency of transitions when following (row F), or not following (row nF), the optimal recommendation. Better (green), equal (blue) and worse (red) state-transition are defined based on the utility function for sorting states - in this case, higher butyrate concentration.

Figure 4 Metabolites change in their concentration ratio after perturbation. Average of samples from all microbiome states after a particular perturbation was applied. Salmon indicates no change in concentration; yellow and light orange indicate a decrease; blue colors indicate an increase. 2.5 was established as maximum possible relative concentration ratio.

Figure 5 Metabolic map showing the most discriminant reactions. The most important reactions visualized on a map of F.prausnitzii metabolism. Flux values used in the analysis were taken from one of the five medoids (only F.prausnitzii growing). The relevant reactions are circled in green. Numbers labeling the reaction are fluxes (mmol/gDW/h). The legend on the right shows a longer list of relevant reactions, where some were omitted from the map to improve readability and redundancy. The metabolic map is taken under the MIT license from Escher [94].

Figure 6 Atrazine degradation results. a Atrazine degradation ratio (black dots) is computed as the percentage of atrazine that is degraded between two sampling points. It is computed by sample (several samples per time series), and may be aggregated by state (mean of samples within state) or by perturbation (mean of ratio of samples after a specific perturbation is applied). b Relative probability to move between the states. c Stability assessment (described in Fig.3a). Hb=Halobacillus sp., Hm=H. stevensii, Hb-Hm=both.

Table 1 Comparison of MDPbiomeGEM with similar studies. Explanations of the columns are as follows: Static/Dynamic: The community modeling approach. BacArena and COMETS are dynamic approaches, but they are used as static ones in the case studies listed in this table. GEM: If GEM models were generated or used in the publication, with links to the models, if available. # strains: Number of strains in the microbial community. Habitat: Habitat used in the study. Omics data required: If abundances were used to define the microbial proportions in the community model, and if so, of what type. Validation: If the validation of the approach is In-vivo or In-silico. Microbiome states: The number of states that were examined in the study ("no" means the idea of a state was not addressed); N=2 usually means healthy vs dysbiosis. Temporal analysis: Whether the analysis has a temporal component. Perturbations: Whether the method allows perturbations to the microbial community. Software available: If the software is available, and if it is applicable to new cases versus being applicable only to the published scenario. Study goal: Brief description of the objective of the approach.

Table 2 Comparison between dynamic approaches to community metabolic modeling

Additional Files
Additional file 1 — Figure S1
(pdf) Comparison of MDPbiomeGEM vs Bauer et al. [32]: Experimental data. Adapted from [32]-Figure 3b. Experimental data taken from Table 6-column 2 in [95] and Bauer data from the original figure. With respect to the remaining metabolites in the original figure, lactate concentration is constant, while propionate and isobutyrate could not be computed because our microbial community does not include the Bacteroidia class strains that generate those metabolites.

Additional file 2 — Figure S2
(pdf) Comparison of MDPbiomeGEM vs Bauer et al. [32]: Simulated data and treatment. Replicated from [32]-Figure 2e and 5e. Limited to metabolites with log(concentration)+1 lower than 1mM. "Treatment" means the sample immediately subsequent to one identified as being in the state "dysbiosis" by MDPbiome, and where the perturbation applied was Inulin (i.e. the recommended treatment according to MDPbiomeGEM).

Additional file 3 — Figure S3
(pdf) Metabolites change in their concentration ratio after perturbation. Samples split by state: A) Dysbiosis, B) Healthy, C) Risky. Average of samples after a particular perturbation was applied. Salmon indicates no change in concentration; yellow and light orange indicate a decrease; blue colors indicate an increase. 2.5 was established as maximum possible relative concentration ratio.

Additional file 4 — Figure S4
(pdf) Flux clustering results. Five clusters were identified as the k best number of clusters following the robust clustering criteria of [66], which takes three clustering assessment metrics into account: Silhouette width (SI), Prediction Strength (PS) and Jaccard Index. k = 5 reaches the best SI and Jaccard scores, with a local maximum for the PS score.

Additional file 5 — Figure S5
(pdf) 25 most important reactions in the gut microbiome case study. The reactions are sorted by Mean Decrease in Accuracy for each independent cluster and on average. The ID of the reaction corresponds to the ID in the models. FAEPRAA2165 corresponds to /fap484 and BIFADO to /bif452. The five clusters correspond to different growth rates of the two microbes: 4 - both growing; 3 - both in stationary phase; 1 - /bif452 growing; 5 - /fap484 growing; 2 - /bif452 growing faster than /fap484 due to a starch perturbation.
Additional file 6 — Figure S6

MMODES performance with a simulation of 10 homogeneous E.coli in a community. We used a large GEM, including 2782 reactions and 1973 metabolites ([\textit{iWFL1372}) MMODES took 3h 24 min running on a single Intel Xeon(R) CPU E5-1620 3.60GHz processor to compute a 12 hour simulation.

Additional file 7 — Figure S7

MDPbiome state-transition diagram for herbicide degradation in the soil microbiome. Each node represents one of the microbiome states identified by MDPbiome in the soil microbiome case study. The labels on the arrows indicate the perturbation (H3PO4: phosphate, \textit{Hb}: \textit{Halobacillus sp.}, \textit{Hm}: \textit{H. stevensii}, \textit{Hb-Hm}: both) and the probability to move to the indicated state.

Additional file 8 — Table S1

Initial medium in the gut microbial community. Ticks indicate the metabolite belongs to the corresponding model. Metabolite IDs are taken from the \textit{iBif452} model, if present, otherwise the ID is taken from the \textit{iFap484} model. A concentration of 4 mmol/L was assigned to non-limiting substrates.

Additional file 9 — Table S2

Perturbations of the gut microbial community. One perturbation from the table (randomly selected) was applied to the community every 8 hours. *Model ID. **Concentration of prebiotics is in mmol/L, concentration of probiotics is in g/L.

Additional file 10 — Table S3

Initial medium in the soil microbial consortium. Metabolites in black were in both the minimal medium and the root exudate-like medium. Metabolites in blue were only added to the latter. Ticks indicate the metabolite belongs to the corresponding model. A concentration of 10 mmol/L was assigned to non-limiting metabolites. Concentration was set at 0.1 mmol/L to reflect phosphate-limiting conditions.

Additional file 11 — Table S4

Perturbations of the soil microbial community. One perturbation from the table (randomly selected) was applied to the community every hour. *Model ID. **Concentration of prebiotics is in mmol/L, concentration of probiotics is in g/L.