Classifying Eye-Tracking Data Using Saliency Maps

Abstract—A plethora of research in the literature shows how human eye fixation pattern varies depending on different factors, including genetics, age, social functioning, cognitive functioning, and so on. Analysis of these variations in visual attention has already elicited two potential research avenues: 1) determining the physiological or psychological state of the subject and 2) predicting the tasks associated with the act of viewing from the recorded eye-fixation data. To this end, this paper proposes a visual saliency based novel feature extraction method for automatic and quantitative classification of eye-tracking data, which is applicable to both of the research directions. Instead of directly extracting features from the fixation data, this method employs several well-known computational models of visual attention to predict eye fixation locations as saliency maps. Comparing the saliency amplitudes, similarity and dissimilarity of saliency maps with the corresponding eye fixations maps gives an extra dimension of information which is effectively utilized to generate discriminative features to classify the eye-tracking data. Extensive experimentation using Saliency4ASD [1], Age Prediction [2], and Visual Perceptual Task [3] dataset show that our saliency-based feature can achieve superior performance, outperforming the previous state-of-the-art methods [2], [4], [5] by a considerable margin. Moreover, unlike the existing application-specific solutions, our method demonstrates performance improvement across three distinct problems from the real-life domain: Autism Spectrum Disorder screening, toddler age prediction, and human visual perceptual task classification, providing a general paradigm that utilizes the extra-information inherent in saliency maps for a more accurate classification. 

Index Terms—Eye-tracking, Visual Saliency, Autism Spectrum Disorder, Toddler Age Prediction, Visual Perceptual Task

I. INTRODUCTION

Eye-tracking is the technological process of recording gaze movements and viewing patterns across time and task. With an eye-tracking camera, one can capture eye movements like fixations, saccades, and smooth pursuit. The lengths/durations of these movements vary with the subconscious state of the brain. Cognitive processes of attention, such as perception, memory, and decision making further influence human gaze behavior [6]. As a result, eye-tracking data provides valuable insights for psychology, neuroscience, visual behavior study, visual stimuli response measurement, and so on. As eye-tracking technology is easily available, cheap and minimizes expert manual interventions of the subjective process, nowadays, it has become an integral part of gaze-based command and control [7], user interface design [8], diagnosing cognitive disorders [9].

Eye-tracking data describes the human visual attention behavior. In general, three factors dictate this behavior. (a) Input stimuli/images like social cues, presence or absence of objects and their locations, (b) observer’s age, psychological or physiological state, ethnicity, and (c) tasks associated during the act of viewing like free viewing, object search etc. Therefore, we can obtain important details about image/subject/tasks by classifying eye-tracking data. Prior research in this line of investigation usually targets a single real-life problem, e.g., (i) Autism Spectrum Disorder (ASD) and Typically Developed (TD) children classification [4], (ii) toddler age prediction etc.
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Our overall contributions are as follows.

- We propose a novel feature extraction method that helps to classify eye-tracking data across several real-life problem domains.
- We introduce that saliency maps from popular saliency models can be a powerful tool to extract discriminative features for fixation data.
- We provide extensive experiments on three eye-tracking datasets and seamlessly achieve state-of-the-art performance on three tasks, e.g., ASD screening, toddler age and visual perceptual task classification.

II. RELATED WORK

Eye-tracking data includes fixation patterns and movement of the observers. In a broad sense, research on the classification of eye-tracking data can be of two types. One is to analyze the raw data and detect distinct type of eye movement events (i.e., fixation [23], scan-path [24], saccades [25]) and the other is to classify user groups [2], [4], nationality [9] or visual tasks [5], [26] through analysis of eye-tracking data. This paper mostly follows the second body of works, where we are interested in solving real-life problems with the help of eye-tracking data.

Eye movement data correlates with human psychology, physiology, and many other fields. Researchers analyze the variability in saccade movements for medical diagnosis of neurodegenerative disorders [27], schizophrenia [28], and acute alcohol consumption [29]. In the same vein, the impact of age on visual attention and gaze patterns have been studied widely. Different age groups (i.e., 2, 4-6, 6-8, 8-10 years old) are classified based on gaze data, saliency map agreement, and center bias tendency of subjects [30]. Toddlers of 3 and 30 months are classified based on the differences of their fixations on video stimulus. A data-driven approach using deep learning is adopted to illustrate the factors that drive the inter-individual changes in gaze patterns because of age [2]. Given the fixation of subjects on a fixed set of stimuli, they can classify the age of that subject into two classes (18 months and 30 months).

Automatic ASD detection system allows diagnosing individuals with less complexity and without any aid of an expert physician [31]. The gaze pattern of the image viewing provides discriminative features, which are a powerful tool for classifying ASD. ASD individuals show atypical patterns in face-scanning [32] as they show less attention to prime features of faces like eyes, nose, mouth during face-scanning [33]. Another study shows ASD and control groups spent a variable amount of fixation time [34], [35] in different regions of interest in an image. Moreover, some studies have found ASD-TD group to show distinct types of scan paths during image viewing [36], [37] as their cognitive ability and area of interest in an image are distinct from one another. Chen and Zhao [4] reported a study that used temporal information of eye movements during image viewing, which decodes discriminative features of ASD and healthy group children. Moreover, this study presented a privileged modality framework that utilizes multiple behavioral data sources and provides a better result compared with state-of-the-art performance. In this paper, given eye-tracking data of subject group of interest, we focus on ASD screening and toddler age prediction task.

Apart from the subject group classification problem, eye gaze data can also be used to classify the viewing pattern [26] or analyze the viewing scene [38] and identify biometric pattern [11]. In a study, Tafaj et al. [38] classify hazardous driving situations based on the driver’s eye-tracking data. In another study, [5] attempted to predict visual tasks from eye movement trajectories of multiple subjects. They studied four different visual tasks: free viewing (observing images without any particular goal), object search (searching a particular...
object in images), saliency viewing (finding whether the left or right side of images are salient), explicit judgment (manually selecting the most important location of the image). In this paper, we apply our proposed feature extraction method on the visual task-based classification.

III. METHOD

Researchers have already proposed automated systems to classify unique characteristics of the image (hazardous situation in driving), observer’s class (age, ASD-TD prediction), or visual tasks (free view, explicit judgment) prediction based on fixation (eye-tracking) data. From the perspective of algorithmic design, the input to such systems can be of two types. Firstly, for the observer/subject classification case, an algorithm takes fixation data of all images provided by a single subject as input to predict characteristics of the subject under study. Secondly, for image or task classification cases, fixation data of all subjects originating from a single image are provided to the algorithm to classify the image or task involved in the data collection process. In line with the discussion above, now, we formally describe eye-tracking classification problems.

A. Problem Formulation

We assume, M subjects/observers, \{S_i\}_{i=1}^M, observe N images, \{I_i\}_{i=1}^N while providing eye fixation/gaze data. Let, \(F_{si}\) denotes fixation data of \(s^{th}\) subject for \(i^{th}\) image. Suppose, we have K distinct classes, \{\[c_i\]_i=1^K\}, that may represent a group (like ASD/TD, age groups, etc.) or viewing activity (like free viewing, saliency viewing etc). The classification of eye-tracking data can be of following two types:

- **Subject classification**: The fixation data of \(s^{th}\) subject over \(N\) images/trials is \(F_s = \{F_{s1}, F_{s2} \ldots F_{sN}\}\). Given the eye-tracking data, \(F^i_s\), of a test subject, our goal is to assign a label \(\hat{y}_c\) by learning a classifier on the training set. \(\tau = \{(F_s, y_c) : s \in [1,M] \text{ and } c \in [1,K]\}\).
  - Example: age prediction [2], ASD screening [4].

- **Visual perceptual task classification**: The fixation data of \(i^{th}\) image collected from all \(M\) observer/subjects is \(F^i = \{F_{i1}, F_{i2} \ldots F_{iM}\}\). Given the fixation data of test image \(F^i\), our goal is to classify an activity or task label \(\hat{y}_c\), by learning a classifier on the training set. \(\tau = \{(F^i, y_c) : i \in [1,N] \text{ and } c \in [1,K]\}\).
  - Example: perceptual task prediction [5].

**Solution overview**: We know that saliency models attempt to simulate human attention mechanisms by predicting eye-tracking data [40, 41]. However, the extent to which a saliency model predicts fixation data of different classes (subject or task) should differ from one class to another. For example, in ASD/TD case, a TD subject pays special attention to socially relevant cues, e.g., faces and eyes, whereas a subject with autism focuses less on people and faces [42]. Here, a saliency model will predict TD fixation data better than ASD data because TD’s behavior is analogous to the common behavior of people. Similarly, in toddler age prediction case, the saliency maps could model the eye-tracking behavior of 30 months toddlers better than 18 months because 30 months of toddlers fixate on foreground objects whereas 18 months old toddlers pay attention only to human faces [2]. In the perceptual task prediction case, saliency models predict the explicit judgment data better than free-viewing because free-viewing data is more prone to add noise than the explicit judgment case [30]. In this way, considering saliency maps as a standard prediction and comparing other fixation maps of different classes with this standard, one can distinguish fixation data. In Fig. [2], by comparing with popular saliency evaluation metric, sAUC [21], Info gain [43], CC [22] and NSS [21], we show that a saliency model like CIWaM [39] predicts TD. 30 months toddler, explicit judgment data better than ASD. 18 months toddler, free view data. Being motivated by this trend, in this paper, we propose a feature extraction method by employing saliency maps from established saliency models.

B. Proposed Model

We illustrate our approach in Fig 3. It has two components: feature extraction and learning a classifier. Depending on the problem type mentioned above, the input to the feature extraction process varies slightly. Now, we discuss the components of our method in detail.

**Feature Extraction**: We visualize the complete feature extraction process in Fig. 3(a). Instead of adopting the traditional way of extracting features directly from the fixation map, we further employ saliency maps from several established saliency models in the feature extraction process. Suppose T is the total number of saliency models used during feature extraction. Let, \(X_i = \{X_{i1}, X_{i2}, \ldots X_{iT}\}\) represents the set of saliency maps for the image \(I_i\) using all saliency models, where, \(X_{ij}\) is the saliency map of \(j^{th}\) saliency model. Our method uses both fixation map \(F^*\) and saliency maps \(X_i\) to extract a feature vector corresponding to \(i^{th}\) image. Depending on the problem type, \(F^*\) could be either fixation map of a single subject, \(F_{si}\) or union of all subjects \(\bigcup_{i=1}^M F_{si}\).

To extract features, we evaluate the performance of each saliency model predicting fixation map \(F^*\). There are many
evaluation methods available in the literature. Each evaluation measures the prediction ability of a saliency model considering different aspects of attention mechanism. For example, $sAUC$ [21] tries to exclude the effect of center bias, a tendency of human fixation to look at the center of the scene. In contrast, AUC_judd [44] includes center bias because center bias is a natural viewing pattern that should be a part of the evaluation process. With this motivation, we use $p$ number of evaluation metric while comparing $F^*$ and $X_i$. Then, to get a feature vector for $I_i$, we concatenate all results of $p$ evaluation metric corresponds to $T$ saliency models. In this way, the $d(=T \times p)$ dimensional feature vector, $f_i \in \mathbb{R}^d$ becomes as follows:

$$f_i = [f_{i1}, f_{i2}, ..., f_{ip}, f_{21}, f_{22}, ..., f_{2p}, ..., f_{T1}, f_{T2}, ..., f_{Tp}]$$

Here, each element of $f_i$ represents the result of a saliency evaluation metric (sAUC/AUC_judd/NSS etc).

**Learning Classifier:** We forward the extracted features to a learning model. However, based on problem type, we may need to process the extracted features further. For subject classification case shown in Fig. 3(b), for each $i = 1, 2, ..., N$, we apply feature extraction process with $F^* = F_{si}$ and $X_i$ separately. Then, we aggregate the individual feature of $N$ input fixation maps by averaging. In this way, we get a feature vector for $i$th subject considering subject-specific fixation map of all images. Using this feature, we train a classifier to classify the subject. For visual perceptual task classification shown in Fig. 3(c), we calculate a union of fixation maps from all subjects regarding a single image. In this case, we use $F^* = \bigcup_{i=1}^{N} F_{si}$ and $X_i$ to extract a feature vector for $i$th image. Again, we forward this feature vector to train a classifier to classify the visual perceptual task associated with that image.

### IV. Experiment

#### A. Setup

**Dataset:** We experiment with our method using three eye-tracking datasets. Here, we briefly describe those datasets. (a) Saliency4ASD: Duan et al. [1] collected eye movement data from 28 children where half of them were ASD and other half were TD. This dataset consists of fixation data of 300 selected natural scene images from [45]. For each image, they merged all fixation data from ASD and TD subjects separately to produce fixation maps of representative classes. (b) Age Prediction dataset: Dulrymple et al. [2] experimented the gaze behavior of 18 and 30 months children. This study selected 100 images from the Object and Semantic Images Eye-tracking (OSIE) database [46], which includes both social and non-social scene. Participants observed each image for three seconds while collecting the data. Fixation data of total 22 and 19 subjects of 18 and 30 months respectively are available from the study. This dataset provides fixation points of each subject and image. (c) Visual Perceptual Task dataset: Koehler et al. [3] provided a dataset of humans viewing of 800 natural images while performing four visual tasks (free-viewing, object search, saliency view and explicit judgment of salient region). A total of 20 observers performed free-viewing, object search, and saliency search tasks, whereas 100 observers completed the explicit judgment task. The dataset provides fixation coordinates of each observer across different tasks.

**Evaluation Process:** Following the literature of eye-tracking data classification [2], [4], [5], we have evaluated and compared our method with the existing methods using accuracy, sensitivity (i.e. true positive rate), specificity (i.e. true negative rate) and Area Under the ROC Curve (AUC).

**Implementation Details:** In this paper, we have used some

[1] Codes and evaluation are available at: https://github.com/atahmeed/eye-tracking-with-saliency
We apply our method on three well-known eye-tracking based classification problems. In this subsection, we report our experimental results.

**Autism Spectrum Disorder (ASD) screening:** Several works suggested that eye-tracking data could work as a blueprint for ASD vs. TD classification. Such an eye-tracking based method can automate the lengthy, manual, time-consuming, and subjective process of this classification. To facilitate research in this area, Saliency4ASD dataset [1] provides 300 fixation maps for each group (ASD and TD) totaling 600 instances. However, the dataset does not provide any individual subject’s fixation. Therefore, similar to the work of Chen and Zhao [4], we report cross-validation results based on the leave-one-image-out method in Table I. Chen and Zhao [4] used an end-to-end deep learning approach where it takes images and fixation maps as input, applies a pre-trained Resnet-50 architecture and used a variant of LSTM network for classification. Their approach reported the highest accuracy of 93% between two modalities of feature extraction. We notice that our approach successfully outperforms [4] with a large margin. We get the highest accuracy of 99.8% using XGBoost as a classifier, although the SVM classifier can also beat state-of-the-art results. Our proposed feature extraction method plays a key role in superior performance. The inherent ability of saliency maps for predicting TD fixation better than ASD helps to classify ASD/TD with high confidence. In contrast, [4] learned an LSTM model based on a small (< 600) number of fixation maps, which may not be enough to train a large deep learning model.

**Toddler Age Prediction:** We can interpret the variability of age using eye-tracking data. Thus, we can classify different age groups analyzing the variation of fixation data. Here, we predict the toddler age by examining their gaze behavior. This research could help to monitor the growth of toddlers. In this paper, we perform experiments on the fixation data of 100 images collected and used by Dalrymple’19 [2] to predict toddlers belonging to two age groups (18 months and 30 months). The original work used two parallel CNNs (for generating features from fixation data) and an SVM for classification using those features. The CNNs are two different visual tasks (i.e., free-viewing, object search, saliency prediction). Here, we experiment with different visual tasks Prediction:

**Perceptual tasks Prediction:** Here, we experiment with koehler et al. dataset [3], where fixation maps of four different visual tasks (i.e., free-viewing, object search, saliency prediction). We apply our method on three well-known eye-tracking based classification problems. In this subsection, we report our experimental results.

**TABLE I**

**ASD/TD Classification Results**

|          | Accuracy | Sensitivity | Specificity | AUC  |
|----------|----------|-------------|-------------|------|
| Chen’19 (Independent) [4] | 89.00 | 86.00 | 93.00 | 92.00 |
| Chen’19 (Full) [4] | 93.00 | 93.00 | 93.00 | 98.00 |
| Ours (SVM) | 99.50 | 96.70 | 99.30 | 99.50 |
| Ours (XGBoost) | 99.80 | 1.00 | 99.70 | 99.80 |

**Toddler Age Classification Results**

|          | Accuracy | Sensitivity | Specificity | AUC  |
|----------|----------|-------------|-------------|------|
| Dalrymple’19 [2] | 83.00 | 90.00 | 81.00 | 84.00 |
| Ours (SVM) | 75.60 | 78.90 | 72.70 | 75.80 |
| Ours (XGBoost) | 83.00 | 84.20 | 81.80 | 83.00 |

**TABLE II**

**RESULTS OF VISUAL PERCEPTUAL TASK CLASSIFICATION. ‘-’ MEANS UNAVAILABLE RESULTS.**

|                  | Free/obj | Free/Sal | Free/Exp | Obj/Sal | Obj/Exp | Sal/Exp |
|------------------|----------|----------|----------|---------|---------|---------|
| All images and subjects |          |          |          |         |         |         |
| Boisvert’16 [5]  | 84.38    | 89.72    | 89.88    | 97.84   | 90.00   |         |
| Ours (SVM)       | 86.35    | 73.50    | 95.33    | 94.70   | 97.80   | 96.20   |
| Ours (XGBoost)   | 84.20    | 74.80    | 96.50    | 84.25   | 97.70   | 96.10   |
| -50% images but all subjects |          |          |          |         |         |         |
| Boisvert’16 [5]  | 73.41    | 86.13    | 11.10    | -       | -       |         |
| Ours (SVM)       | 79.54    | 86.21    | 82.31    | 90.20   | 91.56   |         |
| Ours (XGBoost)   | 78.80    | 86.13    | 82.51    | 88.60   | 90.36   |         |
| All images but 50% subjects |          |          |          |         |         |         |
| Boisvert’16 [5]  | 79.98    | 80.16    | 77.85    |         |         |         |
| Ours (SVM)       | 82.30    | 66.25    | 81.33    | 84.57   | 83.18   |         |
| Ours (XGBoost)   | 77.20    | 64.32    | 75.13    | 80.23   | 81.50   |         |
search, and explicit judgment) are present. Given a fixation map of any image, our goal is to predict the visual task performed while capturing the eye-tracking data. For this, we follow the experimental protocol presented in Boisvert and Bruce [5], where a set of binary classification problem is designed based on different combinations of visual tasks (i.e. Free viewing/object search, Free viewing/Saliency viewing, Free viewing/Exp. judgment, Object search/Saliency viewing, Object search/Exp. judgment and Saliency viewing/Exp. judgment). Firstly, we perform 10-fold cross-validation using all images and subjects of the dataset. Secondly, we use fixation data of all subjects from 50% images in training and rest images in testing. In this case, same subjects are used in both training and testing. Finally, we use fixation data of 50% subjects from all images in training and rest subjects in testing. In this case, same images are used in both training and testing. We outperform the alternative method [5] (see Table III) in three mentioned experimental setups. The use of saliency maps provides extra/side information in our method, whereas [5] relies on conventional features (like HOGs, Gist, Spatial density, LM filters) only from the fixation maps.

C. Ablation Study

We perform ablation studies in two directions. First, we experiment with varying the number of saliency models used during our proposed feature extraction process. Then, we investigate some alternative baseline feature extraction methods in comparison to our proposed approach.

Varying the number of saliency models: We perform ablation studies by choosing a different number of saliency models during feature extraction and report classification accuracy on three problems discussed above. Out of seven saliency models used in this paper, we randomly employ 1, 2, 3, 4, 5, 6, and 7 saliency models to perform each problem. Then, we report the average performance by repeating the same experiments ten times. From Fig. 4 one can notice a clear trend that using more saliency models improves the performance of any problem up to a certain point (using one to six saliency models). After that, the performance becomes stable, providing no significant improvement by adding more saliency models (i.e. adding the seventh model). This trend is expected because after considering a certain amount of saliency models, adding new saliency models cannot add any more discriminative information to the feature extraction process. Thus, the performance becomes stable.

Baseline methods: In our approach, we use saliency maps to extract features from fixation. Like traditional approaches, a reasonable alternative can be to obtain features directly from the fixation maps. In this experiment, we apply some popular feature extraction methods, e.g., Histogram of Gradient (HoG), GIST, and VGG-16 on fixation maps and then train XGBoost classifier for eye-tracking classification. This approach does not consider saliency maps in the process. Thus, we consider it as our baseline method. In Table III we report the accuracy of the baseline methods and compare the performance with our approach. Our approach successfully outperforms those baselines. It tells that features extracted directly from the fixation maps can not represent the eye-tracking effectively across problems. Such baseline approaches may be useful for some cases like HoG/Gist for perceptual task prediction or VGG16 for age prediction. But, none of the features could work consistently in different problem settings. In contrast, our proposed feature extraction method (using saliency maps) can work seamlessly in multiple real-life problems. Our advantage is that saliency maps indirectly provide extra supervision to the learning process by augmenting distinguishing information about the input visual stimuli.

D. Discussion

In this subsection, we illustrate different critical aspects of our approach and discuss the limitations of this sort of research.

Feature visualization: We visualize our extracted feature in Fig. 5(a-b). One can notice that the features of different classes are quite well-separated and easy for a simple machine learning model (SVM/XGBoost) for classification. Moreover, we notice that the separation is relatively clear for the case of ASD/TD and Free viewing/Explicit Judgment, where we get better performance (See Table II and III). Furthermore, in Fig. 5(c), we visualize the correlation among different saliency evaluation metric which makes our feature set. The variation of values in non-diagonal regions tells that each evaluation metric focuses on different criteria to compare saliency maps and fixation maps of any particular group. It helps to describe eye-tracking data effectively.
Selection of visual stimuli or social cue: While classifying a particular subject group (ASD/TD/Toddler Age) or visual perceptual task (Free viewing/Explicit judgment), the images used for capturing the fixation is a paramount concern. For example, subjects with ASD mostly ignore social cues like face, eye, or mouth [32]. Toddlers of 18 months of age pay more attention to faces, but 30 months old toddlers focus on foreground objects [2]. Explicit judgment fixations mostly concentrate on everyday objects, whereas free viewing fixations become biased towards the center of the image irrespective of object locations [30]. Therefore, the input image set’s choice has a profound impact on the performance of the eye-tracking based solution. One can consider designing a process to automatically evaluate how suitable an image is for a particular problem. A simple recommendation could be the Inter-observer congruency (IOC) score [55]. For a given image, a high IOC score means a high possibility of agreement among common people’s viewing patterns. This way, for the same image, if any particular interest group (ASD/TD) views it differently, our feature extraction method will easily pick the distinguishing information to classify that interest group.

Limitations: A notable limitation of this line of investigation is the unavailability of the large scale and public dataset. All the datasets used in this study (i.e. [1]–[3]) are small scale containing the number of images and subjects at best 800 and 45, respectively. Moreover, datasets for such problems (ASD screening, Toddler age prediction etc.) are publicly unavailable. In future, one can collect large scale data and open it for researches to further investigate the applicability of eye-tracking data in real-life applications.

V. Conclusion

In this paper, we propose a novel feature extraction method for the eye-tracking classification task. The feature extraction process is so generalized that it can solve a wide variety of real-life problems. We employ popular visual saliency models for feature extraction from eye fixation data. Such an approach is better than extracting features from the fixation data alone because saliency maps provide extra supervision to our learning system. We apply our proposed feature extraction process while solving three problems, e.g., ASD screening, toddler age, and visual perceptual task prediction. Our experiments show significant performance boosts in comparison to previous efforts of similar investigations.
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