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ABSTRACT. Persistent homology is a way of determining the topological properties of a data set. It is well known that each persistence module admits the structure of a representation of a finite totally ordered set. In previous work, the authors proved an analogue of the isometry theorem of Bauer and Lesnick for representations of a certain class of finite posets. The isometry was between the interleaving metric of Bubenik, de Silva and Scott and a bottleneck metric which incorporated algebraic information. The key step in both isometry theorems was proving a matching theorem, that an interleaving gives rise to a matching of the same height. In this paper we continue this work, restricting to those posets which arise from data while making more general the choice of metrics. We first show that while an interleaving always produces a matching, for an arbitrary choice of weights it will not produce one of the same height. We then show that although the matching theorem fails in this sense, one obtains a “shifted” matching (of the correct height) from an interleaving by enlarging the category. We then prove an isometry theorem on this extended category. As an application, we make precise the way in which representations of finite partially ordered sets approximate persistence modules. Specifically, given two finite point clouds of data, we associate a generalized sequence (net) of algebras over which the persistence modules for both data sets can be compared. We recover the classical interleaving distance uniformly by taking limits.

1. Introduction

1.1. Persistent Homology. Informally, a generalized persistence module is a representation of a poset \( P \) with values in a category \( D \). More precisely, if \( D \) is a category, a generalized persistence module \( M \) with values in \( D \) assigns an object \( M(x) \) of \( D \) for each \( x \in P \), and a morphism \( M(x \leq y) \) in \( \text{Mor}_D(M(x), M(y)) \) for each \( x, y \in P \) with \( x \leq y \) satisfying

\[
M(x \leq z) = M(y \leq z) \circ M(x \leq y) \quad \text{whenever } x, y, z \in P \text{ with } x \leq y \leq z.
\]

Perhaps surprisingly, the study of such objects is useful in topological data analysis. Persistent homology uses generalized persistence modules to attempt to discern the topological properties of a finite data set. We briefly summarize the algorithm applied to a point cloud of data in the persistent homology setting. This will lead to one-dimensional (generalized) persistence modules, where the poset \( P = (0, \infty) \) or \( \mathbb{R} \).

Suppose, for example, we wish to decide whether a data set \( D \subseteq \mathbb{R}^2 \) should be more correctly interpreted as an annulus or a disk. In order to decide between the two candidates, one calculates the homology of a filtration of simplicial complexes associated to the data set. This uses the Vietoris-Rips complex \((C_\epsilon)_\epsilon\). Specifically, for each \( \epsilon > 0 \), we let \( C_\epsilon \) be the abstract simplicial complex whose \( k \)-simplices are determined by data points \( x_1, x_2, \ldots, x_{k+1} \in D \) where \( d(x_i, x_j) \leq \epsilon \) for all \( 1 \leq i, j \leq k + 1 \). Clearly, for \( \sigma \leq \tau \) in \((0, \infty)\), there is an inclusion of simplicial complexes \( C_\sigma \hookrightarrow C_\tau \), thus we obtain a filtration of simplicial complexes indexed by \((0, \infty)\). Therefore, the assignment \( F : \epsilon \rightarrow C_\epsilon \) is a representation of the poset \((0, \infty)\) taking values in \( \text{Simp} \), the category of abstract simplicial complexes. That is to say, \( F \) is a generalized persistence module for \( P = (0, \infty) \) and \( D = \text{Simp} \). Since we wish to distinguish between an annulus and a disk, we apply the first homology functor \( H_1(-, K) \) to \( F \) (where \( K \) is some field), to obtain the representation of \( P \) with values in \( K\text{-mod}, \epsilon \rightarrow H_1(C_\epsilon, K) \).
Thus, the assignment \( H_1(-, K) \circ F \) given by \( \epsilon \to H_1(C_\epsilon, K) \) is a one-dimensional persistence module. As \( \epsilon \) increases generators for \( H_1 \) are born and die, as cycles appear and become boundaries. In persistent homology, one takes the viewpoint that true topological features of the data set can be distinguished from noise by looking for generators of homology which "persist" for a long period of time. Informally, one “keeps” an indecomposable summands of the module \( H_1(-, K) \circ F \) when it corresponds to a wide interval. Conversely, cycles which disappear quickly after their appearance (narrow ones) are interpreted as noise and disregarded.

This technique has been widely successful in topological data analysis (see, for example, [Car09], [CSEH07], [CdO12], [SG07], [ClIdSZ08], [CCR13], [HNH+16], and [GPCI15]). Typically, the category of persistence modules with values in \( K \)-mod is given a metric-like structure. So-called soft stability theorems, which involve the continuity from the data to the persistence module, have been proven. Philosophically, these results have established the utility of this method from the perspective of data analysis (See, for example, [CSEH07]). Hard stability theorems, on the other hand, involve comparisons of different metrics on the category of persistence modules.

1.2. Algebraic Stability. One special type of hard stability theorem is an algebraic stability theorem. In such a theorem, one endows a collection of generalized persistence modules with two metric structures, and an automorphism \( J \) is shown to be a contraction or an isometry. Of particular interest is the case when \( J \) is the identity function and the metrics are an interleaving metric and a bottleneck metric. Algebraic stability theorems of this type are common (see [Les11], [BL16], [BL13], and [CZ09]). While in the literature, the word “interleaving” is frequently used to describe slightly different metrics, we believe that the interleaving metric suggested by Bubenik, de Silva and Scott (see [BdS13]) has the advantage of being both most general, and categorical in nature. This interleaving metric makes sense on any poset \( P \), and reduces to the interleaving metric of [BL13] when \( P = (0, \infty) \). Alternatively, a bottleneck metric is nothing more than a way of extending a metric defined on a set \( \Sigma \) to the collection of all \( \mathbb{Z}_{\geq 0} \)-valued functions with finite support on \( \Sigma \). In this context, this is applied to the decomposition of a generalized persistence module into its indecomposable summands with their corresponding multiplicities.

1.3. Connections to Finite-dimensional Algebras. This paper concerns algebraic stability studied using techniques from the representation theory of algebras. Such representations appear because one-dimensional persistence modules arising from data always admit the structure of a representation of a finite totally ordered set. This fact comes from the simple observation that the generalized persistence module given by \( F : \epsilon \to C_\epsilon \) is necessarily a step function. More precisely, let
\[
P_n = \{ \epsilon_1 < \epsilon_2 < \ldots < \epsilon_n \} = \{ \epsilon \in (0, \infty) : C_\epsilon \neq \lim_{\tau \to \epsilon^-} C_\tau \}.
\]
By definition, \( F \) is constant on all intervals of the form \( [\epsilon_i, \epsilon_{i+1}) \). Thus, clearly, both \( F \) and \( H_1(-, K) \circ F \) admit the structure of a generalized persistence module for \( P = P_n \). When we restrict the structure of a one-dimensional persistence module to \( P_n \), we say informally that we are discretizing. In this sense, generalized persistence modules for finite totally ordered sets are the discrete analogue of one-dimensional persistence modules.

While the above description of persistent homology will always discretize to a generalized persistence module for a finite totally ordered set, representations of many other infinite families of finite posets also have a physical interpretation in the literature (see [BL16], [CZ09], [EH14]). For example, multi-dimensional persistence modules (see [CZ09]) will discretize in an analogous fashion to representations of a different family of finite posets. This is relevant because there is a categorical equivalence between the generalized persistence modules for a finite poset \( P \) with values in \( K \)-mod, and the module category of the finite-dimensional \( K \)-algebra \( A(P) \), the poset
(or incidence) algebra of \( P \). In [MM17], we suggested a template for a representation-theoretic algebraic stability theorem and proved the following theorem.

**Theorem.** (Theorem 1 [MM17]) Let \( P \) be an \( n \)-Vee and let \( C \) be the full subcategory of \( A(P) \)-modules consisting of direct sums of convex modules. Let \( (a, b) \in \mathbb{N} \times \mathbb{N} \) be a weight and let \( D \) denote interleaving distance (corresponding to the weight \( (a, b) \)) restricted to \( C \).

Let \( W(M) = \min \{ \varepsilon : \text{Hom}(M, M \Gamma \Lambda) = 0, \Gamma, \Lambda \in \mathcal{T}(P), h(\Gamma), h(\Lambda) \leq \varepsilon \} \), and let \( D_B \) be the bottleneck distance corresponding to the interleaving distance and \( W \) on \( C \). Then, the identity is an isometry from

\[
(C, D) \rightarrow (C, D_B).
\]

This result established an algebraic version of the isometry theorem for a large class of posets. Our choice of interleaving metric was the metric of Bubenik, de Silva and Scott with a slight modification. The bottleneck metric incorporates algebraic information, but corresponds to the bottleneck metric used by Bauer and Lesnick when applied to one-dimensional persistence modules. In the above, 1-Vees are exactly finite totally ordered sets, and in the case \( P \) is a 1-Vee, the category \( C \) is the full module category. Once some parameters are chosen, the collection of interleavings between two modules has the structure of an affine variety. The interleaving distance corresponded to the smallest parameter for which the corresponding variety was nonempty.

While this theorem covered a much more general class of posets than finite totally ordered sets (many of which had wild representation type), we restricted to metrics coming from a so-called “democratic” choice of weights on the Hasse quiver of the poset. We now wish to extend this to metrics coming from arbitrary weights in the case of finite totally ordered sets.

In addition, from the perspective of data analysis, in [MM17] we pointed out two potential issues which arise when one passes to the jump discontinuities of the Vietoris-Rips complex. This paper will address these issues. The first issue is that a finite data set \( D \) produces not only a generalized persistence module, but also to its accompanying algebra. Because of this, a priori two persistence modules may not be able to be compared simply because they are not modules for the same algebra. The second issue is that information about the width of the interval \([\epsilon_i, \epsilon_{i+1})\) should be considered, but appears lost when one discretizes. Here we show that both of these concerns can be dealt with successfully after we establish an algebraic stability theorem for \( P_n \) with an arbitrary choice of weights.

### 1.4. Main Results.

In this paper, we restrict our attention to the class of posets which arise when one-dimensional persistence modules are discretized, but extend our analysis to interleaving metrics coming from an arbitrary choice of weights. In this situation, we show that an interleaving need not produce a matching of the same height. Indeed, when one makes the most natural choice of weights corresponding to the geometry of the data set, this is almost certain to be the case. Even in this situation, however, we obtain a “shifted” isometry theorem by extending to an algebra with a larger module category. This result is stated in the first main theorem.

**Theorem 1 (Shift Isometry Theorem).** Let \( X_1 \subseteq \mathbb{R} \) be finite and \( \text{Sh}(X_1) \) be its shift refinement. Let \( P_{X_1} \) and \( P_{\text{Sh}(X_1)} \) be the corresponding totally ordered sets. Let \( C \) be the full subcategory of \( A(P_{\text{Sh}(X_1)})\)-mod given by \( C = \text{im}(j(X_1, \text{Sh}(X_1))) \) and let \( D_{\text{Sh}(X_1)}, D_B^{\text{Sh}(X_1)} \) be the interleaving metric and bottleneck metric respectively. Let \( j = j(X_1, \text{Sh}(X_1)) \), and \( Id \) denote the identity. Then, the horizontal arrow is an isometry and the diagonal arrows are contractions.
Theorem 1 says that in particular, by using the functor $j$ to enlarge the category, one obtains the shifted isometry

$$(C, D^{Sh(X)}_X) \xrightarrow{Id} (C, D^{Sh(X)}_B).$$

Moreover, $j$ is fully faithful and is itself a contraction. When the choice of weights is general, this is a natural extension of the classical isometry theorem. We then use the shift isometry theorem to prove our second main result.

**Theorem 2.** Let $I, M$ be persistence modules (for $\mathbb{R}$) whose endpoints lie in $L$. Then,

$$\lim_{X \in \Delta(D)} (D^X(\delta^X I, \delta^X M)) = D(I, M).$$

Theorem 2 says that, again, with the most natural choice of weights, our modification of the interleaving metric of Bubenik, de Silva and Scott approximates the classical interleaving metric in the sense that one can take a limit over a directed set to obtain the classical distance. This limit is uniform in that the choice of refinement is independent of the modules to be compared. In addition, by the squeeze theorem the discrete bottleneck metric converges to the classical bottleneck metric (and therefore the interleaving metric) as well.

This paper will be organized as follows: in Section 3 we give a brief summary of background information, then in Section 4 we discuss restriction and inflation. In the next two sections we prove our two main results. In Section 5 we prove Theorem 1, and in Section 6 we prove Theorem 2. Then, in Section 7 we give an analysis of posets in which the original matching theorem fails.
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3. Preliminaries

3.1. Generalized Persistence Modules. Recall that if $P$ is a poset and $D$ is a category, a generalized persistence module $M$ with values in $D$ assigns an object $M(x)$ of $D$ for each $x \in P$, and a morphism $M(x \leq y)$ in $Mor_D(M(x), M(y))$ for each $x, y \in P$ with $x \leq y$ that satisfies

$$M(x \leq z) = M(y \leq z) \circ M(x \leq y)$$

whenever $x, y, z \in P$ and $x \leq y \leq z$.

Let $D^P$ denote the collection of generalized persistence modules for $P$ with values in $D$. If $F, G \in D^P$, a morphism from $F$ to $G$ is a collection of morphisms $\{\phi(x)\}$, with $\phi(x) \in Mor_D(F(x), G(x))$ for all $x \in P$, such that for all $x \leq y$ we have a commutative diagram below for each $x \leq y$ in $P$.

$$
\begin{array}{ccc}
F(x) & \xrightarrow{F(x \leq y)} & F(y) \\
\phi(x) \downarrow & & \downarrow \phi(y) \\
G(x) & \xrightarrow{G(x \leq y)} & G(y)
\end{array}
$$
With such morphisms, \( \mathcal{D}^P \) is a category. Equivalently, one could regard the poset \( P \) as a thin category. Then, a generalized persistence module will correspond to a covariant functor from \( P \) to \( \mathcal{D} \), and morphisms in \( \mathcal{D}^P \) will be natural transformations. In this paper \( P \) will always be a finite totally ordered set, \((0, \infty)\), or \( \mathbb{R} \). \( \mathcal{D} \) will be either \( \text{Simp} \) or \( K \)-mod.

3.2. Representation Theory of Algebras. In this subsection we give a brief summary of \( K \)-algebras and their representations (modules). For a more expansive introduction, see [ARS97], [Ben98a], [Ben98b]. For more on the connection between finite-dimensional algebras and generalized persistence modules see [Oud15] or [MM17]. Throughout, let \( K \) denote a field. If \( R \) is a \( K \)-algebra, by an \( R \)-module, we mean a finite-dimensional, unital, left \( R \)-module. The category \( R \)-mod consists of \( R \)-modules together with \( R \)-module homomorphisms.

Recall that an \( R \)-module \( M \) is indecomposable if it is not isomorphic to a direct sum of two of its proper submodules. The category \( R \)-mod is an abelian Krull-Schmidt category. That is, every module can be written as a direct sum of indecomposable modules in a unique way up to order and isomorphism. Moreover, the decomposition of modules is compatible with homomorphisms in the following sense.

**Proposition 1.** Let \( R \) be a \( K \)-algebra, and let \( M, N \) be \( R \)-modules. Say, \( M \cong \bigoplus M_i \) and \( N \cong \bigoplus N_j \). Then, as vector spaces, \[ \text{Hom}(M, N) \cong \bigoplus_{i,j} \text{Hom}(M_i, N_j). \]

This says that any module homomorphism \( f : M \to N \) can be factored into a matrix of module homomorphisms \( f_{ij} : M_i \to N_j \).

3.2.1. Quivers and their Representations. We now define quivers and their representations.

**Definition 2.** A quiver \( Q = (Q_0, Q_1, t, h) \) is an ordered tuple, where \( Q_0, Q_1 \) are disjoint sets, and \( t, h : Q_1 \to Q_0 \).

We call elements of \( Q_0 \) vertices, and elements of \( Q_1 \) arrows. The functions \( t \) and \( h \) denote the tail (start) and head (end) of the arrows. Thus, clearly \( Q \) is exactly a directed set. We will always suppose the sets \( Q_0, Q_1 \) are finite.

**Example 1.** Below are two quivers.

\[
\begin{align*}
\text{A} & \\
\bullet_1 & \xrightarrow{a} & \bullet_2 & \xrightarrow{b} & \bullet_3 \\
& & & \xrightarrow{c} & \bullet_4 \\
& & & \xrightarrow{d} & \bullet_5 \\
\end{align*}
\]

Quiver A corresponds to \( Q_0 = \{1, 2, 3, 4, 5\}, Q_1 = \{a, b, c, d\} \), for an appropriate choice of the functions \( h, t \). Similarly, quiver B corresponds to the sets \( Q_0 = \{1, 2, 3, 4\} \), and \( Q_1 = \{a, b, c, d, e, f, g\} \).

A path is a sequence of arrows \( p = a_1 \ldots a_n \) where \( t(a_i) = h(a_{i+1}) \). The length of the path is the number of terms in the sequence \( p \). In addition, at each vertex \( i \) there is a “lazy” path \( e_i \) of length 0 at the vertex \( i \). We extend the functions \( h, t \) to paths, by defining \( t(p) = t(a_n) \) and \( h(p) = h(a_1) \).
In addition, \(t(e_i) = h(e_i) = i\). An oriented cycle is a path \(p\) of length greater than or equal to one with \(t(p) = h(p)\).

**Definition 3.** A representation \(V\) of a quiver \(Q\) is a family \(V = (\{V(i)\}_{i \in Q_0}, \{V(a)\}_{a \in Q_1})\), where \(V(i)\) is a \(K\)-vector space for every \(i \in Q_0\), and \(V(a) : V(t(a)) \to V(h(a))\) is a \(K\)-linear map for every \(a \in Q_1\).

For a fixed quiver \(Q\) and field \(K\), the collection of all representations of \(Q\) is a category with morphisms given as follows. If \(V, W\) be representations of \(Q\), morphism from \(V\) to \(W\), \(\phi : V \to W\) is a collection of linear maps \(\{\phi(i)\}_{i \in Q_0}\) with \(\phi(i) : V(i) \to W(i)\) such that the diagram below commutes for all \(a \in Q_1\)

\[
\begin{array}{ccc}
V(t(a)) & \xrightarrow{V(a)} & V(h(a)) \\
\phi(t(a)) \downarrow & & \downarrow \phi(h(a)) \\
W(t(a)) & \xrightarrow{W(a)} & W(h(a))
\end{array}
\]

We denote by \(\text{Rep}(Q)\), the category of \(K\)-representations of the quiver \(Q\). When \(\phi : V \to W\) is a morphism from \(V\) to \(W\) and \(\phi(i)\) is invertible for all \(i\), then we say \(\phi\) is an isomorphism. If this is the case, we say that \(V\) and \(W\) are isomorphic.

**Definition 4.** If \(V\) is a representation of a quiver \(Q\) we say the support of \(V\), \(\text{Supp}(V)\) is the set of all vertices \(i \in Q_0\), such that \(V(i)\) is not the zero vector space.

If \(Q\) is a quiver, the path algebra \(KQ\) is the \(K\)-vector space with basis consisting of all paths (including those of length zero). Multiplication in \(KQ\) is defined as the \(K\)-linear extension of concatenation of paths. That is, if \(p, q\) are paths, then \(p \cdot q = pq\), if \(pq\) is a path, and zero otherwise. With this multiplicative structure, \(KQ\) is a \(K\)-algebra. When \(Q\) has no oriented cycles, \(KQ\) is finite-dimensional. The following proposition shows the connection between quivers and algebras.

**Proposition 5.** Let \(Q\) be a quiver. Then, there exists a natural equivalence between \(\text{Rep}(Q)\) and \(KQ\)-mod.

3.2.2. The Poset Algebra for \(P_n\). We will now define the poset algebra \(A(P_n)\) of the finite poset \(P_n\). For a discussion of the poset algebra for an arbitrary finite poset, see [MM17]. This discussion fits into the framework of [MM17], since the finite totally ordered set \(P_n\) is exactly a \(1\)-Vee.

**Definition 6.** Let \(P\) be a finite poset. Let \(Q_P\) be the quiver with \(Q_0 = P\). There is an \(a \in Q_1\) with \(t(a) = x, h(a) = y\) if,

(i.) \(x < y\), and
(ii.) there is no \(t \in P\), with \(x < t < y\).

The quiver \(Q_P\) is called the Hasse quiver of the poset \(P\). By inspection, the Hasse quiver of \(P\) is exactly the lattice of the poset with arrows corresponding to minimal proper relations. Note that if \(Q_P\) is the Hasse quiver of the poset \(P\) and there is an arrow that begins at a vertex \(v\) and ends at the vertex \(w\), it is necessarily unique. Thus we may omit labeling arrows.

**Example 2.** The Hasse quiver of \(P_n\) is drawn below.

\[
\begin{array}{cccccccc}
1 & \rightarrow & 2 & \rightarrow & 3 & \rightarrow & \cdots & \rightarrow & n-1 & \rightarrow & n
\end{array}
\]

This quiver is the so-called equioriented \(A_n\) quiver.

**Definition 7.** Let \(P = P_n\) be totally ordered. Then the incidence algebra \(A(P_n)\) of \(P_n\) is the quiver algebra of \(A_n\).
By Proposition 5 we may identify every module for the algebra $A(P_n)$ with a representation of the equioriented $\mathbb{A}_n$ quiver, and vice versa. Thus, from this point forward, we pass freely between generalized persistence modules for $P_n$ with values in $K$-mod, representations of the quiver $\mathbb{A}_n$ and modules for the algebra $A(P_n)$.

**Definition 8.** An indecomposable module $M$ for $A(P_n)$ is convex if it is isomorphic to a module $M'$ where $M'$ satisfies

(i.) for all $x, y \in \text{Supp}(M')$, with $x \leq y$, the linear map $M'(x \leq y)$ is given by $Id_{K}$, and
(ii.) for all vertices $x$, the dimension of the $K$-vector space at $M(x)$ is at most 1.

Note that the definition of convex modules makes sense for an arbitrary finite poset. In general, a poset algebra may have infinitely many isomorphism classes of indecomposable modules, but necessarily has only finitely many convex modules (for more on convex modules for poset algebras see [MM17]). In the algebra $A(P_n)$, however, every indecomposable module is convex. Thus, while in [MM17] we restricted to $C$, the category generated by convex modules, this in fact corresponds to the full module category for $A(P_n)$. It is well known that the isomorphism classes of convex modules for $A(P_n)$ are in one-to-one correspondence with the closed intervals in the poset $P_n$. That is to say, if $x \leq y$ in $P_n$, there is a unique isomorphism class of an indecomposable module represented by $I$ with $\text{Supp}(I) = [x, y]$. Moreover, all indecomposable modules for $A(P_n)$ are of this form up to isomorphism. If $I$ is isomorphic to the convex module with support given by $[x, y]$, we write $I \sim [x, y]$.

We now conclude with a statement about homomorphisms between convex modules. Since $P_n$ is a 1-Vee, we have the following.

**Lemma.** (see for example Lemma 34 [MM17]) Let $P = P_n$ be totally ordered, and let $I, J$ be convex modules. Then, $\text{Hom}(I, J) \cong K$ or 0 (as a vector space).

In addition, when $I, J$ are convex, conditions on their supports determine the cardinality of the vector space $\text{Hom}(I, J)$.

**Lemma.** (see for example Lemma 40 [MM17]) If $I, J$ are convex modules for $P_n$ with $I \sim [x, X], J \sim [y, Y]$, then $\text{Hom}(I, J) \neq 0$ if and only if $y \leq x \leq Y \leq X$.

When $\text{Hom}(I, J) \neq 0$, let $\chi([x, Y])$ denote the characteristic function on the interval $[x, Y]$. Then, the linearization of $\chi([x, Y])$, $\Phi_{I,J}$ is an explicit generator for the vector space $\text{Hom}(I, J)$.

3.3. Interleaving Metrics on $P$ and $P^\perp$. We begin with the construction of the interleaving metric of Bubenik, de Silva and Scott (see [BdS13]). In the interest of generality, initially we let $P$ be an arbitrary poset.

**Definition 9.** Let $P$ be a finite poset and $\mathcal{T}(P^-)$ be the collection of endomorphisms of the poset $P$ with the additional property that $\Lambda p \geq p$ for all $p \in P$. We call the elements of $\mathcal{T}(P^-)$ translations.

Explicitly, a function $\Lambda : P \to P$ is an element of $\mathcal{T}(P^-)$ if and only if $x \leq y \implies \Lambda x \leq \Lambda y$, and $\Lambda p \geq p$, for all $p \in P$. It is easy to see that the set $\mathcal{T}(P^-)$ is itself a poset under the relation $\Lambda \leq \Gamma$ if for all $p \in P$, $\Lambda p \leq \Gamma p$, and that $\mathcal{T}(P^-)$ is a monoid under functional composition.

We now consider interleaving metric suggested by [BdS13] on generalized persistence modules. Let $d$ be any metric on a finite poset $P$, we define a height function $h = h(d)$ on $\mathcal{T}(P^-)$.

**Definition 10.** For $\Lambda \in \mathcal{T}(P^-)$ set $h(\Lambda) = \sup\{d(x, \Lambda x) : x \in P\}$

Of course, since $P$ is finite, we may replace a supremum with maximum. Proceeding as in [BdS13], let $D$ be any category. Then, $\mathcal{T}(P^-)$ acts on $D^P$ on the right by the formulae

$(F \cdot \Gamma)(p) = F(\Gamma p)$, and $(F \cdot \Gamma)(p \leq q) = F(\Gamma p \leq \Gamma q)$.
Definition 11. Let \( F,G \in \mathcal{D}^P \) and let \( \Gamma, \Lambda \) be translations on \( P \). A \((\Gamma, \Lambda)\)-interleaving between \( F \) and \( G \) is a pair of morphisms in \( \mathcal{D}^P \), \( \phi : F \to G\Lambda \), \( \psi : G \to F\Gamma \) such that the following diagrams commute.

\[
\begin{array}{c}
F \\
\downarrow \phi \\
G\Lambda \\
\downarrow \psi \\
F\Gamma \Lambda \\
\end{array}
\quad \begin{array}{c}
F\Gamma \\
\downarrow \phi\Gamma \\
G \\
\downarrow \psi \\
G\Lambda \Gamma \\
\end{array}
\]

The two horizontal maps in the diagram above are given by the formulae

for all \( p \in P \), \( F(p \leq \Gamma\Lambda p) \) and \( G(p \leq \Lambda\Gamma p) \), respectively.

Note that two generalized persistence modules are \((1,1)\)-interleaved, where 1 is the identity translation, if and only if they are isomorphic.

Definition 12 ([BdS13]). Let \( M,N \in \mathcal{D}^P \). Given any metric \( d \) on \( P \), we define \( D = D(d) \) by the formula;

\[
D(M,N) := \inf\{\epsilon : \exists (\Gamma, \Lambda)-\text{interleaving with } \sup_{p \in P} d(p, \Gamma p), \sup_{p \in P} d(p, \Lambda p) \leq \epsilon\}
= \inf\{\epsilon : \exists (\Gamma, \Lambda)-\text{interleaving with } h(\Lambda), h(\Gamma) \leq \epsilon\}.
\]

From Bubenik, de Silva and Scott ([BdS13]), we know that \( D \) is a pseudometric on \( \mathcal{D}^P \), and for any category \( \mathcal{F} \) and functor \( R : \mathcal{D} \to \mathcal{F} \), post-composition by \( R \) is a contraction from \( \mathcal{D}^P \) to \( \mathcal{F}^P \). With hard stability theorems in mind, the fact that post-composition by any functor induces a contraction is particularly noteworthy. Still, independent of the choice of metric \( d \) on \( P \), without modification the resulting metric \( D = D(d) \) need not be a proper metric, simply because the collection of translations is not be rich enough to provide interleavings between arbitrary generalized persistence modules. This is unfortunate, since \( \mathcal{T}(P^-) \) is defined naturally for any poset \( P \). The failure comes from the fact that finite posets will always have fixed points. We now restrict our attention to the case where \( \mathcal{D} \) is \( K\text{-mod} \).

We say that \( p \in P \) is a fixed point of \( P \), if \( \Lambda p = p \) for all \( \Lambda \) in \( \mathcal{T}(P^-) \). If \( p \) is a fixed point of \( P \) and \( \dim_K(M(p)) < \dim_K(N(p)) \), then the diagram below does not commute for any morphisms \( \phi, \psi \) and any translations \( \Lambda, \Gamma \), since the composition cannot have full rank as required. Thus, for any choice of metric \( d \), \( D(M,N) = \infty \).

\[
\begin{array}{c}
N(p) \\
\downarrow \phi \\
M(\Lambda p) = M(p) \\
\end{array}
\quad \begin{array}{c}
N(\Gamma\Lambda p) = \text{Id}_{N(p)} \\
\downarrow \psi \\
N(p) \\
\end{array}
\]

Note that finite posets will always have fixed points (for a more general discussion on fixed points for arbitrary finite posets, see [MM17]). In \( P_n \), the maximal element is necessarily a fixed point. In particular, if \( p \) is a fixed point of \( P \), with \( p \in \text{Supp}(M), p \notin \text{Supp}(N) \), then \( D(M,N) = \infty \). Because of this, there is no hope of realizing any honest metric as an interleaving metric on any finite poset.

With this in mind, we make the following slight modification. We set \( P^+= P \cup \{\infty\} \) with added relations \( p \leq \infty \), for all \( p \in P \). We may now view \( A(P)\text{-mod} \) as the full subcategory of \( A(P^+)\)-modules where all objects are supported in \( P \). Note that the Hasse quiver for \( P^+ \) is simply the Hasse quiver for \( P \) with added edges connecting maximal elements of \( P \) to the element \( \infty \). Now there exists an interleaving between any two generalized persistence modules for \( P^+ \) that are supported in \( P \).
We will now define $d$ on $(P_n)^+$ by attaching positive weights to each edge of the Hasse quiver of $(P_n)^+$. In the so-called democratic case below, all edges in $P_n$ are given the same value, while the new edge is given a potentially different value. In the second case the choice of weights is arbitrary.

For an analysis of the democratic case for more general posets, see [MM17]. In this paper we will investigate the arbitrary (undemocratic) choice of weights for finite totally ordered sets. This corresponds to the labeling of the Hasse quiver above, where $a_i, b \in (0, \infty)$. When this is the case, we say $P_n$ has weights given by $(\{a_i\}, b)$.

**Definition 13.** Now, we let $d_{\{a_i\}, b}$ denote the weighted graph metric on the Hasse quiver of $(P_n)^+$, and let $\mathcal{D}$ be a category. Then, $D = D(d_{\{a_i\}, b})$ is the interleaving metric corresponding to the weights $d_{\{a_i\}, b}$ on $\mathcal{D}^{P_n}$.

Now $D$ defines the structure of a finite metric space on the isomorphism classes of elements of $\mathcal{D}^{P_n}$. We will now write $\mathcal{T}(P_n)$ for $\mathcal{T}(((P_n)^+)\rangle$, and from this point forward, we only consider $\mathcal{D} = K$-mod, and $P = P_n$ suspended at infinity. By Proposition 5, we write $A(P_n)$-mod for $\mathcal{D}^{P_n}$. Since $P_n$ is a 1-Vee, we obtain the following two useful lemmas.

**Lemma. (Lemma 22 [MM17])** Consider $P_n$ with weights given by $(\{a_i\}_{i=1}^n, b)$, with $a_i, b > 0$ in $\mathbb{R}$. Let $d$ denote the corresponding weighted graph metric on the Hasse quiver of $P^+$. Then,

(i.) For each $\epsilon \in \{h(\Lambda) : \Lambda \in \mathcal{T}(P)\}$, the set $\{\Gamma \in \mathcal{T}(P) : h(\Gamma) = \epsilon\}$ has a unique maximal element $\Lambda_\epsilon$.

(ii.) The set $\{\Lambda_\epsilon\}$ is totally ordered, and $\Lambda_\delta \leq \Lambda_\epsilon$ if and only if $\epsilon \leq \delta$.

(iii.) If $\Lambda, \Gamma \in \mathcal{T}(P)$ with $h(\Lambda), h(\Gamma) \leq \epsilon$ then there exists a $\Lambda_\delta$ with $\Lambda, \Gamma \leq \Lambda_\delta$, and $h(\Lambda_\delta) = \delta = \max\{h(\Lambda), h(\Gamma)\}$.

The above lemma justifies the passage from a $(\Lambda, \Gamma)$-interleaving to a $(\Lambda_\epsilon, \Lambda_\delta)$-interleaving where $\epsilon$ is the maximum of $h(\Lambda)$ and $h(\Gamma)$. Moreover, the monoid $\mathcal{T}(P)$ acts on convex modules in the sense below.

**Lemma. (Lemma 31 [MM17])** Let $P = P_n$ be totally ordered, and let $I, J$ be convex module and $\Lambda \in \mathcal{T}(P)$. Then, $IA$ is either the zero module or convex.

### 3.4 Bottleneck Metrics

A bottleneck metric provides an alternate metric structure on the set of isomorphism classes of $A(P_n)$-modules. For a more general discussion of a bottleneck metric on a subcategory of a module category see [MM17].

The construction begins with a metric $d_2$ on the set of isomorphism classes of indecomposable $A(P_n)$-modules $\Sigma$. Additionally, we require a function $W : \Sigma \rightarrow (0, \infty)$, compatible with $d_2$ in the sense that for all $\sigma_1, \sigma_2 \in \Sigma$,

$$|W(\sigma_1) - W(\sigma_2)| \leq d_2(\sigma_1, \sigma_2).$$

Following [BL13], [BL16], we define a matching between two multisets $S, T$ of $\Sigma$ to be a bijection $f : S' \rightarrow T'$ between multisubsets $S' \subseteq S$ and $T' \subseteq T$. For $\epsilon \in (0, \infty)$, we say a matching $f$ is an $\epsilon$-matching if the following conditions hold;

(i) for all $s \in S, W(s) > \epsilon \implies s \in S'$

(ii) for all $t \in T, W(t) > \epsilon \implies t \in T'$, and
(iii) \( d_2(s, f(s)) \leq \epsilon \), for all \( s \in S \).

The intuition is that \( W \) measures the size of an element of \( \Sigma \), we call \( W(\sigma) \) the width of \( \sigma \). Thus, in an \( \epsilon \)-matching, elements of \( S \) and \( T \) which are identified are within \( \epsilon \), while all those not identified have width at most \( \epsilon \).

For an \( A(P_n) \)-module \( M \), the barcode of \( M \), \( B(M) \), is the multiset of isomorphism classes of indecomposable summands of \( M \) with their corresponding multiplicities. Thus, \( B(M) \) is precisely a multiset of elements in \( \Sigma \).

**Definition 14.** Let \( S, T \) be two finite multisubsets of \( \Sigma \). Suppose \( d_2 \) and \( W \) are compatible. Then the bottleneck distance between \( S \) and \( T \) is defined by,

\[
D_B(S, T) = \inf \{ \epsilon \in \mathbb{R} : \text{there exists and } \epsilon \text{-matching between } S, T \}
\]

Now, if \( M, N \) are \( A(P_n) \)-modules, we may identify \( M, N \) with their barcodes \( B(M), B(N) \), two multisubsets of \( \Sigma \). This identification is clearly constant on isomorphism classes. Then, we define

\[
D_B(M, N) := D_B(B(M), B(N)).
\]

While there are many examples of bottleneck metrics in the literature, in this paper, we will choose \( d_2 \) to be the interleaving metric corresponding to the weight \( \{ (a_i), b \} \). Our width will be an algebraic analogue of the width of the support of a one-dimensional persistence module. Our definition will come from the following lemma.

**Lemma.** (Lemma 23 [MM17]) Consider \( P_n \) with weights given by \( \{ (a_i)_{i=1}^n, b \} \), with \( a_i, b > 0 \) in \( \mathbb{R} \). Let \( I \) be convex. Then, the following are equal;

(i) \( W_1(I) = \min \{ \epsilon : \exists \Lambda, \Gamma \in \mathcal{T}(P), h(\Lambda), h(\Gamma) \leq \epsilon, \text{ and } \text{Hom}(I, I \Lambda \Gamma) = 0 \} \)

(ii) \( W_2(I) = \min \{ \epsilon : \exists \Lambda \in \mathcal{T}(P), h(\Lambda) \leq \epsilon, \text{ and } \text{Hom}(I, I \Lambda^2) = 0 \} \).

(iii) \( W_3(I) = \min \{ \epsilon : \exists \Lambda_i \in \mathcal{T}(P) \text{ with } \text{Hom}(I, I \Lambda_i^2) = 0 \} \).

For \( I \) convex, set \( W(I) = W_1(I) \). This will be our definition of the width of \( I \). While \( W \) is defined algebraically, this definition agrees with Bauer and Lesnick in the case of one-dimensional persistence modules.

### 3.5. Induced Matchings

An induced matching is a specific matching produced from an interleaving triangle. The key step in the proof of the isometry theorem of Bauer and Lesnick [BL13] is that an interleaving between two one-dimensional persistence modules produces an induced matching of the same height. Since our work is an algebraic analogue of the ideas of Bauer and Lesnick, this is also a key step in proving the isometry theorem in [MM17].

We will use the following result on injective and surjective morphisms between generalized persistence modules.

**Proposition.** (Theorem 4.2 [BL13], Proposition 25 [MM17]) Let \( P = P_n \) be totally ordered and let \( \{ (a_i)_{i=1}^n, b \} \) be weights. Let \( A = \bigoplus_i A_i, C = \bigoplus_j C_j \) be \( A(P_n) \)-modules. For any module \( M \), let \( B(M) \) denote the barcode of \( M \) viewed as a multiset, and let \( \Lambda \in \mathcal{T}(P) \). Then,

(i) If \( A \xrightarrow{f} C \) is an injection, then for all \( d \in P \), the set

\[
\{ i : [-, d) \text{ is a maximal totally ordered subset of } \text{Supp}(A_i) \}
\]

(ii) If \( A \xrightarrow{g} C \) is a surjection, then for all \( b \in P \),

\[
\{ j : [b, -] \text{ is a maximal totally ordered subset of } \text{Supp}(C_j) \}
\]
(iii) If $A$ and $C$ are $(\Lambda, \Lambda)$-interleaved, and $A \xrightarrow{\phi} CA$ is one of the homomorphisms, then for all $I$ in $B(\ker(\phi))$, $W(I) \leq h(\Lambda)$.

(iv) If $A$ and $C$ are $(\Lambda, \Lambda)$-interleaved, and $A \xrightarrow{\psi} CA$ is one of the homomorphisms, then for all $J$ in $B(\cok(\psi))$, $W(J) \leq h(\Lambda)$.

This was proven by Bauer and Lesnick and modified to the current context in [MM17]. The proposition below is also in the flavor of the work of Bauer and Lesnick [BL13]. This is used to construct canonical injections and surjections.

**Proposition.** (Proposition 29 [MM17]) Let $P_n$ be totally ordered and let $(\{a_i\}_{i=1}^n, b)$ be weights. Let $(\phi, \psi)$ be a $(\Lambda, \Lambda)$-interleaving between $I$ and $M$. Say $\phi : I \to M\Lambda$. Then,

i. $I^{-\Lambda^2}$ is a quotient of both $I$ and $\text{im}(\phi)$, and

ii. $M^{+\Lambda^2}\Lambda$ is a submodule of both $M\Lambda$ and $\text{im}(\phi)$.

What follows is an adaptation of section 4 of [BL13]. For any set $\Sigma'$, an enumeration of $\Sigma'$ is a total ordering on $\Sigma'$. When $S$ is a multisubset of $\Sigma'$, an enumeration of $S$ is an total ordering on $S$ that is consistent with the enumeration of its underlying set $\Sigma'$. That is to say, for any $s \in \Sigma'$, the multiset $\{s\} \subseteq S$ is a segment in the total ordering on $S$ and the segments are arranged relative to each other according to the ordering on $\Sigma'$. Finally, for two enumerated multisubsets $S = \{s_1, \ldots, s_m\}$ and $T = \{t_1, \ldots, t_n\}$ with $m \leq n$, the canonical injection from $S$ to $T$ is the one that sends $s_j \to t_j$ for all $1 \leq j \leq m$.

For any multisubset (that is not simply a subset), there are multiple enumerations. We will sometimes find it convenient to choose a particular enumeration (see for example, the proof of Theorem 1). This was unnecessary in [BL13].

We first define the induced matching for a surjective morphism $q : M \to N$, with $M, N \in A(P_n)$-mod. Let $\Sigma$ be the set of isomorphism classes of indecomposable $A(P_n)$-modules. For every $x \in P_n$, define the set $\Sigma_{[x,-]} = \{\sigma \in \Sigma : \sigma \sim [x, y], \text{ for some } y \in P, y \geq x\} \subseteq \Sigma$. Enumerate each of the sets $\Sigma_{[x,-]}$ by reverse inclusion. Now we enumerate both

$$M_{[x,-]} = \{\sigma \in B(M) \cap \Sigma_{[x,-]}\} \text{ and } N_{[x,-]} = \{\sigma \in B(N) \cap \Sigma_{[x,-]}\},$$

as multisubsets of $\Sigma' = \Sigma_{[x,-]}$. By the proposition above (Theorem 4.2 [BL13], Proposition 25 [MM17]), as $q$ is a surjection, $|M_{[x,-]}| \geq |N_{[x,-]}|$ for all $x \in P$. Let $\Theta(q)_x$ denote the canonical injection $N_{[x,-]} \to M_{[x,-]}$ for each $x \in P$. Clearly, the collection $\{\Sigma_{[x,-]}\}$ partition $\Sigma$ by lower endpoints. That is,

$$\Sigma = \bigcup_{x \in P} \Sigma_{[x,-]},$$

and so $\{M_{[x,-]}\}$ and $\{N_{[x,-]}\}$ partition the barcodes $B(M)$ and $B(N)$ respectively. Thus, we union to get the induced matching of $q$,

$$\Theta(q) = \bigcup_{x \in P} \Theta(q)_x : B(N) \to B(M).$$

We similarly define the induced matching for an injective morphism $i : M \to N$. Here, we use that the set $\Sigma$ is also partitioned by upper endpoints. So

$$\Sigma = \bigcup_{y \in P} \Sigma_{[-,y]} = \bigcup_{y \in P} \{\sigma \in \Sigma : \sigma \sim [x, y], \text{ for some } x \in P, y \geq x\}.$$

We enumerate $M_{[-,y]}, N_{[-,y]}$ as multisubsets of $\Sigma' = \Sigma_{[-,y]}$. By the proposition above, $|M_{[-,y]}| \leq |N_{[-,y]}|$ for all $y \in P$ as $i$ is an injection. Let $\Theta(i)_y$ denote the canonical injection $M_{[-,y]} \to N_{[-,y]}$. 


and take the disjoint union to get the induced matching of $i$, 
\[ \Theta(i) = \bigcup_{y \in P} \Theta(i)^y : B(M) \to B(N). \]

Now we define the induced matching given by an interleaving triangle, as originally described by Bauer and Lesnick. Suppose $I, M$ are $(\Lambda, \Lambda)$-interleaved by $\phi, \psi$ where $\phi : I \to M\Lambda$. The morphism $\phi$ factors through its image as an injection after a surjection 
\[ I \xrightarrow{q_{\phi}} \text{im}(\phi) \xrightarrow{i_{\phi}} M\Lambda. \]

It is clear that the composition of induced matchings $\Theta(i_{\phi}) \circ \Theta^{-1}(q_{\phi})$ is a matching $B(I) \to B(M\Lambda)$. Since our goal is a matching between $B(I)$ and $B(M)$, we include an additional step. Note that it may be the case that $\text{Hom}(M, M\Lambda)$ is zero. Thus, we define a matching that does not rely on any morphism. Let $B(M, M\Lambda) : B(M\Lambda) \to B(M)$ be the function which sends each $M_t\Lambda$ to $M_t$ for all $t$ such that $M_t\Lambda \neq 0$.

Then, we define the induced matching $B(I) \to B(M)$ given by the triangle starting at $I$ to be the composition 
\[ B(I) \xrightarrow{\Theta^{-1}(q_{\phi})} B(\text{im}(\phi)) \xrightarrow{\Theta(i_{\phi})} B(M\Lambda) \xrightarrow{B(M, M\Lambda)} B(M). \]

In [BL13], this final step is unnecessary, as $B(M, M\Lambda)$ is a bijection of barcodes that preserves $W$. Note that while strictly speaking an induced matching depends on the enumerations for $B(I)$ and $B(M)$, different choices will produce matchings which agree at the level of isomorphism classes of indecomposables.

4. Restriction and Inflation

In this section we discuss restricting and inflating the module category for $A(P)$. We first make a preliminary observation. It is easy to see that for every $m \in \mathbb{R}$ and for every $n$, there is a one-to-one correspondence between the sets 
\[ \{(P_n, \{a_i\}, b) : (\{a_i\}, b) \text{ are weights for } P_n \} \xrightarrow{T_m} \{(X, b) : X \subseteq \mathbb{R}, |X| = n, \min(X) = m\} \]

Specifically, $T_m$ sends the tuple 
\[ (P_n, \{a_i\}, b) \xrightarrow{T_m} (\{m, m + a_1, m + a_1 + a_2, ... m + \sum_{i=1}^{n-1} a_i\}, b) \]

Clearly, this assignment is invertible. That is to say, once a left endpoint is fixed, the triple $(P_n, \{a_i\}, b)$ conveys the same information as the set $\{m + \sum_{i=1}^{k} a_i\}$ plus the choice of $b$. This is useful, as we may assume that our poset is given by the order type of the finite subset $X = \{x_1 < x_2 < ... < x_n\}$ with weights given by $a_i = x_{i+1} - x_i$ for $i \leq n - 1$ and $b$. Of course, the latter has a physical interpretation in context of the real line. In what follows, the points in $X$ will include the jump discontinuities of the Vietoris-Rips complex of a data set. When a generalized persistence module comes from the Vietoris-Rips complex of a data set and $X$ is a superset of the jump discontinuities of the complex, we will say that $T_m^{-1}(X)$ is the natural choice of weights on the corresponding $P_n$, for $n = |X|$. When this is the case, we will write $P_X$ for $P_n$ (with this choice of weights).

**Definition 15.** Let $P$ be any poset, and let $X \subseteq P$. Suppose $I$ is a generalized persistence module for $P$ with values in the category $D$. Let $I^X$ be defined by the formulæ;

- $I^X(x) = I(x) \in D$, for all $x \in X$, and
\[ I^X(x_1 \leq x_2) = I(x_1 \leq x_2) \in \text{Hom}_D(I(x_1), I(x_2)) \text{ for all } x_1 \leq x_2, x_1, x_2 \in X. \]

Then \( I^X \) is a generalized persistence module for \( X \) (with restricted ordering) with values in the category \( D \). Moreover, it is clear that by restricting morphisms between generalized persistence modules in the obvious way we obtain a functor from \( D^P \to D^X \). Of particular interest will be the case when \( P = \mathbb{R} \), and \( X \subseteq P \) is a finite subset. When this is the case, we write \( \delta^X \) for the functor

\[ \delta^X : D^\mathbb{R} \to D^X. \]

We now discuss from inflating from \( A(P_X)\text{-mod} \) to \( A(P_Y)\text{-mod} \), when \( X, Y \) are finite subsets of \( \mathbb{R} \) with \( X \subseteq Y \). First, we work with translations.

**Definition 16.** Let \( X, Y \) be finite subsets of \( \mathbb{R} \), with \( X \subseteq Y \). Let \( \Lambda \in \mathcal{T}(P_X) \). Let \( \bar{\Lambda} \) be given by

\[ \bar{\Lambda}(y) = \begin{cases} \max \{ y, \max \{ \Lambda x : x \in X, x \leq y \} \}, & \text{if there exists } x \in X, x \leq y \\ y, & \text{otherwise.} \end{cases} \]

Of course there is an assignment \( \Lambda \to \bar{\Lambda} \) on \( \mathcal{T}(P) \) for every \( X, Y \) with \( X \subseteq Y \). When the context is clear, we supress the arguments \( X, Y \). The following lemma shows that \( \bar{\Lambda} \) is a translation on \( P_Y \) of the same height as \( \Lambda \).

**Lemma 17.** Let \( X, Y \) be finite subsets of \( \mathbb{R} \), with \( X \subseteq Y \). If \( \Lambda \in \mathcal{T}(P_X) \), then \( \bar{\Lambda} \in \mathcal{T}(P_Y) \) and \( h(\bar{\Lambda}) = h(\Lambda) \). Moreover, \( \bar{\Lambda}|_X = \Lambda \).

**Proof.** First, by inspection, for all \( y \in Y, \bar{\Lambda}y \geq y \). It is also easy to see that \( \bar{\Lambda} \) restricts to \( \Lambda \) on \( X \) as a function. Since its height is attained on \( X \), \( h(\bar{\Lambda}) = h(\Lambda) \). Now, let \( t_1, t_2 \in Y \), with \( t_1 \leq t_2 \). We must show that \( \bar{\Lambda}t_1 \leq \bar{\Lambda}t_2 \). Note that

\[ \max \{ \Lambda x : x \in X, x \leq y \} = \Lambda x_y, \text{ where } x_y = \max \{ x \in X, x \leq y \}. \]

When they exist, let \( x_1, x_2 \) be maximal elements of \( X \) less than or equal to \( t_1, t_2 \) respectively. First, suppose \( t_1 \in X, t_2 \notin X \). Then,

\[ t_1 \leq x_2, \text{ so } \bar{\Lambda}t_1 = \Lambda t_1 \leq \Lambda x_2 = \bar{\Lambda}t_2. \]

On the other hand, say \( t_1 \notin X, t_2 \in X \). If \( \bar{\Lambda}t_1 = t_1 \), then \( \bar{\Lambda}t_1 = t_1 \leq t_2 \leq \Lambda t_2 = \bar{\Lambda}t_2 \). Otherwise, \( \bar{\Lambda}t_1 = \Lambda x_1 \). Then, \( x_1 \leq t_1 \leq t_2 \), so \( \Lambda x_1 \leq \Lambda t_2 \) and \( \bar{\Lambda}t_1 = \Lambda x_1 \leq \Lambda t_2 = \bar{\Lambda}t_2 \). The remaining cases are handled similarly. \( \square \)

We now include the category \( A(P_X)\text{-mod} \) inside \( A(P_Y)\text{-mod} \) when \( X \subseteq Y \) and \( X, Y \) are finite subsets of \( \mathbb{R} \).

**Definition 18.** Let \( X, Y \) be finite subsets of \( \mathbb{R} \), with \( X \subseteq Y \). Let \( I \in A(P_X)\text{-mod} \). Define \( j(X, Y)I \) by the formulae;

\[
j(X, Y)I(y) = \begin{cases} I(xy), x_y \text{ maximal in } X, x_y \leq y, & \text{or} \\ 0, & \text{if no such } x_y \text{ exists.} \end{cases}
\]

\[
j(X, Y)I(y_1 \leq y_2) = \begin{cases} I(x_1 \leq x_2), \text{ where } x_i \text{ is maximal in } X, x_i \leq y_i, & \text{or} \\ 0, & \text{if either of the above do not exist.} \end{cases}
\]

It is clear that Equations (1), (2) define a module for the algebra \( A(P_Y) \). Note that if \( I \) is a convex module for \( P_X \), \( I \sim [a, b] \), then \( j(X, Y)I \sim [a, b_y] \), where \( b_y \) is maximal in \( Y \cap [b, b^{+1}] \), where \( b^{+1} \) is the successor of \( b \) in \( X \). That is to say, the right endpoint of the support of \( I \) may move to the right. We now discuss how morphisms in \( A(P_X)\text{-mod} \) can be extended to the image of \( j(X, Y) \).
Definition 19. Let $X, Y$ be finite subsets of $\mathbb{R}$, with $X \subseteq Y$. Let $I, M$ be modules for $A(P_X)$, and let $\alpha \in \text{Hom}(I, M)$. Let $j(X, Y)\alpha$ be defined by the formula

$$j(X, Y)\alpha(y) = \begin{cases} \alpha(x_y), \text{ where } x_y \text{ is maximal with } x_y \in X, x_y \leq y, \\ \text{the zero homomorphism, if no such element exists.} \end{cases}$$

Then, $j(X, Y)\alpha$ defines an $A(P_Y)$-module homomorphism from $j(X, Y)I$ to $j(X, Y)M$. The proof follows from the commutativity of the diagrams below.

$$\begin{array}{cccc}
I(x_1) & \xrightarrow{\alpha(x_1)} & M(x_1) & \\
I(x_1 \leq x_2) \downarrow & & \downarrow M(x_1 \leq x_2) & \\
I(x_2) & \xrightarrow{\alpha(x_2)} & M(x_2) & \\
\end{array}$$

$$\begin{array}{cccc}
j(I(y_1)) & \xrightarrow{j(\alpha(y_1))} & j(M(y_1)) & \\
\downarrow j(I(y_1 \leq y_2)) & & \downarrow j(M(y_1 \leq y_2)) & \\
j(I(y_2)) & \xrightarrow{j(\alpha(y_2))} & j(M(y_2)) & \\
\end{array}$$

We are now ready to compare different one-dimensional persistence modules. Let $D_1, D_2, \ldots, D_n$ be finite data sets in some metric space. Let $L_i$ be the set of jump discontinuities of the Vietoris-Rips complex of $D_i$, and let $L = L_1 \cup L_2 \cup \ldots \cup L_n$. Let $\Delta(D_1, D_2, \ldots, D_n)$ be the collection of all finite supersets of $L$. Clearly $L$ is a directed set under the partial ordering given by containment. Note that for all $i$ the one-dimensional persistence modules coming from the data set $D_i$ admits the structure of an $A(P_X)$-module for any $X$ in $\Delta(D_1, D_2, \ldots, D_n)$. Thus, we may compare discretized persistence modules which are a priori modules for different poset algebras. Since clearly any finite set of one-dimensional persistence modules can be compared in this way, from this point forward we write $\Delta(D)$ for $\Delta(D_1, D_2, \ldots, D_n)$.

Proposition 20. Let $I$ be a one-dimensional persistence module that comes from data. Say $D_1, \ldots, D_n$ are such that the jump discontinuities of the Vietoris-Rips complex of $I$ are contained in the corresponding set $L$. Let $X, Y \in \Delta(D)$, with $X \subseteq Y$. Then, $j(X, Y)$ is a fully-faithful functor from $A(P_X)$-mod to its image in $A(P_Y)$-mod. Moreover, $j(X, Y)$ commutes with $\delta^X, \delta^Y$ in the sense that $(j(X, Y) \circ \delta^X)I = \delta^Y I$.

Proof. One easily checks that $j(X, Y)(\beta \circ \alpha) = j(X, Y)\beta \circ j(X, Y)\alpha$. Now say $X, Y \in \Delta(D)$, where $I$ is as above. We will show the commutativity of the triangle below.

$$\begin{array}{ccc}
\delta^X & \xrightarrow{j(X, Y)} & \delta^Y \\
I \downarrow & & \downarrow j(X, Y) & \\
\delta^X I \xrightarrow{j(X, Y)} \delta^Y I & & \\
\end{array}$$

First, say $I$ is convex, with $I \sim [t, T)$. Let $y \in Y \cap [t, T)$. Then, since $t \in X \cap Y$, there exists $x \in X$ with $x \leq y$. Since $I$ is convex, it is enough to show that $j(X, Y)\delta^X I(y) = \delta^Y I(y) = K$. As $y \in [t, T)$, $t \leq x \leq y \leq T$, so $j(X, Y)\delta^X I(y) = \delta^X I(x_y) = I(x_y) = K$. Similarly, $\delta^Y I(y) = I(y) = K$ as required, so the result holds for $I$ convex. The general case follows since all the above functors distribute through direct sums. $J(X, Y)$ is fully faithful by the characterization of homomorphisms between convex modules and since $j(X, Y)$ is one-to-one on isomorphism classes of objects. \hfill \Box

Moreover, the following lemma shows that $j(X, Y)$ is compatible with the assignment $\Lambda \to \tilde{\Lambda}$ (for $X, Y$).

Lemma 21. Let $X, Y$ be finite subsets of $\mathbb{R}$, with $X \subseteq Y$. Let $\Lambda \in T(P_X)$, and let $I, M$ be $A(P_X)$-modules. Suppose $\alpha \in \text{Hom}(I, M)$. Then,
(i.) \( j(X,Y)(I\Lambda) = (j(X,Y)I)\tilde{\Lambda}, \) and
(ii.) \( j(X,Y)(\alpha \Lambda) = (j(X,Y)\alpha)\tilde{\Lambda}. \)

**Proof.** Let \( y \in Y, z_{y} the maximal element of X such that \( z_{y} \leq y. \)
Then \( (j(X,Y)I)\tilde{\Lambda}(y) = (j(X,Y)I)(\Lambda(z_{y})) = (I\Lambda)(z_{y}) = j(X,Y)(I\Lambda)(y). \) Similarly, \( j(X,Y)\alpha \tilde{\Lambda}(y) = j(X,Y)\alpha \Lambda(z_{y}) = \alpha \Lambda(z_{y}) = (\alpha \Lambda)(z_{y}) = j(X,Y)(\alpha \Lambda)(y). \)

The results in this section are used in the next section where we prove our algebraic stability theorems.

5. **The Shift Isometry Theorem**

In this section we show that an interleaving need not produce an induced matching of the same height. Since the existence of such a matching is the key step in the proof of an isometry theorem, this provides an obstruction to proving an isometry theorem for \( A(P_{n})\)-mod. We then prove a (shifted) isometry theorem by enlarging the category \( A(P_{n})\)-mod. We begin with an example illustrating the failure of the "matching theorem." For a lengthier discussion, see Subsection 7.

**Example 3.** Let \( P = P_{6} = \{x_{1}, \ldots, x_{6}\} \) with weights \( a_{1}, a_{3}, a_{4} = 1 \) and \( a_{2}, a_{5} = 2 \). Let \( \Lambda = \Lambda_{2} \) and consider the convex modules with supports depicted below.

```
x_{6}  x_{5}  x_{4}  x_{3}  x_{2}  x_{1}

A   \Lambda   \Lambda^{2}   \text{im}(\phi)   \text{im}(\psi)

A   \Lambda   \Lambda   \Lambda   \Lambda   \Lambda

\phi = \Phi_{A,DA} \text{ and } \psi = \Phi_{D,AA}. \) It is immediate that \( \phi, \psi \) correspond to a \( (\Lambda_{2}, \Lambda_{2}) \)-interleaving. However, the induced matching pairs \( A \uparrow C \) which are not \( (\Lambda_{2}, \Lambda_{2}) \)-interleaved as \( \Phi_{C,AA} = 0. \) Thus, the induced matching corresponding to \( \psi \) does generate a matching of the correct height. We can cause both induced matchings to fail by taking \( I = A \oplus (C \oplus D) \) and \( M = (C \oplus D) \oplus A \) to be \( (\Lambda_{2}, \Lambda_{2}) \)-interleaved by morphisms \( \phi' = \phi \oplus \psi \) and \( \psi' = \psi \oplus \phi. \)

It is important to note that this does not say that the interleaving distance between \( A, C \oplus D \) is not the bottleneck distance. In fact, they are the same. This simply says that the only known algorithm for producing a matching with the same height as the interleaving fails in this situation.

We now work towards the proof of the shift isometry theorem. First we show that we enlarge the category, the functor \( j \) is a contraction.

**Proposition 22.** For \( X, Y \) finite subsets of \( \mathbb{R}, X \subseteq Y, \) the functor \( j(X,Y) \) is a contraction from \( A(P_{X})\)-mod equipped with \( D^{X} \) to its image in \( A(P_{Y})\)-mod equipped with \( D^{Y}. \)
Proof. Let $I, M \in A(P_X)$-mod. Suppose $I, M$ are $(\Lambda_\epsilon, \Lambda_\epsilon)$-interleaved in $P_X$. It suffices to show that $j(X,Y)I$ and $j(X,Y)M$ are $(\Gamma,\Gamma)$-interleaved in $P_Y$ with $h(\Gamma) \leq \epsilon$. By Lemma 21, $j = j(X,Y)$ gives the following progression of diagrams.

$$
\begin{array}{cccccc}
I & \xrightarrow{\Phi_{I,I\Lambda}} & I\Lambda^2 & \xrightarrow{j(X,Y)I} & (j(X,Y)I)(\Lambda)^2 \\
\downarrow{\psi} & & \downarrow{j} & & \downarrow{(j(X,Y)I)(\psi)} \\
M\Lambda & \xrightarrow{\phi} & \Lambda & \xrightarrow{\psi} & (j(X,Y)M)\Lambda \\
\end{array}
$$

The result is now obtained by letting $\Gamma = \bar{\Lambda}_\epsilon$ and noting that $h(\Lambda) = \epsilon$ by Lemma 17.

We will now construct a particular refinement of $X$. This will give rise to the appropriate enlarged module category. Let $X \subseteq \mathbb{R}$ be finite. Let $Y = X \cup \{x - \epsilon : x \in X, \epsilon \in N_1\}$ where $N_1$ denotes the set of all distances between points in $X$. Order the finite set $Y = \{y_1 > y_2 > \ldots > y_n\}$ by greatest to least on the real number line.

Let $Z_1 = Y \cup \{z_{y_1} - \epsilon : \text{for all } \epsilon \in N_1, \text{ with } z_{y_1} \text{ maximal in } Y \text{ such that } z_{y_1} < y_1\}$.

Next, let $Z_2 = Z_1 \cup \{z_{y_2} - \epsilon : \text{for all } \epsilon \in N_1, \text{ with } z_{y_2} \text{ maximal in } Z_1 \text{ such that } z_{y_2} < y_2\}$.

For the $i$-th step in the process, let $Z_{i+1} = Z_i \cup \{z_{y_{i+1}} - \epsilon : \text{for all } \epsilon \in N_1, \text{ with } z_{y_{i+1}} \text{ maximal in } Z_i \text{ such that } z_{y_{i+1}} < y_{i+1}\}$.

Since $Y$ is finite, the process terminates after $n$ steps. Let $Sh(X)$ be the set $Z_n$. We will call $Sh(X)$ the shift refinement of the set $X$.

Lemma 23. Let $X$ be a finite subset of $\mathbb{R}$. For $q \in Sh(X)$, let $q^{+1}, q^{-1}$ denote subsequent and previous elements in $Sh(X)$ respectively, where applicable. Then, $Sh(X)$ has the property that for every $x \in X$ and $\epsilon \in N_1, (x - \epsilon)^{-1} - \epsilon \in Sh(X)$. Equivalently, for every $q \in Y$ and $\epsilon \in N_1, q^{-1} - \epsilon$ is in $Sh(X)$.

Proof. Let $q \in Y$, $\epsilon \in N_1$. For any $1 \leq i \leq n$ and $k \geq i - 1$, by construction the maximal element of $Z_k$ strictly less than $y_i$ is in fact precisely $y_i^{-1} \in Sh(X)$. Hence, $q = y_i$ for some $1 \leq i \leq n$, and so $q^{-1} - \epsilon \in Sh(X)$.

We are now ready to prove Theorem 1.

Proof of Theorem 1. Let $X \subseteq \mathbb{R}$ be finite and $Sh(X)$ be its shift refinement. Let $C$ be the subcategory given by $im(j(X,Sh(X)))$. First, by Proposition 22 the functor $j = j(X,Sh(X))$ is a contraction from

$$(A(P_X)\text{-mod}, D^X) \to (C, D^{Sh(X)}).$$

Thus, it suffices to show that the identity is an isometry from

$$(C, D^{Sh(X)}) \to (C, D_B^{Sh(X)}).$$

Let $I, M \in im(j(X,Sh(X)))$. Since an $\epsilon$-matching immediately produces a diagonal interleaving of the same height, $D \leq D_B$. To show the other inequality, we will prove that for any $(\Lambda, \Lambda)$-interleaving $\phi, \psi$, the induced matching of the triangle beginning at $I$ is a $h(\Lambda)$-matching. The proof of this inequality will consist of the following three parts.

1. If $W(I_\delta) > h(\Lambda)$, then $I_\delta$ is matched.
2. If $W(M_\delta) > h(\Lambda)$, then $M_\delta$ is matched.
(3) If $I_s$ and $M_t$ are matched with each other (independent of their $W$ values), then there is a $(\Lambda, \Lambda)$-interleaving between $I_s$ and $M_t$.

The proof of (1), (2) proceed as in Theorem 2 [MM17] with an additional consideration. Specifically, in the present situation it is possible for non-isomorphic convex modules in $B(I)$ to be matched with isomorphic convex modules in $B(I^{-\Lambda^2})$. Thus, we will choose a particular enumeration of each multiset $I_{[x,-]}^{-\Lambda^2}$ of $\Sigma_{[x,-]}$ (see Subsection 3.5). If $\sigma_1^{-\Lambda^2} \equiv \sigma_2^{-\Lambda^2}$ in $I_{[x,-]}^{-\Lambda^2}$, then we set $\sigma_1^{-\Lambda^2} < \sigma_2^{-\Lambda^2}$ if $\sigma_1 < \sigma_2$ in $I_{[x,-]}$. This was not a concern in [MM17], since for the democratic choice of weights $\sigma_1 \equiv \sigma_2$ if and only if $\sigma_1^{-\Lambda^2} \equiv \sigma_2^{-\Lambda^2}$. In our present situation, the above choice of enumeration ensures commutativity of the appropriate triangle for (1). The proof of (2) is similar. Note that the arguments for (1), (2) do not require any special properties of the poset $P_{Sh(X)}$.

We will now prove (3). We show that if $I_s$ and $M_t$ are matched by the induce matching, then they are $(\Lambda, \Lambda)$-interleaved. Let $I_s \sim [u,U], I_s\Lambda_t \sim [w,W], M_t \sim [z,Z]$, and $M_t\Lambda_t \sim [v,V]$.

If $W(I), W(M) \leq \epsilon$, then $I$ and $M$ are immediately $(\Lambda, \Lambda_t)$-interleaved by $\phi, \psi = 0$. Assume that $W(I) > \epsilon$ or $W(M) > \epsilon$. Then, $s \in S'$ or $t \in T'$ using the notation in Theorem 2 [MM17]. We will show that the following morphisms constitute a $(\Lambda, \Lambda_t)$-interleaving of $I_s$ and $M_t$. Let $\phi' = \Phi_{I_s,M_t\Lambda}$ by the linearization of $\chi([u,V])$, and similarly $\psi' = \Phi_{M_t,I_s\Lambda}$. Proceeding as in [MM17] we will show that $w \leq z \leq W \leq Z$ whenever $s \in S'$ or $t \in T'$. It is enough to show that the following four statements hold.

(i.) If $t \in T'$, then $w \leq z$.
(ii.) If $s \in S'$, then $z \leq W$ and $W \leq Z$.
(iii.) If $s \in S'$ and $t \not\in T'$, then $w \leq z$.
(iv.) If $s \not\in S'$ and $t \in T'$, then $z \leq W$ and $W \leq Z$.

We now prove (i.) through (iv.). First, if $t \in T'$, we may define $v_0$ to be the lower endpoint of $M_t^{+\Lambda^2}$. I.e., $v_0$ is minimal such that $\Lambda v_0 \geq \Lambda^2 z$. As $\Lambda(\Lambda z) \geq \Lambda^2 z$, by minimality $v_0 \leq \Lambda z$. Furthermore, $w$ is minimal such that $\Lambda w \geq u$. Now, as $u \leq v_0$ (by properties of induced matchings) and $v_0 \leq \Lambda z$ (by above), $u \leq \Lambda z$ and so minimality of $w$ guarantees that $w \leq z$. This proves (i.).

For (ii.), note that by hypothesis $v$ is minimal such that $\Lambda v \geq z$. Therefore $v \leq u$, and so $\Lambda v \leq \Lambda u$. Combining these inequalities, $z \leq \Lambda u$. Then, $s \in S'$ guarantees that $\Lambda^2 u \leq U$. As $W$ is maximal such that $\Lambda W \leq U$, we get that $\Lambda u \leq W$. Combining this with the above inequality, it follows that $z \leq W$. To prove the second inequality in (ii.), we first claim that $W = \Lambda U_0$, where $U_0$ is the maximal element such that $\Lambda^2 (U_0) \leq U$. Once this is established, we have that $\Lambda V \leq Z$ and $U_0 \leq V$, so by the properties of induced matchings, we obtain $W = \Lambda U_0 \leq \Lambda V \leq Z$.

Thus, let us verify that $W = \Lambda U_0$. By definition, $\Lambda X_0 \leq W$. To show the opposite inequality we will first show that $W \in \text{Im} \Lambda$. Since $[u,U] \in \text{im}(j(X, Sh(X)))$, it is immediate that $U^{+1} \in X$, and so $U^{+1} - \epsilon \in Y$. Also $W = (U^{+1} - \epsilon)^{-1}$, since the distance from $U^{+1} - \epsilon$ to $U^{+1}$ is precisely $\epsilon$, $W \leq (U^{+1} - \epsilon)^{-1}$. Furthermore, maximality of $W$ ensures that $\Lambda W^{+1} > U$, so $W^{+1} \geq U^{+1} - \epsilon$, so $W \geq (U^{+1} - \epsilon)^{-1}$. This verifies that $W$ is precisely $(U^{+1} - \epsilon)^{-1}$. Then, by Lemma 23, $W - \epsilon \in Sh(X)$.

As $\Lambda(W - \epsilon) = W$, we have that $W$ is in the image of $\Lambda$. Hence, as $\Lambda^2(W - \epsilon) = \Lambda W \leq U$, it must be that $U_0 = W - \epsilon$, and so $\Lambda U_0 \geq W$. Combining inequalities, $W = \Lambda U_0$, and so we have proved the desired statement. This proves (ii.).

We will now prove (iii.). First, $I_s\Lambda_t = [w,W]$, where $w = u - \epsilon$, and so $\Lambda w = u$. Since $s \in S'$ we know $\Lambda^2 u \leq U$, and so $\Lambda(\Lambda^2 u) \leq u$. By the maximality of $W$ under the condition $\Lambda W \leq U$, we have that $\Lambda^2 w \leq W$. Finally, using (ii.) and the fact that $t \not\in T'$ guarantees that $\Lambda^2 z \geq Z$, we have that $\Lambda^2 w \leq W \leq Z < \Lambda^2 z$, so by monotonicity $w < z$. This proves (iii.).
For (iv.), one can check that $\Lambda W \leq U < \Lambda^2 u \leq \Lambda^2 v_0 = \Lambda^3 z \leq \Lambda Z$, so by monotonicity $W < Z$.

Thus, we have shown that $\psi' = \Phi_{M,I,\Lambda} \neq 0$. To finish, by Corollary 25 in the next section, $\phi', \psi'$ comprise a $(\Lambda_\psi, \Lambda_\phi)$-interleaving between $I_x$ and $M_\delta$, completing the proof of (3). This finishes the proof of Theorem 1. Note that the requirement that we work in $Sh(X)$ only appears in the latter half of (ii.) and in (iii.).

\hfill \Box

6. Interleaving Distance as a Limit

We will now use the results from the last section to recover the classical interleaving distance as a limit.

Lemma 24. Let $I, M$ be convex modules for $A(P_X)$ (with its natural metric $d$) and say $I \sim [u,U]$ and $M \sim [z,Z]$. Then,

$$D(I, M) \leq \min \{ \max \{ W(I), W(M) \}, \max \{ d(u, z), d(U^{+1}, Z^{+1}) \} \}.$$ 

Proof. Let $\gamma$ denote the quantity on the right hand side above. If $\gamma = \max \{ W(I), W(M) \}$, the result is obvious, since $\phi, \psi = 0$ constitute a $(\Lambda_\gamma, \Lambda_\gamma)$-interleaving between $I$ and $M$.

On the other hand, suppose $\gamma < \max \{ W(I), W(M) \}$. Let $\Lambda = \Lambda_\delta$ and let $\phi = \Phi_{I,MA}$ and $\psi = \Phi_{M,IA}$. Let $IA \sim [w,W]$ and $MA \sim [v,V]$. By choice of $\gamma$, it is immediate that $v \leq u$ and $V \leq U$. We will show that $u \leq V$. Similarly, we know that $u \leq w$ and $W \leq Z$ both hold, and will show that $z \leq W$. We will then establish the commutativity of both interleaving triangles.

By assumption, at least one of $I, M$ has width strictly larger than $\gamma$. Suppose that $W(I) > \delta$. First, we’ll show $u \leq V$, which means that $\Phi_{I,MA}$ is non-zero. Since $d(Z^{+1}, U^{+1}) \leq \gamma$ and $W(I) > \gamma$, it must be that $\Lambda^2 u < U^{+1}$, and so $d(\Lambda u, U^{+1}) > \gamma$. This says that $\Lambda u < Z^{+1}$, i.e., $\Lambda u \leq Z$. By maximality of $V$, $u \leq V$. Hence, $\phi = \Phi_{I,MA}$, the linearization of $\chi([u,V])$ is not identically zero.

We next show that $\Phi_{M,IA}$ is non-zero. If $W(M) > \gamma$, we are done by symmetry. Thus, assume $W(M) \leq \gamma$, and $W(I) > \gamma$. Since $d(u, z) \leq \delta$ we have that $z \leq \Lambda u$. As $W(I) > \delta$, it must be that $\Lambda^2 u \leq U$, so by maximality of $W$, $\Lambda u \leq W$. Hence, combining inequalities we have $z \leq W$, and so $\psi = \Phi_{M,IA} \neq 0$.

Thus we have shown that when $\gamma < \max \{ W(I), W(M) \}$, $\phi, \psi$ are both non-zero. It remains to show that $\phi, \psi$ give commutative interleaving triangles.

Suppose that $W(I) > \gamma$. To show that the triangle beginning with $I$ commutes we need only show that $\psi \Lambda \circ \phi \neq 0$. By inspection, $(\psi \Lambda \circ \phi)(u) \neq 0$ as required.

By symmetry, if $W(M) > \gamma$, we are done. Thus, we need only show the commutativity of the other triangle when $W(M) \leq \gamma$. However, since $\Hom(M, M \Lambda^2) = 0, \phi \Lambda \circ \psi = 0$ as required.

Hence, $\phi, \psi$ are a $(\Lambda_\gamma, \Lambda_\gamma)$-interleaving between $I$ and $M$, so $D(I, M) \leq \gamma$. \hfill \Box

Corollary 25. Let $\Lambda$ be a maximal translation of height $h(\Lambda)$. Let $I, M$ be convex modules for $A(P_X)$. Say $I \sim [u,U]$ and $M \sim [z,Z]$. If $\Phi_{I,MA}$ and $\Phi_{M,IA}$ are both non-zero, then $I, M$ are $(\Lambda, \Lambda)$-interleaved.

Proof. Let $\Phi_{I,MA}$ and $\Phi_{M,IA}$ are both non-zero only if $h(\Lambda) \geq \max \{ d(u, z), d(U^{+1}, Z^{+1}) \} \geq \gamma$. By Lemma 24, $\gamma \geq D(I, M)$, hence $I, M$ are $(\Lambda_\gamma, \Lambda_\gamma)$-interleaved, and so they are also $(\Lambda, \Lambda)$-interleaved as $h(\Lambda) \geq \gamma$. \hfill \Box

The next Proposition also follows from Lemma 24.

Proposition 26. Let $X \subseteq \mathbb{R}$ be finite, $I, M$ be indecomposables in $A(P_X)$-mod with $I \sim [u,U], M \sim [z,Z]$. Then,

$$D(I, M) = \min \{ \max \{ W(I), W(M) \}, \max \{ d(u, z), d(U^{+1}, Z^{+1}) \} \}.$$
Proof. By Lemma 24, we need only show that \( D(I, M) \geq \gamma \). Let \( \epsilon = D(I, M) \) and let \( \Lambda = \Lambda_\epsilon \). If \( \phi, \psi = 0 \) is a \((\Lambda, \Lambda)\)-interleaving between \( I \) and \( M \) it must be that \( h(\Lambda) \geq \max\{W(I), W(M)\} \), and so \( D(I, M) \geq \gamma \).

Otherwise, it must be that, without loss of generality, \( \Phi_{I,M} \neq 0 \). Hence, to have a commutative triangle beginning at \( I \), it must be that \( \phi, \psi \) are both non-zero. But, \( \text{Hom}(I, M \Lambda) \) and \( \text{Hom}(M, I \Lambda) \) are both non-zero only if \( h(\Lambda) \geq \max\{d(u, z), d(U^+1, Z^+1)\} \), and so \( D(I, M) \geq \gamma \).

We now connect our work to persistent homology. Again, let \( D_1, D_2, ..., D_n \) be finite data sets in some metric space, and let \( L \subseteq \mathbb{R} \) be the corresponding union of the jump discontinuities of their Vietoris-Rips complexes. Let \( X \in \Delta(D) \), and let \( D^X \) denote the corresponding interleaving metric and on the category \( A(P_X) \)-mod. Similarly, let \( W_X \) denote the width of a convex \( A(P_X) \)-module. We now work towards the proof of Theorem 2, showing that the classical interleaving distance can be recovered as the limit over the directed set \( \Delta(X) \). If \( I \) is a one-dimensional persistence module coming from data, we say that \( I \) has endpoints in \( L \) if the jump discontinuities of the Vietoris-Rips complex of \( I \) are contained in \( L \).

**Lemma 27.** Let \( \sigma \) be any convex one-dimensional persistence module (for \( \mathbb{R} \)) whose endpoints are contained in \( L \), say \( \sigma \sim [r, R] \). Then,

\[
\lim_{X \in \Delta(D_1, D_2)} (W^X(\delta^X \sigma)) = W(\sigma) = \frac{R-r}{2}.
\]

**Proof.** Let \( \epsilon > 0 \in \mathbb{R} \). Let \( Y = Y(\epsilon) \) be any element of \( \Delta(D) \) such that

(i.) the \( \max(Y) > \max(L) \), and

(ii.) the difference between consecutive elements of \( Y \cap [m, M + \epsilon] \) is less than \( \frac{1}{2} \epsilon \).

Note that any superset of \( Y \) necessarily satisfies (i.), (ii.) as well. Let \( X' \in \Delta(D) \) with \( X' > Y \). Then,

\[
W^{X'}(\delta^{X'} \sigma) = \min\{\max\{x-r, R-x\} : x \in X' \cap [r, R]\}.
\]

Since \( \frac{R-r}{2} \) must be within \( \frac{1}{2} \epsilon \) of some \( x \), clearly

\[
|W^{X'}(\delta^{X'} \sigma) - W(\sigma)| < \epsilon \text{ as required.}
\]

We point out that condition (i.) above removes the consideration of the weight "b" from the discussion. Next we will show that if \( \sigma, \tau \) are convex one-dimensional persistence modules (for \( \mathbb{R} \)) then their interleaving distance can be recovered as a discrete limit as well. This establishes Theorem 2 for convex modules.

**Lemma 28.** Let \( \sigma, \tau \) be any convex one-dimensional persistence modules whose endpoints are contained in \( L \). Say \( \sigma \sim [r, R], \tau \sim [s, S] \). Then,

\[
\lim_{X \in \Delta(D)} (D^X(\delta^X \sigma, \delta^X \tau)) = D(\sigma, \tau).
\]

**Proof.** Proceeding as in the proof of Lemma 28, let \( \epsilon \) be positive and set \( Y = Y(\epsilon) \in \Delta(D) \). Let \( X' \in \Delta(D) \) with \( X' > Y \). Then, by Proposition 26,

\[
D^{X'}(\delta^{X'} \sigma, \delta^{X'} \tau) = \min\left\{ \max\{W^{X'}(\delta^{X'} \sigma), W^{X'}(\delta^{X'} \tau)\}, \max\{|r-s|, |R-S|\} \right\}.
\]

Clearly, this is within \( \epsilon \) of

\[
D(\sigma, \tau) = \min\left\{ \max\{W(\sigma), W(\tau)\}, \max\{|r-s|, |R-S|\} \right\},
\]
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by Lemma 27. The result follows.

Now that we have established Lemmas 27, 28, we are ready to prove Theorem 2.

Proof. Let $I, M$ be one-dimensional persistence modules whose endpoints lie in $L$. Let $\gamma > 0$, and let $\epsilon$ be such that

$$\epsilon - \frac{1}{2}\gamma < D(I, M) \leq \epsilon$$

Let $Y \in \Delta(D)$ be such that

(i.) $\max(Y) > \max(L)$, and
(ii.) $y_{i+1} - y_i < \frac{1}{8}\gamma$, for $y_i \in Y \cap [m, M + \frac{1}{4}\delta]$

Let $X' \in \Delta(D)$, with $X' \supseteq Y$. We will show that

$$D(I, M) - \delta < D^{X'}(\delta^{X'} I, \delta^{X'} M) \leq D(I, M) \leq D(I, M) + \gamma$$

First, let $\delta^{X'} \sigma \in B(\delta^{X'} I) \cup B(\delta^{X'} M)$, and say $W^{X'}(\delta^{X'} \sigma) > \epsilon + \frac{1}{2}\gamma$. Since $\epsilon \geq D(I, M)$, there exists a $(\Lambda_\epsilon, \Lambda_\epsilon)$-interleaving between $I$ and $M$. But then, by the isometry theorem of Bauer and Lesnick ([BL13]), there is an $\epsilon$-matching between $B(I)$ and $B(M)$. But then, we have that

$$W(\sigma) + \frac{1}{2}\gamma > W^{X'}(\delta^{X'} \sigma) > \epsilon + \frac{1}{2}\gamma, \text{ so } W(\sigma) > \epsilon.$$ 

Therefore $\sigma$ is matched with some $\tau$ in the opposite barcode. So by hypothesis,

$$D(\sigma, \tau) = \min\left\{ \max\{W(\sigma), W(\tau)\}, \max\{|r - s|, |r - s|\} \right\}$$

where $\sigma \sim [r, R)$ and $\tau \sim [s, S)$.

But,

$$\max\{W^{X'}(\delta^{X'} \sigma), W^{X'}(\delta^{X'} \tau)\} \leq \max\{W(\sigma) + \frac{1}{2}\gamma, W(\tau) + \frac{1}{2}\gamma\} = \max\{W(\sigma), W(\tau)\} + \frac{1}{2}\gamma.$$

Therefore,

$$D^{X'}(\delta^{X'} \sigma, \delta^{X'} \tau) \leq D(\sigma, \tau) + \frac{1}{4}\gamma \leq \epsilon + \frac{1}{2}\gamma < D(I, M) + \gamma.$$

So, the assignment $\delta^{X'} \sigma \uparrow \delta^{X'} \tau \iff \sigma \uparrow \tau$ defines a diagonal interleaving (a matching) between $\delta^{X'} I$ and $\delta^{X'} M$ of height $\epsilon + \frac{1}{2}\gamma$. Thus, $D^{X'}(\delta^{X'} I, \delta^{X'} M) \leq D(I, M) + \gamma$ as required.

Now, if $D^{X'}(\delta^{X'} I, \delta^{X'} M) \geq D(I, M) - \gamma$ we are done. Thus for a contradiction suppose that $D^{X'}(\delta^{X'} I, \delta^{X'} M) < D(I, M) - \gamma$. Then, there exists a weight $\epsilon$ for $X'$ with $\epsilon < D(I, M) - \gamma$ and there exists a $(\Lambda_{\epsilon}, \Lambda_{\epsilon})$-interleaving between $\delta^{X'} I$ and $\delta^{X'} M$, where $\Lambda_{\epsilon} X'$ is the maximal translation of height $\epsilon$ for $P_X$. Then, by Theorem 1 there is an $\epsilon$-matching between $B(j(X', Z)\delta^{X'} I)$ and $B(j(X', Z)\delta^{X'} M)$ for $Z = Sh(X')$. By Proposition 20,

$$j(X', Z)\delta^{X'} I = \delta^{Z} I \text{ and } j(X', Z)\delta^{X'} M = \delta^{Z} M.$$ 

Thus, there is an $\epsilon$-matching between $B(\delta^{Z} I)$ and $B(\delta^{Z} M)$. Now, say $W(\sigma) > \epsilon + \frac{1}{2}\gamma$. Then,

$$W^{Z}(\delta^{Z} \sigma) \geq W(\sigma) > \epsilon + \frac{1}{2}\gamma > \epsilon.$$ 

Therefore, $\sigma^{Z} \uparrow \tau^{Z}$ for some element $\delta^{Z} \tau$ of the opposite barcode, with

$$D^{Z}(\sigma^{Z}, \tau^{Z}) \leq \epsilon < D(I, M) - \gamma.$$
Therefore, define the matching \( \sigma \downarrow \tau \iff (\sigma') \downarrow (\tau') \). But then,

\[
D(\sigma, \tau) \leq D(\sigma', \tau') + \frac{1}{2} \gamma \leq \epsilon + \frac{1}{2} \gamma < D(I, M) - \frac{1}{2} \gamma.
\]

This matching shows that

\[
D(I, M) \leq \epsilon + \frac{1}{2} \gamma < D(I, M) - \frac{1}{2} \gamma.
\]

As this is clearly a contradiction, so it must be the case that \( D(X', I) \geq D(I, M) - \gamma \) as required. The result is proven. \( \square \)

7. Regularity

As we have seen, the poset \( P_n \) with arbitrary choice of weights has the property that an interleaving between two modules need not produce an induced matching of barcodes of the same height (see Example 3). While this does not necessarily mean that the isometry theorem is false in this context, it is clearly an obstruction to its proof. In this section, we show that when we identify \((P_n, \{a_i\}, b)\) with \( P_X, X \subseteq \mathbb{R} \), unless \( X \) satisfies certain regularity conditions there will always exist interleavings whose induced matchings do not have the same height. One would not expect such regularity for a poset \( P_X \) which comes from real world data.

In what follows, it is convenient to work with maximal translations. We will define what it means for a poset to be regular after examining some conditions on maximal translations.

Let \( x_i < x_l \) in \( X \), and let \( \Lambda = \Lambda(x_i-x_l) \). Suppose that

(a) \( x_{i+1} < \Lambda(x_{i+1}) \),
(b) \( \Lambda(x_{i+1}) < \Lambda^2(x_{i+1}) \), and
(c) \( \Lambda(x_{i-1}) > x_{i-1} \).

Then, one can produce an interleaving whose induced matching has strictly larger height. If \( X \) is identically the set of jump discontinuities of a data set, one would expect the existence of some \( x_i < x_l \) satisfying the above.

On the other hand, if \( X \) avoids conditions (a) or (b) for all \( x_i < x_l \) we say that \( X \) will be regular. Property (c) is a purely technical condition that will not be commented on further. Roughly speaking, a regular set has a periodicity associated both with its elements and the spaces between its elements. We now define regularity. After the definition, we connect regularity to the absence of a maximal translation of the form above.

**Definition 29.** Let \( X \) be a finite subset of \( \mathbb{R} \), and let \( x_i \in X = \{ x_1 < x_2 < ... < x_n \} \). Then, \( X \) is regular at \( x_i \) if for all \( x_l > x_i \), either

(i.) \( x_{l+2} - x_l > x_{i+1} - x_l \), or
(ii.) \( x_{l+2} - x_l \leq x_{i+1} - x_l \), and \( x_{k+1} > x_{l+t} + x_l - x_l \), where \( t \) be maximal such that \( x_{l+t} - x_l \leq x_{i+1} - x_l \), and \( \Lambda(x_{i-x_l})(x_{l+1}) = x_k \).

We say that the set \( X \) is regular if \( X \) is regular at every \( x_i \in X \).

We now explain regularity at \( x_i \). Let \( \epsilon = x_l - x_i \) and \( \Lambda = \Lambda_\epsilon \), and note that \( \Lambda(x_i) = x_i \) and \( \Lambda(x_{l+1}) = x_k \). In addition, by the choice of \( t \) it is always the case that \( \Lambda(x_{i+1}) = x_{l+t} \). Clearly, if \( x_i \) is regular and \( x_i < x_l \), exactly one of (i), (ii) hold.

First, if (i.) holds at \( x_i \) the spacing of points in the poset \( X \) is uniform in the sense that the length of the edge from \( x_l \) to \( x_{i+1} \) is surpassed by the sum of the two consecutive edges \( x_l \) to \( x_{l+2} \). In terms of the translation \( \Lambda \), property (i.) says that \( 0 \leq t < 2 \) or \( \Lambda(x_{i+1}) \leq x_{l+1} \). This is the negation of (a) above. On the other hand, if (ii.) holds at \( x_i \), the “hole” in \( X \) given by the edge from \( x_l \) to \( x_{l+1} \) is periodic. Specifically, there are no vertices in \( X \) contained in the real interval \((x_{l+1} + \epsilon, x_{l+2} + \epsilon]\)
(see the figure below). In terms of the translation $\Lambda$, property (ii.) corresponds to the statement that $\Lambda(x_{l+1}) = \Lambda(x_{l+t})$. Of course, this is the negation of (b) above.

![Diagram](image)

Of course, if $X$ is regular, it is regular at every $x_i$. Of particular interest is the case in which $x_{i+1} - x_i$ is large. Then, for all $x_l$ with $x_i < x_l$ where (i.) is satisfied, the sum of the two edges after $x_l$ must be long. Thus, since $x_{i+1} - x_i$ is large, the distances $x_{l+2} - x_{l+1}, x_{l+1} - x_l$ taken together must also be large. Alternatively, if (ii.) is satisfied then a hole close to the size of $x_{i+1} - x_i$ must be repeated at a distance of exactly $\epsilon$ away from $x_{l+1}$. Since the distance $x_{i+1} - x_i$ is large, this says that large holes must be repeated regularly. We emphasize that the above statements must hold for all $x_i \in X$ if $X$ is regular. Alternatively, if $X$ fails to be regular (with an addition technical condition), then there always exist interleavings whose corresponding induced matchings have strictly larger heights.

**Proposition 30.** If $X$ is not regular at some $x_i < x_l$ where $x_{i-1}$ is not fixed by $\Lambda(x_l - x_i)$, then there exists an interleaving whose induced matching has strictly larger height (see Example 3).

**Proof.** By the above remarks, let $x_i < x_l$ be such that the translation $\Lambda = \Lambda(x_l - x_i)$ has the properties $x_{l+1} < \Lambda(x_{i+1}), \Lambda(x_{l+1}) < \Lambda(x_{l+t})$ and $x_{i-1}$ is not fixed by $\Lambda$. Let $\epsilon = x_l - x_i$, and let $\Lambda = \Lambda_{\epsilon}$. Consider the following convex modules, $A \sim [x_i, \Lambda(x_{i+1})], C \sim [x_i, x_l]$ and $D \sim [x_l, x_{l+t'}], x_i$, where $1 < l' < t$ is maximal such that $\Lambda(x_{l+t'}) = \Lambda(x_{l+1})$. Note that the vertex $x_{l+t'}$ is also the upper endpoint of $AA$.

We then define the $(\Lambda_{\epsilon}, \Lambda_{\epsilon})$-interleaving between $A$ and $C \oplus D$ by the diagonal morphisms $\phi = \Phi_{A,D_{\Lambda}}, \psi = \Phi_{D,A_{\Lambda}}$. One easily checks that this is indeed an interleaving. However, the induced matching corresponding to the triangle beginning at $\phi$ matches $A$ with $C$. Clearly $A$ and $C$ are not $(\Lambda, \Lambda)$-interleaved, as $W(A) > \epsilon$ but $\Phi_{C,A_{\Lambda}} = 0$. Proceeding as in Example 3 by setting $I = A \oplus (C \oplus D), M = (C \oplus D) \oplus A$ with $\phi' = \phi \oplus \phi$ and $\psi' = \psi \oplus \phi$ we produce an interleaving where both induced matchings have strictly larger height. \(\square\)
This analysis shows that proof of the “matching theorem” is likely to fail for the poset $P_X$. Therefore, it is necessity (at this point) to enlarge the category to obtain an isometry on $A(P_X)$-mod in the sense of Theorem 1.
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