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Diver target automatic detection is indispensable for underwater defense systems, such as the unmanned harbor surveillance system. It is a very challenging task due to various poses and intensity features of diver target. In addition, the background noise in sonar images is complex, which also makes the task more difficult. In this paper, we propose a diver detection method based on saliency detection for sonar images. On the basis of studying the characteristics of diver sonar images, we first decompose the original sonar image and perform median filtering on it, which can significantly improve the quality of the sonar image saliency map. We employ saliency detection technique based on frequency analysis to segment the acoustic highlight region from its surroundings. This segmentation region roughly locates the diver target and generates a region of interest (ROI). We then extract the acoustic shadow region in ROI, which contributes to furtherly improve the localization accuracy. Finally, we merge the segmented highlight region and the extracted acoustic shadow region and compute the minimum outer rectangle of the merged region. Experimental results validate that the proposed method can well detect and locate the diver target, and it can also satisfy the demands of real-time application, and there is almost no false alarm in this method.

1. Introduction

With the characteristics of small size, high maneuverability, and difficult to detect, diver attack is a common means used by terrorist organization to attack navy vessels base, offshore platform, civil harbor, and so on [1, 2]. Therefore, many countries and organizations have made great efforts for diver detection. Compared with the visible light camera, the imaging sonar has the advantages of reliable imaging in low visibility and turbid underwater environment and is widely used for underwater target detection, recognition, and tracking [3–6]. Dual-frequency identification sonar (DIDSON) can obtain near-video-quality dynamic images and narrow the gap between the existing imaging sonar and the optical systems [7].

Traditionally, the analysis of sonar images is carried out by skilled human operators, which is a boring and heavy task for humans. Thus, automatic detection for sonar targets is very necessary for underwater defense systems, such as the unmanned harbor surveillance system. As shown in Figure 1, because of complex underwater environment and multipath effect of underwater acoustic propagation, sonar images have the characteristics of low SNR, low contrast, and dynamic background. In addition, unlike rigid targets, the pose and movement direction of the diver target are variable, which results in various shapes and intensity features of the diver target in sonar image sequences. Therefore, it is a very challenging task to detect a diver in a sonar image with low SNR, especially how to achieve low false alarm rate and high detection accuracy. The sonar images of divers with various shapes and intensity features are shown in Figure 1.

In the past 20 years, various methods of moving object detection have been reported, such as difference-based [8, 9], model-based [10, 11], template-based [12, 13], and neural network-based [14, 15] methods. Difference-based methods, such as frame difference and background difference, are widely used for moving target detection, but they are greatly affected by the dynamic background and the velocity of target to be detected. Model-based methods are computationally intensive, such as Markov random field (MRF), which cannot meet the requirement of real-time applications. Template matching method has a good effect on rigid
Object detection, such as mine and UUV, but it is difficult to adapt to diver detection as diver is a deformable object and the pose and motion direction of a diver are various in sonar image sequences. Neural network-based methods have achieved excellent performance in object detection [16], such as fast RCNN, YOLO, SSD, and so on. However, because of the high cost of collecting sonar images of divers, the positive training samples are very limited. The dataset is too small to adequately train a deep network.

As shown in Figure 1, one sonar image with a diver object is usually composed of acoustic shadow region, acoustic highlight region, and background region. The intensity level of the acoustic shadow region is close to that of dark background, and the intensity level of the highlight region is close to that of bright background. For such reason, it is very difficult to segment the target by using traditional threshold methods. On the other hand, it is notable that the shape of the acoustic shadow region is similar to that of the target and always located above the highlight region. In addition, the highlight region is more salient than the background region in a sonar image. Based on the psychological studies, human perception system is more sensitive to the salient objects. The saliency detection technique has been widely used in image segmentation, object recognition, and image retrieval [17–19].

In this paper, inspired by the advantages of the saliency detection technology, we propose a diver target detection and localization method based on saliency. Specifically, as shown in Figure 2, after decomposing and filtering the input

Figure 1: Sonar images of divers with various shapes and intensity features.
sonar image first, we then conduct saliency detection on the image by amplitude spectrum filtering, which can help segment the acoustic highlight region from its surroundings, and roughly locate the diver target. According to the spatial relations between the highlight region and the shadow region, we generate a region of interest (ROI) which contains only the acoustic shadow region and part of background. It can reduce the interference of dark background efficiently. Then, we extract the acoustic shadow region by integrating median filter, contrast enhancement, edged detection, and morphological operator in ROI. All operations contribute to further improve the localization accuracy of the diver target. Finally, we merge the segmented acoustic highlight region and the extracted shadow region and compute the minimum outer rectangle of the merged region. Experimental results validate that the proposed method can well detect and locate the diver target with diverse postures and motion directions in sonar images.

This work aims at recognizing objects from sonar images for real application; thus, robustness and running time are the two most considered properties of our method. The biggest contribution of our work is that after studying the characteristics of the target in a sonar image, we proposed this pipeline for the first time to solve diver target detection and localization problem, and it showed outstanding robustness and efficiency, which is qualified for real-time and real-scene application. The technical contributions of our algorithm are three folds: (1) based on studying the characteristics of targets in the sonar image, the preprocessing method of the original sonar image is designed, which effectively improves the performance of the saliency map; (2) we adopt saliency detection techniques based on frequency analysis to make the gray scale of the highlight region far higher than that of other regions in the saliency map; (3) the proposed method integrates saliency detection, threshold segmentation, morphological operation, and intersection calculation, which can effectively locate the diver target and meet the demands of real-time application, and there is almost no false alarm.

### 2. Proposed Method

The proposed method is described in detail as follows.

#### 2.1. Saliency-Based Highlight Region Extraction and ROI Generation

In general, salient regions in an image are distinctive and nonrepeated regions, and nonsalient regions are homogeneous and repeated regions. It is a simple and efficient approach to detect salient objects in image frequency domain. In frequency domain, the Fourier spectrum of an image consists of an amplitude spectrum and phasespectrum. In the amplitude spectrum, distinct spikes at low-frequency band correspond to nonsalient regions, and its amplitude is much higher than that of high-frequency band. Therefore, a proper low-pass Gaussian filter is adopted to perform the
convolution with the image amplitude spectrum, which can smooth spikes, suppress nonsaliency regions, and highlight the salient regions. The saliency map is obtained by inverse Fourier transform using the smoothed amplitude spectrum and the original phase spectrum. Inspired by literature [20–22], the saliency map \( S(x, y) \) is defined as

\[
S(x, y) = g \ast \left[ F^{-1} [ A_s(u, v) \cdot (\cos(P_s(u, v)) + i \cdot \sin(P_s(u, v)))] \right]^2,
\]

where \( g \) is a Gaussian filter to smooth the saliency map for better visual effects, \( F^{-1} \) denotes inverse Fourier transform, and \( i \) is the imaginary function.

\( A_s(u, v) \) denotes the smoothed amplitude spectrum of an input image \( I_m(x, y) \) and is defined as

\[
A_s(u, v) = \exp \left( h \ast \log \left[ F(I_m(x, y)) \right] \right),
\]

where \( h \) is a low-pass Gaussian filter used to smooth spikes in the amplitude spectrum, the logarithm function is used to enhance the amplitude spectrum, \( F \) denotes Fourier transform, and \( \exp \) is an exponential function.

\( P_s(u, v) \) denotes the phase spectrum of an input image \( I_m(x, y) \) and is defined as

\[
P_s(u, v) = \angle \left[ F(I_m(x, y)) \right].
\]

For the diver sonar image, more than one saliency region appears in the saliency map. So, we must identify the one corresponding to the acoustic highlight region. The highlight region is located below the acoustic shadow region, and its gray scale is higher than that of other regions. We first segment the saliency map according to gray threshold and obtain the candidate region sets \( R_c \):

\[
R_c = \{ (x, y) \mid (x, y) \in S(x, y), \ \text{th}_{\min} \leq g(x, y) \leq \text{th}_{\max} \},
\]

where \( g(x, y) \) is the gray value of a point in the saliency map and \( \text{th}_{\min} \) and \( \text{th}_{\max} \) are the minimum and maximum threshold, respectively.

Then, we extract the region set \( R_{ca} \) from \( R_c \) according to the area parameter:

\[
R_{ca} = \{ R \mid R \in (R_c \cap R_s), \ \text{area}_R \geq T_A \},
\]

where \( \text{area}_R \) is the area of each region in the intersection of \( R_c \) and \( R_s \), \( T_A \) is a threshold, and \( R_s \) is the visible sector region in the sonar image after performing morphological erosion operation, as shown in Figure 3(b).

At last, we calculate the central coordinates of each region in \( R_{ca} \) and determine the region with the largest row coordinates in \( R_{ca} \) as the acoustic highlight region \( R_h \):

\[
R_h = \{ R \mid R \in R_{ca}, \ \text{row}_R = \max(\text{row}[R]) \},
\]

where \( \text{row}[R] \) is an array of central row coordinates of each region in \( R_{ca} \) and \( \text{row}_R \) is the central row coordinates of a region in \( R_{ca} \).

As shown in Figure 3(a), more than one saliency region appears in the saliency map, such as the highlight region, acoustic shadow region, and interference region. The gray scale of highlight regions is far higher than that of other regions in the saliency map. Thus, to segment the highlight region, we can use \( \text{th}_{\min} \) and \( \text{th}_{\max} \) to segment the saliency map and obtain the candidate regions \( R_c \). As shown in Figure 3(b), to improve the robustness of the proposed method, we set a wider threshold range. We redefine \( \text{th}_{\min} \) as 110 and \( \text{th}_{\max} \) as 255 to ensure that highlight regions in various situations can be all extracted. Although it may simultaneously cause the issue that more interference regions are also included, such as water depth signs at the boundary of the visible sector region in a sonar image, we can use further processing to remove them. To eliminate the interference region, we segment the visible sector region in the sonar image and perform morphological erosion operation to get a reduced sector region \( R_s \). Then, we calculate the intersection of \( R_c \) and \( R_s \), which makes the area of interference regions far smaller than that of the highlight region. Thus, we can use the area parameter to eliminate the interference regions, and we redefine \( T_A \) as 600, which can adapt to different input images. As shown in Figures 3(c)–3(e), after extracting the highlight region by using the row coordinate parameter, we can generate a rectangle region above it as ROI, which mainly contains the acoustic shadow region and bright background.
2.2. Image Preprocessing for Improving Saliency Map.

Because of the diver sonar image with low contrast and complex background, the saliency map calculated directly from the original image by equations (1)–(3) is not good enough. We decompose the original sonar image into three channels and perform median filter on the channel $I_d(x, y)$ with the highest contrast. We take the preprocessed image $I_m(x, y)$ as the input of equations (1)–(3):

$$I_m(x, y) = \text{median}(I_d(x, y)).$$

Figure 4 shows the comparison results using different preprocessing methods for improving saliency map, such as gray image transformation, image decomposing, and median filtering. The first row shows the results using different preprocessing methods. The second row shows the corresponding saliency map. Obviously, the saliency map of column (c) has not only high contrast but also less interference, which is the best.

2.3. Edge Detection of Acoustic Shadow Region.

It is difficult to identify whether it is a diver only by the shape of the highlight region. To further improve the detection accuracy of the diver target, we extract the edges of acoustic shadow regions in ROI. As shown in Figure 5(a), we first perform median filtering and contrast stretching on the inverse image of $I_m(x, y)$ to obtain the preprocessed image $I_{pre}(x, y)$:

$$I_{pre}(x, y) = a \cdot \text{median}([\text{inverse}(I_m(x, y))] + b.$$  

Then, we extract the candidate edges $R_{ec}$ of the acoustic shadow region in ROI by "canny" operator, as shown in Figure 5(b):

$$R_{ec} = \{\text{canny}(I_{pre}(x, y)) \cap \text{ROI}\}.$$  

At last, we eliminate the interference region by the area parameter and "opening" operator to obtain the edges $R_e$ of the acoustic shadow region, as shown in Figure 5(c):
\( R \in \mathbb{R} \), area \( R \geq \text{TB} \), (10)

\( R_c = (R_e \ominus B) \oplus B \), (11)

where \( \text{TB} \) is an area threshold, \( \ominus \) is the erosion operator, \( \oplus \) is the dilation operator, and \( B \) is a structure element.

The proposed method is summarized in Algorithm 1.

**Algorithm 1:** Saliency-based diver detection and localization method.

| Type | Reference | Description | Sample size |
|------|-----------|-------------|-------------|
| I    | Figures 1(a) and 1(b) | Diver with different posture in the image is relatively clear. | 54          |
| II   | Figures 1(c) and 1(d) | Diver with different motion direction in the image is not clear enough. | 33          |
| III  | Figure 1(e) | There is only highlight region, and the highlight region is blurred. | 23          |
| IV   | Figure 1(f) | There is only background, no target. | 28          |

### 3. Experimental Results and Discussion

In this section, to evaluate the performance and robustness of the proposed method, we conduct experiments of diver detection with various postures and motion directions in sonar images. The images used for the experiments are collected by imaging sonar in real underwater environment, which can be divided into four categories. The reference, sample size, and image description are shown in Table 1. The experiments are implemented on an Intel Core i5-4210U, 1.7 GHz laptop.

#### 3.1. Experiment of Comparing Detection and Localization Accuracy

To evaluate the detection and localization accuracy of the proposed method, we compare our approach with some classical moving object detection methods, such as background difference based on Kalman filtering (BDKF) and frame difference (FD). We have also compared our method with random forest (RF). Representative results are shown in Figure 6. To compare the localization accuracy, we have labeled the target in different input sonar images with bounding box. The ground truth is indicated by yellow bounding box, and the detected region is indicated by red bounding box. We have calculated intersection over union (IoU) of the ground truth and detected region by using the following equation:

\[
\text{IoU} = \frac{|A \cap B|}{|A \cup B|},
\]

![Figure 5: Edge extraction processes of the acoustic shadow region in ROI. (a) The preprocessed image. (b) The candidate edges. (c) The edges of the acoustic shadow region. (d) The merged region. (e) The minimum outer rectangle of the merged region.](image-url)
Figure 6: Comparison results of different methods.
where $A$ is the area of ground truth and $B$ is the area of the detected region. The boxplot of several methods is shown in Figure 7. The mean value of the IoU index of the proposed method is 0.73, which is much bigger than its counterparts. The highest localization accuracy is reached by the proposed method.

As shown in Figure 6, the FD method can detect most of the diver targets in sonar images of type I and II. However, its localization accuracy is very low, especially for diver sonar images of type II. On the other hand, the FD method detects some false targets, especially for type III and IV. The false alarm rate of this method is very high. All the results demonstrate that the FD method is too sensitive to the dynamic background.

The BDKF method can update background dynamically by Kalman filter, which can achieve a higher detection rate than the FD method. However, except the real target, some false objects are also detected, such as rocks and bubbles. There are both the real target and false objects in the detected target regions. The target location accuracy is not high enough, and the false alarm rate is high, especially for type IV. It is prone to be disturbed by different scene switching.

The RF method needs training before target classification. We select 165 images as the training set, including 40 images of type I, type II, and type III, respectively, and 45 images of type IV, and still use the 138 sample images as the testing set. The number of classification trees is set to 100. The RF method achieves higher classification accuracy. All sample images in type I and type IV are classified correctly. Some of the sample images in type II are classified incorrectly, which are classified as type III or type IV. Most of the sample images in type III are also classified correctly, except a few which are classified as type II. Representative images wrongly classified are shown in rows 3 and 5 of Figure 6. Besides, the RF method cannot locate the target in sonar images.

The proposed method can not only correctly detect the diver target with diverse postures and motion directions in sonar images but can also precisely locate the target. It is remarkable that the proposed method has almost no false alarms and is not interfered by dynamic background and different scene switching. The comparative data of different methods are shown in Table 2.

### 3.2. Experiments on Robustness and Efficiency Evaluation of the Proposed Method

To validate the robustness of the proposed method, we conduct a series of experiments on different types of data.

We first discuss the effect of different parameter settings on the final performance. As shown in Figure 8, when $\text{th}_{\text{min}}$ is set between 110 and 120, $\text{th}_{\text{max}}$ is set to 255, which can adapt to different input images. As shown in the first row and third row, when $\text{th}_{\text{min}}$ is set below 110, the segmented interference regions of the input image are too large to be completely eliminated, which results in the decrease of localization accuracy and, more importantly, the increase of false alarm rate. As shown in the second row, when $\text{th}_{\text{max}}$ is set above 120, some blurry targets in the sonar image cannot be detected. As shown in the fifth row, when $\text{th}_{\text{min}}$ is set to 110 and $T_A$ above 700, some targets cannot be detected. As shown in the last row, when $T_B$ is set above 110, the segmented edges of the acoustic shadow region are incomplete. Parameter settings are in Table 3.

For all of the following experiments, each parameter is a fixed value shown in Table 3. The corresponding experimental results are as follows.

For sonar images of type I, there are various postures of the diver during swimming and the acoustic highlight region and shadow region of the diver are relatively salient, but submerged in bright and dark background. With the proposed method, all divers in 54 sonar images of type I can be correctly detected and achieve very high detection accuracy. Representative results are given in Figure 9. The experimental results validate the robustness of the proposed method for diver detection with various postures.

For sonar images of type II, the motion directions of the diver are diverse during swimming and the acoustic highlight region of the diver is relatively salient in the whole sonar image, but the gray gradient of the acoustic shadow region is not big enough. With the proposed method, all divers in 33 sonar images of type II can be effectively detected and achieve higher detection accuracy. As shown in Figure 10, the gray scale of the highlight region is far higher than that of other regions in the saliency map, which makes it easy to segment. Because of the low edge gradient, the edges of the acoustic shadow region extracted even in ROI are not complete enough, but the location of the acoustic shadow region is relatively accurate. The experimental results validate the robustness of the proposed method for diver detection with various motion directions.

For sonar images of type III, there is only the highlight region with various poses and motion directions. Specifically, the highlight region is blurring in the whole sonar image. With the proposed method, 19 divers in 23 sonar

![Figure 7: Comparison results of localization accuracy of different methods.](image-url)

| Method    | FD | BDKF | RF | Proposed |
|-----------|----|------|----|----------|
| Detection rate (%) | 79.1 | 88.1 | 83.6 | 96.4 |
| False alarm rate (%) | 39.2 | 21.4 | 0 | 0 |

Table 2: Detection rate and false alarm rate using different methods.
images of type III can be exactly detected and 4 divers cannot be detected due to their blurring highlight region. As shown in the first 5 columns of Figure 11, the highlight region in the saliency map is very obvious. As shown in the last two columns of Figure 11, the target is blurry because it is almost

**Figure 8**: Results of the effects of different parameter settings on the final performance.

**Table 3**: Parameters setting.

| Parameter | Value |
|-----------|-------|
| \( \theta_{\text{min}} \) | 110   |
| \( \theta_{\text{max}} \) | 255   |
| \( T_A \) | 600   |
| \( T_B \) | 100   |
Figure 9: Experimental results of diver detection for type I. (a) The original images. (b) The saliency map, in which, the highlight region is detected automatically and marked in red. (c) The edges of the acoustic shadow region to be extracted in ROI, marked in red colour. (d) The final results of diver detection with diverse postures.

Figure 10: Continued.
Figure 10: Experimental results of diver detection for type II. (a) The original images. (b) The saliency map, in which, the highlight region is detected automatically and marked in red colour. (c) The edges of the acoustic shadow region to be extracted in ROI, marked in red colour. (d) The final results of diver detection with various motion directions.

Figure 11: Continued.
beyond the scope of sonar scanning. The highlight region cannot be segmented with the same parameter setting because the gray scale of the highlight region in the saliency map is lower than that of the adjacent region.

For sonar images of type IV, there is no diver target in the sonar image, which can verify whether the proposed method is disturbed by background. Using the proposed method, there is no target detected in 28 sonar images of type IV. As shown in Figure 12, there is no salient target in the saliency map. Therefore, there are almost no false alarms. The experimental results validate that the proposed method is robust for complex background.

The detection rate and mean detection time are as shown in Table 4.

As shown in Table 4, we perform the proposed method on 138 diver sonar images, the detection rate achieves 96.4%,
false alarm rate is close to 0, and the average detection time is 0.021 second per frame. Experimental results show that the proposed method achieves good performance and can meet the requirements of real-time applications. This is mainly due to the following advantages of the proposed method:

1. We first perform decomposition and median filtering on the original sonar image before conducting saliency detection based on frequency analysis, which can significantly improve the quality of the saliency map.

2. We adopt saliency detection techniques based on frequency analysis, which makes the gray scale of saliency regions far higher than that of other regions in the saliency map. We integrate threshold segmentation, morphological operation, and intersection calculation, which makes the area of interference regions far smaller than that of the highlight region. Thus, we can easily segment the highlight region from the whole sonar image, and the proposed method is robust for diver targets with diverse poses and motion directions in sonar images.

3. We generate a ROI above the highlight region and extract the edges of the acoustic shadow region in ROI. It can reduce the interference from background and improve the localization accuracy of the diver target.

### 4. Conclusions

In this paper, we propose a diver detection method based on the saliency of sonar images. On the basis of studying the characteristics of diver sonar images, we employ saliency detection techniques based on frequency analysis to segment the acoustic highlight region from its surroundings, which can adapt to diverse postures and motion directions of the diver target in sonar images. We find that decomposition and median filtering on the original sonar image before conducting saliency detection can significantly improve the effect of the saliency map. Extracting the acoustic shadow region in generated ROI can reduce the interference of background and improve the localization accuracy. The experimental results show that the method can effectively detect the diver target with diverse postures and motion directions in sonar images and can meet real-time application requirement.
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