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Abstract. We study a dual version of online edge coloring, where the goal is to color as many edges as possible using only a given number, \( k \), of available colors. All of our results are with regard to competitive analysis. For paths, we consider \( k = 2 \), and for trees, we consider any \( k \geq 2 \). We prove that a natural greedy algorithm called First-Fit is optimal among deterministic algorithms on paths as well as trees. This is the first time that an optimal algorithm for online dual edge coloring has been identified for a class of graphs. For paths, we give a randomized algorithm, which is optimal and better than the best possible deterministic algorithm. Again, it is the first time that this has been done for a class of graphs. For trees, we also show that even randomized algorithms cannot be much better than First-Fit.

1 Introduction

In the classical edge coloring problem, the edges of a graph must be colored using as few colors as possible, under the constraint that no two adjacent edges receive the same color. There is a dual version of the problem where a fixed number, \( k \), of colors is given and the goal is to color as many edges as possible, using at most \( k \) colors. Sometimes the classical problem is called the minimization version and the dual problem is called the maximization version of the problem.

In this paper, we study the online version of the maximization problem. In the online version, the edges of the graph arrive one by one, each specified by its endpoints. Immediately upon receiving an edge, the algorithm must either color the edge with one of the \( k \) colors or reject the edge. The decision of which of the \( k \) colors to use or to reject the edge is irrevocable. We call this problem \textsc{Edge-}k\textsc{-Coloring}. For any class, \textsc{Class}, of graphs, we let \textsc{Edge-}k\textsc{-Coloring(Class)} denote the problem of \textsc{Edge-}k\textsc{-Coloring} restricted to graphs of class \textsc{Class}. For instance, \textsc{Edge-}2\textsc{-Coloring(Path)} is the online problem of coloring as many edges as possible in a path using only two colors.

Quality measure. We measure the quality of an online algorithm, \( A \), for \textsc{Edge-}k\textsc{-Coloring} using the standard notion of competitive ratio \([10,14]\). The competitive ratio compares the performance of \( A \) to that of an optimal offline algorithm,
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OPT. We denote by $A(\sigma)$ the number of edges colored by $A$ when given a sequence, $\sigma$, of edges. Similarly, OPT($\sigma$) is the number of edges in $\sigma$ colored by OPT. The algorithm $A$ is said to be $C$-competitive if there exists a constant $b$ such that $A(\sigma) \geq C \cdot \text{OPT}(\sigma) - b$ for any input sequence $\sigma$. The competitive ratio, $C_A(k)$, of $A$ is the supremum over all $C$ for which $A$ is $C$-competitive. The competitive ratio of $A$ for $\text{EDGE}-k$-$\text{COLORING}($CLASS$)$ is denoted by $C_A^{\text{CLASS}}(k)$.

Note that by this definition, $0 \leq C_A(k) \leq 1$. In particular, upper bounds on the competitive ratio are negative results and lower bounds are positive results.

If the inequality above holds even when $b = 0$, we say that $A$ is strictly $C$-competitive. This gives rise to the notion of strict competitive ratio. The results in this paper are strongest possible in the sense that all positive results hold for the strict competitive ratio and all negative results hold for the competitive ratio.

For randomized algorithms, a similar definition of competitive ratio is used but $A(\sigma)$ is replaced by the expected value $E[A(\sigma)]$.

Notation and terminology. We label the $k$ colors $1, 2, \ldots, k$. For $1 \leq i \leq j \leq k$, define $C_{i,j} = \{i, i+1, \ldots, j\}$. At any fixed point in the processing of the input sequence, we denote by $C_v$ the set of colors used at edges incident to the vertex $v$. A color $i \in C_{1,k}$ is said to be available at $v$ if $i \notin C_v$. Two colorings of a graph are said to be equivalent if one can be obtained from the other by renaming the colors.

If $v$ is a vertex in the input graph, we denote by $d(v)$ the number of edges incident to $v$. An isolated edge $e = (v, u)$ is an edge such that $d(v) = d(u) = 1$ at the time where $e$ is revealed. For any $m$, we let $(e_1, e_2, \ldots, e_m)$ denote a path with $m$ edges and label the edges such that, for $2 \leq i \leq m - 1$, $e_i$ is adjacent to $e_{i-1}$ and $e_{i+1}$. A star with $m$ edges is the complete bipartite graph $K_{1,m}$.

Algorithms. An algorithm is called fair if it never rejects an edge unless all of the $k$ colors have already been used on adjacent edges. In [7], the following two fair and deterministic algorithms were studied:

First-Fit (FF) uses the lowest available color when coloring an edge. It can be viewed as the natural greedy strategy.

Next-Fit (NF) remembers the last used color $c_{\text{last}}$. When coloring an edge, it uses the first available color in the ordered sequence $(c_{\text{last}} + 1, \ldots, k, 1, \ldots, c_{\text{last}})$. For the very first edge, it uses the color 1.

For the $\text{EDGE}-2$-$\text{COLORING}($PATH$)$ problem, we introduce a new family of randomized algorithms: For $\frac{1}{3} \leq p \leq 1$, Rand$_p$ is defined as follows. Whenever an isolated edge is revealed, Rand$_p$ uses the color 1 with probability $p$ and the color 2 with probability $1 - p$. All non-isolated edges are colored (with the only remaining color) if possible. Note that Rand$_1$ is identical to First-Fit.

Previous results. In [7] it is shown that any fair algorithm for $\text{EDGE}-k$-$\text{COLORING}$ has a competitive ratio of at least $2\sqrt{3} - 3 \approx 0.464$, and at most $\frac{1}{3}$ if it is deterministic. The lower bound is tight in the sense that Next-Fit has a competitive ratio of exactly $2\sqrt{3} - 3$. It remains an open problem if any algorithm has a
competitive ratio better than $2\sqrt{3} - 3$. The authors of [7] also show that no algorithm (even when allowing randomization) has a competitive ratio better than $\frac{1}{2} \approx 0.57$.

The problem $\text{EDGE}-k\text{-COLORING} (k\text{-COLORABLE})$ is also studied in [7]. When the input graph is $k$-colorable, any fair algorithm is shown to have a competitive ratio of at least $\frac{1}{2}$. Again, the lower bound is tight because $\text{Next-Fit}$ has a competitive ratio of $\frac{1}{2}$. The competitive ratio of $\text{First-Fit}$ is shown to be $\frac{k}{2k-1}$. An upper bound of $\frac{2}{3}$ is given for deterministic algorithms in this case.

We remark that all of the negative results mentioned above hold even if the input graph is bipartite. Thus, contrary to offline edge coloring, the online $\text{EDGE}-k\text{-COLORING}$ problem does not appear to be significantly easier when restricted to bipartite graphs.

It is well known that for $k = 1$ (i.e., for the matching problem), the greedy algorithm is optimal with a competitive ratio of $\frac{1}{2}$.

The relative worst order ratio [3, 4] of both the maximization and minimization version of online edge coloring is studied in [6]. For the maximization version, it is shown that $\text{First-Fit}$ and $\text{Next-Fit}$ are not (strictly) comparable. This is true even when the input is restricted to bipartite graphs. For the minimization version, $\text{First-Fit}$ is proven better than $\text{Next-Fit}$.

The minimization version of online edge coloring is studied in [1]. If an online algorithm never introduces a new color unless forced to do so, it will never use more than $2\Delta - 1$ different colors on graphs of maximum degree $\Delta$. It is shown in [1] that no (randomized) online algorithm can do better than this, even if the input graph is restricted to being a forest. On any graph, an optimal offline algorithm uses at most $\Delta + 1$ colors, and on trees, $\Delta$ colors suffice. Hence, any algorithm that introduces a new color only when necessary, has a competitive ratio of 2, and this is optimal.

The problem of online vertex coloring has received much attention, especially in the minimization version (see [11] for a survey). Edge coloring a path of $m$ edges is equivalent to vertex coloring a path of $m$ vertices. Thus, our results for $\text{EDGE}-2\text{-COLORING} (\text{PATH})$ are also valid for online dual vertex coloring of paths with 2 colors available.

A study of approximation algorithms for the offline version of $\text{EDGE}-k\text{-COLORING}$ for multigraphs was initiated in [8]. This line of work has been continued in [5, 9, 12, 13] for both simple graphs and multigraphs.

**Our contribution.** For $\text{EDGE}-2\text{-COLORING} (\text{PATH})$, we give a $\frac{1}{2}$-competitive randomized algorithm and prove that this is optimal. We also show that no deterministic algorithm can be better than $\frac{2}{3}$-competitive and observe that this upper bound is tight, since $\text{First-Fit}$ is $\frac{2}{3}$-competitive. This is the first example of a class of graphs for which a randomized algorithm for $\text{EDGE}-k\text{-COLORING}$ is proven optimal and better than any deterministic algorithm.

For $\text{EDGE}-k\text{-COLORING} (\text{TREE})$ where $k \geq 2$, we prove that $\text{First-Fit}$ is $\frac{k-1}{k}$-competitive and that no deterministic or fair algorithm can be better than this. Thus, an algorithm would have to be both randomized and unfair to achieve
a better competitive ratio than First-Fit. However, we show that even such algorithms cannot be better than $\frac{1}{k+1}$-competitive. We also show that any fair algorithm is $2 - \frac{2}{\sqrt{k} - 1}$-competitive and that the competitive ratio of Next-Fit is no better than this if $k$ is a square number. This implies that the competitive ratio of any fair algorithm goes to 1 as $k$ goes to infinity.

Path and Tree are the first examples of graph classes for which an optimal deterministic algorithm for Edge-$k$-Coloring has been identified.

2 A Charging Technique for Proving Positive Results

We will now describe a simple charging technique for proving lower bounds on the competitive ratio. The technique was first used for deterministic algorithms in [7]. For some $C$, $0 \leq C \leq 1$, our goal is to prove that a given (possibly randomized) algorithm $A$ is $C$-competitive. Assume that the edges of a graph $G = (V, E)$ have been given in some order, $\sigma$, and let $E_{\text{OPT}} \subseteq E$ be the set of edges colored in some optimal solution.

The initial value $v_i(e)$ of an edge, $e \in E$, is $v_i(e) = \Pr[e \text{ is colored by } A]$. For deterministic algorithms, $v_i(e) \in \{0, 1\}$ for all $e \in E$. Note that by linearity of expectation, we have $E[A(\sigma)] = \sum_{e \in E} v_i(e)$.

The surplus $v_+(e)$ of an edge, $e \in E$, (with respect to $C$) is

$$v_+(e) = \begin{cases} v_i(e) - C, & \text{if } e \in E_{\text{OPT}} \\ v_i(e), & \text{if } e \notin E_{\text{OPT}} \end{cases}$$

We let $E_+ \subseteq E$ and $E_- \subseteq E$ denote the sets of edges with positive and negative surplus, respectively. Clearly, $E_- \subseteq E_{\text{OPT}}$. For deterministic algorithms, $E_-$ is exactly those edges in $E_{\text{OPT}}$ that are not colored by the algorithm, and $E_+$ is the set of edges colored by the algorithm (assuming $C < 1$). The total positive surplus $\sum_{e \in E_+} v_+(e)$ will be redistributed among the edges in $E_-$ according to some strategy. This strategy is what needs to be defined when applying the technique.

The final value $v_f(e)$ of an edge $e \in E_{\text{OPT}}$ is the total value of $e$ after the redistribution of surplus. Since only surplus value is redistributed, $v_f(e) \geq C$ for all $e \in E_{\text{OPT}} \setminus E_-$. Thus, if it can be proven that $v_f(e) \geq C$ for all $e \in E_-$, then

$$E[A(\sigma)] = \sum_{e \in E} v_i(e) = \sum_{e \in E} v_f(e) \geq \sum_{e \in E_{\text{OPT}}} v_f(e) \geq C \cdot \text{OPT}(\sigma).$$

Thus, it follows that $A$ is (strictly) $C$-competitive.

3 Coloring of Paths

In this section, we study the Edge-$k$-Coloring problem when the input graph is a path. Clearly, this is only interesting if $k \leq 2$. In this paper, we consider
solely the case where $k = 2$, but we remark that one can use the same techniques to obtain tight bounds on the competitive ratio when $k = 1$. Also, the results for PATH can be extended to graphs of maximum degree 2.

For Edge-2-Coloring(PATH), our main result is a randomized algorithm with a competitive ratio of $\frac{4}{5}$ and a proof that this is optimal. Before considering randomized algorithms, we give tight lower and upper bounds on the competitive ratio of deterministic algorithms. For 2-colorable graphs, the ratios of Propositions 1 and 2 both follow from [7]. Clearly, the positive results carry over to paths, but for $k = 2$, the graphs used in [7] for the negative results are not connected. In Propositions 1 and 2, we give simple proofs that the negative results are also valid when the graph is a path.

**Proposition 1.** For Edge-2-Coloring(PATH), Next-Fit is a worst possible fair algorithm with

$$C^{\text{PATH}}_{\text{NF}}(2) = \frac{1}{2}.$$  

**Proof.** The lower bound for fair algorithms follows, since each rejected edge is adjacent to exactly two colored edges, and each colored edge is adjacent to at most two rejected edges.

For the upper bound, consider a path $(e_1, \ldots, e_{2m+1})$ with $2m + 1$ edges. The adversary first reveals the odd-numbered edges in order of increasing indices. Next-Fit will alternate between the two colors. Afterwards, the adversary reveals all the even-numbered edges. These edges must all be rejected by Next-Fit. Thus, the competitive ratio of Next-Fit is at most $\frac{m+1}{2m+1}$ which tends to $\frac{1}{2}$ as $m$ tends to infinity. $\square$

**Proposition 2.** For Edge-2-Coloring(PATH), First-Fit is an optimal deterministic algorithm with

$$C^{\text{PATH}}_{\text{FF}}(2) = \frac{2}{3}.$$  

**Proof.** Since a path is 2-colorable, the lower bound for First-Fit follows from a result in [7] stating that the competitive ratio of First-Fit is $\frac{k}{2k-1}$ for the Edge-$k$-Coloring($k$-Colorable) problem.

For the upper bound, let $D$ be a deterministic algorithm and let $n \in \mathbb{N}$. The adversary first gives $n$ disjoint paths of length two. Call these the initial paths. Let $F = \{f_1, \ldots, f_n\}$ be the set of those initial paths in which both edges have been colored by $D$ and let $U = \{u_1, \ldots, u_{n_2}\}$ be the set of those initial paths in which at least one edge has been rejected.

In each path in $F$, both colors 1 and 2 are represented. The adversary reveals an edge connecting the edge with the color 1 in the path $f_i$ to the edge with the color 2 in the path $f_{i+1}$, for $1 \leq i < n_1$. These connecting edges must be rejected by $D$ so the number of colored edges in this component is at most $2n_1$. The adversary also reveals an edge connecting $u_i$ to $u_{i+1}$, for $1 \leq i < n_2$. Even if all of these connecting edges can be colored, the number of colored edges in this component is at most $2n_2 - 1$. 


Finally, if both $F$ and $U$ are non-empty, the adversary connects the two constructed paths by a single edge which may possibly be colored. It follows that the number of colored edges can be at most $2n_1 + (2n_2 - 1) + 1 = 2n$. Since the total number of edges is $3n - 1$, we get an upper bound on the competitive ratio of $\frac{2n}{3n-1}$ which tends to $\frac{2}{3}$ as $n$ tends to infinity. \hfill \Box

Knowing that no deterministic algorithm can be better than $\frac{2}{3}$-competitive, a natural question to ask is how good a randomized algorithm can be. To this end, we analyze the family of fair, randomized algorithms, $\text{Rand}_p$, defined in the introduction.

**Theorem 1.** Let $\frac{1}{2} \leq p \leq 1$. Then,

$$C_{\text{Path}}^{\text{PATH}}(2) = \min \left\{ \frac{p^2 - p + 1}{2}, \frac{2}{3}(-p^2 + p + 1) \right\}.$$ 

**Proof.** We first show the upper bound. The adversary will reveal the edge $s$ of a path $P = \langle e_1, \ldots, e_m \rangle$ with $m$ edges. Consider the following two adversary strategies for doing so:

(i) The adversary first reveals all edges $e_i$ with $i \equiv 1 \pmod{3}$, followed by all edges $e_i$ with $i \equiv 0 \pmod{3}$. Finally, all the remaining edges are revealed.

(ii) The adversary first reveals all the odd numbered edges and thereafter all the even numbered edges.

If the adversary uses strategy (i), it chooses $m$ such that $3$ divides $m - 1$. Note that each edge $e_i$ with $i \equiv 2 \pmod{3}$ has probability $p(1 - p) + (1 - p)p$ of being colored. It follows that

$$E[\text{Rand}_p(P)] = \frac{2}{3}(m - 1) + \frac{2}{3}(m - 1)(1 - p)p + 1$$
$$= \frac{2}{3}(-p^2 + p + 1)(m - 1) + 1.$$ 

If the adversary uses strategy (ii), it makes sure that the number, $m$, of edges in $P$ is odd. Note that each even numbered edge has probability $p^2 + (1 - p)^2$ of being colored. It follows that

$$E[\text{Rand}_p(P)] = \frac{1}{2}(m - 1) + \frac{1}{2}(m - 1)(p^2 + (1 - p)^2) + 1$$
$$= (p^2 - p + 1)(m - 1) + 1.$$ 

Thus, if $\frac{2}{3}(-p^2 + p + 1) \leq p^2 - p + 1$, the adversary uses strategy (i) and otherwise it uses strategy (ii). By choosing $m$ sufficiently large, this proves the upper bound.

For the lower bound, fix $\frac{1}{2} \leq p \leq 1$. Let $P$ be a path and assume that the edges of $P$ are given to $\text{Rand}_p$ in some order. Consider an edge $e$ at the time of its arrival. If two edges adjacent to $e$ have already been revealed, we say that $e$
is a critical edge. Denote by \(E_{\text{crit}}\) the critical edges of \(P\). Note that since \(\text{Rand}_p\) is fair, it will never reject an edge which is not critical.

We will apply the charging technique described in Section \(\text{crit}\). That is, we will define a strategy for distributing the total surplus among the edges of the path and determine the largest possible \(C\) such that all edges receive a final value of at least \(C\). This will imply that \(\text{Rand}_p\) is \(C\)-competitive. Note that all non-critical edges have an initial value of 1 and, hence, a surplus of \(1 - C\). Thus, \(E_- \subseteq E_{\text{crit}}\).

Let \(e\) be a non-critical edge. Consider the largest connected component \(P_e\) induced by edges from \(E \setminus E_{\text{crit}}\) containing \(e\). Let \(e_{\text{first}}\) be the edge in \(P_e\) which was revealed first. We define \(l(e)\) to be the length of the shortest path in \(P_e\) containing \(e\) and \(e_{\text{first}}\). If \(e\) is revealed as an isolated edge, then \(l(e) = 1\). We say that \(e\) is odd if \(l(e)\) is odd and that \(e\) is even if \(l(e)\) is even.

**Fact:** If \(l(e)\) is odd, then the probability of \(e\) being colored with the color 1 is \(p\). If \(l(e)\) is even, then the probability of \(e\) being colored with the color 1 is \(1 - p\). This is easily proven by induction on \(l(e)\).

Let \(e_{\text{crit}}\) be a critical edge. Denote by \(e_l\) and \(e_r\) the two edges adjacent to \(e_{\text{crit}}\). These must both be non-critical and thus must be colored by \(\text{Rand}_p\). The edge \(e_{\text{crit}}\) will be rejected if and only if \(e_l\) and \(e_r\) are colored with different colors. Note that the random variable denoting the color received by \(e_l\) is independent of the random variable denoting the color received by \(e_r\). We now consider two cases:

**Case 1:** One of \(e_l\) and \(e_r\) is odd and the other is even. Without loss of generality, assume that \(e_l\) is odd and that \(e_r\) is even. By the fact stated above, the probability of \(e_{\text{crit}}\) being colored is \(p(1 - p) + (1 - p)p\). Since \(e_r\) is even, it must be adjacent to at least one non-critical edge \(e'_r\). We transfer a value of \(\frac{1}{2}(1 - C)\) from each of \(e_l\) and \(e'_r\) to \(e_{\text{crit}}\) and a value of \(1 - C\) from \(e_r\) to \(e_{\text{crit}}\). Transferring the entire surplus of \(1 - C\) from \(e_r\) to \(e_{\text{crit}}\) is possible, since \(e'_r\) is non-critical and therefore \(e_{\text{crit}}\) is the only critical edge adjacent to \(e_r\). Thus, the final value of \(e_{\text{crit}}\) is \(2p(1 - p) + 2(1 - C)\). Since

\[
2p(1 - p) + 2(1 - C) \geq C \Leftrightarrow \frac{2}{3}(-p^2 + p + 1) \geq C,
\]

it follows that if \(C\) is at most \(\frac{2}{3}(-p^2 + p + 1)\), then the final value of \(e_{\text{crit}}\) is at least \(C\).

**Case 2:** \(e_l\) and \(e_r\) are both odd or both even. In this case, the probability of \(e_{\text{crit}}\) being colored is \(p^2 + (1 - p)^2\). It follows that \(v_l(e_{\text{crit}}) = p^2 + (1 - p)^2\). Since \(e_l\) and \(e_r\) are non-critical, they both have a surplus of \(1 - C\). We will transfer a value of \(\frac{1}{2}(1 - C)\) from each of them to the critical edge \(e_{\text{crit}}\). Thus, the final value of \(e_{\text{crit}}\) is \(p^2 + (1 - p)^2 + (1 - C) = 2(p^2 - p + 1) - C\). Since

\[
2(p^2 - p + 1) - C \geq C \Leftrightarrow p^2 - p + 1 \geq C,
\]

it follows that if \(C\) is at most \(p^2 - p + 1\), then the final value of \(e_{\text{crit}}\) is at least \(C\).

We conclude that if \(C\) is bounded from above by both \(p^2 - p + 1\) and \(\frac{2}{3}(-p^2 + p + 1)\) then, using the strategy described above, all edges in the path receive a final value of at least \(C\). \(\square\)
Theorem 1 shows that, for \( p = \varphi / \sqrt{5} \), \( \text{Rand}_p \) has a competitive ratio of \( \frac{4}{5} \) (where \( \varphi = (1 + \sqrt{5})/2 \) is the golden ratio). We will now show that \( \frac{4}{5} \) is the best possible competitive ratio of any algorithm.

**Theorem 2.** If \( R \) is an algorithm for \( \text{Edge-2-Coloring(Path)} \), then

\[
C^\text{Path}(2) \leq \frac{4}{5}.
\]

**Proof.** We will use Yao’s minimax principle [2,15]. Let \( a = 3^b \), for some \( b \in \mathbb{N} \), and consider a path \( P = \langle e_1, e_2, \ldots, e_{a-2} \rangle \). We will describe a probability distribution \( \mathcal{P} \) over all permutations of the edges of \( P \). This will be done by describing a randomized adversary.

The edges are given in three phases. In the first two phases, isolated edges are given.

- The first (possibly empty) phase is divided into \( L \) subphases, \( 0 \leq L \leq b-1 \), where \( L \) is a random variable with \( \Pr[|L - i| = (\frac{1}{2})^{i+1}] \), for \( 0 \leq i \leq b - 2 \), and \( \Pr[L = b - 1] = (\frac{1}{2})^{b-1} \). Thus, the edges of Subphase 1 are given with probability \( \frac{1}{L} \), and after giving the edges of Subphase \( i \), the adversary adds another subphase with probability \( \frac{1}{L} \), if \( i < b - 1 \), and with probability 0, if \( i = b - 1 \). Note that \( \Pr[|L > i| = \Pr[|L = i|] = (\frac{1}{2})^{i+1} \), for \( 0 \leq i \leq b - 2 \).

In Subphase \( i \), \( a_i = a/3^i \) isolated edges are given. We let \( N_i = \sum_{j=1}^i a_j \) denote the number of edges given in the first \( i \) subphases. In particular, \( N_0 = 0 \). The set of edges given in the Subphase \( i \) is denoted by \( E_i = \{e^i_1, e^i_2, \ldots, e^i_{a_i} \} \), where \( e^i_j = e_{2N_{i-1}+2j-1} \). Thus, in this phase, every second of the first \( 2N_L \) edges in the path is given.

- In the second phase, every third edge of the remaining part of the path is given. These are the edges \( E_{L+1} = \{e^{L+1}_1, e^{L+1}_2, \ldots, e^{L+1}_{a_{L+1}} \} \), where \( a_{L+1} = a/3^{L+1} \) and \( e^{L+1}_j = e_{2N_L+3j-2} \).

- In the third phase, all the remaining edges of \( P \) are given. For \( 1 \leq i \leq L \), we let \( F_i \) denote those edges that connect two edges of \( E_i \). Moreover, we let \( F_{L+1} \) denote the set of edges incident to an edge of \( E_{L+1} \) and no edge of \( E_L \).

Note that the total number of edges given is as stated above:

\[
|P| = \sum_{j=1}^L (|E_j| + |F_j| + 1) + |E_{L+1}| + |F_{L+1}|
\]

\[
= 2 \sum_{j=1}^L \frac{a}{3^j} + 3 \frac{a}{3^{L+1}} - 2 = \left(1 - \frac{1}{3^L}\right) a + \frac{a}{3^L} - 2 = a - 2.
\]

This finishes the description of the probability distribution \( \mathcal{P} \).

Let \( D \) be any deterministic algorithm. We will show that \( E_P[D(P)] \) is at most \( \frac{4}{5}a + O(1) \). By Yao’s principle, this will complete the proof.

We first introduce some further terminology. For any \( 1 \leq i \leq L + 1 \) and \( 2 \leq j \leq a_i \), we define \( \text{prev}(e^i_j) = e^i_{j-1} \). We say that \( \text{prev}(e^i_j) \) is the previous isolated
edge of \(e_i^j\). Note that no edge is the previous isolated edge of \(e_i^1\), \(1 \leq i \leq L + 1\).

Let \(E_s^i\) be those edges in \(E_i\) which are colored with the same color as the previous isolated edge. Define \(E_d^i\) similarly, but for edges colored with a different color than the previous isolated edge. Let \(E_r^i\) be those edges of \(E_i\) which are rejected. Finally, let \(E_c^i\) be those edges of \(E_i\) which are colored but where the previous isolated edge is rejected. Clearly, \(|E_c^i| \leq |E_r^i|\).

For \(1 \leq i \leq L\), let \(X_r^i\) be a random variable denoting the number of rejected edges in \(E_i \cup F_i\). We will give a lower bound on \(E_P[X_r^i]\). For each isolated edge \(e_i^j\) with \(1 \leq i \leq L + 1\) and \(2 \leq j \leq a\), consider the probability of at least one of \(e_i^j\) and the edge(s) connecting \(e_i^j\) to \(\text{prev}(e_i^j)\) being rejected. For each edge in \(E_s^i\), the algorithm \(D\) makes a rejection with probability \(\frac{1}{2}\), since it will be forced to do so if \(i = L + 1\). Conversely, for each edge in \(E_d^i\) the algorithm \(D\) makes a rejection with probability \(\frac{1}{2}\), since it is forced to do so if \(i \leq L\). Also, for each edge in \(E_r^i\) the algorithm \(D\) makes a rejection with probability 1. Recall that \(\Pr_P[i \leq L + 1] = \Pr_P[L > i - 2] = \frac{1}{2^{i-1}}\). Hence,

\[
E_P[X_r^i] \geq \frac{1}{2^{i-1}} \left( \frac{1}{2} |E_s^i| + \frac{1}{2} |E_d^i| + |E_r^i| \right) \geq \frac{1}{2^i} \left( |E_s^i| + |E_d^i| + |E_r^i| + |E_c^i| \right)
\]

where the second inequality follows from \(|E_r^i| \geq |E_c^i|\). Thus,

\[
\sum_{i=1}^{b} E_P[X_r^i] \geq \sum_{i=1}^{b} \left( \frac{1}{6^i} a - \frac{1}{2^i} \right) > \frac{1}{5} a - \frac{1}{5 a^{\log_3(6)-1}} - 1
\]

Finally, since \(\text{OPT}\) can color all \(a - 2\) edges of the path, we get that

\[
E_P[D(P)] \leq \frac{4}{5} a + \frac{1}{5 a^{\log_3(6)-1}} + 1 = \frac{4}{5} a + O(1) = \frac{4}{5} \text{OPT}(P) + O(1).
\]

\(\square\)

Theorems 1 and 2 together give the following corollary.

**Corollary 1.** For \(p = \frac{2}{\sqrt{5}}\), \(\text{Rand}_p\) is optimal for \(\text{Edge-2-Coloring}(\text{Path})\) with

\[
C_{\text{Rand}_p}^{\text{PATH}}(2) = \frac{4}{5}.
\]

### 4 Coloring of Trees

We will now consider the \(\text{Edge-}k\)-\(\text{Coloring}\) problem when the input graph is a tree. Our main result is a proof that \(\text{First-Fit}\) is an optimal deterministic algorithm. We also show that, for any fixed \(k \geq 4\), \(\text{First-Fit}\) has a better competitive ratio than \(\text{Next-Fit}\) for \(\text{Edge-}k\)-\(\text{Coloring}(\text{Tree})\). First, we give a general upper bound for algorithms that are deterministic or fair.
Theorem 3. If \( A \) is a deterministic or fair algorithm and \( k \geq 2 \), then
\[
C_{A}^{\text{Tree}}(k) \leq \frac{k - 1}{k}.
\]

Proof. The adversary reveals the edges of a tree in \( N \) steps, for some large \( N \in \mathbb{N} \). The set of edges revealed in the \( i \)th step constitute a star, \( S_i \), with \( k + 1 \) edges and center vertex \( c_i \). If at least one edge in \( S_{i-1} \) is colored, the adversary chooses \( c_i = x \) for some colored edge \((c_{i-1}, x)\) in \( S_{i-1} \). Otherwise, it chooses \( c_i = x \) for an arbitrary edge \((c_{i-1}, x)\) in \( S_{i-1} \). Note that the adversary is clearly able to identify a colored edge in \( S_{i-1} \), if one exists: If \( A \) is deterministic, this is trivially true, and if \( A \) is fair, the first \( k - 1 \) edges of \( S_{i-1} \) will be colored.

The algorithm \( A \) may color \( k \) edges of \( S_1 \). For all other values of \( i \), there are two possibilities:

- If \( A \) colors even a single edge of \( S_{i-1} \), then it can color at most \( k - 1 \) edges of \( S_i \).
- Even if \( A \) rejects all edges of \( S_{i-1} \), then it can color at most \( k \) edges of \( S_i \).

Let \( N_0 \) denote the number of stars where \( A \) colors no edges. Then, \( A \) colors at most \((N_0 + 1)k + (N_0 - 2N_0 - 1)(k - 1) = N(k - 1) - (k - 2)N_0 + 1 \leq N(k - 1) + 1\) edges. On the other hand, in each star, \( \text{OPT} \) colors the \( k \) edges not incident to other stars, in total \( Nk \) edges. Since \( N \) can be arbitrarily large, this shows that the competitive ratio of \( A \) is at most \( \frac{k - 1}{k} \).

Using the charging technique of Section 2, we will show that Theorem 3 is tight by proving a matching lower bound for First-Fit. To this end, we introduce some terminology related to deterministic algorithms.

Let \( A \) be a deterministic algorithm for \textit{Edge}-\( k \)-\textit{Coloring}, let \( G = (V, E) \) be a graph, and suppose that \( A \) has been given the edges of \( G \) in some order. Recall that, since \( A \) is deterministic, \( E_+ \) denotes the set of edges colored by \( A \), and \( E_- \) denotes the set of edges colored by \( \text{OPT} \) only. We partition \( E_+ \) into the set, \( E_+^1 \), of edges colored by both \( A \) and \( \text{OPT} \) (\textit{double colored edges}) and the set, \( E_+^2 \), of edges colored by \( A \) only (\textit{single colored edges}). Thus, \( E_{\text{OPT}} = E_- \cup E_+^1 \).

For \( x \in V \), let \( E_+(x) \) be the edges in \( E_+ \) incident to \( x \) and let \( d_+(x) = |E_+(x)| \). Define \( E_-(x), E_+^1(x), E_+^2(x), d_-(x), d_+^1(x) \) and \( d_+^2(x) \) similarly.

Theorem 4. For \( k \geq 2 \), First-Fit is an optimal deterministic algorithm for \textit{Edge}-\( k \)-\textit{Coloring}(Tree) with
\[
C_{\text{FF}}^{\text{Tree}}(k) = \frac{k - 1}{k}.
\]

Proof. Fix a tree \( T = (V, E) \) and assume that the edges of \( E \) have been revealed to First-Fit in some order. For the analysis, we will view \( T \) as a rooted tree by choosing an arbitrary vertex to be the root. When writing \( e = (x, y) \in E \), we imply that \( x \) is the parent vertex of \( y \).

Following Section 2, we set \( C = \frac{k - 1}{k} \). An edge in \( E_+^2 \) then has a surplus of \( 1 - C = \frac{1}{k} \) and an edge in \( E_+^1 \) has a surplus of 1. On the other hand, an edge in \( E_- \) has an initial value of zero.
We will define a strategy to distribute the total positive surplus obtained by First-Fit among the edges in $E_-$ such that each edge gets a final value of at least $C$. For ease of presentation, the strategy will be described in a stepwise manner:

Step 1: Consider in turn all edges $e = (v, u) \in E_+$. Let $c$ be the color assigned to $e$ by First-Fit and let $e' = (w, v)$ be the parent edge of $e$ (if it exists).

(a) If $e' \in E^d_+$ and $e'$ has been colored with a color $e' > c$, then $e$ transfers a value of at most $\frac{1}{k}$ to $w$.

(b) Any surplus remaining at $e$ is transferred to $v$.

For each vertex $v$, let $m(v)$ denote the value transferred to $v$ in this step.

Step 2: Consider in turn all vertices $v \in V$.

(a) If $v$ has a parent edge $e' \in E_-$, then $v$ transfers a value of $\min \{ m(v), \frac{k-1}{k} \}$ to $e'$.

(b) Any value remaining at $v$ is distributed equally among the child edges of $v$ belonging to $E_-$.

The following simple but useful properties of the strategy defined above will be used to prove the theorem. Each of the four facts gives a lower bound on the value transferred from an edge $e = (v, u)$ to its parent vertex, $v$. Let $e' = (w, v)$ be the parent edge of $e$ (if it exists).

Fact 1: Assume that $e \in E^d_+$. If $e' \notin E^d_+$ or $e'$ does not exist, then $e$ contributes a value of 1 to $m(v)$. If $e' \in E^d_+$, then $e$ contributes a value of at least $\frac{k-1}{k}$ to $m(v)$. If $e' \notin E^d_+$ or $e'$ does not exist, then $e$ transfers a value of 1 to $v$ according to Step 1(b). Conversely, If $e' \in E^d_+$, then $e$ transfers a value of at most $\frac{1}{k}$ to $w$ in Step 1(a) and hence $e$ transfers a value of at least $\frac{k-1}{k}$ to $v$ in Step 1(b).

Fact 2: Assume that $e$ is colored with the color $c$. If $e' \notin E^d_+$ or $e'$ does not exist, then $m(v) \geq \frac{c}{k}$. If $e \in E^d_+$, this follows immediately from Fact 1. Otherwise, note that by the definition of First-Fit, it must hold that $C_v \subseteq C_{v'} \cup C_{e'}$. In Step 1, the edges incident to $v$ and $u$ colored with a color in $C_{v',e'}$ each transfers a value of at least $\frac{1}{k}$ to $v$.

Fact 3: Assume that $e \in E^d_+$. If $e' \notin E^d_+$, then $e$ contributes a value of $\frac{1}{k}$ to $m(v)$. This follows, since $e$ does not transfer any value to $w$ in Step 1(a).

In order to state the next fact, we need to introduce some new terminology. For $v \in V$, let $\bar{c}_v = \max \{ C_v \cup \{0\} \}$. That is, $\bar{c}_v$ is the largest color available at $v$ (and $\bar{c}_v = 0$ if no colors are available). If an edge $e$ incident to $v$ is colored with a color $c > \bar{c}_v$, then $e$ is said to be a high-colored edge (with respect to $v$). There must be exactly $k - \bar{c}_v$ high-colored edges incident to $v$.

Fact 4: Assume that $e \in E^d_+$. If $e$ is high-colored with respect to $v$, then the colored child edges of $e$ contribute a total value of at least $\frac{k - d_+(v)}{k}$ to $m(v)$. We will now prove Fact 4. Since $e$ is high-colored, it follows from the definition of First-Fit that all colors in $C_e$ are represented at child edges of $u$. Thus, $e$ has at least $C_v = k - d_+(v)$ child edges with lower colors than the color of $e$. Since $e \in E^d_+$, each of these child edges transfers a value of $\frac{1}{k}$ to $v$ in Step 1(b).

We will combine these facts to show that any edge $e = (x, y) \in E_-$ gets a final value of at least $\frac{k-1}{k}$. If $C_x = C_{1,k}$, then $\bar{c}_x = 0$. Otherwise, $\bar{c}_x \in C_{y}$, since
First-Fit is fair. Hence, Fact 2 implies that \( m(y) \geq \frac{k}{k} \). Thus, \( e \) receives a value of at least \( \min\{\frac{k}{k}, \frac{k}{k}\} \) from \( y \). In particular, we will assume that \( \widehat{c}_e \leq k - 1 \), since otherwise we are done. We will now turn to proving that \( e \) receives a value of at least \( \frac{k - \widehat{c}_e - 1}{k} \) from \( x \). This will finish the proof, since it means that \( e \) gets a final value of at least \( \frac{k}{k} + \frac{k - \widehat{c}_e - 1}{k} = k - 1 \).

Let \( e' = (z, x) \) be the parent edge of \( x \) (if it exists). The rest of the proof is split into three cases depending on which of the sets \( E_d \), \( E_- \) and \( E'^{-}_d \) (if any) that contains \( e' \).

**Case 1:** \( e' \in E'^{+}_d \). Recall that there are \( k - \widehat{c}_x \) high-colored edges incident to \( x \). Thus, \( x \) has at least \( k - \widehat{c}_x - 1 \) high-colored child edges, and at least \( k - \widehat{c}_x - 1 - d'_+ (x) \) of them belong to \( E'^{+}_d \). By Fact 4, \( x \) receives a value of at least \( \frac{k - d'_+ (x)}{k} \) from the child edges of each of these at least \( k - \widehat{c}_x - 1 - d'_+ (x) \) edges. Moreover, by Fact 1, each of the \( d'_+ (x) \) child edges of \( e' \) belonging to \( E'^{+}_d \) contributes a value of \( \frac{k - 1}{k} \) to \( m(x) \). Thus,

\[
m(x) \geq (k - \widehat{c}_x - 1 - d'_+ (x)) \frac{k - d'_+ (x)}{k} + d'_+ (x) \frac{k - 1}{k}
\]

\[
= (k - \widehat{c}_x - 1 - d'_+ (x)) \frac{k - d'_+ (x)}{k} + d'_+ (x) \left( \frac{k - d'_+ (x)}{k} + \frac{d'_+ (x) - 1}{k} \right)
\]

\[
= (k - \widehat{c}_x - 1) \frac{k - d'_+ (x)}{k} + d'_+ (x) \frac{k - \widehat{c}_x - 1}{k}
\]

\[
= (k - \widehat{c}_x - 1 - d'_+ (x)) \frac{k - \widehat{c}_x - 1}{k}
\]

\[
= (k - d'_+ (x)) \frac{k - \widehat{c}_x - 1}{k}
\]

\[
\geq d'_{-} (x) \frac{k - \widehat{c}_x - 1}{k}
\]

Hence, since no value is transferred from \( x \) to \( e' \) in Step 2(a), each child edge of \( x \) belonging to \( E'_- \) receives a value of at least \( \frac{k - \widehat{c}_x - 1}{k} \) from \( x \) in Step 2(b).

**Case 2:** \( e' \in E'^{+}_d \) or \( e' \) does not exist. In this case, since \( e' \notin E'^{+}_d \), \( x \) has at least \( k - \widehat{c}_x - d'_+ (x) \) high-colored child edges belonging to \( E'^{+}_d \). By Fact 4, \( x \) receives a value of at least \( \frac{k - d'_+ (x)}{k} \) from the child edges of each of these edges. Note that this value comes solely from child edges of \( x \)'s high-colored child edges, not from the high-colored edges themselves. Therefore, by Fact 3, there is also a contribution of \( \frac{1}{k} \) from each of \( x \)'s child edges belonging to \( E'^{+}_d \). Finally, there are at least \( d'_+ (x) - 1 \) child edges of \( x \) belonging to \( E'^{+}_d \) (if \( e' \) exists, there are \( d'_+ (x) - 1 \) such edges, and otherwise there \( d'_+ (x) \) such edges). By Fact 1, each of
these edges transfers a value of 1 to $x$. Thus,

$$m(x) \geq (k - \tilde{c}_x - d^+_s(x)) \frac{k - d^+_s(x)}{k} + (d^+_s(x) - 1) + \frac{d^+_l(x)}{k}$$

$$= (k - \tilde{c}_x - d^+_s(x)) \frac{k - d^+_s(x)}{k} + (d^+_s(x) - 1) \left( \frac{k - d^+_s(x)}{k} + \frac{d^+_s(x)}{k} \right) + \frac{d^+_l(x)}{k}$$

$$= (k - \tilde{c}_x - 1) \frac{k - d^+_s(x)}{k} + (d^+_s(x) - 1) \frac{d^+_s(x) - 1}{k} + \frac{d^+_l(x)}{k}$$

$$= (k - \tilde{c}_x - 1) \frac{k - d^+_s(x)}{k} + (d^+_s(x) - 1) \frac{d^+_s(x) - 1}{k} + \frac{d^+_l(x) - 1}{k}$$

$$= (k - \tilde{c}_x - 1) \frac{k - d^+_s(x)}{k} + d^+_s(x) \frac{d^+_s(x) - 1}{k}$$

$$\geq d^-(x) \frac{k - \tilde{c}_x - 1}{k}$$

Hence, since no value is transferred from $x$ to $e'$ in Step 2(a), each child edge of $x$ belonging to $E_-$ receives a value of at least $\frac{k - \tilde{c}_x - 1}{k}$ from $x$ in Step 2(b).

**Case 3:** $e' \in E_-$. The only difference to Case 2 is that $x$ has exactly $d^+_s(x)$ child edges belonging to $E^+_s$. Thus,

$$m(x) \geq (k - \tilde{c}_x - d^+_s(x)) \frac{k - d^+_s(x)}{k} + d^+_s(x) + \frac{d^+_l(x)}{k}$$

$$\geq d^-(x) \frac{k - \tilde{c}_x - 1}{k} + 1$$

Hence, since the value transferred from $x$ to $e'$ is smaller than 1, each child edge of $x$ belonging to $E_-$ receives a value larger than $\frac{k - \tilde{c}_x - 1}{k}$ from $x$.

Proof. The adversary first reveals the edges of a path $P = (e_1, \ldots, e_m)$, for some large $m \in \mathbb{N}$. Let $v_1, \ldots, v_{m+1}$ be the vertices in the path such that $e_i = (v_i, v_{i+1})$, for $1 \leq i \leq m$. If $E[R(P)] \leq \frac{k}{k+1} m$, the adversary reveals no more edges. If $E[R(P)] > \frac{k}{k+1} m$, then for each $i$, $1 \leq i \leq m + 1$, the adversary reveals $k$ edges constituting a star, $S_i$, with center vertex $v_i$. Let $S$ be the set consisting of the edges of every star $S_i$ for $1 \leq i \leq m + 1$.

If the adversary only reveals the edges of the path $P$, then $E[R(P)] \leq \frac{k}{k+1} m$ and so $E[R(P)] \leq \frac{k}{k+1} \text{OPT}(P)$. Indeed, $\text{OPT}$ can color all $m$ edges in $P$, since
\( k \geq 2 \) and so \( \text{OPT}(P) = m \). Assume now that the adversary also reveals the stars. In this case, \( \text{OPT} \) rejects all edges of the path and instead colors the \( k \) edges of every star. Thus, \( \text{OPT}(P \cup S) = k(m + 1) \). Note that each of the edges \( e_i = (v_i, v_i+1) \) is incident to the center vertices of both \( S_i \) and \( S_{i+1} \). This implies that \( E[\text{R}(S)] \leq k(m + 1) - 2E[\text{R}(P)] \). Using the assumption \( E[\text{R}(P)] > \frac{k}{k+1} m \), we get that

\[
E[\text{R}(P \cup S)] = E[\text{R}(P)] + E[\text{R}(S)] \\
\leq E[\text{R}(P)] + k(m + 1) - 2E[\text{R}(P)] \\
\leq k(m + 1) - \frac{k}{k+1} m \\
= \frac{km + k + 1}{k+1} \\
= \frac{k}{k+1} (m + 1) + \frac{k}{k+1} \\
= \frac{k}{k+1} \text{OPT}(P \cup S) + \frac{k}{k+1}
\]

This shows that \( \text{R} \) cannot be better than \( \frac{k}{k+1} \)-competitive.

We now show that, for any fixed \( k \geq 4 \), \text{First-Fit} is better than \text{Next-Fit}, but the competitive ratio of any fair algorithm tends to 1 as \( k \) tends to infinity.

**Theorem 6.** If \( F \) is a fair algorithm, then for any \( k \geq 2 \),

\[
C_{\text{Tree}}^F(k) \geq \frac{2\sqrt{k} - 2}{2\sqrt{k} - 1}.
\]

**Proof.** Assume first that \( F \) is a deterministic algorithm. Let \( T = (E, V) \) be a tree and assume that the edges of \( T \) have been revealed to \( F \) in some order. For the analysis, we will view \( T \) as a rooted tree by choosing an arbitrary vertex to be the root. As in the proof of Theorem 4, we let all edges in \( E \) have an initial value of 1. Edges in \( E_d \) have a surplus of 1 and edges in \( E_s \) have a surplus of 1. Edges in \( E - \) have an initial value of 0. The goal is to distribute the surplus from \( E_d \) and \( E_s \) among the edges in \( E - \) so that all of them get a final value of at least 1.

To this end, we use the following strategy:

**Step 1:** Each edge \( (v, u) \in E_+ \) transfers its entire surplus to its parent vertex, \( v \).

For each vertex \( v \), let \( m(v) \) denote the value transferred to \( v \) in this step.

**Step 2:** Consider in turn all vertices \( v \in V \).

(a) If \( v \) has a parent edge \( e' \in E_- \), then \( v \) transfers a value of \( \min\{m(v), C\} \) to \( e' \).
(b) Any value remaining at \( v \) is distributed equally among the child edges of \( v \) belonging to \( E_- \).

For each edge \( e \), let \( m_e(e) \) denote the value transferred from \( v \) to \( e \) in this step.

This finishes the description of the strategy.

Fix an edge \( e = (x, y) \in E_- \). According to Step 1 and Step 2(a), we must have 
\[
m_y(e) = \min\{C, d_+(y) - C d^k_+(y)\}.
\]
We need to show that 
\[
m_x(e) + m_y(e) \geq C.
\]
According to the strategy, this is always the case unless 
\[
d_+(y) - C d^k_+(y) < C.
\]
Note that
\[
d_+(y) - C d^k_+(y) < C \Rightarrow d_+(y) - d^k_+(y) < 1 \Rightarrow d_+(y) = d^k_+(y).
\]

It follows that we only need to consider the case where 
\[
d_+(y) = d^k_+(y),
\]
meaning that all of the edges incident to \( y \) which have been colored by \( \mathcal{F} \) have also been colored by \( \mathcal{OPT} \). This implies that the value transferred to \( e \) from its colored child edges is
\[
m_y(e) = (1 - C) d_+(y).
\]
When calculating a lower bound on \( m_x(e) \), we consider four cases. In each case, we use the following two simple facts.

**Fact 1:** \( d^k_+(x) + d_-(x) \leq k \). Note that \( d^k_+(x) + d_-(x) \) is exactly the number of edges incident to \( x \) that are colored by \( \mathcal{OPT} \). Thus, Fact 1 follows trivially, since no algorithm can color more than \( k \) edges incident to \( x \).

**Fact 2:** \( d_+(x) + d_+(y) \geq k \). This follows from the fact that the edge \( (x, y) \) is rejected by the fair algorithm \( \mathcal{F} \).

**Case 1:** The parent edge of \( x \) belongs to \( E_- \). In this case,
\[
m_x(e) \geq \frac{m(x) - C}{d_-(x) - 1} = \frac{d_+(x) - C d^k_+(x) - C}{d_-(x) - 1} \geq \frac{d_+(x) - C d^k_+(x) - C}{k - d^k_+(x) - 1}, \text{ by Fact 1.}
\]
Thus,
\[
m_x(e) + m_y(e) \geq \frac{d_+(x) - C d^k_+(x) - C}{k - d^k_+(x) - 1} + (1 - C) d_+(y).
\]

We now make the following calculations, where
- the implication \( \mathbf{4} \Rightarrow \mathbf{3} \) follows from \( d^k_+(x) \leq d_+(x) \).
- the implication \( \mathbf{5} \Rightarrow \mathbf{4} \) follows from Fact 2.
If one allows $d_+(x)$ to be any real number, then we claim that the left hand side of (5) attains its minimum value of $Ck$ when $d_+(x) = k - \sqrt{k}$. To see this, consider the following quadratic polynomial $f(t)$ which corresponds to the left-hand side of (5) with $d_+(x)$ replaced by $t$:

$$f(t) = (1 - C)t^2 + ((2k - 1)C - (2k - 2))t + (1 - C)(k^2 - k)$$

Note that the coefficient $1 - C$ of $t^2$ in $f(t)$ is strictly positive. This implies that $f''(t) > 0$ and so $f$ must have a global minimum when $f'(t) = 0$. We claim that $f'(k - \sqrt{k}) = 0$. This follows from the following calculations:

$$f'(k - \sqrt{k}) = 2(1 - C)(k - \sqrt{k}) + (2k - 1)C - (2k - 2)$$

$$= (2\sqrt{k} - 1)C - (2\sqrt{k} - 2)$$

$$= (2\sqrt{k} - 1)\frac{2\sqrt{k} - 2}{2\sqrt{k} - 1} - (2\sqrt{k} - 2) = 0.$$

We now evaluate $f(k - \sqrt{k})$:

$$f(k - \sqrt{k}) = (1 - C)(k - \sqrt{k})^2 + ((2k - 1)C - (2k - 2))(k - \sqrt{k}) + (1 - C)(k^2 - k)$$

$$= (\sqrt{k} - k)C + 2(k - \sqrt{k})$$

$$= (\sqrt{k} - k)\frac{2\sqrt{k} - 2}{2\sqrt{k} - 1} + 2(k - \sqrt{k})$$

$$= \frac{2k - 2\sqrt{k} - 2k\sqrt{k} + 2k}{2\sqrt{k} - 1} + \frac{2(k - \sqrt{k})(2\sqrt{k} - 1)}{2\sqrt{k} - 1}$$

$$= k \frac{2\sqrt{k} - 2}{2\sqrt{k} - 1} = Ck.$$

This proves that $f(t) \geq Ck$ for any real number $t$. In particular, the inequality (5) is satisfied for all values of $d_+(x)$ and hence $m_x(e) + m_y(e) \geq C$.

Case 2: The parent edge of $x$ belongs to $E^*_+$. In this case,

$$m_x(e) = \frac{m(x)}{d_-(x)} = \frac{(d_+(x) - 1) - Cd_+^1(x)}{d_-(x)}$$

$$\geq \frac{d_+(x) - Cd_+^1(x) - 1}{k - d_+^1(x)}, \text{ by Fact 1.}$$

Thus,

$$m_x(e) + m_y(e) \geq \frac{d_+(x) - Cd_+^1(x) - 1}{k - d_+^1(x)} + (1 - C)d_+(y).$$
We now claim that inequality (11) is satisfied for all values of \(d\) and that the left-hand side of (8) attains its minimum value of \(Ck\). This can be shown by calculations similar to those in Case 1. In particular, the implication (11)–the implication (10)–the implication (8)–the implication (7) follows from Fact 2.

\[
\frac{d_+(x) - C d_+^1(x) - 1}{k - d_+^1(x)} + (1 - C)d_+(y) \geq C
\]

\[
\Leftrightarrow d_+(x) - 1 + (1 - C)d_+(y)(k - d_+^1(x)) \geq Ck
\]

\[
\Leftrightarrow d_+(x) - 1 + (1 - C)d_+(y)(k - (d_+(x) - 1)) \geq Ck
\]

\[
\Leftrightarrow d_+(x) - 1 + (1 - C)(k - d_+(x))(k - (d_+(x) - 1)) \geq Ck
\]

If we allow \(d_+(x)\) to be any real number, then one can show that the left-hand side of (8) attains its minimum value of \(Ck\) when \(d_+(x) = k - \sqrt{k} + 1\). This can be shown by calculations similar to those in Case 1. In particular, the inequality (8) is satisfied for all values of \(d_+(x)\) and hence \(m_x(e) + m_y(e) \geq C\).

**Case 3:** The parent edge of \(x\) belongs to \(E_+^1\). In this case, we have

\[
m_x(e) = \frac{m(x)}{d_-(x)} = \frac{(d_+(x) - 1) - C(d_+^1(x) - 1)}{d_-(x)}
\]

\[
\geq \frac{d_+(x) - C d_+^1(x) + C - 1}{k - d_+^1(x)}, \text{ by Fact 1.}
\]

Thus,

\[
m_x(e) + m_y(e) \geq \frac{d_+(x) - C d_+^1(x) + C - 1}{k - d_+^1(x)} + (1 - C)d_+(y).
\]

Now, we do the following calculations, where

- the implication (10)–the implication (11) follows from \(d_+^1(x) \leq d_+(x)\).
- the implication (11)–the implication (10) follows from Fact 2.

\[
\frac{d_+(x) - C d_+^1(x) + C - 1}{k - d_+^1(x)} + (1 - C)d_+(y) \geq C
\]

\[
\Leftrightarrow d_+(x) + C - 1 + (1 - C)d_+(y)(k - d_+^1(x)) \geq Ck
\]

\[
\Leftrightarrow d_+(x) + C - 1 + (1 - C)d_+(y)(k - d_+(x)) \geq Ck
\]

\[
\Leftrightarrow d_+(x) + C - 1 + (1 - C)(k - d_+(x))(k - d_+(x) - 1) \geq Ck
\]

We now claim that inequality (11) is satisfied for all values of \(d_+(x)\). If \(d_+(x) = k\), then the inequality reduces to \(k + C - 1 \geq Ck\), which is true for all \(k \geq 1\). If \(d_+(x) < k\) then the left-hand side of (11) is at least \(d_+(x) + (1 - C)(k - d_+(x))(k - d_+(x) - 1)\). As shown in Case 1, this quadratic polynomial is at least \(Ck\) for all possible values of \(d_+(x)\). Hence, \(m_x(e) + m_y(e) \geq C\).
Case 4: The parent edge of \( x \) does not exist. In this case,
\[
m_x(e) = \frac{m(x)}{d_-(x)} = \frac{d_+(x) - C d_+^1(x)}{d_-(x)} \geq \frac{d_+(x) - C d_+^1(x) + C - 1}{k - d_+^1(x)}.
\]
Thus, \( m_x(e) + m_y(e) \geq C \) follows from the same calculations as in Case 3.

Assume now that \( F \) is a randomized algorithm. The above analysis holds for any coloring that \( F \) may produce. Hence, for any coloring produced by \( F \), the number of colored edges is at least \((2\sqrt{k} - 2)/(2\sqrt{k} - 1)\) times the number of edges colored by \( \text{OPT} \). Clearly, this means that the expected number of edges colored by \( F \) is at least \((2\sqrt{k} - 2)/(2\sqrt{k} - 1)\) times the number of edges colored by \( \text{OPT} \).

We will show that the lower bound of Theorem 6 is essentially tight by providing a matching upper bound on the competitive ratio of \( \text{Next-Fit} \) when \( k \) is a square number. To this end, we will use the following result from [7].

**Lemma 1 (Favrholdt and Nielsen [7]).** If a graph is colored in such a way that each color is used exactly \( n \) or \( n + 1 \) times for some \( n \in \mathbb{N} \), then there exists an ordering of the edges such that \( \text{Next-Fit} \) produces an equivalent coloring.

The following corollary follows easily from Lemma 1.

**Corollary 2.** Consider a graph, \( G = (V, E) \), and a coloring, \( \mathcal{C} \), of \( G \) using at most \( k \) colors. Let \( H \) be a graph consisting of \( k \) disjoint copies of \( G \). There exists an ordering of the edges of \( H \) such that, for each of the \( k \) copies of \( G \) in \( H \), the coloring produced by \( \text{Next-Fit} \) is equivalent to \( \mathcal{C} \).

**Proof.** Let \( G_1, G_2, \ldots, G_k \) denote the \( k \) copies of \( G \). Furthermore, let \( \mathcal{C}_1, \mathcal{C}_2, \ldots, \mathcal{C}_k \) be the \( k \) colorings that can be obtained from \( \mathcal{C} \) by cyclic permutations of the colors \( 1, 2, \ldots, k \). If, for \( 1 \leq i \leq k \), \( G_i \) is assigned the coloring \( \mathcal{C}_i \), we obtain a coloring of \( H \) where all colors are used the same number of times. The result now follows from Lemma 1.

Note that Corollary 2 implies that if \( \mathcal{G} \) is some family of graphs and \( \mathcal{G} \) is closed under disjoint union, then \( \text{Next-Fit} \) has the worst possible competitive ratio among fair algorithms for \( \text{EDGE-}k\text{-COLORING}(\mathcal{G}) \). This can be seen in the following way: For any graph, \( G \), and any coloring, \( \mathcal{C} \), of \( G \) produced by a fair algorithm, the adversary can make \( k \) copies of \( G \) and give the edges of the resulting graph in an order such that \( \text{Next-Fit} \) produces a coloring equivalent to \( \mathcal{C} \) on each copy of \( G \). Hence, for any sequence, \( E_G \), of edges and any fair algorithm \( F \), there is a sequence, \( E_H \), of edges, such that \( \text{Next-Fit} \) uses just as many colors on \( E_H \) as \( F \) does on \( E_G \), and the optimal number of colors is the same for both sequences.

Even though \( \text{TREE} \) is not closed under disjoint union, a forest consisting of \( k \) trees may be made into a single tree by revealing \( k - 1 \) edges connecting the \( k \) trees. Since this will add at most \( k - 1 \) to the number of edges colored by \( \text{Next-Fit} \), we may still apply Corollary 2 for the class \( \text{TREE} \).
Theorem 7. If \( k = n^2 \) for some integer \( n \geq 2 \), then Next-Fit is a worst possible fair algorithm with
\[
C_{\text{NF}}^\text{TREE}(k) = \frac{2\sqrt{k} - 2}{2\sqrt{k} - 1}.
\]

Proof. The lower bound follows from Theorem 6. For the upper bound, we define a tree \( T = (V, E) \) and a subset \( E' \in E \). We specify a \( k \)-coloring, \( \mathcal{C} \), of \( E' \) with the property that each edge in \( E \setminus E' \) is adjacent to edges of all \( k \) colors.

The tree \( T \) consists of \( N \) bunches of stars, for some large \( N \). Each bunch contains a large star with \( k - \sqrt{k} \) edges colored with \( C_{1,k-\sqrt{k}} \) and \( \sqrt{k} - 1 \) small stars, each with \( \sqrt{k} \) edges colored with \( C_{k-\sqrt{k+1},k} \). The center vertex of the large star in bunch \( i \), \( 1 \leq i \leq N \), is called \( v_i \). This finishes the description of \( E' \) and its coloring. For each bunch of stars, \( E \setminus E' \) contains an edge between \( v_i \) and the center vertex of each of the small stars in the bunch. For \( 1 \leq i \leq N \), the \( i \)th bunch is connected to the \((i + 1)\)th bunch by an edge from \( v_{i+1} \) to the center vertex of one of the small stars in the \( i \)th bunch. This finishes the description of \( T \). Note that, after assigning the coloring \( \mathcal{C} \) to \( E' \), none of the edges in \( E \setminus E' \) can be colored.

The adversary will use \( k \) disjoint copies, \( T_1, \ldots, T_k \), of \( T \). For each \( T_i \), let \( E'_i \) denote the set of edges corresponding to \( E' \) and let \( T'_i = (V, E'_i) \). If the edges of \( E'_1 \cup E'_2 \cup \cdots \cup E'_k \) are given first, it follows from Corollary 2 that they can be given an order such that the coloring produced by Next-Fit on each \( T'_i \) is equivalent to \( \mathcal{C} \). Afterwards, no other edges can be colored.

Finally, the \( k \) disjoint trees are connected, using \( k - 1 \) edges between vertices that have degree one in the trees. The resulting tree is called \( T \). Since \( k \geq 4 \), we must have \( \sqrt{k} + 2 \leq k \) and so the maximum degree of the graph is \( k \). Thus, since the graph has no cycles, \( \text{OPT} \) colors all edges of the graph.

Next-Fit colors \( kN(k - \sqrt{k} + (\sqrt{k} - 1)\sqrt{k}) + k - 1 = kN(2k - 2\sqrt{k}) + k - 1 \) edges and rejects \( k(N(\sqrt{k} - 1) + N - 1) = kN\sqrt{k} - k \) edges. Since \( \text{OPT} \) colors all edges in the graph, \( \text{OPT}(T) = kN(2k - \sqrt{k}) - 1 \). Thus,
\[
\text{Next-Fit}(T) = \frac{2\sqrt{k} - 2}{2\sqrt{k} - 1} \text{OPT}(T) + k - \frac{1}{2\sqrt{k} - 1}.
\]

Since \( N \) can be arbitrarily large, the result follows. \( \square \)

We will briefly consider the case where \( k \) is not a square number. Any fair algorithm for \( \text{EDGE}-1\text{-COLORING}(\text{TREE}) \) is just the greedy matching algorithm. It is observed in several papers that this algorithm is \( \frac{1}{2} \)-competitive (for all input graphs) and that no deterministic algorithm can do better, even when the input graph is a tree. If \( k \geq 2 \), but not a square number, then the lower bound from Theorem 6 can be slightly improved by using the fact that \( d_+(x) \) must be an integer. In particular, one can show that all fair algorithms for \( \text{EDGE}-k\text{-COLORING}(\text{TREE}) \) are at least \( \frac{1}{2} \)-competitive for \( k = 2 \) and \( \frac{4}{3} \)-competitive for \( k = 3 \). Since these bounds match the upper bound from Theorem 3 we conclude that all fair algorithms have the same competitive ratio when \( k \leq 3 \).
If $k \geq 4$ (but not necessarily a square number), one can obtain the following upper bound by rounding $\sqrt{k}$ appropriately in the proof of Theorem 7:

$$C_{\text{Tree}}(k) \leq \frac{k}{\lceil \sqrt{k} \rceil - 1} + \frac{\lceil \sqrt{k} \rceil - 2}{\lceil \sqrt{k} \rceil - 1}.$$  

In particular, for any fixed $k \geq 4$, the competitive ratio of First-Fit is better than the competitive ratio of Next-Fit for Edge-$k$-Coloring(\text{Tree}).

5 Open Problems

Finding optimal online algorithms for Edge-$k$-Coloring in general and on other classes of graphs is an interesting open problem. We believe that the techniques used in the proofs of Theorems 4 and 6 can be generalized to, e.g., graphs of bounded degeneracy. In particular, graphs of bounded degeneracy can be oriented so that each vertex has bounded outdegree and the resulting digraph is acyclic. This makes it possible to use strategies for redistributing the surplus similar to the ones we have used for trees.
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