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In order to systematically investigate the gust effect factor for rigid buildings, the derivation of the gust effect factor in ASCE 7–16 is carefully reviewed and scale model pressure tests were carried out for rectangular-plan high-rise buildings with plan aspect ratios ranging from 0.11 to 9. The gust effect factor and the aerodynamic admittance function (AAF) for area-averaged pressure coefficients and base drag coefficients were obtained and discussed in detail. The results show that the AAF has direct influence on the value of the gust effect factor, depending on whether effects of non-contemporaneous gust actions or body-generated turbulence are playing a leading role. The ASCE 7–16 gust effect factor for rigid buildings underestimates the measured values for individual walls due to differences in the AAF, peak factors, and the employment of the 3 s moving average filter. However, the ASCE 7–16 gust factor for overall drag is estimated within 5% or better.
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INTRODUCTION

The gustiness in wind can be regarded as a combination of eddies of different sizes (Greenway, 1979; Holmes, 2015). For rigid buildings, it is assumed that maximum wind loads acting on the entire structure are caused by well-correlated gusts that envelope the entire structure. For flexible buildings, these wind gusts can introduce dynamic oscillations of the structure, such that maximum loads should also include these load effects. For loads on building components and cladding, maximum loads occur through a combination of the well-correlated large-scale gusts with the smaller scale eddies in the wind and those generated by the building.

For the wind design process, the effects of the wind gusts and structural dynamics are usually characterized by an amplification factor called the gust-response or gust-loading factor. The gust response factor is defined as the ratio of expected maximum response of the structure to the mean response (Holmes, 2015). The concept provides a straightforward approach to estimate the equivalent static wind loads, i.e., the loads that when statically applied to the building will cause the same maximum response (Kareem and Zhou, 2003).

The concept and formulation of the gust loading factor was first proposed by Davenport (1967), but has been further advanced by many scholars (Vickery 1970; Simiu, 1977; Solari 1993a, 1993b; Zhou et al., 1999; Zhou and Kareem, 2001; Piccardo and Solari, 2002). Among them, Solari (1993a, 1993b) developed a general procedure for treating the gust buffeting problem in a unified way, and derived the solutions for peak wind velocity, equivalent pressure on rigid buildings, and the dynamic along-wind response of buildings in a closed form. Zhou et al. (1999), Zhou and Kareem. (2001) developed a more realistic design procedure using the base moment gust loading factor, which can estimate base shears more accurately compared to a displacement gust loading factor. Piccardo and Solari (2002) developed a closed-form solution of the 3-D gust loading factor for uncoupled along-wind, cross-wind and...
torsional wind-excited responses. Although different formulations of the gust loading factor have been advanced, derivations of the formulations in these studies follow the same framework using a spectral approach with calculations based primarily in the frequency domain (Davenport, 1963; Holmes, 2015). Starting from the wind velocity spectrum, the aerodynamic force spectrum can be obtained by introducing the aerodynamic admittance function (AAF) with the velocity spectrum, based on the quasi-steady theory (Stathopoulos, 1983; Solari, 1993a; Holmes, 2015; Wu and Kopp, 2016). Then, the response spectrum can be obtained by introducing the mechanical admittance to the force spectrum, based on random vibration theory (Holmes, 2015). Finally, the gust loading factor can be calculated using the mean square fluctuating response and a Gaussian peak factor, which are obtained from the integration of the response spectrum and the method developed by Davenport (Davenport, 1964), respectively.

For rigid buildings, the problem becomes relatively simpler, as the structural dynamics are not considered, i.e., the spectral approach only needs to proceed to the step of determining the force spectrum. For this case, only the background response component in the gust loading factor is considered, while the resonant response is neglected. Thus, the equivalent static wind loads reduce to the maximum (peak) wind loads. The remainder of this paper focuses solely on these aerodynamic loads.

Due to instrumentation limitations at the time that these methods were developed, rational peak loads were obtained theoretically from the easier-to-obtain mean loads. However, in this process, many assumptions and approximations were made. For example, the quasi-static assumption, where the fluctuating pressure on a structure follows the variations of upstream wind velocity (squared), is usually the basis for most derivations of peak loads. Based on the quasi-static assumption, the link between the force spectrum and velocity spectrum, (i.e. the AAF) in the above literature usually only includes the spatial correlation of wind speeds. This means that only the effects of non-contemporaneous gust actions over the structure are considered, while the effects of body-generated turbulence are ignored. This may result in certain deviations of the estimated peak values from the true peaks. In addition, based on the quasi-static assumption, the fluctuating pressures are assumed to constitute a Gaussian process following the longitudinal fluctuating wind speed so that a Gaussian peak factor method can be the applied.

The shortcomings of the theoretical approach can be compensated for by experimental approaches, especially with the advances in measurement instrumentation. It is now common to obtain peak values through a combination of accurate measurements and an appropriate extreme value analysis. As well, the distinct approaches to obtain peak loads (gust response factor applied to mean load vs. directly measured peaks) have emerged because the former needs to consider how to rationally include the structural dynamic loads while the latter is usually applied to non-resonant structures. This distinction could also be written as one between the approaches used in design provisions for high-rise buildings (which often need to consider structural dynamics in design) and low-rise buildings (which are usually considered non-resonant). This has played out in ASCE 7 with two distinct methods for determining design loads: 1) Chapter 27, which applies to buildings of all heights, including low-rise buildings, using the gust effect factor approach, and 2) Chapter 28, which only applies to low-rise buildings, uses directly obtained peak loads. These two approaches lead to different design wind loads, which is perhaps unsurprising. The current paper focuses on the role of the gust effect factor in such differences.

In our previous work (Liu et al., 2019), we show that for a series of wind tunnel tests on high-rise buildings, the measured gust effect factor for rigid buildings is significantly higher than in Chapter 27 of ASCE 7–16 for certain cases. In light of this, the objective of this paper is to systematically investigate the gust effect factor in order to determine what is causing this difference. Ultimately, we expect that this could improve the consistency between Chapters 27 and 28 of ASCE 7–16 by developing an improved understanding of the aspects that affect the calculation of peak values via the gust effect factor (Chapter 27) compared to directly measured peak values (Chapter 28). In order to achieve the objective, the derivation of the gust effect factor in ASCE 7–16 is reviewed and examined in detail with recently obtained experimental data from (Liu et al., 2019).

**Gust Effect Factor in ASCE 7**

Due to the relative simplicity and effectiveness of the gust loading factor method, it has been employed in most wind loading provisions and standards (Kijewski and Kareem, 1998; Zhou et al., 2002; Kareem and Zhou, 2003). ASCE 7–16 (2016) also uses this method, which is mainly based on (Solari, 1993a; 1993b). In order to assess the effects of various assumptions, the derivation of the ASCE 7 gust effect factor for rigid buildings is reviewed in this section.

In ASCE 7–16 (2016), the design wind pressures for the MWFRS of buildings are given by:

\[ p = \bar{q}_G \bar{C}_p, \]  

where \( p \) is the equivalent static wind pressure, \( \bar{q}_G \) is the peak dynamic pressure, \( \bar{C}_p \) is the mean pressure coefficient, and \( G \) is the gust effect factor. According to Solari and Kareem (1998), the gust effect factor, \( G \), is the gust response factor, \( G_Y \), divided by the gust pressure factor, \( G_p \):

\[ G = \frac{G_Y}{G_p}. \]  

where \( G_p \) is a conversion factor for the dynamic wind pressure from the mean wind speed to the peak wind speed. The 3 s gust wind speed is the basic wind speed in ASCE 7–16. For rigid buildings, the structural dynamics are not considered. In this case, the equivalent static wind pressure is the peak wind pressure, and the gust response factor \( G_Y \) in Eq. 2 can be replaced by \( G_{qY} \), where \( G_{qY} \) is the gust response factor for rigid buildings. This can also be called the gust equivalent pressure factor. Thus, for rigid buildings, Eq. 2 can be written as:
G = \frac{G_Q}{G_P} \tag{3}

### Gust Pressure Factor

In the ASCE 7–16 formulations of both the gust pressure factor, \( G_p \), and gust response factor \( G_Q \), Davenport’s method (Davenport, 1964; Solari, 1993a) has been employed. For a stochastic stationary Gaussian process, \( E = E + e \), where \( E \) is the time-averaged mean value of \( E \) and \( e \) is the zero mean fluctuation, the expected instantaneous maximum has been employed. For a stochastic stationary Gaussian variable. Thus, applying the above method, the gust response factor \( G_Q \) for estimating instantaneous density of \( e \) over which the wind speed is averaged. In ASCE 7, \( C_{x,t} \) is the mean wind speed, \( \bar{U} \) is the mean wind speed; \( \sigma_u \) is the rms (root-mean-square) of the fluctuating wind speed, \( L_u \) is the turbulence intensity, \( L_u \) is the integral length scale and \( S_c \) is the longitudinal velocity power spectral density; \( X(f, \tau) \) is a \( \tau \) moving average filter (Kwon and Kareem, 2014). Following the quasi-steady assumption, the gust pressure factor \( G_p \) can be obtained by:

\[
G_p = \frac{0.5 p \bar{U}^2}{0.5 p \bar{U}^2} = G_Q^2 + 1 + 2 \rho_u \sqrt{\beta_p}
\tag{16}
\]

### Gust Response Factor for Rigid Buildings

When estimating the peak wind loads on a rigid building of finite surface area, (i.e. neglecting the resonant response), the correlation of fluctuating wind velocity must be taken into consideration. The imperfect spatial correlation of the upstream wind speed will result in non-contemporaneous gust actions over the entire building surface, reducing the overall peak load compared to directly integrating point peak loads. In simple terms, the peak pressures do not occur simultaneously at every location on the surface. Solari considered this effect by using the equivalent wind spectrum technique (Solari, 1988; Solari, 1993a). Following Solari’s derivation, the gust response factor for rigid buildings, \( G_Q \), can be calculated by:

\[
G_Q = 1 + 2 \rho_u \sqrt{\rho_p}
\tag{17}
\]

\[
Q_b = \int_0^{\infty} \frac{S_u(f)}{\sigma^2_{u}} x(f, \tau) \, df,
\tag{18}
\]

\[
Q_t = \int_0^{\infty} \left[ \frac{L_u}{\bar{U}} \right]^2 \frac{S_u(f)}{\sigma^2_{u}} x(f, \tau) \, df,
\tag{19}
\]

\[
x(f) = l \left( \frac{0.4 C_z B}{\bar{U}_h} \right) l \left( \frac{0.4 C_z H}{\bar{U}_b} \right),
\tag{20}
\]

\[
l(\eta) = \frac{1}{\eta} - \frac{1}{2\eta^2} (1 - e^{-2\eta}),
\tag{21}
\]

where \( B \) and \( H \) are breadth and height of the building, respectively, \( h \) is the reference height, usually \( h = 0.6H \); \( C_z \) and \( C_x \) are exponential decay coefficients; \( x(f) \) was obtained by considering the spatial coherence of wind gusts (Solari, 1988).

Substituting Eqs 16, 17 into Eq. 3, the gust effect factor can be expressed as:

\[
G = \frac{1 + 2 \rho_u \sqrt{\rho_p}}{1 + 2 \rho_u \sqrt{\rho_p}}
\tag{22}
\]
**Parametric Analysis of Gust Effect Factor**

Based on the model for the turbulence, the following approximations for variables $P_0$, $P_1$, $Q_0$ and $Q_1$ were made by Solari (1993a):

\[
P_0 = \frac{1}{1 + 0.56\bar{\tau}^{0.74}}, \quad \text{(24)}
\]

\[
P_1 = \frac{1}{31.25\bar{\tau}^{1.14}}, \quad \text{(25)}
\]

\[
Q_0 = \frac{1}{1 + 0.56\bar{\tau}^{0.74} + 0.29L_0^{7.63}}, \quad \text{(26)}
\]

\[
Q_1 = \frac{1}{31.25\bar{\tau}^{1.44} + 1.23L_1^{2.74}}, \quad \text{(27)}
\]

where:

\[
\bar{\tau} = \frac{\sqrt{\tau_{\text{ext}}}}{\tau_{\text{ext}}}, \quad \bar{L} = \frac{C_B \bar{H}}{L_{\text{hub}}} = \frac{C_H}{L_{\text{hub}}}, \quad \text{(30)}
\]

\[
\bar{\tau} = \frac{\sqrt{\tau}}{\frac{\bar{\tau}_{\text{ext}}}{\tau_{\text{ext}}}}, \quad \text{(31)}
\]

Substituting Eqs (24, 26) into Eq. (23) and rearranging yields:

\[
G = \frac{1 + 2g_\alpha L_0 \sqrt{P_0 Q_0}}{1 + 2g_\alpha L_0 \sqrt{P_0}}, \quad \text{(32)}
\]

\[
\sigma^2_{\text{u}} = \frac{Q_0}{P_0} = \frac{1 + 0.56\bar{\tau}^{0.74}}{1 + 0.56\bar{\tau}^{0.74} + 0.29L_0^{7.63}}. \quad \text{(29)}
\]

According to Solari and Kareem (1998), $\bar{U}/L_u$ usually falls in the range of 0.1–0.3 s⁻¹. Using an average value of $\bar{U}/L_u = 0.2$ s⁻¹, $\bar{\tau} = 0.6$ ($\tau = 3$ s), $\bar{T} = 720$ ($T = 3, 600$ s), $P_0 = 0.723$, $P_1/P_0 = 0.0668$ and $g_\alpha = 3.4$. Substituting these values into Eqs (10, 16, 17), one obtains:

\[
G_U = 1 + 2.9L_0, \quad \text{(33)}
\]

\[
G_T = 1 + 5.8L_0, \quad \text{(34)}
\]

\[
G_Q = 1 + 1.7g_\alpha L_0 Q_0, \quad \text{(35)}
\]

Substituting the equations above into Eq. (23) and rearranging, the gust effect factor can be expressed as:

\[
G = \frac{1 + 1.7g_\alpha L_0 Q_0}{1 + 1.7g_\alpha L_0}, \quad \text{(36)}
\]

By multiplying Eq. (36) by a reduction factor of 0.925, the gust effect formulation used in ASCE 7–16 is obtained:

\[
G = 0.925 \cdot \frac{1 + 1.7g_\alpha L_0 Q_0}{1 + 1.7g_\alpha L_0}, \quad \text{(37)}
\]

where the reduction factor is used to adjust the loads to be closer to values obtained from former ASCE 7 versions (American Society of Civil Engineers, 1993). In addition, for rigid structures, the gust effect factor in ASCE 7 can also be taken as a conservative, (i.e. safe) value of 0.85 for convenience, which will be 0–10% percent higher than the calculated values (American Society of Civil Engineers (ASCE), 2016).

**WIND TUNNEL MEASURED GUST EFFECT FACTOR**

As reported by Liu et al. (2019), simultaneous pressure measurements were carried out in the high-speed test section of Boundary Layer Wind Tunnel II at the University of Western Ontario (UWO). An open terrain was simulated at a length scale of 1/200. As can be seen in Figure 1, the measured wind speed profile and turbulence intensity profile fit well with the log law in the ESDU documents (Engineering Science Data Unit (ESDU), 1982, 1985), and the streamwise velocity spectrum also fits well with the von Karman spectrum (Engineering Science Data Unit (ESDU), 1974), where $z$ is the elevation and $H$ is the building roof height; $z_0$ is the terrain roughness length and $\alpha$ is the power law exponent.

There is scatter in the measured integral length scale profile, which may due to the relatively short sampling time of the wind tunnel data. However, overall, the measured values tend to show less scatter than the models in the literature (Solari, 1993a; Engineering Science Data Unit (ESDU), 1974; 1985; Tieleman, 2003), and tend to be bound by the ESDU 74 and Solari models (which is the basis for ASCE 7–16 MWFRS loads), indicating that the current scales are reasonable for the current terrain simulation at a scale of 1/200. The reader is referred to Liu et al. (2019) for further details.

The building model was constructed at a length scale of 1/200, equaling to the length scale of the wind field, with a height of 0.5 m, a width of 0.06 m and lengths in the range of 0.06–0.54 m. These dimensions lead to a maximum blockage ratio of 3.8%, which is lower than the maximum allowable value in ASCE 49–12 American Society of Civil Engineers (ASCE). (2012). The model was constructed with 12 removable sections such that different plan ratio configurations can be obtained by assembling different sections together. Figure 2 shows the plan view of the model (when all sections are assembled together) and the side view, together with the layout of pressure taps. There are 7 levels of pressure taps in the vertical direction in total, at heights of 0.1H, 0.3H, 0.5H, 0.65H, 0.8H, 0.9H and 0.98H, respectively. Surface pressures were measured for these models, which had plan aspect ratios ranging from 0.11 to 9, under different wind directions. Note that for configurations of $D/B < 1$, the same models were used with $D/B$ ratios of their reciprocals, and measurements were taken by rotating the model, as explained in Liu et al. (2019). The Reynolds number (based on the roof height) was about $5.8 \times 10^4$. The photos of the model and the wind tunnel tests can be seen in Figure 3. Other details of the experiments can be found in Liu et al. (2019).

Pressure coefficients, $C_p$, are referenced to the dynamic pressure at the roof height, $H$, following the usual convention in wind engineering. Mean and standard deviation values of $C_p$ are denoted by $\bar{C}_p$, $\sigma_{C_p}$ (or $C_{p\text{r}}$), respectively. Peak values, $\bar{C}_p$, are estimated using the Lieblein BLUE method (Lieblein, 1976), involving dividing time series data into 10 equal segments, obtaining and rearranging 10 maxima for each and taking the mean values of Gumbel distribution as the estimated peak values. No filters of the pressure were applied such that all coefficients can be considered to
be instantaneous (and, therefore, not associated with any durations beyond those associated with the tubing response).

Area-averaged pressure coefficients are obtained by integrating the pressures on each wall simultaneously, using the tributary area for each tap. Herein, we use the same symbols as for the point pressure coefficients since no point pressure coefficients are presented. In this paper, data for the two orthogonal wind directions are examined in detail. Therefore, the drag, \( C_d \), coefficient is defined as the simultaneous difference of the area-averaged windward and leeward wall pressure coefficients. Peak value statistics of the area-averaged wall and drag coefficients are obtained in the same way as described above.

According to the definition of gust effect factor for rigid buildings in Eq. 3, the wind tunnel measured values of gust effect factor can be obtained from:

\[
G = \frac{\bar{C}_p}{\bar{C}_p} \cdot \frac{0.5\rho \bar{U}^2_H}{0.5\rho \bar{U}^2_H},
\]

where \( \bar{U}_H \) is the peak wind speed at roof height \( H \), \( G_{uw} \) and \( g_{uw} \) are the empirical gust and peak velocity factors, respectively. According to Engineering Science Data Unit (ESDU). (1985), the peak factor from mean-hourly wind speed to 3 s gust speed is 3.0, thus, a value of \( g_{uw} = 3.0 \) is used in this paper. This value is close to the value of 2.9 in Eq. 36, which is used in ASCE 7–16.

Figure 4 shows the measured gust effect factors, \( G \), and comparisons with the ASCE 7 value along with the results from Solari’s model (Eq. 36). Figure 5 gives the measured mean and rms (root-mean-square of the fluctuating components) area-averaged pressure coefficients or base drag coefficients along with results from Solari’s model. In Figure 5, Solari’s rms results are calculated by multiplying the rms/mean (= \( 2I_n \sqrt{I_Q} \); see Eq. 17) by the measured mean coefficients.

From Figure 4 it can be seen that Solari’s results are higher than the ASCE seven value, which is mainly due to the reduction factor of 0.925 in Eq. 37. Values from Eq. 36 tend to be smaller for lower \( D/B \) ratios, which is due to the increase of the ratio of the breadth of the building to the integral length scale, i.e., \( B/L_{uw} \), leading to lower values for \( D/B < 1 \). Observing the measured \( G \) values, it can be seen that, overall, most of the measured values are higher than the ASCE 7 value of 0.85, and higher than many, but not all, of the values from Eq. 36.

On the windward wall, all of the values are fairly constant with \( D/B \) ratio, with \( G = 1.0 \pm 0.05 \) (Figure 4A), while the mean pressure coefficient is 0.65 ± 0.05 (Figure 5A) with a constant rms. value. Comparing to the slight decrease of \( G \) from Eq. 36 for \( D/B < 1 \), it is difficult to determine whether the measured \( G \) shows a similar trend due to the measurement uncertainties, even though the wall area is changing by a factor of 9. In contrast, for the leeward wall, there are significant and systematic changes in the measured \( G \), with variation from 0.95 to 1.35. These values are all larger than those calculated by Eq. 36, which suggests that body generated turbulence is playing a significant role. However, the range of variation indicates complexity in the flow behavior for buildings with different \( D/B \) ratios, since the leeward wall pressures depend on the flow separating from the leeward edge of the side wall and on the wake dynamics. The systematic changes in \( G \) as a
function of \( D/B \) are related to 1) the strength of the vortex shedding effects, 2) whether the separated flow from the leading edge reattaches to the side wall, and 3) turbulence generated by the leading and/or trailing edge separations, as discussed in greater detail below. It should be noted that in Figure 5B, the theoretical model results for the fluctuations are quite close to the measured values, indicating that 1) the quasi steady theory still accounts for much of the variation, and 2) the overall mismatch of \( G \) values may depend on a mismatch in the peak factors, which is analyzed in detail below. Regarding the side wall, the data are similar to those for the leeward wall, although there are subtle differences in the variation of \( G \) with \( D/B \) ratio which are related the details in the flow field.

For the drag, in contrast to the side and leeward wall cases, the measurements are significantly closer to results from Eq. 36, although the systematic variations with building geometry are greater than the theoretical model would indicate. As can be seen from Figure 4D, the model is accurate for cases where the mean flow is reattached on the side wall and the pressure is fully recovered by the leeward edge, i.e., \( D/B \geq 4 \) (for a detailed discussion, see Liu et al., 2019). For lower \( D/B \) ratios, the theory does not capture the variation, with largest differences between the theory and the measurements of about 8%. For low \( D/B \) ratios, Eq. 36 overestimates the data, but underestimates it for \( 0.5 < D/B < 4 \). The \( G = 0.85 \) in ASCE 7 is not accurate except as \( D/B \) tends to 0. However, for \( D/B \) between 0.5 and 4, when the separation and vortex shedding effects (see below) are strongest, the theoretical model shows relatively large deviations, as it does not take these effects into account.

As discussed above, the theoretically derived gust effect factor takes into account the effects of non-contemporaneous gust actions over the building surfaces and, thus, has a value of less than 1. In contrast, the measured values indicate that either the reduction due to the non-contemporaneous effects are overestimated or offset by the amplifying effects of body-generated turbulence. Since the derivation is based explicitly on the quasi-steady assumption, only the effects of wind

---

**FIGURE 2** (A) Plan view and (B) side view of the model configuration for \( D/B = 9 \), including the definition of coordinate system, wind direction, and the layout of pressure taps on each section.
gustiness are taken into account while the effects of body-generated turbulence are neglected. As shown above, the body-generated turbulence appears to increase the values of $G$ in a significant way, which is analyzed in detail in the remainder of the paper.

**AERODYNAMIC ADMITTANCE FUNCTION**

**Definitions**
As discussed in the previous section, the quasi-steady theory does not always hold due to the effects of non-contemporaneous gust
actions over the surface and the existence of body-generated turbulence. In this section, these effects are examined in detail, by examining the aerodynamic admittance function (AAF), \( \chi^2(f) \).

The AAF is proportional to the ratio of the pressure to wind spectra and is defined via:

\[
S_v(f) = \frac{4P^2}{U^2} \chi^2(f) Su(f),
\]

where \( S_q \) is the power spectral density of the fluctuating wind pressures, and \( P \) is the mean wind pressure. From a mathematical perspective, one can view \( \chi^2(f) \) as a correction factor in the frequency domain that connects the actual pressure fluctuations to the velocity fluctuations. It is independent of the quasi-steady assumption but helps to clarify where the quasi-steady theory holds, viz., when the value is close to 1. Values larger than one indicate the amplification of wind gusts and/or the presence of body-generated turbulence while values less than one indicate an attenuation of the wind gusts.

It can be shown that in the gust effect factor calculation, the AAF is mathematically related to spatial correlation of the wind gusts in Eq. 21. Integrating both sides of Eq. 40 over the frequency domain,

\[
\int_0^\infty S_v(f)df = \frac{4P^2}{U^2} \int_0^\infty \chi^2(f) Su(f)df,
\]

\[
\sigma_q^2 = \frac{4P^2}{U^2} \sigma_u^2 \int_0^\infty \frac{S_v(f)}{\sigma_u^2} \chi^2(f)df,
\]

e.g.,

\[
\sigma_q = 2PIu \sqrt{A_0},
\]

\[
A_0 = \int_0^\infty \frac{S_v(f)}{\sigma_u^2} \chi^2(f)df,
\]

Similarly,

\[
\sigma_q = 2PIu \frac{2\pi Uz}{Lu} \sqrt{A_1},
\]

\[
A_1 = \int_0^\infty \left[ \frac{fLu}{Uz} \right] \sigma_u^2 \chi^2(f)df.
\]

Comparing Eq. 44 with Eq. 19, one can see that \( \chi^2(f) \) and \( \chi(f) \) are synonymous (noting that the moving average filter is not included in Eq. 44). Thus, we use these terms interchangeably, although the physical meaning of the two are somewhat different. To obtain the gust effect factor using the AAF and without the moving average, \( A_0 \) replaces \( Q_0 \) in Eqs 17, 18, while \( A_1 \) replaces \( Q_1 \) in Eq. 18. To obtain the gust effect factor using the AAF and with the moving average filter, \( X(f, \tau) \) is added to Eqs 44, 46.

A commonly used form of the AAF is Vickery’s model (Vickery, 1965):

\[
\chi(f) = \frac{1}{1 + \left[ \frac{\sqrt{\pi} \chi}{U} \right]^3}.
\]
where $A$ is the frontal area, which is $BH$ for the current buildings. This model was obtained from drag force data for two-dimensional bluff bodies in contrast to Eq. 21, which was derived based on the spatial correlation of wind speeds and does not consider the effects of body-generated turbulence. Figure 6 provides the AAFs for the area-averaged fluctuating pressures on the side wall, together with Eq. 47 and Eq. 21, the latter of which is used in the ASCE 7 implementation. It is also noted that, while these models may not be expected to hold for single surfaces such as the side walls in Figure 6, the provisions of Chapter 27 in ASCE 7–16 use gust effect factors for single walls to develop the overall loads, so it is of practical importance to understand how well this works.

**EXPERIMENTAL RESULTS**

For the AAF on side walls, as can be seen in Figure 6 there is an obvious peak indicating vortex shedding for $D/B < 2.5$. The peak reaches its highest energy level for $D/B$ between 0.5 and 1. For lower $D/B$ values, the peak decreases, indicating the relative less separation and vortex shedding effects on the building side walls. For $D/B > 1$, the after-body, (i.e. the distance from the separation point) is larger and the flow either partially or fully reattaches. In this range, the vortex shedding has relatively more variability as indicated by the broad-band peak. For $D/B \geq 2.5$, the mean flow is reattached on the side wall (see Liu et al. (2019), who determined this based on the method given by Akon and Kopp (2016) for elevations between $0.2H–0.8H$), and the vortex shedding peak is eliminated. The Strouhal number, $St$, using the peaks in determined from the side-wall spectra, are shown in Figure 7. Figure 7 also includes data from Liang et al. (2002) and Lander et al. (2016). It can be seen that the Liang et al. (2002) values are smaller than those from current data. However, closer values are obtained for the square prism data ($D/B = 1$) of Lander et al. (2016).

As can be seen in Figure 8, for the leeward walls, the vortex shedding peaks remain, although they are significantly reduced in magnitude and are at twice the Strouhal number since the leeward side is influenced by vortices from both sides of the wake. The vortex shedding peak is clearly evident over the range $0.5 \leq D/B \leq 2.5$. For $D/B < 0.5$, the vortex shedding peak is not evident and the AAF closely follows Vickery’s model (Eq. 47) while being slightly larger than Solari’s formulation (Eq. 21) at the higher frequencies. For $D/B > 2.5$, the flow on the side wall is reattached with full pressure recovery by $D/B > 4$. In this case there is significant energy at higher frequencies, which must be due to the separation of the turbulent boundary layers at the leeward edge. The AAF for drag are depicted in Figure 9. There is little evidence of the vortex shedding on these results, although there is a tendency to significant energy at the higher frequencies, which may be affected by the vortex shedding in the range $0.5 \leq D/B \leq 2.5$ and the separated turbulent flow for $D/B > 2.5$. Overall, both Vickery’s and Solari’s model slightly underestimate the data at the higher frequencies.

As can be seen from analysis above, the AAF reflects some important characteristics of the flow and the fluctuating pressures in the frequency domain, which directly influences the value of $G$ in Eq. 17 through $\sqrt{Q_{0}}$ in Eq. 19 or $\sqrt{A_{0}}$ in Eq. 44. However, because of the square-root dependence, small errors in the AAF will not play a significant role in creating errors in $G$. The empirical model of Vickery (Eq. 47) is slightly more accurate than that based solely on the analysis of the wind field, as developed by Solari (Eq. 21). Thus, the AAF for the drag coefficient would appear.

![Figure 6](image_url)  | Aerodynamic admittance functions for area-averaged fluctuating pressure coefficients on the side wall. Legends: measured, Eq. 47, Eq. 21.

![Figure 7](image_url)  | Strouhal number as a function of $D/B$ ratio.
FIGURE 8 | Aerodynamic admittance functions for area-averaged fluctuating pressure coefficients on the leeward wall.

FIGURE 9 | Aerodynamic admittance functions for drag coefficients.

FIGURE 10 | Measured and predicted peak response factors, $g_q$, for area-averaged pressure coefficients on the (A) windward wall, (B) side wall, (C) leeward wall and for (D) drag coefficients under the orthogonal wind direction.
factors are between 3.0 and 3.5, which is also true for the drag. Comparing the measured peak factors to the theoretical values, as can be seen in Figure 10, estimated values of $g_q$ using Eq. 18, which are all between 3.3 and 3.4, show significant differences from measured values for the side and leeward walls. For $D/B$ smaller than 2.5 on the side wall and for $D/B$ between 0.25 and four on the leeward wall, the measured values are significantly larger than the theoretical values. This is due to Eq. 18 being based on the assumption that the fluctuating pressures constitute a Gaussian process, based on the quasi-steady assumption. However, as can be seen from Figure 11, where some typical probability distributions are given, this assumption does not always hold. For pressures on the side wall, the probability distribution is significantly left-skewed from the Gaussian distribution; while for base drag, the probability is slightly right-skewed from the Gaussian distribution. There have been many studies regarding estimating peak factors for non-Gaussian processes, such as Kareem and Zhao (1994), Kwon and Kareem (2011) and Huang et al. (2013). Many of the studies use skewness and kurtosis of the non-Gaussian process to predict the peak factor. Here, the methods for estimating peak factors are not focused. In the following section, measured $g_q$ values are directly used to calculate $G_Q$ and $G$ values, to focus on the effects of the moving average filter, $X(f, \tau)$.

**PEAK FACTORS AND MOVING-AVERAGE DURATION OF THE RESPONSE**

**Peak Factors**

Figure 10 depicts the measured peak factors, $g_f$, with comparisons to the theoretical values (Eq. 18). As can be seen from Figure 10, most of the measured peak factors are larger than 3.0. For side wall pressures, as Figure 6 shows, the case which shows strongest separation and vortex shedding occurs at $D/B = 0.67$, with a peak factor of about 4.5. However, for $D/B$ of 0.25–0.5, the peak factor reaches about 5.0. Saathoff and Melbourne (1989) argue that the generation of large negative peak pressures in separated flows is related to unstable intermittent roll-up of the separated shear layers; thus, the increase in peak factors may be caused by relatively more synchronous roll-up of the shear layers over the entire, but smaller, side surface. For $D/B < 0.25$, the peak factor decreases, which can be mainly attributed to the weaker turbulence effects as the separated shear layer develops. As $D/B$ increases above 1, the flow is partially reattached on the side wall, leading to lower correlations over the surface such that the peak factor decreases. For $D/B \approx 2.5$, the mean flow is reattached on the side wall and the peak factor is about 3.5 for larger $D/B$ values.

The data are similar for leeward wall pressures where, for $D/B$ ratios between 0.25 and 4, the peak factor is larger than 4.0. For $D/B < 0.25$, due to relatively weaker turbulence effects, the peak factor is reduced. The peak factor is also reduced for $D/B > 4$. Overall, for pressures on the side and leeward walls, most of the peak factors are significantly larger than 3.0. However, for windward walls the peak factors are between 3.0 and 3.5, which is also true for the drag.

Comparing the measured peak factors to the theoretical values, as can be seen in Figure 10, estimated values of $g_q$ using Eq. 18, which are all between 3.3 and 3.4, show significant differences from measured values for the side and leeward walls. For $D/B$ smaller than 2.5 on the side wall and for $D/B$ between 0.25 and four on the leeward wall, the measured values are significantly larger than the theoretical values. This is due to Eq. 18 being based on the assumption that the fluctuating pressures constitute a Gaussian process, based on the quasi-steady assumption. However, as can be seen from Figure 11, where some typical probability distributions are given, this assumption does not always hold. For pressures on the side wall, the probability distribution is significantly left-skewed from the Gaussian distribution; while for base drag, the probability is slightly right-skewed from the Gaussian distribution. There have been many studies regarding estimating peak factors for non-Gaussian processes, such as Kareem and Zhao (1994), Kwon and Kareem (2011) and Huang et al. (2013). Many of the studies use skewness and kurtosis of the non-Gaussian process to predict the peak factor. Here, the methods for estimating peak factors are not focused. In the following section, measured $g_q$ values are directly used to calculate $G_Q$ and $G$ values, to focus on the effects of the moving average filter, $X(f, \tau)$.

**Moving-Average Duration**

In this section, the effects of the moving average filter are examined. Figure 12 shows the measured $G$ values, together with the comparison to the theoretical values. Note that the measured 3 s moving average response is obtained by using Eq. 23 with the measured $g_q$ and $Q_b$ values. The difference in the measured instantaneous and 3 s duration values represents the load effects of the small-scale turbulence in the wind as well as the body-generated turbulence. The difference between the measured 3 s duration and the theoretical values represent the effects of the other factors in the model including the peak factors and force or pressure spectrum. Several observations can be made, first, for the windward wall, the match between all of the curves is good with generally small cumulative difference in all of the curves. Clearly, the effect of duration is minimal for windward walls where there
are limited small-scale turbulence effects after spatial averaging. Second, in contrast, there are clear duration effects on the side wall for \( D/B \) between about 0.5 and 2.5, i.e., for plan dimensions where the separated shear layer is playing a dominant role, which is most significant for \( D/B \) between about 0.5 and 1. Third, for the leeward wall, the body-generated turbulence also has a significant effect over \( D/B \) between about one and 4. Finally, the drag force does exhibit some dependence on the body-generated turbulence, the effects are only slightly larger than those on the windward wall. In fact, the bulk of the difference between the theoretical gust factor and the measured values for the drag are due to body-generated turbulence for \( 0.5 < D/B < 4 \) (caused by the leeward walls contribution), while for \( D/B < 0.5 \), it is due to the peak factor.

CONCLUSION

The objective of the paper is to systematically investigate the gust effect factor for rigid high-rise buildings based on an experimental approach. From the analysis of the data, the following conclusion can be made:

1. The aerodynamic admittance function (AAF) reflects important characteristics of the fluctuating pressures in the frequency domain and has direct influence on the value of the gust effect factor. For pressures on the windward wall and base drag, AAF decreases with frequency for high frequencies, meaning that the effects of non-contemporaneous gust actions are playing a leading role. This leads to gust effect factors that usually have values less than (or close to) unity. For the side and leeward wall pressures, the combined effects of separation, vortex shedding and reattachment lead to large peaks in AAF causing the gust effect factor to have values larger than unity.

2. The statistical distributions of the fluctuations affect the peak factors. Non-Gaussian behavior is observed, which significantly affects the side and leeward wall peak factor for \( 0.5 < D/B < 4 \). For \( D/B < 0.5 \), the side wall area is small and it appears that the vortices in the separated shear layer may not be sufficiently formed to affect the fluctuating pressures substantially. For \( D/B > 4 \), the separated shear layers reattach on the side walls and there is sufficient distance for full pressure recovery prior to the leeward edge. Evidently, this also reduces the effects on the peak factors, indicating limited effects of body-generated turbulence.

3. The effects of moving average time are similar to those of peak factors. For building geometries and surfaces with significant body-generated turbulence, the moving average duration has a significant effect. Thus, for side and leeward walls in the range \( 0.5 < D/B < 4 \), there are significant effects. For windward walls and overall drag, the effect of duration is minimal.

4. Overall, the results in the ASCE 7–16 gust effect factor for rigid buildings are underestimated for many building configurations. The main reasons are: 1) the term in the formulation which characterizes the non-contemporaneous gust actions, i.e. the theoretical AAF, underestimates actual
conditions, due to the neglect of the body-generated turbulence effects; 2) the underestimation of the peak factor, due to the limited applicability of the estimating method, which is only suitable for Gaussian processes, while actual conditions usually show significant non-Gaussian characteristics; and 3) the use of the 3 s moving average filter. These lead to significant underestimates for side and leeward walls, while the windward wall is low by less than 5% on average. Overall, the gust factor for the drag force is well-estimated theoretically, except for $0.5 \leq D/B \leq 1$, where it is low by about 5% due to the effects of body-generated turbulence on the leeward wall. Thus, one can conclude that the gust factor model for rigid buildings works well for the drag but much less well for individual wall-averaged pressure coefficients.
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