ON THE NUMBER OF CRITICAL POINTS OF STABLE SOLUTIONS IN BOUNDED STRIP-LIKE DOMAINS
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Abstract. In this paper we show that there exists a family of domains $\Omega_{\varepsilon} \subseteq \mathbb{R}^N$ with $N \geq 2$, such that the stable solution of the problem

$$
\begin{cases}
-\Delta u = g(u) & \text{in } \Omega_{\varepsilon} \\
u > 0 & \text{in } \Omega_{\varepsilon} \\
u = 0 & \text{on } \partial \Omega_{\varepsilon}
\end{cases}
$$

admits $k$ critical points with $k \geq 2$. Moreover the sets $\Omega_{\varepsilon}'s$ are star-shaped and "close" to a strip as $\varepsilon \to 0$. Next, if $g(u) \equiv 1$ and $N \geq 3$ we exhibit a family of domain $\Omega_{\varepsilon}'s$ with positive mean curvature and solutions $u_{\varepsilon}$ which have $k$ critical points with $k \geq 2$. In this case, the domains $\Omega_{\varepsilon}$ turn out to be "close" to a cylinder as $\varepsilon \to 0$.

1. Introduction and main results

In this paper we investigate the number of critical points of solutions $u$ to the following problem

$$
\begin{cases}
-\Delta u = g(u) & \text{in } \Omega \\
u > 0 & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega
\end{cases}
$$

where $\Omega$ is a smooth bounded domain in $\mathbb{R}^N$, $N \geq 2$ and $g$ is a smooth nonlinearity.

It is known that this problem strongly depends on the geometry of $\Omega$. A very studied case is when $\Omega$ is convex: in this case it is expected the uniqueness of the critical point. One of the first results in this direction is the one in [ML71], where it is proved the strict convexity of the level sets for $N = 2$ and $g \equiv 1$. Of course this property implies the uniqueness of the critical point.

Another classical problem concerns the first eigenfunction of the laplacian with zero Dirichlet boundary condition. In this case the uniqueness of the critical point was proved in [BL76] (see also [APP81]).

A very general result on the uniqueness of the critical point of solutions of (1.1) is given in the seminal paper by [GNN79] where it is only assumed that $g$ is a locally Lipschitz function and $\Omega$ is a symmetric domain in $\mathbb{R}^N$ which is convex in any direction.

Some conjectures claim that the symmetry assumption in Gidas, Ni, Nirenberg’s Theorem can be removed. An interesting contribution in this direction is the result in [CC98] where the uniqueness of the critical point is proved for semi-stable solutions in planar domains with strictly positive boundary curvature.

We recall that a solution $u$ of problem (1.1) is said to be stable (or semi-stable) if the linearized operator at $u$ is positive definite, i.e. if for all $\xi \in C_0^\infty (\Omega) \setminus \{0\}$ one has

$$
\int_\Omega |\nabla \xi|^2 - \int_\Omega g'(u)|\xi|^2 > 0 \quad (\geq 0),
$$

or equivalently if the first eigenvalue of the linearized operator $-\Delta - g'(u)$ in $\Omega$ is positive (non-negative).

The result in [CC98] was recently extended allowing $\partial \Omega$ to have points with zero curvature, see [DRGM21].

This work was supported by INDAM-GNAMPA.
Next we are going to discuss what happens if $\partial \Omega$ contains points with negative curvature. We will see that not only the uniqueness of the critical point is lost, but it is not even possible to have any bound on the number of critical points. Indeed, in [GG19] it was proved that there exists a family of bounded domains $\Omega_\varepsilon$ in $\mathbb{R}^2$ and a solution $u_\varepsilon$ to
\[
\begin{cases}
-\Delta u_\varepsilon = 1 & \text{in } \Omega_\varepsilon \\
u_\varepsilon > 0 & \text{in } \Omega_\varepsilon \\
u_\varepsilon = 0 & \text{on } \partial \Omega_\varepsilon
\end{cases}
\]
such that
(i) $\Omega_\varepsilon$ is starshaped with respect to an interior point;
(ii) $\Omega_\varepsilon$ locally converges to a strip $S = \{(x,y) \in \mathbb{R}^2 \mid -1 < y < 1\}$ for $\varepsilon \to 0$, i.e. for all compact set $K \subseteq \mathbb{R}^2$ it holds $|K \cap (S \Delta \Omega_\varepsilon)| \to 0$ as $\varepsilon \to 0$;
(iii) The curvature of $\partial \Omega_\varepsilon$ change sign once and \( \min_{(x,y) \in \partial \Omega_\varepsilon} Curv(x,y) \to 0 \) as $\varepsilon \to 0$;
(iv) $u_\varepsilon$ has at least $k$ maximum points with $k \geq 2$.

In some sense, for $\varepsilon > 0$ small, the domains $\Omega_\varepsilon$ are “close” to be convex and the minimum negative value of the curvature of $\partial \Omega_\varepsilon$ is close to zero as we want.

The aim of this paper is twofold: first we want to extend the result of [GG19] to more general nonlinearities. On the other hand we want to investigate the role of the curvature of $\partial \Omega$ in higher dimensions.

Concerning the first point, let us assume that the nonlinearity has the form $g = \lambda f$ where $f$ is smooth and satisfies
\[(1.2) \quad f : \mathbb{R} \to \mathbb{R} \text{ is increasing and convex,}
\]
\[(1.3) \quad f(0) > 0.
\]
In this setting it is well known that there exists $\lambda^*(\Omega) > 0$ such that for all $\lambda \in (0, \lambda^*(\Omega))$ the problem
\[(1.4) \quad \begin{cases}
-\Delta u = \lambda f(u) & \text{in } \Omega \\
u > 0 & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega
\end{cases}
\]
adopts a positive stable solution, see for instance [Ban80, CR75] and [MPS0] and the references therein.

Finally let us denote by $S$ the strip $S = \{(x,y) \in \mathbb{R}^N \times \mathbb{R} \mid -1 < y < 1\}$. Our first result claims that, if $f$ satisfies (1.2) and (1.3) then there exists a family of bounded smooth domains $\Omega_\varepsilon$ “close” to the strip $S$ and a solution $u_\varepsilon$ to (1.4) with $k$ maximum points, $k \geq 2$. The precise statement follows.

**Theorem 1.1.** Assume that $f$ satisfies (1.2) and (1.3)

Then for any $\lambda \in (0, \lambda^*(-1,1))$ and for all $k \in \mathbb{N}$ there exists a family of smooth and bounded domain $\Omega_\varepsilon \subseteq \mathbb{R}^{N+1}$ such that
(i) $\Omega_\varepsilon$ is starshaped with respect to the origin and symmetric with respect to the hyperplanes $x_j = 0$ for $j = 1, \ldots, N$ and $y = 0$;
(ii) $\Omega_\varepsilon$ locally converges to the strip $S$ for $\varepsilon \to 0$, i.e. for all compact set $K \subseteq \mathbb{R}^{N+1}$ it holds $|K \cap (S \Delta \Omega_\varepsilon)| \to 0$ as $\varepsilon \to 0$;
(iii) $\lambda^*(\Omega_\varepsilon) \geq \lambda^*(-1,1)$ for $\varepsilon$ small enough;
(iv) if $u_\varepsilon$ is the stable solution of problem (1.4) in $\Omega_\varepsilon$ for some $0 < \lambda < \lambda^*(\Omega_\varepsilon)$ then $u_\varepsilon$ has at least $k$ maximum points.

Let us give an idea of Theorem 1.1. The assumptions on $f$ imply that there exists a stable solution $u_0$ of the following ODE
\[
\begin{cases}
-u'' = \lambda f(u) & \text{in } (-1,1) \\
u > 0 & \text{in } (-1,1) \\
u(\pm1) = 0.
\end{cases}
\]
Next, for a small \( \sigma > 0 \) let us extend \( u_0 \) to a slightly larger interval \((-1 - \sigma, 1 + \sigma)\) and denote by \( \varphi : \mathbb{R}^{N+1} \to \mathbb{R} \) a suitable solution of the following PDE
\[
-\Delta v = \lambda f'(u_0(y))v, \quad \text{in } \mathbb{R}^N \times (-1 - \sigma, 1 + \sigma).
\]
(1.5)

Of course (1.5) can be solved using the classical separation of variables method.

Our domain \( \Omega_\varepsilon \) will be the connected component of \( \{ u_0 + \varepsilon \varphi > 0 \} \) containing the origin and the solution \( u_\varepsilon \) the stable solution to (1.4) with \( \Omega = \Omega_\varepsilon \). Finally we show that \( u_\varepsilon \) is close to \( u_0 + \varepsilon \varphi \) on the compact sets of \( \Omega_\varepsilon \) and, since it will be proved that this last function admits \( k \) non-degenerate critical points then (iv) follows.

The proof of Theorem 1.1 will be given in Section 3. We point out that it is possible to prove a slight more general result for problem (1.1) without assuming (1.3), see Remark 2.11.

It is important to remark that our construction only works for stable solutions to (1.1). Indeed, even for the case of the first eigenfunction of the Laplacian (where the first eigenvalue of the linearized problem is zero), we are not able to construct a domain \( \Omega_\varepsilon \) as in Theorem 1.1. This will be discussed in Remark 2.11. We do not know if in this case there exists a pair \((\Omega_\varepsilon, u_\varepsilon)\) as in Theorem 1.1.

Next let us discuss the role of the curvature of \( \partial \Omega \) for solutions to (1.1) in higher dimensions. We will focus on the particular case of the torsion problem, i.e. \( g \equiv 1 \) in (1.1). By Makar-Limanov’s result if \( N = 2 \) and the curvature of \( \partial \Omega \) is positive then the solution \( u \) admits exactly one critical point (see [DRGM21] if the curvature vanishes somewhere). So a question naturally arises:

1. If \( N \geq 3 \) what is a sufficient condition on \( \partial \Omega \) which implies the uniqueness of the critical point?

2. We point out that even for the torsion problem this is an open problem. In the second part of this paper we give a contribution to this question showing that the positive mean curvature of \( \partial \Omega \) is not the correct extension to higher dimensions.

Indeed, for any \( k \geq 2 \), we will construct a domain \( \Omega_\varepsilon \subseteq \mathbb{R}^N \) with \( N \geq 3 \) and positive mean curvature and a solution \( u_\varepsilon \) of the torsion problem in \( \Omega_\varepsilon \) such that \( u_\varepsilon \) has at least \( k \) critical points. Actually we suspect that the correct condition which implies the uniqueness of the critical point for the solution of the torsion problem is that all principal curvatures are positive. However we have no result to support this idea.

The construction of the pair \((\Omega_\varepsilon, u_\varepsilon)\) is similar to the one in Theorem 1.1 but \( \Omega_\varepsilon \) turns to be a suitable perturbation of a cylinder \( C = \{ (x, y) \in \mathbb{R} \times \mathbb{R}^N \mid |y|^2 < 1 \} \) for \( N \geq 2 \). The result is the following,

**Theorem 1.2.** Let \( N \geq 2 \). For any \( k \in \mathbb{N} \) there exists a family of smooth and bounded domain \( \Omega_\varepsilon \subseteq \mathbb{R}^{N+1} \) and smooth positive functions \( u_\varepsilon : \Omega_\varepsilon \to \mathbb{R} \) such that

1. \( \Omega_\varepsilon \) is starshaped with respect to an interior point;
2. \( \Omega_\varepsilon \) locally converges to the cylinder \( C \) for \( \varepsilon \to 0 \), i.e. for all compact set \( K \subseteq \mathbb{R}^{N+1} \) it holds \( |K \cap (C \Delta \Omega_\varepsilon)| \to 0 \) as \( \varepsilon \to 0 \);
3. \( \theta \) the mean curvature of \( \partial \Omega_\varepsilon \) is positive;
4. \( u_\varepsilon \) solves the torsion problem

\[
\begin{cases}
-\Delta u = 1 & \text{in } \Omega_\varepsilon \\
u = 0 & \text{on } \partial \Omega_\varepsilon;
\end{cases}
\]

5. \( u_\varepsilon \) has at least \( k \) non-degenerate maximum points.

As in Theorem 1.1 we have that \( u_\varepsilon = u_0 + \varepsilon \varphi \) where \( u_0 = \frac{1}{2N} (N - |y|^2) \) is a solution of the torsion problem in the unit ball in \( \mathbb{R}^N \) and \( \varphi \) turns to be an harmonic function in the whole \( \mathbb{R}^{N+1} \).

Then we take \( \Omega_\varepsilon \) as in Theorem 1.1 while our solution will directly be \( u_\varepsilon = u_0 + \varepsilon \varphi \). Since the set \( \Omega_\varepsilon \) turns out to be a small perturbation of the cylinder \( C \), which boundary has positive mean curvature, then (iii) of Theorem 1.2 follows. Note that, unlike as in Theorem 1.1, here the pair \((\Omega_\varepsilon, u_\varepsilon)\) is explicitly computed.

Theorem 1.2 will be proved in Section 3. Finally the Appendix is devoted to the detailed proof of some claims in Section 2 and Section 3.
2. Proof of Theorem 1.1

In this section we take \( x = (x_1, \ldots, x_N) \in \mathbb{R}^N \) and \( y \in \mathbb{R} \) and we assume the hypothesis of Theorem 1.1. The proof works as follows: we first construct a suitable domain \( \Omega_\varepsilon \) which verifies the claim of Theorem 1.1 and next we prove that the stable solution of (1.4) satisfies the claim (iv) in Theorem 1.1.

The first step in the construction of the domain \( \Omega_\varepsilon \) is to introduce a solution \( u_0 \) of the 1-dimensional problem

\[
\begin{cases}
-u'' = \lambda f(u) & \text{in } (-1, 1) \\
u > 0 & \text{in } (-1, 1) \\
u(\pm 1) = 0.
\end{cases}
\]

(2.1)

By the assumption on \( f \) such a solution exists and by elementary argument it can be extended to verify

\[
\begin{cases}
-u'' = \lambda f(u) & \text{in } (-1 - \sigma, 1 + \sigma) \\
u > 0 & \text{in } (-1, 1) \\
u(\pm 1) = 0 \\
u < 0 & \text{in } [-1 - \sigma, -1) \cup (1, 1 + \sigma]
\end{cases}
\]

for \( \sigma > 0 \) and small. We again denote by \( u_0 \) this extension.

Since \( u_0 \) is a stable solution we have that the first eigenvalue of the linearized operator

\[
\frac{d^2}{dy^2} - \lambda f'(u_0(y)),
\]

in \((-1, 1)\) with Dirichlet boundary conditions is strictly positive. Then, up to choose a smaller \( \sigma \), also the first eigenvalue of (2.2) in \((-1 - \sigma, 1 + \sigma)\) is strictly positive. We denote it by \( \mu_0 \).

Next ingredient in the construction of \( \Omega_\varepsilon \) involves a solution of a suitable linearized problem in the strip \( \mathbb{R}^N \times (-1 - \sigma, 1 + \sigma) \). To do this we need to study the following ODE.

Lemma 2.1. For \( \mu \in (0, \mu_0) \) there exists a solution \( \omega_\mu \) of the ordinary equation

\[
\begin{cases}
-\omega'' - \lambda f'(u_0(y))\omega = \mu \omega & \text{in } (-1 - \sigma, 1 + \sigma) \\
\omega_\mu(0) = 1
\end{cases}
\]

such that

(i) \( \omega_\mu > 0 \) in \([-1 - \sigma, 1 + \sigma]\),
(ii) \( \omega_\mu \) is symmetric with respect to 0,
(iii) \( y \omega_\mu(y) < 0 \) for all \( y \neq 0 \).
Proof. Fix \( \mu \in (0, \mu_0) \) and let \( \omega \) be the solution of
\[
\begin{aligned}
-\omega'' - \lambda \phi'(u_0(y))\omega &= \mu \omega & \text{in } (-1 - \sigma, 1 + \sigma), \\
\omega(\pm(1 + \sigma)) &= 1.
\end{aligned}
\]
Since \( \mu < \mu_0 \), by the maximum principle we know that \( \omega > 0 \) in \((-1 - \sigma, 1 + \sigma)\). Taking into account the symmetry of \( u_0 \) and the maximum principle we get that \( \omega(y) = \omega(-y) \) and then (ii) follows.

Moreover, from \( f' \geq 0 \) we deduce \( \omega'' < 0 \) in \([-1 - \sigma, 1 + \sigma] \) and then 0 turns out to be a maximum point. The strictly concavity of \( \omega \) tells also that \( \omega'(y) < 0 \) for \( y > 0 \) and, together to the symmetry of the function, this yields (iii). To conclude the proof set \( \omega_{\mu} = \omega/\omega(0) \).

\[ \square \]

2.1. Construction of the domain \( \Omega_\varepsilon \). Now, for some \( n = n(k) \in \mathbb{N} \), let \( \mu_1, \ldots, \mu_n \in \mathbb{R} \) be such that
\[
\frac{\mu_0}{4} > \mu_1 > \cdots > \mu_n > 0,
\]
and for \( i = 1, \ldots, n \)
\[
\omega_i(y) = \omega_{\mu_i}(y), \quad y \in (-1 - \sigma, 1 + \sigma),
\]
the function given by Lemma 2.1. From now on, we consider \( \sigma \) fixed.

Given \((t, y) \in \mathbb{R} \times (-1 - \sigma, 1 + \sigma)\), we define
\[
\tilde{\varphi}(t, y) = \sum_{i=1}^{n} \alpha_i \cosh(\sqrt{\mu_i}t)\omega_i(y),
\]
for some \( \alpha_i \in \mathbb{R} \) which will be fixed later. A straightforward computation shows that \( \tilde{\varphi} \) is a solution of the linearized problem
\[
-\Delta v = \lambda f'(u_0(y))v, \quad \text{in } \mathbb{R} \times (-1 - \sigma, 1 + \sigma).
\]
We set \( \alpha_1 = -1 \) while we choose \( \alpha_2, \ldots, \alpha_n \) in such a way that the function \( \tilde{\varphi}(t, 0) = \sum_{i=1}^{n} \alpha_i \cosh(\sqrt{\mu_i}t) \) has \( k \) nondegenerate maximum points \( t_1, \ldots, t_k \). We point out that it is always possible to do this, see Lemma [A1] in the Appendix for the details. Finally, for \((x_1, \ldots, x_N, y) \in \mathbb{R}^N \times (-1 - \sigma, 1 + \sigma)\) we define
\[
\varphi(x_1, \ldots, x_N, y) = \sum_{j=1}^{N} \tilde{\varphi}(x_j, y) = \sum_{j=1}^{N} \sum_{i=1}^{n} \alpha_i \cosh(\sqrt{\mu_i}x_j)\omega_i(y)
\]
which solves
\[
-\Delta v = \lambda f'(u_0(y))v, \quad \text{in } \mathbb{R}^N \times (-1 - \sigma, 1 + \sigma).
\]
We point out that, for \( \varepsilon \) small enough,
\[
u_0(0) + \varepsilon \varphi(0, \ldots, 0, 0) > 0,
\]
and we denote by
\[
\Omega_\varepsilon \text{ the connected component of } \{ u_0 + \varepsilon \varphi > 0 \} \text{ containing the origin.}
\]
The following lemma proves some properties of the set \( \Omega_\varepsilon \). The proof follows [GG19].

Lemma 2.2. The set \( \Omega_\varepsilon \) satisfies the following properties.

(i) \( \Omega_\varepsilon \subseteq \Omega_{\varepsilon} \) for \( \varepsilon \) small enough, with \( \Omega_{\varepsilon} = [-M_\varepsilon, M_\varepsilon]^N \times [-\eta, 1 + \eta] \) where
\[
M_\varepsilon = \frac{1}{\sqrt{\mu_1}} \log \left( \frac{3 \|u_0\|_{L^\infty(-1 + \eta, 1 + \eta)}}{\varepsilon \omega_1(1 + \eta)} \right),
\]
and \( \eta \in (0, \sigma) \) as small as we want.

(ii) \( \Omega_\varepsilon \supseteq [t_1, t_k]^N \times \{0\} \).
(iii) Let \((x^\varepsilon, y^\varepsilon) \in \partial \Omega_\varepsilon\) for \(\varepsilon\) small enough. Then, if \(|x^\varepsilon| \leq C\) we have
\[ y^\varepsilon = \pm 1 + o(1), \]
and if \(|x^\varepsilon| \to +\infty\) we have
\[ \sum_{j=1}^{N} \cosh(\sqrt{\mu_j} x^\varepsilon_j) = \frac{u_0(y^\varepsilon)}{\varepsilon \omega_1(y^\varepsilon)}(1 + o(1)). \]
In particular \(\Omega_\varepsilon\) locally converges to the strip \(S = \mathbb{R}^N \times (-1, 1)\) for \(\varepsilon \to 0\).
(iv) \(\Omega_\varepsilon\) is symmetric with respect to the hyperplanes \(x_j = 0\) for \(j = 1, \ldots, N\) and \(y = 0\). Moreover, it is a smooth and star-shaped domain with respect to the origin for \(\varepsilon\) small enough.

Proof. In order to prove (i) we show that \(u_0 + \varepsilon \varphi < 0\) on \(\partial R_\varepsilon\). First let us consider the case where \(x = (x_1, \ldots, x_N) \in [-M_\varepsilon, M_\varepsilon]^N\) is such that \(x_j = \pm M_\varepsilon\) for some \(j = 1, \ldots, N\) and \(y \in [-1 - \eta, 1 + \eta]\). Hence, recalling \([2.4]\) one has
\[ u_0(y) + \varepsilon \varphi(x, y) \leq \|u_0\|_{L^\infty((-1-\eta, 1+\eta))} - \frac{3}{\varepsilon} \|u_0\|_{L^\infty((-1-\eta, 1+\eta))} (1 + o(1)) \leq - \frac{\|u_0\|_{L^\infty((-1-\eta, 1+\eta))}}{\varepsilon} \]
as \(\varepsilon \to 0\).

Next let \((x, y) \in \{(x, y) \in \mathbb{R}^{N+1} \mid x \in [-M_\varepsilon, M_\varepsilon]^N, y = \pm(1 + \eta)\}\) and observe that since \(\omega_i > 0\) for \(y \in [-1 - \eta, 1 + \eta]\) for all \(i = 1, \ldots, n\) and \(\alpha_i = -1\) we get
\[ \sup_{\mathbb{R}^N \times [-1 - \eta, 1 + \eta]} \varphi = C \in \mathbb{R}. \]
Finally, we have
\[ u(x, y) \leq u_0(\pm(1 + \eta)) + C\varepsilon < \frac{u_0(\pm(1 + \eta))}{2}, \]
for \(\varepsilon\) small enough. Then (i) follows.

Concerning (ii), if \(\varepsilon\) satisfies
\[ \varepsilon N \max_{t \in [t_1, t_2]} \left[ \sum_{i=1}^{N} \alpha_i \cosh(\sqrt{\mu_i} t) \right]^{-} < \frac{u_0(0)}{2}, \]
where \([\cdot ]^{-}\) denotes the negative part, then we get
\[ u_0 + \varepsilon \varphi \geq u_0 - \varepsilon \varphi^{-} > \frac{u_0(0)}{2}, \]
and so \([t_1, t_2]^N \times \{0\} \subseteq \Omega_\varepsilon\).

To prove (iii) note that from \(u(x^\varepsilon, y^\varepsilon) = 0\) on \(\partial \Omega_\varepsilon\) we have
\[ u_0(y^\varepsilon) = -\varepsilon \varphi(x^\varepsilon, y^\varepsilon). \]
If \(|x^\varepsilon| \leq C\) then \(\varphi\) is uniformly bounded with respect to \(\varepsilon \to 0\) and then \(u_0(y^\varepsilon) \to 0\) which yields to \(y^\varepsilon \to \pm 1\).

On the other hand, if \(|x^\varepsilon| \to +\infty\) we have (recall that \(\alpha_1 = -1\))
\[ -u_0(y^\varepsilon) = -\varepsilon \sum_{j=1}^{N} \cosh(\sqrt{\mu_j} x^\varepsilon_j) \omega_1(y^\varepsilon)(1 + o(1)), \]
which gives \([2.7]\) Moreover, since the right hand side of equation \([2.8]\) is strictly negative we get \(u_0(y^\varepsilon) > 0\) that implies \(|y^\varepsilon| \leq 1\).

The symmetry properties of the domain immediately follow from the ones of \(\varphi\) and \(u_0\). To show the star-shapeness with respect to the origin, it is enough to prove that there exists \(\alpha > 0\) such that
\[ y \partial_y u_0(y) + \varepsilon \sum_{j=1}^{N} x_j \partial_{x_j} \varphi(x, y) + \varepsilon y \partial_y \varphi(x, y) \leq -\alpha < 0, \quad \text{for all } (x, y) \in \partial \Omega_\varepsilon. \]
So we have that (2.9) becomes

$$y \partial y u_0(y) < 0, \quad \text{in } R, \{ y = 0 \}. $$

If $(x^\varepsilon, y^\varepsilon) \in \partial \Omega$ is such that $|x^\varepsilon| \leq C$ as $\varepsilon \to 0$, then from (2.6) follows

$$y^\varepsilon \partial y u_0(y^\varepsilon) = \pm \partial y u_0(\pm 1)(1 + o(1)) = \partial y u_0(1) + o(1) < 0.$$

In this case, since the derivatives of $\varphi$ are uniformly bounded with respect to $\varepsilon$, it easily follows

$$y \partial y u_0(y^\varepsilon) + \varepsilon \sum_{j=1}^N x_j^\varepsilon \partial x_j \varphi(x^\varepsilon, y^\varepsilon) + \varepsilon y \partial y \varphi(x^\varepsilon, y^\varepsilon) = \partial y u_0(1) + o(1) + O(\varepsilon)$$

$$\leq \frac{1}{2} \partial y u_0(1) < 0,$$

for $\varepsilon$ small enough.

On the other hand, if $|x^\varepsilon| \to +\infty$, let $\{ j_1, \ldots, j_m \} \subseteq \{ 1, \ldots, N \}$ be such that $|x_j \to +\infty$ if and only if $j = j_h$ for some $h = 1, \ldots, m$. Then one gets

$$y^\varepsilon \partial y u_0(y^\varepsilon) + \varepsilon \sum_{j=1}^N x_j^\varepsilon \partial x_j \varphi(x^\varepsilon, y^\varepsilon) + \varepsilon y \partial y \varphi(x^\varepsilon, y^\varepsilon)$$

$$= y^\varepsilon \partial y u_0(y^\varepsilon) + \varepsilon \sum_{j=1}^N \sum_{i=1}^n \alpha_i \left( \sqrt{\mu_i} x_j^\varepsilon \sinh(\sqrt{\mu_i} x_j^\varepsilon) \omega_i(y^\varepsilon) + \cosh(\sqrt{\mu_i} x_j^\varepsilon) y^\varepsilon \partial y \omega_i(y^\varepsilon) \right)$$

$$(2.9) \quad \leq y^\varepsilon \partial y u_0(y^\varepsilon) - \frac{\varepsilon}{2} \sum_{h=1}^m \sqrt{\mu_h} x_{j_h}^\varepsilon \sinh(\sqrt{\mu_h} x_{j_h}^\varepsilon) \omega_1(y^\varepsilon) \left( 1 + o(1) \right).$$

For $h = 1, \ldots, m$ we have that $-x_{j_h} \sinh(\sqrt{\mu_h} x_{j_h}) \leq -\cosh(\sqrt{\mu_h} x_{j_h})$ and then

$$- \sum_{h=1}^m x_{j_h}^\varepsilon \sinh(\sqrt{\mu_h} x_{j_h}) \left( 1 + o(1) \right) \leq - \sum_{h=1}^m \cosh(\sqrt{\mu_h} x_{j_h}) \left( 1 + o(1) \right)$$

$$= - \sum_{j=1}^N \cosh(\sqrt{\mu_j} x_j^\varepsilon) \left( 1 + o(1) \right).$$

So we have that (2.9) becomes

$$y^\varepsilon \partial y u_0(y^\varepsilon) + \varepsilon \sum_{j=1}^N x_j^\varepsilon \partial x_j \varphi(x^\varepsilon, y^\varepsilon) = y^\varepsilon \partial y u_0(y^\varepsilon) - \frac{\varepsilon}{2} \sum_{j=1}^N \cosh(\sqrt{\mu_j} x_j^\varepsilon) \left( 1 + o(1) \right)$$

$$\left( 2.7 \right) \quad \leq y^\varepsilon \partial y u_0(y^\varepsilon) - \frac{\sqrt{\mu_j}}{2} u_0(y^\varepsilon) \left( 1 + o(1) \right)$$

$$\leq y^\varepsilon \partial y u_0(y^\varepsilon) - \frac{\sqrt{\mu_j}}{4} u_0(y^\varepsilon),$$

and if $y^\varepsilon \partial y u_0(y^\varepsilon) - \frac{\sqrt{\mu_j}}{4} u_0(y^\varepsilon) \to 0$, since both terms are nonpositive, then they both go to 0. This implies $y^\varepsilon \to 0$ in the first term, and $y^\varepsilon \to 1$ in the second one, a contradiction.

Hence $y^\varepsilon \partial y u_0(y^\varepsilon) - \frac{\sqrt{\mu_j}}{4} u_0(y^\varepsilon) \leq -\alpha$. Finally, for

$$\alpha = \min \left\{ -\frac{1}{2} \partial y u_0(1), \alpha \right\},$$

we have the claim.

Of course $y \partial y u_0(y) + \varepsilon \sum_{j=1}^N x_j \partial x_j \varphi(x, y) + \varepsilon y \partial y \varphi(x, y) \neq 0$ on $\partial \Omega$ implies that $\partial \Omega$ is a smooth set.

Next lemma tells us that the function $u_0 + \varepsilon \varphi$ has many critical points.

$$\square$$
Lemma 2.3. The function $u_0 + \varepsilon \varphi$ has at least $k$ different nondegenerate local maxima in $\Omega_\varepsilon$ for $\varepsilon$ small enough.

Proof. Set $U = u_0 + \varepsilon \varphi$ and let $t_1 < \cdots < t_k$ be local, nondegenerate maxima for $\tilde{\varphi}(t,0) = \sum_{i=1}^n \alpha_i \cosh(\sqrt{\mu_i} t)$. Then a straightforward computation gives

$$\nabla U(t_m, \ldots, t_m, 0) = 0.$$ 

Next observing that $\partial_{yy} u_0(0) = -\lambda f(u_0(0)) < 0$ we have

$$\partial_{yy} U(t_m, \ldots, t_m, 0) = \partial_{yy} u_0(0) + \varepsilon \sum_{j=1}^N \sum_{i=1}^k \alpha_i \cosh(\sqrt{\mu_i} t_m) \partial_{yy} \omega_i(0) < -\frac{\lambda}{2} f(u_0(0)) < 0,$$

for $\varepsilon$ small enough and for all $m = 1, \ldots, k$. Finally in $(t_m, \ldots, t_m, 0)$ one has

$$\partial_{x_j x_j} U = \varepsilon \sum_{i=1}^k \alpha_i \mu_i \cosh(\sqrt{\mu_i} t_m) < 0,$$

$$\partial_{x \ell x_j} U = 0, \quad \forall \ell \neq j,$$

$$\partial_{x_j y} U = \varepsilon \sum_{i=1}^k \alpha_i \sqrt{\mu_i} \sinh(\sqrt{\mu_i} t_m) \partial_y \omega_i(0) = 0,$$

which, together to (2.10) show us that the Hessian matrix of $U$ is negative definite in $(t_m, \ldots, t_m, 0)$ for all $m = 1, \ldots, k$ and the proof is complete. \hfill $\Box$

Now we prove that problem (1.4) admits a stable solution in the domain $\Omega_\varepsilon$ for many $\lambda^s$.

Lemma 2.4. For $\varepsilon$ small enough, it holds

$$\lambda^* (\Omega_\varepsilon) \geq \lambda^*(-1,1).$$

Proof. Let us write $\lambda^* = \lambda^*(-1,1)$ for simplicity. For $\eta > 0$ small enough we have

$$\lambda^*_\eta = \lambda^*(-1-\eta,1+\eta) = \frac{\lambda^*}{(1+\eta)^2} > \lambda,$$

and by $u^*_\eta$ the solution of

$$\begin{cases} -u'' = \lambda^*_\eta f(u) & \text{in } (-1-\eta,1+\eta) \\ u > 0 & \text{in } (-1-\eta,1+\eta) \\ u(\pm(1+\eta)) = 0. \end{cases}$$

Now, let $\varepsilon$ so small that $\Omega_\varepsilon \subseteq \mathbb{R}^N \times (-1-\eta,1-\eta)$, then $u^*_\eta$ is a supersolution of problem

$$\begin{cases} -u'' = \lambda^*_\eta f(u) & \text{in } \Omega_\varepsilon \\ u > 0 & \text{in } \Omega_\varepsilon \\ u = 0 & \text{on } \partial \Omega_\varepsilon \end{cases}$$

that is $-\Delta u^*_\eta \geq \lambda^*_\eta f(u^*_\eta)$ in $\Omega_\varepsilon$ and $u^*_\eta \geq 0$ on $\partial \Omega_\varepsilon$ (here we follows the notations in [Ban80]). Then [Ban80] Theorem 4.7 ensures that $\lambda^* (\Omega_\varepsilon) \geq \lambda^*_\eta > \lambda$. \hfill $\Box$

Finally, for $\varepsilon > 0$, we define

$$u_\varepsilon$$

as a stable solution of problem (1.4) in $\Omega_\varepsilon$. (2.11)
2.2. Properties of the function $u_\varepsilon$. Before to state the main properties of the solution $u_\varepsilon$ we compute the eigenvalues of a related operator. The proof uses the classical separation of variables.

**Lemma 2.5.** Denote by $\mu_{1,0}(R)$ the first eigenvalue of the operator $-\Delta - \lambda f'(u_0(y))$ in the rectangle

$$R = \prod_{j=1}^N (a_j, b_j) \times (-1 - \sigma, 1 + \sigma),$$

with $u|_{\partial R} = 0$, where $a_j < b_j$ for all $j = 1, \ldots, N$. Then

$$\mu_{1,0}(R) = \mu_0 + \sum_{j=1}^N \left( \frac{\pi}{b_j - a_j} \right)^2 > \mu_0.$$

**Proof.** Fix $\mu \in \mathbb{R}$ and let $A_j$ and $B$ be positive solutions of

(2.12) \[
\begin{cases}
A_j''(t) = c_j A_j(t) & \text{in } (a_j, b_j) \\
A_j(a_j) = A_j(b_j) = 0
\end{cases}
\]

and

(2.13) \[
\begin{cases}
- B''(y) - (\lambda f'(u_0(y)) + \mu) B(y) = \sum_{j=1}^N c_j B(y) & \text{in } (-1 - \sigma, 1 + \sigma) \\
B(\pm(1 + \sigma)) = 0
\end{cases}
\]

for some $c_j \in \mathbb{R}$. We have that the solution of (2.12) is given by

$$A_j(t) = \alpha \sin \left( \sqrt{-c_j} (t - a_j) \right)$$

with $\alpha \in \mathbb{R}$ and

$$c_j = - \left( \frac{\pi}{b_j - a_j} \right)^2 < 0$$

and from (2.13) it follows

$$\sum_{j=1}^N c_j + \mu = \mu_0.$$

Finally, since

$$v(x, y) = B(y) \prod_{j}^N A_j(x_j),$$

solves

(2.14) \[
\begin{cases}
-\Delta v - \lambda f'(u_0(y)) v = \mu v & \text{in } R \\
v = 0 & \text{on } \partial R
\end{cases}
\]

and $v > 0$ we conclude that

$$\mu_{1,0}(R) = \mu = \mu_0 - \sum_{j=1}^N c_j = \mu_0 + \sum_{j=1}^N \left( \frac{\pi}{b_j - a_j} \right)^2 > \mu_0. \quad \square$$

**Remark 2.6.** From $(i)$ of Lemma 2.2 and the previous lemma, one has that the first eigenvalue of the operator $-\Delta - \lambda f'(u_0(y))$ with Dirichlet boundary conditions in $\Omega_\varepsilon$ is strictly positive.

The rest of the section is devoted to show that the solution $u_\varepsilon$ defined in (2.11) is close to $u_0 + \varepsilon \varphi$ as $\varepsilon \to 0$. By Lemma 2.3 then (iv) of Theorem 1.1 follows.

Let us start with the following bound for $u_\varepsilon$.

**Lemma 2.7.** There exists a function $h : (0, +\infty) \to (0, +\infty)$ such that $h(\varepsilon) \to 0$ for $\varepsilon \to 0$ and $u_\varepsilon - u_0 \leq h(\varepsilon)$ in $\Omega_\varepsilon$ uniformly with respect to $(x, y) \in \Omega_\varepsilon$. 
Proof. For \( \eta > 0 \), let \( u_\eta \) be the stable solution of
\[
\begin{cases}
-u'' = \lambda f(u) & \text{in } (-1 - \eta, 1 + \eta) \\
u > 0 & \text{in } (-1 - \eta, 1 + \eta) \\
u(\pm(1 + \eta)) = 0.
\end{cases}
\]
For \( \varepsilon \) small enough such that \( \Omega_\varepsilon \subseteq \mathbb{R}^N \times (-1 - \eta, 1 + \eta) \), from the convexity of \( f \) we have
\[
\begin{cases}
-\Delta (u_\varepsilon - u_\eta) = \lambda (f(u_\varepsilon) - f(u_\eta)) \leq \lambda f'(u_\varepsilon)(u_\varepsilon - u_\eta) & \text{in } \Omega_\varepsilon \\
u_\varepsilon - u_\eta < 0 & \text{on } \partial \Omega_\varepsilon
\end{cases}
\]
and then from the stability of \( u_\varepsilon \) we can apply the maximum principle to deduce \( u_\varepsilon \leq u_\eta \) in \( \Omega_\varepsilon \). For \((x, y) \in \Omega_\varepsilon\), by the maximum principle applied to \( u_\eta - u_0 \) we get
\[
u_\varepsilon(x, y) - u_0(y) \leq u_\eta(y) - u_0(y) \leq \max(u_\eta - u_0)|_{y=\pm(1+\eta)} = -u_0(1 + \eta).
\]
Next let us define the function \( h(\varepsilon) \) as follows: for any \( \varepsilon > 0 \) let \( \eta(\varepsilon) \) be the smallest positive number such that \( \Omega_\varepsilon \subseteq \mathbb{R}^N \times (-1 - \eta(\varepsilon), 1 + \eta(\varepsilon)) \). By the properties of \( \Omega_\varepsilon \) we have that \( \eta(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \). Finally, as \( \varepsilon \to 0 \)
\[
h(\varepsilon) = -u_0(1 + \eta(\varepsilon)) \to 0,
\]
which gives the claim. \( \square \)

Next Lemma gives a first approximation of the closeness of \( u_\varepsilon \) to \( u_0 + \varepsilon \varphi \). It will be improved later.

**Lemma 2.8.** Given \( \psi_\varepsilon = \frac{u_\varepsilon - u_0 - \varepsilon \varphi}{\varepsilon} \) one has \( 0 \leq \psi_\varepsilon < \bar{\psi} \) in \( \Omega_\varepsilon \) for \( \varepsilon \) small enough, where
\[
\bar{\psi}(x, y) = \sum_{j=1}^{N} n \sum_{i=1}^{n} \alpha_i \left( \omega_i(y) - C_i \cosh(\sqrt{\mu_i} x_j) \right),
\]
with \( 0 < C_i < \inf_{(-1-\eta,1+\eta)} \omega_i \) for all \( i = 1, \ldots, k \) and \( 0 < \eta < \sigma \) small, fixed.

**Proof.** Using the convexity of \( f \) we have
\[
-\Delta \psi_\varepsilon - \lambda f'(u_0) \psi_\varepsilon \geq 0.
\]
Moreover, \( \psi_\varepsilon = 0 \) on \( \partial \Omega_\varepsilon \) and taking into account Remark 2.6 we can apply the maximum principle to get \( \psi_\varepsilon > 0 \) in \( \Omega_\varepsilon \).

Again from the convexity of \( f \) we have
\[
-\Delta \psi_\varepsilon - \lambda f'(u_\varepsilon) \psi_\varepsilon \leq \lambda \left( f'(u_\varepsilon) - f'(u_0) \right) \varphi
\]
\[
= \lambda \sum_{j=1}^{N} n \sum_{i=1}^{n} \alpha_i \left( f'(u_\varepsilon) - f'(u_0) \right) \cosh(\sqrt{\mu_i} x_j) \omega_i(y).
\]
(2.14)

From the definition of \( C_i \) it holds \( \bar{\psi} > 0 \) on \( \bar{\Omega}_\varepsilon \). Furthermore, in \( \Omega_\varepsilon \) we have that \( \bar{\psi} \) verifies
\[
-\Delta \bar{\psi} = \sum_{j=1}^{N} n \sum_{i=1}^{n} \alpha_i \left( \lambda f'(u_0) \omega_i(y) + \mu_i C_i \right) \cosh(\sqrt{\mu_i} x_j),
\]
and then
\[
-\Delta \bar{\psi} - \lambda f'(u_\varepsilon) \bar{\psi}
\]
\[
= \sum_{j=1}^{N} n \sum_{i=1}^{n} \alpha_i \left[ \lambda \left( f'(u_0) - f'(u_\varepsilon) \right) \omega_i(y) + \left( \lambda f'(u_\varepsilon) + \mu_i C_i \right) \right] \cosh(\sqrt{\mu_i} x_j).
\]
(2.15)

Moreover
\[
f'(u_\varepsilon) - f'(u_0) = f'' \left( t_\varepsilon u_\varepsilon + (1 - t_\varepsilon) u_0 \right) (u_\varepsilon - u_0),
\]
with \( t_\varepsilon = t_\varepsilon(x, y) \in (0, 1) \).

From Lemma 2.7 we have \( u_\varepsilon - u_0 \leq h(\varepsilon) \) with \( h > 0 \) and \( h \to 0 \) as \( \varepsilon \to 0 \). Since \( f'' \) is positive and \( t_\varepsilon u_\varepsilon + (1 - t_\varepsilon) u_0 \) is bounded uniformly with respect to \( \varepsilon \) we get
\[
\lambda \left( f'(u_\varepsilon) - f'(u_0) \right) \leq C h(\varepsilon),
\]
for some $C > 0$. Finally from (2.14) and (2.15) we deduce that
\[-\Delta (\psi - \tilde{\psi}) - \lambda f'(u_\varepsilon)(\psi - \tilde{\psi}) \leq \sum_{j=1}^{N} \sum_{i=1}^{n} [(|\alpha_i| + \alpha_i)\lambda f'(u_\varepsilon) - f'(u_0))\omega_i(y) - |\alpha_i|(|\lambda f'(u_\varepsilon) + \mu_i)C_i| \cosh(\sqrt{\mu_i}x_j) \leq 0,
\]
for $\varepsilon$ small enough, which gives
\[-\Delta (\psi - \tilde{\psi}) - \lambda f'(u_\varepsilon)(\psi - \tilde{\psi}) \leq 0 \text{ in } \Omega_\varepsilon
\]
and the maximum principle provides $\psi - \tilde{\psi} < 0$ in $\Omega_\varepsilon$. \qed

Next lemma gives us the final estimate. Here it will be crucial to choose the coefficients $\mu_i$ as in (2.3).

**Lemma 2.9.** Let
\[\Psi_\varepsilon = \frac{u_\varepsilon - u_0 - \varepsilon \varphi}{\varepsilon^2}.\]
Then in every $K \subset \Subset \Omega_\varepsilon$ one has $|\Psi_\varepsilon| \leq C$, for some $C = C(K) > 0$ and $\varepsilon$ small enough.

**Proof.** Let us denote by $C$ any positive constant which does not depend on $\varepsilon$. Consider the function $F(\varepsilon) = f(u_\varepsilon + \varepsilon \varphi + \varepsilon^2 \Psi_\varepsilon)$. Then for $\varepsilon$ small there exists $t_\varepsilon = t_\varepsilon(x, y) \in (0, 1)$ such that
\[f(u_\varepsilon) = F(\varepsilon) = f(u_0) + \varepsilon f'(u_0)\varphi + \varepsilon^2 \frac{f''(u_0)\varphi^2}{2} + \varepsilon^2 f'(u_0)\Psi_\varepsilon + \frac{\varepsilon^3}{6} f'''(u_0 + t_\varepsilon \varepsilon \varphi + t_\varepsilon^2 \varepsilon^2 \Psi_\varepsilon)(\varphi + 2 t_\varepsilon \varepsilon \Psi_\varepsilon)^2 + \varepsilon^3 f'''(u_0 + t_\varepsilon \varepsilon \varphi + t_\varepsilon^2 \varepsilon^2 \Psi_\varepsilon)(\varphi + 2 t_\varepsilon \varepsilon \Psi_\varepsilon)\Psi_\varepsilon.\]
(2.16)

From the previous lemma we have that $0 \leq \varepsilon \Psi_\varepsilon \leq \tilde{\psi} \leq C \sum_{j=1}^{N} \cosh(\sqrt{\mu_i}x_j)$. From Lemma 2.2 $|x_j| \leq C \log(1/\varepsilon)$ for all $j = 1, \ldots, N$ and then
\[|u_0 + t_\varepsilon \varepsilon \varphi + t_\varepsilon^2 \varepsilon^2 \Psi_\varepsilon| \leq C, \text{ in } \Omega_\varepsilon.\]
In $\Omega_\varepsilon$, taking into account (2.16) we have the following inequality
\[f(u_\varepsilon) - f(u_0) - \varepsilon f'(u_0)\varphi \leq C_\infty \varepsilon^2 (\varphi^2 + \varepsilon (\varphi + 2 \tilde{\psi})^2 + (\varphi + 2 \tilde{\psi})\tilde{\psi}) + \varepsilon^2 f'(u_0)\Psi_\varepsilon \leq \frac{C_\infty}{\lambda} \varepsilon^2 \sum_{j=1}^{N} \cosh(2 \sqrt{\mu_i}x_j) + \varepsilon^2 f'(u_0)\Psi_\varepsilon,
\]
for some $C_\infty > 0$, that implies
\[-\Delta \Psi_\varepsilon - \lambda f'(u_0)\Psi_\varepsilon \leq C_\infty \sum_{j=1}^{N} \cosh(2 \sqrt{\mu_i}x_j).
\]
(2.17)

Fix $\mu_\infty = 4 \mu_1$. Note that $\mu_\infty < \mu_0$ thanks to (2.3). Then taking into account Lemma 2.1 set $\omega_\infty = \omega_{\mu_\infty}$ and for $(x, y) \in \mathbb{R}^N \times (1 - \sigma, 1 + \sigma)$ consider
\[\psi_\infty(x, y) = \frac{C_\infty}{c_\infty \mu_\infty} \sum_{j=1}^{N} (\omega(x, y) - c_\infty) \cosh(\sqrt{\mu_\infty}x_j),
\]
where $0 < c_\infty < \frac{\inf_{(-1-\sigma, 1+\sigma)}}{\omega_{\infty}}$. 
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Clearly \( \psi_\infty > 0 \) in \( \overline{\Omega}_\varepsilon \) and \( \psi_\infty \) satisfies the following inequality

\[
-\Delta \psi_\infty - \lambda f'(u_0)\psi_\infty = \frac{C_\infty}{c_\infty \lambda_\infty} \sum_{j=1}^{N} c_\infty (\mu_\infty + \lambda f'(u_0)) \cosh(\sqrt{\mu_\infty}x_j)
\geq C_\infty \sum_{j=1}^{N} \cosh(2\sqrt{\mu_1}x_j),
\]

which together with (2.17) gives

\[
\begin{aligned}
-\Delta (\Psi_\varepsilon - \psi_\infty) - \lambda f'(u_0)(\Psi_\varepsilon - \psi_\infty) &\leq 0 & \text{in } \Omega_\varepsilon \\
\Psi_\varepsilon - \psi_\infty &< 0 & \text{on } \partial \Omega_\varepsilon
\end{aligned}
\]

and again the maximum principle provides \( \Psi_\varepsilon - \psi_\infty < 0 \) in \( \Omega_\varepsilon \). For \( C(K) = \max_K \psi_\infty \) the proof is complete.

2.3. Proof of Theorem 1.1

**Proof.** We have that (i) and (ii) follow by (iv) and (iii) of Lemma 2.2 respectively. The proof of (iii) is given in Lemma 2.4.

Let us prove (iv). By Lemma 2.3, we have that \( u_0 + \varepsilon \varphi \) admits \( k \) strict maxima points. Fix a compact set \( K \subset \subset \Omega_\varepsilon \) containing such points. On the other hand Lemma 2.9 implies \( u_\varepsilon = u_0 + \varepsilon \varphi + O(\varepsilon^2) \) in \( K \) and so the claim follows.

**Remark 2.10.** We can prove a little more general version of Theorem 1.1 indeed assumption (1.3) can be dropped and we can simply ask that there exists \( u_0 \) stable solution of

\[
\begin{aligned}
-\psi'' &\equiv g(u) & \text{in } (-1,1) \\
u &> 0 & \text{in } (-1,1) \\
u(\pm 1) &= 0.
\end{aligned}
\]

Finally we build \( \Omega_\varepsilon \) as before and then ask for the existence of a stable solution \( u_\varepsilon \) of problem (1.1) in \( \Omega_\varepsilon \).

**Remark 2.11.** Let us show that the assumption that \( u_\varepsilon \) is a stable solution is crucial in our construction. To do this let us assume \( N = 1 \) for simplicity and consider \( f(t) = \lambda_1 t \), where \( \lambda_1 \) is the first eigenvalue of the Dirichlet problem. In this case the first eigenvalue of the linearized problem at the first eigenfunction is 0. Let us see that it is not possible to construct a domain \( \Omega_\varepsilon \) as in the previous section. Indeed if we argue as before we have that \( u_0(y) = \cos \left( \frac{\pi}{2} y \right) \) is the solution of

\[
\begin{aligned}
-\psi'' &\equiv \frac{\pi^2}{4} u & \text{in } (-1,1) \\
u &> 0 & \text{in } (-1,1) \\
u(\pm 1) &= 0.
\end{aligned}
\]

Now, for \( n \in \mathbb{N}, \alpha_i \in \mathbb{R} \) (again with \( \alpha_1 = -1 \)) and \( \mu_i > 0 \) for \( i = 1, \ldots, n \), we have that

\[
\varphi(x, y) = \sum_{i=1}^{n} \alpha_i \cosh(\sqrt{\mu_i}x) \cos \left( \sqrt{\pi^2/4 + \mu_i} y \right),
\]

solves the linearized problem, i.e.

\[
-\Delta \varphi = \frac{\pi^2}{4} \varphi \quad \text{in } \mathbb{R}^2,
\]

As for the general case we observe that \( u_0(0) + \varepsilon \varphi(0, 0) > 0 \) for \( \varepsilon \) small enough and then we set \( \Omega_\varepsilon = \{ u_0 + \varepsilon \varphi > 0 \} \). Now for any \( \mu_1 > 0 \) set

\[
\tilde{\gamma} = \frac{\sqrt{\pi^2/4 + \mu_1}}{\sqrt{\pi^2/4 + \mu_1}} \in (0,1),
\]

and then we can find \( \delta > 0 \) sufficiently small such that if \( \varepsilon \) is small enough it holds

\[
\mathbb{R} \times \{ y = \tilde{\gamma} + \delta \} \subseteq \Omega_\varepsilon,
\]
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showing that the domain $\Omega_\varepsilon$ is not bounded. This shows that our construction fails.

3. The torsion problem: proof of Theorem 1.2

In this section we take $x \in \mathbb{R}$ and $y = (y_1, \ldots, y_N) \in \mathbb{R}^N$ and we assume the hypothesis of Theorem 1.2. We construct a solution $u_\varepsilon$ of the torsion problem ($g(u) = \text{Const}$) with $k$ maximum points in a domain $\Omega_\varepsilon$ whose boundary has positive mean curvature. Here the domain $\Omega_\varepsilon$ and the function $u_\varepsilon$ are similar to the ones defined in Section 2.

Let us start by introducing the following function $u_\varepsilon : \mathbb{R}^{N+1} \to \mathbb{R}$, given by

$$u_\varepsilon(x, y) = u_0(y) + \varepsilon \varphi(x, y) \quad x \in \mathbb{R}, \ y \in \mathbb{R}^N,$$

where

$$u_0(y) = \frac{1}{2} \sum_{j=1}^N (1 - y_j^2) = \frac{1}{2} (N - |y|^2),$$

which solves

$$\begin{cases}
-\Delta u = N & \text{in } \mathcal{C} \\
u = 0 & \text{on } \partial \mathcal{C}
\end{cases}$$

(3.1)

in the cylinder $\mathcal{C} = \{(x, y) \in \mathbb{R}^{N+1} \mid |y|^2 < N\}$. Finally $\varphi$ is an harmonic function in the whole $\mathbb{R}^{N+1}$ defined by

$$\varphi(x, y) = \sum_{j=1}^N v(x, y_j),$$

where $v(t, s) = \Re(F_k(t + is))$, for $t, s \in \mathbb{R}$ with

$$F_k(t + is) = -\prod_{\ell=1}^k [(t - t_\ell + is)(t + t_\ell + is)]$$

$$= -\prod_{\ell=1}^k (t^2 - s^2 - t_\ell^2 + 2it), \quad \text{for } 0 < t_1 < \cdots < t_k,$$

and $\Re(\cdot)$ stands for the real part of a complex function. Note that $v$ is symmetric with respect to both $\{t = 0\}$ and $\{s = 0\}$ and it can be written as

$$v(t, s) = -\sum_{h=0}^{2k} a_h P_h(t, s),$$

(3.2)

where $P_h$ is an harmonic polynomial of degree $h$, $a_{2k} = 1$ and

$$P_{2k}(t, s) = \sum_{\ell=0}^k b_\ell t^{2k-2\ell} s^{2\ell}, \quad b_0 = b_k = 1.$$

(3.3)

Resuming we have that for $x \in \mathbb{R}$ and $y \in \mathbb{R}^N$

$$u_\varepsilon(x, y) = u_0(y) + \varepsilon \varphi(x, y)$$

$$= \frac{1}{2} (N - |y|^2) + \varepsilon \sum_{j=1}^N v(x, y_j)$$

$$= \frac{1}{2} \sum_{j=1}^N (1 - y_j^2) - \varepsilon \sum_{j=1}^N \sum_{h=0}^{2k} a_h P_h(x, y_j).$$

Since $F_k : \mathbb{C} \to \mathbb{C}$ is holomorphic, it easily follows that $\varphi$ is harmonic and then $u_\varepsilon$ satisfies $-\Delta u_\varepsilon = N$. Finally, we point out that $\partial_{y_i,y_j} u_\varepsilon = 0$ for all $i \neq j$. 

3.1. **Preliminary results.** In this section we show some properties of the function \( u_\varepsilon \) and of the domain \( \Omega_\varepsilon \) that we are going to define.

As in Section 2, we point out that

\[
u_\varepsilon(0,0,\ldots,0) = \frac{N}{2} + \varepsilon \sum_{j=1}^{N} v(0,0) \geq \frac{N}{4} > 0,
\]

for \( \varepsilon \) small enough and we denote by \( \Omega_\varepsilon \) the connected component of \( \{ u_0 + \varepsilon \varphi > 0 \} \) containing the origin.

The following lemma proves some properties of the set \( \Omega_\varepsilon \).

**Lemma 3.1.** The set \( \Omega_\varepsilon \) satisfies the following properties.

(i) \( \Omega_\varepsilon \subseteq C_\varepsilon \) for \( \varepsilon \) small enough, where

\[
C_\varepsilon = \{ (x,y) \in \mathbb{R}^{N+1} \mid x \in (-M_\varepsilon, M_\varepsilon), \ |y|^2 < N(1+\eta)^2 \},
\]

for some \( 0 < \eta < 1 \), and \( M_\varepsilon = \varepsilon^{-\frac{1}{2}} \).

(ii) \( \Omega_\varepsilon \supseteq [-t_k, t_k] \times \{0\}^N \).

(iii) Let \( (x^\varepsilon, y^\varepsilon) \in \partial \Omega_\varepsilon \). If \( |y^\varepsilon| \to 0 \) then we have

\[
|x^\varepsilon| = (2\varepsilon)^{-\frac{1}{2}} (1 + o(1)) \to +\infty.
\]

On the other hand, if \( |x^\varepsilon| \leq C \), then

\[
|y^\varepsilon|^2 \to N.
\]

(iv) \( \Omega_\varepsilon \) is symmetric with respect to the hyperplanes \( x = 0 \) and \( y_j = 0 \) for \( j = 1, \ldots, N \). Moreover, it is a smooth and star-shaped domain with respect to the origin for \( \varepsilon \) small enough.

**Proof.** To prove (i) we firstly show that

\[
u_\varepsilon \leq -1/2, \quad \text{on} \quad \{ (x,y) \in \mathbb{R}^{N+1} \mid x = \pm M_\varepsilon, |y|^2 < N(1+\eta)^2 \},
\]

for \( \varepsilon \) small enough. Indeed by [3.3] we get

\[
\varepsilon P_{2k}(\pm M_\varepsilon, s) = \varepsilon \sum_{\ell=0}^{k} b_\ell \left( \varepsilon^{-\frac{1}{2}} \right)^{2k-2\ell} s^{2\ell} = 1 + o(1), \quad \text{as} \ \varepsilon \to 0,
\]

uniformly with respect to \( |s| < \sqrt{N(1+\eta)} \). Similarly we have

\[
\varepsilon P_{h}(\pm M_\varepsilon, s) = o(1), \quad \text{for all} \ 0 < h < 2k - 1.
\]

Finally, for \( x = \pm M_\varepsilon \) and \( |y|^2 \leq N(1+\eta)^2 \) we have

\[
u_\varepsilon(x,y) \leq \frac{N}{2} + \varepsilon \sum_{j=1}^{N} v(\pm M_\varepsilon, y_j)(1 + o(1)) = \frac{N}{2} - N + o(1) \leq -\frac{1}{2}.
\]

On the other hand by [3.2] and since \( a_{2k} = 1 \) we get

\[
\sup_{t \in \mathbb{R}, s \in [-\sqrt{N(1+\eta)}, \sqrt{N(1+\eta)}]} v(t, s) = C \in \mathbb{R}.
\]

Then for all \( (x,y) \in \overline{C_\varepsilon} \) with \( |y|^2 = N(1+\eta)^2 \) we obtain

\[
u_\varepsilon(x,y) = -\frac{N}{2} \eta^2 - N \eta + \varepsilon \sum_{j=1}^{N} v(x, y_j) < -\frac{N}{2} \eta^2 < 0,
\]

for \( \varepsilon \) small enough which together to [3.5] proves (i).

Concerning (ii), we know that the origin belongs to \( \Omega_\varepsilon \) and since \( u_\varepsilon \) is continuous, then \( \Omega_\varepsilon \) is an open and connected set. Finally if \( \varepsilon \) satisfies

\[
\varepsilon < \frac{u_0(0,0,\ldots,0)}{\max_{x \in [-t_k,t_k]}(-\varphi(x,0,\ldots,0))},
\]

then \([-t_k, t_k] \times \{0\}^N \subseteq \Omega_\varepsilon \).
In order to prove (iii), let \((x^\varepsilon, y^\varepsilon) \in \partial \Omega_{\varepsilon}\). Then one has

\[
\frac{1}{2} (N - |y^\varepsilon|^2) = -\varepsilon \sum_{j=1}^{N} v(x^\varepsilon, y^\varepsilon_j).
\]

If \(|x^\varepsilon| \leq C\), \(v(x^\varepsilon, y^\varepsilon)\) is bounded and then we easily get \(|y^\varepsilon|^2 \to N\).

Then we can assume \(|x^\varepsilon| \to +\infty\). In particular, for all \(j = 1, \ldots, N\), it holds \(v(x^\varepsilon, y^\varepsilon_j) \to -(x^\varepsilon)^{2k}(1 + o(1))\) and from \((3.6)\) we get

\[
(x^\varepsilon)^{2k} = \frac{1}{2} \left(1 - \frac{|y^\varepsilon|^2}{N}\right) \varepsilon^{-1}(1 + o(1)) = \frac{1}{2} \varepsilon^{-1}(1 + o(1)),
\]

and in particular \((3.4)\) holds.

The symmetry properties of the domain immediately follow from the ones of \(u_{\varepsilon}\). Finally to finish the proof it is enough to prove that there exists \(\alpha > 0\) such that

\[
x \partial_x u_{\varepsilon} + \sum_{j=1}^{N} y_j \partial_{y_j} u_{\varepsilon} \leq -\alpha < 0, \quad \text{for all} \quad (x, y) \in \partial \Omega_{\varepsilon}.
\]

We have

\[
x \partial_x u_{\varepsilon} + \sum_{j=1}^{N} y_j \partial_{y_j} u_{\varepsilon} = -\sum_{j=1}^{N} y_j^2 + \varepsilon \sum_{j=1}^{N} (x v_t(x, y_j) + y_j v_x(x, y_j)).
\]

On the other hand since \(u_{\varepsilon}(x, y) = 0\) on \(\partial \Omega_{\varepsilon}\) we have

\[
\sum_{j=1}^{N} y_j^2 = N + 2 \varepsilon \sum_{j=1}^{N} v(x, y_j),
\]

and then

\[
x \partial_x u_{\varepsilon} + \sum_{j=1}^{N} y_j \partial_{y_j} u_{\varepsilon} = -N + \varepsilon \sum_{j=1}^{N} (x v_t(x, y_j) + y_j v_x(x, y_j) - 2v(x, y_j)).
\]

Since we have that

\[
t v_t(t, s) + s v_s(t, s) - 2v(t, s) = -\sum_{k=0}^{2k} a_h (t \partial_t P_h(t, s) + s \partial_s P_h(t, s) - 2P_h(t, s))
\]

\[
= -\sum_{k=0}^{2k} (h - 2) a_h P_h(t, s) \to -\infty,
\]

for \(|t| \to +\infty\) uniformly with respect to \(|s| < \sqrt{N}(1 + \eta)\). Hence

\[
\sup_{(t, s) \in \mathbb{R} \times [-\sqrt{N}(1 + \eta), \sqrt{N}(1 + \eta)]} t v_t(t, s) + s v_s(t, s) - 2v(t, s) = d < +\infty,
\]

and then

\[
\sum_{j=1}^{N} (x v_t(x, y_j) + y_j v_x(x, y_j) - 2v(x, y_j)) \leq N d < +\infty.
\]

Finally

\[
\sup_{\partial \Omega_{\varepsilon}} \left( x \partial_x u_{\varepsilon} + \sum_{j=1}^{N} y_j \partial_{y_j} u_{\varepsilon} \right) \leq -N + o(1) \leq -\frac{N}{2},
\]

for \(\varepsilon\) small enough. Of course \(x \partial_x u_{\varepsilon} + \sum_{j=1}^{N} y_j \partial_{y_j} u_{\varepsilon} \neq 0\) on \(\partial \Omega_{\varepsilon}\) implies that \(\partial \Omega_{\varepsilon}\) is a smooth hypersurface. \(\square\)

**Remark 3.2.** In particular from (iii) of Lemma 3.1 we deduce that \(\Omega_{\varepsilon}\) locally converges to the cylinder \(\mathcal{C} = \{(x, y) \in \mathbb{R}^{N+1} \mid |y|^2 < N\}\).

Equation (3.4) will be useful in the computation of the curvature of \(\partial \Omega_{\varepsilon}\) in next subsection.
Lemma 3.3. The function $u_\varepsilon$ has at least $k$ different nondegenerate local maxima in $\Omega_\varepsilon$ for $\varepsilon$ small enough.

Proof. The proof is similar to the one of Lemma 2.3.

For

$$q(t) = \Re(F_k(t+i0)) = -\prod_{\ell=1}^k (t-t_\ell)(t+t_\ell) = v(t,0),$$

we have $q(t) = 0$ if and only if $t = \pm t_\ell$ for some $\ell = 1, \ldots, k$ and $q(t) \to -\infty$ as $|t| \to +\infty$. Now assume $k$ even, the case $k$ odd follows by minor changes. Then there exist $t_\ell \in (t_{2\ell-1}, t_{2\ell+2})$ with $\ell = 0, \ldots, k/2$ such that

$$q'(t_\ell) = 0, \quad \text{and} \quad q''(t_\ell) < 0 \quad \forall \ell = 0, \ldots, k/2,$$

see also Lemma A.2.

Moreover, from the definition of $v$, since every time a power of $s$ appears then it is an even power, we get that $\partial_s v(t,0) = \partial_s v(t,0) = 0$ for all $t \in \mathbb{R}$. Then a straightforward computation gives

$$\nabla u_\varepsilon(t_\ell,0,\ldots,0) = 0.$$

Next, for all $j = 1, \ldots, N$ and for all $\ell = 0, \ldots, k/2$, we have

$$(3.7) \quad \partial_{y_j y_j} u_\varepsilon(t_\ell,0,\ldots,0) = -1 + \varepsilon \partial_s v(t_\ell,0) < 0,$$

for $\varepsilon$ small enough. Finally in $(t_\ell,0,\ldots,0)$ one has

$$\partial_{xx} u_\varepsilon = \varepsilon N q''(t_\ell,0) < 0,$$
$$\partial_{y_j y_j} u_\varepsilon = 0, \quad \forall i \neq j,$$
$$\partial_{xy} u_\varepsilon = \varepsilon \partial_s v(t_\ell,0) = 0,$$

which, together to $(3.7)$ show us that the Hessian matrix of $u_\varepsilon$ is negative definite in $(t_\ell,0,\ldots,0)$ for all $\ell = 0, \ldots, k/2$ and the proof is complete since $u_\varepsilon$ is even in the $x$ variable. \hfill \Box

Remark 3.4. We point out that $\Omega_\varepsilon$ is not convex. Indeed, we know from Lemma 3.1 that the domain is symmetric with respect to $\{x = 0\}$ and $\{y_j = 0\}$ for all $j = 1, \ldots, N$ and by the well known result by [GNN79], the domain cannot be convex otherwise every solution of problem (1.1) has exactly one critical point in contradiction with Lemma 3.3.

3.2. Curvature of the domain. In this section we prove that the domain $\Omega_\varepsilon$ previously defined has positive mean curvature.

Let us start by a technical lemma that gives us an explicit formula to compute the mean curvature for manifolds which are preimage of a regular value of real functions. The proof is postponed to the Appendix.

Lemma 3.5. Let $\Sigma = F^{-1}(0)$, for some $F \in C^2(\mathbb{R} \times \mathbb{R}^N, \mathbb{R})$. Assume $0$ is a regular value for $F$ and $F_{y_j y_j} = 0$ for all $i \neq j$. Then the mean curvature of $\Sigma$ is given by

$$K_m = -\frac{1}{N|\nabla F|^3} \left[ \sum_{j=1}^N \left( F_{x j} F_{y j} - 2 F_{x j} F_{y j} F_{x y j} + F_{y j}^2 F_{x x} \right) + \sum_{j=1}^N F_{y j} \sum_{\ell=1}^{N} F_{y \ell} F_{y \ell} \right].$$

Finally, we are able to compute the mean curvature of the boundary of the domain.

Lemma 3.6. The mean curvature of the boundary of $\Omega_\varepsilon$ is strictly positive everywhere.

Proof. We will apply the previous lemma to $F(x,y) = u_\varepsilon(x,y)$. Note that $\nabla u_\varepsilon \neq 0$ on $\partial \Omega_\varepsilon$ from (iv) of Lemma 3.1. Let $(x^\varepsilon, y^\varepsilon) \in \partial \Omega_\varepsilon$ and from the asymptotic behavior of the derivatives of $v(t,y)$ for $t \to \infty$ we have

$$v_t = -2k t^{2k-1}(1 + o(1)), \quad v_s = c_k t^{2k-2}s(1 + o(1)),$$
$$v_{tt} = -2k(2k-1)t^{2k-2}(1 + o(1)), \quad v_{ss} = c_k t^{2k-3}s(1 + o(1)),$$
$$v_{ts} = c_k t^{2k-2}(1 + o(1)),$$
and from the estimate $|x^ε| \leq ε^{-\frac{1}{2}}$ we get that for all $j = 1, \ldots, N$ the following quantities
\[ εv_t(x^ε, y_j^ε), \quad εv_u(x^ε, y_j^ε), \quad εv_{ut}(x^ε, y_j^ε), \quad εv_{uε}(x^ε, y_j^ε), \quad εv_{us}(x^ε, y_j^ε), \]
go to $0$ as $ε \to 0$.

Then we proceed by considering the cases $|y^ε| \neq 0$ and $|y^ε| \to 0$.

We point out that for $ε$ small enough there exists $j \in \{1, \ldots, N\}$ such that $∂_y u_ε \neq 0$, otherwise $|y^ε| \to 0$. Then from Lemma 3.5 we have
\[ K_m = -\frac{(N - 1)|y^ε|^2(1 + o(1))}{N(|y^ε|^2(1 + o(1)))^2} = \frac{N - 1}{N} \frac{1}{|y^ε|^2(1 + o(1))} > 0. \]

Not that the assumption $N \geq 2$ is crucial. Indeed if $N = 1$ the curvature changes sign, see [GG19].

Case $|y^ε| \to 0$.

In this case, by (3.4) we have that $x^ε \to +∞$ and for all $j = 1, \ldots, N$ fixed $∂_y u_ε = o(1)$. Recalling (3.4) again, the following estimates hold true
\[
(∂_y u_ε)^2 ∂_x u_ε = o(ε^{1-2k+2}) = o(ε^{\frac{2}{1}}),
\]
\[
∂_x u_ε ∂_y u_ε u_ε = o\left(ε^{1-2k+2}ε^{1-2k+2}\right) = o(ε^{\frac{2}{1}}),
\]
\[
(∂_x u_ε)^2 ∂_{yy} u_ε = -\left(-2Nkε(x^ε)^{2k-1}\right)^2 (1 + o(1)) = -2^k N^2 k^2 ε^{1+1} (1 + o(1)).
\]

This yields
\[ (3.8) \quad (∂_y u_ε)^2 ∂_x u_ε - 2∂_x u_ε ∂_y u_ε ∂_x y_ε u_ε + (∂_x u_ε)^2 ∂_{yy} u_ε = -2^{\frac{1}{2}} N^2 k^2 ε^{1+1} (1 + o(1)). \]

Moreover by similar computations
\[ (3.9) \quad \sum_{j=1}^{N} (∂_y u_ε)^2 \sum_{i=1}^{N} ∂_{yy} u_ε = -(N - 1)(1 + o(1)) \sum_{j=1}^{N} (∂_y u_ε)^2 \leq 0. \]

Finally, we can apply Lemma 3.5 and putting together (3.8) and (3.9) we have
\[ -N|∇ u_ε| K_m \leq \sum_{j=1}^{N} (∂_y u_ε)^2 ∂_x u_ε - 2∂_x u_ε ∂_y u_ε ∂_x y_ε u_ε + (∂_x u_ε)^2 ∂_{yy} u_ε \]
\[ = -2^{\frac{1}{2}} N^3 k^2 ε^{1+1} (1 + o(1)) < 0, \]
that is $K_m > 0$.

3.3. Proof of Theorem 1.2

Proof. The claims follow from Lemma 3.1, Lemma 3.3, and Lemma 3.6 considering $u_ε/N$.

Remark 3.7. It is also possible to treat the case $x = (x_1, \ldots, x_M) ∈ \mathbb{R}^M$, with $M > 1$, in such a way that the domain $Ω_ε$ grows in $M$ directions. The proof works replacing the function $u_ε$ by the following one
\[ \tilde{u}_ε(x, y) = \frac{1}{2} \sum_{j=1}^{N} (1 - y_j^ε)^2 + ε \sum_{i=1}^{M} \sum_{j=1}^{N} v(x_i, y_j). \]

The computations are very similar to the case $M = 1$. It is not difficult to generalize Lemma 3.5 taking into account that $∂_{x_i y_h} u_ε = 0$ for all $i \neq h$. 
Appendix A.

Here we show that there exist coefficients $\alpha_i \in \mathbb{R}$ such that the function introduced in subsection 2.1
\[ F(t) = \sum_{i=1}^{n} \alpha_i \cosh(\sqrt{\mu} t), \]
admits $k$ nondegenerate maxima points.

**Lemma A.1.** For $k \in \mathbb{N}$ fixed, there exists $n = n(k) \in \mathbb{N}$ and $\alpha_1, \ldots, \alpha_n \in \mathbb{R}$ such that the function
\[ F(t) = \sum_{i=1}^{n} \alpha_i \cosh(\sqrt{\mu} t), \]
admits $k$ nondegenerate maxima points for $\alpha_1 = -1$.

*Proof.* Let $1 < \tau_1 < \cdots < \tau_k$. For some $n = n(k) \in \mathbb{N}$ consider a polynomial $P(t) = \sum_{j=1}^{n} a_j t^j$ such that
\[ a_n = -1, \]
\[ P'(\tau_i) = 0, \quad \forall i = 1, \ldots, k, \]
\[ P''(\tau_i) < 0, \quad \forall i = 1, \ldots, k. \]
Let $0 < t_1 < \cdots < t_k$ be such that $\cosh(t_i) = \tau_i$ for all $i = 1, \ldots, k$ and define $h(t) = P(\cosh(t))$. Then we have
\[ h'(t_i) = 0, \quad h''(t_i) < 0, \]
that is $\tau_1, \ldots, \tau_k$ are nondegenerate maximum point for $h$. Up to a constant, from the binomial formula it is easy to see that for all $m \in \mathbb{N}$
\[ (\cosh(t))^m = \sum_{\ell=1}^{m} c(m, \ell) \cosh(\ell t), \]
for suitable $c(m, \ell) > 0$, with $c(m, m) = 1$. Finally, for $\delta = \frac{\mu_0}{8n}$ the function
\[ F(t) = \sum_{j=1}^{n} a_j \sum_{\ell=1}^{j} c(j, \ell) \cosh(\delta \ell t) \]
is the function we were looking for. We point out that from the choice of $\delta$, $[2.3]$ is satisfied. \[ \square \]

Now we prove that the critical points of the function
\[ q(t) = -\prod_{\ell=1}^{k} (t^2 - t_\ell^2), \quad \text{with } k \in \mathbb{N}, \ k \geq 2 \text{ and } 0 < t_1 < \cdots < t_k, \]
are nondegenerate.

**Lemma A.2.** Let $q(t) = -\prod_{\ell=1}^{k} (t^2 - t_\ell^2)$ with $k \in \mathbb{N}, \ k \geq 2$ and $0 < t_1 < \cdots < t_k$. Then the critical points of $f$ are nondegenerate.

*Proof.* Let $k > 2$ (the case $k = 2$ is left to the reader). A straightforward computation shows that $q'(0) = 0$ and $q''(0) \neq 0$. Now let $\tau \neq 0$ be such that $q(\tau) = 0$. Of course $q(\tau) \neq 0$ and
\[ 0 = q'(\tau) = -2\tau \prod_{\ell=1}^{k} \prod_{h=1}^{k} (\tau^2 - t_h^2), \]
\[ \tau \neq t_\ell, \quad \ell, h = 1, \ldots, k. \]
Finally, one has

\[ q''(\tau) = -4\tau^2 \sum_{\ell=1}^{k} \sum_{h=1}^{k} \prod_{m=1, m \neq h}^{k} (\tau^2 - t_m^2) \]

\[ = -4\tau^2 \sum_{\ell=1}^{k} \frac{1}{(\tau^2 - t_\ell^2)} \sum_{h=1}^{k} \prod_{m=1, m \neq h}^{k} (\tau^2 - t_m^2) \]

\[ = -4\tau^2 \sum_{\ell=1}^{k} \frac{1}{(\tau^2 - t_\ell^2)} \left[ \sum_{h=1}^{k} \prod_{m=1, m \neq h}^{k} (\tau^2 - t_m^2) - \prod_{m=1}^{k} (\tau^2 - t_m^2) \right] = 0 \text{ since } q'(\tau) = 0 \]

\[ = 4\tau^2 \sum_{\ell=1}^{k} \frac{1}{(\tau^2 - t_\ell^2)} \prod_{m=1, m \neq \ell}^{k} (\tau^2 - t_m^2) \]

\[ = -4\tau^2 q(\tau) \sum_{\ell=1}^{k} \frac{1}{(\tau^2 - t_\ell^2)^2} \neq 0. \]

\[ \square \]

The following is the proof of Lemma 3.5 from Section 3

**Proof of Lemma 3.5** Let \( \Phi = \frac{1}{|\nabla F|} \) and consider the normal field

\[ N = -\Phi \cdot (F_x, F_{yx}, \ldots, F_{yN}). \]

Then the mean curvature of \( \Sigma \) is given by

\[ K_m(p) = \frac{1}{N} \text{tr}(dN_p). \]

Taking into account that

\[ \Phi_x = -\Phi^3 \left( F_x F_{xx} + \sum_{j=1}^{N} F_{y_j} F_{x_{y_j}} \right), \]

\[ \Phi_{y_j} = -\Phi^3 \left( F_x F_{xy_j} + F_{y_j} F_{y_j y_j} \right), \]

one has

\[ -\text{tr}(dN_p) = \Phi \Delta F + \Phi_x F_x + \sum_{j=1}^{N} \Phi_{y_j} F_{y_j} \]

\[ = \Phi^3 \left[ |\nabla F|^2 \left( F_{xx} + \sum_{j=1}^{N} F_{y_j} F_{y_j y_j} \right) - \left( F_x F_{xx} + \sum_{j=1}^{N} F_{y_j} F_{x_{y_j}} \right) F_x \right. \]

\[ - \sum_{j=1}^{N} \left( F_x F_{xy_j} + F_{y_j} F_{y_j y_j} \right) F_{y_j} \]

\[ = \Phi^3 \left[ \sum_{j=1}^{N} \left( F_x^2 F_{y_j y_j} - 2 F_x F_{y_j} F_{x_{y_j}} + F_{y_j}^2 F_{xx} \right) + \sum_{j=1}^{N} F_{y_j}^2 \sum_{\ell=1, \ell \neq j}^{N} F_{y_j y_j} \right] \]

which yields the claim. \( \square \)
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