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Abstract

We propose approximately exact line search (AELS), which uses only function evaluations to select a step size within a constant fraction of the exact line search minimizer of a unimodal objective. We bound the number of iterations and function evaluations of AELS, showing linear convergence on smooth, strongly convex objectives with no dependence on the initial step size for three descent methods: steepest descent using the true gradient, approximate steepest descent using a gradient approximation, and random direction search. We demonstrate experimental speedup compared to Armijo line searches and other baselines on weakly regularized logistic regression for both gradient descent and minibatch stochastic gradient descent and on a benchmark set of derivative-free optimization objectives using quasi-Newton search directions. We also analyze a simple line search for the strong Wolfe conditions, finding upper bounds on iteration and function evaluation complexity similar to AELS. Experimentally we find AELS is much faster on deterministic and stochastic minibatch logistic regression, whereas Wolfe line search is slightly faster on the DFO benchmark. Our findings suggest that line searches and AELS in particular may be more useful in the stochastic optimization regime than commonly believed.
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1 Introduction

Consider the unconstrained optimization problem:

$$\argmin_{x \in \mathbb{R}^n} f(x)$$  \hspace{1cm} (1)

where \( f \) may be known analytically, derived from a large dataset, and/or available only as a black box. In our analysis, we assume that \( f \) is strongly convex and has Lipschitz gradient, but our experiments include more general objectives. Algorithm 1 presents a prototypical approach in our quest to minimize the objective \( f \).

**Algorithm 1: Descent Method**

- **Input:** \( f, x_0, K, T_0 > 0, \beta \in (0,1) \)
- \( t_{-1} \leftarrow T_0 \)
- for \( k = 0, k < K, k = k + 1 \) do
  - \( d_k \leftarrow \text{SearchDirection}(f, x_k) \)
  - \( t_k \leftarrow \text{LineSearch}(f, x_k, \beta^{-1} t_{k-1}, \beta, d_k) \)
  - \( x_{k+1} \leftarrow x_k + t_k d_k \)
- return \( x_K \)

In each step \( k \) with iterate \( x_k \), we choose a search direction \( d_k \) (by convention a descent direction) and a step size \( t_k > 0 \), and update \( x_k \) accordingly. Our contribution is a novel method for the LineSearch subroutine, approximately exact line search (Algorithm 2, or AELS), an adaptive variant of golden section search [1] that operates without a predefined search interval or required accuracy. As its name suggests, the core of our approach is to approximate the solution of an exact line search, the step size that minimizes the one-dimensional slice of the objective along the search direction. Exact line search is a natural and effective heuristic for choosing the step size, but computing the minimization exactly can be too costly for a single step of Algorithm 1. AELS instead approximates this minimizer within a constant fraction, using only a logarithmic number of objective evaluations. Although many other approximate line searches exist, these generally either require additional gradient or directional derivative computations, which may be expensive or unavailable in some settings, or are inefficient, using more function evaluations or taking smaller steps than necessary.

Approximately exact line search is parameter-free, with nominal input parameters of adjustment factor \( \beta \) and initial step size \( T_0 \) that have minimal or no influence on the iteration complexity, respectively. Although its performance bounds depend on the Lipschitz and strong convexity parameters of the objective function (and the quality of the gradient approximation as
the descent direction), these parameters play no role in the algorithm itself. AELS requires only unimodality (not convexity) to find a good step size, and can adjust the step size as much as necessary in each step. It selects a step size using only function evaluations, so irregularities in the gradient have no direct impact on its execution and it applies naturally to derivative-free optimization (DFO). AELS is competitive with gradient-based line searches when accurate gradients are available, yet avoids the fragility of gradient-based line searches in settings where the gradient is noisy. In particular, we demonstrate the benefits of AELS in the more difficult line search cases of derivative-free optimization (where the gradient is often estimated by finite differencing) and minibatch stochastic gradient descent (where the gradient and function value are approximated using a subset of a large dataset at each step); in both of these cases the error in the gradient is typically larger than any error in the function evaluation.

We prove linear iteration complexity (of a flavor similar to [2]) and logarithmic function evaluation complexity per iteration in three settings: available gradient, approximate gradient via finite differencing, and random direction search (see [3, 4]). AELS shows strong empirical performance on benchmark strongly convex tasks (regularized logistic regression) with full batch gradient descent (GD) and minibatch stochastic gradient descent (SGD) [5], converging faster than Armijo and Wolfe line searches and simple prespecified step size schedules. These performance gains persist over a wide range of minibatch sizes, including single-example minibatches, and a wide range of required accuracies, with performance degrading to the level of an adaptive Armijo line search as allowable relative error drops to $10^{-6}$. AELS also shows competitive empirical performance using BFGS [6] search directions on benchmark nonconvex DFO objectives [7], tending to converge faster than Nelder-Mead [8] (designed specifically for DFO) and BFGS with Armijo line searches, and similar to BFGS with a Wolfe line search [9] (requires directional derivative estimation in the line search, but guarantees a step size for which the BFGS direction update is well-defined). In light of this empirical similarity, we also analyze the iteration and function evaluation complexity of Wolfe line search, and find it remarkably similar to AELS (assuming directional derivatives are approximated by two-point finite differencing).

1.1 Outline

We begin with a review of related work in Section 2. We then introduce approximately exact line search in Section 3. Section 4 reviews notation and useful preliminaries. Section 5 contains a summary of convergence rates for general Armijo line searches (Subsection 5.1), our bounds on the iteration and function evaluation complexity of approximately exact line search (Subsection 5.2), and a comparison to the iteration and function evaluation complexity of a strong Wolfe line search. These results are proven in Section 6 and validated experimentally in Section 7. Our conclusions are presented in Section 8.
2 Related work

Line search is a well-studied problem, and many approaches have been proposed to address the basic goal of choosing a step size as well as various practical challenges like stochasticity and nonconvexity. In this section, we offer a survey of relevant literature, with a particular emphasis on work that inspired ours.

**Step size schedules**

The simplest step size is a constant, which will suffice for convergence provided that the step size is no more than $\frac{1}{L}$ for an objective with $L$-Lipschitz gradient [10]. In practice, however, even for $L$-smooth objectives $L$ is rarely known, and an improperly chosen fixed step size can result in divergence or arbitrarily slow convergence. Another simple strategy is a decreasing step size, for instance $t_k \propto \frac{1}{k}$. This has the benefit of guaranteeing convergence, but is still susceptible to slow convergence if the initial step size is too small [11]. Other schedules include the Polyak step size [12] and a hierarchical variant, which adaptively updates a lower bound on the objective to choose the step sizes without line search [13]. The Barzilai-Borwein method [14] uses history of the prior iterate and gradient to adapt to local curvature and compute a step size so that the update approximates a Newton step, without using the Hessian.

**Stochastic methods**

Along with these strategies, many heuristics and hand-tuned step size schedules exist, especially in the stochastic setting. Engineers may hand-tune a series of step sizes during the course of optimization [11]. These strategies can be successful, but require substantial human effort which can be averted by a line search algorithm. Several variations of line search have been proposed (and proven) specifically for the stochastic setting; these methods typically adjust the step size by at most a constant factor in each step. Paquette and Scheinberg [15] prove convergence of such a method, with careful tracking of expected function decrease in each step. Likewise, Berahas, Cao, and Scheinberg prove convergence of a slightly simpler line search [16] in the noisy setting, provided sufficient bounds on the noise. Another class of methods diverges from the classical framework of Algorithm 1 by borrowing from online learning [17–19] to choose each iterate without line search, also with proven convergence in the stochastic setting [20]. Many methods for the stochastic setting also include variance reduction, such as adaptively choosing the minibatch size in each iteration [21–23] or accumulating information from prior gradients [24–26]. In the case of interpolating classifiers, Vaswani et al. [27] prove that backtracking line search with a periodic step size reset converges at the same rate in stochastic (minibatch) and deterministic (full batch) gradient settings.

Line search methods have also been studied in the DFO setting; see [28] for an overview. Jamieson, Nowak, and Recht [29] offer lower bounds on the number of (potentially noisy) function evaluations, Nesterov and Spokoiny [2]
and Golovin et al. [30] analyze methods with random search directions, and Berahas et al. [31] compare various gradient approximation methods.

**Armijo condition methods**

Perhaps the most common line search is Armijo backtracking, which begins with a fixed initial step size and geometrically decreases it until the Armijo condition is satisfied [10, 32, 33].

**Definition 1** Armijo condition [34]: If our line search direction is $d$ (such that $d^T \nabla f(x) < 0$) from iterate $x$, then the Armijo condition is

$$f(x + td) \leq f(x) + c_1 t d^T \nabla f(x),$$

where $c_1 \in (0, 1)$. In our analysis we use $c_1 = \frac{1}{2}$ for convenience; in experiments we use $c_1 = 10^{-4}$ (as recommended in [32]). In the case of steepest descent, we have $d = -\nabla f(x)$, with corresponding Armijo condition

$$f(x - t \nabla f(x)) \leq f(x) - c_1 t \|\nabla f(x)\|^2.$$  

On convex objective functions with $L$-Lipschitz gradients, such a strategy (taking Armijo steps in the negative gradient direction) guarantees convergence with a rate depending on the chosen initial step size, which is intended to be $\geq \frac{1}{L}$ [10, 33]. As we might expect, this implementation (denoted “traditional backtracking” in our experiments) performs well with a sufficiently large initial step size but can converge quite slowly if the initial step size is too small. More sophisticated Armijo line searches attempt to find a reasonably large step size that satisfies Definition 1. One option is to replace the fixed initial step size with a value slightly larger than the previous step size [33] (denoted “adaptive backtracking” in our experiments), which like many of the stochastic line searches increases the step size by at most a constant factor in each step. Another is the polynomial interpolation method of Nocedal and Wright, which seeks to minimize a local approximation of the objective while satisfying Definition 1 [32]. Although the Armijo condition requires no additional gradient evaluations, it does rely on the gradient at the iterate, making it more sensitive (than approximately exact line search, which uses no gradient information) to noisy gradients like those available in stochastic or derivative-free optimization.

**Curvature condition methods**

In addition to the Armijo condition, which ensures that the step size is not too large, many line searches include curvature conditions, such as the Wolfe or Goldstein conditions [9, 32], which aim to ensure that the step size is also not too small. Although this largely remedies the small step size failure mode of pure Armijo backtracking methods, it comes at a cost. The Wolfe curvature condition requires gradient or directional derivative measurements during the line search, which may be expensive, unavailable, or noisy in certain situations.
(e.g. stochastic optimization or DFO). The Goldstein condition closely parallels the Armijo condition and requires no extra gradient evaluations, but depending on the objective it may exclude the exact line search minimizer [32].

**Bracketing methods**

If the exact line search step size is known to lie within a certain interval, intermediate function evaluations can reduce the search interval geometrically until a desired accuracy is achieved [1, 35], and this search interval can be found adaptively (see e.g. Algorithms 3.5 and 3.6 in [32], although these use gradient evaluations). Our proposed approximately exact line search (Algorithm 2) is particularly inspired by golden section search [1], which minimizes any unimodal 1D function in logarithmic time (as a function of the initial search interval and the desired precision). Golden section search proceeds in a manner much like binary search, reducing the size of the active search window by a constant fraction with each additional function evaluation, and uses no gradient evaluations. AELS (Algorithm 2) relies on the same logic to bracket the minimum with only function evaluations, but operates without a known search interval or fixed precision. Instead, we use a geometrically-increasing sequence of trial step sizes to determine the search interval, and search to a relative precision that guarantees a step size within a constant fraction of the true minimizing step size. This relative precision allows AELS to smoothly trade off the function complexity of the line search and the precision of the selected step size: when we are close to the minimum, our line search has high precision, whereas farther away we accept lower precision in favor of proceeding to the next step.

**3 Proposed algorithm**

The goal of approximately exact line search (Algorithm 2), as its name suggests, is to find a step size within a constant fraction of (and without exceeding) the exact line search minimizer. AELS achieves this goal by iteratively increasing and/or decreasing the step size by a fixed multiplicative factor as long as doing so decreases the line search objective.

Our procedure follows the same logic as golden section search [1]: a set of three sample step sizes contains the exact line search minimizer of a unimodal 1D objective as long as, of our three samples, the one in the middle has the lowest objective value. Accordingly, we evaluate the objective at an exponentially spaced set of step sizes, stopping when we know the exact minimizer lies in the interior of our sample step sizes. Among the three sample step sizes that most closely bracket the minimizer, we use the smallest to ensure that we never exceed the true minimizer. A variant of our algorithm instead chooses the sampled step size with the lowest objective value; this variation performs indistinguishably from AELS both in theory and in our experiments, so we exclude it for clarity.
Using only function evaluations to choose the step size, rather than relying on the Armijo condition, requires a small overhead in function evaluations per step but enables greater flexibility in the objective functions we can optimize efficiently (by removing any gradient requirements). We also note that the “warm start” procedure of initializing the step size slightly larger than the previous step size used ($T = \beta^{-1} t$) is beneficial experimentally, although an alternative approach of initializing with a step size equal to the previous step size ($T = t$) achieves the same worst-case bounds in terms of steps and function evaluations. Since AELS chooses a step size slightly smaller than an exact line search (rather than slightly larger), this larger initialization may on average better approximate the desired exact line search minimizer in practice.

A python implementation of AELS, including various search directions, special cases to optimize nonconvex objectives (like those in our DFO experiments), and adaptations for finite precision function evaluations (which may be indistinguishable in a wide, flat minimum), is provided at https://github.com/modestyachts/AELS.

![Figure 1: Illustration of Algorithm 2 in three characteristic scenarios defined by the relationship between $T$ and $t_*$, with the chosen step size denoted $t_k$. Arrows indicate trials of candidate step sizes, with each candidate step shown in a lighter shade than the previous. In this illustration and in our experiments, we use $\beta = 2/(1 + \sqrt{5})$, the inverse golden ratio.](image)

Figure 1 illustrates the three regimes of AELS. If $T$ is sufficiently larger than the exact line search minimizer $t_*$ (Figure 1a), our first candidate step will immediately increase the objective value, so we iteratively decrease the step size until we are guaranteed that our step size $t_k$ does not exceed $t_*$. If $T$ is sufficiently smaller than $t_*$ (Figure 1b), we iteratively increase the candidate step size until it surpasses $t_*$, and then select the largest previous candidate step size $t_k$ that we can guarantee does not exceed $t_*$. If $T$ is sufficiently close to $t_*$ (Figure 1c), we must try both larger and smaller step sizes to find a $t_k$ we can guarantee is within a constant fraction of $t_*$.  

4 Preliminaries

We begin by compiling useful facts and notation that appear in our analysis.
Algorithm 2: Approximately Exact Line Search

Input: $f, x, T > 0, \beta \in (0, 1), d$

$t \leftarrow T$

$f_{old} \leftarrow f(x)$

$f_{new} \leftarrow f(x + td)$

/* Decide to try increasing or decreasing the step size */

$\alpha \leftarrow \beta$

if $f_{new} \leq f_{old}$ then

$\alpha \leftarrow \beta^{-1}$

end

/* Increase/Decrease the step size as long as $f$ is decreasing */

repeat

$t \leftarrow \alpha t$

$f_{old} \leftarrow f_{new}$

$f_{new} \leftarrow f(x + td)$

until $f_{new} \geq f_{old}$

/* If increasing the step size failed, try decreasing it */

if $t = T/\beta$ then

$t \leftarrow T$

$\alpha \leftarrow \beta$

$(f_{new}, f_{old}) \leftarrow (f_{old}, f_{new})$

repeat

$t \leftarrow \alpha t$

$f_{old} \leftarrow f_{new}$

$f_{new} \leftarrow f(x + td)$

until $f_{new} > f_{old}$

end

/* Return a step size $\leq$ the exact line search minimizer */

if $\alpha < 1$ then

return $t$

end

return $\beta^2 t$

4.1 Notation

We use the following notation:

- $\| \cdot \| \equiv \| \cdot \|_2$, the Euclidean norm.
- $L$ denotes the Lipschitz constant of the gradient of $f$.
- $m$ denotes the strong convexity parameter of $f$.
- $f'_v(x) \equiv \frac{v^T \nabla f(x)}{\|v\|}$, the directional derivative of $f$ at $x$ in direction $v$.
- $f_*$ denotes the minimum value of a (typically convex) function $f$. $x_*$ denotes an optimal input point, such that $f(x_*) = f_*$.
• $\Delta$ is the user-specified tolerance for $\|x - x_*\|$ at termination. We assume that $\|x_k - x_*\| \geq \Delta$ during algorithm execution.

**Definition 2** A function $f$ has $L$-Lipschitz gradient if for all $x, y$:

$$\|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\|.$$  \hspace{1cm} (4)

Equivalently (using Taylor’s theorem), $f$ has $L$-Lipschitz gradient if for all $x, y$:

$$f(y) \leq f(x) + \nabla f(x)^T (y - x) + \frac{L}{2} \|y - x\|^2.$$ \hspace{1cm} (5)

**Definition 3** A function $f$ is $m$-strongly convex if for all $x, y$:

$$\|\nabla f(x) - \nabla f(y)\| \geq m\|x - y\|.$$ \hspace{1cm} (6)

Equivalently (using Taylor’s theorem), $f$ is $m$-strongly convex if for all $x, y$:

$$f(y) \geq f(x) + \nabla f(x)^T (y - x) + \frac{m}{2} \|y - x\|^2.$$ \hspace{1cm} (7)

### 4.2 Gradient approximation

For derivative-free optimization, we approximate the gradient or directional derivative using finite differences. In this setting, we can often guarantee performance that is nearly as fast as in the gradient setting, but with an extra error term determined by the quality of our gradient approximation.

**Lemma 1** Let $v$ be any unit vector and $\sigma > 0$ be a sampling radius. Let $g^f_v(x) = \frac{f(x + \sigma v) - f(x)}{\sigma}$ be a forward finite differencing approximation of $f'_v(x)$ with radius $\sigma$. Then for all $x$:

$$|g^f_v(x) - f'_v(x)| \leq \frac{L\sigma}{2}.$$ \hspace{1cm} (8)

*Proof* See Theorem 2.1 in [31]. \hfill $\Box$

**Corollary 1** A forward finite differencing gradient approximation $g(x)$ with sampling radius $\sigma$ satisfies $\|g(x) - \nabla f(x)\| \leq \frac{L\sigma\sqrt{n}}{2}$, where $n$ is the dimension of $x$.

We work with forward finite differencing rather than central finite differencing because although central finite differencing can give better accuracy, it requires twice as many function evaluations.

### 4.3 Function properties

Although we show experimentally that AELS is competitive even on non-convex objective functions with potentially non-Lipschitz gradients, we prove convergence rates in the simpler setting of strongly convex functions with Lipschitz gradients. Functions with various subsets of these properties satisfy relationships that will be useful in our analysis.
Lemma 2 If $f$ is $m$-strongly convex, then for all $x$:

$$f(x) - f_* \leq \frac{1}{2m} \| \nabla f(x) \|^2.$$  

(9)

Proof See chapter 3 in [10]. □

Lemma 3 Let $f$ be any $m$-strongly convex function with $L$-Lipschitz gradient, $x$ be the current iterate, $d$ be any vector with $d^T \nabla f(x) < 0$, and $t > 0$ be any step size. Then for all $x$:

$$f(x) + td^T \nabla f(x) + \frac{mt^2}{2} \| d \|^2 \leq f(x + td) \leq f(x) + td^T \nabla f(x) + \frac{Lt^2}{2} \| d \|^2.$$  

(10)

Note that if we set $d = -f'_v(x)v$ for an arbitrary unit vector $v$, then $d^T \nabla f(x) = -(f'_v(x))^2 < 0$ and

$$f(x) - t \left(1 - \frac{tm}{2}\right) (f'_v(x))^2 \leq f(x - tf'_v(x)v) \leq f(x) - t \left(1 - \frac{tL}{2}\right) (f'_v(x))^2.$$  

(11)

Regardless of the choice of $d$, the first inequality requires only $m$-strong convexity and the second inequality requires only $L$-Lipschitz gradient.

Proof See chapter 2 in [36]. □

5 Theoretical results

In this section, we state and discuss convergence rates for general Armijo line searches, AELS, and a strong Wolfe line search; proofs are deferred to Section 6. We focus on objective functions that are strongly convex and have Lipschitz gradients.

We begin by analyzing general line searches whose step sizes satisfy the Armijo condition and then proceed with our analysis of AELS, followed by Wolfe line search. All three types of line search guarantee linear convergence (modulo gradient approximation errors), but AELS has two advantages in its convergence bounds compared to Armijo methods.

The first is that AELS’ convergence rates (Theorem 1) depend only on the objective function, with no dependence on the initial step size $T_0$. For
Armijo methods, the convergence rates (Theorem 4) depend on the minimum step size taken, which can be needlessly slow if \( T_0 \ll \frac{1}{L} \) and the line search is insufficiently adaptive.

The second advantage appears in random direction search, in which the expected convergence rate is truly linear for AELS, whereas an Armijo line search has an additive error term from the gradient approximation used in the Armijo condition.

One downside of AELS is that it requires a slight overhead in function evaluations (see Theorem 2) compared to most Armijo line searches, to compensate for not using gradient information. In practice, this overhead is minimal compared to the speedup of convergence in fewer iterations, as shown in Section 7.

5.1 Convergence rates for general Armijo line searches

**Definition 4** \( t_a \) is the positive solution to \( f(x+td) = f(x) + \frac{t}{2}d^T \nabla f(x) \), the Armijo condition (Definition 1) in direction \( d \) (with \( d^T \nabla f(x) < 0 \)) from iterate \( x \).

Note that in some cases we work with an approximation to the gradient, in which case we replace the gradient \( \nabla f(x) \) in this condition with its approximation \( g(x) \).

We begin with upper bounds on the iteration complexity of general line searches based on the Armijo condition (Definition 1) using our three gradient approximation methods (true gradient, finite differencing, and random direction). These bounds apply to any line search whose step sizes satisfy the Armijo condition, such as the traditional backtracking line search and its adaptive version we consider in Section 7. As is evident in the bounds, the convergence rate of Armijo-based methods depends on the minimum step size they take. Traditional backtracking line search, for instance, never increases the step size from a user-provided initial guess, which may be arbitrarily small compared to \( t_a \), the largest step size that satisfies the Armijo condition (Definition 4). Adaptive backtracking line search can increase the step size, but may require many steps to reach a step size near \( t_a \).

**Lemma 4** Let \( f \) be \( m \)-strongly convex and have \( L \)-Lipschitz gradient, and let \( x_{k+1} = x_k - t_kg(x_k) \), where \( t_k \in [t_{\text{min}}, t_{\text{max}}] \) satisfies the Armijo condition with respect to descent direction \( -g(x_k) \) (i.e., \( g(x_k) \) is the gradient approximation and \( -g(x_k) \) is the search direction) and \( n \) is the dimension of \( x \).

Using the true gradient,

\[
f(x_k) - f^* \leq (1 - mt_{\text{min}})^k (f(x_0) - f^*) .
\]

Using a \( \sigma \)-finite differencing gradient approximation (assuming that the approximate negative gradient is a descent direction),

\[
f(x_{k+1}) - f^* \leq \min \left\{ (1 - mt_{\text{min}})^k (f(x_0) - f^*) + \frac{L^2 \sigma \sqrt{t_{\text{max}}} \|x_0 - x^*\|}{2mt_{\text{min}}},
\right.
\]

\[
(1 - \frac{mt_{\text{min}}}{2})^k (f(x_0) - f^*) + \frac{L^2 \sigma^2 t_{\text{max}}}{4mt_{\text{min}}} \right\} .
\]

(13)
Using a random direction and approximating the directional derivative by $\sigma$-finite differencing (such that the search direction is a descent direction),
\[
\begin{align*}
\mathbb{E}[f(x_k) - f_*] & \leq \\
\min \left\{ (f(x_0) - f_*) \left(1 - \frac{mt_{\min}}{n}\right)^k + \frac{L^2 \sigma n t_{\max} \|x_0 - x_*\|}{2mt_{\min}}, \right. \\
& \left. (f(x_0) - f_*) \left(1 - \frac{mt_{\min}}{2n}\right)^k + \frac{L^2 \sigma^2 n t_{\max}}{4mt_{\min}} \right\}.
\end{align*}
\]

Lemma 4 shows in general linear convergence with a worst-case rate determined by the strong convexity parameter $m$ of the objective and the minimum step size taken during the line search: the greater the curvature of the objective and the larger the steps, the faster the convergence. In particular, using Lemma 7 we can bound the minimum step size for any Armijo line search. For traditional backtracking line search with initial step size $T_0$ using the true gradient, $t_{\min} \geq \min(T_0, \frac{\beta}{L})$. For adaptive backtracking (which increases the initial step size by a constant factor $\beta^{-1}$ in each step) using the true gradient, $t_{\min} \geq \min(T_0, \frac{\beta}{L})$ in step $k$. We also experimented with a “forward-tracking” Armijo line search, which increases the initial step size as much as necessary in each step to guarantee $t_{\min} \geq \frac{\beta}{L}$, assuming the true gradient is used. This method guarantees a step size within a $\beta$ fraction of the maximum step size that satisfies the Armijo condition; we found it to be more efficient than both traditional and adaptive backtracking line searches, but slower than AELS, which bypasses the Armijo condition entirely.

Approximating the gradient by $\sigma$-finite differencing slows the convergence rate by an additive error term, which goes to zero as $\sigma \to 0$. This error term is larger for higher-dimensional objectives (since each dimension of the gradient must be estimated), ill-conditioned objectives (with large $L$ and small $m$), and objective-algorithm pairs with large variation in step size (often related to poor conditioning). The two-term rate means we expect linear convergence until a certain accuracy threshold, beyond which we can no longer improve because the magnitude of the true gradient is overwhelmed by approximation error. The accuracy threshold can be dropped by decreasing the sampling radius $\sigma$ (assuming noiseless function evaluations); in practice this could be done adaptively to achieve a desired precision with performance mostly adhering to the linear term until progress becomes limited by numerical precision.

If descent proceeds along random directions with approximate directional derivatives, the linear rate is worsened by a factor of the dimension (as observed in [2]), with a similar $\sigma$-dependent accuracy threshold that can be managed by (potentially adaptive) reduction of $\sigma$.

### 5.2 Approximately exact line search

**Definition 5** $t_* \equiv \arg\min_t f(x + td)$, the exact minimizer of a line search along direction $d$ (with $d^T \nabla f(x) < 0$) from iterate $x$. 

The core idea of AELS is to find a step size close to (and no greater than) \( t^* \). More precisely, we have the following invariant in each step of Algorithm 2.

**Invariant 1** Let \( t \) be the step size used in a step of Algorithm 2. Then 
\[
t \in [\beta^2 t^*, t^*],
\]
where \( t^* \) is the step size used in exact line search (using the same search direction from the same iterate).

Although AELS may choose a step size that does not satisfy the Armijo condition, it does so only if the larger step size achieves a smaller objective value compared to \( t_a \). This property is central to the proof of Theorem 1, which bounds the iteration complexity of AELS.

**Theorem 1** On \( m \)-strongly convex objectives with \( L \)-Lipschitz gradients, Algorithm 2 satisfies the following convergence rates (assuming each step follows a descent direction):

Using the true gradient,
\[
f(x_k) - f_* \leq \left( 1 - \beta^2 \left( 1 - \sqrt{1 - \frac{m}{L}} \right) \right)^k (f(x_0) - f_*). \tag{15}
\]

Using a \( \sigma \)-finite differencing gradient approximation with \( \sigma = \frac{2\tilde{\sigma}m\Delta}{L\sqrt{n}} \) and \( \tilde{\sigma} < 1 \) (so that the negative gradient approximation is a descent direction),
\[
f(x_{k+1}) - f_* \leq \min \left\{ \left( 1 - \beta^2 \cdot \frac{1 - \tilde{\sigma}}{1 + \tilde{\sigma}^2} \right)^k \left( f(x_0) - f_* \right) \right. \right.
\]
\[
\left. \left. + \frac{\tilde{\sigma}(1 + \tilde{\sigma})^2 \Delta L \|x_0 - x_*\|}{(1 - \tilde{\sigma})^2 \beta^2 \left( 1 - \sqrt{1 - \frac{m}{L}} \right)} \right), \right.
\]
\[
\left. \left. \left( 1 - \beta^2 \cdot \frac{1 - \tilde{\sigma}}{1 + \tilde{\sigma}^2} \right)^k \left( f(x_0) - f_* \right) \right. \right.
\]
\[
\left. \left. + \frac{\tilde{\sigma}^2 m(1 + \tilde{\sigma})^2 \Delta^2}{(1 - \tilde{\sigma})^2 \beta^2 \left( 1 - \sqrt{1 - \frac{m}{L}} \right)} \right\}. \tag{16}
\]

Using a random direction and approximating the directional derivative (by any method with the correct sign),
\[
\mathbb{E}[f(x_k) - f_*] \leq \left( 1 - \frac{\beta^2}{n} \left( 1 - \sqrt{1 - \frac{m}{L}} \right) \right)^k (f(x_0) - f_*), \tag{17}
\]
where \( n \) is the dimension of \( x \).

Note that Theorem 1, like Lemma 4, assumes that the search direction in each step is a descent direction, i.e., that the gradient or directional derivative estimation is sufficiently accurate. As the iterates approach the minimum, or any low-gradient region, this assumption may require adjusting the finite differencing radius \( \sigma \), or other adaptations. In our implementation, we use a fixed \( \sigma \) based on numerical precision (as recommended by Nocedal and Wright [32]), and add a “patience” parameter to avoid endless searching: if AELS fails to improve on the function value after a specified number of line search trials (we use 20 in our experiments), we abandon the step and try again.
Theorem 1 parallels Lemma 4, with a difference in the random direction regime, in which AELS is robust to directional derivative approximation error. More generally, AELS has the feature of choosing the step size based only on function evaluations, so the performance of the line search itself has no dependence on the accuracy of the gradient approximation. Indeed in the stochastic setting (explored in Figure 3) AELS performs much better with smaller mini-batches (less accurate gradient and function evaluations) compared to the baseline Armijo line searches.

Theorem 2 On $m$-strongly convex objectives with $L$-Lipschitz gradients, Algorithm 2 uses at most
\[
k \left( 4 + \left\lfloor \log_{1/\beta} \left( \frac{\gamma_{\text{max}}(1 + \sqrt{1 - \frac{m}{L}})}{\gamma_{\text{min}}(1 - \sqrt{1 - \frac{m}{L}})} \right) \right\rfloor \right) + \left\lfloor \log_{1/\beta} \max \left( \frac{\beta^2 \gamma_{\text{min}}(1 - \sqrt{1 - \frac{m}{L}})}{mT_0}, \frac{mT_0}{\beta \gamma_{\text{max}}(1 + \sqrt{1 - \frac{m}{L}})} \right) \right\rfloor. \tag{18}
\]
function evaluations for $k$ steps, where $\gamma_k = \frac{-d_k^T \nabla f(x_k)}{\|d_k\|^2} \in [\gamma_{\text{min}}, \gamma_{\text{max}}]$ according to Lemma 8.

The first step requires some overhead to adjust the initial step size, and all subsequent steps require up to four function evaluations, plus some potential overhead depending on the conditioning of the objective and the quality of the gradient approximation (appearing through $\gamma_k$). AELS tends to require slightly more function evaluations per step compared to simpler line searches like the backtracking Armijo methods we consider in Section 7 because it relies on function evaluations only, and at least three function evaluations are required just to bracket the minimizer.

Note that Theorem 2 counts only function evaluations (not gradient evaluations), so if the gradient is approximated by forward finite differencing that will cost an additional $n$ function evaluations per step. Using a random direction and approximating the directional derivative by forward finite differencing requires one additional function evaluation per step.

5.3 Strong Wolfe line search

We also provide upper bounds on the iteration and function evaluation complexity of Wolfe line search in the same setting: an objective function $f$ that has $L$-Lipschitz gradient and $m$-strong convexity. As described in Section 2, the Wolfe conditions augment the Armijo condition to guarantee both sufficient decrease in the function value and sufficient decrease in its gradient; it is this second “curvature condition” that guarantees a step size that is not too small.
Definition 6 Strong Wolfe curvature condition [9, 32]: If our line search direction is \( d \) (such that \( d^T \nabla f(x) < 0 \)) from iterate \( x \), then the curvature condition is
\[
|d^T \nabla f(x + td)| \leq c_2 |d^T \nabla f(x)|,
\]
where \( c_2 \in (c_1, 1) \), where \( c_1 \) is the parameter in the Armijo condition 1.

Our first goal is to bound the iteration complexity of this line search, which follows directly using Lemma 4, since any step size that satisfies the strong Wolfe conditions must also satisfy the Armijo condition. To apply this lemma, what remains is to bound the minimum and maximum possible step sizes that satisfy the strong Wolfe conditions. Let \( t_w \) be a step size that satisfies the strong Wolfe conditions.

Lemma 5 If \( f \) is \( m \)-strongly convex with \( L \)-Lipschitz gradient and \( d \) is a search (descent) direction, then
\[
t_w \in \frac{-d^T \nabla f(x)}{\|d\|^2} \left[ \frac{1 - c_2}{L}, \frac{1}{m} \right].
\]
Note that the first inequality requires only the Lipschitz gradient condition, and the second requires only the strong convexity condition. Without strong convexity (as \( m \to 0 \)) we approach the one-sided bound \( t_w \geq \frac{-d^T \nabla f(x)(1-c_2)}{L\|d\|^2} \).

Proof The upper bound is the same as in Lemma 7. The lower bound is identical to that in the proof of Theorem 3.2 in [32], which instead uses the weak Wolfe conditions (which are always satisfied if the strong Wolfe conditions are satisfied).

Rate comparison
How does this range compare to the step sizes chosen by AELS or pure Armijo line searches (like traditional and adaptive backtracking)? Using the notation \( \gamma = \frac{-d^T \nabla f(x)}{\|d\|^2} \), AELS always selects a step size larger than \( \frac{\gamma \beta^2}{2L} \) (the limit of Invariant 1 with Lemma 9 as \( m \to 0 \)). In the best case (where \( m = L \)), AELS always selects a step size larger than \( \frac{\gamma \beta^2}{L} \). In the best case for a pure Armijo line search, in which the initial step size is sufficiently large, the selected step size is larger than \( \frac{\gamma \beta}{L} \). In the same notation, the step size chosen by a Wolfe line search is at least \( \frac{\gamma (1-c_2)}{L} \). These lower bounds are all identical, up to small dependence on the parameters of each algorithm and the assumption of sufficient initial step size for pure Armijo methods, which is exactly the assumption that both the Wolfe curvature condition and AELS remove. Based on these bounds, we expect AELS and Wolfe line search to enjoy similar iteration complexity to each other and to a well-initialized backtracking Armijo line search, when the search direction is the negative gradient or its approximation. When the search is in a random descent direction, AELS enjoys a benefit compared to the other algorithms because its search is independent of the norm of the search direction.
Function evaluation complexity comparison

In addition to bounding the iteration complexity of a descent method with a strong Wolfe line search (with Lemma 4 and Lemma 5), we also bound the number of function evaluations required for each line search, so that we can compare the function evaluation complexity of Wolfe line search and AELS. Specifically, we analyze the strong Wolfe condition line search presented in Algorithms 3.5 and 3.6 of Nocedal and Wright [32], with the simplification that successive trial step lengths in Algorithm 3.5 are chosen by scaling by a factor $\beta^{-1}$, where $\beta \in (0, 1)$, and that interpolation in Algorithm 3.6 is done by bisection. These slightly simplified algorithms are reproduced in Algorithm 3 and Algorithm 4. The bound is presented in Lemma 6, proven in Section 6.3, and discussed below.

Lemma 6 The strong Wolfe line search defined by Algorithms 3.5 and 3.6 in [32], with the simplifications that successive trial step lengths in Algorithm 3.5 are chosen by scaling by a factor $\beta^{-1}$, where $\beta \in (0, 1)$, interpolation in Algorithm 3.6 is done by bisection, and directional derivatives are approximated by two-point finite differencing, requires no more than

$$2 + 2 \log_2 \left( \frac{L}{mc_2} \right) + \max \left( 2 + 2 \log_{1/\beta} \left( -\frac{d^T \nabla f(x)}{mT\|d\|^2} \right) \right)$$

function evaluations per line search, where $T$ is the initial step size, $d$ is the search (descent) direction, and the objective $f$ is $m$-strongly convex with $L$-Lipschitz gradient.

Assuming efficient two-point directional derivative estimation, we can compare the per-iteration function evaluation complexity of strong Wolfe and Approximately Exact line searches. Strong Wolfe requires no more than $2 + 2 \log_2 \left( \frac{L}{mc_2} \right) + \max \left( 2 + 2 \log_{1/\beta} \left( -\frac{d^T \nabla f(x)}{mT\|d\|^2} \right) \right)$ function evaluations for a line search in direction $d$ beginning with trial step size $T$ (Lemma 6). AELS requires no more than $2 + \max \left( \log_{1/\beta} \left( -\frac{1}{1+\sqrt{1-m/L}d^T \nabla f(x)} \right) \right)$ function evaluations for a line search in direction $d$ beginning with trial step size $T$ (Theorem 2).

In the special case when $m = L$ (the objective is perfectly conditioned) and $d = -\nabla f(x)$ (the search direction is the negative gradient, steepest descent), strong Wolfe line search uses no more than $2 + 2 \log_2 \left( \frac{1}{c_2} \right) + \max \left( 2 + 2 \log_{1/\beta} \left( \frac{1}{TL} \right) \right)$ function evaluations per line search, whereas AELS requires no more than $1 + \max \left( \log_{1/\beta} \left( \frac{1}{TL} \right) \right)$ function evaluations per line search, where both are initialized with a starting step size of $T$. These rates are quite similar, differing only in the distribution of constants between the two cases (which correspond to whether the initial
step size is too small or too large), and the base of the logarithm which is a design choice in each algorithm.

6 Proofs of theoretical results

We now prove the bounds in Section 5.

6.1 Convergence rates for general Armijo line searches

Proof of Lemma 4 The convergence rates using the true gradient and using a finite differencing approximation both follow (via Corollary 1) from the more general rate: If \( \|g(x) - \nabla f(x)\| \leq \rho \), then

\[
f(x_{k+1}) - f_* \leq \min \left\{ (1 - mt_{\min})^k (f(x_0) - f_*) + \frac{t_{\max} \rho L \|x_0 - x_*\|}{mt_{\min}}, \right. \\
\left. (1 - \frac{mt_{\min}}{2})^k (f(x_0) - f_*) + \frac{\rho^2 t_{\max} \rho L}{mt_{\min}} \right\}. \tag{21}
\]

We prove this more general rate by combining two bounds, the first of which follows a technique based on chapter 3 of [10].

\[
f(x_{k+1}) - f_* = f(x_k - t_k g(x_k)) - f_* \]
\[
\leq f(x_k) - f_* - \frac{t_k}{2} \|g(x_k)\|^2 \quad \text{(since } t_k \text{ satisfies Armijo)}
\]
\[
= f(x_k) - f_* - \frac{t_k}{2} \|\nabla f(x_k)\|^2 - t_k (g(x_k) - \nabla f(x_k))^T \nabla f(x_k)
\]
\[
- \frac{t_k}{2} \|g(x_k) - \nabla f(x_k)\|^2
\]
\[
\leq f(x_k) - f_* - mt_k (f(x_k) - f_*) - t_k (g(x_k) - \nabla f(x_k))^T \nabla f(x_k)
\]
\[
\leq (1 - mt_k) (f(x_k) - f_*) + t_k \rho \|\nabla f(x_k)\|
\]
\[
\leq (1 - mt_{\min}) (f(x_k) - f_*) + t_{\max} \rho L \|x_k - x_*\| \quad \text{(by smoothness)}, \tag{22}
\]

where the third to last line follows from strong convexity (Lemma 2). Then,

\[
f(x_k) - f_* \leq (1 - mt_{\min})^k (f(x_0) - f_*) + \sum_{i=0}^{k-1} (1 - mt_{\min})^i t_{\max} \rho L \|x_i - x_*\|
\]
\[
\leq (1 - mt_{\min})^k (f(x_0) - f_*) + \frac{t_{\max} \rho L \|x_0 - x_*\|}{mt_{\min}} (1 - (1 - mt_{\min})^k), \tag{23}
\]

where the last term captures the error introduced by approximating the gradient. This error term is bounded for any fixed \( k \), and if \( t_{\min} \in (0, \frac{2}{m}) \), we can bound the last term by its limit as \( k \to \infty \):

\[
f(x_k) - f_* \leq (1 - mt_{\min})^k (f(x_0) - f_*) + \frac{t_{\max} \rho L \|x_0 - x_*\|}{mt_{\min}}. \tag{24}
\]

Alternatively,

\[
f(x_{k+1}) - f_* = f(x_k - t_k g(x_k)) - f_*
\]
\[
\leq f(x_k) - f_* - \frac{t_k}{2} \|g(x_k)\|^2 \quad \text{(since } t_k \text{ satisfies Armijo)}
\]
where we used Lemma 1 and Lipschitz gradient to bound

Since both of these bounds must be satisfied, we have

Again, we combine two bounds.

\[ v \text{ finite differencing approximation of the directional derivative magnitude along } v_k \]

Next, we prove the convergence rate for the random direction case, where

\[ d = (-f'_v(x_k) + \rho_k)v_k \] for an arbitrary unit vector \( v_k \) and \( |\rho_k| \leq \frac{L\sigma}{2} \) (i.e., \( ||d|| \) is a \( \sigma \)-finite differencing approximation of the directional derivative magnitude along \( v_k \), using the bound of Lemma 1). Again, we combine two bounds.

Let \( t_k \) be the step size used in step \( k \), so \( x_{k+1} = x_k + t_k(-f'_v(x_k) + \rho_k)v_k \). Using the approximated Armijo condition:

\[ f(x_{k+1}) \leq f(x_k) - \frac{t_k}{2}(-f'_v(x_k) + \rho_k)^2 \]

\[ = f(x_k) - \frac{t_k}{2}(f'_v(x_k))^2 + t_k\rho_kf'_v(x_k) - \frac{t_k^2}{2}\rho_k^2 \]

\[ \leq f(x_k) - \frac{t_k}{2}(f'_v(x_k))^2 + t_k\rho_kf'_v(x_k) \]

\[ \leq f(x_k) - \frac{t_k}{2}(f'_v(x_k))^2 + t_k\frac{L\sigma}{2}|f'_v(x_k)| \]

\[ \leq f(x_k) - \frac{t_{\min}}{2}(f'_v(x_k))^2 + t_{\max}\frac{L^2\sigma^2}{2} \]

where we used Lemma 1 and Lipschitz gradient to bound \( \rho_kf'_d(x_k) \). Alternatively,

\[ f(x_{k+1}) \leq f(x_k) - \frac{t_k}{2}(-f'_v(x_k) + \rho_k)^2 \]

\[ \leq f(x_k) - \frac{t_k}{4}(f'_v(x_k))^2 + \frac{t_k}{2}\rho_k^2 \]

\[ \leq f(x_k) - \frac{t_{\min}}{4}(f'_v(x_k))^2 + \frac{t_{\max}L^2\sigma^2}{8} \]

Since both of these bounds must be satisfied, we have

\[ f(x_{k+1}) \leq f(x_k) - \max \left\{ \frac{t_{\min}}{2}(f'_v(x_k))^2 - \frac{t_{\max}L^2\sigma||x_k - x_*||}{2} \right\} \]

Combining these, we have

\[ f(x_{k+1}) - f_* \leq \min \left\{ (1 - \frac{mt_{\min}}{2})k(f(x_0) - f_*) + \frac{t_{\max}L||x_0 - x_*||}{mt_{\min}}, \right\} \]

(26)
Now, we take expectations over all the random directions $v_0, ..., v_k$:

$$E[(f'_{v_k}(x_k))^2] = E[E[(f'_{v_k}(x_k))^2 | v_0, ..., v_{k-1}]]$$

$$= E[E[(v_k^T \nabla f(x_k))^2 | v_0, ..., v_{k-1}]]$$

$$= E[(\nabla f(x_k))^T E[v_kv_k^T] \nabla f(x_k)]$$

$$= \frac{1}{n} E \left[ \| \nabla f(x_k) \|^2 \right], \quad (30)$$

where $n$ is the dimension of the space and $v_k = \frac{\hat{z}}{\| \hat{z} \|}$ for $z \sim \mathcal{N}(0, I_n)$. Now our bound is:

$$E[f(x_{k+1})] \leq E[f(x_k)] - \max \left\{ \frac{t_{\min}}{2n} E \left[ \| \nabla f(x_k) \|^2 \right] - \frac{t_{\max} L^2 \sigma \| x_k - x_* \|}{2}, \right. \right.$$

$$\left. \frac{t_{\min}}{4n} E \left[ \| \nabla f(x_k) \|^2 \right] - \frac{t_{\max} L^2 \sigma^2}{8} \right\}. \quad (31)$$

Subtracting $f_*$ from each side, we have:

$$E[f(x_{k+1}) - f_*] \leq E[f(x_k) - f_*] - \max \left\{ \frac{t_{\min}}{2n} E \left[ \| \nabla f(x_k) \|^2 \right] - \frac{t_{\max} L^2 \sigma \| x_k - x_* \|}{2}, \right. \right.$$

$$\left. \frac{t_{\min}}{4n} E \left[ \| \nabla f(x_k) \|^2 \right] - \frac{t_{\max} L^2 \sigma^2}{8} \right\}$$

$$\leq \min \left\{ E[f(x_k) - f_*] \left( 1 - \frac{m t_{\min}}{n} \right) + \frac{t_{\max} L^2 \sigma \| x_k - x_* \|}{2}, \right. \right.$$

$$\left. E[f(x_k) - f_*] \left( 1 - \frac{m t_{\min}}{2n} \right) + \frac{tm_{\max} L^2 \sigma^2}{8} \right\}. \quad (32)$$

where the last inequality follows from strong convexity (Lemma 2). Repeating over the $k$ steps, we have nearly linear convergence:

$$E[f(x_k) - f_*] \leq$$

$$\min \left\{ \left( f(x_0) - f_* \right) \left( 1 - \frac{m t_{\min}}{n} \right)^k + \frac{\sigma L^2 t_{\max} n \| x_0 - x_* \|}{2 m t_{\min}} \left( 1 - \left( 1 - \frac{m t_{\min}}{n} \right)^k \right), \right. \right.$$

$$\left. \left( f(x_0) - f_* \right) \left( 1 - \frac{m t_{\min}}{2n} \right)^k + \frac{t_{\max} L^2 \sigma^2 n}{4 m t_{\min}} \left( 1 - \left( 1 - \frac{m t_{\min}}{2n} \right)^k \right) \right\}. \quad (33)$$

where the second term in each bound captures the error introduced by approximating the directional derivative by finite differencing in each step. This error term is bounded for any number of iterations $k$, and since $t_{\min} \in (0, \frac{2n}{m})$ (because $t_{\min}$ satisfies the Armijo condition) it converges to $\frac{\sigma L^2 t_{\max} n \| x_0 - x_* \|}{2 m t_{\min}}$ or $\frac{t_{\max} L^2 \sigma^2 n}{4 m t_{\min}}$, respectively, which can be managed by judicious choice of $\sigma$. As in the gradient case, we expect the first bound to be active towards the beginning of training when error is large, and the second bound to be active later in training when the error is small.

\[\square\]

Lemma 4 depends on $t_{\min}$, which in turn may depend on $t_a$, so we next prove bounds on $t_a$. Lemma 7 will also be useful in the convergence analysis of AELS.
Lemma 7 If \( f \) is \( m \)-strongly convex with \( L \)-Lipschitz gradient and \( d \) is a search (descent) direction, then

\[
t_a \in -\frac{d^T \nabla f(x)}{\|d\|^2} \left[ \frac{1}{L}, \frac{1}{m} \right].
\] (34)

Note that the first inequality requires only the Lipschitz gradient condition, and the second requires only the strong convexity condition. Without strong convexity (as \( m \to 0 \)) we approach the one-sided bound \( t_a \geq -\frac{d^T \nabla f(x)}{L\|d\|^2} \).

Proof Applying Lemma 3 to the case \( t = t_a \),

\[
f(x) + t_a d^T \nabla f(x) + \frac{mt_a^2}{2}\|d\|^2 \leq f(x) + \frac{t_a}{2} d^T \nabla f(x) \leq f(x) + t_a d^T \nabla f(x) + \frac{Lt_a^2}{2}\|d\|^2.
\] (35)

Rearranging, we have:

\[
\frac{mt_a}{2}\|d\|^2 \leq -\frac{1}{2} d^T \nabla f(x) \leq \frac{Lt_a}{2}\|d\|^2,
\] (36)

which implies the lemma. \( \square \)

Lemma 7 gives upper and lower bounds on \( t_a \) as a function of \( d^T \nabla f(x)\|d\|^2 \), which varies depending on the local behavior of the objective and the method for choosing a descent direction \( d \). Accordingly, the next step is to bound \( \frac{d^T \nabla f(x)}{\|d\|^2} \) for each of the descent directions we consider.

Lemma 8 If we set \( d = -f'(x)v \) for an arbitrary unit vector \( v \), including the case where \( v = \frac{\nabla f(x)}{\|\nabla f(x)\|} \) so \( d = -\nabla f(x) \), then

\[
-\frac{d^T \nabla f(x)}{\|d\|^2} = 1.
\] (37)

If we set \( d = -\nabla f(x) + \rho \) where \( \|\rho\| \leq \frac{L\sigma \sqrt{n}}{2} \) (i.e., \( d \) is a \( \tau \)-finite differencing approximation of \( -\nabla f(x) \), using the bound of Corollary 1), with \( \sigma = \frac{2\tilde{\sigma}m\Delta}{L\sqrt{n}} \) and \( \tilde{\sigma} < 1 \), then

\[
-\frac{d^T \nabla f(x)}{\|d\|^2} \in \left[ 1 - \tilde{\sigma}, \frac{1}{1 + \tilde{\sigma}} \right].
\] (38)

If we set \( d = (-f'_v(x) + \rho)v \) for an arbitrary unit vector \( v \) where \( |\rho| \leq \frac{L\sigma}{2} \) (i.e., \( \|d\| \) is a \( \sigma \)-finite differencing approximation of the directional derivative magnitude along \( v \), using the bound of Lemma 1), with \( \sigma = \frac{2\tilde{\sigma}m\Delta}{L} \) and \( \tilde{\sigma} < 1 \), then

\[
-\frac{d^T \nabla f(x)}{\|d\|^2} \in \left[ \frac{1}{1 + \tilde{\sigma}}, \frac{1}{1 - \tilde{\sigma}} \right].
\] (39)

Proof If we set \( d = -f'_v(x)v \) for an arbitrary unit vector \( v \), then

\[
-\frac{d^T \nabla f(x)}{\|d\|^2} = \frac{f'_v(x)v^T \nabla f(x)}{(f'_v(x))^2} = 1.
\] (40)
If we set \( d = -\nabla f(x) + \rho \) where \( \|\rho\| \leq \frac{L\sigma\sqrt{n}}{2} \), with \( \sigma = \frac{2\bar{\sigma}m\Delta}{L\sqrt{n}} \) and \( \bar{\sigma} < 1 \), then
\[
\frac{-d^T \nabla f(x)}{\|d\|^2} = \frac{(\nabla f(x) - \rho)^T \nabla f(x)}{\|\nabla f(x) - \rho\|^2} \\
\leq \left[ \frac{\|\nabla f(x)\|^2 - \|\nabla f(x)\| \|\rho\| \|\nabla f(x)\| \|\nabla f(x)\| - \|\nabla f(x)\|}{\|\nabla f(x) - \rho\|^2} \right] \\
\subseteq \left[ \frac{m\|x - x_*\|(m\|x - x_*\| - \bar{\sigma}m\Delta)}{(m\|x - x_*\| + \bar{\sigma}m\Delta)^2}, m\|x - x_*\| \right] \\
\subseteq \left[ 1 - \frac{\bar{\sigma}\Delta}{\|x - x_*\|}, \frac{1}{1 + \frac{\bar{\sigma}\Delta}{\|x - x_*\|}} \right].
\]
(41)

If we set \( d = -f'_e(x) + \rho\nu \) for an arbitrary unit vector \( \nu \) where \( |\rho| < \frac{L\sigma}{2} \), with \( \sigma = \frac{2\bar{\sigma}m\Delta}{L} \) and \( \bar{\sigma} < 1 \), then
\[
\frac{-d^T \nabla f(x)}{\|d\|^2} = \frac{(f'_e(x) - \rho)^T \nabla f(x)}{(f'_e(x) - \rho)^2} = \frac{f'_e(x)}{f'_e(x) - \rho} \\
\leq \left[ \frac{m\|x - x_*\| + m\bar{\sigma}\Delta}{m\|x - x_*\|}, m\|x - x_*\| - m\bar{\sigma}\Delta \right] \\
\subseteq \left[ 1 + \frac{\bar{\sigma}\Delta}{\|x - x_*\|}, 1 + \frac{\bar{\sigma}\Delta}{\|x - x_*\|} \right] \\
\subseteq \left[ \frac{1}{1 + \bar{\sigma}}, 1 - \frac{\bar{\sigma}}{1 - \bar{\sigma}} \right].
\]
(42)

The constraints on \( \sigma \) in Lemma 8 guarantee that we choose a descent direction; in our analysis we assume they are satisfied. Although we commonly don’t know \( m \) and \( L \) in practice, setting \( \sigma \) to be a fixed small constant (e.g., \( 10^{-8} \)) suffices in our experiments. In the limit as \( \sigma \to 0 \), the bounds on \( \frac{-d^T \nabla f(x)}{\|d\|^2} \) using finite differencing approach 1, the value using the true gradient or directional derivative.

6.2 Approximately exact line search

Proof of Invariant 1 We begin with some notation and observations.

Let \( h(s) = f(x + sd) \) for current iterate \( x \) and search direction \( d \). If \( f \) is strictly unimodal (e.g. if \( f \) is strongly convex), then \( h \) is decreasing for all \( s \in [0,t_*) \) and increasing for all \( s > t_* \). Therefore, if we can find some \( s_1 < s_2 < s_3 \) such that \( h(s_1) \geq h(s_2) \) and \( h(s_2) \leq h(s_3) \), then \( t_* \in [s_1,s_3] \). AELS follows this methodology by always returning a step size \( t \) for which \( h(t) \geq h(\beta^{-1}t) \) and \( h(\beta^{-1}t) \leq h(\beta^{-2}t) \).

We analyze AELS (Algorithm 2) step by step, beginning with the first If statement, which compares \( h(0) \) and \( h(T) \). There are three cases, as illustrated in Figure 1.
If $h(T) > h(0)$, then we know $t_\star < T$, and accordingly we choose to backtrack (setting $\alpha = \beta < 1$). Note that by convexity, our first backtracking step (with step size $\beta T$) in this scenario will always satisfy $h(\beta T) < h(T)$. We then repeatedly multiply the step size by $\beta$ until we reach a step size $t$ with $h(t) \geq h(\beta^{-1} t)$, at which point we are also guaranteed that $h(\beta^{-1} t) < h(\beta^{-2} t)$. AELS returns this $t$, which satisfies the desired invariant.

If instead $h(T) \leq h(0)$, we cannot be sure the relationship between $t_\star$ and $T$, so we try to forward-track (setting $\alpha = \beta^{-1} > 1$). In the first forward-tracking step, we test a step size $\beta^{-1} T$. If $h(\beta^{-1} T) < h(T)$, we continue forward-tracking until we reach a step size $t$ with $h(t) \geq h(\beta t)$, at which point we are also guaranteed that $h(\beta t) < h(\beta^2 t)$. AELS returns $\beta^2 t$, which satisfies the desired invariant.

The third and final case is if $h(T) \leq h(0)$ but $h(\beta^{-1} T) \geq h(T)$, meaning that we tried forward-tracking for one loop iteration and immediately the objective value increased. We then follow the second If statement, reset the step size to $T$, and know that $h(T) < h(\beta^{-1} T)$. We backtrack by factors of $\beta$ until we reach a step size $t$ with $h(t) > h(\beta^{-1} t)$, at which point we are also guaranteed that $h(\beta^{-1} t) \leq h(\beta^{-2} t)$. AELS returns this $t$, which satisfies the desired invariant.

To bound the iteration complexity of AELS, we must first bound $t_\star$.

**Lemma 9** If $f$ is $m$-strongly convex with $L$-Lipschitz gradient and $d$ is a descent direction, then

$$
t_\star \leq \frac{-d^T \nabla f(x)}{m\|d\|^2} \left[1 - \sqrt{1 - \frac{m}{L}}, 1 + \sqrt{1 - \frac{m}{L}}\right]. \tag{43}
$$

Note that without strong convexity (as $m \to 0$) we approach the one-sided bound $t_\star \geq \frac{-d^T \nabla f(x)}{2L\|d\|^2}$.

**Proof** By optimality of $t_\star$,

$$
f(x + t_\star d) \leq f \left( x - \frac{d^T \nabla f(x)}{L\|d\|^2} d \right)
\leq f(x) - \frac{(d^T \nabla f(x))^2}{2L\|d\|^2}, \tag{44}
$$

where the last line follows from Lemma 7. Combining this with strong convexity (Definition 3),

$$
f(x) + t_\star d^T \nabla f(x) + \frac{mt_\star^2}{2} \|d\|^2 \leq f(x) - \frac{(d^T \nabla f(x))^2}{2L\|d\|^2}, \tag{45}
$$

which implies that $\frac{mt_\star^2}{2} \|d\|^2 + t_\star d^T \nabla f(x) + \frac{(d^T \nabla f(x))^2}{2L\|d\|^2} \leq 0$. This is satisfied for $t_\star$ in the interval $\frac{-d^T \nabla f(x)}{m\|d\|^2} \left[1 - \sqrt{1 - \frac{m}{L}}, 1 + \sqrt{1 - \frac{m}{L}}\right]$.

We can now prove Theorem 1, which bounds the iteration complexity of AELS.

**Proof of Theorem 1** Let $f$ be $m$-strongly convex with $L$-Lipschitz gradient. Let $x_{k+1} = x_k - t_k g(x_k)$, where $t_k$ is chosen according to Algorithm 2 with search direction $d_k = -g(x_k)$. Let $\gamma_k = \frac{g(x_k)^T \nabla f(x_k)}{\|g(x_k)\|^2}$.


We begin with the case where \( \|g(x) - \nabla f(x)\| \leq \rho \), which occurs when either \( g(x_k) \) is the true gradient \( \nabla f(x_k) \) or when \( g(x_k) \) is a finite differencing (or other sufficiently accurate) approximation of the gradient. Let \( t_a \) be the step size that satisfies the Armijo condition with equality (with gradient approximation \( g(x_k) \) and direction \(-g(x_k)\)) and \( t_s \) be the exact line search step size (in direction \(-g(x_k)\)). We begin with the observation that if \( t_k > t_a \), it must be because \( f(x_k - t_k g(x_k)) \leq f(x_k - t_a g(x_k)) \). Then,

\[
f(x_{k+1}) - f_* \leq f(x_k) - f_* - \frac{\min(t_k, t_a)}{2} \|g(x_k)\|^2,
\]

and we can follow exactly the same steps as in the proof of Lemma 4, replacing \( t_k \) with \( \min(t_k, t_a) \). By combining Lemma 7, Invariant 1, and Lemma 9, we can bound \( \min(t_k, t_a) \in \gamma_k \left[ \frac{\sqrt{m}}{m} (1 - \sqrt{1 - \frac{\rho}{m}}), \frac{1}{m} \right] \), with \( \gamma_k \in [\gamma_{\text{min}}, \gamma_{\text{max}}] \) according to Lemma 8. Following this through, we have:

\[
f(x_{k+1}) - f_* \leq \min \left\{ \left( 1 - \gamma_{\text{min}} \beta^2 \left( 1 - \sqrt{1 - \frac{m}{L}} \right) \right)^k (f(x_0) - f_*), \frac{\gamma_{\text{max}} \rho L \|x_0 - x_*\|}{m \gamma_{\text{min}} \beta^2 \left( 1 - \sqrt{1 - \frac{\rho}{m}} \right)} \right\} \cdot \left( 1 - \frac{1}{2} \gamma_{\text{min}} \beta^2 \left( 1 - \sqrt{1 - \frac{m}{L}} \right) \right)^k (f(x_0) - f_*), \frac{\rho^2 \gamma_{\text{max}}}{m \gamma_{\text{min}} \beta^2 \left( 1 - \sqrt{1 - \frac{\rho}{m}} \right)} \right\}.
\]

Combining this bound with Lemma 8 and Corollary 1 yields the stated bounds using the true gradient and a finite differencing approximation.

Next, we prove the bound for the case where \( g(x_k) = \mu_k v_k \), where \( \mu_k \) is a finite differencing approximation of \( f'_v(x_k) \) for a uniformly random unit vector \( v_k \). For Algorithm 2, all we need to assume about \( \mu_k \) is that it has the same sign as \( f'_v(x_k) \), so that \(-g(x_k)\) is a descent direction. Let \( t_k \) be the step size chosen in step \( k \), so \( x_{k+1} = x_k - t_k \mu_k v_k \). We begin by introducing some auxiliary variables:

- \( s_k = t_k |\mu_k| \), so \( x_{k+1} = x_k - s_k v_k \text{sign}(f'_v(x_k)) \).
- \( s_a = t_a |f'_v(x_k)| \), where \( t_a \) satisfies the Armijo condition (Definition 1) with equality (for \( d = -f'_v(x_k) v_k \)), so \( f(x_k - s_a v_k \text{sign}(f'_v(x_k))) = f(x_k) - \frac{s_a}{2} |f'_v(x_k)| \). Since by Lemma 7 \( t_a \in \left[ \frac{1}{L}, \frac{1}{m} \right], s_a \in \left[ \frac{1}{L} |f'_v(x_k)|, \frac{1}{m} |f'_v(x_k)| \right] \).
- \( s_s = t_s |f'_v(x_k)| \), where \( t_s \) is an exact line search step size (along direction \( d = -f'_v(x_k) v_k \)), so \( f(x_k - s_s v_k \text{sign}(f'_v(x_k))) = \min_s f(x_k - s v_k \text{sign}(f'_v(x_k))) \). Since by Lemma 9 \( t_s \in \left[ \frac{1}{m} (1 - \sqrt{1 - \frac{\rho}{m}}), \frac{1}{m} (1 + \sqrt{1 - \frac{\rho}{m}}) \right] \), we have \( s_s \in \left[ \frac{1}{m} (1 - \sqrt{1 - \frac{\rho}{m}}) |f'_v(x_k)|, \frac{1}{m} (1 + \sqrt{1 - \frac{\rho}{m}}) |f'_v(x_k)| \right] \).

Rewriting Invariant 1 in this notation, we have that \( s_k \in [\beta^2 s_s, s_s] \). One of the following cases must hold:

- \( s_k \leq s_a \): Then \( f(x_k - s_k v_k \text{sign}(f'_v(x_k))) \leq f(x_k) - \frac{s_k}{2} |f'_v(x_k)| \).
- \( s_k > s_a \): Then \( f(x_k - s_k v_k \text{sign}(f'_v(x_k))) \leq f(x_k) - \frac{s_k}{2} |f'_v(x_k)| \).

Combining these cases, we have:

\[
f(x_{k+1}) \leq f(x_k) - \frac{\min(s_k, s_a)}{2} |f'_v(x_k)|
\]
\[
\leq f(x_k) - \frac{1}{2} \min \left( \frac{\beta^2}{m} \left(1 - \sqrt{1 - \frac{m}{L}}\right) |f'_{v_k}(x_k)|, \frac{1}{L} |f'_{v_k}(x_k)| \right) |f'_{v_k}(x_k)| \\
= f(x_k) - \frac{1}{2} \min \left( \frac{\beta^2}{m} \left(1 - \sqrt{1 - \frac{m}{L}}\right), \frac{1}{L} \right) \left(f'_{v_k}(x_k)\right)^2 \\
\leq f(x_k) - \frac{\beta^2}{2m} \left(1 - \sqrt{1 - \frac{m}{L}}\right) \left(f'_{v_k}(x_k)\right)^2, 
\]
where we plugged in our bounds on \(s_k\) and \(s_a\) and then simplified by noticing that for any \(m \in (0, L), \frac{\beta^2}{m} \left(1 - \sqrt{1 - \frac{m}{L}}\right) \leq \frac{1}{L}.\) Now, we take expectations over all the random directions \(v_0, \ldots, v_k\) and follow the same steps as in the proof of the random direction portion of Lemma 4:
\[
E[f(x_{k+1})] \leq E[f(x_k)] - \frac{\beta^2}{2m} \left(1 - \sqrt{1 - \frac{m}{L}}\right) E[\left(f'_{v_k}(x_k)\right)^2] \\
= E[f(x_k)] - \frac{\beta^2}{2mn} \left(1 - \sqrt{1 - \frac{m}{L}}\right) E[\|\nabla f(x_k)\|^2], 
\]
where \(n\) is the dimension of the space and \(v_k = \frac{z}{\|z\|}\) for \(z \sim N(0, I_n).\) Subtracting \(f_*\) from each side, we have:
\[
E[f(x_{k+1}) - f_*] \leq E[f(x_k) - f_*] - \frac{\beta^2}{2mn} \left(1 - \sqrt{1 - \frac{m}{L}}\right) E[\|\nabla f(x_k)\|^2] \\
\leq E[f(x_k) - f_*] \left(1 - \frac{\beta^2}{n} \left(1 - \sqrt{1 - \frac{m}{L}}\right)\right), 
\]
where the last inequality follows from strong convexity (Lemma 2). Repeating over the \(k\) steps, we have linear convergence:
\[
E[f(x_k) - f_*] \leq (f(0) - f_*) \left(1 - \frac{\beta^2}{n} \left(1 - \sqrt{1 - \frac{m}{L}}\right)\right)^k. 
\]

Finally, we prove Theorem 2, which bounds the function evaluation complexity of AELS (Algorithm 2).

**Proof of Theorem 2** Let \(t_k\) denote the step size taken in step \(k\), where by convention we set \(t_{-1} = T_0.\) The initial step size in step \(k\) is then \(\beta^{-1}t_{k-1}.\) We ignore the initial evaluation of \(f(x_k)\) in each step as this can be reused between steps (except for the first step). In step \(k\), AELS first makes one function evaluation to compute \(f(x_k + \beta^{-1}t_{k-1}d_k).\) Then, there are three cases (as in the proof of Invariant 1, whose \(h\) notation we reuse).

If \(h(\beta^{-1}t_{k-1}) > h(0),\) then we repeatedly multiply the step size by \(\beta\) (making one function evaluation for each factor of \(\beta\)) until we reach a step size \(t \in [\beta^2t_*, t_*]\), which is used as \(t_k.\) If \(p\) is the number of function evaluations in this loop, then \(t_k = \beta^{p-1}t_{k-1},\) so \(p \leq 2 + \left\lfloor \log_{1/\beta} \left(\frac{T_{k-1}}{t_*}\right) \right\rfloor.\)

If instead \(h(\beta^{-1}t_{k-1}) \leq h(0),\) we try to forward-track (setting \(\alpha = \beta^{-1} > 1).\) In the first forward-tracking step, we test a step size \(\beta^{-2}t_{k-1}.\) If \(h(\beta^{-2}t_{k-1}) < h(\beta^{-1}t_{k-1}),\) we continue multiplying the step size by \(\beta^{-1}\) (making one function evaluation for each factor of \(\beta^{-1}\)) until we reach a step size \(t \in [t_*, \beta^{-2}t_*]\), and then use \(t_k = \beta^2t.\) If \(q\) is the number of function evaluations in this loop, then \(t_k = \beta^{q+1}t_{k-1},\) so \(q \leq \left\lfloor \log_{1/\beta} \left(\frac{T_{k-1}}{t_*}\right) \right\rfloor.\)
The third and final case is if \( h(\beta^{-1}t_{k-1}) \leq h(0) \) but \( h(\beta^{-2}t_{k-1}) \geq h(\beta^{-1}t_{k-1}) \), meaning that we tried forward-tracking for one loop iteration and immediately the objective value increased. We then follow the second If statement, reset the step size to \( \beta^{-1}t_{k-1} \), and know that \( h(\beta^{-1}t_{k-1}) \leq h(\beta^{-1}t_{k-1}) \). We backtrack by factors of \( \beta \) until we reach a step size \( t \in [\beta^2 t_k, t_*] \), which is used as \( t_k \). We used one function evaluation to evaluate \( h(\beta^{-2}t_{k-1}) \), and then \( r \) function evaluations to backtrack (one per loop iteration). Then \( t_k = \beta^r t_{k-1} \), so \( r \leq 2 + \left\lceil \log_{1/\beta} \left( \frac{t_{k-1}}{t_*} \right) \right\rceil \)

and the number of additional function evaluations is \( \leq 3 + \left\lceil \log_{1/\beta} \left( \frac{t_{k-1}}{t_*} \right) \right\rceil \).

Combining these cases, the number of function evaluations in step \( k \) is

\[
n_k \leq 1 + \max \left( \left\lceil \log_{1/\beta} \left( \frac{t_*}{t_{k-1}} \right) \right\rceil , 3 + \left\lceil \log_{1/\beta} \left( \frac{t_{k-1}}{t_*} \right) \right\rceil \right). \tag{52}
\]

For \( k = 0, t_{k-1} = T_0 \), so

\[
n_0 \leq 1 + \left\lceil \log_{1/\beta} \left( \frac{\beta(1 + \sqrt{1 - \frac{m}{L}})}{mT_0} , \beta^3 \gamma_0 (1 - \sqrt{1 - \frac{m}{L}}) \right) \right\rceil \tag{53}
\]

For \( k > 0, t_{k-1} \in \beta^{k-1} \left( \beta^2 (1 - \sqrt{1 - \frac{m}{L}}), 1 + \sqrt{1 - \frac{m}{L}} \right) \) (Lemma 9), so

\[
n_k \leq 4 + \left\lceil \log_{1/\beta} \left( \frac{\gamma_{\max}(1 + \sqrt{1 - \frac{m}{L}})}{\gamma_{\min}(1 - \sqrt{1 - \frac{m}{L}})} \right) \right\rceil . \tag{54}
\]

We can now bound the total number of function evaluations \( N_k \) in the first \( k \) steps:

\[
N_k = 1 + n_0 + \sum_{i=1}^{k-1} n_k \\
\leq 2 + \left\lceil \log_{1/\beta} \max \left( \frac{\gamma_0 (1 + \sqrt{1 - \frac{m}{L}})}{mT_0} , \beta^3 \gamma_0 (1 - \sqrt{1 - \frac{m}{L}}) \right) \right\rceil \\
\quad + (k - 1) \left( 4 + \left\lceil \log_{1/\beta} \left( \frac{\gamma_{\max}(1 + \sqrt{1 - \frac{m}{L}})}{\gamma_{\min}(1 - \sqrt{1 - \frac{m}{L}})} \right) \right\rceil \right) \\
\leq k \left( 4 + \left\lceil \log_{1/\beta} \left( \frac{\gamma_{\max}(1 + \sqrt{1 - \frac{m}{L}})}{\gamma_{\min}(1 - \sqrt{1 - \frac{m}{L}})} \right) \right\rceil \right) \\
\quad + \left\lceil \log_{1/\beta} \max \left( \frac{\beta^2 \gamma_{\min}(1 - \sqrt{1 - \frac{m}{L}})}{mT_0} , \beta \gamma_{\max}(1 + \sqrt{1 - \frac{m}{L}}) \right) \right\rceil . \tag{55}
\]

*6.3 Strong Wolfe line search*

We bound the number of function (and potentially directional derivative) evaluations used by the strong Wolfe condition line search presented in Algorithms 3.5 and 3.6 of Nocedal and Wright [32], with the simplification that successive trial step lengths in Algorithm 3.5 are chosen by scaling by a factor \( \beta^{-1} \), where \( \beta \in (0, 1) \), and that interpolation in Algorithm 3.6 is done by bisection.

We reproduce these slightly simplified algorithms here for convenience, using the notation that \( h \) is the objective function \( f \) restricted to the line, and \( \alpha_i \) is the candidate step size in iteration \( i \) of Algorithm 3.
Algorithm 3: Strong Wolfe Line Search: from Algorithm 3.5 in [32]

Input: \( h, \alpha_0 = 0, \alpha_1 > 0, \beta \in (0, 1), c_1 \in (0, 1), c_2 \in (1, 1) \)

\( i \leftarrow 1 \)

Loop

Evaluate \( h(\alpha_i) \)

if \( h(\alpha_i) > h(0) + c_1 \alpha_i h'(0) \) or \( [h(\alpha_i) \geq h(\alpha_i - 1) \text{ and } i > 1] \) then

\( \alpha_* \leftarrow \text{Zoom}(\alpha_{i-1}, \alpha_i) \)

Break

EndLoop

Proof of Lemma 6 We begin by bounding the number of iterations of Algorithm 3, the outer line search function. We use the same \( h \) notation as in the proof of Invariant 1 and Theorem 2. We also borrow the notation of [32], where \( \alpha_i \) denotes the candidate step size in iteration \( i \) of the main loop in Algorithm 3, so \( \alpha_1 = T \), the initial step size.

Let \( p \) be the number of times we enter the main loop of Algorithm 3, such that on the \( p \)th iteration we either terminate successfully or call Algorithm 4. Then \( \alpha_p = \beta^{1-p} \alpha_1 \), and we know that \( \alpha_{p-1} \) violates the strong Wolfe curvature condition. Then either \( p = 1 \) or \( \alpha_{p-1} = \beta^{2-p} \alpha_1 < t_w \leq -\frac{d^T \nabla f(x)}{m \|d\|^2} \), so \( p \leq \max(2 + \log_{1/\beta} \left( -\frac{d^T \nabla f(x)}{m \|d\|^2} \right), 1) \). Each iteration of this outer loop requires one function evaluation and one directional derivative evaluation, the latter of which may be averted on the last iteration if \( \alpha_p \) is sufficiently large as to either violate the Armijo sufficient decrease condition or exceed the true line search minimizer.

Finally, we must bound the number of function and directional derivative evaluations in Algorithm 4. Let \( \alpha_L \) and \( \alpha_R \) be the initial parameters passed to Algorithm 4, denoting the left and right endpoints of the active search window for \( \alpha \) (these are renamings of the stated inputs \( \alpha_{lo} \) and \( \alpha_{hi} \), which denote these search endpoints ordered by their objective values). We consider Algorithm 4 in two stages; in the first stage, the first If is repeatedly followed until the right endpoint of the search window satisfies the Armijo sufficient decrease condition. Let \( q \) be the number of iterations in this first stage. Then \( q < \max \left( 0, \log_{1/\beta} \left( -\frac{d^T \nabla f(x)}{m \|d\|^2} \right), 1 \right) \), where \( t_a \) is the step size that
Algorithm 4: Zoom: from Algorithm 3.6 in [32]

Input: $\alpha_{lo}, \alpha_{hi}$

Loop

1. $\alpha_j \leftarrow (\alpha_{lo} + \alpha_{hi})/2$
2. Evaluate $h(\alpha_j)$
3. if $h(\alpha_j) > h(0) + c_1 \alpha_j h'(0)$ or $h(\alpha_j) \geq h(\alpha_{lo})$ then
   - $\alpha_{hi} \leftarrow \alpha_j$
   - end
4. else
5.   Evaluate $h'(\alpha_j)$
6.   if $|h'(\alpha_j)| \leq -c_2 h'(0)$ then
    - $\alpha_* \leftarrow \alpha_j$
    - Break
   - end
7.   if $h'(\alpha_j)(\alpha_{hi} - \alpha_{lo}) \geq 0$ then
     - $\alpha_{hi} \leftarrow \alpha_{lo}$
   - end
8.   $\alpha_{lo} \leftarrow \alpha_j$
9. end

EndLoop

return $\alpha_*$

satisfies the Armijo condition with equality. Note that if $p = 1$ then $\alpha_R - \alpha_L = \alpha_1$ and $q > 0$; if $p > 1$ then $\alpha_R - \alpha_L = \alpha_1 \left(\beta^{1-p} - \beta^{2-p}\right)$ and $q = 0$. Using Lemma 7 we can bound $q < \max\left(0, \log_2 \left(\frac{-\alpha_1 \beta}{d^T \nabla f(x)}\right)\right)$. Each iteration in this stage requires only a function evaluation (no directional derivatives).

Once the entire search window satisfies the Armijo condition, Algorithm 4 behaves like binary search, using directional derivatives as needed to determine which half of the search window should remain active. If the bisection point has the lowest function value seen so far, then $h'$ is computed to determine the recurrence interval; otherwise only an evaluation of $h$ is necessary. Regardless of this distinction, however, every iteration of Algorithm 4 decreases the size of the active search window by a factor of 2, terminating when a trial point satisfies the strong Wolfe curvature condition. Let $\alpha_L$ and $\alpha_R$ denote the left and right endpoints of the search window at the beginning of this phase of Algorithm 4 ($\alpha_R$ may be equal to $\alpha_{lo}$ or smaller, depending on $q$). We know that both of $\alpha_L$ and $\alpha_R$ satisfy the Armijo condition, so $\alpha_R - \alpha_L \leq \frac{-d^T \nabla f(x)}{m \|d\|^2}$. Let $r$ be the number of iterations in this phase of Algorithm 4, and $A$ be the difference between the largest and smallest step sizes that satisfy the curvature condition. Then $r < \max\left(0, 1 + \log_2 \left(\frac{\alpha_R - \alpha_L}{A}\right)\right)$. Finally, we can bound $A$ using Lipschitz gradient: $A \geq \frac{-2c_2 d^T \nabla f(x)}{L \|d\|^2}$. Putting these together, we have $r < 1 + \log_2 \left(\frac{L}{2mc_2}\right)$. In the worst case, each of these $r$ iterations may require evaluation of both the function and directional derivative.
The worst case total number of directional derivative evaluations is upper bounded by \( p + r < \max(2 + \log_{1/\beta}(\frac{d^T \nabla f(x)}{m \alpha_1 \|d\|^2}), 1) + 1 + \log_2\left(\frac{L}{2mc_2}\right)\). The worst case total number of function evaluations is upper bounded by \( p + q + r < \max(2 + \log_{1/\beta}(\frac{d^T \nabla f(x)}{m \alpha_1 \|d\|^2}), 1) + \max\left(0, \log_2\left(\frac{\alpha_1 L^2 \|d\|^2}{L \|d\|^2}\right)\right) + 1 + \log_2\left(\frac{L}{2mc_2}\right) = \max(2 + \log_{1/\beta}(\frac{d^T \nabla f(x)}{m \alpha_1 \|d\|^2}), 1) + \log_2\left(\max\left(Lmc_2, -\alpha_1 L^2 \|d\|^2mc_2d^T \nabla f(x)\right)\right).\) □

Note that the directional derivative is always computed at the same location as a function evaluation; if the directional derivative is estimated by finite differencing, this requires only one additional function evaluation. Of course, the directional derivative can also be computed using the full gradient, if that is available and efficient to evaluate.

7 Empirical results

We evaluate the empirical performance of approximately exact line search and baseline approaches in three settings: deterministic gradient descent for logistic regression, minibatch (stochastic) gradient descent for logistic regression, and derivative-free optimization (DFO). The objective function for logistic regression is strongly convex (due to a regularizer) with Lipschitz gradient, but these assumptions do not hold on the DFO benchmark problems [7].

All experiments are run on a 4 socket Intel Xeon CPU E7-8870 machine with 18 cores per socket and 1TB of DRAM. We run experiments in parallel, ensuring that at most one trial is run concurrently on each core.

7.1 Logistic regression

Our logistic regression experiments use the following objective function (with \( \lambda = \frac{1}{N} \)):

\[
f(x) = \frac{\lambda}{2} x^T x + \frac{1}{N} \sum_{i=1}^{N} \log(1 + \exp(-y_i(x^T z_i))),
\]

(56)

where \( x \) is a vector of parameters to be optimized, \( N \) is the number of data points, and each data point has covariates \( z_i \) and binary label \( y_i \).

This objective is commonly used in practice, has \( L \)-Lipschitz gradient with \( L \leq \lambda + 2\lambda_{\text{max}}(\frac{1}{N} \sum_{i=1}^{N} z_i z_i^T) \) (where \( \lambda_{\text{max}}(\cdot) \) denotes the maximum eigenvalue of a positive semidefinite matrix), and is \( m \)-strongly convex with \( m \geq \lambda \).

We define a benchmark set of logistic regression objectives comprised of the three datasets summarized in Table 1, where we append 1 to each covariate vector to allow for a bias in the model (this extra dimension is not included in Table 1). For each problem, we use the origin as a standard initial point \( x_0 \). We estimate a Barzilai-Borwein [14] step size \( t_{\text{BB}} \) there (using the full dataset), and include each experiment using various initial step sizes \( T_0; 0.01t_{\text{BB}}, 0.1t_{\text{BB}}, t_{\text{BB}}, 10t_{\text{BB}}, \) and \( 100t_{\text{BB}} \). We include this range of initial step sizes to highlight
the insensitivity of AELS to this parameter. Our code is available at https://github.com/modestyachts/AELS.

Table 1: Datasets used for logistic regression experiments.

| Dataset                                      | Data points | Variables |
|----------------------------------------------|-------------|-----------|
| adult (LIBSVM [37] version of UCI [38] dataset) | 32561       | 123       |
| quantum (from KDD Cup 2004 [39])             | 50000       | 78        |
| protein (from KDD Cup 2004 [39])             | 145751      | 74        |

In our logistic regression experiments, we compare the following line searches:

- Approximately exact: Algorithm 2.
- Adaptive backtracking: Follows the same “warm start” initial step size as AELS and decreases it geometrically until the Armijo condition is satisfied.
- Traditional backtracking: At every step, starts with the same initial step size \( T_0 \) and decreases it geometrically until the Armijo condition is satisfied.
- Wolfe: Line search procedure for the strong Wolfe conditions from Nocedal and Wright [32], based on the implementation in scipy.optimize [40]. This line search uses directional derivative evaluations (implemented using the gradient) as well as function evaluations.
- Constant: Every step uses the fixed step size \( T_0 \).
- Inverse: In step \( i = 1, 2, 3, \ldots \), the step size is \( T_0/i \).

We plot results using performance profiles, introduced by Moré and Wild [7] to compare computational efficiency in terms of function evaluations for the DFO setting. Performance profiles visualize the fraction of benchmark problems (on the vertical axis) solved within various multiples of the computational cost incurred by the fastest algorithm to achieve convergence on each problem (performance ratio, on the horizontal axis). For instance, if the curve for a given algorithm starts at 0.7 at performance ratio 1 and reaches 1 at performance ratio 6, it means that this was the computationally cheapest algorithm for 70% of the test problems, but that on at least one test problem it incurred 6 times the cost of the cheapest algorithm for that problem. For our logistic regression experiments, since all algorithms use both function and gradient evaluations, we use computation time rather than function evaluations as our notion of computational cost.

7.1.1 Deterministic gradient descent

We begin our logistic regression experiments by executing each algorithm as described, using the full dataset to compute the objective function and its gradient exactly wherever required. In this setting, the upper bounds on function and gradient evaluations from Section 5 apply. Our experiments in this section, shown in Figure 2, confirm they are indeed predictive of empirical performance
both between the algorithms we consider and across the range of initial step sizes $T_0$ we test for each objective function.

![Fig. 2](image-url): Performance profile for gradient descent (to a relative error of $10^{-4}$) on our logistic regression benchmark problems.

Traditional backtracking line search performs well with a sufficiently large $T_0$, but slows down dramatically if $T_0$ is too small. Adaptive backtracking largely fixes this problem, at the cost of some overhead in the number of steps needed to reach a good step size. AELS achieves performance similar to that of traditional backtracking with a good $T_0$, without any notable dependence on $T_0$. As expected, the fixed step size schedules Constant and Inverse are sensitive to the choice of $T_0$ and for most initial step sizes they are not competitive with any of the line searches. Wolfe line search is not sensitive to $T_0$, but is slowed down by expensive gradient evaluations required during each line search.

### 7.1.2 Minibatch stochastic gradient descent

Although our analysis does not extend to the stochastic function setting, in practice with large datasets it is often desirable to work with only a small subset (minibatch) of the data at a time. In this section, we repeat the above experiment except that at each iteration we randomly sample a minibatch from the dataset and replace all required objective function and gradient values with their approximations using only the current minibatch.

As we saw in Section 5, our proposed algorithm makes the tradeoff of slightly more expensive steps in exchange for requiring fewer steps to converge, resulting in a net speedup. In the minibatch setting, our algorithm still requires
more computation per step than simpler line searches, but since we are optimizing an approximate objective in each step it is \textit{a priori} unclear whether this investment should enable any decrease in the number of steps to convergence.

In particular, there are two (not necessarily disjoint) regimes of stochastic optimization in which we might expect a more expensive line search subroutine to run slower than a simpler subroutine: when the minibatch size is too small and when the iterates approach the optimum.

In the first case, the approximate objective we optimize in each step can be far from the true objective, so putting more computational effort into choosing each step size might be counterproductive. We explore this issue in Figure 3 by repeating our logistic regression experiment with decreasing minibatch sizes, and find that AELS remains competitive across a wide range of minibatch sizes, including the extreme case of single-example minibatches. Note that it is possible to construct adversarial datasets for which single-example (or very small minibatch) AELS would oscillate rather than converge; if such behavior is observed in practice it can be remedied by increasing the minibatch size, adjusting the search directions to incorporate history from prior minibatches, or adding a trust region.

We also find that, although Wolfe line search outperforms both fixed step size schedules and traditional backtracking line search in the full batch regime, its relative performance degrades markedly as the minibatch size decreases and the gradient noise correspondingly increases. We hypothesize that this behavior results from the difference in gradient dependence of the different line searches: Wolfe line search requires multiple gradient evaluations inside the line search, backtracking line searches use only the gradient at the initial point of the line search, and AELS and fixed step size schedules require zero gradient evaluations. During minibatch SGD the gradient noise is typically larger than the function noise, so it is not surprising that line searches based on function evaluations are more robust in this setting.

The second scenario (approaching the minimum) is similar, except that for functions with wide, flat minima we run the risk of taking a large counterproductive step even with a minibatch size that might be large enough to make progress farther from the minimum. We explore this issue in Figure 4, in which we hold the minibatch size constant (at 100) and vary the relative accuracy required for convergence, forcing the iterates to approach the minimizer. We find that AELS remains fastest until the required relative error drops to $10^{-6}$, at which point it performs similarly to adaptive backtracking line search. As in the case of decreasing minibatch size, as we approach the minimizer we find that AELS and adaptive backtracking line search remain competitive, whereas Wolfe line search ultimately becomes slower than even the fixed step size schedules. Although performance may vary across objective functions, this experiment gives a sense of how close each method can get to the minimum before the line searches are no longer helpful.
Fig. 3: Performance profiles for stochastic gradient descent (to a relative error of $10^{-4}$) on our logistic regression benchmark problems, repeated with varying minibatch sizes and over 10 random seeds (using the same set of seeds for each algorithm). The performance improvement of AELS in the full batch regime (Figure 2) transfers to the minibatch regime across all minibatch sizes tested.

These experiments suggest that even our relatively expensive line search method can improve performance over a wide range of minibatch sizes and required accuracies, likely including many practical scenarios. Additionally, the line search method we propose could be easily combined with an adaptive...
Fig. 4: Performance profiles for stochastic gradient descent (with minibatches of size 100) on our logistic regression benchmark problems, repeated with varying required accuracy and over 10 random seeds (using the same set of seeds for each algorithm). The performance improvement of AELS in the minibatch regime (Figure 3) transfers to the various accuracy regimes tested, with performance degrading to roughly the same as adaptive backtracking in the high accuracy regime (relative error $10^{-6}$).

batch size or other variance reduction or trust region method, as needed for specific problems.

7.2 Derivative-free optimization

Our derivative-free optimization (DFO) experiments use the 53 benchmark problems proposed by Moré and Wild [7], all with an initial step size $T_0 = 1$. These problems are low to medium dimensional (no more than 12 dimensions), smooth (although accessed only through function evaluations), generally non-convex (although often have unique minima), and include standard starting points sometimes near and sometimes far relative to a minimizer. We use BFGS [6] descent directions for all of our line search methods, because many of the DFO objectives are poorly conditioned and pure steepest descent is needlessly slow (i.e., outperformed by Nelder-Mead). Note that the BFGS update step is only guaranteed to be well-defined if the step size satisfies the Wolfe conditions.
We account for this by explicitly checking if the estimated BFGS direction is a descent direction; otherwise, we use the negative gradient instead and reset our BFGS history.

Our finite differencing uses the same sampling radius ($\sigma \approx 1.5 \times 10^{-8}$) as recommended by Nocedal and Wright [32] and used in `scipy.optimize` [40]. We experimented with a heuristic for adapting $\sigma$, but found a fixed $\sigma$ worked better on these problems. We also experimented with central finite differencing, but found forward finite differencing to be a bit faster, offering a favorable tradeoff of fewer function evaluations for minimal lost accuracy. We use the same forward finite differencing approximation in place of the gradient in both gradient descent and BFGS [6]. For the directional derivatives required by the Wolfe line search, we use a two-point forward finite differencing estimate that is more efficient than approximating the full gradient (currently `scipy.optimize` estimates the full gradient, but we have created a pull request to enable this faster option).

We compare the following methods:

- BFGS with approximately exact line search (Algorithm 2).
- BFGS with adaptive backtracking line search.
- BFGS with traditional backtracking line search.
- BFGS with a Wolfe line search [9]; our implementation is based on `scipy.optimize` [40] but uses a cheaper two-point directional derivative approximation that avoids estimating the full gradient.
- Nelder-Mead [8], as implemented in `scipy.optimize` [40].

![Performance Profile](image)

Fig. 5: Performance profile on the DFO benchmark of Moré and Wild [7].
Figure 5 shows a performance profile comparing these methods. We find that even on this challenging derivative-free benchmark with finite differencing gradient estimates, all of these line search methods with BFGS search directions are competitive with Nelder-Mead, an explicitly derivative-free algorithm. Of these, Wolfe line search is slightly faster than AELS, which is in turn slightly faster than the Armijo backtracking methods. This similar performance between Wolfe and AELS is in line with the upper bounds on iterations and function evaluations in Section 5.

8 Conclusions

We introduce a simple line search method, approximately exact line search (AELS, Algorithm 2), that uses only function evaluations to find a step size within a constant fraction of the exact line search minimizer. Our algorithm can be thought of as an adaptive version of golden section search [1]. We prove linear convergence of our method applied to gradient descent as well as derivative-free optimization with either a finite differencing gradient approximation or a random search direction (in which case we prove linear expected convergence). We also bound the number of function evaluations per iteration as logarithmic in properties of the objective function and gradient approximation. We compare these bounds to those for Armijo line searches such as the popular backtracking method, and find that our method is more robust to improper choices of the initial step size $T_0$ as well as better suited to the derivative-free setting, in which Armijo methods depend more strongly on the quality of the gradient approximation. We also prove parallel bounds on the number of iterations and function evaluations for a strong Wolfe line search, a special case of that presented in Nocedal and Wright [32], and find them to be quite similar to our bounds for AELS, although Wolfe line search makes use of directional derivative evaluations in addition to function evaluations.

We illustrate these worst-case bounds using gradient descent on a strongly convex logistic regression benchmark, on which we find that our method converges faster than Wolfe line search, Armijo backtracking methods, and simple fixed step size schedules across a range of initial step sizes $T_0$. We also stress-test our approach in the stochastic setting by repeating our logistic regression benchmark trials with decreasing minibatch size and decreasing relative error at convergence. Although line search is commonly believed to be useless or counterproductive in the stochastic setting, in which our analysis does not directly apply, we find that AELS remains performant on logistic regression even with single-example minibatches or when optimizing to a relative error less than $10^{-5}$. These regimes are of great practical interest, and our experiments suggest that AELS may be effective well beyond the settings we analyzed. We believe this robustness to stochasticity is largely due to the derivative-free nature of AELS, since gradients often experience more substantial noise than function evaluations.
Finally, we present empirical results of our method using BFGS search directions on a DFO benchmark (including nonconvex but smooth objectives), and show faster or at least competitive convergence compared to popular baselines including Nelder-Mead and BFGS with a Wolfe line search. These experiments suggest that, although our convergence analysis focused on strongly convex functions, with proper implementation and search directions (as provided in our code) our method extends gracefully to nonconvex objectives. This result is encouraging but unsurprising, since our line search method itself relies only on unimodality rather than convexity.

In total, our investigation indicates that line search, particularly AELS, improves performance in many regimes, including ones in which line search is typically avoided. We hope that our work spurs further theoretical research in characterizing the performance of approximately exact line search and other line searches in the stochastic and nonconvex settings, as well as further empirical research exploring the range of practical optimization problems for which these line searches improve performance.
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