Similarity analysis of dam behavior characterized by multi-monitoring points based on Cloud model
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Abstract
The availability of massive amount of dam safety monitoring data can make it difficult to analyze and characterize dam behavior. This article describes the use of the Cloud model to transform quantitative monitoring data into qualitative information. Each monitoring point returning dam safety data is regarded as a cloud drop, and parameters such as the expectation, entropy, and hyper-entropy of the monitoring data are obtained through a backward cloud generator to represent the operational state of the dam. The monitoring points are then treated as vectors, and the cloud similarity is calculated using the cosine value of the angle between them. The cloud similarity coefficient is then determined to characterize the similarity of dam behavior. Experimental analysis shows that the process of identifying cloud parameters has a good effect on the discovery of abnormal monitoring values regarding dam safety and demonstrates the feasibility of characterizing the dam behavior. Clustering analysis is applied to the similarity coefficients to further achieve the hierarchical management of dam monitoring points.
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Introduction
Dam safety monitoring plays an important role in identifying the operating status and ensuring the safe operation of dams. Routine safety monitoring of dams began in the early 20th century when limited monitoring data were obtained because of limitations in the monitoring equipment. The analysis methods and ability for monitoring data to characterize dam behavior were also insufficient, resulting in poor feedback control of dam safety. For example, in 1959, the Malpasset arch dam\(^1\) in France collapsed, despite observation data pointing to abnormal displacement at the bottom of the dam prior to the accident. In 1963, a landslide occurred at the Vajont dam\(^2\) in Italy, where measured values reflected the slope deformation and a piezometric tube showed a cumulative increase and a sharp increase in speed.\(^3,4\) If the above monitoring data could have been effectively analyzed and processed, an early warning could have been raised and the disasters may not have happened. Since then, people have recognized the importance of dam safety monitoring and there have been gradual efforts to improve monitoring technology.
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and analysis methods. In recent years, with the rapid development of computer technology and information technology, automatic data collection monitoring and centralized analysis have been applied to dam monitoring. However, dam break incidents still occur from time to time. In 2018, the auxiliary dam of the Xe pian-Xe namnnoy dam in Laos burst. In 2019, a dam break occurred in the State of Minas Gerais, Brazil. The occurrence of these dam break events is caused by the inadequate analysis of the monitoring data.

The automation of dam safety monitoring facilitates the acquisition of rich and comprehensive data pertaining to dam engineering. At the same time, the massive amount of monitoring data places higher requirements on the compilation and processing of this information. For example, the Danjiangkou reservoir dam in the Yangtze river basin in China has more than 2600 types of monitoring equipment and the data sequence has been recorded for 50 years. As a result, there is a significant backlog of processing and analysis of these monitoring data. At present, the analysis of dam safety monitoring data is mainly based on the analysis of a single monitoring point sequence. The data characteristics of single monitoring points exhibit uncertainty and fuzziness. Thus, it is difficult to determine whether abnormal changes in the data at one or several monitoring points reflect the changing trend of the dam’s main behavior. The correlation between the data at each monitoring point, the correlation between the monitoring point and the dam’s overall behavior, and the ability of the monitoring point to represent the dam’s behavior are the main problems currently faced in processing the massive amount of data from dam safety monitoring.

Wu et al. comprehensively analyzed the social and economic benefits, safety, and ecological aspects of dams. This led to the establishment of a fuzzy comprehensive analysis method based on the fusion of interlayer assessments based on evidence theory and fuzzy mathematics, and then the construction of a comprehensive evaluation model of the dam service state. He et al. introduced evidence theory into the multi-effect quantity fusion modeling of high-arch dams and proposed a new fusion coefficient calculation formula suitable for D-S evidence fusion evaluation of high-arch dams. Zhang et al. have established dam safety evaluation methods based on hierarchical analysis and fuzzy mathematics. Lei et al. used a projection pursuit method to construct an early warning index of concrete dam deformation and analyzed the weight of the safety evaluation index. Xu and Bao introduced an interval scoring method, set-valued statistics theory, gray theory, and the Jousselme distance function into dam safety monitoring and established a comprehensive quantitative analysis method for qualitative dam indexes. Ye et al. used a weighted fusion method to optimize evidence theory and applied the resulting approach to dam safety evaluation. Huang et al. applied a back propagation neural network in establishing a nonlinear statistical model between environmental effect and dam deformation. Li et al. used support vector machine and dynamic time-warping to build a dynamic dam monitoring model. Li et al. improved the entropy method by using the Statistical Cloud Model and established a model for calculating the weight of influencing factors of dam break consequences. Zhu et al. based on the Cloud model used the fuzzy comprehensive evaluation method to evaluate the curtain grouting efficiency. The above analysis methods have explored the fusion of different types of monitoring data, but most of them have simply improved the fusion algorithm. This does not solve the problem of differences in the capability of characterizing dam behavior at different monitoring points in large reservoirs and dams and does not aid the analysis and processing of massive amounts of monitoring data.

The Cloud model is a method of dealing with uncertain information based on a fusion of probability theory, mathematical statistics, and fuzzy sets. It offers good performance in dealing with fuzziness and randomness. The Cloud model is gradually gaining recognition in the processing and trend analysis of various monitoring data because of its advantages in representing data relationships. In the field of dam safety monitoring, Wang et al. used cloud model theory to analyze the operational state of a dam for the first time. On this basis, he proposed an improved radial basis function neural network algorithm based on the Cloud model to fit and predict the degree of settlement, thus improving the prediction accuracy. Qin et al. applied the Cloud model to dam safety monitoring. The use of a forward cloud generator and a backward cloud generator enabled the transformation of quantitative data to qualitative information, which could then be used to determine quantitative actions. This transformed certainty allows an assessment of whether the dam monitoring data are within the normal change range. Zhu et al. used the Cloud model to formulate dam safety monitoring indicators and incorporated wavelet analysis to draw up dam crack safety monitoring indicators. He and colleagues introduced the Cloud model into dam safety evaluation and improved a cloud merging algorithm to diagnose dam health. Guo et al. developed the Cloud model to assign the basic probability of D-S evidence theory and constructed a comprehensive dam safety evaluation model by combining the Cloud model with evidence theory, which reduces the influence of uncertainty in the evaluation process on the results. Cai et al. used a projection pursuit method to reduce the dimension of dam monitoring data at multiple monitoring points and then used the Cloud model to formulate dam monitoring.
indicators. In this article, the Cloud model is further used to analyze the dam monitoring data, and a similarity relation between dam monitoring data and the dam’s overall performance is established based on the cloud similarity. Through clustering analysis of the cloud similarity coefficients between monitoring points, it is possible to realize high-efficiency grouping management evaluation of dam monitoring points.

**Related work and contributions of this work**

**Cloud model**

The Cloud model\(^{29}\) is a qualitative concept and quantitative data transformation model based on probability theory and fuzzy mathematics that is mainly used to describe uncertainty. The Cloud model consists of a large number of cloud droplets, and the cloud droplet group reflects the digital characteristics of the cloud.

Definition: Let \( U \) be a quantitative universe of discourse represented by numerical values, and \( C \) be a qualitative concept on \( U \). If the quantitative value \( x \) is a random implementation of the qualitative concept \( C \), the membership degree of \( x \) to \( C \) is \( \mu(x) \in [0, 1] \), which is a random number with stable tendency. This can be written as

\[
\mu : U \rightarrow [0, 1], \quad \forall x \in U, \quad x \rightarrow \mu(x) \tag{1}
\]

The distribution of \( x \) on \( U \) is called the Cloud model, and each \( x \) is called a cloud drop. The Cloud model is used to reflect uncertainty and is a two-way cognitive model that can be switched between qualitative concepts and quantitative representations. It has the advantages of simultaneously depicting the randomness and fuzziness of concepts and realizing the qualitative and quantitative conversion of uncertainty.\(^{30,31}\)

**Backward cloud generator**

The backward cloud generator\(^{32,33}\) is used to realize the conversion from quantitative representation to qualitative concept (Figure 1), that is, the numerical characteristics of the Cloud model can be obtained from the qualitative concept of cloud droplets (e.g. quantitative dataset of samples), thus realizing the mapping from quantitative to qualitative. The backward cloud algorithm is based on statistical parameter estimation. In the actual dam monitoring datasets, monitoring data usually do not have uncertainty values, so the backward cloud algorithm without uncertainty is used in this article. This algorithm is used when no cloud droplets are missing, and the calculation achieves a good level of accuracy, even when the number of cloud droplets is small, the error is still very low.

![Figure 1. Backward cloud generator.](image)

The drop(\( x \)) is the monitoring data, adding one of the monitoring data each time, all values will be recalculated by using the backward cloud generator. The basic algorithm of the backward cloud generator is as follows:

**Algorithm:**
1. Set initial value: \( Ex_0 = 0;\ En_0 = 0;\ He_0 = 0;\)
2. Calculate the sample expectations separately according to \( x_i \): \( Ex_i = \bar{x}_i = \frac{1}{i} \sum_{j=1}^{i} X_j;\)
3. Sample variance: \( S_i^2 = \frac{1}{i-1} \sum_{j=1}^{i} (x_i - \bar{x}_i)^2;\)
4. Entropy: \( En_i = \sqrt{\frac{2}{i} \sum_{j=1}^{i} |x_i - Ex_i|};\)
5. Hyper-entropy: \( He_i = \sqrt{|S_i^2 - En_i^2|}.\)

Output: The digital characteristics of the cloud model \( C(Ex_i, En_i, He_i), i = 1, 2, ..., n.\)

\( Ex \) reflects the distribution of cloud droplets in \( U \) which is the central value of the cloud droplets’ spatial distribution in the universe and the point that can best represent the qualitative concept. \( En \) measures the uncertainty of qualitative concepts, reflecting the degree of dispersion (randomness) and the similarity (fuzziness) of Cloud models, and describes the acceptability of cloud droplets in \( U.\) \( He \) is a measure of the uncertainty of entropy, that is, the entropy of entropy, which shows the degree of condensation of cloud droplets and the degree to which the reaction can be accepted. Smaller values of the hyper-entropy indicate a higher degree to which the reaction is accepted.

**Cloud similarity**

According to the concept of the Cloud model, three cloud parameters can be used to characterize clouds with different properties. The concept of similar clouds\(^{34}\) is used in research on the similarity between clouds. When there are many clouds with different properties, similar clouds can be used to investigate whether they have any correlation and the degree of correlation. The three cloud parameters (\( Ex, En, He \)
can be used to measure the cloud and describe the similarity between different clouds. The following cloud similarity calculation methods are commonly used.

Zhang et al. proposed a cloud similarity calculation method called similar cloud measurement. This method filters the clouds to calculate the similarity of finding cloud droplets within some confidence interval, then sorts the droplets, obtains the average distance between them, and determines the similarity between the two clouds according to some preset threshold. This method can make the reasoning process more adaptable to the needs of uncertain clouds. However, selecting the confidence intervals, and sorting and combining the cloud droplets, is computationally intensive.

A collaborative filtering algorithm based on the Cloud model regards the digital features of different clouds as a parameter vector and uses the cosine of the included angle of the vectors to determine the similarity between two clouds. The similarity calculation formula between the two vectors is

\[ \text{sim}(i,j) = \cos(\vec{V}_i, \vec{V}_j) = \frac{\vec{V}_i \cdot \vec{V}_j}{\|\vec{V}_i\| \|\vec{V}_j\|} \]  

(2)

where \( \text{sim}(i,j) \) represents the similarity between cloud models at monitoring points \( i \) and \( j \).

This method is mainly applied to recommendation algorithms in e-commerce and has the disadvantage that it is easy to cover up the effect of the entropy and hyper-entropy on the cloud when these attributes are lower than the expectation.

Li et al. proposed the expectation-based Cloud model (ECM) and obtained the similarity between two clouds by calculating the area of the overlap between their expectation curves. ECM calculates the similarity between clouds according to the geometric characteristics of the clouds and ignores the hyper-entropy digital characteristics of the clouds. Therefore, Li further expanded the cloud expectation curve to give the maximum boundary-based Cloud model (MCM) and calculated the area of overlap of the boundary curves from the maximum boundary perspective to obtain the similarity between two clouds. For clouds with large data values, both methods are computationally intensive. Moreover, the calculation results given by MCM will increase as the hyper-entropy increases, thus enhancing the instability of the results. In addition, the hyper-entropy has too much influence on the results.

For a dam in the normal operation state, the monitoring data of the dam fluctuate within some numerical range. As the parameter \( \text{Ex} \) of the Cloud model reflects the overall behavior of dam deformation or seepage, the value of \( \text{Ex} \) is not much greater than those of \( \text{En} \) and \( \text{He} \). According to the description of the above methods, the Cloud model parameters of dam monitoring data can be regarded as a vector, and the cosine of the included angle of the vector is used to calculate the similarity of multiple dam monitoring points to characterize the dam behavior.

**Cloud similarity calculation for multiple dam monitoring points**

The Cloud model is a cognitive approach in which qualitative concepts and quantitative data can be converted into each other. According to the concept of the Cloud model, each monitoring datum can be regarded as a cloud drop, and each cloud drop is a reflection of the qualitative concept on the mathematical model. As the number of cloud drops increases, the cloud parameters gradually stabilize, which is in line with the characteristics of clouds. In addition, dam operation tends to stabilize with time.

Therefore, the Cloud model can be used to characterize the dam monitoring data, and the characteristics of dam monitoring data and dam operation behavior can be analyzed using the parameters of the Cloud model. The main idea is to establish a Cloud model based on dam monitoring data, obtain the changes in the cloud parameters with respect to the dam monitoring value sequence through an iterative calculation, and analyze the relationship between the monitoring data and the change in dam state. At the same time, the correlation between monitoring points can be calculated according to the similarity of the Cloud model parameters from different monitoring points in the same monitoring area of the dam.

The Cloud model parameters are numerical representations of qualitative concepts. From the concept of a cloud, it can be seen that when the dam is in a stable state, the cloud parameters of the dam monitoring data should also be in a relatively stable state. When the dam behavior is abnormal, the cloud parameters will change, indicating the occurrence of abnormal values. We first calculate the cloud parameters with respect to the dam monitoring data and observe the deformation characteristics of the dam through the dam entropy.

For the \( n \) dam monitoring points (e.g. displacement, seepage) of the same monitoring type, each monitoring point has \( m \) monitoring data to be processed. These can be arranged in order of time and expressed as the following matrix

\[ X = \begin{bmatrix}
  x_{11} & \cdots & x_{ij} & \cdots & x_{1m} \\
  \vdots & \ddots & \vdots & \ddots & \vdots \\
  x_{i1} & \cdots & x_{ij} & \cdots & x_{im} \\
  \vdots & \cdots & \vdots & \ddots & \vdots \\
  x_{m1} & \cdots & x_{nj} & \cdots & x_{nm}
\end{bmatrix} \]  

(3)

where \( x_{ij} \) represents monitoring datum \( i(i = 1, 2, ..., n) \) of monitoring point \( j(j = 1, 2, 3, ..., m) \).
Each monitoring point is regarded as a cloud drop, and a Cloud model of the dam monitoring data is constructed. The Cloud model parameters are set to $C(Ex_i, En_i, He_i)$, $(i = 1, 2, ..., n; j = 1, 2, 3, ..., m)$. We set $Ex_0 = 0, En_0 = 0, He_0 = 0$. As more monitoring data are obtained, the cloud parameters of the dam cloud model $C(Ex_j, En_j, He_j)$, $(j = 1, 2, 3, ..., m)$ are recalculated through the backward cloud algorithm. The Cloud model parameters from $n$ monitoring points are simply recorded as $C(Ex_i, En_i, He_i)$, $(i = 1, 2, 3, ..., n)$.

According to the Cloud model parameters obtained at different monitoring points, the cloud similarity between monitoring points is calculated by the cosine method of the included angle of vectors. Consider the Cloud model parameters of the dam as a vector

\[ \vec{V}_i = (Ex_i, En_i, He_i) (i = 1, 2, 3, ..., n) \]  

(4)

The similarity between the two vectors is

\[ \text{sim}(i, k) = \cos(\vec{V}_i, \vec{V}_k) = \frac{\vec{V}_i \cdot \vec{V}_k}{\|\vec{V}_i\| \|\vec{V}_k\|} \]  

(5)

where $\text{sim}(i, k)$ $(i = 1, 2, 3, ..., n)$ $(k = 1, 2, 3, ..., n)$ indicates the similarity between monitoring points $i$ and $k$.

To calculate the correlation between monitoring points, the cloud similarity matrix for all monitoring points is constructed as

\[
\text{sim} = \begin{bmatrix}
\text{sim}(1, 1) & \cdots & \text{sim}(1, k) & \cdots & \text{sim}(1, n) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\text{sim}(n, 1) & \cdots & \text{sim}(n, k) & \cdots & \text{sim}(n, n)
\end{bmatrix}
\]  

(6)

For each row of the matrix, the numerical values are aggregated to obtain the total similarity of each monitoring point relative to all other monitoring points

\[ \text{sim}(i) = \sum_{k=1}^{n} \text{sim}(i, k) \]  

(7)

In equation (7), $\text{sim}(i)$ $(i = 1, 2, 3, ..., n, \ i \neq k)$ is the similarity between monitoring point $i$ and all other monitoring points. If the Cloud model set composed of all monitoring points is regarded as the representation of the dam’s overall behavior, $\text{sim}(i)$ can be regarded as the similarity between monitoring point $i$ and the dam’s overall behavior, reflecting the ability of $i$ to represent the overall behavior of the dam.

The similarity between different monitoring parts of the dam can be obtained by normalizing the total similarity between the monitoring points. It is assumed that the importance of each monitoring point to characterizing the dam’s behavior is the same. (In this case, the importance of different parts of the dam is characterized by the number of monitoring points. The more important a certain part is, the more similar monitoring points are set in this part, that is, the more data with similar change laws are measured, and the higher the similarity value obtained by the cloud similarity calculation. This article does not consider the case where the weight of the monitoring points needs to be considered.)

The similarity of each monitoring point $\text{sim}(i)$ is normalized with respect to the maximum value of the similarity value $\text{max}\{\text{sim}(i)\}$, and the similarity coefficient of each monitoring point representing the dam’s overall behavior is obtained

\[ \text{sim}_i = \frac{\text{sim}(i)}{\text{max}\{\text{sim}(k)\}} \]  

(8)

The similarity coefficient $\text{sim}(i)$ $(i = 1, 2, ..., n)$ is considered as a measurement factor to characterize the overall behavior of the dam. According to the clustering characteristics of the similarity coefficient, different monitoring points are divided into groups to realize the purpose of grouping and reorganizing the dam safety monitoring data from multiple monitoring points. In this way, data with similar variation characteristics can be combined which not only enhances the analysis hierarchy but also reduces the time required for data analysis.

Particularly, there are a small number of monitoring points with problems in a dam, and the number of normal monitoring points is larger than that of abnormal monitoring points. Therefore, when there are enough monitoring points to calculate the similarity coefficient, the similarity coefficient of normal monitoring points will be larger, while the similarity coefficient of abnormal monitoring points will be smaller. People need to pay attention to those monitoring points with smaller similarity coefficient, which are likely to be abnormal points.

**Instance analysis**

Dunjiangkou Reservoir dam is located on the Han River and has a total storage capacity of 33.91 billion m$^3$. It is a large-scale water conservancy project. The main water-retaining structure consists of a riverbed concrete gravity dam and earth-rock dams on both banks, with a total length of 3442 m. The concrete dam measures 1141 m in length and is divided into 58 dam sections with a crest elevation of 176.60 m (Yellow Sea elevation system) and a maximum dam height of 117.00 m (Figure 2).

To monitor the sedimentation of the concrete dam, leveling points are located upstream and downstream of section 6 and 43, and a total of 100 precise monitoring sensors are located along the dam crest. Six
monitoring points are placed upstream and downstream of dam crest sections 21, 22, and 23, and the relationship between the vertical displacement monitoring data and the dam operation patterns is analyzed using the method described in this article. The measured values are shown in Figure 3. The monitoring time sequence runs from July 2013 to December 2017.

Single point analysis

According to the concept of the backward Cloud model, the vertical displacement monitoring data from LD58HC221 on the dam crest (monitoring point downstream of dam section 22) are taken as cloud droplets, and the cloud attribute value of the monitoring point is calculated according to the backward cloud generator described in section ‘Backward cloud generator’. The variations in the Cloud model parameters at this monitoring point are shown in Figure 4(a).

Due to the annual periodic change of reservoir water level, the dynamic evolution laws of cloud parameters at the analyzed initial stage, maybe before December 2014, are seriously influenced by the total number of used monitoring data. Thus, Figure 4(b) is added to analyze the later stable stage. By comparison, it was found that the previous data did not have a great impact on the subsequent analysis. From Figure 4(a) and (b), it can be seen that the cloud parameter values at this monitoring point show a stable trend over time, indicating that the vertical displacement of this part of the dam is gradually tending toward a stable state. From September 2017 onwards, the vertical displacement measured at this monitoring point fluctuates. The cloud parameter values exhibit the following changes: the measured value expectation $E_x$ first decreases and then increases; the value of $E_n$, which is the dispersion degree of the reaction value near the mean value, and the hyper-entropy $H_e$ exhibit a decreasing trend, and $H_e$ changes obviously. By analyzing environmental data, it is found that the upstream water level of the reservoir is affected by autumn floods and has been rising since September 2017. The changes in vertical displacement monitoring data are consistent with these changes in water level, which verifies the effectiveness of the Cloud model in characterizing variations in dam behavior.

Analysis of multiple monitoring points

Table 1 shows the Cloud model parameters calculated by the backward cloud model algorithm.

The changes in the cloud parameter $H_e$ for the six monitoring points in Table 1 are shown in Figure 5.

As can be seen from Figure 5, the value of $H_e$ at monitoring point LD58HC221 has obvious abrupt changes compared with the situation in Figure 3. These changes are completely consistent with the actual situation. Therefore, it is believed that, for the analysis of data from each monitoring point, abnormal monitoring values can be quickly identified by analyzing variations

![Figure 3](image-url)
in the cloud parameters. In particular, the hyper-entropy is particularly sensitive to abnormal values.

According to equations (4) and (5), the cloud parameters of each monitoring point are regarded as vectors, and the similarity matrix reflecting the similarity between each monitoring point is obtained using equation (9).

From the similarity matrix, it can be seen that the similarity between monitoring points LD55HC211, LD57HC221, and LD59HC231 is relatively close to 1. The similarity between monitoring points of LD56HC211, LD58HC221, and LD60HC231 is relatively close to 0.98. Compared with the vertical displacement process line of the monitoring point in Figure 3, it can be seen that LD55HC211, LD57HC221, and LD59HC231 have similar variation rules, and LD56HC211, LD58HC221, and LD60HC231 have similar variation rules, which are consistent with the relationships among these monitoring points reflected by the similarity matrix. LD55HC211, LD57HC221, and LD59HC231 are the upstream vertical displacement monitoring points of dam sections 21, 22, and 23, respectively. LD56HC211, LD58HC221, and LD60HC231 are the downstream vertical displacement monitoring points of these three dam sections. The variation laws of upstream and downstream monitoring points in adjacent dam sections are consistent with the actual situation. The measured value at monitoring point LD58HC221 fluctuates significantly after September 2017, but this behavior is not observed in other monitoring points. Thus, the similarity between LD58HC221 and other monitoring points is relatively

![Figure 4](image)

**Figure 4.** Cloud parameter variation from monitoring point LD58HC221. X is the monitoring data of LD58HC221, Ex, En, and He are the expectation, entropy, and hyper-entropy of the monitoring point, respectively. The monitoring data of Figure 4(a) is from July 2013, and Figure 4(b) is from January 2015.

![Figure 5](image)

**Figure 5.** Variation of hyper-entropy He of the monitoring points.

| Monitoring point | Ex   | En   | He   |
|------------------|------|------|------|
| LD55HC211        | 2.4511 | 2.5551 | 0.9804 |
| LD56HC211        | 2.0304 | 3.0469 | 1.0308 |
| LD57HC221        | 2.5016 | 2.6158 | 1.0216 |
| LD58HC221        | 2.3986 | 2.3010 | 0.2293 |
| LD59HC231        | 2.6409 | 2.5844 | 1.0039 |
| LD60HC231        | 2.1307 | 3.0501 | 1.0611 |

**Table 1.** Parameters of Cloud model at each monitoring point.
small. The similarity can be used to effectively characterize the similarity relationship between various monitoring points.

\[
sim = \begin{bmatrix}
1 & 0.9855 & 1 & 0.9790 & 0.9995 & 0.9889 \\
0.9855 & 1 & 0.9561 & 0.9799 & 0.9998 \\
1 & 0.9858 & 1 & 0.9779 & 0.9994 & 0.9891 \\
0.9790 & 0.9561 & 0.9779 & 1 & 0.9807 & 0.9598 \\
0.9995 & 0.9799 & 0.9994 & 0.9807 & 1 & 0.9838 \\
0.9889 & 0.9998 & 0.9891 & 0.9598 & 0.9838 & 1
\end{bmatrix}
\]

(9)

The total similarity between a particular monitoring point and the other monitoring points is given by equation (7). Assuming that all monitoring points have the same ability to characterize the dam, the similarity coefficient of each monitoring point is obtained by equation (8), and the specific values are presented in Table 2.

From the calculation results, it can be seen that the similarity coefficients of dam behavior have the following relationship:

- \( \text{sim}(\text{LD55HC211}) > \text{sim}(\text{LD57HC221}) > \text{sim}(\text{LD59HC231}) > \text{sim}(\text{LD60HC231}) > \text{sim}(\text{LD58HC221}) \)

This shows that LD55HC221 gives the strongest representation of dam behavior changes, with the other monitoring points ordered accordingly. Further clustering division is carried out based on the cloud similarity coefficient, and two initial values of 1 and 0.98 (maximum and minimum similarity coefficients) are set by the \( K \)-means algorithm. The two classes with the closest similarity coefficient distance are then obtained: LD55HC211, LD57HC221, LD59HC231 in one class and LD56HC211, LD58HC221, LD60HC231 in another class. Monitoring points that reflect similar changes are analyzed together which greatly simplifies the analysis process and workload. In practical applications, the value of \( K \) will be situation-specific, and the monitoring points will be classified and divided according to the engineering practice. The division used in this article provides a simple description of classification and division.

### Conclusion

As the Cloud model can express uncertain concepts and explain the correlation between randomness and fuzziness through classical probability theory and fuzzy mathematics, it achieves a good effect when processing big data. To overcome the uncertainties of analyzing monitoring data from numerous monitoring points running over long periods of time, this article has introduced the Cloud model for dam monitoring data analysis. The proposed model takes each monitoring point as a cloud droplet and the monitoring values of each point as a cloud.

As the Cloud model has the two-way cognitive characteristics of qualitative and quantitative transformation, the cloud parameters can be calculated using the backward cloud algorithm. This converts a given data sample into the cloudy qualitative concepts, thus realizing the transformation from quantitative data to qualitative parameters.

Specifically, each dam monitoring point is regarded as a cloud, and the measured values are regarded as cloud droplets. The Cloud model parameters of the data series are calculated through the backward cloud algorithm. The variations in cloud parameters reflect the changes of the monitoring points and the operation conditions of the dam allowing abnormal values to be quickly identified from the measured values. After calculating the cloud parameters of multiple monitoring points, the cosine similarity method can be used to calculate the cloud similarity between different monitoring points of the dam. The feasibility of the cloud similarity coefficient to represent the similarity between different monitoring points has been verified.

The cloud similarity is aggregated and normalized to obtain cloud similarity coefficients for the different monitoring points. The monitoring points can then be grouped according to the clustering characteristics of the similarity coefficients, thus achieving hierarchical management analysis of the monitoring points. Only the points with smaller similarity coefficient need to be paid attention to, which is a good innovation and significantly reduces the workload of dam monitoring data analysis.

### Table 2. Similarity degree and similarity coefficient of each monitoring point.

| Monitoring point | LD55HC211 | LD56HC211 | LD57HC221 | LD58HC221 | LD59HC231 | LD60HC231 |
|------------------|-----------|-----------|-----------|-----------|-----------|-----------|
| LD55HC211        | 1         | 0.9855    | 1         | 0.9790    | 0.9995    | 0.9889    |
| LD56HC211        | 0.9855    | 1         | 0.9561    | 0.9799    | 0.9998    |           |
| LD57HC221        | 1         | 0.9858    | 1         | 0.9779    | 0.9994    | 0.9891    |
| LD58HC221        | 0.9790    | 0.9561    | 0.9779    | 1         | 0.9807    | 0.9598    |
| LD59HC231        | 0.9995    | 0.9799    | 0.9994    | 0.9807    | 1         | 0.9838    |
| LD60HC231        | 0.9889    | 0.9998    | 0.9891    | 0.9598    | 0.9838    | 1         |
| Sum of Similarity| 4.9529    | 4.9071    | 4.9523    | 4.8536    | 4.9434    | 4.9214    |
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