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As we are approaching actual application of quantum technology, it is essential to exploit the current quantum resources in the best possible way. With this in mind, it might not be beneficial to use the usual standard gate sets, inspired from classical logic gates, when compiling quantum algorithms when other less standardized gates currently perform better. We, therefore, consider a promising native gate, which occurs naturally in superconducting circuits, known as the diamond gate. We show how the diamond gate can be decomposed into standard gates and, using single-qubit gates, can work as a controlled-not-swap (cns) gate. We then show how this cns gate can create a controlled phase gate. Controlled phase gates are the backbone of the quantum Fourier transform algorithm, and we, therefore, show how to use the diamond gate to perform this algorithm. We also show how to use the diamond gate in quantum machine learning; namely, we use it to approximate non-linear functions and classify two-dimensional data.

I. INTRODUCTION

Quantum technology has gained an increasing amount of attention in the past couple of years, especially since the quantum supremacy experiment at Google [1]. The search for quantum advantages in practical applications is an increasingly active area of research [2], and there is a growing consensus that practical applications will be found in the noisy intermediate-scale quantum (NISQ) era [3]. In this era, quantum technology supports only a couple of tens of qubits and a few hundred gate operations before the noise becomes too overwhelming.

In this era, we must work with the native gates of quantum systems, despite their imperfections compared to the set of standard gates, composed of gates such as the CNOT or Fredkin gate. An example of such a native gate is the diamond gate [4], which has the advantage of being a naturally arising highly entangling four-qubit gate in superconducting circuits. However, it has the disadvantage of being a complex gate to understand and thus use in quantum algorithm circuits. This paper seeks to interpret the gate and show its various applications in synthesizing other quantum gates, performing quantum algorithms, and participating in quantum machine learning. This paper aims to show the utility of the diamond gate and show a different approach to quantum circuitry using some currently available gates rather than some of the standard gates.

The diamond gate is closely related to the Fredkin gate, which is often used in a set of standard gates for quantum computation [5]. In particular, they are both controlled-swapping gates; however, the diamond has a pair of control qubits, which must be in a Bell state for the closed state of the gate. Other implementations of controlled-swapping gates besides the Fredkin gate [6–14] include superconducting qubits in a waveguide cavity [15], linear superconducting qubits [16], and multi-controlled iswap gates [17].

A popular approach to optimize the computational power is to divide the computational task between classical and quantum resources, i.e., a so-called hybrid quantum classical (HQC) algorithm. Examples of such HQC algorithms are the quantum approximate optimization algorithm (QAOA) [18–20], the quantum autoencoder (QAE) [21], the quantum variational error corrector (QVECTOR) [22], classification via the near term-quantum neural network (QNN) [23–26], the quantum generative adversarial network (QuGAN) [27–30], and the variational quantum eigensolver (VQE) [31–38].

Common to all these HQC algorithms is that they share a subroutine for producing parameterized trial states, where the parameters can be tuned to optimize a function value. The performance of these algorithms depends on the configuration of the parameterized quantum circuit (PQC) [39–42]. Many of the HQC algorithms draw inspiration from classical machine-learning algorithms. Therefore, PQCs are often considered the quantum-mechanical equivalent of neural networks, which is why they are sometimes referred to as quantum neural networks [23–26]. In this paper, we apply the diamond gate to quantum circuit learning [43] and classification via QNNs [26], using the diamond gate as an entangling gate in a PQC. Previously, it has been shown that the diamond gate could be useful in VQE algorithms [44]. Besides HQC algorithms, we also consider the diamond gate for performing quantum Fourier transformations (QFT), which are used to estimate the phase of quantum-mechanical amplitudes. This could be used to solve the order-finding problem or the factoring problem [5].

The rest of the paper is structured as follows. In Section II, we introduce the diamond gate and its main properties. In Section III, we show how to change the diamond gate into a combined swap and cnot gate, also known as the cns gate. Then, in Section IV, we sym-
metrically decompose the diamond gate into standard gates while preserving its symmetry. Using this decomposition, we show in Section V that the diamond gate can be operated as a native controlled-phase gate. We then, in Section VI, use this to perform the quantum Fourier transform with the diamond gate. In Section VII we apply the diamond gate to machine-learning problems. In particular, we apply it to a problem of quantum circuit learning [43] and classification of two-dimensional data [26]. Finally, in Section VIII, we present our conclusion and the outlook.

II. THE FOUR-QUBIT DIAMOND GATE

The algorithms presented in this paper are based upon the diamond gate developed in Ref. [4]; therefore, we only offer an overview and details can be found in the original paper.

The diamond gate is a highly entangled four-qubit gate natively implemented using superconducting circuits. The system consists of two target qubits ($T_1$ and $T_2$) and two control qubits ($C_1$ and $C_2$). Each pair of control and target qubits is connected with a coupling strength of $J$. The two control qubits are coupled with a coupling strength of $J_C$. The system schematics can be seen in Fig. 1(a). A superconducting circuit design resulting in the diamond gate could consist of transmonlike qubits [45, 46] coupled by capacitors, as seen in Fig. 1(b).

Using units where $\hbar = 1$, the system is governed by the Hamiltonian

$$H = -\frac{1}{2}(\Omega + \Delta)(\sigma_x^{T_1} + \sigma_x^{T_2}) - \frac{1}{2}\Omega(\sigma_x^{C_1} + \sigma_x^{C_2}) + J\sigma_y^{C_1}\sigma_y^{C_2} + J(\sigma_y^{T_1} + \sigma_y^{T_2})(\sigma_y^{C_1} + \sigma_y^{C_2}),$$

where $\sigma_{x,y,z}^j$ are the Pauli operators acting on the $j$th qubit. The target qubits are in resonance with each other, with frequency $\Omega + \Delta$, while the control qubits are in resonance with frequency $\Omega$.

Assuming that $|2\Omega| \gg |J|$ and $|\Delta| \gg |J|,|J_C|$ the time-evolution operator of the diamond circuit takes the form

$$U(t) = |00\rangle\langle 00| \otimes U_{T}^{00}(t) + |11\rangle\langle 11| \otimes U_{T}^{11}(t) + |\Psi^+\rangle\langle \Psi^+| \otimes U_{T}^{\Psi^+}(t) + |\Psi^-\rangle\langle \Psi^-| \otimes U_{T}^{\Psi^-}(t),$$

where the unitary $U_T$ act on the target qubits, while the operators, $|C_1C_2\rangle\langle C_1C_2|$, acts on the control qubits, with $C_1$ and $C_2$ representing the first and second control qubit, respectively. These can be in either of the control states $|00\rangle, |11\rangle, |\Psi^+\rangle, |\Psi^-\rangle$, where $|\Psi^\pm\rangle = (|01\rangle \pm |10\rangle)/\sqrt{2}$ are the Bell states. From Eq. (2), we realize that $U(t)$ is block diagonal in this basis, which we call the Bell basis. The unitaries of the target qubits are (represented in the computational basis $|T_1T_2\rangle \in \{|00\rangle, |01\rangle, |10\rangle, |11\rangle\}$, which is used unless noted otherwise)

$$U_{T}^{00}(t) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & e^{-i\xi t} & 0 & 0 \\ 0 & 0 & e^{-i\xi t} & 0 \\ 0 & 0 & 0 & e^{-i\xi t} \end{pmatrix},$$

$$U_{T}^{11}(t) = \begin{pmatrix} e^{i\xi t} & 0 & 0 & 0 \\ 0 & e^{i\xi t} & 0 & 0 \\ 0 & 0 & e^{i\xi t} & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},$$

$$U_{T}^{\Psi^+}(t) = \begin{pmatrix} e^{i\xi t} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & e^{-i\xi t} \end{pmatrix} e^{-iJ_C t},$$

$$U_{T}^{\Psi^-}(t) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} e^{iJ_C t},$$

where $\xi = 4J^2/\Delta$. If we consider a gate time of $t_g = \pi/\xi$, the unitaries of the target qubits can be written in standard gates as

$$U_{T}^{00}(t_g) = ZZ \times CZ \times \text{SWAP},$$

$$U_{T}^{11}(t_g) = -CZ \times \text{SWAP},$$

$$U_{T}^{\Psi^+}(t_g) = -ZZ \times e^{-iJ_C t_g},$$

$$U_{T}^{\Psi^-}(t_g) = \Pi \times e^{iJ_C t_g},$$

where we use the notation that $ZZ = Z \otimes Z$ is a $Z$ gate on each of the target qubits. Without external interactions and depending on the choice of coupling strengths, $J$ and $J_C$, the diamond gate can operate with fidelities above 0.99 and a gate time around 60 ns. Since it only contributes a phase, we set $J_C = 0$ for simplicity.

III. CNS EQUIVALENT CIRCUIT

This section shows that the diamond gate, together with single-qubit rotations, can produce the useful CNS
gate. If we consider the unitary of Eq. (4a) acting on
the target qubits, we can construct the following circuit
equivalent:

\[
\begin{array}{c|c|c}
|0\rangle & \left|U_{TT}^{00}(t_g)\right| & |0\rangle \\
|0\rangle & T_1 & T_2 \\
\end{array}
\]

from which we can create a combined SWAP and CNOT
gate using the \(U_{TT}^{00}(t_g)\) unitary. The resulting gate
is known as the CNS gate. This gate is, in its own right,
helpful in implementing specific quantum circuits such as
the Toffoli gate or, indeed, in quantum error-correction
algorithms [47].

It is not possible to remove the swapping part of the
above CNS gate using just the diamond gate or single-
qubit rotations; however, it can be dealt with intuitively
by swapping the remaining operations to its left.

IV. GATE DECOMPOSITION

In Ref. [4], the diamond gate is decomposed into stan-
dard quantum circuit gates. In this case, the gate time
is fixed at \(t = t_g\) and the control qubit coupling, \(J_C\),
may be nonzero. The decomposition is done asymmet-
rically, focusing on the control qubits determining the
transformation of the target qubits.

Since we want to utilize the diamond gate for QFT,
which requires controlled rotations on each qubit, we wish
to create a symmetric decomposition in the sense that
we want to preserve the symmetry between the control
and target qubits. Therefore, we set \(J_C = 0\) and take the
gate time as an arbitrary value. Considering Fig. 1(a),
we see that we can swap control and target qubits freely
\(C_1 \leftrightarrow C_2\) and/or \(T_1 \leftrightarrow T_2\) and, when \(J_C = 0\), we can also
swap the controls qubit with the target qubits \(C_i \leftrightarrow T_i\)
as long as we swap both sets of qubits at the same time;
however, this swap also inverts time, \(t \rightarrow -t\) (note that
we can invert the time by \(t \rightarrow 2t_g - t\)). In other words,
any choice of qubits is valid, as long as \(C_1\) is opposite to
\(C_2\) and \(T_1\) is opposite to \(T_2\). Thus the superconducting
diamond circuit has a fourfold rotational symmetry and
a twofold mirror symmetry.

With all of this symmetry in mind, we find that the
diamond gate can be decomposed as in Fig. 2. This
circuit is relatively symmetric and consists of three parts
that we discuss individually. The first part, consisting of
a combination of x gates and CNOT gates and the
Hadamard gate, can be interpreted as an x gate on each
qubit in the Bell basis

\[
V^{T}XXV
\]

where \(XX = X \otimes X\) indicates an x gate on each of the qubits
and \(V\) is the transformation from the computational basis
into the Bell basis. One can prove Eq. (5) using the
fact that the transformation matrix is equivalent to the
following circuit diagram:

\[
\begin{array}{c|c|c}
\bar{X} & X & \bar{X} \\
\bar{X} & H & X \\
\end{array}
\]

This transformation is useful in regard to the diamond
gate, since the diamond gate turns out to be diagonal in
the Bell basis, a fact that is evident from Eq. (3).

The second part of the circuit in Fig. 2 is a double-
controlled parameterized SWAP gate, where the SWAP
gate itself is

\[
\text{SWAP}(t) = |00\rangle\langle00| + |11\rangle\langle11|
+ (|01\rangle\langle01| + |10\rangle\langle10|) \cos(\zeta t)
+ (|01\rangle\langle10| + |10\rangle\langle01|) \sin(\zeta t),
\]

which is the natural extension of the normal SWAP gate.
We add two controls to this gate, making it a param-
eterized controlled Fredkin gate. Note that using the
transformation to the Bell basis, the parameterized SWAP
gate can be transformed into a controlled \(R_z\) gate, some-
ting that is helpful in Section V.

The third part of the circuit in Fig. 2 is a double-
controlled parameterized iSWAP gate, where the iSWAP
gate itself is

\[
i\text{SWAP}(t) = |00\rangle\langle00| + |11\rangle\langle11|
+ |\Psi^{+}\rangle\langle\Psi^{+}| e^{-i\zeta t}
+ |\Psi^{-}\rangle\langle\Psi^{-}| e^{i\zeta t},
\]

which occurs naturally in many systems with XY interac-
tions or Heisenberg models, such as solid-state systems
[48, 49], superconducting circuits [50–57], and in cavity-
mediated spin qubits and superconducting qubits [58–60].
Other implementations of the iSWAP gate are found in
linear optics [61, 62] and nuclear spin using qudits [63].
We consider a controlled version of this, with two control
qubits [64], which is essentially a controlled Fredkin gate
with a phase on the swapping part.

So far, we have assumed \(J_C = 0\) but it is straightforward
to add the functionality of \(J_C \neq 0\) to the above circuit
diagrams. This adds a global phase to the system if the
control qubits are in the state \(|\Psi^{-}\rangle\) or \(|\Psi^{+}\rangle\). We exploit
the transformation \(V\) from the computational basis to the
Bell basis. This yields the circuit diagram seen in Fig. 3
below. This circuit diagram can then be concatenated to
the one in Fig. 2.

V. NATIVE-GATE DERIVATIVES

The decomposition of the diamond gate in Fig. 2 opens
up for alternative interpretations of its functionality. We
see that it might act as a controlled-SWAP or -phase gate.
This would be particularly useful in the construction of
a QFT circuit, which is highly dependent on controlled-
phase gates; in particular, QFT is dependent on the
Figure 2. Standard gate decompositions of the diamond gate with no control coupling, $J_C = 0$, and application time $t$. The circuit employs two double-controlled parameterized $i$SWAP gates and two double-controlled parameterized SWAP gates.

Figure 3. The Circuit diagram of how to add the functionality of the global phases that the diamond gate applies if $J_C \neq 0$. If the control qubits are in the state $\ket{\Psi^\pm}$, the phase $e^{\mp iJ_C t}$ is applied. To add this functionality, we have to concatenate this to the end of the diagram of the diamond gate.

Figure 4. The flow chart of how the native diamond gate may implement a controlled $R_n$ gate. The qubits start in the state $\ket{C_1T_10}$ and will by the end pick up a phase $e^{\mp i\pi/2}$ if and only if both the control and the target qubit are in the $\ket{1}$ state. The flow chart corresponds to the circuit diagram in Eq. (11).

Note that per Eq. (4), the diamond gate introduces both a SWAP and a CZ gate, contrary to Eq. (10), where we only need a SWAP gate. However, the second diamond gate cancels out the CZ gate of the first diamond gate, making Eq. (11) equivalent to Eq. (10).

In order to understand the circuit diagram in Eq. (11), we consider the four different possibilities for two undetermined qubits $C_1$ and $T_1$, i.e., we consider the four
different possibilities for the state $|C_1T_1\rangle$. Note that the four possibilities we consider are a complete basis for the two qubits. We want the qubit to obtain an overall factor $e^{2\pi i/2^n}$ only when $|C_1T_1\rangle = |11\rangle$. The four different cases are presented in Fig. 4, from which we see that the phase is only obtained in the desired case.

We start with the one control and one target qubit in the state $|C_2T_2\rangle = |10\rangle$, while the two other qubits are in an arbitrary state $|C_1T_1\rangle$. In Fig. 4, we branch out to the four different possibilities $|0100\rangle$, $|0110\rangle$, $|1100\rangle$, and $|1110\rangle$. When we apply the first $U(t_g)$ gate, we effectively compare the states of control qubits $C_1$ and $C_2$ and if they are equal, the states of $T_1$ and $T_2$ are swapped. This happens in the fourth branch of Fig. 4. In the third branch, the states of the target qubits are the same, as is also the case for the control qubit. The states of the two target qubits do swap, and the same is the case for the two control qubits: however, as the states are the same for each pair of qubits, we do not observe this swapping. Due to the symmetry of the diamond gate, the target qubits' states are also compared and the states of the control qubits are swapped accordingly. This is what happens in the first branch. The target qubit states are different in the second branch, and no control state is swapped. When we apply the $R_{N}^{T_2}$ gate, only the fourth branch picks up the phase, as it is the only case for which $T_2$ is in the $|1\rangle$ state. Finally, when we apply the $U(t_g)$ gate again, we swap the states back and the qubits obtain an overall phase if and only if the original state is $|1110\rangle$.

A. Phase programming

Since the diamond gate is symmetric in the target and control qubits, we can place phase gates on all qubits between the two diamond gates and obtain controlled-phase gates on all qubits. Doing this, we obtain the following circuit:

This allows us to program what controlled-phase gates to keep, by fixing the states of some of the qubits, as well as choosing different values of $t_i$. If we set $t_1 = t_2 = t_3 = 0$ and $t_4 = 2\pi/2^n$ and initiate qubits $C_2$ and $T_2$ to $|C_2T_2\rangle = |10\rangle$, we obtain the result in Eq. (11) from above. Note that the open circles in the above circuit represent control qubits conditional on the control qubit being in the state $|0\rangle$. These are related to the solid circles, which are control qubits conditional on the qubit being the state $|1\rangle$, by performing a $X$ gate before and after the control qubit [5].

VI. NATIVE QFT ALGORITHM WITH THE DIAMOND GATE

Having found a way to apply a controlled $R_n$ gate to all qubits using the diamond gate, we are now ready to consider the problem of performing the quantum Fourier-transformation algorithm. This can be done using the circuit seen in Fig. 5. If $|j\rangle$ is a ket in an orthonormal basis, $\{|0\rangle, |1\rangle, \ldots, |N-1\rangle\}$, this circuit performs the transformation

$$|j\rangle \rightarrow \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} e^{2\pi i j k/2^n} |k\rangle,$$

where $N = 2^n$, in which $n$ is the number of qubits, and $|k\rangle$ denotes the $k$th basis state [5].

We must first arrange the qubits as we wish in order to perform the QFT algorithm using the diamond gate. As a starting point, we choose to arrange the qubits in two parallel lines as shown in Fig. 6. The upper line contains the target qubits in arbitrary states $|j_1\rangle, \ldots, |j_n\rangle$, while the lower line shows the auxiliary qubits, all in states $|0\rangle$. Tuning a square of these qubits into resonance makes it possible to perform the diamond gate. This arrangement of qubits is a simple implementation of QFT; however, for many qubits, frequency crowding might lead to an unwanted crosstalk between qubits. In Appendix A, we present alternative arrangements of qubits, which make this problem less severe.
A. QFT algorithm

Here, we present an algorithm for QFT using the topology presented in Fig. 6:

Algorithm 1 Native-Gate-Assisted QFT on Double String of Qubits

1: Initialize qubits \( A_1, \ldots, A_n \) with the states to transform
2: Initialize qubits \( B_1, \ldots, B_n \) in state \( |0\rangle^{\otimes n} \)
3: for \( i = 1 \) to \( n \) do
   4: \( H \) on \( A_i \)
   5: \( U \) on \( B_{j-1} \) \( \cdot \) Do CR gates using native gate
   6: \( U \) on \( B_{j-1} \) \( \cdot \) \( A_{j-1}, A_j \)
   7: \( \text{for} \ j = i + 1 \ to \ n \ do \ \rangle \ ... \ for \ every \ control \ state \)
   8: \( X \) on \( B_{j-1} \)
   9: if \( j \neq n \) then \( \rangle \ ) Swap along chain (except last)
10: \( i\text{SWAP}(t_g/2) \) on \( (A_{j-1}, A_j) \)
11: end if
12: end for
13: end for
14: for \( j = n - 1 \) to \( i + 1 \) do \( \rangle \ ) Swap state back home
15: \( i\text{SWAP}(3t_g/2) \) on \( (A_{j-1}, A_j) \)
16: end for \( \rangle \ ) Done for \( A_i \)
17: end for
18: Reverse order of \( A \) qubits.

The algorithm iterates through every \( A \) qubit, from \( A_1 \) (state \( |j_1\rangle \)) to \( A_n \) (state \( |j_n\rangle \)). First, a Hadamard gate is applied to the \( A_1 \)th qubit. Then a phase gate is applied to the same qubit, controlled by its neighboring \( A \) qubit \((A_{i+1})\), based upon the diamond-gate-assisted controlled \( R_n \) gate of Eq. (11). This diamond gate is formed by tuning the diamond of \( A \) qubits \((A_i\) and \( A_{i+1}\)) and the associated pair of \( B \) qubits \((B_i\) and \( B_{i+1}\)). Then, the pair of \( A \) qubits swaps states through an \( i\text{SWAP} \) gate, such that another controlled phase may be applied to the \( A_{i+1} \)th qubit, which now holds the state of the \( A_i \)th qubit. This is repeated such that the original state of the \( A_i \)th qubit is swapped to the end of the chain. At this point, it is swapped back into place by doing the \( i\text{SWAPs} \) in reverse.

Note that the initial swaps down the chain are \( i\text{SWAP}(t_g/2) \), whereas the ones on the way back are \( i\text{SWAP}(3t_g/2) \). Simply doing \( i\text{SWAP}(t_g/2) \) twice could leave the pair of states with unwanted phases but using \( i\text{SWAP}(3t_g/2) \) the second time around gets rid of these. Indeed, the trick here is that by swapping the states back through the chain, we ensure that each swapped pair of states will see each other twice. In turn, this will cancel any phase introduced by the initial \( i\text{SWAP}(t_g/2) \). An example of this algorithm for \( n = 4 \) can be found in Appendix B.

This QFT implementation on \( O(n) \) input states requires \( 2n \) qubits. Thus, the number of qubits required grows linearly with the input size. The circuit depth grows as \( O(n^2) \) as the standard QFT algorithm. On top of that, we can adapt the method of the approximate QFT and leave out the smallest of the \( R_n \) angles. This reduces the depth to grow as \( O(n \log n) \). Nevertheless, in absolute gate numbers, it does use more than regular QFT because we have to swap the states along the chain. The absolute gate counts are thus

- \( n \) \( H \) gates
- \( n(n + 1) \) \( X \) gates
- \( n(n + 1)/2 \) \( R_n \) gates
- \( n(n - 1) \) \( i\text{SWAP} \) gates

This is without considering the QFT cross-swap of the \( A \) qubits at the end. Still, the algorithmic part of this procedure does not add asymptotic overhead to the existing QFT algorithm. In other words, the QFT algorithm with the diamond algorithm has neither an advantage nor a disadvantage over the QFT algorithm with standard gates; it is merely an alternative formulation of the algorithm.

B. Native-CNS-gate-based QFT algorithm

We wish to implement the QFT algorithm using the diamond version of the CNS gate in Section III.

Using an identity from Ref. [65], we replace each controlled \( R_n \) gate and introduce a pair of swaps to create two CNS gates:

```
+------------------+
| R_n               |
+------------------+
```

Now, the diamond circuit can only execute CNS gates on opposing qubits, and for the QFT algorithm in Fig. 5, we have to operate between all qubits. However, the CNS gate can also be used to make a pseudoswap gate for this purpose. Thus, we use pairs of CNS gates to swap the first qubit into place and back again as follows:

```
+------------------+
| R_n†              |
+------------------+
```

This works because of the symmetry of the swapping CNS gate pairs: the qubit at the control will only pick
up a phase between each pair, and the target one is not transformed at all. Therefore, the effects of the CNS gates will cancel each other; however, we can still utilize the swapping functionality in between.

This algorithm can be run on a chain of diamond circuits, having the CNS gates only work on adjacent qubits. However, this sequence of gates can still be significantly refactored using the identity

$\ldots \times r_n \times \ldots = \times \ldots r_{n-1} r_n \ldots$

Finally, this means that we can write the first part of the QFT algorithm in Fig. 5, which is the QFT of the first qubit, as

\[
|j_1\rangle \quad |j_2\rangle \quad |j_3\rangle \quad |j_4\rangle = \quad |j_1\rangle \quad |j_2\rangle \quad |j_3\rangle \quad |j_4\rangle \quad |j_5\rangle.
\]

![Figure 7. A chain of concatenated diamond circuits, each sharing a target qubit with its neighbor. This arrangement can be used to execute a CNS gate-assisted QFT algorithm.](image)

Now, three similar circuits have to be added to represent the QFT of all four qubits. In the same way, this method can be extended to more qubits. In particular, one hardware setup to execute this algorithm is seen in Fig. 7, which is just a sequence of concatenated diamond circuits, each sharing one qubit with its neighbor. Using this configuration, an additional QFT qubit requires three extra qubits in the circuit, i.e., QFT on $n$ qubits requires $3n+1$ circuit qubits.

\section{VII. Quantum Machine Learning with the Diamond Gate}

Another application where the diamond gate could prove helpful is in hybrid quantum-classical algorithms. Examples of this have already been shown with variational quantum eigensolvers [44]. Here, we wish to consider the diamond gate in an HQC algorithm for machine learning on near-term quantum processors, namely quantum circuit learning as proposed by Ref. [43]. Besides quantum circuit learning, we also wish to consider the problem of classifying data using PQCs with the diamond gate as an entangling gate. We do this following the approach taken by Ref. [26].

\subsection{A. Quantum circuit learning}

Quantum circuit learning is quantum-aided machine learning and can approximate nonlinear functions. In Ref. [43], it is argued that quantum circuit learning might have an advantage over classical approximators when it comes to more complex functions. This is because the computational cost of classical learning increases with the number of basis functions needed to represent complex functions. Quantum circuit learning, on the other hand, directly utilizes the exponential number of functions concerning the number of qubits to model the teacher. However, the approximation of such complex functions is beyond the capabilities of the current state-of-the-art quantum technology and we, therefore, approximate more straightforward functions. Quantum circuit learning is done in five steps:

1. Encode input data in some quantum state $|\psi_{\text{in}}(x)\rangle = U_1(x) |0\ldots0\rangle$.

2. Apply parameterized quantum circuit to the input state $|\psi_{\text{out}}(\theta_i, x)\rangle = U_2(\theta_i) |\psi_{\text{in}}(x)\rangle$.

3. Measure expectation values of some set of observables, $\{B_k\}$, by using some output function $F$, the output is defined to be $y(x, \theta_i) = F(\{B_k(x, \theta_i)\})$. 

Figure 7. A chain of concatenated diamond circuits, each sharing a target qubit with its neighbor. This arrangement can be used to execute a CNS gate-assisted QFT algorithm.
4. Minimize the cost function $L(f(x), y(x, \theta_i))$ of the objective function $f(x)$ and output by tuning the parameters $\theta_i$.

5. Evaluate the performance by checking the value of the cost function or a similar evaluation criterion.

We wish to use the diamond gate for approximating a function of one parameter $f : [-1, 1] \rightarrow \mathbb{R}$. We, therefore, encode a quantum state as the density matrix

$$\rho_{in}(x) = \frac{1}{2^N} \sum_{i=1}^{N} \left[ I + x X_i + \sqrt{1-x^2} Z_i \right], \quad (13)$$

where $X_i$ and $Z_i$ are X and Z rotations on the ith qubit, respectively. The density matrix can be generated by single-qubit rotations, $R_y(\sin^{-1} x)$ and $R_z(\cos^{-1} x^2)$ on each of the qubits. Our initial state is thus

$$|\psi_{in}(x)\rangle = \prod_{i=1}^{N} R_y^{(i)}(\sin^{-1} x) R_z^{(i)}(\cos^{-1} x^2) |0\rangle^{\otimes N}. \quad (14)$$

Note that in a practical numerical implementation, the continuous variable $x$ must be made discrete. This initialization has the effect that the tensor-product state will be a polynomial of order $N$ in $x$. However, the $x^N$ term is hidden with the observable $X^{\otimes N}$. So in order to access its factor, we must use an entangling gate, which in this case has to be the diamond gate, $U(t)$. In order to create a parameterized quantum circuit, we apply a general single-qubit rotation $U_{rot}(\theta) = R_x(\theta_1) R_y(\theta_2) R_z(\theta_3)$ to each of the qubits. The pair of gates, $U(t)$ and $U_{rot}(\theta)$, are applied several times in layers, each with a different set of parameters. We use four such layers in our parameterized quantum circuit. At the end, we perform a measurement of the expectation value of $Z$ on the first qubit, which we scale and shift to produce the output function, $F(x, \theta_i) = a(Z(x, \theta_i)) + b$, where $\theta_i$ is the ith tunable parameter of the circuit, from both $U(t)$ and $U_{rot}(\theta)$. The resulting gate diagram can be seen in Fig. 8.

We use the quadratic cost function, $L = ||f(x) - F(x, \theta_i)||^2$ and optimize it using the ADAM optimizer [66]. We test our quantum circuit using the same objective functions as in Ref. [43], namely $x^2$, $e^x$, $\sin x$, and $|x|$, as well as two more functions, $\sin(\pi x) \cos(\pi x/2)$ and $\sin(2\pi x)e^x$. We sample each objective function 100 times as training data. The results of the optimizations can be seen in Fig. 9. The parameterized quantum circuit approximates the function reasonably well, even though we only use four qubits and four layers, whereas in Ref. [43], six qubits and six layers are used to obtain the same precision. In Ref. [43], a fully connected transverse Ising model is used as the entangling gate, which is essentially equivalent to connecting all qubits with iSWAP gates, whereas we use the diamond gate to obtain the same results, showing that not only do we use fewer qubits and layers to achieve the same results but we also use fewer entangling operations per layer.

The reason why we obtain the same results as Ref. [43] with a more straightforward setup could be because the diamond gate is better at accessing the entire Hilbert space of the qubits compared to the transverse Ising model used in Ref. [43]. However, it should be mentioned that we optimize the operation time, $t_j$, of the diamond gate for each of the layers, whereas in Ref. [43] a constant time of operation is chosen for their entangling operation. This gives an extra optimization parameter per layer. This may not seem as much, especially when Ref. [43] has more rotation gates, but optimization of the parameters of the entangling operation could be a considerable advantage in quantum circuits.
B. Classification of data

Another scheme for quantum machine learning that employs PQC is data-point classification. We employ a PQC with the diamond gate as the entangling gate and use it to classify two-dimensional data points. We follow the approach in Ref. [26] and use the same two-dimensional shapes in order to compare results directly.

The classification of data follows the same algorithm as quantum circuit learning (see Section VII A). However, here we use a different encoding, following the approach of Ref. [26]. This so-called minimal expressive embedding consists of applying single-qubit rotations like the encoding used previously. Thus instead of the encoding in Eq. (14), we use the following:

$$|\psi_{in}(x)\rangle = \prod_{i=1}^{N} R_x^{(i)}(\pi/4) R_y^{(i)}(\pi/4) R_z^{(i)}(x_{i}\text{mod }2) |0\rangle \otimes |N\rangle,$$

where we first apply a rotation about the $x$ axis, which depends on $x_0$ and $x_1$ in an alternating fashion. We then perform rotations of $\pi/4$ first around the $y$ axis and then the $z$ axis for all qubits. Following this input encoding, we apply the PQC consisting of the diamond gate, $U(t)$, and a set of general single-qubit rotations $U_{\text{rot}}(\theta)$ on each qubit. We apply these last two operations to the state several times, one for each layer that we want in our model. In the end, we measure the expectation value of $Z$ on the first qubit. The result is scaled, shifted, and then minimized using a binary cross-entropy function. Altogether, we perform the same manipulations as in Fig. 8 but with a different encoding, $\rho_{in}$.

In Fig. 10, we present the nine data sets as well as the classification results for two layers of $U(t)$ and $U_{\text{rot}}(\theta)$. We find the data sets (1b), (2a), and (3a) to be perfectly classified for just a single layer, as well as for more layers. Data set (1a) achieves a classification accuracy just above 95% for a single layer, which is the maximal for this data set due to the overlap of the data points. Data sets (2c) and (3b) also achieve a maximum classification accuracy for a single layer, of around 73% and 98%, respectively. Data sets (1c) and (2b) converge at a perfect accuracy for two layers, while the accuracy of the last data set (3c) converges for two layers to just above 90%.

We see almost perfect classification except for (2c) and (3c); however, these are most difficult due to their complexity. This performance is comparable to the most accurate two-layer networks used by Ref. [26]. Surprisingly, the classification performance of (2c) and (3c) does not improve when the number of layers increases from two to three. This might be because the expressibility of the PQCs is already saturated at two layers, meaning that a further increase of the depth of the circuits does not increase the available Hilbert space of the circuit [39, 57].


VIII. CONCLUSION AND OUTLOOK

We show that the native diamond gate [4] may be used beneficially compared to using standard gate sets, which makes it an auspicious architecture to realize on contemporary quantum technology platforms.

First, we show that the diamond gate, together with single-qubit gates, can be turned into a controlled-NOT swap gate. We then show how to symmetrically decompose the diamond gate into standard gates in two different ways. Also, by placing a diamond gate on either side of a phase gate, we create a controlled phase gate and argue that this could be used to obtain controlled-phase gates on all four qubits. Using this method, we present an algorithm for the quantum Fourier transform using only single-qubit gates and the diamond gate.

Finally, we apply the diamond gate in quantum machine-learning algorithms and show that it was helpful in a parameterized quantum circuit when used to approximate nonlinear functions and classify two-dimensional data.

We believe that these results outline the diamond gate as a possible building block in near-future quantum technologies. This, together with the fact that other quantum gates do not occur naturally in many quantum technology schemes, demonstrates that the applications of the diamond gate should be pursued further.
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Appendix A: Alternative topologies for the QFT algorithm with the diamond gate

There are several other ways to combine the diamond gate for the QFT algorithm. Here we discuss two other approaches which might lessen unwanted cross talk and frequency crowding.

(a) The algorithm used for this can be seen in Algorithm 2. With this topology, we make use of the idle-state of the diamond, the CNS-gate, and the diamond-assisted method of performing a $c\text{rn}_n$-gate of Fig. 4.

(b) This configuration is very similar to that of (a), except that we must be more careful when we use the CNS-gate to swap states. This uses two qubits for every input state, as opposed to four.

An example of such an alternative arrangement of the qubits is seen in Fig. 11(a). Here each diamond is connected via one of the target qubits. The control gates must be prepared in a $|\Psi^-\rangle$ state in order to exploit the idle state of the diamond gate. The non-connected target qubits, $A_i$, are prepared as the input states, while the connected qubits, $C_i$s, are prepared in the $|0\rangle$ state. Besides using the idle state of the diamond gate, we also employ the CNS gate. With all C-qubit states being $|0\rangle$, we can swap the states of each A- and C-qubit pair before this state moves on. Each time the state passes a diamond gate, we perform a $c\text{rn}_n$ gate as described in Section V. The algorithm used can be seen in Algorithm 2.

Algorithm 2 Native gate assisted QFT on string of diamonds [Fig. 11(b)]

1: Initialize qubits $A_1, \ldots, A_n$ with the states to transform ($|j_1\rangle, \ldots, |j_n\rangle$)
2: Initialize qubits $C_1, \ldots, C_n$ in state $|0\rangle$
3: Initialize qubit pairs $(B_1, B'_1), \ldots, (B_n, B'_n)$ in state $|\Psi^-\rangle$
4: for $i = 1$ to $n$ do
5: \hspace*{1em} H on $A_i$
6: \hspace*{1em} Set qubits $B_i$ and $B'_i$ to $|0\rangle$
7: \hspace*{1em} Swap state of $A_i$ and $C_i$ with diamond CNS-gate
8: \hspace*{1em} Set qubit pair $(B_i, B'_i)$ to $|\Psi^-\rangle$
9: for $j = i + 1$ to $n$ do
10: \hspace*{2em} iSWAP ($\frac{t_g}{2}$) on $(C_{j-1}, C_j)$
11: \hspace*{2em} Set qubits $B_j$ and $B'_j$ to $|0\rangle$
12: \hspace*{2em} R$_{j-1}$ on $C_i$ controlled by $B_j$ (using Fig. 4)
13: \hspace*{2em} iSWAP ($3\frac{t_g}{2}$) on $(A_j, B_j)$
14: \hspace*{2em} Set qubit pair $(B_j, B'_j)$ to $|\Psi^-\rangle$
15: end for
16: Swap state of $C_n$ back to $C_i$ with iSWAP ($3\frac{t_g}{2}$) or correct for number of iSWAP ($\frac{t_g}{2}$)’s along C-chain (mod 4) and readout state.
17: end for
18: Reverse order of C-qubits (these are the output qubits).

Another approach to the arrangement of the diamond gates can be seen in Fig. 11(b). In this case, only two qubits are used per input state, as opposed to the example in Fig. 11(a) where four qubits were used. Like the example in
Fig. 11(a), it employs the idle state of the diamond, the \( \text{cr}_n \) gate, and the \( \text{cns} \) gate. Using this approach, we preserve the input state that is being transformed. The target of the \( \text{cns} \) gate acts on the other qubit and not the one currently being transformed. This is similar to the \( \text{cns} \) based pseudo-swap used in Section VI B.

The algorithm associated with Fig. 11(b) is similar to the one in Algorithm 2. They both use three out of four control states of the diamond gate, \(|00\rangle\), \(|11\rangle\), and \(|\Psi^-\rangle\). Both have the same circuit depth, \( O(n^2) \), which can be reduced to \( O(n \log n) \) with an approximate QFT approach.

Appendix B: QFT algorithm for four qubits

Here we present an example of the QFT algorithm for the four qubits in Fig. 12. The final cross-swap is not shown, such that it is clear when each qubit has reached their final state. Dotted lines shows the diamond circuit in use.

Figure 12. Example of the native gate-assisted QFT algorithm for input size \( n = 4 \). The final cross-swap of A-qubits is not shown, such that the timing of the final states is highlighted. The dotted lines show the diamond part of the circuit in use for each step.